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Abstract
Firstly we prove that the Voronoi formula of Miller-Schmid type applies to automorphic forms
on GL(3) for the congruence subgroup Γ0(N), when the conductor of the additive character in the
formula is a multiple of N. As an application, we produce a result about the functional equation of
L-function of the automorphic form on GL(3) twisted by Dirichlet characters. Secondly we prove that a
similar formula applies to automorphic forms on GL(3) for the congruence subgroup Γ0(N), when the
conductor of the additive character in the formula is coprime with N.
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1 Introduction
A Voronoi formula is a Poisson-type summation formula involving the Fourier coefficients of an automor-
phic form, with the coefficients twisted by an additive character on either side. The Voronoi formula on
GL2 is a powerful standard tool to study automorphic forms on GL2 and their L-functions. The formula is
explicity and implicit at several places ([Good, DuIw, Juti]).
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Let f be an automorphic form on GL2 for Γ0(N) and a Dirichlet character ψ :Z/NZ→C×, with the nth
Fourier coefficient λ f (n). A Voronoi formula treats the expressions of the type
∑
n
λ f (n)exp
(
2pii
an
c
)
ω(n),
where (a,c) = 1 and ω is a test function on R. There are two distinct scenarios for the relationship between
c and N:
N|c and (c,N) = 1.
The first scenario is a formula
∑
n
λ f (n)exp
(
2pii
an
c
)
ω(n) =
ψ(a¯)
c
∑
n
λ f (n)exp
(
−2pii a¯n
c
)
Ω
(
n
c2
)
,
where N|c, aa¯≡ 1 mod c and Ω is an integral transform of ω . The second scenario is a formula
∑
n
λ f (n)exp
(
2pii
an
c
)
ω(n) =
ψ(c)
c
√
N
∑
n
λ f˜ (n)exp
(
−2pii a¯N¯n
c
)
Ω
(
n
c2N
)
,
where f˜ is the contragredient form of f and N¯ is a multiplicative inverse of N mod c. Both scenarios can
be combined in [KMV, Appendix], [Mich] and [Temp] using the Atkin-Lehner-Li theory and especially
the Atkin-Li operator on GL2 from [AtLi]. More precisely, in [KMV], at every finite place, either the first
scenario or the second scenario happens, i.e., for every prime p with pk||N, either pk|c or p ∤ c.
The Voronoi formulas in higher rank are more recent. The Voronoi formula for automorphic forms
for SL3(Z) was first discovered by Miller and Schmid in [MiSc1]. Other proofs and generalizations can
be found in [MiSc2, IcTe, GoLi1, GoLi2, Zhou, KiZh, MiZh]. In [IcTe], a general formula is formulated
by Ichino and Templier over number fields and it allows automorphic forms with ramification (instead
of automorphic forms for SLn(Z)). The ramification is only allowed at places disjoint from the additive
character (the second scenario). There is also an interesting special case of Voronoi formula on GL(3)
with ramification in [BuKh, Lemma 1.3], which is not covered by [IcTe]. It is believed by [MiSc2] that a
general formula can be achieved if some Atkin-Lehner information is available on GLn for n≥ 3. So far no
Atkin-Lehner theory is available on GLn with n≥ 3.
In this paper, we firstly introduce a Voronoi formula of Miller-Schmid type (Theorem 2.8) for auto-
morphic forms on GL3 of level N for the congruence subgroup Γ0(N) when the conductor of the additive
character is a multiple of the level N (i.e., N|c, analogous to the first scenario) without involving any Atkin-
Lehner theory on GL3. The case treated in this paper is the exact opposite of [IcTe]. Let F be a Maass form
for Γ0(N) with a Dirichlet character modulo N. Let AF( , ) be the Fourier-Whittaker coefficient and let m
be a nonzero integer. For c with N|c we have the formula
∞
∑
n=1
AF(n,m)exp
(
2pii
a¯n
c
)
ω(n)
= cψ(a) ∑
m2 6=0
∑
m1|cm
AF(m1,m2)
m1|m2| S
(
am,m2;
cm
m1
)
Ω
(
m21|m2|
c3|m|
)
, (1)
where S( , ; ) denotes classical Kloosterman sum. Secondly, we develop a Voronoi formula of Miller-Schmid
type (Theorem 4.1) for automorphic forms on GL3 of level N for the congruence subgroup Γ0(N) when the
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conductor of the additive character is coprime with the level N (i.e., (c,N) = 1, analogous to the second
scenario). For (m,N) = (c,N) = 1 we have the formula
∞
∑
n=1
AF(m,n)exp
(
2pii
a¯n
c
)
ω(n)
= cψ(cm)ε(F)∑
±
∞
∑
m2=1
∑
m1|cm
AF˜(m1,m2)
m1m2
S
(
±N¯am,m2; cmm1
)
Ω±
(
m21m2
c3mN
)
, (2)
where F˜ is the contragredient form of F and N¯N ≡ 1 mod c.
The author believes that the analogous formulas of Miller-Schmid type should also apply to automorphic
forms on GLn(R) for the congruence subgroup Γ0(N).
The proof of (1) is similar to and different from that of [GoLi1] by Goldfeld and Xiaoqing Li. In [GoLi1,
Section 3], for a Maass cusp form F for SL3(Z), its Voronoi formula involves Fourier coefficients of both F
and its contragredient F˜ . This would prevent its proof from being generalized to the case of level N. In this
paper we realize that the contragredient F˜ is unnecessary in the formulation and the proof of the Voronoi
formula. Moreover, in [GoLi1], the proof is based upon that F˜ is invariant under
(
1
1
1
)
or another Weyl
group element, whereas in Theorem 2.8 we use the invariance of F under
(
1
a b
c d
)
. The other parts of our
proof are heavily indebted to [GoLi1], and other sources such as Goldfeld and Thillainadesan’s proof of the
converse theorem on GL3 in [Gold].
The classical theory of Maass cusp forms for SL3(Z) has been developed in [Bump, Gold]. The classical
theory of Maass forms on GL3 for Γ0(N) is still in its infancy. The dissertation [Bala] of Balakci studies the
Eisenstein series on GL3 for Γ0(N). So does [GoHu, Chapter 12] define the classical theory of automorphic
forms for GLn(R). We will not introduce a precise definition of cuspidality for Maass forms for Γ0(N)
because that is unnecessary for the Voronoi formula in Theorem 2.8. For the Voronoi formula of Theorem
2.8 we only need Maass forms being cuspidal at one cusp, instead of being cuspidal at every cusp. In Section
2.1, we will define Maass forms on GL3 for Γ0(N) and its Hecke operators.
Later, the proof of (2) uses the method of double Dirichlet series and Gauss sums of the author and Eren
Mehmet Kıral in [KiZh]. Theorem 4.1 carries on the same formalism from [KiZh] and it is based upon a
different set of axioms than those used in Theorem 2.8. In [KiZh], for an automorphic form f for SLn(Z),
the Voronoi formulas are proved to be equivalent to the family of functional equation of L(s, f ×χ) when χ
varies over all the Dirichlet characters. In Theorem 4.1 we exploit this equivalence further by allowing f to
have ramification at finite places. Theoretically (2) could be recovered from [IcTe] if everything is evaluated
explicitly and matched with the classical language.
From the point of view of the theory of automorphic representations, the contrast between the first
scenario and the second scenario can be explained by L-factor and ε-factor. Let pip be a representation of
GLn(Qp) and χp a representation of GL1(Qp) which will vary. If pip is unramified, then L(s,pip× χp) and
ε(s,pip×χp) are very predicable when χp varies over all representations of GL1(Qp). If pip is ramified, then
L(s,pip× χp) and ε(s,pip× χp) are very predicable when χp varies over all unramified representations of
GL1(Qp). That is how the second scenario works in Theorem 4.1 and [KiZh]. Naturally we would like to
explore this further. If pip is ramified, unfortunately L(s,pip× χp) and ε(s,pip× χp) are not fully predicable
when χp varies over ramified representations of GL1(Qp). In the classical theory on GL2, this problem is
largely resovled by the Atkin-Lehner-Li theory, especially those in [AtLi]. On a side note, the stability of
the local gamma and epsilon factors at a non-archimedean place should predict that when χp is ramified
enough relative to pip, we have
L(s,pip× χp)≡ 1
3
and
γ(s,pip× χp) := ε(s,pip× χp)L(1− s, p˜ip× χ¯p)
L(s,pip× χp)
ignore most information about pip, as in [AtLi, §4], [JaSh] and Section 3, as an application of Theorem 2.8.
In Theorem 3.2, we will prove that when a Dirichlet character χ is ramified enough at p|N then we have the
functional equation
L(N)(s,F × χ)L∞(s,F × χ) = c−3sτ(ψχ)τ(χ)2 ·L(N)(1− s, F˜× χ¯)L∞(1− s, F˜× χ¯),
where L(N)(s,F× χ) only carries the unramified information of F .
Lastly, the absence of the Atkin-Li operator on GL3 makes it unlikely to combine (1) and (2) into one
formula, as [KMV] does on GL2. It is very valuable to develop a newform theory on GL3 and GLn.
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2 The first scenario
2.1 Background on automorphic forms
The classical theory of modular forms for the congruence subgroup Γ0(N)⊂ SL2(Z) has been well devel-
oped and recorded in excellent expositions, such as [Miya].
The theory of Maass cusp forms for SL3(Z) and SLn(Z) has been well recorded by [Bump, Gold] and
these Maass forms are corresponding to unramified automorphic representations of GLn(AQ). It is desirable
to develop the theory of automorphic forms on GLn(R) for the congruence subgroup Γ0(N)⊂ SLn(Z), and
they will correspond to automorphic representations of GLn(AQ) with ramification at finite places. In the
following we will discuss how Maass forms on GL3(R) for Γ0(N) should be developed. Many results in
[Bump, Gold] can be carried on to Γ0(N) with no or little modification. I assume that the reader is familiar
with [Gold, Section 5, 6].
Let h= GL3(R)/(O3(R) ·R×) denote the generalized upper half plane. Each z ∈ h has the form z= xy
by the Iwasawa decomposition, where
x=

1 x2 x31 x1
1

 and y=

y1y2 y1
1


and xi,yi ∈ R and yi > 0. Let D denote the the center of the universal enveloping algebra of gl3(R). Define
the congruence subgroup Γ0(N) of SL3(Z) by
Γ0(N) :=

g ∈ SL3(Z) : g≡

∗ ∗ ∗∗ ∗ ∗
0 0 ∗

mod N

 .
The Hilbert space L 2(Γ0(N)\h,ψ) denotes the space of functions F with∫
Γ0(N)\h
|F(z)|2d∗z< ∞
4
where d∗z= dx1dx2dx3 dy1dy2(y1y2)3 and
F (gz) = ψ(g33)F(z), for all g=

g11 g12 g13g21 g22 g23
g31 g32 g33

 ∈ Γ0(N).
Define the Petersson inner product on L 2(Γ0(N)\h,ψ)
〈F,G〉 :=
∫
Γ0(N)\h
F(z)G(z)d∗z.
A Maass form for Γ0(N) with a Dirichlet character ψ : Z/NZ → C× is a smooth function F ∈
L 2(Γ0(N)\h,ψ) which satisfies
• F (gz) = ψ(g33)F(z), for all z ∈ h, g=

g11 g12 g13g21 g22 g23
g31 g32 g33

 ∈ Γ0(N);
• for all D ∈D , F is an eigenfunction of D;
• ∫ 10 ∫ 10 F



1 u31 u1
1

z

du1du3 = 0 and ∫ 10 ∫ 10 F



1 u2 u31
1

z

du2du3 = 0 for all z ∈ h.
Remark 2.1. We do not call F a Maass cusp form because the last condition only requires cuspidality at
one cusp.
Define e(x) := exp(2piix). Because F is invariant under
(∗ ∗ ∗∗ ∗ ∗
0 0 ∗
)
, it has Fourier-Whittaker expansion by
[Bala, Theorem 0.3] and [Gold, Theorem 5.3.2],
F(z) = ∑(
A B
C D
)
∈U2(Z)\SL2(Z)
∞
∑
m1=1
∑
m2 6=0
AF(m1,m2)
m1|m2| e
(
m1 (Cx3+Dx1)+m2ℜ
Az2+B
Cz2+D
)
WJacquet



m1|m2| m1
1




y1y2
|Cz2+D|
y1|Cz2+D|
1



 . (3)
The Jacquet’s Whittaker function WJacquet is defined in [Gold, Section 5.5]. We only need the Jacquet’s
Whittaker function on GL3, which can also be found in [Blom, (2.10)]. We follow the notation ibid. for
W ±ν1,ν2 and we have
W
±
ν1,ν2



1 x2 x31 x1
1



y1y2 y1
1



= e(x1± x2)WJacquet



y1y2 y1
1



 .
Here we suppress the spectral parameter (ν1,ν2) from WJacquet. The spectral parameter (ν1,ν2) is determined
by the eigenvalues of F under the differential operators D ∈ D . In the rest of this paper, we will only use
WJacquet but not W
±
ν1,ν2 . We define for convenience
α :=−ν1−2ν2+1
β :=−ν1+ν2
γ := 2ν1+ν2−1
5
and
C := pi
1
2
−3ν1−3ν2Γ
(
3ν1
2
)
Γ
(
3ν2
2
)
Γ
(
3ν1+3ν2−1
2
)
.
The Fourier-Whittaker coefficient AF(m1,m2) can be obtained by
∫ 1
0
∫ 1
0
∫ 1
0
F



1 u2 u31 u1
1

z

e(−m1u1−m2u2)du1du2du3
=
AF(m1,m2)
|m1m2| e(m1x1+m2x2)WJacquet



|m1m2| |m1|
1



y1y2 y1
1



 (4)
for non-zero integers m1 and m2.
Because of
F(z) = F



−1 −1
1

z

= ψ(−1)F



−1 1
−1

z

 = ψ(−1)F



1 −1
−1

z


and 
δ1 δ2
δ3



1 x2 x31 x1
1



δ1 δ2
δ3


−1
=

1 δ1δ−12 x2 δ1δ−13 x31 δ2δ−13 x1
1


we have the following from (4). This is analogous to [Gold, Proposition 6.3.5]
Proposition 2.2. Let F be a Maass form for Γ0(N) with a Dirichlet character ψ . We have
AF(±m1,(−1)km2) = ψ(−1)kAF(m1,m2)
for k = 0,1 and positive integers m1 and m2.
For z1 = x1+ iy1 and for σ =
(
a b
c d
)
∈ SL2(Z) we will use the notation for linear fractional transfor-
mation
σz1 =
az1+b
cz1+d
.
We will use the two basic facts
ℜσz1 =
a
c
−ℜ 1
c(cz1+d)
and
ℑσz1 =
ℑz1
|cz1+d|2 .
2.2 Hecke operators
Let F be a Maass form for Γ0(N) and a Dirichlet character ψ , as defined in Section 2.1. For a positive
integer n, define the Hecke operator Tn by
TnF(z) :=
1
n
∑
abc=n
∑
0≤b1<b
∑
0≤c1,c2<c
ψ(ab)F



a b1 c1b c2
c

z

 . (5)
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Let T ∗n be the adjoint operator of Tn which satisfies
〈TnF,G〉= 〈F,T ∗n G〉
for any F,G ∈L 2(Γ0(N)\h,ψ). Explicitly the adjoint operator T ∗n is
T ∗n F(z) :=
1
n
∑
abc=n
∑
0≤b1<b
∑
0≤c1,c2<c
ψ(ab)F



a b1 c1b c2
c


−1
z

 . (6)
Let us assume that F is an eigenfunction under Tn and T
∗
n for all n with (n,N) = 1. Let us assume
AF(1,1) = 1 for normalization. Admittedly there could be Maass forms for Γ0(N) with AF(1,1) = 0. But
so far the newform theory or the Atkin-Lehner-Li theory on GL3 has not been built. By the standard method
of automorphic forms ([Gold, Theorem 6.4.11]), we have
TnF = AF(n,1)F.
Moreover we have
T ∗n F = ψ(n)AF(1,n)F
and
AF(n,1) = ψ(n)AF(1,n)
with (n,N) = 1 after comparing the eigenvalues of Tn and T
∗
n . By the same method we have the Hecke
relations
AF(n,1)AF(n2,n1) = ∑
abc=n,a|n1 ,b|n2
ψ(ab)AF(
cn2
b
, bn1
a
) (7)
and
AF(1,n)AF (n2,n1) = ∑
abc=n,b|n1 ,c|n2
ψ(c)AF(
bn2
c
, an1
b
) (8)
with (n,N) = 1 and n1,n2 ∈ Z.
Proposition 2.3. Let us assume that the Maass form F is an eigenfunction under T ∗n for some n with (n,N)=
1 and assume AF(1,1) = 1. Then we have
T ∗n F = ψ(n)AF(1,n)F
and
AF(1,n)AF (n2,n1) = ∑
abc=n,b|n1 ,c|n2
ψ(c)AF(
bn2
c
, an1
b
).
Proof. The proof would be very similar to that of [Gold, Theorem 6.4.11]
Let F˜ be the hypothetical contragredient form of F . Let AF˜(m,n) be the Fourier-Whittaker coefficient
of F˜ and we have for positive integers m,n with (mn,N) = 1
AF(m,n) = ψ(m)ψ(n)AF˜(n,m).
Unlike the case on GL2 we so far are not able to define F˜ precisely when N > 1.
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2.3 The left side
Let m 6= 0 be an integer. To prove (1) we will construct the integral H(x1;y1,y2), which is similar to but
different from [GoLi1, (3.3)]. We define the integral
H(x1;y1,y2) := ψ(d)
∫ c
0
∫ 1
0
F



1 x2 x3+ dx2c + x1x21 x1
1



y1y2 y1
1



e(−mx2)dx3dx2.
Lemma 2.4. For k = 0 or 1 and for fixed y2, the function
(
∂
∂x1
)k
H(x1;y1,y2)
∣∣∣∣
x1=− dc
has rapid decay as
y1 → ∞.
Proof. By (3), F in H(x1;y1,y2) has the Fourier-Whittaker expansion
F



1 x2 x3+ dx2c + x1x21 x1
1



y1y2 y1
1




= ∑(
A B
C D
)
∈U2(Z)\SL2(Z)
∞
∑
m1=1
∑
m2 6=0
AF(m1,m2)
m1|m2| e
(
m1
(
C
(
x3+
dx2
c
+ x1x2
)
+Dx1
)
+m2ℜ
Az2+B
Cz2+D
)
WJacquet



m1|m2| m1
1




y1y2
|Cz2+D|
y1|Cz2+D|
1



 .
In H(x1;y1,y2), the integration in dx3 forces m1C= 0. This impliesC= 0 and then A=D=±1. Integration
in dx2 forces m2 = m. Thus we have
H(x1;y1,y2) = cψ(d)
∞
∑
m1=1
AF(m1,m)
m1|m| e(±m1x1)WJacquet



m1|m| m1
1



y1y2 y1
1



 .
Therefore
(
∂
∂x1
)k
H(x1;y1,y2)
∣∣∣∣
x1=− dc
has rapid decay as y1 → ∞ because of the decay property of the
Jacquet’s Whittaker function.
For k = 0 or 1, we define
Hk(s1,s2) :=
∫ ∞
0
∫ ∞
0
(
∂
∂x1
)k
H(x1;y1,y2)
∣∣∣∣∣
x1=− dc
y
s1−1
1 y
s2−1
2
dy1
y1
dy2
y2
.
By a change of variable we get for ℜs1 ≫ 1
Hk(s1,s2) = cψ(d)
∞
∑
m1=1
AF(m1,m)
m
s1
1 |m|s2
(2piim1)
k
(
e
(
−m1d
c
)
+(−1)ke
(
m1d
c
))
(9)
∫ ∞
0
∫ ∞
0
WJacquet



y1y2 y1
1



ys1−11 ys2−12 dy1y1
dy2
y2
.
Lemma 2.5. For ℜs1 ≫ 1, Hk(s1,s2) is absolutely convergent for all s2 ∈ C.
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2.4 The right side
Let c be a multiple of N. Let σ =
(
a b
c d
)
be a matrix in SL2(Z) and thus
(
1
σ
)
∈ Γ0(N). We have the
Iwasawa decomposition
1 a b
c d



1 x2 x3+ dx2c + x1x21 x1
1



y1y2 y1
1


=

1 −cx3 ax3+ x2c − cx3ℜσz11 ℜσz1
1



y2|cz1+d|ℑσz1 ℑσz1
1

mod (O3(R) ·R×) .
We will re-calculate H(x1;y1,y2) using the invariance of F under
(
1
σ
)
∈ Γ0(N). This is crucially dif-
ferent from [Gold, (3.12)].
Lemma 2.6. For k = 0 or 1 and for fixed y2, the function
(
∂
∂x1
)k
H(x1;y1,y2)
∣∣∣∣
x1=− dc
has rapid decay as
y1 → 0.
Proof. Using the aforementioned Iwasawa decomposition, we have the Fourier-Whittaker expansion
F



1 a b
c d



1 x2 x3+ dx2c + x1x21 x1
1



y1y2 y1
1




=
∞
∑
C=−∞
∞
∑
D=−∞
(D,C)=1
∞
∑
m1=1
∑
m2 6=0
AF(m1,m2)
m1|m2| e
(
m1
(
C
(
ax3+
x2
c
− cx3ℜσz1
)
+Dℜσz1
)
+m2ℜ
Az′2+B
Cz′2+D
)
WJacquet



m1|m2| m1
1




y2|cz1+d|ℑσz1
|Cz′2+D|
ℑσz1|Cz′2+D|
1



 ,
where we define z′2 := −cx3+ y2|cz1+d|i. Here A and B are a pair of integers satisfying AD−BC = 1. We
compute the part in e(· · · ),
m1
(
C
(
ax3+
x2
c
− cx3ℜσz1
)
+Dℜσz1
)
+m2ℜ
Az′2+B
Cz′2+D
=
m1Cx2
c
+
m1Da
c
+
m2A
C
+m1(Ccx3−D)ℜ 1
c(cz1+d)
−m2ℜ 1
C(Cz′2+D)
.
Because of F
((
1
a b
c d
)
z
)
= ψ(d)F(z), we have another way to calculate H(x1;y1,y2) and it is
H(x1;y1,y2) =
∫ 1
0
∫ c
0
F



1 a b
c d



1 x2 x3+ dx2c + x1x21 x1
1



y1y2 y1
1



e(−mx2)dx2dx3,
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after switching dx3 and dx2. In H(x1;y1,y2), the integration in dx2 forces m1C = cm and we have
H(x1;y1,y2)
= c
∫ 1
0
∑
m1,C∈Z, m1>0
m1C=cm
∞
∑
D=−∞
(D,C)=1
∑
m2 6=0
AF(m1,m2)
m1|m2|
e
(
Dam
C
+
m2A
C
+m1(Ccx3−D)ℜ 1
c(cz1+d)
−m2ℜ 1
C(Cz′2+D)
)
WJacquet



m1|m2| m1
1




y2|cz1+d|ℑσz1
|Cz′2+D|
ℑσz1|Cz′2+D|
1



dx3.
The D-summation
∞
∑
D=−∞
(D,C)=1
can be rewritten as a summation of D+ lC with D ranging in
C
∑
D=1
(D,C)=1
and l ranging
over all integers. We now obtain
c
∫ 1
0
∑
m1,C∈Z, m1>0
m1C=cm
C
∑
D=1
(D,C)=1
∞
∑
l=−∞
∑
m2 6=0
AF(m1,m2)
m1|m2|
e
(
Dam
C
+
m2A
C
+m1(Ccx3−D− lC)ℜ 1
c(cz1+d)
−m2ℜ 1
C(Cz′2+D+ lC)
)
WJacquet



m1|m2| m1
1




y2|cz1+d|ℑσz1
|Cz′2+D+lC|
ℑσz1|Cz′2+D+ lC|
1



dx3.
Changing variables x3 → x3+ lc + DcC we obtain
c ∑
m1,C∈Z, m1>0
m1C=cm
C
∑
D=1
(D,C)=1
∞
∑
l=−∞
∫ 1− l
c
− D
cC
− l
c
− D
cC
∑
m2 6=0
AF(m1,m2)
m1|m2|
e
(
Dam
C
+
m2A
C
+m1Ccx3ℜ
1
c(cz1+d)
−m2ℜ 1
C2z′2
)
WJacquet



m1|m2| m1
1




y2|cz1+d|ℑσz1
|Cz′2|
ℑσz1|Cz′2|
1



dx3
= c2 ∑
m1,C∈Z, m1>0
m1C=cm
C
∑
D=1
(D,C)=1
∫ ∞
−∞ ∑m2 6=0
AF(m1,m2)
m1|m2|
e
(
Dam
C
+
m2A
C
+m1Ccx3ℜ
1
c(cz1+d)
−m2ℜ 1
C2z′2
)
WJacquet



m1|m2| m1
1




y2|cz1+d|ℑσz1
|Cz′2|
ℑσz1|Cz′2|
1



dx3.
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We realize
C
∑
D=1
(D,C)=1
e
(
Dam
C
+
m2A
C
)
= S(am,m2;C),
which is the classical Kloosterman sum. We obtain
c2 ∑
m1,C∈Z, m1>0
m1C=cm
∑
m2 6=0
AF(m1,m2)
m1|m2| S(am,m2;C)
∫ ∞
−∞
e
(
m1Ccx3ℜ
1
c(cz1+d)
−m2ℜ 1
C2z′2
)
WJacquet



m1|m2| m1
1




y2|cz1+d|ℑσz1
|Cz′2|
ℑσz1|Cz′2|
1



dx3.
For k = 0 or 1, we get after taking partial derivative with respect to x1 at x1 =− dc(
∂
∂x1
)k
H(x1;y1,y2)
∣∣∣∣∣
x1=− dc
= c2 ∑
m1,C∈Z, m1>0
m1C=cm
∑
m2 6=0
AF(m1,m2)
m1|m2| S(am,m2;C)
∫ ∞
−∞
(
2pii
m1Cx3
cy21
)k
e
(
−m2ℜ 1
C2c(−x3+ y1y2i)
)
WJacquet



m1|m2| m1
1




y2
c2|C||−x3+iy1y2| |C||−x3+y1y2i|
cy1
1



dx3.
By a change of variable x3 → y1y2x3 we obtain
c2 ∑
m1,C∈Z, m1>0
m1C=cm
∑
m2 6=0
AF(m1,m2)
m1|m2| S(am,m2;C)
∫ ∞
−∞
(
2pii
m1Cx3y2
cy1
)k
e
(
− m2
C2cy1y2
ℜ
1
−x3+ i
)
WJacquet



m1|m2| m1
1




1
c2|C|y1|−x3+i| |C||−x3+i|y2
c
1



y1y2dx3.
Therefore
(
∂
∂x1
)k
H(x1;y1,y2)
∣∣∣∣
x1=− dc
has rapid decay as y1 → 0 because of the decay property of the
Jacquet’s Whittaker function.
Now we calculate Hk(s1,s2) again
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Hk(s1,s2)
= c2
∫ ∞
0
∫ ∞
0
∑
m1,C∈Z, m1>0
m1C=cm
∑
m2 6=0
AF(m1,m2)
m1|m2| S(am,m2;C)
∫ ∞
−∞
(
2pii
m1Cx3y2
cy1
)k
e
(
− m2
C2cy1y2
ℜ
1
−x3+ i
)
WJacquet



m1|m2| m1
1




1
c2|C|y1 |−x3+i| |C||−x3+i|y2
c
1



dx3ys11 ys22 dy1y1
dy2
y2
.
By change of variables y1 → m1|m2|y1c2|C| and y2 → cy2m1|C| , we obtain for −ℜs1 large
Hk(s1,s2) = ∑
m1|cm
c2
c3s1 |m|s1+s2 ∑
m2 6=0
AF(m1,m2)
m
1−2s1
1 |m2|1−s1
S
(
am,m2;
cm
m1
)∫ ∞
0
∫ ∞
0
∫ ∞
−∞
(
2pii
c3mx3y2
m21|m2|y1
)k
e
(
−signm2
y1y2
ℜ
1
−x3+ i
)
WJacquet




1
y1|−x3+i|
|− x3+ i|y2
1



dx3ys11 ys22 dy1y1
dy2
y2
= ∑
m1|cm
c2
c3s1 |m|s1+s2 ∑
m2 6=0
AF(m1,m2)
m
1−2s1
1 |m2|1−s1
S
(
am,m2;
cm
m1
)(
2pii
c3m
m21|m2|
)k
∫ ∞
0
∫ ∞
0
∫ ∞
−∞
e
(
−signm2
y1y2
ℜ
1
−x3+ i
)
WJacquet




1
y1|−x3+i|
|− x3+ i|y2
1



ys11 ys22
(
x3y2
y1
)k
dx3
dy1
y1
dy2
y2
= ∑
m1|cm
c2
|m|s2 ∑
m2 6=0
AF(m1,m2)
m1|m2| S
(
am,m2;
cm
m1
)(
c3|m|
m21|m2|
)k−s1
(2piisignm)k
∫ ∞
0
∫ ∞
0
∫ ∞
−∞
e
(
−signm2
y1y2
ℜ
1
−x3+ i
)
(10)
WJacquet




1
y1|−x3+i|
|− x3+ i|y2
1



ys11 ys22
(
x3y2
y1
)k
dx3
dy1
y1
dy2
y2
.
Here ∑
m1|cm
means that a positive integer m1 varies over the divisors of cm, whereas cm may be negative.
Lemma 2.7. For −ℜs1 ≫ 1, Hk(s1,s2) is absolutely convergent for all s2 ∈ C.
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2.5 Gamma factors
By [Bump, page 161] we have the Gamma factors
∫ ∞
0
∫ ∞
0
WJacquet



y1y2 y1
1



ys1−11 ys2−12 dy1y1
dy2
y2
=
Cpi−s1−s2
4Γ
(
s1+s2
2
)Γ( s2+α
2
)
Γ
(
s2+β
2
)
Γ
(
s2+γ
2
)
Γ
(
s1−α
2
)
Γ
(
s1−β
2
)
Γ
(
s1−γ
2
)
. (11)
Let us recall a famous formula for k = 0,1∫ ∞
−∞
e(uy)(u2+1)−sukdu= (isigny)k
2pis|y|s− 12
Γ(s)
Ks− 1
2
−k(2pi|y|).
Then have the integral in (10)∫ ∞
0
∫ ∞
0
∫ ∞
−∞
e
(
−signm2
y1y2
ℜ
1
−x3+ i
)
WJacquet




1
y1|−x3+i|
|− x3+ i|y2
1



(x3y2
y1
)k
dx3y
s1
1 y
s2
2
dy1
y1
dy2
y2
= (signm2)
k
∫ ∞
0
∫ ∞
0
∫ ∞
−∞
e
(
x3
y1y2
(
x23+1
)
)
WJacquet




1
y1
√
x23+1
y2
√
x23+1
1




(
x3y2
y1
)k
dx3y
s1
1 y
s2
2
dy1
y1
dy2
y2
= (signm2)
k
∫ ∞
0
∫ ∞
0
(∫ ∞
−∞
e
(
x3
y1y2
)
(x23+1)
− s1+s2
2 xk3dx3
)
WJacquet



 1y1 y2
1



ys11 ys22
(
y2
y1
)k
dy1
y1
dy2
y2
= (signm2)
k
∫ ∞
0
∫ ∞
0
(
ik
2pi
s1+s2
2
Γ
(
s1+s2
2
) ( 1
y1y2
) s1+s2
2
− 1
2
K s1+s2
2
− 1
2
−k
(
2pi
y1y2
))
WJacquet



 1y1 y2
1



ys11 ys22
(
y2
y1
)k
dy1
y1
dy2
y2
= (isignm2)
k
C
pi
s1+s2
2
4Γ
(
s1+s2
2
)pi −3s2−6k+3s1−32 (12)
Γ
(
s2+α
2
)
Γ
(
s2+β
2
)
Γ
(
s2+γ
2
)
Γ
(
1−s1+2k+α
2
)
Γ
(
1−s1+2k+β
2
)
Γ
(
1−s1+2k+γ
2
)
The last equality comes from [Stad, page 357], as well as from [Bump].
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2.6 The theorem
Theorem 2.8. Let F be a Maass form on GL3 for Γ0(N) with a Dirichlet character ψ : Z/NZ→ C× as
defined in Section 2.1. It has the Fourier-Whittaker coefficient AF(m1,m2). Let c be a positive integer with
N|c and let a, a¯ be two integers with aa¯≡ 1 mod c. Let m 6= 0 be an integer. We have the identity
∞
∑
n=1
AF(n,m)
ns
e
(
−na¯
c
)
= cpi−
3
2
+3sψ(a) ∑
m2 6=0
∑
m1|cm
G(s)
AF(m1,m2)
m1|m2| S
(
am,m2;
cm
m1
)( c3|m|
m21|m2|
)−s
, (13)
where we define for abbreviation
G(s) :=
1
2

Γ
(
1−s+α
2
)
Γ
(
1−s+β
2
)
Γ
(
1−s+γ
2
)
Γ
(
s−α
2
)
Γ
(
s−β
2
)
Γ
(
s−γ
2
) + isign(mm2)Γ
(
2−s+α
2
)
Γ
(
2−s+β
2
)
Γ
(
2−s+γ
2
)
Γ
(
s+1−α
2
)
Γ
(
s+1−β
2
)
Γ
(
s+1−γ
2
)

 .
The Dirichlet series on the left is convergent when ℜs is large; the Dirichlet series on the right is convergent
when −ℜs is large; both have analytic continuation to the whole complex plane. Here S(∗,∗;∗) is the
classical Kloosterman sum and the unordered triple (α ,β ,γ) is determined by the eigenvalues of F under
Casimir operators.
Proof of Theorem 2.8. The holomorphic continuation of Hk(s1,s2) in s1 comes from Riemann’s method of
dividing the integration of y1 on (0,∞) into (0,1] and [1,∞), and then making the transformation y1 → 1/y1
on (0,1]. Re-examining the two ways to express Hk(s1+k,s2) ((9) and (10)) along with the explicit Gamma
factors (11) and (12), we can cancel all parts involving s2 and we obtain
ψ(d)
∞
∑
m1=1
AF(m1,m)
ms1
(
e
(
−m1d
c
)
+(−1)ke
(
m1d
c
))
= cpi−
3
2+3sGk(s) ∑
m2 6=0
∑
m1|cm
(isign(mm2))
kAF(m1,m2)
m1|m2| S
(
am,m2;
cm
m1
)(
c3|m|
m21|m2|
)−s
,
where we define for abbreviation
Gk(s) :=
Γ
(
1+k−s+α
2
)
Γ
(
1+k−s+β
2
)
Γ
(
1+k−s+γ
2
)
Γ
(
s+k−α
2
)
Γ
(
s+k−β
2
)
Γ
(
s+k−γ
2
) .
The left side is absolutely convergent when ℜs large and the Dirichlet series on the right side is absolutely
convergent when −ℜs large. They have analytic continuation to the whole complex plane and satisfy the
previous functional equation. Combining the two cases k= 0 and 1, we finish the proof of Theorem 2.8.
3 Application
As an application of Theorem 2.8, we will produce a result on GL3 analogous to the stability of the local
gamma factors at non-archimedean places, showing that the global L-function L(s,F×χ) and its functional
equation do not contain p-factor for p ∤ N, whenever a Dirichlet character χ is ramified enough at places
p | N.
Let χ be a primitive character of modulo c and let c be a multiple of N. Define the partial L-functions
L(N)(s,F ′× ψ¯ χ¯) :=
∞
∑
n=1
(n,N)=1
AF(n,1)ψ¯ χ¯(n)
ns
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and
L(N)(s,F × χ) :=
∞
∑
n=1
(n,N)=1
AF(1,n)χ(n)
ns
.
Theorem 3.1. Let F be a Maass form on GL3 for Γ0(N) with a Dirichlet character ψ : Z/NZ→ C× as
defined in Section 2.1. Let χ be a primitive Dirichlet character modulo c, which is a multiple of N. Let us
assume that the character ψχ is a primitive character modulo c, i.e., the conductor of ψχ is c. Then we
have the functional equation
L(N)(s,F × χ) = Ξ(s)L(N)(1− s,F ′× ψ¯ χ¯)
where Ξ(s) stands for
Ξ(s) = τ(ψχ)τ(χ)2c−3s · iκ pi3(s− 12 )
Γ
(
1−s+κ−α
2
)
Γ
(
1−s+κ−β
2
)
Γ
(
1−s+κ−γ
2
)
Γ
(
s+κ+α
2
)
Γ
(
s+κ+β
2
)
Γ
(
s+κ+γ
2
)
and let κ = 0 when ψχ(−1) = 1 and κ = 1 when ψχ(−1) =−1.
Proof. Multiply χ(a)ψ(a) on both sides of the Voronoi formula (13) in Theorem 2.8 and sum (with respect
to a) over the reduced residue system modulo c. We have by [KiZh, Lemma 3.4]
∑
amod c
(a,c)=1
χ(a)S(am,m2;
cm
m1
) =
{
g(χ¯ ,c,m1)g(χ¯ ,
cm
m1
,m2), if m1|m,
0, otherwise.
Let m be 1, which forces m1 to be 1 and now we have
∑
amod c
(a,c)=1
χ(a)S(a,m2;
c
m1
) = δm1=1τ(χ¯)g(χ¯ ,c,m2).
We have by [KiZh, Lemma 2.3]
g(χ¯ ,c,m2) =
{
τ(χ¯)χ(m2), if (m2,c) = 1,
0, otherwise.
Recall Proposition 2.2 we have the right side of (13)
cpi−
3
2
+3s ∑
amod c
(a,c)=1
χ(a) ∑
m2 6=0
∑
m1|c
G(s)
AF(m1,m2)
m1|m2| S
(
a,m2;
c
m1
)(
c3
m21|m2|
)−s
= c1−3spi−
3
2
+3sτ(χ¯)2 ∑
m2 6=0
G(s)
AF(1,m2)
|m2|1−s χ(m2)
= c1−3spi−
3
2+3sτ(χ¯)2iκGκ(s)
∞
∑
m2=1
(m2,c)=1
AF(1,m2)χ(m2)
m1−s2
.
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From the left side of (13), we have
∑
amod c
(a,c)=1
χ(a)ψ(a)
∞
∑
n=1
AF(n,1)
ns
exp
(
−2piina¯
c
)
=
∞
∑
n=1
AF(n,1)
ns
g(ψχ ,c,−n)
= (−1)κτ(ψχ)
∞
∑
n=1
(n,c)=1
AF(n,1)
ns
ψ¯ χ¯(n).
Hence the theorem is proved after changing s to 1− s.
Let us assume that F is an eigenfunction under Tn and T
∗
n for all (n,N) = 1. Let us assume AF(1,1) = 1
In such a case, by Section 2.2, we have
AF(n,1)ψ¯ χ¯(n) = AF˜(1,n)χ¯(n)
and
L(N)(s,F ′× ψ¯ χ¯) = L(N)(s, F˜ × χ¯) :=
∞
∑
n=1
(n,N)=1
AF˜(1,n)χ¯(n)
ns
.
Moreover we have
L(N)(s, F˜ × χ¯) = L(N)(s¯,F× χ).
Actually L(N)(s,F× χ) has the Euler product by the Hecke relations
L(N)(s,F × χ) = ∏
p∤N
(
1− AF(1, p)χ(p)
ps
+
AF(p,1)χ(p)
2
p2s
− χ
3ψ(p)
p3s
)−1
.
Theorem 3.2. Let F be a Maass form on GL3 for Γ0(N) with a Dirichlet character ψ : Z/NZ→ C× as
defined in Section 2.1. Let us assume that F is an eigenfunction under Tn and T
∗
n for all n with (n,N) = 1, as
described in Section 2.2 as well as AF(1,1) = 1. Let χ be a primitive Dirichlet character modulo c, which is
a multiple of N. Let us assume that the character ψχ is a primitive character modulo c, i.e., the conductor
of ψχ is c. Then we have the functional equation
L(N)(s,F× χ) = Ξ(s)L(N)(1− s, F˜× χ¯)
where Ξ(s) stands for
Ξ(s) = τ(ψχ)τ(χ)2c−3s · iκ pi3(s− 12 )
Γ
(
1−s+κ−α
2
)
Γ
(
1−s+κ−β
2
)
Γ
(
1−s+κ−γ
2
)
Γ
(
s+κ+α
2
)
Γ
(
s+κ+β
2
)
Γ
(
s+κ+γ
2
)
and let κ = 0 when ψχ(−1) = 1 and κ = 1 when ψχ(−1) =−1.
Remark 3.3. The aforementioned functional equation would be the same as that derived from the theory of
automorphic representation. In Theorem 3.2, the L-function L(N)(s,pi×χ) does not include any places p |N.
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4 The second scenario
In this section, we will obtain a Voronoi formula on GL3 in the second scenario, where the level of the
automorphic form and the conductor of the additive twist are coprime. Let F be an automorphic form for
Γ0(N) and a Dirichlet character ψ : Z/NZ→ C×. Let AF(m1,m2) be the Fourier-Whittaker coefficient of
F for m1,m2 > 0. Let F˜ be the contragredient form of F with the Fourier-Whittaker coefficient AF˜(m1,m2)
for m1,m2 > 0. We have for (mn,N) = 1 that
AF(m,n) = ψ(m)ψ(n)AF˜(n,m).
We assume for (n1n2,N) = 1 the Hecke relations
AF(1,m)AF(n2,n1) = ∑
abc=m,b|n1 ,c|n2
AF(
bn2
c
, an1
b
)ψ(c), (14)
AF˜(1,m)AF˜(n2,n1) = ∑
abc=m,b|n1,c|n2
AF˜(
bn2
c
, an1
b
)ψ¯(c) (15)
are satisfied.
Let χ∗ : Z/c∗Z→ C× be a primitive Dirichlet character modulo c∗. For (c∗,N) = 1, let
L(s,F× χ∗) =
∞
∑
n=1
AF(1,n)χ
∗(n)
ns
be the L-function of F twisted by χ∗. It is well known that they satisfy a functional equation
L(s,F × χ∗) = G±(s)ψ(c∗)χ∗(N)c∗−3sτ(χ∗)3L(1− s, F˜× χ∗), (16)
where τ(χ∗) is the Gauss sum of χ∗, G± equals G+ when χ∗(−1) = 1 and G± equals G− when χ∗(−1) =
−1. More precisely, if F is a Maass form as described in Section 2.1 we have
G±(s) = ikτ(ψ)ε(F)N
1
2
−spi3(s−
1
2
)
Γ
(
1−s+k+α
2
)
Γ
(
1−s+k+β
2
)
Γ
(
1−s+k+γ
2
)
Γ
(
s+k−α
2
)
Γ
(
s+k−β
2
)
Γ
(
s+k−γ
2
)
with k = 0 for G+ and k = 1 for G− if ψ(−1) = 1 and k = 1 for G+ and k = 0 for G− if ψ(−1) = −1, as
well as |ε(F)|= 1.
We will use the method developed in [KiZh] to prove the following theorem.
Theorem 4.1. Let us assume that F (respectively F˜) is associated with numbers AF(m1,m2) (respectively
AF˜(m2,m1)) for positive integers m1, m2, with (m1,N) = 1. Let us assume that AF(m1,m2) and AF˜(m2,m1)
satisfy the Hecke relations (14), (15). Let c be a positive integer with (c,N) = 1. Let q be a positive integer
with (q,N) = 1. Let us assume (16) for any primitive Dirichlet character χ∗ modulo c∗ with (c∗,N) = 1.
Let a be an integer with (a,c) = 1. Let a¯ (respectively N¯) be the multiplicative inverse of a (respectively N)
modulo c. We have the following formula
∞
∑
n=1
AF(q,n)
ns
e
(
a¯n
c
)
= cψ(cq)∑
±
∞
∑
m2=1
∑
m1|cq
G+(s)∓G−(s)
2
AF˜(m1,m2)
m1m2
S
(
±N¯qa,m2; cqm1
)(m21m2
c3q
)s
. (17)
The Dirichlet series on the left is convergent when ℜs is large; the Dirichlet series on the right is convergent
when −ℜs is large; both have analytic continuation to the whole complex plane.
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Define the Gauss sum
g(χ∗,c,m) :=
c
∑
u=1
(u,c)=1
e
(um
c
)
χ∗(u),
which is actually the Gauss sum of χ . Define the divisor function
σ
(N)
s (m,χ) := ∑
d|m,(d,N)=1
χ(
m
d
)(
m
d
)s.
Lemma 4.2. Let ℜ(s) > 1. Define a Dirichlet series
I(N)(s,χ∗,c∗,m) = ∑
(ℓ,N)=1
g(χ∗, ℓc∗,m)
ℓs
as a generating function for the nonprimitive Gauss sums induced from χ∗. It satisfies the identity
τ(χ∗)m1−sσ (N)s−1(m,χ∗)L
(N)(s,χ∗)−1 = I(N)(s,χ∗,c∗,m).
Proof. Mutatis mutandis, this is [KiZh, Lemma 2.4].
We define two Dirichlet series for ℜ(s)≫ 1
H(q, c
c∗ ,χ
∗,s) := ∑
n
AF(q,n)g(χ∗,c,n)
ns(c/c∗)1−2s
and for ℜ(1− s)≫ 1
G(q, c
c∗ ,χ
∗,s) :=
χ∗(−N)ψ(qc)G±(s)
c3s−1(c/c∗)1−2s ∑
dc∗ |qc
∑
n
AF˜(d,n)
dn
(
d2n
q
)s
g(χ∗,c,d)g(χ∗, qc
d
,n).
4.1 Double Dirichlet series
In the following calculation, ∑
x
stands for
∞
∑
x=1
and ∑
(x,N)=1
for
∞
∑
x=1
(x,N)=1
.
Theorem 4.3. For positive integers q,m which are coprime with N, we define for ℜ(s)≫ 1
H(q,m,χ∗,s) := ∑
d2|q
∑
d1ℓ=m
ψ(d2)χ
∗(d1d2)
ds2
H(qd1
d2
, ℓc∗,χ∗,s)
and for ℜ(1− s)≫ 1
G(q,m,χ∗,s) := ∑
d2|q
∑
d1ℓ=m
ψ(d2)χ
∗(d1d2)
ds2
G(qd1
d2
, ℓc∗,χ∗,s).
Both have analytic continuation to all s ∈C and
H(q,m,χ∗,s) =G(q,m,χ∗,s).
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Proof. We define a double Dirichlet series
Z(s,w) :=
L
(N)
q (2w− s,F)L(s,F × χ∗)
L(N)(2w−2s+1,χ∗) ,
where L
(N)
q (s,F) := ∑
(n,N)=1
AF(q,n)
ns
is a Dirichlet series with (q,N) = 1. Using the Hecke relation we have
Z(s,w) = L(N)(2w−2s+1,χ∗)−1 ∑
(n,N)=1
∑
m
A(q,n)AF(1,m)χ
∗(m)
n2w−sms
= L(N)(2w−2s+1,χ∗)−1 ∑
(n,N)=1
∑
m
∑
d0d1d2=m
d1|n,d2|q
A
(
qd1
d2
, nd0
d1
)
ψ(d2)χ
∗(m)
n2w−sms
.
By a change of variable n/d1 → n we have
Z(s,w) = L(N)(2w−2s+1,χ∗)−1 ∑
(n,N)=1
∑
m
∑
d0d1d2=m
(d1,N)=1,d2|q
A
(
qd1
d2
,nd0
)
ψ(d2)χ
∗(m)
(nd1)2w−sms
= L(N)(2w−2s+1,χ∗)−1 ∑
(n,N)=1
∑
(d1,N)=1
∑
d0
∑
d2|q
A
(
qd1
d2
,nd0
)
ψ(d2)χ
∗(d0d1d2)
n2w−sd2w1 (d0d2)s
= L(N)(2w−2s+1,χ∗)−1∑
n
∑
(d1,N)=1
∑
d2|q
A
(
qd1
d2
,n
)
ψ(d2)χ
∗(d1d2)
n2w−sd2w1 d
s
2
σ (N)2w−2s(n,χ
∗)
= L(N)(2w−2s+1,χ∗)−1∑
n
∑
(d1,N)=1
∑
d2|q
A
(
qd1
d2
,n
)
ψ(d2)χ
∗(d1d2)
nsd2w1 d
s
2
σ (N)2w−2s(n,χ
∗)
n2w−2s
Applying Lemma 4.2 we have
Z(s,w) = τ(χ∗)−1∑
n
∑
d2|q
∑
(d1,N)=1
A
(
qd1
d2
,n
)
ψ(d2)χ
∗(d1d2)
nsd2w1 d
s
2
∑
(ℓ,N)=1
g(χ∗, ℓc∗,n)
ℓ2w−2s+1
= ∑
(d1,N)=1
1
d2w1
(
τ(χ∗)−1 ∑
d2|q
∑
(ℓ,N)=1
ψ(d2)χ
∗(d1d2)
ℓ2wds2
H(qd1
d2
, ℓc∗,χ∗,s)
)
. (18)
Apply the functional equation (16) to the double Dirichlet series Z(s,w) we have
Z(s,w) =G±(s)ψ(c∗)χ∗(N)c∗
−3sτ(χ∗)3
L
(N)
q (2w− s,F)L(1− s, F˜× χ∗)
L(N)(2w−2s+1,χ∗)
=
G±(s)ψ(c∗)χ∗(N)c∗−3sτ(χ∗)3
L(N)(2w−2s+1,χ∗) ∑(n,N)=1
∑
m
AF(q,n)AF˜ (1,m)χ
∗(m)
n2w−sm1−s
=
G±(s)ψ(c∗)χ∗(N)c∗−3sτ(χ∗)3
L(N)(2w−2s+1,χ∗) ∑(n,N)=1
∑
m
AF˜(n,q)ψ(nq)AF˜ (1,m)χ
∗(m)
n2w−sm1−s
.
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Applying the Hecke relation we have
Z(s,w) =
G±(s)ψ(c∗)χ∗(N)c∗−3sτ(χ∗)3
L(N)(2w−2s+1,χ∗) ∑(n,N)=1
∑
m
∑
d0d1d2=m
d1|q,d2|n
AF˜(
nd1
d2
, qd0
d1
)ψ¯(d2)ψ(nq)χ∗(m)
n2w−sm1−s
By a change of variable n/d2 → n
Z(s,w) =
G±(s)ψ(c∗)χ∗(N)c∗−3sτ(χ∗)3
L(N)(2w−2s+1,χ∗) ∑(n,N)=1
∑
d1|q
∑
(d2,N)=1
∑
d0
AF˜(nd1,
qd0
d1
)ψ(nq)χ∗(d0d1d2)
(nd2)2w−s(d0d1d2)1−s
= G±(s)ψ(c∗)χ∗(N)c∗−3sτ(χ∗)3 ∑
(n,N)=1
∑
d1|q
∑
d0
AF˜(nd1,
qd0
d1
)ψ(nq)χ∗(d0d1)
n2w−s(d0d1)1−s
. (19)
We would like to prove that (19) equals
∑
(d1,N)=1
1
d2w1
(
τ(χ∗)−1 ∑
d2|q
∑
(ℓ,N)=1
ψ(d2)χ
∗(d1d2)
ℓ2wds2
G(qd1
d2
, ℓc∗,χ∗,s)
)
. (20)
We have (20) equals
χ∗(−N)
τ(χ∗) ∑
d2|q
∑
(d1,N)=1
∑
(ℓ,N)=1
∑
d|qd1
d2
ℓ
∑
n
χ∗(d1d2)ψ(qd1ℓc∗)G±(s)
(ℓd1)2w+sc∗3s−1qsn1−sd1−2s
AF˜(d,n)g(χ
∗, ℓc∗,d)g(χ∗, qd1ℓc
∗
d2d
,n).
By applying [KiZh, Lemma 2.5] we have (20) equals
χ∗(−N)
τ(χ∗) ∑
d2|q
∑
(m,N)=1
∑
d|qm
d2
∑
n
χ∗(d2)ψ(qmc∗)G±(s)
m2w+s−1c∗3s−1qsn1−sd1−2s
AF˜(d,n)g(χ
∗, qmc
∗
d2d
,n)τ(χ∗)χ∗( d
m
)δm|d .
Taking f = d
m
we have (20) equals
χ∗(−N)τ(χ∗)
τ(χ∗) ∑
(m,N)=1
∑
f |q
∑
d2| qf
∑
n
χ∗(d2)ψ(qmc∗)G±(s)
m2w−sc∗3s−1qsn1−s f 1−2s
AF˜( fm,n)g(χ
∗, qc
∗
d2 f
,n)χ∗( f ).
Applying [KiZh, Lemma 2.5] again we have that (20) equals
χ∗(−N)τ(χ∗)2
τ(χ∗) ∑
(m,N)=1
∑
f |q
∑
n
ψ(qmc∗)G±(s)
m2w−sc∗3s−1qsn1−s f 1−2s
AF˜( fm,n)χ
∗( f )χ∗(n f
q
)
q
f
δ q
f
|n
= χ
∗(−N)τ(χ∗)2
τ(χ∗) ∑
(m,N)=1
∑
f |q
∑
n
ψ(qmc∗)G±(s)
m2w−sc∗3s−1n1−s f 1−s
AF˜( fm,n
q
f
)χ∗( f )χ∗(n),
after a change of variable n f/q→ n, which is identical to (19).
Comparing (18) and (20) and applying the uniqueness theorem for Dirichlet series (in terms of w), we
finish the proof of the theorem.
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Proof of Theorem 4.1. We have
H(q,m,χ∗,s) = ∑
e0|m
∑
e1|qe0
µ(e0)µ(e1)χ
∗(e0e1)ψ(e1)
es1
H(qe0
e1
, m
e0
,χ∗,s)
and
G(q,m,χ∗,s) = ∑
e0|m
∑
e1|qe0
µ(e0)µ(e1)χ
∗(e0e1)ψ(e1)
es1
G(qe0
e1
, m
e0
,χ∗,s).
By Theorem 4.3, we have
H(q, ℓ,χ∗,s) = G(q, ℓ,χ∗,s).
For a Dirichlet character χ : Z/cZ → C×, which is induced from a primitive Dirichlet character χ∗ :
Z/c∗Z→ C× with some integer c∗|c. Multiply both side of (17) by χ(a) and sum over reduced residue
classes modulo c we get
H(q, c
c∗ ,χ
∗,s) = G(q, c
c∗ ,χ
∗,s)
by [KiZh, Lemma 3.4]. Using the orthogonality relation for Dirichlet characters, we have that
H(q, c
c∗ ,χ
∗,s) = G(q, c
c∗ ,χ
∗,s) for all χ mod c is equivalent to (17) for all amod c with (a,c) = 1.
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