Self similar solutions u(x, t) =f{xljt) of the one-dimensional porous-medium equation are studied in this paper. These solutions emerge from initial values that consist of two constant states: one non-positive for x < 0 and one non-negative for x>0. With a diffusivity of the form IKI" 1 " 1 we consider, for m>0 sign-change solutions, and for we (-1,0] non-negative solutions. The method we use is based on a transformation which maps the ordinary differential equation for/into a singular elliptic boundary-value problem with Dirichlet conditions. Special attention is given to the behaviour of / near zero. We also present a number of numerical results.
Introduction
IN THIS paper we study the solution of the initial-value problem where me (-l,°°) and where ae [0,l] if m>0 and a=l if me (-1,0] . § Equation (1.1) arises in many different physical models for various values of m. For instance when m > 1 and u 5* 0, it models the flow of a gas through a porous medium. In that case, u denotes the density of the gas, see (Aronson, 1987) or (Muscat, 1946) . When m = 2 and there is no restriction of the sign of u, it describes the mixing of fresh and salt groundwater due to mechanical dispersion (de Josselin de Jong & van Duijn, 1986) . Then u denotes the rescaled velocity of the fluids. For m = \ and u 5= 0 it arises in plasma physics (Berryman & Holland, 1980) and for m = 0, u s= 0 it occurs in Carleman's model of the Boltzmann equation (Berryman & Holland, 1982) .
The existence and uniqueness of solutions of P(m, a) follow from the general existence and uniqueness results for equation (1.1). If m > 1 and a e [0, 1] or if m e (0,1) and a e [0,1], the existence of distributional solutions follows from (B6nilan et al, 1984) and (Herrero & Pierre, 1985) , respectively. For these cases the uniqueness follows from (Brezis & Crandall, 1979) . If m e (-1,0] and a = 1, the existence of a smooth solution (for t > 0) is given by Esteban et al. (1987) . They also show uniqueness within the class of maximal solutions: that is, solutions which satisfy the growth condition (i) for me (-1,0) u m (x,t) = o(\x\) as |*|-*co, (1.3) and (ii) for m = 0 -\ogu{x,t)^o(\x\) as |*|-°o, (1.4) uniformly in t e (r, °°) for any r > 0. It was observed by Vazquez (1984) , that if u = u(x, t) solves P(m, a), then also v(x, t):=u{kx, k 2 t) is a solution of P(m, a) for any Jfc>0. Since solutions are unique, we must have u(kx, k 2 t) = u(x, i) for (i,()eUxK + , and for any k > 0. This implies that u is a self-similar solution of the form
Further, if u is a solution of P(/n, a), then/ should satisfy the boundary-value problem s <-> trtV^A-T-;
where r\ =x//t is the similarity variable and where primes denote differentiation with respect to r\. Thus existence and uniqueness for P(m, or) implies existence and uniqueness for solutions of S(m, a) within an appropriately chosen function class. In this paper, however, we propose to study S(m, a) directly with ordinary-differential-equation methods. The case in which m > 1 and or = 1 was considered by van Duijn & Peletier (1977) . There existence and uniqueness was demonstrated by matching solutions on U~ and U + together at r\ = 0, such that both/and (f m )' are continuous. As a result they found that there exists a unique number u> eU~ such that
is positive, smooth and strictly increasing for to < T; < oo, and near to the solution satisfies (Craven & Peletier, 1972) 
This behaviour is to be expected from the general theory for non-negative solutions of the porous-medium equation (1.1). The constant w in (1.6) defines an interface f (f) = <ojt such that = 0 for-°o<;t=s£(0, t^O .>0 for £(t)<x«x>, {3=0.
«(*,'){.
for/ 6 (or-1, a),
(1.9) (1.10) (1.11) Equation (1.7) gives the interface equation is related to the pressure for the porous-medium application (see (Aronson, 1987; Peletier, 1981) for survey papers on this subject). Similar results hold when m > 1 and a = 0: to see this we need only replace / by -/ and i\ by -r\.
In studying S(m, a), we base our analysis on a transformation which maps this problem into a singular elliptic boundary-value problem on the interval (a -1, a) with Dirichlet boundary conditions. Following Bouillet & Gomes (1985) we are led to consider the transformed problem T(m, or) where primes denote differentiation with respect to /.
A solution y of T(m, a) must be understood in the sense that y e C[a -I, a], satisfying (1.10) and (1.11), and y' is locally absolutely continuous on (a -1, a) such that equation (1.9) holds almost everywhere.
In Section 2 we prove for T(m, a) the existence and uniqueness of solutions y. When m>\ and a=\ the right derivative y'(0 + ) exists and similarly, when m > 1 and a = 0 the left derivative y'(0~) exists. Note that these are precisely the cases covered by the results of van Duijn & Peletier (1977) . For all other combinations of m and a we find that y'(a-l) = +°° and y'( a )=-oo.
(1.12)
Restricting to cases where (1.12) holds, we show below how to obtain the solution /of S(m, a). Since any solution y of T(m, or) is strictly concave on (or -1, or), it follows that y' is a continuous and strictly decreasing function on (a -I, a). Then we define /:IR-»(ar-l, a), according to /(/(1)) = -»J for i| 6 R.
(1.13)
It is straightforward to verify that (i) / is strictly increasing on U such that /(-oo) = a -1 and/(+°°) = a, (ii)/and \f\ m~l f are absolutely continuous on R and (iii) equation ( In terms of the solution u of the initial-value problem P(m, a-) equations (1.15) and (1.16) imply the following.
Let £ : [0, °°)-» U be given by
Then in {(x, t) | -°° <*<£(/; in{(x,t)\£(t)<x<°o >
Thus £ denotes the interface separating the regions where u > 0 and u < 0. Equation ( (IR) for each t > 0, giving the optimal regularity in space for solutions of the porous-medium equation with sign-change; see also (Be"nilan, 1987) .
In the case of a positive solution (m e (-1,1) and a = 1) we have a precise result about the behaviour of/when r\ -» -°°. We obtain lim - lim -xu^-m \x,t) = (lt-\^^) for each f>0, *-.-» \ 1 -ml from which the growth conditions (1.3) and (1.4) directly follow. Thus u is indeed maximal in the sense of Esteban et al. (1987) . In Section 4 we consider the limit for m \ -1. Denoting the solution of S(m, 1) (m e (-1,0)) by f m , we find that
for every L>0. For the corresponding solutions u m this implies that for every L>0 u m \0 as m \ -1 uniformly on sets of the form {(x, t) | -°° < x < LJt, t > 0}. Finally in Section 5 we present a number of numerical results. To find a solution / of S(m, a), we proceed as follows. First we solve T(m, a) for y. From this solution we obtain an approximation to y and y' at some point /o e (a -1, a). Then we use (1.13) and (1.14) and a shooting argument to solve S(m, or): that is, we solve the initial-value problems
A good check for the accuracy of the values for y(f 0 ) and y'(f 0 ) is that the boundary conditions /(-°°) = a -1 and /(+°°) = a are achieved, although in some cases the convergence is slow (see (1.17)). When dealing with a sign-change solution, we choose f 0 = 0. We conclude this introduction with the remark that non-negative solutions of equation (1.5), for various types of boundary conditions, have also been studied with phase plane methods. A clear example of this approach is given by Atkinson & Jones (1974) . The emphasis there, however, is more on the analysis of the trajectories and not so much on the qualitative behaviour of solutions of the original differential equation.
Existence and uniqueness for T(m, a)
Consider for arbitrary a e [0,1] the auxiliary problem
where A: is a given measurable function which is defined and non-negative almost everywhere on (a -1, or). A solution of BVP must be understood in the sense of T(m, a). The following comparison result holds (see also (Bouillet & Gomes, 1985; van Duijn & Peletier, 1977) Our starting point is an existence result for FP, which is given in (Bouillet & Gomes, 1985) for a similar problem and also in (Gomes, 1986) , where a multi-dimensional and more general form of BVP is studied. We make it the content of the following lemma. Proof. For sufficiently large n e M we define
Each of these functions satisfies the conditions from Lemma 2.3. Thus there exists
Since y n is concave on (or -1, a) , we have for each x e (a -1, a) , , s-a + 1 ..
Using this in ( 
•, a -Ks <x,
In (Bouillet & Gomes, 1985; Gomes, 1986) 
it was shown that, on (a -1, a), y no (s)/(a-s)(s -a + 1) is bounded below by a positive constant. Hence there exists C > 0 such that g{x,-)-<*CkeV(a-l,a)
yn for every x e [a -1, a] and all n 5* n 0 . Hence we may pass to the limit on both sides of (2.3). This establishes existence for FP. A direct verification shows that y also satisfies BVP. The assertions about the derivatives at the end points follow from an argument of Atkinson & Peletier (1974) ; see also (Bouillet & Gomes, 1985; Gomes, 1986) . As a direct consequence of Proposition 2.4 we have the following. Next we consider the case in which m e (-1,0] and a = 1. Then the right-hand side of (1.9) is not in L'(0 ,1). We approximate it by an increasing sequence {k n } of L'(0, l)-functions: k n (x) = 2 min {n, x m~1 } for* e [0,1] and n 3= 1.
By the previous results there exists a non-decreasing sequence {y n } of solutions of FP and BVP, with k replaced by k n . First we establish a uniform bound on y n . 
-m -x).
Next we estimate the integrand in (2.2). Fix xe(0,l) and choose neM sufficiently large so that x 0 < x. Then we use the lower bounds to obtain
i2(l-s)-
where Q and C 2 are positive constants only depending on m.
From this lemma it follows that for each x e (0,1) we may use the dominated convergence theorem and pass to the limit for n -> °° in the approximate version of equation (2. 
Behaviour of/ near zero
We consider two cases. 
(ii) a = 1 and me(-l, 1)
Here we show that the similarity solution satisfies the asymptotic behaviour given by (1.17). This is a direct consequence of the next result. 
Numerical method and results
In this section we present some results of computations for solutions y of T(m, a) and solutions/of S(/n, or). We consider five cases:
To solve T(m, a) we use an iterative method combined with the finite-difference approximation for the second derivative. Let Xi = a-l + iA (with i = Q,l,2, . . . , N and AN = 1) denote the equallyspaced points at which we want to compute the solution. Further, let yj n) denote the value of the nth iteration at the point *,. Then given an initial estimate _y< with the boundary condition y$ > " +i) = y% +1) = 0. The number of iterations in this process strongly depends on the required accuracy and on the choice of the initial estimate. For the latter we take a function of the form of the upper bound in (2.5):
Here the C(m) are experimentally determined constants, chosen to reduce the number of iterations. When a e (0,1) we take When the solution has a sign change, we take as a starting point in the above problem T? P = -y' (Q) an d /( T /p) = 0-When m > 1, case a, we use a series expansion near r\ = TJ P to obtain a non-zero value for f m in a neighbourhood from which we continue with a Runge-Kutta method. This series expansion is given in Remark 3.3 and also in (de Josselin de Jong & van Duijn, 1986) The advantage of this method is a very precise picture of the similarity solution /. The asymptotic expansion near zero automatically gives the desired regularity. Also the behaviour as r\ -» ±°° is very precise (a computation of / using the discretized version of expression (5.2) would never give an asymptotic behaviour as shown in Figs 3 and 4) .
Our computations also indicate that the values of y are very accurate. A small deviation of y at x p , used as initial value in the above-mentioned shooting procedure, will never result in the desired end value a as r\->°° and a-1 as r]-»-oo.
