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APPLICATIONS TO NONHOLONOMIC MECHANICS
MANUEL DE LEO´N, JUAN C. MARRERO, AND DAVID MARTI´N DE DIEGO
Abstract. In this paper, we study the underlying geometry in the classical Hamilton-Jacobi equation. The proposed
formalism is also valid for nonholonomic systems. We first introduce the essential geometric ingredients: a vector
bundle, a linear almost Poisson structure and a Hamiltonian function, both on the dual bundle (a Hamiltonian system).
From them, it is possible to formulate the Hamilton-Jacobi equation, obtaining as a particular case, the classical theory.
The main application in this paper is to nonholonomic mechanical systems. For it, we first construct the linear almost
Poisson structure on the dual space of the vector bundle of admissible directions, and then, apply the Hamilton-Jacobi
theorem. Another important fact in our paper is the use of the orbit theorem to symplify the Hamilton-Jacobi equation,
the introduction of the notion of morphisms preserving the Hamiltonian system; indeed, this concept will be very useful
to treat with reduction procedures for systems with symmetries. Several detailed examples are given to illustrate the
utility of these new developments.
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1. Introduction
The standard Hamilton-Jacobi equation is the first-order, non-linear partial differential equation,
∂S
∂t
+H(qA,
∂S
∂qA
) = 0, (1.1)
for a function S(t, qA) (called the principal function) and where H is the Hamiltonian function of the
system. Taking S(t, qA) = W (qA)− tE, where E is a constant, we rewrite the previous equations as
H(qA,
∂W
∂qA
) = E, (1.2)
where W is called the characteristic function. Equations (1.1) and (1.2) are indistinctly referred as
the Hamilton-Jacobi equation (see [1, 11]; see also [6] for a recent geometrical approach).
The motivation of the present paper is to extend this theory for the case of nonholonomic me-
chanical systems, that is, those mechanical systems subject to linear constraints on the velocities. In
Remark 5.11 of our paper, we carefully summarize previous approaches to this subject. These tried
to adapt the standard Hamilton-Jacobi equations for systems without constraints to the nonholo-
nomic setting. But for nonholonomic mechanics is necessary to take into account that the dynamics
is obtained from an almost Poisson bracket, that is, a bracket not satisfying the Jacobi identity. In
this direction, in a recent paper [20], the authors have developed a new approach which permits to
extend the Hamilton-Jacobi equation to nonholonomic mechanical systems. However, the expression
of the corresponding Hamilton-Jacobi equation is far from the standard Hamilton-Jacobi equation
for unconstrained systems. This fact has motivated the present discussion since it was necessary
to understand the underlying geometric structure in the proposed Hamilton-Jacobi equation for
nonholonomic systems.
To go further in this direction, we need a new framework, which captures the non-Hamiltonian
essence of a nonholonomic problem. Thus, we have considered a more general minimal “Hamiltonian”
scenario. The starting point is a vector bundle τD : D −→ Q such that its dual vector bundle
τD∗ : D
∗ −→ Q is equipped with a linear almost Poisson bracket {·, ·}D∗ , that is, a linear bracket
satisfying all the usual properties of a Poisson bracket except the Jacobi identity. The existence of
such bracket is equivalent to the existence of an skew-symmetric algebroid structure ([[·, ·]]D, ρD) on
τD : D −→ Q (i.e. a Lie algebroid structure eliminating the integrability property), or even, the
existence of an almost differential dD on τD : D −→ Q, that is, an operator dD which acts on the
“forms” on D and it satisfies all the properties of an standard differential except that (dD)2 is not, in
general, zero. We remark that skew-symmetric algebroid structures are almost Lie structures in the
terminology of [34] (see also [35]) and that the one-to-one correspondence between skew-symmetric
algebroids and almost differentials was obtained in [34]. We also note that an skew-symmetric
algebroid also is called a pre-Lie algebroid in the terminology introduced in some papers (see, for
instance, [15, 16, 23]) and the relation between linear almost Poisson brackets and skew-symmetric
algebroid structures was discussed in these papers (see also [12, 13] for some applications to Classical
Mechanics).
In this framework, a Hamiltonian system is given by a Hamiltonian function h : D∗ −→ R. The
dynamics is provided by the corresponding Hamiltonian vector field HΛD∗h (H
ΛD∗
h (f) = {f, h}D∗ ,
for all real function f on D∗). Here, ΛD∗ is the almost Poisson tensor field defined from {·, ·}D∗ .
The reader can immediately recognize that we are extending the standard model, where D = TQ,
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D∗ = T ∗Q and [[·, ·]]D is the usual Lie bracket of vector fields which is related with the canonical
Poisson bracket on T ∗Q, so that dD is just, in this case, the usual exterior differential. Another
important fact is the introduction of the notion of morphisms preserving the Hamiltonian system;
indeed, this concept will be very useful to treat with reduction procedures for nonholonomic systems
with symmetries. We remark that this type of procedures were intensively discussed in the seminal
paper [3] by Bloch et al.
In the above framework we can prove the main result of our paper: Theorem 4.1. In this theorem,
we obtain the Hamilton-Jacobi equation whose expression seems a natural extension of the classical
Hamilton-Jacobi equation for unconstrained systems, as appears, for instance, in [1]. Moreover, our
construction is preserved under the natural morphims of the theory. This fact is proved in Theorem
4.12.
Furthermore, using the orbit theorem (see [2]), we will show that the classical form of the Hamilton-
Jacobi equation: H ◦ α = constant, with α : Q → D∗ satisfying dDα = 0, remains valid for a
special class of nonholonomic mechanical systems: those satisfying the condition of being completely
nonholonomic. See Section 3 for more details and also the paper by Ohsawa and Bloch [31] for the
particular case when D is a distribution on Q.
The above theorems are applied to the theory of mechanical systems subjected to linear nonholo-
nomic constraints on a Lie algebroid A. The ingredients of this theory are a Lie algebroid τA : A→ Q
over a manifold Q, a Lagrangian function L : A → R of mechanical type, and a vector subbundle
τD : D → Q of A. The total space D of this vector subbundle is the constraint submanifold (see
[7]). Then, using the corresponding linear Poisson structure on A∗, one may introduce a linear al-
most Poisson bracket on D∗, the so-called nonholonomic bracket. A linear almost Poisson bracket
on D which is isomorphic to the nonholonomic bracket was considered in [7]; however, it should
be remarked that our formalism simplifies very much the procedure to obtain it. Using all these
ingredients one can apply the general procedure (Theorems 4.1 and 4.12) to obtain new and inter-
esting results. We also remark that the main part of the relevant information for developing the
Hamilton-Jacobi equation for the nonholonomic system (L,D) is contained in the vector subbundle
D or, equivalently, in its dual D∗ (see Theorems 4.1 and 4.12). Then, the computational cost is lower
than in previous approximations to the theory.
In the particular case when A is the standard Lie algebroid τTQ : TQ → Q then the constraint
subbundle is a distribution D on Q. The linear almost Poisson bracket on D∗ is provided by the
classical nonholonomic bracket (which is usually induced from the canonical Poisson bracket on T ∗Q),
clarifying previous constructions [5, 19, 39]. In addition, as a consequence, we recover some of the
results obtained in [20] about the Hamilton-Jacobi equation for nonholonomic mechanical systems
(see Corollary 5.9). Moreover, we apply our results to an explicit example: the two-wheeled carriage.
On the other hand, if our Lagrangian system on an arbitrary Lie algebroid A is unconstrained
(that is, the constraint subbundle D = A) then, using our general theory, we recover some results
on the Hamilton-Jacobi equation for Lie algebroids (see Corollary 5.1) which were proved in [25].
Furthermore, if A is the standard Lie algebroid τTQ : TQ → Q then we directly deduce some
well-known facts about the classical Hamilton-Jacobi equation (see Corollary 5.2).
Another interesting application is discussed; the particular case when the Lie algebroid is the
Atiyah algebroid τA¯ : A¯ = TQ/G → Q¯ = Q/G associated with a principal G-bundle F : Q →
Q¯ = Q/G. In such a case, we have a Lagrangian function L¯ : A¯ → R of mechanical type and a
constraint subbundle τD¯ : D¯ → Q¯ of τA¯ : A¯ = TQ/G → Q¯. This nonholonomic system is precisely
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the reduction, in the sense of Theorem 4.12, of a constrained system (L,D) on the standard Lie
algebroid τA : A = TQ → Q. In fact, using Theorem 4.12, we deduce that the solutions of the
Hamilton-Jacobi equations for both systems are related in a natural way by projection. We also
characterize the nonholonomic bracket on D¯∗. All these results are applied to a very interesting
example: the snakeboard. In this example, an explicit expression of the reduced nonholonomic
bracket is found; moreover, the Hamilton-Jacobi equations are proposed and it is shown the utility
of our framework to integrate the equations of motion.
We expect that the results of this paper will be useful for analytical integration of many difficult
systems (see, as an example, the detailed study of the snakeboard in this paper and the examples
in [31]) and the key for the construction of geometric integrators based on the Hamilton-Jacobi
equation (see, for instance, Chapter VI in [18] and references therein for the particular case of
standard nonholonomic mechanical systems).
The structure of the paper is as follows. In Section 2, the relation between linear almost Poisson
structures on a vector bundle, skew-symmetric algebroids and almost differentials is obtained. In
Section 3, we introduce the notion of a completely nonholonomic skew-symmetric algebroid and
we prove that on an algebroid D of this kind with connected base Q the space H0(dD) = {f ∈
C∞(Q)/dDf = 0} is isomorphic to R. We also prove that on an arbitrary skew-symmetric algebroid
D the condition dDf = 0 implies that f is constant on the leaves of a certain generalized foliation
(see Theorem 3.4). For this purpose, we will use the orbit theorem. In Section 4, we consider
Hamiltonian systems associated with a linear almost Poisson structure on the dual bundle D∗ to a
vector bundle and a Hamiltonian function on D∗. Then, the Hamilton-Jacobi equation is proposed
in this setting. Moreover, using the results of Section 3, we obtain an interesting expression of this
equation. In Section 5, we apply the previous results to nonholonomic mechanical systems and, in
particular, to some explicit examples. Moreover, we review in this section some previous approaches
to the topic. We conclude our paper with the future lines of work and an appendix with the proof
of some technical results.
2. Linear almost Poisson structures, skew-symmetric algebroids and almost
differentials
Most of the results contained in this section are well-known in the literature (see [14, 15, 16, 34, 35]).
However, to make the paper more self-contained, we will include their proofs.
Let τD : D → Q be a vector bundle of rank n over a manifold Q of dimension m. Denote by D∗
the dual vector bundle to D and by τD∗ : D
∗ → Q the corresponding vector bundle projection.
Definition 2.1. A linear almost Poisson structure on D∗ is a bracket of functions
{·, ·}D∗ : C∞(D∗)× C∞(D∗)→ C∞(D∗)
such that:
(i) {·, ·}D∗ is skew-symmetric, that is,
{ϕ, ψ}D∗ = −{ψ, ϕ}D∗ , for ϕ, ψ ∈ C∞(D∗).
(ii) {·, ·}D∗ satisfies the Leibniz rule, that is,
{ϕϕ′, ψ}D∗ = ϕ{ϕ′, ψ}D∗ + ϕ′{ϕ, ψ}D∗ , for ϕ, ϕ′, ψ ∈ C∞(D∗).
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(iii) {·, ·}D∗ is linear, that is, if ϕ and ψ are linear functions on D∗ then {ϕ, ψ}D∗ is also a linear
function.
If, in addition, the bracket satisfies the Jacobi identity then we have that {·, ·}D∗ is a linear
Poisson structure on D∗.
Properties (i) and (ii) in Definition 2.1 imply that there exists a 2-vector ΛD∗ on D
∗ such that
ΛD∗(dϕ, dψ) = {ϕ, ψ}D∗ , for ϕ, ψ ∈ C∞(D∗).
ΛD∗ is called the linear almost Poisson 2-vector associated with the linear almost Poisson
structure {·, ·}D∗ .
Note that there exists a one-to-one correspondence between the space Γ(τD) of sections of the
vector bundle τD : D → Q and the space of linear functions on D∗. In fact, if X ∈ Γ(τD) then the
corresponding linear function Xˆ on D∗ is given by
Xˆ(α) = α(X(τD∗(α))), for α ∈ D∗.
Proposition 2.2. Let {·, ·}D∗ be a linear almost Poisson structure on D∗.
(i) If X is a section of τD : D → Q and f is a real C∞-function on Q then the bracket {Xˆ, f ◦
τD∗}D∗ is a basic function with respect to the projection τD∗.
(ii) If f and g are real C∞-functions on Q then
{f ◦ τD∗ , g ◦ τD∗}D∗ = 0.
Proof. Let Y be an arbitrary section of τD : D → Q.
Using Definition 2.1, we have that
{Xˆ, (f ◦ τD∗)Yˆ }D∗ = (f ◦ τD∗){Xˆ, Yˆ }D∗ + ({Xˆ, f ◦ τD∗}D∗)Yˆ
is a linear function on D∗. Thus, since (f ◦ τD∗){Xˆ, Yˆ }D∗ also is a linear function, it follows that
{Xˆ, f ◦ τD∗}D∗ is a basic function with respect to τD∗ . This proves (i).
On the other hand, using (i) and Definition 2.1, we deduce that
{(f ◦ τD∗)Yˆ , g ◦ τD∗}D∗ = (f ◦ τD∗){Yˆ , g ◦ τD∗}D∗ + ({f ◦ τD∗ , g ◦ τD∗}D∗)Yˆ
is a basic function with respect to τD∗ . Therefore, as (f ◦ τD∗){Yˆ , g ◦ τD∗}D∗ also is a basic function
with respect to τD∗ , we conclude that {f ◦ τD∗ , g ◦ τD∗}D∗ = 0. This proves (ii). 
If (qi) are local coordinates on an open subset U of Q and {Xα} is a basis of sections of the vector
bundle τ−1D (U)→ U then we have the corresponding local coordinates (qi, pα) on D∗. Moreover, from
Proposition 2.2, it follows that
{pα, pβ}D∗ = −Cγαβpγ, {qj, pα}D∗ = ρjα, {qi, qj}D∗ = 0,
with Cγαβ and ρ
j
α real C
∞-functions on U .
Consequently, the linear almost Poisson 2-vector ΛD∗ has the following local expression
ΛD∗ = ρ
j
α
∂
∂qj
∧ ∂
∂pα
− 1
2
Cγαβpγ
∂
∂pα
∧ ∂
∂pβ
. (2.1)
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Definition 2.3. An skew-symmetric algebroid structure on the vector bundle τD : D → Q is
a R-linear bracket [[·, ·]]D : Γ(τD)×Γ(τD)→ Γ(τD) on the space Γ(τD) and a vector bundle morphism
ρD : D → TQ, the anchor map, such that:
(i) [[·, ·]]D is skew-symmetric, that is,
[[X, Y ]]D = −[[Y,X]]D, for X, Y ∈ Γ(τD).
(ii) If we also denote by ρD : Γ(τD) → X(Q) the morphism of C∞(Q)-modules induced by the
anchor map then
[[X, fY ]]D = f [[X, Y ]]D + ρD(X)(f)Y, for X, Y ∈ Γ(D) and f ∈ C∞(Q).
If the bracket [[·, ·]]D satisfies the Jacobi identity, we have that the pair ([[·, ·]]D, ρD) is a Lie alge-
broid structure on the vector bundle τD : D → Q.
Remark 2.4. If (D, [[·, ·]]D, ρD) is a Lie algebroid over Q, we may consider the generalized distribution
D˜ whose characteristic space at a point q ∈ Q is given by D˜(q) = ρD(Dq), where Dq is the fibre
of D over q. The distribution D˜ is finitely generated and involutive. Thus, D˜ defines a generalized
foliation on Q in the sense of Sussmann [38]. D˜ is the Lie algebroid foliation on Q associated
with D. 
Now, we will denote by LAP(D∗) (respectively, LP(D∗)) the set of linear almost Poisson structures
(respectively, linear Poisson structures) on D∗. Denote also by SSA(D) (respectively, LA(D)) the
set of skew-symmetric algebroid (respectively, Lie algebroid) structures on the vector bundle τD :
D → Q. Then, we will see in the next theorem that there exists a one-to-one correspondence
between LAP(D∗) (respectively, LP(D∗)) and the set of skew-symmetric algebroid (respectively, Lie
algebroid) structures on τD : D → Q.
Theorem 2.5. There exists a one-to-one correspondence Ψ between the sets LAP(D∗) and SSA(D).
Under the bijection Ψ, the subset LP(D∗) of LAP(D∗) corresponds with the subset LA(D) of
SSA(D). Moreover, if {·, ·}D∗ is a linear almost Poisson structure on D∗ then the corresponding
skew-symmetric algebroid structure ([[·, ·]]D, ρD) on D is characterized by the following conditions
̂[[X, Y ]]D = −{Xˆ, Yˆ }D∗ , ρD(X)(f) ◦ τD∗ = {f ◦ τD∗ , Xˆ}D∗ (2.2)
for X, Y ∈ Γ(τD) and f ∈ C∞(Q).
Proof. Let {·, ·}D∗ be a linear almost Poisson structure on D∗. Then, it is easy to prove that [[·, ·]]D
(defined as in (2.2)) is a R-bilinear skew-symmetric bracket. Moreover, since {·, ·}D∗ satisfies the
Leibniz rule, it follows that ρD(X) is a vector field on Q, for X ∈ Γ(τD). In addition, using again
that {·, ·}D∗ satisfies the Leibniz rule and Proposition 2.2, we deduce that
ρD(gX) = gρD(X), for g ∈ C∞(Q) and X ∈ Γ(τD).
Thus, ρD : Γ(τD)→ X(Q) is a morphism of C∞(Q)-modules.
On the other hand, from (2.2), we obtain that
̂[[X, fY ]]D = −{Xˆ, (f ◦ τD∗)Yˆ }D∗ = (ρD(X)(f) ◦ τD∗)Yˆ − (f ◦ τD∗){Xˆ, Yˆ }D∗ .
Therefore,
[[X, fY ]]D = f [[X, Y ]]D + ρD(X)(f)Y
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and ([[·, ·]]D, ρD) is an skew-symmetric algebroid structure on τD : D → Q. It is clear that if {·, ·}D∗
is a Poisson bracket then [[·, ·]]D satisfies the Jacobi identity.
Conversely, if ([[·, ·]]D, ρD) is an skew-symmetric algebroid structure on τD : D → Q and x ∈ Q
then one may prove that there exists an open subset U of Q and a unique linear almost Poisson
structure on the vector bundle ττ−1D (U)∗
: τ−1D (U)
∗ → U such that
{Xˆ, Yˆ }τ−1D (U)∗ = −̂[[X, Y ]]τ−1D (U), {f ◦ ττ−1D (U)∗ , Xˆ}τ−1D (U)∗ = ρτ−1D (U)(X)(f) ◦ ττ−1D (U)∗ ,
and
{f ◦ ττ−1D (U)∗ , g ◦ ττ−1D (U)∗}τ−1D (U)∗ = 0,
for X, Y sections of the vector bundle τ−1D (U) → U and f, g ∈ C∞(U). Here, ([[·, ·]]τ−1D (U), ρτ−1D (U)) is
the skew-symmetric algebroid structure on τ−1D (U) induced, in a natural way, by the skew-symmetric
algebroid structure ([[·, ·]]D, ρD) on D. In addition, we have that if [[·, ·]]D satisfies the Jacobi identity
then {·, ·}τ−1D (U)∗ is a linear Poisson bracket on τ
−1
D (U)
∗. Thus, we deduce that there exists a unique
linear almost Poisson structure {·, ·}D∗ on D∗ such that (2.2) holds. 
Let {·, ·}D∗ be a linear almost Poisson structure on D∗ and ([[·, ·]]D, ρD) be the corresponding skew-
symmetric algebroid structure on τD : D → Q. If (qi) are local coordinates on an open subset U of
Q and {Xα} is a basis of sections of the vector bundle τ−1D (U)→ U such that ΛD∗ is given by (2.1)
(on τ−1D (U)) then
[[Xα, Xβ]]D = C
γ
αβXγ, ρD(Xα) = ρ
j
α
∂
∂qj
.
Cγαβ and ρ
j
α are called the local structure functions of the skew-symmetric algebroid structure
([[·, ·]]D, ρD) with respect to the local coordinates (qi) and the basis {Xα}.
Next, we will see that there exists a one-to-one correspondence between SSA(D) and the set of
almost differentials on the vector bundle τD : D →M .
Definition 2.6. An almost differential on the vector bundle τD : D → Q is a R-linear map
dD : Γ(ΛkτD∗)→ Γ(Λk+1τD∗), k ∈ {0, . . . , n− 1}
such that
dD(α ∧ β) = dDα ∧ β + (−1)kα ∧ dDβ, for α ∈ Γ(ΛkτD∗) and β ∈ Γ(ΛrτD∗). (2.3)
If (dD)2 = 0 then dD is said to be a differential on the vector bundle τD : D → Q.
Denote by AD(D) (respectively, D(D)) the set of almost differentials (respectively, differentials)
on the vector bundle τD : D → Q.
Theorem 2.7. There exists a one-to-one correspondence Φ between the sets SSA(D) and AD(D).
Under the bijection Φ the subset LA(D) of SSA(D) corresponds with the subset D(D) of AD(D).
Moreover, we have:
(i) If dD is an almost differential on the vector bundle τD : D → Q then the corresponding skew-
symmetric algebroid structure ([[·, ·]]D, ρD) on D is characterized by the following conditions:
α([[X, Y ]]D) = d
D(α(Y ))(X)− dD(α(X))(Y )− (dDα)(X, Y ), ρD(X)(f) = (dDf)(X), (2.4)
for X, Y ∈ Γ(τD), α ∈ Γ(τD∗) and f ∈ C∞(Q).
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(ii) If ([[·, ·]]D, ρD) is an skew-symmetric algebroid structure on the vector bundle τD : D → Q
then the corresponding almost differential dD is defined by
(dDα)(X0, X1, . . . , Xk) =
k∑
i=0
(−1)iρD(Xi)(α(X0, . . . , Xˆi, . . . , Xk))
+
∑
i<j
(−1)i+jα([[Xi, Xj]]D, X0, X1, . . . , Xˆi, . . . , Xˆj, . . . , Xk)
(2.5)
for α ∈ Γ(ΛkτD∗) and X0, . . . , Xk ∈ Γ(τD).
Proof. Let dD be an almost differential on τD : D → Q and suppose that ρD and [[·, ·]]D are given by
(2.4). Then, using the fact that
dD(ff ′) = fdDf ′ + f ′dDf, for f, f ′ ∈ C∞(Q),
we deduce that ([[·, ·]]D, ρD) is an skew-symmetric algebroid structure on τD : D → Q. Moreover, it
is well-known that if (dD)2 = 0 then [[·, ·]]D satisfies the Jacobi identity and the pair ([[·, ·]]D, ρD) is a
Lie algebroid structure on τD : D → Q (see, for instance, [23, 45]).
Conversely, if ([[·, ·]]D, ρD) is an skew-symmetric algebroid structure on τD : D → Q and dD is the
operator defined by (2.5) then, it is clear that,
(dDα)(X, Y ) = ρD(X)(α(Y ))− ρD(Y )(α(X))− α[[X, Y ]]D, (dDf)(X) = ρD(X)(f),
for f ∈ C∞(M), α ∈ Γ(τD∗) and X, Y ∈ Γ(τD). In addition, an straightforward computation proves
that
dD(α ∧ β) = dDα ∧ β + (−1)kα ∧ dDβ, for α ∈ Γ(ΛkτD∗) and β ∈ Γ(ΛrτD∗).
Finally, it is well-known that if [[·, ·]]D satisfies the Jacobi identity then (dD)2 = 0 (see, for instance,
[27]). 
Let ([[·, ·]]D, ρD) be a skew-symmetric algebroid structure on the vector bundle τD : D → Q and
dD be the corresponding almost differential. If (qi) are local coordinates on an open subset U of Q
and {Xα} is a basis of sections of the vector bundle τ−1D (U)→ U such that Cγαβ and ρjα are the local
structure functions of the skew-symmetric algebroid structure, then
dDxi = ρiαX
α, dDXγ = −1
2
CγαβX
α ∧Xβ,
for all i and γ.
From Theorems 2.5 and 2.7, we conclude the following result
Theorem 2.8. Let τD : D → Q be a vector bundle over a manifold Q and D∗ be its dual vector
bundle. Then, there exists a one-to-one correspondence between the set LAP(D∗) of linear almost
Poisson structures on D∗, the set SSA(D) of skew-symmetric algebroid structures on τD : D → Q
and the set AD(D) of almost differentials on this vector bundle.
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3. Skew-symmetric algebroids and the orbit theorem
Let (D, [[·, ·]]D, ρD) be a skew-symmetric algebroid over Q and dD be the corresponding almost
differential.
We can consider the vector space over R
H0(dD) = {f ∈ C∞(Q)/dDf = 0}.
Note that if D is a Lie algebroid we have that H0(dD) is the 0 Lie algebroid cohomology group
associated with D.
On the other hand, it is clear that if Q is connected and D is a transitive skew-symmetric algebroid,
that is,
ρD(Dq) = TqQ, for all q ∈ Q
then
H0(dD) ' R. (3.1)
Condition (3.1) will play an important role in Section 4.1.
Next, we will see that (3.1) holds if the skew-symmetric algebroid is completely nonholonomic with
connected base space.
Let D˜ be the generalized distribution on Q whose characteristic space at the point q ∈ Q is
D˜q = ρD(Dq).
It is clear that D˜ is finitely generated. Note that the C∞-module Γ(D) is finitely generated (see
[17]).
Now, denote by Lie∞(D˜) the smallest Lie subalgebra of X(Q) containing D˜. Then Lie∞(D˜) is
comprised of finite R-linear combinations of vector fields of the form
[X˜k, [X˜k−1, . . . [X˜2, X˜1] . . . ]]
with k ∈ N, k 6= 0, and X˜1, . . . , X˜k ∈ X(Q) satisfying
X˜l(q) ∈ D˜q, for all q ∈ Q
(see [2]).
For each q ∈ Q, we will consider the vector subspace Lie∞q (D˜) of TqQ given by
Lie∞q (D˜) = {X˜(q) ∈ TqQ/X˜ ∈ Lie∞(D˜)}.
Then, the assignment
q ∈ Q→ Lie∞q (D˜) ⊆ TqQ
defines a generalized foliation on Q. The leaf L of this foliation over the point q0 ∈ Q is the orbit
of D˜ over the point q0, that is,
L = {(φX˜k
t˜k
◦ · · · ◦ φX˜1
t˜1
)(q0) ∈ Q/t˜l ∈ R, X˜l ∈ X(Q) and X˜l(q) ∈ D˜q, for all q ∈ Q}.
Here, φX˜l
t˜l
is the flow of the vector field X˜l at the time t˜l (for more details, see [2]).
Definition 3.1. The skew-symmetric algebroid (D, [[·, ·]]D, ρD) over Q is said to be completely
nonholonomic if
Lie∞q (ρD(D)) = Lie
∞
q (D˜) = TqQ, for all q ∈ Q.
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Thus, if Q is a connected manifold, it follows that D is completely nonholonomic if and only if the
orbit of D˜ over any point q0 ∈ Q is Q.
Remark 3.2. (i) Definition 3.1 may be extended for anchored vector bundles. A vector bundle
τD : D → Q over Q is said to be anchored if it admits an anchor map, that is, a vector
bundle morphism ρD : D → TQ. In such a case, the vector bundle is said to be completely
nonholonomic if Lie∞q (ρD(D)) = Lie
∞
q (D˜) = TqQ, for all q ∈ Q.
(ii) IfD is a regular distribution on a manifoldQ then the inclusion map iD : D → TQ is an anchor
map for the vector bundle τD : D → Q. Moreover, the anchored vector bundle τD : D → Q is
completely nonholonomic if and only if the distribution D is completely nonholonomic in the
classical sense of Vershik and Gershkovich [44]. In this sense it is formulated in the literature
the classical Rashevsky-Chow theorem: If Lie∞q (D) = TqQ, for all q ∈ Q, then each orbit
is equal to the whole manifold Q.

Now, we deduce the following result
Proposition 3.3. If the skew-symmetric algebroid (D, [[·, ·]]D, ρD) over Q is completely nonholonomic
and Q is connected then H0(dD) ' R.
Proof. Suppose that f ∈ C∞(Q) and that dDf = 0. Let q0 be a point of Q. We must prove that
v˜(f) = 0, for all v˜ ∈ Tq0Q.
The condition (dDf)(q0) = 0 implies that v˜(f) = 0, for all v˜ ∈ D˜q0 .
Thus, first we have that
0 = X˜1(X˜2(f))− X˜2(X˜1(f)) = [X˜1, X˜2](f),
for X˜1, X˜2 ∈ X(Q) and X˜1(q), X˜2(q) ∈ D˜q, for all q ∈ Q.
Secondly, since D is completely nonholonomic then Lie∞q0 (D˜) = Tq0Q. Therefore, there exists a
finite sequence of vector fields on Q, X˜1, . . . , X˜k such that X˜i(q) ∈ D˜q, for all i ∈ {1, . . . , k} and
q ∈ Q,
v˜ = [X˜k, [X˜k−1, . . . [X˜2, X˜1] . . . ]](q0).
From both considerations, we deduce the result. 
However, the condition H0(dD) ' R does not imply, in general, that the skew-symmetric algebroid
D is completely nonholonomic.
In fact, let D be the tangent bundle to R2
τTR2 : TR2 → R2.
If (x, y) are the standard coordinates on R2, it follows that {X1 = ∂
∂x
,X2 =
∂
∂y
} is a global basis
of Γ(TR2) = X(R2). So, we can consider the skew-symmetric algebroid structure ([[·, ·]]TR2 , ρTR2) on
TR2 which is characterized by the following conditions
[[X1, X2]]TR2 = 0, ρTR2(X1) =
∂
∂x
, ρTR2(X2) = xy
∂
∂y
.
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Then, the generalized distribution D˜ = T˜R2 on R2 is generated by the vector fields
X˜1 =
∂
∂x
, X˜2 = xy
∂
∂y
.
Thus, the Lie subalgebra Lie∞(D˜) of TR2 is generated by the vector fields
X˜1 =
∂
∂x
, X˜2 = xy
∂
∂y
, X˜3 = y
∂
∂y
.
This implies that
Lie∞(x0,y0)(D˜) 6= T(x0,y0)R2, if y0 = 0.
However, if f ∈ C∞(R2) and dDf = 0, we deduce that
∂f
∂x
= 0, xy
∂f
∂y
= 0.
Consequently, using that f ∈ C∞(R2), we obtain that f is constant.
Next, we will discuss the case when the generalized foliation Lie∞(D˜) 6= TQ. In fact, we will prove
the following result.
Theorem 3.4. Let (D, [[·, ·]]D, ρD) be a skew-symmetric algebroid over a manifold Q and f be a real
C∞-function on Q such that dDf = 0. Suppose that L is an orbit of D˜ and that DL is the vector
bundle over L given by DL = ∪q∈LDq = τ−1D (L). Then:
(i) The couple ([[·, ·]]D, ρD) induces a skew-symmetric algebroid structure ([[·, ·]]DL , ρDL) on the
vector bundle τDL : DL → L and the skew-symmetric algebroid (DL, [[·, ·]]DL , ρDL) is completely
nonholonomic.
(ii) The restriction of f to L is constant.
Proof. It is clear that
ρD(Dq) = D˜q ⊆ Lie∞q (D˜) = TqL, for all q ∈ L.
Thus, we have a vector bundle morphism
ρDL : DL → TL.
More precisely, ρDL = (ρD)|DL .
On the other hand, we may define a R-bilinear skew-symmetric bracket
[[·, ·]]DL : Γ(DL)× Γ(DL)→ Γ(DL).
In fact, if XL, YL ∈ Γ(DL) then
[[XL, YL]]DL(q) = [[X, Y ]]D(q), for all q ∈ L
where X, Y are sections of τD : D → Q such that
X|U∩L = (XL)|U∩L, Y|U∩L = (YL)|U∩L,
with U an open subset of Q and q ∈ U .
Note that the condition
Lie∞q (D˜) = TqL, for all q ∈ L,
implies that
([[X, Y ]]D)|V ∩L = 0
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for X, Y ∈ Γ(D), with V an open subset of Q and
X(q) = 0, for all q ∈ V ∩ L.
Therefore, the map [[·, ·]]DL is well-defined. We remark that if q ∈ V ∩ L and {Xα} is a local basis
of Γ(τD) in an open susbset W of Q, with q ∈ W , such that X = fαXα in W then, using that
(fα)|V ∩W∩L = 0 and that ρD(Y )(q) ∈ TqL, we deduce that
[[X, Y ]]D(q) = f
α(q)[[Xα, Y ]]D(q)− ρD(Y )(q)(fα)Xα(q) = 0.
Moreover, the couple ([[·, ·]]DL , ρDL) is a skew-symmetric algebroid structure on the vector bundle
τDL : DL → L.
In addition, it is clear that
(D˜L)q = ρDL((DL)q) = D˜q, Lie
∞
q (D˜L) = Lie
∞
q (D˜)
for all q ∈ L. Thus, we have that the skew-symmetric algebroid (DL, [[·, ·]]DL , ρDL) is completely
nonholonomic.
This proves (i).
On the other hand, it follows that the condition dDf = 0 implies that
dDL(f|L) = 0
and, since H0(dDL) ' R (as a consequence of the first part of the theorem), we conclude that f is
constant on L. 
It will be also interesting to characterize under what conditions there exist functions f ∈ C∞(Q)
such that (dD)2f = 0. Using Equations (2.4) we easily deduce that:(
(dD)2f
)
(X, Y ) = ([ρD(X), ρD(Y )]− ρD[[X, Y ]]D) f
for all X, Y ∈ Γ(τD). Now, consider the generalized distribution D¯ on Q whose characteristic space
D¯q at the point q ∈ Q is:
D¯q = {([ρD(X), ρD(Y )]− ρD[[X, Y ]]D)(q) / X, Y ∈ Γ(τD)} .
It is also clear that D¯ is finitely generated. Denote by Lie∞(D¯) the smallest Lie subalgebra of X(Q)
containing D¯. Observe that Lie∞(D¯) ⊆ Lie∞(D˜). We deduce that (dD)2f = 0 if and only if f is
constant on any orbit L¯ of D¯. Of course if D¯ is completely nonholonomic then the unique functions
f ∈ C∞(Q) satisfying (dD)2f = 0 are f = constant, but it has not to be always the case and it may
useful to find this particular type of functions in concrete examples.
4. Linear almost Poisson structures and Hamilton-Jacobi equation
4.1. Linear almost Poisson structures and Hamiltonian systems. In this section, we will
consider Hamiltonian systems associated with a linear almost Poisson structure on the dual bundle
D∗ to a vector bundle and with a Hamiltonian function on D∗. Thus, the ingredients of our theory
are:
(i) A vector bundle τD : D → Q of rank n over a manifold Q of dimension m;
(ii) A linear almost Poisson structure {·, ·}D∗ on D∗ and
(iii) A Hamiltonian function h : D∗ → R on D∗.
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The triplet (D, {·, ·}D∗ , h) is said to be a Hamiltonian system.
We will denote by ΛD∗ the linear almost Poisson 2-vector associated with {·, ·}D∗ . Then, we may
introduce the vector field HΛD∗h on D
∗ given by
H
ΛD∗
h = −i(dh)ΛD∗ .
H
ΛD∗
h is called the Hamiltonian vector field of h with respect to ΛD∗ . The integral curves of
H
ΛD∗
h are the solutions of the Hamilton equations for h.
Now, suppose that (qi) are local coordinates on an open subset U of Q and that {Xα} is a basis
of the space of sections of the vector bundle τ−1D (U)→ U . Denote by (qi, pα) the corresponding local
coordinates on D∗ and by Cγαβ and ρ
i
α the local structure functions (with respect to the coordinates
(qj) and to the basis {Xα}) of the corresponding skew-symmetric algebroid structure on D. Then,
using (2.1), it follows that
H
ΛD∗
h = ρ
i
α
∂h
∂pα
∂
∂qi
− (ρiα
∂h
∂qi
+ Cγαβpγ
∂h
∂pβ
)
∂
∂pα
. (4.1)
Therefore, the Hamilton equations are
dqi
dt
= ρiα
∂h
∂pα
,
dpα
dt
= −(ρiα
∂h
∂qi
+ Cγαβpγ
∂h
∂pβ
).
4.2. Hamiltonian systems and Hamilton-Jacobi equation. Let (D, {·, ·}D∗ , h) be a Hamilton-
ian system and α : Q→ D∗ be a section of the vector bundle τD∗ : D∗ → Q.
If HΛD∗h is the Hamiltonian vector field of h with respect to {·, ·}D∗ , we may introduce the vector
field HΛD∗h,α on Q given by
H
ΛD∗
h,α (q) = (Tα(q)τD∗)(H
ΛD∗
h (α(q))), for q ∈ Q.
From (4.1), it follows that
H
ΛD∗
h,α (q) ∈ ρD(Dq), for all q ∈ Q, (4.2)
where ([[·, ·]]D, ρD) is the induced skew-symmetric algebroid structure on the vector bundle τD : D →
Q.
Then, the aim of this section is to prove the following result.
Theorem 4.1. Let (D, {·, ·}D∗ , h) be a Hamiltonian system and α : Q → D∗ be a section of the
vector bundle τD∗ : D
∗ → Q such that dDα = 0. Under these hypotheses, the following conditions are
equivalent:
(i) If c : I → Q is an integral curve of the vector field HΛD∗h,α , that is,
c˙(t) = (Tα(c(t))τD∗)(H
ΛD∗
h (α(c(t)))), for all t ∈ I,
then α ◦ c : I → D∗ is a solution of the Hamilton equations for h.
(ii) α satisfies the Hamilton-Jacobi equation
dD(h ◦ α) = 0.
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Remark 4.2. Let D˜ be the generalized distribution on Q given by D˜ = ρD(D) and Lie
∞(D˜) be
the smallest Lie subalgebra of X(Q) containing D˜. Then, using Theorem 3.4, we deduce that the
Hamilton-Jacobi equation holds for the section α if and only if the function h◦α : Q→ R is constant
on the leaves of the foliation Lie∞(D˜). 
In order to prove Theorem 4.1, we will need some previous results:
Proposition 4.3. Let {·, ·}D∗ be a linear almost Poisson structure on the dual bundle D∗ to a vector
bundle τD : D → Q, α : Q → D∗ be a section of τD∗ : D∗ → Q and #ΛD∗ : T ∗D∗ → TD∗ be the
vector bundle morphism between T ∗D∗ and TD∗ induced by the linear almost Poisson 2-vector ΛD∗.
Then, α is a 1-cocycle with respect to dD (i.e., dDα = 0) if and only if for every point q of Q the
subspace of Tα(q)D
∗
Lα,D(q) = (Tqα)(ρD(Dq)) (4.3)
is Lagrangian with respect to ΛD∗, that is,
#ΛD∗ ((Lα,D(q))
0) = Lα,D(q), for all q ∈ Q.
Remark 4.4. If D = TQ and {·, ·}T ∗Q is the canonical Poisson (symplectic) structure on T ∗Q then
α is a 1-form on Q, dD = dTQ is the standard exterior differential on Q and ρD = ρTQ : TQ→ TQ is
the identity map. Thus, if we apply Proposition 4.3 we obtain that α is a closed 1-form if and only
if α(Q) is a Lagrangian submanifold of T ∗Q. This is a well-known result in the literature (see, for
instance, [1]). 
Proposition 4.5. Under the same hypotheses as in Proposition 4.3, if the section α is a 1-cocycle
with respect to dD, i.e., dDα = 0 then we have that
Ker(#ΛD∗ (α(q))) ⊆ (Lα,D(q))0, for all q ∈ Q.
The proofs of Propositions 4.3 and 4.5 may be found in the Appendix of this paper.
Proof of Theorem 4.1. It is clear that condition (i) in Theorem 4.1 is equivalent to the following fact:
(i’) The vector fields HΛD∗h,α and H
ΛD∗
h on Q and D
∗, respectively, are α-related, that is,
(Tqα)(H
ΛD∗
h,α (q)) = H
ΛD∗
h (α(q)), for all q ∈ Q. (4.4)
Therefore, we must prove that
(i’) ⇐⇒ (ii)
(i’) =⇒ (ii) Let q be a point of Q. Then, using (4.2), (4.3) and (4.4), we deduce that
H
ΛD∗
h (α(q)) ∈ Lα,D(q).
Consequently, from Proposition 4.3, we obtain that
H
ΛD∗
h (α(q)) = #ΛD∗ (ηα(q)), for some ηα(q) ∈ (Lα,D(q))0.
Thus, since HΛD∗h (α(q)) = −#ΛD∗ (dh(α(q))), it follows that
ηα(q) + dh(α(q)) ∈ Ker(#ΛD∗ (α(q))).
Now, using Proposition 4.5 and the fact that ηα(q) ∈ (Lα,D(q))0, we conclude that
dh(α(q)) ∈ (Lα,D(q))0. (4.5)
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Finally, if aq ∈ Dq, we have that
dD(h ◦ α)(q)(aq) = dh(α(q))((Tqα)(ρD(aq)))
which implies that (see (4.3) and (4.5))
dD(h ◦ α)(q)(aq) = 0.
(ii) =⇒ (i’) Let q be a point of Q. Then, using that dD(h ◦ α)(q) = 0, we deduce that
dh(α(q)) ∈ (Lα,D(q))0.
Therefore, it follows that
H
ΛD∗
h (α(q)) = −#ΛD∗ (dh(α(q))) ∈ #ΛD∗ ((Lα,D(q))0)
and, from Proposition 4.3, we obtain that there exists vq ∈ ρD(Dq) ⊆ TqQ such that
H
ΛD∗
h (α(q)) = (Tqα)(vq).
This implies that
H
ΛD∗
h,α (q) = (Tα(q)τD∗)(H
ΛD∗
h (α(q)) = vq
and, thus,
H
ΛD∗
h (α(q)) = (Tqα)(H
ΛD∗
h,α (q)).

Let (D, {·, ·}D∗ , h) be a Hamiltonian system and α : Q → D∗ be a section of the vector bundle
τD∗ : D
∗ → Q.
Suppose that (qi) are local coordinates on an open subset U of Q and that {Xγ} is a basis of
sections of the vector bundle τ−1D (U)→ U . Denote by (qi, pγ) the corresponding local coordinates on
D∗ and by ρiγ, C
δ
γν the local structure functions of the skew-symmetric algebroid structure ([[·, ·]]D, ρD)
with respect to the local coordinates (qi) and to the basis {Xγ}. If the local expression of α is
α(qi) = (qi, αγ(q
i))
then
dDα = 0⇐⇒ Cδγναδ = ρiγ
∂αν
∂qi
− ρiν
∂αγ
∂qi
, ∀γ, ν,
and
dD(h ◦ α) = 0⇐⇒ ρiγ(q)(
∂h
∂qi |α(q)
+
∂αν
∂qi |q
∂h
∂pν |α(q)
) = 0, ∀γ, ∀q ∈ U.
Corollary 4.6. Under the same hypotheses as in Theorem 4.1 if, additionally, H0(dD) ' R or if
the skew-symmetric algebroid (D, [[·, ]]D, ρD) is completely nonholonomic and Q is connected, then the
following conditions are equivalent:
(i) If c : I → Q is an integral curve of the vector field HΛD∗h,α , that is,
c˙(t) = (Tα(c(t))τD∗)(H
ΛD∗
h (α(c(t)))), for all t ∈ I,
then α ◦ c : I → D∗ is a solution of the Hamilton equations for h.
(ii) α satisfies the following relation
h ◦ α = constant .
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Note that if Q is connected then
h ◦ α = constant ⇐⇒ ( ∂h
∂qi |α(q)
+
∂αν
∂qi |q
∂h
∂pν |α(q)
) = 0, ∀i and ∀q ∈ U.
4.3. Linear almost Poisson morphisms and Hamilton-Jacobi equation. Suppose that τD :
D → Q and τD¯ : D¯ → Q¯ are vector bundles over Q and Q¯, respectively, and that {·, ·}D∗ (respectively,
{·, ·}D¯∗) is a linear almost Poisson structure on D∗ (respectively, D¯∗). Denote by ([[·, ·]]D, ρD) and
dD (respectively, ([[·, ·]]D¯, ρD¯) and dD¯) the corresponding skew-symmetric algebroid structure and the
almost differential on the vector bundle τD : D → Q (respectively, τD¯ : D¯ → Q¯).
Definition 4.7. A vector bundle morphism (F˜ , F ) between the vector bundles τD∗ : D
∗ → Q and
τD¯∗ : D¯
∗ → Q¯
Q
F - Q¯
τD∗
?
τD¯∗
?
D∗
F˜ - D¯∗
is said to be a linear almost Poisson morphism if
{ϕ¯ ◦ F˜ , ψ¯ ◦ F˜}D∗ = {ϕ¯, ψ¯}D¯∗ ◦ F˜ , (4.6)
for ϕ¯, ψ¯ ∈ C∞(D¯∗).
Let (F˜ , F ) be a vector bundle morphism between the vector bundles τD∗ : D
∗ → Q and τD¯∗ :
D¯∗ → Q¯. If X¯ is a section of τD¯ : D¯ → Q¯ then we may define the section (F˜ , F )∗X¯ of τD : D → Q
characterized by the following condition
αq(((F˜ , F )
∗X¯)(q)) = F˜ (αq)(X¯(F (q))), (4.7)
for all q ∈ Q and αq ∈ D∗q .
Theorem 4.8. Let (F˜ , F ) be a vector bundle morphism between the vector bundles τD∗ : D
∗ → Q
and τD¯∗ : D¯
∗ → Q¯. Then, (F˜ , F ) is a linear almost Poisson morphism if and only if
[[(F˜ , F )∗X¯, (F˜ , F )∗Y¯ ]]D = (F˜ , F )∗[[X¯, Y¯ ]]D¯, (4.8)
(TF ◦ ρD)((F˜ , F )∗X¯) = ρD¯(X¯) ◦ F, (4.9)
for X¯, Y¯ ∈ Γ(τD¯).
Proof. Suppose that (F˜ , F ) is a linear almost Poisson morphism and that Z¯ is a section of τD¯ : D¯ →
Q¯. From (4.7), it follows that
(F˜ , F )∗Z¯ = ˆ¯Z ◦ F˜ . (4.10)
Now, if X¯, Y¯ ∈ Γ(τD) then, using (2.2) and (4.10), we deduce that
[[(F˜ , F )∗X¯, (F˜ , F )∗Y¯ ]]D = −{ ˆ¯X ◦ F˜ , ˆ¯Y ◦ F˜}D∗ .
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Thus, from (2.2) and (4.6), we obtain that
[[(F˜ , F )∗X¯, (F˜ , F )∗Y¯ ]]D = (F˜ , F )∗[[X¯, Y¯ ]]D¯
which implies that (4.8) holds.
On the other hand, if f¯ ∈ C∞(Q¯) then, using again (2.2) and (4.6), it follows that
(ρD¯(X¯)(f¯) ◦ F ) ◦ τD∗ = {(f¯ ◦ τD¯∗) ◦ F˜ , ˆ¯X ◦ F˜}D∗ .
Therefore, from (2.2) and (4.10), we have that
(ρD¯(X¯)(f¯) ◦ F ) ◦ τD∗ = ρD((F˜ , F )∗X¯)(f¯ ◦ F ) ◦ τD∗
and, consequently,
ρD¯(X¯)(f¯) ◦ F = ρD((F˜ , F )∗X¯)(f¯ ◦ F ).
This implies that (4.9) holds.
Conversely, assume that (4.8) and (4.9) hold.
Then, if f¯ , g¯ ∈ C∞(Q¯) it is clear that the real functions
f¯ ◦ τD¯∗ ◦ F˜ = f¯ ◦ F ◦ τD∗ , g¯ ◦ τD¯∗ ◦ F˜ = g¯ ◦ F ◦ τD∗
are basic functions with respect to the projection τD∗ : D
∗ → Q. Therefore, we deduce that
0 = {(f¯ ◦ τD¯∗) ◦ F˜ , (g¯ ◦ τD¯∗) ◦ F˜}D∗ = {f¯ ◦ τD¯∗ , g¯ ◦ τD¯∗}D¯∗ ◦ F˜ . (4.11)
Now, if X¯ ∈ Γ(τD¯) then, using (2.2) and (4.10), we obtain that
{(f¯ ◦ τD¯∗) ◦ F˜ , ˆ¯X ◦ F˜}D∗ = ((TF ◦ ρD)((F˜ , F )∗X¯))(f¯) ◦ τD∗ .
Consequently, from (2.2) and (4.9), it follows that
{(f¯ ◦ τD¯∗) ◦ F˜ , ˆ¯X ◦ F˜}D∗ = {f¯ ◦ τD¯∗ , ˆ¯X}D¯∗ ◦ F˜ . (4.12)
On the other hand, if Y¯ ∈ Γ(τD¯) then, using (2.2), (4.8) and (4.10), we deduce that
{ ˆ¯X ◦ F˜ , ˆ¯Y ◦ F˜}D∗ = { ˆ¯X, ˆ¯Y }D¯∗ ◦ F˜ . (4.13)
Thus, (4.11), (4.12) and (4.13) imply that (F˜ , F ) is a linear almost Poisson morphism. 
Let (F˜ , F ) be a vector bundle morphism between the vector bundles τD∗ : D
∗ → Q and τD¯∗ :
D¯∗ → Q¯. Denote by ΛkF˜ : ΛkD∗ → ΛkD¯∗ the vector bundle morphism (over F ) between the vector
bundles ΛkτD∗ : Λ
kD∗ → Q and ΛkτD¯∗ : ΛkD¯∗ → Q¯ induced by F˜ . Then, a section α ∈ Γ(ΛkτD∗) is
said to be (F˜ , F )-related with a section α¯ ∈ Γ(ΛkτD¯∗) if
ΛkF˜ ◦ α = α¯ ◦ F.
Now, assume that F is a surjective map and that (F˜ , F ) is a fiberwise injective vector bundle
morphism, that is,
F˜q = F˜|D∗q : D
∗
q → D¯∗F (q)
is a monomorphism of vector spaces, for all q ∈ Q, and
F (q) = F (q′) =⇒ F˜q(D∗q) = F˜q′(D∗q′).
Then, we may consider the vector subbundle F˜ (D∗) (over Q¯) of τD¯∗ : D¯∗ → Q¯. Moreover, if α¯ is a
section of this vector subbundle we have that there exists a unique section α of τD∗ : D
∗ → Q such
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that α is (F˜ , F )-related with α¯. In fact, if {α¯i} is a local basis of sections of τF˜ (D∗) : F˜ (D∗)→ Q¯, it
follows that {αi} is a local basis of Γ(τD∗).
Theorem 4.9. Let (F˜ , F ) be a vector bundle morphism between the vector bundles τD∗ : D
∗ → Q
and τD¯∗ : D¯
∗ → Q¯.
(i) If (F˜ , F ) is a linear almost Poisson morphism then the following condition (C) holds:
(C) For each α ∈ Γ(ΛkτD∗) which is (F˜ , F )-related with α¯ ∈ Γ(ΛkτD¯∗) we have that
dDα ∈ Γ(Λk+1τD∗) is also (F˜ , F )-related with dD¯α¯ ∈ Γ(Λk+1τD¯∗).
(ii) Conversely, if condition (C) holds, F is a surjective map and (F˜ , F ) is a fiberwise injective
vector bundle morphism then (F˜ , F ) is a linear almost Poisson morphism.
Proof. (i) Suppose that X¯ and Y¯ are sections of τD¯ : D¯ → Q¯.
Then, if f¯ ∈ C∞(Q¯), using (4.9), we deduce that
(dD¯f¯)(X¯) ◦ F = (ρD((F˜ , F )∗X¯))(f¯ ◦ F ).
Thus, from (4.7), it follows that
(dD¯f¯)(X¯) ◦ F =< F˜ (dD(f¯ ◦ F )), X¯ ◦ F > .
Therefore, we have that
dD¯f¯ ◦ F = F˜ ◦ dD(f¯ ◦ F ). (4.14)
Now, let α be a section of τD∗ : D
∗ → Q which is (F˜ , F )-related with α¯ ∈ Γ(τD¯∗), that is,
F˜ ◦ α = α¯ ◦ F. (4.15)
Then, using (4.8), (4.9) and (4.15), we obtain that
(dD¯α¯)(X¯, Y¯ ) ◦ F = ρD((F˜ , F )∗X¯)(α((F˜ , F )∗Y¯ ))− ρD((F˜ , F )∗Y¯ )(α((F˜ , F )∗X¯))
−α[[(F˜ , F )∗X¯, (F˜ , F )∗Y¯ ]]D
which implies that
(dD¯α¯)(X¯, Y¯ ) ◦ F =< Λ2F˜ ◦ dDα, (X¯ ◦ F, Y¯ ◦ F ) > .
This proves that
dD¯α¯ ◦ F = Λ2F˜ ◦ dDα. (4.16)
Consequently, from (2.3), (4.14) and (4.16), we deduce the result.
(ii) If X¯ ∈ Γ(τD¯) and f¯ ∈ C∞(Q¯) then, using condition (C), we have that
(ρD¯(X¯) ◦ F )(f¯) = dD(f¯ ◦ F )((F˜ , F )∗X¯) = (ρD((F˜ , F )∗X¯))(f¯ ◦ F ).
This proves that (4.9) holds.
Next, suppose that Y¯ ∈ Γ(τD¯) and that α is a section of τD∗ : D∗ → Q which is (F˜ , F )-related
with α¯ ∈ Γ(τD¯∗).
Then, from (4.9), it follows that
α[[(F˜ , F )∗X¯, (F˜ , F )∗Y¯ ]]D = −(dDα)((F˜ , F )∗X¯, (F˜ , F )∗Y¯ ) + ρD¯(X¯)(α¯(Y¯ )) ◦ F − ρD¯(Y¯ )(α¯(X¯)) ◦ F.
Thus, using condition (C), we deduce that
α[[(F˜ , F )∗X¯, (F˜ , F )∗Y¯ ]]D = −(dD¯α¯)(X¯, Y¯ ) ◦ F + ρD¯(X¯)(α¯(Y¯ )) ◦ F − ρD¯(Y¯ )(α¯(X¯)) ◦ F.
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This implies that (4.8) holds. 
Remark 4.10. Let (F˜ , F ) be a linear almost Poisson morphism between the vector bundles τD∗ :
D∗ → Q and τD¯∗ : D¯∗ → Q¯. Moreover, suppose that F is surjective and that (F˜ , F ) is a fiberwise
injective vector bundle morphism.
(i) From Theorem 4.9, we deduce that the condition H0(dD) ' R implies that H0(dD¯) ' R. In
general, the converse does not hold. However, if H0(dD¯) ' R and f ∈ C∞(Q) is a F -basic
function such that dDf = 0 then f is constant.
(ii) If F is a surjective submersion with connected fibers, VqF ⊆ D˜q = ρD(Dq), for all q ∈ Q, and
dDf = 0 then f is a F -basic function. Here, V F is the vertical bundle to F .

Now, we will introduce the following definition.
Definition 4.11. Let (D, {·, ·}D∗ , h) (respectively, (D¯, {·, ·}D¯∗ , h¯)) be a Hamiltonian system and
(F˜ , F ) be a linear almost Poisson morphism between the vector bundles τD : D
∗ → Q and τD¯ :
D¯∗ → Q¯. Then, (F˜ , F ) is said to be Hamiltonian if
h¯ ◦ F˜ = h.
It is clear that if (F˜ , F ) is a Hamiltonian morphism then the Hamiltonian vector fields of h and
h¯, HΛD∗h and H
ΛD¯∗
h¯
, are F˜ -related, that is,
(TβF˜ )(H
ΛD∗
h (β)) = H
ΛD¯∗
h¯
(F˜ (β)), for all β ∈ D∗.
This implies that if µ : I → D∗ is a solution of the Hamilton equations for h then F˜ ◦ µ : I → D¯∗ is
a solution of the Hamilton equations for h¯.
In addition, from Theorem 4.9, we deduce the following result
Theorem 4.12. Let (D, {·, ·}D∗ , h) (respectively, (D¯, {·, ·}D¯∗ , h¯)) be a Hamiltonian system and (F˜ , F )
be a Hamiltonian morphism between the vector bundles τD∗ : D
∗ → Q and τD¯∗ : D¯∗ → Q¯. Assume
that the map F is surjective and that (F˜ , F ) is a fiberwise injective vector bundle morphism.
(i) If α is a section of the vector bundle τD∗ : D
∗ → Q such that dDα = 0, it satisfies the
Hamilton-Jacobi equation for h (respectively, the strongest condition h ◦ α = constant ) and
it is (F˜ , F )-related with α¯ ∈ Γ(τD¯∗) then dD¯α¯ = 0 and α¯ satisfies the Hamilton-Jacobi equation
for h¯ (respectively, the strongest condition h¯ ◦ α¯ = constant ).
(ii) If α¯ is a section of the vector subbundle F˜ (D∗) of τD¯∗ : D¯∗ → Q¯ such that dD¯α¯ = 0 and
α¯ satisfies the Hamilton-Jacobi equation for h¯ (respectively, the strongest condition h¯ ◦ α¯ =
constant ) then dDα = 0 and α satisfies the Hamilton-Jacobi equation for h (respectively, the
strongest condition h ◦α = constant ), where α is the section of τD∗ : D∗ → Q characterized
by the condition F˜ ◦ α = α¯ ◦ F .
5. Applications to nonholonomic Mechanics
5.1. Unconstrained mechanical systems on a Lie algebroid. Let τA : A→ Q be a Lie algebroid
over a manifold Q and denote by ([[·, ·]]A, ρA) the Lie algebroid structure of A.
20 M. DE LEO´N, J. C. MARRERO, AND D. MARTI´N DE DIEGO
If G : A×Q A→ R is a bundle metric on A then the Levi-Civita connection
∇G : Γ(τA)× Γ(τA)→ Γ(τA)
is determined by the formula
2G(∇GXY, Z) = ρA(X)(G(Y, Z)) + ρA(Y )(G(X,Z))− ρA(Z)(G(X, Y ))
+G(X, [[Z, Y ]]A) + G(Y, [[Z,X]]A)− G(Z, [[Y,X]]A)
for X, Y, Z ∈ Γ(A). Using the covariant derivative induced by ∇G, one may introduce the notion of
a geodesic of ∇G as follows. A curve σ : I → A is admissible if
d
dt
(τA ◦ σ) = ρA ◦ σ.
An admissible curve σ : I → A is said to be a geodesic if ∇Gσ(t)σ(t) = 0, for all t ∈ I.
The geodesics are the integral curves of a vector field ξG on A, the geodesic flow of A, which is
locally given by
ξG = ρ
i
Bv
B ∂
∂qi
− CCEBvBvC
∂
∂vE
.
Here, (qi) are local coordinates on an open subset U of Q, {XB} is an orthonormal basis of sections
of the vector bundle τ−1A (U)→ U , (qi, vB) are the corresponding local coordinates on A and ρiB, CECB
are the local structure functions of A. Note that the coefficients ΓEBC of the connection ∇G are
ΓEBC =
1
2
(CCEB + C
B
EC + C
E
BC)
(for more details, see [7, 9]).
The Lagrangian function L : A→ R of an (unconstrained) mechanical system on A is defined
by
L(a) =
1
2
G(a, a)− V (τA(a)) = 1
2
‖a‖2G − V (τA(a)), for a ∈ A,
V : Q → R being a real C∞-function on Q. In other words, L is the kinetic energy induced by G
minus the potential energy induced by V .
Note that if ∆ is the Liouville vector field of A then the Lagrangian energy EL = ∆(L)− L is
the real C∞-function on A given by
EL(a) =
1
2
G(a, a) + V (τA(a)) =
1
2
‖a‖2G + V (τA(a)), for a ∈ A.
On the other hand, we may consider the section gradGV of τA : A→ Q characterized by the following
condition
G(gradGV,X) = (d
AV )(X) = ρA(X)(V ), ∀X ∈ Γ(τA).
Then, the solutions of the Euler-Lagrange equations for L are the integral curves of the vector
field ξL on A defined by
ξL = ξG − (gradGV )v,
where (gradGV )
v ∈ X(A) is the standard vertical lift of the section gradGV . The local expression of
the Euler-Lagrange equations is
q˙i = ρiBv
B, v˙E = −CCEBvBvC − ρjE
∂V
∂qj
,
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for all i and E (see [7, 9]).
Now, we will denote by [G : A → A∗ the vector bundle isomorphism induced by G and by #G :
A∗ → A the inverse morphism. If α : Q→ A∗ is a section of the vector bundle τA∗ : A∗ → Q we also
consider the vector field ξL,α on Q defined by
ξL,α(q) = (T#G(α(q))τA)(ξL(#G(α(q)))), for q ∈ Q.
Corollary 5.1. Let α : Q → A∗ be a 1-cocycle of the Lie algebroid A, that is, dAα = 0. Then, the
following conditions are equivalent:
(i) If c : I → Q is an integral curve of the vector field ξL,α on Q we have that #G ◦ α ◦ c : I → A
is a solution of the Euler-Lagrange equations for L.
(ii) α satisfies the Hamilton-Jacobi equation
dA(EL ◦#G ◦ α) = 0,
that is, the function
1
2
‖#G ◦ α‖2G + V on Q is constant on the leaves of the Lie algebroid
foliation associated with A.
Proof. The Legendre transformation associated with the Lagrangian function L is the vector bundle
isomorphism [G : A→ A∗ between A and A∗ induced by the bundle metric G (for the definition of the
Legendre transformation associated with a Lagrangian function on a Lie algebroid, see [25]). Thus,
if we denote by G∗ the bundle metric on A∗ then, the Hamiltonian function HL = EL ◦#G induced
by the hyperregular Lagrangian function L is given by
HL(γ) =
1
2
G∗(γ, γ) + V (τA∗(γ)), for γ ∈ A∗.
Therefore, if ΛA∗ is the corresponding linear Poisson 2-vector on A
∗ and HΛA∗HL is the Hamiltonian
vector field of HL with respect to ΛA∗ , we have that the solutions of the Hamilton equations are the
integral curves of the vector field HΛA∗HL . In fact, the vector fields ξL and H
ΛA∗
HL
are [G-related, that is,
T[G ◦ ξL = HΛA∗HL ◦ [G.
Consequently, if σ : I → A is a solution of the Euler-Lagrange equations for L then [G ◦ σ : I → A∗
is a solution of the Hamilton equations for HL and, conversely, if γ : I → A∗ is a solution of the
Hamilton equations for HL then #G ◦ γ : I → A is a solution of the Euler-Lagrange equations for L
(for more details, see [25]).
In addition, since τA∗ ◦ [G = τA, it follows that
ξL,α(q) = (Tα(q)τA∗)(H
ΛA∗
HL
(α(q))) = HΛA∗HL,α(q), for q ∈ Q,
i.e., ξL,α = H
ΛA∗
HL,α
.
Thus, using Theorem 4.1 (or, alternatively, using Theorem 3.16 in [25]), we deduce the result. 
Next, we will apply Corollary 5.1 to the particular case when A is the standard Lie algebroid TQ
and α is a 1-coboundary, that is, α = dS with S : Q → R a real C∞-function on Q. Note that, in
this case, the bundle metric G on TQ is a Riemannian metric g on Q and that #G ◦ α = #g ◦ dS is
just the gradient vector field of S, gradgS, with respect to g.
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Corollary 5.2. Let S : Q → R be a real C∞-function on Q. Then, the following conditions are
equivalent:
(i) If c : I → Q is an integral curve of the vector field ξL,dS on Q we have that gradgS ◦c : I → A
is a solution of the Euler-Lagrange equations for L.
(ii) S satisfies the Hamilton-Jacobi equation
d(EL ◦ gradgS) = 0,
that is, the function
1
2
‖gradgS‖2g + V on Q is constant.
Remark 5.3. Corollary 5.2 is a consequence of a well-known result (see Theorem 5.2.4 in [1]). 
Now, let L : A → R (respectively, L¯ : A¯ → R) be the Lagrangian function of an unconstrained
mechanical system on a Lie algebroid τA : A→ Q (respectively, τA¯ : A¯→ Q¯) and (F˜ , F ) be a linear
Poisson morphism between the Poisson manifolds (A∗, {·, ·}A∗) and (A¯∗, {·, ·}A¯∗) such that:
(i) F : Q→ Q¯ is a surjective map.
(ii) For each q ∈ Q, the linear map F˜q = F˜|A∗q : A∗q → A¯∗F (q) satisfies the following conditions
G¯∗(F˜q(β), F˜q(β′)) = G∗(β, β′), for β, β′ ∈ A∗q,
F (q) = F (q′) =⇒ F˜q(A∗q) = F˜q′(A∗q′),
where G∗ (respectively, G¯∗) is the bundle metric on A∗ (respectively, A¯∗). Note that the first
condition implies that F˜q is injective and an isometry.
(iii) If V : Q→ R (respectively, V¯ : Q¯→ R) is the potential energy of the mechanical system on
A (respectively, A¯) we have that V¯ ◦ F = V .
Then, we deduce that (F˜ , F ) is a Hamiltonian morphism between the Hamiltonian systems (A, {·, ·}A∗ ,
HL) and (A¯, {·, ·}A¯∗ , HL¯), where HL (respectively, HL¯) is the Hamiltonian function on A∗ (respec-
tively, A¯∗) associated with the Lagrangian function L (respectively, L¯).
Moreover, using Theorem 4.12, we conclude that
Corollary 5.4. (i) If α : Q → A∗ is a 1-cocycle for the Lie algebroid A (dAα = 0), it satisfies
the Hamilton-Jacobi equation
dA(EL ◦#G ◦ α) = 0 (5.1)
and it is (F˜ , F )-related with α¯ ∈ Γ(τA¯∗) then dA¯α¯ = 0 and α¯ is a solution of the Hamilton-
Jacobi equation
dA¯(EL¯ ◦#G¯ ◦ α¯) = 0. (5.2)
(ii) If α¯ : Q¯ → F˜ (A∗) ⊆ A¯∗ is a 1-cocycle for the Lie algebroid A¯ (dA¯α¯ = 0) and it satisfies
the Hamilton-Jacobi equation (5.2) then dAα = 0 and α is a solution of the Hamilton Jacobi
equation (5.1). Here, α : Q → A∗ is the section of τA∗ : A∗ → Q characterized by the
condition F˜ ◦ α = α¯ ◦ F .
A particular example of the above general construction is the following one.
Let F : Q → Q¯ = Q/G be a principal G-bundle. Denote by φ : G × Q → Q the free action of G
on Q and by Tφ : G × TQ → TQ the tangent lift of φ. Tφ is a free action of G on TQ. Then, we
may consider the quotient vector bundle τA¯ = τTQ/G : A¯ = TQ/G→ Q¯ = Q/G. The sections of this
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vector bundle may be identified with the vector fields on Q which are G-invariant. Thus, using that a
G-invariant vector field is F -projectable and that the standard Lie bracket of two G-invariant vector
fields is also a G-invariant vector field, we can define a Lie algebroid structure ([[·, ·]]A¯, ρA¯) on the
quotient vector bundle τA¯ = τTQ/G : A¯ = TQ/G → Q¯ = Q/G. The resultant Lie algebroid is called
the Atiyah (gauge) algebroid associated with the principal bundle F : Q→ Q¯ = Q/G (see
[25, 27]).
On the other hand, denote by T ∗φ : G × T ∗Q → T ∗Q the cotangent lift of the action φ. Then,
the space of orbits of T ∗φ, T ∗Q/G, may be identified with the dual bundle A¯∗ to A¯. Under this
identification, the linear Poisson structure on A¯∗ is characterized by the following condition: the
canonical projection F˜ : A∗ = T ∗Q → T ∗Q/G ' A¯∗ is a Poisson morphism, when on A∗ = T ∗Q we
consider the linear Poisson structure induced by the standard Lie algebroid τA = τTQ : A = TQ→ Q,
that is, the Poisson structure induced by the canonical symplectic structure of T ∗Q (an explicit
description of the linear Poisson structure on A¯∗ ' T ∗Q/G may be found in [32]).
Thus, (F˜ , F ) is a linear Poisson morphism between A∗ = T ∗Q and A¯∗ ' T ∗Q/G and, in addition,
F˜ is a fiberwise bijective vector bundle morphism.
Now, suppose that G = g is a G-invariant Riemannian metric on Q and that V : Q → R is a G-
invariant function on Q. Then, we may consider the corresponding mechanical Lagrangian function
L : A = TQ→ R. Moreover, it is clear that g and V induce a bundle metric G¯ on A¯ = TQ/G and a
real function V¯ : Q¯→ R and, therefore, a mechanical Lagrangian function L¯ : A¯ = TQ/G→ R.
On the other hand, we have that for each q ∈ Q the map F˜q : A∗q = T ∗qQ→ A¯∗F (q) ' (T ∗Q/G)F (q)
is a linear isometry. Consequently, using Corollary 5.4, we deduce the following result
Corollary 5.5. There exists a one-to-one correspondence between the 1-cocycles of the Atiyah alge-
broid τA¯ = τTQ/G : A¯ = TQ/G→ Q¯ = Q/G which are solutions of the Hamilton-Jacobi equation for
the mechanical Lagrangian function L¯ : A¯ = TQ/G→ R and the G-invariant closed 1-forms α on Q
such that the function
1
2
‖#g ◦ α‖2g + V is constant.
An explicit example: The Elroy’s Beanie. This system is probably the most simple example
of a dynamical system with a non-Abelian Lie group of symmetries. It consists in two planar rigid
bodies attached at their centers of mass, moving freely in the plane (see [29]). So, the configuration
space is Q = SE(2)× S1 with coordinates q = (x, y, θ, ψ), where the three first coordinates describe
the position and orientation of the center of mass of the first body and the last one the relative
orientation between both bodies. The Lagrangian L : TQ→ R is
L =
1
2
m(x˙2 + y˙2) +
1
2
I1θ˙
2 +
1
2
I2(θ˙ + ψ˙)
2 − V (ψ)
where m denotes the mass of the system and I1 and I2 are the inertias of the first and the second
body, respectively; additionally, we also consider a potential function of the form V (ψ). The kinetic
energy is associated with the Riemannian metric G on Q given by
G = m(dx2 + dy2) + (I1 + I2)dθ
2 + I2dθ ⊗ dψ + I2dψ ⊗ dθ + I2dψ2.
The system is SE(2)-invariant for the action
Φg(q) = (z1 + x cosα− y sinα, z2 + x sinα + y cosα, α + θ, ψ)
where g = (z1, z2, α).
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Let {ξ1, ξ2, ξ3} be the standard basis of se(2),
[ξ1, ξ2] = 0, [ξ1, ξ3] = −ξ2 and [ξ2, ξ3] = ξ1 .
The quotient space Q¯ = Q/SE(2) = (SE(2) × S1)/SE(2) ' S1 is naturally parameterized by
the coordinate ψ. The Atiyah algebroid TQ/SE(2) → Q¯ is identified with the vector bundle:
τA¯ : A¯ = TS
1 × se(2) → S1. The canonical basis of sections of τA¯ is:
{
∂
∂ψ
, ξ1, ξ2, ξ3
}
. Since the
metric G is also SE(2)-invariant we obtain a bundle metric G¯ and a G¯-orthonormal basis of sections:{
X1 =
√
I1 + I2
I1I2
(
∂
∂ψ
− I2
I1 + I2
ξ3
)
, X2 =
1√
m
ξ1, X3 =
1√
m
ξ2, X4 =
1√
I1 + I2
ξ3
}
In the coordinates (ψ, v1, v2, v3, v4) induced by the orthonormal basis of sections, the reduced La-
grangian is
L¯ =
1
2
(
(v1)2 + (v2)2 + (v3)2 + (v4)2
)− V (ψ) .
Additionally, we deduce that
[[X1, X2]]A¯ = −
√
I2
I1(I1 + I2)
X3, [[X1, X3]]A¯ =
√
I2
I1(I1 + I2)
X2,
[[X1, X4]]A¯ = 0, [[X2, X3]]A¯ = 0,
[[X2, X4]]A¯ = −
1√
I1 + I2
X3, [[X3, X4]]A¯ =
1√
I1 + I2
X2.
Therefore, the non-vanishing structure functions are
C312 = −
√
I2
I1(I1 + I2)
, C213 =
√
I2
I1(I1 + I2)
, C324 = −
1√
I1 + I2
, C234 =
1√
I1 + I2
.
Moreover,
ρA¯(X1) =
√
I1 + I2
I1I2
∂
∂ψ
, ρA¯(X2) = 0, ρA¯(X3) = 0, ρA¯(X4) = 0.
The local expression of the Euler-Lagrange equations for the reduced Lagrangian system L¯ : A¯→ R
is:
ψ˙ =
√
I1 + I2
I1I2
v1,
v˙1 = −
√
I1 + I2
I1I2
∂V
∂ψ
,
v˙2 = −
√
I2
I1(I1 + I2)
v1v3 +
1√
I1 + I2
v3v4,
v˙3 =
√
I2
I1(I1 + I2)
v1v2 − 1√
I1 + I2
v2v4,
v˙4 = 0.
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From the two first equations we obtain the equation:
ψ¨ = −I1 + I2
I1I2
∂V
∂ψ
.
A section α : S1 → A¯∗, α(ψ) = (ψ, α1(ψ), α2(ψ), α3(ψ), α4(ψ)), is a 1-cocycle, i.e. dA¯α = 0,
if and only if α2(ψ) = 0, α3(ψ) = 0 and
∂α4
∂ψ
= 0. Therefore, the Hamilton-Jacobi equation
dA¯(EL¯ ◦#G¯ ◦ α) = 0 is
∂V
∂ψ
+
∂α1
∂ψ
α1 = 0.
Thus, integrating we obtain
2V (ψ) + (α1(ψ))
2 = k1
with k1 constant. Therefore,
α1(ψ) =
√
k1 − 2V (ψ)
and all the solutions of the Hamilton-Jacobi equation are of the form
α(ψ) = (ψ;
√
k1 − 2V (ψ), 0, 0, k2).
with k2 constant.
5.2. Mechanical systems subjected to linear nonholonomic constraints on a Lie algebroid.
Let τA : A → Q be a Lie algebroid over a manifold Q and denote by ([[·, ·]]A, ρA) the Lie algebroid
structure on A.
A mechanical system subjected to linear nonholonomic constraints on A is a pair
(L,D), where:
(i) L : A→ R is a Lagrangian function of mechanical type, that is,
L(a) =
1
2
G(a, a)− V (τA(a)), for a ∈ A,
and
(ii) D is the total space of a vector subbundle τD : D → Q of A. The vector subbundle D is said
to be the constraint subbundle.
This kind of systems were considered in [7, 9, 14].
We will denote by iD : D → A the canonical inclusion. We also consider the orthogonal decom-
position A = D⊕D⊥ and the associated orthogonal projectors P : A→ D and Q : A→ D⊥. Then,
the solutions of the dynamical equations for the nonholonomic (constrained) system (L,D) are just
the integral curves of the vector field ξ(L,D) on D defined by
ξ(L,D) = TP ◦ ξL ◦ iD,
where ξL is the solution of the free dynamics (see Section 5.1) and TP : TA → TD is the tangent
map to the projector P .
In fact, suppose that (qi) are local coordinates on an open subset U of Q and that {XB} = {Xγ, Xb}
is a basis of sections of the vector bundle τ−1A (U) → U such that {Xγ} (respectively, {Xb}) is an
orthonormal basis of sections of the vector subbundle τ−1D (U) → U (respectively, τ−1D⊥(U) → U).
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We will denote by (qi, vB) = (qi, vγ, vb) the corresponding local coordinates on A. Then, the local
equations defining the vector subbundle D are
vb = 0, for all b.
Moreover, if ρiB and C
E
BC are the local structure functions of A, we have that the local expression of
the vector field ξ(L,D) is
ξ(L,D) = ρ
i
γv
γ ∂
∂qi
− (Cνδγvγvν + ρiδ
∂V
∂qi
)
∂
∂vδ
. (5.3)
Thus, the dynamical equations for the constrained system (L,D) are
q˙i = ρiγv
γ, v˙δ = −Cνδγvγvν − ρiδ
∂V
∂qi
, vb = 0. (5.4)
On the other hand, the constrained connection ∇ˇ : Γ(τA) × Γ(τA) → Γ(τA) associated with the
system (L,D) is given by
∇ˇXY = P (∇GXY ) +∇GXQY, for X, Y ∈ Γ(τA).
Therefore, if ΓˇEBC are the coefficients of ∇ˇ, we have that
Γˇδγν = Γ
δ
γν =
1
2
(Cνδγ + C
γ
δν + C
δ
γν), Γˇ
a
γν = 0.
Consequently, Eqs. (5.4) are just the Lagrange-D’Alembert equations for the system (L,D)
considered in [7] (see also [9, 14]).
Next, we will introduce a linear almost Poisson structure {·, ·}D∗ on D∗.
Denote by {·, ·}A∗ the linear Poisson bracket on A∗ induced by the Lie algebroid structure on A.
Then,
{ϕ, ψ}D∗ = {ϕ ◦ i∗D, ψ ◦ i∗D}A∗ ◦ P ∗, (5.5)
for ϕ, ψ ∈ C∞(D∗), where i∗D : A∗ → D∗ and P ∗ : D∗ → A∗ are the dual maps of the monomorphism
iD : D → A and the projector P : D → A, respectively.
It is easy to prove that {·, ·}D∗ is a linear almost Poisson bracket on D∗. Moreover, if (qi, pB) =
(qi, pγ, pb) are the dual coordinates of (q
i, vB) = (qi, vγ, vb) on A∗ then it is clear that (qi, pγ) are local
coordinates on D∗ and, in addition, the local expressions of i∗D and P
∗ are
i∗D(q
i, pγ, pb) = (q
i, pγ), P
∗(qi, pγ) = (qi, pγ, 0). (5.6)
Thus, from (2.1), (5.5) and (5.6), we have that
{ϕ, ψ}D∗ = ρiγ(
∂ϕ
∂qi
∂ψ
∂pγ
− ∂ϕ
∂pγ
∂ψ
∂qi
)− Cγβδpγ
∂ϕ
∂pβ
∂ψ
∂pδ
, (5.7)
for ϕ, ψ ∈ C∞(D∗).
On the other hand, one may introduce a linear Poisson bracket {·, ·}A on A in such a way that
the vector bundle map [G : A → A∗ is a Poisson isomorphism, when on A∗ we consider the linear
Poisson structure {·, ·}A∗ . Since the local expression of [G is
[G(q
i, vB) = (qi, vB)
we deduce that the local expression of the linear Poisson bracket {·, ·}A is
{ϕ¯, ψ¯}A = ρiB(
∂ϕ¯
∂qi
∂ψ¯
∂vB
− ∂ϕ¯
∂vB
∂ψ¯
∂qi
)− CEBCvE
∂ϕ¯
∂vB
∂ψ¯
∂vC
,
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for ϕ¯, ψ¯ ∈ C∞(A).
Using the bracket {·, ·}A, one may define a linear almost Poisson bracket {·, ·}nh on D as follows.
If ϕ˜ and ψ˜ are real C∞-functions on D then
{ϕ˜, ψ˜}nh = {ϕ˜ ◦ P, ψ˜ ◦ P}A ◦ iD.
We have that
{ϕ˜, ψ˜}nh = ρiγ(
∂ϕ˜
∂qi
∂ψ˜
∂vγ
− ∂ϕ˜
∂vγ
∂ψ˜
∂qi
)− Cγβδvγ
∂ϕ˜
∂vβ
∂ψ˜
∂vδ
. (5.8)
Thus, a direct computation proves that {·, ·}nh is just the nonholonomic bracket introduced in
[7]. Note that, using (5.3) and (5.8), we obtain that ξ(L,D) is the Hamiltonian vector field of the
function (EL)|D with respect to the nonholonomic bracket {·, ·}nh, i.e.,
˙˜ϕ = ξ(L,D)(ϕ˜) = {ϕ˜, (EL)|D}nh,
for ϕ˜ ∈ C∞(D) (see also [7]).
Moreover, if GD is the restriction of the bundle metric G toD and [GD : D → D∗ is the corresponding
vector bundle isomorphism then, from (5.7) and (5.8), we deduce that
{ϕ ◦ [GD , ψ ◦ [GD}nh = {ϕ, ψ}D∗ ◦ [GD , for ϕ, ψ ∈ C∞(D∗).
For this reason, {·, ·}D∗ will also be called the nonholonomic bracket associated with the
constrained system (L,D).
We will denote by ([[·, ·]]D, ρD) (respectively, dD) the corresponding skew-symmetric algebroid struc-
ture (respectively, almost differential) on the vector bundle τD : D → Q and by #GD : D∗ → D the
inverse morphism of [GD : D → D∗.
Then, from (2.2) and (5.5), it follows that
[[X, Y ]]D = P [[iD ◦X, iD ◦ Y ]]A, ρD(X) = ρA(iD ◦X), (5.9)
for X, Y ∈ Γ(τD). Therefore, using (2.5), we have that
dDα = Λki∗D(d
A(P ∗ ◦ α)), for α ∈ Γ(ΛkτD∗). (5.10)
On the other hand, if α : Q→ D∗ is a section of the vector bundle τD∗ : D∗ → Q one may consider
the vector field ξ(L,D),α on Q given by
ξ(L,D)α(q) = (T#GD (α(q))τD)(ξ(L,D)(#GD(α(q)))), for q ∈ Q. (5.11)
Corollary 5.6. Let α : Q→ D∗ be a 1-cocycle of the skew-symmetric algebroid (D, [[·, ·]]D, ρD), that
is, dDα = 0. Then, the following conditions are equivalent:
(i) If c : I → Q is an integral curve of the vector field ξ(L,D)α on Q we have that #GD◦α◦c : I → D
is a solution of the Lagrange-D’Alembert equations for the constrained system (L,D).
(ii) α satisfies the nonholonomic Hamilton-Jacobi equation
dD((EL)|D ◦#GD ◦ α) = 0.
If, additionally, H0(dD) ' R (or the skew-symmetric algebroid (D, [[·, ·]]D, ρD) is completely
nonholonomic and Q is connected) then conditions (i) and (ii) are equivalent to
(iii) (EL)|D ◦#GD ◦ α = constant .
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Proof. Denote by h(L,D) : D
∗ → R the Hamiltonian function on D∗ given by h(L,D) = (EL)|D ◦#GD ,
by ΛD∗ the linear almost Poisson 2-vector on D
∗ and by HΛD∗h(L,D) the Hamiltonian vector field of
h(L,D) with respect to ΛD∗ . Then, the vector fields ξ(L,D) and H
ΛD∗
h(L,D)
on D and D∗, respectively, are
[GD -related. Thus, from (5.11) and since τD∗ ◦ [GD = τD, it follows that
H
ΛD∗
h(L,D)α
(q) = (Tα(q)τD∗)(H
ΛD∗
h(L,D)
(α(q))) = ξ(L,D)α(q),
that is, the vector fields HΛD∗h(L,D)α and ξ(L,D)α are equal.
Moreover, if σ : I → D is a curve on D, we have that σ is a solution of the Lagrange-D’Alembert
equations for the constrained system (L,D) if and only if [GD ◦ σ : I → D∗ is a solution of the
Hamilton equations for h(L,D).
Therefore, using Theorem 4.1, we deduce that conditions (i) and (ii) are equivalent.
In addition, if H0(dD) ' R (or if (D, [[·, ·]]D, ρD) is completely nonholonomic and Q is connected)
then, from Corollary 4.6, it follows that conditions (i), (ii) and (iii) are equivalent. 
Remark 5.7. Let D0 be the annihilator of D and I(D0) be the algebraic ideal generated by D0.
Thus, a section ν of the vector bundle ΛkA∗ → Q belongs to I(D0) if
ν(q)(v1, . . . , vk) = 0, for all q ∈ Q and v1, . . . , vk ∈ Dq.
Now, let Z(τD∗) be the set defined by
Z(τD∗) = {α ∈ Γ(τD∗)/dDα = 0}
and Z˜(τ(D⊥)0) be the set given by
Z˜(τ(D⊥)0) = {α˜ ∈ Γ(τ(D⊥)0)/dAα˜ ∈ I(D0)}
where (D⊥)0 is the annihilator of the orthogonal complement D⊥ of D and τ(D⊥)0 : (D⊥)0 → Q is
the corresponding vector bundle projection. Then, using (5.10), we deduce that the map
Z(τD∗)→ Z˜(τ(D⊥)0), α→ P ∗ ◦ α
defines a bijection from Z(τD∗) on Z˜(τ(D⊥)0). In fact, the inverse map is given by
Z˜(τ(D⊥)0)→ Z(τD∗), α˜→ i∗D ◦ α˜.
On the other hand, if f is a real C∞-function on Q then
dDf = 0⇐⇒ (dAf)(Q) ⊆ D0.

Let (L,D) (respectively, (L¯, D¯)) be a nonholonomic system on a Lie algebroid τA : A → Q
(respectively, τA¯ : A¯ → Q¯) and (F˜ , F ) be a linear almost Poisson morphism between the almost
Poisson manifolds (D∗, {·, ·}D∗) and (D¯∗, {·, ·}D¯∗) such that:
(i) F : Q→ Q¯ is a surjective map.
(ii) For each q ∈ Q, the linear map F˜q = F˜|D∗q : D∗q → D¯∗F (q) satisfies the following conditions
GD¯∗(F˜q(β), F˜q(β
′)) = GD∗(β, β′), for β, β′ ∈ D∗q ,
F (q) = F (q′) =⇒ F˜q(D∗q) = F˜q′(D∗q′),
where GD∗ (respectively, GD¯∗) is the bundle metric on D
∗ (respectively, D¯∗).
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(iii) If V : Q→ R (respectively, V¯ : Q¯→ R) is the potential energy for the nonholonomic system
on A (respectively, A¯) we have that V¯ ◦ F = V .
Then, we deduce that (F˜ , F ) is a Hamiltonian morphism between the Hamiltonian systems (D, {·, ·}D∗ ,
h(L,D)) and (D¯, {·, ·}D¯∗ , h(L¯,D¯)), where h(L,D) (respectively, h(L¯,D¯)) is the constrained Hamiltonian
function on D∗ (respectively, D¯∗) associated with the nonholonomic system (L,D) (respectively,
(L¯, D¯)).
Moreover, using Theorem 4.12, we conclude that
Corollary 5.8. (i) If α : Q→ D∗ is a 1-cocycle for the skew-symmetric algebroid D (dDα = 0),
it satisfies the Hamilton-Jacobi equation
dD((EL)|D ◦#GD ◦ α) = 0 (5.12)
(respectively, the strongest condition (EL)|D ◦#GD ◦ α = constant ) and it is (F˜ , F )-related
with α¯ ∈ Γ(τD¯∗) then dD¯α¯ = 0 and α¯ is a solution of the Hamilton-Jacobi equation
dD¯((EL¯)|D¯ ◦#GD¯ ◦ α¯) = 0 (5.13)
(respectively, α¯ satisfies the strongest condition (EL¯)|D¯ ◦#GD¯ ◦ α¯ = constant ).
(ii) If α¯ : Q¯ → F˜ (D∗) ⊆ D¯∗ is a 1-cocycle for the skew-symmetric algebroid D¯ (dD¯α¯ = 0) and
it satisfies the Hamilton-Jacobi equation (5.13) (respectively, the strongest condition (EL¯)|D¯ ◦
#GD¯ ◦ α¯ = constant ) then dDα = 0 and α is a solution of the Hamilton Jacobi equation
(5.12) (respectively, α satisfies the strongest condition (EL)|D ◦#GD ◦ α = constant ). Here,
α : Q→ D∗ is the section of τD∗ : D∗ → Q characterized by the condition F˜ ◦ α = α¯ ◦ F .
5.2.1. The particular case A = TQ. Let L : TQ → R be a Lagrangian function of mechanical type
on the standard Lie algebroid τTQ : TQ→ Q, that is,
L(v) =
1
2
g(v, v)− V (τQ(v)), for v ∈ TQ,
where g is a Riemannian metric on Q and V : Q → R is a real C∞-function on Q. Suppose also
that D is a distribution on Q. Then, the pair (L,D) is a mechanical system subjected to linear
nonholonomic constraints on the standard Lie algebroid τTQ : TQ→ Q.
Note that, in this case, the linear Poisson structure on A∗ = T ∗Q is induced by the canonical
symplectic structure on T ∗Q. Moreover, the corresponding nonholonomic bracket {·, ·}D∗ on D∗
was considered by several authors or, alternatively, other almost Poisson structures (on D or on
[g(D) ⊆ A∗ = T ∗Q) which are isomorphic to {·, ·}D∗ also were obtained by several authors (see
[5, 19, 22, 39]).
Now, denote by #g : T
∗Q → TQ (respectively, #gD : D∗ → D) the inverse morphism of the
musical isomorphism [g : TQ → T ∗Q (respectively, [gD : D → D∗) induced by the Riemannian
metric g (respectively, by the restriction gD of g to D), by d the standard exterior differential on
Q (that is, d = dTQ is the differential of the Lie algebroid τTQ : TQ → Q), by ξ(L,D) ∈ X(D) the
solution of the nonholonomic dynamics and by ξ(L,D)α ∈ X(Q) its projection on Q, α being a section
of the vector bundle τD∗ : D
∗ → Q (see (5.11)). Using this notation, Corollary 5.6 and Remark 5.7,
we deduce the following result
Corollary 5.9. Let α : Q→ D∗ be a section of the vector bundle τD∗ : D∗ → Q such that d(P ∗◦α) ∈
I(D0). Then, the following conditions are equivalent:
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(i) If c : I → Q is an integral curve of the vector field ξ(L,D)α on Q we have that #gD◦α◦c : I → D
is a solution of the Lagrange-D’Alembert equations for the constrained system (L,D).
(ii) d((EL)|D ◦#gD ◦ α)(Q) ⊆ D0.
Remark 5.10. As we know, the Legendre transformation associated with the Lagrangian function
L : TQ → R is the musical isomorphism [g : TQ → T ∗Q. Moreover, it is clear that X(Q) ⊆ D,
where X is the vector field on Q given by X = #gD ◦ α. Thus, Corollary 5.9 is a consequence of
some results which were proved in [20] (see Theorem 4.3 in [20]). On the other hand, if H0(dD) ' R
(or if Q is connected and the distribution D is completely nonholonomic in the sense of Vershik and
Gershkovich [44]) then (i) and (ii) in Corollary 5.9 are equivalent to the condition
(EL)|D ◦#gD ◦ α = constant .
A Hamiltonian version of this last result was proved by Ohsawa and Bloch [31] (see Theorem 3.1 in
[31]). 
Remark 5.11. Previous approaches. There exists some different attempts in the literature of
extending the classical Hamilton-Jacobi equation for the case of nonholonomic constraints [10, 33, 36,
40, 41, 42, 43]). These attempts were non-effective or very restrictive (and even erroneous), because,
in many of them, they try to adapt the standard proof of the Hamilton-Jacobi equations for systems
without constraints, using Hamilton’s principle. See [37] for a detailed discussion on the topic.
To fix ideas, consider a lagrangian system L : TQ −→ R of mechanical type, that is, L(vq) =
1
2
G(vq, vq)− V (q), for vq ∈ TqQ, and nonholonomic constraints determined by a distribution D of Q,
whose annihilator is D0 = span{µbi dqi}.
The idea of many of these previous approaches consist in looking for a function S : Q −→ R called
the characteristic function which permits characterize the solutions of the nonholonomic problem.
For it, define first the generalized momenta
pi =
∂S
∂qi
+ λbµ
b
i ,
which satisfy the constraint equations Gijpiµ
a
j = 0. These last conditions univocally determine λb as
functions of q and ∂S/∂q and therefore we find the momenta as functions
pi = pi(q
i,
∂S
∂qi
) . (5.14)
By inserting these expressions for the generalized momenta in the Hamiltonian of the system, we
obtain a version of the Hamilton-Jacobi equation (in its time-independent version):
H(qi, pi) = H˜(q
i,
∂S
∂qi
) = constant. (5.15)
However, if we start with a curve c : I → Q satisfying the differential equations
c˙i(t) =
∂H
∂pi
(cj(t),
∂S
∂qj
(c(t)) + λbµ
b
j) (5.16)
in general, it is not true that the curve γ(t) = (ci(t), pi(t)) is a solution of the nonholonomic equations.
This is trivially checked since from Equation (5.15) we deduce that:
0 =
∂H
∂qi
+
∂H
∂pj
[
∂2S
∂qi∂qj
+
∂λb
∂qi
µbj + λb
∂µbj
∂qi
]
(5.17)
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but, on the other hand,
p˙i =
d
dt
[
∂S
∂qi
+ λbµ
b
i
]
,
= q˙j
[
∂2S
∂qi∂qj
+
∂λb
∂qj
µbi + λb
∂µbi
∂qj
]
. (5.18)
Substituting Equation (5.17) in Equation (5.18), a curve γ(t) = (ci(t), pi(t)) satisfying (5.16) is
solution of the nonholonomic equations (that is, p˙i = −∂H∂qi +Λbµbi) if it verifies the following condition:
λb
(
∂µbj
∂qi
q˙j − ∂µ
b
i
∂qj
q˙j
)
δqi = 0, δq ∈ Dq. (5.19)
It is well-known (see [36, 37]) that condition (5.19) takes place when the solutions of the nonholo-
nomic problem are also of variational type. However, nonholonomic dynamics is not, in general, of
variational kind (see [8, 24, 26]). Indeed, a relevant difference with the unconstrained mechanical
systems is that a nonholonomic system is not Hamiltonian in the standard sense since the dynamics
is obtained from an almost Poisson bracket, that is, a bracket not satisfying the Jacobi identity (see
[5, 19, 22, 39]). 
An explicit example: The two-wheeled carriage (see [30]). The system has configuration space
Q = SE(2)×T2 , where SE(2) represents the rigid motions in the plane and T2 the angles of rotation
of the left and right wheels. We use standard coordinates (x, y, θ, ψ1, ψ2) ∈ SE(2)×T2. Imposing the
constraints of no lateral sliding and no sliding on both wheels, one gets the following nonholonomic
constraints:
x˙ sin θ − y˙ cos θ = 0,
x˙ cos θ + y˙ sin θ + rθ˙ + aψ˙1 = 0,
x˙ cos θ + y˙ sin θ − rθ˙ + aψ˙2 = 0,
where a is the radius of the wheels and r is the half the length of the axle.
Assuming, for simplicity, that the center of mass of the carriage is situated on the center of the
axle the Lagrangian is given by:
L =
1
2
mx˙2 +
1
2
my˙2 +
1
2
Jθ˙2 +
1
2
Cψ˙21 +
1
2
Cψ˙22,
where m is the mass of the system, J the moment of inertia when it rotates as a whole about the
vertical axis passing through the point (x, y) and C the axial moment of inertia. Note that L is the
kinetic energy associated with the Riemannian metric g on Q given by
g = m(dx2 + dy2) + Jdθ2 + Cdψ21 + Cdψ
2
2 .
32 M. DE LEO´N, J. C. MARRERO, AND D. MARTI´N DE DIEGO
The constraints induce the distribution D locally spanned by the following g-orthonormal vector
fields
X1 =
1
Λ1
(
2r
∂
∂ψ1
− a ∂
∂θ
− ar cos θ ∂
∂x
− ar sin θ ∂
∂y
)
,
X2 =
1
Λ2
(
a2(J −m1r2) ∂
∂ψ1
+ (a2J + 4Cr2 + a2m1r
2)
∂
∂ψ2
+ ar(2C +m1a
2)
∂
∂θ
−a(a2J + 2Cr2) cos θ ∂
∂x
− a(a2J + 2Cr2) sin θ ∂
∂y
)
.
where
Λ1 =
√
4Cr2 + a2J + am1r2
Λ2 =
√
(a2J + 2Cr2)(2C +m1a2)(a2J + 4Cr2 + a2r2m1)
We will denote by (x, y, θ, ψ1, ψ2, v
1, v2) the local coordinates on D induced by the basis {X1, X2}.
In these coordinates, the restriction, L|D : D 7−→ R, of L to D is:
L|D =
1
2
((v1)2 + (v2)2) .
The distribution D⊥ orthogonal to D is generated by
D⊥ = {X3 = tan θ ∂
∂x
− ∂
∂y
,X4 =
J Sec(θ)
rm1
∂
∂x
+
∂
∂θ
+
aJ
Cr
∂
∂ψ1
, X5 =
2C Sec(θ)
am1
∂
∂x
+
∂
∂ψ1
+
∂
∂ψ2
}
Moreover, since the standard Lie bracket [X1, X2] of the vector fields X1 and X2 is orthogonal to
D, it follows that (see (5.9))
[[X1, X2]]D = 0, ρD(X1) = X1, ρD(X2) = X2, (5.20)
where ([[·, ·]]D, ρD) is the skew-symmetric algebroid structure on the vector bundle τD : D → Q.
The local expression of the vector field ξ(L,D) is:
ξ(L,D) =
(
2rv1
Λ1
+
a2(J −m1r2)v2
Λ2
)
∂
∂ψ1
+
(a2J + 4Cr2 + a2m1r
2)v2
Λ2
∂
∂ψ2
+
(
ar(2C +m1a
2)v2
Λ2
− av1
Λ1
)
∂
∂θ
−
(
arv1 cos θ
Λ1
+
a(a2J + 2Cr2)v2 cos θ
Λ2
)
∂
∂x
−
(
arv1 sin θ
Λ1
+
a(a2J + 2Cr2)v2 sin θ
Λ2
)
∂
∂y
Furthermore, if {X1, X2} is the dual basis of {X1, X2} and α : Q→ D∗ is a section of the vector
bundle τD∗ : D
∗ → Q
α = α1X
1 + α2X
2, with α1, α2 ∈ C∞(Q)
then
α is a 1-cocycle ⇐⇒ X1(α2)−X2(α1) = 0.
In particular, taking
α = K1X
1 +K2X
2, with K1, K2 ∈ R
trivially is satisfied the 1-cocycle condition.
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In addition, since EL = L, we deduce that
(EL)|D =
1
2
((v1)2 + (v2)2)
which implies that
(EL)|D ◦#gD ◦ α = K21 +K22 = constant.
Thus, using Corollary 5.6, we conclude that to integrate the nonholonomic mechanical system (L,D)
is equivalent to find the integral curves of the vector field on Q = S1 × S1 × R2 given by
ξ(L,D),α = K1X1 +K2X2 .
which are easily obtained.
It is also interesting to observe that, in this particular example,
Lie∞(D) = {adψ1 − adψ2 + 2rdθ}0
and, thus, D is not completely nonholonomic. From Theorem 3.4 it is necessary to restrict the initial
nonholonomic system to the orbits of D, that in this case are
Lk = {(x, y, θ, ψ1, ψ2) ∈ SE(2)× T2 | a(ψ1 − ψ2) + 2rθ = k, with k ∈ R}
to obtain a completely nonholonomic skew-symmetric algebroid structure on the vector bundle τDLk :
DLk → Lk. Note that on Lk we can use, for instance, coordinates (x, y, ψ1, ψ2).
5.2.2. The particular case A¯ = TQ/G. Let F : Q → Q¯ = Q/G be a principal G-bundle and
τA¯ = τTQ/G : A¯ = TQ/G→ Q¯ = Q/G be the Atiyah algebroid associated with the principal bundle
(see Section 5.1).
Suppose that g is a G-invariant Riemannian metric on Q, that V : Q → R is a G-invariant real
C∞-function and that D is a G-invariant distribution on Q. Then, we may consider the corresponding
nonholonomic mechanical system (L,D) on the standard Lie algebroid τA = τTQ : A = TQ→ Q.
Denote by ξ(L,D) ∈ X(D) the nonholonomic dynamics for the system (L,D) and by {·, ·}D∗ the
nonholonomic bracket on D∗.
The Riemannian metric g and the function V : Q → R induce a bundle metric G¯ on the Atiyah
algebroid τA¯ = τTQ/G : A¯ = TQ/G→ Q¯ = Q/G and a real C∞-function V¯ : Q¯→ R on Q¯ such that
V¯ ◦ F = V , where F : Q → Q¯ = Q/G is the canonical projection. Moreover, the space of orbits D¯
of the action of G on D is a vector subbundle of the Atiyah algebroid τA¯ = τTQ/G : A¯ = TQ/G →
Q¯ = Q/G. Thus, we may consider the corresponding nonholonomic mechanical system (L¯, D¯) on
A¯ = TQ/G.
Let F¯ : A = TQ → A¯ = TQ/G be the canonical projection. Then, (F¯ , F ) is a fiberwise bijective
morphism of Lie algebroids and F¯ (D) = D¯. Therefore, using some results in [7] (see Theorem
4.6 in [7]) we deduce that the vector field ξ(L,D) is F¯D-projectable on the nonholonomic dynamics
ξ(L¯,D¯) ∈ X(D¯) of the system (L¯, D¯). Here, F¯D : D → D¯ = D/G is the canonical projection.
On the other hand, if P : A = TQ → D and P¯ : A¯ = TQ/G → D¯ = D/G are the orthogonal
projectors then it is clear that
F¯D ◦ P = P¯ ◦ F¯
which implies that
F˜ ◦ P ∗ = F˜D ◦ P¯ ∗, (5.21)
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where F˜ : A∗ = T ∗Q → A¯∗ ' T ∗Q/G and F˜D : D∗ → D¯∗ ' D∗/G are the canonical projections.
Moreover, if on A¯∗ we consider the linear Poisson structure induced by the Atiyah algebroid τA¯ =
τTQ/G : A¯ = TQ/G → Q¯ = Q/G then, as we know, F˜ : A∗ = T ∗Q → A¯∗ ' T ∗Q/G is a Poisson
morphism. Thus, using this fact, (5.5) and (5.21), we deduce the following result
Proposition 5.12. The pair (F˜D, F ) is a linear almost Poisson morphism, when on D
∗ and D¯∗ we
consider the almost Poisson structures induced by the nonholonomic brackets {·, ·}D∗ and {·, ·}D¯∗,
respectively.
Note that Proposition 5.12 characterizes the nonholonomic bracket {·, ·}D¯∗ .
We also note that the linear map (F˜D)q = (F˜D)|D∗q : D
∗
q → D¯∗F (q) ' (D∗/G)F (q) is a linear isometry,
for all q ∈ Q. Therefore, from Remark 5.7 and Corollary 5.8, it follows
Corollary 5.13. Let S the set of the 1-cocycles α¯ of the skew-symmetric algebroid τD¯ = τD/G : D¯ =
D/G→ Q¯ = Q/G which are solution of the nonholonomic Hamilton-Jacobi equation
dD¯((EL¯)|D¯ ◦#GD¯ ◦ α¯) = 0
(respectively, which satisfy the strongest condition (EL¯)|D¯ ◦#GD¯ ◦ α¯ = constant ). Then, there exists
a one-to-one correspondence between S and the following sets:
(i) The set of the G-invariant 1-cocycles α of the skew-symmetric algebroid τD : D → Q which
are solutions of the nonholonomic Hamilton-Jacobi equation
dD((EL)|D ◦#GD ◦ α) = 0
(respectively, which satisfy the strongest condition (EL)|D ◦#GD ◦ α = constant ).
(ii) The set of the G-invariant 1-forms γ : Q → (D⊥)0 ⊆ T ∗Q on Q which satisfy the following
conditions
dγ ∈ I(D0) and d(EL ◦#g ◦ γ)(Q) ⊆ D0
(respectively, which satisfy the strongest conditions dγ ∈ I(D0) and EL ◦#g ◦γ = constant ).
An explicit example: The snakeboard.
The snakeboard is a modified version of the traditional skateboard, where the rider uses his own
momentum, coupled with the constraints, to generate forward motion. The configuration manifold
is Q = SE(2)× T2 with coordinates (x, y, θ, ψ, φ) (see [4, 21]).
φ− θ
r
ψ − θ
θ
φ− θ
The system is described by a Lagrangian
L(q, q˙) =
1
2
m(x˙2 + y˙2) +
1
2
(J + 2J1)θ˙
2 +
1
2
J0(θ˙ + ψ˙)
2 + J1φ˙
2
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where m is the total mass of the board, J > 0 is the moment of inertia of the board, J0 > 0 is the
moment of inertia of the rotor of the snakeboard mounted on the body’s center of mass and J1 > 0
is the moment of inertia of each wheel axles. The distance between the center of the board and the
wheels is denoted by r. For simplicity, as in [21], we assume that J + J0 + 2J1 = mr
2.
The inertia matrix representing the kinetic energy of the metric g on Q defined by the snakeboard
is
g = mdx2 +mdy2 +mr2dθ2 + J0dθ ⊗ dψ + J0dψ ⊗ dθ + J0dψ2 + 2J1dφ2.
Since the wheels are not allowed to slide in the sideways direction, we impose the constraints
−x˙ sin(θ + φ) + y˙ cos(θ + φ)− rθ˙ cosφ = 0
−x˙ sin(θ − φ) + y˙ cos(θ − φ) + rθ˙ cosφ = 0.
To avoid singularities of the distribution defined by the previous constraints we will assume, in the
sequel, that φ 6= ±pi/2.
Define the functions
a = −r(cosφ cos(θ − φ) + cosφ cos(θ + φ)) = −2r cos2 φ cos θ
b = −r(cosφ sin(θ − φ) + cosφ sin(θ + φ)) = −2r cos2 φ sin θ
c = sin(2φ).
The constraint subbundle τD : D 7−→ Q is
D = span
{
∂
∂ψ
,
∂
∂φ
, a
∂
∂x
+ b
∂
∂y
+ c
∂
∂θ
}
.
The Lagrangian function and the constraint subbundle are left-invariant under the SE(2) action:
Φg(q) = (α + x cos γ − y sin γ, β + x sin γ + y cos γ, γ + θ, ψ, φ)
where g = (α, β, γ) ∈ SE(2).
We have a principal bundle structure F : Q −→ Q¯ where Q¯ = (SE(2) × T2)/SE(2) ' T2, being
its vertical bundle V F = span
{
∂
∂x
,
∂
∂y
,
∂
∂θ
}
. We have that
S = D ∩ V F = span
{
Y3 = a
∂
∂x
+ b
∂
∂y
+ c
∂
∂θ
}
and therefore,
S⊥ ∩D = span
{
Y1 =
∂
∂φ
, Y2 =
∂
∂ψ
− J0c
k
Y3
}
= span
{
Y1 =
∂
∂φ
, Y2 =
∂
∂ψ
− J0
2mr2
(tanφ)Y3
}
where k = m(a2 + b2 + c2r2) = 4mr2(cos2 φ) (away form φ = ±pi/2).
Note that if {ξ1, ξ2, ξ3} is the canonical basis of se(2) then
Y2 =
∂
∂ψ
− J0 sinφ
mr2
[
−r(cosφ)←−ξ1 + (sinφ)←−ξ3
]
Y3 = −2r(cos2 φ)←−ξ1 + (sin 2φ)←−ξ3
36 M. DE LEO´N, J. C. MARRERO, AND D. MARTI´N DE DIEGO
where
←−
ξi (i = 1, 2, 3) is the left-invariant vector field of SE(2) such that
←−
ξi (e) = ξi, e being the
identity element of SE(2).
Next, we will denote by {X1, X2, X3} the g-orthonormal basis of D given by
X1 =
1√
2J1
∂
∂φ
,
X2 =
1√
f(φ)
(
∂
∂ψ
− J0 sinφ
mr2
[
−r(cosφ)←−ξ1 + (sinφ)←−ξ3
])
X3 =
1√
m
[
−(cosφ)←−ξ1 + 1
r
(sinφ)
←−
ξ3
]
,
where f(φ) = J0 − J
2
0 sin
2 φ
mr2
. The vector fields {X1, X2} describe changes in the internal angles φ
and ψ, while X3 represents the instantaneous rotation when the internal angles are fixed.
Consider now the corresponding Atiyah algebroid
TQ/SE(2) ' (TT2 × T SE(2))/SE(2) −→ Q¯ = T2.
Using the left translations on SE(2), we have that the tangent bundle of SE(2) may be identified
with the product manifold SE(2) × se(2) and therefore the Atiyah algebroid is identified with the
vector bundle τ˜T2 = τA¯ : A¯ = TT2 × se(2) −→ T2. The canonical basis of τA¯ : TT2 × se(2) −→ T2 is{
∂
∂ψ
,
∂
∂φ
, ξ1, ξ2, ξ3
}
. The anchor map and the linear bracket of the Lie algebroid τA¯ : TT2×se(2) −→
T2 is given by
ρA¯(
∂
∂ψ
) =
∂
∂ψ
, ρA¯(
∂
∂φ
) =
∂
∂φ
, ρA¯(ξi) = 0, i = 1, 2, 3
[[ξ1, ξ3]]A¯ = −ξ2, [[ξ2, ξ3]]A¯ = ξ1,
being equal to zero the rest of the fundamental Lie brackets.
We select the orthonormal basis of sections, {X ′1, X ′2, X ′3, X ′4, X ′5}, where
X ′1 =
1√
2J1
∂
∂φ
,
X ′2 =
1√
f(φ)
(
∂
∂ψ
− J0 sinφ
mr2
[−r(cosφ)ξ1 + (sinφ)ξ3]
)
X ′3 =
1√
m
[
−(cosφ)ξ1 + 1
r
(sinφ)ξ3
]
,
and {X ′4, X ′5} is an orthonormal basis of sections of the orthogonal complement to D¯, D¯⊥, with
respect to the induced bundle metric GA¯.
Taking the induced coordinates (ψ, φ, v1, v2, v3, v4, v5) on TT2 × se(2) by this basis of sections, we
deduce that the space of orbits D¯ of the action of SE(2) on D has as local equations, v4 = 0 and
v5 = 0, being a basis of sections of D¯, {X ′1, X ′2, X ′3}. Moreover, in these coordinates the reduced
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Lagrangian L¯ : TT2 × se(2) −→ R is
L¯ =
1
2
(
(v1)2 + (v2)2 + (v3)2 + (v4)2 + (v5)2
)
.
Now, we consider the reduced nonholonomic mechanical system (L¯, D¯).
After, some straightforward computations we deduce that
[[X ′1, X
′
2]]D¯ = −
J0 cosφ
r
√
2J1mf(φ)
X ′3, [[X
′
1, X
′
3]]D¯ =
J0 cosφ
r
√
2J1mf(φ)
X ′2, [[X
′
2, X
′
3]]D¯ = 0 .
Therefore, the non-vanishing structure functions are:
C312 = −C321 = −
J0 cosφ
r
√
2J1mf(φ)
, C213 = −C231 =
J0 cosφ
r
√
2J1mf(φ)
.
Moreover,
ρD¯(X
′
1) =
1√
2J1
∂
∂φ
, ρD¯(X
′
2) =
1√
f(φ)
∂
∂ψ
, ρD¯(X
′
3) = 0 .
This shows that ρD¯(D¯) = TqT2 and then the skew-symmetric algebroid D¯ −→ T2 is completely
nonholonomic.
The local expression of the vector field ξ(L¯,D¯) is
ξ(L¯,D¯) =
v1√
2J1
∂
∂φ
+
v2√
f(φ)
∂
∂ψ
− J0 cosφ
r
√
2J1mf(φ)
v1v3
∂
∂v2
+
J0 cosφ
r
√
2J1mf(φ)
v1v2
∂
∂v3
Let {(X ′)1, (X ′)2, (X ′)3} be the dual basis of D¯∗. It induces a local coordinate system: (φ, ψ, p1, p2, p3)
on D¯∗ and, therefore, the non-vanishing terms of the nonholonomic bracket are:
{φ, p1}D¯∗ =
1√
2J1
, {ψ, p2}D¯∗ =
1√
f(φ)
,
{p1, p2}D¯∗ =
J0 cosφ
r
√
2J1mf(φ)
p3,
{p1, p3}D¯∗ = −
J0 cosφ
r
√
2J1mf(φ)
p2.
Now, we study the Hamilton-Jacobi equations for the snakeboard system. A section α : T2 −→ D¯∗,
α = α1(φ, ψ)(X
′)1 + α2(φ, ψ)(X ′)2 + α3(φ, ψ)(X ′)3, is a 1-cocycle (dD¯α = 0) if and only if:
0 =
1√
2J1
∂α2
∂φ
− 1√
f(φ)
∂α1
∂ψ
+
J0 cosφ
r
√
2J1mf(φ)
α3 (5.22)
0 =
1√
2J1
∂α3
∂φ
− J0 cosφ
r
√
2J1mf(φ)
α2 (5.23)
0 =
1√
f(φ)
∂α3
∂ψ
. (5.24)
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Finally, since the skew-symmetric algebroid is completely nonholonomic, the Hamilton-Jacobi
equation is rewritten as
(α1(φ, ψ))
2 + (α2(φ, ψ))
2 + (α3(φ, ψ))
2 = constant (5.25)
Now, we will use this equation for studying explicit solutions for the snakeboard, showing the
availability of our methods for obtaining new insights in nonholonomic dynamics.
From Equation (5.24) we obtain that α3 = α3(φ). Then it is clear that also α2 = α2(φ). Assume
that α1 = constant. Therefore, Equations (5.22) and (5.23) are now, in this case, a system of ordinary
differential equations:
0 =
dα2
dφ
+
J0 cosφ
r
√
mf(φ)
α3 (5.26)
0 =
dα3
dφ
− J0 cosφ
r
√
mf(φ)
α2 . (5.27)
Moreover, observe that all the solutions of these equations automatically satisfy Equation (5.25)
since
α2
dα2
dφ
+ α3
dα3
dφ
= 0 and α1 = constant
Solving explicitly the system of equations (5.26) and (5.27) we obtain that
α2(φ) = C1
√
f(φ) +
J0C2
r
√
m
sinφ
α3(φ) =
J0C1
r
√
m
sinφ− C2
√
f(φ)
with C1, C2 arbitrary constants. Therefore,
α(φ, ψ) = (φ, ψ;
√
2J1C0, C1
√
f(φ) +
J0C2
r
√
m
sinφ,
J0C1
r
√
m
sinφ− C2
√
f(φ))
is an 1-cocycle of the skew-symmetric algebroid D¯ → T2, for all (C0, C1, C2) ∈ R3 and moreover
it satisfies Equations (5.25). Hence, we can use Corollary 5.6 to obtain solutions of the reduced
snakeboard problem. First, we calculate the integral curves of the vector field ξ(L¯,D¯)α:
φ˙(t) = C0
ψ˙(t) =
1√
f(φ(t))
(
C1
√
f(φ(t)) +
J0C2
r
√
m
sinφ(t)
)
= C1 +
J0C2
r
√
mf(φ(t))
sinφ(t)
whose solutions are:
φ(t) = C0t+ C3
ψ(t) = C1t− C2
C0
log
[√
2
(√
J0 cos(C0t+ C3) +
√
mr2 − J0 sin2(C0t+ C3)
)]
+ C4 (if C0 6= 0)
ψ(t) = C1t+
√
J0C2t sin(C3)√
mr2 − J0 sin2(C3)
+ C4 (if C0 = 0)
HAMILTON-JACOBI EQUATION AND NONHOLONOMIC MECHANICS 39
for all constants Ci ∈ R, 1 ≤ i ≤ 5. Now, by a direct application of the nonholonomic equation we
obtain that
v1(t) =
√
2J1C0
v2(t) = C1
√
f(C0t+ C3) +
J0C2
r
√
m
sin(C0t+ C3)
v3(t) =
J0C1
r
√
m
sin(C0t+ C3)− C2
√
f(C0t+ C3)
are solutions of the reduced nonholonomic problem.
6. Conclusions and Future Work
In this paper we have elucidated the geometrical framework for the Hamilton-Jacobi equation.
Our formalism is valid for nonholonomic mechanical systems. The basic geometric ingredients are a
vector bundle, a linear almost Poisson bracket and a Hamiltonian function both on the dual bundle.
We also have discussed the behavior of the theory under Hamiltonian morphisms and its applicability
to reduction theory. Some examples are studied in detail and, as a consequence, it is shown the utility
of our framework to integrate the dynamical equations. However, in this direction more work must
be done.
In particular, as a future research, we will study new particular examples, testing candidates for
solutions of the nonholonomic Hamilton-Jacobi equation of the form α = dDf , for some f ∈ C∞(Q)
(if there exists) and moreover we will study the complete solutions for the Hamilton-Jacobi equation
using the groupoid theory. In this line, we will study the construction of numerical integrators via
Hamilton-Jacobi theory [18]. We will also discuss the extension of our formalism to time-dependent
Lagrangian systems subjected to affine constraints in the velocities. It would be interesting to describe
the Hamilton-Jacobi theory for variational constrained problems, giving a geometric interpretation
of the Hamilton-Jacobi-Bellman equation for optimal control systems. Finally, extensions to classical
field theories in the present context could be developed.
Appendix
Let {·, ·}D∗ be a linear almost Poisson structure on a vector bundle τD : D → Q, ([[·, ·]]D, ρD) be
the corresponding skew-symmetric Lie algebroid structure on D and α : Q → D∗ be a section of
τD∗ : D
∗ → Q. If q ∈ Q then we may choose local coordinates (qU) = (qi, qa) on an open subset U
of Q, q ∈ U , and a basis of sections {XA} = {Xi, Xγ} of the vector bundle τ−1D (U)→ U such that
ρD(Xi)(q) =
∂
∂qi |q
, ρD(Xγ)(q) = 0. (A.1)
Suppose that
ρD(XA) = ρ
U
A
∂
∂qU
, [[XA, XB]]D = C
C
ABXC (A.2)
and that the local expression of α in U is
α(qU) = (qU , αA(q
U)). (A.3)
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Denote by ΛD∗ the linear almost Poisson 2-vector on D
∗ and by (qU , pA) = (qi, qa, pi, pγ) the corre-
sponding local coordinates on D∗. Then, from (2.1), it follows that
ΛD∗(α(q)) =
∂
∂qi |α(q)
∧ ∂
∂pi |α(q)
− 1
2
CCAB(q)αC(q)
∂
∂pA |α(q)
∧ ∂
∂pB |α(q)
. (A.4)
Moreover, using (A.1), (A.2) and (A.3), we obtain that
(dDα)(q)(Xi(q), Xj(q)) =
∂αj
∂qi |q
− ∂αi
∂qj |q
− CAij (q)αA(q),
(dDα)(q)(Xi(q), Xγ(q)) =
∂αγ
∂qi |q
− CAiγ(q)αA(q),
(dDα)(q)(Xγ(q), Xν(q)) = −CAγν(q)αA(q).
(A.5)
On the other hand, let Lα,D(q) be the subspace of Tα(q)D
∗ defined by (4.3). Then, from (A.1) and
(A.3), we deduce that
Lα,D(q) = 〈{ ∂
∂qi |α(q)
+
∂αA
∂qi |q
∂
∂pA |α(q)
}〉 (A.6)
which implies that
(Lα,D(q))
0 = 〈{dqa(α(q)), dpj(α(q))− ∂αj
∂qi |q
dqi(α(q)), dpγ(α(q))− ∂αγ
∂qi |q
dqi(α(q))}〉. (A.7)
In addition, using (A.4), one may prove that
#ΛD∗ (dq
a(α(q))) = 0,
#ΛD∗ (dpj(α(q))−
∂αj
∂qi |q
dqi(α(q))) = − ∂
∂qj |α(q)
− (∂αj
∂qi |q
− CCij (q)αC(q))
∂
∂pi |α(q)
−CCjγ(q)αC(q)
∂
∂pγ |α(q)
,
#ΛD∗ (dpγ(α(q))−
∂αγ
∂qi |q
dqi(α(q))) = −(∂αγ
∂qi |q
− CCiγ(q)αC(q))
∂
∂pi |α(q)
−CCγν(q)αC(q)
∂
∂pν |α(q)
.
(A.8)
Proof of Proposition 4.3. From (A.5), (A.6), (A.7) and (A.8), we deduce the result. 
Proof of Proposition 4.5. Suppose that
βα(q) = λUdq
U(α(q)) + µAdpA(α(q)) ∈ T ∗α(q)D∗.
Then, using (A.4) and (A.5), it follows that
βα(q) ∈ Ker#ΛD∗ (α(q))⇐⇒ µi = 0, λi = −
∂αγ
∂qi |q
µγ, for all i.
Thus, from (A.7), we conclude that
βα(q) ∈ (Lα,D(q))0.

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