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En esta tesis se presentan dos líneas de investigación distintas, aunque ambas 
estrechamente relacionadas con el electromagnetismo. Así, en la primera de ellas se hace un 
estudio exhaustivo de distintas técnicas que permiten simplificar las redes de alimentación de 
las agrupaciones de antenas, mientras que en la segunda se presentan distintos sistemas de 
dosimetría de SAR sobre animales pequeños en los que se utilizan técnicas de FDTD.  
Las agrupaciones o arrays de antenas presentan grandes ventajas como son el control 
preciso del diagrama de radiación o la posibilidad de realizar un barrido rápido del haz. Además 
suelen ser antenas compactas, de tamaño reducido y con prestaciones superiores a otro tipo de 
antenas. El principal inconveniente de los arrays de antenas reside en el coste y complejidad de 
las redes de alimentación necesarias para su funcionamiento. Con esta motivación, en esta tesis 
se desarrollan técnicas que minimizan este problema, ya que permiten diseñar arrays de antenas 
con una red de alimentación sencilla. Así, tras una breve introducción de los conceptos básicos 
de las agrupaciones de antenas, presentada en la primera parte del capítulo 1, se lleva a cabo, en 
el segundo capítulo, un estudio minucioso de las ventajas de utilizar la técnica de subarrays en 
el diseño de arrays de antenas. En el tercer capítulo, se describen dos métodos que hacen 
posible sintetizar diagramas suma y diferencia compartiendo parte de las excitaciones de los 
elementos que forman el array. Además, en uno de estos métodos se combina la técnica de 
subarrays para reducir en mayor grado la complejidad de la red de alimentación. En el cuarto 
capítulo se presenta una técnica que permite obtener diagramas footprint mediante el uso de 
elementos dispuestos en anillos concéntricos. En el quinto capítulo se realiza un análisis de 
tolerancia de arrays antenas que sintetizan diagramas de haz perfilado. Finalmente, en el sexto 
capítulo se presentan varias técnicas de diseño de arrays de antenas basadas en la utilización de 
elementos parásitos que permiten obtener diagramas de radiación de altas prestaciones y, al 
mismo tiempo, simplificar la red de alimentación. Además, se muestran resultados 
experimentales mediante un prototipo construido con una de las técnicas propuestas. 
Por otra parte, en los últimos años el uso de tecnologías de comunicación inalámbricas se 






Este hecho, hace que exista una preocupación creciente de la población sobre el posible daño de 
los campos electromagnéticos a los que estamos expuestos de forma cotidiana. Ésta ha sido la 
motivación en la segunda línea de investigación que se presenta en esta tesis. Así, tras una 
breve introducción en el capítulo 1 sobre conceptos básicos en los cálculos dosimétricos de 
SAR, en el séptimo capítulo se presentan 3 sistemas de dosimetría diferentes para obtener 
valores de SAR sobre animales pequeños. En el primero de los sistemas, se utiliza una 
radiación GSM a 900 MHz en una caja metálica de onda viajera sobre ratas epilépticas. En el 
segundo, se realiza un estudio a 2,45 GHz en una cámara GTEM en el que se observa la 
expresión de la proteína HSP-90 en el cerebro y la glándula tiroides de los animales radiados. 
Finalmente, en el tercer sistema se utilizan dos frecuencias simultáneamente, 900 MHz y 2,45 
GHz, sobre los animales. Se pretende observar los efectos de las radiaciones electromagnéticas 
simultáneas a las que estamos sometidos cotidianamente. En todos los sistemas presentados se 
utilizan técnicas de simulación numérica basadas en FDTD para obtener los valores de SAR 
sobre los animales. 
Finalmente, en el capítulo 8 se enumeran las conclusiones que se derivan de este trabajo. 
 












1.1 Arrays de Antenas 
En muchas de las aplicaciones actuales destinadas a radar y a la comunicación por satélite, 
se utilizan antenas formadas por elementos radiantes idénticos. Los elementos individuales que 
conforman estas antenas pueden ser de muy diversos tipos: bocinas, parches, dipolos, ranuras, 
etc. A este tipo de antenas, constituidas por dos o más elementos similares, se les conoce con el 
nombre de arrays. 
Los arrays de antenas ofrecen muchas ventajas sobre las antenas formadas por un solo 
elemento. En primer lugar, como éstos pueden tener un tamaño considerable, permiten obtener 
diagramas de radiación altamente directivos. Además, bajo un control individual sobre las 
excitaciones así como sobre la posición de los elementos, hacen posible sintetizar un diagrama 
de radiación con las características deseadas. 
El modelo matemático de la radiación de un array de antenas resulta notablemente 
complejo. Incluso considerando un único elemento, se hace necesaria una detallada evaluación 
de diversos parámetros relacionados con el campo electromagnético. Por otro lado, en el 
análisis del array se deben incluir las interacciones entre cada uno de sus elementos. 
Afortunadamente, la teoría de los arrays proporciona la herramienta que permite llevar a 
cabo la mayor parte de la síntesis y diseño de arrays sin necesidad de desarrollar los modelos 
electromagnéticos exactos para cada elemento. Se demostrará que para un array con elementos 
idénticos y uniformemente orientados, es posible expresar el diagrama de radiación como el 
producto de dos cantidades, el factor elemento y el factor array. El factor elemento es el campo 
producido por uno de los elementos del array y sólo depende por tanto de las características 
electromagnéticas del elemento radiante utilizado. Por otro lado, el factor array es 
independiente del tipo de elemento radiante considerado y está determinado por la 
configuración geométrica de éstos así como por la amplitud y fase de sus excitaciones. 
Para los elementos más utilizados, dipolos, ranuras,..., el factor elemento corresponde a un 
diagrama de radiación direccional, con un ancho de haz considerable puesto que los elementos 
radiantes son pequeños (lmax  /2). En la mayoría de los casos, el factor elemento no suele ser 





considerado en la síntesis, puesto que las características del diagrama de radiación del array 
quedan prácticamente determinadas por el factor array. Para esta aproximación, el array 




1.1.1 El factor array 
En la Fig. 1.1. se muestra un esquema de la distribución de los elementos de un array, 
representados por pequeñas superficies radiantes. Cada elemento irradia un diagrama 
direccional que tiene dependencia radial y angular cerca del elemento. Sin embargo, a 
distancias muy alejadas de éste, el diagrama de radiación del elemento puede expresarse como 
el producto de una onda esférica e  - jkR/R multiplicada por una función vectorial que depende del 
ángulo ( , )nf    y que se denomina factor o diagrama elemento. Aunque esta función depende 
del tipo de elemento utilizado, el campo lejano de cualquier elemento n-ésimo de un array 
puede expresarse como: 











   

  (1.1)
en donde  
2 2 2 1/2[( ) ( ) ( ) ]n n n nR x x y y z z       (1.2)
y k  2 /  es el número de onda en el vacío. 
Si el diagrama de radiación es medido a una distancia muy grande del array, el término 
exponencial de (1.1) puede aproximarse a través de la distancia que hay del punto campo al 
centro de un sistema de coordenadas arbitrario, denotada por (R, , ). Bajo esta suposición, 
puede escribirse: 
ˆn nR R r r    (1.3)











   (1.4)
siendo rn el vector posición del elemento n-ésimo respecto al centro del sistema de coordenadas 
elegido y r̂  un vector unitario en la dirección de cualquier punto del espacio(R, , ). Así, estos 
vectores se expresan como: 
ˆ ˆ ˆn n n nr x x y y z z    (1.5)
ˆ ˆ ˆ ˆsen cos sen cos cosr x y z       (1.6)
La distancia R mínima a la que es válida esta aproximación depende de las dimensiones del 
array así como del grado de precisión deseado a la hora de evaluar el diagrama de radiación. 
Así, una distancia dada por: 
22 /R L   (1.7)
siendo L la dimensión mayor del array, es adecuada para la mayoría de los casos. Sin embargo, 
en diagramas con lóbulos laterales muy bajos o con regiones que presentan ceros muy 
profundos puede ser necesario considerar una distancia 10 L2  /  o mayor. 





El diagrama de radiación de un array arbitrario de N elementos, puede escribirse utilizando 
el principio de superposición: 
ˆ
1












   (1.8)
Esta expresión es general puesto que está expresada en términos del diagrama de cada 
elemento en presencia del array completo. Los coeficientes an son los pesos de las señales 
incidentes que se aplican a cada elemento y pueden estar dados por voltajes o corrientes1, en 
función del tipo de elemento considerado. En general, el factor elemento es distinto para cada 
uno de los elementos en el array, incluso en arrays con elementos similares; esta diferencia es 
debida normalmente a la interacción entre los elementos cerca de los extremos del mismo. Sin 
embargo, en muchos casos, resulta perfectamente válido asumir que todos los elementos son 
idénticos. En este caso, la expresión (1.8) queda de la siguiente forma: 
ˆ
1
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   (1.9)
Puesto que el diagrama de radiación se suele representar (o medir) en una esfera de radio 
constante, resulta habitual despreciar el factor esférica e  - jkR/R en la expresión anterior ya que, 
en ese caso, no es más que una constante de normalización. Por tanto, se puede expresar el 
diagrama de radiación de un array como el producto de un vector que es el diagrama del 
elemento fn   (,  ) y un escalar F   (,  )  que es el denominado factor array: 
ˆ
1





F a e   

   (1.10)
Esta expresión, que es la base de la síntesis de diagramas de radiación de arrays de antenas, 
es muy aplicada tanto a arrays lineales como planos. Su utilización requiere que el diagrama del 
elemento sea común a todos los radiadores del array, lo que implica que éstos deben ser 
idénticos y estar orientados en la misma dirección. Para arrays con elementos distintos o no 
uniformemente orientados (como, por ejemplo, los denominados arrays conformados), resulta 
                                                 
1 A lo largo de esta tesis denotaremos estos coeficientes por In, salvo que se indique lo contrario. 




imprescindible considerar el factor elemento en el proceso de síntesis, utilizando la expresión 
(1.8) sin el factor e  - jkR/R. 
 
1.1.2 Síntesis de diagramas de radiación 
La síntesis de diagramas de radiación consiste en, dado un array cuyos elementos se 
encuentran en las posiciones (xn , yn, zn), calcular el conjunto de excitaciones In
 
(an) para 
conseguir que el diagrama de diagrama de radiación F (,  ) se aproxime lo más posible al 
deseado, de forma que verifique una determinada especificación impuesta en la etapa de diseño. 
Cabe señalar que no solamente la forma del diagrama de radiación debe cumplir la 
especificación, sino también otros parámetros como pueden ser el nivel de lóbulos laterales 
(SLL), el ancho de haz del diagrama de radiación, la ganancia, etc.  
Como se verá, en el proceso de síntesis, además del diagrama de radiación, también cobra 
vital importancia el conjunto de excitaciones obtenido, puesto que en función de cómo sea éste 
puede resultar más o menos sencilla la implementación de la red de alimentación del array. Así, 
encontramos algunas soluciones que, aunque sintetizan diagramas que radiación que verifican 
perfectamente las especificaciones, son imposibles o muy costosas de implementar. En este 
aspecto, resulta muy importante que la variabilidad de las excitaciones sea pequeña, a fin de 
aliviar los efectos derivados del acoplo mutuo electromagnético entre los distintos elementos 
radiantes, uno de los mayores problemas con los que se encuentra el diseñador a la hora de 
implementar una determinada red de alimentación. En los problemas de síntesis, esta 
variabilidad suele tenerse en cuenta a través del denominado rango dinámico |Imax / Imin|, que 
evalúa la relación entre las amplitudes de excitación máxima y mínima, o a través del parámetro 
| In   /  In±1 |max , que mide la máxima variabilidad de excitación entre elementos colindantes. 
A lo largo de esta tesis se considerará la síntesis de diagramas de radiación tanto de arrays 
lineales como bidimensionales. 






Los arrays lineales representan las agrupaciones donde los elementos se sitúan a lo largo de 
una línea recta. Sin pérdida de generalidad, supóngase un array de N+1 elementos distribuidos a 
lo largo del eje z. Puesto que las posiciones de los elementos estarán dadas por (0, 0, zn), el 








F I e   

   (1.11)
siendo  es el ángulo medido desde el eje del array. Cabe señalar que en arrays lineales 
resulta bastante habitual representar los diagramas de radiación frente al ángulo medido desde 
la dirección perpendicular al array, en donde se encuentra el cenit de la antena. En este caso, en 
la expresión (1.11) y subsiguientes, es necesario considerar el seno del ángulo en vez del 
coseno.  
Volviendo a la expresión del factor array, se observa que éste no tiene dependencia en , 
presentando simetría de rotación en torno al eje del array. En el caso particular de que todos los 
elementos se encuentren separados una distancia d, entonces zn  nd (situando el primer 








F I e   

   (1.12)
 Si en la expresión anterior hacemos las siguientes sustituciones: 
cos , jkd w e     (1.13)
el factor array puede expresarse de la forma siguiente: 
0 1
( ) ( / ) ( )
NN
n
n n N N n
n n
F I I I w I w w
 
     (1.14)




Se observa que se ha conseguido expresar el factor array como un polinomio de grado N, 
cuyas raíces están dadas por wn. Por tanto, estas raíces caracterizan, al igual que las 
excitaciones, dicho factor array. 
En la literatura previa, Schelkunoff [1] introdujo una técnica que permite sintetizar 
diagramas de radiación calculando la posición de las raíces del polinomio asociado al factor 
array. Para este propósito, construyó un círculo unitario en el plano complejo, en donde la 
variable w está obligada a moverse, expresando, además, las raíces del factor array de la forma 
n na jbw e  . Así an y bn denotan, respectivamente, la posición angular y radial de la raíz n-ésima 
en el círculo de Schelkunoff. Se puede demostrar que la posición de las raíces determina el 
diagrama de radiación del array. Así, variando la posición relativa de estas raíces sobre el 
círculo unitario se pueden caracterizar 3 diagramas de radiación distintos, tal y como sugiere la 
Fig. 1.2. En primer lugar, se observa que si las raíces están situadas sobre el círculo unitario (lo 
que implica que an  0) y con una determinada disposición, sintetizaremos un diagrama de tipo 
suma o “pencil”, caracterizado por un único lóbulo principal, generalmente de sección elíptica, 
y una familia de lóbulos secundarios de bajo nivel. Puesto que los ceros que aparecen en los 
diagramas de radiación están asociados a las raíces del polinomio, si acercamos o alejamos unas 
raíces de otras en el círculo unitario, los lóbulos laterales del diagrama resultarán de menor o 
mayor nivel respectivamente. Esto nos permite colocar las raíces de forma que se obtenga un 
lóbulo principal y lóbulos laterales arbitrarios en el caso del diagrama de tipo suma, o dos 
lóbulos principales y lóbulos laterales arbitrarios para el diagrama diferencia, caracterizado por 
un par de lóbulos principales en oposición de fase, separados por un único cero, y una familia 
de lóbulos laterales de bajo nivel. Finalmente, si algunas de las raíces se sitúan fuera o dentro 
del círculo unitario (haciendo an  0) se producirá un patrón de radiación de haz perfilado 
(también conocido como “shaped-beam”), que consiste en un diagrama de radiación con una 
región de ceros rellenados más o menos plana que constituye la región de emisión y una región 
de lóbulos laterales a un determinado nivel.  









En la síntesis de diagramas de tipo suma, Dolph [2] fue el primero en introducir una 
técnica analítica para controlar el nivel de lóbulos secundarios utilizando los polinomios de 
Chebyshev. Sin embargo, el hecho de que los diagramas resultantes presenten todos los lóbulos 
laterales a un mismo nivel provoca que las distribuciones de corrientes asociadas a éstos 
muestren una gran variabilidad en sus extremos (“edge brightening”), lo que puede causar 
dificultades en la implementación física. 
Uno de los métodos más empleados y eficientes para la síntesis de diagramas de radiación 
de arrays lineales con elementos equiespaciados e idénticos es el método de Orchard-Elliott [3]. 
Esta técnica perturba de forma iterativa las raíces asociadas al factor array para conseguir 
obtener un diagrama de radiación con una topografía de lóbulos laterales y un nivel de rizado 
deseados. Este método, aplicable a la síntesis de diagramas de tipo suma, diferencia y de haz 
perfilado, permite tener un control exhaustivo sobre la topografía de los diagramas de radiación, 
proporcionando la solución deseada en pocos segundos. 
Posteriormente, Kim et al. [4] extendieron la técnica de Orchard-Elliott a la síntesis de 
diagramas de haz perfilado utilizando distribuciones reales puras. Esto se conseguía duplicando, 
con respecto al método convencional, el número de raíces utilizadas en el relleno de los ceros 
de la región de emisión y agrupándolas por pares. En [5] se sintetizaron diagramas de haz 




perfilado asimétricos utilizando una distribución de abertura simétrica en amplitud y 
antisimétrica en fase, un requisito de los arrays con alimentación central. 
Para arrays lineales con un gran número de elementos, es muy común sintetizar primero 
una distribución lineal que posteriormente es muestreada. Una de las soluciones más utilizadas 
es la de las distribuciones de Taylor [6], que proporciona diagramas de radiación de tipo suma 
de elevada ganancia y con un nivel de lóbulos laterales deseado. 
Posteriormente, se extendió el método de Orchard a las distribuciones de Taylor con el fin 
de rellenar ceros y así poder sintetizar también diagramas de haz perfilado. Las técnicas 
presentadas permiten sintetizar este tipo de diagramas utilizando o bien distribuciones de 
abertura complejas [7] o reales puras [8].  
1.1.2.2 Arrays	planos	
En muchas de las aplicaciones destinadas a aplicaciones radar y a la comunicación por 
satélite, se utilizan arrays cuyos elementos se distribuyen sobre un plano. Como se verá, esto 
permite tener un control sobre el diagrama de radiación en todo el espacio, puesto que 
desaparece la simetría de rotación asociada a los diagramas de arrays lineales. 
Supóngase que tenemos un array de N elementos situados en el plano XY en las posiciones 
dadas por (xn , yn). Utilizando la expresión (1.10) para este caso, es posible escribir el factor 
array de la siguiente forma: 
sen ( cos sen )
1





F I e      

   (1.15)
siendo In el coeficiente de excitación del elemento n-ésimo, que en general, será complejo. En 
la expresión  está medido respecto al eje Z y  está medido en el plano XY desde el eje positivo 
X hasta el eje positivo Y.  
En este caso, las posiciones de los elementos en el array suelen ser parámetros adicionales de 
diseño, así como las amplitudes y fases de los elementos. Sin embargo, resulta muy habitual 
disponer los elementos en un enrejado rectangular, separados una distancia dx y dy en las 
direcciones de los ejes X e Y respectivamente, tal y como se muestra en la Fig. 1.3. Asumiendo 





que el array consta de M  N elementos, la expresión del factor array quedaría de la siguiente 
forma: 
sen ( cos sen )
1 1





F I e      
 
   (1.16)




Un modo de sintetizar diagramas de tipo suma de forma sencilla utilizando arrays 
bidimensionales es mediante las denominadas distribuciones separables. Si cada fila de 
elementos de un array con enrejado rectangular tiene la misma distribución de corrientes y 
distintos niveles para las distintas columnas, es decir si Imn  /  Im0    I0n  /  I00, la distribución de 
corrientes se denomina separable y el factor array puede descomponerse de la siguiente forma: 
( , ) ( , ) ( , )x yF F F        (1.17)
en la cual, 











F I e   

   (1.18)
sen sen
1





F I e   

   (1.19)
en donde Im     Im0   /  I00 , In     I0n   /  I00, son las distribuciones de corriente, normalizadas a la 
excitación del elemento central, en una fila de elementos paralelos al eje X y eje Y 
respectivamente. 
La expresión (1.17) establece que el factor array para un array con enrejado y contorno 
rectangulares, bajo la restricción de que la abertura sea separable, es el producto de los factores 
array correspondientes a dos arrays lineales, uno dirigido a lo largo del eje X y otro a lo largo 
del eje Y. Esto permite sintetizar diagramas de radiación en arrays bidimensionales utilizando la 
mayoría de las técnicas desarrolladas para arrays lineales. Aunque la utilización de 
distribuciones separables simplifica la implementación de la red formadora de haz, en los 
diagramas de radiación sintetizados mediante este método, los lóbulos laterales situados fuera 
de los planos principales suelen presentar un nivel muy bajo, lo que conlleva un importante 
ensanchamiento del haz principal, con la consiguiente pérdida en la directividad. 
Para resolver el problema anterior, es necesario utilizar distribuciones no separables. 
Taylor [9] desarrolló una técnica que permitía sintetizar diagramas de tipo suma, con simetría 
en   y un nivel de lóbulos laterales deseado, utilizando distribuciones circulares. Es posible 
muestrear dichas distribuciones para su utilización en arrays bidimensionales con contorno 
circular. Sin embargo, suele ser necesario utilizar arrays con muchos elementos para obtener 
resultados satisfactorios. 
Posteriormente, Elliott y Stern aplicaron el método de Orchard a las distribuciones 
circulares de Taylor, rellenando ceros en los diagramas de radiación y así conseguir sintetizar 
diagramas de haz perfilado. El método permitía sintetizar diagramas con contornos circulares o 
elípticos, permitiendo controlar el rizado en la zona de emisión así como la topografía de 
lóbulos laterales. Las distribuciones de abertura resultantes pueden ser complejas [10] o reales 
[11]. Sin embargo, esta técnica no permite sintetizar diagramas de radiación que iluminen un 
contorno arbitrario. 





En un trabajo posterior, F. Ares et al [12] introdujo un método que aumentaba o disminuía 
el radio de la abertura para conseguir sintetizar distribuciones con contorno que se adapta a la 
zona irregular que deseamos iluminar, superando algunos de los inconvenientes que plantean 
las distribuciones circulares. El método permite sintetizar diagramas que iluminan contornos 
arbitrarios mediante distribuciones reales, lo que lo hace muy apropiado para la síntesis de 
diagramas de tipo “footprint” utilizados en satélites. Sin embargo, dicho método no resulta 
adecuado para iluminar coberturas muy oblongas. Además, el hecho de que la optimización del 
diagrama de radiación se lleve a cabo mediante el método de Fletcher-Powell [13] plantea 
varios problemas a la hora de encontrar una solución adecuada, además de no permitir controlar 
el rango dinámico de las excitaciones resultantes.  
Uno de los mayores desafíos que presentan los arrays planos para aplicaciones satélite, es 
la detección en órbita de posibles elementos defectuosos en el array, así como la posible 
recuperación del haz teniendo en cuenta la ausencia de dichos elementos y reconfigurando las 
excitaciones de los restantes. Esto requiere la utilización de antenas activas, que es la tendencia 
actual en la tecnología de radiofrecuencia. 
 
1.1.3 Consideraciones sobre los efectos de acoplo mutuo 
Uno de los aspectos más importantes y complejos en el diseño de arrays de antenas es que 
los coeficientes de excitación de los elementos radiantes no son proporcionales a las fuentes 
aplicadas (voltajes o corrientes). Además, los patrones de radiación de cada uno de estos 
elementos no son isotrópicos ni los correspondientes a un elemento aislado. Este fenómeno 
ocurre porque cada uno de los elementos se acopla, a través de la radiación electromagnética, a 
todos los otros. Por tanto, la relación entre las fuentes aplicadas y la excitación de cada 
elemento debe ser expresada en términos de una matriz compleja. A este fenómeno se le 
denomina acoplo mutuo y su principal efecto es el aumento en la dificultad de la obtención de 
la distribución de corriente necesaria (obtención del patrón deseado), así como la obtención de 
la impedancia de entrada necesaria para conseguir una adaptación a la frecuencia de diseño. 




Existe una cierta tendencia en las distribuciones que tienden a tener los lóbulos laterales a 
un mismo nivel (Dolph-Chebyshev, Taylor lineal y Taylor circular), a presentar grandes picos 
de excitación en sus extremos (distribuciones no monotónicas). Por ejemplo, en la distribución 
Dolph-Chebyshev, donde todos los lóbulos laterales están al mismo nivel, para un número de 
elementos dado, existe un nivel de lóbulos secundarios (SLL) para el cual la distribución es 
monotónica. Sin embargo, si se incrementa el número de elementos, pero mantenemos el SLL 
anterior, se perderá ese carácter. Para obtenerlo de nuevo, es necesario incrementar el valor 
absoluto del SLL (disminución de los lóbulos laterales). De forma similar, para las 
distribuciones lineales y circulares de Taylor, existen ciertos valores de n  que corresponden a 
distribuciones de abertura no monotónicas. 
Estos picos en los extremos de la distribución (denominados “edge brightening”) dificultan 
su implementación física (efecto acoplo mutuo) y hacen que el array sea más susceptible a los 
efectos de borde. Además, estas distribuciones presentan un alto Q, lo que produce un aumento 
de la sensibilidad en la tolerancia de cada una de las excitaciones [15]. Efectos similares 
aparecen en las distribuciones de abertura correspondientes a los patrones “shaped beam” y 
patrones con lóbulos en anillos ondulantes. 
Para hacer una discusión de los efectos del acoplo mutuo, consideremos la impedancia de 
entrada de un elemento cualquiera, en un array de N elementos. La relación entre las corrientes 
y los voltajes viene expresada por la siguiente relación circuital: 
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donde Vn e In son las corrientes y voltajes para el elemento n-ésimo, Znn es la impedancia mutua 
para el elemento n-ésimo cuando los restantes elementos están en circuito abierto, y Zmn  (     Znm 
por reciprocidad) es la impedancia mutua entre los elementos m-ésimo y n-ésimo. 
La impedancia mutua Zmn  entre los dos terminales de los elementos m-ésimo y n-ésimo es 
el cociente entre el voltaje, en circuito abierto, producido en el primer terminal y la corriente 
suministrada al segundo, cuando los otros terminales están en circuito abierto: 














El cálculo de esta impedancia mutua es bastante complejo, porque los elementos acoplados 
están situados en las regiones reactivas de campo cercano y la geometría de los elementos (que 
será distinta según el tipo de elemento radiante a estudiar) es a menudo difícil de modelar 
analíticamente. Las técnicas utilizadas para el cálculo de esta impedancia mutua (que puede 
variar según los distintos elementos que forman el array) están basadas en la utilización del 
método de los momentos o la utilización de métodos variacionales. 
La impedancia activa de un elemento es la impedancia que éste presenta cuando todos los 
otros están excitados. Por ejemplo, la impedancia activa para el elemento n-ésimo es: 
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es la suma de las corrientes de modo, ponderadas por las impedancias mutuas, BnZ
 recibe el 
nombre de término de acoplo mutuo (el primado en los sumatorios correspondientes a las 
ecuaciones (1.22) y (1.23) indica que el término m  n ha sido excluido). Por tanto, la 
impedancia activa a diferencia de la impedancia mutua, que está determinada por las 
propiedades físicas del array (dimensión y posición de los elementos), es también función de las 
excitación de los elementos radiantes y es igual a la suma de la impedancia mutua y el término 
de acoplo mutuo. 
Elliott, introdujo una técnica iterativa [16], aplicable a arrays formados por ranuras 
longitudinales (“shunt slots”), que compensa los efectos del acoplo mutuo. Esta técnica permite 
el cálculo de la longitud y el desplazamiento (“offset”) de cada ranura, necesarios para obtener 
el diagrama de radiación, así como los niveles de admitancia de cada “branch line”, prescritas 




por el diseño (optimización de la relación de onda estacionaria y SLL del patrón, en un rango 
específico de frecuencia). Técnicas similares han sido introducidas para el diseño de arrays 
formados por dipolos microstrip longitudinales [17,18] y transversales [19]. Estos métodos 
iterativos, pueden no converger cuando se trata de implementar las excitaciones 
correspondientes a diagramas de haz perfilado o diagramas que presentan lóbulos laterales 
deprimidos, muy utilizados en aplicaciones radar y para la comunicación por satélite. 
 
1.2 Cálculo dosimétrico de SAR sobre animales pequeños 
En los últimos años, el uso de tecnologías de comunicación inalámbricas se ha extendido 
de forma generalizada en nuestro entorno. El uso de la telefonía móvil, las comunicaciones 
Bluetooth, Wifi, 3G, etc., son tecnologías con las que convivimos y cada vez más usadas y 
presentes en nuestras vidas cotidianas. Este hecho, hace que resulte de gran interés el estudio de 
los efectos de la radiación electromagnética sobre los seres vivos. A partir de la segunda guerra 
mundial es cuando se inician los primeros estudios rigurosos de la interacción entro los seres 
vivos de la energía electromagnética. Además, actualmente la población tiene preocupación por 
el posible daño de los campos de radiofrecuencia (RF) al que está expuesta, motivando la 
creciente aparición de estudios en este campo. 
 
1.2.1 Clasificación general de los efectos biológicos  
Los efectos biológicos hacen referencia a las respuestas medibles en aquellas personas  
expuestas a radiación, que pueden resultar o no en efectos adversos para la salud. Estos efectos  
han sido clasificados de la siguiente manera [20-21]: efectos térmicos, atérmicos y no térmicos.  
 Los efectos térmicos ocurren cuando en el organismo se deposita energía 
suficiente como para aumentar la temperatura de forma medible. La radiación 
electromagnética se absorbe y se transforma en calor. El mecanismo molecular 
básico de producción de calor se debe a que la interacción de la radiofrecuencia 





con el tejido genera vibraciones y oscilaciones de moleculares polares, como el 
agua, en el interior del organismo. Esta energía rotacional es transformada en calor 
[22].  
 Los efectos atérmicos, se producen cuando la energía depositada es suficiente 
para producir un incremento de temperatura en el tejido biológico, pero sin que 
llegue a activar los mecanismos de termorregulación. Los efectos biológicos 
observados por este tipo de radiación son principalmente inducir corrientes 
eléctricas que pueden estimular las células nerviosas y musculares.  
 Los efectos no térmicos ocurren cuando la energía depositada en el objeto biológico 
no tiende a producir aumento de temperatura [22].  
La mayoría de las normas internacionales de regulación de las RNI consideran que los 
mecanismos implicados en los efectos biológicos principales involucran un efecto térmico. Una 
elevación de temperatura puede alterar el funcionamiento de diversos sistemas biológicos e 
incluso provocar un daño irreversible. Aunque hay suficiente evidencia sobre los efectos  
térmicos producidos por el calentamiento de los tejidos expuestos a radiación microonda, sin 
embargo, en las últimas décadas se ha abierto un importante debate sobre la posibilidad de la 
existencia de efectos no térmicos que no se explican por el aumento de temperatura tisular 
[23-24].  
Existen múltiples estudios experimentales cuyos hallazgos han sido atribuidos a la posible  
existencia de efectos biológicos debidos a la exposición a campos electromagnéticos de baja  
intensidad que no parecen ser debidos al calentamiento de los tejidos. Diversos estudios revelan  
que las microondas podrían inducir alteraciones fisiológicas de naturaleza atérmica [24], como 
alterar los procesos metabólicos celulares [25] y alterar la estructura y la función de la membrana 
celular [26]. Recientes investigaciones en cultivos celulares describen que dosis atérmicas de 
radiofrecuencia pueden inducir cambios en la expresión genética [27]. La evidencia de que 
a radiofrecuencia a dosis atérmicas estimula la producción de las proteínas del choque térmico  
podría explicar los efectos de la RF en las alteraciones fisiológicas celulares que tienen lugar  
tras la exposición a la radiación [27]. Sin embargo, otros autores no han podido corroborar estos 
resultados [29-30], por ello los consideran poco fiables. Además, explican estos efectos por 




posibles errores en los sistemas de medida de temperaturas, o por la existencia de puntos 
calientes (“hot spots”) que no han sido detectados [31]. Por todo ello, es necesario realizar más 
investigaciones para obtener resultados concluyentes.  
A nivel del SNC se han encontrado indicios, tanto en humanos como en animales, de  
efectos no térmicos de la microonda, entre los que podemos destacar las alteraciones en la  
actividad eléctrica cerebral [32], en la actividad colinérgica del cerebro [33-34], alteraciones en 
la fosforilación de determinadas proteínas [35], incremento de la permeabilidad de la barrera 
hematoencefálica.[36] y disminución en la actividad sináptica excitatoria a nivel de neuronas del 
hipocampo [37].  
Por otro lado, se han observado efectos que ocurren exclusivamente a dosis atérmicas de  
radiación. Los efectos biológicos de exposiciones a bajas frecuencias no tienen una proporción  
lineal a la potencia de radiación (efecto ventana) o al tiempo de exposición (mecanismo de  
adaptación) como cabría esperar. Sin embargo, dichos efectos no han sido observados tras  
exposiciones a dosis térmicas. Por ello, algunos autores postulan que los efectos ventana y de  
adaptación se encuentran relacionados con mecanismos no térmicos [21,38].  
Todo esto hace que la comprensión de los mecanismos biológicos de interacción con los 
CEM, en especial de los mecanismos que subyacen a los efectos no térmicos “propios de la 
radiofrecuencia”, sea un tema de actualidad en investigación y debe ser aclarado dado el 
potencial riesgo de efectos adversos para la salud.  
 
1.2.2 Dosimetría. Cálculo del SAR 
La cantidad física básica de energía electromagnética que determina el efecto biológico es 
el campo electromagnético inducido dentro del organismo expuesto a la radiación incidente. La 
dosimetría se define por tanto como la determinación de la energía absorbida por un cuerpo 
expuesto a los campos eléctrico y magnético que componen una señal de radiofrecuencia 
[20].  





La absorción de la energía electromagnética en los organismos vivos depende 
fundamentalmente de:  
Primero- Los parámetros del campo incidente, es decir, su frecuencia, su polarización, y la 
disposición del objeto frente al campo incidente.  
Segundo- Las características del cuerpo expuesto, como por ejemplo su geometría 
interna y externa o las propiedades dieléctricas de los tejidos (conductividad y 
permitividad). Las propiedades dieléctricas de los tejidos están determinadas en gran  
medida por su contenido en agua. En general, cuanto mayor es el contenido de agua de los 
tejidos, mayor es su absorción [39]. Los resultados de los valores calculados de permitividad y 
conductividad de los diversos tejidos biológicos han sido muy variables, dado que los tejidos 
biológicos son muy heterogéneos, y estos valores pueden verse alterados de forma importante 
dependiendo del procedimiento de preparación del tejido, o de los cambios metabólicos 
postmortem, entre otros [40].  
Tercero- Los efectos de tierra, reflexión o refracción y de otros objetos que puedan 
interactuar entre la fuente y el objeto. La energía incidente es reflejada a nivel de las diversas 
interfases tisulares. El coeficiente de reflexión, que viene dado por la relación entre la 
intensidad incidente y la reflejada, es muy elevado en la interfase aire-piel, lo que indica que 
gran parte de la energía incidente es reflejada sin llegar a penetrar en el tejido.  
Para determinar la interacción de la radiofrecuencia con los tejidos resulta 
imprescindible describir los siguientes parámetros físicos:  
 La densidad de corriente inducida en los tejidos (J).  
 La intensidad de campo eléctrico interno (E).  
 El SAR.  
La magnitud básica que se emplea para dosimetría de radiofrecuencia-microonda es la 
Tasa de Absorción Específica (TAE ó SAR acrónimo en inglés Specific Absortion Rate), que ha 
sido definida como la cantidad de potencia electromagnética absorbida por un tejido por 
unidad de masa. Su unidad de medida es el watio por kilogramo (W/Kg).  




El SAR es una medida del campo eléctrico en el punto de estudio y de la razón de 






siendo c la capacidad calorífica del tejido (J/KgºC)  
La fórmula matemática empleada para el cálculo del SAR es la siguiente,  
2 1 ( / )tSAR E W Kg 
  (1.25)
siendo Et el campo en el tejido (V/m), σ la conductividad eléctrica del tejido (S/m) y ρ la 
densidad del tejido (kg/m3).  
Como apreciamos en la fórmula, el SAR en los tejidos es proporcional al cuadrado de la  
intensidad del campo eléctrico generado en el interior del tejido, debido a esto se hace  
extremadamente complejo determinar mediciones de SAR. Por esta razón las alternativas  
encontradas son la estimación del SAR en fantomas humanos en laboratorios o bien realizar  
cálculos computacionales mediante herramientas de software específicamente desarrolladas.  
A nivel experimental es imprescindible definir dos magnitudes de SAR, cuya determinación 
va a ser útil en los cálculos de dosimetría:  
 El SAR promediado sobre el cuerpo completo es un valor único de SAR 
que representa la magnitud de SAR promediado sobre todo el cuerpo expuesto a 
radiofrecuencia.  
 El SAR local es un valor único de SAR que representa la magnitud de SAR en 
una pequeña porción del cuerpo expuesto a radiofrecuencia.  
 
1.2.3 Fantomas y sistemas de radiación  
Para poder determinar experimentalmente los valores de la tasa de absorción se pueden 
seguir dos procedimientos. El primero consiste en obtener el valor de la intensidad del campo 





en la zona de interés, siendo necesario para ello conocer las propiedades eléctricas 
(conductividad, densidad) de la zona bajo estudio. El segundo de los procedimientos se basa en 
la medida de las variaciones de temperatura sobre la zona a estudiar (se suele utilizar en tejidos 
y cultivos celulares in vivo).  
Estas medidas pueden ser tomadas en cadáveres, aunque por motivos prácticos se suelen 
usar fantomas. Un fantoma es un material sintético que tiene, a las frecuencias de interés, unas 
propiedades eléctricas equivalentes a las del tejido biológico real en el que se quiere medir. Con 
los avances actuales en materiales es posible conseguir fantomas con la forma del tejido o zona 
de interés. Las medidas se toman a través de sondas, bien de intensidad de campo o de 
temperatura, que se implantan en los modelos durante la experimentación. Con las sondas de 
campo eléctrico es posible obtener un valor directo de dicho valor en el punto deseado, éstas 
suelen combinar con fibra óptica para que la transmisión de los datos debida a la inmunidad de 
esta frente a radiaciones electromagnéticas. Una de las limitaciones de las sondas de campo 
eléctrico reside en el mal funcionamiento a bajas frecuencias, por debajo de 150 MHz, los 
cables captan señales espurias debida a la alta impedancia. Actualmente las sondas de 
temperatura tienen mayor auge dada su inmunidad frente a la radiofrecuencia. Existen 
dispositivos que permiten medir variaciones de temperatura del orden de 0.01 ºC basados en 
termistores. Aunque también presentan limitaciones y desventajas, como puede ser en las 
sondas basadas en termopares que alteran la distribución original del campo de RF, con lo que 
no se puede obtener un valor preciso de SAR en la zona de interés. 
Para poder contrastar los datos obtenidos a través de las distintas sondas, actualmente se ha 
unido a los sistemas de experimentación la posibilidad de usar simulaciones numéricas gracias 
a la existencia de fantomas numéricos. Estos fantomas numéricos se obtienen mediante 
resonancia magnética de la zona o animal de interés computarizando todas sus características 
eléctricas (densidades, permitividad, conductividad, etc.) y morfología (tamaño y forma). Con 
estos modelos computarizados y usando el método numéricos de cálculo es posible obtener los 
valores de SAR. Un claro ejemplo de este tipo de sistemas es el software de simulación 
electromagnética SEMCAD [41] basado en el método de diferencias finitas en el dominio del 




tiempo (FDTD acrónimo en inglés Finite-Difference Time-Domain method). Con la ayuda de 
este tipo de herramientas es posible completar los estudios y sistemas de radiación. 
En la literatura se han presentado diferentes sistemas de radiación para investigar los 
efectos de las señales en comunicaciones móviles sobre animales pequeños [42-44]. Así mismo 
y tal y como se comentó anteriormente, es posible obtener los valores de SAR basándose en las 
variaciones térmicas [43-44], a través del cálculo del valor de la intensidad del campo eléctrico, 
o mediante simulaciones numéricas con fantomas [45]. 
 
1.2.4 Normativa relativa a los campos electromagnéticos  
Ante el aumento progresivo de todo tipo de radiaciones electromagnéticas artificiales en  
el medio ambiente surge la necesidad de investigar los peligros que pueden ser asociados con  
las diferentes formas de RNI y en base a esto establecer unos criterios de seguridad ante  
exposiciones a dichas radiaciones. Por ello, varios grupos de trabajo sobre protección  
radiológica en colaboración con la Organización Mundial de la Salud (OMS) crean en el año  
1992 la Comisión Internacional para la Protección de las Radiaciones no Ionizantes (ICNIRP).  
Esta Comisión, tras realizar una evaluación exhaustiva y rigurosa de toda la evidencia científica  
disponible hasta el momento, publicó en 1998 unas recomendaciones para limitar la exposición  
a campos eléctricos, magnéticos y electromagnéticos (ICNIRP, 1998). Estas directrices marcan  
un umbral por debajo del cual la exposición a CEM se considera segura. Los límites de  
exposición están basados en los efectos de la exposición aguda a corto plazo, antes que en la  
exposición a largo plazo, ya que la información científica disponible sobre los efectos a la  
exposición de los CEM a largo plazo es considerada insuficiente para establecer límites  
cuantitativos.  
Cada país establece sus propias normas nacionales relativas a la exposición a CEM; la  
mayoría de ellas se basan en las recomendaciones de la ICNIPR. El Consejo de Ministros de  
Sanidad de la Unión Europea hizo suyos los criterios de la ICNIPR y promulgó unas  
recomendaciones para la protección del público en general ante las radiaciones no ionizantes de  





0Hz a 300GHz (RCMSUE-1999/519/CE de 12 de julio de 1999). Posteriormente España  
elaboró una normativa que regula a nivel nacional los principios de la Recomendación del  
Consejo de Ministros de Sanidad de la Unión Europea (Real Decreto 1066/2001, de 28 de  
Septiembre). Esta normativa establece condiciones de protección del dominio público  
radioeléctrico, restricciones a las radiaciones radioeléctricas, y medidas de protección sanitaria  
frente a emisiones radioeléctricas. Algunas CCAA han publicado sus propias legislaciones, en  
cuatro de ellas se respetan los límites del Real Decreto estatal (Castilla-León, Baleares, La 
Rioja, y Madrid) y en las otras tres se reducen a la mitad (Cataluña, Navarra, Castilla-La  
Mancha).  
Tanto en la RCMSUE como en la normativa elaborada por el Comité Español se  
concluye que no existe evidencia de que exposiciones a campos electromagnéticos dentro de los  
límites establecidos puedan provocar efectos adversos para la salud humana. Por otro lado, 
afirma que los estudios epidemiológicos pueden no tener un suficiente periodo de 
latencia y/o exposición para obtener conclusiones definitivas. Por el momento tampoco 
existen estudios científicos amplios y certeros que nos aseguren la inocuidad de la exposición a 
dichos campos electromagnéticos. Sin embargo, estas recomendaciones de seguridad se 
encuentran en continua revisión y abiertas a posibles modificaciones en relación con la 
continua evaluación de nuevos hallazgos referentes a los efectos de los CEM sobre el cuerpo 
humano.  
 
1.2.5 Límites de exposición a los campos electromagnéticos  
Los niveles de referencia y las restricciones básicas a los CEM emitidas por la ICNIRP 
(1998) son las más ampliamente aceptadas a nivel mundial.  
• Las restricciones básicas son restricciones a la exposición de los campos  
 eléctricos, magnéticos y electromagnéticos variables en el tiempo, basadas en  
 los efectos sobre la salud y en consideraciones biológicas (Tabla 1.1).  




• Los niveles de referencia determinan la probabilidad de que se sobrepasen las  
 restricciones básicas siendo su objetivo asegurar el cumplimiento de las mismas  
 (Tabla 1.2).  
Los límites de exposición establecidos por la guía ICNIRP son más estrictos para la  
exposición del público en general que para las exposiciones ocupacionales. La justificación de  
la ICNIRP es que la población expuesta ocupacionalmente incluye población adulta y entrenada  
para tomar las precauciones adecuadas, mientras que la población general abarca todas las edades 
y generalmente son inconscientes del grado de exposición y de las medidas cautelares a  
tomar.  
Para los rangos de frecuencia comprendidos entre 100KHz y 10GHz las restricciones  
básicas son proveídas en términos de SAR para prevenir el estrés térmico de todo el cuerpo y el  
calentamiento localizado de los tejidos. Todos los valores del SAR deben ser promediados 
sobre cualquier periodo de 6 minutos. Además, la masa para promediar el SAR localizado se 





Características de la 
exposición 
SAR promedio 
en todo el 
cuerpo (W/Kg) 
SAR localizado 





Exposición ocupacional 0,4  10  20 





































137  0,36  0,45  50 
Exposición al 
público en general 
61  0,16  0,20  10 
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Es bien sabido que los arrays de antenas no equiespaciados presentan una serie de ventajas 
sobre los arrays con espaciado uniforme, debido a que los primeros presentan un mayor número 
de grados de libertad a la hora de diseñar su geometría, lo que facilita el control de ciertos 
parámetros del diagrama de radiación o de la antena [1]. Así, en este tipo de antenas, es posible 
reducir el nivel de lóbulos laterales (SLL) manteniendo una amplitud de excitación uniforme; 
aliviar el acoplo mutuo entre elementos radiantes; evitar la aparición de grating lobes; u obtener 
un determinado tamaño de abertura utilizando un menor número de elementos. A modo de 
ejemplo, en [2] y [3] partiendo de un array lineal simétrico de tamaño 100 λ con elementos 
uniformemente excitados y separados λ/2, se eliminaron elementos del array (técnica que se 
conoce con el nombre de array thinning) con el fin de reducir el nivel de lóbulos laterales del 
diagrama resultante. Tras el proceso de optimización, se obtuvieron SLLs de 22.1 y 22.4 dB 
utilizando algoritmos genéticos [2] y algoritmos PSO (Particle Swarm Optimization) [3], 
respectivamente, siendo en ambos casos el factor de relleno (número de elementos del array 
resultante dividido entre el número de elementos del array inicial con interespaciado λ/2). Si no 
se impone ninguna restricción a la separación de los elementos, es posible sintetizar un 
diagrama suma con un SLL de 22.7 dB utilizando un array lineal de solamente 10 elementos y 
con alimentación uniforme, aunque a costa de permitir distancias entre elementos de sólo 0.2 λ, 
lo que cuestiona la utilidad de esta solución [4]. En [5] y [6], se sintetizaron diagramas con SLL 
de 23.7 dB con arrays de 139 elementos utilizando algoritmos genéticos (partiendo de 
soluciones obtenidas mediante conjuntos de diferencias cíclicas –CDS–), aunque sin imponer 
ningún tipo de simetría a las excitaciones del array. Finalmente, cabe destacar, literatura antigua 
pero de gran interés sobre arrays no uniformemente espaciados como el libro de Steinberg´s [7] 
o las referencias [5] y [6] anteriormente citadas. 
Por otro lado, la construcción de un array dividiéndolo en un conjunto de subarrays más 
pequeños también presenta una serie de ventajas, que van desde la simplificación de las redes 
de alimentación a la reducción de los costes de fabricación [8]. Para el diseñador, una ventaja 
de la utilización de subarrays es que permite mejorar la eficiencia computacional del problema 
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al reducir notablemente el tamaño del espacio de búsqueda del algoritmo de optimización 
empleado en el proceso de diseño, especialmente en el caso de arrays con un gran número de 
elementos, como son los arrays planos. 
En este capítulo se llevará a cabo el diseño de agrupaciones de antenas formadas por un 
número reducido de subarrays lineales con una separación entre elementos que es común para 
todos los elementos del subarray, pero que varía de un subarray a otro. En el proceso, se 
utilizará el método de simulated annealing [9] para optimizar tanto la separación entre 
elementos como el tamaño de cada subarray. El método se aplicará a un array lineal de tamaño 
100, obteniendo resultados que mejorarán notablemente los mencionados en [2,3]. Además, se 
presentarán los resultados obtenidos utilizando arrays planos con contorno cuadrado de lado 
10. Por último, se considerará un array circular de diámetro 25 para el cual se tendrá en 






A lo largo de este capítulo, denominaremos “semiarray” a la mitad de un array lineal que 
es simétrico respecto a su centro. Por otro lado, un “subarray” de un semiarray es un segmento 
de éste cuyos elementos radiantes están separados una distancia común. La geometría utilizada 
se observa en la Fig. 2.1: el primer elemento del primer subarray se encuentra a una distancia 
d1/2 del centro del array, siendo d1 el espaciado entre los elementos de este subarray. A 
continuación del último de sus elementos y a una distancia d2 comienza el segundo subarray, 
eje z 
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siendo d2 la correspondiente distancia entre los elementos de dicho subarray. Este proceso se 
repite hasta el final del semiarray. 
 
2.2.1 Arrays lineales 
El factor array de un array lineal con excitación uniforme, situado a lo largo del eje z, 
simétrico en torno al plano z  =  0 y formado por 2M subarrays, cuyos elementos están 
uniformemente espaciados, está dado por 
,
1 1






   (2.1)
siendo Nm el número de elementos del subarray m-ésimo de cada semiarray, k la constante de 
propagación,   el ángulo medido desde el eje del array y zm,n la distancia del elemento n-ésimo 
del subarray m al centro del array. Si el espaciado entre elementos en el subarray m-ésimo es dm 
y la distancia a su extremo más alejado del centro del array es Lm, entonces el número de 
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Una vez fijados M y la longitud máxima permitida del semiarray, LT, contamos con un 
total de 2M1 incógnitas Lm (1 1)m M   y dm (1 )m M   que se calculan minimizando una 
función de coste tal y como se detalla posteriormente. 
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Con el fin de contar con diseños más realistas, en algunos de los ejemplos se considera que 
los elementos radiantes del array son dipolos de longitud λ/2, radio 0.005 λ, alimentados con 
voltaje uniforme y situados a una distancia λ/4 de un plano a tierra que elimina la radiación 
hacia atrás. En este caso, en cada configuración analizada en el proceso de optimización, es 
necesario tener en cuenta el acoplo mutuo para calcular las corrientes reales de los dipolos. Para 
este propósito, se utilizan las expresiones de Hansen [10] (dichas expresiones asumen que la 
distribución de corrientes sobre los dipolos es sinusoidal) para calcular la matriz de 
impedancias [Z], que posteriormente se invierte para obtener las corrientes de cada dipolo: 
1[ ] [ ] [ ]I Z V   (2.4)
donde [I] es el vector que contiene las corrientes de excitación de cada dipolo, y [V] es el vector 
de los voltajes aplicados a cada dipolo que, en nuestro caso, son todos iguales a 1, puesto que 
estamos considerando alimentación uniforme para todos los elementos del array. Finalmente, el 
diagrama de radiación se calcula multiplicando el factor array (2.1) por el factor elemento y 
teniendo en cuenta la corriente de cada dipolo: 
,
1 1




F f kz   
 
     (2.5)
en donde Im,n, es la corriente el n-ésimo elemento del subarray m, que se obtiene en (2.4) y fe es 
el factor elemento, o diagrama del elemento correspondiente a un dipolo de longitud λ/2 situado 
frente a un plano a tierra [11]. 
 
2.2.2 Arrays planos 
En esta sección se utilizan los arrays lineales descritos en el apartado anterior como punto 
de partida para llevar a cabo un diseño modular de arrays planos que resulta muy eficiente 
desde el punto de vista computacional. Así, un posible diseño consiste en combinar arrays 
lineales de modo que cada cuadrante de un array cuadrado, situado en el plano z =  0, se compone 
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  semiarrays lineales idénticos que se distribuyen paralelos al eje x con una 
separación vertical idéntica a la que muestran los elementos de cada uno de los semiarrays en la 
dirección x. La Fig. 2.2 muestra la geometría de un cuadrante del array. El factor array para este 
diseño viene dado por la expresión 
, ,
1 1 1 1
( , ) 4 cos( cos ) cos( sen )
m mX Y
X X Y Y
X X Y Y
N NM M
m n m n
m n m n
F x y     
   
       (2.6)
donde ,X Xm nx es la distancia del elemento n-ésimo del subarray m al eje y, , ,Y Y X Xm n m ny x  si 
X Ym m  y X Yn n  (ver Fig. 2.2) y  = k sen . Este diseño conduce a un array plano separable 
para el cual el número de incógnitas a optimizar es el mismo que en el caso de los arrays 
lineales, 2M – 1.  
 
Fig. 2.2. Esquema  de  un  cuadrante del  array  plano  cuadrado  construido  combinando  semiarrays 
lineales (ver sección 2.2.2). 
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Fig. 2.3. Disposición  de  los  elementos  para  un  array  circular  plano  construido  a  partir  de  un 
semiarray lineal (ver sección 2.2.2). 
 
Como ejemplo de array no separable, se propone el diseño de array circular que también 
cuenta con el mismo número de incógnitas que el caso anterior. Este array, cuyo esquema 
aparece en la Fig. 2.3, se construye del modo siguiente. En primer lugar situamos, a lo largo del 
eje x y comenzando en el origen, un semiarray similar a los considerados en los diseños previos, 
que denominaremos “semiarray base”. A continuación, en el plano z =  0, dibujamos círculos 
concéntricos con respecto al origen de forma que pasen por cada uno de los elementos de dicho 
semiarray. Finalmente, en cada uno de estos círculos, distribuimos elementos con separación 
uniforme tratando de que la distancia entre elementos sea lo más próxima posible a la 
correspondiente del subarray en el semiarray base por cuyo elemento pasa el círculo 
considerado. Normalmente esta distancia es ligeramente mayor que la del subarray puesto que 
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es necesario colocar un número entero de elementos en cada círculo. Así, el número Nm,n de 
elementos en un círculo de radio rm,n que pasa por el (m,n)-ésimo elemento del semiarray base 













   
 
 y la separación angular entre elementos sucesivos es , ,2 / .m n m nN   





( , ) exp cos( )cos sen( )sen
m nm NNM
m n m n m n
m n l
F j r l l      

  
      (2.7)
El diseño final de este array circular se obtiene tras optimizar el semiarray base con el fin 
de conseguir unas prestaciones del array circular que satisfagan las especificaciones del diseño.  
 
2.3 Optimización 
Todos los diseños descritos anteriormente se optimizan tras fijar tanto el número de 
subarrays, M, como la longitud del semiarray, LT. Tal y como se ha señalado anteriormente, 
tenemos un total de 2M1 incógnitas en la optimización de la geometría del semiarray lineal 
tomado como punto de partida: M1 longitudes de subarrays Lm (m  M1) y M distancias de 
separación entre los elementos de casa subarray dm (m  M). En el proceso de optimización se 
parte de un valor inicial para dichas incógnitas y se impone la restricción de que dm  /2 para 
evitar un acoplo excesivo entre los elementos radiantes. Nótese que la longitud del último 
subarray LM, se calcula directamente utilizando la condición de que la longitud del semiarray 
obtenido no supere LT. Esto implica que el número de elementos del último subarray está dado 







   
 
  (2.8)
mientras que el número de elementos del resto de los subarrays se calcula mediante (2.2). 
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La optimización se ha llevado a cabo mediante la técnica de simulated annealing (SA) [9] 
a través de la minimización de una función de coste que penaliza la desviación del nivel de 
lóbulos laterales obtenido para una determinada geometría (SLL), respecto a un determinado 
nivel deseado SLLd: 
   21 1 1,..., , ,...,M M dC L L d d SLL SLL     (2.9)
en donde SLLd es un valor pseudo-objetivo que se fija por debajo del valor que realmente puede 
ser obtenido (según nuestra experiencia, esta estrategia mejora la eficiencia en el proceso de 
optimización). Modificando de forma apropiada la función de coste, es posible incluir otros 
criterios en la optimización como, por ejemplo, la directividad del diagrama de radiación. 
En los ejemplos que se presentan en la siguiente sección, se consideraron configuraciones 
de 3 subarrays (M   =  3). Para arrays de gran tamaño, un mayor número de subarrays permitiría, 
en teoría, mejorar los resultados. Sin embargo, la condición dm ≥ λ/2 restringe los valores de M, 
puesto que 2 subarrays adyacentes con valores de dm muy similares no permitirían obtener unas 
prestaciones muy superiores a las obtenidas mediante un único subarray con un valor de dm 
intermedio. 
En todas las optimizaciones, el algoritmo de simulated annealing partió de una temperatura 
de 100 que se reduce en un 20% en cada paso (es decir, T :=   0.8·T), y para cada valor de 
temperatura se probaron 25 configuraciones (la “temperatura” en el simulated annealing es un 
parámetro que controla la aleatoriedad que se utiliza a la hora de muestrear el espacio de 
soluciones). Las optimizaciones fueron llevadas a cabo en un PC de sobremesa equipado con un 
procesador Intel Core 2 Duo a 2.4 GHz. cuyos tiempos de computación se detallan 
posteriormente para cada uno de los ejemplos presentados. 
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2.4.1 Array lineal de longitud 100  
En este ejemplo se fija LT  =  50 λ (longitud máxima del semiarray) y M  =  3, por lo que 
dividiremos el semiarray en 3 subarrays. Aplicando el proceso de optimización, sintetizamos un 
array lineal formado por un total de 148 elementos con alimentación uniforme en menos de 3 
minutos. El diagrama de radiación sintetizado presenta un SLL de 23.7 (Fig. 2.4), que es 1.3 
dB inferior al obtenido mediante el array de 154 elementos descrito en [3], y una directividad 
mejor (22.6 dB frente a 21.9 dB, que representa el 91% frente al 77% de la directividad máxima 
de un array lineal del mismo tamaño, pero con 200 elementos equiespaciados /2 –23 dB–). La 
geometría de la antena resultante es la siguiente: el primer subarray consta de 30 elementos 
equiespaciados λ/2, el segundo de 23 a 0.60 λ y el tercero de 21 separados 0.97 λ. 
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2.4.2 Array lineal de dipolos con plano de tierra de longitud 100   
En este caso los elementos del array son dipolos de longitud λ/2, radio 0.005 λ, 
alimentados con voltaje uniforme y situados a una distancia λ/4 de un plano a tierra. Como se 
ha señalado, se utilizará (2.4) para calcular las corrientes de excitación de cada dipolo y 
posteriormente (2.5) para calcular el diagrama de radiación. 
Al igual que en el ejemplo anterior, tomaremos LT = 50  como longitud máxima del 
semiarray, que estará formado por 3 subarrays (M    =  3). Tras el proceso de optimización, llevado 
a cabo en un tiempo de computación inferior a 3 minutos, se obtiene una antena formada por 
132 elementos uniformemente excitados que genera un diagrama de radiación con un SLL de 
24.5 dB y una directividad de 29.3 dB (representa el 86.3% de la directividad de un array 
lineal del mismo tamaño, pero constituido por 200 dipolos separados /2). El primer subarray 
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del semiarray resultante contiene 32 elementos separados 0.62 , el segundo 19 separados 
0.86  y el tercero 15 elementos a una distancia de 1.00.  
Posteriormente, se utilizó el programa de simulación electromagnética FEKO [12] para 
simular este array de dipolos, obteniendo un diagrama de radiación con un nivel de lóbulos 
laterales de 23.4 dB y una directividad de 29.4 dB. En la Fig. 2.5 se observa que el diagrama 
obtenido en esta simulación es muy similar al obtenido previamente en el proceso de 
optimización, lo que valida el modelo utilizado. 
 
2.4.3 Array lineal de dipolos con plano de tierra de longitud 100  y 
capacidad de barrido 
En este ejemplo, se considera de nuevo un array lineal de dipolos, con amplitud de 
excitación uniforme y una longitud máxima de 100 λ, pero cuyo haz principal se mueve en unos 
determinados ángulos de barrido , introduciendo para ello una fase progresiva a cada uno de 
los elementos del array que está dada por: 
cosi ik z    (2.10)
siendo iz  la distancia del elemento i-ésimo al extremo del array. 
En el proceso se optimizó la geometría del array minimizando el nivel máximo de SLL en 
todo el rango de barrido, esto es, se minimizó  max ( )SLL  , donde , el ángulo de barrido 
medido desde la dirección de broadside, varía en el intervalo [0, max] en pasos de 1º (valores 
de max =   0º-10º) ó 2º (max = 15º o 30º). En la tabla 2.1 se muestra el SLL máximo – SLLmax() – 
y la directividad mínima – Dmin() – en el rango de barrido correspondiente a distintos valores 
de max. El SLL aumenta unos 3.5 dB incluso para un barrido máximo de sólo 2º (max = 2º), 
aunque para valores mayores de max el nivel de lóbulos laterales aumenta más lentamente. Sin 
embargo, la directividad varía relativamente poco. El proceso de optimización utilizando un 
ángulo de barrido de 30º, que es el caso más desfavorable, requirió menos de 5 minutos. A 
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modo de comparación, en la tabla 2.1 también se muestran los resultados obtenidos utilizando 
FEKO [12] para cada una de las antenas obtenidas en las distintas optimizaciones. 
 
Tabla 2.1. Prestaciones de un array lineal de longitud 100 λ y formado por dipolos situados frente a 












0º  24.5  29.3  23.4  29.4 
2º  21.0  28.3  20.2  28.3 
4º  20.6  28.6  20.4  28.6 
10º  20.1  28.5  19.5  28.6 
15º  20.1  28.5  19.2  28.5 
30º  19.7  28.2  19.5  28.3 
  


































Línea  roja:  diagrama  obtenido  en  la  optimización,  teniendo  en  cuenta  el  acoplo  mutuo  y 
considerando LT = 50 λ y M = 3 (LM = 48.95 λ). Línea negra: diagrama obtenido en el FEKO tras simular 
el array optimizado. 
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 En la Fig. 2.6. se muestran los diagramas de radiación resultantes para un ángulo de 
barrido de 15 grados. Como se puede observar, el diagrama calculado en la optimización y el 
diagrama obtenido con el programa FEKO [12] guardan una buena analogía. 
 
 
Fig. 2.7. Diagrama  de  radiación  del  array  plano  cuadrado  de  tamaño  “10 ”  con  256  elementos 
isotrópicos (u = sen cos, v = sen sen).  
 
2.4.4 Array plano cuadrado de tamaño 10  
En este ejemplo, se diseña un array plano siguiendo el procedimiento descrito en la sección 
2.2.2. El semiarray utilizado en la composición del array plano tiene una longitud máxima de 
5  y consta de 3 subarrays (LT    = 5 , M  =  3) formados por elementos isotrópicos y con excitación 
uniforme. Tras el proceso de optimización, completado en menos de 1 minuto, obtenemos un 
array cuadrado de 256 elementos con un tamaño final de 9.2   9.2 . El diagrama 
correspondiente, mostrado en la Fig. 2.7, presenta un SLL de 19.3 dB (6 dB por debajo del SLL 
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obtenido utilizando un array cuadrado de tamaño similar, pero con 400 elementos 
equiespaciados /2). La directividad es de 30.4 dB, que representa el 90% de la directividad 
obtenida con un array de 400 elementos equiespaciados /2 y el 96% de la obtenida utilizando 
una distribución de abertura del mismo tamaño y forma con alimentación uniforme. El primer 
subarray del semiarray optimizado está formado por 3 elementos equiespaciados /2, el 
segundo por 2 elementos separados 0.55  y el tercero por 3 elementos a 0.78 . 
 
2.4.5 Array circular de diámetro 25  
En esta configuración circular plana, se parte de un semiarray lineal con LT = 12.5  y 
M = 3, formado por elementos isotrópicos y con excitación uniforme. Tras todo el proceso de 
optimización, se obtiene, en tan solo 2 minutos, un array circular de 918 elementos con un radio 
de 11.87 . En la Fig. 2.8 se muestra el diagrama resultante, que presenta un SLL de 31.0 dB y 
una directividad de 35.4 dB (que representa el 61.7% de la directividad de un array circular de 
1798 elementos construido con la misma técnica utilizando un semiarray de 25 elementos 
equiespaciados /2, y un 56.2% de la directividad de una distribución de abertura del mismo 
tamaño y forma con alimentación uniforme). La configuración de elementos del array lineal del 
que se parte para la construcción del array circular tal y como se explica en la metodología 
(sección 2.2.2.) es la siguiente: el primer subarray del semiarray está formado por 10 elementos 
equiespaciados /2, el segundo por 6 elementos a 0.67, y el tercero 3 elementos separados 
0.95. Utilizando esta configuración, se han realizado optimizaciones variando el número de 
subarrays M a 2, 4 y 5, pero no se ha obtenido ninguna mejora significativa en las 
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Fig. 2.8. Diagrama  de  radiación  del  array  circular  plano  de  radio  “25 ”  compuesto  de  918 
elementos isotrópicos (u = sen cos, v = sen sen).  
 
2.4.6 Array circular de diámetro 25  y formado por elementos con 
factor cos  
Como último ejemplo de esta técnica, se propone un array plano circular en el que se 
considera un factor elemento cos , lo que permitirá mejorar los resultados, especialmente en 
términos de directividad. Al igual que en el ejemplo anterior, partiremos de un semiarray con 
LT = 12.5  y M = 3. Tras el proceso de optimización, obtenemos una antena de 910 elementos 
uniformemente excitados con un SLL de 32.2 dB (Fig. 2.9) y una directividad de 36.3 dB (que 
representa el 74.1% de la directividad de un array circular de 1798 elementos construido del 
mismo modo pero partiendo de un semiarray 25 elementos equiespaciados /2; y un 69.2% de 
la directividad de una distribución de abertura del mismo tamaño y forma con alimentación 
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uniforme). La geometría del semiarray resultante es la siguiente: el primer subarray está 
formado por 11 elementos equiespaciados 0.5, el segundo por 5 elementos equiespaciados 
0.67, y el tercero por 3 elementos separados 1.0. El tiempo de computación en este ejemplo 
fue de 2 minutos. Por otra parte, cabe destacar que, con la configuración obtenida, es posible 
realizar un barrido de haz hasta la posición u = 0.06, v = 0.03 (suficiente para dar cobertura a 
Europa desde un satélite geoestacionario), manteniendo un nivel de lóbulos laterales por debajo 
de 31 dB, aunque dicha configuración no ha sido optimizada para realizar barridos de haz.  
 
 
Fig. 2.9. Diagrama  de  radiación  de  un  array  plano  circular  de  radio  25   compuesto  de  910 
elementos teniendo en cuenta un factor elemento cos  (u = sen cos, v = sen sen).  
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Se ha descrito un nuevo método para el diseño de arrays lineales y planos con alimentación 
uniforme y formados por un número reducido de subarrays que difieren en el interespaciado 
entre sus elementos, valor al que, en proceso de optimización, se le impuso la restricción de que 
fuese mayor o igual a 0.5 λ, con el fin de minimizar el acoplo mutuo. Esta metodología permite 
simplificar la red de alimentación y reducir los costes de fabricación. Dicha técnica conlleva un 
problema de optimización de baja dimensionalidad que se resuelve de forma rápida y eficaz 
utilizando la técnica de optimización de simulated annealing. El método también permite llevar 
a cabo la síntesis teniendo en cuenta el desapuntamiento del haz, lo que permite obtener la 
geometría del array óptima cuando se realiza un barrido del haz o scanning en unas direcciones 
determinadas. Los resultados obtenidos en el método descrito han sido validados utilizando el 
simulador electromagnético FEKO. 
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En este capítulo se presentarán dos técnicas de síntesis de diagramas suma y diferencia 
utilizando distribuciones de abertura con una zona común en sus extremos, lo que permitirá 
simplificar el diseño de las redes de alimentación de las antenas utilizadas en aplicaciones de 
radar monopulso o en otras aplicaciones que requieran la utilización de este tipo de diagramas. 
En la primera de las técnicas propuestas, basada en la técnica de “simulated annealing”, se 
buscarán distribuciones de abertura de tipo Taylor y Bayliss que compartan una zona común, 
tratando de maximizar tanto el tamaño de dicha zona como las prestaciones de los diagramas 
obtenidos. Posteriormente, se extenderá esta técnica a la utilización de subarrays, lo que 
permitirá sintetizar, utilizando algoritmos genéticos, diagramas suma y diferencia de altas 
prestaciones agrupando en subarrays los elementos cercanos al centro del array y utilizando en 
los elementos restantes excitaciones comunes para los canales suma y diferencia. Esto 
simplificará notablemente las redes de alimentación de los arrays resultantes sin sacrificar las 
prestaciones de los diagramas de radiación.  
 
3.2 Distribuciones continuas de abertura 
3.2.1 Introducción 
Como es sabido, existen aplicaciones como son los sistemas de seguimiento y búsqueda o 
los radares de tipo monopulso que utilizan antenas que han de generar diagramas suma y 
diferencia. Estos sistemas mueven el posicionador de la antena hasta que la señal en los canales 
diferencia alcanza un mínimo, haciendo así que el canal principal apunte con precisión al punto 
objetivo (Fig. 3.1). Con el fin de conseguir la precisión deseada, estas antenas han de generar 
diagramas suma y diferencia con bajo nivel de lóbulos laterales, alta directividad, ancho de haz 
reducido, etc. Estas características, muy importantes para la consecución de un radar 
monopulso de altas prestaciones, no siempre pueden conseguirse simultáneamente para ambos 
diagramas sin complicar excesivamente el diseño de la red formadora de haz. 
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Las distribuciones de abertura que producen diagramas suma de altas prestaciones, p. ej. 
las distribuciones de Taylor, son muy diferentes de las que producen buenos diagramas 
diferencia, como, por ejemplo, las distribuciones de Bayliss [1]. Teóricamente, podrían 
utilizarse dos conjuntos de excitaciones independientes en los canales suma y diferencia de este 
tipo de antenas, con el fin de conseguir buenas prestaciones en ambos diagramas de radiación. 
Sin embargo, esta solución requiere una red de alimentación demasiado compleja como para 
que el diseño sea factible [1]. Una forma de abordar este problema es mediante el uso de 
subarrays [2], que se tratará en la siguiente sección. 
En [3] se demostró que, para determinados valores de ciertos parámetros de diseño como 
son el nivel de lóbulos laterales o el índice de transición, las distribuciones de abertura 
correspondientes a diagramas Bayliss y Chebyshev son muy similares en sus extremos. Sin 
embargo, en dicho trabajo, no se utilizaron distribuciones de Taylor, ni se llevó a cabo ningún 
tipo de optimización o búsqueda de una solución de compromiso entre las dos distribuciones 
propuestas. El método que se presenta en esta sección rellena este vacío permitiendo obtener 
una solución de compromiso entre los diagramas de Taylor y Bayliss: la técnica comienza 
fijando un diagrama Taylor y, a continuación, busca el diagrama Bayliss con las mejores 
prestaciones posibles, tratando de maximizar el tamaño de la zona común de ambas 
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distribuciones. Las configuraciones finales permitirán reducir la complejidad de la red de 
alimentación necesaria en este tipo de antenas. 
 
3.2.2 Método 
La expresión del diagrama de radiación suma de Taylor y de su correspondiente 

























































1/2 1/22 2 2 2( 1 / 2) / ( 1/ 2)Tn T Tu n A n A n           es la raíz del patrón, Tn , denominado 
índice de transición, es una variable que marca la transición entre la región interior donde los 
lóbulos secundarios disminuyen ligeramente y la región exterior donde éstos caen con una 
pendiente de 1 ;u  y A está relacionado con el nivel de lóbulos laterales (SLL), teniendo en 
cuenta que  cosh ,A b   siendo 1020 log b SLL . Además, (2 / )cosu a    hace referencia 
a la variable espacial angular , por lo que la abertura lineal se extiende en el rango .a a    
Por otro lado, el diagrama de radiación de Bayliss y su correspondiente distribución de 
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Las fórmulas de Bayliss producen un diagrama de radiación diferencia análogo al diagrama 
de Taylor Bn . Estos diagramas cuentan con la máxima pendiente alcanzable para un nivel de 
lóbulos laterales especificado y presentan una caída 1/u en la zona de lóbulos secundarios con 
el fin de proporcionar una abertura de altas prestaciones. 
El objetivo de la técnica propuesta es encontrar dos distribuciones, una que genera un 
diagrama suma Taylor y otra un diagrama diferencia Bayliss, que compartan una región común 
en sus extremos. Se tratará de que dicha región sea lo más extensa posible, lo que equivale a 
buscar la cola de la distribución que mejor se ajuste a ambas configuraciones. Esta región 
común permite simplificar la complejidad del hardware de la red de alimentación cuando se 
muestrean dichas distribuciones para su aplicación al diseño de arrays de antenas. 
El método comienza fijando una distribución de Taylor óptimo, para lo cual se escogen los 
valores adecuados de Tn  y SLL. Posteriormente, se fija el tamaño de la cola común mediante   
(que representa el porcentaje del tamaño que ocupa la zona común con respecto a la longitud 
total de la distribución) y el índice Bn  de la distribución Bayliss. El método perturba las raíces 
del diagrama Bayliss con el fin de encontrar las raíces óptimas que minimicen la distancia entre 
la distribución Bayliss y Taylor en la zona de cola común, y al mismo tiempo, reduzcan el nivel 
de lóbulos laterales del diagrama diferencia. 
La optimización se lleva a cabo utilizando el algoritmo de Simulated Annealing [5] que 
minimiza una función de coste C que depende de 1Bn   variables (esto es, del número de raíces 
de la distribución Bayliss) y que tiene en cuenta el nivel de lóbulos laterales deseado y la 
semejanza de las distribuciones de Taylor y Bayliss en la zona común:  
2 2
1 2( ) ( )C c distrib c SLL     (3.5)
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distrib g l g l
 
    la diferencia de las distribuciones en la zona común, 
d oSLL SLL SLL    la desviación entre el nivel de lóbulos laterales obtenido en la distribución 
Bayliss oSLL  y el nivel deseado dSLL , y finalmente, 1 2 y c c  son los diferentes pesos asignados a 
cada uno de los factores. Cabe destacar que, durante todo el proceso de optimización, el valor 
de oSLL  se calcula utilizando la zona común de la distribución de Taylor con el fin de obtener 
un diagrama más realista y acorde al propósito de esta técnica. 
 
3.2.3 Resultados 
Para la aplicación de la técnica descrita anteriormente, escogemos una distribución de 
Taylor que produce un diagrama con un 30 dBSLL    y con 7Tn  . La elección de Tn  se 
debe a que 7 es el mayor valor que permite una distribución monótona para el SLL escogido. En 
la Tabla 3.1 se muestran los resultados obtenidos usando diferentes valores de Bn , así como el 
porcentaje de zona compartida .  D / D0 es la directividad máxima del diagrama sintetizado (D) 
normalizada con respecto a la directividad del diagrama de Bayliss ideal (D0) correspondiente a 
los valores de Bn  y dSLL  considerados. Del mismo modo, B / B0 representa el ancho de haz del 
patrón sintetizado B normalizado con respecto al diagrama Bayliss ideal B0.  
Tabla 3.1. Máximo nivel de  lóbulos SLL0, directividad máxima D/D0 y ancho de haz B/B0 normalizados 
para diferentes valores del tamaño de la zona común   y de  Bn . 


















30.0  7  25.0  4  0.942  1.051  23.8 0.963  1.036 22.9  0.960  1.037 23.2
30.0  7  25.0  5  0.951  1.043  24.4 0.960  1.037 24.8  0.964  1.031 24.7
30.0  7  25.0  6  0.950  1.046  24.5 0.956  1.037 24.5  0.964  1.031 25.0
30.0  7  25.0  7  0.952  1.043  25.0 0.964  1.032 25.0  0.963  1.032 25.3
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Fig. 3.2. Distribución de abertura Taylor  7Tn  , SLL = 30 dB  (línea azul) y Bayliss  6Bn   con  50%   
(línea roja). 
 



























Fig. 3.3. Diagrama de radiación usando la distribución de abertura de la Fig. 3.2 ( 6Bn   y  50%  ). 
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En las Figs. 3.2 y 3.3 se puede observar un ejemplo de la técnica propuesta para un 
diagrama Bayliss con 6Bn   y una zona común del 50% ( 50%).   Por un lado, en la Fig. 3.2 
se muestran las distribuciones de abertura de los diagramas suma y diferencia, mientras que en 
la Fig. 3.3 se muestra el diagrama Bayliss obtenido tras la optimización, que cuenta con un 
nivel de SLL de –24.5 dB. 
 
3.2.4 Conclusiones 
Se ha demostrado que es posible obtener distribuciones lineales de Taylor y Bayliss que 
presentan una zona común en sus extremos cuyo tamaño se fija previamente. Como era de 
esperar, cuanto mayor es la zona común, mayor es el nivel de SLL de los diagramas Bayliss. Sin 
embargo, el valor máximo de la directividad normalizada y el ancho de haz normalizado se 
mantienen en valores adecuados independientemente del tamaño de la zona común y de Bn . 
Además, este método es fácilmente aplicable a distribuciones circulares. 
 
3.3 Arrays lineales de antenas  
3.3.1 Introducción 
En la sección anterior se sintetizaron distribuciones lineales de Taylor y Bayliss que 
compartían una zona común en los extremos, obteniendo una solución de compromiso para los 
diagramas suma y diferencia. Como se ha señalado, esta solución de compromiso permite 
simplificar la complejidad del hardware de la red de alimentación cuando se muestrean dichas 
distribuciones para su aplicación al diseño de arrays de antenas destinadas a aplicaciones 
monopulso. Sin embargo, el muestreo de estas distribuciones para la síntesis de arrays de 
antenas no siempre ofrece buenos resultados, especialmente si el array resultante no es lo 
suficientemente grande. En la literatura previa, se han propuesto diversos métodos que permiten 
abordar este problema de compromiso entre los diagramas suma y diferencia para la síntesis de 
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arrays de antenas [2,6-11], lo que evita este muestreo. De entre estos métodos, destaca la 
técnica de subarrays que permite obtener diagramas suma y diferencia de altas prestaciones sin 
complicar excesivamente la red de alimentación del array resultante. En dicha técnica, se divide 
la antena en partes más pequeñas denominadas subarrays, a las que se le asigna un determinado 
coeficiente. Tras esto, y partiendo de un diagrama suma óptimo, esto es, tomando una 
distribución de abertura que optimiza el diagrama suma de forma independiente (de tipo Taylor 
o Dolph-Chebyshev), se calcula el conjunto de coeficientes de los subarrays que genera un 
diagrama diferencia óptimo. Estos coeficientes se calculan tratando de obtener unas 
excitaciones deseadas para el diagrama diferencia [10] o bien optimizando las prestaciones del 
diagrama diferencia directamente [2]. El mayor inconveniente de estas técnicas reside en el 
hecho de que la elección de la configuración de subarrays se lleva a cabo por prueba y error, 
por lo que las configuraciones elegidas pueden no ser las óptimas. En un trabajo posterior [6], 
se optimizaron tanto los coeficientes como la configuración de subarrays más adecuada para 
cada caso, lo que permitió mejorar notablemente las prestaciones de los diagramas obtenidos. 
En esta sección se desarrolla una extensión del método de subarrays [6] basado en los 
resultados de la sección anterior. Se demostrará que es posible obtener buenos diagramas suma 
y diferencia en antenas monopulso agrupando en subarrays los elementos cercanos al centro del 
array y utilizando en los elementos restantes excitaciones comunes para los canales suma y 
diferencia. Esto garantizará la obtención de diagramas suma y diferencia de buenas prestaciones 
sin requerir la utilización de redes de alimentación complejas. 
 
3.3.2 Descripción del método 
En la Fig. 3.4 se muestra el esquema de una posible configuración de Q subarrays para la 
mitad de un array lineal de 2N elementos. Se considera solamente la mitad de los elementos del 
array debido a que se emplea una distribución de abertura simétrica y antisimétrica para generar 
los modos suma y diferencia, respectivamente. Tal y como se observa en la Fig. 3.4, las 
excitaciones del modo suma (fS) vienen dadas por los coeficientes Ai, mientras que las del 
diagrama diferencia (fD) son Bi    =   Ai gq(i), siendo gq(i) el coeficiente del subarray en el que se 
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encuentra el elemento i-ésimo. En el esquema de la figura, el primer subarray, con coeficiente 





Al igual que en [6], el método comienza fijando unas amplitudes Ai que permiten obtener 
un diagrama suma de las características deseadas. El objetivo es tratar de obtener un diagrama 
diferencia óptimo el cual, como se ha señalado, dependerá tanto de la configuración de 
subarrays elegida como de los coeficientes de cada subarray. En el proceso, el número de 
subarrays Q se fija de antemano. 
La novedad de éste método radica en el hecho de que la configuración de subarrays no se 
aplica a todo el array, sino que, se fija un conjunto de elementos, situados en los extremos del 
array, que no estarán asignados a ningún subarray, lo que implica que compartirán excitaciones 
comunes para los canales suma y diferencia. Denotaremos por  el porcentaje de estos 
elementos con excitaciones comunes: esto implica que hay un total de 2N/100 elementos con 
excitaciones comunes y 2N(1/100) con excitaciones diferentes. Por lo tanto, debido a la 
simetría mencionada anteriormente, solamente es necesario considerar D   =  N(1/100) 
elementos del semiarray para su división en subarrays. 
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Con el fin de llevar a cabo la optimización basada en un algoritmo genético [12], la 
configuración de los Q subarrays se describe mediante un cromosoma  formado por D+Q 
genes, según el esquema de la Fig. 3.5. Los primeros D genes de cada cromosoma codifican la 
configuración de subarrays utilizada. Así, cada uno de estos genes hi está formado por un 
conjunto de b bits 2( log 1)b Q     con los que se codifica un número entero en el intervalo 
[0,Q], que corresponde con el número de subarray al que se asigna el elemento i-ésimo (un 
valor 0 denota que dicho elemento está asociado al “subarray nulo” que tiene coeficiente g0 = 1, 
lo que implica que dicho elemento tiene la misma excitación para los diagramas suma y 
diferencia). 
Los siguientes Q genes, cada uno de 6 bits, codifican los coeficientes de cada subarray. 





10 , 2 [ ]a mq D q
m
g w a h m  

   (3.6)
en donde hD+q[m] representa el bit m-ésimo del gen hD+q y w es un factor de escala para el 
máximo valor permitido para el coeficiente del subarray. Puesto que a está codificado en dB en 
el rango [0,15.75], los coeficientes obtenidos están en el rango [0.16 w,w]. Esta codificación 
hace posible la implementación de las redes de alimentación utilizando atenuadores digitales 
comerciales estándar de 6 bits, aunque podría utilizarse cualquier otro tipo de codificación si 
fuese necesario. 
 
   = {                                                                                         }   101...1 
 h1:  b bits 
110...1 
h2:  b bits  
011...1
 hD:  b bits
010000
 hD+1: 6 bits
... 101001
 hD+ 2:  6 bits
... 010101 
 hD+Q:  6 bits 
 
Fig.  3.5.  Esquema  del  cromosoma  de  D+Q  genes  utilizado  en  el  algoritmo  genético  que  describe  la 
configuración de los subarrays y sus pesos. 
En los ejemplos presentados a continuación, la optimización se llevó a cabo minimizando 
una función de coste C() que penaliza que el nivel de lóbulos laterales del diagrama diferencia 
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asociado al cromosoma correspondiente, SLL(), supere un determinado nivel deseado SLLd 
dado por la especificación: 
2( ) ( )C H     (3.7)
siendo H la función escalón de Heaviside y ( ) .dSLL SLL    Resulta relativamente sencillo 
tener en cuenta otros parámetros de interés en la optimización como son la directividad del 
diagrama diferencia o su pendiente cerca del “boresight”, sin más que añadir los términos 
apropiados en la función de coste.  
La utilización de algoritmos genéticos [12] nos permite calcular el cromosoma que 
minimiza la función de coste. Esto es equivalente a obtener la configuración de subarrays así 
como sus coeficientes de forma que el diagrama diferencia obtenido tenga las características 
más próximas a las deseadas. 
El proceso de optimización se llevó a cabo utilizando un programa basado en los módulos 
del SUGAL [13]. Se utilizó una población constante de 100 cromosomas, en la que los padres 
son reemplazados por aquellos hijos que mejoran la función de coste. En cada generación, los 
descendientes se calcularon mezclando los cromosomas de los padres en un punto aleatorio e 
introduciendo una mutación por cada cromosoma. La solución final se obtuvo tras 200 
generaciones. 
 
3.3.3 Ejemplos de aplicación 
El método se ha aplicado a un array lineal de 100 elementos isotrópicos equiespaciados 
/2. Las excitaciones del diagrama suma corresponden a un haz de tipo Taylor con un nivel de 
lóbulos laterales de –35 dB y 12n  , tal y como se muestra en la Fig. 3.6. 
Utilizando una configuración de 2 subarrays (Q   =  2), con w   =  1.25 y    =  80% (lo que indica 
que 80 de los 100 elementos del array tienen excitaciones comunes para los modos suma y 
diferencia), se aplicó la técnica de optimización descrita, lo que permitió calcular la 
configuración de subarrays mostrada en la Tabla 3.2 (panel superior). En dicha tabla, la cadena 
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de dígitos indica la asignación de los M   =  50 elementos del semiarray a los subarrays con índices 
0, 1, o 2 (el centro del array corresponde con el lado izquierdo de la cadena). Puesto que           
 = 80%, los últimos 40 elementos al final de cada semiarray se asignan forzosamente al 
subarray nulo. Esta configuración final (las excitaciones, junto con las del diagrama suma, se 
muestran en la Fig. 3.7) genera el diagrama diferencia mostrado en la Fig. 3.8, que cuenta con 
un nivel de lóbulos laterales de 20.5 dB.  






























Fig. 3.6. Diagrama suma de tipo Taylor con SLL = 35 dB,  12.n   
 
Tabla 3.2. Configuración de  subarrays y  coeficientes obtenidos para un array  lineal de 100 elementos 
usando 2 ó 3 subarrays no nulos. 
Q = 2  = 80% 
11112222220000000000000000000000000000000000000000 
g1 = 0.210 g2 = 0.280 
Q = 3  = 60% 
11111121223223333033000000000000000000000000000000 
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 Diagrama suma de tipo Taylor
 Diagrama diferencia para Q=2, =80%


























 Diagrama diferencia para Q=2, =80%
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Si fuese necesario, es posible mejorar las prestaciones del diagrama diferencia aumentando 
el número de subarrays utilizados (Q) y/o reduciendo el tamaño de la zona común (). Así, 
utilizando una configuración de 3 subarrays (Q   =  3), con w   =  1.25 y   =   60%, se ha conseguido 
reducir el nivel de lóbulos laterales del diagrama diferencia hasta 27.0 dB (aproximadamente 
2.5 dB más que el nivel alcanzado sin considerar ninguna zona común [6, Fig. 4]). El panel 
inferior de la tabla 3.2 muestra la configuración y los coeficientes de los subarrays obtenidos 
para este caso, mientras que en las Figs. 3.7 y 3.8 se muestran, respectivamente, las 
excitaciones y el diagrama resultante. En la configuración de subarrays obtenida para este caso, 
se observa que las líneas que unen los subarrays con los elementos se cruzan unas con otras. Si 
esto constituyera un problema en la fase de diseño, sería necesario incluir un nuevo término en 
la función de coste con el fin de evitar que se produjesen estos cruces. De esta forma, se 
simplificaría la red de subarrays utilizada aunque a costa de aumentar ligeramente el nivel de 
lóbulos laterales del diagrama diferencia. 
En la Tabla 3.3 se muestran las prestaciones de los diagramas diferencia obtenidos 
utilizando configuraciones de 1 a 3 subarrays y tamaños de la zona común que van desde el 
30% al 80%. En dicha tabla, Dir es la directividad pico de los diagramas, 3dB-BW es el ancho 
del lóbulo principal a 3 dB y Pend es la pendiente del lóbulo principal medida también a 3 dB. 
Como es de esperar, al aumentar el número de subarrays y/o al disminuir el tamaño de la zona 
común se obtienen diagramas diferencia con mejores prestaciones. Se observa que es posible 
obtener un diagrama diferencia con un nivel de 21.9 dB utilizando solamente 1 subarray y 
manteniendo un 70% de los elementos del array con excitaciones comunes para los diagramas 
suma y diferencia. Por otro lado, se observa que para Q   =  2, el reducir  del 60% al 50% no 
implica ninguna mejora en el diagrama de radiación. Esto es debido a que, al utilizar solamente 
2 subarrays, éstos tienen unos coeficientes muy pequeños (con el fin de reducir las excitaciones 
de los elementos cercanos al centro del array para el diagrama diferencia, como se observa en la 
Fig. 3.7), por lo que el algoritmo genético no consigue mejorar la solución asignando ese 10% 
de elementos adicionales a alguno de los dos subarrays indicados. Obsérvese que esto ya no 
sucede para el caso de 3 subarrays. 
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Tabla  3.3.  Prestaciones  de  los  diagramas  diferencia  obtenidos  utilizando  configuraciones  con  distinto 
número de subarrays (Q) y variando el tamaño de la zona común (). 
 SLLd (dB) Dir (dB) 3dB-BW (º) Pend (dB/º) 
Q = 1 
 = 80% 19.5  16.59  1.13  13.6 
 = 70% 21.9  16.61  1.12  13.7 
Q = 2 
 = 80% 20.5  16.61  1.14  13.5 
 = 70% 24.0  16.83  1.10  13.7 
 = 60% 25.7  16.89  1.09  13.8 
 = 50% 25.7  16.89  1.09  13.8 
 = 30% 27.0  16.38  1.22  12.8 
Q = 3 
 = 80% 20.2  16.60  1.13  13.6 
 = 70% 24.4  16.81  1.10  13.8 
 = 60% 27.0  16.96  1.08  14.0 
 = 50% 27.5  16.94  1.09  13.8 
 = 30% 28.6  16.62  1.18  13.0 
 
El tiempo requerido por el algoritmo genético para llevar a cabo cada una de las 
optimizaciones de los ejemplos presentados fue de unos 20 s, utilizando un ordenador de 
sobremesa PC equipado con un procesador Intel Core 2 Duo corriendo a 2.4 GHz. 
 
3.3.4 Conclusiones 
El método presentado permite, fijado el diagrama suma, el número de subarrays deseado y 
el porcentaje de elementos del array que comparten excitaciones comunes para los canales 
suma y diferencia, obtener la configuración de subarrays más adecuada así como los 
coeficientes de cada subarray que permiten obtener un diagrama diferencia con unas 
características deseadas. Esta técnica permite obtener diagramas suma y diferencia de buenas 
prestaciones sin necesidad de utilizar una red de alimentación demasiado compleja. 
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Ante la imposibilidad física de sintetizar diagramas de radiación ideales, como, por 
ejemplo, un diagrama de tipo flat-topped beam perfecto (una columna rectangular elevándose 
sobre un fondo completamente plano), autores como Schelkunoff [1] identificaron diagramas de 
radiación que eran físicamente sintetizables y que constituían una aproximación por mínimos 
cuadrados a dichos diagramas ideales. Para ciertos casos, incluso se encontraron funciones 
analíticas que se ajustaban al diagrama deseado (véanse por ejemplo [2-4]). El principal 
problema al que se enfrentan estos métodos radica en el hecho de que la solución por mínimos 
cuadrados constituye una aproximación que es óptima en el sentido de que minimiza la 
desviación media, pero que puede conllevar una desviación significativa del diagrama ideal en 
regiones donde podría ser necesario contar con una mejor aproximación [3]. A medida que ha 
ido mejorando la potencia de computación, se ha abordado esta dificultad buscando una 
aproximación por mínimos cuadrados a un conjunto de muestras del diagrama deseado [5]. Esta 
solución presenta, hasta cierto punto, el mismo inconveniente que antes, algo que puede 
minimizarse asignando diferentes coeficientes de peso a las muestras del diagrama [6]. Por 
desgracia, no siempre resulta sencillo encontrar los coeficientes adecuados debido a que la 
dependencia entre éstos y la solución suele ser bastante compleja. 
Un enfoque alternativo a la problemática de las desviaciones que sufren las soluciones 
obtenidas mediante mínimos cuadrados, consiste en sustituir el diagrama ideal Fid  por un 
diagrama objetivo Ftar que no presenta discontinuidades y está próximo al deseado, aunque no 
necesariamente en el sentido de mínimos cuadrados [3]. En este capítulo se demuestra, para el 
problema de la síntesis de diagramas footprint arbitrarios utilizando arrays planos (esto es, 
diagramas formados por un haz principal con una zona de emisión plana y de contorno deseado 
y una zona de lóbulos secundarios a bajo nivel), que es posible definir un patrón objetivo 
apropiado utilizando una transformación homotética dependiente del ángulo (ADHT) de un 
diagrama circular de Taylor conformado previamente por el método de Elliott y Stern [7,8] (en 
la literatura previa [9], se utiliza un diagrama objetivo similar para llevar a cabo la síntesis de 
Woodward-Lawson, pero ésta requiere el uso de un array rectangular). Tras obtener el diagrama 
objetivo, éste puede muestrearse y las excitaciones óptimas del array se calculan mediante un 
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ajuste por mínimos cuadrados a las muestras obtenidas. Por último, se puede simplificar la 
implementación de la red de alimentación imponiendo un límite inferior a las excitaciones de 
los elementos de la antena. 
 
4.2 Método 
Partiendo de un diagrama footprint ideal Fid, definido por un contorno C en coordenadas 
esféricas (,), que ha de obtenerse mediante un array de radio característico a, se procede 
como se describe a continuación: 
 Paso 1. Se deforma el contorno C a un círculo C’ entorno a un punto interno escogido de 
forma adecuada. Por simplicidad, asumimos que dicho punto es  = 0, por lo que la 
deformación tiene la forma (,)  (’,) , donde sen ’ = h() sen  para una determinada 
función h definida en el intervalo [0,2).  
 Paso 2. A continuación, se aplica el método ES (Elliott y Stern, [8]) para obtener un 
diagrama con una huella circular (flat-topped beam) de contorno C’, con nivel máximo de 
rizado Rd y un nivel máximo de lóbulos secundarios SLLd, que será sintetizado mediante 
una apertura circular de radio a. Por tanto, para unos determinados valores de M y p se 




( ) ( ) 1 1 1
( ) ( )
M pM
ES
n n Mn n n n n
t t t
F t f t
t js t js t
 
  
    
            
   (4.1)
donde t = (2a/) sen ’,  es 1 si el campo es real y 0 en otro caso, mientras que la función 
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siendo J1 la función de Bessel de primera especie y orden 1, y 1n el n-ésima raíz de J1. M 
(o 2M si el campo es real) es el número de nulos de J1(t) / t que se rellenan para cubrir el 
área dentro de C’ y p es el número de nulos adicionales que se desplazan para conseguir 
verificar la especificación de lóbulos laterales. Aunque la determinación de tn y sn es un 
proceso de optimización local, resulta extremadamente rápida. 
 Paso 3. Partiendo del diagrama FES obtenido en el anterior (o de un conjunto de sus 
muestras - ver Paso 4 -), se calcula la transformada inversa para obtener el patrón objetivo 
Ftar. Para llevar a cabo esta transformación solamente hay que sustituir sen ’ por h() sen  
en la expresión de t. 
 Paso 4. Se muestrea Ftar en los puntos adecuados. Si dicho muestreo es lo suficientemente 
denso como para no necesitar tener en cuenta, de manera explícita, la morfología de Ftar, 
entonces, en el Paso 3, bastaría con calcular Ftar en los puntos de muestreo. 
 Paso 5. Las excitaciones Ii del array se optimizan mediante mínimos cuadrados para obtener 
el patrón que mejor se ajuste a las muestras de Ftar. Al igual que el cálculo de FES en el 
Paso 2, el cálculo utilizando mínimos cuadrados es mucho más rápido que cualquier otro 
método estocástico de optimización. 
 Pasos 3-5, 3-5, etc. Si  es 0 en la ecuación 1 y FES(t) es, por lo tanto complejo, el 
diagrama en potencia FES(t)  FES(t) obtenido con el conjunto de raíces {(tn,sn)}, es idéntico al 
obtenido con cualquier otro conjunto de la forma {(tn,sn)}, donde sn =  sn [7]. Esto implica 
que, para el mismo diagrama en potencia, existen un total de 2M patrones Ftar diferentes que 
darán lugar a 2M soluciones {Ii} distintas. Por lo tanto, de entre estas 2
M soluciones se puede 
escoger aquélla que presente las mejores prestaciones en términos de nivel de lóbulos 
laterales, rizado y/o rango dinámico de amplitud de excitación Imax / Imin, donde Imax e Imin 
son las amplitudes de excitación máxima y mínima, respectivamente. 
 Paso 6. Si es necesario, las excitaciones Ii pueden ser fácilmente modificadas con el fin de 
reducir el rango dinámico Imax / Imin. Para este propósito, se definen los umbrales Tzero y Tfloor 
(Tzero < Tfloor), de forma que los elementos débilmente excitados cuyas excitaciones verifican 
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Ii/Imax < Tzero se eliminan del array, mientras que en aquéllos cuyas excitaciones verifican 
Tzero  Ii / Imax < Tfloor se aumenta su amplitud de excitación a Ii / Imax = Tfloor. Se ha 
comprobado que este procedimiento, que asegura obtener un rango dinámico de 1 / Tfloor, 
produce una degradación del diagrama menor que la obtenida si se suprimiesen todos los 
elementos cuyas excitaciones cumpliesen Ii  / Imax < Tfloor. Obviamente, además de reducir el 
rango dinámico, la eliminación de elementos de la antena también consigue reducir el peso 
de la misma además de simplificar el diseño de la red de alimentación. 
 
4.3 Resultados 
El método descrito en la sección anterior se ha aplicado a una serie de ejemplos mostrados 
a continuación. El programa ha sido desarrollado en MATLAB (R2009b) y se ha ejecutado en 
un ordenador de sobremesa con un procesador Intel Core i7 a 3.2 GHz. En todos los casos el 
tiempo de computación fue inferior a 5 segundos.   
 
4.3.1 Huella rectangular, array circular, campo complejo  
Se quiere generar una huella rectangular con una relación de aspecto 2:1, centrada en  = 0 
y definida en el primer cuadrante mediante 
v = 0.12   0  u < 0.24 
u = 0.24   0  v < 0.12 
(4.3)
donde u = sen  cos  y v = sen  sen . El objetivo es sintetizar un diagrama con un nivel de 
rizado Rd que no sea mayor de  0.5 dB y un nivel de lóbulos laterales menor de 25 dB, 
utilizando un array circular con un radio máximo de 10  y considerando elementos radiantes 
isotrópicos. Antes de la supresión de elementos que se lleva a cabo en el Paso 6, los elementos 
se encuentran equiespaciados en 20 aros concéntricos y separados una distancia /2. Los aros se 
definen de modo que el radio del aro m-ésimo (empezando a contar desde el centro) viene dado 
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por m =  (2m  1)/4. Además, considerando la simetría del diagrama deseado, imponemos 
simetría en cuadrantes en el array y calculamos la posición del n-ésimo elemento del primer 
cuadrante y del m-ésimo aro como  
(2 1) (2 1)
cos , sen (1 )
4 4mn m mn m
n n
x y n m
m m
            
   
     (4.4)
(si fuera necesario imponer un espaciado entre elementos completamente uniforme sería 
necesario utilizar definiciones más complejas de m, xmn e ymn, sin embargo, el ejemplo 
mostrado es suficiente a efectos ilustrativos). Este array se muestra en la Fig. 4.1.   
 
Fig. 4.1.  Primer  cuadrante  del  array  usado  en  el  ejemplo  de  campo  complejo,  antes  de  la 
eliminación de los elementos débilmente excitados.  
 
La transformación del Paso 1 descrita en la sección anterior se define para el primer 
cuadrante como 
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En el Paso 2 consideramos M = 2 y p = 3 para obtener un diagrama FES con un rizado 
Rd =  0.5 dB y un nivel máximo de lóbulos secundarios SLLd = 25 dB. En la Tabla 4.1 se 
muestran los resultados obtenidos. 
Tabla 4.1. Valores de tn y sn para FES en el ejemplo de campo complejo. 







En el Paso 4, muestreamos Ftar en el primer cuadrante en un total de 90 cortes de  
separados 1, utilizando 35 muestras equiespaciadas en la superficie de la huella y 50 fuera de 
ésta (se utilizan 7650 muestras en total). En el Paso 5, considerando la simetría en cuadrantes de 
la antena, la función campo que ha de ajustarse a las muestras de Ftar viene dada por: 
20
1 1





F I kx k y     
 
   (4.6)
donde Imn es la excitación del n-ésimo elemento situado en el m-ésimo anillo y k es número de 
onda.  
El diagrama obtenido en el Paso 5 presenta un nivel máximo de lóbulos laterales (SLL) de 
22.34 dB y un nivel de rizado en la región de emisión de 2.60 dB, mientras que la 
distribución de las excitaciones presenta un rango dinámico Ii / Imax = 471. Si las excitaciones se 
ajustan tal y como se explica en el Paso 6 usando unos umbrales de Tzero = 1/16 y Tfloor = 1/14 
con el fin de reducir el rango dinámico a 14, se eliminan 92 elementos por cuadrante (44%), el 
nivel de lóbulos laterales se sitúa en 22.59 dB, mientras que el nivel de rizado se eleva hasta 
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2.51 dB. El array resultante se muestra en la Fig. 4.2 y el patrón resultante en las Figs. 4.3 y 
4.4. Cabe destacar que si bien este patrón obtenido está por debajo de las exigencias iniciales 
tanto de lóbulos secundarios como de rizado, dichas especificaciones podrían conseguirse 
incrementando M  y/o p en el Paso 2 con el fin de imponer especificaciones más estrictas a FES. 
Se ha comprobado que las soluciones alternativas correspondientes a los Pasos 3-5 descritos 
anteriormente (ver sección 4.3) no mejoran los resultados obtenidos. 
 
Fig. 4.2.  Primer  cuadrante  del  array  usado  en  el  ejemplo  de  campo  complejo  tras  la 
eliminación de los elementos débilmente excitados. 
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Fig. 4.3.  Diagrama  de  radiación  del  campo  complejo  generado  por  el  array  de  la  Fig.  4.2 
(proyección en el plano (u,v)). 
 
Es posible comparar el diagrama obtenido anteriormente con el que se obtendría si se 
muestrea el patrón ideal (una columna rectangular con una zona de emisión perfectamente 
plana elevándose 25 dB por encima de un fondo plano), en lugar de FES. Antes de retocar las 
excitaciones en el paso 6, el ajuste por mínimos cuadrados al patrón ideal permite obtener un 
SLL de 17.80 dB y un rizado de 2.03 dB, con un rango dinámico de 2576. Tras ajustar las 
excitaciones (utilizando los mismos umbrales que en el caso anterior) se eliminan un total de 
161 elementos por cuadrante (77%), resultando en un array que genera un diagrama de 
radiación con un SLL de 13.79 dB y un rizado de 1.65 dB.  
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4.3.2 Huella rectangular, array circular, campo real 
Para obtener el mismo diagrama en potencia que el mostrado en el ejemplo anterior pero 
usando un campo real, es necesario rellenar más ceros así como utilizar un array circular mayor, 
compuesto, en este caso, por 32 aros. La separación entre aros es de /2 y se emplean las 
expresiones usadas anteriormente para m, xmn and ymn (de este modo, el radio del aro exterior es 
de 15.75). Los valores de M y p empleados en el Paso 2, así como el modo de muestreo usado 
en el Paso 4, también son idénticos a los utilizados en el caso del campo complejo. Los valores 
de tn y sn que determinan las raíces del diagrama FES se muestran en la Tabla 4.2. Antes de 
ajustar las excitaciones (Paso 6), la solución obtenida presenta un SLL de 22.74 dB, un nivel 
de rizado de 1.37 dB y un rango dinámico de 15097. Estableciendo límites con Tzero = 1/56 y 
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Tfloor = 1/54 se eliminan 394 elementos por cuadrante (75%; ver Fig. 4.5), obteniendo un 
diagrama con un nivel máximo de lóbulos de 22.56 dB y un rizado de 1.56 dB (Figs. 4.6 y 
4.7). Al igual que en el caso del campo complejo, para la obtención de un diagrama con un 
nivel de lóbulos de 25 dB y un rizado de 1 dB es necesario imponer especificaciones más 
estrictas para el FES.  
Tabla 4.2. Valores de tn y sn para FES en el ejemplo de campo real. 
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Fig. 4.7. Diagrama de  radiación del  campo  real generado por el array de  la Fig. 4.5  (vista en 
perspectiva). 
 
4.3.3 Huella irregular, array circular, campo complejo 
En la Figura 4.8 se muestra el contorno de la huella deseada del este último ejemplo, para 
el cual utilizamos un array con 12 aros y, una vez más, el diagrama objetivo cuenta con un SLL 
de 25 dB y un rizado máximo de 1 dB. En la Fig. 4.8 también se muestra, superpuesto al 
contorno de la huella deseada C, el contorno circular C. En este caso C no tiene expresión 
analítica, por lo que tampoco existe la función de transformación h() que ha de obtenerse 
numéricamente. Utilizamos la misma distribución de elementos y los mismos valores de M y p 
que en los ejemplos previos. Puesto que la huella deseada no tiene simetría, es necesario 
muestrear Ftar en todo el hemisferio: en dicho muestreo se utilizan un total de 360 cortes de   
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con una separación angular de 1 y 25 muestras equiespaciadas en cada corte de  . Además, en 









F I jk x y     
 
   (4.7)
 
Fig. 4.8. Contorno  C  irregular  deseado  y  contorno  circular  C’  que  se  transforma mediante 
ADHT en el último ejemplo de esta sección. 
 
Al completarse la optimización, se obtiene una solución con un rango dinámico de 120 que 
genera un diagrama en potencia con un SLL de 18.95dB y un rizado de 1.38 dB. Tras el 
ajuste de las excitaciones utilizando los límites Tzero = 1/13 y Tfloor = 1/10, se consiguen eliminar 
97 elementos de la antena (31%; Fig. 4.9), obteniendo un diagrama de radiación con un SLL de 
18.85 dB y un rizado de 1.64 dB (Figs. 4.10 y 4.11).   
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Fig.  4.10.  Diagrama  de  radiación  del  campo  real  generado  mediante  el  array  de  la  Fig.  4.9 
(proyección sobre el plano (u,v)).  
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Se ha demostrado que los diagramas de tipo huella sintetizados utilizando agrupaciones de 
antenas deben ser evaluados en términos de sus parámetros de calidad (nivel de los lóbulos 
laterales, rizado, etc.), pero no por lo bien que se ajustan a un diagrama ideal que puede no ser 
físicamente realizable. La bondad del ajuste por mínimos cuadrados a un diagrama ideal es 
significativamente peor que la del ajuste por mínimos cuadrados a los diagramas obtenidos 
mediante las transformación homotética de una huella circular obtenida mediante el método de 
Elliott Stern para distribuciones de abertura circulares. 
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Como se ha indicado en el capítulo 1, los ceros rellenados de un diagrama de tipo haz 
perfilado generado mediante una agrupación lineal de N antenas separadas una distancia d, se 











que están situadas fuera del círculo unitario de Schelkunoff, siendo In la excitación del elemento 
n-ésimo, exp[ (2 / ) cos ]w j d     y  el ángulo medido desde el endfire. Resulta muy 
sencillo comprobar que, reemplazando cualquier raíz situada fuera del círculo unitario, dada por 
exp(an+jbn), por la raíz exp(an+jbn), no se modifica el diagrama de radiación en potencia [1]. 
Debido a esto, en la síntesis de un diagrama de radiación con M ceros rellenados, existen 2M 
soluciones distintas, aunque el número de soluciones independientes puede ser menor 
dependiendo de la simetría del diagrama de radiación. Esta multiplicidad de soluciones permite 
escoger aquella solución que presente una distribución de excitaciones que minimice los 
problemas de acoplo mutuo entre elementos –algo que normalmente se hace escogiendo el 
menor valor de |I|max / |I|min o (|In| / |In1|)max, siendo |I|max e |I|min la excitación máxima y mínima, 
respectivamente– [1-5], o aquella solución que mejora el ancho de banda de la antena en 
términos de una serie de parámetros del diagrama de radiación [6-7]. 
 En este trabajo, se estudia si, de entre todas estas soluciones, es posible encontrar 
algunas que presenten importantes mejoras en lo relativo a la sensibilidad de las prestaciones de 
la antena ante errores en la amplitud, fase y posición de sus elementos. 
 
5.2 Análisis de Tolerancia 
Consideraremos un array de 16 elementos isotrópicos dispuestos a lo largo del eje z y 
separados una distancia /2. A continuación, utilizamos el método de Orchard-Elliott [1] para 
sintetizar un diagrama de tipo flat-topped beam con M = 4 ceros rellenados, un ancho de haz a 
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3dB de unos 40º, un rizado de 0.25 dB, y un nivel máximo de lóbulos laterales (SLL) de entre 
–16 y –26 dB. Con el fin de llevar a cabo el análisis de tolerancia, definimos, para cada 
diagrama sintetizado, una máscara que permite un margen de 0.5 dB y 1.0 dB para el rizado y el 
SLL, respectivamente, y un margen de 1º en el ancho de haz. Las Figs. 5.1-5.3 muestran los 
diagramas con SLLs de –16 dB, –21 dB, and –26 dB, junto con sus máscaras correspondientes. 
Tabla 5.1. Raíces exp(an+jbn) correspondientes a los diagramas de las Figs. 5.1‐5.3, 5.5 y 5.6. 
Fig. 5.1 Fig. 5.2 Fig. 5.3 Fig. 5.5 Fig. 5.6 
an bn an bn an bn an bn an bn 
0.0000  ‐2.7365  0.0000  ‐2.7449  0.0000  ‐2.7540  ‐0.1123  ‐2.7413  0.0000  ‐2.7839 
0.0000  ‐2.3333  0.0000  ‐2.3513  0.0000  ‐2.3706  0.1010  ‐2.3436  0.0000  ‐2.4109 
0.0000  ‐1.9358  0.0000  ‐1.9661  0.0000  ‐1.9985  ‐0.1079  ‐1.9529  0.0000  ‐2.0328 
0.0000  ‐1.5540  0.0000  ‐1.6036  0.0000  ‐1.6556  ‐0.0986  ‐1.5809  0.0000  ‐1.6524 
0.0000  ‐1.2394  0.0000  ‐1.3227  0.0000  ‐1.4037  ‐0.0575  ‐1.2775  0.0000  ‐1.3593 
0.2281  ‐0.6321  0.2370  ‐0.6516  0.2450  ‐0.6693  ‐0.2338  ‐0.6444  0.2422  ‐0.6642 
0.2378  ‐0.2115  0.2449  ‐0.2175  0.2514  ‐0.2230  ‐0.2423  ‐0.2153  0.2496  ‐0.2215 
0.2378  0.2115  0.2449  0.2175  0.2514  0.2230  0.2423  0.2153  ‐0.2496  0.2215 
0.2281  0.6321  0.2370  0.6516  0.2450  0.6693  0.2338  0.6444  ‐0.2422  0.6642 
0.0000  1.2394  0.0000  1.3227  0.0000  1.4037  ‐0.0575  1.2775  0.0000  1.3593 
0.0000  1.5540  0.0000  1.6036  0.0000  1.6556  0.0986  1.5809  0.0000  1.6524 
0.0000  1.9358  0.0000  1.9661  0.0000  1.9985  0.1079  1.9529  0.0000  2.0328 
0.0000  2.3333  0.0000  2.3513  0.0000  2.3706  0.1010  2.3436  0.0000  2.4109 
0.0000  2.7365  0.0000  2.7449  0.0000  2.7540  ‐0.1123  2.7413  0.0000  2.7839 
0.0000  3.1416  0.0000  3.1416  0.0000  3.1416  0.1126  3.1416  0.0000  3.1416 
 
 
El método de Orchard-Elliott permite calcular de forma sencilla las raíces exp(an + jbn) de 
(1). Calculando todas las posibles combinaciones de signos de los ceros rellenados (an  0), 
obtenemos 16 conjuntos de excitaciones que generan el mismo diagrama en potencia. 
Posteriormente, para cada conjunto de excitaciones {In}, analizamos la sensibilidad de las 
prestaciones de la antena ante errores en la amplitud, fase y posición de los elementos. Para 
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dicho propósito, generamos una población de 10000 antenas en las que cada una de las 
amplitudes, fases de excitación o posiciones de los elementos se perturban de forma aleatoria. 
Finalmente, calculamos el porcentaje de antenas cuyos diagramas de radiación satisfacen los 
requisitos de la máscara, que denominaremos tasa de éxito. 
 





























haz a 3dB de 37.4º, rizado de 0.25 dB, y todos  los  lóbulos  laterales a –16 dB, generado por un array 
lineal  de  16‐elementos  separados  /2.  Línea  roja: máscara  que  define  los  límites  impuestos  a  este 
diagrama. 
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haz a 3dB de 39.0º, rizado de 0.25 dB, y todos  los  lóbulos  laterales a –21 dB, generado por un array 
lineal  de  16‐elementos  separados  /2.  Línea  roja: máscara  que  define  los  límites  impuestos  a  este 
diagrama. 





























haz a 3dB de 40.5º, rizado de 0.25 dB, y todos  los  lóbulos  laterales a –26 dB, generado por un array 
lineal  de  16‐elementos  separados  /2.  Línea  roja: máscara  que  define  los  límites  impuestos  a  este 
diagrama. 
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En el primer caso, sintetizamos el diagrama de tipo flat-topped beam, con todos los lóbulos 
laterales a un mismo nivel (similar al diagrama Dolph-Chebyshev) comprendido entre –16 dB y 
–26 dB. Las raíces resultantes se muestran en la Tabla 5.1. Tras chequear las 16 posibles 
soluciones, escogemos aquella que maximiza el porcentaje de diagramas que satisfacen los 
requerimientos de la máscara (tasa de éxito) al simular los errores. Con el fin de establecer una 
comparativa, también se han incluido los resultados para la solución de minimiza el rango 
dinámico, |I|max/|I|min, un criterio muy utilizado en la literatura previa [1-5]. En las Tablas 5.2-
5.4 se presentan los resultados obtenidos considerando errores en amplitudes, fases y posiciones 
de los elementos correspondientes a los diagramas de las Figs. 5.1 a 5.3. La primera columna 
indica si estamos considerando errores en amplitudes (amp), en fases (ph), o en posiciones 
(pos), mientras que la segunda indica los límites de las distribuciones utilizadas para calcular 
dichos errores. En las 2 últimas columnas se muestran los resultados obtenidos considerando la 
solución que optimiza el rango dinámico. Las columnas Sol. indican si la distribución de 

















0.3  98.2  139.8  RA  95.2 
2.3  CS 
0.5  75.4  139.8  RA  57.3 
0.7  49.5  139.8  RA  24.7 
1.0  26.3  139.8  RA  6.1 
ph 
(º) 
1.0  100.0  5.9  CS  100.0 
2.0  98.5  5.9  CS  97.1 
4.0  48.5  5.9  CS  38.5 
6.0  13.2  5.9  CS  5.7 
pos 
() 
0.005  100.0  83.2  RA  99.6 
0.010  88.6  83.2  RA  77.4 
0.025  36.1  83.2  RA  7.6 
0.050  9.0  83.2  RA  0.3 
* Tasa de éxito es el porcentaje de patrones que verifican las especificaciones de la máscara 
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0.3  68.9  30.6  RA  44.9 
2.3  CS 
0.5  29.4  30.6  RA  9.1 
0.7  13.8  30.6  RA  2.1 
1.0  4.9  30.6  RA  0.3 
ph 
(º) 
1.0  99.4  5.6  CS  98.5 
2.0  54.0  5.6  CS  44.3 
4.0  6.4  5.6  CS  2.1 
6.0  1.0  5.6  CS  0.1 
pos 
() 
0.005  91.7  70.3  RA  83.9 
0.010  50.5  70.3  RA  23.9 
0.025  9.9  70.3  RA  0.8 

















0.3  20.1  14.5  RA  4.2 
3.2  CS 
0.5  4.4  14.5  RA  0.3 
0.7  1.7  14.5  RA  0.1 
1.0  0.6  14.5  RA  0.0 
ph 
(º) 
1.0  60.0  6.3  CS  51.7 
2.0  7.3  6.3  CS  2.9 
4.0  0.4  6.3  CS  0.0 
6.0  0.1  6.3  CS  0.0 
pos 
() 
0.005  52.5  19.5  RA  28.3 
0.010  14.9  19.5  RA  2.3 
0.025  1.5  19.5  RA  0.0 
0.050  0.1  19.5  RA  0.0 
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De los resultados anteriores se observa que la solución que optimiza la tasa de éxito 
presenta una tolerancia a errores sensiblemente mejor que la solución que optimiza |I|max / |I|min. 
Por ejemplo, usando SLL = –21 dB y amp = 0.3 dB, la tasa de éxito aumentó desde el 44.9% 
hasta el 68.9%. Sin embargo, las soluciones que optimizan la tasa de éxito presentan un rango 
dinámico de excitación sensiblemente superior que al obtenido cuando se optimiza |I|max / |I|min, 
especialmente para las soluciones reales asimétricas (RA). Nótese que la solución que minimiza 
el rango dinámico siempre es complejo-simétrica (CS), mientras que la que optimiza la tasa de 
éxito es real-asimétrica para errores en las amplitudes de excitación y las posiciones de los 
elementos, pero complejo-simétricas para errores en las fases de excitación (obviamente, las 
soluciones reales no son consideradas para este tipo de errores). Además, la tasa de éxito 
disminuye rápidamente a medida que el SLL disminuye: esto es debido a que los lóbulos con 
menor nivel aumentan más rápidamente que los de mayor nivel ante pequeñas variaciones en 
las excitaciones o las posiciones de los elementos de la antena. En la Fig. 5.4 se representa la 
Capítulo 5: Análisis de tolerancia de la multiplicidad de soluciones en la síntesis de diagramas 





tasa de éxito y el rango dinámico |I|max / |I|min frente al número de las 16 posibles soluciones 
considerando errores en la amplitud de excitación: se observa que la tasa de éxito máxima se 
alcanza para las soluciones en las que el rango dinámico también es máximo. 
 






























Es posible mejorar la tasa de éxito (así como reducir el rango dinámico de excitación) 
rellenando los ceros de la región de lóbulos laterales como en [4-5]. Obviamente, a medida que 
aumenta M, el número de soluciones posibles aumenta exponencialmente, lo que permite 
encontrar una solución que presente una mayor tasa de éxito. Para dicho propósito, se ha 
sintetizado el mismo diagrama que el de la Fig. 5.1, pero rellenando todos los lóbulos laterales a 
un nivel 3 dB por debajo de su nivel máximo (en la Fig. 5.5 se muestra el diagrama y su 
máscara correspondiente, mientras que las raíces se muestran en la Tabla 5.1). Tras un chequeo 
exhaustivo de las 32.768 soluciones posibles (correspondientes a M = 15 ceros rellenados), 
hemos obtenido los resultados que se muestran en la Tabla 5.5. Comparando estos resultados 
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con los de la Tabla 5.2, se observa que, rellenado todos los ceros del diagrama, es posible 
encontrar una solución que presente una mejor tolerancia a errores que en el caso anterior con 
ceros profundos. Nótese que la solución óptima que minimiza |I|max / |I|min muestra un mejor 
rango dinámico que antes, pero presenta una peor tolerancia a errores. En este caso no existen 
soluciones complejo-simétricas, debido a que tenemos un número impar de raíces rellenadas. 
Por lo tanto, las soluciones que optimizan la tasa de éxito considerando errores en fases de 


















0.3  99.6  249.7  RA  96.4 
2.0  CA 
0.5  81.9  112.7  RA  53.7 
0.7  60.0  24.8  RA  17.8 
1.0  40.8  24.8  RA  3.4 
ph 
(º) 
1.0  100.0  7.7  CA  100.0 
2.0  99.5  84.1  CA  94.5 
4.0  55.9  84.1  CA  31.3 
6.0  28.1  7.7  CA  5.6 
pos 
() 
0.005  100.0  38.3  RA  99.4 
0.010  96.1  46.9  RA  69.4 
0.025  45.9  103.1  RA  7.1 
0.050  21.5  10.3  RA  0.4 
 
En un ejemplo posterior, se sintetizó un diagrama de tipo flat-topped beam similar al de la 
Fig. 2, pero con unos lóbulos laterales que disminuyen progresivamente: en este caso hemos 
usado los niveles de los lóbulos laterales correspondientes a un diagrama de tipo Taylor con 
SLL = –21 dB y 2.n   El diagrama y su máscara correspondiente se muestran en la Fig. 5.6, 
mientras que las raíces obtenidas se muestran en la Tabla 5.1. Los resultados obtenidos en este 
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caso se resumen en la Tabla 5.6. Comparando estos resultados con los de la Tabla 5.3, se 
observa que las soluciones que proporciona la síntesis del diagrama con este tipo de lóbulos 
laterales muestran una tolerancia a errores mucho mayor que en el caso anterior. A modo de 
ejemplo, usando ph = 2.0º, la tasa de éxito óptima aumenta desde el 54.0% hasta el 97.3%. 
Esto es debido a que, al disminuir el nivel de los lóbulos progresivamente, se reduce la 
variabilidad de las excitaciones cerca de los bordes de la antena (edge-brightening) lo que 
mejora su tolerancia a errores y, por otro lado, también aumenta el margen entre el nivel de esos 
lóbulos y la máscara. 
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0.3  98.7  22.8  RA  97.0 
3.0  CS 
0.5  85.4  22.8  RA  72.5 
0.7  68.6  22.8  RA  39.4 
1.0  43.6  22.8  RA  9.8 
ph 
(º) 
1.0  100.0  5.9  CS  100.0 
2.0  97.3  5.9  CS  96.4 
4.0  63.1  5.9  CS  47.3 
6.0  25.3  5.9  CS  14.0 
pos 
() 
0.005  100.0  22.8  RA  100.0 
0.010  99.4  22.8  RA  98.5 
0.025  52.7  22.8  RA  30.8 
0.050  11.3  22.8  RA  1.0 
 
Tabla 5.7. Tolerancia a errores en las amplitudes de excitación de los elementos de la antena que genera 













0.3  100.0  55.4  RA  100.0 
2.6  CS 
0.5  100.0  55.4  RA  96.7 
0.7  99.3  55.4  RA  79.2 
1.0  93.4  55.4  RA  41.0 
4 
0.3  100.0  2567.4  RA  100.0 
2.1  CS 
0.5  99.1  2567.4  RA  95.1 
0.7  93.4  2567.4  RA  72.7 
1.0  78.9  2567.4  RA  31.6 
5 
0.3  100.0  346.8  RA  100.0 
2.2  CS 
0.5  96.7  346.8  RA  92.1 
0.7  84.8  346.8  RA  62.9 
1.0  63.4  346.8  RA  22.6 
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Finalmente, se ha estudiado la influencia del parámetro n  sintetizando el diagrama de la 
Fig. 5.1 usando los lóbulos laterales de un diagrama de tipo Taylor con SLL = –16 dB y n
variando de 2 a 6. En la Tabla 5.7 se muestran los resultados obtenidos considerando errores en 
las amplitudes de excitación. Al igual que antes, al considerar diagramas de radiación con 
lóbulos laterales que van disminuyendo progresivamente, se mejora la tasa de éxito. Sin 
embargo, a medida que n  aumenta, los resultados empeoran porque los lóbulos disminuyen 
más lentamente. 
También se ha llevado a cabo un análisis de tolerancia modificando el valor de rizado del 
diagrama de tipo flat-topped beam sintetizado (y modificando la máscara correspondiente para 
permitir, al igual que antes, un margen de 0.5 dB en el rizado). En este caso no se ha observado 
una variación significativa en la tasa de éxito. 
 
5.3 Conclusiones 
La multiplicidad de soluciones surgida a raíz del relleno de ceros permite sintetizar 
diagramas de haz perfilado que presentan una mejora significativa en la tolerancia de la antena 
ante errores en las amplitudes de excitación, fases o posiciones de los elementos. Puesto que las 
soluciones que optimizan la tasa de éxito muestran una tolerancia a errores mucho mejor que la 
de las soluciones que optimizan |I|max/|I|min, el diseñador debe elegir una solución de 
compromiso entre tolerancia a errores y rango dinámico de excitación. 
Se ha observado que la tolerancia a errores de la antena no se ve afectada por el nivel de 
rizado del diagrama de radiación. Por otro lado, a medida que el SLL del diagrama sintetizado 
disminuye, la tolerancia a errores de la antena empeora. Sin embargo, dicha tolerancia puede 
mejorarse sintetizando diagramas con lóbulos laterales cuyo nivel disminuye progresivamente. 
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En este capítulo se diseñan arrays de antenas que utilizan dipolos parásitos para generar 
diagramas suma con buenas prestaciones. Estos elementos parásitos se iluminarán mediante un 
único dipolo o, a lo sumo, mediante un número reducido de dipolos con alimentación uniforme, 
lo que simplificará notablemente el diseño de la red de alimentación de la antena resultante. En 
la primera parte de este capítulo se utilizarán arrays lineales de dipolos parásitos iluminados 
mediante un array activo de dipolos con excitación uniforme, realizando una discusión de la 
influencia del tamaño del array activo y del parásito en las prestaciones de la antena. 
Posteriormente, se diseñarán arrays planos de elementos parásitos iluminados por un único 
dipolo activo. En este caso se simularán y optimizarán varios diseños, validando uno de ellos 
mediante la fabricación de un prototipo, que será medido en la cámara anecoica con el fin de 
verificar el método propuesto. 
 
6.2 Síntesis de diagramas suma utilizando arrays lineales 
de dipolos parásitos iluminados por pequeños arrays 
con alimentación uniforme 
6.2.1 Introducción 
Como se ha indicado en el capítulo 1, los arrays de antenas son una buena solución para 
aplicaciones de comunicación tanto en el segmento espacial como el terrestre. Entre sus 
ventajas, se incluye la posibilidad de barrido rápido de haz y un control preciso en el diagrama 
de radiación [1-4]. Sin embargo, los principales inconvenientes de este tipo de antenas están 
relacionados con la elevada complejidad y coste de la red de alimentación (pasiva o activa), así 
como con la eficiencia y complejidad del módulo de RF a DC. Por lo tanto, es evidente el 
considerable interés de diseñar arrays de antenas con una red de alimentación simple [1-5]. 
Recientemente, el uso de arrays con elementos parásitos iluminados con un número reducido de 





elementos activos ha recibido cierta atención [6-8], ya que la presencia de arrays parásitos 
aumenta el número de grados de libertad del problema, permitiendo llevar a cabo la síntesis sin 
modificar la alimentación del array activo, que, en algunos casos, llega a ser muy simple. Un 
ejemplo es la antena ESPAR [9], en la que un único dipolo activo ilumina un array parásito. El 
uso de arrays parásitos también facilita de reconfigurabilidad de haz, que puede conseguirse 
mediante una adecuada configuración de los elementos activos y pasivos del array [10-11]. 
Otros autores consiguen simplificar la red de alimentación utilizando antenas Yagi-Uda cuya 
geometría se optimiza con algoritmos genéticos [12-17]. Otra posible solución al problema que 
se plantea consiste en la utilización de resonadores Fabry-Perot [18], aunque este tipo de 
configuración presenta un ancho de banda muy limitado. Por último, añadir que también es 
posible combinar arrays activos y parásitos en placas de circuitos impresos [19]. 
En esta sección se sintetizarán diagramas de tipo suma utilizando antenas formadas por un 
array lineal de dipolos parásitos iluminados por un array activo, similar al anterior pero de 
tamaño más reducido y con alimentación uniforme. Tras este array activo se coloca un plano de 
tierra para aumentar la directividad de la antena. En el proceso de síntesis se optimizarán las 
distancias entre los dos arrays así como la separación entre los dipolos adyacentes de cada 
array. Durante la optimización, se tendrá en cuenta el acoplo mutuo entre elementos radiantes, 
utilizando un modelo que será validado mediante el simulador electromagnético FEKO [20]. 
También se analizará la influencia del cociente entre el número de elementos activos y de 
elementos parásitos en las prestaciones de la antena. 
 
6.2.2 Método 
La geometría de la antena se muestra en la Fig. 6.1. Dicha antena está formada por: 1) un 
array lineal de N dipolos cilíndricos con alimentación central, paralelos al eje Z y cuyos centros 
se sitúan a lo largo de una línea en el plano XY, paralela al eje X y a una distancia h de éste; 2) 
un array lineal de M dipolos parásitos colocados de forma similar al array anterior a lo largo de 
una línea a una distancia h+y del eje x; y 3) un plano de tierra situado en el plano y =  0. Todos 




los dipolos son de longitud /2, y los dipolos activos están uniformemente excitados con un 
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Fig.  6.1. Geometría de una  antena  compuesta por  arrays  lineales de dipolos  activos  y parásitos 
situados frente a un plano de tierra. 
 
Puesto que los voltajes de los dipolos son conocidos (Vn = 1 si el elemento n-ésimo es 
activo y Vn = 0 si el elemento es parásito), es posible calcular la distribución de corrientes de la 
antena invirtiendo la matriz de impedancias [Z] usando (2.4). Las auto-impedancias Znn y las 
impedancias mutuas Zmn se calculan utilizando las expresiones de Hansen [21]. Finalmente, el 
diagrama de radiación F(,) se calcula mediante la siguiente expresión, que tiene en cuenta la 
presencia del plano de tierra: 
         
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(6.1) 
donde k es el número de onda 2/, mientras que el centro del dipolo n-ésimo y de su imagen 
sobre el plano de tierra está situado en (xn , yn ,0) y (xn ,yn , 0), respectivamente, con 
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En este método, las variables xn y y se optimizan mediante la técnica de Simulated 
Annealing [22]. En el proceso, se minimiza una función de coste C que está compuesta por un 
término para reducir el nivel de lóbulos secundarios (la diferencia cuadrática entre el nivel de 
lóbulos laterales del diagrama de radiación, SLL, y el valor deseado, SLLd, ambos en dB) y otro 
término para maximizar la directividad máxima (Dir): 
2
1 2( , ) ( ) /dC SLL Dir c SLL SLL c Dir    (6.3) 
donde los coeficientes c1 y c2 ajustan los pesos relativos de los términos de la función de coste. 
En los ejemplos presentados a continuación, se ha escogido c1 = 1 y c2 = 100 para favorecer la 
maximización de la directividad una vez alcanzado el nivel de lóbulos laterales deseado. 
 
6.2.3 Resultados 
En el primer ejemplo, se considera una antena con 8 dipolos activos y 16 dipolos parásitos 
sobre un plano de tierra situado una distancia λ/4. Se considera simetría respecto de los centros 
de los arrays. Todos los dipolos tienen un radio de 0.005λ. Tras el proceso de optimización se 
ha obtenido un diagrama de radiación con un nivel de lóbulos secundarios de 20 dB, una 
directividad de 21.3 dB y un ancho de haz de 5.4º a 3 dB. La geometría de la antena resultante 
se refleja en la Tabla 6.1. Estos resultados fueron posteriormente comprobados mediante una 
simulación de la antena en el programa FEKO [20] usando las geometrías indicadas en la Tabla 
anterior obteniendo casi el mismo patrón de radiación (v. Fig. 6.2), con valores de directividad, 
SLL y ancho de haz muy similares a los obtenidos en el proceso de optimización. El tiempo de 




computación empleado en la optimización ha sido de aproximadamente 10 minutos, utilizando 




Array activo  
(Vn = 1 V)  
Array parásito (Vn = 0 V) 
n xn (λ) n nx  (λ) n nx  (λ) 
4,5  ±0.6942  16,17  ±0.6632  12,21  ±2.8928 
3,6  ±1.5887  15,18  ±0.9668  11,22  ±3.2002 
2,7  ±3.0020  14,19  ±1.3694  10,23  ±4.3270 
1,8  ±4.4771  13,20  ±1.6695  9,24  ±4.6499 
y = 0.158λ 
 




































En la Tabla 6.2 se muestran los resultados obtenidos variando tanto número de dipolos 
activos como parásitos. Como era de esperar, el incremento del número de dipolos activos 
permite mejorar las prestaciones del diagrama. Sin embargo, para un número fijo de elementos 
activos, sólo es necesario incrementar el número de dipolos pasivos hasta un cociente 
pasivos/activos (M/N) de 2. Por ejemplo, si se dispone de 8 dipolos activos, aumentando el 
número de elementos pasivos de 12 a 16 se incrementa la directividad en 1.1 dB y se estrecha el 
ancho de haz en 1.38º, sin embargo si se añaden 4 elementos pasivos adicionales tan sólo se 
consigue un aumento de 0.1 dB en la directividad y un estrechamiento del ancho de haz de 
0.18º, tal y como se muestra en la Tabla 6.3. Esta misma conclusión se obtiene comparando las 
columnas de la izquierda y de la derecha de la Tabla 6.2, en donde se observa que para N ≤ 10, 
los resultados obtenidos considerando M = 20 apenas mejoran los obtenidos con M =  2N. 
 


































10 2.0  11.19  13.41  ‐20.0   22.0   4.26  11.19  13.41  ‐20.0  22.0   4.26 
8 2.5  9.01  11.48  ‐20.0   21.4   5.22  8.95  9.30  ‐20.0  21.3   5.40 
6 3.3  5.95  12.55  ‐20.0   19.7   7.44  5.78  6.30  ‐20.0  19.5   7.86 
4 5.0  3.44  16.98  ‐20.0   17.8   11.52  2.97  3.31  ‐20.0  17.6   12.10 
 
La Fig. 6.3, junto con la Tabla 6.2, sugiere la causa del valor techo del número de 
elementos parásitos útiles por cada elemento activo. Cuando M = 2N, el array activo es al menos 
dos veces más largo que un array con el mismo número de elementos uniformemente espaciado 
a 0.5, es decir, el array activo aumenta su tamaño para reducir el ancho de haz, y el array 
parásito, que en todos los casos es ligeramente más largo que el activo, produce la disminución 
en el nivel de lóbulos secundarios. Cuando el cociente M/N es grande, prácticamente no se gana 
nada al agrupar los elementos parásitos delante del array activo, por lo que los elementos 




parásitos de los extremos tienden a colocarse muy lejos del array activo de forma que en ellos 
apenas se induce alguna excitación. De esta forma, la contribución de estos elementos al 
diagrama de radiación es casi inapreciable, aunque su presencia influye en las posiciones de los 
elementos más centrales. En el otro extremo, por ejemplo para el caso M = 4 de la Tabla 6.3, los 
resultados sugieren que cuando hay muchos menos elementos parásitos que elementos activos, 
los primeros se emplean para estrechar el haz del diagrama al incrementar la longitud efectiva 
de la antena, a pesar de estar débilmente excitados. Esta podría ser la misma razón por la cual, 
con M = 20 y M/N  >  2.5, la longitud del array de parásitos se aumenta a medida que decrece el 
número de elementos activos (v. Tabla 6.2). Sea como fuere, la conclusión general que se puede 
desprender es que no compensa usar más del doble de elementos parásitos que de elementos 
activos, puesto que la mejora obtenida es muy pequeña. 
 













































20  2.5  9.01  11.48  ‐20.0  21.4  5.22 
16  2.0  8.95  9.30  ‐20.0  21.3  5.40 
12  1.5  7.24  7.79  ‐20.0  20.2  6.78 
8  1.0  6.61  8.38  ‐20.0  18.9  6.96 
4  0.5  5.98  9.44  ‐20.0  18.3  7.38 
0  0  5.87  ‐  ‐17.3  17.8  8.28 
 
En la discusión anterior se han considerado ejemplos en los cuales los dipolos activos se 
alimentan con excitaciones uniformes lo cual permite utilizar redes de alimentación sencillas. 
El uso de elementos parásitos permite conseguir unas determinadas características de radiación 
usando un menor número de elementos activos, por lo que el diseño y construcción de la red de 
alimentación se ve simplificada. Sin embargo, también sería posible utilizar excitaciones no 
uniformes, lo que aumentaría los grados de libertad del problema y permitiría, no sólo mejorar 
el nivel de lóbulos laterales (introduciendo un taper en la ley de excitaciones), sino que también 
posibilitaría la síntesis de diagramas de radiación conformados o el desapuntamiento del haz 
(variando las fases de excitación como en sección 2.4.3). En estos casos, así como en el caso 
uniforme, el uso de elementos parásitos permitiría mejorar las características y el 
comportamiento de la antena usando para ello un número menor de elementos activos. 
 
6.2.4 Conclusiones 
Es posible obtener diagramas de radiación con un bajo nivel de lóbulos laterales y una 
directividad adecuada utilizando antenas formadas por un array lineal de dipolos parásitos 
situado frente a un array más pequeño de dipolos activos con alimentación uniforme, una 
configuración que simplifica el diseño de la red de alimentación. El principal efecto del array 




parásito en la antena es permitir aumentar la longitud del array activo en un factor 2 o más, 
reduciendo el ancho de haz y manteniendo los lóbulos laterales a un bajo nivel. Fijado un 
número de elementos activos, el rendimiento de la antena mejora a medida que aumenta el 
número de elementos parásitos, pero sólo hasta que el número de parásitos es aproximadamente 
el doble que el número de elementos activos. Este método es fácilmente extrapolable al caso de 
arrays planos.  
 
6.3 Síntesis de diagramas suma utilizando arrays planos de 
elementos parásitos alimentados por un solo elemento 
activo 
6.3.1 Introducción 
En la sección anterior se comprobó que la utilización de elementos parásitos en el diseño 
de antenas permite aumentar el número de grados de libertad del problema, permitiendo llevar a 
cabo la síntesis sin modificar la ley de alimentación del array activo, lo que simplifica la 
implementación de la antena. Así, en dicha sección, se diseñaron antenas compuestas de un 
array lineal de elementos parásitos iluminados por un array de dipolos activos con excitación 
uniforme.  
A continuación, se demuestra que es posible diseñar arrays planos que requieren un solo 
punto de alimentación. Para este propósito, se presenta un método simple e innovador con el 
que se obtendrán varios diseños de antenas que utilizan arrays planos compuestos de elementos 
parásitos e iluminados por un único dipolo activo, lo que simplifica notablemente la red de 
alimentación resultante. La geometría de las antenas se optimiza utilizando el algoritmo PSO 
(Particle Swarm Optimization) [23-27] y el método de optimización local Downhill Simplex, 
mientras que para la simulación de las mismas se ha optado por usar el método de los 
momentos, todo ello integrado en el simulador electromagnético FEKO [20]. Todas las 





configuraciones propuestas generan un diagrama de radiación suma con moderada ganancia y 
ancho de banda (BW). Además de describir el proceso de diseño, se lleva a cabo la 
construcción y medida de una de las antenas simuladas, que servirá de demostrador de la 
técnica propuesta.  
 
6.3.2 Diseño y Simulación 
6.3.2.1 Método	
La antena está compuesta por 2 partes: i) la parte de alimentación que comprende un 
dipolo /2 situado a una distancia /4 sobre un plano a tierra; y ii) un array plano compuesto 
por los dipolos parásitos (ver Fig. 6.4). Este sistema de radiación equivale a un conjunto de 




El método propuesto se basa en la optimización de la geometría propuesta con el fin de 
obtener un diagrama con la mayor directividad posible. Durante este proceso de optimización 
con PSO, la alimentación de la antena, fijada previamente, se mantiene inalterable. 




 Inicialmente, se considera un array plano de dipolos parásitos de longitud /2 que se 
encuentran uniformemente espaciados. Esta geometría será usada como punto de partida en la 
optimización. 
Durante el proceso de optimización se modifica la longitud de cada dipolo, la distancia 
entre el plano de tierra y el array parásito (z) y el interespaciado en la dirección del eje Y del 
array parásito (y), usando la geometría mostrada en la Fig. 6.4 (el interespaciado en el eje X 
no se optimiza puesto que, en las pruebas realizadas, siempre se fijaba el valor de este 
parámetro al mínimo posible). El objetivo es encontrar la geometría del array óptima para 
satisfacer la especificación de un determinado problema de síntesis. Con el fin de agilizar esta 
optimización, se considera simetría en cuadrantes en el array, lo que reduce el número de 
incógnitas del problema, y además, se considera un plano de tierra infinito, lo que simplifica las 
simulaciones realizadas durante el proceso.  
Las variables anteriormente mencionadas se optimizan utilizando un algoritmo PSO, con el 
fin de minimizar una función de coste C en la que se busca incrementar la directividad de la 
antena en la dirección broadside (θ  =  0º, ϕ  =  0º):  
1 /C directividad (6.4)
Todo el proceso de optimización se ha realizado usando la herramienta de optimización 
que proporciona el programa FEKO [20]. Una vez finalizada dicha optimización, se lleva a 
cabo una simulación de la geometría resultante en la que se evalúan las corrientes inducidas en 
cada uno de los elementos parásitos. Aquellos elementos que presentan unas corrientes muy 
pequeñas se suprimen del array tras comprobar que su eliminación no empeora el resultado 
obtenido inicialmente. Esta medida conlleva una reducción adicional en la complejidad de la 
antena resultante. Finalmente, para realizar una simulación más realista, se sustituye el plano de 
tierra infinito por uno finito con un tamaño que excede en /2 el tamaño de la antena inicial en 
cada una de las direcciones. 
Con el fin de mejorar la eficiencia de la red de alimentación, la impedancia del dipolo 
activo, ZA (cociente entre el voltaje y la corriente en dicho dipolo), ha de coincidir con la 
impedancia característica de la línea de alimentación principal (Z0). Para este propósito, se parte 





de la geometría de la antena obtenida tras la aplicación del algoritmo PSO y se lleva a cabo una 
nueva optimización en la que se perturba ligeramente dicha geometría empleando un algoritmo 
Downhill Simplex, también incluido en el programa FEKO (este algoritmo, de optimización 
local, es notablemente más rápido que el PSO, de optimización global). En dicha optimización, 
se modifica, además de las variables optimizadas en el PSO, la longitud del dipolo alimentador. 
La modificación del tamaño del mismo permite eliminar la reactancia de ZA, que suele ser un 
requisito imprescindible para la adaptación de impedancias puesto que el valor de Z0 es real 
puro. En este caso, la función de coste se define como: 
1 2 3 0/ Im( ) Re( )A AC c directividad c Z c Z Z     (6.5)




Como un ejemplo de aplicación de la técnica descrita anteriormente, se ha considerado una 
antena diseñada a 1.645 GHz y compuesta inicialmente por 49 elementos parásitos de longitud 
/2. Todos los dipolos cuentan con un radio de 0.005  λ. Tras el proceso de optimización inicial, 
basado en el algoritmo PSO, se obtuvo la geometría de la antena mostrada en la Fig. 6.5. El 
tamaño del array de parásitos resultante es de 3.81 ×3.31 , con Δy = 0.55  y Δx = 0.55 , y 
situado a una altura de Δz = 0.6  respecto al plano de tierra (este valor se obtuvo durante el 
proceso de optimización sin imponer ningún tipo de restricción a la geometría de la antena). El 
diagrama de radiación resultante (ver Fig. 6.5) tiene una directividad máxima de 21.63 dB y un 
nivel de lóbulos laterales de 14.3 dB. Cabe destacar que la directividad máxima de una 
distribución de abertura sobre un plano de tierra, del mismo tamaño y con excitación uniforme 
es de 22 dB.  








Tras el proceso de optimización, se lleva a cabo una simulación para analizar las corrientes 
inducidas en cada elemento parásito: en este caso, se observa que 10 de los elementos parásitos 
tienen corrientes prácticamente nulas, por lo que pueden ser eliminados tras comprobar que las 
prestaciones de la antena no se ven afectadas. A continuación, se utiliza esta nueva geometría 
reducida para llevar a cabo una simulación en la que se sustituye el plano de tierra infinito por 
uno finito con un tamaño que excede en /2 las dimensiones del array parásito obtenido en cada 
una de las cuatro direcciones, esto es, de un tamaño total de 4.81 × 4.31 . Además, todos los 
elementos que conforman la antena se consideran de cobre, teniendo en cuenta así las 
características electromagnéticas del mismo y pensando en la futura construcción de un 
prototipo. La antena resultante, cuyo diagrama se muestra en la Fig. 6.6, tiene una directividad 
de 21.68 dB, un SLL de 14.2 dB, y presenta un nivel de radiación hacia atrás de 25 dB. 
Nótese que el nivel de SLL es ligeramente menor que el de la antena resultante de la 
optimización (14.2 dB frente a 14.3 dB), algo que era de esperar ya que, en este caso, se 
están considerando las propiedades electromagnéticas del cobre, y por tanto las pequeñas 





pérdidas que origina. A modo de comparación, una distribución de abertura del mismo tamaño 
que el plano finito y con alimentación uniforme presenta una directividad de 24.16 dB. 
 
 




Realizando un análisis en frecuencia se ha obtenido que la antena tiene un ancho de banda 
de 3.91 % tomando como criterio la ganancia absoluta a 3 dB, tal y como se muestra en la Fig. 
6.7. Esta ganancia absoluta se ha calculado considerando que el dipolo alimentador está 
perfectamente adaptado a la frecuencia central. La Fig. 6.8 muestra el ancho de banda de la 
antena utilizando como criterio que el parámetro |S11| sea inferior a 10 dB, obteniendo un 
ancho de banda de 59.67 %. Cabe destacar que la Fig. 6.8 nos proporciona poca información 
dado que la antena está limitada por su ancho de banda en ganancia: una vez que nos movemos 
fuera de esta zona la antena deja de ser eficiente y su ganancia se ve reducida drásticamente. 
Sin embargo, se considera oportuno incluirla pues nos da una idea de cómo varía el coeficiente 
de reflexión de la antena con la frecuencia. 



























































Finalmente, se lleva a cabo una simulación más realista teniendo en cuenta un determinado 
diseño para la capa de elementos parásitos. En concreto, los elementos parásitos de cobre se 
imprimen encima de un plano de sustrato de DICLAD 880 (r = 2.17, tan  = 0.0009), el cual se 
sostiene sobre el plano de tierra metálico mediante cuatro tornillos de teflón. Tras una nueva 
optimización, se obtiene una antena con z = 0.59 λ, y = 0.60 λ y x = 0.55 λ, cuyo diagrama de 
radiación, mostrado en la Fig. 6.9, presenta un SLL de 12 dB y una directividad de 21.03 dB. 
En este caso la frecuencia de diseño es de 5 GHz y la antena cuenta con un total de 41 
elementos parásitos (tras eliminar 8 dipolos débilmente excitados) y un tamaño de 







Partiendo del diseño obtenido en la sección anterior correspondiente a la Fig. 6.6, se ha 
variado la distancia entre el array parásito y el plano de tierra Δz, con el fin de estudiar su 
influencia en la directividad resultante de la antena. Los resultados, mostrados en la Fig. 6.10, 
demuestran que la directividad de la antena presenta 4 máximos, separados aproximadamente 




/2. A la vista de estos resultados, y partiendo de la antena inicial de 49 elementos, se llevaron 
a cabo optimizaciones utilizando cada uno de estos máximos para elegir la separación inicial 
entre el plano parásito y el plano de tierra. Así, en dichas optimizaciones se ha seguido un 
proceso similar al empleado en la sección anterior, pero el valor de Δz se ha restringido en un 
rango de ±0.1 λ en torno a cada uno de los máximos observados. En la Tabla 6.4 se muestran los 
resultados obtenidos tras llevar a cabo cada una de las optimizaciones. Se observa que a medida 
que la distancia entre el array plano y el dipolo alimentador aumenta, tanto el SLL como la 
directividad empeoran, pero el ancho de banda en ganancia mejora. Esto es debido a que, al 
aumentar Δz, el acoplo entre el dipolo alimentador y el array de elementos parásitos disminuye, 
por lo que el diagrama se asemeja cada más al de un dipolo aislado frente al plano de tierra (que 
presenta un peor nivel de SLL y de directividad con un ancho de banda mayor). En la Tabla 6.4 
también se reflejan los valores de la impedancia activa ZA obtenidos en cada caso, aunque éstos 
no han sido incluidos en la optimización. 
 

























z (  
Fig.  6.10. Variación de  la directividad  frente  a  la  altura del plano de parásitos  con  respecto del 
plano de tierra.  
 










(dB) ZA () 
Ancho de banda en ganancia (%) 
3 dB  1.5 dB 1 dB  0.5 dB 
0.59  21.68  14.2  220.6 + j 163.9  3.91  3.00  2.48  1.77 
1.12  20.82  13.4  158.0 + j 108.5  5.07  3.67  3.20  2.38 
1.67  20.50  12.0  124.0 + j 91.0  6.48  4.32  3.57  2.62 
2.20  19.91  11.0  117.5 + j 75.8  9.59  6.09  4.56  3.00 
 
Tabla 6.5. Características de radiación de la antena tras el proceso de optimización, llevada a cabo 

















Usando las geometrías de las antenas correspondientes a los resultados mostrados en la 
Tabla 6.4 como punto de partida, se ha utilizado el algoritmo Downhill Simplex para optimizar 
el valor de la impedancia activa ZA, con el fin de mejorar la adaptación de impedancias de la 
antena. Para cada caso, se han considerado tres valores objetivo para ZA usando distintos valores 




Ancho de banda en 
ganancia a 1 dB (%) 
0.59 
‐  107.0 + j 0.2  21.49  14.8  2.57 
75  75.6 + j  0.9  21.22  13.4  2.12 
50  49.9 + j  0.5  20.37  11.2  1.99 
1.12 
‐  99.2 + j  0.7  20.89  13.7  3.36 
75  73.8 + j  0.1  20.45  11.4  2.78 
1.67 
‐  80.8  j  0.2  20.23  12.9  3.55 
75  74.3  j  0.6  20.15  11.6  3.14 
2.20 
‐  80.7  j  0.1  19.48  11.2  3.80 
75  73.2  j  0.0  19.48  11.1  3.71 




de Z0 en (6.5): a) ZA real puro -usando c3  =  0 en (6.5)-, b) Z0 = 75 , y c) Z0 = 50 . Los 
resultados se muestran en la Tabla 6.5. En el caso a), donde no se considera ningún valor 
particular de Z0, los resultados son muy similares a los obtenidos en la Tabla 6.4 gracias a la 
perturbación de la longitud del dipolo activo. En el caso b), el valor obtenido de ZA se ajusta 
muy bien al valor objetivo a costa de reducir ligeramente las prestaciones de la antena. 
Finalmente, el caso c) sólo es viable para z = 0.59 λ: para distancias mayores el precio a pagar 
para conseguir una impedancia activa de 50  es demasiado elevado puesto que las prestaciones 






Con el fin de estudiar la influencia del array parásito en las prestaciones de la antena, se 
calculó el diagrama de radiación de un dipolo aislado de longitud /2, situado a una distancia 
/4 sobre el plano de tierra (ver Fig. 6.11). En este caso, la directividad del diagrama resultante 
es de 7.51 dB, por lo que la inclusión del array parásito mediante el método propuesto ha 
permitido una mejora en la directividad de 14.12 dB. 






Existe la posibilidad de utilizar varias capas de elementos parásitos a costa de perder 
compactibilidad en el sistema. En esta sección se presenta una configuración de antena con dos 
capas de 49 elementos parásitos sobre el dipolo alimentador. Tras el proceso de optimización, 
las alturas de ambas capas sobre el plano de tierra son de z  =  0.59 λ y z  =  1.11 λ, 
respectivamente (ver Fig. 6.12), mientras que el interespaciado en los ejes X e Y viene dado por 
y  =  0.50 λ y x  =  0.55 λ. Un posterior análisis de las corrientes en los dipolos permitió eliminar 
un total de 8 elementos débilmente excitados de la primera capa y 4 de la segunda, resultando 
un tamaño final para el array plano de 4.8 × 4.0  (que incluye, como en el caso anterior, un 
plano de tierra que excede λ/2 el tamaño del array de parásitos en cada dirección). Esta antena 
cuenta con una directividad de 20.8 dB, esto es, 0.9 dB menor que la de la antena con una única 
capa. El diagrama de radiación, mostrado en la Fig. 6.12, presenta un SLL de 11.5 dB y una 
radiación hacia atrás de 22 dB. Tal y como se observa en la Fig. 6.13, el ancho de banda a 3 
dB de ganancia absoluta es del 13.6%, lo que supone un aumento de, aproximadamente, un 
10% con respecto al array diseñado en el ejemplo anterior, el cual contaba con una única capa 













































Finalmente, se ha conseguido optimizar la geometría del conjunto con el fin de fijar la 
impedancia activa a un valor de ZA  =  75.6 Ω + 0 j, manteniendo prácticamente los mismos valores 
de directividad, SLL y tamaño que los del ejemplo anterior. En la Fig. 6.14 se muestra la 
geometría del array así como el diagrama de radiación obtenido. La longitud del dipolo 
alimentador fue, en este caso, de 0.43 . 
 
6.3.2.2.4 Dipolo	sobre	un	array	de	elementos	parásitos	
Es posible obtener un diseño de antena más compacto colocando el dipolo sobre un plano 
de elementos parásitos, lo que es equivalente a utilizar un alimentador más directivo. La 
simulación se ha realizado considerando un substrato metalizado por ambas caras de DICLAD 
880 (r =  2.17, tan   =   0.0009), de modo que la cara inferior es equivalente a plano de tierra 
mientras que en la cara superior se colocan los elementos parásitos que permiten reconfigurar el 
diagrama de radiación del dipolo situado encima. En el proceso de optimización, además de las 
variables utilizadas en la sección anterior, también se ha modificado la longitud y el grosor de 
48 elementos parásitos junto con la altura del alimentador sobre el plano. El array de elementos 
parásitos posee un elemento menos que en los ejemplos anteriores dado que ha de eliminarse el 
elemento central, puesto que éste imposibilitaría el poder fijar físicamente el alimentador al 
plano. En este caso, las corrientes sobre los distintos parásitos tienen una magnitud considerable 
por lo que no se ha podido eliminar ningún elemento.  
Como resultado de la optimización, se ha obtenido una configuración cuyo diagrama de 
radiación, mostrado en la Fig. 6.15, presenta una directividad de 17.36 dB y un nivel de SLL de 
9.63 dB (estos resultados suponen una mejora de 9.85 dB en directividad con respecto a la 
configuración del dipolo /2 sobre el plano de tierra, presentada en la sección 6.2.2.2). El ancho 
de banda en ganancia a 3 dB es de 2.54 %, a 1 dB es de 1.27 % (v. Fig. 6.16), mientras que 
tomando como referencia el parámetro S11 a 10 dB el valor se sitúa en un 14  % (v. Fig. 6.17). 
El tamaño final de la antena es de 4.60  × 3.67 , con un valor de Δy = 0.41 , mientras que el 
alimentador se encuentra a una altura de 1.22  sobre el plano reflector. 


































Directividad= 17.36 dB 
SLL= 9.63 dB 
























Es posible mejorar las características de radiación de la antena anterior si se introducen 
grados de libertad adicionales en la geometría de la antena durante el proceso de optimización. 
Más en concreto, se permitirá la modificación individual del valor de Δy para cada fila de 
elementos parásitos. En la Fig. 6.19 se muestran los resultados obtenidos, en los que se observa 
que la directividad es de 18.33 dB, lo que supone una mejora de aproximadamente 1 dB con 
respecto al diseño anterior, mientras que el SLL es de 10.92 dB, que supone una mejora de 1.3 
dB. Por otro lado, el ancho de banda en ganancia a 1 dB se sitúa en 1.02 % y a 3 dB en 
1.94 % (v. Fig. 6.20), mientras que en S11 a 10 dB es de 15.8% (v. Fig. 6.21). El tamaño de la 
antena para esta configuración es de 5.06 × 3.73λ, con Δy1 =  0.45 λ, Δy2 =  0.33 λ y Δy3 =  0.58 λ. El 
alimentador se encuentra situado a una distancia 1.23 λ de sobre el plano.  
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Como último ejemplo de diseño, se utilizará la configuración descrita en la sección anterior 
para irradiar un plano de 49 elementos parásitos situados en su parte superior (v. Fig. 6.21), 
combinando así los diseños de las secciones 6.3.2.2.1 y 6.3.2.2.4. Gracias a esta nueva capa de 
elementos es posible reconfigurar el haz de la antena diseñada en la sección anterior, 
aumentando su directividad. La optimización se ha realizado suponiendo que el plano superior 
es de DICLAD 880 (r =  2.17, tan  =  0.0009), mientras que el plano inferior es de FR4 (r =  4.6, 
tan  =  0.014) con metalización por ambas capas. En la optimización se controlan los tamaños y 
grosores de todos los dipolos parásitos así como las alturas tanto del plano de parásitos superior 
como del alimentador sobre el plano de tierra. En este caso, el espaciado Δy es el mismo para 
todas las filas de los arrays de elementos parásitos. 
El tamaño final de la antena resultante es de 5.86  × 3.80 , cuyo diagrama de radiación se 
muestra en la Fig. 6.21. Se ha obtenido una directividad de 24.21 dB y un SLL de 9.29 dB. El 
ancho de banda en ganancia es del 1.90 % y 3.26 % a 1 dB y 3 dB, respectivamente 




(Fig. 6.22), mientras que el ancho de banda teniendo en cuenta el parámetro S11 es del 29.15 % a 
10 dB (Fig. 6.23). Si comparamos estos resultados con los obtenidos con el diseño de la 
sección 6.3.2.2.1, se observa que hemos conseguido aumentar la directividad en 3 dB, aunque a 
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Para poder verificar el correcto funcionamiento de la técnica propuesta anteriormente, se 
ha construido y medido la antena diseñada en el ejemplo que aparece al final de la sección 
6.3.2.2.1. Se trata de una antena compuesta por un array plano de 41 elementos (se han 
suprimido 8 elementos parásitos débilmente excitados) y alimentado por un dipolo de longitud 
/2 situado a una distancia /4 sobre el plano de tierra. Tal y como se ha señalado, la antena 
obtenida tras el proceso de optimización (v. Fig. 6.9), presenta una directividad de 21.04 dB, un 
SLL de 12 dB y un tamaño de 4.73 × 4.60 . A continuación, se pasa a describir el proceso de 
construcción del prototipo. 
 
6.3.3.1.1 Alimentador	
Se ha elegido como alimentador un dipolo con brazos asimétricos (impresos cada uno en 
caras opuestas del substrato) para ser ensamblado en el prototipo. La elección de este diseño fue 
motivada por la facilidad de balancear correctamente las corrientes del dipolo modificando la 
asimetría de los brazos del alimentador, así como por ser una geometría fácil de prototipar, 
simular y económica a la hora de su construcción. El alimentador ha sido simulado y 
optimizado con el software FEKO [20] con el fin de mejorar las características de radiación del 
mismo y ajustar su frecuencia de resonancia. En el proceso de optimización se ha permitido 
modificar la longitud de los brazos del dipolo y el ancho del mismo para conseguir adaptarlo 
correctamente. El método de optimización usado ha sido Down-Hill Simplex que, a pesar de ser 
un método local, ha dado buenos resultados en estas optimizaciones y de forma bastante rápida, 
por tratarse de una configuración sencilla y con pocas variables. 
Una vez completado el proceso de optimización, el alimentador quedó adaptado a la 
frecuencia deseada, 5 GHz, siendo las longitudes de los brazos 0.18 λ y 0.21 λ con una anchura 
de 0.0083 λ (5 mm). En la Fig. 6.24 se muestra un esquema con la geometría y dimensiones del 
dipolo resultante. La directividad obtenida tras la simulación ha sido de 8.3 dB.  











Finalmente, el material usado para fabricar el dipolo ha sido FR4 (r =  4.6, tan  =  0.014), 
metalizado con cobre por ambas caras, cuyas propiedades eléctricas se han tenido en cuenta en 
las simulaciones y optimizaciones realizadas con FEKO. Para colocar el dipolo sobre el plano 
de tierra, a una distancia de λ/4, se ha fijado previamente a un cable coaxial rígido de la 
longitud adecuada. Posteriormente, se ha perforado el plano de tierra y se ha soldado el cable 




coaxial a la altura apropiada traspasando dicho plano por el orificio practicado en el mismo, tal 
y como se muestra en la Fig. 6.25. Por último, se ha soldado un conector SMA a la terminación 
del cable coaxial para poder ser utilizado en la futura conexión de la antena al sistema de 
medida y alimentación. 
 
 
Fig.  6.26.  Fotografía  de  la  antena,  compuesta  de  un  array  plano  de  elementos  parásitos 




Tras una intensa búsqueda entre diferentes substratos para la construcción del array de 
elementos parásitos, se ha decidido escoger DICLAD 880. Este material tiene una 
características eléctricas muy buenas (r =  2.17, tan  =  0.0009), a un coste no demasiado elevado 
y cuenta con una buena disponibilidad. Además, teniendo en cuenta las dimensiones de la 





antena, se optó por la versión de 0.05 pulgadas de espesor, que garantiza cierta rigidez al plano 
parásito necesaria para poder ser montada encima del plano de tierra. 
El array parásito se construyó con una máquina de prototipado rápido PCB, que nos 
permite, una vez importados los planos, obtener una buena precisión y acabado. En el soporte 
de esta antena sobre el plano de tierra se han utilizado columnas de teflón. Estas columnas se 
han situado en dos lados opuestos de la antena y cuentan con tornillos para realizar ajustes de 
forma precisa y mantener paralelo el plano parásito con respecto al plano de tierra. En la Fig. 
6.26 se pueden ver los planos agujereados y fijados mediante los tornillos de teflón. 
 
6.3.3.2 Resultados	experimentales	
Las medidas del prototipo se realizaron en la cámara anecoica del Grupo de Sistemas 
Radiantes de la Universidad de Física. Dicha cámara, que se encuentra completamente 
apantallada, cuenta con unas dimensiones de 8.5 m de alto, 4.5 m de ancho y 4.5 m de alto. La 
cámara tiene en todas sus paredes material absorbente de microondas piramidal ETS-Lingren 
con tamaños entre 8 y 10 pulgadas, lo que asegura una reflexión mejor a 30 dB por encima de 
1 GHz. 
El sistema de barrido o scanning es ORBIT-FR, y está compuesto por los siguientes 
posicionadores: la antena patrón está situada en un posicionador de roll/polarización AL-160 en 
un mástil, mientras que la antena bajo prueba se encuentra en otro posicionador de 
roll/polarización en un mástil equipado con una deslizadera que permite alinear el centro de 
fase, estando además instalado sobre un posicionador en azimuth AL-561. Finalmente, el mástil 
de la antena bajo prueba dispone de otra deslizadera adicional de 2.5 m que nos permite reducir 
la distancia entre las antenas, dotando a la cámara de mayor versatilidad en las medidas, ver 
Fig. 6.27. 








En las Figs. 6.28 y 6.29, se compara el diagrama de radiación medido y simulado en los 
planos   =   0º y   =   90º, respectivamente. Las diferencias encontradas entre ambas gráficas se 
atribuyen a las imperfecciones en el proceso de construcción, aunque éstas son pequeñas y 
asumibles perfectamente. La directividad del alimentador en las simulaciones fue de 8.3 dB, 
mientras que la obtenida tras interpolar e integrar los valores medidos del diagrama de radiación 
en 3D ha sido de 8.0 dB. La ganancia de la antena medida ha sido de 7.79 dB, en cuyo cálculo 
se ha utilizado método Gain-Transfer. 





































Fig.  6.28.  Diagrama  de  radiación  del  alimentador  para  =0º.  Línea  roja:  componente  copolar 
medida; Línea azul: componente copolar simulada; Línea verde: componente contrapolar medida. 
 





























Fig.  6.28.  Diagrama  de  radiación  del  alimentador  para  =90º.  Línea  roja:  componente  copolar 
medida; Línea azul: componente copolar simulada; Línea verde: componente contrapolar medida. 
 





Tras la medida de la antena completa, se ha obtenido una directividad de 19.62 dB, 
interpolando e integrando los valores obtenidos en las medidas, y un nivel de SLL de 15 dB. 
La ganancia de la antena se sitúa en 18.78 dB teniendo en cuenta todas las pérdidas por 
desadaptación, lo que supone una eficiencia del 82.42 %. En las Figs. 6.30 y 6.31 se comparan 
los diagramas de radiación medidos y simulados en FEKO [20] para los planos  =  0º y  =  90º, 
respectivamente. La componente contrapolar se encuentra 30 dB por debajo de la componente 
copolar en la zona de transmisión. Por otro lado, tomando como referencia el valor del 
coeficiente de reflexión S11 a 10 dB se obtiene un ancho de banda del 16.53 % (ver Fig. 6.32), 
siendo la frecuencia de resonancia 4.93 GHz. El ancho de banda de la antena tomando como 
criterio el valor de la ganancia a 3 dB es de 5.8 %, mientras que si sólo permitimos 1 dB de 
variación el valor se sitúa en 2.7 %, tal y como se muestra en la Fig. 6.33. Cabe destacar que la 
frecuencia de diseño de la antena era de 5 GHz pero debido a las pérdidas, imprecisiones y 
materiales usados en el proceso de construcción, se ha visto desplazada a 4.93 GHz. 
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Los resultados iniciales del diseño de la antena compuesta por un array plano de dipolos 
parásitos alimentados por un solo dipolo activo son prometedores. El diagrama de radiación 
resultante tiene una ganancia y ancho de banda moderados. La distancia entre el array de 
parásitos y el plano de tierra es un parámetro importante que limita el rendimiento de la antena. 
Sin embargo, se ha demostrado que es posible utilizar diferentes valores de z con una pequeña 
penalización en las prestaciones de la antena, otorgando una mayor versatilidad al conjunto de 
la antena dado que puede diseñarse utilizando distintas alturas. Además, se ha optimizado la 
impedancia activa de la antena para obtener un valor real puro con el fin conseguir una mejor 
adaptación. Por otro lado, la introducción de dos capas de elementos parásitos permite mejorar 
el ancho de banda de la antena a costa de una pequeña disminución en la directividad y el SLL. 
También se ha comprobado que al situar el alimentador sobre una capa de elementos parásitos 
se mejora la ganancia de la antena. En definitiva, cada configuración diseñada presenta ventajas 
e inconvenientes que pueden hacerla más o menos adecuada dependiendo de la aplicación final 





de la antena. A modo de ejemplo, la utilización de varias capas de elementos parásitos permite 
mejorar notablemente el ancho de banda de la antena, aunque a costa de disminuir su 
compactibilidad. 
La experimentación ha verificado el buen comportamiento del prototipo de la antena 
diseñada, que cuenta con 41 elementos parásitos alimentados por un dipolo activo sobre un 
plano de tierra. Los resultados de las medidas muestras discrepancias tolerables frente a los 
simulados. Dichas discrepancias son motivadas por las imprecisiones en el proceso de 
construcción, interacción de los materiales así como las imperfecciones en las soldaduras. 
Probablemente usando máquinas de prototipado más precisas, así como soldadores robotizados 
y sistemas de ubicación de elementos se conseguiría mitigar las discrepancias obtenidas e 
incluso mejorar las características de radiación del prototipo. 
Como conclusión general, se ha realizado un estudio profundo de las ventajas de usar 
elementos parásitos en este tipo de configuraciones, obteniendo diseños interesantes que 
podrían ser de utilidad para ciertas aplicaciones de comunicaciones, sin olvidar que resultarían 




[1] R. J. Mailloux, Phased array antenna handbook, 2nd ed., Artech House, Inc., 2005. 
[2] R. C. Hansen, Phased array antennas, John Wiley & Sons, Inc., 1998. 
[3] N. Fourikis, Phased array-based systems and applications, John Wiley & Sons, Inc., 
1997. 
[4] E. Brookner, Practical phased array antenna system, Artech House, Inc., 1991. 
[5] A. K. Bhattacharyya, Phased array antennas: Floquet analysis, synthesis, BFNs and 
active array systems, Wiley-Interscience, 2006. 




[6] H.-W. Yuan, S.-X. Gong, P.-F. Zhang, and X. Wang, “Wide Scanning Phased Array 
Antenna Using Printed Dipole Antennas with Parasitic Element”, Progress In 
Electromagnetics Research Letters, vol. 2, pp. 187-193, 2008. 
[7] X. Chen, G. Fu, S. X. Gong, J. Chen, and X. Li, “A Novel Microstrip Array Antenna 
with Coplanar Parasitic Elements for UHF RFID Reader”, Journal of Electromagnetic 
Waves and Applications, vol. 23, no. 17-18, 2491-2502, 2009. 
[8] M. R. B. Kamarudin and P.S. Hall, “Switched Beam Antenna Array with Parasitic 
Elements”, Progress In Electromagnetics Research B, vol. 13, pp. 187-201, 2009. 
[9] R. Schlub, J. Lu, and T. Ohira, “Seven element ground skirt monopole SPART antenna 
design using a genetic algoritm and the finite element method”, IEEE Trans. Antennas 
Propag., vol. 51, no. 11, pp. 3033-3039, 2009.  
[10] J. A. Rodriguez, A. Trastoy, J. C. Bregains, F. Ares, and G. Franceschetti, “Beam 
reconfiguration of linear arrays using parasitic elements”, Electron. Lett., vol. 42, no. 1, 
pp. 131–133, 2006.  
[11] F. J. Ares-Pena, G. Franceschetti, and J. A. Rodriguez, “A simple alternative for beam 
reconfiguration of array antennas”, Progr. Electromagn. Res., PIER, vol. 88, pp. 227-
240, 2008. 
[12] S. P. Skobelev, “Performance of Yagi-Uda elements in planar array antennas for 
limited-scan applications”, Microwave Opt. Technol. Lett., vol. 34, no. 2, pp. 141-145, 
2002. 
[13] E. A. Jones and W. T. Joines, “Design of Yagi-Uda antennas using genetic algorithms”, 
IEEE Trans. Antennas Propag., vol. 45, no. 9, pp. 1386-1392, 1997. 
[14] M. Bemani and S. Nikmehr, “A novel wide-band microstrip Yagi-Uda array antenna for 
WLAN applications”, Progr. Electromagn. Res. B., vol 16, pp. 389-406, 2009. 
[15] B.-H. Sun, S.-G. Zhou, Y.-F. Wei, and Q.-Z. Liu, “Modified Two-Element Yagi-Uda 
Antenna with Tunable Beams”, Progr. Electromagn. Res., PIER, vol. 100, pp. 175-187, 
2010. 
[16] R. Bayderkhani and H. R. Hassani, “Wideband and Low Sidelobe Linear Series FED 
Yagi-Like Antenna Array”, Progr. Electromagn. Res. B, vol. 17, pp. 153-167, 2009. 





[17] K. R. Mahmoud, M. El-Adawy, S. M. M. Ibrahem, R. Bansal, K. R. Mahmoud Visiting, 
and S. H. Zainud-Deen, “Performance of Circular Yagi-Uda Arrays for Beamforming 
Applications Using Particle Swarm Optimization Algorithm”, Journal of 
Electromagnetic Waves and Applications, vol. 22, no. 2-3, pp. 353-364, 2008. 
[18] N. Guérin, S. Enoch, G. Tayeb, P. Sabouroux, P. Vicent, and H. Legay, “A metallic 
Fabry-Perot directive antenna”, IEEE Trans. Antennas Propagat., vol. 54, no. 1, pp. 
220-224, 2006. 
[19] W. D. Killen and H. J. Delgado, “Printed circuit board-configured dipole array having 
matched impedance-coupled microstrip feed and parasitic elements for reducing 
sidelobes”, Patent application US 2001/0050654 A1, Dec. 2001.  
[20] EM Software and Systems, FEKO Suite 5.4, (www.feko.info), 2008. 
[21] R. C. Hansen, “Formulation of echelon dipole mutual impedance for parasitic elements 
for reducing sidelobes”, U.S. Patent application 2001/0050654 A1, Dec. 2001. 
[22] W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling, Numerical Recipes 
in C, New York: Cambridge Univ. Press, 1992. 
[23] S. Zhang, S.-X. Gong, and P.-F. Zhang, “A Modified PSO for Low Sidelobe Concentric 
Ring Arrays Synthesis with Multiple Constraints”, Journal of Electromagnetic Waves 
and Applications, vol. 23, no. 11-12, pp. 1535-1544, 2009. 
[24] D. Poyatos, D. Escot, I. Montiel, I., González, F. Saez de Adana, and M. F. Cátedra, 
“Evaluation of Particle Swarm Optimization Applied to Single Snapshot Direction of 
Arrival Estimation”, Journal of Electromagnetic Waves and Applications, vol. 22, no. 
16, pp. 2251-2258, 2008. 
[25] N. Pathak, G. K. Mahanti, S. K. Singh, J. K. Mishra, and A. Chakraborty, “Synthesis of 
Thinned Planar Circular Array Antennas Using Modified Particle Swarm Optimization”, 
Progress In Electromagnetics Research Letters, vol. 12, pp. 87-97, 2009. 
[26] M. A.-A. Mangoud and H. M. Elragal, “Antenna Array Pattern Synthesis and Wide Null 
Control Using Enhanced Particle Swarm Optimization”, Progress In Electromagnetics 
Research B, vol. 17, pp. 1-14, 2009. 




[27] M. M. Khodier and M. Al-Aqeel, “Linear and Circular Array Optimization: a Study 
Using Particle Swarm Intelligence”, Progress In Electromagnetics Research B, vol. 15, 













Capítulo 7: Estudio de dosimetría en 3 sistemas experimentales de radiación. Cálculo de SAR 




Capítulo 7: Estudio de dosimetría en 3 sistemas 










Capítulo 7: Estudio de dosimetría en 3 sistemas experimentales de radiación. Cálculo de SAR 














7.1 Dispositivo experimental para exposiciones de GSM a 
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Con el avance de las nuevas tecnologías se han incrementado notablemente las fuentes de 
contaminación electromagnética en la vida diaria del ser humano. La gran expansión de las 
comunicaciones inalámbricas ha supuesto una demanda continuada en la utilización del móvil 
así cómo un aumento notable en el número de usuarios. Todo ello ha abierto un debate sobre los 
posible efectos que la emisión de las ondas electromagnéticas de la telefonía móvil podría 
causar en la salud humana. 
Los sistemas experimentales radiantes en los que se expone a animales a radiofrecuencia 
(RF) de telefonía móvil son modelos bioelectromagnéticos de laboratorio que aportan 
importantes datos sobre los efectos de las radiaciones no ionizantes en los seres vivos. En 
estudios previos “in vivo” realizados con ratas u otros pequeños mamíferos, se ha utilizado un 
dispositivo experimental, que proporciona una fácil manipulación de los animales y unos 
niveles de estrés razonablemente bajos además de aislamiento electromagnético para evitar 
problemas de interferencias. En la literatura se pueden encontrar otros sistemas para la 
exposición local de la cabeza en animales de laboratorio, como el carrusel [15,45,43] y el 
dispositivo con antena de lazo [21,62]. Estos sistemas están diseñados para exposiciones 
crónicas, con unas buenas condiciones electromagnéticas que minimizan los problemas de 
interferencia, a la vez que imponen un nivel de estrés muy bajo en los animales. Los animales 
se colocan con su hocico a muy pocos milímetros de la antena, para obtener así una exposición 
a la radiación más localizada en la cabeza. Sin embargo, estos sistemas de exposición no 
proporcionan una información directa de la potencia absorbida por el animal. La potencia 
absorbida puede ser calculada realizando una simulación numérica [15,45] o con análisis 
termométrico [15]. Muchos de los estudios que han utilizado estos sistemas fueron diseñados 
empleando modelos numéricos (fantomas) y ratas[45]. 
La proximidad del teléfono móvil a la cabeza y el incremento en el tiempo que éste se 
utiliza, son argumentos que han promovido numerosos estudios experimentales hacia el análisis 
de los efectos de las microondas en la actividad cerebral. En éste sentido se han observado 
alteraciones neurofisiológicas mediante determinaciones electroencefalográficas [58] y 
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alteraciones en la neurotransmisión con exposiciones controladas de animales y humanos [78]. 
La población epiléptica debido a la gran inestabilidad electroquímica de sus neuronas, es un 
grupo de especial interés [41] para el estudio de la interacción bioeléctrica en el tejido cerebral. 
Con el objeto de entender mejor la influencia de campos de RF en este tipo de 
inestabilidad, se ha diseñado y construido un sistema experimental que proporciona una 
exposición a la radiación RF confinada a las regiones de interés, evitando señales espurias, y 
que permite la medida de la potencia absorbida por el animal. La exposición a la 
radiofrecuencia de telefonía móvil de animales pequeños se realiza en una cavidad experimental 
de radiación diseñada y que permite la determinación del SAR (Tasa de Absorción Específica) 
promediada y el valor de SAR pico a partir de la medida de la potencia absorbida por el animal. 
Para este propósito se genera una onda estacionaria similar a la señal GSM dentro de la cavidad 
de radiación y se determina la distribución de potencia con la ayuda de un simulador 
electromagnético, para poder definir con precisión las condiciones de la exposición de 
radiofrecuencia. Se realizará una detallada descripción de la obtención de las medidas 
experimentales que permitan realizar el cálculo de los valores de SAR en los animales radiados. 
Para estos cálculos se ha utilizado una aplicación comercial del método FDTD [8,41] con el 
correspondiente fantoma numérico de la rata. Los valores de SAR obtenidos nos han permitido 
determinar si los efectos observados estaban o no por debajo de los niveles términos.  
En los últimos años, se ha descrito tras la exposición continua a microondas una afectación 
en la actividad electrofisiológica en el cerebro humano [43], in vitro [130], así como 
alteraciones en la neurotransmisión [91] y en las vías de transducción de señal [9]. 
En Neurobiología, uno de los marcadores más utilizados para poder discriminar las 
neuronas activadas en el Sistema Nervioso Central es la proteína C-Fos [56]. La inducción de 
C-Fos se correlaciona a menudo con el aumento de la actividad eléctrica y metabólica de las 
células, además participa en los fenómenos de plasticidad neuronal [82]. La expresión selectiva 
de C-Fos en el cerebro de ratas se ha observado para aplicaciones de microondas que inducen 
hipertermia [79]. 
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El tejido cerebral es especialmente sensible a los fenómenos electromagnéticos. En el 
modelo biológico de rata con cierta predisposición a la convulsión (provocada por la inyección 
de una dosis subconvulsiva de picrotoxina antagonista GABA), la radiación de teléfonos 
móviles pueden inducir en un estado previo de preexcitabilidad, cambios regionales 
constituyendo un estímulo para la activación neuronal [69-71]. Esta radiofrecuencia también 
puede alterar la actividad electrofisiológica del hombre epiléptico [102]. 
El sistema nervioso central responde a las diversas lesiones neurológicas con una fuerte 
activación de astrocitos. Mausset-Bonnefont et al. [78] estudió el posible daño neuronal debido 
a la exposición aguda a microondas investigándose la incidencia de la actividad glial. Además, 
la exposición aguda y continuada a señales microondas GSM a 900 MHz pueden inducir la 
activación persistente de astroglía en el cerebro de rata, signo de potencial gliosis [3,13]. Otros 
estudios mostraron que la exposición aguda o de larga duración in vivo o in vitro a campos de 
RF de telefonía móvil no causan en el cerebro activación astroglial o microglial [33,123]. 
En este experimento se buscan signos de estrés neuronal en la actividad cerebral en un 
modelo de rata con picrotoxina mediante exposición a la radiación con una señal GSM 
modulada a 900 MHz, para ello se realiza una detección inmunohistoquímica para células 
neuronales (C-Fos) y gliales (proteína fibrilar ácida de la glía). Se ha estudiado la respuesta a 
diferentes tiempos de expresión de la proteína C-Fos a los 90 minutos, 24 horas y 3 días, 
provocada por diferentes noxas como la isquemia [86], crisis epilépticas [54] o trauma cerebral 
[40] o la reactividad GFAP (glial fibrillar adenosine protein) en los tejidos del cerebro. El 
objetivo del presente estudio fue elaborar una descripción de curso-temporal después de la 
exposición aguda a microondas en el cerebro de la rata, se midió: 1) la activación neuronal 
utilizando como biomarcador en los circuitos anatómicos la expresión de C-Fos y 2) la 
reactividad glial como un indicador paralelo del daño neuronal que tiene lugar tras las 
convulsiones. 
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7.1.2 Material y métodos 
7.1.2.1 Montaje	experimental	y	fantoma	numérico	
En la Fig. 7.1.1 se muestra el montaje experimental. Esencialmente, el animal que 
utilizamos en la experimentación se inmoviliza en un soporte de metacrilato, dispositivo no 
metálico o cepo (DMN en Fig. 7.1.1), se coloca, junto con una antena de transmisión, dentro de 
una cámara metálica que es suficientemente grande para minimizar el estrés del animal. La 
cámara utilizada tiene un tamaño de 150 cm de largo, 70 cm de alto y 46 cm de ancho (medidas 
interiores). Opcionalmente, en la cámara también puede instalarse una antena receptora y una 
cámara de vídeo. Un generador de señales conectado a un amplificador proporciona la señal de 
RF a la antena transmisora (AT en Fig. 7.1.1). La antena receptora (AR en Fig. 7.1.1) se 
conecta a un analizador de espectro para monitorizar el campo, asegurar su estabilidad y la 
ausencia de campos espurios. Los acopladores direccionales insertados en los canales de 
emisión y recepción, junto con unos sensores y medidores de potencia, permiten medir la 
potencia absorbida por el animal. La cámara de vídeo, por su parte, permite registrar los 
movimientos de los animales. 
La Fig. 7.1.2 muestra el cepo, (DNM en Fig. 7.1.1), dispositivo para inmovilizar la rata 
adulta joven. Con este diseño, el cerebro de la rata se encuentra en el centro del cono terminal, 
aproximadamente en el eje del cepo a unos 2 cm de la base del cono.  
Las posiciones del cepo de los animales y de la antena receptora (si se usa) se determinan en 
función de la distribución del campo dentro de la cámara. La Fig. 7.1.3a muestra la distribución 
del módulo del campo eléctrico, |E|, en el plano central, vertical y longitudinal. Esta 
distribución fue calculada utilizando el software SEMCAD [109] para simular la cámara y la 
antena transmisora. Las paredes de la cámara se modelaron como un conductor eléctrico 
perfecto y la antena como un monopolo de longitud λ/4 funcionando a una frecuencia de 900 
MHz con modulación de tipo GSM. El número de celdas tridimensionales o voxels necesarios 
para la simulación fue de 500.000, y el estado de equilibrio se alcanzó después de 400 períodos 
de radiación. En este estudio, la posición estándar del cepo era paralela al eje Y, (ver Fig. 
7.1.1), es decir, paralela a la anchura de la cámara, de forma que el centro del cerebro de la rata 
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está situado en la posición (X, Y, Z [cm]) = (26.0, 3.0, 4.0) cuando el origen de coordenadas 
está ubicado en el centro del suelo de la cámara como en la Fig. 7.1.1. La idoneidad de esta 
posición para la radiación cuasi-uniforme de la rata fue verificada por una simulación análoga 
de la cámara con ambas antenas y la rata en el interior. La rata fue modelada por un fantoma 
numérico adquirido a SPEAG que ha sido construido a partir de resonancia magnética mediante 
secciones de 1.15 mm de un rata Sprague-Dawley de 198.3 g consiguiendo distinguir 60 tejidos 
diferentes (modelo R8 SEMCAD [109]). La Fig. 7.1.3b muestra la distribución de | E | en un 
plano horizontal a nivel de la cabeza del fantoma. 
 
Fig.  7.1.1.  Dispositivo  experimental.  Generador  de  señal  (Agilent  E4428C),  Analizador  de  Espectro 
(Agilent E4407C), Medidor de potencia (Agilent E4418B), Amplificador lineal de potencia (Aethercomm) y 
Acoplador  direccional  (Narda  3282B‐30). AT,  antena  transmisora,  AR, Antena  receptora.  El  origen  de 
coordenadas está localizado en el centro del suelo de la cámara de radiación. 
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Un experimento adicional se llevó a cabo para estimar el grado de error que se producía 
teniendo en cuenta la colocación del animal y como afecta a las mediciones. Una rata de 202 g 
se colocó sucesivamente en seis posiciones diferentes, rotándola ligeramente desde la posición 
estándar como se muestra en la Fig. 7.1.4, radiándose el tiempo suficiente para la medición de 
la potencia absorbida en cada posición. 
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Fig.  7.1.3.  A.  Simulación  de  la  distribución  del  campo  |E|  en  la  cámara  para  el  plano  Y  =  0  (ver 
coordenadas en Fig. 7.1.1) cuando  la cámara sólo contiene  la antena transmisora, un monopolo λ/4. B. 
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La Fig. 7.1.5 se muestra la distribución de | E | en un plano vertical aproximadamente a 
través de la línea media del fantoma numérico de rata, según lo calculado en una simulación en 
la que se colocó la rata y las antenas en las mismas posiciones que en los experimentos 
descritos anteriormente. La Fig. 7.1.6 muestra la distribución resultante de los valores de SAR 
(valores promedio en 1 g.) en el mismo plano. 
Como se señaló anteriormente, la medición de la potencia real absorbida por la rata 
experimental permite la aplicación de un factor de corrección a las predicciones del SAR 
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calculado por la simulación numérica. En concreto, se calcula el valor de SAR estimado, SARE, 
de la expresión, 
 
( ) / ( )
( / ) / ( / )
E S E S
S E E S S
SAR SAR WBMSAR WBMSAR





donde el SARS es el SAR resultante de la simulación, WBMSARE y WBMSARS son 
respectivamente el valor medio de SARS en el cuerpo completo experimental y simulado, PE y 
PS son las potencias absorbidas y, WE y WS el peso de la rata experimental y simulada. Se 
asume por tanto que el SARS es proporcional al valor medio de SAR del cuerpo entero, es decir, 
proporcional al peso del animal experimental. En cualquier caso, en este estudio se utilizaron 
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Los animales utilizados en el estudio fueron ratas adultas Sprague-Dawley con un peso de 
230 a 250 g, mantenidos en jaulas individuales a 22 °C bajo un ciclo de luz claridad/oscuridad 
de 12:12 h, con acceso libre a comida y agua. Las ratas tratadas reciben una inyección de 1 ml 
por vía intraperitoneal de una dosis de 0.5 mg / ml de solución del agente convulsivo 
picrotoxina (Sigma, St Louis) disuelto en solución salina, cinco minutos antes de la 
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Las ratas se agruparon con la siguiente distribución (ver Tabla 7.1.1): 
Tabla 7.1.1. Descripción de los grupos experimentales 
GRUPO 1 Tratados con picrotoxina (PT) + Radiados (R), estudiados después de 90 min 
GRUPO 2 PT + no-radiados (NR), estudiados después de 90 min 
GRUPO 3 No tratados con picrotoxina (NPT) + R, estudiados después de 90 min 
GRUPO 4 NPT+NR, estudiados después de 90 m 
GRUPO 5 PT+R, estudiados después de 24 horas 
GRUPO 6 PT+NR , estudiados después de 24 horas 
GRUPO 7 NPT+R, estudiados después de 24 horas 
GRUPO 8 NPT+NR, estudiados después de 24 horas 
GRUPO 9 PT+R, estudiados después de 3 días 
GRUPO 10 PT+NR , estudiados después de 3 días 
GRUPO 11 NPT+R, estudiados después de 3 días 
GRUPO 12 NPT+NR , estudiados después de 3 días 
7.1.2.5 Comportamiento	y	signos	clínicos 
El comportamiento de los animales se grabó en vídeo durante las 2 horas en las que el 
animal se expuso a la radiación, al cual previamente se le había inyectado la picrotoxina a dosis 
subconvulsivas. Se registraron los cambios de comportamiento, sacudidas mioclónicas y la 
aparición o la latencia de las crisis convulsivas. Las sacudidas mioclónicas se asocian 
comúnmente con picos aislados y no fueron considerados como convulsiones. Las crisis 
convulsivas se caracterizan por sacudidas clónicas de las extremidades y el cuerpo, asociados 
en mayor o menor grado con la flexión o extensión tónica. La recuperación completa se produjo 
en todos los casos. 
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Noventa minutos, veinticuatro horas y tres días después de la radiación de los 
correspondientes grupos de ratas, se anestesió a los animales con una sobredosis de 
pentobarbital y posteriormente se realizó la perfusión transcardial. A continuación, se realizó el 
test inmunohistoquímico de determinación de la proteína intranuclear C-Fos, que determina 
activación neuronal y la proteína GFAP que marca la glía activada. 
7.1.2.7 Regiones	de	interés 
La inmunoreactividad de la proteína C-Fos se expresa en el núcleo de las neuronas en 
varias regiones corticales y subcorticales [93,128] en relación con las convulsiones. Las 
regiones anatómicas cerebrales estudiadas fueron: a) las áreas somatosensoriales, corteza 
motora frontal y parietal, b) las áreas olfatorias, concretamente el piriforme y la corteza 
sensorial primaria entorrinal e integradora agrupados como paleocortex. También se 
examinaron las estructuras subcorticales cerebrales del hipocampo, en concreto el giro dentado, 
CA1 y CA3. La activación neuronal a través de la expresión de C-Fos inducida por al 
picrotoxina ha sido previamente descrita en estructuras corticales y subcorticales [128].  
7.1.2.8 Cuantificación	y	análisis	estadístico	
Los recuentos de células positivas para C-Fos se llevaron a cabo por investigadores que 
desconocían las condiciones de exposición. Se examinaron tres o cuatro secciones del cerebro 
de cada rata, desde las áreas corticales (frontal del motor, el motor parietal, corteza olfativa 
piriforme y la corteza olfativa entorrinal) y las estructuras del hipocampo (giro dentado, CA1 y 
CA3). Para examinar la expresión de C-Fos en regiones localizadas de cada área, se contaron 
las células C-Fos-positivas en un campo de 0.32 x 0.24 mm ampliado a 20x en un microscopio 
Nikon Eclipse E200 conectado a un ordenador con el software morfométricos (Kappa, 
Monrovia, CA , EE.UU.). Los recuentos realizados por campo en cada una de las áreas se 
mostraron realizando un promedio en los animales o experimentos ± SEM por grupo. Se realizó 
la evaluación estadística para conocer las diferencias entre los grupos en los recuentos de 
Capítulo 7: Estudio de dosimetría en 3 sistemas experimentales de radiación. Cálculo de SAR 




células positivas de C-Fos mediante el análisis de varianza mediante un ANOVA de 3 vías: a) 
teniendo en cuenta todas las regiones del cerebro en conjunto, teniendo en cuenta el tratamiento 
(picrotoxina, o sin picrotoxina), la radiación (sin radiación, o con radiación) y el tiempo (90 
min, 24 horas, 3 días), b) considerando cada región del cerebro de forma separada, teniendo en 
cuenta el tratamiento, la radiación, el área (áreas dentro de esa región) y el tiempo, y 
considerando c) cada área específica del cerebro por separado, utilizando como factores el 
tratamiento, la radiación y el tiempo. Se llevaron a cabo estudios similares para las células 
GFAP positivas, pero sólo después de 3 días. Se aplicaron transformaciones logarítmicas a los 
datos para obtener la normalidad y homocedasticidad. Se consideraron las diferencias 
significativas entre las regiones y zonas a P < 0.05. Finalmente, se usó la prueba de Tukey HSD 




La potencia media absorbida por las ratas en los seis grupos radiados se estimó con el 
método explicado en el apartado 7.1.2.2 y se muestra en la Tabla 7.1.2, junto con el peso medio, 
SAR promedio en el cerebro y en el cuerpo, y el SAR de pico promediado en 1 g de cuerpo y el 
cerebro. Todos los valores SAR están por debajo de los límites de la legislación de la Unión 
Europea[101] para los valores térmicos en el cerebro (Tabla 7.1.2). 
7.1.3.2 Comportamiento	clínico	
Las ratas TNP + NR de los grupos 4, 8 y 12 sufrieron estrés inicial atribuible a la 
inmovilización, pero no presenta ninguna actividad anormal o signos de convulsiones. 
Las ratas TNP + R de los grupos 3, 7 y 11 mostraron estrés inicial, pero no presenta 
ninguna actividad anormal o signos de contracción mioclónica. 
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Las ratas PT + NR de los grupos 2, 6 y 10 mostraron efectos en la actividad motora en los 
últimos 5-10 min, después la rata se mantuvo inmóvil pero alerta. 
Las ratas PT + R de los grupos 1, 5 y 9 mostraron sacudidas mioclónicas de la cabeza y el 
cuerpo dentro de los 10 min de la administración de picrotoxina. Las sacudidas mioclónicas 
persistieron durante largos periodos, pero se observaron convulsiones en sólo tres animales, que 






















1 g de cuerpo 
(W/kg) 
1 PT+R/90min p.e* 178.37  209.95  1.32  1.48  0.74  4.09 
3 NPT+R/90min p.e 189.41  211.83  1.38  1.55  0.78  4.28 
5 PT+R/24h p.e 192.67  225  1.32  1.49  0.74  4.11 
7 NPT+R/24h p.e 202.33  228  1.37  1.54  0.77  4.25 
9 PT+R/3días p.e 186.17  199.98  1.44  1.62  0.81  4.47 
11 NPT+R/3días p.e 201.60  230.66  1.35  1.52  0.76  4.19 
p.e*   tiempo de post-radiación  
7.1.3.3 Expresión	de	C‐Fos	
7.1.3.3.1 Expresión	de	C‐Fos	en	todo	el	cerebro	
Se ha tenido en cuenta la proporción de neuronas de C-Fos-inmunopositivas (en adelante, 
expresión C-Fos) a lo largo de todo el cerebro en los tres tiempos estudiados (90 min, 24 h y 3 
días), el análisis de varianza de 3 vías indicó un efecto significativo de los tres factores: 
radiación , tratamiento y tiempo (p < 0.001). Por otra parte, las interacciones tiempo-radiación, 
tiempo-tratamiento y tratamiento-radiación tuvieron efectos significativos (p < 0.001), mientras 
que la interacción radiación-tratamiento-tiempo no fue significativa (p = 0.255). Ver Tabla 
7.1.3. 
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Estos resultados mostraron que en todas las áreas corticales (cortex y paleocortex), noventa 
minutos después de la radiación la media de la expresión de C-Fos en las ratas radiadas y 
tratadas con picrotoxina (PT + R) fue mayor que en las no radiadas y tratadas con picrotoxina 
(PT + NR ), mostrando un aumento del doble en algunas zonas. Sin embargo, en el hipocampo 
(en dos zonas de las tres estudiadas) las ratas tratadas con picrotoxina y no radiadas (PT + NR) 
mostraron un nivel medio de la expresión de C-Fos más alta que las ratas radiadas (PT + R). En 
la mayoría de las zonas del cerebro se mostró un importante aumento en la media de la 
expresión de C-Fos en las ratas tratadas con picrotoxina veinticuatro horas después de la 
radiación. Por último, tres días después de la radiación, la media de la expresión de C-Fos 
fueron similares en las ratas PT + R y PT + NR, tanto en giro dentado como en las áreas 
frontales. Sin embargo, la media de la expresión de C-Fos mostró niveles más altos en las ratas 
tratadas con picrotoxina en CA3 (en comparación con las que no recibieron radiación). Por el 
contrario, tres días después de la radiación, la expresión de C-Fos en ratas tratadas con 
picrotoxina mostró una importante disminución en la corteza entorrinal en comparación con las 
ratas no radiadas. 
Neocortex 
En la región del neocortex, el tiempo constituye un factor importante ya que aparecen 
diferencias significativas en la expresión de C-Fos entre 90min vs 24hr vs 3días (p < 0.001). 
Los análisis de varianza llevados a cabo en las áreas frontales y parietales por separado 
indicaron que los factores : tratamiento, tiempo, tratamiento-tiempo, y radiación-tiempo, 
presentaron en todos los casos efectos con diferencias significativas en la expresión de C-Fos (p 
< 0.001 en todos los casos). En las áreas frontales y parietales se encontraron diferencias 
significativas a los 90 min vs 24 h y 3 días (p < 0.001). 
Paleocortex 
En la región del paleocortex, el tiempo mostró un efecto significativo sobre la expresión de 
C-Fos entre 90 min y 24h vs 3 días (p = 0.006). El análisis de varianza llevado a cabo en las 
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áreas piriforme y entorrinal por separado, indicó que la radiación, tratamiento, radiación-
tratamiento y radiación-tiempo tiene efectos significativos sobre la expresión de C-Fos (p < 
0.030). En el área piriforme, el tiempo mostró efectos significativos en la expresión de C-Fos en 
90 min y 24 h vs 3 días (p < 0.001). Sin embargo, en el área entorrinal no se detectaron 
diferencias estadísticas en todos los periodos de tiempo (90 min vs 24 h vs 3 días, p = 0.846). 
Área del Hipocampo 
En las áreas del hipocampo, el tiempo mostró un efecto significativo en la expresión de C-
Fos en 90 min vs a 24 h vs a 3 días (p < 0.001). Los análisis llevados a cabo en el giro dentado, 
teniendo en cuenta las áreas CA1 y CA3 por separado, indicaron que el tratamiento y el tiempo, 
así como la interacción radiación-tiempo y tratamiento-tiempo tuvieron efectos significativos en 
la expresión de C-Fos (p < 0.025). En las áreas CA1 y CA3, la interacción radiación-
tratamiento-tiempo mostró un efecto significativo en la expresión de C-Fos (p = 0.002), pero no 
se encontraron diferencias estadísticamente significativas en el área de giro dentado (p = 0.796). 
Por otra parte, en las tres áreas estudiadas se establecieron diferencias significativas en los 
valores de C-Fos a lo largo del período de tiempo (90 min vs 24 h vs 3 días, p < 0.001). 
7.1.3.4 Expresión	de	GFAP	
7.1.3.4.1 Expresión	de	GFAP	en	todo	el	cerebro	
Teniendo en cuenta la proporción de neuronas GFAP-inmunopositivas (en adelante, la 
expresión de GFAP) a lo largo de todo el cerebro, tres días después de la radiación, el análisis 
de dos vías de varianza indicó efectos significativos de los factores: radiación, tratamiento y 
radiación-tratamiento sobre la expresión de GFAP (p = 0.032, p < 0.001, y p < 0.001, 
respectivamente). Ver Tabla 7.1.3. 
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La expresión de GFAP en el neocortex (cortex frontal y parietal) se vio influenciada por 
efecto de la radiación y el tratamiento (p < 0.001), pero no se detectaron efectos significativos 
causados por la interacción radiación-tratamiento (p = 0.859). Tampoco aparecen diferencias 
significativas entre los grupos en relación con el área y la interacción área-radiación-tratamiento 
(p = 0.407 y p = 0.065, respectivamente). Los análisis llevados a cabo teniendo en cuenta la 
corteza frontal y parietal por separado indicaron que el tratamiento tuvo efectos significativos 
en la expresión de GFAP en ambas zonas (p < 0.001). 
Paleocortex 
La expresión de GFAP en el paleocortex (cortex piriforme y entorrinal) está afectada por 
los factores área, tratamiento y radiación-tratamiento (p < 0.002), pero no se detectaron 
diferencias estadísticas significativas en relación a la radiación, área-tratamiento, área-radiación 
y área-radiación-tratamiento (p = 0.055, p = 0.331, p = 0.577 y p = 0.433, respectivamente). Los 
análisis independiente llevados a cabo en las áreas piriforme y entorrinal indicaron que el 
tratamiento tuvo efectos significativos en la expresión de la GFAP (p < 0.001). 
Área del Hipocampo 
La expresión de la GFAP en las zonas del hipocampo (giro dentado, CA1 y CA3) mostraron 
diferencias significativas en relación al tratamiento y la radiación (p < 0.001 y p = 0.024 
respectivamente), pero no se encontraron diferencias estadísticamente significativas en relación 
con el área, radiación-tratamiento o área-radiación-tratamiento (p = 0.820, p = 0.352 y p = 0.179, 
respectivamente). Los resultados de los análisis efectuados en el giro dentado, CA1 y CA3 por 
separado, indicaron que el tratamiento tuvo efectos significativos en la expresión de GFAP (p < 
0,001 en las tres áreas). Pero la expresión de GFAP en el giro dentado, CA1 y CA3 no fue 
significativamente afectada por la interacción radiación-tratamiento (p = 0.377, p = 0.401 y 
p = 0.095, respectivamente). 
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Tabla 7.1.3. Valor medio ± SEM del  contaje de  células  en  todo  el  cerebro  y  en diferentes  áreas del 
mismo y para diferentes tratamientos (con y sin radiación, y con y sin picrotoxina) 






Neocortex      
FR1-2,3 PT + No-Rad 64.31 ± 9.89*  188.69 ± 7.86  188.69 ± 7.86  27.50 ± 1.46* 
 PT + Rad 132.40 ± 8.75*  185.44 ± 13.91  185.44 ± 13.91  32.13 ± 1.57* 
 NPT + No-Rad 30.16 ± 3.13*  64.36 ± 5.85*  64.36 ± 5.85*  15.83 ± 1.02* 
 NPT + Rad 51.75 ± 3.69*  44.95 ± 6.59*  44.95± 6.59*  20.96 ± 0.73* 
PAR1-2-3 PT + No-Rad 79.83 ± 6.40*  197.38 ± 10.29  182.88 ± 8.85  27.21 ± 1.11* 
 PT + Rad 146.21 ± 10.54*  196.06 ± 16.93  226.67 ± 12.27  32.25 ± 1.52* 
 
NPT + No-Rad 
 
32.00 ± 4.32*  73.56 ± 4.41*  160.00 ± 6.83  18.96 ± 0.99 
 
NPT + Rad 
 
60.48 ± 3.33*  52.67 ± 7.53*  175.95 ± 10.45  20.04 ± 1.18 
Paleocortex         
PIR1,23 PT + No-Rad 109.62 ± 9.79*  206.00 ± 6.24  166.50 ± 15.68  23.71 ± 1.00* 
 PT + Rad 196.05 ±12.58*  185.44 ± 11.32  152.13 ± 7.66  30.46 ± 1.83* 
 NPT + No-Rad 23.58 ± 3.82*  44.59 ± 3.71  95.61 ± 5.18  17.42 ± 0.77 
 NPT + Rad 56.90 ± 4.78*  42.32 ± 4.01  110.64 ± 5.67  15.50 ± 0.79 
ENT PT + No-Rad 137.29 ± 5.92*  193.38 ± 10.55*  129.65 ± 7.64  26.38 ± 0.97* 
 PT + Rad 187.32 ± 8.86*  159.81 ± 10.02*  117.19 ± 7.24  36.21 ± 1.20* 
 NPT + No-Rad 20.06 ± 3.85*  49.64 ± 3.66*  20.13 ± 4.10*  19.25 ± 0.94 
 NPT + Rad 65.10 ± 5.10*  33.00 ± 6.68*  65.10 ± 5.10*  17.13 ± 1.09 
Áreas del Hipocampo         
GD1-2,3 PT + No-Rad 28.70 ± 10.48*  121.00 ± 14.17*  108.81 ± 6.83  29.25 ± 0.89 
 PT + Rad 15.30 ± 1.58*  87.96 ± 2.90*  111.79 ± 9.82  26.75 ± 1.01 
 NPT + No-Rad 8.50 ± 0.52*  32.63 ± 3.12  91.45 ± 7.16  19.57 ± 1.08 
 NPT + Rad 35.08 ± 3.03*  28.11 ± 4.40  84.76 ± 9.94  19.25 ± 1.04 
CA11-2,3 PT + No-Rad 29.17 ± 10.48  91.75 ± 5.79*  90.19 ± 4.25  27.37 ± 0.92 
 PT + Rad 14.08 ± 1.87  73.96 ± 3.41*  78.38 ± 4.95  28.04 ± 0.98 
 NPT + No-Rad 7.81 ± 0.79*  43.38 ± 3.04*  64.90 ± 4.45*  19.54 ± 0.89 
 NPT + Rad 26.74 ± 3.07*  28.63 ± 5.15*  84.90 ± 2.41*  18.83 ± 1.04 
CA31-2,3 PT + No-Rad 10.44 ± 0.97  56.44 ± 5.86*  54.94 ± 6.11  29.67 ± 0.94 
 PT + Rad 11.92 ± 1.34  38.65 ± 2.07*  42.13 ± 3.66  28.76 ± 1.08 
 NPT + No-Rad 10.32 ± 0.80*  7.81 ± 0.79*  55.75 ± 2.42  20.67 ± 0.85* 
 NPT + Rad 25.00 ± 2.10*  32.11 ± 4.53*  62.20 ± 4.44  17.46 ± 1.11* 
ANOVA de varias vías (Tratamiento-Radiación y Tratamiento-Radiación-Áreas) para GFAP y C-Fos en todo el cerebro y para las diferentes 
zonas. 
* Diferencias significativas en animales, radiados y no radiados, tratados y no tratados con picrotoxina. 
1-3 Diferencias significativas para diferentes tiempos en cada grupo (1, 90 min; 2, 24 h; 3, 3 días).  
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No tenemos conocimiento de que exista ningún trabajo precedente donde se evalúen los 
efectos de la radiación, con un sistema experimental con características similares a la telefonía 
móvil GSM con 900 MHz en la morfología del cerebro de ratas con un modelo neurológico 
subconvulsivo con picrotoxina. En nuestro laboratorio tenemos estudios precedentes [60-71] 
con este mismo modelo animal, determinando el inmunomarcaje de la proteína C-Fos, si bien se 
utilizaron potencias inferiores (de 0.225 W, produciendo un SAR medio en el cerebro inferior a 
0.43 W/kg) a las utilizadas en nuestro estudio. En el presente trabajo utilizamos una potencia 
emitida de 1W aproximadamente, produciendo un SAR en cerebro inferior a 1.45 W/kg, a un 
nivel por debajo de la restricción básica establecida por la Unión Europea para la frecuencia de 
900 MHz, 2 W/kg en cabeza y cuello [101]. Esta potencia ha sido elegida debido a que, si bien 
supera la potencia media emitida por los teléfonos móviles (0.25 W), se puede alcanzar en 
ocasiones potencias pico de hasta 2 W [11,15,30].  
7.1.4.1 Evolución	temporal	del	tratamiento	y	la	radiación	GSM	sobre	la	expresión	de	
C‐Fos	
En muchos casos los datos a favor de un incremento de la activación de C-Fos se 
relacionaron con una elevación de la temperatura, inducida por las radiaciones a un SAR 
elevado [84], encontrándose elevaciones en la expresión de C-Fos en diversas regiones de la 
corteza y áreas periventriculares al exponer las ratas a 9,3 W/kg en el cuerpo entero [79]. Los 
estudios con niveles de SAR subtérmicos mostraron resultados negativos en muchos casos [35] 
sin embargo la radiofrecuencia (RF) no es modulada con GSM para todas las potencias 
empleadas, debido a las limitaciones en algunos casos del amplificador, como refieren los 
autores. Así la RF con GSM a diferencia de la radiación continua o no pulsada, muestra una 
modulación de la amplitud de la onda a bajas frecuencias a 217 Hz y 8,24 Hz. En éste sentido, 
diversos estudios han descrito alteraciones en los flujos del calcio en el tejido nervioso, bajo la 
influencia de ondas de radiofrecuencia moduladas con amplitudes bajas, localizándose efectos 
máximos a una frecuencia crítica de modulación de 16 Hz [1,7,12,55]. La radiación GSM con 
su componente de baja frecuencia, empleada en éste experimento podría causar por tanto, un 
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alteración de los flujos de calcio [91] mecanismo que explicaría la activación de C-Fos [122] a 
nivel del tejido nervioso incluso en grupos no tratados, con respecto a datos negativos aportados 
por otros autores [35] o en tratados con picrotoxina [70]. 
Noventa minutos después de la radiación se produce una elevación de C-Fos de los grupos 
radiados respecto a los grupos no radiados siendo el efecto de la radiación mucho mayor en el 
grupo de animales tratados con picrotoxina en neocortex y en especial en paleocortex, corteza 
piriforme y entorrinal, (p < 0.044, p < 0.001) y en CA1 (p < 0.039) y CA3 (p < 0.001) dónde 
hay una interacción estadística positiva de la radiación y el tratamiento. Este hecho podría hacer 
suponer que el estado de inestabilidad electroquímica en el cerebro de los animales tiene un 
efecto facilitador que va unido a la radiación [41,116]. Es posible que en las ratas expuestas a la 
radiación GSM, se introduzca un disbalance en el sistema GABAérgico de excitación-
inhibición. Este disbalance causado por la radiación, puede actuar potenciando el bloqueo de 
los canales GABA-A provocado por la picrotoxina e inducir una mayor expresión de C-Fos en 
el grupo tratado e radiado respecto al tratado y no radiado, diferencia que es significativamente 
mayor comparando la radiación en grupos no tratados, hallazgos en consonancia con otros 
estudios realizados a potencias de 0.225 W [71]. 
El incremento de la activación neuronal persiste en casi todas las áreas 24 horas después de 
la radiación en relación a los animales sacrificados 90m después. En todas las áreas es más 
significativo el tratamiento (p < 0.001) que la radiación (p < 0.05) si bien en la corteza 
piriforme (p < 0.341) la radiación no lo es. Sin embargo, la escasa diferencia entre los recuentos 
entre animales radiados y no radiados tanto en tratados como no tratados con picrotoxina 
evidencia un estado de hiperexcitabilidad donde la acción del antagonista GABA-A parece 
persistir en mayor grado a la radiación. Así otros autores describen efectos neurotóxicos en la 
corteza frontal también 24 horas después de la exposición del cerebro de ratas a 900 MHz pero 
con un SAR que alcanza los 6W/kg [78]. 
El comienzo del declive del efecto de la radiación después de tres días en el hipocampo y 
en la región piriforme, es un hallazgo descrito por otros autores tras exposiciones a radiación 
GSM a 900MHz [31].  
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El efecto combinado del antagonista no competitivo picrotoxina y la radiación está en 
función de una modificación temporal de la excitabilidad de los receptores GABA-A, y puede 
tener relación con la interacción subunidad del receptor y la picrotoxina [8] o la actividad 
espontanea del fármaco con el receptor [76].Todo el curso temporal en tres días pone en 
evidencia el hecho de que la radiación GSM con SAR no térmico, parece tener efectos agudos 
sobre la activación neuronal de C-Fos, que gradualmente se compensa, y va igualando la 
respuesta de los distintos grupos estudiados al estrés causado por inmovilización [75]. 
7.1.4.2 Evolución	 temporal	 de	 la	 Influencia	 de	 la	 radiación	 y	 el	 tratamiento	 con	
picrotoxina	sobre	GFAP	
Llaman la atención los niveles de SAR utilizados en este experimento, muy inferiores a los 
empleados por otros autores (1,5W/kg respecto 6 W/kg) a pesar de obtener una importante 
activación glíal tanto en las regiones del neocortex como el paleocortex e incluso en algunas 
regiones del hipocampo como el Giro dentado. Todo ello nos indica, un efecto de la radiación 
sobre el tejido cerebral que no sólo está en relación con el SAR sino con la potenciación 
provocada por otros agentes tóxicos unidos a la radiación como la picrotoxina [69]. Por otra 
parte hay una clara influencia del gradiente en descenso del efecto de la radiación mayor en la 
corteza que en otras partes del cerebro, siendo aminorada la acción conjunta de la radiación y la 
droga en regiones más profundas del cerebro como el hipocampo [4],[43],[44]. 
A la disminución de la afinidad de los receptores NMDA- GABA-A tras la radiación GSM 
a 900 MHz [78] podría sumarse un mecanismo de activación astrocitaria en presencia de la 
radiación, derivado de un balance excitador-inhibidor en los sistemas de neurotransmisión 
cerebrales que actuarían en los receptores NMDA de la astroglía cortical [59]. Otro posible 
mecanismo para causar efectos en el cerebro de la radiación es la actuación sobre el 
metabolismo del calcio, manifestándose en diversos estudios en relación a la modulación en 
amplitud a bajas frecuencias, GSM presenta modulación a 217 Hz y 8,24 Hz, localizándose 
efectos máximos en torno a una frecuencia crítica de modulación a 16 Hz [1,7,12,55]. Estos 
efectos sobre el calcio podrían interactuar con las fluctuaciones de éste elemento que ocurren en 
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el interior del astrocito durante las crisis comiciales [112], y que parecen transmitirse a modo de 
ondas a través del sincitio astrocítico [23,46]. 
Los resultados obtenidos en nuestro estudio, en relación con la activación glial en 
presencia de radiación muestran una respuesta adaptativa en el tejido cerebral a la radiación 
GSM con SAR por debajo de la restricción básica establecida [101]. Esta respuesta podría 
diferir en intensidad, en relación con el SAR alcanzando en diferentes zonas del cerebro, y sus 
efectos podrían estar potenciados por la existencia de una labilidad electroquímica cerebral. 
Aunque las diferencias anatómicas entre la rata y el humano respecto a la morfología y 
tamaño cerebral marcan diferencias importantes en lo que respecta a la dosimetría, nuestros 
resultados indican que la activación de los marcadores de la proteína C-Fos y de la glía se 
desencadenan por el efecto combinado del estrés causado por la radiación a SAR no térmico y 
la acción tóxica de la picrotoxina en los tejidos cerebrales. Debido a los hallazgos encontrados 
en nuestro trabajo, sugerimos la necesidad de profundizar en el estudio de los efectos de la RF 
de telefonía móvil de pacientes epilépticos. 
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7.2 Estudio de la expresión de HSP90 α/β en el cerebro y la 
glándula tiroides de ratas expuestas a radiación de 
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7.2.1 Introducción  
En la última década se ha incrementado considerablemente el empleo en la industria y en 
la medicina de campos electromagnéticos a 2.45 GHz, con las nuevas tecnologías de los 
teléfonos inalámbricos Bluetooth [89] o en tratamientos rehabilitadores en diversos tipos de 
patologías o dolor [97] como consecuencia han aumentado los estudios de contaminación 
electromagnética a esta frecuencia y se han descrito efectos biológicos tanto de naturaleza 
térmica [124,126] como no térmica [16,27,92]. 
Las proteínas de choque térmico (HSP) son chaperonas utilizadas frecuentemente en 
estudios toxicológicos como biomarcadores de daño celular [29]. La exposición de campos 
electromagnéticos ha reportado numerosas modificaciones en la expresión de proteínas de 
choque térmico en estudios in vivo (HSP) [26,39] o in vitro en líneas celulares [18,126]. La 
HSP-90 es la variedad más frecuente de las proteínas del choque térmico [114] siendo más 
elevada en tejidos neurales que no neurales [67] y se distribuye en neuronas del sistema 
límbico, neocortex, estriado o tálamo [24,38]. Esta proteína actúa en la regulación de la 
actividad de otras proteínas como los receptores de hormonas esteroideas [105], la proteína 
kinasa [95], la calmodulina [113], la actina [81], y la tubulina [36]. Estímulos como la isquemia 
o los corticoides provocan un aumento de HSP-90 en CA1, CA3 así como en el Giro Dentado y 
en el núcleo paraventricular del hipotálamo de los roedores [53,90]. Otros estímulos de estrés 
como la fiebre, convulsiones [17,129], drogas (anfetamina o LSD) [2] lesiones traumáticas o 
enfermedades neurodegenerativas [6] provocan modificaciones en los niveles basales de HSP-
90. El incremento de HSP-90 en subpoblaciones neuronales [125] o/ y la activación en nuevas 
poblaciones no neuronales gliales y microgliales [27] indica la participación de mecanismos 
neuroprotectores mediados por esta proteína [65,88] en el stress oxidativo [48] o actividad anti-
apoptótica [20]. 
La gran diversidad de resultados que muestra la bibliografía en relación a los valores de las 
proteínas de estrés térmico tras la exposición a campos electromagnéticos sin aparentes 
modificaciones en unos casos [19,42] o contrariamente, en nuestra propia experiencia [52,80] y 
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la de otros autores [18,66,103] donde se han encontrado importantes cambios en diversas 
poblaciones celulares de las HSPs in vivo o in vitro ha determinado el presente estudio.  
Hemos centrado este estudio experimental en el cerebro y en la glándula tiroides de 
animales sometidos a la exposición de campos electromagnéticos in vivo, donde la actividad 
metabólica es más importante que en otros tejidos y el efecto de la radiación puede ser mayor 
[63]. Para ello hemos estudiado la respuesta cuantitativa y cualitativa de la expresión de la 
proteína HSP-90 en distintas regiones anatómicas del cerebro de los roedores y de la glándula 
tiroides después de la radiación aguda continua y controlada en una cámara experimental 
GTEM de ratas Sprague-Dawley in vivo con frecuencias de 2450 MHz y niveles crecientes de 
exposición de SAR. Mediciones paralelas del estrés corporal en los animales mediante sondas 
de temperatura rectal, nos permitirán determinar si existe alguna interacción entre los 
incrementos de temperatura y el estrés celular. El objetivo de este estudio es determinar la 
variabilidad de la respuesta de la proteína HSP-90 como marcador biológico en el cerebro y 
glándula tiroides así como las diferencias de vulnerabilidad regional del efecto citoprotector de 
la chaperona ante la exposición de la radiación no-ionizante. 
Dentro del sistema endocrino, la glándula tiroides tiene una gran importancia debido a los 
diversos ajustes que realiza en su producción hormonal en el sistema hipotálamo-hipofisario o 
su influencia en numerosas funciones del metabolismo y del crecimiento. Diversos estudios han 
empleado distintas fuentes electromagnéticas aplicando extremada baja frecuencia (ELF-EMF) 
o radiofrecuencia (RF) empleada en telefonía móvil con el cáncer de tiroides [74], alteraciones 
en la producción de hormonas tiroideas [98,57,32] así como la relación de la radiación no 
ionizante en diversas disfunciones tiroideas [10]. 
En estudios biológicos experimentales en cultivos en células humanas, que se someten a la 
radiación de campos electromagnéticos (EMF), se han observado desajustes en el sistema de 
homeostasis de estrés celular, determinado por las proteínas HSP [27]. El tiroides es una 
glándula endocrina que con cierta frecuencia está expuesta a la radiación no-ionizante, tanto 
cuando se realizan aplicaciones terapéuticas, como cuando hay una interacción entre los 
humanos y sistemas de comunicación inalámbricas. En este estudio analizamos los niveles de 
estrés celular alcanzados por una de las proteínas de choque térmico (HSP) 90 más estables ante 
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el estrés ambiental [47], moduladora de la actividad apoptótica [50], a nivel del tejido tiroideo 
de rata después de la exposición a la radiofrecuencia a 2.45 GHz en un sistema experimental 
GTEM. Mediciones paralelas del estrés corporal en los animales mediante sondas de 
temperatura rectal, nos permitirán determinar si existe alguna interacción entre los incrementos 
de temperatura de los animales y el estrés celular. 
 
7.2.2 Material y métodos 
7.2.2.1 Animales	
En la elaboración de este trabajo se emplearon un total de 148 ratas adultas hembras 
Sprague–Dawley de un peso aproximado 240 gr. 
Todos los experimentos con animales se llevaron a cabo de acuerdo a la normativa de la 
Comunidad Económica Europea de noviembre de 1986 (86/609/EEC) publicado en 
“Principales cuidados de los animales de laboratorio” (Publicación NIH no. 85-23, revisada en 
1985) así como las leyes nacionales españolas (Ley 32/2007, de 7 de noviembre, para el 
cuidado de los animales, en su explotación, transporte, experimentación y sacrificio). Los 
permisos los obtuvimos del Comité de Bioética local de nuestra universidad (USC). 
Los animales (4-5 por caja) se mantienen en condiciones ambientales (a temperatura 
21±1º, permaneciendo 12 hs en ciclos de luz). A la alimentación y el agua los animales acceden 
libremente en cada caja. 
7.2.2.2 Diseño	Experimental	
El objetivo de éste estudio es determinar la variabilidad de la respuesta de la proteína HSP-
90 como marcador biológico en el cerebro y en la glándula tiroides así como las diferencias de 
vulnerabilidad regional del efecto citoprotector de la chaperona ante la exposición de la 
radiación no-ionizante. Este estudio se realizó teniendo en cuenta la tasa de absorción específica 
(SAR) en el tejido nervioso y en la glándula tiroides mediante el cálculo FDTD. 
Capítulo 7: Estudio de dosimetría en 3 sistemas experimentales de radiación. Cálculo de SAR 





Se utilizaron un total de 72 ratas hembra Sprague-Dawley repartidos por tratamientos en 
los siguientes grupos (Fig. 7.2.1; Tabla 7.2.1): 
Grupo 1: Ratas expuestas a la radiación de microondas durante 30minutos (colocadas en 
un cepo de metacrilato) y perfundidas con fijador 90 minutos después de la radiación. Estos 
animales se subdividieron en 4 subgrupos, expuestos a diferentes niveles de radiación 0-1,5- 3 y 
12 W (el primer grupo no fue radiado y es el grupo control). 
Grupo 2: Ratas expuestas a la radiación de microondas también fueron subdivididas en 4 
subgrupos, que fueron expuestas a diferentes niveles de radiación de microondas: 0-1,5-3, y 
12W de potencia (el primer grupo no radiado, es el grupo control) durante 30 minutos. Las ratas 
se mantuvieron vivas 24 hs después de la radiación y posteriormente fueron sacrificadas y 







Potencia/Tiempo de exposición 
Grupo 1 0 W/90 min  1.5 W/90 min 3 W/90 min 12 W/90 min 
Grupo 2 0 W/24 hs  1.5 W/24 hs 3 W/24 hs 12 W/24 hs 
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Una vez introducidos los animales en un cepo de metacrilato de tamaño 23 x 6 cm en su 
parte más ancha y 6 x 1.8 cm en la parte más estrecha destinada al hocico (para evitar la 
reflexión de las microondas de la antena receptora), se procedió a la radiación de los animales. 
El sistema experimental, donde se radiaron los animales, consta de los siguientes elementos 
(ver Fig. 7.2.2). 
Elementos que constituyen el sistema de radiación: 
1- Cámara GTEM Schaffner 250 
2- Generador Vectorial de Señales 
3- Amplificador 
4- Acoplador Direccional 
5- Analizador de espectro 
6- Medidor de Potencia 
7- Capsula contenedora de la rata 
 
La cavidad metálica de radiación, Schaffner GTEM modelo 250, tiene unas dimensiones 
de 1.25m x 0.65m x 0.65m. La señal del Generador de Señales Vectorial (GSV) alimenta al 
amplificador (AMP) con una señal sinusoidal pura de 4550 MHz regulada a la potencia 
requerida durante la radiación. La salida procedente del AMP se conecta al Acoplador 
Direccional (AD) para pasar directamente a la Cámara de Radiación GTEM en donde se 
encuentra la rata R radiada, convenientemente posicionada en la zona de máxima uniformidad 
de campo (catálogo de Schaffner) e inmovilizada mediante un cepo de metacrilato (CR). El AD 
permite medir los valores de potencia incidente PIN  y reflejada PREF, monitorizando el valor de 
la primera, mediante el Analizador de Espectros (AE) y obteniendo el valor de la segunda con 
el Medidor de Potencia (MP).  
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Fig.  7.2.2.  Esquema  (no  a  escala)  del  sistema  utilizado.  GTEM:  Cámara  GTEM  Schaffner  250;  GSV: 
Generador Vectorial de Señales Agilent E4438C (250KHz–4GHz); AMP: Amplificador Aethercomm 0.8‐3.2‐




Se observa que el campo incide sobre R en la dirección k con los vectores E y H 
posicionados perpendicular y paralelamente al eje principal de R, respectivamente. 
Consecuentemente, la zona izquierda de R recibe la máxima amplitud de campo, produciendo 
apantallamiento en la zona derecha. Puesto que el campo no es completamente uniforme en 
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dicha región, su módulo se estima por el valor medio incidente sobre R, calculado mediante la 
expresión: 
 20 TRE Z P h   (7.2.1)
siendo h la altura de la bóveda (septum) en la zona de exposición (posición de la CR), (ver Fig. 
7.2.2); PIN la potencia de entrada en la GTEM (potencia incidente); Z0 = 50 [Ω] la impedancia de 
entrada de la GTEM, y ζ un coeficiente que depende del rizado del campo dentro de la zona de 
posicionamiento de CR, considerado igual a 2 [catálogo de Schaffner]. El valor de E obtenido 
durante la experimentación de acuerdo a la PIN utilizada se presenta en la sección 
correspondiente a los resultados. 
7.2.2.3.2 Descripción	de	las	simulaciones	y	cálculo	del	SAR	mediante	SEMCAD 
Los valores de SAR se han estimado, en este experimento, con la ayuda del SEMCAD X 
[109], un software de simulación basado en el método FDTD, según se ha comentado 
anteriormente. Para ello, se utilizó un modelo numérico de rata Sprague-Dawley de 198,3 
gramos [109], ensamblada en cortes de 1, 15 mm (obtenidos con imágenes de resonancia 
magnética) y compuesta por 60 tejidos diferentes.  
El modelo numérico fue radiado con una onda plana incidiendo sobre la zona izquierda del 
animal, siendo el campo magnético H paralelo a su eje principal (ver Fig. 7.2.2). El valor de 
campo E fue especificado por la ecuación (1). Las simulaciones ejecutadas en un PC de 
escritorio con procesador Intel Core 2 Quad a 2.40 GHz y 4 GB de RAM) se realizaron a 2.45 
GHz. 
Las estimaciones del SAR fueron obtenidas mediante un factor de corrección aplicado a 
los valores obtenidos con las simulaciones numéricas, en proporción al peso de la rata numérica 
respecto de los pesos de los animales utilizados durante la experimentación, es decir:  
 
E S S ESAR SAR W W   (7.2.2)
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donde SARE es la estimación del SAR experimental, SARS es el valor de SAR obtenido 
durante la simulación, WS = 198.3 [g] es el peso del modelo numérico, y WE [g] es el peso del 
animal bajo experimentación. 
7.2.2.3.3 Cambios	en	la	temperatura	rectal	después	de	la	exposición:	niveles	de	estrés	
La temperatura rectal se midió con el fin de evaluar el efecto de la radiación sobre los 
ajustes realizados por el hipotálamo en los mecanismos de termorregulación en recibir estos 
estímulos que pueden desencadenar el estrés térmico [44]. La temperatura se midió con un 
termómetro digital (instrumentos Eutech). Las mediciones se realizaron en los siguientes 
momentos: antes de colocar al animal en la cámara de radiación, inmediatamente después de la 
exposición, y 0m, 30m, 60m, 90m y 24 horas después de la radiación (cuando los animales 
fueron sacrificados). El seguimiento de la temperatura rectal de los animales en cada grupo 
(radiados y no radiados) nos ha permitido determinar los cambios temporales en los niveles de 
estrés, así como las diferencias en las respuestas entre los animales de experimentación. 
7.2.2.4 Técnica	general	de	detección	de	proteínas	
7.2.2.4.1 Extracción	de	tejido	
Se extrajo tejido de distintas áreas del cerebro, así como de la glándula tiroidea para su 
valoración y cuantificación por Western Blot (WB).. 
7.2.2.4.2 ELISA	
Una vez que se ha extraído el tejido conservado a 30º C se realiza la lisis con una 
proteasa e homogeneizado de la misma y se procederá a la detección de la proteína HSP-90 
mediante esta técnica. 
Capítulo 7: Estudio de dosimetría en 3 sistemas experimentales de radiación. Cálculo de SAR 






Después de exponer a los animales en la cámara 30min de radiación y de esperar para su 
sacrificio según el grupo a estudiar, se procedió a su traslado al laboratorio de perfusión. 
7.2.2.5.2 Técnicas	de	tinción	General	en	Cerebro		
En la técnica de tinción de Azul de Toluidina, los cortes de tejido seriados y montados en 
portaobjetos se proceden a deshidratar mediante lavados durante 3 minutos en alcoholes de 
gradación descendente, terminando en agua destilada. 
Detección de neuronas activadas con la proteína C-Fos y del estrés celular mediante HSP-
90 con técnicas de inmunohistoquímica. 
7.2.2.6 Cuantificación	y	estadística	
Los resultados obtenidos en el ensayo ELISA han sido analizados mediante un análisis de 
la varianza de una vía (ANOVA) seguido por el test de Tukey-Kramer para múltiples 
comparaciones.  
El número de células HSP-90 positivas o de núcleos de C-Fos son contadas por 
investigadores que no conocen las condiciones de la exposición. En cada rata, de los distintos 
grupos se hacen recuentos de 3 o cuatro secciones de cada área localizadas en las siguientes 
regiones anatómicas. En el caso de las neuronas HSP-90 positivas las regiones estudiadas 
fueron: a) La corteza somatosensorial o corteza Parietal y corteza Límbica corteza Entorrinal, b) 
En estructuras del hipocampo: Giro Dentado (DG), CA1 y CA2 , y c) núcleos hipotalámicos: 
Paraventricular (Par), Arcuato (Arc) y núcleo hipotalámico lateral (LH).  
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Los valores medios de potencia absorbida por las ratas en los 4 grupos, han sido obtenidos 
usando la ecuación 7.2.2 En la Tabla 7.2.2 se presenta el valor medio de SAR en el cuerpo, 
cerebro y tiroides, así como el SAR máximo promedio de 1 gr de las mismas partes del animal 
para los distintos grupos estudiados, apareciendo diferencias significativas en todos los valores 
de SAR (p < 0.001). En la Fig. 7.2.3 se presenta la distribución de la potencia absorbida para 
los diferentes valores de radiación escogidos. Cabe destacar el incremento en los valores de 
SAR (medio y máximo) parecen directamente proporcionales a los valores de la potencia de 
entrada de cada grupo. 
En la glándula tiroides, la diferencia en los valores medios entre los diferentes niveles de 
potencia (0, 1.5, 3, 12 W) es mayor que lo esperado por azar después de tener efectos de las 
diferencias en el tiempo después (90 o 24 hs) de radiación. Hay una diferencia estadísticamente 
significativa (p <= 0.001). La diferencia en los valores medios entre los distintos tiempos de 
exposición después de la radiación no es lo suficientemente grande como para excluir la 
posibilidad de que la diferencia es sólo debido a la variabilidad de muestreo al azar después de 
tener los efectos de las diferencias en la potencia. No hay una diferencia estadísticamente 
significativa (p = 0.127). 
El efecto de diferentes niveles de potencia depende del tiempo de exposición después de la 
radiación. Hay una interacción estadísticamente significativa entre la potencia y el tiempo 
después de la radiación. (p = 0.018). 
Comparaciones del factor de potencia mostraron diferencias significativas respecto al 
subgrupo de control (potencia = 0) con 1, 5 o 3W (p = 0.00008, p = 0.0003), sin embargo, no 
hubo diferencias significativas respecto a 12w de potencia (p = 0.0905). 
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Medida experimental del SAR 
 
Media del 
SAR en el 
Cuerpo 
Valor de 
pico del SAR 
en el Cuerpo 
Media del 
SAR en el 
Cerebro 
Valor de 
pico del SAR 
en el cerebro 
Media del 
SAR en la 
Tiroides 
Valor de 




P = 1.5W      
E = 28.48V/m 
0.020±20.10‐4  0.099±10.10‐3  0.034±3.10‐3  0.042±4.10‐3  0.046±1.10‐3  0.041±2.10‐3 
Grupo B 
P = 3W        
E = 40.28V/m 
0.041±34.10‐4  0.203±16.10‐3  0.069±5.10‐3  0.086±7.10‐3  0.104±5.10‐3  0.076±4.10‐3 
Grupo C 
P=12W        
E = 80.56V/m 




La diferencia en los valores medios entre los diferentes niveles de potencia no es lo 
suficientemente grande como para excluir la posibilidad de que la diferencia es sólo debido a la 
variabilidad de muestreo al azar al tener en cuenta los efectos a los diferentes tiempos. No hay 
una diferencia estadísticamente significativa (p = 0.091). La diferencia en los valores medios en 
los distintos tiempos de exposición es mayor de lo esperado por azar después de tener en cuenta 
los efectos a las diferencias en la potencia. Hay una diferencia estadísticamente significativa 
(p < 0.001 ). 
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El efecto de diferentes niveles de potencia no depende del tiempo de exposición. No hay 
una interacción estadísticamente significativa entre la potencia y el tiempo (p = 0.886).  
Las comparaciones del factor de potencia revelaron que no había diferencias significativas en la 
temperatura en todos los grupos (1.5, 3 y 12 W) con respecto al grupo control (0W).  
Comparaciones temporales del tiempo de radiación revelaron diferencias significativas en las 
temperaturas medias antes de la radiación y después de la radiación (0, 30, 60, 90 en minutos: p 
= 0.00038, p = 0.00020, p = 0.0029, p = 0.015). No hubo diferencias significativas en las 
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temperaturas medias después de la radiación y a las 24 hs (p = 0.230).  
Sólo se aprecian diferencias significativas (p = 0.003) cuando el nivel de potencia es máximo 
(12W) y en el grupo expuesto 0 minutos. 




Medidas experimentales de la temperatura rectal  
para los distintos valores de potencia 
Tiempo 
Antes 0 minutos 30 minutos 60 minutos 90 minutos 24 horas 
0W 36.914.10-2 36.914.10-2 37.320.10-2 37.120.10-2 37.120.10-2 37.120.10-2 
1.5 W 37.04.10-2 37.518.10-2 37.413.10-2 37.226.10-2 37.310.10-2 37.014.10-2 
3W 37.013.10-2 37.510.10-2 37.624.10-2 37.225.10-2 37.440.10-2 37.117.10-2 
12W 36.819.10-2 37.712.10-2
*
 37.511.10-2 37.511.10-2 37.415.10-2 37.21.10-2 
 
7.2.3.3 Niveles	de	HSP	90	determinados	mediante	ELISA	
Niveles en el Cerebro: 
Animales del Grupo 1 
 Noventa minutos después de la radiación, la determinación de la absorbancia de la 
proteína HSP-90 a nivel de la corteza somato-sensorial en animales radiados con potencias de 
1,5 y 3W no mostró cambios estadísticamente significativos en relación a los animales no 
expuestos a radiación alguna. Los valores de proteína en ratas radiadas con potencias máximas 
(12 W) mostraron diferencias significativas importantes respecto al grupo no radiado (p < 0.05) 
(Fig. 7.2.4A). 
A nivel de la corteza límbica tan solo los valores de SAR térmico (12W) determinaron un 
incremento en los valores de la proteína con diferencias significativas importantes respecto a 
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los animales control (p < 0.01); en el resto de niveles de radiación (1,5 y 3W) no aparecen 
cambios estadísticamente significativos (Fig.7.2.4B). 
En el hipocampo los niveles de HSP-90 no mostraron en ningún caso diferencias 
significativas respecto a los animales no radiados (Fig.7.2.4C). A nivel del hipotálamo, noventa 
minutos después de la radiación experimental, se observó una elevación en los valores 
alcanzados por la proteína a 1,5 y 3W, que determinaron diferencias significativas importantes 
respecto a los animales control (p < 0.05). Las diferencias significativas alcanzaron su nivel 
máximo cuando los niveles de exposición se elevan a 12 W de potencia (p < 0.01) (Fig.7.2.4D) 
Animales del Grupo 2 
 Los animales perfundidos veinticuatro horas después de la radiación mostraron en la 
corteza somatosensorial diferencias significativas en la cuantificación de HSP-90 en los 
subgrupos de animales expuestos a potencias de 3 y 12 W con respecto a los animales no 
radiados 0W (p < 0.05) (Fig.7.2.4A). 
En la corteza límbica descienden los niveles de la proteína 24 horas después de la 
radiación de forma muy significativa para todos los niveles de exposición (p < 0.01) 
(Fig.7.2.4B). 
Veinticuatro horas después de la radiación se observa un descenso en los valores de HSP-
90 en el Hipocampo respecto a los animales no radiados tanto a exposiciones de 3 como 12 W 
(p < 0.05) (Fig. 7.2.4C). 
Las diferencias estadísticamente significativas observadas en el Hipotálamo inicialmente 
respecto a los animales no radiados se mantienen 24 horas después de la radiación sólo para 12 
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Niveles en la Glándula Tiroides: 
Animales del Grupo 1 
En la glándula tiroidea, la cantidad de HSP-90 en ratas expuestas a la radiación de 1,5 y 3 
W presentó cambios estadísticamente significativos en relación a las ratas no radiadas (0 W) (p 
< 0.0001, p < 0.022, respectivamente). Por otro lado, los niveles de la proteína en animales 
radiados a máxima potencia (12W) no mostraron diferencias significativas en relación a los del 
grupo no radiado (p < 0.283). Además, los niveles de proteínas en las ratas del subgrupo 
radiado a mínima potencia (1,5 W) también mostraron diferencias significativas respecto a los 
subgrupos de ratas radiadas a la potencia de 3 o 12 W (p < 0.009, p < 0.0001). 
Animales del Grupo 2  
En la glándula tiroidea, la cantidad de HSP-90 en ratas expuestas a la radiación a 3 W fue 
estadísticamente significativa a la de las ratas no radiadas (0 W) (p < 0.003). Pero no hubo 
diferencias significativas en el nivel de HSP-90 expresado en ratas a la radiación en el 1,5 o 12 
W en relación con las ratas no radiadas (0W) 
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Fig.7.2.4.C‐D.  Los  histogramas  C  y  D muestran  la  densidad  de  proteína  detectada  por  ELISA  en  las 
regiones subcorticales: C) A nivel del hipocampo (D) A nivel del hipotálamo (E) Tiroides. Expresada como 
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 0  1.5 W  3.0 W  12.0 W
 
Fig.7.2.4.E. El histograma E muestra la densidad de proteína detectada por ELISA en la glándula Tiroides. 
Expresada como la media± E.EM. mediante un ANOVA de una vía y un test a posteriori Tukey-Kramer 
test para comparaciones múltiples. 
  
E. 
Capítulo 7: Estudio de dosimetría en 3 sistemas experimentales de radiación. Cálculo de SAR 





En la tabla están resumidos los resultados obtenidos de los recuentos neuronales positivos 
para la proteína HSP-90. 
Tabla  7.2.4. Aparece  el  resumen  de  las medias  ±  error  estándar  de  los  recuentos  celulares  de  las 
neuronas HSP‐90 positivas en las distintas áreas anatómicas teniendo en cuenta los factores (Potencia X 








Tiempo después de la radiación 
90min 24 h 
0W 1.5W 3 W 12 W 0W 1.5W 3W 12W 
Cortex 
Parietal 41±42,3,4 65±2*1,4 71±23*1 76±3*1,2 40±32,3,4 75±2*1,4 76±2*1 82±3*1,2 
Entorrinal 68± 5*2,3,4 80±54 82± 54 89± 6*1,2,3 97±4*2,3,4 81±41,4 80± 41,4 47± 6*1,2,3 
Hipocampo 
DG 44±3* 45±3* 53 ±3 52±3* 68±3*3,4 69±3*3,4 56±31,4 24±3*1,2,3 
CA1 57±4 64±4*4 67±4*4 52±4*3 51±4 51±4* 44±4* 35±5*
Hipotálamo 
Pa 33±8*2,3,4 24±7*4 23±6*4 63±5*1,2,3 83±6*2,3,4 98± 5*4 100±5*4 128±7*1,2,3 
Arc 39±5*2,3,4 62±4*1,4 64±3*1,4 86±3*1,2,3, 85±3*4 85±3*4 80±3*4 99 ±3*1,2,3
LH 50±42,3,4 70± 31,4 65±3*1,4 89±3*1,2,3, 56±42,3,4 68± 41,4 77±5*1 85± 3*1,2,3, 
 
7.2.3.5 Discusión	
En nuestro conocimiento no hay ningún estudio in vivo donde se hayan descrito 
modificaciones en la cuantificación y distribución de la proteína HSP-90 en la mayoría de las 
regiones cerebrales estudiadas después de la exposición aguda y controlada con niveles de SAR 
no térmicos en una cámara de radiación GTEM a 2.45 GHz en ratas. (ver Figs. 7.2.4). 
Al ser la corteza la parte más superficial de la estructura cerebral podría ser la más afectada 
inicialmente [64] en relación con la energía de la radiación no-ionizante que absorbe el tejido y 
que viene dada por la tasa de absorción específica (SAR). Los valores de HSP-90 en la corteza 
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se incrementan paralelamente a los valores de SAR aunque no llegan a niveles térmicos ya que 
son inferiores a 0.4W/kg en un ambiente controlado en la totalidad del cuerpo [77] e inferior a 
2W en el cerebro (IEEE, 1999) (ver Tabla 7.2.4). No se puede decir por tanto que el mecanismo 
que provoca efectos sobre esta HSP en la corteza cerebral sean propiamente térmicos [25]. Pero 
en cualquier caso hacen que nos posicionemos del lado de los autores que argumentan que las 
microondas originadas por los campos electromagnéticos pueden afectar por mecanismos no-
térmicos a la estructura tridimensional de las proteínas eucariotas [34,72]. 
En nuestros resultados los niveles subcorticales de la proteína intracitoplasmática HSP-90 
aparecen incrementados noventa minutos y veinticuatro horas después de la radiación en los 
núcleos hipotalámicos con todos los niveles de SAR, contrastando con valores similares de 
HSP-90 en el hipocampo a los de la rata no estresada hora y media después de la radiación, y un 
descenso importante un día después. 
En recientes trabajos in vivo a otras frecuencias se ha demostrado una importante 
activación neuronal cortical y subcortical de C-Fos [69-71] e in vitro con exposiciones agudas a 
2.45GHz en la expresión de diversos genes, entre los que se encuentra una disminución en la 
expresión de HSP-90 [27] con importantes cambios, sin alcanzar niveles de SAR térmico. Por 
otro lado existe una relación entre la exposición a los campos electromagnéticos que pueden 
inducir la inactivación de esta proteína y la activación de proteasas que desencadenan la 
apoptosis [18], habiendo una demostrada disminución de los mecanismos de citoprotección 
[28]. En este sentido, el descenso de los valores de HSP-90, 24 horas después de la exposición a 
la radiación con la mayoría de los valores de SAR en el hipocampo y en la corteza entorrinal 
sugiere que los efectos de la radiación no ionizante pueden estar relacionados con un descenso 
en los niveles de protección desarrolladas por esta proteína. Esta pérdida de la función celular 
de la chaperona que afecta a una gama más amplia de rutas de señalización intracelular que 
otras HSPs [115] es investigada para mejorar la eficacia de tratamientos antitumorales [96] y se 
combina a veces con radiación ionizante [110]. La HSP-90 tiene respuestas moleculares 
diferentes dependiendo del estímulo [37], esto nos hace reflexionar sobre los resultados 
obtenidos en este experimento y plantea también la posibilidad de una ambivalencia en los 
efectos biológicos de la radiación dependiendo del área anatómica estudiada.  
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En cualquier caso los valores de la proteína HSP-90 en el cerebro de rata indican 
diferencias importantes entre las regiones estudiadas y por tanto una gran heterogeneidad en los 
mecanismos de tolerancia al estrés en la corteza cerebral y en el diencéfalo a la radiación no 
ionizante. Niveles elevados de citoprotección en la corteza somatosensorial e hipotálamo y un 
acusado descenso de la protección en corteza límbica e hipocampo indican una gran 
complejidad en los mecanismos de defensa celular así como una variabilidad de la respuesta de 
las poblaciones celulares a las microondas. 
Nuestros resultados indican modificaciones importantes en los niveles de proteína HSP-90 
tras la exposición a campos electromagnéticos a 2,45 GHz, cuando la proteína alcanza los 
niveles máximos de expresión a los 90min, siendo visibles a los menores valores de SAR 
0.104±5.10-3 ó 0.046±1.10-3 en los que alcanza descensos importantes respecto a los animales 
no radiados. Así mismo, el nivel de radiación al que el tejido tiroideo se muestra más resistente 
en su recuperación es para potencias de 3W, ya que 24 horas después de la radiación no se 
alcanzan todavía los niveles basales de proteína que tienen los animales control o no expuestos 
a la radiación. 
Nuestra experiencia previa en el estudio de los efectos provocados con sistemas de 
radiación en animales pequeños in vivo, ha sido determinante para el empleo de frecuencias de 
2.45 GHz, utilizadas en telecomunicaciones o a nivel terapéutico, ya que encontramos 
modificaciones importantes en la proteína HSP-90 en distintas regiones del cerebro [51]. Sin 
embargo, en estudios in vitro en células humanas aplicando esta misma radiofrecuencia a 
niveles subtérmicos, no se ha encontrado cambios significativo en la expresión de heat shock 
genes [27,126]. Tan solo aplicando potencias muy elevadas de 20 W/kg que alcanzan niveles 
térmicos, algunos autores consiguen detectar cambios en la proteína HSP-70 [124]. Estos 
resultados contrastan con nuestros datos, ya que no existen diferencias significativas entre los 
niveles de la proteína en los animales no radiados y los radiados con el máximo SAR. Por otra 
parte la medición de temperatura rectal en los animales antes y después de la radiación, 
constituye un índice para evaluar el efecto de la radiación sobre los ajustes realizados por el 
hipotálamo sobre los mecanismos termoregulatorios sobre los que reciben ese estímulo, que 
pueden desencadenar estrés termal [5,127]. La escasez de datos en relación con el estrés 
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corporal del animal provocado por la radiación, nos conduce a pensar que el incremento 
significativo de temperatura que se produce después de la exposición al SAR más elevado, 
parece que es compensado en un tiempo corto por los mecanismos de homeostasis corporal. 
Por el contrario, el estrés celular, fenómeno provocado por la radiación, induce cambios 
fisiológicos y provoca una respuesta en las células de la glándula tiroides que en este caso no 
aparecen al SAR más alto. Este hecho indica, la existencia de estímulos que provocan estrés 
celular por mecanismos no térmicos, ya que está descrito que puede existir alteración en la 
conformación de la proteínas sin existir calentamiento [26]. Por tanto, el efecto provocado por 
la radiación electromagnética del sistema de radiación empleado en este experimento provoca 
un pico SAR en el cuerpo de 0.795±2.10-3 y en la tiroides de 0.340±10.10-3 a la máxima 
potencia empleada que sería, compensado por los mecanismos de termorregulación y por tanto 
sería de naturaleza atérmica [20]. Sin embargo los efectos como resultado de la aplicación de 
pico SAR en el cuerpo 0.089±9.10-3 ó 0.180±9.10-3 y en el tiroides, 0.041±2.10-3 y 0.076±4.10-3 
serían de naturaleza no térmica. 
Estudios epidemiológicos recientes no establecen una relación causal entre campos 
electromagnéticos y cáncer de tiroides [68], sin embargo numerosas investigaciones describen 
los efectos funcionales e histológicos, en la glándula tiroides causados por EMF. Así la 
exposición a LF-EMF o RF a 900 MHz provoca cambios en la secreción hormonal de T3 y T4 
[57,98] y alteraciones morfológicas [98-100]. 
Estos cambios provocados en la glándula tiroides después de la exposición a fuentes de 
radiación no-ionizante se pueden recuperan morfológicamente pero no desde un punto de vista 
funcional [98]. Por otra parte se han descrito cambios patológicos en la glándula tiroides en los 
que se relacionan las alteraciones en la estructura glandular dependiente de la apoptosis [32]. 
En base a los resultados obtenidos en este trabajo se ha demostrado: 1) Que la glándula tiroides 
es sensitiva a RF de 2.45 GHz 2) Los niveles de proteína HSP-90, que determinan los niveles 
de estrés celular en la glándula se modifican por mecanismos no térmicos 3) La recuperación de 
los niveles basales de la proteína es más tardía para potencias de 3W 4) La elevación de la 
temperatura corporal en los animales expuestos a la máximo SAR es compensado en un tiempo 
corto por los mecanismos de homeostasis corporal. 
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Los campos electromagnéticos están presentes como una parte vital de nuestra vida diaria, 
la existencia de antenas en la calle junto con las convencionales de telefonía móvil constituye 
un escenario real en el que un gran número de personas están expuestas a multifrecuencias de 
diversas fuentes electromagnéticas (múltiples frecuencias con grandes anchos de banda).  
La investigación de los bioefectos causados por la presencia de señales simultáneas, es un 
campo prácticamente desconocido en el bioelectromagnetismo. La normativa establece para el 
cálculo del SAR (Tasa de absorción específica) de múltiples señales, criterios que en ningún 
caso están basados en la experimentación [101]. Hay por tanto una gran inseguridad de la 
eficacia de las restricciones legales a éste respecto, ya que existe un vacío en el conocimiento 
de la respuesta biológica a la acción de señales simultáneas de radiofrecuencia (RF). 
Los escasos estudios que hay a este respecto no determinan con claridad los potenciales 
riesgos en la salud que envuelven la exposición múltiple a la radiofrecuencia (RF). Algunos 
estudios llevados a cabo en distintas poblaciones no determinaron una relación entre síntomas 
crónicos como dolor de cabeza, alteraciones en el sueño en adultos [120] o en niños [121] y la 
exposición a varias frecuencias. Tampoco se ha establecido que la interacción de varias señales 
de modulación inalámbrica cause alteraciones celulares en embriones durante la gestación [61]. 
La escasa información de los efectos biológicos que tienen lugar como resultado de la 
interacción de múltiples señales de RF en los seres vivos contrasta con una gran preocupación 
de la sociedad y de diversas entidades gubernamentales [45] por la contaminación 
electromagnética a la que se somete diariamente a nuestra población a edades cada vez más 
tempranas.  
En éste trabajo nos planteamos los siguientes objetivos: 1) La descripción del diseño y 
puesta a punto del sistema experimental de radiación que permitirá la exposición de animales 
pequeños en una cámara GTEM, sometidos a la interacción simultanea de varias señales de 
radiofrecuencia, con múltiples generadores. Para ello se aplicarán frecuencias que 
habitualmente son usadas por sistemas inalámbricos de comunicación 900 y 2450 MHz. 2) 
Posteriormente se llevó a cabo un estudio de la dosimetría realizando un cálculo de la tasa de 
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absorción específica (SAR) en el cuerpo y en el cerebro de los animales aplicando el método 
FDTD con el programa comercial SEMCAD [8]. La puesta a punto de éste sistema 
experimental de radiación, abrirá un campo de estudios biológicos en modelos animales 
aplicando estos novedosos protocolos de radiación.  
 
7.3.2 Material y métodos 
A continuación se describen tanto la configuración del sistema utilizado durante los 
experimentos como el método de experimentación en sí y la simulación requerida para estimar 
los valores de SAR de los animales.  
7.3.2.1 Descripción	del	Sistema	Experimental	de	Radiación	
En la Fig. 7.3.1 se observa el sistema experimental. Se disponen de dos Generadores de 
Señales Vectoriales (GSV Frec #1 y GSV Frec #2) cada uno genera una señal sinusoidal pura 
de 900 MHz y 2450 MHz, respectivamente, regulada a la potencia requerida durante la 
radiación. La salida procedente de ambos generadores se conecta a un Mezclador de señales 
(ME) para pasar la señal al Amplificador (AMP). Una vez la señal es amplificada esta se 
introduce en el Acoplador Direccional (AD) para pasarla directamente a la Cámara de 
Radiación GTEM en donde se encuentra la rata R, convenientemente posicionada en la zona de 
máxima uniformidad de campo [104], e inmovilizada mediante el cepo de metacrilato CR. El 
AD permite medir los valores de potencia incidente PIN mediante el Medidor de Potencia (MP) 
pudiendo establecer de esta forma la potencia de entrada deseada al sistema. Además, es posible 
medir la potencia reflejada PREF, monitorizando y obteniendo el valor mediante el Analizador 
de Espectros AE.  
El uso del AE permite observar el tipo de onda incidente en la cámara, comprobando la 
pureza espectral de la sinusoide utilizada en este experimento. 
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Vectorial  de  Señales  Agilent  E4438C  (250  KHz  ‐  4  GHz)  funcionado  a  900 MHz;  AMP:  Amplificador 
Aethercomm 0.8‐3.2‐10; AD: Acoplador Direccional NARDA 3282B‐30 (800  ‐ 4000 MHz); AE: Analizador 
de Espectro Agilent E4407B  (9KHz‐26,5GHz); MP: Medidor de Potencia Agilent E4418B; ME: Mezclador 
de  Señales Agilent  11636A;CR:  Cápsula  Contenedora  de  la  Rata  Bajo  Prueba;  SI:  Sonda  Isotrópica  de 
medidas.  
 
Se observa que el campo incide sobre R en la dirección k, con los vectores E y H 
posicionados perpendicular y paralelamente al eje principal de R, respectivamente. 
Consecuentemente, la zona izquierda de R recibe la máxima amplitud de campo, produciendo 
apantallamiento sobre la zona derecha. 
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Para la medida del campo se utiliza la Sonda Isotrópica (SI) que nos proporciona el 
valor de pico del mismo. Esta medida se realiza sin colocar la rata en el interior de la cámara y 
usando los valores deseados en las señales de entrada. De esta forma podemos precisar el 
comportamiento de la cámara en la zona de medida. Este valor será utilizado posteriormente 
para conseguir realizar una simulación más objetiva de la cámara GTEM, utilizando para ello 
tres frentes de ondas plana que reproducirán los datos obtenidos con la sonda. Además, se ha 
comprobado si los valores obtenidos con la SI concuerdan con los que recomienda el fabricante 
de la cámara, mediante la expresión [104]: 
 20 TRE Z P h   (7.3.1)
siendo h la altura de la bóveda (septum) en la zona de exposición (posición de la CR), ver 
Fig. 7.3.1, PTR la potencia de entrada en la GTEM (= PIN  PREF), Z0 = 50 [Ω] la impedancia de 
entrada de la GTEM, y ζ un coeficiente que depende del rizado del campo dentro de la zona de 
posicionamiento de CR, considerado igual a 2 [104]. Se ha observado que existe cierta 
concordancia, pero dicha fórmula no considera que el campo eléctrico no sólo tenga la 
componente que aparece en la Fig. 7.3.1, por lo que se ha optado por usar los valores medidos 
con la sonda isotrópica ya que resultan más precisos. 
7.3.2.2 Descripción	del	Tratamiento	de	los	Animales.	
Para poder llevar a cabo este estudio experimental se expusieron 40 ratas a la radiación de 
la cavidad GTEM, dividiéndolas en 4 grupos diferentes (10 ratas en cada grupo), de acuerdo al 
siguiente esquema experimental: 
Grupo 1: Animales radiados a 900 MHz y 2W de potencia. 
Grupo 2: Animales radiados a 2450 MHz y 2W de potencia. 
Grupo 3: Animales radiados a 900 MHz y 2450 MHz a una potencia de 1W 
respectivamente y simultáneamente. 
Grupo 4: Animales control no radiados. 
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Los animales, convenientemente inmovilizados mediante CR, (ver Fig. 7.3.1), fueron 
radiados individualmente durante 1 hora (Grupos 1-3). En el Grupo 4 se colocaron los animales 
igualmente en el CR el mismo tiempo sin ser sometidos a la radiación. 
7.3.2.3 Descripción	de	las	Simulaciones.	
Los valores de SAR se han estimado con la ayuda del SEMCAD X [8,16], un software de 
simulación basado en el método FDTD, según se ha comentado anteriormente. Para ello, se 
utilizó un modelo numérico de rata Sprague-Dawley de 198.3 gramos (modelo R8, [16]), 
ensamblada en cortes de 1.15 mm (obtenidos con imágenes de resonancia magnética) y 
compuesta por 60 tejidos diferentes. El modelo numérico fue simulado con ondas planas 
incidiendo sobre la zona izquierda del animal, de tal forma que los campos simulados se 
correspondan con los medidos con la sonda isotrópica (SI). La onda plana más intensa es la que 
tiene el campo magnético H paralelo a su eje principal (ver Fig. 7.3.1). Las simulaciones 
(ejecutadas en un PC de escritorio con procesador Intel Core i7 a 3.2 GHz, 16 GB de RAM y 
tarjeta aceleradora de cálculo Nvidia Tesla C1060) se realizaron a 900 y 2450 MHz, con un 
mallado de 2.5 y 20.3 millones de celdas volumétricas, obteniéndose tiempos de cómputo de 20 
y 35 minutos, respectivamente.  
Las estimaciones del SAR fueron obtenidas mediante un factor de corrección aplicado a 
los valores obtenidos con las simulaciones numéricas, en proporción al peso de la rata numérica 
respecto de los pesos de los animales utilizados durante la experimentación, es decir: 
E S S ESAR SAR W W   (7.3.2)
donde SARE es la estimación del SAR experimental, SARS es el valor de SAR obtenido 
durante la simulación, WS = 198.3 [g] es el peso del modelo numérico, y WE [g] es el peso del 
animal bajo experimentación.  
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Se radiaron los animales con una PTR = 2 [W], colocados en la posición de la bóveda con 
h = 0.215 [m].  
En la Tabla 7.3.1 se presentan los resultados de SARS relativo en el cuerpo del modelo 
numérico de rata para distintas zonas anatómicas de interés. En la Tabla 7.3.2 se presentan los 
resultados de SARE estimados, ver ec. (7.3.2), para los distintos grupos de animales radiados 
(Grupos 1 a 3, ver Sección II.B). Los valores de SARE en cerebro y cuerpo corresponden a los 
valores promediados espacialmente en 1 [g] de tejido.  
 
Tabla  7.3.1.  Listado  de  valores  de  SAR  experimental  para  una  rata  de  198  g  estimados  mediante 
simulación, en determinas zonas anatómicas de la rata. 
  SARS (W/kg) 
 Región Anatómica Grupo 1 Grupo 2 Grupo 3 
Sistema 
Nervioso 




Hipófisis 0.2088  0.2633  0.3139 
Cerebelo 0.2152  0.0981  0.1551 
Cuerpo 
Músculo 0.1601  0.0654  0.1130 
Timo 0.2880  0.0637  0.1755 
Testículos 0.0902  0.2870  0.2165 
Grasa 0.0323  0.0195  0.0266 
Lengua 0.1215  0.2402  0.1740 
 
 
Las Figs. 7.3.2 y 7.3.3 presentan el patrón de SARS relativo en el cuerpo del modelo 
numérico de la rata cuando es radiada por una sola frecuencia (900Mhz y 2450Mhz, 
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respectivamente). La Fig. 7.3.4 muestra la distribución de del SARS relativo en el cuerpo del 
modelo numérico de la rata cuando es radiada simultáneamente con 2 frecuencias (900Mhz y 
2450Mhz). Se observa cierta uniformidad en la distribución, con ciertos puntos de asimetría, 
consecuencia directa de la incidencia de la radiación sobre la zona izquierda del animal y de la 
propia asimetría en la distribución de sus órganos. 
 
Tabla 7.3.2.  Listado  resumen de  valores de  SAR experimental estimados mediante  simulación,  ver ec. 
(7.3.2).  
     








WE (g) Cuerpo Cerebro 
2 900 2 47.5 
Min 182.9  0.1587  0.0951 
Max 218.8  0.1898  0.1134 
Prom 198.7  0.1718  0.1029 
3 2450 2 40.2 
Min   198.1  0.0601  0.0340 
Max 243.7  0.0740  0.0419 









Min 153.4  0.0879  0.0844 
Max 306.3  0.1755  0.1685 
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de  900  MHz  durante  las  experimentaciones.  Escala  en  dB  normalizada.  A)  Corte  horizontal 
(z = constante,  vista  superior)  a  la  altura media de  su  cerebro. B) Corte  vertical  (plano principal 
y = constante) coincidente con el eje de la rata. 
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de  2450  MHz  durante  las  experimentaciones.  Escala  en  dB  normalizada.  A)  Corte  horizontal 
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Se ha realizado la validación del sistema experimental de radiación de multifrecuencias 
que se propone, así como la caracterización a través de muestreo y combinación de dos 
frecuencias en la banda de 800-2700 MHz, y/o intensidades de señal, de la respuesta a nivel 
subtérmico que permita establecer las condiciones adecuadas para el estudio de modelos en 
ratas adultas y jovenes “in vivo”.   
La puesta a punto del sistema de radiación experimental y la obtención de valores de SAR 
en los distintos tejidos de la rata, permitieron determinar los primeros índices biológicos de la 
exposición a la radiación de multifrecuencia en éstos mamíferos. 
En los escasos estudios que hemos encontrado de interacción múltiple, epidemiológicos en 
humanos, se han identificado posibles efectos adversos en la salud de poblaciones consideradas 
más vulnerables, niños y adolescentes [111]. A la gran vulnerabilidad del sistema nervioso en 
desarrollo en los jóvenes habría que sumar la exposición a múltiples fuentes electromagnéticas 
a edades cada vez más tempranas cuyos efectos pudieran ser acumulativos. La exposición 
simultánea de múltiples frecuencias es calculada mediante el sumatorio del campo al 
cuadrado/tiempo de exposición para cada frecuencia. Aunque el estudio de la dosimetría se 
realiza de una forma individualizada las conclusiones del estudio de momento son muy 
limitadas en relación a efectos de la salud.  
Por otro lado, los únicos estudios experimentales conocidos, se realizaron con exposición 
simultánea de radiofrecuencias combinadas CDMA y WCDMA, los autores no describen 
efectos teratógenos visibles en fetos [27] o enfermedades visibles tras la exposición de un año, a 
pesar de existir alteraciones sanguíneas o séricas [49]. En nuestra opinión los estudios que se 
han realizado hasta la fecha son muy escasos para poder afirmar con exactitud cuál sería el 
límite en dosimetría al interaccionar sobre un ser vivo varias fuentes. No tenemos la certeza que 
exista una correlación biológica con la dosimétrica, es decir que se sumen los efectos, pero 
tampoco que exista una inocuidad absoluta al interaccionar de forma múltiple los campos sobre 
los seres vivos. 
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Estos primeros datos de dosimetría deben de ser contrastados en un futuro, con otros 
efectos biológicos, en nuestra opinión es imprescindible un estudio en distintos tejidos, ya que 
la simple modificación de parámetros fisiológicos, puede causar efectos nocivos en la salud de 
los seres vivos. 
Todos los resultados obtenidos de este estudio tienen una aplicación directa en relación a la 
legislación de la exposición de radiación no ionizante en los seres vivos.  
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En la presente tesis se han desarrollado dos líneas de investigación bien diferenciadas:  
 Técnicas de simplificación de redes de alimentacion en agrupaciones de antenas. 
Se han presentado diversas técnicas de diseño de arrays de antenas, destinadas a 
aplicaciones de radar y de comunicación por satélite. Estas técnicas permiten obtener unos 
resultados muy superiores a los descritos en la literatura previa, además de simplificar, en gran 
medida, la complejidad de las redes de alimentación requeridas, una de las mayores dificultades 
que se encuentran en la implementación este tipo de antenas. 
 En primer lugar, se ha descrito un nuevo método para el diseño de arrays lineales y 
planos con alimentación uniforme y constituidos por un pequeño número de subarrays. 
Los elementos en cada subarray están equiespaciados, aunque esta separación puede 
variar de un subarray a otro. Dicha técnica conlleva un problema de optimización de 
baja dimensionalidad que se resuelve de forma rápida y eficaz utilizando la técnica de 
optimización de simulated annealing. El método también permite llevar a cabo la 
síntesis teniendo en cuenta el desapuntamiento del haz, lo que permite obtener la 
geometría del array óptima cuando se realiza un barrido del haz en unas direcciones 
determinadas. Se ha utilizado el simulador electromagnético FEKO para validar los 
resultados obtenidos. 
 A continuación, se ha demostrado que es posible obtener distribuciones lineales de 
Taylor y Bayliss que presentan una zona común en sus extremos cuyo tamaño se fija 
previamente. Además, se ha extendido la técnica anterior combinándola con el uso de 
subarrays para sintetizar diagramas suma y diferencia utilizando redes de alimentación 
relativamente simples. El método presentado permite, fijado el diagrama suma, el 
número de subarrays deseado y el porcentaje de elementos del array que comparten 
excitaciones comunes para los canales suma y diferencia, obtener la configuración de 
subarrays más adecuada así como los coeficientes de cada subarray que permiten 
obtener un diagrama diferencia con unas características deseadas.  
 Posteriormente, se ha comprobado que los diagramas de tipo huella sintetizados 
mediante agrupaciones de antenas deben ser valorados en términos de sus parámetros 
de calidad (nivel de los lóbulos laterales, rizado, etc.), pero no por lo bien que se 




ajustan a un diagrama ideal que puede no ser físicamente realizable. Así, se ha 
demostrado que la bondad del ajuste por mínimos cuadrados a un diagrama ideal es 
significativamente peor que la del ajuste por mínimos cuadrados a los diagramas 
obtenidos mediante la transformación homotética de una huella circular. 
 Por otro lado, se ha comprobado que la multiplicidad de soluciones surgida a raíz del 
relleno de ceros permite sintetizar diagramas de haz perfilado que presentan una 
mejora significativa en la tolerancia de la antena ante errores en las amplitudes de 
excitación, fases o posiciones de los elementos. Se ha observado que la tolerancia a 
errores de la antena no se ve afectada por el nivel de rizado del diagrama de radiación. 
La tolerancia puede mejorarse sintetizando diagramas con lóbulos laterales cuyo nivel 
disminuye progresivamente. 
 Finalmente, se ha realizado un estudio exhaustivo de las ventajas de usar elementos 
parásitos en agrupaciones de antenas. Se han presentado diferentes técnicas donde se 
observan claramente las ventajas del uso de este tipo de elementos. Asimismo, se han 
obtenido diversos diseños de antenas que podrían ser de utilidad para ciertas 
aplicaciones de comunicaciones, sin olvidar que resultarían antenas de construcción 
sencilla y económica, gracias a su geometría y red de alimentación simplificada. 
Finalmente, se han presentado resultados experimentales de un prototipo que permite 
validar la técnica de diseño propuesta.  
 
 Sistemas de dosimetría de SAR para animales pequeños basados en técnicas de FDTD. 
Por otro lado, se han diseñado y validado tres sistemas de dosimetría para el cálculo del 
SAR en ratas basados en técnicas de FDTD. 
 En primer lugar, se ha presentado un dispositivo experimental para exposiciones de 
GSM a 900 MHz basado en una cámara de radiación para onda viajera. En este sistema 
se han estudiado los efectos de la radiación en ratas epilépticas. 




 Además, se ha desarrollado otro sistema experimental basado en una cámara GTEM 
para radiación de microondas a 2,45 GHz, en el que se han estudiado la expresión de 
proteína HSP-90 tanto en el cerebro como en la glándula tiroides. 
 Finalmente, se ha realizado un estudio experimental basado en multifrecuencias en el 
que se utiliza una cámara GTEM y se radian animales con dos señales a distintas 
frecuencias.  
Para cada uno de los tres sistemas se han realizados simulaciones numéricas basadas en 
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TÉCNICAS DE SIMPLIFICACIÓN DE REDES DE ALIMENTACIÓN PARA EL
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