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Der zugrundeliegende empirische Datensatz aus 443 Beobachtungen und 219
Variablen, der vom Institut für Erziehungswissenschaften erhoben wurde,
wird zunächst auf fehlende Daten untersucht und gegebenenfalls aufbereitet.
Basismodelle, mit denen der aufbereitete Datensatz im nachfolgenden aus-
führlich untersucht wird, sind die Explorative Faktoranalyse(EFA) und die
Underlying Variable Analyse(UVA). Beide Modelle gehören der übergeord-
neten Gruppe der Faktoranalyse an. Aus technischen Gründen, die später
näher erläutert werden, ist ebenfalls die Verwendung der Confirmativen Fak-
toranalyse(CFA) notwendig.
Die Explorative Faktoranalyse als auch die Underlying Variable Analyse
verfügen über die gleichen Ziele: Das Aufdecken von latenten Strukturen, die
sich hinter einer Menge von Variablen verbergen, sowie die Dimensionsreduk-
tion von Variablengruppen durch die Extraktion von Faktoren.
Der entscheidende Unterschied zwischen den Modellen der EFA und der
UVA ist jedoch die Modellausrichtung: So ist die Explorative Faktoranalyse
nach den Modellannahmen nur für metrisch skalierte Daten geeignet und die
Underlying Variable Analyse wurde speziell für ordinale Daten konzipiert.
Daraus stellt sich die Frage, inwieweit sinnvolle Ergebnisse bei Anwen-
dung der EFA auf ordinale Daten gegeben sind und inwieweit dann diese
Ergebnisse mit denen der UVA vergleichbar sind, bei Anwendung auf den
gleichen Datensatz, mit ordinalem Skalenniveau.
In der folgenden Analyse wird daher sowohl das Modell der Underlying
Variable Analyse als auch das Modell der Explorativen Faktoranalyse auf den
vorliegenden ordinalen Datensatz angewendet. Die Ergebnisse beider Studien
werden anschließend miteinander verglichen.
Die Idee und das Vorhaben, auf ordinale Daten dafür ungeeignete statisti-
sche Methoden unzulässigerweise anzuwenden und zu untersuchen, ist nicht
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1 EINLEITUNG
neu: So liegen bereits zahlreiche Simulationsstudien zu diesem Gebiet vor
(siehe Bollen und Barb(1981), Green und Rao(1970)). Auch im Rahmen die-
ser Arbeit werden nocheinmal eigene angefertigte Simulationsstudien dieser
Art angefertigt, um die Auswirkungen der Anwendung von ungeeigneten
Daten auf bestimmte statistische Methoden aufzuzeigen. Für die Analyse
der Daten wurden folgende Software-Programme verwendet: Mplus 2.12, R





Die der nachfolgenden Analyse zugrundeliegenden Daten wurden vom Insti-
tut für Erziehungswissenschaften der Humboldt-Universität zu Berlin erho-
ben. Das Institut hat einen Fragebogen konzipiert, der sich mit Aussagen
über die Schulentwicklung an Berliner berufsbildenden Schulen befasst. Die-
ser Fragebogen wurde im Jahr 2004 an die Lehrer von 6 berufsbildenden
Schulen in Berlin gerichtet.
Der Hintergrund dieser Befragung liegt auf der Erfassung der Einschät-
zung und Einstellung seitens der Lehrkräfte zu ihrer pädagogischen Arbeit als
auch zu ihrer Schule zum Zeitpunkt der Befragung, da den Berliner Schulen
durch eine Gesetzesänderung mehr Autonomie verliehen wurde. Die Teilnah-
me an dieser Befragung war freiwillig. Die Anteile der befragten Lehrer je
Schule, sowie die, die an der Befragung auch tatsächlich teilgenommen ha-
ben, sind in folgender Tabelle 1 wiedergegeben:
Schule Anzahl der Anzahl der Teilnahme
befragten Lehrer befragten Lehrer in %
Gesamt Teilgenommen
1 72 72 100.00
2 161 124 77.02
3 191 43 25.51
4 65 43 66.15
5 160 100 62.50
6 91 61 67.03
Tabelle 1: Teilnahme der Lehrer an der Befragung je Schule
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2.2 Datenstruktur
Der Datensatz enthält in seiner ursprünglichen Form 443 Beobachtungen, die
sich aus den 6 Schulen zusammensetzen und 218 Variablen. Die Daten weisen
3 Typen von Variablen auf:
• Variablen für die eindeutige Personencodierung(2)
• nominalskalierte Variablen(19)
• ordinalskalierte Variablen(197)
2.2.1 Personencodierung und nominale Variablen
Die Variablen der Personencodierung erfordern die Angabe des Geburtsda-
tums der Mutter ohne Jahresangabe, wie auch die ersten drei Buchstaben
des Vornamens der Mutter.
14 der 19 nominalen Variablen sind binär, also dichotom. So lässt sich bei
14 Variablen für den Fall, dass die jeweilige Aussage zutrifft, ein Kreuz setzen.
In jedem anderen Fall wird kein Kreuz gesetzt. Inhaltlich befassen sich die
dichotomen Variablen überwiegend mit Aussagen zu Verbesserungsvorschlä-
gen in der Tätigkeit als Lehrer. Andere inhaltliche Aussagen der nominalen
Variablen beziehen sich auf allgemeine Angaben zur Person und Tätigkeit
der Lehrer.
2.2.2 Ordinale Variablen
Die ordinalen Variablen machen mit 90% den größten Anteil von Variablen
im gesamten Datensatz aus.
Es existieren zwei Aussagestrukturen in den ordinalen Variablen:
Endet eine Variable auf ...zum gegenwärtigen Stand, besitzt die Variable 6
Kategorien, die in Tabelle 2 dargestellt sind:
9
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Kategorie 1 2 3 4 5 6
Aussage trifft gar trifft eher trifft wenig trifft eher trifft über- trifft völlig
nicht zu nicht zu zu zu wiegend zu zu
Tabelle 2: Aussagestruktur: . . . zum gegenwärtigen Stand
In der weiteren möglichen Aussagestruktur endet die Variable auf ...wahr-
genommene Veränderung und besitzt dann 4 Kategorien, die in Tabelle 3
dargestellt sind:
Kategorie 1 2 3 4
Aussage negativer eher eher positiver
negativer positiver
Tabelle 3: Aussagestruktur: . . . wahrgenommene Veränderung
Das bedeutet, dass abhängig von der Endung der Aussage, eine 4 katego-
riale oder eine 6 kategoriale Variable entsteht. Um eine eindeutigere Vorstel-
lung dieser Variablenentstehung zu erhalten und um alle Variablen inhaltlich
nachvollziehen zu können, sei im Appendix der gesamte Fragebogen ange-
hangen.
Da die Anzahl der ordinalen Variablen einen großen Umfang besitzt, wer-
den im folgenden bestimmte Gruppen von Variablen mit bestimmten Block-
nummern bezeichnet. Zusätzlich lassen sich alle ordinalen Variablen über-
geordneten Fragebereichen zuordnen. Die nachfolgende Tabelle 4 stellt den
Zusammenhang zwischen den Variablen, den zugehörigen Blöcken und den
Fragebereichen dar.
Die Inhalte der Fragebereiche sind:
1. Aussagen über die Arbeitsbedingungen in der Abteilung
2. Aussagen über die Schule als Institution
3. Aussagen über die Arbeitstätigkeit
10
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Frage- 6 Kategorien Variablen- 4 Kategorien Variablen-
bereich Name (Block) anzahl Name (Block) anzahl
1 f0101-f0111(1) 11
2 f0501-f0514(5) 14 f0601-f0614(6) 14
2 f0701-f0716(7) 16 f0801-f0816(8) 16
3 f0901-f0917(9) 16 f1001-f1017(10) 16
3 f1101-f1117(11) 17 f1201-f1217(12) 17
4 f1301-f1316(13) 16 f1401-f1416(14) 16
5 f1501-f1514(15) 14 f1601-f1614(16) 14
Tabelle 4: 5 Fragebereiche
4. Aussagen über die Schulleitung
5. Aussagen über das Schulprogramm.
Im nachfolgenden werden noch einmal alle ordinalen Variablen des Frage-
bogens mit ihren zugehörigen Fragebereichen dargestellt:





2. Fragebereich: Aussagen über die Schule als Institution
Variablenanzahl: 30(6 Kategorien)/30(4 Kategorien)
Antwortmöglichkeiten:
(a) Bewertung des gegenwärtigen Zustandes: 6 Kategorien
Variablenkennziffern: f0501-f0514 und f0701-f0716
Block: 5 und 7
(b) Bewertung der wahrgenommenen Veränderung: 4 Kategorien
Variablenkennziffern: f0601-f0614 und f0801-f0816
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Block: 6 und 8
3. Fragebereich: Aussagen über die Arbeitstätigkeit
Variablenanzahl: 33(6 Kategorien)/33(4 Kategorien)
Antwortmöglichkeiten:
(a) Bewertung des gegenwärtigen Zustandes: 6 Kategorien
Variablenkennziffern: f0901-f0917 [f0909 fehlt]
und f1101-f1117
Block: 9 und 11
(b) Bewertung der wahrgenommenen Veränderung: 4 Kategorien
Variablenkennziffern: f1001-f1017 [f1009 fehlt]
und f1201-f1217
Block: 10 und 12
4. Fragebereich: Aussagen über die Schulleitung
Variablenanzahl: 16(6 Kategorien)/16(4 Kategorien)
Antwortmöglichkeiten:
(a) Bewertung des gegenwärtigen Zustandes: 6 Kategorien
Variablenkennziffern: f1301-f1316
Block: 13
(b) Bewertung der wahrgenommenen Veränderung: 4 Kategorien
Variablenkennziffern: f1401-f1416
Block: 14
5. Fragebereich: Aussagen über das Schulprogramm
Variablenanzahl: 14(6 Kategorien)/14(4 Kategorien)
Antwortmöglichkeiten:




2.3 Datenaufbereitung 2 DATEN
(b) Bewertung der wahrgenommenen Veränderung: 4 Kategorien
Variablenkennziffern: f1601-f1614
Block: 16
Im Rahmen der spezifischen Analyse dieser Arbeit werden allerdings nicht
alle vorgestellten Variablen verwendet.
2.3 Datenaufbereitung
Es wird eine Datenaufbereitung im Hinblick auf die Variablen f0201-f0212
vorgenommen, wie auch der Variablen f0403 und f0404. Der Grund dafür ist,
dass die Variablen in ihrer ursprünglichen Form binär kodiert sind.
Zusätzlich wird im Bereich der Variablen f0201-f0212 gefordert, dass nur 2
der 12 möglichen Variablen angekreuzt werden.
Um eventuell Strukturen in der Beantwortung der Fragen zu erkennen,
werden die auftretenden Ankreuzmuster der Personen gebildet. Neben Per-
sonen, die innerhalb dieser zwölf Variablen gar kein Kreuz gesetzt haben,
gibt es auch Personen, die nur ein Kreuz gesetzt haben und solche, die mehr
als 2 Kreuze gesetzt haben.
Anzahl angekreuzter Variablen 0 1 2 3 4 6 7 8 9 10 11
Anzahl der Fälle 13 33 375 10 4 1 3 1 1 1 1
Tabelle 5: Anzahl der tatsächlich angekreuzten Variablen f0201-f0212
An der Tabelle 5 ist abzulesen, dass 46 Personen nicht die erforderlichen
zwei Variablen aus 12 Variablen gewählt haben. Diese Personen haben ent-
weder gar keine Variable oder nur eine Variable angekreuzt.
Diese 46 Beobachtungen, auf die 10.3% aller Daten entfallen, werden als
fehlende Beobachtungen behandelt. Zusätzlich haben 22 Personen mehr als
zwei Variablen gewählt. Um die Informationen dieser 22 Beobachtungen nicht
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zu verlieren, wurde eine Umlegung über die Ankreuzmuster nach Häufigkeit
vorgenommen.
Nach einer Analyse der Ankreuzmuster hat sich ergeben, dass 52 (ver-
schiedene) gewählte Ankreuzmuster existieren. Entsprechend wurden die ur-
sprünglich binär kodierten Variablen zu einer nominalen Variablen mit 52
Ausprägungen über die verschiedenen Ankreuzmuster umkodiert. Diese nun
neu generierte Variable sei im folgenden mit dem Namen f0200 benannt.
Ein ähnliches Vorgehen wird für die Variablen f0403 und f0404 vorgenom-
men. Über die Fragestellung ist es hierbei erlaubt eine der zwei Variablen oder
beide binären Variablen zu wählen. Entsprechend existieren 3 verschiedene
Ankreuzmuster. 48 Personen haben auf keine der beiden Variablen geant-
wortet, also 10.8%. Diese 48 Personen werden als fehlende Daten behandelt.
Auch aus dieser binären Variable wurde eine nominale Variable entwickelt
Anzahl angekreuzter Variablen 0 1 2
Fälle 48 158 237
Tabelle 6: Anzahl der tatsächlich angekreuzten Variablen f0403 und f0404
mit 3 Ausprägungen, die im folgenden mit f0400 bezeichnet sei.
(Alle Ankreuzmuster der neugenerierten Variablen f0200 und f0400 mit
entsprechenden Häufigkeiten sind auf der beiliegenden CD verfügbar.)
2.4 Fehlende Werte
2.4.1 Analyse fehlender Werte
Allison(2001) bemerkte einst, ...dass die beste Lösung für das Problem feh-
lender Werte sei, keine fehlenden Werte zu haben.
Arbeitet man mit empirischen Datensätzen, finden sich in der Regel im-
mer fehlende Werte in dem zu untersuchenden Datensatz. So enthält auch
der vorliegende Datensatz fehlende Werte, teilweise in erheblichem Ausmaß,
14
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Abbildung 1: Fehlende Werte der Blöcke 1 - 12 in % (rechte Achse: Variablen, linke Achse:
proz.Anteil)
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Abbildung 2: Fehlende Werte der Blöcke 13 - 16 in %(rechte Achse: Variablen, linke Achse:
proz.Anteil)
wie aus den Abbildungen 1 und 2 ersichtlich ist. Hinzu kommt, dass der
vorliegende Datensatz bereits a priori von einem außeruniversitären Institut
vorkodiert wurde. Die ausgefüllten Fragebögen sind in diesem Institut ver-
blieben. Es besteht daher kein Zugang mehr zu diesen Fragebögen. Dieses
Institut hat drei Arten von fehlenden Daten spezifiziert: Zum einen wurde
die Variable einer Beobachtung, also einer Person, mit dem Wert 0 verse-
hen, wenn diese keine der möglichen Antwortkategorien gewählt hat. Wenn
sich eine Person entgegen der Vorgabe für mehrere Antwortkategorien ent-
schieden hat, wurde die Variable bei der jeweiligen Beobachtung mit einer
9 versehen.
Die 9 wird daher ebenfalls als fehlende Variable einer Beobachtung an-
gesehen, weil keine exakte Zuordnung zu einer der möglichen Kategorien
möglich ist. Da leider kein Zugriff mehr auf das Material der Originaldaten
besteht, ist eine Aufschlüsselung der als 9-kodierten Variablen pro Beob-
achtung nicht mehr möglich. Daneben hat das Institut bei Schulen, die vor-
sätzlich und geschlossen die Aussage zu bestimmten Variablen verweigern,
die entsprechenden Variablen dieser Fälle mit keinerlei Wertung versehen,
16
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sondern nur mit einem Punkt.
Fehlend, weil keine Wahl zu häufige Wahl Aussageverweigerung
Werte 0 9  . 
Tabelle 7: Spezifikation fehlender Werte
Im Rahmen der genaueren Analyse der Daten ist zu erkennen, dass bei
einigen Beobachtungen und Variablen vermehrt fehlende Werte auftreten.
Aus der Abbildung 2 ist abzulesen, dass Variablen mit mehr als 80% fehlender
Daten im Datensatz vorhanden sind.
Bevor weitere statistische Analysen mit den Daten vorgenommen werden
können, muss zunächst eine Datenkorrektur vorgenommen werden. Dabei
besteht ein Großteil dieser fehlenden Daten aus dem Wert 0 und  . .
Der Block 1 weist innerhalb seiner 11 Variablen nur Variablen mit weniger
als 10% fehlender Daten auf, wie anhand der Abbildung 1 zu erkennen ist.
Dieser Anteil an fehlenden Daten ist noch akzeptabel. Da die Variablen aus
Block 3 und 4 zwischen 14.22% und 53.50% fehlende Daten aufweisen, werden
diese von nachfolgenden Analysen ausgeschlossen. Es ist jedoch ersichtlich,
dass noch weitere Variablen hohe Anteile fehlender Daten aufweisen.
In Abbildung 1 ist eine gewisse Systematik zwischen den Variablenblö-
cken 5 und 6, 7 und 8, 9 und 10, sowie 11 und 12 zu erkennen. Es besteht
durchgängig ein großes Gefälle zwischen den jeweiligen Blöcken, im Hinblick
auf die fehlenden Daten. Während sich bei den Blöcken 5, 7, 9 und 11 eine
prozentuale Spanne zwischen 3.16% und 13.54% an fehlenden Werten beob-
achten lässt, weisen die geradzahligen Blöcke 6, 8, 10 und 12 eine Spanne
zwischen 38.82% und 61.17% an fehlenden Daten auf.
Wie bereits oben erklärt, verfügen die geradzahligen Variablenblöcke ab
Block 6 über 4 mögliche Antwortkategorien. Die ungeraden Variablenblöcke
ab Block 5 besitzen 6 Kategorien. Bei genauerer Analyse und der Berücksich-
17
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tigung der Aussagen der Antwortmöglichkeiten liegt folgende Vermutung na-
he: In den 4 Antwortmöglichkeiten ist es nur möglich über wahrgenommene
Richtungsänderungen eine Aussage zu machen. Wenn nun aber der Befrag-
te keinerlei Richtungsänderung wahrnehmen kann, wird er folglich keine der
Antworten ankreuzen. Über diese Interpretation wäre der hohe Anteil fehlen-
der Daten in den Blöcken 6, 8, 10 und 12 zu erklären. Damit diese Variablen
nicht von der späteren Analyse ausgeschlossen werden müssen, besteht die
Idee, die zusätzliche Kategorie keine wahrgenommene Veränderung einzu-
führen, siehe Tabelle 8.
Kategorie 1 2 3 4 5
wahrgenommene negativer eher keine eher positiver
Veränderung negativer positiver
Tabelle 8: Erweiterte Kategorienanzahl der Aussagestruktur . . . wahrgenommene Verän-
derung
Nach der Erweiterung der Kategorien in den Blöcken 6, 8, 10 und 12 ergibt
















































































































































Abbildung 3: Fehlende Werte der Blöcke 6 und 8 in %, nach Korrektur
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Abbildung 4: Fehlende Werte der Blöcke 9 und 10 in %, nach Korrektur
Es ist zu beobachten, dass kaum noch fehlende Daten auftreten. Aber mit
der Datenkorrektur wurde auch der Anteil fehlender Daten mit dieser neuen
Kategorie keine wahrgenommene Veränderung gleichgesetzt, der tatsäch-
lich wahre fehlende Daten darstellt. Damit sei der Anteil von Personen
benannt, die mit dem Nichtankreuzen keine Aussage tätigen wollten. Nach
der Korrektur der Blöcke 6, 8, 10 und 12 liegen die Anteile fehlender Werte
zwischen 0% und 0.68%, wie anhand der Abbildungen 3 und 4 nachzuvollzie-
hen ist. Dies erscheint im Vergleich zu den Ergebnissen der fehlenden Daten
in den Blöcken 5, 7, 9 und 11 jedoch unplausibel. Es besteht kein ersicht-
barer Grund dafür, dass die Personen hier keine wahren fehlenden Daten
hinterlassen sollten. Da der Anteil der Beobachtungen, die mit dem Nichtan-
kreuzen keine Aussage tätigen wollten, nicht messbar ist, sei an dieser Stelle
unbedingt darauf hingewiesen, dass eine Verfälschung der Aussagen durch
das beschriebene Vorgehen gegeben sein kann. In späteren Analysen wird
mit dem veränderten Datenmaterial dennoch gearbeitet, um nicht weitere
Informationen zu verlieren.
Damit sind jedoch noch nicht alle Charakteristika der fehlenden Daten er-
19
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klärt. Die Variablenblöcke 13, 14, 15 und 16 weisen durchgängig fehlende
Daten in einer Spannweite von 62.98% bis 81.72% auf. Bei genauerer Analy-
se der Beobachtungen lässt sich allerdings feststellen, dass 3 der 6 befragten
Schulen mit 267 Personen, vorsätzlich keine Aussage zu den Variablenblöcke
13, 14, 15, 16 gemacht haben. Dies entspricht einem Anteil von etwa 60% der
Lehrer insgesamt.
Die Variablen der Beobachtungen der betroffenen Schulen sind an dieser
Stelle mit einem  .  kodiert. Aufgrund der hohen Anteile fehlender Daten,
die aus der beabsichtigten Vernachlässigung dieser Variablenblöcke durch 3
Schulen entstanden, werden die Variablenblöcke 13 - 16 von der nachfolgen-
den Analyse ausgeschlossen.
Im Rahmen der Analyse fehlender Daten müssen ebenfalls die fehlenden Da-
ten pro Beobachtung untersucht werden, um hier gegebenenfalls Beobachtun-
gen mit sehr hohen Anteilen fehlender Daten auszuschließen. Es erfolgt eine
Betrachtung der fehlenden Daten pro Beobachtung, ohne die Variablenblöcke
3, 4 und 13-16.
Über die Entwicklung in Tabelle 9 wird entschieden, alle Beobachtungen
mit mehr als 22 Missings pro Beobachtung von der Analyse auszuschließen.
Dieser Sachverhalt entspricht 27 Beobachtungen. Denn ab 22 Missings pro
Beobachtung wird die Anzahl der betroffenen Beobachtungen immer weniger
und die Häufigkeit der Missings pro Beobachtung steigt danach überpro-
portional an.
Da die generierte Variable f0200 mit 52 Ausprägungen nominal, nur schwer
mit den anderen verbleibenden Variablen vergleichbar ist und für nachfolgen-
de Darstellungen keine Verwendung mehr findet, wird auch diese Variable von
der folgenden Analyse ausgeschlossen.
Für alle weiteren Analysen in dieser Arbeit verbleiben somit 416 Beob-
achtungen und 137 Variablen.
20
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Fehlende Werte pro Beob. 0 1 2 3 4 5 6 7 8 9
Anzahl der Fälle 220 81 46 18 11 5 1 2 4 3
Fehlende Werte pro Beob. 10 11 12 13 14 15 16 17 18 19
Anzahl der Fälle 1 4 2 2 1 2 2 1 2 2
Fehlende Werte pro Beob. 20 21 22 23 25 26 29 31 33 34
Anzahl der Fälle 1 3 2 1 1 3 1 1 1 3
Fehlende Werte pro Beob. 42 43 48 49 54 64 65 71 73 74
Anzahl der Fälle 1 1 1 1 1 1 1 1 1 7
Tabelle 9: Anzahl der fehlenden Variablen pro Beobachtung
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2.4.2 Missing Data Algorithmus
Nach der oben beschriebenen Analyse und Bereinigung des Datensatzes um
Variablen und Beobachtungen mit hohen Anteilen fehlender Daten verbleiben
dennoch in einem gewissen Ausmaß fehlende Daten. Um alle verbleibenden
Beobachtungen und Variablen trotzdem vollständig berücksichtigen zu kön-
nen, soll daher ein Missing Data Algorithmus verwendet werden: Multiple
Random Imputation(MRI). Dafür wird angenommen, dass die Daten MAR
sind, also Missing at Random.
Die Annahme Missing at Random bedeutet, dass die fehlenden Daten
unabhängig von den Werten sind, die fehlen. Diese Annahme ist prinzipiell
nicht überprüfbar und dient nur der formalen Vollständigkeit, siehe Schafer
(1997).
Auf der Basis von IVEware unter SAS wird ein Imputationsalgorithmus
über das Multinomiale Logit Modell verwendet. IVEware wurde von den Wis-
senschaftlern Raghunathan, Lepkowski, van Hoewyk und Solenberger(2001)
entwickelt und im Jahr 2002 für die Verwendung bereitgestellt.
Die Imputation Der Imputationsprozess erfolgt nach folgendem Schema:
Es sei n die Größe des Stichprobenumfanges. X(n x p) sei eine Submatrix
des gesamten Datensatzes G. Im vorliegenden Datensatz besitzt X die Größe
(416 x 64). Diese Matrix X enthält dabei ausschließlich die Variablen des
gesamten Datensatzes G(416 x 137), die keine fehlenden Werte aufweisen.
Daneben existiert die Submatrix Y aus G, die ein monotones Pattern
darstellt. Y habe in bezug auf den zugrundeliegenden Datensatz die Größe
(416 x 73). Die Variablen Y1, Y2, . . . , Y73 seien aufsteigend nach der Anzahl
ihrer fehlenden Werte geordnet.
Es folgt eine modellbasierte Imputation. Dabei kann die gemeinsame bedingte
22
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Dichte von Y1, Y2, . . . , Y73, gegeben X, wie folgt faktorisiert werden:
f(Y1, Y2, . . . , Y73|X, δ1, δ2, . . . , δ73) = (1)
f1(Y1|X, δ1) · f2(Y2|X, Y1, δ2) · . . .
f73(Y73|X, Y1, Y2, . . . , Y72, δ73)
dabei seien ft, t = 1, 2, . . . , 73 die bedingten Dichtefunktionen und δt ein
Vektor von Parametern in der bedingten Dichtefunktion, wie zum Beispiel
den Regressionskoeffizienten. Damit ist es möglich, jede beliebige bedingte
Dichtefunktion durch ein passendes Regressionsmodell mit den unbekannten
Parametern δt anhand von Ziehungen aus der zugehörigen predictive distri-
bution der fehlenden Daten und den beobachtbaren Daten zu modellieren.
Es wird dafür angenommen, dass für die prior distribution der Parameter
gilt δ = (δ1, δ2, . . . , δ73) = pi(δ) ∝ 1 sei. Da die Daten ordinal sind, verwendet
IVEware das Multinomiale Logit Modell.
Jede Imputation beinhaltet mehrere Runden. Durch jeden Imputations-
Durchlauf wird eine Yt-Variable in die Matrix X aufgenommen. In der ersten
Runde wird zunächst Y1, also die Variable, die am wenigsten fehlende Daten
aufweist, auf X regressiert. X sei dann als Matrix U bezeichnet, also die zu-
letzt erweiterte X Matrix. Die aufgenommene Variable Y1 wird anschließend
vervollständigt. Über das Multinomiale Logit Modell werden die fehlenden
Werte in der Variable Y1 ersetzt.
Der exakte Ablauf gliedert sich wie folgt: Es existiert die kategoriale Va-
riable Yt mit K Ausprägungen, k = 1, . . . K. Es sei
pik = P (Yt = k|U). (2)
Es wird angenommen, dass die abhängige Variable Yt sich aus dem logarith-
mierten Verhältnis aus pik, also der Wahrscheinlichkeit des Auftretens der
k-ten Kategorie, zu piK , der Wahrscheinlichkeit für das Auftreten der K-ten
23
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für k = 1, . . . , K − 1.
Die Referenzkategorie piK sei unter der Annahme, dass
∑K
k pik = 1 gilt, in
folgender Weise definiert:




B sei die Schätzung des Maximum-Likelihood Schätzers der Regressions-
koeffizienten (β>1 , β
>
2 , . . . , β
>
K−1) und T die Cholesky Zerlegung,
TT> = (U>U)−1. (5)
Für die Imputation sind dann nach Raghunathan, Lepkowski, van Hoewyk
und Solenberger(2001) detailliert folgende 3 Schritte erforderlich:
1. Es sei β∗ = B + Tz, mit z als Vektor von Standardabweichungen einer
normalverteilten Zufallsstichprobe.
2. Umis seien diejenigen Zeilen von U, die fehlende Werte enthalten durch
die Aufnahme von Yt. Die bedingte Wahrscheinlichkeit für das Auftre-
ten der i-ten Kategorie der Responsevariablen Ymis,t für die 1 bis K-1
Kombinationen der erklärenden Variablen Umis sei:




wobei β∗i der Regressionskoeffizient der jeweiligen Kategorie i ist mit









i und RK = 1 seien die kumulativen Summen
der Wahrscheinlichkeiten. Um die fehlenden Werte zu ersetzen, werden
gleichverteilte Zufallszahlen u erzeugt. Es wird die Kategorie k gewählt,
als der zu imputierende Wert, falls gilt Rk−1 ≤ u ≤ Rk.
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Nach diesem 3-stufigen Ablauf besteht nun eine um eine Variable erwei-
terte Matrix X, also U. Danach wird die Variable Y2, mit der nächst grö-
ßeren Anzahl von fehlenden Variablen, auf X regressiert und somit auch Y2
nun vervollständigt. Dieser Ablauf erfolgt solange, bis alle Variablen des ge-
samten Datensatzes keine fehlenden Werte mehr enthalten. Je nach weiterer
Handhabung, ist es natürlich möglich, sich mehrere imputierte Datensätze
zu erzeugen. Diese sind nach dem oben beschriebenen Ablauf natürlich nicht
identisch.
So wurden mit IVEware auf beschriebene Weise 10 imputierte Datensätze
aus dem zugrundeliegenden (unvollständigen) Datensatz heraus generiert.
Data Augmention Die nachfolgende Behandlung dieser imputierten Daten-
sätze soll über Data Augmention erfolgen: Es sei θ ein Parameter der Grund-
gesamtheit. Dabei sei θˆ ein Schätzer für θ. Dieser Schätzer wäre für den Fall




as.∼ N(0, 1) (7)
Aus D ergänzten Datensätzen können dann D Schätzer θˆd und ihre Varianz
V ar(θˆd) berechnet werden, für d = 1, . . . , D. Der Multiple Random Imputa-
tion(MRI) Schätzer θˆMRI ergibt sich aus dem einfachen ungewichteten Mittel
aller Schätzergebnisse.
Entsprechend sollen die vorgestellten Methoden nun auf den zugrundelie-
genden 10-fach imputierten Datensatz angewandt werden.
Es besteht allerdings ein technisches Problem bei der Anwendung des
MRI-Schätzers im Rahmen der verwendeten Software: Die zentralen MRI-
Schätzer stellen in den nachfolgenden Analysen die Matrizen der Zusammen-
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hangsmaße der Pearson Korrelation und der polychorischen Korrelation1 dar
(für jeweils 2 Variablen xj und xh mit j,h=1,. . . ,137). Da in späteren Ana-
lysen mit verschiedenen Software-Systemen gearbeitet wird, die nicht die
konkrete Eingabe des MRI-Schätzers ρˆMRIxjxh erlauben, muss ein einfachimpu-
tierter Datensatz, Single Random Imputation(SRI), verwendet werden. Es ist
zu erwarten, dass der MRI-Schätzer ρˆMRIxjxh bessere Ergebnisse liefert, als ein
SRI-Schätzer ρˆSRIxjxh . Um zu überprüfen, inwieweit Abweichungen bestehen,
wird auf dem 5%-Niveau ein Test auf Gleichheit der Korrelation durchge-
führt.
Diese Überprüfung wird mit Hilfe des Tests auf Gleichheit der Korrela-




















Der approximative Erwartungswert und Varianz von W seien:








V ar(W ) ≈ 1
(n− 3) (11)
Z =
W − E(W )√
V ar(W )
L→ N(0, 1) (12)
Der Test wird zunächst mit den Schätzergebnissen der Bravais-Pearson
Korrelation aus MRI und SRI durchgeführt. Dabei sei ρxjxh die wahre Kor-
relation zwischen zwei Variablen xj und xh und rxjxh der Bravais-Pearson
1diese Korrelation sei später ausführlich definiert
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mit −1 ≤ rxj ,xh ≤ +1.
Der kleinste p-Value in %, den man aus dem beschriebenen Test erhält, für
alle möglichen Variablenkombinationen, ist 26.77%. Der kleinste p-Value aus
dem Test, bezogen auf die polychorische Korrelation, sei 25.57%. Das Tester-
gebnis ist, dass sich die verschiedenen Korrelationsmatrizen aus SRI und MRI
nicht wesentlich voneinander unterscheiden (siehe p-Values im CD-Anhang).
Daher wird in der folgenden statistischen Analyse mit dem einfachimputier-
ten Datensatz aus SRI gearbeitet.
3 Statistische Modelle
Wie bereits anfänglich erläutert, werden im Verlauf der Analyse dieser Arbeit
sowohl das Underlying Variable Modell, dass für ordinale Daten konzipiert
wurde, als auch das Modell der Explorativen Faktoranalyse auf die aufbereite-
ten ordinalen Daten angewandt. Vollständigkeitshalber werden beide Modelle
jedoch vorerst noch einmal vorgestellt und die fundamentalen Unterschiede
beider Modelle herausgearbeitet.
3.1 Explorative Faktoranalyse(EFA)
Die Ausgangsgleichung des Modells der Explorativen Faktoranalyse sei:
Z(nxm) = F(nxQ)A
>
(Qxm) + U(nxm)E(mxm) (14)
mit Beobachtungen i=1,. . .,n, Variablen j=1,. . .,m und Faktoren q=1,. . .,Q.
Die einzelnen Variablen des Modells seien wie folgt definiert(nach Rönz
(2000), S.187ff):
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• Z: Matrix der standardisierten Variablen zj (vor der Standardisierung
mit xj benannt).
• F: Matrix der Faktorwerte fiq jedes Faktors Fq für jeden Fall i bei jeder
Variablen Zj. Dabei sind die Werte der Faktoren und die Anzahl Q der
Faktoren unbekannt und müssen geschätzt werden. Darüber hinaus wird
gefordert, dass jeder Faktor mindestens auf zwei Variablen wirken soll.
Daher werden diese Faktoren auch als gemeinsame Faktoren bezeichnet.
• A: Matrix der Faktorladungen. Die einzelnen Faktorladungen ajq reprä-
sentieren Gewichte, mit denen die jeweiligen Faktoren in die Variablen
Zj eingehen. Die Werte der Matrix A müssen ebenfalls geschätzt werden.
• U und E: Analog zur Idee im linearen Regressionsmodell wird eine Stör-
größe εj je Variable aufgenommen, die sich wie folgt zusammensetzt:
εj = ej · Uj (15)
Mit Uj als sogenannter Einzelrestfaktor und ej als Ladung des Einzelrestfak-
tors Uj.
Die Voraussetzungen für Daten, auf die EFA angewandt werden, sind :




Die Annahmen, die hinsichtlich der Faktoren im EFA-Modell getroffen
werden sind:
1. Wirkung der gemeinsamen Faktoren auf mindestens zwei Variablen
2. Unkorreliertheit der gemeinsamen Faktoren untereinander
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3. Unkorreliertheit der Einzelrestfaktoren untereinander
4. Unkorreliertheit der Einzelrestfaktoren mit den gemeinsamen Faktoren
Da alle Variablen auf der rechten Seite der Gleichung 14 unbekannt sind,
erfolgt die Herleitung der unbekannten Variablen über die einzig bekannte
Variable der Gleichung 14, Z. Es wird eine Korrelationsmatrix gebildet, aus












Über Gleichung 14 und R aus Gleichung 17 wird anschließend die Funda-
mentalgleichung der Explorativen Faktoranalyse entwickelt,
R = (FA> + UE)>(FA> + UE)/(n− 1) (18)
die sich bei geltenden Modellannahmen an die Faktoren wie folgt ergibt:
R = AA> + EE (19)






j = 1, mit j = 1, . . . ,m. (20)
und zwei Variablen außerhalb der Hauptdiagonalen:
rjh = aj1ah1 + . . .+ ajqahq + . . .+ ajQahQ + νjhejeh
mit νjh=0, falls j6=h; j,h=1,. . . ,m und q=1,. . . ,Q.
Da die Beobachtungen standardisiert sind,
ist die Varianz jeder Variablen 1,
rjj = Cov(Zj, Zj) = V ar(Zj) = 1 (21)
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Die Bravais-Pearson Korrelation zwischen jeweils zwei Variablen ergibt




= Cov(Zj, Zh) (22)
Nach der Gültigkeit von Gleichung 20 stellt a2jq den Erklärungsbeitrag des
Faktors Fq an der Varianz V ar(Zj) dar.
Die Korrelationsmatrix ist damit der zentrale Mittelpunkt der Faktorana-
lyse. Abhängig von dieser Matrix wird über die Güte der geschätzten Werte
F und A bestimmt. Somit rückt diese Matrix in späteren Simulationen in
den Focus der Untersuchung.




a2jq = 1− e2j , j = 1, . . . ,m. (23)
Dabei sei h2j die Summe der Varianzbeiträge der gemeinsamen Faktoren.
Diese werden als Kommunalitäten bezeichnet. Im nächsten Schritt der Fak-
toranalyse wird die Reproduzierte Korrelationsmatrix Rh gebildet:
Rh = R− EE = AA>. (24)
Dabei befinden sich auf der Diagonalen der Matrix Rh die geschätzten
Kommunalitäten hˆ2j und außerhalb der Diagonalen die bekannten Bravais-
Pearson Korrelationskoeffizienten.
Da es für die Gleichung 24 unendlich viele Lösungsmöglichkeiten gibt,
muss die Gleichung in einem iterativen Prozess geschätzt werden. In dem ite-
rativen Prozess wird mit vorgegebenen Anfangswerten begonnen. Dabei wer-
den diese im Verlauf der Faktorextraktion verbessert, bis ein Genauigkeits-
kriterium erfüllt worden ist. In dieser der Arbeit zugrundeliegenden Analyse
sollte zunächst die Hauptachsenmethode verwendet werden. In der Haupt-
achsenmethode wird davon ausgegangen, dass ein Einzelrestfaktor existiert.
Tatsächlich wurde in der Analyse die Hauptkomponentenanalyse gewählt,
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da sich gezeigt hat, dass die Ladungshöhe der Variablen bei den jeweiligen
Faktoren eindeutiger sind, als im Fall der Hauptachsenmethode.
Die Hauptkomponentenanalyse geht davon aus, dass kein Einzelrestfak-
tor besteht. Daraus folgt, dass die Anfangswerte im iterativen Prozess, also
die Ausgangskommunalitäten, stets 1 sind. Am Ende des iterativen Prozes-
ses werden die geschätzten Kommunalitäten kleiner als 1 sein, aufgrund des
Fehlens von gemeinsamen Faktoren.
Die Bestimmung der Anzahl der Faktoren wird in der Analyse dieser Ar-
beit über das Kaiser-Kriterium entschieden. Das Kriterium besagt, dass die
Anzahl der Faktoren durch die Anzahl von Eigenwerten der Matrix Rh be-
stimmt sei, die größer als 1 sind. Dies würde aufgrund der standardisierten
Variablen bedeuten, dass der extrahierte Faktor in jedem Fall mehr Varianz
erklärt, als eine einzelne Variable.
Für eine verbesserte Möglichkeit der Interpretation der Faktoren und der
Faktorladungen wird zusätzlich die Varimaxrotation verwendet. In der Vari-
maxrotation wird das Achsensystem der Faktoren so lange gedreht wird, bis
die Varianz der quadrierten Faktorladungen der gemeinsamen Faktoren ein
Maximum erreicht.
Die letztliche Schätzung der Faktoren erfolgt über die nachfolgende Glei-
chung, die aus der Grundgleichung 14 abgeleitet ist:
ZA(A>A)−1 = FA>A(A>A)−1 (25)
nach Umstellung der Gleichung 25 ergibt sich:
F = ZA(A>A)−1
Die Faktorwerte haben folgende Eigenschaft: Sie besitzen einen Mittelwert
von Null und eine Varianz vom Wert eins.
Anmerkung: Die Berechnung der Explorativen Faktorenanalyse für metri-
sche Daten erfolgt in dieser Arbeit unter SPSS.
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3.2 Underlying Variable Analyse(UVA)
Dieses Modell ist das equivalente Modell der Faktorenanalyse für den Fall
ordinaler Daten. Dabei werden hier in ähnlicher Weise latente Strukturen
aufgedeckt. Im Rahmen dieses Modells wird angenommen, dass für jede Va-
riable xj eine unvollständig beobachtbare Variable x∗j existiert, die jeweilige
Underlying Variable. Eine Modellannahme ist, dass die Underlying Variable
normalverteilt ist.











• X∗: Matrix der Underlying Variables
• F ∗: Matrix der Faktorwerte der gemeinsamen Faktoren
• A∗: Matrix der Faktorladungen der gemeinsamen Faktoren
• U∗: Matrix der Faktorwerte der Einzelrestfaktoren
• E∗: Matrix mit den Faktorladungen der Einzelrestfaktoren.
Der Modellaufbau ist prinzipiell ein Analogon zum EFA Modell. Daher
soll im folgenden nur auf die wesentlichen Eigenschaften des UVA Modells
und die Unterschiede zum EFA Modell eingegangen werden.
Die Verbindung zwischen der vollständig beobachtbaren Variablen xj und
der unvollständig beobachtbaren Variablen x∗j ist über folgende Treppenfunk-
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tion gegeben(nach Reinecke 2):
xj =

1, wenn x∗j ≤ τ1
2, wenn τ1 < x∗j ≤ τ2
...
...
K − 1, wenn τK−2 < x∗j ≤ τK−1
K, wenn τK−1 < x∗j
(27)
mit k als Anzahl der Kategorien der Variable xj, k = 1, . . . , K und τk als
Schwellenwert.
Äquivalent zu EFA ist hier die einzig bekannte Variable nunX∗. Die Her-
leitung der interessierenden Variablen erfolgt nur hier nicht über die Bravais-
Pearson Korrelationsmatrix, sondern über die polychorische Korrelationsma-
trix als das entsprechend geeignete Zusammenhangsmaß für ordinale Daten.
Jöreskog uns Sörbom(1993) zeigen in einer Simulationsstudie für ordinale
Variablen, dass die polychorische Korrelation als bestes Zusammenhangsmaß
für dieses Meßniveau anzusehen ist. Die polychorische Korrelation berechnet
sich wie folgt:
Da die Skalierung der xj willkürlich ist, wird angenommen, dass diese
standardormalverteilt sind. Damit ist die Wahrscheinlichkeit P, dass ein Wert
von x∗j unterhalb des Schwellenwertes τk liegt, entsprechend dem Wert der
Standardnormalverteilungsfunktion an der Stelle τk:







x∗j} = Φ(τk) (28)
mit Φ als Funktion der Standardnormalverteilung. Die Schwellenwerte
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, mit Nk als kumulierte Häufigkeiten bis zur Kategorie c.
Die Wahrscheinlichkeiten jeder Zelle der Kontingenztabelle der Variablen
xj und xh, j,h=1,. . . ,m, berechnen sich dann wie folgt:
pivk = Φ2(τk, τv)− Φ2(τk−1, τv)− Φ2(τk, τv−1) + Φ2(τk−1, τv−1) (30)
mit Φ2(. . .) als bivariate Standardnormalverteilungsfunktion.
Dabei sei k eine Kategorienausprägung der Variable xj, mit k=1,. . . ,K und
v eine Kategorienausprägung der Variable xh, mit v=1,. . . ,V. Die polycho-
rische Korrelation ergibt sich letztlich als Maximum Likelihood Schätzung.









Nvk · ln(pivk) (31)
Dabei sei Nvk die Häufigkeit für das Auftreten der Kategorien v und k und
pivk die Wahrscheinlichkeit aus Gleichung 30. Damit ist hier der Maximum
Likelihood Schätzer diejenige Korrelation, die die Wahrscheinlichkeit maxi-
miert, dass die Daten der Kontingenztabelle der Variablen xj und xh einer
bivariaten Standardnormalverteilung folgen.
Es sei allerdings darauf hinzuweisen, dass es sich bei der beschriebenen
polychorischen Korrelation um die two-step-Methode handelt der polycho-
rischen Korrelation. Das bedeutet, dass die Schwellenwerte und die polycho-
rische Korrelation nicht gleichzeitig geschätzt werden, sondern nacheinander.
Dabei sei in der Analyse der Daten ebenfalls die two-step-Methode ge-
wählt, aufgrund einer viel geringeren Rechnerzeit gegenüber der gewöhnli-
chen ML-Methode, in der Schwellenwerte und Korrelation simultan geschätzt
werden. Simulationen zeigen jedoch, dass die Ergebnisse aus der two-step-
Methode und der Methode des gleichzeitigen Schätzens der Schwellenwer-
te und der polychorischen Korrelation, keinen bemerkenswerten Unterschied
aufweisen(siehe Olsson, Drasgow und Dorans(1982)).
Der Ablauf der UVA gliedert sich somit wie folgt:
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1. Schätzung der Schwellenwerte
2. Berechnung der polychorischen Korrelation
3. Schätzung des Faktormodells aus Gleichung 26 über die polychorische
Korrelation, aber sonst analog zu Gleichung 14 in der Durchführung
Als Modellspezifikation werden auch hier ebenso das Kaiser-Kriterium für
die Bestimmung der Anzahl der zu extrahierenden Faktoren gewählt, als auch
die Varimaxrotation für die Verbesserung der Interpretation der Ladungen
und der Faktorwerte.
Die Voraussetzungen an die Faktoren des UVA Modells sind ebenso analog
zu denen aus dem EFA Modell. Daher sei an dieser Stelle nur auf diese auf
Seite 29 verwiesen.
Anmerkung: Die Berechnung der Underlying Variable Analyse erfolgt in
dieser Arbeit unter Mplus.
Problem: Es besteht ein technisches Problem in der praktischen Herleitung
der Faktorwerte unter Mplus. So ist es in der Version Mplus 2.12 noch nicht
möglich, sich im Rahmen der UVA auch die entsprechenden Faktorwerte
ausgeben zu lassen. Daher wurde die Confirmatorische Faktoranalyse (CFA)
herangezogen. CFA basiert auf dem a priori Wissen, dass sich hinter bekann-
ten Gruppen von Variablen latente Strukturen verbergen. Dieses Wissen wird
genutzt, um sich Faktorwerte zu generieren. Da CFA unter Mplus 2.12 ver-
fügbar ist, wurden die Faktorwerte über CFA gebildet.
4 Simulationen
Es ist deutlich zu erkennen, dass die Korrelationsmatrizen in beiden Model-
len eine entscheidende Rolle spielen. Wie bereits oben erwähnt, ist von den
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jeweiligen Zusammenhangsmaßen abhängig, wie gut die Schätzungen der
unbekannten Variablen des Modells der UVA und der EFA sind.
Bartholomew, Steele, Moustaki und Galbraith(2002) betonen die Relevanz
der UVA und weisen darauf hin, dass für den Fall, dass die Bravais-Pearson
Korrelation auf ordinale Daten angwandt wird, generell eine Unterschätzung
der wahren Korrelation vorliegt. Um ihre Aussagen zu unterstützen, bezie-
hen sie sich auf ordinalskaliertes Datenmaterial der Eurobarometer Umfrage
1992, Bereich: wissenschaftliche und technologische Daten", mit 7 Variablen,
die jeweils 4 Ausprägungen haben und 392 Beobachtungen, Bartholomew
u.a(2002, S.222). Zunächst wenden sie die Bravais-Pearson Korrelation auf
4 der 7 Variablen des Datensatzes an und anschließend die polychorische
Korrelation. Das benannte Beispiel sei im folgenden kurz angeführt in den
Tabellen 10 und 11
Pearson Korrelation/Variable Var1 Var2 Var3 Var4
Var1 1.00
Var2 0.15 1.00
Var3 0.28 0.40 1.00
Var4 0.33 0.17 0.31 1.00
Tabelle 10: Bravais-Pearson Korrelationskoeffizienten, aus Bartholmew u.a.(2002, S.222)
Polychorische Korrelation/Variable Var1 Var2 Var3 Var4
Var1 1.00
Var2 0.20 1.00
Var3 0.35 0.48 1.00
Var4 0.41 0.21 0.38 1.00
Tabelle 11: Polychorische Korrelationskoeffizienten, aus Bartholmew u.a.(2002, S.222)
Auf der anderen Seite bemerken Bartholomew u.a(2002, S.209), dass wenn
ordinale Daten 7 Kategorien aufweisen, sich keine nachteiligen Ergebnisse
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mehr durch die Anwendung von Methoden für metrisch skalierte Daten er-
geben werden.
Um diese Behauptungen näher zu untersuchen, werden in den folgenden
Abschnitten verschiedene Simulationen vorgenommen und ausgewertet. Für
die eigentliche Ergebnispräsentation seien im nachfolgenden häufig Abbil-
dungen dargestellt. [Viele Originalergebnisse seien im Appendix angehangen
oder auf der beigefügten CD verfügbar].
Anmerkung: Die Simulationen wurden in der Programmiersprache R durch-
geführt.
4.1 Simulation unter der bivariaten Normalverteilung
Gleiche Klassengrößen Es werden Simulationen durchgeführt, die auf der
Standardnormalverteilung basieren. Dabei werden in Anlehnung an den tat-
sächlich vorhandenen Datensatz stets 400 bivariate standardnormalverteilte
Beobachtungen erzeugt. Über die Varianzmatrix der simulierten Verteilung
wird die wahre Korrelationen festgelegt, die zwischen den marginalen Ver-
teilungen besteht. Anschließend werden die stetigen Daten umkodiert, in-
dem eine Klassenbildung erfolgt. Die Klassengrenzen stellen dabei die Wer-
te der Quantile der Standardnormalverteilung dar. Die Klassen werden zu-
nächst gleich groß und symmetrisch um Null gelegt (Idee nach Bollen und
Barb(1981)).
So wird z.B. um 5 Kategorien aus den metrischen Daten zu erhalten, das
20%-, 40%-,60%- und das 80%-Quantil aus der Standardnormalverteilung be-
stimmt. Und anschließend die 400 simulierten Beobachtungen in die Klassen
umgelegt. Dann erfolgt die Umkodierung, so dass z.B. die Werte die in die
Quantilsgrenzen [0%-20%] fallen, fortan der Wert 1 zugewiesen wird. Nach
gleichem Vorgehen werden alle weiteren Klassen gebildet.
Nachdem die Werte umkodiert sind, wird die Bravais-Pearson Korrelati-
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on auf die künstlich kategorisierten Daten angewandt. Nach diesem Vorge-
hen erfolgen 10.000 Durchläufe. Anschließend wird das einfache Mittel über
die Durchläufe und die Standardabweichung der Durchläufe berechnet. Die
nachfolgende Tabelle 12 zeigt die gemittelten Werte aus 10.000 Durchläufen,
erstellt für 2 bis 10 Kategorien und verschiedenen wahren Korrelationen der
zugrundeliegenden marginalen stetigen Standardnormalverteilungen.
Anzahl der Kategorien 2 3 4 5 6 7 8 9 10
Wahre Korrelation|Pearson Korr.
0.2 0.13 0.16 0.17 0.18 0.18 0.18 0.19 0.19 0.19
0.4 0.26 0.32 0.35 0.36 0.37 0.37 0.37 0.38 0.38
0.5 0.33 0.41 0.44 0.45 0.46 0.47 0.47 0.47 0.47
0.6 0.41 0.50 0.53 0.55 0.56 0.56 0.57 0.57 0.57
0.8 0.59 0.69 0.73 0.75 0.76 0.77 0.77 0.77 0.78
0.9 0.71 0.80 0.84 0.85 0.86 0.87 0.88 0.88 0.88
Tabelle 12: Bravais-Pearson Korrelationskoeffizienten, angewandt auf kategorisierte Daten
[Die Werte der Klassengrenzen und die absoluten Werte der Korrelations-
koeffizienten mit den jeweiligen Standardabweichungen seien im Appendix in
den Tabellen 27, 28 und 29 angehangen.]
Für eine besseren Übersicht der Entwicklung nach Kategorien sei auf die
Abbildung 5 verwiesen.
Es ist in der Abbildung5 und Tabelle12 abzulesen, dass mit zunehmender
wahrer Korrelationsstärke zwischen den marginalen Verteilungen, eine deut-
liche Annäherung in den Ergebnissen der kategorisierten Daten an die der
metrischen Daten zu erkennen ist. Entscheidend für die Güte der Annähe-
rung ist allerdings die Anzahl der Kategorien der kategorisierten Daten. Es ist
zu erkennen, dass bereits ab 5 Kategorien eine Übereinstimmung von 88%
besteht und ab 6 Kategorien eine Übereinstimmung von mindestens 91%,
bei einer wahren Korrelation von 0.2 zwischen den marginalen Verteilungen.
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Simulation: Identische Klassengrößen,






































Abbildung 5: rel. Anteil(linke Achse) an wahrer Korrelation(rechte Achse), gleich große
Klassen, 400 Beobachtungen, 10.000 Durchläufe
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Bartholomew u.a.(2002) ist in der Hinsicht zuzustimmen, dass die ordinalen
Daten die wahre Korrelation stets unterschätzen, und dass mit zunehmender
Kategorienanzahl sich die Ergebnisse der ordinalen Daten an die der metri-
schen Daten annähern. Anzumerken sei jedoch, dass dieses Ergebnis nur dann
zutrifft, wenn die Klassen jeweils gleich groß gewählt sind und die Verteilung
symmetrisch ist.
Verschiedene Klassengrößen Um andere mögliche Umstände zu untersu-
chen, sei im folgenden nach gleichen Vorgaben wieder eine Simulationsstu-
die angefertigt. Nun jedoch mit verschieden großen Klassenaufteilungen zur
Kategorienbildung bei einer bestimmten Kategorienanzahl. Es wird mit der
Simulation im Rahmen von 2 Kategorien begonnen.
Die Abbildung 6 zeigt somit die Ergebnisse der Simulationsstudie, in der
die Bravais-Pearson Korrelation auf 2 künstlich kodierte Variablen, denen
jeweils die Standardnormalverteilung zugrundeliegt, mit 2 Kategorien ange-
wandt wurde. In der Legende der Abbildung ist angegeben welche Quartils-
grenzen der Standardnormalverteilung gewählt wurden, um die Klassengrö-
ßen zu bilden.
Wie intuitiv zu erwarten war, lässt sich anhand der Abbildung 6 ablesen,
dass die Unterschätzung der wahren Korrelation dann abnimmt, wenn die
Aufteilung der Klassen symmetrischer wird.[Die absoluten Werte der Simu-
lationsergebnisse seien im Appendix in Tabelle 30 zu finden.]
Als weitere Darstellung dieses Verhältnisses seien im folgenden noch die
Simulationen von 3 und 4 Kategorien in asymmetrischer Klassenaufteilung in
Abbildung 7 dargestellt. Diese Darstellung unterstützt die Aussage der Abbil-
dung 6, dass mit zunehmend symmetrischen Klassenverhältnis die relativen
Anteile an der wahren Korrelation der marginalen Verteilungen zunehmen.
Und andersherum, die Klassenaufteilungen, die in einem stark asymmetri-
schen Verhältnis zueinander stehen, die schlechtesten Ergebnisse erzeugen.
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Abbildung 6: rel. Anteil(linke Achse) an wahrer Korrelation(rechte Achse), verschieden
große Klassen, 2 Kategorien, 400 Beobachtungen, 10.000 Durchläufe
Nachdem nun einige Simulationen durchgeführt wurden, besteht nun fol-
gende Vermutung: Die gewöhnliche Faktoranalyse für metrische Daten kann
eventuell trotz Anwendung auf ordinale Daten sinnvolle Ergebnisse erzeugen,
wenn eine günstige Beschaffenheit der Daten vorliegt.
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Abbildung 7: rel. Anteil(linke Achse)an wahrer Korrelation(rechte Achse), verschieden
große Klassen, 3 und 4 Kategorien, 400 Beobachtungen, 10.000 Durchläufe
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4.2 Simulation unter der bivariaten Chiquadratverteilung
Eine höchst relevante Modellannahme, die vom EFA-Modell als von dem
UVA-Modell gefordert wird, ist die Normalverteilungsannahme. So fordert
die polychorische Korrelation, dass die Underlying Variables der zugrunde-
liegenden Verteilung standardnormalverteilt sind.
Daher wird nun in der folgenden Simulationsstudie untersucht, wie gut die
polychorische Korrelation den wahren Zusammenhang zwischen zwei katego-
risierten Variablen wiederspiegelt, wenn diese ursprünglich aus einer bivaria-
ten χ2−Verteilung stammen. Entgegen der Anforderung wird die Underlying
Variable nun eine schiefe Verteilung besitzen.
Der Aufbau der Simulation ist analog zu dem Aufbau der Simulation unter
4.1, Abschnitt: Gleiche Klassengröße. Mit dem Unterschied der zugrundelie-
genden bivariaten χ2−Verteilung.
Die Bildung der bivariaten χ2-Verteilung erfolgte nach Kotz, Balakrishnan
und Johnson(2000): Es sei
C1 = Z
2









1 + ...+ U
2
b−f
,wobei Ut standardnormalverteilt ist, Ut ∼ N(0, 1), t=1,. . . ,b-f
und (Zj,Wj) ∼ N((0, 0),Σ) mit Σ = (1, ρ, ρ, 1), da ρj = ρ ∀ j = 1, . . . , f.
C1 sei eine marginale χ2-Verteilung mit f Freiheitgraden, wie C2 mit b Frei-
heitsgraden, f<b.






Der Grund für die Wahl der beschriebenen χ2−Verteilung ist, dass diese
die Voraussetzungen erfüllt, die hinsichtlich der Simulation erforderlich sind:
• die beiden marginalen Verteilungen sind ebenfalls χ2-verteilt
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• es existiert ein Korrelationsmaß, um die Zusammenhänge zwischen den
marginalen Verteilungen zu bestimmen.
Zunächst wird der Fall einer bivariaten χ2-Verteilung mit jeweils vier Frei-
heitsgraden der marginalen Verteilungen simuliert. Die Grenzen der Klassen
werden auch hier wieder über die Quantile der Verteilung bestimmt. Es wer-
den 2-10 Kategorien gebildet.
Simulation: Identische Klassengrößen, 









































Abbildung 8: rel. Anteil(linke Achse) an wahrer Korrelation(rechte Achse), gleich große
Klassen, 400 Beobachtungen, 10.000 Durchläufe, biv. χ2-Vtlg., mit FG(4,4)
Im Ergebnis der Simulation, in Abbildung 8, zeigt sich, dass die polycho-
rische Korrelation mit relativen Anteilen zwischen 90% und 99% gute Ergeb-
nisse aufzeigt, trotz der schiefen zugrundeliegenden Verteilung. Das bedeutet,
dass die polychorische Korrelation, als Zusammenhangsmaß für ordinale Da-
ten, relativ robust bei Abweichungen von der Normalverteilung der Under-
lying Variables reagiert, wenn die Verteilung eine bivariate χ2−Verteilung
ist, mit jeweils vier Freiheitsgraden der marginalen Verteilungen. Dennoch
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lässt sich eine Tendenz aus der Abbildung 8 ablesen: Mit zunehmender An-
zahl der Kategorien wird für die polychorische Korrelation die Abweichung
von der Normalverteilung immer sichtbarer. Mit zunehmender Anzahl von
Kategorien nimmt damit der relative Anteil an der wahren Korrelation ab.
Ein weiterer simulierter Fall, sei die kategorisierte bivariate χ2−Verteilung
mit jeweils 4 und 100 Freiheitsgraden, der marginalen Verteilungen. In die-
ser Darstellung unterscheiden sich beide Verteilungen massiv voneinander,
so nährt sich die marginale χ2− Verteilung mit 100 Freiheitsgraden in der
Gestalt an eine Normalverteilung an. Die Ergebnisse der Anwendung der
polychorischen Korrelation seien in Abbildung 9 zu finden, dabei wurde die
Verteilung jeweils in 3-5 Kategorien umgelegt.
Simulation: Identische Klassengrößen, 

































Abbildung 9: rel. Anteil(linke Achse) an wahrer Korrelation(rechte Achse), gleich große
Klassen, 400 Beobachtungen, 10.000 Durchläufe, biv. χ2-Vtlg. mit FG(4,100)
Das Ergebnis dieser Simulation weicht stark von dem vorherigen Ergebnis
aus Abbildung 8 ab. Die relativen Anteile an der wahren Korrelation be-
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wegen sich im Rahmen dieser 3-5 Kategorien zwischen 18.72% und 21.17%.
Hinzukommt, dass die Abbildung 8 keine Tendenzen durch eine erweiterte
Kategorienanzahl erkennen lässt. Falls eine UVA auf Daten ähnlicher Struk-
tur, wie in der letztgenannten Simulation, angewandt werden würde, wäre es
nicht möglich, etwas über die Qualität der resultierenden Ergebnisse auszu-
sagen.
5 Modellanwendung
Bevor die Modelle auf die ausführlich beschriebenen ordinalskalierten Da-
ten aus Kapitel 2 angewendet werden, muss überprüft werden, inwieweit die
Daten die Annahmen der beiden Modelle erfüllen:
5.1 EFA und UVA
Die a priori Voraussetzungen an die Daten, um eine für metrische Daten
konzipierte Explorative Faktorenanalyse anzuwenden, sind wie folgt erfüllt:
1. Unabhängige Beobachtungen: 	
Diese Voraussetzung ist nicht erfüllt. So hatten zum einen die Lehrer
prinzipiell die Möglichkeit sich untereinander abzusprechen.
Hinzu kommt, dass die Lehrer, die einer Schule angehören schon deswe-
gen nicht voneinander unabhängig sind, weil sie die gleichen Erfahrungen
an der Schule gesammelt haben. Es hat sich somit eine Art Gruppen-
meinung bilden können.
Ferner war die Teilnahme freiwillig. So dass nicht klar ist, ob eventuell
nur die Personen an der Umfrage teilgenommen haben, die eine extreme
Einstellung besitzen.
2. Großer Stichprobenumfang: !
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Der Datensatz enthält nach der Datenaufbereitung noch 416 Beobach-
tungen und kann damit eindeutig als groß eingestuft werden.
3. Metrisch skalierte Variablen: 	
Diese Voraussetzung ist als einzige der Voraussetzungen absichtlich nicht
gegeben.
4. (approximativ) normalverteilte Variablen:
In der EFA ist diese Voraussetzung natürlich darauf aufgebaut, dass die
Daten metrisch skaliert sind. Da dieser Fall aber nicht vorliegt, wird daher ein
χ2-Test auf bivariate Normalverteilung für die 137 Variablen durchgeführt.
Mit diesem Test wird überprüft, ob die hinter den ordinalen Daten liegenden
metrischen Daten einer bivariaten Standardnormalverteilung folgen. Die zu
erfüllenden Approximationsbedingungen des Tests sind:
• die erwartete Häufigkeit eˆkv,SN jeder Zelle der Kontingenztabelle muss
größer als 1 sein
• höchstens 20% der Zellen der Kontingenztabelle dürfen erwartete Häu-
figkeiten eˆkv,SN kleiner als 5 aufweisen.
mit k als Kategorie der Variable xj, k = 1, . . . , K
und v als Kategorie der Variable xh, h = 1, . . . , V, wobei j, h = 1, . . . ,m.
Die Daten wurden entsprechend den Approximationsbedingungen so auf-
bereitet, dass diese die Anforderungen erfüllen. So mussten die Randkategori-
en der einzelnen Variablen häufig zusammengelegt werden. (Der die genann-
ten Approximationsbedingungen erfüllende Datensatz ist in der beigefügten
CD zu finden, zusammen mit dem R-Programm, dass die Approximations-
bedingungen im Datensatz überprüft.)
Zusätzlich wird gefordert, dass
• die Aufteilung der Variablenausprägung vollständig ist !
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• die Beobachtungen voneinander unabhängig sind 	
Auch hier sei die letztere Bedingung aus den bereits angeführten Gründen
nicht erfüllt.
H0 : (xj, xh)
as.∼ N(0,Σ); mit Σ = (1, ρjh, ρjh, 1) (34)
H1 : (xj, xh)










mit eˆkv,SN als erwartete Häufigkeiten, die sich ergeben, wenn (xj, xh) aus der
bivariaten Standardnormalverteilung stammen.
Die Ergebnisse seien in nachfolgender Abbildung 10 in Form von p-Values
wiedergegeben. Dabei gibt die Farbe der p-Values deren Wertebereich wieder.
Liegt der Wert eines p-Values unterhalb von 5% so ist der p-Value in der
Abbildung rot markiert. Die entsprechende Interpretation wäre dann, dass
der χ2-Test auf bivariate Normalverteilung auf dem 5%-Niveau signifikant
ist. Also die Nullhypothese, dass die Daten der Kontingenztabelle einer bi-
variaten Normalverteilung folgen, abgelehnt würde.
Besitzt der p-Value eine grüne Farbe, liegen die prozentualen Werte des
p-Values zwischen 5% und 10%. Dann würde das Ergebnis des Tests noch
auf dem 10%-Niveau signifikant sein.
Alle blauen p-Values deuten hingegen darauf hin, dass der Test auf bivaria-
te Normalverteilung nicht abgelehnt werden konnte, da die p-Values oberhalb
von 10% liegen.
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Abbildung 10: P-Values des Tests auf bivariate Normalverteilung zwischen jeweils zwei ver-
schiedenen Variablen, (rechte und linke Achse: Variablenblöcke); ohne die Hauptdiagonale;
PVALnorm.R
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Es ist deutlich zu erkennen, dass zwischen den geradzahligen Variablen-
blöcken 6, 8, 10 und 12 der Test auf bivariate Normalverteilung durch den
approximativen χ2-Test nahezu durchgängig abgelehnt wird. Hierbei sei aller-
dings nochmals anzumerken, dass gerade die Variablen meist den Test ableh-
nen, die durch eine zusätzliche Kategorie künstlich erweitert wurden, (siehe
Abschnitt 2.4). Daher kann dieses schlechte Testergebnis der geradzahligen
Variablenblöcke darauf zurückzuführen sein. Im weiteren ist nur vereinzelt
zu erkennen, dass zwischen einigen Variablen der Test auf dem 5%- bzw.
10%-Niveau abgelehnt wurde. Weitere Systematiken sind nicht erkennbar.
Die Voraussetzung auf bivariate Normalverteilung ist damit nicht bei allen
Variablen erfüllt.
Die einzige Voraussetzung der UVA an die Daten ist die Normalverteilung
der Underlying Variables: Da diese Voraussetzung bereits oben geprüft wur-
de, sei auf das oben genannte Ergebnis verwiesen. So wird für die UVA die
Voraussetzung an die Daten nicht vollständig erfüllt.
Empfehlung: EFA Im Rahmen der Überprüfung der Modellannahmen hat
sich gezeigt, dass nur eine Voraussetzung der EFA vollständig erfüllt werden
kann.
Die ursprüngliche Idee der Analyse dieser Arbeit, nur die Voraussetzung
metrisch skalierte Variablen der EFA unbeachtet zu lassen und die Kon-
sequenzen dieses Sachverhalts durch die Anwendung auf ordinale Daten zu
untersuchen, ist nun nicht mehr möglich.
Es sei daher darauf hingewiesen, dass die Ergebnisse aus der Analyse
nicht nur auf Basis der fehlenden Voraussetzung metrisch skalierte Varia-
blen verzerrt sein könnten. Daher sollte in jedem Fall die Interpretation
unter Vorbehalt stattfinden.
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Empfehlung: UVA In der Überprüfung der Modellannahmen hat sich ge-
zeigt, dass auch die Voraussetzung der UVA an die vorliegenden Daten nicht
vollständig erfüllt wurde. Das bedeutet für die spätere Analyse, dass die Er-
gebnisse aus der UVA nicht mehr ohne Vorbehalt als Referenz der wahren
Ergebnisse einer Faktorenanalyse für ordinale Daten verwendet werden kön-
nen.
5.2 Vorgehen
Da wir davon ausgehen, dass latente Strukturen hinter den ordinalen Varia-
blen bestehen, folgt daraus, dass die Variablen nicht unabhängig voneinander
sein können. Aufgrund der gemeinsamen inhaltlichen Fragestellung inner-
halb ganzer Variablenblöcke wird davon ausgegangen, dass sich besonders
hinter den Variablen, die Fragebereichen zugeordnet sind, latente Struktu-
ren verbergen. Daher werden in der folgenden Durchführung der Modelle
nicht alle 137 Variablen gemeinsam untersucht, sondern lediglich die Va-
riablen gemeinsam in einem Modell untersucht, die auch den gleichen Fra-
gebereichen angehören und die gleiche Aussagestruktur besitzen(siehe Ab-
schnitt 2.2.2). Um dieses Vorgehen statistisch abzusichern, wird daher der
χ2-Unabhängigkeitstest durchgeführt.
Die Voraussetzungen für die Daten des χ2-Unabhängigkeitstest sind die
gleichen, wie die des χ2-Tests auf bivariate Normalverteilung. Daher müssen
diese hier nicht noch einmal aufgeführt werden. Die Hypothesen des Tests
lauten:
H0: die Zufallsvariablen xj und xh sind
stochastisch voneinander unabhängig
H1: die Zufallsvariablen xj und xh sind nicht
stochastisch voneinander unabhängig
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Das Testergebnis ist in Abbildung 11 beigefügt. Auch hier sei die Er-
klärung der p-Values exakt die gleiche wie die des χ2-Tests auf bivariate
Normalverteilung.
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Abbildung 11: P-Values des Tests auf bivariate Normalverteilung(rechte und linke Achse:
Variablenblöcke); ohne die Hauptdiagonale; PVALindep.R
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Die prozentuale Darstellung der signifikanten Anteile (auf dem 5%-Niveau)
von Variablenkombinationen zwischen jeweils zwei verschiedenen Variablen-
blöcken aus dem χ2-Unabhängigkeitstest, sei für eine bessere Übersicht in
folgender Tabelle 13 dargestellt.
Variablenblock 1 5 6 7 8 9 10 11
5 70.7
6 44.2 42.3
7 61.9 73.2 46.8
8 52.8 33.5 100.0 61.3
9 41.5 49.1 14.3 53.9 18.8
10 29.5 28.6 100.0 41.0 100.0 34.4
11 49.7 55.0 34.0 59.9 46.7 74.6 49.3
12 30.5 29.0 100.0 43.8 100.0 30.9 100.0 47.8
Tabelle 13: Prozentualer Anteil der signifikanten Variablenkombinationen (auf dem 5%-
Niveau)zwischen verschiedenen Blockkombination
Wie zu erwarten, ist anhand der Tabelle abzulesen, dass überwiegend
diejenigen Variablenblöcke die höchsten Anteile an signifikanten Variablen
miteinander aufweisen, die auch den gleichen inhaltlichen Fragebereichen und
Aussagestrukturen angehören.
So lässt sich ablesen, dass die Blöcke 5 und 7, die dem Fragebereich 2
angehören und der Aussagestruktur ...zum gegenwärtigen Stand, jeweils
beieinander mit 73.2% den höchsten signifikanten Anteil aufweisen.
Ebenso Block 9 und 11: diese weisen einen signifikanten Anteil von 74.6%
auf, gehören dem Fragebereich 3 an und besitzen die Aussagestruktur ...zum
gegenwärtigen Stand.
Es ist jedoch auch zu erkennen, dass die Abhängigkeit zwischen den Varia-
blenblöcken, die geradzahlig sind, durchgängig hoch signifikant ist. So weisen
die Blöcke 6, 8, 10 und 12 untereinander zu 100% signifikante Anteile auf,
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obwohl jeweils nur die Blöcke 6 und 8 oder 10 und 12 gemeinsamen Frage-
bereichen angehören. Dieses Ergebnis kann aus der künstlichen Veränderung
dieser Daten abgeleitet werden.
5.3 Erklärungsverlust der Daten
In den Simulationsstudien konnte dargestellt werden, dass die Anwendung
von statistischen Methoden abhängig vom Skalenniveau (und der Verteilung)
der Daten zu anderen Ergebnissen führen kann.
Um auf statistischer Basis nachvollziehen zu können, mit welchem Aus-
maß an nachteilhaften Ergebnissen man zu rechnen hat, dadurch, dass das
metrische Skalenniveau der Daten für eine EFA nicht gegeben ist, seien nach-
folgende Formeln und deren Ergebnisse aufgeführt:
Als Basis für die nachfolgenden Erklärungen sei eine Formel verwendet,
die besagt, dass wenn die Summe der unwesentlichen Eigenwerte (nach dem
Kaiser-Kriterium Eigenwerte < 1) klein ist, der Approximationsfehler des




(S − ˆAA> − EˆE)2h,j ≤ λ2g+1 + . . .+ λ2m (37)
mit der Kovarianzmatrix S und λ1, . . . , λg vergleichsweise großen Eigen-
werten.
Zusätzlich gilt: λ1 ≥ . . . ≥ λm.
Auf das zugrundeliegende Problem abgeändert, ergibt sich nun Formel 38:
∑
j,h
(R−R∗)2h,j ≤ λ2m + . . .+ λ2e (38)
mit der Bravais-Pearson Korrelationsmatrix R und der polychorischen




j die notwendige quadrierte aufsum-
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mierte Zahl aus Eigenwerten der Bravais-Pearson Korrelationsmarix, die not-
wendig ist, damit die Gleichung 38 erfüllt ist.
In der folgenden Tabelle 14 sei versucht darzustellen, inwieweit ein Erklä-
rungsverlust in der Analyse der ordinalen Daten durch die Verwendung der
Bravais-Pearson Korrelation eintritt.
Formel/Variablenblock 1 5+7 6+8 9+11 10+12∑
h,j(R−R∗)2hj 0.30 0.53 1.39 1.23 0.94∑m
j=e λ
2
j 0.35 0.57 1.51 1.26 0.99
Anzahl relev. Eigenwerte(e) 2.00 5.00 12.00 10.00 13.00
Variablen insgesamt(m) 11.00 30.00 30.00 33.00 33.00
∑m






in % 7.58 5.58 13.61 10.46 10.64
Tabelle 14: Verlorene Erklärungsanteile berechnet über Eigenwerte und Zusammenhangs-
maße
Anhand der Tabelle 14 ist zum Beispiel abzulesen, dass sich hinsicht-
lich Variablenblock 1, eine quadrierte und aufsummierte Differenz von 0.30
ergibt zwischen der Bravais-Pearson Korrelationsmatrix und der polychori-
schen Korrelationsmatrix.
Entsprechend müssen für die Erfüllung der Gleichung 38 die zwei kleins-
ten Eigenwerte quadriert und aufsummiert werden. Unquadriert und auf-
summiert erlangen die zwei Eigenwerte einen prozentualen Anteil an den 11
Variablen (also an der Gesamtvarianz von 11) von Block 1 in Höhe von 7.58%.
Entsprechend muss ein Erklärungsverlust von 7.58% einkalkuliert werden,
wenn auf die vorliegenden ordinalen Daten die Bravais-Pearson Korrelation
angewandt wird, anstelle der für die Daten geeigneten polychorischen Korre-
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lation.
Den größten Erklärungsverlust weisen die gemeinsam untersuchten Varia-
blenblöcke 6 und 8 auf, mit 13.61%.
6 Faktorladungen und Faktorwerte
Die Interpretation der Faktorwerte und Faktorladungen stellt das Ergebnis
der Analysen dar.
So war die ursprüngliche Idee der Analyse, dass wenn die Ergebnisse der
Faktorwerte und der Faktorladungen der EFA und UVAModelle ähnlich sind,
dies (unter Vorbehalt) bedeuten kann, dass die Explorative Faktoranalyse
trotz der Anwendung auf ordinale Daten zu interpretierbaren Ergebnissen
führt.
Es werden je Faktor jeweils die Variablen als relevant für den jeweiligen
Faktor eingestuft, wenn ihre Ladungen im Vergleich zu allen anderen Ladun-
gen dieses Faktors hoch sind. Üblicherweise spricht man dann von Variablen,
die auf einem Faktor hochladen, wenn die Ladung mindestens 0.5 beträgt,
siehe Backhaus u.a(2003). Aber im Rahmen dieser Analyse hat sich gezeigt,
dass es häufiger für die Interpretation notwendig war, auch Variablen mit
kleineren Ladungen zuzulassen.
Im folgenden seien die Faktorwerte beider Modelle in einem Plot gegenüber-
gestellt. Diese Abbildungen sollen aufzeigen, in welchem Verhältnis die Er-
gebnisse der Faktoren beider Modelle zueinander stehen. Zusätzlich werden
die Bravais-Pearson Korrelationen zwischen den Faktorwerten aus UVA und
EFA berechnet, sollten die Plots einen linearen Zusammenhang wiederspie-
geln.
Daneben seien auch die Variablen mit ihren Faktorladungen beider Mo-
delle aufgeführt, die auf dem jeweiligen Faktor hoch laden.
Faktorwerte werden, so weit dies möglich ist, interpretiert.
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6.1 Fragebereich 1
Im Rahmen beider Analysen wurden jeweils 2 Eigenwerte der Korrelations-
matrizen ausgewiesen, die größer als eins sind. Da das Kaiser-Kriterium ver-
wendet wird, bedeutet dies für beide Modelle, dass zwei Faktoren aus den
Korrelationsmatrizen geschätzt wurden.
Bereich 1, Variablenblock 1 Es werden 2 Eigenwerte in der UVA und EFA
ausgewiesen, die größer als 1 sind. Daher erfolgt eine Bildung von 2 Faktoren.
Modell EFA- UVA-
Block 1 Eigenwert Eigenwert
3.715 4.218
1.259 1.315
Tabelle 15: Eigenwerte > 1, im Block 1
Interpretation Faktor 1: klare offene Strukturen und eine harmonische
Gemeinschaft.
Modell EFA- UVA-








Tabelle 16: Faktorladungen des 1.Faktors des Variablenblocks 1, Bereich 1
58













































































































































































































































































































Abbildung 12: Plot der Werte des 1. Faktors des Variablenblocks 1, Bereich 1, aus
UVA(rechte Achse) und EFA(linke Achse)
Anhand der Abbildung 12 ist abzulesen, dass ein linearer Zusammenhang
zwischen den Faktoren der EFA und der UVA besteht. Die Bravais-Pearson
Korrelation der Faktorwerte zeigt eine starke Korrelation von 0.97 auf.
Interpretation Faktor 2: Freie Entscheidungen in den eigenen Handlun-
gen als Lehrer.
Modell EFA- UVA-
2.Faktor Variable Ladung Ladung
f0110 0.771 -0.411
f0101 -0.700 0.745
Tabelle 17: Faktorladungen des 2. Faktors des Variablenblocks 1, Bereich 1
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Anmerkung zu der Bildung von Faktorwerten Die Bildung eines Faktor-
wertes des 2. Faktors des Variablenblocks 1 war aus technischen Gründen
nicht möglich (bzw. eine Confirmatorische Faktoranalyse(CFA) über Mplus
war nicht möglich).
In nachfolgenden Darstellungen seien auch weitere Plots der Faktorwerte
anderer Variablenblöcke nicht darstellbar, da sich auch bei ihnen die Faktor-
werte der UVA über Mplus nicht bilden lassen. Es seien jedoch alle verfüg-
baren Plots abgebildet.
6.2 Fragebereich 2
Fragebereich 2, Variablenblock 5 und 7 In beiden Analysen weisen die Kor-
relationsmatrizen der verschiedenen Modelle 7 Eigenwerte auf, die größer als
1 sind. Es werden 7 Faktoren geschätzt.
Modell EFA- UVA-








Tabelle 18: Eigenwerte > 1, im Block 5 und 7
Interpretation Faktor 1: Gefühl von aufgezwungener Unterordnung sei-
tens der Lehrer, mit zu wenig Selbstbestimmung.
Die Bravais-Pearson Korrelation zwischen den Faktoren der beiden Mo-
delle beträgt 0.92 und kann als starker linearer Zusammenhang eingestuft
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werden.
Anmerkung: Es sei darauf hinzuweisen, dass nicht stets die gleichen Va-
riablen beider Analysen auch bei den gleichen Faktoren hochladen. Der Grund
dafür ist meist die Tatsache, dass einige Variablen bei mehreren Faktoren
hochladen.
So können diese Variablen inhaltlich zur Zusammensetzung verschiede-
ner Faktoren gleicher Maßen gut beitragen. Sollte in den nachfolgenden
Tabellen der Faktorladungen eine Variable anstelle eines Wertes ein  * 
aufweisen, so bedeutet dies, dass die Variable bei einem anderen Faktor eine
höhere Ladung besitzt.
Modell EFA- UVA-











Tabelle 19: Faktorladungen des 1. Faktors der Variablenblöcke 5 und 7, Bereich 2
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Abbildung 13: Plot der Werte des 1. Faktors der Variablenblöcke 5 und 7, Bereich 2, aus
UVA(rechte Achse) und EFA(linke Achse)
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Interpretation Faktor 2: Einheitliche von allen akzeptierte und angestreb-
te Leistungsziele für die Schüler, die eindeutig und transparent sind.
Modell EFA- UVA-






Tabelle 20: Faktorladungen des 2. Faktors der Variablenblöcke 5 und 7, Bereich 2
Es lässt sich eine Bravais-Pearson Korrelation von 0.9 für die Faktorwerte






























































































































































































































































































































Abbildung 14: Plot des Faktors 2 in Block 5+7 aus UVA(rechte Achse) und EFA(linke
Achse)
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Interpretation Faktor 3: Es existieren gemeinsam beschlossene und ak-
zeptierte Evaluationsmaßnahmen, die Einfluss auf die eigene pädagogische
Arbeit haben.
Modell EFA- UVA-






Tabelle 21: Faktorladungen des 3.Faktors der Variablenblöcke 5 und 7, Bereich 2





























































































































































































































































































































































Abbildung 15: Plot der Werte des 3. Faktors in Block 5+7, Bereich 2, aus UVA(rechte
Achse) und EFA(linke Achse)
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Interpretation Faktor 4: Eine Schulmodernisierung wird gewünscht bzw.
sich dafür positiv ausgesprochen.
Modell EFA- UVA-




Tabelle 22: Faktorladungen des 4.Faktors der Variablenblöcke 5 und 7, Bereich 2




























































































































































































































































































































































Abbildung 16: Plot der Werte des 4. Faktors in Block 5+7, Bereich 2, aus UVA(rechte
Achse) und EFA(linke Achse)
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Interpretation Faktor 5: Einzelne Lehrkräfte haben (größeren) Einfluss
auf die Schulentwicklung, da sie sich engagieren(; diese Tatsache weckt Un-
zufriedenheit bei anderen Lehrern).
Zwischen den Faktoren konnte eine Bravais-Pearson Korrelationsbeziehung
von 0.78 gemessen werden.
Modell EFA- UVA-
































































































































































































































































































































































Abbildung 17: Plot des 5. Faktors in Block 5+7, Bereich 2, aus UVA(rechte Achse) und
EFA(linke Achse)
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Interpretation Faktor 6: Lehrer werden in Veränderungsprozesse der Schu-
le miteinbezogen.
Aus technischen Gründen war eine Bildung von Faktorwerten nicht mög-
lich(siehe Fragebereich 1, Faktor 2).
Modell EFA- UVA-
6.Faktor Variable Ladung Ladung
f0502 0.746 0.571
f0503 0.513 0.492
Tabelle 24: Faktorladungen des 6.Faktors der Variablenblöcke 5 und 7, Bereich 2
Interpretation Faktor 7: Nicht möglich. Zwar wurden 7 Faktoren ausge-
wiesen, doch tatsächlich weisen beide Modelle nur eine Variable(f0706) aus,
die auf diesen Faktor hochlädt. Da jedoch ein gemeinsamer Faktor nach dem
UVA und EFA Modell nur dann gebildet werden kann, wenn der Faktor auf
mindestens 2 Variablen wirkt, ist eine Faktorinterpretation nicht möglich.
Eine genauere Betrachtung der Eigenwerte in Tabelle 18 lässt erkennen, dass
der 7. Eigenwert nur noch geringfügig größer als 1 ist.
Da dieser Sachverhalt auch bei weiteren Faktoren auftritt, wird an dieser
Stelle nur noch ein kurzer Hinweis auf die nicht erfüllten Voraussetzungen
des Faktors gegeben sein.
Modell EFA- UVA-
(7.Faktor) Variable Ladung Ladung
f0706 0.764 0.457
Tabelle 25: Faktorladungen des (7.Faktors) der Variablenblöcke 5 und 7, Bereich 2
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Im folgenden seien nur noch die Interpretationen der Faktoren, soweit dies
möglich war, aufgeführt. Im Appendix seien die dazugehörigen Abbildungen
und Tabellen der Faktorwerte und Faktorladungen zu finden.
Fragebereich 2, Variablenblöcke 6 und 8 Da sich aus den Korrelationmatri-
zen beider Modelle UVA und EFA 5 Eigenwerte mit Werten größer als 1
ableiten lassen, ergeben sich 5 geschätzte Faktoren. (Für nachfolgende zuge-
hörige Tabellen siehe Tabelle 32 bis 36 im Appendix. )
Interpretation Faktor 1: Offenheit gegenüber jeglicher Art von Evaluati-
on, die auch eine Schulmodernisierung fördern sollte
Interpretation Faktor 2: Gefühl des positiven Zusammenhalts zwischen
Kollegen, aber besonders als stärkendes Gemeinschaftsgefühl gegenüber an
sie gestellte Regeln
Interpretation Faktor 3: Einheitliche von allen akzeptierte Leistungsziele
an die Schüler, die eindeutig und transparent sind
Interpretation Faktor 4: Gefühl der Beengtheit bzw. der Überforderung
durch Verwaltungsaufgaben
Interpretation Faktor 5: Zu wenig gemeinsame Absprachen unter den
Lehrern, so dass sich nur einige Lehrer verstärkt in der Schule engagieren
6.3 Fragebereich 3
Fragebereich 3, Variablenblöcke 9 und 11 Es können jeweils 9 Eigenwerte
aus der polychorischen Korrelationsmatrix und aus der Bravais-Pearson Kor-
relationsmatrix gebildet werden, die größer als 1 sind. Es werden 9 Faktoren
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in der Explorativen Faktoranalyse und 9 Faktoren in der Underlying Variable
Analyse gebildet.
(Für nachfolgende zugehörige Tabellen siehe Tabelle 37 bis 44 im Appen-
dix. )
Interpretation Faktor 1: Verwaltungsaufgaben behindern die Lehrer in
der effizienten Ausübung ihrer Tätigkeiten
Interpretation Faktor 2: Schüler fördern die eigene pädagogische Tätig-
keit der Lehrer durch Feedback
Interpretation Faktor 3: Befürwortung und Interesse an der Mitwirkung
von Schulinnovationen
Interpretation Faktor 4: Eigenverantwortliche Bestimmung des Unter-
richtsablaufs
Interpretation Faktor 5: Konferenzbeschlüsse werden vom jeweiligen Leh-
rer stets durchgeführt, unabhängig von seiner pers. Einstellung demgegen-
über
Interpretation Faktor 6: Keine Interpretation möglich, da die Vorausset-
zungen an die gemeinsamen Faktoren nicht erfüllt sind
Interpretation Faktor 7: Empfundene Überforderung im Beruf durch zu
viele Aufgaben
Interpretation Faktor 8: Gefühl der Fremdbestimmtheit in der eigenen
pädagogischen Arbeit
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Interpretation Faktor 9: Leistungen der Schüler von den eigenen pädago-
gischen Leistungen abhängig machen
Fragebereich 3, Variablenblöcke 10 und 12 Die Analysen haben beide 6 Ei-
genwerte der Korrelationsmatrizen ausgewiesen, die größer als 1 sind. Es
wurden daher in der EFA als auch in der UVA 6 Faktoren gebildet. (Für
nachfolgende zugehörige Tabellen siehe Tabelle 45 bis 49 im Appendix. )
Interpretation Faktor 1: Leistungen der Schüler von dem eigenen selbst-
bestimmten Unterrichtsablauf abhängig machen.
Interpretation Faktor 2: Überforderung im Beruf durch zu viele Aufgaben
Interpretation Faktor 3: Gefühl der Fremdbestimmtheit in eigener
pädagogischen Arbeit
Interpretation Faktor 4: Einhalten von Regeln und Beschlüssen
Interpretation Faktor 5: Befürwortung und Interesse an der Mitwirkung
von Schulinnovationen
Interpretation Faktor 6: Keine Interpretation möglich, da die Vorausset-
zungen an die gemeinsamen Faktoren nicht erfüllt sind
Korrelation der Faktorwerte aus EFA und UVA Im folgenden sei eine Ta-
belle angeführt, die einen Überblick über die Bravais-Pearson Korrelations-
ergebnisse gibt. Die Korrelationen wurden, so weit dies möglich war, aus den
Faktorwerten der verschiedenen Modelle gebildet. Konnte ein Faktorwert aus
der UVA nicht gebildet werden, sei an dieser Stelle in Tabelle 26 ein  - 
aufegführt.
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Frage- Variablen- Faktor B.-Pearson Korr.
bereich block zw. den Faktorwerten
aus EFA und UVA
1 1 1 0.97
1 2 -



























Tabelle 26: Korrelationen der jeweiligen Faktoren aus EFA und UVA
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Empfehlung für die Verwendung der Faktorwerte Wie bereits zu Beginn der
Analyse erklärt, wird die Faktorenanalyse auch durchgeführt, um mit einer
verminderten Variablenzahl, also den generierten Faktorwerten weitere sta-
tistische Analysen durchzuführen.
Es ist anhand der oben angeführten Plots und Bravais-Pearson Korrelati-
on zu zeigen, dass man einen starken Zusammenhang zwischen den Faktor-
werten aus EFA und UVA ableiten kann. Jedoch sollten die Ergebnisse der
Faktorwerte der EFA auf ordinale Daten nur unter Vorbehalt weiter verwen-
det werden. Dass heißt, dass nicht die Werte der Faktoren selbst verwendet
werden, sondern vielleicht nur ihre Rangordnung bei den jeweiligen Beobach-
tungen.
Anmerkung: Die Ergebnisse der Faktoranalyse unter Mplus und SPSS sind




Die Analyse der ordinalen Daten über die Modelle der Explorativen Faktor-
analyse sowie durch die Underlying Variable Analyse hat folgendes Ergebnis:
Es lässt sich zeigen, dass die gebildeten Faktoren beinahe vollständig in
beiden Analysen über die gleichen beobachtbaren Variablen gebildet wur-
den. Der Grund dafür war, dass trotz verschiedener Zusammenhangsmaße
ähnliche Korrelationsmatrizen aus den Daten entstanden sind.
Grundsätzlich lässt sich jedoch von diesem Ergebnis nicht darauf schlie-
ßen, dass die EFA trotz Anwendung auf ordinale Daten stets zu sinnvollen
Ergebnissen führt, wenn die Kategorienanzahl nur hinreichend groß genug
ist(> 4 Kategorien).
So wurde zu Beginn der Untersuchung aufgezeigt, dass die Modellannah-
men der Explorativen Faktoranalyse nur in einem geringen Umfang von dem
vorliegenden Datensatz erfüllt werden konnte. De facto konnte nur 1 von 4
Modellannahmen (großer Stichprobenumfang) an die Daten erfüllt werden.
Die Voraussetzung der metrischen Daten wurde für die Analyse als ein-
zige Voraussetzung bewusst verletzt. Aber darüber hinaus konnte weder die
approximative Normalverteilungsannahme, noch die Anforderung unabhän-
giger Beobachtungen gesichert werden.
Es sei anzumerken, dass ebenfalls die einzige Voraussetzung der Under-
lying Variable Analyse an die Daten, normalverteilte Underlying Variables,
nicht vollständig erfüllt werden konnte.
Zwar wurden in der Simulation der Zusammenhangsmaße jeweils verschie-
dene Aspekte von Abweichungen von Modellannahmen untersucht, doch um
eine zuverlässige Aussage machen zu können mit welchen negativen Ergeb-
nissen man bei der Verletzung von mehreren Modellannahmen rechnen muss,
müssten Simulationen ganzer Faktoranalysen durchgeführt werden.
Das bedeutet, man müsste in den simulierten Daten eine latente Struktur
73
7 FAZIT
vorgeben, anschließend einzelne Voraussetzungen (und verschiedene Kombi-
nationen von Voraussetzungen) bewusst verletzen und dann die Ergebnisse
erneut untersuchen. Dann wären Aussagen über die Robustheit der Explora-
tiven Faktoranalyse eventuell möglich.
Daher ist an dieser Stelle keine generelle Aussage über die Qualität der Er-
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3Die Variable ist im UVA - Modell äußerst niedrig geladen:(-0.18)
4Die Variable ist im UVA - Modell äußerst niedrig geladen:0.03



















































































































































































































































































































































































































































































































































Kategorie Wahre Bravais-Pearson Stdabw. Bravais-Pearson Stdabw.
Korrelation Korrelation auf Korrelation auf
metrische Daten kategoriale Daten
2 0.2 0.199 0.048 0.128 0.049
2 0.4 0.399 0.042 0.262 0.048
2 0.5 0.499 0.038 0.333 0.047
2 0.6 0.599 0.032 0.409 0.046
2 0.8 0.800 0.018 0.590 0.041
2 0.9 0.899 0.010 0.712 0.035
3 0.2 0.199 0.049 0.159 0.049
3 0.4 0.399 0.042 0.323 0.046
3 0.5 0.500 0.037 0.409 0.043
3 0.6 0.599 0.032 0.496 0.040
3 0.8 0.799 0.018 0.690 0.028
3 0.9 0.899 0.009 0.798 0.020
4 0.2 0.198 0.047 0.170 0.048
4 0.4 0.400 0.042 0.348 0.045
4 0.5 0.499 0.038 0.437 0.042
4 0.6 0.599 0.032 0.531 0.037
4 0.8 0.799 0.018 0.728 0.024
4 0.9 0.899 0.009 0.835 0.016
5 0.2 0.199 0.048 0.178 0.048
5 0.4 0.399 0.042 0.359 0.044
5 0.5 0.500 0.037 0.453 0.041
5 0.6 0.599 0.031 0.548 0.036
5 0.8 0.799 0.018 0.748 0.023
5 0.9 0.899 0.009 0.854 0.014
Tabelle 28: Korrelation der simulierten kategorisierten Daten, n=400, 10.000 Durchläufe
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Kategorie Wahre Bravais-Pearson Stdabw. Bravais-Pearson Stdabw.
Korrelation Korrelation auf Korrelation auf
metrische Daten kategoriale Daten
6 0.2 0.200 0.048 0.182 0.049
6 0.4 0.399 0.041 0.366 0.044
6 0.5 0.499 0.038 0.461 0.040
6 0.6 0.599 0.032 0.557 0.036
6 0.8 0.799 0.018 0.759 0.023
6 0.9 0.899 0.010 0.865 0.013
7 0.2 0.199 0.048 0.184 0.049
7 0.4 0.399 0.042 0.370 0.044
7 0.5 0.499 0.037 0.466 0.039
7 0.6 0.599 0.032 0.563 0.035
7 0.8 0.799 0.018 0.765 0.021
7 0.9 0.899 0.010 0.872 0.013
8 0.2 0.199 0.048 0.185 0.048
8 0.4 0.399 0.042 0.373 0.043
8 0.5 0.500 0.037 0.470 0.039
8 0.6 0.600 0.032 0.568 0.035
8 0.8 0.799 0.018 0.770 0.021
8 0.9 0.899 0.010 0.876 0.012
9 0.2 0.199 0.048 0.187 0.049
9 0.4 0.399 0.042 0.376 0.044
9 0.5 0.499 0.038 0.471 0.039
9 0.6 0.599 0.032 0.570 0.035
9 0.8 0.799 0.018 0.773 0.021
9 0.9 0.899 0.009 0.879 0.012
10 0.2 0.199 0.048 0.187 0.048
10 0.4 0.399 0.042 0.378 0.043
10 0.5 0.499 0.037 0.474 0.039
10 0.6 0.599 0.032 0.572 0.035
10 0.8 0.799 0.018 0.775 0.021
10 0.9 0.899 0.009 0.881 0.012




Klassen- Wahre Bravais-Pearson Stdabw.
aufteilung Korrelation Korrelation auf
in % kategoriale Daten
10-90 0.2 0.079 0.062
10-90 0.4 0.184 0.070
10-90 0.5 0.249 0.072
10-90 0.6 0.321 0.074
10-90 0.8 0.513 0.072
10-90 0.9 0.654 0.064
20-80 0.2 0.104 0.055
20-80 0.4 0.226 0.058
20-80 0.5 0.295 0.057
20-80 0.6 0.369 0.057
20-80 0.8 0.555 0.052
20-80 0.9 0.687 0.046
30-70 0.2 0.120 0.052
30-70 0.4 0.248 0.052
30-70 0.5 0.318 0.0510
30-70 0.6 0.395 0.050
30-70 0.8 0.577 0.045
30-70 0.9 0.703 0.039
40-60 0.2 0.126 0.049
40-60 0.4 0.259 0.050
40-60 0.5 0.330 0.047
40-60 0.6 0.406 0.047
40-60 0.8 0.587 0.041
40-60 0.9 0.711 0.036
50-50 0.2 0.128 0.050
50-50 0.4 0.262 0.048
50-50 0.5 0.334 0.046
50-50 0.6 0.410 0.045
50-50 0.8 0.590 0.040
50-50 0.9 0.713 0.035





































Tabelle 32: Faktorladungen des 1.Faktors der Variablenblöcke 6 und 8, Bereich 2
Modell EFA- UVA-







Tabelle 33: Faktorladungen des 2.Faktors der Variablenblöcke 6 und 8, Bereich 2
Modell EFA- UVA-














Tabelle 35: Faktorladungen des 4.Faktors der Variablenblöcke 6 und 8, Bereich 2
Modell EFA- UVA-








Tabelle 36: Faktorladungen des 5.Faktors der Variablenblöcke 6 und 8, Bereich 2
Modell EFA- UVA-
















Tabelle 38: Faktorladungen des 2.Faktors der Variablenblöcke 9 und 11, Bereich 3
Modell EFA- UVA-





Tabelle 39: Faktorladungen des 3.Faktors der Variablenblöcke 9 und 11, Bereich 3
Modell EFA- UVA-




Tabelle 40: Faktorladungen des 4.Faktors der Variablenblöcke 9 und 11, Bereich 3
Modell EFA- UVA-
5.Faktor Variable Ladung Ladung
f0916 0.792 0.718
f0907 0.757 0.537








Tabelle 42: Faktorladungen des 7.Faktors der Variablenblöcke 9 und 11, Bereich 3
Modell EFA- UVA-
8.Faktor Variable Ladung Ladung
f1114 0.658 0.678
f1113 0.609 0.606
f1112 0.533 ** 3
f0911 -0.503 ** 4
f1109 0.471 ** 5





































Tabelle 46: Faktorladungen des 2.Faktors der Variablenblöcke 10 und 12, Bereich 3
Modell EFA- UVA-





Tabelle 47: Faktorladungen des 3.Faktors der Variablenblöcke 10 und 12, Bereich 3









Tabelle 48: Faktorladungen des 4.Faktors der Variablenblöcke 10 und 12, Bereich 3
Modell EFA- UVA-














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung 20: Plots des Faktorwerte der Variablenblöcke 10+12
93
A APPENDIX
Abbildung 21: Fragebogen, Seite 1
94
A APPENDIX





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung 28: Fragebogen, Seite 8
101
