In this study, backpropagation neural network (BPNN) and generalized regression neural network (GRNN) approaches are used to predict the frost-heaving ratio (FR) of the saline soil specimen collected from Nong'an, Western Jilin, China. Four variables, namely, water content (WC), compactness, temperature, and content of soluble salts (CSS), are considered in predicting FR. A total of 360 pieces of data, collected from the experimental results, in which 30 pieces of data were selected randomly as the testing set data and the rest of the data were treated as the training set data, are applied to develop the prediction models. The predicted data from the models are compared with the experimental data. Then, the results of the two approaches are compared to obtain a relatively reliable model. Results indicate that the prediction model for the FR of saline soil in Nong'an can be successfully established using the GRNN method. Four new GRNN models are constructed for sensitivity analysis to assess the influence degree of the influencing factors, and the results indicate that water content is the most influential variable in the FR of the saline soil specimen, whereas content of soluble salts is the least influential variable.
Introduction
Seasonally frozen ground is widely distributed around the world. However, the seasonally frozen ground in Western Jilin is saline soil, which contains some soluble salts. Meanwhile, some of the soil in Western Jilin is dispersive soil [1] , which is prone to many engineering problems, such as salinization, corrosion of the building foundation, frost heave, and thaw settlement. Western Jilin Province is a typical seasonal frost region, which is also one of the most severe salinization areas of China [2] . The ecosystem in this area is fragile, and the saline soil area increases year by year. Considerable research has been conducted to analyze the soil properties in Western Jilin. Zhang [1] collected soil specimens in Western Jilin and investigated its dispersing mechanism. Bao et al. [2] investigated the influencing factors of dispersive soil in Western Jilin using the gray correlation degree method. In previous research, the basic physicochemical properties [3] , dispersion of soils [4] , and hydraulic heat multiphases coupled geological environmental system of saline soil in Western Jilin Province, China were investigated [5] . However, there is few literatures that studied the mechanism of salinization and frost heave; thus research on the engineering problems of saline soil in Western Jilin is insufficient. This study focused on studying the frost-heaving behavior of saline soil and the influence degree of the influencing factors. Soil samples were collected from Nong'an, Western Jilin, China, to assess the frost-heaving behavior of seasonally frozen ground.
In contrast to other kinds of seasonally frozen grounds, the soil collected from Nong'an, Western Jilin, is a typical saline soil. According to the rock soil engineering reconnaissance specification (GB50021-2001), the content of soluble salts (CSS) of saline soil is more than 0.3%. In addition, according to previous research, the CSS of most soil samples was more than 0.3% in the study area, some of which were even approximately 1.5%. Considering subgrade engineering and previous research [6] , the frost-heaving ratio (FR) was measured and four parameters were selected for analysis, namely, compactness ( ), temperature ( ), water content (WC), and CSS. Modeling these factors using mathematical 2 Mathematical Problems in Engineering modeling and traditional process is complex. Thus, the neural network is assumed to be a feasible method to predict the FR from the design parameters.
The neural network method is inspired by the biological nervous system, which is widely used in engineering, image recognition, and voice recognition. The neural network was first applied in civil engineering in 1989 [7] . Then, the neural network method was used in many research subjects in engineering geology and civil engineering. The neural network has been applied in structural damage inspection [8] , soft rocks strength prediction [9] , ground vibration prediction [10] , ground surface settlement [11, 12] , engineering cost prediction [13, 14] , concrete expansion prediction [15] , soil swell potential prediction [16] , triaxial compression behavior prediction [17] , saturated hydraulic conductivity prediction [18] , and other engineering subjects [19] [20] [21] . Only a fraction of the studies were about predicting the frostheaving behavior of saline soil in Western Jilin [22] .
Many kinds of neural networks exist, such as backpropagation neural network (BPNN), discrete Hopfield neural network, radical basis function neural network (RBFNN), proportional-integral-derivative neural network, generalized regression neural networks (GRNN), and many other neural networks. Among these neural networks, BPNN is the most widely used and can be considered the most fundamental method [15] . Meanwhile, GRNN, which uses the probability density function, has robustness, a strong nonlinear mapping capability, and a high grade of error tolerance [23] . And previous researchers have been developed to compare the performance of these neural networks in application, especially for the BPNN and GRNN [23, 24] . Thus, these two methods (BPNN and GRNN) were used for predicting the frost-heaving behavior in this study.
The aim of this study is to present the methodologies for predicting the frost-heaving ratio of saline soil from Nong'an, Western Jilin, and assess the influence degree of the four factors using sensitivity analysis. Computer programs were designed in MATLAB using BPNN and GRNN. The BPNN and GRNN models were developed and utilized to test the WC, , , and CSS using 360 available data. The BPNN model is a feedforward method, and the error algorithm in the BPNN network is backpropagation distribution. By contrast, the GRNN model is based on the RBFNN.
Materials and Methods

Experimental Materials.
The saline soil collected from Western Jilin Province was used in this experiment. A sampling point was selected in the Nong'an area in Western Jilin in November 2014 (Figure 1) . A hole was dug vertically at the sampling point, and the soil was collected. Content of soluble salt of these soil samples is tested in the lab, and all the procedures abide by the specification for geotechnical test in China. The CSS of the soil at different depths, namely, 10, 40, and 70 cm, were tested because salt migrates vertically with the variation of the seasons. The contents were 1.082%, 1.392%, and 1.224%. The CSS of the 40 cm soil sample was the highest in the vertical profile of the superficial soil zone. Because the soil with salt may cause salt expansion, the soil of 40 cm depth may cause a relatively heavy frost heaving. In this study, the soil at the 40 cm depth was used for FR prediction. Soluble salts were added to some soil samples from the 40 cm depth after leaching by distilled water to control the variable CSS. According to the CSS in these three typical depths, the variable CSS was controlled. All the physical parameters and chemical composition of the soil at 40 cm depth and the designed CSS are shown in Table 1 .
Specimen Design of Saline Soil.
The large frost-heaving phenomenon of saline soil was reported in previous research [6, 22] . Considering the frost-heaving effect, FR is defined as the ratio of the frost-heaving height and the original height of the specimen, which can be calculated by the following equation:
where Δℎ is the frost-heaving height of the specimen and is the original height of the specimen. The gray relational analysis method and rough set theory were used to identify the influencing factors of the FR [6] . The correlation degrees of cation exchange capacity, silt content, clay content, WC, specific surface area, CSS, , and freezing were analyzed. Among these influencing factors, four strongly influenced the FR, namely, , WC, , and CSS. Meanwhile, the other four factors were eliminated in the evaluation and analysis of the influencing factors. Parameters, such as WC, , , and CSS, should be designed to identify the influencing factors of the frostheaving effect and the degrees of each factor. In addition, almost all the aforementioned parameters can influence the frost-heaving behavior. Thus, specimens were designed according to the four variables to predict the FR of the saline soil specimen with mutually independent parameters. FR changes with . Moreover, these four parameters (WC, , , and CSS) were selected as the input variables to the BPNN and GRNN models. FR was selected as the output variable of the BPNN and GRNN models. The relationship between FR and its independent variables is characterized as follows:
The optimum WC is 21.26%. Five different WCs, namely, 18%, 20%, 22%, 24%, and 26%, were used to design the soil specimens. Three different grades of , namely, 85%, 90%, and 95%, were used to design the specimens according to the maximum dry density. Eight different Ts, namely, 5
∘ C, and −25 ∘ C, were used in the experiment. CSS varies with the depth of the soil samples. In this research, three typical depths of CSS were tested, selected, and applied in the experiment. The range of the variables is shown in Table 2 .
Experimental Method.
The specimens were 55 mm in diameter and 100 mm in height. Specimens in the experimental apparatus were placed in the temperature box immediately after preparation, as shown in Figure 2 . gradually decreased from 5 ∘ C to −25 ∘ C and was switched every 12 h, which ensures that the FR can be stable under each . The confined heaving ratio of every specimen was measured by the dial indicator each day until reached −25 ∘ C. Specimens with CSS ranging from 1.082% to 1.398% were fixed in the experimental apparatus, as shown in Figure 3 . The confined heaving ratio of all the specimens can be read from the dial indicator.
Development of the BPNN Model.
The artificial neural network is a nonlinear adaptive mathematical system, which is based on the biological nervous system and composed of processing elements. Inspired by the biological nervous system, artificial neural networks have the capability of learning and remembering knowledge through the connection between neural elements [25] .
Among the artificial neural networks, BPNN is used most widely and can be considered the most fundamental method. BPNN consists of three parts, namely, an input layer, several hidden layers, and an output layer. The input values of the design parameters are linked to the input neuron, and the values in the input neuron are linked to the hidden layer neuron by multiplying a connection weight [26] . Each value in the hidden layer is obtained by the summation and the deviation value . All the hidden layer neurons weighted sums could be calculated using the aforementioned method, as follows:
where (net) is th hidden layer neurons weighted sum of the input layers, is the value of the th neuron of the input layer, is the connection weight of the th neuron in the input layer and the th neuron in the hidden layer, and is the deviation value [15, 27] .
Then, the value of the hidden layer output can be obtained using the following activation function:
where (out) is the th hidden layer output value, (net) is the activation function, and is a constant term that refers to the slope of the function [28] . In this part, the BPNN model is constructed using the BP training algorithm to predict the confined FR of the specimens. Four input variables exist, namely, , WC, , and CSS. All training and testing data were obtained from the previously described experiment. And the data are divided into two sets, in which 30 of the 360 pieces of data were selected randomly as the testing set data and the rest of data were treated as the training set data.
In addition, the experimental data in the models should be normalized using the following equation:
where is the normalized data, is the data before normalization, max is the maximum data before normalization, and min is the minimum data before normalization.
Only one hidden layer is set in this study, whereas the hidden neuron number could not be calculated in a reasonable method. However, the range of the hidden neuron number can be calculated in practice by the following function:
where is the input neurons number, is the output neurons number, and is a modification value, which ranges from 0 to 10. Thus, the hidden layer neuron number was determined to range from 3 to 13. Three statistical parameters were applied to determine the proper neuron number, including -square coefficient ( 2 ), root mean square error (RMSE), and mean absolute percentage deviation (MAPD). A lower value is preferred for the RMSE and MAPD, whereas a higher value is preferred for 2 , which varies between 0 and 1. The results of these three statistical parameters are shown in Figures 5, 6 , and 7. The statistical parameters demonstrated that the best hidden neuron number is 10. As a result, 10 neurons were selected in the model. The program is constructed using MATLAB to develop the BPNN model. Several parameters should be set. The number of input neurons is 4 and the number of hidden layer is 1. The "tansig" function was applied in the hidden layer, whereas the "logsig" function was applied in the output layer. The BPNN model structure in this study is shown in Figure 4 . 
Development of the GRNN Model
. GRNN displays the difference of radial basis neural networks, which are developed from kernel regression networks [29] [30] [31] . In contrast to a backpropagation network, an iterative training procedure is unnecessary for GRNN. The vector of the input and output arbitrary functions can be remarkably close. The training data can help draw the function estimate directly [23] . Moreover, a substantiation analysis is conducted with many sampled data and training results, which indicate that the prediction has less error, with limited restrictions on the function [31] . The standard statistical technique applied in GRNN is called kernel regression. Unlike the RBF network, it is normalized with a hidden unit that consists of probability density functions at every training case. GRNN is a collection of four distinguishable layers, namely, input layer, pattern layer, summation layer, and output layer. The layers are shown in Figure 8 . A training set can be given by estimating the joint probability density function between a dependent variable and an independent from GRNN method. This neural network theory is general, since the probability density function is obtained from the data without preconception of the form [24] .
The number of observation parameters decides the unit number of the input layer. Every neuron connecting to the pattern layer shows a training pattern in the first layer. Two types of summations were presented in the summation layer, namely, summation and single division units [32] . The output set can be normalized by combining only the summation and output layers. The hidden and output layers will use the radial basis function and linear activation in the training process. and neurons in the summation layer have connections to each pattern layer unit. The weighted sum, which is related to the pattern layer, is computed by the summation neuron. Meanwhile, the pattern neurons unweighted outputs can be calculated by the summation. Then, the output, which includes the results from the and summation neurons, can be divided by the output layer. Consequently, the predicted result to the input vector is obtained as follows [33, 34] :
where
is the number of data samples, is the desired outputs, and is the spread parameter. The larger the value of , the smoother the functional approximation. And when is made small, some wild points would appear that may have a great effect on the estimate [35] . The optimal value of must be determined experimentally depending on the application. 
Results and Discussion
Two models for predicting the FR of the saline soil specimens were developed. Three statistical indices were used to compare the models, as follows.
(1) R-Square Coefficient ( 2 ). 2 indicates the fitting grade of the statistical models.
2 varies between 0 and 1, with 1 being the better value. Thus, the regression straight line fits the experimental data well if 2 is close to 1.
where f predict is the predicted value of FR and f experiment is the experimental data of FR.
(2) Root Mean Square Error (RMSE, [28] ). RMSE can be computed to expose the error of the BPNN and GRNN models. RMSE is applied to evaluate the average differentials between the experimental value and the predicted results in the fitting line. A lower RMSE value is preferred. RMSE can be expressed using the following equation:
where f predict is the predicted value of FR, f experiment is the experimental data of FR, and is the number of pieces of the data.
(3) Mean Absolute Percentage Deviation (MAPD)
. MAPD can be expressed using the following equation: Figure 9 shows the experimental data and the modeling results of BPNN, including the training and testing data. Figure 10 shows the experimental data and the modeling results of GRNN, including the training and testing data. In modeling the prediction, the values of the models are close to the experimental data shown in Table 3 and Figures 9 and 10 . GRNN has better fitting result and lesser error than BPNN.
The three statistical indices of the regression models introduced previously were calculated in this study and are listed in Table 3 . The training and testing 2 values in the BPNN model were 0.86 and 0.86, respectively. The training and testing RMSEs in the BPNN model were 0.26 and 0.25, respectively. The training and testing MAPDs in the BPNN model were 13.71% and 12.28%, respectively. Similarly, the training and testing 2 values in the GRNN model were 0.96 and 0.87, respectively. The training and testing RMSEs in the GRNN model were 0.14 and 0.25, respectively. The training and testing MAPDs in the GRNN model were 4.27% and 12.44%, respectively. The values of the three indices showed that the BPNN and GRNN methods have small deviations in the prediction of FR. The 2 value of the GRNN is closer to 1 in the training samples than that of the BPNN. In addition, the RMSE and MAPD values in GRNN are lower than those in the training samples. The statistical indices in GRNN are close to that in BPNN method in the testing data. Thus the results demonstrated that neural network methods are reliable in predicting the FR of saline soil in Nong'an, Jilin Province. And the GRNN method is superior to the BPNN method in this prediction. This is because the configurations between these two methods are different [23] . In simulations with BPNN integration, the algorithm is used to minimize output error with respect to the weights and thresholds and the optimum iterations are chosen with respect to the mean square error, while in the simulations with GRNN Mathematical Problems in Engineering integration, the minimization of mean square error, the smoothing parameters, and the optimum iteration numbers are obtained according to the evaluated value. Several pieces of differences exist between these two methods: Firstly, in the prediction, the simulations in BPNN were required constantly until a satisfactory value of the performance criterion is obtained. Secondly, as is compared in previous studies, the processor time using the BPNN method is more than that using GRNN method in simulation [23, 35] . Thirdly, in the learning process of BPNN method, the suffering local minima problem leads the model to a direction of inaccuracy. Then, the experimental data, which are divided into the training and testing sets, are trained and tested by these models. The statistical indices of these models are listed in Table 4 . Table 4 shows that the performance of the GRNN-IV model is better than that of the other models. In addition, the result of the GRNN-II model is better than that of the GRNN-III model and the CSS has the least influence on FR of the saline soil prediction model according to the indices shown in Table 4 . Meanwhile, the influence of WC is the most significant because the prediction capability of the GRNN-I model, which does not include the variable WC, is worse than that of the other models. Therefore, water content is the most influential variable on the FR prediction model. The influence degrees of the variables are as follows:
The comparison of these models is shown in Figure 11 . In this research, the soil is carbonate-saline soil. The sensitivity analysis shows that soluble salts have the least effect on FR. The frost-heaving behavior of sulfate-saline soil and the saline soil with mixed salts will be investigated in future research to analyze the influences of different salts on frostheaving behavior and the mechanism of frost-heaving.
Conclusions
The FR of the saline soil specimen can be obtained using the BPNN and GRNN models, which means obtaining the proper frost-heaving ratio from water content, compactness, temperature, and content of soluble salt data. Therefore, BPNNs and GRNNs are suitable for predicting the FR of the saline soil specimen from Nong'an, Western Jilin.
In this research, the frost-heaving ratio of saline soil specimens with different water content, compactness, and content of soluble salt values were applied by the BPNN and GRNN models. The training and testing data samples in the models were the same. Meanwhile, most of the predicted values were close to the experimental result in the BPNN and GRNN models. The statistical indices, namely, 2 , RMSE, and MAPD, demonstrated that both methods are suitable for predicting the frost-heaving ratio of saline soil from Nong'an. Moreover, the GRNN model is more accurate than the BPNN model in this study. The predicted value and the experimental data indicated that GRNN is the appropriate method to adopt in establishing a reliable model for the prediction of FR.
Moreover, sensitivity analysis was conducted and four different types of models were constructed using the GRNN method based on the same data samples to determine the influence degree of the four input variables on the prediction model in this study. The result indicated that WC had the most effect on the FR, whereas CSS had the least. The sensitivity analysis shows that WC is the most influential variable on the FR of the saline soil specimens. The influence degrees of the variables are as follows: WC > > > CSS.
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