Abstract. This paper is concerned with using stochastic approximation and optimization methods for stock liquidation decision making and option pricing. For stock liquidation problem, we present a class of stochastic recursive algorithms, and make comparisons of performances using stochastic approximation methods and that of certain commonly used heuristic methods, such as moving averaging method and moving maximum method. Stocks listed in NASDAQ are used for making the comparisons. For option pricing, we design stochastic optimization algorithms and present numerical experiments using data derived from Berkeley Options Data Base. An important problem in these studies concerns the rate of convergence taking into consideration of bias and noise variance. In an effort to ascertain the convergence rates incorporating the computational efforts, we use a Liapunov function approach to obtain the desired convergence rates. Variants of the algorithms are also suggested.
basic paradigm of stochastic difference equations. Simple statistical treatment has been substantially extended to accommodate complex stochastic dynamic systems.
Emerging applications have arisen in queueing theory, manufacturing and production planning, adaptive control, signal processing, and wireless communications. A most up-to-date development on stochastic approximation can be found in the recent book [7] and references therein. This work continues our effort in using stochastic approximation and optimization methods to make decisions for financial engineering applications. Specifically, we focus our attention on stock selling decision making and option pricing.
Investing in a financial market requires constantly making decision on timing certain actions with respect to the market. Frequently, a question asked by a stock holder is: What is the "best" time to sell the stock? The action of selling is taken to realize one's return or to cut short one's loss. The term "best" here means either to take profit or to stop loss in order to maximize an expected return over time. Likewise, for portfolio manager involving options, a question of concern, for example, is: When should we exercise an American put option?
Since it is a decision making process involving randomness and uncertainty, stochastic control techniques naturally come into play. In [16] , liquidation of a stock was formulated as an optimization problem. Assuming that the stock price is represented by a regime-switching geometric Brownian motion model, a diffusion process modulated by a continuous-time Markov chain with finite state space, optimal strategies are shown to be of threshold type. When the continuous-time Markov chain has only two states, the optimal selling decision can be made by solving a system of two-point boundary value problems. For Markov chains having more than two states, although it can still be demonstrated that the optimal strategy is of threshold type, an analytic solution may not be possible. Although the aforementioned reference provides insight into the structure of the optimal solution, in trading practice, a more systematic approach is much appreciated. Moreover, generally, one does not know the precise model; the return rate of the stock may be unknown, and the volatility is very likely to be stochastic. Calibration of the precise model may require sophisticated estimation and filtering techniques. Nevertheless, the stock price can be observed. In fact, to most of the investors, the stock price is the main or only available information to them. For example, plotting the daily closing prices of a stock, one traces out a curve. Figure 1 Focusing on threshold-dependent decisions, a stochastic approximation method was developed in [14] . A class of easily implementable recursive algorithms was proposed; convergence of the algorithms was obtained via the limit ordinary differential equation of the interpolated sequence of the iterates; rates of convergence were ascertained using stationary covariance of associated diffusions together with scaling factors. Simulations and real data were also demonstrated. Subsequently, in [15] , probability estimates of the iterates escaping from a neighborhood of the optimal threshold value were derived. Moreover, we used issues from NASDAQ 100 daily closes and intra-day data to demonstrate the effectiveness of our algorithms.
Pricing options has been a major research topic in financial engineering for years.
There is a substantial research devoted to it; see for example, [1, 2, 5] and references therein. As is well known, pricing American put options can be formulated as an optimal stopping problem. A typical method of solution is a variational or quasivariational inequality approach. Although such an approach provides theoretically interesting results, the computation required often deemed to be infeasible in real applications. Thus, taking such practical concern into consideration, Monte Carlo methods were suggested in [4, 10] , and references therein. Nevertheless, the computation required is normally rather extensive; the number of simulation runs is often large (e.g., from 50000 to 100000 or even more). Designing more efficient procedures will be beneficial. Here, our approach is to use stochastic optimization methods to design recursive algorithms that can be easily implemented and that depends only on the closing pricing of the underlying stock up to current time. It requires neither calibration of system parameters nor estimation of states of the switching process.
Although the result obtained via stochastic approximation may be only suboptimal, the method serves practical purpose well. These are distinct advantages of the SA methods. The rationale of our approach is to focus on the class of stopping rules depending on some threshold values. We do not attempt to solve the corresponding variational inequalities or partial differential equations; the underlying problem is treated parametrically. Stochastic recursive algorithms are developed to approximate the optimal parameter values. We demonstrate that the stochastic approximation and optimization approach provides an efficient and systematic computation scheme. In the proposed algorithm, since the noise varies much faster than that of the parameter, certain averaging takes place and the noise is averaged out resulting in a projected ordinary differential equation whose stationary point is the optimal parameter we are searching for. After establishing the convergence of the algorithm, we reveal how a suitably scaled and centered estimation error sequence evolve dynamically.
The rest of the paper is arranged as follows. Section 2 presents the stochastic approximation and optimization algorithms. Section 3 examines algorithms with constant stepsize and exploits the connections of bias, noise, and stepsizes. Section 4 is devoted to numerics of stock liquidation problems, whereas Section 5 is concerned with pricing options. we make comparisons of our stochastic approximation approach with heuristic approaches such as moving average and moving maximum are often used by practitioners. Section 5 presents numerical experiments using data derived from Berkeley Options Data Base by means of stochastic optimization methods. Section 6 is concerned with variants of the basic algorithm including soft constraints, and robust procedures. Finally, the paper is concluded with a few more remarks.
2. Recursive Algorithms. This section is divided into two parts. The first part is concerned with stock liquidation, and the second part focuses on pricing American put options. Recursive algorithms of stochastic approximation type are provided.
2.1. Algorithms for Stock Liquidation. We consider one stock at a time.
Denote the stock price at time t ∈ [0, ∞) by S(t), and the observed stock prices at discrete time n by S n ∈ R. In what follows, n is used as the iteration number of the recursive algorithms. To avoid fast growth of the iterates of the stochastic approximation algorithm, we use the log price instead. That is, we use X n = ln S n .
We are concerned with threshold type of selling rule and use θ = (θ 1 , θ 2 ) ′ ∈ R 2 to denote the threshold vector. Focusing on threshold-dependent stopping time, with the threshold value fixed at θ n = (θ
, we compute τ n the first exit time of 
We consider the expected profit
where Φ is a utility function and {ξ n } is a stationary sequence of random variables representing the observation noise and φ(·) is a smooth function. Note that ξ n is a combined process, which includes the random effects from X(t) and the stopping time
Our objective can be stated as: Choose θ so as to maximize the expected profit φ(θ).
[That is, the objective of choosing the right time τ is converted to choose the best θ so that φ(θ) is maximized.] In [14] , exponential type utility functions were used. Here, we do not specify utility functions. Thus, functions other than exponential utility may also be used if it is desired so.
We are facing a situation that the precise form of φ(·) is unknown, only noise corrupted observations are available at any parameter value θ. To solve the problem, we use stochastic approximation/optimization methods to construct a sequence {θ n } to approximate the optimum. Assuming φ(·) to be a smooth function, the maximization problem is equivalent to finding the stationary points of φ(·) (the points at which ∇φ(θ) = 0). The precise value of φ(·) is not available. Therefore, we replace the gradient of φ(·) by its noisy finite difference estimate. Let {c n } be the finite difference interval, a sequence of positive real numbers satisfying c n → 0. Suppose that θ n has been obtained. Define the finite difference approximation of the gradient as
where {c n } is a sequence of positive real numbers tending to 0 as n → ∞ representing the finite difference interval, e 1 and e 2 are two-dimensional standard unit vectors. In the above, central finite difference is used and {ξ ± n } are observation noises associated with the use of θ n ± c n e i . The stochastic approximation/optimization algorithm is given by
where {ε n } is a sequence of positive real numbers satisfying ε n → 0 as n → ∞ and n ε n = ∞. In order to avoid the iterates becoming unbounded, adjustments may be made through projection and/or truncations. In lieu of (4), we could consider
where Π H is the projection onto the constraint set H = {θ : That is, if θ i n > θ i,u (resp. θ i n < θ i,l ), we reset the iterate to θ i,u (resp. θ i,l ).
Using the stochastic recursive algorithm, we obtain the estimate of the optimal threshold vector θ * = (θ
where S 0 is the purchase price of the stock. The selling strategy is: Sell the stock when the first time the price is at or below the lower bound L or the price is at or above the upper bound U . Concerning exponential type utility functions, convergence and rates of convergence of algorithms (4) and (5) were studied in [14] . Further large deviations type results were obtained in [15] .
Algorithms for Pricing American Put Options. At any given time
t ≥ 0, the stock price S(t) is available to the investors. Denote X(t) = ln S(t). We again focus on threshold-type solutions. Let ς be a stopping time depending on the threshold value defined by
where Ξ(θ) = (θ, ∞). The reason to use the logarithm of the price instead of the price itself is to avoid the possible exponential growth and numerical errors. We aim at finding the optimal threshold level θ * so that the expected return is maximized. The problem can be rewritten as:
An analytic solution is often difficult to obtain in general. Noting the dependence of the optimal solution on the threshold values in connection with option pricing, we focus on a class of stopping times that depends on a parameter θ and convert the problem to a stochastic optimization problem. The basic premise stems from a twist of the optimal stopping rules. The rational is to focus on the class of stopping times depending on threshold values in lieu of finding the optimal stopping time among all stopping rules. Another distinct feature is that our approach enables us to handle perpetual options as well as pricing options in a finite horizon.
Let F t be the σ-algebra generated by {X(s) : s ≤ t}, the logarithm of the price, and let A T be the class of F t -stopping times that are bounded by T , i.e., A T = {ς :
ς is an F t -stopping time and ς ≤ T w.p.1}, where T is the expiration date. [Note that the perpetual option corresponds to the case T → ∞.] We propose a stochastic optimization procedure to find the optimal threshold value θ * using the recursive algorithm
where the stepsize is a decreasing sequence of real numbers. The stochastic approximation procedures to be developed depend on how the gradient estimates of φ(θ) are constructed. We use finite-difference schemes. Let us now describe the procedure.
1. Initial estimate: Choose an arbitrary initial estimate θ 0 , we then compute the exit time ς(θ 0 ) of X(t) defined by
Construct derivative estimate
where ζ ± 0 are two observation noises and the sequence of positive real numbers {δ n } is the finite difference stepsize satisfying δ n → 0.
2. Update: Next, we compute θ 1 by using the recursive algorithms
3. Induction: Suppose that θ n has been obtained. We compute the exit time
+ with the observation noise χ(θ n , ζ n ). Let
We obtain the next estimate θ n+1 by using a stochastic approximation algorithm (10)
To ensure the boundedness of the iterates, we use a projection algorithm:
where the projection operator Π is defined by
and θ l and θ u are the lower bound and upper bound, respectively. As in [7] , we rewrite (11) as
where ε n Z n = θ n+1 − θ n − ε n ∆ φ n is the quantity with the shortest Euclidean length needed to take θ n + ε n ∆ φ n back to the constraint set [θ l , θ u ] if it ever escapes from there. Under broad conditions, it can be shown that the above algorithm converges.
We refer the reader to [9] for further details. We reiterate that unlike the Monte Carlo approach, the precise model need not be known. The recursion depends on the observed data only. More will be said in the numerical experiment section. Henceforth, for simplicity, we write ∆φ n in lieu of ∆ φ n .
3. Bias, Noise, and Convergence Rates. This section is devoted to rate of convergence study taking into consideration of bias, noise variance, and stepsize. Concerning stochastic optimization using sequential Monte Carlo methods, convergence rates were evaluated for a class of stochastic optimization algorithms with decreasing stepsizes in conjunction with computational budget. For simplicity of argument, we consider algorithms without projection. Projection and truncation algorithms can be handled in essentially the same way. Our attention is on classes of constant stepsize algorithms.
3.1. Rate of Convergence: Algorithms for Stock Liquidation. In (4), we replace ε n by ε, where ε > 0 is a constant stepsize. It is known that constant stepsize algorithms have the ability to track slight variation of the true parameter, and are easily implementable. Therefore, in this section, we consider (12) θ n+1 = θ n + ε∆φ n .
We pose some conditions and assumptions. They are not the most general ones available. Weaker conditions on the regularity are possible (see [15] ). However, here our main objective is to present the functional dependence of the error estimates on bias, noise, and stepsize. Thus we choose to use simple setting without undue technical complexity.
To proceed, let F n be the σ-algebra generated by past data up to n (i.e., F n measures at least {θ 0 , ξ j : j < n}). Define the bias and "variance" as
In view of (12) and (13), (14) θ n+1 = θ n + ε∇φ(θ n ) + εb n + εψ n .
Throughout this section, we assume the following conditions. Henceforth, K denotes a generic positive constant, whose value may change for different appearances. However, note that in (A1), κ = κ(ω) depends on the underlying sample point ω.
(A1) There is a β > 0 such that |b n | ≤ κε β w.p.1 and E|b n | 2 ≤ Kε 2β .
(A2) There is a δ ε > 0 such that E|ψ n | 2 ≤ Kδ has a unique solution for each initial condition; ∇φ(θ) = 0 has a unique root
, where A is a 2 × 2 stable matrix (i.e., all of its eigenvalues belong to the left half of the complex plane).
Note that θ * is the precise stationary point of the objective function φ(·) we are searching for. The uniqueness of θ * implies that the function φ(·) has a unique stationary point. Assumption (A2) stems from the use of finite difference approximation of the gradient estimates. One can think of a finite difference approximation with stepsize δ ε replaces δ n . Then this condition says nothing more than that the noise variance will be proportional to δ
−2 ε
To study the asymptotic behavior of the algorithm, we take a continuous-time interpolation defined by θ ε (t) = θ n for t ∈ [nε, nε + ε). Then to θ * weakly as ε → 0.
Proof. The proof is, in fact, simpler than that of [14] since the conditions there are weaker. We omit the details.
Our main interest here is to establish the following results. It gives us a precise order estimate on the convergence rate with respect to the bias, noise, and stepsize.
Theorem 3.2. Assume (A1)-(A3), and E|θ 0 | 2 < ∞. Then we have for sufficiently large n,
Proof. Without loss of generality and for simplicity, assume θ * = 0. Define
To proceed, we first show that
The w.p.1 convergence of θ n → 0 and (17) enable us to conclude EV (θ n ) → 0 as n → ∞. Next, we refine the order of magnitude estimate.
(i) Since θ n is measurable with respect to the F n ,
For the remainder of the proof, we suppose that n ≥ n 0 is large enough. Observe that
for each θ and for some K > 0. In the above and henceforth, K is taken to be a generic positive constant, whose value may change for different usage. Using (14), (18), and (A1)-(A3), we obtain
where λ 0 is a positive real number.
It is easily seen that
We also have that by use of the familiar inequality ab ≤ (a
In addition,
By virtue of (19)- (22), we obtain that (23)
Moreover, there is a λ 1 > 0 such that −λ 0 + O(ε) < −λ 1 . Then we obtain
It follows that
Iterating on the above inequality leads to (25)
An application of the Gronwall's inequality yields
Furthermore, the bound holds uniformly in n. That is, (17) holds. It then follows from the w.p.1 convergence of θ n → 0 and (17), EV (θ n ) → 0 as n → ∞.
(ii) Next, we refine the order estimates. In view of (A1)-(A3) and (i),
where 0 < λ 2 < λ 1 < λ 0 . Iterating on (27),
The desired result thus follows. (28) θ n+1 = θ n + ε∆φ n .
Redefine F n to be the σ-algebra generated by past data up to n (i.e., F n measures at least {θ 0 , ζ j : j < n}). Redefine the bias and "variance" as
In view of (12) and (13),
Throughout this section, in lieu of conditions (A1)-(A3), we use the following conditions.
(A4) (A1)-(A3) hold with the following modifications: ∇φ(·) is continuous; the autonomous ordinary differential equation
has a unique solution for each initial condition; ∇φ(θ) = 0 has a unique root To make comparisons of the stochastic approximation method with that of the moving averaging procedure, we use real data stocks from NASDAQ 100, downloaded from Yahoo finance web site. We used only 91 stocks from the list because a substantial portion of data are missing for the other 9 stocks. Adjusted daily closing prices are used taking into consideration of stock splits and dividend payments. The purchase date of each stock is determined by the moving averaging method. As soon as the stock price is higher than the past 10-day average, a buying decision is rendered.
Then, to compare the liquidation rules, we first use the moving average method to determine the right time to sell a stock, and then we figure out the time to sell using stochastic approximation method for each of the 91 stocks individually. For comparison purposes, we only consider one transaction for each stock during three different periods (beginning of 1999, 2000 and middle of 2000). We will not consider short selling either. The percentage of return of each stock using each method is noted.
Average percentage returns of the 91 stocks are computed, the total holding days are calculated. The computation and comparison results are depicted in Tables 1-3 . In these tables, MA denotes the use of moving average method, whereas SA indicates stochastic approximation method. In these tables, average percentage return of the 91 stocks, the total number of holding days of 91 stocks, and average return per holding day are displayed. We make the following observations regarding the comparisons.
(a) The stochastic approximation method and the moving averaging method generate different selling dates.
(b) Using stochastic approximation method, the holding time appears to be much longer than that of the moving average counter part.
(c) Overall, stochastic approximation method performs much better. Even in the bear market case, the stochastic approximation method still perform better than the moving averaging method.
(d) Since the holding time for each method is different, a fair comparison involves figure out the gain or loss per holding day. So we computed this for each of the three period of testing. Again, the stochastic approximation method provides much better return.
Stock Liquidation: Comparisons of Stochastic Optimization and
Moving Maximum Methods. This part is inspired by an idea of O'Neil [11] .
Starting from a certain day, we check the price of each stock, and make a purchase prices in the years of 1988 and 1989 in Figure 5 . As can be seen that 1988 was a more volatile year, whereas in 1989, although there were ups and downs, the stock price seems to have increasing tendency. From the data of the stock prices, we use stochastic approximation algorithms to price American put options.
Using the real data, we use both the stochastic approximation (SA) method and the well-known binomial (BIN) method. The programs are written using C++ to compare the performance of the algorithms. For SA, we use θ 0 = log(250), and stepsizes ε n = 1/n and δ n = 1/n 1 6 , respectively. For BIN, the time to maturity is divided into 2000 periods. The results are displayed in Table 8 . We remark that the data we examined tend out to be in the "early" years of option trading. In addition, the strike prices in the data were mostly higher than the initial stock prices, and there was a tendency of stock price increase in the two year period. It would be nice if we could get more numerical experiments on different real data sets in order to gain further insight. Furthermore, it would certainly be desirable to examine option data of more recent years.
5. Further Remarks. In addition to the projection algorithms studied, we may consider two variants of the algorithms. The first one is the so-called soft constraint algorithm, and the second one is a robust algorithm. We describe them below.
Soft Constraints.
The idea of soft constraints is that these constraints may be violated but cannot be violated too much. Take for instance, the soft con- The soft constraint algorithm can be written as (32) θ n+1 = θ n + ε n Dφ n − ε n K 0 ∇c(θ n ), where K 0 is a sufficiently large positive number. Note that in this case, the mean limit ordinary differential equation becomeṡ θ = ∇φ(θ) − K 0 ∇c(θ).
Robust Algorithm.
The motivation comes from a work of [12] . Since the actual dynamics might be hardly known, one may use the idea in robust statistical analysis. Let B i (·), i = 1, 2 be bounded real-valued functions. In lieu of (4), consider 
