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ABSTRACT
γ Draconis, a K5III star, showed radial velocity (RV) variations consistent with a 10.7 Jupiter mass
planet from 2003-2011. After 2011, the periodic signal decayed, then reappeared with a phase shift.
Hatzes et al. (2018) suggested that γ Dra’s RV variations could come from oscillatory convective
modes, but did not fit a mathematical model. Here we assess whether a quasi-periodic Gaussian
process (GP)—appropriate when spots with finite lifetimes trace underlying periodicity—can explain
the RVs. We find that a model with only one quasiperiodic signal is not adequate: we require a second
component to fit the data. The best-fit model has quasi-periodic oscillations with P1 = 705 days and
P2 = 15 days. The 705-day signal may be caused by magnetic activity. The 15-day period requires
further investigation.
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PROJECT GOALS
Doppler planet searches must contend with noise from magnetic activity, granulation, oscillations, and rotation,
making planet candidate validation a challenging problem. Here we reanalyze previously published radial velocity
(RV) observations of γ Dra from Hatzes et al. (2018), which showed a planet-like signal that persisted for eight years
before decaying and then re-emerging with a phase shift. We present a mathematical model of γ Dra’s RV variations
and speculate on the physical processes underlying the apparent motion.
RV DATA AND JITTER
The published RV data spans > 20 years and include measurements from four different telescopes. To minimize
zero-point offsets, we exclude data from the McDonald Observatory 2.1 m telescope from 1991–1993 and use only
the data taken between 2003 and 2017. Similar to Hatzes et al. (2018), we find that the generalized Lomb-Scargle
periodogram (Zechmeister & Ku¨rster 2009) has a peak at 682.6 days, with false alarm probability 4.67×10−65 (Baluev
2008) . The bottom panel of Figure 1 shows the RV data plus randomly drawn realizations of the best-fit model
(discussed in §4).
Red giants have high granulation-induced RV jitter (Tayar et al. 2019). To find the RV error bars, we added the
published errors and the expected jitter in quadrature. Expected jitter values come from Yu et al. (2018)1 and are
calculated for stellar parameters log g = 1.41±0.10 (cgs), Teff = 3965±28.0 K (Boeche & Grebel 2016), L = 471±30L
(Piau et al. 2011), and M = 1.72± 1.02M (Dehaes et al. 2011). For γ Dra, the expected jitter is 19.86 m s−1.
MODEL FRAMEWORK
Since the long-period signal is quasiperiodic (Figure 1, bottom), we model it with a Gaussian process, as in Angus
et al. (2018). Model 1 uses quasiperiodic kernel k1:
k1(i, j) = A exp
[
− (ti − tj)
2
λ2
− Γ sin2
(
pi(ti − tj)2
P
)]
+ σ2i δij , (1)
where k1(i, j) is the covariance at times (ti, tj), A is the covariance amplitude, P is the period, λ is the decorrelation
time of the periodic signal, and Γ measures the smoothness of periodic variations. The term σ2i δij adds error bars to
the diagonal of the covariance matrix.
1 https://github.com/Jieyu126/Jitter
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2When we found that Model 1 was unable to reproduce the observed RVs, we tested a second model. Model 2 retains
the quasiperiodic kernel, but adds a second signal with period P2 and roughness Γ2:
k2(i, j) = A exp
[
− (ti − tj)
2
λ2
− Γ1 sin2
(
pi(ti − tj)2
P1
)
− Γ2 sin2
(
pi(ti − tj)2
P2
)]
+ σ2i δij . (2)
As stars produce multiple (quasi)periodic signals that come from combinations of activity cycles, rotation, and oscil-
lations, it’s no surprise that the covariance matrix required extra complexity to explain γ Dra’s RV variability.
PARAMETER OPTIMIZATION
We used Bayesian inference to find the best-fit GP kernel parameters. We set up the Gaussian process with George
(Ambikasaran et al. 2015) and used emcee (Foreman-Mackey et al. 2013) to perform a Markov-chain Monte Carlo
(MCMC) exploration of parameter space. When working with Model 1 (Equation 1), we found that the best-fit value
of Γ was always unreasonably high. With high Γ, data points that are separated in time by one period are highly
correlated, but data points that are separated by slightly more or less than one period are almost uncorrelated. Figure
1 shows that that the signal is coherent enough for the RV at time t to have some predictive power on the RV at time
t+P1 + ∆t, given ∆t P1. We imposed stronger coherence by freezing Γ in the emcee sampler. From a set of emcee
simulations with Γ = 1.0, 1.5, . . . , 9.5, 10.0, we found that the best-fit parameters are P = 602.2 days, λ = 491.3 days,
A = 96.54 m s−1, and Γ = 5.0. Unlike Model 1, Model 2 was well-behaved, with the MCMC analysis yielding
converged, reasonable parameter values. For Model 2, the best-fit parameters are P1 = 705.5 days, λ = 688.8 days,
A = 98.25 m s−1, Γ1 = 14.62, P2 = 14.75 days, and Γ2 = 7.18.
To verify that the dataset had enough information to support choosing the more complex model (6 free parameters)
over the simpler model (4 free parameters), we conducted two tests. First, we evaluated the χ2 of 500 randomly-
selected GP realizations from each model. While the samples drawn from Model 1 yielded a reduced χ2 distribution
centered at 2.65, Model 2 performed better, with a reduced χ2 distribution centered at 0.96. Our second test was the
Bayesian Information Criterion:
BIC = m ln (n)− 2 ln (L), (3)
where m is the number of free parameters, n is the number of observations, and L is the log-likelihood of a given
parameter combination. Again, we randomly chose 500 GP realizations from each model and examined the resulting
BIC distributions. For Model 1, the BIC distribution is centered at 3355; for Model 2, the distribution is centered at
3080. When two models yield ∆BIC> 10, the model with lower BIC is preferred. Here we have ∆BIC= 275. Model 2
is superior to Model 1.
DISCUSSION
Our last goal was to diagnose the cause of the RV variations. As stated by Hatzes et al. (2018), the long-period signal
does not belong to a planet. What about the 15-day signal? Assuming a circular orbit, a planet with P = 15 days
would be located 30.7R from the center of the star. Using literature values of log g and M , we calculated a star
radius of R = 41.4R. There is no planet in a 15-day orbit, as such a planet would have been engulfed by the star.
Another possibility is that one or both periodic signals come from rotation. Following Ceillier et al. (2017), we
calculate the critical period at which rotational kinetic energy overwhelms gravitational binding energy: P crit =
43.2 days. Clearly, γ Dra cannot have a 15-day rotation period. It’s harder to assess whether rotation is causing the
705-day signal. Ceillier et al. (2017) found that most of the Kepler red giants with detectable rotational modulation had
periods of 50–150 days. γ Dra could be a slow rotator, but in that case it’s hard to explain the high RV semiamplitude
of 200 m s−1.
Lastly, we considered magnetic activity. Aldebaran, a K5III giant like γ Dra, has an RV signal with P = 520 days
and amplitude ∼ 200 m s−1, which Hatzes et al. (2015) associate with magnetic activity based on simultaneous Hα
observations. γ Dra’s 705-day period could come from magnetic activity, but we need to analyze activity indicators
to confirm (Wise et al. 2018).
3Figure 1. Top: Posterior probability distributions from the emcee sampler applied to Model 2 (Equation 2). The P2 posterior
distribution is bimodal, but the peaks are close enough together (14.68 and 14.82 days) to show that the RV variations have
P2 ≈ 15 days. Bottom: Hatzes et al. (2018) γ Dra RV data from 2003-2017 (black) plotted against 50 realizations of the
best-fit GP model (orange).
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