We prove optimal boundary regularity for bounded positive weak solutions of fast diffusion equations in smooth bounded domains. This solves a problem raised by Berryman and Holland in 1980 for these equations in the subcritical and critical regimes. Our proof of the a priori estimates uses a geometric type structure of the fast diffusion equations, where an important ingredient is an evolution equation for a curvature-like quantity.
Introduction
Let Ω be a smooth bounded domain in R n with n ≥ 1. We consider the fast diffusion equation
with the Dirichlet condition u = 0 on ∂Ω × (0, ∞) (2) in the range of subcritical and critical Sobolev exponents, i.e., 1 < p < ∞ if n = 1, 2 and 1 < p ≤ n+2 n−2 if n ≥ 3. The fast diffusion equations arise in the modelling of gas-kinetics, plasmas, thin liquid film dynamics driven by Van der Waals forces and etc. In particular, the case p = 2 corresponds to the scaling predicted for Okuda-Dawson diffusion; see Okuda-Dawson [38] and Drake-Greenwood-Navratil-Post [27] . The critical case p = n+2 n−2 in dimension n ≥ 3 describes the evolution of a conformal metric by the Yamabe flow.
It is well known that the solutions of (1) will be extinct in finite time, which can date back to the work of Sabinina [41, 42] . We denote T * as the extinction time. In the classical paper [3] , Berryman-Holland established the asymptotic behavior of solutions to (1) near the extinction time T * in the H 1 0 (Ω) space, assuming that ∂ t u, ∇u, ∇∂ t u, ∇ 2 u ∈ C(Ω × (0, T * )). However, these a priori smoothness condition was left as an assumption, and was listed as the first unsolved problem in their paper.
The theory of weak solutions of (1) has been studied extensively; see Bénilan-Crandall [2] , Brezis-Friedman [8] , Herrero-Pierre [32] , Pierre [39] , Dahlberg-Kenig [17] , Chasseigne-Vázquez [15, 16] and see also the monographs of Daskalopoulos-Kenig [20] and Vázquez [46, 47] . As for the regularity for nonnegative (nontrivial) weak solutions of (1) and (2) , the following results were proved:
• If u(·, 0) ∈ L q (Ω) for some q > p max{1, n(p−1) 2p } is nonnegative and u(·, 0) ≡ 0, then 0 ≤ u ≤ C(δ) in Ω × (δ, ∞)
for any δ > 0. Moreover, there exists T * > 0 such that u(T * ) ≡ 0 and u(·, t) > 0 for 0 < t < T * . See Vázquez [46, 47] .
• For local boundedness of weak solutions for 1 < p < ∞ if n = 1, 2, or 1 < p < n+2 n−2 if n ≥ 3, we refer to DiBenedetto-Kwong [24] . For Harnack inequalities, we refer to DiBenedetto-Gianazza-Vespri [22] , Bonforte-Vázquez [6] , as well as the recent monograph DiBenedetto-Gianazza-Vespri [23] .
• Bounded solutions are Hölder continuous up to the ∂Ω × (0, T * ) and smooth in the interior; see Chen-DiBenedetto [13] . Continuity of bounded solutions were proved earlier by, e.g., DiBenedetto [21] , Sacks [43] and Kwong [35] .
• Suppose that 1 < p < n+2 n−2 if n ≥ 3, and 1 < p < ∞ if n = 1, 2. Then it has been proved in DiBenedetto-Kwong-Vespri [25] that for 0 < δ ≤ t ≤ T * , there hold
and
where d(x) = dist(x, ∂Ω), c 0 ≥ 1 depends only on u(·, 0) H 1 0 (Ω) / u(·, 0) L p+1 (Ω) , n, Ω, δ and p; and C 1 > 0 depends only on u(·, 0) H 1 0 (Ω) / u(·, 0) L p+1 (Ω) , n, Ω, δ, p and k. If p = n+2 n−2 , then their proof also implies that for (x, t) ∈ Ω × (δ, T * − δ),
wherec 0 ≥ 1 depends only on n, Ω, u L ∞ (Ω×(0,T * −δ)) , δ and p.
From the above result of [25] , we have |∂ t u(x, t)| ≤ Cd(x) −p / ∈ L 1 (Ω) for any fixed 0 < t < T * , due to p > 1. And the derivation in Berryman-Holland [3] of the monotonicity of the Dirichlet integral for bounded weak solutions
is in question. In fact, only the energy inequality Ω |∇u(·, t 1 )| 2 − Ω |∇u(·, t 2 )| 2 + 2p t 1 t 2 Ω u p−1 |∂ t u| 2 dxdt ≤ 0, ∀ 0 < t 2 < t 1 < T * (6) was verified without regularity assumptions; see Feireisl-Simondon [29] .
In this paper, we prove the a priori smoothness hypothesis in Berryman-Holland [3] .
Theorem 1.1. Suppose 1 < p < ∞ if n = 1 or 2, and 1 < p ≤ n+2 n−2 if n ≥ 3. Let u be a bounded nonnegative solution of (1) and (2) , and T * be its extinction time. If p is an integer, then u ∈ C ∞ (Ω × (0, T * )). If p is not an integer, then u(x, ·) is smooth in (0, T * ) for every x ∈ Ω, and ∂ l t u(·, t) ∈ C 2+p (Ω) for all l ≥ 0 and all t ∈ (0, T * ).
The sharpness of the regularity of the solutions in the x variable when p is not an integer can be seen from the steady state (9) of the rescaled equation (7) in the below. Now we can justify (5) for weak solutions, and thus, (6) becomes an identity. The structure of our proof of this regularity is a combination of a priori estimates and a short time existence theorem. The difficulties and our ideas of each of these two parts are explained in order as follows:
(i). First, we note that neither the Hölder regularity of the solution of (1), nor the estimate (3) (or (4)), is sufficient to bootstrap its regularity. Possible bootstrap should require that u(x, t)/d(x) is in some, say, Hölder spaces, which will require some global Hölder estimates for ∇u. Secondly, we want to derive a priori estimates by differentiating the equation. For the equation (1) , differentiating it in the time variable is more natural, because this will keep the structure of the equation as well as the zero boundary condition. If we let v = u t , then
With the help of the nonnegative term p(p−1)u p−2 v 2 , using the De Giorgi-Nash-Moser iteration we can show that ∂ t u = v ≤ C. The difficulty is to show the lower bound of ∂ t u. Here, we overcome this difficulty by proving arbitrarily high integrability of ∂ t u/u, which is our main contribution in this part. To do this, we construct a curvature-like quantity, and derive its evolution equation. This evolution equation extends the scalar curvature evolution equation along the Yamabe flow or the scalar curvature flow; see Schwetlick-Struwe [45] , Brendle [7] and Chen-Xu [14] . Then we prove the arbitrarily high integrability estimates by an ODE argument. These a priori estimates depend only on the constant c 0 in (3) orc 0 in (4), and also the H 1 0 norm of the initial data. In this step, our proof requires the exponent p to be subcritical or critical.
(ii). For the short time existence, we need to construct a suitable set of initial data, which are dense in H 1 0 , and establish a Schauder theory for a class of singular parabolic equations, so that the linearized operator for (1) will be invertible in these spaces and we can apply the implicit function theorem. The Schauder theory is proved in a well-designed Campanato space. When applying the implicit function theorem, we need a second order approximating solution. The reason is that the equation after differentiating (1) in t is still nonlinear (semi-linear) and singular, and we would not be able to bootstrap the regularity if the approximation is of first order. We need the regularity of the solutions in short time to be high enough to carry out our proof of a priori estimates. The short time existence theorem holds for all p ∈ (1, ∞). A Schauder theory for a class of degenerate parabolic equations and short time existence of smooth solutions of porous medium equations (0 < p < 1) with compact support smooth initial data were established by Daskalopoulos-Hamilton [18] . Since our equations are singular parabolic, our proofs are different from theirs.
For porous medium equations, Hölder continuity of the solution and its free boundary was proved by Caffarelli-Friedman [10] . Their higher regularities were obtained under extra assumptions, such as a non-degeneracy condition of the initial data by Caffarelli-Vázquez-Wolanski [11] , Caffarelli-Wolanski [12] , Koch [34] , Daskalopoulos-Hamilton-Lee [19] , or a flatness assumption of the solution by Kienzler-Koch-Vázquez [33] .
The solution in Theorem 1.1 also satisfies the following quantitative estimates. When p is a subcritical Sobolev exponent, we have the local boundedness estimate of the solution, and can use the explicit bound (3) to obtain the estimate up to the extinction time.
Theorem 1.2 (Subcritical case). Let 1 < p < ∞ for n = 1, 2, or 1 < p < n+2 n−2 for n ≥ 3. Let u be a bounded nonnegative solution of (1) and (2) , and T * be its extinction time.
If p is an integer, then we have, for (
where C depends only on n, Ω, l, p, δ, k, u(·, 0) H 1 0 (Ω) and the lower bound of u(·, 0) L p+1 (Ω) . If p is not an integer, then we have, for (x, t) ∈ Ω × (δ, T * ) with 0 < δ < T * /4 that
where C depends only on n, Ω, l, p, δ, u(·, 0) H 1 0 (Ω) and the lower bound of u(·, 0) L p+1 (Ω) . When p is a critical Sobolev exponent, the rescaled solution (in the time variable) may blow up. We can use (4), but we may not have the uniform estimate up to the extinction time. Theorem 1.3 (Critical case). Let n ≥ 3, p = n+2 n−2 , u be a bounded nonnegative solution of (1) and (2) , and T * be its extinction time.
where C > 0 depends only on n, Ω, l, p, δ, k, u(·, 0) H 1 0 (Ω) , u L ∞ (Ω×(0,T * −δ)) and the lower bound of u(·, 0) L p+1 (Ω) .
If p is not an integer, then we have, for (x, t) ∈ Ω × (δ, T * − δ) with 0 < δ < T * /4 that
where C > 0 depends only on n, Ω, l, p, δ, u(·, 0) H 1 0 (Ω) , u L ∞ (Ω×(0,T * −δ)) and the lower bound of u(·, 0) L p+1 (Ω) .
In the end, we give an application of Theorems 1.1 and 1.
Then
If p is a subcritical exponent, then
where c 0 > 1 is independent of t. Assuming that ∂ t u, ∇u, ∇∂ t u, ∇ 2 u ∈ C(Ω×(0, T * )), Berryman-Holland [3] proved that v(·, t) → S in H 1 0 (Ω) along a subsequence, where S is a positive solution of − ∆S = S p in Ω and S = 0 on ∂Ω.
Feireisl-Simondon [29] removed the regularity assumption and proved v(·, t) → S in C 0 (Ω) as t → ∞. Bonforte-Grillo-Vázquez [5] proved that
Recently, proved that for every generic domain Ω there exists γ > 0 such that
See [4] for the meaning of generic domains. Combing with our main theorem, we have
Suppose v is a solution of (7) and (8) . Then we have
and, for generic smooth domains Ω, there exist C(k) > 0 and γ(k) > 0 such that
where k = 1, . . . , 1 + [p] if p is not an integer; and k < ∞ if p is an integer.
The Sobolev critical case p = n+2 n−2 when n ≥ 3 is very intriguing. Pohozaev [40] proved the non-existence of positive solutions of (9) if p ≥ n+2 n−2 and Ω is star-shaped. On the other hand, if the topology of Ω is non-trivial, the existence of positive solutions of (9) was obtained by Bahri-Coron [1] . Regardless the topology of Ω, Brezis-Nirenberg [9] proved the existence of solutions to
in Ω and S = 0 on ∂Ω (10) in dimension n ≥ 4, where 0 < b < λ 1 and λ 1 is the first Dirichlet eigenvalue of −∆ in Ω. Druet [28] proved the existence of solution in dimension 3, under a positive mass type assumption on the Green function of the operator −∆ − b. In a forthcoming paper, we shall study the extinction behavior of positive solutions of the fast diffusion equation ∂ t u n+2 n−2 = ∆u+bu with the Dirichlet condition (2), where the curvature-like quantity we defined will be crucial in carrying out the concentration compactness.
The paper is organized as follows. In Section 2, we will establish regularity results for a class of singular parabolic equations, which fit for the linearized equations of the fast diffusion equations. There is no restriction on p for all dimensions. To prove a Schauder type estimates, we introduce a Campanato space matching the scaling of the singular parabolic equation. In Section 3, we construct local in time smooth solutions of the fast diffusion equation for some initial data, the set of which is dense in H 1 0 (Ω). In Section 4, we establish the crucial a priori estimates for the time derivatives, where we used a curvature-like evolution equation. In Section 5, we prove our main theorems and Corollary 1.4.
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Linear singular parabolic equations
as the open ball in R n centered at x 0 with radius R. For
For brevity, we drop (x) and (x,t) in the above notations ifx = 0 or (x,t) = (0, 0). Let
be a second order linear parabolic operator, where p > 1. We suppose that
with 0 < λ ≤ Λ < ∞, I is the n × n identity matrix, and ∂ t a, b 1 , b 2 ∈ L 2 (B + 1 × (−1, 0]). In this section, we consider solutions of
with partial Dirichlet condition
where ∂ ′ B + R = B R ∩ {x n = 0}. The equation (13) is a prototype of the equation (33) , which will be used to prove short time existence of regular solutions to (1) and (2) . The equation (13) is uniformly parabolic away from {x n = 0}, and thus, its weak solutions will be classical in Q + 1 if the coefficients are regular enough. We would like to establish regularity estimates for solutions of (13) and (14) up to the boundary {x n = 0}.
We also denote
Local boundedness
We need some Sobolev type inequalities first.
Lemma 2.1. Let s ∈ (0, 2) and R ≥ 1. Then
when n ≥ 3, and for s ≤ r < ∞,
when n = 1, 2.
Proof. If n ≥ 3, using the Hölder inequality, Hardy inequality and Sobolev inequality, we have
If n = 1, 2, we have
Therefore, we complete the proof.
Let
where χ = (n+2−2s) n−s > 1 with s = 2(p−1) n+p−3 and C depends only on n and p if n ≥ 3; while χ = 2 and C depends only on R and p if n = 1, 2.
Proof. We prove the case n ≥ 3 first. Note that s(n−2) 2−s = p − 1. By (15) and the Hölder inequality, we have
Integrating the above inequality in t, we have
where we have used the Young inequality in the last inequality.
If n = 1, 2, using (16) and the Hölder inequality, we have
Integrating the above inequality in t and using the Young inequality, we then complete the proof. Now we can prove the local boundedness of solution of (13) and (14) . 
where C > 0 depends only on n, λ, Λ, γ, p, ∂ t a L q (Q + 1 ) and b L q (Q + 1 ) .
Proof. We provide a proof using the De Giorgi iteration with the help of the Sobolev inequality in Lemma 2.2.
For θ ∈ (0, 1), we first show that
where δ = 1 − 1 q − 1 χ , and C > 0 depends only on n, λ, Λ, γ, p, ∂ t a L q (Q + 1 ) and b L q (Q + 1 ) . Clearly, we only need to consider θ ≥ 1/2.
Multiplying vη 2 to the equation and integrating by parts, we have
By the Hölder inequality and Lemma 2.2, we have
It follows that vη 2
. By the Hölder inequality and Lemma 2.2, we have
For any m > k ≥ k 0 and 0 < r < 1, we have
By (18), we have
. Let k > 0 to be fixed,
By induction, one can show that
It yields (17),
and defineã,Ã,b andf in the same way. Theñ
. By the estimates above (17), we have
Scaling back to u, we obtain
where we have used θ 2 R p+1 ≥ (θR) p+1 in the first inequality, and Hölder's inequality in the last inequality. By a standard iteration lemma, e.g., Lemma 4.3 of [31] , the proposition follows immediately.
Remark 2.4. Proposition 2.3 still holds if one replaces the weight x
with adapted mollifications of the cylinders, where R ∨ ε = max(R, ε).
If we assume in addition that u(·, −1) ≡ 0, then one can show similarly (actually easier since one does not need the cut-off in t) that
Smooth coefficients
We use the notation that
, and u is a classical solution of (13) and (14) . Then
where C > 0 depends only on n, p, λ, Λ, and the C 3 (Q + 1 ) norms of a, A, b 1 and b 2 .
Proof. We only prove the a priori estimates. Applying Proposition 2.3 with a small γ, and using the Hölder inequality, we obtain
Using uη 2 as a test function with η ∈ C 2 c (Q 15/16 ) being some cutoff function such that η ≡ 1 in Q 14/16 , the standard energy estimates argument with the estimate (20) yields 
Using the Hölder inequality
Integrating both sides in t and making use of (20) and (21), we have
Let v = ∂ t u. We find
Using the Hölder inequality, (22) and (20), we have
By bootstrapping, we have
Using W 2,p estimates from linear uniformly elliptic equations with bounded right hand sides, we have
Using Schauder estimates from linear uniformly elliptic equations, we have
Differentiating the equation in x ′ and using the Schauder estimates, we have
Differentiating the equation in x n , using the equation and facts that
. This finishes the proof.
If we in addition assume u(·, −1) ≡ 0 and further required compatibility conditions on ∂ ′ B × {t = −1} (such as f = 0 near {x n = 0, t = −1}), then one can show in a similar way that
where C additionally depends on the distance from supp(f ) to {x n = 0, t = −1}.
A Campanato space
We are going to establish Schauder type estimates for solutions of (13) by the Campanato method. We first define a Campanato type space for our purpose. Denote dµ = |x n | p−1 dxdt, and for every measurable set E ⊂ R n+1 , we use the notations of integral averages:
where |E| is the Lebesgue measure of E, and µ(E) is the measure of E with respect to µ. For short, we denote (u) E and (u) µ E as the integral averages of u over the set E with respect to dxdt and dµ, respectively.
Forx
We also recall that
For a cylinder Q = B + r × I with an interval I ⊂ [0, 1] of length r 2 for some 0 < r < 1, and for α ∈ (0, 1) and u ∈ L 2 (Q), define
The interior oscillation integral and the boundary oscillation integral in the definition of [u] C α (Q) can be bridged as follows:
where we used D 1/2 (x,t) ⊂ Q 2xn (x ′ , 0,t) in the last inequality. This Campanato space has the following two properties.
We will prove the second claim. Let u ∈ C α (Q). For any (x,t) ∈ Q, R = ρx n <x n /5, we have
Then by using the usual Campanato norm, we have
Noticing that under the transform (x, t) → (ℓx +x, ℓ p+1 t +t),
Sinceȳ ∈ Q ρ and ρ < 1/5, we have, by denoting that (z,τ ) := (ℓȳ +x, ℓ p+1s +t),
Therefore, by changing variables on the right hand side of (24) back to u, we obtain
Hence, for any (x,t) ∈ Q, R = ρx n <x n /5, we have
Consequently, it follows from Górka [30] that
Then one can show that C α (Q) is a Banach space, whose proof is very similar to those for the standard Campanato spaces.
Lemma 2.7. Let α ∈ (0, 1) and
There exists C > 0 depending only on n, p, α such that
Proof. The first inequality is clear. For the second inequality, using Lemma 2.6, we only need to prove that sup (x,t),(x,s)∈Q
For every (x, t), (x, s) ∈ Q, if |t − s| ≥ (x n /5) p+1 , then
If |t − s| ≤ (x n /5) p+1 , then let ℓ = x n andũ(y, τ ) = u(ℓy + x, ℓ p+1 τ + t), and then using a similar proof in that of Lemma 2.6, we have
where A is the image of Q under the scaling (y, τ ) → ((y − x)/ℓ, (τ − t)/(ℓ p+1 )). 
Schauder estimates
Suppose u is a classical solution of (13) and (14) . For our later use, we additionally assume in this section that (i). A and b 1 are independent of t and belong to C 3 (B + 1 ), while a, b 2 and f belong to C α (Q + 1 );
(ii). The operator −div(A∇) + b 1 is coercive, which means there exists a constantλ > 0 such that
(iii). Without loss of generality,
First, we study the interior estimates, for which we can use the theory of linear uniformly parabolic equations.
and C > 0 is a constant depending only on n, p, λ, Λ, α, and
and defineã,Ã,b 1 ,b 2 andf in the same way. Theñ
which is a uniform parabolic equation in Q 3/4 . Applying the Campanato method to prove interior Schauder estimates forũ (see, e.g., Lieberman [37] , Schlag [44] and Dong-Zhang [26] ) and then scaling back to u, we complete the proof.
Next, we study the boundary estimates. We start with equations of regular coefficients.
Lemma 2.10. Assume as above and 0 < ρ ≤ R/4. If a ≡ā, b 2 ≡b and f ≡f for some constantsā,b andf , we have
where C > 0 is a constant depending only on n, p, λ, Λ,ā,b, and the C 3 (B + 1 ) norms of A, b 1 . If in addition that a ij and b 1 are also constants, then we have
and, for any vector X,
where C > 0 is a constant depending only on n, p, λ, Λ,ā,b, b 1 .
Proof. Note that v := ∂ t u satisfies
and v = 0 on ∂ ′ B + 1 × (−1, 0]. By Proposition 2.5, we have
This proves the first inequality. Now let us suppose in addition that a ij and b 1 are also constants. If we let v = ∂ i u for some 1 ≤ i ≤ n − 1, v also satisfies (30) and v = 0 on ∂ ′ B + 1 × (−1, 0]. By Proposition 2.5, we have
This proves the second inequality. While for (28) , it follows from the local estimates of v using Proposition 2.3. Finally, by Proposition 2.3 and Hölder inequality, using (30) with v = ∂ t u we have, for ρ < R/4,
Hence,
We rewrite the equation u as
where A and b 1 are constants, and X is an arbitrary vector. Using x p+1 n ∂ t uη 2 as a test function, where η is a cutoff function, we have
where C > 0 is a constant independent of X. By scaling, we have
Therefore, we have
This proves the last inequality.
We now use the freezing coefficients method to prove Schauder estimates.
Proposition 2.11. Suppose a, b 2 and f belong to C α (Q + 1 ). Then, ∀ 0 < ρ < R (small),
where C > 0 is a constant depending only on n, p, λ,λ, Λ, α, the C 3 (B Proof. We denote
and u 2 = 0 on ∂ pa Q + R , where ∂ pa Q + R stands for the parabolic boundary of Q + R . Hence, u = u 1 + u 2 . By Lemma 2.10, we have
Since u 2 = 0 on the parabolic boundary and ∂ t u 2 = 0 on the boundary ∂B + R × (−R p+1 , 0], using ∂ t u 2 as a test function, we have
Since we assumed that −div(∇) + b 1 is coercive and b 2 > 0, then we have
By a standard iteration lemma, see e.g., Lemma 3.4 of [31] , it follows that
from which the proposition follows.
it follows from Proposition 2.11 that
by using Proposition 2.9, Proposition 2.11, and (23), we have
Let θ ∈ (0, 1), and (x,t) ∈ Q + θ . Case 1:x n ≤ (1 − θ)/2. Then we let ℓ = 1 − θ and u(x, t) = u (x ′ , 0,t) + (ℓx, ℓ p+1 t) , and defineã,Ã,b 1 ,b 2 ,f in the same way. Theñ
By (31) and scaling back to u, we have 
Since 1−θ ℓ < 1 2 , the above equation is uniformly parabolic, we have that
This implies that
In summary, we have
By another scaling argument, we have for all R ∈ (0, 1) and γ ∈ (0, 1),
By the iteration lemma and the last part of the arguments in proving Proposition 2.3, we have
Choosing small γ and making use of the Hölder inequality, there holds
x 2p n |∂ t u| 2 dxdt.
Using the proof of (22) and the energy estimates, we have
This proves the first estimate.
Since A is C 2 , we can apply elliptic estimates on each time slice to obtain the estimate for ∇u.
After deriving the estimate for ∂ t u, we move to deriving the estimate for ∇u. Proposition 2.13. For small R, we have for 0 < ρ < R,
Proof. We only need to consider 0 < ρ ≤ R/8, since otherwise it is clearly true. Let
Since b 1 is C 1 , then by the ellipticity of A and rescaling, if R is small, we will have
By the Poincaré inequality and using the equation of u 1 , we have
where we have used Proposition 2.5 in the last inequality. By Lemma 2.10, we have
By the energy estimates of u 2 and Corollary 2.12, we have
Therefore, we obtain
By the iteration lemma, we have
from which we complete the proof.
Since
it follows from the above proposition that 
where β = min(α, p − 1).
Proof. We first notice that
Hence, it follows from Proposition 2.9, Proposition 2.13 and (23) that
where in the last inequality we used the energy estimates of u. This proves the first estimate. The second estimate can be obtained by using Corollary 2.12 and elliptic estimates for second order derivatives on each time slice.
Using Lemma 3.1 on page 78 in [36] , the above corollary implies that ∇ 2 u ∈ C γ (Q + 1/2 ) for some γ > 0. Theorem 2.15. Suppose u is a solution of (13), (14) and u(x, −1) = 0 for x ∈ B + 1 . Assume A, b 1 are independent of t and belong to C 3 (B + 1 ), while a, b 2 and f belong to C α (Q + 1 ), and f (x, 0) = 0 for all x ∈ ∂ ′ B + 1 . Moreover, we assume the operator −div(A∇) + b 1 satisfies (25) . Then
where β = min(α, p − 1) and C > 0 is a constant depending only on n, p, λ,λ, Λ, α, the C 3 (B 
We suppose that p > 1, ω(x) is a smooth function in Ω such that ω(x) = d(x) := dist(x, ∂Ω) in Ω δ for some δ > 0, where Ω δ := {x ∈ Ω : d(x) < δ},
with 0 < λ ≤ Λ < ∞. We also assume that there exists a constantλ > 0 such that Proof. For ε > 0, we consider the regularized equation
Then there exists a unique classical solution of (35) satisfying u ε = 0 on ∂ pa (Ω × (−1, 0] ). Using Proposition 2.5 and the remark after its proof, we have that
where C is independent of ε and we used the maximum principle in the second inequality. The conclusion follows by taking ε → 0 + .
For α ∈ (0, 1), Q := Ω × [−1, 0] and u ∈ L 2 (Q), define dν = d(x) p−1 dxdt and 
where β = min(α, p − 1) and C > 0 depends only on n, p, λ,λ, Λ, α, Ω, the C 3 (Ω) norms of A, b 1 , and the C α (Ω × [−1, 0]) norms of a, b 2 .
Proof. Let a (j) , b
(j) 2 be sufficiently smooth functions (say C 6 ) such that a (j) → a and b
Let f (j) be sufficiently smooth functions (say
Such approximations can be achieved by standard mollifiers as in the usual Hölder space (recall that the space C α has a characterization of a weighted Hölder space in Lemma 2.7).
By Theorem 2.16, there exists a unique classical solution u (j) of (33) with a, b 2 , f replaced by a (j) , b (j) 2 , f (j) , respectively, satisfying u (j) = 0 on ∂ pa (Ω × (−1, 0]). By Theorem 2.15 and the maximum principle,
and the sequence u (j) converges uniformly to some function u. Using Ascoli-Arzela's theorem, we have
and u is a solution of (33). The uniqueness follows from the comparison principle. 
where we have used the maximum principle on u (j) in the second inequality.
The existence and regularity of this theorem then follow from Ascoli-Arzela's theorem. The uniqueness follows from the comparison principle.
Short time smooth solutions
Let Ω ⊂ R n , n ≥ 1, be a smooth bounded domain and d(x) = dist(x, ∂Ω). Let
where b < λ 1 is a constant and λ 1 is the first Dirichlet eigenvalue of −∆ on Ω. Define
where
and the subscript 0 in C k+α 0 means that every function belonging to this set vanishes on ∂Ω. The set S is not empty, because each positive eigenfunction of the problem
, ω(x) C q (Ω) ≤ Λ, and q is a large positive constant. Moreover, for every u ∈ S and every nonnegativeũ ∈ C ∞ c (Ω) (smooth functions with compact support), then au + (1 − a)ũ ∈ S for all a ∈ (0, 1]. Therefore, the set S is dense in the sets of nonnegative functions in H 1 0 (Ω), C 0 (Ω) and C γ 0 (Ω) (γ ∈ (0, 1)), respectively. Also, every positive solution of Lu = u p in Ω and u = 0 on ∂Ω belongs to the set S. 
has a unique classical nonnegative solution satisfying
where C is a positive constant depending only on n, p, α, Ω, b, the lower bound of u 0 /d in Ω,
Proof. For u 0 ∈ S, one can check that u 1−p 0 Lu 0 and (u 1−p 0 Lu 0 ) 2 /u 0 are in C α 0 (Ω), and thus, the existence and uniqueness of classical solutions follows from Theorem 2.17.
Let ψ be the normalized nonnegative first eigenfunction of −∆ in the L 2 norm, i.e., Ω ψ 2 = 1, −∆ψ = λ 1 ψ in Ω, and ψ = 0 on ∂Ω.
Since pu p−1 0 ∂ t w ≤ −Lw, by the comparison principle, w ≤ Cψ for some C > 0 depending only on n, Ω, T , b and upper bound of u 0 /d in Ω.
Letψ be the normalized nonnegative weighted first eigenfunction of L in the L 2 norm, i.e., 
Note that for a positive smooth function η of t,
where m > 0 depends only on the lower bound of u 0 /d in Ω. Let
where µ > 0 is chosen such that
Therefore, there exists T > 0 (whose dependence is clear) such that η > 0 in [0, T ], η(0)ψ ≤ u 0 in Ω and
. By the comparison principle, w ≥ψ/C in Ω × [0, T ] for some C > 0 depending only on n, Ω, b, the lower bound of u 0 /d in Ω and u 1−p 0 Lu 0 C 1 (Ω) . Applying the comparison principle again to the equation of w t , we have |∂ t w| ≤ Cψ for some C > 0 depending only on n, Ω, T , b, and u 1−p 0 Lu 0 C 1 (Ω) . If we denote v = w t − u 1−p 0 Lu 0 , then
Applying Theorem 2.17 to the equations of w and v, we obtain
Applying elliptic estimates to the equation of w on each time slides (and differentiating it once in the x-variables), we obtain sup t∈(δ,T )
(Ω), we have ∇ 3 u 0 C α (Ω) ≤ C, and thus, sup
This finishes the proof.
Using Lemma 3.1 on page 78 in [36] , the estimates in the above proposition imply that all ∇ 2 w, ∇ 2 ∂ t w and ∇ 3 w are Hölder continuous in the time variable as well.
Denote Proof. We shall use the implicit function theorem. Let w be the solutions obtained in Proposition 3.1. For any small ε 0 > 0, we have w(·, t) − u 0 C 2+α (Ω) ≤ ε 0 provided t ≤ T ε 0 , where 0 < T ε 0 ≤ 1 is a constant depending on ε 0 . Note that
and let
where ∂ pa (Ω × [0, T ε 0 ]) stands for the parabolic boundary of Ω × [0, T ε 0 ]. It is easy to check that both X and Y are Banach spaces, and w ∈ X . Define F (v) := p|v| p−1 ∂v ∂t + Lv for v ∈ X , and for all ϕ ∈ X ,
By the definition of X , the properties of w and Remark 2.
Note that P(0) = 0 and
where P ′ (0) is the Fréchet derivative of P at 0. It follows from Theorem 2.17 (our definitions on X and Y will ensure the compatibility conditions even after differentiating the linearized equation in the time variable) and elliptic estimates that P ′ (0) is invertible when ε 0 is chosen sufficiently small. By the implicit function theorem, there exists a positive constant δ > 0 such that for any φ ∈ Y with φ Y < δ there exists a unique solution ϕ ∈ X of the equation P(ϕ) = φ. Let T be sufficiently small. Pick a cutoff function 0 ≤ η ≤ 1 satisfying η(s) = 1 for s ≤ T and η(s) = 0 for s ≥ 2T . By the equation of w, we see that ηF (w) ∈ Y, and we claim that ηF (w) Y < δ provided T is small. Indeed, we have that F (w)| t=0 = 0 and
from which the claim follows. Therefore, there exists a function ϕ ∈ X such that P(ϕ) = −ηF (w).
Thus u = w +ϕ is a solution, since u will be nonnegative using the estimates of ϕ if T is sufficiently small. Finally, one can also verify that u(·, t) ∈ S. Therefore, we complete the proof.
Time derivative estimates
Consider nonnegative solutions of the equation
where Ω ⊂ R n is a smooth bounded domain, 1 < p < ∞ if n = 1, 2 and 1 < p ≤ n+2 n−2 if n ≥ 3. Suppose that
for some constant
Upper bounds
Here, we prove the upper bounds of u(·, t) H 1 0 (Ω) and ∂ t u.
be a positive solution of the fast diffusion equation (37) satisfying (38) . Then there exists C > 0 depending only on n, Ω, p, b, c 0 and Ω |∇u(
It follows that J[u] is non-increasing in [0, T ]. The conclusion follows by using (38) .
be a positive solution of the fast diffusion equation (37) satisfying (38) . Then there exists C > 0 depending only on n, Ω, T, p, b, c 0 and Ω |∇u(
Proof. By integrating (39) in t, we have
where C > 0 depends only on n, Ω, b, p and c 0 in (38) .
Differentiating the equation (37) in t variable and denoting v = ∂ t u, we have
and v = 0 on ∂Ω × (0, T ].
Let 0 < T 1 < T 2 < T 2 , η 1 (t) be a smooth function so that η 1 (t) = 0 for t ≤ T 1 , η = 1 for t > T 2 and |η ′ 1 | ≤ 2 T 2 −T 1 . For x 0 ∈ ∂Ω and R > 0 small, let η 2 ∈ C 2 c (B R (x 0 )) be a nonnegative cutoff function, and η = η 1 η 2 . For k > 0, let w = (v − k) + . Using η 2 w as a test function, we have, for t ∈ (T 1 , T ),
Given (38) and (41), by the proof of Proposition 2.3 and estimates for uniform elliptic equations, it follows that, for any γ > 0 sup
where C > 0 depends only on n, Ω, T, b, c 0 , p and γ. Using the Hölder inequality and (40), the proposition follows. (Ω × [0, T ]) be a positive solution of (37) satisfying (38) . Then there exists C > 0 depending only on n, Ω, b, T, p, c 0 and Ω |∇u(x, 0)| 2 such that
Proof. This follows from a slight modification of the proof of 
Integral bounds
We will use the following two lemmas. The first one is a Sobolev type inequality.
Lemma 4.5. Let d(x) = dist(x, ∂Ω) as before. There exists a constant C > 0 depending only on n, p and Ω such that
Proof. Assume n ≥ 3 first. By the variational method there exists a C 2 positive solution of
in Ω and v = 0 on ∂Ω,
where we used the integration by parts in the second equality and the fact v = 0 on ∂Ω. Since vφ = 0 on ∂Ω, by the Poincaré-Sobolev inequality there exists C > 0 such that
If n = 1, 2, one can show (42) similarly.
The second one is an ODE argument.
where α > 0, µ 1 > 0, µ 2 ∈ [0, 1) and µ 3 ∈ [0, 1] are constants. If
where the constant C depends only on α, µ 2 , µ 3 , ζ(0) and T 0 ζ µ 1 dt.
Proof. Let
Integrating the equation from 0 to t, we have
If µ 3 = 1, we have
Let u ∈ C 3,2 (Ω × [0, T ]) be a solution of the fast diffusion equation (37) satisfying (38) . Let
We will show in this section that M q is bounded in [T /2, T ] for all 1 ≤ q < ∞. First of all, it follows from (40) that
where C depends only on n, Ω, p, b and c 0 . By Hölder inequality and (38), we have, for any 1 ≤ q < 2,
Next, we derive some evolution equations. By (37), we have
Since u ∈ C 3,2 (Ω × [0, T ]), u = ∂ t u = 0 on ∂Ω × [0, T ], and R = 1 − pu t /u, using (38) we can show that sup
For q > 1, we have
where C > 1 depends only on Ω, p, q and c 0 . Hence, we have (54) Proposition 4.7. Let u ∈ C 3,2 (Ω × [0, T ]) be a positive solution of (37) satisfying (38) . Let R be defined in (44) , and M q in (45) for every q > 1. Then there exists a constant C > 0, depending only on n, Ω, T, p, b, c 0 , q and u(·, 0) H 1 0 (Ω) , such that M q ≤ C for t > T /4.
By Proposition 4.7, using Hölder's inequality we find that, for any 1 ≤ q < ∞,
where C > 0 depending only on n, Ω, T, p, b, c 0 , q and u(·, 0) H 1 0 (Ω) . Using v as a test function and using Proposition 4.7, we have Moreover, if p is an integer, then u ∈ C ∞ (Ω × [T /2, T ])), and ∇ k ∂ ℓ t u L ∞ (Ω) ≤ C, where C > 0 depends only on n, Ω, T, p, b, c 0 , ℓ, k and u(·, 0) H 1 0 (Ω) . If p is not an integer, then ∂ ℓ t u(·, t) ∈ C 2+p (Ω) for every ℓ = 0, 1, 2, · · · , and all t ∈ [T /2, T ], and there holds sup
where C > 0 depends only on n, Ω, T, p, b, c 0 , ℓ and u(·, 0) H 1 0 (Ω) . Proof. We first prove
for some C > 0 depends only on n, Ω, T, p, b, c 0 and Ω |∇u(·, 0)| 2 dx. Let w = ∂ tt u = ∂ t v.
Denote p i = p(p − 1) · · · (p − i), i = 1, 2, 3, . . . . Then we have ∇v(·, t) C β (Ω) ≤ C.
Using Lemma 3.1 on page 78 in [36] , we have ∇u C β,β ′ x,t (Ω×[T /2,T ]) + ∇v C β,β ′ x,t (Ω×[T /2,T ]) ≤ C. Therefore, we can choose some 0 < α < min{1, p − 1, 2 p−1 } that v/u C α (Ω×[3T /4,T ]) ≤ C.
(60)
Then we can apply the Schauder estimates obtained in Section 2 to (37), (57) and (59), and obtain that If p is an integer, then for every k ≥ 0, one can keep applying elliptic estimates to the equations of u, ∂ t u, · · · , ∂ k+ℓ t u on each time slice and using standard bootstrap arguments for elliptic equations to show that ∂ ℓ t u(·, t) ∈ C k+3+α (Ω) for all t ∈ [T /2, T ], and ∇ k+3 ∂ ℓ t u L ∞ (Ω×[T /2,T ])) ≤ C.
If p is not an integer, then we can only different these equations in x only [p] (the integer part of p) times, and thus, obtain sup t∈[T /2,T ] ∂ ℓ t u(·, t) C 2+p (Ω) ≤ C.
Optimal boundary regularity
Let u be a bounded weak solution of ∂ t u p = ∆u + bu in Ω × (0, ∞), u = 0 on ∂Ω × (0, ∞),
