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Time auto-correlation function and Green-kubo formula: A study on disordered harmonic chain
Anupam Kundu1
1 Raman Research Institute, Bangalore 560080, India
We have considered heat conduction in a one-dimensional mass disordered harmonic chain of N particles
connected to two Langevin type reservoirs at different temperatures. An exact expression for the boundary heat
current-current auto-correlation function in the non-equilibrium steady state (NESS) is obtained in terms of
non-equilibrium phonon Green’s functions. The time integral of the correlation function gives expected result,
both in non-equilibrium as well as equilibrium cases. Using the form of this correlation function we show that
asymptotic system size dependence of current fluctuation in NESS for a mass disordered harmonic chain isN−α
for different boundary conditions. For free and fixed boundary conditions we get α = 1/2 and 3/2 respectively,
while for pinned case the fluctuation decays exponentially with system size.
PACS numbers:
I. Introduction
Time correlation functions are useful quantities in the study
of transport processes. They are related to various transport
coefficients. For example, the diffusion constant of a Brown-
ian particle is given by the integral of the equilibrium velocity-
velocity time auto-correlation function. Similarly the friction
coefficient of an over-damped particle is also related to the
time correlation function of the instantaneous force experi-
enced by the particle. Let us consider a stochastic process de-
scribed by the vector x(t). Then the time correlation function
of any quantity A(t) = A(x(t)) is defined as: 〈A(t)A(t′)〉
where 〈〉 represents the average over initial conditions and
trajectories. In terms of phase space variables, 〈A(t)A(t′)〉
is given by
〈A(t)A(t′)〉 =
∫
dx
∫
dyA(x)A(y)W (x, t;y, t′)P (y, t′)(1)
where, P (y, t′) is the probability of y at time t′ and W is the
transition probability from y to x in time t− t′. In general the
equilibrium time correlation function of some quantity is re-
lated to the response of a system to small perturbations. These
relations are called Green-Kubo formula (GK) [1, 2].
For the case of heat transport the GK formula relates the re-
sponse of a system to a small temperature gradient to the equi-
librium heat current auto correlation function. The response
to temperature gradient defines the thermal conductivity κ and
the GK formula gives:
κ = lim
τ→∞
lim
L→∞
1
kBT 2Ld
∫ τ
0
dt〈J(t)J(0)〉 , (2)
where J(t) is the heat current through the system at time t
and L is the linear dimension of a d-dimensional system. In
Eq. (2) the order of the limits is very important. Although this
is a very useful formula, there are some difficulties associated
with this formula. The formula in Eq. (2) is not applicable to
small mesoscopic structures. Also in case of anomalous trans-
port, which occurs in many low dimensional systems, the ther-
mal conductivity diverges [3, 4]. In such cases it is not possi-
ble to take the limits as in Eq. (2). There are various deriva-
tions of this formula [5, 6]. Recently we have derived a for-
mula similar to Eq. (2) for open systems, which is applicable
to systems of arbitrary size in any dimensions [7]. This deriva-
tion uses Fokker-planck description of stochastic systems and
hence is only applicable for those currents, which can be ex-
pressed in terms of phase space variables (e.g. currents inside
the bulk of the system). Since boundary currents naturally in-
volve noises explicitly, derivation given in [7] is not be appli-
cable for them. General expectation is, for boundary currents
also one can proof a open finite system GK formula as given
in [7]. In this paper we explicitly calculate boundary current-
current auto correlation function in the context of heat trans-
port for a finite mass disordered harmonic chain in NESS and
show that integration of the equilibrium correlation function
gives the NESS current.
There are few examples where exact time auto-correlation
functions in equilibrium state have been obtained for many-
particle systems. For Hamiltonian systems some examples
of exact calculations are velocity auto-correlation function for
ordered harmonic lattices [8] and for a one dimensional gas
of elastically colliding hard rods [9]. Recently authors of
[10] have shown explicitly that integration of the heat current
auto-correlation function gives the current in non-equilibrium
steady state for a two particle harmonic system. In this paper
we obtain an exact expression for the time auto-correlation
function for boundary heat current in the NESS for mass disor-
dered harmonic chains of arbitrary length, expressed in terms
of the non-equilibrium Green’s functions. We show that it sat-
isfies the GK formula derived in [7]. Using this correlation
function we also calculate the asymptotic system size scaling
of fluctuations in current in NESS.
The paper is organised as follows. In sec. (II) we give the
description of the model, define some relevant quantities and
notations and calculate the current in the NESS. In sec. (III)
we present the calculation of the time correlation function.
In sec. (IV) we discuss our results and finally in sec.(V) we
conclude.
II. Definition of model
We consider a chain of oscillators of N particles described
by the Hamiltonian H :
2H =
N∑
l=1
[
1
2
mlx˙
2
l +
1
2
kox
2
l ] +
N−1∑
l=1
1
2
k(xl+1 − xl)
2
+
1
2
k′(x21 + x
2
N ) , (3)
where xl are displacements of the particles about their equilib-
rium positions, k, k0 are the inter-particle and on-site spring
constants respectively, and ml is mass of the lth particle.
k′ is the spring constant of the potentials at the boundaries.
For different values of k′ and k0 we get different boundary-
conditions (BCs). If k′ and k0 both are zero we get free BC,
otherwise we get fixed BC (k′ 6= 0 and k0 = 0) and pinned
case (k0 6= 0). The particles 1 and N are connected to two
white noise heat baths of temperatures TL and TR respec-
tively. The equation of motion of the lth particle is given by
[11]
mlx¨l = −k(2xl − xl−1 − xl+1)− koxl
−δl,1[(k
′ − k)xl + γLx˙1 − ηL]
−δl,N [(k
′ − k)xl + γRx˙N − ηR ]
where l = 1, 2...N and x0 = xN+1 = 0(4)
where ηL,R(t) are Gaussian noise terms with zero mean and
related to the dissipative terms with these relations
〈ηL,R(t)ηL,R(t
′)〉 = 2γL,RTL,Rδ(t− t
′)
〈ηL(t)ηR(t
′)〉 = 0, 〈ηL,R(t)〉 = 0 (5)
(In this paper we have setKB = 1.) To define the local energy
current inside the chain we first define the local energy density
associated with the lth particle (or energy at the lattice site l)
as follows:
ǫ1 =
p21
2m1
+
kox
2
1
2
+
k′x21
2
+
k
4
(x1 − x2)
2 ,
ǫl =
p2l
2ml
+
kox
2
l
2
+
k
4
[ (xl−1 − xl)
2 + (xl − xl+1)
2 ] ,
for l = 2, 3...N − 1
ǫN =
p2N
2mN
+
kox
2
N
2
+
k′x2N
2
+
k
4
(xN−1 − xN )
2 . (6)
Using this energy density we write a continuity equation, from
which we get two instantaneous currents jL and jR which are
flowing from the left and right reservoirs into the system re-
spectively. These currents are given by [3, 4]
jL(t) = −γLx˙
2
1(t) + ηL(t)x˙1(t) ,
and jR(t) = −γRx˙
2
N (t) + ηR(t)x˙N (t) . (7)
In order to obtain the steady state properties we have to find
out the steady state solution of the Eq. (4). For that we write
Eq. (4) in Matrix form as:
MX¨ + ΓX˙ +ΦX = η(t), (8)
where,X, η are column vectors with elements [X ]T =
(x1, x2, ....xN ), [η]
T
= (ηL, 0, ....0, ηR) andΓ is aN×N ma-
trix with only non-vanishing elements [Γ]11 = γL, [Γ]NN =
γR. [Φ]N×N represents a tridiagonal matrix with elements
[12]
Φlm = (k + k
′ + ko)δl,m − kδl,m−1 for l = 1
= −kδl,m−1 + (2k + ko)δl,m − kδl,m+1
for 2 ≤ l ≤ N − 1
= (k + k′ + ko)δl,j − kδl,m+1 for l = N , (9)
and Mlm = mlδlm where ml is chosen uniformly from the
range [1 −∆, 1 + ∆]. If G+(t) denotes the Green’s function
of the entire system then G+(t) satisfies
M G¨+(t) + ΓG˙+(t) + ΦG+(t) = δ(t)I , (10)
It is easy to verify that G+(t) = G(t)Θ(t) whereG(t) satisfies
the homogeneous equation
MG¨+ ΓG˙+ΦG = 0 , (11)
with the initial conditions G(0) = 0, G˙(0) = M−1. Here
Θ(t) is the Heaviside function. Assuming that the heat baths
have been switched on at t = −∞ we write the steady state
solution of Eq. (8) as
X(t) =
∫ t
−∞
dt′G(t− t′)η(t′). (12)
For equilibration we require that G(t) → 0 as t → ∞. From
Eq.(12), we get
x˙1(t) =
∫ t
−∞
dt1
[
G˙11(t− t1)ηL(t1)
+G˙1N (t− t1)ηR(t1)
]
. (13)
Next we calculate 〈jL〉 in the NESS. Here 〈...〉 denotes the
average over the noise variables ηL(t) and ηR(t). From now
we denote 〈jL〉 by j. Putting x˙1(t) from Eq. (13) in the ex-
pression of jL(t) in Eq. (7) and using the noise correlation in
Eq. (5) we get :
j = −γL
∫ t
−∞
dt1
∫ t
−∞
dt2
[
G˙11(t− t1)G˙11(t− t2)
×〈ηL(t1)ηL(t2)〉+ G˙1N (t− t1)G˙1N (t− t2)
×〈ηR(t1)ηR(t2)〉
]
+
∫ t
−∞
dt1G˙11(t− t1)〈ηL(t)ηL(t1)〉
= 2γL
[
TL
2
G˙11(0)− (γLTLA1(0) + γRTRAN (0))
]
,
(14)
where we have used the definition
Ai(t) =
∫ ∞
0
dt′G˙1i(t+ t
′)G˙1i(t
′) ∀ t . (15)
We now note the following identity (for proof see Appendix
A)
γLA1(t) + γRAN (t) =
G˙11(t)
2
, (16)
3which can be obtained from Eqs.(15,11). Using this in
Eq. (14) we get
j = 2γLγR(TL − TR)AN (0) . (17)
If we go to the frequency ω space using the following defini-
tion
G+(ω) =
∫ ∞
0
dt G(t)eiωt, (18)
we can identify that
Ai(t) =
1
2π
∫ ∞
−∞
ω2|G+1i(ω)|
2eiωt, (19)
and
G+(ω) =
[
−Mω2 + iωΓ + Φ
]−1
. (20)
With this identification we see that the expression given in
Eq. (17) reduces to the form
j =
(TL − TR)
2π
∫ ∞
0
dω T (ω), (21)
where
T (ω) = 4γLγR ω
2|G+1N (ω)|
2, (22)
is the transmission coefficient for frequency ω. The above
expression for the current j is seen to be identical to the well-
known expression for the current given in [13, 14].
In the next section we proceed to obtain the time auto-
correlation function C∆T (t, t′) defined as:
C∆T (t, t
′) = 〈jL(t)jL(t
′)〉 − 〈jL〉
2, (23)
in the NESS. The subscript ∆T represents the difference be-
tween the temperature at the two ends i.e. ∆T = TL−TR. In
the stationary state 〈jL(t)jL(t′)〉 will be a function of |t− t′|
only. Hence we set t′ = 0. If we take ∆T = 0 in the expres-
sion of C∆T (t) we get the equilibrium auto-correlation which
is denoted by C0(t) and we show that integral of C0(t) is re-
lated to the average current 〈jL〉, whereas integral of C∆T (t)
is related to its fluctuations in the NESS.
III. Calculation of auto-correlation function
Using the forms of jL from Eq. (7) we write current current
auto-correlation 〈jL(t)jL(0)〉 as:
〈jL(t)jL(0)〉 = JL1 + JL2 + JL2 + JL4 ,
where
JL1 = γ
2
L〈x˙
2
1(t)x˙
2
1(0)〉,
JL2 = −γL〈ηL(t)x˙1(t)x˙
2
1(0)〉,
JL3 = −γL〈ηL(0)x˙
2
1(0)x˙1(t)〉,
JL4 = 〈ηL(t)x˙1(t)ηL(0)x˙1(0)〉, (24)
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FIG. 1: (Color online) Plots of [[g0(t)]] vs. t for N = 4 and N =
8. The parameters for the figure are TL = 2.0, TR = 2.0, k =
1.0, k0 = 0.0, k
′ = 0.0, γL = γR = 2.5 and ∆ = 0.4. Here
[[g0(t)]] denotes disorder averaged g0(t). The average is done over
100 disorder realisations. Inset shows the plots of A1(t) and AN (t)
for N = 8 for a single disorder configuration.
where t > 0.
Now we will calculate all these J’s using Eq. (13) and Eq. (5).
We will present the calculation of JL1 explicitly and state the
results for other J’s. Putting the form of x1(t) in the expres-
sion of JL1 in Eq. (24) we get
JL1 = γ
2
L
∫ t
−∞
dt1
∫ t
−∞
dt2
∫ 0
−∞
dt3
∫ 0
−∞
dt4
×K1(t1, t2, t3, t4, t), (25)
Where K1(t1, t2, t3, t4, t) is given by
K1(t1, t2, t3, t4, t)
=
〈
[G˙11(t− t1)ηL(t1) + G˙1N (t− t1)ηR(t1)]
×[G˙11(t− t2)ηL(t2) + G˙1N (t− t2)ηR(t2)]
×[G˙11(−t3)ηL(t3) + G˙1N (−t3)ηR(t3)]
×[G˙11(−t4)ηL(t4) + G˙1N (−t4)ηR(t4)]
〉
. (26)
After taking the average over noises and using their Gaussian
property, we get
K1(t1, t2, t3, t4, t)
= 4(K
(1)
1 (t1, t2, t3, t4, t)δ(t1 − t2)δ(t3 − t4)
+K
(2)
1 (t1, t2, t3, t4, t)δ(t1 − t3)δ(t2 − t4)
+K
(3)
1 (t1, t2, t3, t4, t)δ(t1 − t4)δ(t2 − t3)) (27)
where expressions for these K ′s1 are given in Appendix B.
Putting the expression of K1(t1, t2, t3, t4, t) in Eq. (25) and
arranging the terms we finally get
JL1 = 4γ
2
L
[{
γLTLA1(0) + γRTRAN (0)
}2
+ 2
{
γLTLA1(t) + γRTRAN (t)
}2]
, (28)
4where we have used the definitions of Ai(t) in Eq. (15). Sim-
ilarly we calculate other J’s and their expressions are
JL2 = −4γ
2
LTL[
1
2
G˙11(0){γLTLA1(0) + γRTRAN (0)},
JL3 = −4γ
2
LTL[
1
2
G˙11(0){γLTLA1(0) + γRTRAN (0)}
+ 2G˙11(t){γLTLA1(t) + γRTRAN (t)}],
JL4 = 4γLTL[δ(t){γLTLA1(t) + γRTRAN (t)}
+ γLTL{
1
4
G˙211(0)}] .
(29)
Collecting all the expressions for J’s from Eqs. (28) and (29)
in Eq. (24) and subtracting 〈jL〉2 we finally obtain
C∆T (t) = 4γLTL
{
γLTLA1(0) + γRTRAN (0)
}
δ(t)
− 8γL
2
[{
γLTLA1(t) + γRTRAN (t)
}
×
{
TLγLA1(t) + (2TL − TR)γRAN (t)
}]
,
= 4γLTL
{
γLTLA1(0) + γRTRAN (0)
}
δ(t)
− g∆T (t) (30)
where
g∆T (t) = 8γL
2
[{
γLTLA1(t) + γRTRAN (t)
}
×
{
TLγLA1(t) + (2TL − TR)γRAN (t)
}]
,(31)
and we have used the identity in Eq. (16). From the above
expression of g∆T (t) we note that g0(t) is always positive.
Thus we have obtained a closed form expression for the
non-equilibrium current-current auto-correlation function ex-
pressed in terms of the Green’s function for a disordered har-
monic chain of length N . The delta function appearing in
the above equation is purely due to the white nature of the
noises. More generally one can define the current operator on
any bond on the harmonic chain. However the detailed form
of the bond-correlation function is quite different from that of
the boundary-correlation function. The notable difference that
we find is the absence of the δ-function peak. We have veri-
fied that the integral of bond-correlation agrees with the value
for the boundary-correlation.
IV. Discussions
In this section we plot the function g∆T (t) =
4γLTL
{
γLTLA1(0)+ γRTRAN (0)
}
δ(t)−C∆T . To find the
functional form of g∆T (t) we need to know the functional
forms of the functionsAi(t). These functions can be obtained
by Fourier transforming ω2|G1i(ω)|2 as shown in Eq. (19).
For a general N-particle mass disordered chain it is difficult
to find analytical expressions for the functions |G+ij(ω)|2. For
the ordered case G+ij(ω) can be obtained analytically using
the tridiagonal nature of the force matrix Φ (see for example
Refn. [12]). However in case of disordered chain, G+1N (ω)
and G+11(ω) can be obtained through transfer matrix approach
0 5 10 15 20 25
t
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N=1024
N=2048
N=4096
N=8192
FIG. 2: (Color online) Plots of [[AN (t)]] vs. t for different system
sizes. The parameters for the figure are same as those for Fig. 1.
∆ = 0.4.
in which G+1N (ω) and G
+
11(ω) are expressed in terms of a
product of N random matrices [11]. We numerically evalu-
ate G+1N (ω) and G
+
11(ω) using this transfer matrix approach.
We observe that at large ω > ωd = kmNσ2 ,
[[
|G+1N (ω)|
2
]]
de-
cays as e−aNω
2 (a is a positive constant) where m = [[ml]]
and σ2 = [[(ml−m)2]]. Here [[...]] denotes disorder average.
This behaviour was proved analytically by Matsuda and Ishi
[15] and was first observed numerically by Dhar [11]. Another
observation made by Dhar was that for ω < ωd disordered av-
erage of |G+1N (ω)|2 is almost identical to that of an ordered
chain for both the BCs. We make use of this observation in
this paper. Another observation which we made is that for
ω > ωm the function |G+11(ω)|2 decays as 1/ω4, where ωm is
the maximum normal mode frequency. This 1/ω4 behaviour
can be easily obtained through the transfer matrix approach.
For small frequencies disorder average of |G+11(ω)|2 oscillates
with ω and is again identical to that of ordered chain.
After integrating Eq. (19) numerically, we obtain Ai(t) and
Gij(t) and hence g0(t) for different system sizes with differ-
ent disorder configurations. In Fig. 1 we plot [[g∆T (t)]] versus
t for system sizes N = 4, 8 and 16 with free BC. We observe
that the correlation functions for two system sizes remains al-
most identical at short times and starts being different signifi-
cantly after some time scale. These observations can be made
by looking at the dominant contributions of ω2|G+1i(ω)|2 in
the integrand of Eq. (19) for fixed t. At large ω the functions
|G+1N (ω)|
2 decays as e−aNω2 (a is a positive constant)[11, 15]
whereas |G+11(ω)|2 decays as 1/ω4. At small frequencies both
G+1N (ω) and G
+
11(ω) are oscillating function of ω and the fre-
quency of oscillation increases with system size N . As a re-
sult A1(t) is independent of system size N at small times and
starts depending on N after some time scale, where contri-
bution from small ω becomes important. Whereas, in case
of AN (t), only a small range of ω contribute in the Fourier
transform of ω2|G+1N (ω)|2(Eq. (19)). For large N , at small
times A1(t) is much larger that AN (t) and contributes most
in g0(t), which makes g0(t) to be independent of N at small
times. Inset in Fig. 1 compares A1(t) and AN (t) for N = 8.
5In the next paragraph we will see that physically interesting
quantities like current, fluctuations in current in NESS are re-
lated to the time integral of C∆T (t) and this integral depends
only on AN (t), though A1(t) has dominant contribution in
the correlation function itself. Hence it is more relevant to
see the behaviour of AN (t) with system size N . In Fig. 2 we
plot [AN (t)] for different system sizes. Here we prefer to give
plots of disordered averaged quantities, since very often we
are interested in disorder averaged quantities.
Let Q(τ) =
∫ τ
o
dtjL(t) be the heat transfer in duration τ
from left reservoir to the system. Using stationarity property
of the correlation function it is easy to show that the 2nd order
cumulant of Q(τ) is related to C∆T (t) as
lim
τ→∞
〈Q2(τ)〉c
τ
=
∫ ∞
0
dtC∆T (t). (32)
Now integrating the expression of C∆T (t) given in Eq. (30)
from 0 to ∞ and again using the identity in Eq.(16) we get
∫ ∞
0
dtC∆T (t) = 2γLγRTLTRAN (0)
+ 8γ2Lγ
2
R(TL − TR)
2
∫ ∞
0
dt A2N (t) .
(33)
In the frequency space the Eq. (33) can be written as an inte-
gration over ω of the transmission coefficient T (ω) defined in
Eq. (22) and we obtain
∫ ∞
0
dtC∆T (t) =
(TL − TR)
2
4π
∫ ∞
0
dω T 2(ω)
+
TLTR
2π
∫ ∞
0
dω T (ω) . (34)
This expression matches with the expression given in [16] for
quantum mechanical systems, in the high temperature limit.
Now if we put TL = TR = T in the expression in Eq. (33)
and use Eq.(17) we get a relation between the current in the
non-equilibrium steady state and the equilibrium correlation
function similar to the GK relation derived in [7]
∫ ∞
0
dtC0(t) =
T 2
2π
∫ ∞
0
dω T (ω) = T 2
j
(TL − TR)
, (35)
where C0(t) is the equilibrium auto-correlation function for
the open system. The inset of Fig. 3 shows the system size
dependence of the disorder average of current.
In general for large system sizes [[j]] and [ 〈Q
2(τ)〉c
τ ] scales
with N as N−β and N−α respectively. Using the frequency
dependence of T (ω) = [[T (ω)]] and [[T 2(ω)]] one can pre-
dict the value of α and β for different BC’s. By computing
[[j]] in NESS, several authors have already studied asymp-
totic size dependence of [[j]]. Rubin and Greer [17] obtained
β = 1/2 for free BC, which was latter proved rigorously by
Verheggen[18]. Casher and Lebowitz [13] studied the same
model and obtained a lower bound for [[j]] ≥ N−3/2 and
simulations by Rich and vischer [19] confirmed the exponent
128 256 512 1024 2048 4096 8192
N
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0.5
[[<
Q2
(τ)
>/τ
]]
128 256 512 1024 2048 4096 8192
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0.125
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0.5
[[j]
] N-1/2
N-1/2
FIG. 3: (Color online) This figure shows the dependence of non-
equilibrium current fluctuation on system size for free BC. The pa-
rameters for the figure are same as those for Fig. 1 except TL = 3.0
and TR = 2.0. Inset shows the dependence of non-equilibrium cur-
rent on system size for free BC. Disorder average is taken over 100
different disorder realizations. Standard deviation corresponding to
each point is smaller that the size of the point symbol.
to be β = 3/2. Later Dhar[11] obtained j for both the bound-
ary conditions using Langevin Equation and Green Function
approach and obtained β = 1/2 for free BC and β = 3/2
for fixed BC. Here we follow the same procedure described
in [11] to find the asymptotic size dependence of [[ 〈Q2(τ)〉cτ ]]
from the expression given in Eq. (34).
We numerically observe that for both the BCs [[T 2(ω)]] is
much smaller than T (ω) for each N . Hence, in determining
the assymptotic N dependence, dominant contribution comes
from the integration of T (ω) over ω. To determine α, we use
the fact (discussed in the first paragraph of this section) that
for ω greater than ωd ∼ N−1/2, T (ω) decays exponentially
as e−aNω
2
whereas, for ω < ωd, T (ω) is almost identical
to To(ω) of an ordered chain. It can be shown that trans-
mission coefficient of an ordered chain, denoted by To(ω),
is independent of ω for free BC and goes as ω2 for fixed
BC. Now putting these forms of To(ω) and integrating up-
to ωd ∼ N−1/2 we get α = 1/2 for free BC and 3/2 for
fixed BC. We see that the asymptotic size dependence of cur-
rent fluctuation is same as that of NESS current. We numer-
ically evaluate the RHS of Eq. (33) for free BC and obtain
〈Q2(τ)〉c
τ for τ → ∞ for different system sizes. In Fig. 3 we
plot [[ 〈Q
2(τ)〉c
τ ]] versus system size N , which shows that the
fluctuation in current scales with system size as N−1/2, when
both ends of the chain are free. In the pinned case, since there
are no low frequency modes, T (ω) decays exponentially and
hence fluctuations in current decays exponentially with N .
V. Conclusion
In conclusion we have given an expression for the current-
current correlation for a one dimensional mass-disordered har-
monic system in NESS. The correlation function has been ex-
6pressed in terms of the phonon Green’s functions which are
easy to evaluate numerically. We show that the integration of
equilibrium correlation function gives current satisfying the
finite size open system Green-Kubo formula whereas the in-
tegration of non-equilibrium correlation function gives infor-
mation about current fluctuation in the NESS. Using the non-
equilibrium correlation function we obtain asymptotic system
size scaling of the fluctuation in the steady state current. A
possible application of our results is that they can serve to
test numerical codes for simulations studying correlations in
non-equilibrium systems. In this paper we have considered a
classical one dimensional system with white noise Langevin
dynamics. It will be straightforward to get an expression for
correlation function in quantum systems and higher dimen-
sional systems.
Appendix A: Proof of Eq.[16]
Let us first define few quantities:
G˜ = M
1
2GM
1
2
Γ˜ = M−
1
2ΓM−
1
2
Φ˜ = M−
1
2ΦM−
1
2
Using this above definitions Eq. (11) can be written as
¨˜G(t) + Γ˜ ˙˜G(t) + Φ˜G˜(t) = 0 (A1)
We use the above equation to evaluate ddt′ [
˙˜
GT (t′) ˙˜G(t′ + t)]
and get
d
dt′
[
˙˜
GT (t′) ˙˜G(t′ + t)] = −2
˙˜
GT (t′)Γ˜ ˙˜G(t′ + t)
+
d
dt′
[G˜T (t′)Φ˜G˜(t′ + t)]
Now integrating both side of the above equation over t′ = 0
to t′ =∞ we get
˙˜G(t) = 2
∫ ∞
0
dt′
˙˜
GT (t′)Γ˜ ˙˜G(t′ + t). (A2)
To the above equation we have used the following: G˙(0) =
M−1, G(0) = 0, G(t) → 0 as t → ∞. Now we know that
Γij = (
γL
m1
δi1 +
γR
mN
δiN )δij . Taking (11)th element on the
both side of the matrix equation (A2) we get
G˙11(t)
2
=
∫ ∞
0
dt′[γLG˙11(t
′)G˙11(t
′ + t)
+ γRG˙1N (t
′)G˙1N (t
′ + t)]
= γLA1(t) + γRAN (t) (A3)
Appendix B: Expressions of K1’s
K
(1)
1 (t1, t2, t3, t4, t) =[
γ2LT
2
LG˙11(t− t1)G˙11(t− t2)G˙11(−t3)G˙11(−t4)
+γ2RT
2
RG˙1N (t− t1)G˙1N (t− t2)G˙1N (−t3)G˙1N (−t4)
+γLTLγRTR
{
G˙1N (t− t1)G˙1N (t− t2)G˙11(−t3)G˙11(−t4)
+G˙11(t− t1)G˙11(t− t2)G˙1N (−t3)G˙1N (−t4)
}]
,
—-
K
(2)
1 (t1, t2, t3, t4, t) =[
γ2LT
2
LG˙11(t− t1)G˙11(t− t2)G˙11(−t3)G˙11(−t4)
+γ2RT
2
RG˙1N (t− t1)G˙1N (t− t2)G˙1N (−t3)G˙1N (−t4)
+γLTLγRTR
{
G˙1N (t− t1)G˙11(t− t2)G˙1N (−t3)G˙11(−t4)
+G˙11(t− t1)G˙1N (t− t2)G˙11(−t3)G˙1N (−t4)
}]
and
K
(3)
1 (t1, t2, t3, t4, t) =[
γ2LT
2
LG˙11(t− t1)G˙11(t− t2)G˙11(−t3)G˙11(−t4)
+γ2RT
2
RG˙1N (t− t1)G˙1N (t− t2)G˙1N (−t3)G˙1N (−t4)
+γLTLγRTR
{
G˙11(t− t1)G˙1N (t− t2)G˙1N (−t3)G˙11(−t4)
+G˙1N (t− t1)G˙11(t− t2)G˙11(−t3)G˙1N (−t4)
}]
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