The global availability of high spatial resolution images makes mapping tree species distribution possible for better management of forest resources. Previous research mainly focused on mapping single tree species, but information about the spatial distribution of all kinds of trees, especially plantations, is often required. This research aims to identify suitable variables and algorithms for classifying land cover, forest, and tree species. Bi-temporal ZiYuan-3 multispectral and stereo images were used. Spectral responses and textures from multispectral imagery, canopy height features from bi-temporal stereo imagery, and slope and elevation from the stereo-derived digital surface model data were examined through comparative analysis of six classification algorithms including maximum likelihood classifier (MLC), k-nearest neighbor (kNN), decision tree (DT), random forest (RF), artificial neural network (ANN), and support vector machine (SVM). The results showed that use of multiple source data-spectral bands, vegetation indices, textures, and topographic factors-considerably improved land-cover and forest classification accuracies compared to spectral bands alone, which the highest overall accuracy of 84.5% for land cover classes was from the SVM, and, of 89.2% for forest classes, was from the MLC. The combination of leaf-on and leaf-off seasonal images further improved classification accuracies by 7.8% to 15.0% for land cover classes and by 6.0% to 11.8% for forest classes compared to single season spectral image. The combination of multiple source data also improved land cover classification by 3.7% to 15.5% and forest classification by 1.0% to 12.7% compared to the spectral image alone. MLC provided better land-cover and forest classification accuracies than machine learning algorithms when spectral data alone were used. However, some machine learning approaches such as RF and SVM provided better performance than MLC when multiple data sources were used. Further addition of canopy height features into multiple source data had no or limited effects in improving land-cover or forest classification, but improved classification accuracies of some tree species such as birch and Mongolia scotch pine. Considering tree species classification, Chinese pine, Mongolia scotch pine, red pine, aspen and elm, and other broadleaf trees as having classification accuracies of over 92%, and larch and birch have relatively low accuracies of 87.3% and 84.5%. However, these high classification accuracies are from different data sources and classification algorithms, and no one classification algorithm provided the best accuracy for all tree species classes. This research implies the same data source and the classification algorithm cannot provide the best classification results for different land cover classes. It is necessary to develop a comprehensive classification procedure using an expert-based approach or hierarchical-based classification approach that can employ specific data variables and algorithm for each tree species class.
Introduction
A substantial decrease of global forest area from unprecedented human disturbance causes a huge loss of biodiversity [1] . The expansion of plantations compensates this damage to some extent. Plantations provide some habitat needs for a subset of animal species and diverse timbers for human use. Understanding the distribution of plantations is very important in biodiversity assessment [2] , forest biomass prediction [3, 4] , ecosystem services and biogeochemical cycling [5] [6] [7] , and forest resources management [8] . China, as the largest plantation area in the world since 1999 [9] , experienced a dramatic increase from nearly 47 million hectares in 1999 to nearly 70 million hectares in 2014 [10] , which requires timely updates of spatial information of forest distribution. Depending on the geolocations and climate zones in China, the spatial patterns, and types of plantations vary such as rubbers in a tropical region of south China, eucalyptus in a subtropical region in east and south China, Chinese fir plantations in the subtropical region, and different kinds of pines (e.g., larch, Chinese pine, red pine) in north China. Plantations have played more and more important roles in improving economic conditions for local persons.
Remotely sensed data has long been used for land-cover mapping in large areas due to the unique characteristics of spectral, temporal, and spatial features and a digital number data format suitable for computer processing. Satellite data, such as Landsat, have been explored extensively for land cover mapping, and even individual tree species mapping, because the data are freely available and contain a broad range of suitable spectral bands [11] [12] [13] [14] . Dong et al. [15] combined multi-temporal Landsat images and PALSAR (Phased Array type L-band Synthetic Aperture Radar) data to map rubber tree distribution in China's Hainan Province and achieved an overall accuracy of 92%. Qiao et al. [16] applied time-series normalized difference vegetation index (NDVI) images from annual Landsat images over 15 years to identify eucalyptus in Guangdong Province and obtained an accuracy of 91%. In previous research, single-date images were mostly used because of the difficulty in obtaining images of different seasons due to poor weather conditions, especially in tropical and subtropical regions [17, 18] . Seasonal vegetation information has proven valuable in improving vegetation classification [19] . In the subtropical Lin'an District mountains, Xi et al. [20] used multi-temporal Landsat images to extract hickory plantations by developing subpixel indices from linear spectral mixture analysis. Because of its relatively coarse spatial resolution in Landsat, accurate mapping of plantation distribution due to a small parch size become a challenge.
In recent years, attention has shifted to using high spatial resolution satellite data for detailed classification because of its better ability to capture fine characteristics of objects [21] [22] [23] . Gomez et al. [17] used QuickBird multispectral and panchromatic images to extract coffee plantations in NewCaledonia and obtained an accuracy of 96.9%. Cho et al. [24] applied WorldView-2 images to extract three tree species in South Africa and obtained an accuracy of 89.3%. Wang and Lu [25] used the expert-rule based approach based on Chinese Gaofen (GF-1) and ZiYuan (ZY-3) satellite images to successfully map Torrya forest distribution with an overall accuracy of 84.4%. High spatial resolution data with multi-temporal features are especially valuable for improving vegetation classification accuracy [19] . Reis and Tasdemir [26] applied QuickBird data during the growing and deciduous seasons to identify hazelnut in northeastern Turkey and found that accuracy increased by 9% compared to using single-season data. Li et al. [19] used four-seasonal GF-1 images to map wetland classification in Hangzhou Way, China using the expert-based approach with an overall classification accuracy of 90.3%. However, processing and analysis of high spatial resolution satellite data also pose challenges in terms of large file sizes, canopy shadows, and high spectral variation within the forested areas.
The selection of suitable variables from remotely sensed data is one of the critical steps in improving classification accuracy [27] . Since high spatial resolution data often have limited spectral information. The incorporation of spatial-based variables into spectral features becomes critical [19, 21] . Pixel-based features can be individual spectral bands, vegetation indices, or transformed images. Spatial-based features can be textural images or segmentation [27] . Many previous studies indicated that combinations of spectral and spatial features improved classification accuracy [18, 28] and the object-based classifier provided better accuracy than pixel-based approaches when high spatial resolution images were used [21, 23, 29, 30] . Dihkan et al. [31] found that overall accuracy was improved from 93.82% to 97.40% after integration of textures and multispectral images for mapping tea plantations using a support vector machine (SVM).
For forest classification, use of the forest stand structure features may support the separation of different tree species or forest types due to the difference in tree species composition, crown size and shape, and tree density [32, 33] . One critical step is to extract suitable forest attributes such as canopy height and crown size. The height information was found to be useful in improving classification accuracy of tree species [34] [35] [36] [37] . Holmgren et al. [34] compared the results of mapping tree species in southern Sweden by separately using three variable conditions (only height information from lidar, only variables from multispectral data, and a combination of height information and variables from multispectral data) and found that spectral variables combined with height information provided the highest accuracy. Ke et al. [36] also found that adding height information improved tree species mapping accuracy by 3%. In reality, use of height information in forest classification is still very limited in previous research due to the difficulty in obtaining height images in a large area, but could be an important factor in improving forest classification in the future because of the availability of lidar and satellite stereo images.
Many classifiers from statistical-based algorithms-e.g., cluster analysis [38] , maximum likelihood classifier (MLC) [26] -to machine learning algorithms-e.g., decision tree (DT) [36] , artificial neural networks (ANN) [17] , SVM [39] , expert rules-based approach [25] , and random forest (RF) [37, 40] -have been used for land-cover classification based on high spatial resolution imagery. Previous research implies that the choice of the best classifiers depends mainly on the specific study area, data, and land-cover classification system [19, 27] . Raczko and Zagajewski [41] compared three machine learning classifiers in identifying five tree species and found that ANN achieved the highest accuracy. Li et al. [19] applied MLC, RF, and the expert rules-based approach to classify nine land-cover classes from four seasons of GF-1 multispectral images in Hangzhou Bay coastal wetland. An accuracy of 90.3% was obtained using the expert rules-based approach. Recent research explored the use of deep learning in tree species mapping [42] [43] [44] . However, more investigation is needed for this method since it is highly complex and is computationally intensive.
Forest inventories at the county or forest farm scale in China in the 1980s and 1990s were usually conducted at 10-year intervals using field surveys, topographic maps, and aerial photographs to create detailed forest distribution maps of tree species, especially for plantations, and to make plans for forest management. Entering the 2000s, as high spatial resolution satellite images such as QuickBird, SPOT, and WorldView became widely available, forest inventory was mainly based on visual interpretation of the images with support from field surveys. Because these processes were time consuming and labor intensive, and updating and incorporating data from previous inventories was difficult, research in recent years has shifted to computer-based automatic classification based on the satellite images. Although the important role of using high spatial resolution images in improving the quality of mapping forest distribution has been recognized, they have not been extensively used in real applications. Three major reasons may account for this: (1) the difficulty of using automatic classification of forest types within existing classification approaches, (2) the limitation of spectral wavelengths (usually only visible and NIR bands) resulting in the challenge of separation of tree species, and (3) the costs of image purchase, purchase of computers that can deal with large volumes of data, and hiring data-processing professionals. However, high spatial resolution data will play an increasingly important role in the future, for producing detailed forest classification and conducting forest inventory at local and regional scales.
Although many studies explored tree species classification using high spatial resolution images, they mainly focused on single tree species without taking multiple tree species into account. Many variables from spectral signatures, vegetation indices, texture, and ancillary data can be used for tree species classification. However, not all variables are needed and improper combinations of different variables may yield poor classification results. Overfitting in the machine learning algorithms is also a problem. To date, it is still unclear which classification algorithm provides the best performance and how different seasonal features, and different data sources influence land cover or forest classification. The objectives of this research are to explore (1) the incorporation of different seasonal data (leaf-on, leaf-off), (2) combination of different kinds of variables (spectral, vegetation indices, textures, shape variables, topographic factors, and height features), and (3) different classifiers (MLC, ANN, k-nearest neighbor (kNN), DT, RF, and SVM) in improving land cover (all forest and non-forest classes), forest (all tree species classes), and tree species mapping performance. Therefore, high spatial resolution multi-spectral and panchromatic data, satellite stereo images, and topographic data were selected in a plantation-dominated study area in north China. The contribution of this research is to identify the best classification procedures for land cover, forest, and tree species classification using high spatial resolution images through comparative analysis of the classification results based on different scenarios. Other contributions include the calculation of textural images based on segmented polygons instead of traditional approaches based on fixed window sizes and the use of canopy height features in improving forest and tree species classification accuracies. This research will provide new insights on how to select suitable variables and classification algorithms for land cover and forest classification, especially in temperate monsoon climate regions.
Materials and Methods

Study Area
In order to explore the classification performance using different data sources and classification algorithms, selection of a typical study area is important. Wangyedian Forest Farm with a total area of approximately 500 km 2 , which is located in southwestern Kelaqin, Inner Mongolia, China, was an ideal study area because of its spatial distribution of typical coniferous forest plantations in a temperate climate zone (Figure 1 ). Plantation types mainly include four needle forests (larch, Chinese pine, Mongolia scotch pine, and red pine) and three deciduous broadleaf forests (birch, aspen, and elm) [45] . Aspen and elm are mainly distributed along roads and around villages, while birch is in the mountainous areas. This study area is located at relatively high elevations of 1810 m in the west and 783 m in the east (Figure 1) . The region has a typical middle continental temperate monsoon climate with four seasons: dry with frequent wind in the spring, wet and hot in the summer, frequent frosts in the fall, and cold with a little snow in the winter [46] . Average annual temperatures range from 3.5 • C to 7 • C and average annual rainfall is around 400 mm [47] .
Founded in 1956 and managed by the former State Forestry Administration until 1978, this farm was administratively incorporated to Chifeng City. Because it is a state property, management has focused on afforestation, and harvesting has been strictly prohibited. In 1956, this forest farm had natural forest areas of about 7300 ha [48] . Between 1956 and 1990, about 15,300 ha of man-made forests were planted, and, between 1991 and 2006, the emphasis was on the intensive forest management for the young and middle-age plantations in order to improve the forest quality. After 2007, harvesting of natural forests was prohibited. By 2014, the forested area was over 22,000 ha, with plantations accounting for almost half of it [49] . 
Data Preparation
Field Survey Data Collection
Datasets used in this study include field survey data and ZiYuan (ZY-3) multispectral, panchromatic, and stereo data (Table 1) . We first designed the sites for the field survey based on the high spatial resolution image and previous forest map in this study area. During the field work, we recorded all land cover types around each site. We then digitized all recorded land cover types on the google earth image and formed a shape file format file. The land covers recorded include larch, Chinese pine (CP), Mongolia scotch pine (MSP), red pine (RP), birch, aspen, elm, other broadleaf tree species (OBL), shrub, grass, farmland (FL), bare land (BL), impervious surface area (ISA), and water. Based on our research objectives and consideration of the separability of land-cover types, a classification system with 13 land-cover types including seven tree species (larch, CP, MSP, RP, birch, aspen, and elm (AAE), OBL) designated as forest, and shrub, grass, FL, BL, ISA, and water-were defined. According to this classification system, the classification results were analyzed on three levels-land cover (all 13 classes), forest (all seven tree species classes), and tree species (each tree species class). 
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Development of Digital Surface Model Data from Stereo Images
The digital elevation model (DEM) data with high spatial resolution are needed for topographic correction in this research. However, this kind of data is not available. Thus, we developed DSM data from ZY-3 stereo images using the Geomatica PCI software with the following steps: (1) Relative orientation was conducted to create a surface three-dimensional model. The rational polynomial coefficients (RPC) parameter file was used to locate the relative position between two different views [59] . (2) Absolute orientation was then conducted to fix the geometric location of a three-dimensional model in the ground measurement coordinate system by translating, rotating, and scaling based on selected ground control points (GCPs) [60, 61] . (3) Tie points connecting two images were created to establish a relationship between them. An initial DSM was subsequently established as well as the errors of tie points and GCPs. If the error was too large, we eliminated tie points with large errors and recalculated the model. (4) An epi-polar image was developed and its corresponding DSM was extracted [62] . Two combinations of views-nadir and backward views, nadir and forward views-were used to extract the DSM. In order to test the accuracy of the extracted DSM, 65 points with flat topography (e.g., at a crossroad and in the farmland area) were selected from Google Earth maps. Results showed that the mean errors in the DSM at leaf-on and leaf-off seasons were 4.47 and 3.75 m, respectively. The DSM data at the leaf-on season were used for topographic correction. The DSM data from the leaf-off season were not used for topographic correction due to the different impacts of deciduous and evergreen forests on DSM data.
Previous research used both DSM images from the leaf-on and leaf-off seasons to produce a canopy height image [59] . However, for this research, we called this kind of differencing image as relative canopy height (RCH), considering the different effects of deciduous and evergreen forests. For deciduous forests, the difference of both DSMs from leaf-on and leaf-off seasons can be assumed as the canopy height. However, for the evergreen forests, the differencing image cannot represent the canopy height. Figure 3 shows the developed DSM images from leaf-on and leaf-off seasons, as well as the RCH image ( Figure 3C ) from the difference of both DSM images. As a comparison, we also included a color composite ( Figure 3D ) using the ZY-3 multi-spectral image at leaf-on season at the same site and added some specific forest types (e.g. 
Development of the Segment Image
Previous research shows that the object-based classification approach provided better land cover accuracy than pixel-based approaches when high spatial resolution images were used [19, 21, 23] . Pixel-based approaches classify each pixel into only one class based on the digital value of each pixel, and are very commonly used, especially when medium spatial resolution images such as Landsat were used [27, 63, 64] . However, pixel-based approach may produce poor classification results when very high spatial resolution images are used because of high spectral variation within the same land cover type [21, 22] . In the object-based approach, one critical step is to develop a suitable segment image. In our research, we used the eCognition software, in which four key parameters-weight of input layers, weight of spectra and shape, weight of compacts and smoothness, and scale of segment-need to be carefully defined in the segmentation procedure. Generally, the sum of spectra, 
Previous research shows that the object-based classification approach provided better land cover accuracy than pixel-based approaches when high spatial resolution images were used [19, 21, 23] . Pixel-based approaches classify each pixel into only one class based on the digital value of each pixel, and are very commonly used, especially when medium spatial resolution images such as Landsat were used [27, 63, 64] . However, pixel-based approach may produce poor classification results when very high spatial resolution images are used because of high spectral variation within the same land cover type [21, 22] . In the object-based approach, one critical step is to develop a suitable segment image. In our research, we used the eCognition software, in which four key parameters-weight of input layers, weight of spectra and shape, weight of compacts and smoothness, and scale of segment-need to be carefully defined in the segmentation procedure. Generally, the sum of spectra, shape weights, sum of compact, and smoothness should be 1. In this study, shape weight and compact weight were set as 0.2 and 0.5, respectively, after a substantial number of adjustments. The scale of the segment also needs to be optimized by continuously checking the segment result and setting it as 100. According to the optimization, if the scale is too large, aspen, elm, and grass cannot be separated well. In contrast, if the scale is too small, the segmented polygons will be too fragmented. Based on the developed segment image, all variables such as vegetation indices and textures were extracted, according to this segment image.
Framework of This Research
The framework of the mapping land cover, forest, and tree species distribution using ZY-3 data is illustrated in Figure 4 . This framework includes five major steps: (1) shape weights, sum of compact, and smoothness should be 1. In this study, shape weight and compact weight were set as 0.2 and 0.5, respectively, after a substantial number of adjustments. The scale of the segment also needs to be optimized by continuously checking the segment result and setting it as 100. According to the optimization, if the scale is too large, aspen, elm, and grass cannot be separated well. In contrast, if the scale is too small, the segmented polygons will be too fragmented. Based on the developed segment image, all variables such as vegetation indices and textures were extracted, according to this segment image.
The framework of the mapping land cover, forest, and tree species distribution using ZY-3 data is illustrated in Figure 4 . This framework includes five major steps: (1) data collection and preprocessing, (2) extraction and identification of variables from ZY-3 data, (3) selection of suitable classifiers, (4) design of classification scenarios and implementation of image classification corresponding to each scenario, and (5) validation of classification results. 
Extraction of Potential Variables and Selection of Optimal Variable Combination
In remote sensing optical sensor data, the spectral, spatial, temporal, and subpixel features are extensively used for land-cover classification [26] . In this research, five kinds of features were considered: (1) pixel-based spectral features such as spectral signatures and vegetation indices, (2) spatial-based features such as textural images and image segmentation, (3) temporal features such as growing and deciduous seasons, (4) height-based variables that can reflect the difference of forest stand structures, and (5) topographic factors such as slope and elevation.
Extraction of Spectral-Based Variables
Spectral data-spectral bands, vegetation indices, and transformed images-are commonly used for land-cover classification [27] . In this research, spectral data include four original bands (blue, green, red, and NIR), the sum of four bands, ratio of each band to the sum of four bands, and different vegetation indices, which are summarized in Table 2 . In order to use temporal information, differences between specific bands of bi-temporal images and differences between vegetation indices (VDVI(diff) and NDGI(diff), respectively) were also used. 
Extraction of Spatial-Based Variables
Spatial features are important for high spatial resolution images and are used for land-cover classification [23, 27] .
Common spatial features are textures and segmentation. Traditionally, textures are calculated with a fixed window size (e.g., 3 × 3, 5 × 5) based on a spectral band. However, because of the difference in patch sizes among land-cover types and locations, it is difficult to identify optimal textural images that are suitable for different land covers [28] . In order to avoid this problem that no one optimal window size is available for different patch sizes of land covers, we calculated textural images based on the segmented objects using the gray-level co-occurrence matrix (GLCM) measures. Eight texture measures (mean, standard deviation, homogeneity, contrast, dissimilarity, entropy, second moment, and correlation) [69] were calculated in this research. Another important spatial feature is based on the segmented polygons, including length, width, area, ellipse, rectangle, shape index, brightness, and border index that they are directly provided from the segmented results using eCognition software [70, 71] .
Extraction of Forest Stand Based Variables
Different tree species have their own crown sizes, canopy density, and vertical structure. Effective use of forest stand structure features is regarded as an important approach to improve tree species or forest type separation [33] . In this research, an RCH image was extracted from the difference of DSM data between leaf-on and leaf-off seasons based on the assumption that leaf-on DSM represents canopy height and leaf-off DSM represents ground elevation [59] . From the RCH image (see Figure 3(3) ), the variables reflecting the difference of forest stand features were then extracted using the GLCM measures based on the segmented polygons.
Extraction of Topographical-Based Variables
Topography is related to tree species distribution and topographic factors such as elevation, slope, and aspect, which are often used to support forest classification [27] . This research selected leaf-on DSM data from ZY-3 stereo images for calculation of slope, aspect, and elevation. These factors were used as extra variables by combining them with remote sensing variables for land-cover classification.
Selection of Suitable Variables Using Random Forest
Although many variables can be extracted, they are not all needed for land-cover or forest classification. The best combination of variables must be identified. Thus, the RF approach was used because it can provide rankings of variable importance [4] . The selection of variables using the RF approach was conducted using R software. For each decision tree of RF, the out-of-bag (OOB) error was calculated (errOOB1) and random noise was added into a certain variable X of OOB from all samples (errOOB2). The importance of variable X is assumed as the mean value of the sum of differences between errOOB2 and errOOB1 in all trees. If variable X has a great influence on the classification result, the OOB accuracy will be considerably reduced after adding random noise, which indicates its high importance [70] . Pearson's correlation analysis of the selected variables using RF was conducted after the importance ranking. For two variables having a correlation coefficient of greater than 0.8, the one having lower importance ranking was removed if removal of this variable did not produce a higher error in the RF procedure. All variables were checked during this process, and the selected variables were not highly correlated to one another. Table 3 summarized the selected variables using RF based on different data scenarios-leaf-off, leaf-on, and the combination of those seasons. V1off, V1on, and V1both represent the spectral bands only at leaf-off, leaf-on, and combination of both seasons. The selected variables in V2off, V2on, and V2both included spectral responses (spectral band or vegetation index), textural images, and topographic factors, which implies the importance of using multiple source data in land-cover classification. Considering scenario V3, three and two forest stand variables corresponding to V3off and V3on and one forest stand variable corresponding to V3both were selected, which implies that forest stand structure may be useful in improving land-cover, especially tree species classification. 
Comparative Analysis of Classification Algorithms
A Brief Description of Six Classification Approaches
Although many classification approaches are available, the one that can provide the best classification result for a specific study area is unclear. In reality, several classifiers are often selected for a comparative analysis of the results [63, 64] . In this research, six classifiers-maximum likelihood classifier (MLC), k-nearest neighbor (kNN), decision tree (DT), random forest (RF), artificial neural network (ANN), and support vector machine (SVM)-were selected. Three classifiers-MLC, SVM, and ANN-were conducted using ENVI, and another three-DT, RF, and kNN-were conducted using Weka. MLC is a traditional and widely used classifier in remote sensing classification applications [3, 27, 72] . This method calculates probabilities of each pixel that belongs to each land-cover type by a determining function deduced from training samples [73] . Thus, the land-cover type of a pixel is determined as the one with the highest probability. This method is simple to apply and can produce a classification map quickly, but it relies heavily on the representative of training samples for each class and requires that values of the selected variables have a normal distribution for each land cover class [74] .
ANN is a machine learning algorithm in the field of artificial intelligence. Neutral network is a computing model composed of substantial nodes, including the input layer, hidden layer, and output layer [75] . In this algorithm, the output layer of a previous node could be the input layer of the next node and the output of the network varies for different connecting styles, weight values, and incentive functions. Thus, this method is capable of parallel computing, automatically learning, and correcting errors. However, the learning is slow and the process cannot be observed. The major parameters of ANN include training rate, training momentum, training RMSE (root mean square error) exit criteria, and the number of training iterations. Detailed parameter settings can be found in Gong et al. [76] . Note that the number of training iterations should not be too large or too small. In this study, it was set at 1000.
The main idea of kNN is that, if the testing object and k of its neighborhood objects in feature space all belong to a sample land-cover type, the object belongs to this land-cover type. This method is simple and effective, and is appropriate for those samples that cross multiple classes [77] . Similar to MLC, kNN can be highly affected by the representatives of training samples for each class. The determination of k's value is important in this method. If k is too small, the results will be largely affected by noise. In contrast, if k is too large, the boundaries of different classes could be blurred [78] [79] [80] . In this study, k was optimized by an iterated cross-validation.
The core structure in DT is a tree structure with many nodes. Each node represents a testing of a variable, and each branch represents a testing output. Each leaf node represents an output class [81] [82] [83] . Branch pruning is an intermediate process in DT and can largely affect the final classification result. Two kinds of branch pruning-pre-pruning and post-pruning-are provided. The former will pre-set a threshold before a tree grows. Once the threshold is achieved, the growing will stop and the stopping nodes become leaf nodes. Thus, the threshold is very important and, if it is not set well, the result will be inadequate. In contrast, post-pruning will let the tree fully grow until all the leaf nodes have the smallest impurity [84] . Previous research suggests that post-pruning is better than pre-pruning for a small number of samples [85] . For a large number of samples, post-pruning needs much more computation than pre-pruning. Thus, the trade-off between efficiency and accuracy should be carefully considered before selecting the pruning method. In this study, post-pruning was used considering the relatively small number of samples. Overall, DT is simple and easy to understand but also accumulates the commission errors for the deep branches and tends to over-fit the final mapping result [86, 87] .
RF contains multiple decision trees. The final classification result is determined by a voting process of all the trees. RF includes two kinds of random selection. One is the training dataset. It randomly creates many subsets from a training dataset. Each subset corresponds to a subtree and a classification result. Thus, the final output is determined by the voting results from all subtrees [88] . Another is the random selection of variables. Similar to randomly selecting data, the optimal variables are voted by all the randomly selected sub-variables used in the tree nodes [89] . Overall, RF can tackle complex data with large dimensions and can output the importance ranking of all variables. The disadvantage of this method is that classification is likely to over-fit the final results [90] .
SVM is increasingly applied for land-cover classification because of its capability to solve problems with a small number of training samples and nonlinearity [91] . However, it is very sensitive to a lack of data [73, 92] . SVM provides four kinds of core models (linear, polynomial, radial basis function (RBF), and sigmoid) [93, 94] . In this study, RBF was selected after comparing classification results of the four types. Parameters of RBF include gamma in kernel function, penalty parameter, and probability threshold. The two former parameters were optimized by comparing the classification results after continuously adjusting them. The probability threshold ranges from 0 to 1. Pixels with probability smaller than this threshold will not be classified. Thus, thresholds were set at zero to avoid unclassified pixels in this study.
Comparative Analysis of Classification Results
In order to examine the roles of different data scenarios and classification algorithms in land-cover or forest mapping performance, we designed a total of 54 scenarios comprised of three datasets (leaf-on, leaf-off, and their combination), three categories of variables (V1: spectra bands, V2: V1 plus texture, vegetation indices, segmented shapes indices, and topographic variables, V3: V2 plus RCH features), and six classifiers (MLC, ANN, kNN, DT, RF, and SVM). Based on field survey data and Google Earth imagery, the numbers of training and validation samples were selected and summarized in Table 4 . Traditionally, the error matrix is used to evaluate classification accuracy. From the error matrix, user's accuracy and producer's accuracy are calculated for the evaluation of individual classes, and overall accuracy and kappa coefficients are used to evaluate the overall classification performance [95, 96] . In addition, other approaches as summarized by Liu et al. [97] can be used for classification accuracy assessment. In this research, the objective is to identify whether addition of variables from multiple data sources can improve classification accuracy, or which classification algorithm has better performance. Therefore, the traditional approach including overall land-cover accuracy and overall forest classification accuracy (OFCA) based on the error matrix was used. Meanwhile, tree species mapping accuracy (TSMA) based on user's and producer's accuracies was used for evaluating the accuracy of tree species classes [80] . OFCA and TSMA are expressed by the equation below.
where PA i and UA i are the producer's and user's accuracies, respectively, of the ith tree species type, and n is the total number of tree species types.
Results
Comparative Analysis of Classification Results Based on Overall Land-Cover and Forest Types
Classification Results Based on Overall Land Cover Classes
According to the summary of overall land-cover classification accuracy assessment results among six classification algorithms using different data sources (Table 5) , the best overall accuracy of 84.5% was obtained using SVM based on the combination of spectral response (spectral bands, vegetation indices), textures, and topographic factors in both seasonal images (i.e., V2both). Considering different data sources, incorporation of spectral responses (spectral bands, vegetation indices), textures, and topographic factors (V2off) improved classification accuracy by 5.2% to 27.0% compared to spectral bands only (V1off), but further addition of RCH features into V2off (i.e., V3off) yields a slight improvement, except in kNN. Under the condition of leaf-off season based on different data sources (V1off, V2off, and V3off), the best classification results are from the MLC based on V2off or V3off, and machine learning algorithms cannot improve overall classification accuracies. When spectral bands alone were used, the MLC provided the best classification accuracy of 68.6%, 10.7% to 27% higher accuracy than machine learning approaches. Use of V2off considerably improved classification accuracies from 41.4% to 68.6% to 45.5% to 76.1%. For the leaf-on season, the best classification results were from SVM based on V2on or V3on with overall accuracies of 78.6% and 78.9%, respectively. When only spectral bands were used, MLC provided the best accuracy of 66.7% when comparing machine learning algorithms with overall accuracies of 47.2% to 63.2%. When V2on was used, SVM provided the best accuracy with 78.6%, which was 6.4% higher than MLC, and 5.4% to 19.5% higher than using V1on for all algorithms. Compared to V2on, use of V3on slightly improved overall accuracy by 0.3% to 5.0% for all algorithms except ANN.
The classification results in Table 5 indicate that MLC has better accuracy in the leaf-off season than in the leaf-on season for different data sources, but reverses for machine learning algorithms except kNN based on V2off. The combination of both leaf-off and leaf-on seasons provided better accuracy for all classification results than single seasons, which implies the important role of using multi-seasonal information to improve land-cover classification accuracy. In particular, RF and SVM based on V2both provided the best accuracy with 83.6% to 84.5%. For example, the best results using SVM based on the combination of both seasonal data and V2both was 8.4% higher than the best result using MLC based on V2off, and 5.6% higher than the best results using SVM and V3on.
In order to better understand the classification confusions between land cover types, an error matrix is provided in Table 6 as an example of the classification results using SVM based on three data scenarios-V2off, V2on, and V2both. The classification confusion of different land covers between leaf-off and leaf-on seasons varied. For example, larch is a deciduous needle tree species and is not confused with evergreen needle tree species such as CP and MSP using V2off, but they are seriously confused using V2on. AAE is two deciduous broadleaf tree species, which was mainly distributed along roads and around villages and they are confused with croplands and ISA using V2off, but they can be separated using V2on. Grass can be confused with different land covers such as larch, birch, AAE, OBL, FL, BL, and ISA using V2off, but such confusion can be considerably reduced using V2on. Table 5 indicates that the data from different seasons have various performance in land cover classification. Larch, CP, MSP, and RP have better classification accuracy using V2off than using V2on, but AAE, OBL, shrub, and ISA are inverse. Table 6 further indicates that use of V2both can improve classification accuracies for some land cover types such as larch, birch, and AAE. As shown in Table 5 , the overall classification using SVM based on V2both has the best accuracy of 84.5%, comparing with the overall accuracy of 73.5% using V2off and 78.6% using V2on, which implies the value of combining different seasonal variables in improving land cover classification. Table 6 . The error matrix of classification results based on V2off, V2on, and V2both using the support vector machine. Figure 5 illustrates the land-cover classification result highlighting forest types using SVM based on spectral bands, vegetation indices, textures, and topographic factors from the combination of both seasons (i.e., V2both). Larch and CP are needle-leaf tree species that accounted for 26.8% and 13.5%, respectively, of the entire study area (Table 7) , especially near roads and villages where people can access easily, while MSP and RP cover very little area, accounting for only 0.8%. Most broadleaf tree species are natural forests with birch and other broadleaf forests accounting for 15.1% and 7%, respectively. These tree species are mainly distributed in the southwest and southeast of the study area where elevation is relatively higher than where needle-leaf tree species occur. AAE is distributed mainly in the flat areas near villages and roads.
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Synthetic Analysis of Classification Results
By re-organizing Tables 5 and 8 into Table 9 , the accuracy assessment results indicate that combination of the images at leaf-on and leaf-off seasons improved land cover classification by 2.5% to 15.0% and forest classification accuracy by 4.0% to 11.8%. In particular, if only spectral bands were used, use of bi-seasonal images improved land cover classification accuracy by 7.8% to 15.0% and forest classification accuracy by 6.0% to 11.8%. Comparing V2 data sets with V1, the land cover classification accuracy was improved by 3.7% to 15.5% and forest classification accuracy by 1.0% to 12.7%. In particular, use of machine learning algorithm based on V2, the land cover classification accuracy can be improved by over 15.4% and forest classification accuracy by 12.7% for either leaf-off or leaf-on images. While comparing V3 with V2, the incorporation of RCH features has no or limited effects on improving overall land cover or forest classification accuracy. However, when leaf-on images were used, the addition of RCH features can slightly improve forest classification accuracy by 1.2% to 1.9%. Table 9 also indicates that, during the leaf-off season, the machine learning algorithm cannot improve land cover or forest classification accuracy comparing to MLC no matter which data sets, V1, V2, or V3, were used. The same situation included using only spectral bands from leaf-on images. However, machine learning improved land cover or forest classification when V2 or V3 data sets were used, especially the land cover classification accuracy, which can be improved by 6.5% for V2 and by 5.9% for V3. The results in Table 9 showed that, when only spectral bands were used, MLC is recommended. However, when multiple sources of data were used, machine learning, especially SVM, is recommended. Overall, SVM based on multiple source data with the combination of leaf-on and leaf-off seasons is recommended, with land cover classification accuracy of 84.5%. Table 9 . A summary of accuracy assessment results based on different data sources and classification methods, according to overall land cover and forest class by re-organizing Tables 5 and 8 . 
Comparative Analysis of Classification Results Based on Tree Species
Larch and birch are deciduous tree species and have relatively lower classification accuracies than other tree species no matter what data sources are used (Table 10) . Generally, all tree species, except OBL, have relatively better classification accuracies using leaf-off seasonal data than using leaf-on seasonal data, and the combination of both considerably improves classification accuracy for each tree species. All tree species except larch have better classification accuracies using spectral response, textures, and topographic factors (V2) than using only spectral signatures (V1). However, the addition of RCH features into V2 data may or may not improve classification accuracy, depending on specific tree species. For example, use of RCH features is especially helpful for improving mapping accuracies of Chinese pine and birch in leaf-off season. While in leaf-on season, incorporation of RCH features into remotely sensed data can improve classification accuracies of all forest types except Chinese pine. The results in Table 10 implied the important value using the RCH features in forest classification, but also indicated that no one data source and no one classification algorithm can provide the best classification accuracy for all tree species. This situation required the need to develop a comprehensive classification procedure for tree species classification. 
Discussion
Use of Seasonal Information to Improve Forest Classification Accuracy
Use of seasonal vegetation information or phenological features has long been regarded as valuable for vegetation classification [19, 27] , in particular when medium spatial resolution images such as Landsat were used for such studies as forest disturbance. For a single-season image, the similar spectral signatures among green vegetation types in a leaf-on image or among the deciduous tree species in the leaf-off season often resulted in misclassification [15, 98] . Different seasonal images have their own advantages and disadvantages. For example, in the growing season, larch (deciduous) and Chinese pine (evergreen), which are both needle-leaf tree species, can be misclassified, but, during the winter season, they can be separated easily because of their different spectral signatures. In contrast, larch and birch, which are both deciduous tree species, can be misclassified in the winter but easily separated in the growing season because larch is needle-leaf and birch is broadleaf, and they have different spectral signatures. Therefore, the combination of both seasonal images can considerably improve classification accuracy, as shown in the classification accuracy results in this research ( Table 9 ) that use of both leaf-on and leaf-off images can improve overall land cover accuracy by 15% and forest classification by 11.8%. Similar conclusions were also obtained in previous studies [19, 26, 99] . With high spatial resolution images, such as QuickBird, Worldview, Pleiades, and SPOT 6, multi-seasonal high spatial resolution images have been used for vegetation classification [21] . However, such studies mainly focused on relatively small study areas at present, considering the cost of purchasing images and the large volume of data [72] . As easy availability of high spatial resolution satellite images with different kinds of sensors and use of high-speed computers, application of using multiple-seasonal high spatial resolution satellite images will be an important research topic in the near future for detailed classification of land covers or forest types.
The Roles of Spatial and Topographic Features
The spectral signature is often the most important feature in land-cover classification, especially for medium and coarse spatial resolution images [27, 80] . In high-resolution images, spatial information becomes another important feature in improving land-cover classification [19, 21, 31, 100] . This research also confirmed the important role of spatial features, especially for the separation between needle-leaf and broadleaf tree species because of their different stand structures and canopy sizes. As shown in Table 9 , comparing to only spectral signatures, use of multiple source data can improve land cover classification accuracy by 15.5% and forest accuracy by 12.7%, which implies the necessity of effective incorporation of different data sources in a classification procedure [27] . Texture is often extracted using GLCM based on a spectral image and a fixed window size such as 5 × 5. However, the performance of using textures depends on specific land-cover types and patch sizes. Thus, they may be effective for some land-cover types but not good for others [28] . This research used the segmented polygons to calculate textures to avoid the problem using a fixed window size. However, development of a high-quality segment image becomes a critical step, which is often time-consuming and requires optimization of the parameters used in the eCognition software.
Topographic variables such as slope and elevation are useful features in improving land-cover classification [27] . For example, birch and aspen are respectively deciduous and broadleaf tree species that may be misclassified in any season, but their spatial distribution is different, since, in China, aspen is mainly planted in villages and along roads that are flat and have good water sources, whereas birch forms natural forests distributed in sloped regions. Thus, use of slope and/or elevation can separate them. In addition to the use of extra bands, topographic factors can also be used during pre-classification or post-classification modification [27] . In this case, expert knowledge about the relationships between tree species distribution and topographic factors becomes critical [27] . However, caution should be taken when topographic factors are used for land-cover or forest classification in a large area because precipitation and temperature, as well as different human activities, can affect the relationships between forest distribution and topographic factors.
The difference of stand structures between plantations and natural forests is valuable for forest or tree species classification. For example, plantations often consist of single tree species with the same age and similar canopy size and shape, while natural forests are composed of different tree species of various canopy heights, crown sizes, and ages. Thus, textures representing stand structures can improve forest classification, which is shown in previous research [28] and confirmed in this research. Incorporation of spatial features can considerably improve forest classification. The difference between spatial distribution and patterns among plantations and natural forests can also be used to improve classification performance. For example, plantations are often distributed along roads and near villages where people can easily access them, while natural forests are not. Thus, expert knowledge can be developed to support forest classification [25] . On the other hand, the spectral signatures among deciduous tree species, croplands with residuals, and even bare soils in the winter season can be similar, which result in misclassification. However, their shapes and patch sizes can be considerably different, and use of shape indices from the segmentation procedure can reduce this misclassification. This research implies that use of multiple-source information, including spectral response, textures, shape, and topographic factors, is valuable in improving land-cover or forest classificatio n accuracy. More research is needed to effectively incorporate different data sources in this improvement. Another important research topic in the near future can be the examination of quantitative contributions of different kinds of data sources in improving land cover or forest classification.
The Role of Canopy Height Features
Canopy height could be a very useful feature in the separation of tree species, especially when very high spatial resolution images are used. Different tree species may have very different heights, crown sizes, and shapes. Therefore, different forest types may have varied stand structures, such as high or low density, due to the composition of these attributes. Previous research has indicated that incorporation of canopy height features can improve tree species classification [36, 37] , and the research results in Table 10 also confirmed the value using canopy height features in improving tree species such as birch and MSP. Another important use of canopy height features may be the separation of different age groups such as young, middle, and mature groups that are often required in forest inventory but has not received much attention in remote sensing applications. The difference in forest stand structures caused by tree crown sizes and shapes may be very useful for distinguishing different forest types, especially plantations (between needle-leaf plantations and broadleaf plantations) and natural forest (single tree and mixed tree species). More research is needed to explore how to effectively incorporate canopy height features to improve forest classification.
Accurate extraction of canopy height is usually accomplished by using lidar data. However, for most study areas, lidar data are not available because they often come from an aerial platform. Satellite stereo images, which are now readily available, provide a new opportunity to extract canopy height images. The critical goal is to improve accuracy in extracting DSM data from satellite stereo imagery. Lack of high-quality DEM data prevent the determination of true canopy height from leaf-on and leaf-off stereo images because the impacts of evergreen tree species result in overestimation of DEM data and inconsistent accuracy between the evergreen and deciduous forest lands. Additionally, canopy height cannot directly be used for separation of tree species. The most important step is to identify one or more suitable attributes to represent the differences in forest stand structures between different kinds of tree species. RCH is not true canopy or tree height because of deciduous and evergreen forest types, but use of this RCH features is valuable for separating larch and MCP during the growing season, and the deciduous forest and non-vegetation types (fields) during the winter season. The canopy height features have not been extensively applied in forest or tree species classification yet. More research is needed to identify suitable attributes representing the differences in canopy structures among different forest types or age groups.
Selection of a Suitable Classification Algorithm
Although many classification algorithms, from a minimum distance, MLC, and cluster analysis to machine learning such as ANN and SVM, have been explored for land-cover classification, it is unclear which approach can provide the best performance. Success depends on many factors such as the characteristics of the study area under investigation, the classification system, remotely sensed data, use of ancillary data, and the skills of the analyst [27] . Many previous studies have conducted comparative analyses of different classification algorithms [63, 64, 80, 101] , but no consistent conclusions were obtained. Our research compared six classifiers based on different data sources in two seasons, and the performances varied depending on the seasons and data scenarios. However, some common conclusions were obtained. For example, when only spectral signatures were used for classification, MLC provided better classification results than machine learning algorithms, which is similar to an earlier conclusion in tropical forest classification [64, 80] . However, when multi-source data were used, RF and SVM provided better classification results than MLC. As shown in Table 9 , the machine learning algorithm based on multiple source data at the leaf-on season can improve land cover classification accuracy of 6.5% compared to use of MLC. This research also indicates that, no matter which classification approaches are selected, researchers should consider the characteristics of data sources and classification system (land cover, forest type, or tree species). This research result confirms that different classification algorithms have their own merits and shortcomings, which result in better classification accuracy for some land cover types than others. This is a similar conclusion produced in previous studies [63, 64] . Therefore, a decision-level fusion approach can be used to combine the classification results from different classification algorithms or using different data sets to produce an improved classification result [27] .
The object-based approaches have become attractive in recent years due to extensive use of high spatial resolution images [102] [103] [104] . Previous studies have proven that the object-based approaches can provide better classification accuracy than pixel-based approaches, especially when high spatial resolution images are used [21, 36, [104] [105] [106] . One step in the object-based approach is to optimize the parameters to produce the best segmentation image. However, it is often a challenge to identify the optimal parameters due to the subjective criteria and the complexity of land-cover composition and variety of patch sizes. To date, there are no standard approaches to determine the parameters for a given study. It depends on the analyst and characteristics of the study area. More research should be paid to examining how spatial resolution, different kinds of data (e.g., spectral bands, textures, ancillary data), and different kinds of landscapes (e.g., urban, forest, wetland) influence the determination of optimal parameters. We need to establish general guidelines to quickly optimize parameters to produce quality segmentation results.
The Need to Develop a Comprehensive Procedure for Forest Classification
Many previous studies explored approaches to extract a single tree species such as rubber, eucalyptus, Chinese fir, pine, or hickory using medium or high spatial resolution images [11, 15, 25, 107] . However, extraction of multiple tree species becomes much complicated due to the complex composition of different tree species in a landscape and limitation of remotely sensed data. This research (Table 10 ) indicated that spectral signatures were still the most important feature in tree species classification, but combinations of different seasonal images can improve classification accuracy. Incorporation of different source data such as textures, topographic factors, and canopy height further improves classification. However, because there are many potential variables that can be used in forest classification, the critical goal is to identify the variables that can effectively distinguish forest types. Therefore, more research should be focused on the exploration of the relationships of remote sensing variables and forest types. Since RF provides an effective way to identify the important variables for forest classification, research can focus on the selected variables and forest types to better understand the mechanisms of remote sensing variables in separating different forest types.
This research indicated that success of a classification depends on the selection of suitable variables from different data sources and seasons and selection of a suitable classification algorithm. It is necessary to develop a comprehensive classification procedure that can effectively integrate different data sources and algorithms for specific tree species. Currently, there is no such procedure for tree species classification. The critical step is to determine which variable or variables and which algorithm should be selected for mapping different tree species. A promising approach may be to use the deep learning approach that can use multiple data sources for detailed land cover classification [43, 44] . Other potential solutions could be using hierarchical-based classification or expert-based classification [19, 25] .
Conclusions
Detailed tree species classification using high spatial resolution imagery is a challenging task due to the limitation of remotely sensed data, complexity of tree species spatial patterns and compositions, and lack of suitable approaches. We explored using ZY-3 multi-spectral and stereo images from leaf-on and leaf-off seasons to map land cover, forest, and tree species distributions using six classification algorithms (ANN, kNN, MLC, SVM, DT, RF) under different data scenarios, including spectral responses, textures, canopy height features, and topographic factors. The major conclusions can be summarized as follows:
(1) If only spectral bands are used, MLC provides better land-cover or forest classification results than machine learning algorithms. MLC based on the combination of leaf-on and leaf-off spectral data can produce overall land cover classification of 76.4% and overall forest classification of 88.2% compared with the best results from machine learning algorithm with 72.9% for overall land covers and 76.1% for forest classes. (2) A leaf-off season image provides better classification results than a leaf-on image, and the combination of leaf-on and leaf-off images considerably improves the classification accuracy. The combination of leaf-on and leaf-off images can improve land cover classification accuracy by 15% and forest classification by 11.8%, which implies the necessity of using bi-temporal images for land cover or forest classification in the temperate climate zones.
(3) Comparing only spectral bands, incorporation of multi-source data such as spectral responses, textures, and topographic factors can considerably improve classification, especially when machine learning algorithms such as RF and SVM are used. The overall land cover classification accuracy can be improved by 15.5% and forest by 12.7% using multiple source data compared to using spectral data alone, which implies the necessity of using multiple source data in land cover or forest classification in mountainous regions. (4) The addition of canopy height features may or may not improve forest classification, but can improve it for some tree species such as birch in leaf-off season and MSP in the leaf-on season.
As accurate canopy height image can be extracted from lidar or from the combination of lidar and satellite stereo images, effective incorporation of canopy height features that can represent the difference of forest stand structures among different forest types into remotely sensed data will be a new research topic in improving forest classification. (5) Considering overall land-cover classification, RF and SVM provided the best classification accuracy of about 84%. Considering the overall forest classification, MLC provided the best accuracy of more than 89%, which is followed by RF and SVM with overall accuracy of more than 88%. Considering single tree species including larch, birch, and AAE had relatively lower classification accuracies than CP, MSP, RP, and OBL, and no single classification algorithm or data source provided the best accuracy for all tree species. This research implies the requirement to develop a comprehensive classification procedure that can employ specific approaches corresponding to different tree species. As high-performance computers and large volumes of different source data become available, deep learning approaches may be the new research directions for accurately mapping tree species distribution.
