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OBSTRUCTIONS TO LIFTING COCYCLES ON GROUPOIDS AND
THE ASSOCIATED C∗-ALGEBRAS
MARIUS IONESCU AND ALEX KUMJIAN
ABSTRACT. Given a short exact sequence of locally compact abelian groups
0 → A → B → C → 0 and a continuous C-valued 1-cocycle φ on a locally
compact Hausdorff groupoid Γ we construct a twist of Γ by A that is trivial if
and only if φ lifts. The cocycle determines a strongly continuous action of Ĉ
into AutC∗(Γ) and we prove that the C∗-algebra of the twist is isomorphic
to the induced algebra of this action if Γ is amenable. We apply our results
to a groupoid determined by a locally finite cover of a space X and a cocycle
provided by a Cˇech 1-cocycle with coefficients in the sheaf of germs of continu-
ous T-valued functions. We prove that the C∗-algebra of the resulting twist is
continuous trace and we compute its Dixmier-Douady invariant.
1. INTRODUCTION
It is a well-known fact that given a 1-cocycle φ : Γ→ T on an e´tale groupoid
Γ, there is an automorphism α of C∗(Γ) such that α(f)(γ) = φ(γ)f(γ) for all
f ∈ Cc(Γ) (see [19, Proposition II.5.1]). If φ can be lifted to an R-valued 1-
cocycle φ˜, there is a strongly continuous 1-parameter group of automorphisms
α˜ : R → AutC∗(Γ) such that α = α˜1. But in general there is a cohomological
obstruction to lifting φ. There is a central groupoid extension Σφ of Γ by Z,
called a twist, which is trivial precisely when φ can be lifted. Our goal in
this paper is to describe the structure of C∗(Σφ) in terms of C∗(Γ) and the
automorphism α.
Our results will be proven in a somewhat more general form. Given a lo-
cally compact Hausdorff groupoid Γ, a short exact sequence of locally compact
abelian groups
0→ A
i
−→ B
p
−→ C → 0
and a continuous 1-cocycle φ : Γ → C we construct a twist Σφ of Γ by A which
is trivial if and only if the cocycle lifts. As above the cocycle φ determines
a strongly continuous action αφ : Ĉ → AutC∗(Γ). We prove that C∗(Σφ) is
isomorphic to the induced algebra for this action if Γ is amenable (see Theo-
rem 4.3). So in particular, there is an action γ : B̂ → AutC∗(Σφ) such that
C∗(Σφ)⋊γ B̂ is strong Morita equivalent to C∗(Γ)⋊αφ Ĉ.
In example 3.6 we consider a groupoid Γ determined by a locally finite open
cover U := {Ui}i∈I of a space X (see [17]) and take A := Z, B := R and C := T.
The 1-cocycle φ arises from a Cˇech 1-cocycle λ = {λij}i,j∈I with coefficients in
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T , the sheaf of germs of continuous T-valued functions. If λ satisfies a certain
liftability hypothesis, the corresponding twist Σφ is then determined by a Cˇech
2-cocycle λ⋆ with coefficients in the constant sheaf with fiber Z (we denote the
sheaf by Z for the sake of simplicity) that measures the obstruction to lifting
λ to a Cˇech 1-cocycle with coefficients in the sheaf of germs of continuous R-
valued functions. Finally we show in example 4.6 that C∗(Σφ) is a continuous
trace algebra and compute its Dixmier-Douady invariant using the cohomology
class [λ] which is identified with [λ⋆] via the standard isomorphism of Cˇech
cohomology groups Hˇ1(X, T ) ∼= Hˇ2(X,Z). This example was a key motivation
for this project and it was suggested by results of [16] (see also [22]).
In this note we assume that all topological spaces and groupoids are sec-
ond countable locally compact and Hausdorff and all groups are second count-
able abelian locally compact and Hausdorff. Hence all spaces are paracompact.
Moreover we assume that all groupoids are endowed with a Haar system.
The second author would like to thank the first author and his colleagues at
the Naval Academy for their hospitality and support during a recent visit.
2. PRELIMINARIES
In this section we present first a characterization of the induced algebra
from an action of a closed subgroup of a locally compact abelian group on a
C∗-algebra. Our characterization is essential in our proof of the main result,
Theorem 4.3. For a related characterization of the induced algebra see [6].
Second, we provide conditions that guarantee that the natural map j as defined
in equation (1) from theC∗-algebra of a subgroupoid into the multiplier algebra
of the C∗-algebra of the groupoid is faithful. Our results generalize well known
facts about group C∗-algebras.
2.1. A characterization of the induced algebra. Let H be a closed sub-
group of a locally compact abelian group G, let D be a C∗-algebra and let
α : H → AutD be a strongly continuous action. If f : G → D is a continuous
function such that f(x−h) = αh(f(x)) for all h ∈ H,x ∈ G then x+H 7→ ‖f(x)‖
yields a well-defined continuous function. We define the induced C∗-algebra
(see [22, §3.6]) by
indGH(D,α) := {f : G→ D continuous | f(x− h) = αh(f(x)), h ∈ H,x ∈ G
and x+H 7→ ‖f(x)‖ ∈ C0(H/G)}.
There is a canonical translation action β : G → Aut(indGH(D,α)) given by
βg(f)(x) := f(x − g). By [16, Lemma 3.1] D ⋊α H is strong Morita equiva-
lent to indGH(D,α)⋊β G.
Point evaluation at 0 yields a surjective homomorphism π : indGH(D,α) → D
given by π(f) = f(0). There is a natural translation action
τ : G→ Aut(C0(G/H))
(where τg(k)(x +H) = k(x− g +H)) and a G-equivariant homomorphism
j : C0(G/H)→M(ind
G
H(D,α))
determined by pointwise multiplication. It is easy to check that these maps
satisfy the following conditions for all f ∈ indGH(A,α):
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i. For all k ∈ C0(G/H), π(j(k)f) = k(H)π(f);
ii. for all h ∈ H , π(βh(f)) = αh(π(f));
iii. if π(βg(f)) = 0 for all g ∈ G, then f = 0;
iv. and
lim
x+H→∞
‖f(x)‖ = 0.
We show below that these conditions characterize the induced algebra. Note
that indGH(D,α) may be identified with the section algebra of a continuous C
∗-
bundle over G/H with fibers isomorphic to D and factor maps πx+H .
Theorem 2.2. Let H be a closed subgroup of a locally compact abelian group
G. Let D and E be C∗-algebras, α : H → AutD and γ : G → AutE strongly
continuous actions, ρ : E → D a surjective homomorphism, and i : C0(G/H)→
Z(M(E)) a G-equivariant homomorphism. Suppose that
i For all k ∈ C0(G/H) and e ∈ E, ρ(i(k)e) = k(H)ρ(e);
ii For all h ∈ H and e ∈ E, ρ(γh(e)) = αh(ρ(e));
iii If ρ(γg(e)) = 0 for all g ∈ G, then e = 0;
iv For all e ∈ E,
lim
x+H→∞
‖ρ(γx(e))‖ = 0.
Then there is a (unique) G-equivariant isomorphism Ψ : E → indGH(D,α) such
that: π ◦Ψ = ρ and j(k)Ψ(e) = Ψ(i(k)e) for all k ∈ C0(G/H) and e ∈ E.
Proof. For e ∈ E, we define a function Ψ(e) : G→ D by Ψ(e)(x) := ρ(γ−x(e)). It
is straightforward to check that Ψ(e) is continuous and that Ψ(e) ∈ indGH(D,α).
Indeed we have
Ψ(e)(x− h) = ρ(γh−x(e)) = ρ(γh(γ−x(e))) = αh(ρ(γ−x(e))) = αh(Ψ(e)(x)).
It is also routine to check that the map thus defined Ψ : E → indGH(D,α) is
an equivariant ∗-homormorphism. Injectivity follows from (iii) above. Let k ∈
C0(G/H) and e ∈ E. Then by (i) above and the G-equivariance of i it follows
that for all x ∈ G
Ψ(i(k)e)(x) = ρ(γ−x(i(k)e)) = ρ(i(τ−x(k))γ−x(e)) = τ−x(k)(H)ρ(γ−x(e))
= k(x+H)Ψ(e)(x) = (j(k)Ψ(e))(x),
and hence j(k)Ψ(e) = Ψ(i(k)e). Thus Ψ is a map of C0(G/H)-algebras. Since
ρ(e) = Ψ(e)(0) for all e ∈ E we have π ◦Ψ = ρ.
Next we use Proposition C.24 of [22] (see also [7, Proposition 14.1]), which
states that a submodule of continuous sections of an upper semicontinuousC∗-
bundle which is fiberwise dense must also be norm dense in the C∗-algebra of
sections vanishing at infinity, to prove that Ψ(E) is dense in indGH(D,α). This
will prove that Ψ is surjective and therefore an isomorphism. We check the
hypotheses a) and b) of the proposition. Let f ∈ Ψ(E) and let k ∈ C0(G/H),
then f = Ψ(e) for some e ∈ E and so
j(k)f = j(k)Ψ(e) = Ψ(i(k)e) ∈ Ψ(E).
This proves condition (a). Now since each factor map is conjugate to π ◦ βx for
some x ∈ G, its restriction to Ψ(E) is surjective. Thus (b) holds and the result
follows. 
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Remark 2.3. Let D1 and D2 be C
∗-algebras. A homomorphism φ : D1 →
M(D2) is said to be nondegenerate if it extends uniquely to a unital map φ :
M(D1) → M(D2) or equivalently if {φ(eλ)}λ converges strictly to the unit of
M(D2) for every approximate identity {eλ}λ in D1. Property (iv) above is equiv-
alent to the requirement that i : C0(G/H)→M(E) be nondegenerate.
Remark 2.4. Note that since C0(G/H) ∼= C
∗(Ĝ/H)), the map i is determined
by a strictly continuous homomorphism u : Ĝ/H → UM(E) where UM(E) is
the unitary group of the multiplier algebra M(E). The nondegeneracy of i is
equivalent to the requirement that u0 = 1 and condition (i) above is satisfied if
and only if ρ(uχe) = ρ(e) for all χ ∈ Ĝ/H and e ∈ E.
Remark 2.5. Our characterization of the induced algebra is provided to fa-
cilitate the proof of our main result, namely, that the C∗-algebra of a certain
groupoid extension regarded as an obstruction to lifting a cocycle is an induced
C∗-algebra. One could in principle use Echterhoff’s more general characteri-
zation (see the main theorem of [6]), but this would have required the identi-
fication of the C∗-algebra of the quotient groupoid with a certain quotient of
the putative induced algebra. The proof of this identification would use sim-
ilar techniques with those in our proof and it would not necessarily lead to a
simplification of our arguments.
2.6. Multiplier algebras of groupoid C∗-algebras. Given a C∗-algebra D
let M(D) denote its multiplier algebra. We view M(D) as the C∗-algebra
L(DD) of adjointable maps on the Hilbert C
∗-moduleDD (see, for example, [18,
Section 2.3] and [12]). Recall that DD is a full Hilbert C
∗-module via d · e = de
and 〈d, e〉D = d
∗e.
Assume thatΣ is a closed subgroupoid of a locally compactHausdorff groupoid
Γ such that Σ0 = Γ0. Assume that Σ is endowed with a Haar system β =
{βu}u∈Γ0 and that Γ is endowed with a Haar system λ = {λu}u∈Γ0 . Then
there is a ∗-homomorphism j : C∗(Σ) → M(C∗(Γ)) defined for a ∈ Cc(Σ) and
f ∈ Cc(Γ) via
(1) (j(a)(f))(γ) =
∫
Σ
a(η)f(η−1γ) d βr(γ)(η)
such that j(a)∗ = j(a∗) (see [19, Proposition II.2.4]). It is known that if Σ and
Γ are locally compact groups then the map j fails to be faithful in general (see,
for example, [4]). However, if Σ is a clopen subgroup of Γ or Γ is an amenable
group then the map j is a faithful *-homomorphism of C∗(Σ) into C∗(Γ) (see
[21, Proposition 1.2], [4, Theorem 1.3], [3, Corollary 1.5]).
We prove next that the above mentioned results hold for groupoidC∗-algebras
as well: the map j is faithful if Σ is a clopen subgroupoid of Γ or if Γ is an
amenable groupoid.
Before proceeding further, we recall the definition of induced representa-
tions from closed subgroupoids following [9, Section 2] (see also [19, Section
II.2]). Let ΣΓ := Γ ∗ Γ/Σ be the imprimitivity groupoid. Then Cc(Γ) is a pre-
Cc(Σ
Γ) − Cc(Σ)-imprimitivity bimodule with actions and inner products given
by
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F · ϕ(z) =
∫
Γ
F
(
[z, y]
)
ϕ(y) dλs(z)(y)
ϕ · g(z) =
∫
Σ
ϕ(zh)g(h−1) dβs(z)(h)
〈ϕ, ψ〉∗(h) =
∫
Γ
ϕ(y)ψ(yh) dλr(h)(y)
∗〈ϕ, ψ〉
(
[x, y]
)
=
∫
Σ
ϕ(xh)ψ(yh) dβs(x)(h).
If L is a representation of C∗(Σ) on B(HL) then the induced representation
IndΓΣ L acts on the completionHIndL of Cc(Γ)⊙HL with respect to the pre-inner
product given on elementary tensors by
(2) (ϕ⊗ h , ψ ⊗ k) = (L(〈ψ, ϕ〉∗)h , k).
If ϕ ⊗Σ h denotes the class of ϕ ⊗ h in HIndL, then the induced representation
is given by
(3) IndΓΣ L(f)(ϕ⊗Σ h) = f ∗ ϕ⊗Σ h
for f ∈ Cc(Γ), where
f ∗ ϕ(γ) =
∫
Γ
f(η)ϕ(η−1γ) dλr(γ)(η).
In the following we suppress Σ from ϕ⊗Σ h to simplify slightly the notation.
2.6.1. The clopen case. Assume first that Σ is a clopen subgroupoid of Γ. Then
the restriction of the Haar system λ = {λu}u∈Γ0 to Σ is a Haar system on Σ.
We assume in the following that Σ is endowed with this Haar system, that is,
β = λ|Σ. Then the map iΣ : Cc(Σ)→ Cc(Γ) defined via
iΣ(f)(γ) =
{
f(γ) if γ ∈ Σ
0 otherwise
is a well defined faithful ∗-homomorphism. We prove next that iΣ extends to a
faithful ∗-homomorphism of C∗(Σ) into C∗(Γ), generalizing Proposition 1.2 of
[21].
Proposition 2.7. With notation as above, iΣ extends to an embedding iΣ :
C∗(Σ)→ C∗(Γ) and, therefore, C∗(Σ) can be viewed as a subalgebra of C∗(Γ).
Proof. We need to show that ‖iΣ(f)‖C∗(Γ) = ‖f‖C∗(Σ) for all f ∈ Cc(Σ). Let L
be a representation of C∗(Γ). Renault’s disintegration theorem (see [20, Propo-
sition 4.2] and also [13, Section 7]) implies that L is the integrated form of a
unitary representation (µ,Γ0 ∗ H, V ) of Γ. Since Σ is a clopen subgroupoid of
Γ, any unitary representation of Γ restricts to a unitary representation of Σ.
Therefore ‖f‖C∗(Σ) ≥ ‖iΣ(f)‖C∗(Γ) for all f ∈ Cc(H).
For the converse inequality, let (L,HL) be a representation of C
∗(Σ). Since
Σ is a closed subgroupoid of Γ, the representation L can be induced to a rep-
resentation IndΓΣ L of C
∗(Γ) as in (3). Let Hres be the closed subspace of HInd L
obtained by completing Cc(Σ) ⊙ HL via the inner product in (2). Then U :
Hres → HL defined on elementary tensors via U(ϕ ⊗ h) = L(ϕ)h defines a
unitary that intertwines L with a subrepresentation of IndΓΣ L restricted to
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C∗(Σ). It follows that ‖f‖C∗(Σ) ≤ ‖iΣ(f)‖C∗(Γ) for all f ∈ Cc(Σ). Therefore
‖iΣ(f)‖C∗(Γ) = ‖f‖C∗(Σ) for all f ∈ Cc(Σ) and one can view C
∗(Σ) as a subalge-
bra of C∗(Γ). 
2.7.1. The amenable case. We assume now that (Σ, β) is a closed subgroupoid
of (Γ, λ) and Γ is amenable in the sense of [2]. It follows that Σ is amenable as
well (see [2, Proposition 5.1.1]).
Proposition 2.8. Assume that (Σ, β) is a closed subgroupoid of an amenable
groupoid (Γ, λ) such that Σ0 = Γ0. Then the map j defined in (1) is faithful.
We recall first the definition of the left regular representation of C∗(Γ). Let
µ be a quasi-invariant measure on Γ0 with full support. The left regular rep-
resentation of C∗(Γ) is the representation LΓ := Ind
Γ
Γ0 µ induced from µ. By
using induction in stages (see [9, Theorem 4]) it follows that if Σ is a closed
subgroupoid of Γ such that Σ0 = Γ0 then LΓ is unitarily equivalent to Ind
Γ
Σ LΣ.
Proof of Proposition 2.8. The proof is virtually identical with the group case
(see, for example, the proof of [4, Thm. 1.3]): by the amenability of Σ, any
representation of C∗(Σ) is weakly contained in the left regular representation
of C∗(Σ), which is itself contained in the restriction to C∗(Σ) of the left regular
representation of C∗(Γ). 
The authors would like to thank Alcides Buss and Dana P. Williams for
useful conversations and suggestions that led to a significant shortening of our
original proof of Proposition 2.8.
3. TWISTS AND SHORT EXACT SEQUENCES
Let Γ be a locally compact Hausdorff groupoid and let G be a locally compact
Hausdorff abelian group. The set of continuous 1-cocyles from Γ to G is defined
via
ZΓ(G) = Z
1(Γ, G) := {φ : Γ→ G |φ(γ1γ2) = φ(γ1) + φ(γ2) for all (γ1, γ2) ∈ Γ
2 }.
Then ZΓ(G) is an abelian group and the map G 7→ ZΓ(G) is a functor.
Definition 3.1. Let A be an abelian group and Γ a groupoid. A twist by A over
Γ is a central groupoid extension
Γ0 ×A
j
−→ Σ
π
−→ Γ,
where Σ0 = Γ0, j is injective, π is surjective, and j(r(σ), a)σ = σj(s(σ), a) for all
σ ∈ Σ and a ∈ A.
Example 3.2. The semi-direct product Γ × A of Γ and A is called the trivial
twist. Recall from [10] that (γ1, a1)(γ2, a2) = (γ1γ2, a1+a2) provided that s(γ1) =
r(γ2), and (γ, a)
−1 = (γ−1,−a). Then Γ × A is a twist by A via j0(u, a) = (u, a)
for (u, a) ∈ Γ0 ×A, and π0(γ, a) = γ for (γ, a) ∈ Γ×A.
Following Definition 2.5 of [10] we say that two twists by A are properly
isomorphic if there is a twist morphism between them which preserves the
inclusion of Γ0 ×A. The following lemma is a generalization of Proposition 2.2
of [10].
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Lemma 3.3. A twist Σ by A is properly isomorphic to a trivial twist if and only
if there is a groupoid homomorphism τ : Γ→ Σ such that πτ = idΓ.
Proof. If τ˜ : Γ × A → Σ is a twist isomorphism then we can define τ : Γ → Σ
via τ(γ) = τ˜ (γ, 0A), where 0A is the identity of A. It is easy to check that τ is a
groupoid homomorphism and that πτ = idΓ.
Assume now that there is a groupoid homomorphism τ : Γ → Σ such that
πτ = idΓ. Then we can define τ˜ : Γ × A → Σ via τ˜(γ, a) = τ(γ)j(s(γ), a). We
check next that τ˜ is a twist isomorphism. Let (u, a) ∈ Γ0 ×A. Then
τ˜ (j0(u, a)) = τ˜ (u, a) = τ(u)j(u, a) = τ(u)τ(u)j(u, a) = τ(u)j(u, a)τ(u) = j(u, a).
If (γ, a) ∈ Γ×A then
π(τ˜ (γ, a)) = π(τ(γ)j(s(γ), a)) = γπ(j(s(γ), a)) = γ = π0(γ, a). 
Following [10] we write TΓ(A) for the collection of proper isomorphism classes
of twists by A and we write [Σ] ∈ TΓ(A). We endow TΓ(A) with the opera-
tion [Σ] + [Σ′] := [∇A∗ (Σ ∗Γ Σ
′)], where ∇A ∈ HomΓ(A ⊕ A,A) is defined via
∇A(a, a′) = a + a′ (see [10, Proposition 2.6]). Then TΓ(A) is an abelian group
with neutral element [Γ × A]. It can be shown that A 7→ TΓ(A) is a half-exact
functor.
Suppose that B and C are locally compact abelian groups. If p : B → C is a
homomorphism and φ ∈ ZΓ(C), then the obstruction twist determined by φ is
defined via
(4) Σφ = {(γ, b) ∈ Γ×B : φ(γ) = p(b)}.
We establish that Σφ is indeed a twist in the following proposition and show
that it has a Haar system in the next section (see equation (5) in Section 4).
If Γ is an e´tale groupoid, it has a basis consisting of open bisections, that is,
open subsets to which the restrictions of both the range and source maps are
injective.
Proposition 3.4. Assume that p : B → C is a surjective homomorphism of
locally compact abelian groups and let φ ∈ ZΓ(C). Then Σφ is a closed sub-
groupoid of Γ × B and it is a twist of Γ by A := ker p. Σφ is properly isometric
to the trivial twist if and only if there is φ˜ ∈ ZΓ(B) such that φ = p∗φ˜. The
projection π1 : Σφ → Γ is a surjective groupoid morphism. If Γ is e´tale and A is
discrete then Σφ is e´tale and π1 is a local homeomorphism.
Proof. Note that Σφ is a closed subgroupoid of Γ×B because φ and p are contin-
uous maps. Since p is surjective it follows that Σφ is a twist by A via j(u, a) =
(u, a) and π(γ, b) = γ. We make the obvious identification Σ0φ = Γ
0×{0B} ≃ Γ
0,
where 0B is the unit of B. If Σφ is properly isometric to the trivial twist then
Lemma 3.3 implies that there is a groupoid homomorphism τ : Γ → Σφ such
that π1τ = idΓ. Therefore there is φ˜ ∈ ZΓ(B) such that τ(γ) = (γ, φ˜(γ)) and,
hence, φ = p∗φ˜. Conversely, if φ = p∗φ˜ for some φ˜ ∈ ZΓ(B), then define
τ : Γ → Σφ via τ(γ) = (γ, φ˜(γ)). It follows that π1τ = idΓ and Lemma 3.3
implied that Σφ is properly isometric to the trivial twist.
It is easy to check that π1 is a groupoid morphism. Moreover, π1 is surjective
since p is surjective.
Now suppose that Γ is e´tale and A is discrete. Since π1 : Σφ → Γ is open,
in order to prove that π1 is a local homeomorphism it suffices to show that it
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is locally injective. Let (γ, b) ∈ Σφ. Then there are an open bisection U in Γ
such that γ ∈ U and a neighborhood V0 of 0B such that V0 ∩ ker p = {0B}. Let
V be an open neighborhood of b such that V −V ⊆ V0. ThenW := (U ×V )∩Σφ
is an open neighborhood of (γ, b) in Σφ. Given (γ1, b1), (γ2, b2) ∈ W such that
π1(γ1, b1) = π1(γ2, b2), then γ1 = γ2 and
p(b1 − b2) = p(b1)− p(b2) = φ(γ1)− φ(γ2) = 0.
Hence
b1 − b2 ∈ (V − V ) ∩ ker p ⊂ V0 ∩ ker p = {0B}
and so b1 = b2. Thus the restriction of π1 to W is injective and therefore a local
homeomorphism. It follows easily that Σφ is e´tale. 
The following result generalizes an initial segment of the exact sequence
given in [10, Proposition 3.3].
Proposition 3.5. Given a short exact sequence of locally compact abelian groups
0→ A
i
−→ B
p
−→ C → 0,
there is an exact sequence
0→ ZΓ(A)
i∗−→ ZΓ(B)
p∗
−→ ZΓ(C)
δ
−→ TΓ(A),
where δ(φ) := [Σφ] for φ ∈ ZΓ(C).
Proof. Since ZΓ is left exact we only need to show that Im p∗ = ker δ. We have
that φ ∈ ker δ if and only if Σφ is properly isometric to the trivial twist. By
Lemma 3.4, this happens if and only if φ = p∗φ˜ for some φ˜ ∈ ZΓ(B). 
In the following example we consider the case A = Z, B = R and C = T. In a
certain case where the groupoid Γ is equivalent to a space X , we indicate how
the construction of the groupoid Σφ is related to the boundary map of Cˇech co-
homology Hˇ1(X, T ) → Hˇ2(X,Z), where Hˇ1(X, T ) is the first Cˇech cohomology
of X with coefficients in T , the sheaf of germs of continuous T-valued func-
tions, and Hˇ2(X,Z) is the second Cˇech cohomology ofX with coefficients in the
constant sheaf with fiber Z (see [18, §4.1] for background on Cˇech cohomology).
This example is inspired by results in [16].
Example 3.6. Let X be a Hausdorff second countable locally compact space;
thus X is also paracompact. Let U := {Ui}i∈I be a locally finite open cover of X .
Set Uij := Ui ∩ Uj for i, j ∈ I and similarly Uijk := Ui ∩ Uj ∩ Uk for i, j, k ∈ I.
We now construct an e´tale groupoid associated to U (see [17, §1, Remark 3] and
[8, Example III.1.0]). Let ΓU := {(x, i, j) : x ∈ Uij} and Γ0U := {(x, i, i) : x ∈ Ui};
note that Γ0U may be identified with the disjoint union
⊔
i∈I Ui and that ΓU may
be identified with the disjoint union
⊔
i,j∈I Uij . It is routine to check that with
the topology obtained from this identification and with the following structure
maps ΓU is an e´tale groupoid:
s(x, i, j) = (x, j, j)
r(x, i, j) = (x, i, i)
(x, i, j)−1 = (x, j, i)
(x, i, j)(x, j, k) = (x, i, k).
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Note that ΓU may also be viewed as the natural groupoid associated to the local
homeomorpism
⊔
i∈I Ui → X (see [11]). Next suppose that we are given a Cˇech
1-cocycle λ = {λij}i,j∈I with coefficients in T . So λij : Uij → T is continuous for
all i, j ∈ I and λik(x) = λij(x)λjk(x) for all i, j, k ∈ I and x ∈ Uijk. It is routine
to check that the map φ : ΓU → T given by φ((x, i, j)) = λij(x) is a continuous
groupoid 1-cocycle.
Now suppose that each λij lifts, that is, for each i, j ∈ I there is a continuous
function λ˜ij : Uij → R such that λij = e ◦ λ˜ij where e(t) = e
2π
√−1t for t ∈ R. We
may assume that λ˜ii = 0 for all i ∈ I. We observe that for i, j, k ∈ I the formula
(λ⋆)ijk(x) := λ˜ij(x) + λ˜jk(x) − λ˜ik(x)
for x ∈ Uijk defines a continuous integer-valued function. A routine computation
shows that for all i, j, k, ℓ ∈ I and x ∈ Uijkℓ
(λ⋆)jkℓ(x)− (λ
⋆)ikℓ(x) + (λ
⋆)ijℓ(x)− (λ
⋆)ijk(x) = 0,
that is, (λ⋆)ijk gives a Cˇech 2-cocycle with values in Z (i.e. the constant sheaf
with fiber Z). It is normalized in the sense that (λ⋆)ijk = 0 if j = i or j = k. As
in [17] we may construct a groupoid 2-cocycle φ⋆ by the formula
φ⋆((x, i, j), (x, j, k)) = (λ⋆)ijk(x)
for all x ∈ Uijk. We obtain a twist Σ by Z over ΓU determined by φ⋆ (see [19,
Prop. I.1.14]). Indeed, let Σ := {(n, (x, i, j)) : n ∈ Z, x ∈ Uij}. We identify Γ
0
U
with Σ0 via the map (x, i, i) 7→ (0, (x, i, i)). The range and source maps factor
through those of ΓU . The remaining structure maps are given by
(m, (x, i, j))(n, (x, j, k)) := (m+ n+ (λ⋆)ijk(x), (x, i, k))
(n, (x, i, j))−1 := (−n− (λ⋆)jij(x), (x, j, i)).
We claim that Σ ∼= Σφ. Define ξ : Σ→ ΓU × R by
ξ((n, (x, i, j))) = ((x, i, j), λ˜ij(x) + n).
We first note that ξ induces an identification of the unit spaces. Given a pair of
composable elements (m, (x, i, j)), (n, (x, j, k)) ∈ Σ we have
ξ((m, (x, i, j))(n, (x, j, k))) = ξ((m+ n+ (λ⋆)ijk(x), (x, i, k)))
= ((x, i, k), λ˜ik(x) +m+ n+ (λ
⋆)ijk(x))
= ((x, i, k),m+ n+ λ˜ij(x) + λ˜jk(x))
= ((x, i, j), λ˜ij(x) +m)((x, j, k), λ˜jk(x) + n)
= ξ((m, (x, i, j)))ξ((n, (x, j, k))).
Hence, ξ is a groupoid homomorphism. Moreover ξ is injective and its image
coincides with Σφ. It follows that the isomorphism class of Σ does not depend
on the specific choice of the λ˜ij .
Remark 3.7. With notation as in the above example any (normalized) Cˇech 2-
cocycle with values in the constant sheaf with fiber Z gives rise to a groupoid as
above which is isomorphic to a pullback. Let R be the sheaf of germs of contin-
uous R-valued functions on X . Since R is a fine sheaf, we have Hn(X,R) = 0
for n ≥ 1. Moreover since 0 → Z → R → T → 0 is exact, the connecting
map of the long exact sequence of cohomology ∂n : Hˇn(X, T ) → Hˇn+1(X,Z) is
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an isomorphism for n > 0 (see [18, Theorem 4.37]). In Example 3.6 we have
[λ⋆] = ∂1([λ]).
Remark 3.8. Note that every Cˇech 2-cocycle with values in an arbitrary sheaf
of abelian groups is cohomologous to a normalized cocycle a = {aijk}ijk (that is,
aijk = 0 if j = i or j = k). Indeed given a Cˇech 2-cocycle c = {cijk}ijk a routine
calculation shows that ciij(x) = ciii(x) = cjii(x) for all i, j ∈ I and x ∈ Uij . For
i, j ∈ I, define a 1-cochain λ by λij = 0 if i 6= j and λii(x) = ciii(x) for x ∈ Uii.
Then a := c − d1λ is a normalized 2-cocycle cohomologous to c. (Recall that
(d1λ)ijk(x) := λjk(x) − λik(x) + λij(x) for x ∈ Uijk).
4. THE STRUCTURE OF THE C∗-ALGEBRA C∗(Σφ)
Let Γ be a locally compact Hausdorff groupoid endowed with Haar system
{λu}u∈Γ0 and let
0→ A
i
−→ B
p
−→ C → 0,
be a short exact sequence of locally compact abelian groups. In the sequel, we
identifyAwith its image i(A) in B. Let φ ∈ ZΓ(C) and let Σφ be the obstruction
twist as in (4). We prove below that C∗(Σφ) ∼= ind
B̂
Ĉ
C∗(Γ) if Γ is amenable (see
Theorem 4.3). We begin by describing the action of Ĉ on C∗(Γ). The following
lemma follows immediately from Proposition II.5.1(iii) of [19].
Lemma 4.1. Assume that C is a locally compact abelian group. Given φ ∈
ZΓ(C), the map
αφt (f)(γ) = 〈t, φ(γ)〉f(γ),
for f ∈ Cc(Γ), t ∈ Ĉ, and γ ∈ Γ, defines a strongly continuous action α
φ : Ĉ →
AutC∗(Γ).
We define next a Haar system on Σφ. Choose Haar measures µA, µB, and
µC on A, B, and, respectively C such that:∫
B
f(b) dµB(b) =
∫
C
∫
A
f(b+ a) dµA(a)dµC(p(b)).
One can always make such a choice since A, B, and C are locally compact
abelian groups (see, e.g. [5, page 79]). Let π1 : Σφ → Γ be the projection map
(see Lemma 3.4). Note that π−11 (γ) = {γ} × Aγ where Aγ := {b ∈ B : φ(γ) =
p(b)} is a coset in B, since Aγ = bγ + A for some bγ ∈ B with φ(γ) = p(bγ). We
write µγ for the measure defined on Aγ via∫
Aγ
f(γ, b) dµγ(b) :=
∫
A
f(γ, bγ + a) dµA(a).
The measure µγ is independent of the choice of bγ because µA is a Haar mea-
sure on A. We define now a Haar system {νu}u∈Γ0 on Σφ via
(5)
∫
Σu
φ
f(γ, b) dνu(γ, b) =
∫
Γu
∫
Aγ
f(γ, b) dµγ(b)dλ
u(γ),
for all u ∈ Γ0. It is easy to check that (5) defines a Haar system on Σφ using
the fact that {λu} is a Haar system on Γ and µA is a Haar measure on A.
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The main goal of this section is to prove that C∗(Σφ) is isomorphic to the
induced algebra indBˆ
Cˆ
(C∗(Γ), αφ) using Theorem 2.2. We begin by defining a
map ρ : Cc(Σφ)→ Cc(Γ) via
(6) ρ(f)(γ) =
∫
Aγ
f(γ, b) dµγ(b).
Lemma 4.2. With notation as above, the map ρ defined in (6) extends to a
surjective ∗-homomorphism ρ : C∗(Σφ)→ C∗(Γ) which factors through the map
ι : C∗(Σφ) → M(C∗(Γ × B)) given in Subsection 2.6. Moreover, if either Γ is
amenable or Σφ is a clopen subset of B × Γ, then ι is injective.
Proof. We prove first that ρ is a ∗-homomorphism. Let f and g in Cc(Σφ) and
let γ ∈ Γ. Then, using the fact that µA is a Haar measure on A, we obtain
ρ(f ∗ g)(γ) =
∫
Aγ
(f ∗ g)(γ, b) dµγ(b)
=
∫
Aγ
∫
Γr(γ)
∫
Aα
f(α, b′)g(α−1γ,−b′ + b) dµα(b′)dλr(γ)(α)dµγ(b)
=
∫
Γr(γ)
∫
Aα
f(α, b′)
∫
Aγ
g(α−1γ,−b′ + b) dµγ(b)dµα(b′)dλr(γ)(α)
=
∫
Γr(γ)
ρ(f)(α)ρ(g)(α−1γ) dλr(γ)(α)
=
(
ρ(f) ∗ ρ(g)
)
(γ).
It is easy to show that ρ(f∗) = ρ(f)∗ for all f ∈ Cc(Σφ).
Recall from Subsection 2.6 (see [19, Proposition II.2.4]) that there is a bounded
∗-homomorphism fromC∗(Σφ) intoM(C∗(Γ×B)). SinceC∗(Γ×B) is ∗-isomorphic
to C∗(Γ)⊗C∗(B) and C∗(B) is isomorphic to C0(Bˆ) it follows thatM(C∗(Γ×B))
is ∗-isomorphic to Cb(Bˆ,M(C
∗(Γ))) whereM(C∗(Γ)) is given the strict topology
(see [1, Corollary 3.4]). Then ρ is just the composition of the above bounded
∗-homomorphisms with evaluation at 0. Hence ρ extends to a bounded ∗-
homomorphism ρ : C∗(Σφ) → M(C∗(Γ)). However, since ρ(Cc(Σφ)) ⊆ Cc(Γ),
Cc(Σφ) is dense in C
∗(Σφ), and Cc(Γ) is dense in C∗(Γ), it follows that ρ is a
bounded ∗-homomorphism from C∗(Σφ) into C∗(Γ).
To prove that ρ is surjective let b be a Bruhat approximate cross-section for
B over A. Recall (see, for example, Proposition C.1 of [18]) that b : B → [0,∞)
is a continuous function such that supp b∩(K+A) is compact for every compact
set K in B, and such that
∫
A
b(b + a)dµA(a) = 1 for all b ∈ B. Given g ∈ Cc(Γ)
define f ∈ Cc(Σφ) via f(γ, b) = g(γ)b(b). It follows immediately that ρ(f) = g
and, hence, ρ is surjective.
The final assertion follows from Proposition 2.7 if Σφ is a clopen subset of
Γ×B. If Γ is amenable the assertion follows from Proposition 2.8 and the fact
that Γ× B is amenable (see [2, Prop. 5.1.2]). 
We are now ready to state and prove the main result of the paper.
Theorem 4.3. Let Γ be a locally compact Hausdorff amenable groupoid en-
dowed with Haar system {λu}u∈Γ0 and let
0→ A
i
−→ B
p
−→ C → 0,
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be a short exact sequence of locally compact abelian groups. Let φ ∈ ZΓ(C) and
letΣφ be the obstruction twist as in (4) endowed with the Haar system defined in
(5). Then there are a surjective ∗-homomorphism ρ : C∗(Σφ)→ C∗(Γ), a strongly
continuous action γ : Bˆ → Aut(C∗(Σφ)) and a Bˆ-equivariant homomorphism
i : C0(Bˆ/Cˆ) → Z(M(C
∗(Σφ))) such that the four conditions of Theorem 2.2 are
satisfied. Therefore there is a unique Bˆ-equivariant isomorphismΨ : C∗(Σφ)→
indBˆ
Cˆ
C∗(Γ) defined via
Ψ(f)(t) = γ−t(f)
for f ∈ Cc(Σφ) and t ∈ Bˆ.
Proof. The existence of the map ρ : C∗(Σφ) → C∗(Γ) is proved in Lemma 4.2.
The strongly continuous action γ : Bˆ → Aut(C∗(Σφ)) is given by
γt(f)(σ, b) = 〈t, b〉f(σ, b).
In order to define the map i : C0(Bˆ/Cˆ)→ Z(M(C
∗(Σφ))) we identify Bˆ/Cˆ with
Aˆ and we also identify C0(Aˆ) with C
∗(A) via the Fourier transform. Recall that
we view the multiplier algebraM(C∗(Σφ)) as the C∗-algebra of the adjointable
operators on the Hilbert C∗-module C∗(Σφ)C∗(Σφ). Then we define i : C
∗(A) →
Z(M(C∗(Σφ))) via
(7) (i(h)f)(σ) =
∫
A
h(a)f((r(σ),−a)σ) dµA(a)
for all σ ∈ Σφ, h ∈ Cc(A) and f ∈ Cc(Σφ). A straightforward but tedious
computation shows that i(h) is an adjointable operator on C∗(Σφ)C∗(Σφ): let f
and g be in Cc(A) and let σ = (γ, b) ∈ Σφ. Then
〈i(h)f , g〉(γ, b) = (i(h)f)∗ ∗ g(γ, b)
=
∫
Σ
r(γ)
φ
(i(h)f)∗(η, b′)g(η−1γ,−b′ + b) dνr(γ)(η, b′)
=
∫
Γr(γ)
∫
Aγ
i(h)f(η−1,−b′)g(η−1γ,−b′ + b) dµγ(b′)dλr(γ)(η)
which using (7), interchanging the integrals on A, using the fact that µA is a
Haar measure on A, and interchanging back the integrals, equals
∫
Γr(γ)
∫
Aγ
f(η−1,−b′)(i(h∗)g)(η−1γ,−b′ + b) dµγ(b′)dλr(γ)(η)
= 〈f, i(h∗)(g)〉(γ, b).
Hence i(h) is an adjointable operator on C∗(Σφ)C∗(Σφ). Moreover, i(h) belongs
to Z(M(C∗(Σφ))) since Σφ is a twist. Note that as in Remark 2.4 i is determined
by the map u : A→ UM(C∗(Σφ)) given as the composition
A→M(C∗(A)⊗ C0(Γ0))→M(C∗(Σφ)).
Then condition (i) of Theorem 2.2 follows from the fact that ρ(uaf) = ρ(f) for
all a ∈ A and f ∈ Cc(Σφ). The nondegeneracy of i (see Remark 2.3) follows from
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the fact that u0 = 1M(C∗(Σφ)). Hence condition (iv) of Theorem 2.2 holds. Con-
dition (ii) follows by a straightforward computation. Since B × Γ is amenable,
it follows by Lemma 4.2 that
ι : C∗(Σφ)→M(C∗(Γ×B)) ∼= Cb(Bˆ,M(C∗(Γ)))
is injective. Note that ι is Bˆ-equivariant with respect to natural actions. Hence,
if ρ(γχ(f)) = 0 for all χ ∈ Bˆ, we have f = 0 and so condition (iii) holds. 
Remark 4.4. As noted in the proof of the above theorem (see Remark 2.4) one
can replace conditions (i) and (iv) of Theorem 2.2 by the following two condi-
tions on the corresponding map u : A → UM(C∗(Σφ)): condition (i) may be
replaced by the requirement that ρ(uaf) = ρ(f) for all a ∈ A and f ∈ C
∗(Σφ)
and condition (iv) may be replaced by the requirement that u0 = 1M(C∗(Σφ)).
Remark 4.5. Theorem 4.3 also holds if one replaces the requirement that Γ be
amenable by the requirement that Σφ be a clopen subset of Γ × B (see Lemma
4.2).
Example 4.6. With notation as in Example 3.6, we first observe that C∗(ΓU ) is
a continuous trace algebra with PrimC∗(ΓU ) = X and trivial Dixmier-Douady
invariant δ(C∗(Γ)) = 0, that is, it is strong Morita equivalent to C0(X) (see
[11]). Next we let α : Z → AutC∗(ΓU ) be the action determined by the T-
valued groupoid 1-cocycle φ defined by the Cˇech 1-cocyle λij (see [19, Proposition
II.5.1]); so
(αnf)(x, i, j) := λij(x)
nf(x, i, j)
for all f ∈ Cc(ΓU ), (x, i, j) ∈ ΓU and n ∈ Z. It is straightforward to see that α
fixes every ideal in C∗(ΓU ).
For each i ∈ I the ideal Ji in C
∗(ΓU ) corresponding to Ui ⊂ X may be identi-
fied with C∗((ΓU )Vi) where Vi := {(x, j, j) : x ∈ Uij} ⊂ Γ
0
U (hence Vi ∼=
⊔
j∈I Uij).
Note that (ΓU )Vi = {(x, j, k) : x ∈ Uijk}; let wi : (ΓU)Vi → R be defined by
wi(x, j, k) :=
{
λji(x) if j = k,
0 otherwise.
Then wi may be identified with a multiplicative unitary for the ideal C
∗((ΓU )Vi)
and α1|Ji = Adwi. Hence, α is locally unitary. A quick calculation shows
that λijwi(x, k, k) = wj(x, k, k) for all x ∈ Uijk. Therefore the Phillips-Raeburn
obstruction η(α) is the class [λ] ∈ Hˇ1(X, T ), the first Cˇech cohomology of X
with coefficients in T , the sheaf of continuous T-valued functions on X (see [14,
§2.10]). Using the usual isomorphism Hˇ1(X, T ) ∼= Hˇ2(X,Z) we identify η(α)
with [λ⋆] ∈ Hˇ2(X,Z). Note that the element η(α)may also be identified with the
class of PrimC∗(ΓU ) ⋊α Z regarded as a circle bundle under the dual action of
T (see [15, p. 224]).
By Theorem 4.3 we have
C∗(Σφ) ∼= ind
R
Z
(C∗(Γ), α).
Next we observe that C∗(Σφ) is a continuous trace algebra (see the remark pre-
ceding [16, Lemma 3.3]) and that PrimC∗(Σφ) ∼= T × X (see the proof of [16,
Proposition 3.4]). Since δ(C∗(Γ)) = 0, it follows by [16, Corollary 3.5] that
δ(C∗(Σφ)) = z × η(α) = z × [λ⋆] ∈ Hˇ3(T×X,Z)
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where z is the standard generator of Hˇ1(T,Z).
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