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Abstract
We have carried out density-functional theory (DFT) calculations for the chromium-pnictide
BaCr2P2, which is structurally analogous to BaFe2As2, a parent compound for iron-pnictide su-
perconductors. Evolutionary methods combined with DFT predict that the chromium analog
has the same crystal structure as the latter. DFT also predicts Ne´el antiferromagnetic order
on the chromium sites. Comparison with a simple electron-hopping model over a square lattice of
chromium atoms suggests that it is due to residual nesting of the Fermi surfaces. We have confirmed
the DFT predictions directly after the successful synthesis of polycrystalline samples of BaCr2P2.
X-ray diffraction recovers the predicted crystal structure to high accuracy, while magnetic suscep-
tibility and specific-heat measurements are consistent with a transition to an antiferromagnetically
ordered state below TN ∼ 60 K.
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I. INTRODUCTION
The discovery of iron-pnictide high-temperature superconductors represents one of the
most important developments in condensed matter physics over the last ten years1,2. Electric
conduction in iron-pnictides is due to the iron 3d electrons. Elemental iron has six valence
electrons in the 3d atomic shell, which is one more than half filled. Elemental chromium,
on the other hand, has four valence electrons in the 3d atomic shell, which is one less than
half filled. If Hund’s rule is obeyed, then elemental chromium is the particle-hole conjugate
of elemental iron. This observation has motivated a recent search for chromium analogs to
iron-pnictide high-temperature superconductors. In particular, the chromium-pnictide com-
pound BaCr2As2 has been synthesized
3–6. It has the same crystal structure as7 ThCr2Si2, in
common with BaFe2As2 and with other parent compounds to iron-pnictide superconductors.
Also like iron-pnictide parent compounds, BaCr2As2 is a bad metal that shows antiferromag-
netic order on the chromium atoms. Unlike the “stripe” antiferromagnetic order on the iron
atoms shown by parent compounds to iron-pnictide superconductors, however, BaCr2As2
shows Ne´el antiferromagnetic order on the chromium atoms4,6. All attempts to achieve su-
perconductivity by injecting charge carriers into BaCr2As2 through chemical doping have so
far failed4.
Synthesis of the chromium-pnictide sister compound BaCr2P2 has been recently
reported8. This has motivated us to perform density-functional theory (DFT) calcula-
tions to determine the electronic structure of the new compound. Biologically inspired
optimization9–12 of the DFT calculations13–15 results in the expected ThCr2Si2-type crys-
tal structure for the groundstate7, but with Ne´el antiferromagnetic order on the chromium
atoms. (See Fig. 1.) Analysis of a simple electron hopping model over a square lattice of
chromium atoms that contain only the principal 3dxz and 3dyz orbitals per atom suggests
that this Ne´el order is due to residual nesting that is obscured by a Lifshitz transition. We
have also succeeded in synthesizing powder samples of the new compound BaCr2P2. X-
ray diffraction (XRD) on these powders yields lattice constants that agree with our DFT
predictions to within a percent. Last, magnetic susceptibility and specific heat measure-
ments are consistent with a transition from a paramagnetic to an antiferromagnetic state at
temperatures below TN ∼= 60 K.
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FIG. 1: Unit cell of BaCr2P2.
II. DENSITY-FUNCTIONAL-THEORY CALCULATION
Below, we go into some detail on what evolutionary optimization of DFT is, followed by
what it predicts for the electronic structure of BaCr2P2.
A. Method
Theoretical prediction of the stable and metastable structures of the compound BaCr2P2
was accomplished by using two different evolutionary schemes implemented in the codes
USPEX and CALYPSO. USPEX (Universal Structure Prediction: Evolutionary Xtallogra-
phy) was developed by Oganov, Glass, Lyakhov, and Zhu9–11; it features local optimization,
real space representation, and variation operators that mimic natural evolution. CALYPSO
(Crystal Structure Analysis by Particle Swarm optimization), developed by Wang et al.12,
uses local structure optimization and the particle swarm optimization method to update
structures at different stages of evolution; it also features local optimization, real space
representation, and variation operators that mimic natural evolution.
Both methods begin by generating a population of random crystal structures, each with
a symmetry prescribed by a randomly chosen space group. For each structure, appropriate
lattice vectors and atomic positions are generated in accordance with the selected space
group. Density functional theory is then used to optimize the resulting structure and to
calculate its free energy (known as the fitness function). Structure optimization is carried
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out using the VASP code13–15, which uses a basis set of plane waves to expand the elec-
tronic wave function. Since the generated structures are usually far from equilibrium, the
optimization procedure is carried out in four steps, beginning with a coarse optimization,
which is followed by successively finer iterations. The collection of the optimized struc-
tures of the initially generated population constitute the first generation. A new population
of crystal structures is then produced, some members of which being randomly generated,
while others are obtained as offspring of the best structures (those with lowest energy) of
the previous generation. In USPEX, the offspring are derived from parent structures by
applying variation operators such as heredity, mutation, or permutation. In CALYPSO, the
particle swarm optimization scheme is used to produce new structures from the best ones in
the previous generation. The optimized structures in the new population form the second
generation, and the best among them serve as precursors for a new generation. The process
continues until convergence to the most stable structures is attained.
For the most stable structure, energy bands and densities of states were calculated using
the all-electron, full-potential, linearized, and augmented plane wave method16. Here, space
is divided into two regions; one region consists of the interior of non-overlapping spheres
(known as muffin-tin spheres) centered at the atomic sites, while the rest of space (the
interstitial) forms the other region. The basis set used to expand the electronic wave function
consists of plane waves in the interstitial, with a maximum wave vector of magnitude Kmax,
and where each plane wave is augmented by an atomic-like function in each muffin-tin sphere.
The wavenumber Kmax was chosen so that KmaxRmt = 8, where Rmt is the radius of the
smallest muffin-tin sphere in the unit cell. Charge density was Fourier-expanded up to a
maximum wave vector of 14a−10 , where a0 is the Bohr radius. For total energy calculation,
a 15× 15× 15 grid of k-points was used to integrate functions over the Brillouin zone, and
convergence of the self-consistent field calculations was achieved with an energy tolerance of
0.0001 Ry and a charge tolerance of 0.001e.
B. Predictions
Table I lists the most stable states for BaCr2P2 on the basis of evolutionary methods
combined with DFT. The groundstate has the ThCr2Si2 crystal structure
7 shown in Fig.
1, which is common to the iron and chromium arsenides BaFe2As2 and BaCr2As2. On the
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space group (no.) lattice constants (A˚) angles (degrees) energy/atom (eV)
I4/mmm (139) a = b = 3.843, c = 13.300 α = β = γ = 90 0.000
Cm (8) a = 12.667, b = 12.367, c = 4.138 α = β = 90, γ = 160.9 0.068
P4/mmm (123) a = b = 3.847, c = 6.841 α = β = γ = 90 0.116
TABLE I: The most stable crystal structures of BaCr2P2 predicted by evolution-optimized DFT at
atmospheric pressure and at zero temperature. The space groups, lattice constants, angles between
lattice vectors, and relative energies per atom are listed. To facilitate comparison, the energy per
atom of the most stable structure is set equal to zero.
other hand, the magnetic order is three-dimensional (3D) Ne´el on the chromium atoms,
with a magnetic moment of approximately 2 Bohr magnetons. The magnetic groundstate
according to our DFT calculations is then a spin-1 Ne´el antiferromagnet on the chromium
atoms.
Figure 2 shows the density of states predicted by DFT for BaCr2P2. The Fermi level lies at
zero units of energy. We shall now follow the arguments made by Singh et al. in ref.3 for the
case of the sister compound BaCr2As2. Notice that the contribution to the density of states
that remains after subtracting off the contributions from both the chromium majority-band
and the chromium minority-band is sizable at the Fermi level. It is approximately 1/3 of
the total. The remaining contribution to the density of state originates from the phosphorus
2p orbitals, which are extended. The latter property accounts for why the contribution due
to the phosphorus atoms shown in Fig. 2 is much smaller, where the extended 2p states are
projected onto the small volume of the phosphorus atoms inside a unit cell. We conclude
that like in the case of the sister compound3 BaCr2As2, a sizable amount of hybridization
between the chromium 3d states and the phosphorus 2p states exists at the Fermi level.
This is unlike what occurs in parent compounds to iron-pnictide superconductors such as
BaFe2As2, in which case the orbital character near the Fermi level is primarily due to the
iron 3d levels because the pnictogen 2p levels are localized3,17.
Figure 3 shows the Fermi surfaces predicted for the Ne´el groundstate by DFT. They are
characterized by a 3D Fermi surface pocket centered at the Γ-point and two tubular Fermi
surface sheets along the c axis. Inspection of the band structure shown in Fig. 4 reveals that
all three Fermi surface sheets are hole-type. The outer tube shows considerable dispersion
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FIG. 2: Density of states of BaCr2P2 predicted by DFT.
along the c axis. These Fermi surfaces resemble those predicted earlier for chromium arsenide
by DFT3.
III. EXPERIMENTAL PROCEDURES
Below, we report on the successful synthesis of BaCr2P2, as well as on X-ray diffraction
on the resulting powder samples. Comparison with the previous predictions by DFT of
a ThCr2Si2-type crystal structure and of a Ne´el antiferromagnetic groundstate over the
chromium atoms is also made.
A. Materials Synthesis
The compound BaCr2P2 was synthesized using conventional techniques. First, stoichio-
metric quantities of Ba (Alfa Aesar, Dendritic, 99.9%), Cr (Alfa Aesar, powder -10+20
mesh, 99.996%), and P (Alfa Aesar, lump, red 99.999%) were combined in a stoichiometric
quantity inside of a 2 mL volume Al2O3 crucible and subsequently sealed under vacuum into
a quartz ampoule. Prior to use, the Cr powder was reduced under flowing forming gas (95%
Ar, 5% H2) for 12 hours. The ampoule was then placed inside of a box furnace and heated
to 500◦C over a period of 24 hours and held at this temperature for the same period of time,
6
FIG. 3: Fermi surfaces of BaCr2P2 predicted by DFT.
followed by a ramp-up to 1000◦C over 17 hours and a dwell at this last temperature for 24
hours. After this last heat-treatment step, the ampoule was allowed to furnace-cool to room
temperature. The mixture was extracted from the crucible, ground and pressed into a pellet
in an Ar-filled glovebox, placed in a 2 mL Al2O3 crucible, and sealed into a quartz ampoule
under 1/3 atm Ar. In this second anneal, the ampoule was taken to 1000◦C over a period
of 10 hours and held at this temperature for 24 hours, followed by a furnace cool.
The uniformly grey pellet was removed from the ampoule in an Ar-filled glove box and
broken into three sections for different materials characterization investigations. We found
that the material garnered a greyish-white coating when exposed to air for periods longer
than a couple of hours, so we endeavored to minimize exposure as much as possible.
We characterized the structure of the material through X-ray diffraction using a Bruker
D8 DaVinci system. In these experiments, we used Co radiation (Co kα = 1.789190 A˚). We
also performed high-temperature diffraction under vacuum using a Perkin Elmer DHS 1100
heater with a graphite dome. FullProf software18 was used to perform Rietveld refinement
on the resultant diffraction patterns. The material was relatively phase-pure (∼ 97%) and
contained only a slight amount of the CrP impurity.
7
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FIG. 4: Structure of majority bands in Ne´el-ordered BaCr2P2, as predicted by DFT.
Magnetic and thermal measurements were performed using a Quantum design Model
6000 Physical Property Measurement System (PPMS). The former set of measurements
used the VSM option, where we used the profiles of the magnetization versus both the
temperature T and the magnetic field H to elucidate the fundamental properties of the
polycrystalline sample. In these measurements, we performed a zero-field cool operation
before all magnetization versus temperature measurements. The thermal measurements were
performed using the heat capacity option. In these measurements, we used the standard
pulsed calorimetry option with 2% temperature rise for the full temperature range and 30%
8
FIG. 5: Reitveld fit to the XRD pattern (Co kα = 1.789190A˚) taken for BaCr2P2. The red dots
represent the collected pattern, the black line is the fit based on the refinement, and the blue line
is the difference plot. The hatch marks represent expected peak positions for the refined structure.
rise near the phase transition to better characterize the subtle peak we found to be present.
B. Crystal Structure
We applied full-pattern fitting to our experimental X-ray diffraction data using the Full-
Prof data analysis software package18. The known structure for BaFe2P2 was used as a
starting point for our investigation19 by simply substituting the Cr for the Fe atoms. The
resultant fit was of good quality, and it is presented in Fig. 5. With respect to the atomic
coordinates within the unit cell, the P position was the only degree of freedom available for
9
site xatom yatom zatom
barium atom 0 0 0
chromium atom 1/2 0 1/4
phosphorus atom 0 0 0.35782(88)
Rp Rwp Rexp χ
2
3.10 4.46 2.67 2.80
TABLE II: Atomic coordinates and reliability factors from Refined Crystal Structure of BaCr2P2
(I4/mmm, No. 139) at 300 K, where a = b = 3.8472(2) A˚ and c = 13.220(12) A˚.
fitting. We present the results from the Reitveld analysis in Table II.
Like its sister compound3,4,6 BaCr2As2, the crystal structure of BaCr2P2 is of the ThCr2Si2
type shown in Fig. 1. Further, the crystal structure determined by X-ray diffraction is in
excellent agreement with that predicted by DFT, with an error in the lattice constants of less
than one percent. It is important to mention that the correct crystal structure predicted by
DFT (Table I) preceded our synthesis of BaCr2P2 and the subsequent XRD analysis (Table
II).
C. Magnetization and Specific Heat
Magnetic Characterization. Magnetization was measured both as a function of tempera-
ture for a fixed field and as a function of field for various fixed temperatures spanning the
range of the capabilities of our magnetometer (i.e. 1.9 − 400 K). We present the zero-field
cooled (ZFC) molar susceptibility in Fig. 6. At very low temperatures a large paramagnetic
signature is present, likely the result of a small quantity of magnetic impurities being present.
Fisher’s analysis20 of d(Tχ)/dT was used to determine the onset of the two transitions ap-
parent in Fig. 6. We find that the first transition (T1) is at ∼ 60 K and that the second
transition (T2) is at 342.4 K. Magnetization versus magnetic field (M(H)) measurements
taken at different temperatures (Fig. 7) are consistent with peak T1 being associated with an
antiferromagnetic transition. Further, the temperature dependence shown by the magneti-
zation in Fig. 6 is similar to that shown by related iron-pnictide compounds21–23 BaFe2As2,
SrFe2As2, CaFe2As2, and SrFeAsF, which also exhibit an antiferromagnetic groundstate.
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FIG. 6: Magnetic susceptibility versus Temperature for BaCr2P2.
The peak T2 at higher temperature is consistent with high-temperature XRD data that
show a slight inflection in the evolution of the c/a ratio at this temperature. Future experi-
ments involving single crystals or neutron diffraction measurements will serve to clarify the
nature of the magnetism in this material. However, from our analysis on powder samples,
combined with the literature on structurally similar compounds and our DFT calculations
above, we posit that the compound BaCr2P2 is a G-type antiferromagnet, with a Ne´el tem-
perature of ∼ 60 K.
Thermodynamic Characterization. Calorimetric measurements were taken via two differ-
ent complementary techniques as described in the procedures section. The resulting data
are presented in Fig. 8, and they are consistent with the data from magnetization mea-
surements – both transitions T1 and T2 are again present, here at ∼ 75 K and at 352
K, in reasonable agreement with the same transitions noted in Fig. 6. Both the high-
temperature and low-temperature data are noted in the smaller graphs to the side of the
main plot. The data from 2.2 to 20 K was fitted to the equation C/T = γ + αT 2 to elu-
cidate the Sommerfeld coefficient (γ = 24.8 mJ mol−1 K−2) and the Debye temperature
11
FIG. 7: Magnetization curves for BaCr2P2.
(θD = [1944/α(mole− atom)]1/3 = 328 K) of the compound BaCr2P2. For comparison, the
value of γ for the related G-type antiferromagnet BaCr2As2 has been reported with similar
values of the Sommerfeld coefficient3,4: 18.8-19.31 mJ mol−1 K−2, with a Debye temperature
of 268 K.
IV. TWO-ORBITAL HOPPING MODEL
In section II, we reported that our DFT calculations predict that the groundstate of
BaCr2P2 is a Ne´el antiferromagnet over the chromium atoms. The same prediction was
made by Singh and coworkers in the case of BaCr2As2
3. Both results raise the following
question. What is the physics that underlies the G-type antiferromagnetism in chromium
12
FIG. 8: Specific heat versus temperature for the compound BaCr2P2. The transitions T1 and T2
are revealed in the two figures on the righthand panel.
pnictides predicted by DFT? Below, we introduce a tight-binding model that provides some
insight into this question.
Our DFT calculation predicts that the electrons at the Fermi level have roughly 2/3 d-
orbital character and 1/3 p-orbital character. Importantly, however, the magnetic moment
lies exclusively on the chromium site, at which the electron is in the 3d orbital. We believe,
therefore, that it is sufficient to include only the chromium 3d orbitals in order to describe
magnetism in chromium pnictides. With this aim in mind, we introduce the following model
for an electron that hops over a square lattice of chromium atoms that includes only the
principal 3dxz and 3dyz orbitals:
Hhop = −
∑
〈i,j〉
(tα,β1 c
†
i,α,scj,β,s + h.c.)−
∑
〈〈i,j〉〉
(tα,β2 c
†
i,α,scj,β,s + h.c.). (1)
We work, specifically, in the isotropic basis of orbitals d− = (dxz − idyz)/
√
2 and d+ =
(dxz + idyz)/
√
2. Above, ci,α,s and c
†
i,α,s denote annihilation and creation operators for an
electron of spin s in orbital α at site i. Repeated indices are summed over. Also above, 〈i, j〉
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and 〈〈i, j〉〉 represent nearest neighbor (1) and next-nearest neighbor (2) links on the square
lattice of chromium atoms.
The reflection symmetries shown by a single layer in a chromium pnictide imply that
the above intra-orbital and inter-orbital hopping matrix elements show s-wave and d-wave
symmetry, respectively26–28. In particular, nearest neighbor hopping matrix elements satisfy
t±±1 (xˆ) = t
‖
1 = t
±±
1 (yˆ)
t±∓1 (xˆ) = t
⊥
1 = −t±∓1 (yˆ), (2)
with real t
‖
1 and t
⊥
1 , while next-nearest neighbor hopping matrix elements satisfy
t±±2 (xˆ+ yˆ) = t
‖
2 = t
±±
2 (yˆ − xˆ)
t±∓2 (xˆ + yˆ) = ±t⊥2 = −t±∓2 (yˆ − xˆ), (3)
with real t
‖
2 and pure-imaginary t
⊥
2 .
The above hopping Hamiltonian is easily diagonalized by plane waves of dx(δ)z orbitals
and idy(δ)z that are rotated with respect to the principal axes by a phase shift δ(k):
|k, dx(δ)z〉〉 = N−1/2
∑
i
eik·ri[eiδ(k)|i, d+〉+ e−iδ(k)|i, d−〉],
i|k, dy(δ)z〉〉 = N−1/2
∑
i
eik·ri[eiδ(k)|i, d+〉 − e−iδ(k)|i, d−〉], (4)
where N = 2NCr is the number of chromium site-orbitals. Their energy eigenvalues are
respectively given by ε+(k) = ε‖(k) + |ε⊥(k)| and ε−(k) = ε‖(k)− |ε⊥(k)|, where
ε‖(k) = −2t‖1(cos kxa+ cos kya)− 2t‖2(cos k+a+ cos k−a)
ε⊥(k) = −2t⊥1 (cos kxa− cos kya)− 2t⊥2 (cos k+a− cos k−a), (5)
are diagonal and off-diagonal matrix elements, with k± = kx ± ky. The phase shift δ(k) is
set by ε⊥(k) = |ε⊥(k)|ei2δ(k). Specifically,
cos 2δ(k) =
−t⊥1 (cos kxa− cos kya)
[t⊥21 (cos kxa− cos kya)2 + |2t⊥2 |2(sin kxa)2(sin kya)2]1/2
,
sin 2δ(k) =
2(t⊥2 /i)(sin kxa)(sin kya)
[t⊥21 (cos kxa− cos kya)2 + |2t⊥2 |2(sin kxa)2(sin kya)2]1/2
.
The phase shift is singular at k = 0 and (π/a, π/a), where the matrix element ε⊥(k) vanishes.
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(A) PERFECT NESTING
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FIG. 9: (a) Perfect nesting, with hopping parameters t
‖
1 = −500 meV, t⊥1 = −100 meV, t‖2 = 0 and
t⊥2 = −100 i meV; (b) residual nesting at Lifshitz transition, with t‖2 = −170 meV instead. The
“+” and “-” symbols mark hole-type and electron-type Fermi surfaces, respectively.
If we first turn off next-nearest neighbor intra-orbital hopping, t
‖
2 = 0, notice that the
above energy bands then satisfy the perfect nesting condition
ε±(k +QAF) = −ε∓(k), (6)
whereQAF = (π/a, π/a) is the Ne´el ordering vector on the square lattice of chromium atoms.
As a result, the Fermi level of the bands lies at εF = 0 at half filling. Figure 9a shows such
perfectly nested hole-type (+) and electron-type (−) Fermi surfaces for hopping parameters
t
‖
1 = −500 meV, t⊥1 = −100 meV, t‖2 = 0 and t⊥2 = −100 imeV. Figure 9b, on the other hand,
shows residual nesting at half filling, with hopping parameters t
‖
1 = −500 meV, t⊥1 = −100
meV, t
‖
2 = −170 meV and t⊥2 = −100 i meV. Next-nearest neighbor intra-orbital hopping
t
‖
2 has been tuned to a Lifshitz transition at which open Fermi surfaces appear. Increasing
the strength of t
‖
2 past this point results in two hole-type Fermi surfaces at the center of
the 1-chromium Brillouin zone. Such Fermi surface tubes notably resemble the outer Fermi
surface tubes obtained by DFT displayed by Fig. 3.
The perfectly nested Fermi surfaces shown by Fig. 9a can result in an instability to
long-range Ne´el order. Consider, in particular, the spin magnetization for magnetic order
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at wave number Q defined by
Sz(Q) =
∑
i
∑
α
eiQ·ri
1
2
(ni,α,↑ − ni,α,↓). (7)
Here ni,α,s measures the occupation of an electron of spin s in orbital α at site i. In momen-
tum space, it takes the form
Sz(Q) =
1
2
∑
s
∑
k
∑
n,n′
(sgn s)Mn,k;n′,k+Q c†s(n′,k +Q)cs(n,k),
(8)
where cs(n,k) and c
†
s(n,k) are annihilation and creation operators for an electron in the
eigenstates (4) of the electron hopping Hamiltonian, Hhop. In particular, n = 1 and 2
index the anti-bonding and bonding orbitals idy(δ)z and dx(δ)z . The above matrix element
is computed in ref.25. Importantly, at the wave number that corresponds to Ne´el order,
QAF = (π/a, π/a), it is given by
Mn,k;n′,k+QAF =


± sin 2δ(k) for n′ = n,
±i cos 2δ(k) for n′ 6= n.
(9)
The contribution to the static spin susceptibility from inter-band scattering that corresponds
to Ne´el order is then given by the Lindhard function
χinter(QAF) = −N−1Cr
∑
k
nF [ε−(k +QAF)]− nF [ε+(k)]
ε−(k +QAF)− ε+(k) | cos 2δ(k)|
2, (10)
where nF is the Fermi-Dirac distribution. Applying the perfect-nesting condition (6) yields
the more compact expression
χinter(QAF) = N
−1
Cr
∑
k
1
2
− nF [ε+(k)]
ε+(k)
| cos 2δ(k)|2. (11)
We conclude that the static susceptibility for Ne´el order diverges logarithmically as
χinter(QAF) ∝ limǫ→0 c2D+(0) ln(Wbottom/ǫ), with corresponding density of states weighted
by the magnitude square of the matrix element (9):
c2D+(ε) = (2π)
−2
∫
1Cr BZ
d2k [cos 2δ(k)]2δ[ε− ε+(k)]. (12)
Above, Wbottom = −ε+(π/a, π/a). The divergence of χinter(QAF) at perfect nesting guaran-
tees an instability towards long-range Ne´el order.
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FIG. 10: Static spin susceptibility at half filling and at perfect nesting over a 20 × 20 lattice of
chromium atoms. Electron hopping parameters coincide with those in Fig. 9a.
Yet can Fermi surfaces that show residual nesting, such as the one displayed by Fig. 9b,
also support an instability towards Ne´el order? To answer this question, we shall compute
the static magnetic susceptibility at all wavenumbers. In general, the intra-band and inter-
band susceptibilities take the form
χn,n′(Q) = −N−1Cr
∑
k
nF [εn′(k +Q)]− nF [εn(k)]
εn′(k +Q)− εn(k) |Mn,k;n
′,k+Q|2. (13)
The matrix element above has been computed in ref.25, and it’s magnitude square is given
by
|Mn,k;n′,k′|2 =


cos2[δ(k)− δ(k′)] for n′ = n,
sin2[δ(k)− δ(k′)] for n′ 6= n.
(14)
The net static spin susceptibility is then χ0(Q) =
1
2
∑
n=1,2
∑
n′=1,2 χn,n′(Q). Figures 10
and 11 show the static spin susceptibility at perfect nesting and at the Lifshitz transition.
Electron hopping parameters are identical to those in Figs. 9a and 9b. Both cases notably
show a well-defined peak atQAF. The logarithmic singularity predicted in the case of perfect
nesting is clearly missing in Fig. 10 because the thermodynamic limit has not been achieved.
In summary, the present two-orbital hopping model (1) can describe Fermi surface tubes
at the center of the 1-chromium Brillouin zone that resemble qualitatively the outer Fermi
17
FIG. 11: Static spin susceptibility at half filling and at the Lifshitz transition over a 20×20 lattice
of chromium atoms. Electron hopping parameters coincide with those in Fig. 9b.
surface tubes obtained by DFT. (Cf. Figs. 3 and 9b.) Such Fermi surfaces show resid-
ual nesting by the Ne´el wavenumber when they are nearby a Lifshitz transition to open
Fermi surfaces. This suggests that similar physics underlies our DFT prediction of Ne´el
antiferromagnetism in chromium pnictides.
V. SUMMARY AND CONCLUSIONS
After performing DFT calculations on the new chromium-pnictide compound BaCr2P2,
we predict that it has the ThCr2Si2 crystal structure
7, in common with its sister chromium-
pnictide compound3,4 BaCr2As2. We also successfully synthesized a powder sample of the
new material. XRD analysis of the sample yields the predicted crystal structure to within 1
percent accuracy. Our DFT calculations also predict Ne´el antiferromagnetism in BaCr2P2,
with magnetic moments that lie primarily on the chromium atoms. Magnetic susceptibility
and specific-heat measurements versus temperature show a kink near 60 K that we ten-
tatively attribute to the transition temperature for the predicted antiferromagnetic state.
Last, by comparison with a simple tight-binding model that contains only the principal 3dxz
and 3dyz orbitals, we suggest that the Ne´el antiferromagnetic order predicted by DFT is a
18
result of residual nesting of the outer tubular Fermi surfaces that is obscured by a Lifshitz
transition. (Cf. Figs. 3 and 9b.)
Unlike iron-pnictides, no traces of superconductivity in un-doped or doped chromium
pnictides have yet been reported in the literature. Like iron-pnictides, however, DFT predicts
antiferromagnetic order in chromium-pnictide parent compounds. As mentioned above, it’s
quite possible that the previous is due to some form of weak nesting of the tubular Fermi
surfaces by the Ne´el wavenumber. By analogy with the nesting of the hole-type and electron-
type Fermi surfaces that exists in parent compounds to iron-pnictide superconductors, a
related type of superconductivity may lurk in chromium pnictide materials that are suitably
doped.
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