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Abst rac t - -Fuzzy  decision making based on the concept of feedback extension, which is a new 
concept and can be regarded as a basic tool for fuzzy decision making, is formulated. After defining the 
concept of feedback extension, envelopes of feedback extension and the degrees of coincidence of the 
concepts are introduced. Then the representation if the intention of a concept is described. Finally, 
the methods of decision-making based on feedback extension--the DFE method--are discussed in 
detail. A numerical example is given to illustrate the approach. © 2000 Elsevier Science Ltd. All 
rights reserved. 
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1. THE DEF IN IT ION OF FEEDBACK EXTENSION 
We use some notions and signs introduced in [1]. Let (U, C, {X(f)}(:eF)] be a description frame 
and A E 9v(U) be the extension o fa  E C. According to [1], for any factor f E F ,  the representation 
extension f(A) E ~(X(f)) of ~ in the representation u iverse X(f) can be determined by A. 
Conversely, suppose the extension A is unknown, but the representation extension B(f) of (~ 
in X(f) is known. How can the extension A of ~ be determined in the universe U? To answer 
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this question, we need to introduce a new tool. Now we define 
f - l (B ( f ) )  : U ~ [0, 1], 
(1) 
u~ ~ f-~(B(f))(u) ~- B(f)(f(u)).  
Obviously f - l (B ( f ) )  is a fuzzy subset of the universe U, that is f - l (B ( f ) )  E Y(U). We call it 
the feedback extension of ct v¢ith respect o f .  
Two questions of interest deserve attention. They arise from the following observation. 
(1) Let A E Y(U) be the given extension of the concept a. According to [1], the representation 
extension of A is f(A) E .T'(X(f)). Then we have the feedback extension f - l ( f (A ) )  with 
respect o f ,  by means of (1). Naturally, we would like to ask: is f - l ( f (A ) )  coincident 
with (equal to) A? 
(2) Let B(f)  be the known representation extension of the concept a in X(f) .  From (1) we 
get its feedback extension f - l (B ( f ) )  with respect o f .  Then, according to [1], we have 
its representation extension f ( f - l (B( f ) ) ) .  Naturally, we ask: is f ( f - l (B ( f ) ) )  coincident 
with (equal to) B( f )?  
Answers to these questions are contained in the following proposition. 
PROPOSITION 1. Let (U,C, {X(f)}leF) ] be a description frame and a E C. For any factor f E F, 
we have the following. 
(1) If the extension of a is known to be A, then 
I - I( /(A)) ~ A. (2) 
It becomes an equality when f is an injection. 
(2) / f  the representation extension of a B(f)  E :Y(X(f)) is known, then 
f (f-~(B(f))) c B(f). (3) 
It becomes an equMity when f is a surjection. 
PROOF. 
(1) For any u E U, we have 
f - l ( f (A ) )  (u) = f(A)(f(u)) = V A (u') >1 A(u). 
f(u')=f(u) 
When f is an injection, f(u') = f(u) --4. u' = u. So (2) becomes an equality. 
(2) For any x E X(f) ,  we have 
f ( f - l (B( f ) ) )  (x) = V f - l (B( f ) ) (u)  = V B(f)(f(u)) 
f(u)=X f(u)=;r, 
: B(f)(x), (3 u E U)(f(u) = x), 
1, 0 <~ B(f)(x), (Yu E U)(f(u) ¢ x), 
where we stipulate that V0 = 0. Clearly, if f is a surjection, (3) becomes an equality. | 
NOTE 1. Expression (2) means that f - l ( f (A) ) ,  obtained from f(A), which is in turn formed 
from the extension A, is generally greater than A; it is equal to A only when f is an injection. 
The injection condition, however, is too stringent o be satisfied by many factors. In fact, in a 
given description frame (U, C, F], the universe U could be sensitive to some factors in F that have 
different states on objects, and U could be insensitive to some factors in F that have the same 
state on some objects. The most sensitive factor is the complete factor 1, i.e., 
(Vul,u2 E U), (Ul ¢ u2 ~ l(u,) # 1(~2)), (a) 
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which means that 1 can differentiate one object from the other. The most insensitive factor is 
the zero factor 0, i.e., 
(Vu • U), (0(u) : 0). (5) 
NOTE 2. In [1], we have pointed out that a factor, as a mapping, is a surjection. Therefore, (3) 
should be an equality 
f ( f - l (B( f ) ) )  : B(f).  (3') 
THEOREM 1. Let (U, C, F) be a description frame and A be the extension of concept ~ • C. 
Then 
(1) 1-1(I(A)) : A; 
(2) 0-1(0(A))(u) = hgt(A), where hgt(A) : V~eu A(u), the height of A. 
(3) (V f, g • F) ( f  >1 g ~ f - I ( f (A) )  C g-l(g(A))). 
PROOF. 
(1) This is a direct corollary from Proposition 1 since 1 is an injection based on [1]. 
(2) For any u C U, we have 
0-1(0(A))(u) = 0(A)(0(u)) = 
(3) For any u E U, we have 
V A(u ' ) :  V A(u ' )=hgt (A) .  
o (u')=O(u) ~'Eu 
f - l ( f (A))(u)  = f(A)(f(u)) : 
g-l(g(A))(u) = g(A)(g(u)) = 









(Vu' E U) (f (u') : f(u) ==> g (u') : g(u)) 
{u' E U I f (u') : f(u)} C {u' E U I g (u') : g(u)} 
V A (u') ~< V A (u'). 
f(ut)=f(u) g(u')=g(u) 
From this we can conclude that f - l ( f (A ) )  C g-l(g(A)) is valid. | 
theorem explains three points: 
the feedback extension concerning the complete factor is completely coincident with the 
extension; 
the feedback extension concerning the zero factor coincides with A if the extension A 
satisfies the accessibility condition: (3 u e U) (A(u) = hgt(u)); and 
the "greater" (or more "complicated") factor, the closer it is between the feedback exten- 
sion and the extension. Figure 1 illustrates these points. 
/(A) o y 
u " [o, 1] 
X( f )  
Figure 1. Illustration of (14). 
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2. THE ENVELOPE OF FEEDBACK EXTENSION 
The significance of the nation of feedback extension is that it offers a theoretical foundation 
and an operational method for the representation f concepts. In fact, for every concept a, there 
is a description frame (U, C, F] such that a • C. Generally speaking, its extension A • ~'(U) is 
unknown. If we can obtain the representation extension B(1) • 9r(X(1)) of a in the complete 
representation universe X(1), then from the results discussed above we immediately get A = 
1-1(B(1)). Unfortunately, the complete factor i is often too complicated to find directly. This 
leads us to consider: 
(1) decomposing a complicated factor into a set of simpler factors, 
(2) forming the representation extension of these simpler factors with respect o the concept a, 
and 
(3) finding the relationship of the representation extension of the complicated factor and the 
representation extension of its simpler factors. 
LEMMA 1. Let (U,C,F] be a description frame and A be the extension of concept a • C. For 
any f, g • F, if f >/ g, then 
Y~ g(A) D f(A).  (6) 
PROOF. For any (x, y) • X ( f )  = X(g) x X( f  - g), we have 
(T~ g(A)) (x,y) = g(A)(x) = V 
9(~)=x 
f (A)(x,y)  = V d(u). 
y(~)=(z,y) 
A(u), 
Notice that f (u) = (x, y) ~ g(u) = x. Thus, 
{u • U [ f(u) = (x,y)} C {u • U lg(u ) = x}. 
So f (A)(x,  y) <~ ('rig g(A))(x, y). Hence, (6)is valid. 
NOTE 1. In (6), let f = 1 and g = f;  then 
T} f(A)  D I(A). (7) 
NOTE 2. Expression (6) indicates that, by means of cylindrical extension, we can get, from the 
representation extension g(A) of a with respect o a simpler factor g, a "rough" representation 
extension Tg / g(A) of a with respect o a more complicated factor f than g. Thus, we have a 
"rough" feedback extension: 
f -1 (Tf g(A)) D f - l ( f (A ) ) .  (8) 
Equation (7) results in 
f -1 (T} f(A)) D 1-1(I(A)) = A. (9) 
The word "rough" used here means that the approximation of the feedback extension of a 
complicated factor f by the feedback extension formed by the representation extension of one 
simpler factor g is not precise enough. How to increase the precision of the above approximation 
is our next vital issue. 
It is clear that the solution to this problem will be dependent upon the "collective power" of 
simpler factors; namely, the representation extension of complicated factors can be constructed 
through the use of representation extensions of a few, but important, simpler factors. 
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THEOREM 2. Let (U, C, F] be a description frame and A be the extension of concept a E C. For 
anyf, g E F, put h = fVg .  H fAg  =0,  then 
f - l ( f (A))  Mg-l(g(A)) = h-1 ((t~ f(A)) n (T~ g(A))). (10) 
PROOF. Since f A g = 0, X( f  V g) = X(f)  x X(g). For any u E U, we have 
h(u) = (f V g)(u) = (f(u),g(u)) E X(f)  x X(g), 
which means that h is a vector-valued function. Therefore, 
[h-' ((T~ f(A)) n (T~ g(A)))] (u)= [(T~ f(A)) n (T h g(A))] (h(u)) 
(T~ f(A))(h(u)) A (T h g(A)) (h(u)) 
(T~ f(A)) (f(u), g(u)) A (T h g(A)) (f(u), g(u)) 
f(A)(f(u)) A g(A)(g(u)) 
f- l(f(A))(u) A g-l(g(A))(u) 
[f- l(f(A)) A g-l(g(A))] (u). 
This completes the proof. I 
NOTE. The result can be generalized to the "infinite" case. For any subset G C F, set VG = 
Vf~c f- If the factors in G are mutually independent, hen 
N f - l ( f (A ) )=(VG) - l ( fOG (T]Gf(A))) • 
lEG 
(11) 
Especially, when F is an atomic set of factors (namely, {X(f)}(feF ) is an atomic factor space, 
see [1]), since 1 = Vye~ f, where 7r is the family of all atomic factors in F, we have 
N f - l ( f (A ) )= l - l ( sN  (T) f (A ) ) ) .  (12) 
fear 
DEFINITION 1. Let (U, C, F] be a description frame and A be the extension of concept a E C. 
Assume G C F and elements of G are mutually independent. Write 
A[G] = N f-l(f(A))" (13) 
fEG 
A[G] is called the envelope of G-feedback extension of A, or simply, G-envelope of A. When f 
is an atomic set of factors, A[Tr] is called the closure of atomic feedback extension, or simply, 
7r-closure. 
The G-envelope (or ~r-closure) of A is an approximation of the extension of A by the concept 
of "collective power" described previously. This approach is similar to the approximation of a 
circle by using a polygon from the exterior of a circle. 
3. DEGREES OF COINCIDENCE 
Let (U,C,F] be a description frame and A (E 9r(U)) be the extension of concept a E C. For 
any factor f E F,  the feedback extension f - l ( f (A ) )  is, in fact, the composition of two mappings: 
f and f(A) (see Figure 1), i.e., 
f - l ( f (A))  = f(A) o f. (14) 
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DEFINITION 2. Let (U, g, F] be a description frame and A E ~(U)  be the extension of concept 
a E g. Write 
P = { f  • F [ f - l ( f (A ) )  = A}.  (15) 
Clearly P ~t 0 (for 1 • P). For any f • F~ f is called coincident with respect to ~ if f • P. 
For any f, g • F, assume f /> g. If g is coincident with respect o a, then so is f .  In fact, 
according to (3) of Theorem 1, we have 
A c f - l ( f (A ) )  C g- l (g(A))  -~ A. 
This means that f - l ( f (A ) )  = A. Conversely, if f is not coincident with respect o a, so is not g. 
In fact, from f - l ( f (A ) )  D A and f - l ( f (A ) )  ~ A, we have 
g- l (g(A))  D f - l ( f (A ) )  D A. 
This means that g is not coincident with respect o a. 
From the discussion above, it is easy to realize that the coincident of a factor is similar to the 
sufficiency of the factor. Naturally, we ask: what relationship is there between the coincidence 
and the sufficiency? The following theorem will answer this question. 
THEOREM 3. Let (U, C, F] be a description frame and A be the extension of concept a E C. For 
any f E F, we have 
f - l ( f (A ) )  -~ A ~ T~ f (A)  : I(A), (16) 
which means that f is sufficient if and only if f is coincident, with respect to a. 
PROOF. First it is not difficult to know the following expression being true: 
T} f (A)  = I(A) ¢==~ 1-1 (T} f (A) )  = A. (17) 
Then, for any u E U, we have 
A(u) = [1-1 (T~ f (A))]  (u) = (T~ s(g) )  ( l (u))  = (T~ f (A) )  ( f (u) , fC(u))  
= f (A ) ( f (u ) )  = [ f - l ( f (A) ) ]  (u). 
This explains that f - l ( f (A ) )  = A ¢=~ 1-1(T} f (A) )  = A. Thus, from (17) we know that (16) 
is true. | 
Based on the theorem and noticing (15) we have 
r(a) = A f" (18) 
fEP  
This is an another expression to find the rank of the concept a. 
By using the rank of a concept a, we can divide all the nonzero factors except r(a) itself, 
F (a)  = F \ {r(a), 0}, into four parts: 
F1 = {f e F(a)  I f > r(a)}, 
F3={feF(a)  I fA r (a )=0},  
F2 = {f E F(a)  I f  < r(a)},  
F4 = F(a)  \ (F1 tJ F2 O F3). 
When f E F1, f is coincident with a; otherwise, it is not. We now look at subfactors of r(a), 
i.e., the factors in F2. Some of these factors have low dimensions. When they are used for the 
approximation of A, the difference is rather small (although they are not completely coincident 
with A). Our next question is: what about the degree of the coincidence of such subfactors? 
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DEFINITION 3. Given a description frame (U, C, F], the following mapping: 
C:  F x 9r(U) , [0,1], (f ,A),  , C(f,A), 
C(f ,A)  = 1 - l (sup{lf(A)(f(u)) - A(u)[[ u E U} + inf{lf(A)(f(u)) - A(u)[ l u e U}) 
(19) 
is called the measure of coincidence on (U, C, F]; C(f, A) is called the degree of coincidence of f 
with respect o a. 
LEMMA 2. Given a mapping f : X ~ Y, and fuzzy subset A, B E Y:(X), the following expres- 
sions hold. 
(1) A c B ~ f - ] ( f (A) )  C f - ] ( f (B)) ;  
(2) f - ] ( f (A  U B)) = f - ] ( f (A) )  U f - ] ( f (B)) ;  
(3) f - ] ( f (A  N B)) C f - ] ( f (A) )  n f - ] ( f (B)) .  
PROOF. We will prove (3) because (1) and (2) are straightforward. 
f - l ( f (AnB) ) (x )  = f (ANB) ( f (x ) )= V (ANB)(x ' )  
f(x')=f(x) 
= V (Z(x')AZ(x))<~ ( V A(x ' ) )V (  V B(x ' ) )  
f(x')=f(x) f(x')=f(x) f(x')=f(x) 
---- f(A)(f(x)) A f(B)(f(x))  = f - l ( f (A)) (x)  A f - l ( f (B)) (x) .  
This completes the proof of (3). l 
LEMMA 3. Let (U, C, F] be a description frame and A and B be the extension of the concept a 
and/3 in C, respectively. For any f E F, if f is coincident with a and/~, respectively, then f is 
also coincident with the conjunction and disjunction concept of a and 13, i.e., 
f - l ( f (AUB) )  =AUB,  f - I ( f (ANB) )  =ANB.  (20) 
PROOF. By the conditions and Lemma 1, we have 
f - l ( f (A  U B)) = f - l ( f (A ) )  u f - I ( f (B ) )  = A u B, 
AN B c f - l ( f (An  B)) C f - l ( f (A ) )  n f - l ( f (B ) )  = AN B. 
Therefore, (20) is valid. 
NOTE. For a given description frame (U, C, F] and any f c F, write 
9re(U) = {A • 9r(U) I f - l ( f (A ) )  = A}.  (21) 
It is not difficult to show that the algebraic system (5r$ (U), U, N) is a complete sublattice of 9r(U) 
and U, 0 c 5r$(U). Moreover, for any f ,g c F, we have f >~ g ==~ 9r$(U) D 3rg(U); and 
THEOREM 4. Let (U, C, F] be a description frame and A E 9r(U) be the extension of concept 
E d. For any f c F, we have 
f -1 (f  (At)) = [f- l(f(A))]c ' (22) 
which means that the feedback extension of the opposite concept of a concept a is just the 
complement of the feedback extension of the concept c~. 
PROOF. The extension (22) is valid if and only if the following expression holds: 
(Vu C U), ( f  (A c) (f(u)) = 1 - f(A)(f(u))).  (23) 
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Expression (23) is also equivalent to the statement: for any u E U, the following expression is 
true: 
V (1 - A (u')) = 1 - V A (u').  (24) 
f(u')=f(u) f(u')=f(u) 
We prove (24). For any u ~ C U, clearly we have 
1-  A(u') >~ 1-  V A(u'). 
f(ut)=f(u) 
Therefore, 
V (1- A(u'))/> 1- V A(u'). (25) 
f(ut)----f(u) f(u')=f(u) 
Now we can prove that the equality in (25) holds. If not, then there exists a real number "r such 
that 
V (1 - A (u')) > "r > 1 - V A (u').  (26) 
f(u')=f(u) f(u')-~f(u) 
By using the inequality 7 > 1 - Vf(u,)=f(u) (1 - A(u')), we know that there exists u* c U such 
that 7 > 1 - A(u*). So 
"~/> V (1 - A (u')). 
f(u')mf(U) 
This is in contradiction with the inequality: 
(1 A 
< V -- 
f(u')=f(U) 
in (26). Thus, (24) is true. ] 
THEOREM 5. Let (U, C, F] be a description frame, C be a measure of coincidence in the frame 
defined above, and A and B (e Jz(U)) be the extension o[ concepts a, t3 E g, respectively. Then 
for any f,g E F, we have 
(1) f >~ g ~ C(f, A) >1 C(g, A), 
(2) C(f, A c) = C(f, A), 
(3) C(f, A U B) <. C(f, A) V C(f, S), 
(4) C(f, A n B) >1 C(f, A) A C(f, B). 
PROOF. 
(1) For any factor h E F and any fuzzy set D E 9r(U), write 
E(h,D) = {[h(D)(h(u)) - D(u)[ [ u e U}. 
From f t> g we know that f - l ( f (A ) )c  g-~(g(A)). It is easy to realize that the following 
two expressions are true: 
sup E(f, A) <. sup E(g, A), inf E(f, A) <. inf E(g, A). 
From these we have 
1 
C(f,A) = 1 - ~ (sup E(f,A) +inf E(f,A)) 
1 
/> 1 - ~ (sup E(g, A) + inf E(g, A)) = C(g, A). 
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(2) By using Theorem 4, we have 
E ( f ,A ~) = {I f (A ~) (f(u)) - A~(u)] l u e U} 
= {I 1 - f(A)(f(u)) - 1 + A(u)J I u e U} = E(f,A).  
Therefore, C(f, A c) = C(f, A). 
(3) For any fixed u E U, put 
E(h, D, u) = Ih(D)(f(u)) - D(u)l = h(D)(f(u)) - D(u). 
So E( f ,A  U B,u) = f(A)(f(u)) V f(S)(f(u)) - A(u) V B(u). Based on the values of 
E(f,  A U B, u), we consider the following four cases. 
CASE 1. f(A)(f(u)) <. f(B)(f(u)) and A(u) < B(u). 
Under the condition, E(f, A U B, u) = f(B)(f(u)) - B(u), thus, 
1 
C(f, A U B) = 1 - ~ (sup E(f, A U B) + inf E(f, A U B)) 
1 (sup E( f ,A  U B, u) + inf E( f ,A  tO B, u)) =1-  ~ \u~v ueV 
1 (sup E( f ,B ,u )+ inf E( f ,B ,u ) )  
=1-~ \u~v ~ev 
1 
= 1 - 5 (sup E(f, B) + inf E(f, S)) 
= C(f, B) < C(f, A) V C(f, B). 
CASE 2. f(A)(f(u)) > f(B)(f(u)) and A(u) > B(u). 
Under the condition, E(f, A U B, u) = f(A)(f(u)) -A(u) .  Then similar to the proof of Case 1 
we can get 
C(f, A U B) = C(f, A) <~ C(f, A) V C(f, B). 
CASE 3. f(A)(f(u)) < f(B)(f(u)) and A(u) > B(u). 
Under the condition, it is easy to get that 
Therefore, 
E(f,  A U B, u) = f(B)(f(u)) - A(u) >~ f(A)(f(u)) - A(u) = E(f, A, u). 
1 (sup E( f ,A  U B, u) + inf E( f ,A  U B, u)) C(f, A U B) = 1 - -~ \uev uev 
1 (sup E( f ,A ,u )+ inf E( f ,A ,u) )  
~<1-~ \~ev ~ev 
= C(f, A) <~ C(I, A) V C(I, B). 
CASE 4. f(A)(f(u)) > f(B)(f(u)) and A(u) <~ B(u). 
Under the condition, it is easy to know that 
E(f, A U B, u) = f(A)(f(u)) - B(u) >1 f(B)(f(u)) - B(u) = E(f, B, u). 
Similar to the proof of Case 3, we can get 
C(f, A U B) < C(f, B) < C(f, A) V C(f, B) 
By the four cases, we know that (3) is valid. 
(4) Since it is similar to the proof of (3), here is omitted. 
Based on the theorem, we can give an axiomatization definition of degree of coincidence. 
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DEFINITION 4. For a given description frame (U, C, F], the [ollowing mapping: 
C:FxA- (U)~[0 ,1 ] ,  ( f ,A) ,  >C(I,A) 
is called a measure of coincidence in (U, C, F], i[ it satisfies the following axioms. 
(C.1) For any f,g E F and any A E .f(U), 
: >1 g ~ C(f, A) >>. C(g, A). 
(C.2) For any f E F and any A E :F(U), 
C(f, A c) = C(f, A). 
(C.3) For any f E F and any A, B E :F(U), 
C(f, A U B) <. C(f, A) V C(f, B), 
C(f, g n B) >>. C(f, A) A C(f, B). 
4. IMPROVEMENT OF THE PRECIS ION 
OF FEEDBACK EXTENSION 
Let (U, C, F] be a description frame and A be the extension of concept a E C. Assume G (c F) 
is a family of mutually independent factors. By Definition 1 we can get G-envelope A[G] of A. 
For convenience, G is assumed to be a finite set, e.g., G = (f l ,  f2 , . - . ,  f,~}. Then 
A[G] = f i  :~-l(:i(A)). (27) 
i= l  
= n = 1-ii=l Z(f / ) .  Since u E V and A C A[G], then If we put f VG = Vi=l f~, then X(f)  n 
A(u) <. A[G](u)= /~ f~(A)(f~(u)) 
i=1 (28) 
= ( r I  f i(A)) 
This expression may be simplified to the following if we put B(fi) = fi(A) and xi = fi(u) for 
l <<. i <~ n: 
By using expression (32) in [1], we have 
B(f2) 
f = fI V f2 
B(/~) 
Figure 2. An approximation f the representation extension. 
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In practical applications, the extension A is often unknown, and hence, f (A)  is also unknown. 
A method that we consider to be the most convenient is to form representation extensions B(f i)  
of the concept a on the representation u iverse X(f i ) .  (There are many methods on making 
membership functions, for example, see [2-4].) Next, we consider cylindrical extensions TII B(fi) .  
The intersection of cylindrical extensions is an approximate representation extension of a on 
representation u iverse X( f ) .  In mathematical terms, 
f i  (']'~++ B(f+,)) D B(f) .  (31) 
Of course, there is some error between this approximate r presentation extension f"1+:~t (T~+ B (f+)) 
and the representation extension B(f) .  Figure 2 illustrates that the approximation method is 
quite rough. It is like "containing a potato with a box". 
How to improve the precision of the approximation method mentioned above is a key problem 
for our investigation. The following two approaches are good candidates in this direction. 
(1) "Trimming" the edges and corners of the box as close to the potato as possible (see 
Figure 3). 
(2) "Subdividing" the box into a sufficient number of small boxes to better fit the entire 
potato (see Figure 4). 
f2 f = ft V ~2 f~ [ [ f ~ fx V ~2 
B(S )  re rwd 
f~fl  
Figure 3. Trimming the edges. Figure 4. Subdivision (shaded). 
In order to realize above two approaches, we will give some theoretical tools. 
5. OPERAT IONS OF  FUZZY SETS ON D IFFERENT UNIVERSES 
Let X and Y be two nonempty universes and A E ~'(X) and B E 9t'(Y). It is well known 
that we cannot perform the operations of intersection and union between A and B because X 
and Y are different universes. However, in certain cases we do need to perform such operations. 
For example, let a,/~, and 7 be three concepts and let A, B, and C be the extensions of these 
concepts, respectively. Furthermore, assume that A, B, and C can be described on the universes 
X, Y and X x Y, respectively, i.e., A E ~'(X), B E 9v(Y), and C E ~'(X x Y). 
If concept 7 is determined by the concepts a and/3, (e.g., 7 = a cad/3, or 7 = a or 3), then 
it is necessary to perform the intersection and union operations on A and B. For this reason, we 
now expand the universes X and Y to X x Y by the method of cylindrical extension: 
T A =T x×Y A, T B =T X×y B, (32) 
where for any (x, y) E X × Y, 
(T A)(x, y) = A(x), (T B)(x,y) = B(y). (33) 
Thus, we can perform the intersection and union operation A and B because now they are on 
the same universe X × Y. These operations are defined below: 
(A N B)(x, y) = ((T A) N (T B))(x, y) = A(x) A B(y), 
(AUB) (x ,y )  = ((~f A) U (T B))(x,y) = A(x) V B(y). 
(34) 
(35) 
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Recall the definition of the direct product of fuzzy sets given as follows: 
We can  state 




6. A TOOL TO TR IM EDGES AND 
CORNERS- -THE TR IANGULAR NORM 
From (27), (28), and (29), we can write 
A[G] = (i=~ B(f i))  o f = (i=Nl f i(A)) o f, (38) 
which means that A[G], in fact, is the intersection of representation extensions B(fi). For the 
purpose of improving the ability of approximating A by A[G], it is necessary for us to modify 
the definition of fuzzy "and" and operator "A". Naturally, we are led to the triangular norm. In 
reality, "A" is the greatest riangular norm; in other words, it is the roughest r iangular norm. 
This suggests that  there are triangular norms that can be more effective in tr imming edges and 
corners of the box. 
A mapping T : [0, 1] x [0, 1] ~ [0, 1] is called a quasi-triangular norm if it satisfies the following 
conditions: 
(t.1) T(0, 0) = 0, T(1, 1) = 1; 
(t.2) T(z, y) = T(y, x); 
(t.3) (z <~ x',y <~ y') ~ T(z,y) <. T(x',y'); 
(t.4) T(T(x, y), z) = T(x, T(y, z)). 
A quasi-triangular norm T is called a triangular norm if it satisfies the following. 
(t . l ' )  T(x, 1) = x, and T is called a complementary triangular norm if it satisfies: 
(t . l")  T(x,O) = x. 
Note that either (t . l ' )  or (t . l")  will imply (t.1). 
When a quasi-triangular (triangular or complementary triangular) norm is continuous function, 
we call it a continuous quasi-triangular (triangular, or complementary triangular) norm. 
DEFINITION 5. Let T be a triangular norm and T* be a complementary triangular norm. Then T 
and T* are called correlated if they satisfy 
(t.5) T(x,y) + T*(1 - x, 1 - y) = 1. 
PROPOSITION 2. For any triangular norm T, there exists a unique complementary triangular 
norm T* that correlates with T; if T is continuous, so is T*. Conversely, tbr any complementary 
triangular norm T*, there exists a unique triangular norm T that correlates with T*; if T* is 
continuous, so is T. 
PROOF. We will prove the "existence" since the "uniqueness" and the "continuity" are trivial. 
From the condition (t.5), for any triangular norm T we can set 
T*(x,y) -- 1 -T (1  -x ,  1 -y ) .  
Clearly, this is a mapping from [0, 1] × [0, 1] to [0, 1]. We now prove T* satisfies (t . l") ,  (t.2), (t.3), 
and (t.4). 
( t . l " )  T*(O,x) = 1 -T (1  -0 ,  i -x )  = 1 - (1 -x )  =x.  
(t.2) T*(x,y)= l -T (1 -x , l -y )= l -T (1 -y , l -x )=T*(y ,x ) .  
Fuzzy Decision Making 857 
(t.3) If x ~< x' and y ~< y', then 
T*(x ,  y) = 1 - T(1 - x, 1 - y) ~< 1 - T(1 - x ' ,  1 - y')  = T* (y ,  x) .  
(t.4) For any x ,y ,  z • [0, 1], we have 
T*  (T* (x /y ) . z )  = 1 - T (1  - T (x ,y ) ,  1 - z)  
= 1 - T (T (1  - x,  1 - y ) , l  - z )  = 1 - T (1  - x,T(1  - y, 1 - z)) 
= 1 - T (1 - x ,  1 - T*(y, z)) = T* (x, T*(y, z ) ) .  
So T* is a complementary triangular norm and it correlates with T. The other half of the proof 
is similar, and hence, omitted. | 
EXAMPLE 1. Following are examples of triangular norms from [0, 1] x [0, 1] to [0, 1]: 
A: (x, y) ~-~ A(x, y) = x A y = min{x, y}, 
: (~, y)  ~ (~,  y)  = x .  y = xy ,  
• { Y' 
/k : (x ,y )  ~ A(x ,y )  = xAy  = x, 
O, 
e:  ( z ,  y)  ~-~ e(x ,  y)  = z e y = m~x{x + y - 1, 0} .  
xm~l, 
y=l ,  
xT~l andy~l ,  
EXAMPLE 2. Following are examples of complementary triangular norms from [0, 1] x [0, 1] 
to  [0,1]: 
V : (x ,y )  I ' V(x ,y )  : X V y ---- ma~x{x,y} ,  
+:  (x ,y )  ~ +(x ,y )  = x+y = x + y -  xy ,  
y, x=0,  
V : (z ,y )~-*V(z ,y )=zVy= x,  y=O,  
O, xy  # 0, 
@: (x,y) ~ ~(x,y)  = x Gy  = min{x + y, 1}. 
Applying these examples, we can show the following: 
A* -=V, .* _---~, /k* ----V, Q* ----O. 
Let T(2) = {T [ T is a triangular norm} and T* (2) = {T* [ T* is a complementary triangular 
norm}. We define an ordered relation in T(2) and :/-*(2) as follows: 
T1 ~>T2 -'. '.- (Vx ,  ye  [0, q ) (T l ( z ,y )  ~> T2(x ,y ) ) ,  
T; /> T~ .=.  (Vx.y • [0, q) (T; (x ,y)  t> T~(x,y)). 
Then we can easily verify the validity of 
(VT•T(2) )  (A<~T~<A) and (VT*•T*(2) )  (V<T*  ~<V). 
We note that proper selection of a suitable triangular norm can improve the approximation 
precision of A[G] to A. 
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7. MULT ID IMENSIONAL TR IANGULAR NORMS 
For purposes of operations of multiple fuzzy sets, it is useful to define the notion of multidi- 
mensional tr iangular norms. Let [0, 1] "~ be an m-dimensional cube and X = (x l ,x2 , . . .  ,xm),  
and Y -- (Yl ,Y2,. . . ,Ym) E [0,1] m. We define X ~< Y if and only if (V j )  (xj <~ yj). Then 
"~<" is a partial  relation on the cube. Now we define three transformations on the cube: 
Pi, qi, ai j :  [0, 1] m ---+ [0, 1] m as follows: 
pi(X) = p i (x l ,x2 , . . . ,Xm)  = (1, . . . ,1 ,x i ,1  . . . .  ,1), 
q i (X)  = q i (x l ,x2 ,  . . . ,Xm)  = (0 , . . . ,0 ,  x i ,0 , . . . ,0 ) ,  
aij (X) = o-ij (Xl,..., x , . . . ,  xj,..., xm) 
: (x l , . . .  ,X i - l ,X j ,X i+l , . . .  ,X j - l ,X i ,X j+ l , . . . ,  Xm). 
DEFINITION 6. A mapping Tm : [0, 1] m ~ [0, 1] is called an m-dimensional quasi-triangular 
norm if it satisfies the following conditions: 
(T.1) Tm(0 , . . . ,0 )  = 0 and Tin( I , . . . ,  1) = 1, 
(T.2) Tm(~rij(X)) = TIn(X), 
(W.3) X ~< Y ~ TIn(X) ~< TIn(Y), 
(W.4) For any X = (x l ,x2 , . . .  ,Xm) and Y = (Xm,Xm+l,.. .  ,X2m-1), 
Tm(Tm(X) ,xmq-1 , . . . ,X2m-1)  : Tm(X l , . . . ,X ra - l ,Tm(Y) ) .  
Obviously, T2 is a (two-dimensional) quasi-tr iangular norm. 
An m-dimensional  quasi-tr iangular Tm is called an m-dimensional tr iangular norm if it satisfies 
(W.l') Tm(pi(X)) = xi. 
Similarly, an m-dimensional quasi-tr iangular norm Tm is called an m-dimensional complemen- 
tary  tr iangular norm if it satisfies 
(T.I") T~(q i (Z) )  = xi .  
Let Tm be an m-dimensional tr iangular norm. Then Tm is called a reducible m-dimensional  
triangula~ norm if there exists tr iangular norms T2, Tr, and Tm-r, where r < m and m 7> 2, such 
that  Tm satisfies 
(T.5) Tin(X) = T2(T~(xl, . . .  ,Zr) ,Tm-r(Xr+l, . . .  ,Xm)). 
An m-dimensional  tr iangular norm Tm is called a completely reducible m-dimensional  trian- 
gular norm if there exists a tr iangular norm T2 such that  
TIn(X) = T2(T2( . .  T2(T2(xl, x2), x3)..., xm-1), ~m). 
When the norm of an m-dimensional quasitr iangular (or tr iangular, or complementary tri- 
angular) is a continuous function, we call it a continuous m-dimensional quasi-tr iangular (or 
tr iangular, or complementary triangular) norm. 
Let Tm be an m-dimensional tr iangular norm and Tm* be an m-dimensional complementary 
tr iangular norm. We call Tm and T*  are correlated if they satisfy 
(W.7) TIn(X) + T*(1 - x l , . . . ,  1 - Xm) = 1. 
Similar to the proof of Proposit ion 2, we can derive the following proposition. 
PROPOSITION 3. For any m-dimensional triangular norm Tm, there exists a unique m-dimen- 
sional complementary triangular T m that correlates with Tin. I f  Tm is continuous, so is T*.  
Conversely, for any m-dimensional complementary triangular norm Tin, there exists a unique 
m-dimensional triangular norm Tm that correlates with T m. If T* is continuous, so is Tin. 
We can easily verify that  (T . I ' )  or (T . I "  ~ T.1). 
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EXAMPLE 3. Here are four examples of m-dimensional triangular norm from [0, 1] "~ to [0, 1]: 
m 
A: x ,  , A(x)= A x,, 
j= l  
m 
n:  x , n (x )= 1-I x,, 
j= l  
A:X ,  ,A (X)={x i ,  x j= l ,  j ¢ i ,  l<~j<~m, 
O, x j¢ l ,  l<~j<~m, 
Q : X , , @(X) = max { f i  xj + m + l,O}. 
j= l  
EXAMPLE 4. Here are four examples of m-dimensional complementary triangular norms from 
[0, 1] m to [0, 1]: 
v :x ,  ,v (x )=Qxj ,  
j= l  
1-I:X, , I I ' (X )= l - f i (1 -x j ) ,  
j= l  
V:X~__~V(X)=]x i ,  x j=O, j# i ,  l<. j<~m, 
I 1, xj #O, l <<.j <~ m, 
From these examples, we see that A* = V, 1I* = H', A* = V and (?)* = @ hold. 
Let T (m)  = {Tm I Tm is an m-dimensional triangular norm} and T*(m) = {T,~ [ Tr~ is an 
m-dimensional complementary triangular norm}. Now we define an ordered relation in T(m)  
and T*(m) as follows: 
) T(m 2) ., .:. (VX)(T2)(X)>~ T(m2)(X)), T2) 
Tm 1 >~ Tm 2 -: )- (VX) (Tml(X) >>- Tm2(X)). 
We can readily verify that 
(VT~ ~ :r(m)) (A ~< T~ ~< A), (VT: e T*(m)) (V ~< T:  ~< V). 
8. REPRESENTAT ION OF THE INTENTION OF A CONCEPT 
Now we come to the point of attacking one of the most difficult questions in mathematics: 
how can the intention of a concept be represented mathematically? Factor space theory offers an 
answer to this question. First, we explain what is meant by c-essential factors. 
DEFINITION 7. Let (U,C,F] be a description frame, A e J:(U) be the extension of a E C, and C 
be the measure of coincidence in the frame. For any f E F, f is called an c-essential factor with 
respect o a, for a given real number c E [0, 1], if it satisfies the condition 
C(f, A) ) 1 -c .  (39) 
Based on c-essential factors, we will design a representation method of the intention of a 
concept c~ E C. Define 
G= {k e F I i=  1,2,...,n} 
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to be a family of mutually independent factor in F and each fi be an e-essential factor with 
respect o c~. Put f n [1], we = Ai=I fi. From have 
A(u) <. A[V](u) = fl~ f~(A)(f,(u)). 
i=1 
If we take the G-envelope of a, A[G], as an approximation of A, then the formula just described 
is a subdivision of the extension A in its state spaces (or representation universes). Thus, we 
obtain this group of propositions 
f l (u)  is f~(A) and f2(u) is f2(A) and ... and fn(u) is fn(A). (40) 
Let C be a measure of coincidence in the frame. Set e = 1 - C(f,A). Then the group of 
propositions is called the e-intention of the concept ~; it is a kind of (rough) representation of
the intention of a concept, and ¢ is a real number measuring the precision of the approximation. 
In practice, it is not easy to find e, but with the conditions stated above,we can show the 
following result. 
n 
PROPOSITION 4. e ~ A i= I  el. 
PROOF. 
n n 
~> V(1-e i )= i -A  el. 
i=1 i=1 
n 
Thus, e ~< Ai=l El" R 
The proposition provides a way for estimating ¢. The smaller e is, the higher the degree of 
coincidence of the intention is. Also, the subdivision of the intention becomes more reasonable 
as e gets smaller. 
The group of propositions (40) says that the intention of a can be determined by the extension 
of a. Conversely, if we know the intention of a, then we could obtain an approximate extension 
of a,  A[G], by (40) and  (28). 
The theory of factor spaces can describe the real world more realistically, more generally, and 
more figuratively, and it is a vital means for unifying both the intention and the extension of a 
concept. 
9. MORE PRECISE  REPRESENTATIONS OF  THE INTENTION 
We now develop ways for increasing the precision of representation of the intention by means 
of refining the subdivisions. 
Let (U, C, F] be a description frame and A E ~(U)  be the extension of a E C. Define G = 
{fi E F I i = 1, 2 , . . . ,  n} to be a family of mutually independent factors in F, so G C F. Put 
n f = ~/i=1 fi. Referring to Figure 4, the representation extension B = f(A) is divided into m 
rectangular parts. Let each of them be denoted by Bij. Noting B d = Nin l  Bij, then 
j= l  i=1 
Now we can state a formula of approximation for any u C U: 
j= l  i=1 
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We can state the above expression in logical statements as follows: 
fl(u) is Bl l  and f2(u) is B21 and ... and fn(U) is Bnl 
or 
fl(u) is B12 and f2(u) is B22 and ... and fn(U) is Bn2 
or (43) 
or 
fl(u) is glm and f2(u) is g2m and. . ,  and fn(u) is gnm. 
Define ¢ = 1 - C(f, A). Then the above logical statements are called an e-intention of the 
concept a. 
Expression (43) is important in that it not only gives us a means for constructing a more 
precise representation of the intention of a concept, but also a means to constructing a more 
precise representation f the (representation) extension. 
10. BASIC  FORMS OF FUZZY DECIS ION MAKING 
10.1. P r inc ip les  of  the  Max imum Membersh ip  
THE FIRST PRINCIPLE OF THE MAXIMUM MEMBERSHIP. Let (U,C, F] be a description frame 
and A1, A2, . . . ,  An c Jr(U) be the extensions of concepts a l ,  a2 , . . . ,  an E C, respectively. For a 
given object u0 E U, if there exists an index i E {1, 2 , . . . ,  n} such that Ai satisfies 
Ai (uo) = max{A1 (Uo), A2 (uo), • • •, An (uo)}, (44) 
then uo is said to belong to Ai, comparatively. 
THE SECOND PRINCIPLE OF THE MAXIMUM MEMBERSHIP. Let (U,C, F] be a description frame 
and A c jr(U) be the extension of a E C. For n objects Ul, u2, . . . ,  un E U, if there exists an 
index i E {1, 2 , . . . ,  n} such that ui satisfies 
A(ui) = max{A(ul),  A(u2) , . . . ,  A(un)}, (45) 
then ui is said to belong to A, comparatively. 
10.2. DFE  Decis ions and Its Types 
Let's consider a more concrete setting under the description frame (U, C, F] by defining: 
U - a group of tactics, called tactics set, 
C - a group of concepts upon tactics in U, 
for example, "good tactics", "fair tactics", and "bad tactics", etc., 
F - the factor set with respect o these tactics. 
If the extensions of concepts in C are known, the decision making will be simple because one 
can use the principles of the maximum membership. However, decisions must be made when the 
extensions of concepts are unknown. An approach to decision making under such circumstances 
is to find the extensions of concepts in C. These extensions could be found if we could obtain 
their feedback extensions (which, in turn, could be realized by G-envelopes). Decision making 
through this process is called decision making based on feedback extensions, or simply, DFE. 
There are three types of DFEs. 
TYPE 1. ORDERABLE. In this case, C = {a} is a singleton, for instance, a = "good tactics". 
If we can find the G-envelope, A[G], then A[G]: U ~ [0, 1], (or Ajar] : U ~ [0, 1]) will order 
tactics of U in [0, 1]. The first in the ordered list is the best tactic. 
862 H. LI et al. 
TYPE 2. COMPETITIVE. In this case, U = {u} is a singleton and C contains at least two concepts. 
Let C = {c~1, a2 , . . . ,  C~k} and Ai be the extension of ~i, 1 ~< i ~< k. If we can get Ai[G] for each 
i, 1 ~< i ~< k, (or 7r-closure A~[zr]), then we will be able to determine the concept (or A~) to which 
u belongs. 
TYPE 3. COMPETITIVE AND ORDERABLE. In this case, both U and g are not singletons. Let 
U = {Ul,U2,.. . ,  un} and C = {a l ,a2 , . . . ,ak} .  First we classify U by the competition. For 
example, if uil, ui2,. . . ,  uip, p <~ n, belong to aq (q ~< k), we can order uil, u i2, . . . ,  uip via Aq[G] 
(or Aq[Tr]); the first on the ordered list is the best tactic. Likewise, we can obtain a best tactic 
for each a j, 1 ~< j ~< k. We can adopt one or more of these best tactics if the condition dictates 
to do so. 
10.3. An Implementat ion Procedure for DFE 
We outline our DFE implementation procedure in the following steps. 







The illustration is 
Define a tactics set U = {Ul, u2, . . . ,  un} which is a group of tactics or strategies. 
Determine the concept a in g = {a} and name that concept, e.g., "good tactic". U 
is the universe of the concept a. 
Determine the set of atomic factors 7r = {fl, f2 , . . . ,  fro} with respect o U and its 
factor space {X(fj)}(l<~j<m ). 
Set F=7) (z r ) ,  V=U,  A=A,  - = \ ,  1 =Trand0=0.  Then (F, V, A, C, l ,  0) i sa  
Boolean algebra, and therefore, (U, C, F] is a description frame. 
Construct B(f j ) ,  1 <, j <~ m, the representation extensions of a, on the representation 
universes X(fy),  1 ~< j ~< m. 
Take an appropriate m-dimensional triangular norm Tm and form the representation 
extension B(1) in X(1) from Tm and B(f i )  as in 
B(1) (x l , . . . ,  xm) = Tm(B(/I)(Xl),..., B(/m)(xm)). 
Step 7. Determine fj(ui), the state of the tactic ui on the atomic factor f j ,  where i = 
1, 2 . . . .  , n and j = 1, 2 , . . . ,  m. Then we can obtain the state of the complete factor 
1 on each tactic as in 
l{ui) = ( f l (u i ) , f2(u i ) , . . . , fm(u i ) ) ,  i = 1 ,2 , . . . ,n .  
Step 8. Construct 1-1(B(1)),  the feedback extension of ~, which is regarded as the approxi- 
mation of A. For any u~ E U, then 
A(ui) ..~ (1-1(B(1)))  (u~) = B(1)(l(u~)) 
= B(1) (f~(u~),/2(u~),..., f,~(u~)) 
=Tm (B(fl)(fl(ui)), B(f2)(f2(ui)),..., B(fm)(fm(u~))). 
Now we can proceed to pick the best tactic Uio by the principles of the maximum membership. 
10.4. A Numerical  Example 
Let us consider the problem of how to select an excellent student among three candidates: 
Henry, Lucy, and John. Following the procedure just described, we have these steps. 
Step 1. Let Ul =Henry, u2 =Lucy, and u3 =John, so U = (Ul,U2, U3}. 
Step 2. Define c~ ="excellent student", then C = {c~} ={excellent student}. 
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Set 
From Table 1, the corresponding membership function values B(f j ) ( f j (u i ) )  are given 
as Table 2. 
Table 2. 
f j  Degrees 
ui fl /2 f3 /4 
ul 0.6 1 1 1 
u2 1 0.9 1 1 
u3 1 1 0.5 1 
Based on Table 2, we have the states of the complete factor 1. 
l (u l )  = (0.6, 1, 1, 1), l(u2) = (1, 0.9, 1, 1), l(u3) = (1, 1, 0.5, 1). 
Step 8. Calculate A(ui) for i = 1, 2, 3: 
A(ul) ~ B(1)(l(Ul)) = B(1)(fl(Ul), f2(ul), f3(ul), f4(ul)) 
= T4(B(f l)(f l (Ul)) ,  B(f2)(f2(ul)), B(f3)(f3(ul)),  B(f4)(f4(ul))) 
= B( f l ) ( f l (u l ) ) "  B(f2)(f2(ul))" B(f3)(f3(ul))" B(f4)(f4(ux))) 
=0.6×1×1×1=0.6 .  
Similarly, we get A(u2) ~ 0.9 and A(u3) ~ 0.5. So Lucy (u2) is the best student of the 
three. 





f j  Scores 
Physics Chemistry Foreign Language 
91 95 93 
89 93 90 
92 85 96 
Step 3. Let f l  =mathematics, f2 =physics, f3 =chemistry, and f4 =foreign language. 
7r = {f l , f2 ,  f3, f4} and X( f j )  = [0, 100], j = 1,2,3,4. 
Step 4. Let F = P(Tr). Then (U, C, F] is a description frame. 
Step 5. For j = 1,2,3,4, define 
1, 90 ~ x ~< 100, 
B(f j ) (x)  = (x - S0) S0 ~< x < 90, 
10 ' 
0, 0<~x<80.  
Step 6. Construct Tm E T(4), a four-dimensional triangular norm, as 
4 
T4(Xl ,  x2, x3, x4) = 1-I  x j  = x 1 • x 2 • x 3 • x.  4 .  
j= l  
Hence, 
B(1)(Xl, x2, x3, z4) = T4 (B(f l)(Xl),  B(f2)(x2), B(f3)(x3), B(f4)(x4)) 
= B(f l ) (X l ) .  B(f2)(x2). B(f3)(x3). B(f4)(x4). 
Step 7. The scores of each subject area (fj) by each student (ui) are given in the following 
Table 1. 
864 H. LI et al. 
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