A set of numbers closed under addition and whose representations in a rational base numeration system is a rational language is not a finitely generated additive monoid.
Many non-standard numeration systems that have been studied so far have the property that the set of representations of the integers is a rational language. It is even the property that is retained in the study of the abstract numeration systems (cf. [3] ), even if it is not the case that addition can be realised by a finite automaton.
In the rational base numeration systems, as defined and studied in [1] , the situation is reverse: the set of integers is not represented by a rational language (not even a context-free one), but nevertheless the addition is realised by a finite automaton. The purpose of this work is to further investigate the relationship between these two features in the case of rational base numeration systems.
Let p and q be two coprime integers, with p > q. In the p q -numeration system, the digit alphabet is A p , and the value of a word u = a n · · · a 2 a 1 in
In this system, every integer has a finite representation, but the set L p q of the p q -representations of the integers is not a rational language. The set V p q of all numbers that can be represented in this system,
, is closed under addition but is obviously not finitely generated (as an additive monoid).
In this note we establish the contradiction between being a finitely generated additive monoid and having a rational set of representations in a rational base number system. 1 Finitely generated additive submonoids Proposition 2. Let M be a finitely generated additive submonoid of V p q . There exists a finite family {m i } i∈I of elements of V p q such that M is contained in i∈I (m i + N).
Proof. Let {y 1 , y 2 , . . . , y h } be a generating family of M . Every y j is in V p q and it is then a rational number n j q k j for some integers n j and k j . Let k be the largest of the k j . Hence every element in M is a rational number whose denominator is a divisor of q k , and thus
Another property of the set V p q will be useful later on. q k . For every integer i and j, the number (
is closed under addition, and this can be rewritten as (
BLIP languages
Let us first define a (very) weak iteration property for languages.
Definition 4. A language L of A * is said to be left-iterable if there exists two words u and v in A * such that u v i is a prefix of words in L for an infinite number of exponents i.
Of course, every rational or context-free language is left-iterable. The definition is indeed designed above all for stating its negation. Being BLIP is a very stable property for languages, as expressed by the following properties.
Property 7.
(i) Every finite language is BLIP.
(ii) Any finite union of BLIP languages is BLIP.
(iii) Any intersection of BLIP languages is BLIP.
(iv) Any sublanguage of a BLIP language is BLIP.
The incrementer
Proposition 2 gives the intuition that studying finitely generated submonoids of V p q is closely linked to the operation n → n + x where x is a fixed value in V p q and n any integer. The incrementation by a constant value x is realised by a finite transducer. This construction is based on the converter defined in [2] . [2] ). Given any digit alphabet A n , there exists a finite letter-to-letter right sequential transducer C p q ,n from A n to A p such that for every w in A n * , π C p q ,n (w) = π (w).
Definition 9. For every integer n, the converter C p q ,n = N, A n , A p , 0, δ, ω , is the (right) transducer with input alphabet A n , output alphabet A p , and whose transition function is defined by:
and final function by: ω(s) = s p q , for every state s in N.
Definition 9 describes a transducer with an infinite number of states, but its reachable part is finite (cf [1, Proposition 13] or [2, section 2.2.2]). In particular, if n = 2p − 1, the converter is in fact an additionner: given two words a = a n · · · a 2 a 1 and b = b n · · · b 2 b 1 over A p , the digitwise addition yields the word (a
Example 10. The converter from A 5 to A 3 in base For every word w of A p * , we define a transducer I p q ,w which increments the input by w, i.e. given a word u as input, it outputs the Definition 11. For every
is the (right) transducer with input and output alphabet A p , and whose transition function is defined by:
and whose final function is defined by:
This last line means that if the input word is smaller than w, then the final function behaves as if the input word ended with enough 0's. Definition 11 describes a transducer with an infinite number of states but, as in the case of the converter, it is easy to verify that its reachable part is finite. It is also a simple verification that the incrementer has the expected behaviour.
Proposition 12. For every u and w in Since I is infinite, we may assume, without loss of generality, that the length of the y i 's is strictly increasing and thus not only that all y i 's have a length greater than n = |w| but also that the reading of every y i leads I p q ,w to a same state (s, 0):
From the definition of the transitions of I p q ,w :
follows, since a < p and q < p, that s s ′ . Hence the sequence of (first component of) states of I p q ,w in a computation starting in (s, 0) and with input v i , with unbounded i, is ultimately stationary at state (t, 0).
Without loss of generality, we thus may assume that (0, n) y i |y ′ i − −−− → (t, 0) for every i in I and, since (t, 0)
, where u ′ is the output of a computation starting in (t, 0) and with input u.
In order to complete the proof, we deduce from Proposition 14 a stronger property. Proof. Let n and k be the integers such that π (w) = n q k = x By Lemma 3, there exists j such that n + j ≡ 0 mod q k and y = 
