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We derive the explicit solution of the problem of time-optimal control by a common magnetic
fields for two independent spin- 1
2
particles. Our approach is based on the Pontryagin Maximum
Principle and a novel symmetry reduction technique. We experimentally implement the optimal
control using zero-field nuclear magnetic resonance. This reveals an average gate error of 1% and a
70% to 80 % decrease in the experiment duration as compared to existing methods. This is the first
analytical solution and experimental demonstration of time-optimal control in such a system and it
provides a route to achieve time optimal control in more general quantum systems.
I. INTRODUCTION
Time-optimal control (TOC) problems in quantum
systems are ubiquitous and important in multiple appli-
cations [1–4]. Because the inevitable noise from the en-
vironment degrades quantum states and operations over
time, inducing quantum dynamics in minimal time utiliz-
ing TOC becomes a preferable choice. Different mathe-
matical approaches exist to obtain accurate TOC pro-
tocols [5–8], with the Pontryagin Maximum Principle
(PMP) [9] unifying some of them. However, indepen-
dently of the method used, analytic solutions are rare
in optimal control and often a numerical prescription is
given for the optimal control law with known problems
of convergence to the actual solution [10, 11]. Previous
works mainly consider time optimization with controls
which address spin individually [12, 13]. However this
is difficult in many experiments, and control of all spins
simultaneously affected is a common scenario.
In this paper, we use the Pontryagin Maximum Princi-
ple (PMP) (see, e.g., [9]) and a novel symmetry reduction
technique [14], to obtain the optimal control laws for a
system of two uncoupled spin- 12 particles, under simulta-
neous control. Our symmetry reduction technique allows
us to reduce the number of unknown parameters and to
obtain analytic solutions. We implemented the TOC law
using zero-field NMR [15], obtaining experimental fidelity
as high as 99% and a gain of about 70% ∼ 80% in the
experiment time over previously known schemes [16, 17].
In particular, our model is as follows: Two spin- 12
particles with different gyromagnetic ratios γ1 and γ2
are simultaneously subject to a global (spatially uni-
form) control field ~u(t) := ux,y,z. The Hamiltonian
is H(~u) =
∑
j=x,y,z(γ1σj ⊗ 12 + γ212 ⊗ σj)uj , where
∗daless@iastate.edu
†xhpeng@ustc.edu.cn
~σ = σx,y,z are the Pauli matrices,
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
,
and 1n denotes the n × n identity. The problem is to
steer the identity 14 ∈ SU(4) to any desired matrix Uf,1⊗
Uf,2 ∈ SU(2)⊗SU(2) under a constraint of the form |~u| ≤
D, D 6= 0. We assume γ1 6= γ2 (heteronuclear spins) [18]
which implies controllability [19] in SU(2)⊗ SU(2), that
is, every operator in SU(2)⊗ SU(2) can be reached with
an appropriate (arbitrarily bounded) control. Let B be
the subspace in su(2)⊕ su(2) defined as B := span{iσx⊗
12+γ12⊗iσx,−iσy⊗12−γ12⊗iσy, iσz⊗12+γ12⊗iσz}
with γ := γ2/γ1. The problem of optimal control can be
stated as finding a function X := X(t) = −iH(~u) with
values in B, where H is the above Hamiltonian, so that
the solution of the Schro¨dinger operator equation,
U˙ = X(t)U U(0) = 14, (1)
reaches Uf,1 ⊗ Uf,2 in minimum time. Using the Hamil-
tonian of the system, we have X = −i∑j=x,y,z(γ1σj ⊗
12 + γ212 ⊗ σj)uj and the knowledge of X = X(t) is
equivalent to the knowledge of the control ~u. Moreover
the bound on the control in the optimal control problem
implies a bound on the norm of X. In particular |~u| ≤ D
if and only if
‖X(t)‖ ≤ L˜ := |γ1|
√
1 + γ2D (2)
for all t. [The inner product in su(n) (in particular
for n = 4) is 〈A,B〉 := 1nTr(AB†) so that ‖A‖ :=
1√
n
√
Tr(AA†).]
This paper is organized as follows: In section II we
describe the method to obtain TOC, i.e., PMP and sym-
metry reduction technique. A step-by-step protocol, and
a flow chart (FIG. 2) illustrating the algorithm to obtain
TOC are also summarized in this section. In section III,
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2in preparation to the experiments we carried out, we con-
sider the special case where we want to perform a rotation
on the first spin while leaving the second spin unchanged.
We prove that, in this case, the core step of the proposed
algorithm amounts to an integer optimization problem
with constraints (Theorem 2). We apply this method to
our experiment in section IV, together with an evalua-
tion of the quality of the control. The conclusion and
discussion of this work is given in Section V. Some useful
computations and extra considerations are collected in
the appendix.
II. TIME-OPTIMAL CONTROL LAW
We combine the PMP on Lie groups [9] with the use
of symmetry reduction [14]. This results in an algorithm
to obtain the optimal control laws.
A. The PMP and the form of optimal control
The following theorem which uses the Pontryagin Max-
imum Principle for systems on Lie groups [9] gives a de-
scription of the functional form of the optimal control
and trajectory.
Theorem 1. Write X = −i∑j=x,y,z(σj ⊗ 12 +
γ12 ⊗ σj)uj := X1 ⊗ 12 + γ12 ⊗ X1 (so that X1 :=∑
j=x,y,z −iσjuj) the optimal control, and U := U1 ⊗ U2
the optimal trajectory. Then there exist matrices P and
A in su(2) such that
X1 = e
AtPe−At, U1 = eAte(P−A)t, U2 = eAte(γP−A)t.
(3)
Proof. Consider the controlled dynamics (1). Condi-
tions given by PMP for right invariant systems on Lie
groups [9] say that if X = X(t) and U = U(t) is an op-
timal pair of control and trajectory, respectively, in time
tmin, then the following facts hold true: There exists a
nonzero pair (F, λ0) with F in the associated Lie algebra,
in this case su(2)⊕ su(2), and λ0 a scalar such that, de-
fined the (PMP) Hamiltonian H˜(F, Uˆ , V ) := 〈F, Uˆ†V Uˆ〉,
with Uˆ in the given Lie group, in this case SU(2)⊗SU(2),
and V in the control set, in this case V ∈ B, so that, for
almost every t ∈ [0, tmin],
H˜(F,U(t), X(t)) = max
‖V ‖≤L˜
H˜(F,U(t), V ) = λ0. (4)
By applying the Goh condition (see, e.g., Appendix C in
[20] and references therein) it also follows that λ0 6= 0
and therefore F 6= 0 as well [21].
Define F := F1 ⊗ 12 + 12 ⊗ F2 ∈ su(2) ⊕ su(2), and
recall U := U1 ⊗ U2 and X := X1 ⊗ 12 + γ12 ⊗X1. We
have
H˜(F,U,X) := 〈F,U†XU〉
= 〈U1F1U†1 ⊗ 12 + 12 ⊗ U2F2U†2 , X1 ⊗ 12 + γ12 ⊗X1〉
= 〈B˜ + γC˜,X1〉,
(5)
where we used
B˜ := U1F1U
†
1 , C˜ := U2F2U
†
2 . (6)
Furthermore, B˜ + γC˜ is never zero since this would im-
ply λ0 = 0 in the PMP. From the Cauchy-Schwartz in-
equality for the inner product 〈A,B〉 = 12Tr(AB†) in
su(2) and the bound on X which gives a constant bound
on X1, from (4) there exists a constant k such that
X1 :=
k(B˜+γC˜)
‖B˜+γC˜‖ (recall that the norm of X and there-
fore the norm of X1 is constant [23]). Replacing this into
the last one of (5), we have
H˜(F,U,X) = 2k‖B˜ + γC˜‖ = λ0 6= 0, (7)
which implies that ‖B˜ + γC˜‖ is constant. Therefore de-
noting by B and C the matrix functions obtained from B˜
and C˜ in (6) by possibly re-scaling F1 and F2, we have,
for the form of the optimal control,
X = X1 ⊗ 1+ γ1⊗X1, with X1 = B + γC, (8)
and
B := B(t) = U1(t)Fˆ1U
†
1 (t), (9)
C := C(t) = U2(t)Fˆ2U
†
2 (t), (10)
for matrices Fˆ1 and Fˆ2 (rescaled F1 and F2) in su(2). The
above derived optimal control candidates in (8) are in
‘feedback form’, that is, they depend on the current value
of the state of the system, U1 ⊗ U2. We now transform
them into the explicit form given in the statement of the
theorem. From (1), using (8), we have that the optimal
trajectory is U1 ⊗ U2 with
U˙1 = X1U1, U1(0) = 12, (11)
U˙2 = γX1U2, U2(0) = 12. (12)
Using (11) and differentiating B in (9), we obtain with
(11)
B˙ = [X1, B], B(0) = Fˆ1, (13)
and from X1 in (8), we have
B˙ = γ[C,B], B(0) = Fˆ1, (14)
Analogously for C we obtain
C˙ = γ[B,C], C(0) = Fˆ2. (15)
By combining (14) and (15), we have that
B˙ + C˙ ≡ 0. (16)
Therefore B + C = A˜, for a constant A˜ ∈ su(2). There-
fore, from (8) we have
X1(t) = (1− γ)B(t) + γA˜. (17)
3Replacing this in (13) and solving we obtain that B(t) =
eγA˜tFˆ1e
−γA˜t, which replaced in (17) gives
X1(t) = e
γA˜t
(
(1− γ)Fˆ1 + γA˜
)
e−γA˜t. (18)
By choosing A := γA˜ and P = (1 − γ)Mˆ1 + γA˜, and
solving (11), (12), one obtains:
X1 = e
AtPe−At, U1 = eAte(P−A)t,
U2 = e
Ate(γP−A)t,
which are formula (3). This completes the proof of the
theorem.
Theorem 1 reduces the search of the optimal control on
a space of functions to the search for the matrices A and
P in su(2). Using Theorem 1, the TOC problem is then to
find two matrices A and P in su(2) and the minimum of t,
such that U(t) = eAte(P−A)t⊗eAte(γP−A)t = Uf,1⊗Uf,2,
for desired final conditions Uf,1 and Uf,2 for systems 1
and 2, respectively. From the theorem we need U1(t) =
eAte(P−A)t = ±Uf,1 and U2(t) = eAte(γP−A)t = ±Uf,2,
with minimum t. The only constraint on A and P in
su(2) is (cf. (2))
‖P‖ = ‖X1‖ = 1√
1 + γ2
‖X‖
:= L˜/
√
1 + γ2 = |γ1|D := L,
(19)
which is a consequence of the bound on the control. This
results in six parameters to be chosen. However, a reduc-
tion of the number of parameters can be achieved using
the symmetry of the problem [14] as explained next.
Remark II.1. The matrices A and P in the theorem,
which are used in the expression of the optimal control,
depend on the parameter γ. This is true also for the
minimum time t. At the limit γ → 1 the system (1) loses
controllability on SU(2) ⊗ SU(2) in that the operations
at the limit are the same on the two spins. This implies
that, except for very special final conditions, the mini-
mum time goes to ∞ as γ tends to 1. This can be seen
from the expressions of the trajectories U1 and U2 in (3).
We can write U1U
†
2 as
U1U
†
2 = e
Ate(P−A)te(−γP+A)te−At =
eAte(P−A)te(−P+A)t+(1−γ)Pte−At.
This has to be a fixed matrix for a desired final condition.
If, by contradiction, we assume that t = t(γ) is bounded
as γ goes to 1 the term (1− γ)Pt will tend to zero (since
P is also bounded because of the bound on the control).
Therefore the matrix on the right hand side will tend to
the identity which is true only for final operations equal
to each other on the two systems.
B. Symmetry reduction
Let G be the Lie subgroup of SU(2)⊗SU(2) of matrices
of the form Y ⊗ Y with Y ∈ SU(2). The Lie group
G acts on SU(2) ⊗ SU(2) by conjugation, i.e., for U ∈
SU(2)⊗SU(2), Y ⊗Y ∈ G, as U → (Y ⊗Y )U(Y †⊗Y †).
With this action, G is a group of symmetries for the time
optimal control problem in the sense of [14]. This implies
that if X := X(t) is an optimal control and U := U(t) is
the corresponding optimal trajectory for a final condition
Uf , then, for any fixed Y ⊗ Y ∈ G, (Y ⊗ Y )X(Y † ⊗
Y †) is an optimal control and (Y ⊗ Y )U(Y † ⊗ Y †) the
corresponding optimal trajectory for the final condition
(Y ⊗ Y )Uf (Y † ⊗ Y †) with the same minimum time. A
direct way to see this is to consider equation (1) with X
the optimal control to reach Uf , defining Yˆ := Y ⊗ Y .
By multiplying (1) on the left by Yˆ and on the right by
Yˆ † we obtain a differential equation for Yˆ UYˆ †. Yˆ XYˆ †
is again an admissible control since it still belongs to B
and its norm is the same as the one of X. Therefore
we have an admissible control which drives to Yˆ Uf Yˆ
†
in the same time as the minimum time to drive to Uf .
Moreover this is the minimum time also for Yˆ Uf Yˆ
†. If
there was a shorter time, this would imply (repeating
the argument) a shorter time for Uf which contradicts
optimality. Summarizing, if we find the optimal control
and trajectory for a final condition Uf , we have found the
optimal control and trajectory for any final condition of
the type (Y ⊗Y )Uf (Y †⊗Y †). Uf and (Y ⊗Y )Uf (Y †⊗Y †)
are said to be in the same orbit. It is sufficient to find the
optimal control and trajectory for one representative in
the desired orbit in order to find optimal controls for all
elements in the orbit. We can use this fact to reduce the
number of parameters we look for in the optimal control.
Given A and P in su(2), choose Y1 ∈ SU(2) diago-
nalizing A (Y1AY1
† = iωσz). Also let Y2 ∈ SU(2) di-
agonal and such that Y2Y1PY
†
1 Y
†
2 = i(aσz − bσy) with√
a2 + b2 = L (cf. (19)). Then U1 ⊗ U2 from Theorem 1
is in the same orbit as U˜ := U˜1⊗ U˜2 := Y U1Y †⊗Y U2Y †
with Y := Y1Y2. Here:
Y U1Y
† = Y eAte(P−A)tY † = eiωσzte(iaσz−ibσy−iωσz)t,
Y U2Y
† = Y eAte(γP−A)tY † = eiωσzte(iγaσz−iγbσy−iωσz)t.
(20)
Consequently the (TOC) problem of searching for six
parameters is reduced to the problem of searching for
three independent parameters, i.e., ω, tmin and (a, b) with
(
√
a2 + b2 = L). The parameter tmin is the minimum
time t such that Y U1Y
†⊗ Y U2Y †, in (20) is in the same
orbit as the desired Uf,1 ⊗ Uf,2.
The control (Y ⊗Y )X(Y †⊗Y †) = Y X1Y †⊗12+γ12⊗
Y X1Y
†, with Y X1Y † = eiωσzt(iaσz−ibσy)e−iωσzt drives
the state optimally from the identity 14 to an element in
the same orbit as Uf,1 ⊗ Uf,2. The problem is therefore
split in two. First one chooses the parameters ω, a (b)
and t = tmin to reach the orbit of Uf,1⊗Uf,2 and then one
‘adjusts’ via a similarity transformation of the form Y ⊗Y
4to obtain exactly the desired final condition Uf,1 ⊗ Uf,2.
In order to follow this procedure we need an explicit de-
scription of the space of orbits, SU(2)⊗SU(2)/G, the or-
bit space [24]. To simplify the problem, we slightly relax
the equivalence relation on SU(2) ⊗ SU(2) to a relation,
∼×, on SU(2) × SU(2), so that (W1, Z1) ∼× (W2, Z2) if
and only if there exists a Y in SU(2) such that (W2, Z2) =
(YW1Y
†, Y Z1Y †). We have that W1 ⊗ Z1 and W2 ⊗ Z2
are in the same orbit if and only if (W1, Z1) ∼× (W2, Z2)
or (W1, Z1) ∼× (−W2,−Z2), i.e., two points in the orbit
space SU(2)×SU(2)/ ∼× correspond to the same point in
the orbit space SU(2)⊗ SU(2)/G. The characterization
of SU(2) ⊗ SU(2)/ ∼× is given in the following proposi-
tion. The proof is reported in the Appendix section VI A
[25]. Here D denotes the closed unit disc in the complex
plane, that is, the set of complex numbers x ∈ CI such
that |x| ≤ 1.
Proposition II.2. There exists a one to one and onto
map Ψ
Ψ :(SU(2)× SU(2))/ ∼×−→
((0, pi)×D)
⋃
({0} × [0, pi])
⋃
({pi} × [0, pi]) , (21)
defined as follows:
1. If U has an eigenvalue eiφ, with φ ∈ (0, pi) and
therefore U := SΛS† with S ∈ SU(2) and Λ :=(
eiφ 0
0 e−iφ
)
then
Ψ ([(U,Z)]) = (φ, (S†ZS)1,1) ∈ (0, pi)×D, (22)
where (S†ZS)1,1 denotes the (1, 1) entry of the
matrix S†ZS which is an element of D, and
[(U,Z)] denotes the orbit with representative (U,Z)
([(U,Z)] ∈ (SU(2)× SU(2))/ ∼×).
2. If U is the identity matrix 12 and e
iψ with ψ ∈ [0, pi]
is an eigenvalue of Z then
Ψ ([(U,Z)]) = (0, ψ) ∈ {0} × [0, pi]. (23)
3. If U is the negative of the identity matrix, i.e., −12,
and eiψ with ψ ∈ [0, pi] is an eigenvalue of Z then
Ψ ([(U,Z)]) = (pi, ψ) ∈ {pi} × [0, pi]. (24)
Topologically therefore the orbit space SU(2) ×
SU(2)/ ∼× looks like a deformed solid cylinder as in
FIG. 1, where the discs at the left and right ends are
degenerate to a segment ([0, pi]), and every other cross
section is (homeomorphic to) a disc.
Since Ψ in the proposition is a bijection (U1, Z1) ∼×
(U2, Z2) if and only if Ψ([(U1, Z1)]) = Ψ([(U2, Z2)]).
Therefore a test for ∼× equivalence is given in the fol-
lowing corollary.
FIG. 1: Representation of the Orbit Space SU(2) ×
SU(2)/ ∼×. The point A corresponds to the equivalence class
[(12,12)]; The point B corresponds to the equivalence class
[(Phase,12)] with Phase gate defined in (79) and C corre-
sponds to the equivalence class [(Phase,−12)]. Trajectories
are depicted in the orbit space joining A and B, A and C.
Corollary II.3. (U1, Z1) ∼× (U2, Z2) if and only if one
of the following occurs: 1) U1 = U2 = ±12 and the spec-
trum of Z1 is equal to the spectrum of Z2; 2) U1 := S1ΛS
†
1
and U2 := S2ΛS
†
2 for the same diagonal Λ [26], (with S1
and S2 in SU(2)) and (S
†
1Z1S1)1,1 = (S
†
2Z2S2)1,1 where
R1,1 denotes the (1, 1) entry of the matrix R.
Proof. The case 1 of the corollary corresponds to the
cases 2 and 3 of the proposition. The case 2 of the corol-
lary corresponds to the case 1 of the proposition.
Analysis on quotient spaces in the context of quantum
optimal control was also done in [27]. The quotient space
in [27] is a symmetric space [28] while the one described
in the above proposition and corollary is a stratified space
[29].
C. Procedure to obtain the time optimal control
Combining the explicit form of the optimal control ob-
tained in subsection II A with the symmetry reduction
described in subsection II B, the main points of the pro-
tocol to find the optimal control field can be summarized
as follows.
1. The PMP gives the form of optimal control X =∑
j=x,y,z −i(σj⊗1+γ1⊗σj)uj = X1⊗1+γ1⊗X1,
and trajectory, U(t) = U1(t) ⊗ U2(t). These are
given by X1 = e
AtPe−At, U1 = eAte(P−A)t, U2 =
eAte(γP−A)t, where A and P are constants in su(2),
parametrized therefore by 6 real parameters.
2. Symmetry reduction further reduces the number of
unknown parameters to 3: If the control X and
trajectory U are an optimal pair with optimal time
tmin, then Yˆ XYˆ
† and Yˆ UYˆ † is also an optimal
pair with tmin (20). There are, ω, tmin, a (b), with√
a2 + b2 = L, 3 unknown parameters to be deter-
5mined now (Yˆ is also unknown, but it can be deter-
mined if the above three parameters are known).
3. Find real values ω, t = tmin, a (b) (see point 1 above
and (20)), such that
(eiωσzte(iaσz−ibσy−iωσz)t, eiωσzte(iγaσz−iγbσy−iωσz)t)
is in the same class as (Uf,1, Uf,2) (Use Corollary
II.3), and t is minimum.
4. Repeat step 3 with the substitution: (Uf,1, Uf,2)→
(−Uf,1,−Uf,2). Choose the minimum time between
these two cases, and the corresponding ω, t :=
tmin, a (b).
5. Find Y ∈ SU(2) such that
±Uf,1 = Y †eiωσzte(iaσz−ibσy−iωσz)tY,
±Uf,2 = Y †eiωσzte(iγaσz−iγbσy−iωσz)tY,
with t = tmin. The ± sign is chosen according to
step 4.
6. The optimal control is X := X1 ⊗ 12 + γ12 ⊗ X1
with X1 := Y
†eiωσzt(iaσz − ibσy)e−iωσztY .
A simplification in the above procedure is obtained as-
suming for L in (19) L :=
√
a2 + b2 = 1, that is, normal-
izing the bound D on the control. We can always recover
the optimal control for the original problem. In fact, if
~uN (t) is the optimal control with a bound
1
|γ1| (L = 1)
in time tN , ~u(t) = L~uN (Lt) = |γ1|DuN (|γ1|Dt) will be
an optimal control for a general bound D, in minimum
time tNL . We shall therefore set L = 1 in the following
discussion. FIG. 2 gives a flow chart of the algorithm to
find the optimal control. This algorithm takes the de-
sired final condition Uf,1⊗Uf,2 as the input and obtains
the time optimal control.
𝑘=0
𝑈 =(−1)𝑘𝑈𝑓,1
𝑍=(−1)𝑘𝑈𝑘,2
Find equivalence class of (𝑈,𝑍)A
min
𝜔,𝑎,𝑏,𝑡𝑡, subject to 𝑎2+𝑏2=1, and
[(𝑈,𝑍)]∽×=[𝐸1(𝜔,𝑎,𝑏,𝑡),𝐸𝛾(𝜔,𝑎,𝑏,𝑡)]∽×B
𝜔𝑘=𝜔, 𝑎𝑘=𝑎
𝑏𝑘=𝑏, 𝑡𝑘=𝑡
𝑘 = 1𝑘=𝑘+1
𝑡0< 𝑡1
̃𝑡 = 0, ̃𝑎=𝑎0
̃𝑏 = 𝑏0, ̃𝑡 = 𝑡0
?̃?=𝜔0
?̃? =1, ̃𝑎=𝑎1
?̃? = 𝑏1, ̃𝑡 = 𝑡1
?̃?=𝜔1
Find 𝑌 ∈𝑆𝑈(2) such that
(−1)?̃?𝑈𝑓,1=𝑌 †𝐸1(?̃?, ̃𝑎, ?̃?, ̃𝑡)𝑌
(−1)?̃?𝑈𝑓,2=𝑌 †𝐸𝛾(?̃?, ̃𝑎, ̃𝑏, ̃𝑡)𝑌
C
𝑋=𝑋1⊗12+𝛾12⊗𝑋1,
with𝑋1=𝑌 †𝐽(?̃?, ̃𝑎, ̃𝑏, ̃𝑡)𝑌
No Yes
Yes No
1
FIG. 2: Flow chart of the procedure to find the optimal control X = X1 ⊗ 12 + γ1 ⊗ X1. For brevity, we use the notation
Eγ(ω, a, b, t) := e
iωσztei(γaσz−γbσy−ωσz)t and J(ω, a, b, t) := eiωσzt(iaσz − ibσy)e−iωσzt.
The routine A of the flow chart is carried out using
corollary II.3 and proposition II.2. It amounts to a stan-
dard eigenvalue-eigenvector problem for which in general
there are many available numerical algorithms and in our
case can be solved by hand since we are dealing with 2×2
matrices. Task C is the solution of a system of linear
equations in which we can use any available parametriza-
tion of matrices in SU(2). It corresponds to step 5 of the
previously described protocol. The solution of the mini-
mization problem in B which corresponds to task 3 of the
protocol is arguably the most difficult step of the algo-
rithm and the core of our solution method. We shall often
refer in the following to this step as ‘Task 3’. One method
to tackle this step is to use the concept of reachable set as
discussed in [14]. Consider the geometric description of
the orbit space SU(2)×SU(2)/ ∼× given in FIG. 1. This
can be depicted (from Corollary II.3) as a solid cylinder
where the two extreme discs are collapsed to a segment.
The orbit of a pair (±Uf,1,±Uf,2) is a point in this space.
If we fix t and vary ω and a (b), we obtain a surface in
this 3−D space which is the boundary of the set of or-
bits reachable at time t. The first t such that this surface
includes the desired point is the minimum time. The val-
ues of ω and a (b) where the intersection occurs are the
optimal values for the parameters. Alternatively one can
directly tackle the optimization problem to minimize t
6under the constraint that the pair
(eiωσztei(aσz−bσy−ωσz)t, eiωσztei(γaσz−γbσy−ωσz)t) (25)
is in the same equivalence class (with respect to the
equivalence relation∼×) as (Uf,1, Uf,2), using the explicit
computations of matrix exponentials which are reported
in the Appendix (section VI B). This problem is in some
cases simplified and can be solved analytically, as in the
application to our experiments which we discuss next.
III. APPLICATION TO SELECTIVE
SINGLE-SPIN ROTATIONS
We applied the above procedure to obtain the TOC
law for selective rotations on the first spin, i.e., Uf =
Uf,1 ⊗ Uf,2 = e−in·~σ θ2 ⊗ 12, where n is a unit vector and
the rotation angle θ is chosen in (0, 2pi). The possible
final conditions in SU(2) × SU(2) are (e−in·~σ θ2 ,12) and
(−e−in·~σ θ2 ,−12). Since Uf,2 = ±12 is invariant under
similarity transformations, the parameters in step 3 of
the above procedure ( routine B in FIG. 2) have to be
chosen so that in (20) eiωσzte(iγaσz−iγbσy−iωσz)t = ±12.
This implies that iγaσz − iγbσy − iωσzt, and therefore
bσy, commutes with e
−iωσzt which is diagonal. Therefore
e−iωσzt = ±12 or b = 0. If b = 0 (a = ±1), the final
conditions give γt = kpi and cos(t) = (−1)k cos( θ2 ). So,
in this case, we choose as candidate minimum time t =
| kγ |pi where |k| is the smallest integer (if any) such that
cos(| kγ |pi) = (−1)k cos( θ2 ). If b 6= 0 (|a| < 1), the problem
to minimize t subject to the final condition (i.e., Task 3)
can be transformed into an integer optimization problem
as summarized in the following theorem:
Theorem 2. Assume that the optimal parameters are
such that b 6= 0 in Task 3. Define the function
Mγ(s,m, l, k) := m
2(1− γ) + (s θ
2pi
+ l)2γ − k2, (26)
where s = ±1 and m, l, k are integers with m, k > 0, and
l, k share the same parity if θ 6= pi. When s = 1, l ≥ 0;
when s = −1, l > 0. Then the minimum time t, tmin, is
the minimum value of pi
√
Mγ(s,m,l,k)
γ(1−γ) , with the constraint
[m− s θ
2pi
− l]2 < Mγ(s,m, l, k)
γ(1− γ) < [m+ s
θ
2pi
+ l]2. (27)
With, t = tmin and the optimal (s,m, l, k) the cor-
responding parameters (ω, a, b) are given by ω = mpit ,
a = ω2γ +
γ
2ω − k
2pi
2tmγ , and b = ±
√
1− a2
Proof. Using the calculation of exponential of matrices
in section VI B, and the conditions on the final state for
the first spin, we obtain
(eiωt + e−iωt) cos(η1t) = ±2 cos (θ
2
). (28)
This is in particular obtained taking the trace of the ma-
trix in (77) and imposing that it is equal to (±) the trace
of the desired final condition. By imposing that the ma-
trix in (78) is equal to ± the identity, we get
eiωt(cos(ηγt) + i
γa− ω
ηγ
sin(ηγt)) = ±1. (29)
In these formulas, we used the definitions η1 :=√
ω2 + 1− 2aω, ηγ :=
√
ω2 + γ2 − 2aωγ. From (29),
since |a| < 1 and recall the definition of ηγ , we obtain
the two conditions
ωt = mpi, (30)
ηγt :=
√
ω2 + γ2 − 2γaω t = kpi, (31)
for integers m and k > 0. Using (30) in (28), and the
fact that whether we use + or − depends on (−1)m(−1)k
from (31), (30) and (29) we obtain (−1)m2 cos(η1t) =
2(−1)m(−1)k cos( θ2 ), that is,
cos(η1t) = (−1)k cos(θ
2
). (32)
Therefore, in particular we have
η1t :=
√
ω2 + 1− 2aω t = sθ
2
+ lpi, (33)
with l and k having the same parity if θ 6= pi. Therefore
the condition on the final state is verified if and only if
conditions (30), (31) and (33) are verified with l and k
having the same parity if θ 6= pi.
If ω = 0 then m = 0 from (30), and (31), (33) give
t = |k||γ|pi and cos(t) = (−1)k cos( θ2 ). So the situation is
the same as the one discussed for b = 0 and therefore we
can avoid considering this case as for now we assume that
the optimal occurs (only) for b 6= 0. Therefore we assume
ω 6= 0. We can in fact assume ω > 0, and therefore m > 0
also, since for every pair (ω, a) satisfying (30), (31), (33)
for a certain t, the pair (−ω,−a) also satisfies (30), (31),
(33) with the same t.
Now using (30) in (31) and (33), we obtain
m
√
ω2 + γ2 − 2aγω = ωk, (34)
and
m
√
ω2 + 1− 2aω = sq
2
ω + lω. (35)
with θ = qpi, q = (0, 2). We have that if s = 1, l ≥ 0,
while if s = −1, l must be > 0. Eliminating aω by
combining equations (35) and (34), we obtain that
ω2 =
m2γ(1− γ)
Mγ(s,m, l, k)
, (36)
with Mγ(s,m, l, k)γ(1− γ) > 0. (Mγ(s,m, l, k) is defined
in 26)
7For a certain quadruple (s,m, l, k), the time is then
(from (30))
t =
mpi
ω
= pi
√
Mγ
γ(1− γ) . (37)
Using ω = mpit in (33), we obtain
pi2
[
m2 − (sq
2
+ l)2
]
+ t2 = 2ampit, (38)
The condition |a| < 1 is equivalent to the fact that the
absolute value of the right hand side of (38) is strictly
less than 2mpit. By setting{
pi2
[
m2 − (sq
2
+ l)2
]
+ t2
}2
< 4m2pi2t2, (39)
we obtain the condition for t2,
[mpi − (sq
2
+ l)pi]2 < t2 < [mpi + (s
q
2
+ l)pi]2. (40)
Replacing (37) in this, we have
[m− sq
2
− l]2 < Mγ(s,m, l, k)
γ(1− γ) < [m+ s
q
2
+ l]2, (41)
which is the same as (27) if we recall that θ = qpi. We
remark that this is in fact the only condition since the
left inequality in (41) implies Mγ(s,m, l, k)γ(1 − γ) >
0. Using the values of ω and t in (31) one obtains the
expression for a (and therefore b) in the statement of the
theorem. Theorem 2 transforms Task 3 of the procedure
into an integer optimization problem.
Remark III.1. Given the particular final condition, the
sign of b in the statement of the theorem is arbitrary. It
does not affect the eigenvalues of the transformation on
the first spin given that the transformation on the second
spin is the identity.
Remark III.2. From the proof of the theorem it follows
that we have simultaneously considered the case U ⊗ 1
and (−U)⊗ (−1) therefore we do not need, in this case,
to perform the test ‘t0 < t1’ in the algorithm of FIG.2,
and we can directly move on to the task in C of the flow
chart, in this case.
There is no general algorithm to solve the optimization
problem of Theorem 2 which treats γ as a free parame-
ter. However when γ is given a numerical value, such a
problem can usually be solved. One possible technique
is to use a min−min strategy as follows: First for given
l and m one finds the minimum or maximum (according
to the sign of γ(1− γ)) value of k (with the same parity
of l) so that condition (41) is verified. This is because
the minimization of t corresponds to the minimization of
Mγ
γ(1−γ) (from (37)) and Mγ is given in (26). Such an opti-
mal k will be a function of l and m. Then one finds l and
m to minimize t in (37). Such a procedure might have
y
z
x
1H
13C
FIG. 3: Schematic representation of the control via a spatially
uniform magnetic field ~B of the 1H-13C system.
to be repeated for s = 1 and s = −1 and the optimal
times compared. As an illustration of this technique we
consider the case γ = 12 in the appendix (section VI C).
Alternatively, one can apply enumeration or numerical
search in the space of (m, l, k) to get an optimal candi-
date, then independently prove its time optimality. This
is the technique we have used in our experimental imple-
mentation as it is described in the next section.
IV. EXPERIMENTS IN ZERO-FIELD NMR
At zero field, all spins have identical (zero) Larmor fre-
quencies and they cannot be addressed by separate con-
trol fields. They can be manipulated by applying pulsed
magnetic fields ~B along three directions acting on all the
spins. The main advantage of zero-field NMR is that
it does not need superconducting magnets. This makes
the experiment set-up more flexible compared to high-
field NMR. When the control fields satisfy the condition
γ1,2| ~B|  |2piJ | (the general case in liquid-state NMR ex-
periments), where J is the spin-spin coupling constant,
the spin systems at zero field behave as independent spins
in simultaneous control.
We experimentally demonstrated the above TOC
pulses for an 1H-13C system, i.e., 13C-formic acid (1H-
13COOH), at zero field. This system is schematically
depicted in FIG. 3. The 1H-13C spin-spin constant is
J ≈ 221.9 Hz and the lifetime of singlet-triplet co-
herence [31] is T2 ≈ 2.0 s. For the 1H-13C system,
γC
γH
≈ 0.2514 = γ. We describe next how to solve the
optimization problem of Theorem 2 and obtain the TOC
for this value of γ.
8A. Determination of TOC
We now determine the time optimal control for the case
of γ := 0.2514 which corresponds to our experiment, and
therefore this value of γ will be assumed in this subsec-
tion. We start with an ansatz for Mγ (and therefore tmin)
solving the optimization problem of Theorem 2. This is
given by s = l = k = m = 1, i.e., Mγ(1, 1, 1, 1). It is
achieved by enumeration in a small range [in the space
of (s,m, l, k)]. However its time optimality cannot be
proved by simple enumeration since the triple in (m, l, k)
is not in a bounded range.
1. Proof of optimality of Mγ(1, 1, 1, 1)
We only consider the case with q ∈ (0, 1] (recall the
definition θ = qpi) since the case q ∈ (1, 2) can be treated
similarly. We show that there is no admissible quadruple
(s,m, l, k) which gives a value of Mγ(s,m, l, k) strictly
less than Mγ(1, 1, 1, 1). There are two subcases to con-
sider s = 1 and s = −1.
Case s = 1
Define δ := m − l in Mγ(s,m, l, k) = Mγ(1,m, l, k).
We first observe the following fact:
Lemma IV.1. If Mγ(1,m, l, k) < Mγ(1, 1, 1, 1) then δ =
0 or δ = 1
Proof. Using Mγ(1,m, l, k) < Mγ(1, 1, 1, 1) the lower
bound (m− l − q2 )2 in (41) gives
(m− l − q
2
)2 <
Mγ(1, 1, 1, 1)
γ(1− γ) . (42)
Direct computation of Mγ(1, 1, 1, 1) gives Mγ(1, 1, 1, 1) =(
q2
4 + q
)
γ, using this in (42) and setting δ := m− l, we
get
−
√
q2
4 + q√
1− γ +
q
2
< δ <
√
q2
4 + q√
1− γ +
q
2
. (43)
This leads to a restriction on the possible values of δ
(recall γ = 0.2514) as claimed:
δ =
{
0 0 < q ≤ 2(−8743+50
√
32458)
1257 (≈ 0.42)
0 or 1 2(−8743+50
√
32458)
1257 < q ≤ 1
(44)
The following two propositions consider the two cases
δ = 0 and δ = 1 and show that, in these cases, there
is no quadruple (1,m, l, k) such that Mγ(1,m, l, k) <
Mγ(1, 1, 1, 1), so completing the proof for the case s = 1.
Proposition IV.2. Assume δ := m − l = 0. Then
Mγ(1,m, l, k) = Mγ(1,m,m, k) ≥ Mγ(1, 1, 1, 1), for any
admissible values of m, l and k.
Proof. If δ = 0, m = l gives Mγ = m
2−k2+ q24 γ+mqγ.
Since Mγ > 0 we must have m ≥ k. In fact, if m < k,
we would have
Mγ = m
2+qmγ−k2+q
2
4
γ ≤ (k−1)2+q(k−1)γ−k2+q
2
4
γ ≤
−3 + qγ + q
2
4
γ < 0,
which is a contradiction. Set  := m − k (0 ≤  < m), 
integer. Assuming by contradiction that Mγ(1,m, l, k) <
Mγ(1, 1, 1, 1) with the additional requirement that m = l
leads to the inequality
m2 − k2 +mqγ < qγ.
Replacing k with m − , after some algebraic manipula-
tions, we obtain
 < m <
qγ + 2
qγ + 2
, (45)
which leads to:
2 + qγ− qγ < 0. (46)
From (46), we have that the only possibility is  = 0.
Therefore m = k. Together with δ = 0, this indicates
m = l = k. However
Mγ(1,m,m,m) =
q2
4
γ+qmγ ≥ q
2
4
γ+qγ = Mγ(1, 1, 1, 1),
with equality valid if and only if m = 1. Therefore no
smaller Mγ can be found in this case.
Proposition IV.3. Assume δ := m − l = 1. Then
Mγ(1,m, l, k) = Mγ(1,m,m − 1, k) ≥ Mγ(1, 1, 1, 1), for
any admissible values of m, l and k.
Proof. If δ = 1 (corresponding to the second case in
(44)), by using Mγ in (26) with l = m − 1, Mγ > 0
becomes:
m2 − k2 +m(qγ − 2γ) + γ + q
2
4
γ − qγ > 0 (47)
Since
m(qγ − 2γ) + γ + q
2
4
γ − qγ < qγ − 2γ + γ + q
2
4
γ − qγ
= −γ + q
2
4
γ < 0,
(48)
we must have m > k to make (47) hold. Set k = m− 
(0 <  < m,  integer). Then assuming by contradiction
Mγ(1,m, l, k) < Mγ(1, 1, 1, 1) (cf. (26)), with l = m−δ =
m− 1, we obtain
m(2+ qγ − 2γ) < 2qγ − γ + 2. (49)
9Thus:
 < m <
2qγ − γ + 2
2+ qγ − 2γ . (50)
From the condition 2(−8743+50
√
32458)
1257 < q ≤ 1, we have:
−1 < 2γ − qγ −
√
(qγ − 2γ)2 − 4(γ − 2qγ)
2
<  <
2γ − qγ +√(qγ − 2γ)2 − 4(γ − 2qγ)
2
< 1
(51)
So no  satisfies this requirement.
We have thus shown for the case s = 1 that
Mγ(1, 1, 1, 1) is the minimum.
Case s = −1
The following lemma analogous to Lemma IV.1 says
that there are two cases again to consider. We set again
δ := m− l.
Lemma IV.4. If Mγ(−1,m, l, k) < Mγ(1, 1, 1, 1) then
δ = 0 or δ = −1
Proof. From the constraint (41) on Mγ written for
s = −1, we know that if Mγ(s,m, l, k) is strictly less
than Mγ(1, 1, 1, 1), with the lower bound (41) now equal
to (m− l + q2 )2, we must have:
(m− l + q
2
)2 <
Mγ(s,m, l, k)
γ(1− γ) <
Mγ(1, 1, 1, 1)
γ(1− γ) . (52)
Inequality (52) gives:
−
√
q2
4 + q√
1− γ −
q
2
< δ <
√
q2
4 + q√
1− γ −
q
2
, (53)
which leads to the restrictions on δ (recall γ = 0.2514):
δ =
{
0 0 < q ≤ 2(−8743+50
√
32458)
1257
−1 or 0 2(−8743+50
√
32458)
1257 < q ≤ 1
(54)
The following two propositions consider the cases δ = 0
and δ = −1 separately and show that it is not possible
in these cases that Mγ(−1,m, l, k) < Mγ(1, 1, 1, 1). This
is analogous to what has been done in Propositions IV.2
and IV.3 and completes all the subcases, thus showing
the optimality of Mγ(1, 1, 1, 1).
Proposition IV.5. Assume δ := m − l = 0. Then
Mγ(−1,m, l, k) = Mγ(−1,m,m, k) ≥ Mγ(1, 1, 1, 1), for
any admissible values of m, l and k.
Proof. If δ = 0, we have Mγ = Mγ(−1,m,m, k) =
m2−k2+ q24 γ−qmγ. From Mγ > 0 we must have m > k.
Set  := m− k (0 <  < m),  integer. The assumption,
by contradiction, Mγ(−1,m,m, k) < Mγ(1, 1, 1, 1) gives
 < m <
qγ + 2
2− qγ , (55)
which leads to
2 − qγ− qγ < 0. (56)
From (56), the bound on  becomes:
− 1 < qγ −
√
q2γ2 + 4qγ
2
<  <
qγ +
√
q2γ2 + 4qγ
2
< 1,
(57)
which cannot be satisfied by any  (integer > 0). There-
fore there is no smaller Mγ in this case.
Proposition IV.6. Assume δ := m − l = −1. Then
Mγ(−1,m, l, k) = Mγ(−1,m,m + 1, k) ≥ Mγ(1, 1, 1, 1),
for any admissible values of m, l and k.
Proof. Set m−  = k ( < m,  integer). The assump-
tion, by contradiction, Mγ(−1,m, l, k) = Mγ(−1,m,m+
1, k) < Mγ(1, 1, 1, 1) gives
m(2+ 2γ − qγ) < 2 − γ + 2qγ (58)
When 0 ≤  < m, the requirement on  becomes:
 < m <
2 − γ + 2qγ
2+ 2γ − qγ , (59)
which can be converted to:
2 + (2γ − qγ) + γ − 2qγ < 0. (60)
But 2 + (2γ − qγ) + γ − 2qγ > 1 + 2γ − qγ + γ − 2qγ =
1 + 3γ − 3qγ ≥ 1. So no  can be found in this case.
When  < 0, the requirement M(−1,m, l, k) > 0 be-
comes:
− 2 + 2m+ 2mγ −mqγ + γ + q
2
4
γ − qγ > 0. (61)
But:
− 2 + 2m+ 2mγ −mqγ + γ + q
2
4
γ − qγ
≤ −1− 2m+ 2mγ −mqγ + γ + q
2
4
γ − qγ
≤ −1 + 2γ − 2− qγ + γ + q
2
4
γ − qγ < 0,
(62)
which contradicts (61). So no value of  can be found in
this case either.
Conclusion of the proof
The value of the minimum time is (with θ = qpi)
tmin = pi
√
Mγ(1, 1, 1, 1)
γ(1− γ) = pi
√
q2
4 + q
1− γ . (63)
For the value of γ = 0.2514 we are considering this is
indeed the optimal. The parameter b has to be different
from zero. In fact the time discussed before the statement
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of the Theorem 2, when b = 0 is (when possible) tb=0 :=
|k|pi
γ , and we have from (63) (since q ∈ (0, 2))
tmin := pi
√
q2
4 + q
1− γ < pi
√
3
1− γ < pi
1
γ
≤ tb=0,
which is true since for γ = 0.2514,
√
3
1−γ <
1
γ .
We remark that the proof of optimality of Mγ(1, 1, 1, 1)
holds for a range of values of γ which includes 0.2514.
2. Explicit expression of the optimal controls
We take as an example θ = pi. Using Theorem 2 we cal-
culate the parameters (tmin, ω, a, b) of the optimal con-
trol. We have from (26)
Mγ = Mγ(1, 1, 1, 1) =
5
4
γ. (64)
Moreover tmin = pi
√
Mγ
γ(1−γ) =
pi
2
√
5
1−γ . We have ω =
pi
tmin
= 2
√
1−γ√
5
. We have (from the Theorem)
a =
ω
2γ
+
γ
2ω
− k
2pi
2tmγ
=
γ
4
√
5
1− γ ,
with b = ±√1− a2. With these values of ω, a and b, we
can calculate eiωσzt(iaσz − ibσy)e−iωσzt, which gives fi-
nal condition (on spin 1) U˜f,1 = e
iωσzte(iaσz−ibσy−iωσz)t
x y
z
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FIG. 4: (color online). (a) Comparison of time
costs for single-spin rotation RHn (θ) := e
−in·~σ θ
2 ⊗ 12
on 1H in the 1H-13C system between TOC and the
composite-pulse sequence [16, 17] implemented via RHn (θ) =
RCn⊥(pi)e
−iH(~u0)τRCn⊥(−pi)e−iH(~u0)τ . Here ~u0 is a constant
field along n and τ = θ
2γ1|~u0| . (b) Time-optimal fields and
corresponding trajectories on the Bloch Sphere for realizing
RHy (pi) := e
−iσy pi2 .
with t = tmin (cf. (20)). In order to complete
Task 6 of the procedure in subsection II C we need to
find Y ∈ SU(2) such that Uf,1 = Y †U˜f,1Y , so that
X1 = Y
†eiωσzt(iaσz − ibσy)e−iωσztY , the optimal con-
trol. The optimal control fields (ux, uy, uz) are obtained
from X1 = −iσxux − iσyuy − iσzuz. If we want to con-
sider a general bound D on the control norm, we need
to re-scale the optimal control which was obtained with
a normalized bound (L := |γ1|D = 1). The re-scaling
is ~u(t) → L~u(Lt) = |γ1|Du(|γ1|Dt). The explicit ex-
pression of the matrix Y and the optimal control fields
are given below. These are the control fields used in the
experiment in FIG. 4.
Y =
 54√ 274311229 i− 14√ 2125711229 i 54√ 274311229 + 14√ 2125711229
− 5
4
√
2743
11229
− 1
4
√
21257
11229
− 5
4
√
2743
11229
i+ 1
4
√
21257
11229
i.
 .
(65)
(we used in this calculations ratios of integer number to
express γ = 0.2514 = 251410000 .) The control magnetic field
~B = (Bx, By, Bz) := −2(ux, uy, uz) (| ~B| = 2D) are given
by
Bx ≈ 1.98D sin (1.54Dγ1t);
By ≈ 0.18D − 1.68D cos (1.54Dγ1t);
Bz ≈ −0.28D − 1.04D cos (1.54Dγ1t).
(66)
To show the generality of the method, we have also
obtained controls for different values of γ. In particu-
lar, we have considered γHγC ≈ 3.9777 = γ, that is, the
rotations are implemented on 13C spin in 1H-13C sys-
tem (now spin 1 is 13C and spin 2 is 1H). In this case,
Mγ < 0 in Theorem 2 and it is −Mγ that has to be min-
imized. We proved (like in subsection IV A 1) that the
combination (s = −1,m = 1, l = 1, k = 1) minimizes
−Mγ = Mγ(s,m, l, k), and the corresponding TOC pi
pulse on 13C is illustrated in FIG. 5 (a). We also con-
sidered γ = 0.4048. This corresponds to a single-spin
rotation on 1H in a 1H-31P system. For example, a TOC
pi/2 pulse on 1H in the 1H-31P system is illustrated in
FIG. 5 (b). In this case it is proved that the minimal
Mγ = Mγ(s,m, l, k) equals M(1, 1, 1, 1).
B. Experimental details
TOC experiments were performed using a home-built
zero-field NMR spectrometer, as illustrated in FIG. 6.
Nuclear spins in the 13C-formic acid sample (≈ 230 µL)
were polarized in a 1.3-T prepolarizing magnet, af-
ter which the sample was shuttled into a magnetically
shielded region, such that the bottom of the sample tube
is ∼ 1 mm above a 87Rb vapor cell of an atomic magne-
tometer [32, 33]. The 87Rb atoms in the vapor cell were
pumped with a circularly polarized laser beam propagat-
ing in the x direction. The magnetic fields were measured
via optical rotation of linearly polarized probe laser light
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FIG. 5: (color online). TOC pulses in different γ cases. (a) TOC pi pulse on 13C along the y axis in 1H-13C. (b) TOC pi/2
pulse on 1H along the y axis in 1H-31P.
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FIG. 6: (color online). Schematic diagram of zero-field NMR
spectrometer. The NMR sample, contained in a 5-mm NMR
tube, is detected with an atomic magnetometer with a 87Rb
vapor cell operating at 155 ◦C.
at the D2 transition propagating in the y direction. The
magnetometer was primarily sensitive to z component
of the nuclear magnetization, i.e., Mz ∝ Tr[ρ(t)(γHσz ⊗
12 + γC12 ⊗ σz)], with a noise floor of about 15 fT/
√
Hz
above 100 Hz, here ρ(t) is the density matrix of the 1H-
Amplifier
AWG
4.7 Ω resistor
Pulse coils1
2
diodes
FIG. 7: Pulse generation circuit. The anti-parallel diodes are
placed in series with the pulse coils to isolate the noise of
amplifier. The anti-parallel diodes introduce a voltage drop,
which is measured in calibration experiments.
13C system.A guiding magnetic field (≈ 1 G) was applied
during the transfer, and was adiabatically switched to
zero after the sample reached the zero-field region. In
our experiment, to ensure adiabaticity, the decay time to
turn off the guiding field is 1 s. Thus the spin system
is initially prepared in the adiabatic state [31]: ρ(0) =
14/4+
H+C
2 (σz⊗12+12⊗σz)− H−C4 (σx⊗σx+σy⊗σy)
with the polarizations H, C ∼ 10−6. The TOC pulses
were generated by three sets of mutually orthogonal low-
inductance pulse coils, which were individually controlled
by arbitrary waveform generators (Keysight 33512B with
two channels, Keysight 33511B with single channel), and
amplified individually with linear power amplifiers (AE
TECHRON 7224) with 300 KHz bandwidth.
In FIG. 7 we present a scheme of the pulse generation
circuit. FIG. 8 describes how the signal amplitude in
various directions depends on the DC pulse amplitude.
FIG. 9 reports an example of the experimental optimal
controls’ shapes, in various directions.
C. Performance of the TOC
To evaluate the quality of single-spin TOC control,
we adopted the randomized benchmarking (RB) method
[34, 35]. The RB pulse sequences are shown in Fig. 10(a).
The initial state is prepared as ρ0 = 14/4 +
H
2 σz ⊗ 12 +
C
2 12⊗σz with the polarizations H, C ∼ 10−6. Random
sequences with P = e±i
pi
2 V ⊗ 12 and C = e±ipi4Q ⊗ 12
are realized by TOC control, and are applied for each
sequence of length m, where V ∈ {12, σx, σy, σz} and
Q ∈ {σx, σy, σz}. The Clifford gates are realized by com-
bined operations PC. The recovery gate R is chosen
to return the system to the initial state. To measure
the coefficient of σz ⊗ 12 independently, we adopted a
recently developed state-tomography technique in zero-
field NMR (see Ref. [17]). By averaging the coefficients
of σz ⊗ 12 over 32 different RB pulse sequences with the
same length r, and normalizing this averaged value to
12
that of r = 0, the normalized signal F¯ can be fitted by
F¯ = (1 − dif )(1 − 2g)r, where dif is due to the im-
perfection of the initial state preparation and readout,
and g is the average gate error per Clifford gate. As
shown in Fig. 10(b), the RB results yield an average gate
error per Clifford gate g = 0.01, and an imperfection
of the initial state preparation and readout dif = 0.05.
The average fidelity for 1H single-spin TOC control is
favg = 1− g = 0.99.
Errors in quantum control may be unitary, decoherent,
and incoherent [36]. For our experiment, the most rele-
vant is the unitary error from pulse distortion and mis-
calibration amplitude, caused by the bandwidth-limited
pulse generation circuit, with the pulse rise/fall time
≈ 5 µs. As the duration of TOC is shorter than that of
composite pulse scheme, the rising edge will take a larger
proportion in TOC pluses, hence cause more degradation
in the control performance. This drawback due to the
very short duration of TOC can be overcome through
decreasing the total control amplitude (i.e., increasing
the duration). In the future, it may be possible to cor-
rect such pulse distortion using a technique similar to
the pre-distortion technique of [37]. The effect of 1H-13C
spin-spin interaction gives an error of ≈ 5 × 10−4 per
gate. The decoherent error, estimated to be ∼ 1 × 10−5
per gate, is even smaller since the coherence time of our
system is substantially longer than the TOC pulse du-
ration. The incoherent error, which mainly comes from
pulse-field inhomogeneity [17], measured to be ∼ 0.2%
over the sample volume, is estimated to be about 1×10−5
per gate.
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FIG. 8: (color online). Dependence of signal amplitude on
the DC pulse amplitude for pulses of magnetic field in the x
(a), y (b), and z (c) directions. The solid curves overlaying
the data are fits to curves described in the text.
For our 1H-13C system with γCγH ≈ 0.2514 = γ, fig-
ure 4(a) shows a 70−80% time gain of TOC with respect
to the composite-pulse scheme of [16, 17]. The reason for
this gain is that the schemes of [16, 17] do not consider
time optimality. Moreover they use control fields in two
directions only rather than three.
D. Robustness of the optimal control law
Once the optimal control problem is solved with a
bound L on the control and tmin, the number Ltmin is
independent of L and it gives the sub-Riemannian dis-
tance d of the final condition Uf,1⊗Uf,1 from the identity,
d := d(Uf,1 ⊗ Uf,2). According to Chow-Rashevskii the-
orem (see, e.g., [38]) such a distance is equivalent to the
given metric on the manifold (in this case SU(2)⊗SU(2)).
From a practical point of view it is interesting to inves-
tigate how robust the control law is with respect to the
variations in the parameters of the model, in particular
the parameter γ. Assume for instance that the gyromag-
netic ratio γ1 is known with some confidence while γ2,
and therefore γ is known with less confidence. From The-
orem 1 it follows that the final value on the first spin is
independent of γ while the error is all on the final state
of the second spin. Differentiating the operation U2 of
Theorem 1, i.e., the operation on the second spin, with
respect to γ we obtain (for U2 = Uf,2, the desired final
condition)
dUf,2
dγ
= eAtminPtmine
−AtminUf,2, (67)
so that (assuming because of unitarity ‖Uf,2‖ = 1),
‖dUf,2dγ ‖ ≤ ‖eAtminPtmine−Atmin‖ = |P |tmin := Ltmin =
d(Uf,1⊗Uf,2). Therefore, the sensitivity with respect to γ
of the final condition is bounded by the sub-Riemannian
distance of the desired final condition. From simulation,
a 1% deviation in γ will only result in a 0.001% drop in
fidelity (for the TOC used in this experiment).
The robustness of TOC against distortions in control
fields is also demonstrated in FIG. 11. Even in this re-
gard, the TOC is preferable as compared to composite
pulse scheme.
V. CONCLUSION AND DISCUSSION
We have theoretically derived and experimentally
demonstrated, the time optimal control of two indepen-
dent spin- 12 particles by simultaneous control. Novel
techniques of symmetry reduction allowed us to obtain
analytic expressions of the TOC, with minimal use of
numerical experiments. Such control fields, implemented
using a zero-field heteronuclear NMR system, gave an av-
erage fidelity of 99%, and considerable time saving. Our
paper adds to the recently growing literature that com-
bines analytical methods with experimental implementa-
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FIG. 9: (color online). Experimental result of measuring TOC pi pulse. TOC pi pulse is measured by acquiring the load
voltage of the resistor in series with the pulse coils.
tions in quantum mechanical control [8], [39], [40], [41],
[42], [43].
Typical optimal control techniques and applications to
quantum systems use numerical methods which involve
the repeated numerical integration of a system of differ-
ential equations with variable initial conditions (param-
eters). In our case, there is no need of numerical integra-
tion since the solution is given in explicit form. Moreover
the number of parameters is reduced to a minimum with
the technique of symmetry reduction. Still computer ex-
periments can be a useful tool to solve the Task 3 of the
procedure in section II C by visualizing the reachable set
0 10 20 30 40 50
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1.0
r (number of Clifford gates)
F
P P P R MC C C1 1 2 2
Initial 
state
r r
Randomized benchmarking Readout
ρ
0
(a)
(b)
FIG. 10: (color online). Randomized benchmarking (RB)
experimental results. (a) RB pulse sequences. (b) RB results
for 1H single-spin TOC control. Each point F¯ is an average
over 32 random sequences of r Clifford gates, and the error
bars indicate the standard error of the mean. The y axis is
in log-scale. A single exponential decay (solid line) fits the
fidelity decay and reveals an average gate fidelity of 0.99.
in the quotient space and-or by helping in the solution of
integer optimization problems, such as the one described
in Theorem 2.
Ideas presented here can be applied more in general
for quantum systems displaying symmetries such as the
KP systems considered in [14]. The analytic knowledge
of the TOC is useful even in cases where such a control is
not the one physically implemented. It gives information
about the inherent time limitations of the system, there-
fore indicating a benchmark for the time of any control
law. The knowledge of the TOC law for any final con-
0
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FIG. 11: (color online). Robustness tests of TOC and
composite pulse scheme with respect to pulse imperfections.
The amplitude distortion ratio in k = x, y, z is defined as
ηk =
amplitude distortion in k
ideal value in k
. Lower figures in (a), (b) show the
isosurface of fidelity = 0.99 for TOC and composite pulse,
respectively. Upper figures in (a), (b) are the fidelity contour
maps for these two methods. The better fidelity of TOC is
indicated by the larger area with a fidelity higher than 0.99.
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dition is also equivalent to a description of the reachable
sets which, in the presence of symmetries, can be carried
out in the (reduced) orbit space [14].
It is interesting to investigate whether the optimal con-
trol techniques discussed here can be scaled to higher di-
mensional systems and in particular in the simultaneous
control of N > 2 spin 12 systems. In general, optimal
control problems become harder as the dimension of the
system increases with respect to the number of controls.
More specifically, the main reason why we were able to
find an explicit form for the optimal control and tra-
jectory for our system is the fact that the system has
degree of non-holonomy one, that is, it is enough to do
one Lie bracket of the vector fields which appear in the
Schro¨dinger equation to obtain the whole Lie algebra of
available directions of motion. This property is lost if
we increase the number of spins and keep the number of
control fixed. It maybe recovered if we introduce addi-
tional controls by, for example, assuming that N/2 sys-
tems each consisting of two spin 12 ’s can be controlled
independently. Under these assumptions, one may use
techniques similar to the ones considered in [30], [44] for
the case of N/2 systems each consisting of one spin only.
Such controls and optimal times still give lower bounds
on the time of transfer in more realistic scenarios with
fewer controls.
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VI. APPENDIX
A. Proof of Proposition II.2
Proof. We first have to show that the map (21) is
well defined, i.e., it does not depend on the choice of
the representative (U,Z) in [(U,Z)] nor on the choice of
S when writing U as U = SΛS† in (22). Let us show
the latter property first. If U = S1ΛS
†
1 = S2ΛS
†
2 then
S†1S2 commutes with Λ and since Λ is not ±1 then S†1S2
must be a diagonal matrix. This implies that we must
have (S†1ZS1)1,1 = (S
†
2ZS2)1,1. Consider now (22). As-
sume that instead of (U,Z) we take the representative
(FUF †, FZF †), in [(U,Z)] for some F ∈ SU(2). Write
FUF † := FSΛS†F †. This gives the same value of φ and
it does not change the (1, 1) entry of (S†F †)FZF †(FS) =
S†ZS. Analogously in the case (23) and (24) a similarity
transformation does not modify the eigenvalues of X and
Z.
It is clear that the map Ψ is onto. To show that it is one
to one assume that Ψ([(U1, Z1)]) = Ψ([(U2, Z2)]). Then
the eigenvalues of U1 and U2 are the same. If U1 and U2
are both ±1 then the eigenvalues of Z1 and Z2 must be
the same, and so there exists an F ∈ SU(2) such that
Z2 = FZ1F
†. If U1, and therefore U2, is different from
±1, they have however the same eigenvalues. So there
exist S1, S2 ∈ SU(2) such that U1 = S1ΛS†1 U2 = S2ΛS†2.
Moreover S†1Z1S1 and S
†
2Z2S2 have the same (1, 1) entry.
So they only differ by similarity transformation by a di-
agonal matrix Hd and we have S
†
2Z2S2 = HdS
†
1Z1S1Hd
†,
from which
Z2 = S2HdS
†
1Z1S1Hd
†S†2. (68)
By writing U1 = S1ΛS
†
1 as U1 = S1Hd
†ΛHdS
†
1 and from
U2 = S2ΛS
†
2, we obtain
U2 = S2HdS
†
1U1S1Hd
†S†2. (69)
Comparing (68) and (69), we have that [(U1, Z1)] =
[(U2, Z2)].
B. Some useful computations
We report here the results of some computations, in
particular the exponential of matrices, which are useful
in the process of determining the optimal control. We
first calculate the exponential eFt with
F := icσz − idσy =
(
ic −d
d −ic
)
. (70)
We have
eFt =
(
cos(
√
c2 + d2t) + i c√
c2+d2
sin(
√
c2 + d2t) − d√
c2+d2
sin(
√
c2 + d2t)
d√
c2+d2
sin(
√
c2 + d2t) cos(
√
c2 + d2t)− i c√
c2+d2
sin(
√
c2 + d2t)
)
. (71)
This formula can be used to compute U˜1(t) and U˜2(t) in (20) by using, for the second factor of
U˜1 = e
iωσzte(iaσz−ibσy−iωσz)t = eiωσzte[i(a−ω)σz−ibσy ]t,
(72)
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c := a− ω, d := b, (73)
and, for the second factor of
U˜2 = e
iωσzte(iγaσz−iγbσy−iωσz)t
= eiωσzte[i(γa−ω)σz−iγbσy ]t,
(74)
c := γa− ω, d := γb. (75)
Let us consider the case of U˜2 since the case of U˜1 can
be recovered by setting γ = 1. In this case, a simple
calculation using the fact that a2 + b2 = 1 and formulas
(75) gives
√
c2 + d2 =
√
(γa− ω)2 + γ2 (1− a2)
=
√
ω2 + γ2 − 2aωγ := ηγ := ηγ(a, ω).
(76)
Let us assume |a| < 1 so that η1 6= 0 and, in general,
ηγ 6= 0 for any γ. Then using (71), we have for U˜1 in (72)
U˜1(t) :=
(
eiωt(cos(η1t) + i
a−ω
η1
sin(η1t)) −eiωt bη1 sin(η1t)
e−iωt bη1 sin(η1t) e
−iωt(cos(η1t)− ia−ωη1 sin(η1t))
)
. (77)
Also, still when |a| < 1, using (71), we have for U˜2 in (74)
U˜2(t) :=
(
eiωt(cos(ηγt) + i
γa−ω
ηγ
sin(ηγt)) −eiωt γbηγ sin(ηγt)
e−iωt γbηγ sin(ηγt) e
−iωt(cos(ηγt)− iγa−ωηγ sin(ηγt)),
)
(78)
C. Solution of the Optimization Problem of
Theorem 2 for the case γ = 1/2
Consider γ = 12 and θ = pi (q = 1). The desired
evolution is
Uf,1 = ±Phase = ±
(−i 0
0 i
)
, Uf,1 = ±
(
1 0
0 1
)
(79)
With θ = pi, (33) can be simplified to
m
√
ω2 + 1− 2aω t = lpi
2
, (80)
where l can only be an odd positive integer. Thus the
cases with s = ±1 can be combined, and (26) becomes
M(m, l, k) := m2(1− γ) + l
2
4
γ − k2, (81)
with the constraint (41) simplified to(
m− l
2
)2
<
M(m, l, k)
γ(1− γ) <
(
m+
l
2
)2
. (82)
Using (81) and (82), we obtain the condition(
m− l
2
)2
< 4k2 <
(
m+
l
2
)2
. (83)
Given Mγ in (81), (37), and the fact that γ(1 − γ) is
positive in this case, we need to find the largest possible
k which satisfies (83) in terms of l and m. If we define
s˜ := 2m+l, the largest possible k which satisfies the right
inequality in (83) is (recall l is odd so s˜ = 2m+ l is also
odd)
k =
s˜− 1
4
, for s˜ = 5, 9, 13, ..., (84)
and
k =
s˜− 3
4
, for s˜ = 7, 11, 15, ... (85)
The case s˜ = 3 is not possible since k 6= 0. Also with this
choice of k the left inequality in (83) is always satisfied
unless l = 1 and m is odd. In the latter case, since k in
(85) and (84) is the largest possible value, no other value
of k would satisfy the left inequality in (83). Thus, the
values l = 1 and m odd are excluded from the search.
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Replacing k in (81), with γ = 12 , we obtain
M
γ(1− γ) = 2m
2 +
l2
2
− 4k2 = 1
2
(2m+ l)2 − 4k2 − 2ml
=
s˜2
2
− (s˜− h)
2
4
− 2m(s˜− 2m)
=
s˜2
4
− (s˜− h)
2
4
+
(
2m− s˜
2
)2
,
(86)
where h = 1 or h = 3 if we are in case (84) and (85)
respectively. For a given s the minimum in (86) is given
for m = s˜−h4 , and it is given by
M
γ(1− γ) =
hs˜
2
, (87)
which is minimized with s˜ = 5 (h = 1). We have there-
fore the following optimal values for m, l and k (with
s˜ = 5 and h = 1):
m =
s˜− h
4
= 1, l = s˜− 2m = 3, k = s˜− h
4
= 1. (88)
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