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Los ideales monomiales en un anillo de polinomios forman una familia
importante de ideales ya que varios problemas sobre ideales generales pue-
den reducirse al caso de un ideal monomial mediante un ca´lculo de base de
Gro¨bner. Este trabajo se centra en la descomposicio´n de un ideal monomial
como interseccio´n de ideales monomiales irreducibles. Tal descomposicio´n es
u´nica si se pide que sea irredundante y permite obtener una descomposi-
cio´n primaria. Los ideales monomiales libres de cuadrados tienen especial
intere´s ya que se les puede asociar estructuras combinatorias que permiten
determinar la descomposicio´n irreducible irredundante. A un ideal de aristas
(edge ideal) se le representa con un grafo simple mientras la estructura com-
binatoria asociada a un ideal de Stanley-Reisner es un complejo simplicial.
Tambie´n se presenta un me´todo puramente algebraico basado en la dualidad
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En este Trabajo de Fin de Grado se tratan los ideales monomiales y sus
descomposiciones irreducibles irredundantes. Es conocida la relacio´n que hay
entre el a´lgebra conmutativa y la combinatoria, por lo que tienen un intere´s
especial los ideales monomiales libres de cuadrados al poder verse dentro de
la combinatoria como grafos (o, ma´s generalmente, como complejos simpli-
ciales), que son objetos ma´s visuales. Esto desvela otras v´ıas para analizar las
descomposiciones irreducibles irredundantes, ya que el estudio de las descom-
posiciones por me´todos algebraicos es, en muchas ocasiones, largo y tedioso.
Por esta razo´n se buscara´ extraer del ana´lisis de estos grafos (o complejos
simpliciales) la mayor cantidad posible de informacio´n que pueda expresarse
en funcio´n de los monomios que generan al ideal.
Este trabajo consta de tres partes:
i En la primera, se demuestra que si I es un ideal monomial sobre un
anillo de polinomios en d variables, entonces I admite (salvo ordena-
cio´n) un u´nico sistema minimal de generadores monomiales, es decir,
I = 〈Xn1 , . . . , Xnk〉. Adema´s, este sistema minimal de generadores no
depende del anillo de coeficientes tomado para construir el anillo de
polinomios (siempre y cuando el ideal sea monomial visto en ese anillo
de polinomios, un hecho que s´ı depende del anillo de coeficientes).
Para probar estas afirmaciones, se considerara´ durante todo el primer
cap´ıtulo que A es un anillo conmutativo unitario y se trabajara´ sobre
R = A[X1, . . . , Xd]. Se probara´ que muchas de las operaciones entre
ideales son cerradas para el conjunto de los ideales monomiales sin de-
pender del anillo de coeficientes, y que cuando s´ı dependan del anillo de
coeficientes para ser operaciones cerradas, se pueden definir unas ope-
raciones alternativas, muy similares, que son cerradas y no dependen
de A. En particular, en el Teorema 1.1.20 se demuestra la existencia y
unicidad del sistema minimal de generadores monomiales independien-
temente de las caracter´ısticas del anillo de coeficientes.
Cuando una propiedad o un objeto asociados a un ideal monomial
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dependen exclusivamente de los monomios que generan al ideal, no es
relevante el anillo de coeficientes. Entonces, se puede considerar en cada
ocasio´n el anillo de coeficientes ma´s conveniente. Puede considerarse
el anillo de los enteros Z, o un cuerpo como Q o R ya que entonces
podr´ıamos utilizar algoritmos basados en bases de Gro¨bner que esta´n
implementados en programas especializados, o incluso el cuerpo de dos
elementos para facilitar los ca´lculos.
ii En la segunda parte, se probara´ que la descomposicio´n irreducible irre-
dundante de un ideal monomial es u´nica (salvo ordenacio´n de las com-
ponentes), y se encontrara´n me´todos combinatorios de calcularla.
Para ello se tratan los ideales monomiales libres de cuadrados, ya que
se pueden relacionar con elementos combinatorios como grafos y com-
plejos simpliciales. Analizando las coberturas de ve´rtices minimales y
las facetas de estas estructuras (conceptos que se definen en el cap´ıtulo
2) se obtiene directamente la descomposicio´n irreducible irredundante
buscada.
Es un resultado muy u´til, ya que aunque en el Lema 1.3.4 se proporciona
un algoritmo muy sencillo de obtener una descomposicio´n irreducible,
esta esta´ generalmente muy lejos de ser irredundante, como se observa
en el Ejemplo 1.4.10 y despejar de ah´ı una descomposicio´n irredundante
no es una tarea sencilla desde un punto de vista computacional.
Por eso, disponer de me´todos que calculan directamente la descompo-
sicio´n irredundante es una herramienta valiosa.
iii En la u´ltima parte, se describira´ la dualidad de Alexander, que propor-
ciona un me´todo eficiente para obtener directamente la descomposicio´n
irreducible irredundante de un ideal monomial arbitrario: si I y J son
dos ideales monomiales que son el dual de Alexander el uno del otro,
entonces el sistema minimal de generadores monomiales de uno esta´
relacionado con la descomposicio´n irreducible irredundante del otro.
Este me´todo se definio´ a priori para complejos simpliciales e ideales
de Stanley-Reisner pero luego se generalizo´ para ideales monomiales
arbitrarios, no solo para aquellos que son libres de cuadrados.
El intere´s de este resultado radica en que se obtiene una descomposi-
cio´n irreducible irredundante de J si y solo si se parte de un sistema
minimal de generadores monomiales de I. Por tanto es un me´todo muy
eficiente para calcular la descomposicio´n irreducible irredundante de
cualquier ideal monomial directamente a partir de su sistema minimal
de generadores monomiales.
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Se termina este trabajo con un ejemplo que ilustra los resultados prin-




Para comenzar se definira´n y enunciara´n algunos resultados necesarios
sobre ideales monomiales. Se trabajara´ con anillos de polinomios, sus ideales
y los generadores de estos. Durante todo el cap´ıtulo, A es un anillo no nulo
conmutativo y unitario, y R = A[X1, X2, . . . , Xd] el anillo de polinomios en d
variables con coeficientes en A. Se exige que A 6= 0 ya que si A = 0 entonces
R = A[X1, . . . , Xd] = 0 y todo ideal J ⊆ R cumple que J = 0 = R, lo que
tiene poco intere´s.
A lo largo del cap´ıtulo, habra´ muchos resultados que no se demostrara´n,
todos ellos se pueden encontrar entre los cap´ıtulos 1-3 de [11].
1.1. Propiedades fundamentales
1.1.1. Conceptos ba´sicos
Para comenzar se van a introducir una serie de conceptos, que sera´n
necesarios para el desarrollo del trabajo.
Definicio´n 1.1.1. Un ideal monomial en R es un ideal de R que puede ser
generado por monomios en X1, X2, . . . , Xd.
Notacio´n 1.1.2. Para cada ideal monomial I ⊆ R, se denotara´ [[I]] el conjunto
de todos los monomios contenidos en I. Se tiene que [[I]] = I ∩ [[R]].




2 . . . X
nd
d un
monomio en R, se denotara´ como Xn siendo n = (n1, n2, . . . , nd).
Aunque [[I]] no es un ideal, se tiene que I = 〈[[I]]〉, es decir, I es el ideal
engendrado por [[I]].
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Teorema 1.1.4. Si se tienen Xn, X i1 , X i2 , . . . , X im monomios en R, enton-
ces
Xn ∈ 〈X i1 , X i2 , . . . , X im〉 ⇔ Xn ∈ 〈X ij〉
para algu´n j, 1 6 j 6 m; es decir Xn esta´ en un ideal monomial finitamente
generado si y solo si es mu´ltiplo de alguno de los monomios generadores de
ese ideal.
Ma´s adelante, en la seccio´n 1.1.2, se demostrara´ que no es necesaria la
hipo´tesis de que el ideal este´ finitamente generado, o bien aplicando el Lema
de Dickson (1.1.13) si el anillo no es noetheriano, o bien aplicando el Teorema
de la Base de Hilbert, cuando s´ı se tenga noetherianidad.







se define el soporte de f como
γ(f) = {n ∈ Nd|an 6= 0}.




Adema´s, γ(f) = ∅ si y solo si f = 0.
Lema 1.1.7. Sea I un ideal en R. Entonces, son equivalentes:
(i) I es un ideal monomial.
(ii) Para cada polinomio f ∈ I, Xn ∈ I, ∀n ∈ γ(f).
Definicio´n 1.1.8. El grafo de un ideal monomial I es
Γ(I) = {n ∈ Nd|Xn ∈ I}.
Nota 1.1.9. En el segundo cap´ıtulo del trabajo, se usara´ la palabra grafo
para denotar otro objeto. Hay autores que llaman a Γ(I) “exponent set”,
pero se considera que no da lugar a confusio´n la repeticio´n del te´rmino, luego
se mantendra´ el llamarlo grafo.
Nota 1.1.10. Igual que con los naturales se tiene que dado a ∈ N,
〈a〉 = {b ∈ N|b = k · a para algu´n k ∈ N},
es posible, dado (n1, n2, . . . nd) = n ∈ Nd, definir
〈n〉 = {m = (m1,m2, . . .md) ∈ Nd|mi > ni para todo i, 1 6 i 6 d}.
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La Definicio´n 1.1.8 es muy u´til ya que permite representar los ideales
monomiales, al menos en 2 variables, como un subconjunto de N2 como se
puede ver a continuacio´n.
Lema 1.1.11. Si I = 〈Xn1 , Xn2 , . . . Xnm〉 entonces
Γ(I) = 〈n1〉 ∪ 〈n2〉 ∪ . . . ∪ 〈nm〉.
Ejemplo 1.1.12. Sea el ideal monomial I = 〈X4, X3Y, Y 2〉. Entonces Γ(I) =
〈(4, 0)〉 ∪ 〈(3, 1)〉 ∪ 〈(0, 2)〉 y en 1.1 se puede observar como se representa en
N2.
Figura 1.1: I = 〈X4, X3Y, Y 2〉
El grafo correspondiente a la suma de ideales es la unio´n de los grafos de
todos los ideales. Gra´ficamente, se puede observar que el grafo anterior es la
unio´n de los grafos de I1 = X
4, I2 = X
3Y e I3 = Y
2, y que I = I1 + I2 + I3.
1.1.2. Generadores
Hay apartados en la seccio´n anterior que so´lo se pueden establecer para
ideales monomiales que sean finitamente generados, como 1.1.4 o 1.1.11. El
siguiente resultado muestra que la suposicio´n de generacio´n finita es innece-
saria ya que es una condicio´n inherente en los ideales monomiales:
Lema 1.1.13 (Lema de Dickson). Todo ideal monomial de R esta´ finitamente
generado, es ma´s, esta´ generado por un conjunto finito de monomios.
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Demostracio´n. Sea I ⊆ R un ideal monomial, se puede asumir I 6= 0. La
prueba de que I esta´ finitamente generado por monomios se hace por induc-
cio´n sobre el nu´mero de variables d:
d = 1: En este caso R = A[X]. Se toma r = min{e > 0|Xe ∈ I}.
Por definicio´n Xr ∈ I lo que implica que 〈Xr〉 ⊆ I. Solo falta probar
que I ⊆ 〈Xr〉 para tener la igualdad, ya que significar´ıa que I esta´
generado por un monomio. Como se tiene que I = 〈[[I]]〉, basta con
probar que 〈Xr〉 ⊇ [[I]]. Para ello, se toma Xs ∈ I, entonces s > r por
definicio´n de r y Xs ∈ 〈Xr〉.
Asumiendo d > 2 y que todo ideal monomial en A[X1, . . . , Xd−1] es
finitamente generado por monomios, se toma un ideal monomial I ⊆
A[X1, . . . , Xd]. Sea
G = {monomios f ∈ A[X1, . . . , Xd−1]|∃a > 0 que cumple fXad ∈ I}
y sea J = 〈G〉. J es un ideal monomial en A[X1, . . . , Xd−1] y, por
la hipo´tesis de induccio´n, esta´ engendrado por un conjunto finito de
monomios en A[X1, . . . , Xd−1], es decir J = 〈S〉 con S ⊆ G finito. Para
cada f ∈ S existe un entero ef > 0 tal que fXefd ∈ I. Como el conjunto
S es finito, entonces existe un entero e > 0 tal que fXed ∈ I, ∀f ∈ S.
Para cada m = 0, . . . , e− 1, se define
Gm = {monomios g ∈ A[X1, . . . , Xd−1]|gXmd ∈ I}
y Jm = 〈Gm〉. Jm es un ideal monomial en A[X1, . . . , Xd−1] y, por
induccio´n esta´ engendrado por un nu´mero finito de monomios, es decir
Jm = 〈Gm〉 con Sm un subconjunto finito de [[Gm]].
Sea I ′ el ideal de A[X1, . . . , Xd] generado por los monomios fXed y gX
m
d
con f ∈ S y g ∈ Sm para m = 0, . . . , e− 1:
I ′ =
〈




{gXmd |g ∈ Sm}
)〉
.
Se tiene que el conjunto generador de I ′ es finito. Por definicio´n, se
tiene que fXed , gX
m
d ∈ I para cada f ∈ S y g ∈ Sm, as´ı que I ′ ⊆ I.
A continuacio´n se prueba que I ′ = I, por lo que se concluye que I esta´
generado finitamente por monomios, lo que concluye la prueba:
Basta con probar que I ⊆ I ′. Como I = 〈[[I]]〉, es suficiente probar que
[[I]] ⊆ I ′, as´ı que se toma Xp ∈ [[I]], siendo p = (p1, . . . , pd).
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(i) Si pd > e, Xp11 · · ·Xpd−1d−1 ∈ G ⊆ J = 〈S〉 en A[X1, . . . , Xd−1]. Por el
Teorema 1.1.4 Xp11 · · ·Xpd−1d−1 ∈ 〈f〉 para algu´n f ∈ S. Escribiendo
Xp11 · · ·Xpd−1d−1 = ff ′ para algu´n f ′ ∈ A[X1, . . . , Xd−1] se tiene el
resultado buscado:
Xp = Xp11 · · ·Xpd−1d−1 Xpdd = ff ′XedXpd−ed = (fXed)(f ′Xpd−ed ) ∈ 〈fXe〉 ⊆ I ′
(ii) Si pd < e entonces X
p1
1 · · ·Xpd−1d−1 ∈ Gpd ⊆ Jpd = 〈Spd〉. El Teo-
rema 1.1.4 implica que Xp11 · · ·Xpd−1d−1 ∈ 〈g〉 para algu´n g ∈ Spd .
Escribiendo Xp11 · · ·Xpd−1d−1 = gg′ para algu´n g′ ∈ A[X1, . . . , Xd−1]
se obtiene
Xp = Xp11 · · ·Xpd−1d−1 Xpdd = gg′Xpdd = (gXpdd )(g′) ∈ 〈gXpdd 〉 ⊆ I ′
como quer´ıamos demostrar.
Algunas consecuencias del Lema de Dickson son:
Corolario 1.1.14. Sea I = 〈S〉, con S ⊆ [[R]]. Entonces existe un conjunto
finito {s1, . . . , sn} ⊆ S tal que I = 〈s1, . . . , sn〉.
Teorema 1.1.15. Son ciertas las siguientes afirmaciones:
i (CCA) Dada una cadena I1 ⊆ I2 ⊆ · · · de ideales monomiales en R,
existe un entero N > 1 tal que IN = IN+1 = · · · .
ii Dado un conjunto no-vac´ıo Σ de ideales monomiales en R, existe un
ideal I ∈ Σ tal que para todo J ∈ Σ, si I ⊆ J , entonces I = J . Es ma´s,
para todo K ∈ Σ, existe un ideal I ∈ Σ tal que K ⊆ I y tal que para
todo J ∈ Σ, si I ⊆ J entonces I = J .
Nota 1.1.16. Se recuerda que un anilo R es noetheriano si satisface alguna
de las tres condiciones siguientes que son equivalentes:
i Todo ideal de R esta´ finitamente generado.
ii Todo conjunto no vac´ıo de ideales de R contiene un elemento maximal.
iii Toda cadena ascendente de ideales de R es estacionaria.
Nota 1.1.17. El Teorema 1.1.15 se asemeja a la definicio´n de anillo noethe-
riano, restringie´ndose a los ideales monomiales. Esto afianza la idea principal
del trabajo, que es estudiar estos ideales, ya que cumplen unas propiedades
muy valoradas en el estudio de los mismos, independientemente del anillo de
coeficientes en el que se construyen.
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El Teorema de la Base de Hilbert afirma que si un anillo A es noethe-
riano, entonces A[X] tambie´n lo es, lo cual implica directamente que si A es
noetheriano, entonces R = A[X1, . . . , Xd] lo es.
Como ya se ha probado este teorema en la asignatura de “Algebra con-
mutativa y computacional”, no se procede a escribir aqu´ı su demostracio´n.
La prueba mostrada en clase utiliza argumento cla´sicos del A´lgebra Conmu-
tativa tal como se hace en [12].
El Lema 1.1.13 se deduce de forma directa del Teorema de la Base de Hil-
bert cuando A es noetheriano pero el Lema de Dickson es cierto sin ninguna
hipo´tesis sobre el anillo A y por eso se ha incluido aqu´ı su demostracio´n.
Tambie´n es cierto al reve´s, es decir, se puede obtener el Teorema de la Ba-
se de Hilbert a partir del Lema de Dickson tal y como se demuestra en el
Teorema 4 de la seccio´n 5 del cap´ıtulo 2 en [3].
Estos resultados permiten estudiar ideales monomiales a trave´s de listas
finitas de monomios. Adema´s, la definicio´n siguiente da la clave para poder
estudiar listas finitas de la manera ma´s eficiente.
Definicio´n 1.1.18. Sea I un ideal de R, y sean X i1 , . . . , X im ∈ [[I]] tales
que I = 〈X i1 , . . . , X im〉. La lista {X i1 , . . . , X im} es un sistema minimal de
generadores monomiales (SMGM) de I si cada j ∈ {1, ..,m} satisface
〈X i1 , . . . , X ij−1 , X ij+1 , . . . , X im〉 ( I.
La prueba de la siguiente proposicio´n (que se emplea en la demostracio´n
del Teorema 1.1.20) se puede leer en [11].
Proposicio´n 1.1.19. Sea I un ideal monomial de R y sean los monomios
X i1 , . . . , X im ∈ [[I]] tales que I = 〈X i1 , . . . , X im〉. Entonces son equivalentes:
i X ij no es mu´ltiplo de X ik si j 6= k.
ii Cada j ∈ {1, . . . ,m} satisface X ij /∈ 〈X i1 , . . . , X ij−1 , X ij+1 , . . . , X im〉.
iii El sistema monomial de generadores {X i1 , . . . , X im} es minimal.
Teorema 1.1.20. Sea I un ideal monomial de R, entonces I admite un
SMGM, que es u´nico salvo por el orden.
Demostracio´n. La demostracio´n consta de dos partes:
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i Existencia:
Sea I un ideal monomial, por definicio´n, existe un sistema de generado-
res monomial de I, es decir I = 〈S〉, para algu´n S ⊆ [[R]]. El Corolario
1.1.14 afirma que I = 〈s1, . . . , sn〉, siendo si un monomio de S, ∀i. Si el
conjunto {s1, . . . , sn} = S ′ es redundante, eso significa por la Proposi-
cio´n 1.1.19 que existe un ı´ndice i tal que 〈s1, . . . , si−1, si+1, . . . , sn〉 = I,
y como S ′ es un conjunto finito, se puede repetir este proceso hasta
obtener un SMGM en un nu´mero finito de pasos.
ii Unicidad:
Supongamos que I = 〈s1, . . . , sn〉 = 〈t1, . . . , tm〉, siendo S = {s1, . . . , sn}
y T = {t1, . . . , tm} dos SMGM.
Se fija un ı´ndice i. Como si ∈ I = 〈T 〉, entonces por 1.1.4 se tiene que
si ∈ 〈tj〉 para algu´n j. Por el mismo razonamiento, existe un ı´ndice k
tal que tj ∈ 〈sk〉. Por la transitividad de la divisio´n en los monomios,
entonces si ∈ 〈sk〉, y como S es un SMGM, debe ser i = k por lo
comentado en 1.1.19. Se tiene entonces que si|tj y tj|si, por lo que
si = tj.
Existe entonces una permutacio´n σ de forma que para cada i ∈ {1, . . . , n}
existe un j = σ(i) tal que si = tj. Como los si son todos distintos en-
tre s´ı, y los tj tambie´n, se tiene que σ : {1, . . . , n} −→ {1, . . . ,m},
y haciendo un razonamiento sime´trico, existe otra permutacio´n δ :
{1, . . . ,m} −→ {1, . . . , n} tal que sδ(j) = tj y es inyectiva. Entonces
m = n y δ = σ−1 ya que m = n implica que σ es sobreyectiva. Luego
#S = #T y si = tσ(i), como quer´ıamos demostrar.
Nota 1.1.21. Al ser constructiva esta demostracio´n se ha obtenido un algorit-
mo para sacar el u´nico SMGM de I partiendo de un sistema de generadores
monomiales de I arbitrario. Este algoritmo solo manipula monomios y es
independiente del anillo de coeficientes A. Existen otros algoritmos para de-
terminar el SMGM, uno de ellos consiste en calcular la base de Gro¨bner
reducida del ideal respecto de un orden monomial arbitrario. Para ello se
deben tomar coeficientes en un cuerpo, lo cual no supone ninguna traba ya
que esto siempre es posible (en esta demostracio´n se ha visto que el SMGM
es u´nico si el ideal es monomial, sea cual sea A, luego se puede considerar un
cuerpo). No se entra en detalle sobre este tema ya que se aleja del estudio
principal del trabajo. El me´todo de la base de Gro¨bner tambie´n permite de-
terminar si un ideal es monomial o no, lo cual es u´til cuando no se dispone de
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un sistema de generadores monomial y se desconoce si el ideal es monomial
o no. El algoritmo basado en bases de Gro¨bner permite determinar si el ideal
es o no monomial, y si lo es, proporciona su SMGM.
1.2. Operaciones en los ideales monomiales.
En esta seccio´n se estudiara´n las propiedades que cumplen las operaciones
usuales dentro del conjunto de los ideales monomiales cuando son operacio-
nes cerradas para ese conjunto. Cuando no sean cerradas se definira´ otra
operacio´n similar a la anterior que s´ı lo sea en el conjunto de los ideales
monomiales.
1.2.1. Interseccio´n
Teorema 1.2.1. Si I1, . . . , In son ideales monomiales de R, entonces la
interseccio´n I1 ∩ . . . ∩ In esta´ generada por el conjunto de monomios en
I1 ∩ . . . ∩ In. En particular, el ideal I1 ∩ . . . ∩ In es un ideal monomial de R
y [[I1 ∩ . . . ∩ In]] = [[I1]] ∩ . . . ∩ [[In]].
El resultado anterior implica Γ(I1 ∩ . . . ∩ In) = Γ(I1) ∩ . . . ∩ Γ(In).
Proposicio´n 1.2.2. Sean Xn, Xm ∈ [[R]], entonces se tiene
〈Xn〉 ∩ 〈Xm〉 = 〈mcm(Xn, Xm)〉
donde mcm(Xn, Xm) es el mı´nimo comu´n mu´ltiplo de Xn y de Xm, es decir
mcm(Xn, Xm) = Xp donde pi = max{ni,mi}.
Teorema 1.2.3. Si I = 〈X i1 , . . . , X im〉 y J = 〈Xj1 , . . . , Xjn〉, entonces I∩J
esta´ generado por el conjunto de monomios
{mcm(X ik , Xjl)|1 6 k 6 m, 1 6 l 6 n} .
1.2.2. Radical y radical monomial
Una nocio´n ba´sica del a´lgebra conmutativa es la siguiente:
Definicio´n 1.2.4. Sea I un ideal de R. El radical de I es el conjunto
√
I = {x ∈ R | xn ∈ I para algu´n n > 1}.
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El radical de un ideal monomial no es un ideal monomial si existen ele-
mentos nilpotentes en el anillo de coeficientes. Por esta razo´n, en el segundo
cap´ıtulo del trabajo se considerara´ A un dominio de integridad (DI), evitan-
do esta situacio´n, y a continuacio´n, se explica en un ejemplo el porque´ de
esta desigualdad.
Ejemplo 1.2.5. Para ilustrar esta patolog´ıa, se toma el anillo de polinomios
con coeficientes en Z4 en una sola variable, donde el ideal I = 〈X〉 es un ideal
monomial, pero su radical
√
I = 〈2, X〉 no lo es. Esto se debe a que 2 es un
elemento nilpotente en Z4, y como el cero esta´ en todo ideal, en particular
aparece en el radical, luego el 2 tambie´n se encuentra en el radical ya que
22 = 0.
En general todos los elementos nilpotentes se encuentran en el radical
(porque ∀x nilpotente ∃n|xn = 0), lo que implica que el radical de un ideal
monomial no es un ideal monomial ya que dichos elementos forman parte del
anillo de coeficientes.
La siguiente definicio´n, no necesaria en Z o R, evita esa patolog´ıa en otros
anillos, como el del ejemplo anterior en el cual se ha visto que considerando
la operacio´n usual de hallar el radical no se dispone de una operacio´n cerrada
en el conjunto de los ideales monomiales.
Definicio´n 1.2.6. Sea I un ideal monomial en R. El radical monomial (o
m-radical) de I es el ideal monomial m-rad(I) = 〈S〉 donde
S =
√
I ∩ [[R]] = {Xm ∈ [[R]] | (Xm)n ∈ I para algu´n n > 1}.
En el ejemplo visto anteriormente, m-rad(I) = 〈X〉, por lo que, si A tiene
elementos nilpotentes, m-rad(I) (
√
I.
En los DI, casos ma´s interesantes como R o Z, se ha observado que estas
definiciones coinciden. De hecho coinciden siempre que
√
I sea un ideal mono-
mial. Los enunciados que se an˜aden a continuacio´n, aunque vienen definidos
para el m-radical, son va´lidos para el radical si A es DI.
Proposicio´n 1.2.7. Sean I, J ideales monomiales en R:




3. Si I ⊆ J , entonces m-rad(I) ⊆ m-rad(J).
4. m-rad(J) = m-rad(m-rad(J)).
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5. m-rad(J) = R si y solo si J = R.
6. m-rad(J) = 0 si y solo si J = 0.
7. Si n es un entero positivo, entonces m-rad(J) = m-rad(Jn).
8. m-rad(I + J) = m-rad(I) + m-rad(J).
9. m-rad(I · J) = m-rad(I) ·m-rad(J).
Las siguientes definiciones esta´n dirigidas a la bu´squeda de sistemas ge-
neradores monomiales para m-rad(J) en funcio´n de los generadores de J .
Definicio´n 1.2.8. Se define el soporte de Xn ∈ [[R]] como
Supp(Xn) = {i ∈ N | 1 ≤ i ≤ d y ni 6= 0}.
La definicio´n que se hab´ıa dado de soporte de un polinomio en 1.1.5 era
γ(f) = {n ∈ Nd|an 6= 0}, luego no da lugar a equ´ıvoco ya aunque no sean
exactamente el mismo concepto ambos proporcionan informaciones similares.
Un ejemplo de ello:
Ejemplo 1.2.9. Tomando el polinomio f = X2 +XY 2 +Y 2Z3−XY 2Z3 en
A[X, Y, Z], se tiene que
γ(f) = {(2, 0, 0), (1, 2, 0), (0, 2, 3), (1, 2, 3)} ⊆ N3.
Si se calculan los soportes de los monomios que contiene f se obtiene
Supp(X2) = {1} Supp(XY 2) = {1, 2}
Supp(Y 2Z3) = {2, 3} Supp(XY 2Z3) = {1, 2, 3}
La informacio´n que proporciona el soporte de un monomio indica las
variables que aparecen en e´l, mientras que el soporte de un polinomio indica
adema´s cua´l es el exponente de cada una.





En otras palabras, el soporte de un monomio es el conjunto de ı´ndices i
tales que Xi | Xn. La reduccio´n de un monomio es el producto de todas las





Por ejemplo, si I = 〈X41X2X34 〉 entonces
Supp(I) = {1, 2, 4} y red(I) = X1X2X4.
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Proposicio´n 1.2.11. Sea J un ideal monomial en R y Xm ∈ [[R]]. Entonces:
i Existe un entero n > 1 tal que red(Xm)n ∈ (Xm).
ii Si Xm ∈ J , entonces red(Xm) ∈ m-rad(J).
Demostracio´n. i Sea n = max{m1, . . . ,md}.
Se tiene que Supp(Xm) = {i1, . . . , ik} con 1 6 i1 < · · · < ik 6 d. Reor-
denando las variables si es necesario, se puede asumir que Supp(Xm) =
{1, . . . , k}. De esta forma red(Xm) = X1 · · ·Xk y Xm = Xm11 · · ·Xmkk .
Como n > mi para i = 1, . . . , d:
Xm = Xm11 · · ·Xmkk |Xn1 · · ·Xnk = red(Xm)n
por lo que red(Xm)n ∈ 〈Xm〉, como quer´ıamos demostrar.
ii Asumiendo que Xm ∈ J , por el primer apartado se tiene que existe un
entero n > 1 tal que red(Xm)n ∈ 〈Xm〉 ⊆ J . De esta manera se obtiene
red(Xm) ∈ m-rad(J).
Teorema 1.2.12. Si S ⊆ [[R]] y J = 〈S〉, entonces
m-rad(J) = 〈{red(Xn) | Xn ∈ S}〉.
Demostracio´n. Sea T = {red(Xm)|Xm ∈ S} y K = 〈T 〉.
Cada Xm ∈ S cumple, por el lema anterior red(Xm) ∈ m-rad(J). Enton-
ces T ⊆ m-rad(J), as´ı que K ⊆ m-rad(J).
Para la contencio´n que falta, se toma Xn ∈ [[m-rad(J)]] = rad(J)∩ [[R]],
luego existe un entero k > 1 tal que Xnk ∈ [[J ]]. El Teorema 1.1.4 propor-
ciona un monomio Xm ∈ S tal que Xm|Xnk, as´ı que red(Xm)|red(Xnk) =
red(Xn)|Xn. Por lo tanto, Xn ∈ 〈red(Xm)〉 ⊆ 〈T 〉 = K. Se concluye con que
m-rad(J) ⊆ K.
En consecuencia, si J = 〈Xe1t1 , . . . , Xektk 〉, m-rad(J) = 〈Xt1 , . . . , Xtk〉. En
particular, m-rad(X1, . . . , Xd) = 〈X1, . . . , Xd〉.
Ejemplo 1.2.13. Gracias a este teorema, se dispone de un me´todo muy
sencillo para calcular el m-radical de un ideal monomial (ya que si el ideal
no es monomial, el ca´lculo de su radica no es en absoluto trivial en general):
Consiste en calcular las reducciones de los monomios generadores, y una vez
obtenidos, suprimir las redundancias, por ejemplo como se ha visto en el
Teorema 1.1.20.
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Considerando I = 〈X3, X2Y,XY 3, X2Y 2, Y 4〉, se observa que un SMGM
de I es {X3, X2Y,XY 3, Y 4} ya que X2Y |X2Y 2 y
X3 /∈ 〈X2Y,XY 3, Y 4〉 ( 〈X3, X2Y,XY 3, Y 4〉
X2Y /∈ 〈X3, XY 3, Y 4〉 ( 〈X3, X2Y,XY 3, Y 4〉
XY 3 /∈ 〈X3, X2Y, Y 4〉 ( 〈X3, X2Y,XY 3, Y 4〉
Y 4 /∈ 〈X3, X2Y,XY 3〉 ( 〈X3, X2Y,XY 3, Y 4〉
por lo que se tiene que {X3, X2Y,XY 3, Y 4} es el SMGM de I.
Calculando las reduciones de sus generadores tenemos:
red(X3) = X red(X2Y ) = XY red(XY 3) = XY red(Y 4) = Y
por lo que m-rad(I) = 〈X,XY,XY, Y 〉. Se ve sin dificultad que {X,XY,XY, Y }
no es un SMGM, pero se tiene que {X, Y } s´ı que lo es, luego se puede repre-
sentar m-rad(I) = 〈X, Y 〉 en funcio´n de su SMGM, que sabemos u´nico salvo
el orden.
1.2.3. Cociente
Definicio´n 1.2.14. Sea S un subconjunto de R y J un ideal de R. El ideal
cociente de J con S es:
(J :R S) = {r ∈ R | rs ∈ J para todo s ∈ S}.
Para cada s ∈ R, (J :R s) = (J :R {s}).
Notacio´n 1.2.15. En adelante, se usara´ la notacio´n (J : I) en lugar de (J :R I)
ya que no se considera que induzca a error el hecho de no aclarar el anillo de
polinomios sobre el cual estamos trabajando.
Teorema 1.2.16. Si I y J son ideales monomiales de R, entonces el ideal
cociente (J : I) es un ideal monomial de R.






n ∈ (J : Xn).
Se tiene que probar que cada monomio perteneciente a f esta´ en (J : Xn).





n+m ∈ J . El Lema 1.1.7
afirma que si an 6= 0, entonces Xn+m ∈ J , ya que J es un ideal monomial, y
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de esa forma XmXn = Xn+m ∈ J . Eso es lo mismo que decir que si an 6= 0,
entonces Xn ∈ (J : I), como quer´ıamos demostrar.
Si I es un ideal monomial arbitrario, por el Lema de Dickson se tiene que
esta´ generado por un conjunto finito de monomios,es decir
(J : I) = (J : 〈Xn1 , . . . , Xnk〉).
Probaremos el siguiente hecho:




Para la primera contencio´n, sea r ∈ (J : 〈Xn1 , . . . , Xnk〉), entonces por definicio´n
de cociente se tiene que rs ∈ J para todo s ∈ 〈Xn1 , . . . , Xnk〉, en particular
rXni ∈ J para todo i ∈ {1, . . . , k}, por lo que r ∈ (J : 〈Xni〉) para todo i, luego
esta´ en la interseccio´n de todos los ideales cocientes.





entonces r ∈ (J : 〈Xni〉) para i = 1, . . . , k, que es lo mismo que decir que
para i = 1, . . . , k se cumple que rsi ∈ J para todo si ∈ 〈Xni〉 por lo que
rs ∈ J para todo s ∈ 〈Xn1 , . . . , Xnk〉, es decir r ∈ (J : 〈Xn1 , . . . , Xnk〉), como
quer´ıamos demostrar.
Aplica´ndolo, se llega a que




Es decir, (J : I) es interseccio´n finita de ideales monomiales. Por el Teorema
1.2.1, eso implica que (J : I) es un ideal monomial.
El objetivo ahora es, dados I, J ideales monomiales, describir el conjunto
[[(J : I)]] en funcio´n de [[I]] y [[J ]]. Como se tiene que J ⊆ (J : I), entonces
[[J ]] ⊆ [[(J : I)]]. Se va a describir como calcular un sistema monomial de
generadores de (J : I) en funcio´n de sistemas monomiales de generadores de
J y de I. Para ello se usa la siguiente notacio´n:
Notacio´n 1.2.17. Dados vectores p, q ∈ Nd, se denota
(p− q)+i = max{pi − qi, 0}.
Por definicio´n, (p− q)+ ∈ Nd.
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Teorema 1.2.18. Sean I = 〈Xn1 , . . . , Xnk〉, J = 〈Xm1 , . . . , Xml〉 ideales
monomiales en R, entonces









Se puede encontrar una prueba de este teorema en [11], no se demuestra
aqu´ı ya que requiere de unas cuantas nociones de cociente entre ideales y
adema´s se ha demostrado en un contexto mucho ma´s general en la asignatura
A´lgebra Conmutativa y Computacional.
Proposicio´n 1.2.19. Sean p, q ∈ Nd. Se tiene que (〈Xp〉 : Xq) = 〈X(p−q)+〉.
Demostracio´n. Primero se prueba (〈Xp〉 : Xq) ⊆ 〈X(p−q)+〉: Sea r ∈ (〈Xp〉 :
Xq), por definicio´n se tiene que rXq ∈ Xp, luego r = Xr, siendo r ∈ Nd
(⇒ ri > 0 para todo i) tal que ri + qi > pi para todo i, es decir ri > pi − qi
para todo i = 1, . . . , d. Entonces Xr ∈ 〈X(p−q)+ .
Para demostrar (〈Xp〉 : Xq) ⊇ 〈X(p−q)+〉: Sea r ∈ (〈Xp〉 : Xq) se toma
r ∈ 〈X(p−q)+〉. Por definicio´n ri > pi − qi para i = 1, . . . , d (siendo ri > 0).
Por ello Xrii X
qi
i > Xpii para todo i, lo que significa que XrXq ∈ 〈Xp〉. Con
esto se tiene r ∈ (〈Xp〉 : Xq) como quer´ıamos demostrar.
El teorema y la proposicio´n anterior proporcionan un algoritmo para cal-
cular un sistema de generadores expl´ıcito del ideal cociente de cualquier par
de ideales monomiales. Se muestra un ejemplo de este ca´lculo:
Ejemplo 1.2.20. Sea J = 〈X4, X2Y,XZ3, Z5〉 y I = 〈Y 2Z,Z2〉 en R =
A[X, Y, Z]. Aplicando el resultado del Teorema 1.2.18 se tiene:
(J : I) =
(
(〈X4〉 : Y 2Z) + (〈X2Y 〉 : Y 2Z) + (〈XZ3〉 : Y 2Z) + (〈Z5〉 : Y 2Z)) ∩
∩ ((〈X4〉 : Z2) + (〈X2Y 〉 : Z2) + (〈XZ3〉 : Z2) + (〈Z5〉 : Z2)) .
Cada cociente de la forma (〈Xn〉 : Xm) se calcula gracias a la Proposicio´n
1.2.19:
(J : I) = (〈X4〉+ 〈X2〉+ 〈XZ2〉+ 〈Z4〉) ∩ (〈X4〉+ 〈X2Y 〉+ 〈XZ〉+ 〈Z3〉) .
Sumando los ideales y eliminando las redundancias se obtiene que
(J : I) = 〈X2, XZ2, Z4〉 ∩ 〈X4, X2Y,XZ,Z3〉.
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1.2.4. Potencia en corchete
El ideal In no es el ideal engendrado por las potencias n-e´simas de los
generadores de I, sino que
In = 〈{a1a2 · · · an | ai ∈ I para todo i = 1, 2, . . . n}〉.
Por lo que se define lo siguiente:
Definicio´n 1.2.21. Sea I un ideal monomial de R. Para todo k ∈ N la
k-e´sima potencia en corchete (“bracket power”) de J es el ideal J [k] = 〈Tk〉
donde Tk = {Xkn|Xn ∈ [[J ]]}.
Lema 1.2.22. Sean S ⊆ [[R]], J = 〈S〉 y un entero k ≥ 1. Si Xn ∈ [[R]],
entonces Xn ∈ J si y solo si Xkn ∈ J [k].
Demostracio´n. Para la primera implicacio´n, sea Xn ∈ J . Como J es un
ideal monomial, el Lema de Dickson proporciona un subconjunto finito de
monomios S ′ ⊆ S tal que J = 〈S ′〉. Entonces Xn ∈ 〈Xm〉 para algu´n Xm ∈ S ′
por el Teorema 1.1.4, lo que implica que Xkn ∈ 〈Xkm〉 ⊆ J [k].
Para la implicacio´n inversa, se asume Xkn ∈ J [k]. Se tiene que el conjunto
Sk = {Xkm|Xm ∈ S} es un sistema monomial de generadores de J [k]. Por lo
tanto, existe un subconjunto finito de monomios S ′k ⊆ Sk tal que J [k] = 〈S ′k〉.
El Teorema 1.1.4 implica de nuevo que Xkn ∈ 〈Xkm〉 para algu´n Xkm ∈ S ′k.
Entonces km > kn ⇒ m > n, luego Xn ∈ 〈Xm〉 ⊆ J , como quer´ıamos
demostrar.
Proposicio´n 1.2.23. Sea J = 〈X i1 , . . . , X in〉 un ideal monomial de R, en-
tonces J [k] = 〈Xki1 , . . . , Xkin〉.
Demostracio´n. Sea Tk = {Xkm|Xm ∈ [[J ]]}. Por definicio´n J [k] = 〈Tk〉 por lo
que hay que demostrar que 〈Sk〉 = 〈Tk〉 siendo Sk = {Xki1 , . . . , Xkin}. Como
se ha definido Tk de forma que Sk ⊆ Tk entonces 〈Sk〉 ⊆ 〈Tk〉. Para ver la
otra contencio´n hay que demostrar que Tk ⊆ 〈Sk〉. Un elemento cualquiera
de Tk es de la forma X
km ∈ J [k].
El lema anterior implica que Xm ∈ J = 〈X i1 , . . . , X in〉 luego se tiene
Xkm ∈ 〈Sk〉 = 〈Xki1 , . . . , Xkin〉.
Ejemplo 1.2.24. Una potencia en corchete de un ideal se puede ver co-
mo un modelo a otra escala de ese mismo ideal. Por ejemplo, sea el ideal
J = 〈X3, X2Y, Y 2〉, entonces J [2] = 〈X6, X4Y 2, Y 4〉, y gra´ficamente se repre-
sentan de la siguiente forma:
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Figura 1.2: J = 〈X3, X2Y, Y 2〉 J [2] = 〈X6, X4Y 2, Y 4〉
Como puede observarse en la imagen anterior, la potencia en corchete
“modifica”la escala de un ideal.
Lema 1.2.25. Sean I y J ideales monomiales en R y un entero k ≥ 1 fijo.
I ⊆ J si y solo si I [k] ⊆ J [k].
I = J si y solo si I [k] = J [k].
Proposicio´n 1.2.26. Sean I1, . . . , In ideales monomiales de R. Si k es un











1.3. Ideales m-irreducibles e irreducibles
As´ı como los ideales irreducibles son aquellos que no pueden escribirse
como interseccio´n no trivial de ideales, los ideales m-irreducibles son ideales
monomiales que no pueden escribirse como interseccio´n no trivial de ideales
monomiales. Los ideales m-irreducibles no son siempre irreducibles (si A es
un DI s´ı lo son) pero son los ideales monomiales ma´s sencillos. Se explica de
donde procede esta patolog´ıa con un ejemplo:
Ejemplo 1.3.1. Sea A = Z6 = {0¯, . . . , 5¯}, que no es un DI, ya que hay
elementos que son divisores de cero: 2¯ · 3¯ = 6¯ = 0¯. Para ma´s comodidad, ya
que no hay confusio´n posible, se suprime la barra que indica la clase. Sea
I = 〈X〉 ⊆ A[X], es trivial que I es m-irreducible, pero 〈X〉 = 〈X, 0〉 =
〈X, 2〉 ∩ 〈X, 3〉. Luego existen ideales J1 = 〈X, 2〉 y J2 = 〈X, 3〉 tales que
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I = J1 ∩ J2 y I ( J1 ya que 2 /∈ I, 2 ∈ J1, y por el mismo razonamiento
I ( J2. Por lo que I es reducible en Z6[X].
En general, si el anillo de coeficientes no es un DI, se da la situacio´n de
que el producto de dos elementos a, b puede ser nulo con a 6= 0 6= b, y como
I = 〈S〉 = 〈S, 0〉 siempre, se tiene que I = 〈S, a〉 ∩ 〈S, b〉. Por lo tanto si A
tiene divisores de 0, un ideal monomial m-irreducible no es irreducible.
El objetivo es demostrar que todo ideal monomial tiene una descompo-
sicio´n m-irreducible (es decir, se puede escribir como una interseccio´n finita
de ideales monomiales m-irreducibles). Una de las razones de ello, es que se
puede ver que la descomposicio´n m-irreducible irredundante (mDII) de un
ideal de aristas (“edge ideal”) de un grafo finito simple contiene informacio´n
fundamental de la teor´ıa de grafos sobre ese grafo.
Definicio´n 1.3.2. Un ideal monomial J ⊆ R es m-reducible si existen ideales
monomiales J1, J2 6= J tales que J = J1∩J2. Un ideal J ⊆ R es m-irreducible
si no es m-reducible.
Ejemplo 1.3.3. El ideal monomial J = 〈X3, X2Y, Y 3〉 de R = A[X, Y ]
es m-reducible y se puede ver, por ejemplo usando el Teorema 1.2.3, que
J = 〈X2, Y 3〉 ∩ 〈X3, Y 〉. Adema´s, los ideales en los que se descompone J son
m-irreducibles por el Teorema 1.3.5 que se mostrara´ a continuacio´n.
Lema 1.3.4. Sea J un ideal monomial de R con un SMGM 〈X i1 , . . . , X ik〉.
Se asume que X ik = Xe1X
n, donde e ≥ 1 y X1 - Xn y Xn 6= 1.
Sea I = 〈X i1 , . . . , X ik−1 , Xe1〉 y I ′ = 〈X i1 , . . . , X ik−1 , Xn〉. Entonces se
tiene que J = I ∩ I ′ con J ( I y J ( I ′. En particular, J es m-reducible.
Demostracio´n. Primero, se muestra que J = I ∩ I ′. Para ello, se usa el
Teorema 1.2.3 y se obtiene el siguiente sistema de generadores de I ∩ I ′:
X i1 , . . . , X ik−1 , . . . ,mcm(X ij , Xe1),mcm(X
ij , Xn), . . . ,mcm(Xe1 , X
n).
Dado que mcm(X ij , Xe1),mcm(X
ij , Xn) ∈ 〈X ij〉 para j = 1, . . . , k − 1,
y como se tiene que mcm(Xe1 , X
n) = X ik se pueden quitar redundancias de
esta lista por el algoritmo descrito en la demostracio´n del Teorema 1.1.20
y obtener que I ∩ I ′ = 〈X i1 , . . . , X ik−1 , X ik〉 = J , luego se ha probado la
igualdad J = I ∩ I ′.
Para mostrar que J ⊆ I, basta observar que J = I ∩ I ′ ⊆ I. Para ver que
J 6= I, hay que probar que Xe1 /∈ J . Por reduccio´n al absurdo, se supone que
Xe1 ∈ J . Entonces X ij |Xe1 para algu´n j, por el Teorema 1.1.4. Como Xe1 |X ik ,
se tiene que X ij |X ik . Como 〈X i1 , . . . , X ik〉 es un SMGM, debe tenerse j = k.
Entonces,X ik |Xei yXe1 |X ik , luegoXe1 = X ik = Xe1Xn, lo que implicaXn = 1,
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que contradice la hipo´tesis del lema, luego se ha llegado a un absurdo y se
tiene que J ( I.
Un razonamiento equivalente pero probando que Xn /∈ J muestra que
J ( I ′. En particular, eso implica que J es m-reducible, como quer´ıamos
demostrar.
Este lema permite obtener un primer algoritmo para descomponer un
ideal monomial, no es el algoritmo ma´s eficiente que hay, pero proporciona
una descomposicio´n en ideales m-irreducibles.
El siguiente teorema, resultado principal de la seccio´n, caracteriza los
ideales monomiales m-irreducibles no nulos como ideales generados por po-
tencias puras de variables, es decir, monomios de la forma Xeii .
Teorema 1.3.5. Sea J un ideal monomial no nulo de R. Entonces el ideal
J es m-irreducible si y solo si existen enteros positivos k, t1, . . . , tk, e1, . . . , ek
tales que 1 ≤ t1 < · · · < tk ≤ d (siendo d el nu´mero de variables que tiene el
anillo) y J = 〈Xe1t1 , . . . , Xektk 〉.
Demostracio´n. Para la primera implicacio´n, se asume que J esta´ generado
por potencias puras de las variables. Reordenando las variables se puede
considerar que J esta´ generado por potencias puras de X1, . . . , Xk con k > 1,
por lo que existen enteros e1, . . . , ek > 1 tales que J = 〈Xe11 , . . . , Xekk 〉. Se
tiene que J ⊆ 〈X1, . . . , Xk〉 ⊆ 〈X1, . . . , Xd〉, por lo que J 6= R.
Se fijan ideales monomiales J1, J2 ⊆ R tales que J = J1∩J2. Se supone que
J ( Ji para i = 1, 2 y se fijan monomios Xm ∈ [[J1]]\[[J ]] y Xn ∈ [[J2]]\[[J ]].
Para i = 1, . . . , d, sea pi = max(mi, ni).
Si i ∈ {1, . . . , k}, entonces mi < ei: Si no fuera as´ı, entonces mi > ei para
algu´n i, y una comparacio´n de los exponentes muestra que Xm ∈ 〈Xeii 〉 ⊆ J ,
que es una contradiccio´n. De la misma manera, si i ∈ {1, . . . , k}, entonces
ni < ei, y entonces pi = max(mi, ni) < ei. Ese razonamiento se puede aplicar
para todo 1 6 i 6 k, se llega a que mcm(Xm, Xn) = Xp /∈ J . Pero por la
Proposicio´n 1.2.2 se tiene que mcm(Xm, Xn) ∈ J1 ∩ J2 = J llegando a un
absurdo, por lo que es necesario que J = J1 o J = J2 y se tiene que J es
m-irreducible.
Para la otra implicacio´n, se razona por contrarec´ıproco. Se parte de que
J no esta´ generado por potencias puras de algunas variables, y se demostrara´
que J es m-reducible. Sea J = 〈Xn1 , . . . , Xnk〉. Al asumir J 6= 0 se tiene que
k > 1. Por esta razo´n Xni no es potencia pura de una de las variables, y
reordenando los monomios se puede considerar que es Xnk el monomio que
no es potencia pura de una de las variables. Reordenando las variables si es
necesario, se puede asumir que Xnk = Xe1g con e > 1, X1 - g y g 6= 1. Por
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el Lema 1.3.4 se tiene que J es m-reducible, por lo que queda terminada la
demostracio´n.
Como se quiere estudiar la descomposicio´n en ideales irreducible de ideales
monomiales es necesario ver la relacio´n existente entre ideales m-irreducibles
e ideales irreducibles.
El objetivo es demostrar que estos conceptos son equivalentes en el caso
de que A sea un DI, para poder hablar exclusivamente de ideales irreducibles
en el siguiente cap´ıtulo, en el que se considera A un DI.
Esto se probara´ en el Teorema 1.3.7, que precisa del Lema 1.3.6 para
su desarrollo. Obse´rvese que el lema es aplicable a cualquier anillo no nulo
conmutativo unitario, aunque no sea DI.
Lema 1.3.6. Fijados enteros k, e1, . . . , ek > 1 con k 6 d, consideramos el
ideal J = 〈Xe11 , . . . , Xekk 〉. Sea I un ideal de R tal que J ( I. Entonces, existe
un polinomio hk = zhˆ(Xk+1, . . . , Xd) ∈ I \ J donde z = Xe1−11 · · ·Xek−1k .




























Por construccio´n, cada monomio de g esta´ en J , luego g ∈ J . Por otro lado,
la condicio´n de que h /∈ J y que g ∈ J implica que f = h − g /∈ J . En
particular, f 6= 0. Tambie´n, como se asume que h ∈ I, entonces el hecho de
que g ∈ J ⊆ I implica que f = h− g ∈ I.
Adema´s, se tiene γ(f) = {n ∈ γ(h)|n /∈ Γ(J)} luego si n ∈ γ(f) y
i ∈ {1, . . . , k} entonces se tiene que ni < ei: Si no fuera as´ı, entonces ni > ei,
por lo que Xn ∈ 〈Xeii 〉 ⊆ J , contradiciendo la condicio´n de que n /∈ Γ(J).
Por ello, la existencia de f es un resultado ma´s fuerte que la existencia de
h. No solo se tiene que f ∈ I y f /∈ J , sino que todo monomio en f cumple
que no esta´ en J . Entonces, la prueba de la existencia de h se basa en probar
la existencia de f .
Se va a probar por induccio´n sobre j el hecho de que para j = 1, . . . , k,
existen polinomios hj ∈ I \ J tales que para cada m ∈ γ(hj) se satisface que
mi = ei − 1 con 1 6 i 6 j, y mi 6 ei − 1 con j + 1 6 i 6 k.
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j = 1. Se considera la menor potencia de X1 que aparece en los mono-
mios de f, que es
r1 = min{n1 ∈ N|n ∈ γ(f)}.
Se tiene que r1 < e1, ya que si no fuera as´ı, cada monomio que aparece
en f estar´ıa contenido en 〈Xeii 〉, y eso implicar´ıa que f ∈ J , lo que

























y se ve que
γ(f1) = {n ∈ γ(f)|n1 = r1} 6= ∅
γ(g1) = {n ∈ γ(f)|n1 > r1 + 1}.
Se toma h1 = X
e1−r1−1
1 f1 6= 0.
Para mostrar que h1 tiene las propiedades deseadas, primero se mos-
trara´ que Xe1−r1−11 g1 ∈ J ⊆ I: si n ∈ γ(g1), entonces n1 > r1 + 1. Por
construccio´n,













Entonces, si m ∈ γ(Xe1−r1−11 g1), se tiene que
m1 = (e1 − r1 − 1) + n1 > (e1 − r1 − 1) + r1 + 1 = e1,
por lo que Xe1−r1−11 g1 ∈ 〈Xe11 〉 ⊆ J .
Como f ∈ I, entonces
h1 = X
e1−r1−1
1 f1 = X
e1−r1−1
1 f −Xe1−r1−11 g1 ∈ I.
Cada monomio en h1 es de la forma X
m = Xe1−r1−11 X
n para algu´n
n ∈ γ(f1). La condicio´n n ∈ γ(f1) implica que n1 = r1, por lo que
m1 = e1 − r1 − 1 + n1 = e1 − r1 + r1 − 1 = e1 − 1.
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Adema´s, si i > 2, entonces la condicio´n n ∈ γ(f1) implica que mi =
ni < ei, es decir, mi = ni 6 ei − 1.
Para completar la demostracio´n del caso j = 1, es preciso comprobar
que h1 /∈ J . Como J es un ideal monomial, segu´n el Lema 1.1.7 es
suficiente comprobar que no existe ningu´n monomio Xm en h1 que este´
en J . Volviendo a escribir Xm = Xe1−r1−11 X
n para algu´n n ∈ γ(f1) y
suponiendo que Xm ∈ J = 〈Xe11 , . . . , xekk 〉, se puede aplicar el Teorema
1.1.4 que implica que Xm ∈ 〈Xeii 〉 para algu´n i 6 k, luego se tiene que
mi > ei. Eso contradice el hecho de que mi 6 ei − 1, que ya se hab´ıa
probado para todo i.
El paso de induccio´n es bastante similar al caso j = 1, por lo que, sin
entrar en detalle, se asume por induccio´n que 1 6 j 6 d − 1 y que hj
ha sido definido en el paso anterior. Se quiere construir entonces hj+1.
Para ello se toma
rj+1 = min{nj+1 ∈ N|n ∈ γ(hj)} .











n = fj+1 + gj+1.
Se toma hj+1 = X
ej+1−rj+1−1
j+1 fj+1 y se comprueba que hj+1 tiene las
propiedades buscadas.
Existe entonces un polinomio hk ∈ I \ J tal que si n ∈ γ(hk)), entonces
ni = ei − 1 cuando 1 6 i 6 k. En otras palabras, cada monomio contenido
en hk tiene la forma zw donde z = X
e1−1
1 · · ·Xek−1k y w es un monomio
en las variables Xk+1, . . . , Xd. Por lo que se tiene que existe un polinomio
hˆ(Xk+1, . . . , xd) tal que hk = zhˆ(Xk+1, . . . , Xd), como quer´ıamos demostrar.
Teorema 1.3.7. Sea A un DI y R = A[X1, . . . , Xd]. Un ideal monomial no
nulo J ⊆ R es irreducible si y solo si es m-irreducible.
Demostracio´n. La implicacio´n hacia adelante es directa: si J no puede ser
escrito como una interseccio´n no trivial de dos ideales, no puede ser escrito
como una interseccio´n no trivial de dos ideales monomiales.
Para lo contrario, se asume que J es m-irreducible. Segu´n el Teorema 1.3.5
J esta´ generado por potencias puras de variables en R. Se puede asumir sin
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pe´rdida de generalidad que J = 〈Xe11 , . . . , Xekk 〉. Sea z = Xe1−11 · · ·Xek−1k , y se
puede ver fa´cilmente que entonces z /∈ J (ya que no es divisible por ninguno
de los generadores de J).
Por reduccio´n al absurdo, se supone que existen ideales I,K ⊆ R tales
que J = I ∩K y J ( I y J ( K. Por el lema anterior, 1.3.6, se tienen que
existen los polinomios:
fk = zfˆ(Xk+1, . . . , Xd) = zfˆ ∈ I \ J
gk = zgˆ(Xk+1, . . . , Xd) = zgˆ ∈ K \ J.
De la propiedad de que fk ∈ I, se concluye que zfˆ gˆ = fkgˆ ∈ I. De
forma similar, la condicio´n de que gk ∈ K implica que zfˆ gˆ ∈ K, luego
zfˆ gˆ ∈ I ∩ K = J . Como fˆ = fˆ(Xk+1, . . . , Xd) y gˆ = gˆ(Xk+1, . . . , Xd),
entonces todo monomio w que esta´ en zfˆ gˆ tiene la forma
w = zv = Xe1−11 · · ·Xen−1n Xmn+1n+1 · · ·Xmdd .
Como J es un ideal monomial, por el Lema 1.1.7 todo monomio en zfˆ gˆ esta´
en J . La condicio´n w ∈ J implica que hay un ı´ndice j tal que 1 6 j 6 k
y X
ej
j |w. Comparando los exponentes, se deduce que ej 6 ej − 1, lo que es
imposible.
Se concluye que el polinomio zfˆ gˆ no contiene ningu´n monomio, es decir,
zfˆ gˆ = 0. Como A es un DI (es aqu´ı cuando se necesita esa hipo´tesis y no basta
con que sea un anillo conmutativo unitario) y z es un monomio, entonces o
bien fˆ = 0 o gˆ = 0. Si fˆ = 0, entonces 0 = zfˆ = fk /∈ J , lo que es imposible.
Suponiendo que gˆ = 0, se llega a que 0 = zgˆ = gk /∈ J , lo que tambie´n es
imposible. Entonces, el ideal J es irreducible, como quer´ıamos probar.
1.4. Descomposiciones m-irreducibles e irre-
ducibles
El objetivo ahora es demostrar que todo ideal monomial puede ser escrito
como descomposicio´n de ideales m-irreducibles, y por el Teorema 1.3.7 obte-
ner entonces que si A es DI todo ideal puede descomponerse como interseccio´n
de ideales irreducibles.
Definicio´n 1.4.1. Sea J ( R un ideal monomial. Una descomposicio´n m-
irreducible de J es una expresio´n J =
⋂n
i=1 Ji con n ≥ 1, donde cada Ji es
m-irreducible.
Sobra decir, que todo ideal J ⊆ R m-irreducible tiene una descomposicio´n
m-irreducible trivial J =
⋂1
i=1 Ji con J1 = J .
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Ejemplo 1.4.2. En el Ejemplo 1.3.3 se ha visto que J = 〈X2, Y 3〉∩ 〈X3, Y 〉
y que esos ideales eran m-irreducibles, se trata pues de una descomposicio´n
m-irreducible de J .
En cambio, en el Ejemplo 1.2.20 se hab´ıa obtenido, en R = A[X, Y, Z],
(J : I) = 〈X2, Z2〉 ∩ 〈X4, X2Y,XZ,Z3〉, que no es una descomposicio´n m-
irreducible, por el 1.3.5 no son irreducibles, pero se puede aplicar el algoritmo
definido en el Lema 1.3.4 y se obtiene:
(J : I) = 〈X2, Z2〉 ∩ 〈X4, X2, XZ,Z3〉 ∩ 〈X4, Y,XZ,Z3〉
= 〈X2, Z2〉 ∩ 〈X4, X2, X, Z3〉 ∩ 〈X4, X2, Z, Z3〉 ∩
∩〈X4, Y,X, Z3〉 ∩ 〈X4, Y, Z, Z3〉.
Por u´ltimo, se suprimen los generadores redundantes por el algoritmo
descrito en el Teorema 1.1.20 y se obtiene:
(J : I) = 〈X2, Z2〉 ∩ 〈X,Z3〉 ∩ 〈X2, Z〉 ∩ 〈X, Y, Z3〉 ∩ 〈X4, Y, Z〉
que es una descomposicio´n m-irreducible de (J : I).
Teorema 1.4.3. Todo ideal monomial J ( R tiene una descomposicio´n m-
irreducible.
Demostracio´n. Si J = 0 entonces J es m-irreducible, por lo que tiene una
descomposicio´n m-irreducible trivial.
Por reduccio´n al absurdo, se supone que J ⊆ R es un ideal monomial
no nulo que no tiene ninguna descomposicio´n m-irreducible. Entonces,el con-
junto Σ de todos los ideales monomiales no nulos J ∈ R que no tienen
descomposicio´n m-irreducible es un conjunto no-vac´ıo de ideales monomia-
les en R. El Teorema 1.1.15 implica que Σ tiene elemento maximal, el cual
podemos suponer sin perdida de generalidad que es J . En particular J no
es m-irreducible, por lo que existen ideales monomiales I,K ⊆ R tales que
J = I ∩ K y J ( I, J ( K. Se tiene 0 6= I 6= R, 0 6= K 6= R y la condi-
cio´n de que J es maximal en Σ implica que I,K /∈ Σ. Luego ambos tienen
descomposiciones m-irreducibles I = ∩mj=1Ij y K = ∩ni=1Ki. Entonces se tiene












por lo que J tiene descomposicio´n m-irreducible, en contradiccio´n con que J
es el elemento maximal de Σ. Como se ha llegado a un absurdo, se tiene que
todo ideal monomial tiene una descomposicio´n m-irreducible.
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Definicio´n 1.4.4. Sea J ( R un ideal monomial. Se dice que una descom-
posicio´n m-irreducible J =
⋂n
i=1 Ji es redundante si existe un indice j tal
que J =
⋂
i 6=j Ji. Una descomposicio´n m-irreducible es irredundante si no





i 6=j Ji entonces una descomposicio´n es mDII si y solo si para
todo j ∈ {1, . . . , n} se satisface J ( ∩i 6=jJi.
Es fa´cil ver que toda descomposicio´n m-irreducible se puede transformar
en una mDII retirando las redundancias.
La mDII de un ideal monomial es u´nica, salvo ordenacio´n de las variables,
como muestra el siguiente teorema, que se apoya en este lema:
Lema 1.4.5. Sean I, J1, . . . , Jn ideales monomiales en R tales que I es m-
irreducible. Si
⋂n
i=1 Ji ⊆ I, entonces existe un indice j tal que Jj ⊆ I.
Se puede encontrar una prueba de este resultado en [11]
Teorema 1.4.6. Si J es un ideal monomial en R con mDII J =
⋂n
i=1 Ji =⋂m
h=1 Ih, entonces m = n y existe una permutacio´n σ ∈ Sn tal que Jt = Iσ(t)
para t = 1, . . . , n.
Demostracio´n. Primero se probara´ que para t = 1, . . . , n existe un u´nico
ı´ndice u tal que Iu = Jt. Para ello, se calcula:
m⋂
h=1




Por el lema anterior (1.4.5) se tiene que existe un ı´ndice u tal que Iu ⊆ Jt.
De la misma forma,
n⋂
i=1




y por el Lema 1.4.5 existe un ı´ndice v tal que Jv ⊆ Iu ⊆ Jt. Como la
descomposicio´n ∩ni=1Ji es irredundante, la contencio´n Jv ⊆ Jt implica que
v = t, luego Jt ⊆ Iu ⊆ Jt, es decir Iu = Jt. Falta ver que u es u´nico: Si
Iu = Jt = Iu′ , entonces la irredundancia de la interseccio´n ∩mh=1Ih implica
que u = u′.
Ahora se define σ : {1, . . . , n} −→ {1, . . . ,m} tomando σ(t) = u, siendo
u el ı´ndice u´nico que cumple Iu = Jt.
Como de forma sime´trica se puede ver que para u = 1, . . . ,m existe
un u´nico indice t tal que Iu = Jt, se define ω : {1, . . . ,m} −→ {1, . . . , n}
tomando ω(u) = t, siendo t el ı´ndice u´nico que cumple que Iu = Jt. Por
construccio´n se tiene que ω = σ−1, luego m = n y se ha encontrado la
permutacio´n nombrada en el enunciado.
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En el Teorema 1.4.3 se ha demostrado que todo ideal tiene una descom-
posicio´n m-irreducible, y en el Lema 1.3.4 se ha mostrado un me´todo para
calcular una descomposicio´n m-irreducible. Mas au´n, en el Teorema 1.4.6
se ha probado que la mDII es u´nica salvo ordenacio´n de las componentes.
A continuacio´n enunciamos una proposicio´n que permite establecer un al-
goritmo para calcular la descomposicio´n mDII a partir de una descomposi-
cio´n m-irreducible, por lo que, a partir de cualquier ideal monomial expre-
sado en funcio´n de monomios, aplicando la Proposicio´n 1.1.19, se tiene un
SMGM,y con el algoritmo descrito en 1.3.4 se dispone de una descomposicio´n
m-irreducible, y se puede calcular la mDII.
Proposicio´n 1.4.7. Sea J un ideal monomial en R con descomposicio´n m-
ireducible J = ∩ni=1Ji Son equivalentes:
i La descomposicio´n J = ∩ni=1Ji es redundante.
ii Existen ı´ndices j 6= j′ tales que Jj′ ⊆ Jj.
Nota 1.4.8. Sea J un ideal monomial con descomposicio´n m-irreducible J =
∩ni=1Ji. Usando 1.1.19 y la proposicio´n anterior se comprueba si la descom-
posicio´n es irredundante:
Si para todos los ı´ndices j 6= j′ se tiene que Jj * Jj′ entonces la
descomposicio´n es la mDII y se ha terminado.
Si existen ı´ndices j 6= j′ tales que Jj ⊆ Jj′ , entonces la descomposicio´n
es redundante, y se suprime el ideal Jj′ de la descomposicio´n y se vuelve
a comprobar si la descomposicio´n es irredundante.
Como la descomposicio´n m-irreducible esta´ tomada por un nu´mero finito de
ideales, entonces este algoritmo termina en un nu´mero finito de pasos, y se
tiene un me´todo para calcular la mDII de ideales.
Ejemplo 1.4.9. Sea J = 〈X4, X3Y Z2, XY 3, Y 2, XZ3〉. Como XY 3 ∈ 〈Y 2〉,
{X4, X3Y Z2, XY 3, Y 2, XZ3} es un sistema de generadores redundante de J ,
pero {X4, X3Y Z2, Y 2, XZ3} es SMGM. Haciendo uso del algoritmo descrito
en el Lema 1.3.4 y retirando redundancias se tiene que
J = 〈X4, X3, Y 2, XZ3〉 ∩ 〈X4, Y Z2, Y 2, XZ3〉
= 〈X4, X3, Y 2, XZ3〉 ∩ 〈X4, Y, Y 2, XZ3〉 ∩ 〈X4, Z2, Y 2, XZ3〉
= 〈X3, Y 2, XZ3〉 ∩ 〈X4, Y,XZ3〉 ∩ 〈X4, Z2, Y 2〉.
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Y repitiendo el proceso para que no aparezca el te´rmino XZ3:
J = 〈X3, Y 2, X〉 ∩ 〈X3, Y 2, Z3〉 ∩ 〈X4, Y,X〉 ∩ 〈X4, Y, Z3〉 ∩ 〈X4, Z2, Y 2〉
= 〈Y 2, X〉 ∩ 〈X3, Y 2, Z3〉 ∩ 〈Y,X〉 ∩ 〈X4, Y, Z3〉 ∩ 〈X4, Z2, Y 2〉.
Haciendo uso del algoritmo descrito en 1.4.8 para quitar redundancias,
como 〈X3, Y 2, Z3〉, 〈Y 2, X〉 ⊆ 〈Y,X〉 obtenemos finalmente
J = 〈Y,X〉 ∩ 〈X4, Y, Z3〉 ∩ 〈X4, Z2, Y 2〉
que es la u´nica mDII de J (salvo reordenacio´n).
Se puede definir una descomposicio´n irreducible irredundante (DII) de
un ideal J general como J =
⋂n
i=1 Ji donde cada Ji es irreducible y distinto
de los dema´s. Como esa definicio´n no es especial para ideales monomiales, la
existencia de ella y sus propiedades dependen de la noetherianidad del anillo,
pero no es objeto de intere´s en este trabajo. Y como se ha visto que en un DI
un ideal monomial no nulo J ⊆ R es irreducible si y solo si es m-irreducible,
para los ideales que se tratara´n en adelante siempre se tiene la DII con todas
las propiedades vistas.
Para terminar este cap´ıtulo se muestra en un ejemplo sencillo que, aunque
el me´todo definido en 1.3.4 proporciona una descomposicio´n irreducible de
ideales monomiales, no es trivial obtener una descomposicio´n irredundante
a partir de la descomposicio´n obtenida, y con ello, motivar el estudio de los
siguientes cap´ıtulos ya que proporcionan me´todos ma´s eficientes de obtener
directamente la DII de un ideal monomial, libre de cuadrados en el caso del
cap´ıtulo 2, y arbitrarios en el cap´ıtulo 3.
Ejemplo 1.4.10. Sean I = 〈X, Y, Z〉, J = 〈V,W, T 〉 ideales irreducibles en
A[X, Y, Z, V,W, T ], siendo A DI (aunque se podr´ıan considerar m-irreducibles
y estudiar su mDII si el anillo de coeficientes es cualquier anillo conmutativo
unitario). Es claro entonces, aplicando 1.2.3 que
I ∩ J = 〈X, Y, Z〉 ∩ 〈V,W, T 〉
= 〈XV,XW,XT, Y V, Y W, Y T, ZV, ZW,ZT 〉
El SMGM de este ideal esta´ generado por 9 monomios producto de dos
variables, luego al aplicar el me´todo descrito en 1.3.4 se obtendr´ıa una des-
composicio´n de 29 = 512 ideales, y sabemos que la irredundante esta´ formada
por dos ideales, por lo que el proceso de eliminacio´n de ideales sobrantes re-
quiere eliminar 29 − 2 = 510 ideales, que obviamente no es algo trivial.
Cap´ıtulo 2
Me´todos combinatorios
Despue´s de haber explicado los conceptos necesarios sobre las descom-
posiciones de los ideales monomiales, se va a ver como se pueden relacionar
los ideales monomiales con la teor´ıa de grafos y la combinatoria. En especial
se tratara´ el ideal de aristas de un grafo simple, el ideal de Stanley-Reisner
y el ideal de facetas de un complejo simplicial. Para ello hay que conocer
mejor este tipo de ideales. Se considera durante todo el cap´ıtulo A un DI,
R = A[X1, X2, . . . , Xd] e introduciendo un ve´rtice para cada variable se define
V = {v1, . . . , vd}.
Por el Teorema 1.3.7, si A es un DI, un ideal monomial es irreducible si y
solo si es m-irreducible y por tanto a lo largo de este cap´ıtulo solo se estudian
las descomposiciones irreducibles.
2.1. Ideales monomiales libres de cuadrados
Definicio´n 2.1.1. Un monomio Xn ∈ [[R]] es libre de cuadrados si cada ni
esta´ en {0, 1}. Un ideal monomial J ⊆ R es libre de cuadrados si tiene un
sistema de generadores formado por monomios libres de cuadrados.
Ejemplo 2.1.2. Los monomios libres de cuadrados en A[X, Y, Z] son:
1, X, Y, Z,XY,XZ, Y Z,XY Z.
Un monomio es libre de cuadrados si y solo si no tiene ningu´n factor de
la forma X2i , es decir, si y solo si X
n = red(Xn) segu´n la definicio´n 1.2.10.
Proposicio´n 2.1.3. Un ideal monomial J ⊆ R es libre de cuadrados si y
solo si m-rad(J) = J . En particular m-rad(J) es libre de cuadrados.
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Como aplicacio´n directa del Teorema 1.3.5, obtenemos que los ideales
monomiales libres de cuadrados e irreducibles son aquellos generados por
variables.
Proposicio´n 2.1.4. Un ideal monomial J ⊆ R es libre de cuadrados e irre-
ducible si y solo si existen enteros positivos k, t1, . . . tk tales que
1 6 t1 < · · · < tk 6 d
y J = 〈Xt1 , . . . , Xtk〉.
Definicio´n 2.1.5. Para cada subconjunto V ′ ⊆ V :
sea PV ′ ⊆ R el ideal generado por las variables correspondientes a los
elementos de V ′, es decir PV ′ = 〈Xi|vi ∈ V ′〉.
sea XV
′ ∈ R el monomio producto de las variables correspondientes a





Ejemplo 2.1.6. Algunos ejemplos que ilustran estos conceptos:
P∅ = 0.
X∅ = 1.
P{v1,v5} = 〈X1, X5〉.
X{v1,v5} = X1X5.
PV = 〈X1, . . . , Xd〉.
XV = X1 · · ·Xd.
Proposicio´n 2.1.7. Un ideal monomial J ( R es libre de cuadrados si y
solo si existen subconjuntos V1, . . . , Vn ⊆ V tales que J =
⋂n
i=1 PVi.
No se demuestra las dos proposiciones anteriores ya que su prueba se
obtiene aplicando varios de los resultados expuestos a lo largo del trabajo.
Esta seccio´n se concluye con unas notas de intere´s:
Nota 2.1.8. Si V ′, V ′′ ⊆ V , entonces PV ′ ⊆ PV ′′ si y solo si V ′ ⊆ V ′′.
Nota 2.1.9. Un ideal monomial J ⊆ R es libre de cuadrados e irreducible si
y solo si existe un subconjunto V ′ ⊆ V tal que J = PV ′ .
Nota 2.1.10. Para d arbitrario, d > 1, por definicio´n, para cada V ′ ⊆ V , el
monomio XV
′
es libre de cuadrados. Y todo monomio libre de cuadrados en
R es de la forma XV
′
para algu´n V ′ ⊆ V , siendo V ′ = Supp(XV ′). Adema´s,
dados V ′, V ′′ ⊆ V , se tiene que PV ′ ⊆ PV ′′ si y solo si XV ′′ ∈ 〈XV ′〉.
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2.2. Grafos e ideales de aristas
Geome´tricamente, un grafo es un conjunto de ve´rtices y aristas (l´ıneas que
unen ve´rtices), pero se puede ver desde un punto de vista ma´s combinatorio,
y as´ı se pueden relacionar grafos con ideales monomiales.
Definicio´n 2.2.1. Un grafo con conjunto de vertices V es un par ordenado
G = (V,E), donde E es un conjunto de pares desordenados vivj, con vi 6= vj.
Un elemento vi es un ve´rtice de G. El conjunto E es el conjunto de aristas de
G. Dada una arista e = vivj, los puntos finales de e son vi y vj. Dos ve´rtices
son adyacentes si existe una arista e que les tiene como puntos finales. En
este caso se dice que la arista vivj es incidente en vi y vj.
Esta definicio´n implica que los grafos que se van a considerar son finitos
y que son simples, es decir, sin bucles ni aristas mu´ltiples.
A continuacio´n se muestran algunos ejemplos de los grafos ma´s conocidos.
Para cada d > 1 se define la n-cadena Pd como el grafo cuyo conjunto de
ve´rtices es {v1, . . . , vd+1} y cuyo conjunto de aristas es {v1v2, . . . , vdvd+1}.
Ejemplo 2.2.2. P4 es de la forma:
v1 v2 v3 v4 v5
Para cada entero d ≥ 3, un d-ciclo (denotado Cd) es el grafo cuyo conjunto
de ve´rtices es {v1, . . . , vd} y cuyo conjunto de aristas es v1v2, . . . , vd−1vd, vdv1.





Para cada entero d > 2, el grafo completo en d ve´rtices (denotado Kd) es
el grafo cuyo conjunto de ve´rtices es {v1, . . . , vd}, y cuyo conjunto de aristas
es {vivj|1 6 i < j 6 d}.
Ejemplo 2.2.4. K5 es de la forma:





Dadosm,n > 1, el grafo completo bipartitoKm,n es el grafo cuyo conjunto
de ve´rtices es {u1, . . . , um, v1, . . . , vd} y {uivj|1 6 i 6 m, 1 6 j 6 n} su
conjunto de aristas.
Ejemplo 2.2.5. K2,3 es de la forma:
v1 v2
v3 v4 v5
Definicio´n 2.2.6. El ideal de aristas del grafo G es el ideal IG ⊆ R que esta´
generado por los monomios correspondientes a las aristas de G:
IG = 〈{XiXj|vivj es una arista en G}〉.
Por definicio´n, el ideal de aristas IG es libre de cuadrados.
Ejemplo 2.2.7. Por ejemplo, algunos ideales de aristas de los grafos cono-
cidos:
IC3 = (X1X2, X2X3, X1X3) ⊆ A [X1, X2, X3].
IK4 = (X1X2, X1X3, X1X4, X2X3, X2X4, X3X4) ⊆ A [X1, X2, X3, X4].
IK2,3 = (X1Y1, X1Y2, X1Y3, X2Y1, X2Y2, X2Y3) ⊆ A [X1, X2, Y1, Y2, Y3].
2.3. Descomposicio´n de los ideales de aristas
Ahora que se ha visto como son los grafos ma´s sencillos, el objetivo es
caracterizar las descomposiciones irreducibles de los ideales de aristas. Se va
a mostrar un me´todo para encontrar las descomposiciones irreducibles de los
ideales monomiales libres de cuadrados cuadra´ticos. Pero antes es necesario
introducir unos conceptos.
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Definicio´n 2.3.1. Si G es un grafo sobre el conjunto de ve´rtices V, una
cobertura de ve´rtices de G es un subconjunto V ′ ⊆ V tal que para cada
arista vivj en G o bien vi o bien vj esta´ en V
′.
Se dice que una cobertura de ve´rtices es una cobertura minimal de ve´rtices
(CMV) si no contiene ninguna otra cobertura de ve´rtices de G.
Como V siempre es una cobertura de ve´rtices, todo grafo admite una co-
bertura de ve´rtices. Adema´s, G no tiene aristas si y solo si ∅ es una cobertura
de ve´rtices de G, y eso solo pasa si todo subconjunto de V es una cobertura
de ve´rtices de G.
Nota 2.3.2. Sea G un grafo sobre el conjunto de ve´rtices V, y sean los con-
juntos V ′′, V ′ ⊆ V . Entonces:
Si V ′ es una cobertura de ve´rtices de G y V ′ ⊆ V ′′, entonces V ′′ es una
cobertura de ve´rtices de G tambie´n.
Como V es finito, cualquier cobertura de ve´rtices de G contiene una
CMV de G.
Ejemplo 2.3.3. Un grafo puede tener varias CMV distintas, e incluso que




se ve claramente que {v2} y {v1, v3, v4} son dos CMV distintas.
A continuacio´n se muestra un ejemplo ma´s completo del calculo de las
CMV de un grafo.
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Primero se busca la mı´nima cobertura de ve´rtices que contiene v1, y
tenemos que v1v2, v1v3 y v1v5 esta´n cubiertos, luego quedan las aristas
v2v3, v2v4, v3v4 y v4v5.
• Si se an˜ade v2 quedan sin cubrir v3v4 y v4v5 que se pueden cu-
brir an˜adiendo v3 y v5 o v4 y se tendr´ıan las dos posibles CMV
{v1, v2, v3, v5} y {v1, v2, v4}.
• Si no se an˜ade v2, hay que an˜adir v3 y quedan sin cubrir v2v4 y
v4v5, por lo que se an˜ade v4 y se obtiene la cobertura de ve´rtices
{v1, v3, v4}.
Ahora se buscan CMV que no contengan v1, y entonces tiene que con-
tener necesariamente v2, v3 y v5 para que este´n cubiertas las aristas
que tienen a v1 como punto final. Como esta´n todos los ve´rtices cu-
biertos se ha terminado con {v2, v3, v5}, que implica que la cobertura
{v1, v2, v3, v5} no es minimal.
Hay por lo tanto tres CMV, que son:{v1, v2, v4}, {v1, v3, v4} y {v2, v3, v5}.
Se estudia ahora la relacio´n que existe entre las coberturas de ve´rtices de
un grafo y las descomposiciones irreducibles.
Lema 2.3.5. Sea G un grafo sobre el conjunto de ve´rtices V y sea V ′ ⊆ V ,
entonces IG ⊆ PV ′ si y solo si V ′ es una cobertura de ve´rtices de G.
Demostracio´n. Se puede asumir V ′ = {v1, . . . , vn} ⊆ {v1, . . . , vd} sin pe´rdida
de generalidad.
Para la primera implicacio´n, se asume que IG ⊆ PV ′ y se quiere ver que
V ′ es una cobertura de ve´rtices de G. Sea vivj una arista en G. Entonces
XiXj ∈ IG ⊆ PV ′ = 〈X1, . . . , Xn〉. Eso significa que XiXj ∈ 〈Xk〉 para algu´n
1 6 k 6 n por lo que o bien i = k o j = k, es decir o bien vi = vk o bien
vj = vk. Como vk ∈ V ′, V ′ es una cobertura de ve´rtices de G.
Para la otra implicacio´n, se asume que V ′ es una cobertura de ve´rtices de
G y se quiere probar que IG ⊆ PV ′ . Para ello hay que demostrar que todos
los generadores de IG esta´n en PV ′ . Se fija un generador XiXj ∈ IG, que
corresponde a una arista vivj en G. Como V
′ es una cobertura de ve´rtices
de G, entonces o bien vi ∈ V ′ o bien vj ∈ V ′. Eso implica que o Xi ∈ PV ′ o
Xj ∈ PV ′ . Se llega a que XiXj ∈ PV ′ , como quer´ıamos demostrar.
El objetivo de esta seccio´n era caracterizar las descomposiciones irredu-
cibles de los ideales de aristas, que es precisamente lo que se demuestra a
continuacio´n.
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Teorema 2.3.6. Sea G un grafo sobre el conjunto de ve´rtices V , entonces el








donde la primera interseccio´n es tomando todas las coberturas de ve´rtices de
G y la segunda interseccio´n es tomando las CMV, y entonces es la DII.
Demostracio´n. Por 2.1.8, PV ′ ⊆ PV ′′ si y solo si V ′ ⊆ V ′′, luego como toda
cobertura de ve´rtices contiene una minimal, se tiene PV ′min ⊆ PV ′ luego
∩V ′minPV ′ ⊆ ∩V ′PV ′ y adema´s la interseccio´n correspondiente a las CMV es
irredundante ya que no hay ninguna otra cobertura de ve´rtices contenida en
una CMV.
La contencio´n ∩V ′PV ′ ⊆ ∩V ′minPV ′ es trivial, por lo que las dos descom-
posiciones corresponden al mismo ideal.
El hecho de que IG ⊆ ∩V ′PV ′ viene dado por el lema anterior.
Para la u´ltima contencio´n, IG ⊇ ∩V ′PV ′ , se observa que IG es libre de
cuadrados, y por la Proposicio´n 2.1.7, existen subconjuntos V1, . . . , Vn tales
que IG = ∩nj=1PV ′ . Cada ı´ndice j satisface que IG ⊆ PVj , y por el lema anterior
Vj es una cobertura de ve´rtices de G. Entonces IG = ∩nj=1PV ′ ⊇ ∩V ′PV ′ .
Ejemplo 2.3.7. Volviendo al Ejemplo 2.3.4, se ha visto que las CMV de G
eran: {v1, v2, v4}, {v1, v3, v4} y {v2, v3, v5}. Luego aplicando el Teorema 2.3.6,
se tiene que
IG = 〈X1X2, X1X3, X1X5, X2X3, X2X4, X3X4, X4X5〉
= 〈X1, X2, X4〉 ∩ 〈X1, X3, X4〉 ∩ 〈X2, X3, X5〉.
Como se tiene que la DII es u´nica salvo ordenacio´n por 1.4.6, si la DII de
IG es ∩ni=1PVi , se tiene que las CMV de G son precisamente V1, . . . , Vn.
Es sencillo identificar los ideales que son de la forma IG para algu´n grafo G
sobre el conjunto de ve´rtices V , ya que son precisamente aquellos cuyo SMGM
solo contiene elementos de la forma XiXj con i 6= j, es decir, los ideales
monomiales cuadra´ticos (es decir aquellos cuyos generadores son monomios
de segundo grado) libres de cuadrados. Por lo que se ha visto una forma
sencilla, a trave´s de los grafos, de calcular la DII de este tipo de ideales, para
aclarar esto, se an˜ade un ejemplo.
Ejemplo 2.3.8. Se considera en A[X1, X2, X3, X4, X5] el ideal
I = 〈X1X2, X1X3, X2X3, X2X4, X3X5, X4X5〉.
Tomando el conjunto de ve´rtices V = {v1, v2, v3, v4, v5}, se puede identificar
I con el grafo G sobre V tal que I = IG de la siguiente manera:





Igual que anteriormente, se buscan las CMV de G y obtenemos:
{v1, v2, v5}, {v1, v3, v4}, {v2, v3, v4}, {v2, v3, v5}.
Y aplicando el Teorema 2.3.6 la DII de I es:
I = 〈X1, X2, X5〉 ∩ 〈X1, X3, X4〉 ∩ 〈X2, X3, X4〉 ∩ 〈X2, X3, X5〉.
2.4. Complejos simpliciales e ideales de Stanley-
Reisner
Anteriormente se ha descrito un me´todo para calcular las DII de los idea-
les monomiales cuadra´ticos libres de cuadrados. Ahora se presentan algunas
herramientas que permiten el mismo ca´lculo para ideales monomiales libres
de cuadrados en general (no necesariamente aquellos que son generados u´ni-
camente por monomios de segundo grado). Para ello se utiliza la nocio´n de
complejo simplicial, que se puede representar como si fuera un grafo en ma-
yores dimensiones ya que no so´lo tiene ve´rtices y aristas, sino que tambie´n
puede tener tria´ngulos sombreados, tetraedros so´lidos, etc. Se aborda nueva-
mente desde un punto de vista combinatorio para dar una definicio´n formal,
aunque son elementos interesantes en otras a´reas.
Definicio´n 2.4.1. Un complejo simplicial en V es un conjunto no vac´ıo ∆
de subconjuntos de V tal que dados dos subconjuntos F,G ⊆ V , si F ⊆ G y
G ∈ ∆, entonces F ∈ ∆.
Un elemento de ∆ se llama una cara de ∆.
Una cara de la forma {vi} se llama un ve´rtice de ∆.
Una cara de la forma {vi, vj} se llama una arista de ∆.
Un elemento ma´ximal de ∆ respecto a la inclusio´n es una faceta de ∆.
El (d-1)-s´ımplice esta´ formado por todos los subconjuntos de V y se de-
nota por ∆d−1.
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Como V es finito, todas las caras de ∆ esta´n contenidas en alguna faceta
de ∆, y como ∆ es no vac´ıo y cerrado para la inclusio´n, se tiene que ∅ ∈ ∆,
es decir, es una cara de ∆.
Todo grafo G produce un complejo simplicial, en concreto el que contiene
∅ junto con los conjuntos unipuntuales {vi} y todo par {vi, vj} tal que vivj
es una arista de G.
Como se ha hecho con los grafos de aristas, es bastante u´til representar
geome´tricamente los complejos simpliciales, al menos cuando el taman˜o de
las caras es pequen˜o. La idea es la siguiente: cada ve´rtice corresponde a un
punto, cada arista al segmento que une dos ve´rtices, cada cara de la forma
{vi, vj, vk} con i, j, k distintos a un triangulo sombreado entre esos ve´rtices,
y cada cara de la forma {vi, vj, vk, vl} con i, j, k, l distintos corresponde a un
tetraedro so´lido, etc. El ejemplo siguiente ilustrara´ esta idea.
Ejemplo 2.4.2. Se muestran los siguientes complejos simpliciales:
v1 v2
v3 v4 v5
Este complejo simplicial ∆1 consiste en un tria´ngulo sombreado, y tres
aristas (adema´s de las aristas que delimitan el tria´ngulo). Tiene las siguientes
caras:
Trivial → ∅.
Ve´rtices → {v1}, {v2}, {v3}, {v4}, {v5}.
Aristas → {v1, v2}, {v1, v3}, {v1, v4}, {v2, v4}, {v3, v4}, {v4, v5}.
Tria´ngulos sombreados → {v1, v2, v4}.
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Este complejo simplicial ∆2 consiste en un tetraedro so´lido, un tria´ngulo
sombreado (sin contar los que delimitan el tetraedro) y una arista (sin contar
las que delimitan tanto el tria´ngulo como el tetraedro). Tiene las siguientes
caras:
Trivial → ∅.
Ve´rtices → {v1}, {v2}, {v3}, {v4}, {v5}, {v6}.
Aristas→ {v1, v2}, {v1, v3}, {v1, v4}, {v1, v5}, {v2, v3}, {v2, v4}, {v3, v4}, {v4, v5}, {v4, v6}.
Tria´ngulos sombreados→ {v1, v2, v3}, {v1, v2, v4}, {v1, v3, v4}, {v1, v4, v5}, {v2, v3, v4}.
Tetraedros so´lidos → {v1, v2, v3, v4}.
Facetas → {v1, v2, v3, v4}, {v1, v4, v5}, {v4, v6}.
Definicio´n 2.4.3. Sea ∆ un complejo simplicial en V , y R = A[X1, . . . , Xd].
El ideal de Stanley-Reisner asociado a ∆ es el ideal generado por las no-caras
de ∆, es decir:
J∆ = 〈XV ′|V ′ ⊆ V y V ′ /∈ ∆〉.
Por definicio´n, como XV
′
es libre de cuadrados, el ideal de Stanley-Reisner
J∆ tambie´n lo es.
Ejemplo 2.4.4. Sean ∆1 y ∆2 los dos complejos simpliciales del Ejemplo
2.4.2. Los ideales Stanley-Reisner asociados a cada complejo simplicial son:
Usando las caras de ∆1 determinadas en el Ejemplo 2.4.2, se observa
que sus no-caras son:
{v1, v5} {v2, v5} {v2, v3} {v3, v5}
{v1, v2, v3} {v1, v2, v5} {v1, v3, v4} {v1, v3, v5} {v1, v4, v5} {v2, v3, v4}
{v2, v3, v5} {v2, v4, v5} {v3, v4, v5}
{v1, v2, v3, v4} {v1, v2, v3, v5} {v1, v2, v4, v5} {v1, v3, v4, v5} {v2, v3, v4, v5}
{v1, v2, v3, v4, v5}
Entonces los generadores de J∆1 son:
X1X5 X2X5 X2X3 X3X5
X1X2X3 X1X2X5 X1X3X4 X1X3X5 X1X4X5 X2X3X4
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X2X3X5 X2X4X5 X3X4X5
X1X2X3X4 X1X2X3X5 X1X2X4X5 X1X3X4X5 X2X3X4X5
X1X2X3X4X5
Eliminando las redundacias se obtiene que
J∆1 = 〈X1X5, X2X5, X2X3, X3X5, X1X3X4〉.
Repitiendo el mismo proceso para ∆2 se obtiene
J∆2 = 〈X1X6, X2X5, X2X6, X3X5, X3X6, X5X6〉
Nota 2.4.5. Igual que en el caso de los ideales de aristas, es sencillo identificar
los ideales que son de la forma J∆ para algu´n complejo simplicial ∆ sobre
el conjunto de ve´rtices V , ya que son precisamente los ideales monomiales
libres de cuadrados.
Por definicio´n, se tiene que todo ideal de Stanley-Reisner es libre de cua-
drados, pero adema´s, se puede observar que todo ideal libre de cuadrados se
puede identificar como el ideal de Stanley-Reisner de un complejo simplicial:
Si J es un ideal monomial libre de cuadrados en A[X1, . . . , Xd], se toma
V = {v1, . . . , vd} y se puede escribir J en funcio´n de su SMGM:
J = 〈XV1 , . . . , XVn〉 para algunos conjuntos V1, . . . , Vn ⊆ V .
Tomando ∆ = {V ′|Vk * V ′ ,∀k ∈ {1, . . . , n}}, se tiene por definicio´n
que J∆ = 〈XV ′ |V ′ ⊆ V y V ′ /∈ ∆〉 = 〈XV ′ |V ′ ⊆ V y ∃k ∈ {1, . . . , n}, Vk ⊆
V ′〉 = 〈XV ′ |V ′ ⊆ V y XV ′ ∈ J〉 = J . Se ha justificado que cualquier ideal
monomial libre de cuadrados se puede identificar con el ideal de Stanley-
Reisner de algu´n complejo simplicial, adema´s, a lo largo de la memoria, se
vera´n ejemplos donde se muestra de forma constructiva como encontrar el
ideal Stanley-Reisner asociado.
En particular, dado un grafo G sobre el conjunto de ve´rtices V , el ideal
de aristas IG se puede escribir tambie´n de la forma J∆G para algu´n complejo
simplicial ∆G. El objetivo ahora es identificar ese complejo simplicial.
Definicio´n 2.4.6. Sea G un grafo sobre el conjunto de ve´rtices V . Se dice
que un subconjunto F ⊆ V es independiente en G si ninguno de los ve´rtices
de F son adyacentes en G. Se dice que un subconjunto independiente es
maximal si lo es respecto a la contencio´n. Se denotara´ ∆G el conjunto de los
subconjuntos independientes de G. Se llama el complejo independiente de G.
Ejemplo 2.4.7. Para el grafo del Ejemplo 2.3.4, que gra´ficamente es:





Sus conjuntos independientes son
∅.
{v1} {v2} {v3} {v4} {v5}.
{v1, v4} {v2, v5} {v3, v5}.
Y los conjuntos maximales independientes son {v1, v4}, {v2, v5}, {v3, v5}. Gra´fi-





Nota 2.4.8. El conjunto vac´ıo, as´ı como los conjuntos unipuntuales son siem-
pre conjuntos independientes. Y todo subconjunto de un conjunto indepen-
diente es tambie´n independiente.
Lema 2.4.9. Existe la siguiente relacio´n entre la cobertura de ve´rtices de un
grafo G y las caras de ∆G:
(i) Un subconjunto F ⊆ V es independiente en G si y solo si V \F es una
cobertura de ve´rtices de G.
(ii) Un subconjunto independiente F ⊆ V en G es maximal si y solo si la
cobertura de ve´rtices V \ F es una CMV.
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Demostracio´n. (i) Por definicio´n si un conjunto F es independiente, nin-
guno de sus ve´rtices son adyacentes entre s´ı, por lo que lo que todas
las aristas tiene al menos un punto final en V \ F , lo que implica que
V \ F es una cobertura de ve´rtices.
Y si V \F es una cobertura de ve´rtices, entonces todas las aristas de G
tienen un punto final en V \F , luego F es un subconjunto independiente.
(ii) Si F es maximal significa que todo ve´rtice vi ∈ V \F = K es adyacente
a un ve´rtice de F , por lo que K \{vi} no ser´ıa una cobertura de ve´rtices
para todo vi ∈ K, lo que implica que K = V \ F es una CMV.
Y si K = V \ F es una CMV, entonces para todo vi ∈ K, K \ {vi}
no es una cobertura de ve´rtices, es decir, para todo vi ∈ K existe una
arista vivj con vi, vj /∈ K \ {vi}, lo que implica vi, vj ∈ F ∪ {vi} y son
adyacentes, luego para todo vi ∈ K, F ∪ {vi} no es independiente, que
significa que F es maximal.
Teorema 2.4.10. Sea G = (V,E) un grafo. Sea R = A[X1, . . . , Xd]. Enton-
ces IG = J∆G.
Demostracio´n. Para la primera contencio´n, se considera un generador cual-
quiera de IG, que es de la forma XiXj para vivj ∈ E. Como se tiene que
{vi, vj} son adyacentes en G, entonces no es un conjunto independiente, lue-
go es una no-cara de ∆G, y entonces XiXj se encuentra en el ideal Stanley-
Reisner asociado a ∆G.
Para la contencio´n inversa, se considera un generador de J∆G , dado por
una no-cara de ∆G, V
′ /∈ ∆G. Eso significa que V ′ no es independiente en G,
luego debe contener al menos un par de ve´rtices vi, vj que sean adyacentes en
G. Entoncs XiXj es un generador de IG y se tiene que X
V ′ ∈ 〈XiXj〉 ⊆ IG,
como quer´ıamos demostrar.
Ejemplo 2.4.11. Se va a ilustrar esa igualdad con el grafo del Ejemplo 2.3.4.
Se hab´ıa visto en un ejemplo anterior que el ideal de aristas asociado a
ese grafo era:
IG = 〈X1X2, X1X3, X1X5, X2X3, X2X4, X3X4, X4X5〉
Sus conjuntos maximales independientes tambie´n se han estudiado:
{v1, v4}, {v2, v5}, {v3, v5}. Gra´ficamente se ten´ıa ∆G:





Por lo que las no-caras de ∆G son los subconjuntos de V = {v1, v2, v3, v4, v5}
siguientes:
{v1, v2} {v1, v3} {v1, v5} {v2, v3} {v2, v4} {v3, v4} {v4, v5} {v1, v2, v3}
{v1, v2, v4} {v1, v2, v5} {v1, v3, v4} {v1, v3, v5} {v1, v4, v5} {v2, v3, v4}
{v2, v3, v5} {v2, v4, v5} {v3, v4, v5} {v1, v2, v3, v4} {v1, v2, v3, v5}
{v1, v2, v4, v5} {v1, v3, v4, v5} {v2, v3, v4, v5} {v1, v2, v3, v4, v5}
Entonces, el ideal
J∆G = 〈X1X2, X1X3, X1X5, X2X3, X2X4, X3X4, X4X5〉 = IG
como ya se hab´ıa visto, pero ejemplifica el teorema.
Definicio´n 2.4.12. Sea ∆ un complejo simplicial.
La dimensio´n de una cara F ∈ ∆ es |F | − 1.
La dimensio´n de ∆, denotada dim(∆), es la mayor de las dimensiones
de las caras de ∆.
El complejo simplicial ∆ es puro si todas sus facetas tienen la misma
dimensio´n.
Para i = −1, 0, . . . , dim(∆), el nu´mero de caras i-dimensionales de ∆
se denota por fi(∆), y el f -vector de ∆ es el vector
f(∆) = (f0(∆), f1(∆), . . . , fdim(∆)(∆)) .
Ejemplo 2.4.13. Por la definicio´n anterior, la u´nica cara que tiene dimensio´n
-1 es la cara vac´ıa y un grafo (con al menos una arista) es de dimensio´n 1.
Como el conjunto de las facetas de un grafo es el conjunto de sus caras
maximales, se puede calcular la dimensio´n de un complejo simplicial como la
ma´xima de las dimensiones de sus facetas.
Para ilustrarlo se consideran los complejos simpliciales del Ejemplo 2.4.2.
Para ∆1 se tiene que dim(∆1) = 2, ya que sus facetas son {v1, v2, v4}, {v1, v3},
{v3, v4}, {v4, v5}, y f(∆1) = (5, 6, 1).
Para ∆2 se tiene dim(∆2) = 3 ya que sus facetas son {v1, v2, v3, v4}, {v1, v4, v5},
{v4, v6}, y se tiene f(∆2) = (6, 9, 5, 1).
2.5. DESCOMPOSICIO´N DE LOS IDEALES DE STANLEY-REISNER 45
2.5. Descomposicio´n de los ideales de Stanley-
Reisner
El objetivo de esta seccio´n es obtener un me´todo de ca´lculo de DII para
los ideales Stanley-Reisner de complejos simpliciales. De esta manera se ob-
tendra´ un me´todo para calcular la DII de cualquier ideal monomial libre de
cuadrados.
Definicio´n 2.5.1. Para cada subconjunto F ⊆ V , se define QF ⊆ R como
el ideal generado por los no-elementos de F , es decir:
QF = 〈{Xi|vi /∈ F}〉 .
Ejemplo 2.5.2. Sobre V = {V1, . . . , V6} se tiene:
Q∅ = 〈X1, . . . , X6〉.
Q{v2,v5} = 〈X1, X3, X4, X6〉.
QV = ∅.
En general, si F ⊆ V , entonces QF = PV \F por definicio´n.
Se hab´ıa visto que una consecuencia del Teorema 1.3.5 era que un ideal
monomial J ⊆ R es libre de cuadrados e irreducible si y solo si exist´ıan
subconjuntos V ′ ⊆ V tales que J = PV ′ , por lo que ahora se puede decir
que un ideal monomial J ⊆ R es libre de cuadrados e irreducible si y solo si
existe un subconjunto F ⊆ V tal que J = QF .
Nota 2.5.3. (i) Si F,G ⊆ V , entonces QF ⊆ QG si y solo si G ⊆ F .
(ii) Un ideal monomial J ( R es libre de cuadrados si y solo si existen
subconjuntos F1, . . . , Fn ⊆ V tales que J = ∩ni=1QFi por la Proposicio´n
2.1.7.
Igual que se hizo en su momento con los ideales de aristas, se va a demos-
trar la relacio´n que hay entre las descomposiciones irreducibles de los ideales
libres de cuadrados con las caras de los complejos simpliciales.
Lema 2.5.4. Sea ∆ un complejo simplicial sobre el conjunto de ve´rtices V
y F ⊆ V . Entonces J∆ ⊆ QF si y solo si F es una cara de ∆.
Demostracio´n. Analizaremos los tres casos siguientes:
Si F = ∅, entonces se deduce fa´cilmente el resultado gracias al hecho
de que J∆ ⊆ 〈X1, . . . , Xd〉 = Q∅, y ∅ ∈ ∆ siempre.
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El caso F = V tambie´n se razona de forma sencilla ya que QV = 0, y
como J∆ = 〈XV ′ |V ′ ⊆ V y V ′ /∈ ∆〉, se tiene que J∆ = 0 si y solo si no
hay ningu´n V ′ /∈ ∆, luego V (= F ) en particular es una cara de ∆, que
es lo que se quer´ıa probar.
Si ∅ 6= F 6= V , se puede asumir que F = {v1, . . . , vn} reordenando
los ve´rtices si es necesario, por lo que V \ F = {vn+1, . . . , vd}, luego
QF = 〈Xn+1, . . . , Xd〉.
Para probar la primera implicacio´n (⇒) se razona por contrarec´ıproco:
Se asume que F /∈ ∆. Por definicio´n, XF = X1 · · ·Xn ∈ J∆. Como es
trivial que XF /∈ QF , se tiene J∆ * QF , luego se ha terminado.
Para probar F ∈ ∆ ⇒ J∆ ⊆ QF , se asume que F ∈ ∆, y se prueba
que cada generador de J∆ esta´ contenido en QF . Para ello, se fija un
generador XV
′ ∈ J∆, siendo V ′ una no-cara de ∆, es decir V ′ /∈ ∆.
Como F ∈ ∆, la propia definicio´n de complejo simplicial muestra que
V ′ * F (ya que es cerrado para la inclusio´n). Entonces existe i tal que
vi ∈ V ′ \F , y entonces Xi ∈ QF . Se tiene que XV ′ ∈ 〈Xi〉 ⊆ QF , como
quer´ıamos demostrar.
Teorema 2.5.5. Sea ∆ un complejo simplicial sobre el conjunto de ve´rtices
V . El ideal de Stanley-Reisner J∆ ⊆ R se descompone en ideales irreducibles








donde la primera interseccio´n se toma sobre todas las caras de ∆ y la segunda
sobre todas las facetas de ∆. La segunda interseccio´n es la DII.
Demostracio´n. Por lo comentado en el primer punto de la Nota 2.5.3, se tiene
que la segunda descomposicio´n es DII.
Es inmediato que ∩F∈∆QF ⊆ ∩F facetaQF .
La contencio´n ∩F facetaQF ⊆ ∩F∈∆QF viene del hecho que toda cara de
∆ esta´ contenida en una faceta junto con la aplicacio´n del primer punto de
2.5.3 de nuevo. Luego las dos descomposiciones son equivalentes.
La contencio´n J∆ ⊆ ∩F∈∆QF se ha demostrado en el Lema 2.5.4.
Para terminar, la contencio´n J∆ ⊇ ∩F∈∆QF se basa en que J∆ es un ideal
libre de cuadrados, y aplicando en esta ocasio´n el segundo punto de la Nota
2.5.3 se tiene que existen subconjuntos F1, . . . , Fn tales que J∆ = ∩nj=1QFj .
Cada ı´ndice j satisace por tanto J∆ ⊆ QFj luego aplicando de nuevo el Lema
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2.5.4 se tiene que Fj debe ser una cara de ∆. Por lo que se ha obtenido que
J∆ = ∩nj=1QFj ⊇ ∩F∈∆QF , como quer´ıamos demostrar.
Ejemplo 2.5.6. El teorema anterior proporciona la DII de un ideal de
Stanley-Reisner J∆ a partir del ca´lculo de los ideales QF correspondientes
a sus facetas.
Por ejemplo, tomando J∆1 del Ejemplo 2.4.2, se tiene que
Q{v1,v2,v4} = 〈X3, X5〉, Q{v1,v3} = 〈X2, X4, X5〉,
Q{v3,v4} = 〈X1, X2, X5〉, Q{v4,v5} = 〈X1, X2, X3〉 .
En el Ejemplo 2.4.4 se hab´ıa calculado
J∆1 = 〈X1X5, X2X5, X2X3, X3X5, X1X3X4〉.
Y por el Teorema 2.5.5:
J∆1 = 〈X3, X5〉 ∩ 〈X2, X4, X5〉 ∩ 〈X1, X2, X5〉 ∩ 〈X1, X2, X3〉
es su DII. Tomando J∆2 del mismo ejemplo, se calculan los ideales
Q{v1,v2,v3,v4} = 〈X5, X6〉, Q{v1,v4,v5} = 〈X2, X3, X6〉, Q{v4,v6} = 〈X1, X2, X3, X5〉.
Se hab´ıa calculado en 2.4.4
J∆2 = 〈X1X6, X2X6, X3X5, X3X6, X5X6, X1X2X5, X2X4X5〉
y por 2.5.5:
J∆2 = 〈X5, X6〉 ∩ 〈X2, X3, X6〉 ∩ 〈X1, X2, X3, X5〉.
Ejemplo 2.5.7. Se va a mostrar un ejemplo de como calcular la DII de un
ideal libre de cuadrados cualquiera, sea
J = 〈X1X3, X2X3, X2X4, X3X4X6, X5〉 ⊆ A[X1, . . . , X6].
Primero hay que encontrar el complejo simplicial ∆ sobre V = {v1, . . . , v6}
tal que J = J∆. Como J∆ = 〈XV ′ |V ′ ⊆ V y V ′ /∈ ∆〉 se busca ∆ como el
conjunto de caras correspondientes a los monomios libres de cuadrados que
no esta´n en J . Es decir:
∆ = { ∅, {v1}, {v2}, {v3}, {v4}, {v6}, {v1, v2}, {v1, v4}, {v1, v6}, {v2, v6}, {v3, v4},
{v3, v6}, {v4, v6}, {v1, v2, v6}, {v1, v4, v6}}.
Geome´tricamente, ∆ es:





Por lo tanto, las facetas de ∆ son:
{v1, v2, v6}, {v1, v4, v6}, {v3, v4}, {v3, v6}.
Por lo que, aplicando el Teorema 2.5.5 se tiene que
J = J∆ = 〈X3, X4, X5〉 ∩ 〈X2, X3, X5〉 ∩ 〈X1, X2, X5, X6〉 ∩ 〈X1, X2, X4, X5〉.
Teorema 2.5.8. Sea G un grafo sobre el conjunto de ve´rtices V . El ideal








donde la primera interseccio´n se toma sobre todos los subconjuntos inde-
pendientes en G y la segunda sobre todos los subconjuntos independientes
maximales en G. La segunda interseccio´n es la DII.
Demostracio´n. Por definicio´n, los subconjuntos independientes en G son las
caras de ∆G, y los maximales son las facetas de ∆G. Por tanto, el resultado
se obtiene del Teorema 2.5.5.
Ejemplo 2.5.9. Se considera el ideal de aristas del Ejemplo 2.3.4:
IG = 〈X1X2, X1X3, X1X5, X2X3, X2X4, X3X4, X4X5〉
del cual se han identificado sus conjuntos independientes maximales en 2.4.7:
{v1, v4}, {v2, v5}, {v3, v5}.
Aplicando entonces el Teorema 2.5.8 se tiene
IG = Q{v1,v4}∩Q{v2,v5}∩Q{v3,v5} = 〈X2, X3, X5〉∩〈X1, X3, X4〉∩〈X1, X2, X4〉,
que coincide con lo obtenido en el Ejemplo 2.3.7.
En general, dada la DII IG = ∩ni=1PVi como se da en el Teorema 2.3.6, se
deduce que los subconjuntos independientes maximales en G son precisamen-
te V \V1, . . . , V \Vn. El Teorema 2.5.8 proporciona la DII IG = ∩F max. inde.QF ,
por lo que la unicidad de esta descomposicio´n se deduce del Teorema 1.4.6.
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2.6. Ideales de facetas y su descomposicio´n
La idea de esta seccio´n es estudiar una versio´n del ideal de aristas adapta-
do a los complejos simpliciales, que se llamara´ “ideal de facetas”. Proporciona
una construccio´n algebraica definida en te´rminos de los datos combinatorios
de un complejo simplicial. Se mostrara´n las propiedades combinatorias que
proporcionan las descomposiciones irreducibles.
Definicio´n 2.6.1. Sea ∆ un complejo simplicial sobre el conjunto de ve´rtices
V . El ideal de facetas de R asociado a ∆ es el ideal generado por las facetas
de ∆:
K∆ = 〈XF |F es una faceta en ∆〉.
Ejemplo 2.6.2. Se consideran los complejos simpliciales del Ejemplo 2.4.2
∆1 y ∆2.
Se hab´ıan calculado las facetas de ∆1 : {v1, v2, v4}, {v1, v3}, {v3, v4}, {v4, v5}.
Entonces el ideal de facetas de ∆1 es. K∆1 = 〈X1X2X4, X1X3, X3X4, X4X5〉.
De la misma forma se tienen las facetas de ∆2 : {v1, v2, v3, v4}, {v1, v4, v5},
{v4, v6} as´ı que K∆2 = 〈X1X2X3X4, X1X4X5, X4X6〉.
Por convencio´n, se define K∅ = R y de esa forma K∆ 6= 0 para todo ∆.
El ideal de facetas es un ideal libre de cuadrados, de hecho, como las face-
tas de ∆ no tienen relacio´n de contencio´n entre ella, generan ∆K directamente
de forma irredundante, es decir, el conjunto {XF |F es una faceta en ∆} es
un SMGM de K∆.
Se trata ahora de identificar los ideales PV ′ que se encuentran en la DII
de un ideal de facetas.
Definicio´n 2.6.3. Sea ∆ un complejo simplicial sobre el conjunto de ve´rtices
V . Una cobertura de ve´rtices de ∆ es un subconjunto V ′ ⊆ V tal que para
cada faceta F ∈ ∆ el conjunto F ∩V ′ 6= ∅. Una cobertura de ve´rtices se dice
minimal si no contiene propiamente ninguna otra cobertura de ve´rtices.
El conjunto de coberturas de ve´rtices de ∆ cumple que si V ′ ⊆ V es una
cobertura de ve´rtices de ∆ y V ′ ⊆ V ′′ ⊆ V entonces V ′′ es tambie´n una
cobertura de ve´rtices de ∆. Como V es finito, toda cobertura de ve´rtices
contiene una cobertura minimal de ve´rtices.
Ejemplo 2.6.4. Si ∆ 6= {∅} entonces V es una cobertura de ve´rtices.
Si ∆ = {{vi1}, . . . , {vin}, ∅} entonces las coberturas de ve´rtices son los
subconjuntos de V que contienen a todos los vij .
Se calculan las coberturas de ve´rtices de ∆1 del Ejemplo 2.4.2: Si v1 ∈ V ′
entonces esta´n sin cubrir las facetas {v3, v4} y {v4, v5} que se cubren o bien
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an˜adiendo v4 o bien an˜adiendo {v3, v5}. Si v1 /∈ V ′ entonces se necesita
que este´ {v3, v2} o {v3, v4} para cubrir las facetas que contienen a v1. En el
primer caso queda sin cubrir {v4, v5} por lo que habr´ıa que an˜adir v5 (v4 ser´ıa
otra opcio´n pero se llega a una cobertura no minimal). Se tiene entonces las
coberturas minimales: {v1, v4}, {v1, v3, v5}, {v3, v2, v5}, {v3, v4}.
Se calculan de igual forma las coberturas de ve´rtices de ∆2 y se obtienen:
{v1, v6}, {v2, v5, v6}, {v3, v5, v6}, {v4}.
Se trata ahora de encontrar la conexio´n entre las coberturas de ve´rtices
y las descomposiciones irreducibles de los ideales de facetas.
Lema 2.6.5. Sea ∆ un complejo simplicial sobre el conjunto de ve´rtices V ,
y sea V ′ ⊆ V . Entonces K∆ ⊆ PV ′ si y solo si V ′ es una cobertura de ve´rtices
de ∆.
Demostracio´n. Sin pe´rdida de generalidad se supone que V ′ = {v1, . . . , vn}
de forma que PV ′ = 〈X1, . . . , Xn〉.
Para la primera implicacio´n se parte del hecho K∆ ⊆ PV ′ . Sea F una
faceta de ∆. Entonces XF ∈ K∆ ⊆ PV ′ = 〈X1, . . . , Xn〉. Por ello XF ∈ 〈Xm〉
para algu´n m 6 n. Eso implica que vm ∈ F , as´ı que vm ∈ F ∩ V ′ por lo que
V ′ es una cobertura de ve´rtices de ∆.
Para la implicacio´n inversa, se asume que V ′ es una cobertura de ve´rti-
ces de ∆. Hay que probar que todos los generadores XF ∈ K∆ esta´n en
PV ′ . X
F corresponde a una faceta F en ∆por lo que la hipo´tesis de que V ′
es una cobertura de ve´rtices de ∆ implica que vj ∈ F ∩ V ′ para algu´n j.
En consecuencia Xj ∈ PV ′ por lo que XF ∈ 〈Xj〉 ⊆ PV ′ como quer´ıamos
demostrar.
Teorema 2.6.6. Sea ∆ un complejo simplicial sobre el conjunto de ve´rtices








donde la primera interseccio´n se toma sobre todas las coberturas de ve´rtices
de ∆ y la segunda sobre todas las minimales. La segunda interseccio´n es DII.
Demostracio´n. La prueba de este resultado procede de forma similar a la del
Teorema 2.3.6, dado que la u´ltima igualdad estaba probada en ese teorema,
y aplicando el Lema 2.6.5 y el hecho de que K∆ es libre de cuadrados, se
puede razonar como se ha explicado en la demostracio´n de 2.3.6.
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Ejemplo 2.6.7. En el Ejemplo 2.6.4 se han calculado las coberturas mini-
males de ∆1 y ∆2. Aplicando entonces el teorema anterior se tiene que
K∆1 = 〈X1, X4〉 ∩ 〈X1, X3, X5〉 ∩ 〈X2, X3, X5〉 ∩ 〈X3, X4〉
K∆2 = 〈X1, X6〉 ∩ 〈X2, X5, X6〉 ∩ 〈X3, X5, X6〉 ∩ 〈X4〉.
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Cap´ıtulo 3
Dualidad de Alexander
Se conocen dos formas de describir un ideal de forma minimal: o bien a
partir de su DII o dado su SMGM.
La dualidad de Alexander describe un me´todo que, a partir del SMGM
de un ideal monomial I arbitrario, construye un ideal J cuya DII se define a
partir de los monomios generadores de I. Adema´s, se cumple que la DII de
I se puede definir a su vez en funcio´n de los monomios del SMGM de J .
3.1. Dualidad en ideales monomiales libres de
cuadrados
Primero se define la dualidad de Alexander para ideales libres de cuadra-
dos, ya que, aunque es un caso particular de la dualidad de Alexander, se
puede definir de forma ma´s sencilla:
Definicio´n 3.1.1. Sea I ( R un ideal monomial libre de cuadrados con
SMGM {XV1 , . . . , XVn} siendo V1, . . . , Vn subconjuntos de V . Se define el
dual de Alexander o ∨-dual de I como el ideal
I∨ = ∩ni=1PVi .




Ejemplo 3.1.3. No se demuestra esta proposicio´n, ya que luego se va a
generalizar la dualidad a ideales monomiales arbitrarios pero se muestra un
ejemplo del ca´lculo del dual de Alexander en A[X1, X2, X3] donde se puede
observar que se cumple que I∨
∨
= I:
(〈X1X3, X2X3〉)∨ = (〈X{1,3}, X{2,3}〉)∨ = 〈X1, X3〉 ∩ 〈X2, X3〉 = 〈X1X2, X3〉
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Y se tiene




Ejemplo 3.1.4. Se retoma el Ejemplo 1.4.10, que se presento´ para introducir
la utilidad de buscar algoritmos eficientes. En esta ocasio´n, se busca obtener
la DII de I = 〈XV,XW,XT, Y V, Y W, Y T, ZV, ZW,ZT 〉 mediante el me´todo
que proporciona la dualidad de Alexander:
I∨ = 〈X,V 〉 ∩ 〈X,W 〉 ∩ 〈X,T 〉 ∩ 〈Y, V 〉 ∩ 〈Y,W 〉 ∩ 〈Y, T 〉 ∩ 〈Z, V 〉 ∩ 〈Z,W 〉 ∩ 〈Z, T 〉




= (〈XY Z, V WT 〉)∨ = 〈X,Y, Z〉 ∩ 〈V,W, T 〉
que se sabe que es la DII de I y es claramente un me´todo ma´s eficiente (y progra-
mable) que el que se propone en 1.3.4.
3.2. Dualidad en ideales monomiales arbitra-
rios
Para simplificar la lectura del resto del cap´ıtulo, en el que se trata el
caso de un ideal monomial I arbitrario se an˜ade una serie de definiciones y
notaciones:
Notacio´n 3.2.1. Como se sabe que un ideal monomial es irreducible si y
solo si esta´ generado por potencias puras de variables, se usara´ la notacio´n
I = 〈Xbii |bi > 1〉 = mb siendo b = (b1, . . . , bd) para referirse a un ideal
irreducible y as´ı, si J es un ideal monomial arbitrario, la DII de J se expresa
J = mb1 ∩ · · · ∩mbn .
Se denotara´ como Irr(I) el conjunto de las componentes de la DII de I y
como S(I) el conjunto de los monomios de SMGM de I.
Ejemplo 3.2.2. Por ejemplo, considerando I = 〈X41 , X23 , X4〉∩ 〈X1, X32 , X25 〉
en A[X1, . . . , X5] entonces se escribe
I = m(4,0,2,1,0) ∩m(1,3,0,0,2) y Irr(I) = {m(4,0,2,1,0),m(1,3,0,0,2)}.
Definicio´n 3.2.3. Si I = 〈Xb1 , · · · , Xbn〉 siendo {Xb1 , · · · , Xbn} su SMGM,
se definen los siguientes vectores:
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aI el vector tal que XaI = mcm(Xb1 , . . . , Xbn), es decir
aI = ( ma´x
b|Xb∈S(I)
(b1), . . . , ma´x
b|Xb∈S(I)
(bd)).
Para todo a ∈ Nd y b|Xb ∈ S(I):
ba = (ba1, . . . , b
a




ai + 1− bi si bi 6= 0
0 si bi = 0
En particular, para b|Xb ∈ S(I):
bI = ba
I
= (bI1, . . . , b
I




aIi + 1− bi si bi 6= 0
0 si bi = 0
Ejemplo 3.2.4. Sera´ interesante tener en cuenta estas definiciones para un
desarrollo ma´s a´gil del resto del cap´ıtulo.
Por ejemplo tomando I = 〈X41X23X4, X1X32X25 〉 = 〈Xb1 , Xb2〉 enA[X1, . . . , X5]
entonces se escribe
aI = (4, 3, 2, 1, 2), b1
I = (1, 0, 1, 1, 0) y b2
I = (4, 1, 0, 0, 1).
Se puede definir el dual de Alexander para cualquier vector a tal que
ai > aIi para todo 1 6 i 6 d, es decir, es necesario que todos los generadores
de I dividan a Xa para poder definir el dual de Alexander de I respecto de
a.
En esta situacio´n:
Definicio´n 3.2.5. Sea I ( R un ideal monomial arbitrario con SMGM




{mbia |Xbi es un generador minimal de I}.
En particular, si a = aI se denotara´ I [a] = I∨ y se llamara´ simplemente
dual de Alexander de I.
Lo ma´s comu´n es emplear aI para construir el dual de I, pero se explicara´
ma´s adelante porque se da la definicio´n en funcio´n de un a.
Ejemplo 3.2.6. Sea I = 〈X21X2, X22X4, X2X3X54 〉 ∈ A[X1, X2, X3, X4]. Se
tiene aI = (2, 2, 1, 5), luego:
Xb1 = X21X2 → b1 = (2, 1, 0, 0)→ b1I = (1, 2, 0, 0)→ mb1
I
= 〈X1, X22 〉
Xb2 = X22X4 → b2 = (0, 2, 0, 1)→ b2I = (0, 1, 0, 5)→ mb2
I
= 〈X2, X54 〉
Xb3 = X2X3X
5
4 → b3 = (0, 1, 1, 5)→ b3I = (0, 2, 1, 1)→ mb3
I
= 〈X22 , X3, X4〉
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De esta forma, I∨ = 〈X1, X22 〉 ∩ 〈X2, X54 〉 ∩ 〈X22 , X3, X4〉.
Para calcular I∨
∨
se necesita disponer antes del SMGM de I∨:
I∨ = 〈X1X2X3, X1X2X4, X1X54 , X22 〉
Y repitiendo el procedimiento anterior pero teniendo en cuenta que ahora, al
cambiar el mcm de los monomios generadores, se construye el dual sobre el
vector aI
∨
= (1, 2, 1, 5):
Xb1 = X1X2X3 → b1 = (1, 1, 1, 0) → b1aI
∨
= (1, 2, 1, 0)→ mb1a
I∨
= 〈X1, X22 , X3〉
Xb2 = X1X2X4 → b2 = (1, 1, 0, 1) → b2aI
∨
= (1, 2, 0, 5)→ mb2a
I∨
= 〈X1, X22 , X54 〉
Xb3 = X1X
5
4 → b3 = (1, 0, 0, 5) → b3a
I∨
= (1, 0, 0, 1)→ mb3a
I∨
= 〈X1, X4〉
Xb4 = X22 → b4 = (0, 2, 0, 0) → b4a
I∨





= 〈X1, X22 , X3〉 ∩ 〈X1, X22 , X54 〉 ∩ 〈X1, X4〉 ∩ 〈X2〉
Se puede expresar I∨
∨
en funcio´n de su SMGM
I∨
∨
= 〈X1, X22 , X3X54 〉 ∩ 〈X1X2, X4X2〉 = 〈X1X2, X22X4, X2X3X54 〉 6= I (3.1)
Adema´s, se tiene que no todos los generadores de I dividen a Xa
I∨
:
X21X2 - X1X22X3X54 = Xa
I∨ .




I∨ ] 6= I, y es aqu´ı donde
cobra sentido el haber definido I [a] y no solo I∨, ya que (I [a
I ])[a
I ] = I mientras
que I∨
∨ 6= I en general (en los ideales libres de cuadrados s´ı ya que aI = aI∨
debido a que aIi ∈ {0, 1}). Esta es la clave de la dualidad de Alexander, ya
que la igualdad (I [a
I ])[a
I ] = I proporciona un me´todo de calcular la DII de
un ideal monomial arbitrario partiendo de su SMGM.
La siguiente proposicio´n es un resultado previo al Teorema 3.2.9, el re-
sultado principal del cap´ıtulo, ya que demuestra que esta´ bien definida la
operacio´n (I [a
I ])[a
I ] y que adema´s cumple (I [a
I ])[a
I ] = I, que es el objetivo
principal.
Nota 3.2.7. Si a, b ∈ Nd, a  b ⇔ ai 6 bi ∀i ∈ {1, . . . d}. Del mismo modo
a  b⇔ ∃i ∈ {1, . . . , d}|ai > bi.
3.2. DUALIDAD EN IDEALES MONOMIALES ARBITRARIOS 57
Proposicio´n 3.2.8. Sea I un ideal monomial y a ∈ Nd tal que todos los
generadores minimales de I dividen a Xa. Si b  a m entonces Xb /∈ I si y
solo si Xa−b ∈ I [a].
Demostracio´n. Sin pe´rdida de generalidad se supone I = 〈Xn1 , . . . , Xnk〉. Por
el enunciado, a  ni, ∀i ∈ {1, . . . , k} y por definicio´n se tiene que Xb /∈ I ⇔
b  ni, ∀i ∈ {1, . . . , k} ⇔ a− b  a−ni, ∀i ∈ {1, . . . , k}. Esto es equivalente
a decir que para i ∈ {1, . . . , k}, ∃j ∈ {1, . . . , d}|aj−bj > ai+1−nij , es decir,
Xa−b ∈ 〈Xai+1−nijj 〉, que ocurre si y solo si Xa−b ∈ ma+1−ni , ∀i ∈ {1, . . . , k},
siendo 1 el vector con todas las coordenadas iguales a 1. Esto es equivalente
a que Xa−b ∈ ∩i∈{1,...,k}ma+1−ni = I [a] +ma+1, donde la u´ltima igualdad viene
dada por definicio´n del dual de Alexander apareciendo el segundo sumando
debido que esta´ definido bai = 0 cuando bi = 0. Pero como b  a, se tiene
0  a − b  a  a + 1, y entonces Xa−b ∈ I [a] + ma+1 ⇔ Xa−b ∈ I [a], como
quer´ıamos demostrar.
Teorema 3.2.9. Sea I un ideal monomial y a ∈ Nd tal que todos los genera-
dores minimales de I dividen a Xa. Entonces todos los generadores minimales
de I [a] dividen a Xa y se tiene (I [a])[a] = I.
Demostracio´n. Para la primera parte, se tiene I = 〈Xb1 , . . . , Xbk〉 siendo
{Xb1 , . . . , Xbk} el SMGM de I. Por definicio´n, las potencias de las variables
que generan las componentes irreducibles de I [a] dividen a Xa. Como cada
generador minimal de I [a] puede ser expresado como el mı´nimo comu´n mu´lti-
plo de algunas de esas potencias de variables, entonces todos los generadores
minimales de I [a] dividen a Xa.
Para probar (I [a])[a] = I se toma un monomio Xb ∈ I. Por la Proposicio´n
3.2.8, se tiene Xb ∈ I ⇔ Xa−b /∈ I [a]. Se realiza el cambio de variables
c = a− b J = I [a]
y volviendo a aplicar la Proposicio´n 3.2.8, Xc /∈ J ⇔ Xa−c ∈ J [a]. Al deshacer
el cambio de variables se obtiene Xa−b /∈ I [a] ⇔ Xb ∈ (I [a])[a]. Por lo que
juntando las dos ecuaciones se tiene Xb ∈ I ⇔ Xa−b /∈ I [a] ⇔ Xb ∈ (I [a])[a]
como quer´ıamos demostrar.
Se cumple adema´s lo siguiente:
(ba)a = b ya que (ba)a = 0 si b = 0 y (ba)a = ai+1−(ai+1−bi) = bi si b 6= 0.
Por ello, todos los generadores minimales de (I [a])[a] dividen a Xa.
Ejemplo 3.2.10. Tomando el ideal del ejemplo anterior, del cual se conoce
I [a
I ], por el Teorema de la Dualidad de Alexander se sabe que (I [a
I ])[a
I ] = I,
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luego se puede obtener la DII de I directamente, calculando (I [a
I ])[a
I ] sobre
aI = (2, 2, 1, 5).
Xb1 = X1X2X3 → b1 = (1, 1, 1, 0) → b1aI = (2, 2, 1, 0)→ mb1a
I
= 〈X21 , X22 , X3〉
Xb2 = X1X2X4 → b2 = (1, 1, 0, 1) → b2aI = (2, 2, 0, 5)→ mb2a
I
= 〈X21 , X22 , X54 〉
Xb3 = X1X
5
4 → b3 = (1, 0, 0, 5) → b3a
I
= (2, 0, 0, 1)→ mb3a
I
= 〈X21 , X4〉
Xb4 = X22 → b4 = (0, 2, 0, 0) → b4a
I





I ] = 〈X21 , X22 , X3〉 ∩ 〈X21 , X22 , X54 〉 ∩ 〈X21 , X4〉 ∩ 〈X2〉.
Se puede expresar (I [a
I ])[a
I ] en funcio´n de su SMGM y se obtiene
(I [a
I ])[a
I ] = 〈X21 , X22 , X3X54 〉 ∩ 〈X21X2, X4X2〉 = 〈X21X2, X22X4, X2X3X54 〉 = I
Durante el proceso se ha obtenido la DII de I:
I = 〈X21X2, X22X4, X2X3X54 〉 = 〈X21 , X22 , X3〉∩〈X21 , X22 , X54 〉∩〈X21 , X4〉∩〈X2〉.
Teorema 3.2.11. Sea I un ideal monomial y a ∈ Nd tal que todos los gene-




{mba |Xb es un generador minimal de I [a]}.
Y de forma equivalente, el dual de Alexander de I respecto de a esta´ dado
por el SMGM siguiente:
I [a] = 〈Xba|mb es una componente irreducible de I〉.
Para terminar el cap´ıtulo se enuncia un resultado que proporciona otro
algoritmo para obtener el SMGM del dual de un ideal monomial I arbitrario,
sin la necesidad de calcular el SMGM a partir de la DII de I∨. Solo precisa de
un ca´lculo de cociente para obtener el SMGM de I∨ por lo que permite calcu-
lar de forma ma´s sencilla la DII de I ya que este ca´lculo esta´ implementado
en muchos programas informa´ticos:
Teorema 3.2.12. Sea I un ideal monomial arbitrario. Si todos los genera-
dores de I dividen a Xa, es decir a  aI , entonces (ma+1 : I [a]) = I +ma+1.
Nota 3.2.13. Los dos u´ltimos teoremas esta´n demostrados en [10].
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Como el Teorema 3.2.9 afirma que si a es tal que todos los generadores
minimales de I dividen aXa entonces todos los de I [a] tambie´n, se tiene, por el
Teorema 3.2.12 que tambie´n se cumple(ma+1 : I) = I [a] +ma+1. Un ejemplo
de co´mo aplicar este resultado para obtener la DII de un ideal monomial
arbitrario es el siguiente:
Ejemplo 3.2.14. Sea I = 〈X41 , X21X2X3, X42X3, X31X22 , X22X23 〉 enA[X1, X2, X3].
Se tiene que aI = (4, 4, 2), luego ma
I+1 = 〈X51 , X52 , X33 〉. Se calcula el cociente
empleando la funcio´n correspondiente en Singular :
Figura 3.1: Co´digo usado en Singular
obteniendo
(ma




I ] = 〈X21X23 , X31X2X3, X1X42 , X1X32X23 , X31X32 〉 y se puede apli-
car el Teorema 3.2.9 para obtener la DII de I:
I = 〈X31 , X3〉 ∩ 〈X21 , X42 , X23 〉 ∩ 〈X41 , X2〉 ∩ 〈X41 , X22 , X3〉 ∩ 〈X21 , X22 〉.
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Un ejemplo que lo resume todo
Para resumir lo explicado en los cap´ıtulos 2 y 3, se considera I el ideal
I = IG = 〈X1X2, X1X3, X1X4, X2X4, X4X5〉, que se puede representar con




Veamos las diversas formas que se han explicado para calcular su DII:




V ′ cobertura minimal de G
PV ′
donde
P{v1,v4} = 〈X1, X4〉, P{v1,v2,v5} = 〈X1, X2, X5〉, P{v2,v3,v4} = 〈X2, X3, X4〉.
Por tanto, IG = 〈X1, X4〉 ∩ 〈X1, X2, X5〉 ∩ 〈X2, X3, X4〉.
ii Los conjuntos independientes de G son:
{v1}, {v2}, {v3}, {v4}, {v5}, {v1, v5}, {v2, v3}, {v2, v5}, {v3, v4}, {v3, v5}, {v2, v3, v5}.
Y son los elementos de ∆G. Gra´ficamente, ∆G se puede representar






Del cual se pueden calcular sus caras:
∅.
Ve´rtices → v1, v2, v3, v4, v5.
Aristas → v1v5, v2v3, v2v5, v3v4, v3v5.
Tria´ngulos sombreados → v2v3v5.
Facetas → v2v3v5, v1v5, v3v4.
De esta manera, como IG = J∆G , siendo J∆G el ideal de Stanley-Reisner,
entonces
IG = J∆G =
⋂
F faceta de ∆G
QF
donde se tiene:
Q{v2,v3,v5} = 〈X1, X4〉, Q{v1,v5} = 〈X2, X3, X4〉, Q{v3,v4} = 〈X1, X2, X5〉
luego se obtiene
IG = 〈X1, X4〉 ∩ 〈X2, X3, X4〉 ∩ 〈X1, X2, X5〉.
iii Se puede calcular el dual de IG:
I∨G = 〈X1, X2〉 ∩ 〈X1, X3〉 ∩ 〈X1, X4〉 ∩ 〈X2, X4〉 ∩ 〈X4, X5〉
= 〈X1, X2X3X4〉 ∩ 〈X2X5, X4〉 = 〈X1X2X5, X1X4, X2X3X4〉
luego se tiene que
IG = I
∨∨
G = 〈X1, X2, X5〉 ∩ 〈X1, X4〉 ∩ 〈X2, X3, X4〉.
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