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Abstract. We consider a semilinear elliptic equation with a nonsmooth, locally
Lipschitz potential function (hemivariational inequality). Our hypotheses permit double
resonance at infinity and at zero (double-double resonance situation). Our approach is
based on the nonsmooth critical point theory for locally Lipschitz functionals and uses
an abstract multiplicity result under local linking and an extension of the Castro–Lazer–
Thews reduction method to a nonsmooth setting, which we develop here using tools
from nonsmooth analysis.
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inequality; locally Lipschitz function; Clarke subdifferential; critical point; local
linking; nonsmooth Cerami condition.
1. Introduction
Let Z ⊆ RN be a bounded domain with a C2 boundary Γ. We study the following reso-
nant semilinear elliptic differential equation with a nonsmooth potential (hemivariational
inequality):

−∆x(z)−λkx(z) ∈ ∂ j(z,x(z)), for a.a. z ∈ Z
x|Γ = 0.
(HVI)
Here k≥ 1 is a fixed integer, {λn}n≥1 is the increasing sequence of distinct eigenvalues
of the negative Laplacian with Dirichlet boundary condition (i.e. of (−∆,H10 (Z))), j(z,ζ )
is a locally Lipschitz in the ζ -variable integrand (in general it can be nonsmooth) and
∂ j(z,ζ ) is the Clarke subdifferential with respect to the ζ -variable.
For problem (HVI), we prove a multiplicity result, using a recent abstract theorem on
the existence of multiple nontrivial critical points for a nonsmooth locally Lipschitz func-
tional, proved by Kandilakis, Kourogenis and Papageorgiou [21]. Our approach is varia-
tional and is based on the nonsmooth critical point theory (see [9] and [22]). In particular,
we develop and use a nonsmooth variant of the so-called ‘reduction method’. This method
was first introduced for smooth problems by Castro and Lazer [7] and Thews [36] (see
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also [5,6]). Our hypotheses allow the nonsmooth potential to interact asymptotically at
±∞ with two consecutive eigenvalues of higher order. Berestycki and de Figueiredo [2]
were the first to consider such problems with resonance between λ1 and λ2 and they
coined the term ‘double resonance problems’. In their analysis, the use of the interval
[λ1,λ2] is crucial, since they exploit heavily the fact that the principal eigenfunction u1 is
strictly positive and ∂u1/∂n < 0 with n being the outward unit normal on the boundary
(this is a consequence of the strong maximum principle). It is well-known that in higher
parts of the spectrum this is no longer true. Recall that the principal eigenfunction u1 is
the only one with constant sign. So in higher parts of the spectrum the analysis is more
delicate. Recently for smooth problems, the issue was investigated by Cac [4], Hirano
and Nishimura [16], Robinson [31], Costa-Silva [11], Landesman, Robinson and Rum-
bos [23], Iannacci and Nkashama [19], Tang and Wu [34], Su and Tang [33] and Su [32].
For problems with nonsmooth potential (known in the literature as hemivariational
inequalities), equations resonant at higher eigenvalues were investigated by Goeleven,
Motreanu and Panagiotopoulos [15] and Gasin´ski and Papageorgiou [14]. However, they
did not allow for the situation of double resonance.
We should mention that hemivariational inequalities arise in physical problems,
when one wants to consider more realistic models with a nonsmooth and nonconvex
energy functionals. For concrete applications we refer to the book of Naniewicz and
Panagiotopoulos [27]. For the mathematical theory of hemivariational inequalities we
refer to the work of Gasin´ski and Papageorgiou [12,13], Motreanu and Panagiotopou-
los [25,26], Niculescu and Radulescu [28], Radulescu [29], Radulescu and Panagiotopou-
los [30] and the references therein.
2. Mathematical background
As we have already mentioned, our approach is based on the theory of the nonsmooth
critical point theory for locally Lipschitz functionals.
Let X be a Banach space and X∗ its topological dual. By ‖ · ‖X we denote the norm of
X and by 〈·, ·〉X the duality pairing for the pair (X ,X∗).
We will be dealing with locally Lipschitz functions ϕ : X → R.
Recall that a continuous convex function is locally Lipschitz. For a locally Lipschitz
function ϕ : X → R, we introduce the generalized directional derivative of ϕ at x ∈ X in
the direction h ∈ X , defined by
ϕ0(x;h) d f= limsup
x′→x
tց0
ϕ(x′+ th)−ϕ(x′)
t
(see [10]). It is easy to check that the function X ∋ h→ ϕ0(x;h) ∈R is sublinear, continu-
ous, and so by the Hahn–Banach theorem, ϕ0(x; ·) is the support function of a nonempty,
convex and w∗-compact set ∂ϕ(x), defined by
∂ϕ(x) d f= {x∗ ∈ X∗: 〈x∗,h〉X ≤ ϕ0(x;h) for all h ∈ X}.
The multifunction ∂ϕ : X → 2X∗\{ /0} is known as the generalized (or Clarke) subdiffer-
ential of ϕ . If ϕ ∈C1(X), then ∂ϕ(x) = {ϕ ′(x)} and if ϕ is convex, then ∂ϕ(x) coincides
with the convex subdifferential. The generalized subdifferential has a rich calculus which
can be found in [10].
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A point x ∈ X is a critical point of the locally Lipschitz function ϕ , if 0 ∈ ∂ϕ(x). If
x ∈ X is a critical point, the value c = ϕ(x) is a critical value of ϕ . It is easy to check
that if x ∈ X is a local extremum of ϕ (i.e. a local minimum or a local maximum), then
0 ∈ ∂ϕ(x) (i.e. x ∈ X is a critical point).
We will use the following compactness-type condition:
A locally Lipschitz function ϕ : X → R satisfies the nonsmooth Palais–Smale condition
(nonsmooth PS-condition for short) if any sequence {xn}n≥1 ⊆ X such that {ϕ(xn)}n≥1 is
bounded and
mϕ(xn)
d f
= min{‖x∗‖X∗ : x∗ ∈ ∂ϕ(xn)} −→ 0 as n →+∞,
has a strongly convergent subsequence.
Since for ϕ ∈C1(X) we have ∂ϕ(x) = {ϕ ′(x)}, we see that the above definition is an
extension of the smooth PS-condition. It was shown by Cerami [8] and Bartolo, Benci
and Fortunato [1] that a slightly more general condition in the smooth setting, suffices to
prove the main minimax principles. In the present nonsmooth setting this condition has
the following form:
A locally Lipschitz function ϕ : X → R satisfies the nonsmooth Cerami condition (non-
smooth C-condition for short) if any sequence {xn}n≥1 ⊆ X such that {ϕ(xn)}n≥1 is
bounded and
(1+ ‖xn‖X)mϕ (xn)−→ 0 as n →+∞,
has a strongly convergent subsequence.
Recently Kandilakis, Kourogenis and Papageorgiou [21], proved the following multi-
plicity result extending a corresponding theorem of Brezis and Nirenberg [3].
Theorem 2.1. If X is a reflexive Banach space, X = Y ⊕V with dimV < +∞, ϕ : X → R
is locally Lipschitz, bounded below, satisfies the nonsmooth C-condition, infX ϕ < 0 and
there exists ρ > 0 such that{
ϕ(x)≤ 0 if x ∈V, ‖x‖X ≤ ρ
ϕ(x)≥ 0 if x ∈ Y, ‖x‖X ≤ ρ
, (2.1)
then ϕ has at least two nontrivial critical points.
Condition (2.1) implies ϕ(0) = 0. We call condition (2.1) the local linking condition.
Recall that, if {λn}n≥1 are the distinct eigenvalues of (−∆,H10 (Z)), then λn −→+∞ and
λ1 is positive, simple and isolated. Also there is an orthonormal basis {un}n≥1 ⊆H10 (Z)∩
C∞(Z) of L2(Z), which are eigenfunctions corresponding to the eigenvalues {λn}n≥1, i.e.{
−∆un(z) = λnun(z) ∀z ∈ Z,
un|Γ = 0,
for n ≥ 1. If the boundary Γ of Z is a Ck-manifold (respectively a C∞-manifold) then
un ∈Ck( ¯Z) (respectively un ∈C∞( ¯Z)). The sequence
{ 1√
λn un
}
n≥1 is an orthonormal basis
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of H10 (Z). For every integer m ≥ 1, let E(λm) be the eigenspace corresponding to the
eigenvalue λm. We define
¯Hm
d f
=
m−1⊕
i=1
E(λi) and ˆHm
d f
=
∞⊕
i=m+1
E(λi).
We have the following orthogonal direct sum decomposition:
H10 (Z) = ¯Hm⊕E(λm)⊕ ˆHm.
The eigenspace E(λm)⊆ H10 (Z)∩C∞(Z) has the unique continuation property, namely if
u ∈ E(λm) is such that u vanishes on a set of positive measure, then u(z) = 0 for all z ∈ Z.
If we set
Vm
d f
= ¯Hm⊕E(λm) and Wm d f= E(λm)⊕ ˆHm,
then on these spaces we have variational characterizations of the eigenvalues (Rayleigh
quotients), which can be found in [20].
Let us recall two modes of convergence of sets and functions, which will be used in the
proof of our nonsmooth extension of the Castro–Lazer–Thews reduction method. So let
(Y1,τ1) and (Y2,τ2) be two Hausdorff topological spaces (τ1 and τ2 being the respective
topologies). Also let {Gn}n≥1 be a sequence of nonempty subsets of Y1×Y2. We define:
(τ1× τ2)− liminf
n→+∞ Gn
d f
=
{
(u,v) ∈ Y1×Y2: u = τ1− lim
n→+∞un,
v = τ2− lim
n→+∞vn,(un,vn) ∈ Gn,n ≥ 1
}
,
(τ1× τ2)− limsup
n→+∞
Gn
d f
=
{
(u,v) ∈ Y1×Y2: u = τ1− lim
n→+∞unk ,
v = τ2− lim
n→+∞vnk ,(unk ,vnk) ∈ Gnk ,
ni < ni+1 for i ≥ 1
}
.
If
G = (τ1× τ2)− liminf
n→+∞ Gn = (τ1× τ2)− limsupn→+∞ Gn,
then we say that the sequence {Gn}n≥1 converges in the (τ1 × τ2)-sequential Kuratowski
sense to G and denote it by
Gn
Kτ1,τ2−→ G as n →+∞.
Now, let Y be a Banach space and {ϕn}n≥1 ⊆ ¯RY and ϕ ∈ ¯RY (with ¯R d f= R∪{+∞}).
We say that the sequence {ϕ}n≥1 converges in the Mosco sense to ϕ , denoted by ϕn M−→ϕ
if and only if the following two conditions hold:
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(1) for every y ∈Y and every sequence {yn}n≥1 ⊆Y such that yn w−→ y in Y , we have that
ϕ(y)≤ liminf
n→+∞ ϕn(yn);
(2) for every y ∈ Y , there exists a sequence {yn}n≥1 ⊆ Y such that yn −→ y in Y and
ϕn(yn)−→ ϕ(y).
Further analysis of these two notions can be found in [17].
3. The nonsmooth reduction method
In this section we extend the Castro, Lazer and Thews reduction method to the present
nonsmooth setting. By 2∗ we denote the Sobolev critical exponent defined by
2∗ d f=


2N
N− 2 , if N > 2
+∞, if N ≤ 2.
Our hypotheses on the nonsmooth potential j are the following:
H(j): j: Z×R−→R is a function, such that
(i) for all ζ ∈ R, the function Z ∋ z 7−→ j(z,ζ ) ∈ R is measurable and for almost all
z ∈ Z, we have that j(z,0) = 0;
(ii) for almost all z ∈ Z, the function R ∋ ζ 7−→ j(z,ζ ) ∈R is locally Lipschitz;
(iii) for almost all z ∈ Z, all ζ ∈ R and all u ∈ ∂ j(z,ζ ), we have that |u| ≤ a1(z) +
c1|ζ |r−1, with a1 ∈ L∞(Z), c1 > 0 and 1 ≤ r < 2∗;
(iv) lim|ζ |→+∞[u(ζ )ζ − 2 j(z,ζ )] = −∞ uniformly for almost all z ∈ Z and all u(ζ ) ∈
∂ j(z,ζ );
(v) there exists l ∈ L∞(Z), such that for almost all z ∈ Z, we have l(z)≤ λk+1−λk with
strict inequality on a set of positive measure and for almost all z ∈ Z, all ζ1,ζ2 ∈ R
with ζ1 6= ζ2 and all v1 ∈ ∂ j(z,ζ1), v2 ∈ ∂ j(z,ζ2), we have v1−v2ζ1−ζ2 ≤ l(z);
(vi) there exist β ∈ L∞(Z)− and δ0 > 0 such that for some integer m ∈ [1,k] and for
almost all z ∈ Z, we have β (z) ≤ λm−λk, with strict inequality on a set of positive
measure and for almost all z ∈ Z and all ζ ∈R, such that |ζ | ≤ δ0, we have λm−1−
λk ≤ 2 j(z,ζ )ζ 2 ≤ β (z);
(vii) 0 ≤ liminf|ζ |→+∞ 2 j(z,ζ )ζ 2 ≤ limsup|ζ |→+∞
2 j(z,ζ )
ζ 2 ≤ γ(z) uniformly for almost all z ∈
Z, with γ ∈ L∞(Z)+ and γ(z) ≤ λk+1−λk for almost all z ∈ Z, with strict inequality
on a set of positive measure.
Remark 3.1. Hypothesis H(j)(vi) implies that we have double resonance at the origin.
The resonance is complete from below and incomplete from above. The same double
resonance situation at infinity is implied by hypothesis H(j)(vii). So hypotheses H(j)(vi)
and H(j)(vii) together provide the double-double resonance character of our problem. Also
note that hypothesis H(j)(v) permits only downward discontinuities of the derivative of
the potential function j(z, ·). Recall that for almost all z ∈ Z, the derivative of j(z, ·) exists
almost everywhere (Rademacher theorem).
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Let ϕ : H10 (Z)−→R be the energy functional defined by
ϕ(x) d f= 1
2
‖∇x‖22−
λk
2
‖x‖22−
∫
Z
j(z,x(z))dz ∀x ∈ H10 (Z)
(by ‖ · ‖p we denote the norm of Lp(Z)). We know that ϕ is locally Lipschitz (see p. 313
of [18]). Since k ≥ 1 is fixed, for what follows we set
¯H d f= ¯Hk =
k−1⊕
i=1
E(λi) and ˆH
d f
= ˆHk =
∞⊕
i=k+1
E(λi).
We have that
H10 (Z) = ¯H⊕E(λk)⊕ ˆH.
Also we set
¯H0
d f
= ¯H⊕E(λk) =
k⊕
i=1
E(λi)
and for u ∈ ¯H0, we consider the following minimization problem:
inf
v∈ ˆH
ϕ(u+ v). (3.1)
Since we do not identify H10 (Z) with its dual, we have that
(H10 (Z))
∗ = H−1(Z) = ¯H∗0 ⊕ ˆH∗.
We start with a simple lemma which is needed in what follows.
Lemma 3.2. If n ≥ 1 and β ∈ L∞(Z)+, with
β (z)≤ λn+1 for a.a. z ∈ Z
and the inequality is strict on a set of positive measure, then there exists ξ1 > 0, such that
‖∇x‖22−
∫
Z
β (z)|x(z)|2dz ≥ ξ1‖∇x‖22 ∀x ∈ ˆHn.
Proof. Let
θ (x) d f= ‖∇x‖22−
∫
Z
β (z)|x(z)|2dz ∀x ∈ ˆHn.
By virtue of the variational characterization of the eigenvalues, we have that θ ≥ 0. Sup-
pose that the lemma is not true. Because of the positive homogeneity of θ , we can find a
sequence {xm}m≥1 ⊆ ˆHn, such that ‖∇xm‖2 = 1 for m ≥ 1 and θ (xm)ց 0. By passing to
a subsequence if necessary, we may assume that
xm
w−→ x0 in H10 (Z),
xm −→ x0 in L2(Z),
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with some x0 ∈ ˆHn. Since the norm in a Banach space is weakly lower semicontinuous, in
the limit as m→+∞, we obtain
θ (x0) = ‖∇x0‖22−
∫
Z
β (z)|x0(z)|2dz ≤ 0,
so
‖∇x0‖22 ≤
∫
Z
β (z)|x0(z)|2dz ≤ λn+1‖x0‖22
and since x0 ∈ ˆHn, from the variational characterization of λn+1, we have that
‖∇x0‖22 = λn+1‖x0‖22. (3.2)
If x0 = 0, then taking into account that θ (xm)→ 0 we would have that ‖∇xm‖2 → 0.
Because ‖∇xm‖2 = 1 for m≥ 1, this is not possible, so x0 6= 0. From (3.2), it follows that
x0 ∈ E(λn+1). Then, from the hypothesis that β (z) < λn+1 on a set of positive measure
and from the unique continuity property of E(λn+1), we have that
‖∇x0‖22 ≤
∫
Z
β (z)|x0(z)|2dz < λn+1‖x0‖22,
a contradiction to (3.2). ✷
The next proposition essentially extends the Castro–Lazer–Thews reduction method to
a nonsmooth setting.
PROPOSITION 3.3.
If hypotheses H(j) hold, then there exists a continuous map ϑ : ¯H0 −→ ˆH, such that for
every u ∈ ¯H0, we have
inf
v∈ ˆH
ϕ(u+ v) = ϕ(u+ϑ(u))
and ϑ(u) ∈ ˆH is the unique solution of the operator inclusion
0 ∈ p
ˆH∗∂ϕ(u+ v),
with u ∈ ¯H0 fixed, where p ˆH∗ is the orthogonal projection on ˆH∗ = [ ¯H∗0 ]⊥.
Proof. For a fixed u ∈ ¯H0, let ϕu: H10 (Z)−→R be defined by
ϕu(w)
d f
= ϕ(u+w) ∀w ∈ H10 (Z).
For every w,h ∈ H10 (Z), we have that
ϕ0u (w;h) = limsup
w′→w
tց0
ϕu(w′+ th)−ϕu(w′)
t
= limsup
w′→w
tց0
ϕ(u+w′+ th)−ϕ(u+w′)
t
= ϕ0(u+w;h),
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so
∂ϕu(w) = ∂ϕ(u+w) ∀w ∈ H10 (Z). (3.3)
Let ˆi: ˆH −→ H10 (Z) be the inclusion map and let ϕˆu: ˆH −→ R be defined by
ϕˆu(v) = ϕ(u+ v) ∀v ∈ ˆH.
We have that ϕu ◦ ˆi = ϕˆu and so
∂ (ϕu ◦ ˆi)(v) = ∂ ϕˆu(v) ∀v ∈ ˆH. (3.4)
But from the chain rule of Clarke (p. 45–46 of [10]), we have
∂ (ϕu ◦ ˆi)(v)⊆ p ˆH∗∂ϕu(ˆi(v)) ∀v ∈ ˆH,
since ˆi∗ = p
ˆH∗ . Hence, from (3.3) and (3.4), it follows that
∂ ϕˆu(v)⊆ p ˆH∗∂ϕu(ˆi(v)) = p ˆH∗∂ϕ(u+ v) ∀v ∈ ˆH. (3.5)
Now we have
x∗ = A(x)−λkx− h ∀x ∈ H10 (Z),x∗ ∈ ∂ϕ(x), (3.6)
with A ∈L (H10 (Z),H−1(Z)) being defined by
〈A(x),y〉H10 (Z)
d f
=
∫
Z
(∇x(z),∇y(z))
RN dz ∀x,y ∈ H10 (Z)
and h ∈ Lr′(Z) (where 1
r
+ 1
r′ = 1), such that h(z) ∈ ∂ j(z,x(z)) for almost all z ∈ Z (see
p. 83 of [10]). So for any v1,v2 ∈ ˆH and x∗1 ∈ ∂ ϕˆu(v1), x∗2 ∈ ∂ ϕˆu(v2), we have
x∗i = p ˆH∗A(u+ vi)−λkvi− p ˆH∗hi for i ∈ {1,2},
where hi ∈ Lr′(Z)⊆H−1(Z) (recall r < 2∗) is such that hi(z)∈ ∂ j(z,(u+vi)(z)) for almost
all z ∈ Z and i ∈ {1,2}. Since p∗
ˆH∗ =
ˆi, we have that
〈p
ˆH∗(A(u+ v1)−A(u+ v2)),v1− v2〉 ˆH
= 〈A(u+ v1)−A(u+ v2), ˆi(v1)− ˆi(v2)〉H10 (Z)
= 〈A(u+ v1)−A(u+ v2),v1− v2〉H10 (Z) = ‖∇v1−∇v2‖
2
2.
By hypothesis H(j)(v), we have that
h1(z)− h2(z)
v1(z)− v2(z) ≤ l(z) a.e. on {v1 6= v2}. (3.7)
So, from (3.6) and (3.7), it follows that
〈x∗1− x∗2,v1− v2〉 ˆH
= ‖∇v1−∇v2‖22−λk‖v1− v2‖22−
∫
Z
(h1(z)− h2(z))(v1(z)− v2(z))dz
≥ ‖∇v1−∇v2‖22−λk‖v1− v2‖22−
∫
Z
l(z)|v1(z)− v2(z)|2dz.
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By hypothesis H(j)(v), we know that
l(z)≤ λk+1−λk for a.a. z ∈ Z,
with strict inequality on a set of positive measure. So we can apply Lemma 3.2 (with
β (z) = l(z)+λk) and obtain ξ1 > 0, such that
〈x∗1− x∗2,v1− v2〉 ˆH ≥ ξ1‖∇v1−∇v2‖22.
So the multifunction v 7−→ ∂ ϕˆu(v) is strongly monotone in the dual pair ( ˆH, ˆH∗). Hence
the function ˆH ∋ v 7−→ ϕˆu(v) ∈ R is strongly convex, i.e. the function ˆH ∋ v 7−→ ϕˆu(v)−
ξ1
2 ‖v‖2H10 (Z) ∈R is convex (see p. 37 of [10]).
Let v ∈ ˆH, x∗ ∈ ∂ ϕˆu(v) and y∗ ∈ ∂ ϕˆu(0). From the previous considerations, we have
〈x∗,v〉
ˆH = 〈x∗− y∗,v〉 ˆH + 〈y∗,v〉 ˆH
≥ ξ1‖∇v‖22− ξ2‖y∗‖H−1(Z)‖∇v‖2,
for some ξ2 > 0, so the multifunction v 7−→ ∂ϕu(v) is coercive.
The multifunction v 7−→ ∂ ϕˆu(v) is maximal monotone (since ϕˆu is convex). But a max-
imal monotone, coercive operator is surjective (see p. 322 of [17]). Thus, we can find
v0 ∈ ˆH, such that
0 ∈ ∂ ϕˆu(v0) and inf
v∈ ˆH
ϕ(u+ v) = ϕ(u+ v0).
Because of the strong convexity of ϕˆu, we infer that the minimizer v0 ∈ ˆH is unique.
Therefore we can define a map ϑ : ¯H0 −→ ˆH which to each fixed u ∈ ¯H0 assigns the
unique solution v0 ∈ ˆH of the minimization problem (3.1). Then from (3.5), we have
0 ∈ ∂ ϕˆu(ϑ(u))⊆ p ˆH∗∂ϕ(u+ϑ(u))
and
inf
v∈ ˆH
ϕ(u+ v) = ϕ(u+ϑ(u)).
Finally, we have to show that ϑ is continuous. To this end suppose that un → u in ¯H0.
If vn −→ v in ˆH, we have ϕˆun(vn) −→ ϕˆu(v) (in fact it is easy to see that ϕˆun −→ ϕˆu in
C( ˆH)). On the other hand, if vn w−→ v in ˆH, by virtue of the weak lower semicontinuity of
the norm in a Banach space and the compactness of the embedding H10 (Z) ⊆ L2(Z), we
have
ϕˆu(v)≤ liminf
n→+∞ ϕˆun(vn)
(recall the definition of ϕ). If follows that ϕˆun M−→ ϕˆu and so by virtue of Theorem 5.6.9
of p. 766 of [17], we have that
Gr∂ ϕˆun
Ks,s−→Gr∂ ϕˆu as n →+∞.
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Because 0 ∈ ∂ ϕˆu(ϑ(u)), we can find v∗n ∈ ∂ ϕˆvn(vn), for n ≥ 1, such that vn → ϑ(u) in ˆH
and v∗n −→ 0 in ˆH∗. Recall that 0 ∈ ∂ ϕˆun(ϑ(un)), from the strong monotonicity of ∂ ϕˆun ,
we have that
〈v∗n,vn−ϑ(un)〉 ˆH ≥ ξ1‖vn−ϑ(un)‖2H10 (Z),
so
‖ϑ(u)−ϑ(un)‖H10 (Z)
≤ 1ξ1 ‖v
∗
n‖H−1(Z)+ ‖vn−ϑ(u)‖H10 (Z) −→ 0 as n →+∞
and thus we have proved that ϑ is continuous. ✷
Using Proposition 3.3, we can define the map ϕ¯ : ¯H0 −→R, by
ϕ¯(u) = ϕ(u+ϑ(u)) ∀u ∈ ¯H0. (3.8)
Note that from the definition of ϑ , for all u,h ∈ ¯H0, we have that
ϕ¯(u+ h)− ϕ¯(u) = ϕ(u+ h+ϑ(u+ h))−ϕ(u+ϑ(u))
≤ ϕ(u+ h+ϑ(u))−ϕ(u+ϑ(u)).
Similarly from the definition of ϑ , for all u,h ∈ ¯H0, we obtain
ϕ¯(u)− ϕ¯(u+ h) = ϕ(u+ϑ(u))−ϕ(u+ h+ϑ(u+h))
≤ ϕ(u+ϑ(u+ h))−ϕ(u+h+ϑ(u+h)).
If follows that ϕ¯ is locally Lipschitz (since ϕ is).
Now we will show that
∂ ϕ¯(u)⊆ p
¯H∗0 ∂ϕ(u+ϑ(u)) ∀u ∈ ¯H0. (3.9)
First for all u,h ∈ ¯H0, we have
ϕ¯0(u;h) = limsup
u′→u
tց0
ϕ¯(u′+ th)− ϕ¯(u′)
t
= limsup
u′→u
tց0
ϕ(u′+ th+ϑ(u′+ th))−ϕ(u′+ϑ(u′))
t
≤ limsup
u′→u
tց0
ϕ(u′+ th+ϑ(u′))−ϕ(u′+ϑ(u′))
t
≤ ϕ0(u+ϑ(u);h).
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Denoting by ¯i0: ¯H0 −→H10 (Z) the inclusion map and noting that ¯i∗0 = p ¯H∗0 , for all u,h∈ ¯H0,
we have that
ϕ¯0(u;h)≤ ϕ0(u+ϑ(u); ¯i0(h))
= sup
u∗∈∂ϕ(u+ϑ (u))
〈u∗, ¯i0(h)〉H10 (Z) = sup
u∗∈∂ϕ(u+ϑ (u))
〈p
¯H∗0
(u∗),h〉
¯H0 .
Suppose that u∗0 ∈ ∂ ϕ¯(u). From the definition of the Clarke directional derivative, we have
〈u∗0,h〉 ¯H0 ≤ ϕ¯0(u;h) ∀h ∈ ¯H0,
so
〈u∗0,h〉 ¯H0 ≤ sup
u∗∈∂ϕ(u+ϑ (u))
〈p
¯H∗0
(u∗),h〉
¯H0 ∀h ∈ ¯H0
and thus
u∗0 ∈ p ¯H∗0 ∂ϕ(u+ϑ(u)).
Therefore, we obtain (3.9).
Next let ψ = −ϕ¯. Then ψ is locally Lipschitz on the finite dimensional space ¯H0. In
the next section working with ψ and using Theorem 2.1, we prove a multiplicity theorem
for problem (HVI).
4. Existence of multiple solutions
As m ≤ k are fixed (see hypothesis H(j)(vi)), let us put
Y d f=
m−1⊕
i=1
E(λi) and V
d f
=
k⊕
i=m
E(λi).
We have
¯H0 = ¯H⊕E(λk) = Y ⊕V.
The next proposition shows that ψ = −ϕ¯ satisfies the local linking condition (see Theo-
rem 2.1).
PROPOSITION 4.1.
If hypotheses H(j) hold, then there exists δ > 0 such that

ψ(u)≤ 0 if u ∈V,‖u‖H10 (Z) ≤ δ
ψ(u)≥ 0 if u ∈ Y,‖u‖H10 (Z) ≤ δ
.
Proof. Because Y is finite dimensional, all norms are equivalent and so we can find M1 >
0, such that
sup
z∈Z
|u(z)| ≤ M1‖u‖H10 (Z) ∀u ∈ Y.
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Let β ∈ L∞(Z) and δ0 > 0 as in hypothesis H(j)(vi). Thus, if δ ′ d f= δ0M1 , we have
sup
z∈Z
|u(z)| ≤ δ0 ∀u ∈ Y,‖u‖H10 (Z) ≤ δ
′.
By virtue of hypothesis H(j)(vi) and the definition of ϑ , for all u ∈ Y with ‖u‖H10 (Z) ≤ δ
′
,
we have
ψ(u) =−ϕ¯(u)≥−1
2
‖∇u‖22 +
λk
2
‖u‖22 +
∫
Z
j(z,u(z))dz
≥−1
2
‖∇u‖22 +
λk
2
‖u‖22 +
λm−1−λk
2
‖u‖22
=−1
2
‖∇u‖22 +
λm−1
2
‖u‖22 ≥ 0.
Also for all u ∈V , we have
ψ(u) =−ϕ(u+ϑ(u)) (4.1)
=−1
2
‖∇(u+ϑ(u))‖22+
λk
2
‖u+ϑ(u)‖22+
∫
Z
j(z,(u+ϑ(u))(z))dz.
From hypothesis H(j)(vi), we have that
j(z,ζ ) ≤ 1
2
β (z)ζ 2 for a.a. z ∈ Z and all |ζ | ≤ δ0,
while by virtue of hypothesis H(j)(iii) and the Lebourg mean value theorem (see p. 41 of
[10] or [24]), we have that
j(z,ζ ) ≤ c2|ζ |η for a.a. z ∈ Z, all |ζ |> δ0,
with some 2 < η ≤ 2∗ and c2 > 0. So finally we can say that
j(z,ζ ) ≤ 1
2
β (z)ζ 2 + c3|ζ |η for a.a. z ∈ Z, all ζ ∈R
with c3
d f
= c2 +
1
2‖β‖∞ > 0. Using this in (4.1), we obtain
ψ(u)≤−1
2
‖∇(u+ϑ(u))‖22+
λk
2
‖u+ϑ(u)‖22 (4.2)
+
1
2
∫
Z
β (z)|(u+ϑ(u))(z)|2dz+ c3‖u+ϑ(u)‖ηη ∀u ∈V.
Note that
λm−1 ≤ β (z)+λk ≤ λm for almost all z ∈ Z,
with the second inequality strict on a set of positive measure. Since u ∈V and ϑ(u) ∈ ˆH,
u+ϑ(u) ∈ ˆHm−1 and we can apply Lemma 3.2 with β +λk to obtain ξ1 > 0 such that
‖∇(u+ϑ(u))‖22−
∫
Z
(β (z)+λk)|(u+ϑ(u))(z)|2dz
≥ ξ1‖∇(u+ϑ(u))‖22 ∀v ∈V.
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Using this inequality in (4.2), we have
ψ(u)≤−1
2
ξ1‖∇(u+ϑ(u))‖22+ c4‖∇(u+ϑ(u))‖η2 ∀v ∈V,
for some c4 > 0. Here we have used the Sobolev embedding theorem since η ≤ 2∗ and
the Poincare´ inequality. Because 2 < η , ϑ(0) = 0, we can find δ ′′ > 0, such that
ψ(u)≤ 0 ∀u ∈V,‖u‖H10 (Z) ≤ δ
′′.
Finally let δ d f= min{δ ′,δ ′′} to finish the proof of the proposition. ✷
Since we aim in applying Theorem 2.1, we need to show that ψ satisfies the nons-
mooth C-condition. To establish this for ψ , we show first that ϕ satisfies the nonsmooth
C-condition.
PROPOSITION 4.2.
If hypotheses H(j) hold, then ϕ satisfies the nonsmooth C-condition.
Proof. Let {xn}n≥1 ⊆ H10 (Z) be a sequence, such that
ϕ(xn)−→ c and (1+ ‖xn‖H10 (Z))mϕ (xn)−→ 0 as n →+∞.
Since the norm functional is weakly lower semicontinuous and ∂ϕ(xn) ⊆ H−1(Z) is
weakly compact, from the Weierstrass theorem, we know that there exists x∗n ∈ ∂ϕ(xn),
such that ‖x∗n‖H−1(Z) = mϕ (xn) for all n ≥ 1. We know that
x∗n = A(xn)−λkxn− hn ∀n ≥ 1,
with A ∈L (H10 (Z),H−1(Z)) being the maximal monotone operator defined by
〈A(x),y〉H10 (Z)
d f
=
∫
Z
(∇x(z),∇y(z))
RN dz ∀x,y ∈ H10 (Z)
and hn ∈ Lr′(Z) (with 1r + 1r′ = 1) is such that hn(z) ∈ ∂ j(z,xn(z)) for almost all z ∈ Z (see
p. 80 of [10]). From the choice of the sequence {xn}n≥1 ⊆ H10 (Z), we have
|〈x∗n,xn〉H10 (Z)− 2ϕ(xn)+ 2c|
≤ ‖xn‖H10 (Z)‖x
∗
n‖H−1(Z)+ 2|ϕ(xn)− c|
≤ (1+ ‖xn‖H10 (Z))mϕ (xn)+ 2|ϕ(xn)− c| −→ 0 as n →+∞. (4.3)
Note that
〈x∗n,xn〉H10 (Z) = 〈A(xn),xn〉H10 (Z)−λk‖xn‖
2
2−
∫
Z
hn(z)xn(z)dz.
Then using (4.3), we obtain∫
Z
(hn(z)xn(z)− 2 j(z,xn(z)))dz
= 2ϕ(xn)−〈x∗n,xn〉H10 (Z) −→ 2c as n →+∞. (4.4)
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We claim that {xn}n≥1 ⊆ H10 (Z) is bounded. Suppose that this is not the case. By passing
to a subsequence if necessary, we may assume that ‖xn‖H10 (Z) −→+∞. Let yn
d f
= xn‖xn‖H10 (Z)
for n≥ 1. Since ‖yn‖H10 (Z) = 1, passing to a subsequence if necessary, we may assume that
yn
w−→ y in H10 (Z),
yn −→ y in L2(Z),
yn(z)−→ y(z) for a.a. z ∈ Z
and
|yn(z)| ≤ k(z) for a.a. z ∈ Z and all n ≥ 1,
with some k ∈ L2(Z). Because of hypothesis H(j)(vii), for a given ε > 0, we can find
M2 = M2(ε)> 0 such that for almost all z ∈ Z and all |ζ | ≥M2, we have
j(z,ζ ) ≤ 1
2
(γ(z)+ ε)ζ 2.
Also from hypothesis H(j)(iii) and the Lebourg mean value theorem, for almost all z∈ Z
and all |ζ | < M2, we have | j(z,ζ )| ≤ ξ2 for some ξ2 > 0. So we can say that for almost
all z ∈ Z and all ζ ∈ R, we have
j(z,ζ ) ≤ 1
2
(γ(z)+ ε)ζ 2 + ξ2.
Then for every n ≥ 1, we have
ϕ(xn)
‖xn‖2H10 (Z)
=
1
2
‖∇yn‖22−
λk
2
‖yn‖22−
∫
Z
j(z,xn(z))
‖xn‖2H10 (Z)
dz
≥ c4
2
−λk
2
‖yn‖22−
1
2
∫
Z
γ(z)yn(z)2dz− ε2‖yn‖
2
2−
ξ2|Z|
‖xn‖2H10 (Z)
,
for some c4 > 0 (by the Poincare´ inequality). Passing to the limit as n →+∞, we obtain
0 ≥ 1
2
(c4− (λk + ‖γ‖∞+ ε)‖y‖22)
and thus y 6= 0.
Because of hypothesis H(j)(iv), we can find M3 > 0 such that for almost all z ∈ Z, all
|ζ | ≥ M3 and all u ∈ ∂ j(z,ζ ), we have
uζ − 2 j(z,ζ )≤−1.
On the other hand, as above, for almost all z∈ Z and all |ζ |<M3, we have | j(z,ζ )| ≤ ξ3
for some ξ3 > 0. Thus using hypothesis H(j)(iii), we see that for almost all z ∈ Z, all
|ζ |< M3 and all u ∈ ∂ j(z,ζ ), we have
|uζ − 2 j(z,ζ )| ≤ ξ4,
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for some ξ4 > 0. Thus finally, for almost all z ∈ Z, all ζ ∈R and all u ∈ ∂ j(z,ζ ), we have
uζ − 2 j(z,ζ )≤ ξ4. (4.5)
Let C d f= {z ∈ Z: y(z) 6= 0}. Evidently |C|N > 0 (with | · |N being the Lebesgue measure on
R
N) and for all z ∈C, we have that
|xn(z)| −→+∞ as n →+∞. (4.6)
From (4.6) and by virtue of Lemma 1 of [35], for a given δ ∈ (0, |C|N), we can find a
measurable subset C1 ⊆C, such that |C\C1|N < δ and |xn(z)| −→ +∞ uniformly for all
z ∈C1. Using hypothesis H(j)(iv), we infer that∫
C1
(hn(z)xn(z)− 2 j(z,xn(z)))dz −→−∞ as n →+∞.
From (4.5), we have
hn(z)xn(z)− 2 j(z,xn(z)) ≤ ξ4 for a.a. z ∈ Z\C1,
and so ∫
Z
(hn(z)xn(z)− 2 j(z,xn(z)))dz
=
∫
C1
(hn(z)xn(z)− 2 j(z,xn(z)))dz+ ξ4|(Z\C1)c|N −→−∞,
as n → +∞, which contradicts (4.4). This proves the boundedness of {xn} ⊆ H10 (Z). So,
passing to a subsequence if necessary, we may assume that
xn
w−→ x0 in H10 (Z)
xn −→ x0 in L2(Z),
for some x0 ∈ H10 (Z). From the choice of the sequence {xn}n≥1 ⊆H10 (Z), we have
|〈x∗n,xn− x0〉H10 (Z)|
= |〈A(xn),xn− x0〉H10 (Z)−λk〈x
∗
n,xn− x〉H10 (Z)
−
∫
Z
hn(z)(xn(z)− x0(z))dz|
≤ mϕ (xn)‖xn− x0‖H10 (Z) −→ 0 as n →+∞.
But
λk〈x∗n,xn− x〉H10 (Z)+
∫
Z
hn(z)(xn(z)− x0(z))dz−→ 0 as n →+∞.
So it follows that
lim
n→+∞〈A(xn),xn− x0〉H10 (Z) = 0.
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From the maximal monotonicity of A, we have
〈A(xn),xn〉H10 (Z) −→ 〈A(x0),x0)〉H10 (Z)
and so
‖∇xn‖2 −→ ‖∇x0‖2.
Because ∇xn w−→ ∇x0 in L2(Z;RN), from the Kadec–Klee property of Hilbert
spaces, we conclude that ∇xn −→ ∇x0 in L2(Z;RN), hence xn −→ x0 in H10 (Z) as
n →+∞. ✷
Using this proposition, we can establish that ϕ¯ satisfies the nonsmooth C-condition.
PROPOSITION 4.3.
If hypotheses H(j) hold, then ϕ¯ satisfies the nonsmooth C-condition.
Proof. Let c ∈ R and let {un}n≥1 ⊆ ¯H0 be a sequence, such that
ϕ¯(un)−→ c and (1+ ‖un‖H10 (Z))mϕ¯ (un)−→ 0 as n →+∞.
As before we can find v¯∗n ∈ ∂ ϕ¯(un), such that mϕ¯(un) = ‖v¯∗n‖H−1(Z). By virtue of (3.9),
we can find v∗n ∈ ∂ϕ(un +ϑ(un)), such that
v¯∗n = p ¯H∗0 v
∗
n ∀n ≥ 1.
Recall that, by Proposition 3.3, 0∈ p
ˆH∗∂ϕ(un +ϑ(un)), for n≥ 1. Then using hypothesis
H(j)(v) we have mϕ(un +ϑ(un))≤ mϕ¯(un). Therefore,
(1+ ‖un‖H10 (Z))‖v
∗
n‖H10 (Z) −→ 0 with v
∗
n ∈ ∂ϕ(un +ϑ(un)).
But from Proposition 4.2, we know that ϕ satisfies the nonsmooth C-condition. So
we can extract a subsequence of {un}n≥1, which is strongly convergent. This proves the
proposition. ✷
PROPOSITION 4.4.
If hypotheses H(j) hold, then ψ is bounded below.
Proof. We show that −(ϕ |
¯H0) is bounded below. Then because −ψ = ϕ¯ ≤ (ϕ | ¯H0), we
can conclude that ψ is bounded below. To this end we proceed by contradiction. Suppose
that −(ϕ |
¯H0) is not bounded below. Then we can find xn ∈ ¯H0, such that
ϕ(xn)≥ n ∀n ≥ 1 (4.7)
and
‖xn‖H10 (Z) −→+∞.
By virtue of hypothesis H(j)(vii), for a given ε > 0, we can find M4 = M4(ε) > 0, such
that for almost all z ∈ Z and all |ζ | ≥ M4, we have
−ε
2
ζ 2 ≤ j(x,ζ ).
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On the other hand, as before via Lebourg mean value theorem, we can find ξ5 > 0, such
that for almost all z ∈ Z and all |ζ | ≤ M4, we have
| j(z,ζ )| ≤ ξ5.
So finally we see that
− ε
2
ζ 2− ξ5 ≤ j(z,ζ ) for a.a. z ∈ Z, all ζ ∈ R. (4.8)
Let
xn = x¯n + ¯x¯n, with x¯n ∈ ¯H, ¯x¯n ∈ E(λk), n ≥ 1.
First assume that
‖∇x¯n‖2
‖∇xn‖2 −→ µ 6= 0 as n →+∞. (4.9)
Exploiting the orthogonality relations, the fact that ‖∇¯x¯n‖22 = λk‖ ¯x¯n‖22 and estimate (4.8),
we have
ϕ(xn) =
1
2
‖∇x¯n‖22−
λk
2
‖x¯n‖22−
∫
Z
j(z,xn(z))dz
≤ 1
2
‖∇x¯n‖22−
λk
2
‖x¯n‖22 +
ε
2
‖xn‖22 + ξ5|Z|N .
Thus from the variational characterization of the eigenvalues we get
ϕ(xn)≤ 12
(
1− λkλk−1
)
‖∇x¯n‖22 +
ε
2
‖xn‖22 + ξ5|Z|N
≤ 1
2
‖∇xn‖22
((
1− λkλk−1
) ‖∇x¯n‖22
‖∇xn‖22
+
ε
λk
)
+ ξ5|Z|N . (4.10)
Since by hypothesis, we have that ‖∇xn‖2 −→ +∞, so from (4.9) and recalling that
λk−1 < λk, by passing to the limit as n → +∞ in (4.10), we see that ϕ(xn) −→ −∞ as
n →+∞, a contradiction to (4.7).
Next assume that
‖∇x¯n‖2
‖∇xn‖2 −→ 0 as n →+∞. (4.11)
By virtue of hypothesis H(j)(iv), for a given η > 0, we can find M5 = M5(η) > 0, such
that for almost all z ∈ Z, all |ζ | ≥ M5 and all u ∈ ∂ j(z,ζ ), we have
uζ − 2 j(z,ζ )≤−η . (4.12)
From p. 48 of [10], we know that for almost all z ∈ Z and all ζ > 0, the function
ζ 7−→ j(z,ζ )ζ 2 is locally Lipschitz and we have that
∂
( j(z,ζ )
ζ 2
)
=
ζ 2∂ j(z,ζ )− 2ζ j(z,ζ )
ζ 4
=
ζ∂ j(z,ζ )− 2 j(z,ζ )
ζ 3 .
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Using (4.12), we see that for almost all z ∈ Z, all ζ ≥M5 and all v ∈ ∂
( j(z,ζ )
ζ 2
)
, we have
v≤− ηζ 3 .
Since for all z ∈ Z\E , with |E|N = 0, the function ζ 7−→ j(z,ζ )ζ 2 is locally Lipschitz on
[M5,+∞), it is differentiable at every x ∈ [M5,+∞)\L(z) with some |L(z)|1 = 0. We set
ξ0(z,ζ ) d f=


d
dz
( j(z,ζ )
ζ 2
)
, if x ∈ [M5,+∞)\L(z),
0, if x ∈ L(z).
For all z ∈ Z\E and all ζ ∈ [M5,+∞)\L(z), we have ξ0(z,ζ ) ∈ ∂
( j(z,ζ )
ζ 2
)
and so
ξ0(z,ζ )≤− ηζ 3 .
Let τ, τ¯ ∈ [M5,+∞), with τ ≤ τ¯ . Integrating the above inequality with respect to ζ ∈R on
the interval [τ, τ¯ ], we obtain
j(z, τ¯)
τ¯2
− j(z,τ)
τ2
≤−η
2
(
1
τ2
− 1
τ¯2
)
.
Let τ¯ −→+∞ and using hypothesis H(j)(vii), we obtain
j(z,τ)
τ2
≥ η
2τ2
and thus, for almost all z ∈ Z and all τ ≥ M5, we have that
j(z,τ) ≥ η
2
.
Since η > 0 was arbitrary, it follows that j(z,τ)−→+∞ as τ →+∞ uniformly for almost
all z ∈ Z. Similarly we show that j(z,τ) −→+∞, τ →−∞ uniformly for almost all z ∈ Z.
Therefore
j(z,ζ ) −→+∞ as |ζ | →+∞ uniformly for a.a. z ∈ Z. (4.13)
From [1] (see the proof of Lemma 3.2) or [33], we have that for a given δ > 0 we can
find ξδ > 0, such that
|{z ∈ Z: |v(z)|< ξδ‖v‖H10 (Z)}|N < δ ∀v ∈ E(λk).
Let us set
Cn
d f
= {z ∈ Z: |¯x¯n(z)| ≥ ξδ‖ ¯x¯n‖H10 (Z)} ∀n ≥ 1.
We have that |Z\Cn|N < δ .
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Let us establish that the sequence {x¯n}n≥1 is bounded in H10 (Z). Arguing by contradic-
tion, assume that along a relabeled subsequence we have ‖x¯n‖H10 (Z) →+∞. Recall that
ϕ(xn)≤ 12
(
1− λkλk−1
)
‖∇x¯n‖22−
∫
Z
j(z,xn(z))dz ∀n ≥ 1.
Using (4.13) we find a constant α > 0 such that j(z,ζ ) ≥ 0 a.a. z ∈ Z, ∀|ζ | > α . We see
that
−
∫
Z
j(z,xn(z))dz =−
∫
{z∈Z: |xn(z)|>α}
j(z,xn(z))dz
−
∫
{z∈Z: |xn(z)|≤α}
j(z,xn(z))dz
≤−
∫
{z∈Z: |xn(z)|≤α}
j(z,xn(z))dz
≤ k0|Z|N ,
where k0 > 0 is a constant. In writing the last inequality above we made use of assumption
H(j)(iii) and Lebourg’s mean value theorem. Then we obtain the estimate
ϕ(xn)≤ 12
(
1− λkλk−1
)
‖∇x¯n‖22 + k0|Z|N .
Since λk−1 < λk and we supposed that ‖x¯n‖H10 (Z) →+∞, we arrive at the conclusion that
ϕ(xn)→−∞ as n → +∞. This contradicts relation (4.7), and thus the sequence {x¯n}n≥1
is bounded in H10 (Z).
Because x¯n ∈ ¯H and the space ¯H is finite dimensional, it follows from the boundedness
of the sequence {x¯n}n≥1 ⊆ H10 (Z) that we can find c5 > 0 such that
|x¯n(z)| ≤ c5 ∀z ∈ Z,n ≥ 1.
From (4.13), we know that for a given η1 > 0 we can find M6 = M6(η1)> 0 such that
j(z,ζ ) ≥ η1 for a.a. z ∈ Z, all |ζ | ≥ M6.
Let
Dn
d f
= {z ∈ Z: |xn(z)| ≥ M6} ∀n ≥ 1.
If z0 ∈Cn, then
|xn(z0)| ≥ |¯x¯n(z0)|− |x¯n(z0)| ≥ ξδ‖ ¯x¯n‖H10 (Z)− c5.
Because of (4.11), we must have that ‖ ¯x¯n‖H10 (Z)−→+∞ as n→+∞. So there exists n0 ≥ 1
large enough such that
ξδ‖ ¯x¯n‖H10 (Z)− c5 ≥ M6 ∀n ≥ n0
and so z0 ∈ Dn for n ≥ n0, i.e.
Cn ⊆ Dn ∀n ≥ n0.
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Then using (4.8) and the fact that |Z\Dn|< δ (as Z\Dn ⊆ Z\Cn), for n≥ n0, we have that∫
Z
j(z,xn(z))dz =
∫
Dn
j(z,xn(z))dz+
∫
Z\Dn
j(z,xn(z))dz
≥ η1|Dn|N −
(ε
2 M
2
6 + ξ5
)
|Z\Dn|N
≥ η1|Dn|N −
(ε
2
M26 + ξ5
)
δ
≥ η1(|Z|N − δ )−
(ε
2
M26 + ξ5
)
δ ,
so
liminf
n→+∞
∫
Z
j(z,xn(z))dz≥ η1(|Z|N − δ )−
(ε
2
M26 + ξ5
)
δ .
Since δ > 0 is arbitrary, we let δ ց 0. We obtain
liminf
n→+∞
∫
Z
j(z,xn(z))dz≥ η1|Z|N .
Because η1 > 0 is arbitrary, we conclude that∫
Z
j(z,xn(z))dz −→+∞ as n →+∞.
From the choice of the sequence {xn}n≥1 ⊆ ¯H0, we have
n ≤ ϕ(xn)≤ 12
(
1− λkλk−1
)
‖∇x¯n‖22−
∫
Z
j(z,xn(z))dz−→−∞,
a contradiction. Therefore−(ϕ |
¯H0) is bounded below and so ψ is bounded below too. ✷
Now we are ready for our multiplicity result.
Theorem 4.5. If hypotheses H(j) hold, then problem (HVI) has at least two nontrivial
solutions.
Proof. If inf
¯H0 ψ = 0 (remark that ψ(0) = 0), then by virtue of Proposition 4.1, all x ∈V
with ‖x‖V ≤ δ are critical points of ψ .
So assume that inf
¯H0 ψ < 0. By virtue of Propositions 4.1, 4.3 and 4.4 and since ψ(0) =
0, we can apply Theorem 2.1 and obtain two nontrivial critical points x1,x2 ∈ ¯H0 of ψ , i.e.
0 ∈ ∂ψ(xi) for i = 1,2.
Hence 0 ∈ ∂ ϕ¯(xi) for i = 1,2 and finally from (3.9), we have
0 ∈ p
¯H∗0 ∂ϕ(xi +ϑ(xi)) for i = 1,2
(see the definition of ϑ in Proposition 3.3). Recall that 0∈ p
ˆH∗∂ϕ(xi+ϑ(xi)) for i = 1,2,
where ˆH = ¯H⊥0 . Therefore we have 0 ∈ ∂ϕ(xi +ϑ(xi)) for i = 1,2. Set ui = xi +ϑ(xi)
for i = 1,2. Then u1 and u2 are two nontrivial critical points of ϕ , and thus they are two
nontrivial solutions of (HVI). ✷
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Figure 1. Potential function.
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Figure 2. Subdifferential of the potential.
Remark 4.6. An example of a nonsmooth locally Lipschitz potential satisfying hypothe-
ses H(j) is the following. For simplicity we drop the z-dependence (see figure 1 for j and
figure 2 for the Clarke subdifferential ∂ j).
j(ζ ) d f=


−ξ1ζ − 2µ− 4ξ1, if ζ <−4
µ
2
ζ 2 + 3µζ + 2µ , if − 4≤ ζ <−1
−µ
2
ζ 2, if − 1≤ ζ < 1
µ
2
ζ 2− 3µζ + 2µ , if 1 ≤ ζ < 4
ξ2ζ − 2µ− 4ξ2, if 4 ≤ ζ .
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Here λk−λm < µ <min{λk−λm−1, λk+1−λk}, 0< ξ1,ξ2 < µ . All the assumptions (i)–(vii)
in H(j) are verified. For instance, assumption H(j)(v) holds with l(z) ≡ µ . In this case we
have resonance at ±∞ since j(ζ )ζ 2 −→ 0 as |ζ | → +∞. Another possibility is the function
j(x) = max{ ξ2 x2 + c|x|, ξ2 |x|} with ξ < λk+1−λk, c ≤ ξ2 .
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