In this paper, a retail facility which has front room and back room operations, and crosstrained workers, is considered. In particular, it is of interest to the facility to determine optimal times for switching workers between the two rooms under stochastic customer arrival so that expected customer waiting time is minimized, but all work in the back room is performed. Three constraint programming models and several shaving procedures that can be used in conjunction with these models are presented. Experimental results show that a model based on closed-form expressions together with a combination of shaving procedures is the most efficient. This model is able to find and prove optimal solutions for many problem instances within a reasonable runtime. Previously, the only available approach was a heuristic algorithm. Furthermore, a hybrid method combining the heuristic and the best constraint programming method is shown to perform as well as the heuristic in terms of solution quality over time, while achieving the same performance in terms of finding and proving optimality as the pure constraint programming model. This is the first work of which we are aware that solves such stochastic problems with constraint programming.
Introduction
Many retail facilities, such as stores or banks, have back room and front room operations. In the front room, workers serve arriving customers who form a queue and wait to be served in the case when all workers are busy. In the back room, the work is less time-sensitive, and may include such tasks as sorting of material or processing of paperwork. All workers in the facility are cross-trained, and assumed to be equally skilled at performing work in both rooms. Therefore, it makes sense for the managers of the facility to switch workers between the front room and the back room depending both on the number of customers in the front room, and the amount of work that has to be performed in the back room. These managers are thus interested in finding an optimal switching policy, that is, one that minimizes the expected customer waiting time in the front room, subject to the constraint requiring all work in the back room to be completed. This problem has been studied in detail by , who propose a heuristic for solving it.
In this paper, a constraint programming approach is proposed for the problem. Thus, the contributions of this paper are twofold. Firstly, constraint programming (CP) is extended to solve a stochastic queueing control problem. Secondly, a complete approach for a problem for which only a heuristic existed previously is presented.
The paper is organized as follows. Section 2 states all of the necessary background, explaining the basic concepts of constraint programming, presenting a description of the problem, and stating the work done by . Section 3 presents three CP models. Sections 4 and 5 present methods for improving the efficiency of the CP models, focusing on dominance rules and shaving procedures, respectively. Section 6 shows experimental results comparing the proposed CP models and combinations of inference methods. The performance of the CP techniques is contrasted with that of the heuristic method developed in . Based on these results, a hybrid method is proposed and evaluated in Section 7. In Section 8, a discussion of the results is presented. Section 9 describes related problems and states some directions for future work. Section 10 concludes the paper. An appendix is included which presents some details regarding the implementation of one of the constraints and the derivation of closed-form expressions necessary in one of the constraint models.
Background
In this section, we present a brief introduction of the major concepts of constraint programming, formally define the problem, and present in detail the previous work on it.
Constraint Programming
Constraint programming (CP) was originally developed for solving problems in artificial intelligence and computer science, such machine vision (Kumar, 1992) . However, it has also been a very successful approach for many problems in operations research such as scheduling, routing, and inventory problems (Beck et al., 1998; Demassey et al., 2005; Shaw, 1998; Tarim & Smith, 2005) . This sub-section briefly describes some general CP concepts and definitions. For more details about CP, the reader is referred to the textbooks of Apt (2003) and Dechter (2003) .
Broadly, CP can be described as the study of constraint satisfaction problems (CSPs) and algorithms for the solution of such problems. A CSP is defined as a set of variables together with a set of domains which contain values that are allowed to be assigned to these variables, and a set of constraints which restrict the combinations of values that the variables can take on. A solution to a CSP is an assignment to each variable of a value from its domain which satisfies all of the constraints. If such an assignment cannot be found, the CSP is deemed inconsistent. Otherwise, it is consistent.
One of the advantages of constraint programming is that there are few restrictions on the type of constraints that can be included in the model. For example, one such constraint, used below, states an implication relationship between two variables x i and x j : b x a x j i = ⇒ = (where a and b are in the domains of x i and x j , respectively) (Smith, 2005) . In general, constraints may be non-linear and state complex relationships between variables.
CSPs are usually solved using a combination of systematic search and constraint propagation. Constraint propagation is the term used to describe the process of reducing variable domains by making inferences from the constraints of the problem. It is usually used both as pre-processing step and throughout search in order to remove values that cannot possibly participate in any solution. For example, suppose a particular CSP has two variables x and y, each with domain {2, 3, 4}, and a constraint stating that x+y ≤ 5. A constraint propagation algorithm would be able to recognize that the value 4 cannot participate in any solution, thereby reducing, or pruning, the domain of both x and y.
Propagation by itself is usually unable to solve a complex problem. For this reason, search has to be performed. This is done by assigning a value to a particular variable, branching when several values are possible for this variable. The order in which variables are assigned (variable ordering) and the order in which values are tried to for each variable (value ordering) play an important role in the efficiency of the search procedure (Kumar, 1992) . If at any time, all values in a variable's domain have been tried, or constraint propagation results in an empty domain for some variable, the search backtracks, un-assigning the value given to the variable at the previous node. The search then continues by trying a different value from this variable's domain. When a leaf node has been reached, and all variables have been assigned values, search stops because a solution has been found (Kumar, 1992) .
CP may also be applied to constraint satisfaction optimization problems (CSOPs), in which the goal is to find a solution satisfying all constraints of the problem and minimizing or maximizing an objective function which maps every solution to a numeric value (Barták, 2005) .
In order to solve a CSOP, a branch-and-bound approach is used. In particular, the objective function, f (x) , where x is some subset of the variables of a CSOP, is incorporated into the model by placing a constraint of the form f(x)< f(s) every time a solution s satisfying the constraints has been found. This implies that all further solutions must have a better objective function value. Branch-and-bound can prune sub-trees in the search tree based not only on the feasibility of a current partial assignment but also on its objective function value. Whenever it is not possible to find a solution satisfying all of the original problem constraints and the constraint on the objective function value, the last feasible solution found has been proven to be optimal (Barták, 2005) . This basic approach, together with some more sophisticated techniques based on shaving (Demassey et al., 2005; van Dongen 2006) and dominance rules (Beck & Prestwich, 2004) , will be used to find an optimal policy in our retail facility problem.
To date, only a few papers exist about the use of constraint programming for solving stochastic problems. Most of the research in this area has focused on Stochastic Constraint Programming, which was proposed in (Walsh, 2002) and in order to deal with problems involving uncertainty. In (Walsh, 2002) , traditional CP search techniques are modified for solving problems involving stochastic variables, and in , the problem is decomposed into many scenarios and standard (non-stochastic) CP techniques are applied to each scenario. The work that is closest to the approach of our paper is (Tarim & Smith, 2005) , where constraint programming is used for solving a certainty-equivalent representation of a stochastic inventory lot-sizing problem. Both in (Tarim & Smith, 2005) and here, all of the stochastic information is encoded in constraints, there is no need to explicitly evaluate all possible scenarios and standard CP techniques are used. However, to our knowledge, our paper is the first to apply constraint programming to solving a stochastic queueing control problem.
Problem Description
Let N denote the number of workers in the facility, and let S be the maximum number of customers allowed in the front room at any one time.
1 This implies that when there are S customers present, arriving customers will be blocked from joining the front room queue. Customers arrive according to a Poisson process with rate λ. Service times by workers in the front room follow an exponential distribution with rate µ. In addition, it is assumed that the amount of work that is required to be performed in the back room is known, and can be denoted by B l, where l stands for 'lower bound'. Only one worker is allowed to be switched at a time, and both switching time and switching cost are assumed to be negligible. The goal of the problem is to find an optimal approach to switching workers between the front room and the back room so as to minimize the expected customer waiting time, denoted W q , while at the same time ensuring that the expected number of workers in the back room is at least B l . Thus, a policy needs to be constructed that would specify how many workers should be in the front room and back room at a particular time, and when switches should occur.
Berman Model
Berman et al. define a policy in terms of quantities k i , for i = 0, ..., N. This policy states that there should be n workers in the front room whenever there are between k n-1 +1 and k n customers in the front room, for n = 1, 2, …, N. As an illustration, consider the policy (k 0 k 1 k 2 k 3 ) = (0 2 3 6). This policy implies that when there are between 1 and 2 customers in the front room, there is one worker in the front room; when there are 3 customers, there are 2 workers, and when there are between 4 and 6 customers, all 3 workers are employed in the front. Alternatively, k i can be interpreted as an upper bound on the number of customers that will be served by i workers under the given policy. Yet another interpretation of this type of switching policy comes from noticing that as soon as the number of customers in the front room is increased by 1 from some particular switching point k i , the number of workers in the front room changes to i+1. This definition of a policy forms the basis of the model proposed in , with the switching points k i , i = 0, ..., N-1, being the decision variables of the problem, and k N being fixed to S, the capacity of the system. In this paper, we follow Berman et al. and define an "optimal policy" as a set of values for the switching points, k i , which minimize the expected waiting time subject to the back room constraint.
In order to determine the expected waiting time and the expected number of workers in the back room given a policy defined by particular values of k i , first calculate a set of probabilities P(j), for j = k 0 , k 0 +1, ..., k N . Each P(j) denotes the steady-state probability of there being j customers in the facility. Berman et al. define a set of balance equations for the determination of these probabilities:
The probabilities P(j) also have to satisfy the equation
. For details regarding the solution of the balance equations, the reader is referred to . Closed form expressions for all quantities of interest are stated in terms of the probabilities P(j). The expected number of workers in the front room is
while the expected number of workers in the back room is B = N -F. The expected number of customers in the front room is
Expected waiting time in the queue can be expressed as
Equation (3) is derived in ) using Little's Laws for a system of capacity k N = S. Given a family of switching policies
, the problem can formally be stated as:
It is important to note that B, F and L are expected values, and can be real-valued. Consequently, the constraint B ≥ B l states that the expected number of workers in the back room resulting from the realization of any policy should be greater than or equal to the expected number of back room workers needed to complete all work in the back room. Thus, at any particular time point, there may, in fact, be fewer than B l workers in the back room.
Berman Heuristic
In , a heuristic method is proposed for the solution of this problem. This method is based on two corollaries and a theorem, which are stated and proved by the authors. These results are key to the understanding of the problem, and will, therefore, be repeated here. Consider two policies K and K' which are equal in all but one k i . In particular, suppose that the value of k' J equals k J -1, for some J + {0, ..., N-1}, while k' i = k i for all i ≠ J. The major theorem of ) (referred to as Theorem 1 in that paper)
. For details and proof, see .
In addition, present two policies having special properties. Firstly, consider the policy
This policy results in the largest possible F, and the smallest possible B and W q . Because this policy yields the smallest possible expected waiting time, it is optimal if it is feasible. On the other hand, the smallest possible F and the largest possible W q and B are obtained by
Therefore, if this policy is infeasible, the problem (4) is infeasible also.
Based on these definitions and the theorem, the authors of ) propose a heuristic, P 1 , for the solution of this problem: Limiting the choice of j* to being between 0 and J, and resetting J every time an infeasible policy is found, prevents the heuristic from entering an infinite cycle.
Empirical results regarding the performance of heuristic P 1 are not presented in . Rather, results are stated only regarding the performance of a second heuristic, P 2 , which is proposed for finding the minimum total number of workers in the facility given constraints on W q and B. Heuristic P 2 enumerates N, starting at 1, and uses heuristic P 1 to try to find a feasible policy for the given N. P 2 stops as soon as P 1 is able to find a feasible policy. Experiments with P 2 indicate that it quickly finds the optimal solution (i.e., the optimal number of workers) in a large number of problem instances. However, since only a feasible policy needs to be found for a given value of N, the ability of heuristic P 1 to find good switching policies is not explicitly evaluated. In particular, it is not clear how close policies provided by P 1 are to the optimal policies.
Constraint Programming Models
As noted above, very few stochastic problems have been addressed with constraint programming. A major motivation for our work is to investigate whether CP can be successfully used to solve such problems. The particular problem we have chosen to address should be especially challenging for CP because, as indicated in expression (4), there are very few constraints between decision variables and none of the problem sub-structure can be represented as global constraints in CP (Dechter, 2003; Régin 2003) . In fact, the constraints in the proposed models are primarily used to relate the switching point decision variables to auxiliary variables representing the probabilities in the steadystate equations. As a consequence, our models are relatively simple, and, as we show in Section 8.1, the constraint propagation is weak.
Three different CP models have been created for this problem:
• The If-Then model is a CP-version of the formulation of Berman et al.
• The PSums model uses some slightly different sets of variables, and some constraints are included which are based on closed form expressions derived from the constraints that are used in the If-Then model. • The Dual model includes a set of dual decision variables in addition to the k i variables. Most of the constraints of this model are expressed in terms of these dual variables. The three proposed models have some similarities. Firstly, all of them have a set of decision variables k i , i = 0, 1, ..., N-1, for representing the switching policy. Each k i has the domain {0, ..., S-1}. Recall that a policy is represented by the set {k i , i = 0, 1, ..., N} but that k N is a constant and is equal to S. In addition, a set of auxiliary variables is included in each model for representing the probabilities needed for the calculation of quantities of interest.
Secondly, the following constraints are included in all three models: a constraint stating that B ≥ B l and a set of constraints k i < k i+1 , for all i from 0 to N-1 (since the number of workers in the front room, i, increases only when the number of customers, k i , increases).
One of the main differences between the models is the way in which probabilities are computed. In spite of this, the constraint (5) is included in each of the models to ensure that an assignment of all of the variables leads to a unique solution of the balance equations. (5) is discussed in more detail in the appendix.
All models also include constraints for representing expressions for F, L and W q . However, the expressions for F and L differ slightly depending on the model as noted below.
If-Then Model
The initial model is based directly on the formulation of . The model includes the variables P(j) for j = k 0 , k 0 +1, ..., k N , each representing the probability of there being j customers in the front room. These are floating point variables with domain [0..1]. Balance equations are represented by a set of if-then constraints. For example, the first balance equation, P(j)λ = P(j+1)µ for j = k 0 , k 0 +1, ..., k 1 -1, is represented by the constraint if (k 0 ≤ j ≤ k 1 -1) then P(j)λ = P(j+1)µ. Thus, somewhat inelegantly, an if-then constraint of this kind has to be added for each j between 0 and S-1 in order to represent one balance equation. In order to represent the rest of these equations, this technique has to be applied for each pair of switching points k i , k i+1 for i from 0 to N-1. In addition, such if-then constraints are used for equation (1), due to the dependence of this constraint on sums of variables between two switching points, which are also variables. Inclusion of many if-then constraints is highly inefficient because propagation only occurs either when the left-hand side is satisfied or when the right-hand side becomes false.
PSums Model
In order to avoid the if-then constraints, closed-form expressions for the sums of probabilities between two switching points were derived and used as the basis of the second model. The set of P(j) variables from the previous version of the model was replaced by a set of PSums(k i ) variables for i = 0, ..., N, together with a set of probabilities
is not explicitly defined for each j. Rather, the PSums(k i ) variables equal the sum of all P(j)s between j = k i and j = k i+1 -1, and the P(j) variables are only defined for j = k 0 , k 1 , k 2 ,..., k N . The PSums(k i ) variables are defined in equations (6) and (7). Equation (6) is valid when λ/[(i+1)µ] ≠ 1 while equation (7) is true otherwise. Equation (8) is a recursive formula for computing P(k i ). P(k 0 ) can be computed by using equation (5). The details of the derivation of these expressions are provided in the appendix.
All quantities of interest can be expressed in terms of the PSums(k i ) variables and the switching point probabilities, P(k i ). In particular, the expected number of workers in the front room is
L, the expected number of customers in the front room, is
where ( )
Dual Model
The problem can be alternatively formulated using variables w j , which represent the number of workers in the front room when there are j customers present in the front room. Several expressions and constraints of the above models can be simplified by using these variables.
Firstly, the balance equations can be stated as
This formulation of the balance equations avoids the inefficient if-then constraints. Secondly, F, the expected number of workers in the front room, can be stated as
The difficulty with this model arises from the fact that probabilities P(j) for j < k 0 are all equal to 0 and k 0 is unknown in advance. It is hard to express such a constraint without explicitly having the variable k 0 in the model. Because of this, and since it is known that adding redundant variables to a model may be beneficial because some constraints are easier to express using a particular set of variables, and more propagation may occur (Smith, 2005) , it was decided that both the k i and the w j variables would be included in this model.
In order to use redundant variables, linking, or "channeling", constraints have to be included (Smith, 2005) . These ensure that a solution expressed in terms of one set of variables can be directly translated to a solution in terms of the other set of variables. These constraints are:
Additional constraints on the worker variables that are included in the model are: w 0 = 0, w S = N and w j ≤ w j+1 for all j from 0 to S-1. The w j variables can be referred to as the dual variables because, compared to the k i s, the roles of variables and values are switched (Smith, 2005) . In other words, the meaning of the index and the variable is inverted.
Preliminary experiments with these models showed poor performance. As one might expect from a problem with few constraints, there was little constraint propagation and search was required to essentially investigate the entire branch-and-bound tree. As a consequence, we examine two stronger inference forms often used in CP: dominance rules (Beck & Prestwich, 2004 ) and shaving (Caseau & Laburthe, 1996; Martin & Shmoys, 1996) .
Dominance Rules
In an optimization problem, a dominance rule is a constraint that forbids assignments of values to variables which are known to be sub-optimal. That is, it can be shown that for any such assignment, a different solution exists which is of better or equal quality (Smith, 2005; Beck & Prestwich, 2004) . Excluding such assignments reduces the amount of search necessary to find the optimal solution.
For this particular problem, a dominance rule can be derived by first noticing that any policy can be decomposed into two parts. The first part contains all switching points that are assigned the same values as they would have been assigned in policy K , and the second part contains all of the rest of the switching points. The first part will be further referred to as the "head" of the policy, while the second will be called the "tail". The dominance rule-based constraint that can be added to any of the proposed constraint programming models states that, given a feasible solution, s, all further solutions have to have at least one switching point in the tail of the policy assigned a lower value than the value assigned to it in s. The following theorem states the dominance rule more formally.
(In other words, the values assigned to switching points up to switching point with index J are those values which are assigned to these variables by the policy K ). Suppose that k J < k' J and k J ≠ J, k' J ≠ J. Let W q (K) and W q (K') denote the expected waiting times resulting from the two policies
Proof
If no i ∈ {J+1, J+2, ..., N-1} exists for which k i > k' i , then one of the following is true:
Case (a) implies that K' is different from K in the value of one switching point. More specifically, k J < k' J , and
To prove (b), suppose there exists exactly one j ∈ {J+1, J+2, ..., N-1} such that k j < k' j , and k i = k' i for all i ∈ {J+1, ..., N-1}\{j}. Then K and K' are different in the values of exactly two switching points, namely
Similarly, by applying Theorem 1 several times, the result generalizes to policies K' which are different from K in the values of more than 2 switching points.
Thus, there has to exist at least one switching point
[ Section 6 presents experimental results regarding the usefulness of this dominance rule.
Shaving
Shaving is a consistency-enforcing procedure for CSPs. It is based on temporarily adding constraints to the problem, performing propagation and making inferences based on the resulting state of the problem (Demassey et al., 2005; van Dongen 2006) . For example, a simple shaving procedure may be based on the assignment of a value a to some variable x. If propagation following the assignment results in a domain wipe-out for some variable, the assignment is inconsistent and the value a can be removed from the domain of x (Demassey et al., 2005; van Dongen 2006) . In a more general case, both the temporary constraint and the inferences made based on it can be more complex. Shaving has been particularly useful in the job-shop scheduling domain, where it is used to reduce the domains of start and end times of operations (Caseau & Laburthe, 1996; Martin & Shmoys, 1996) . For such problems, shaving is used either as a domain reduction technique before search, or is incorporated into branch-and-bound search so that variable domains are shaved after each decision (Caseau & Laburthe, 1996) . These ideas serve as the motivation for the shaving methods we propose in this paper.
In a shaving procedure for our problem, we temporarily assign a particular value to a switching point variable, while the rest of the variables are assigned either their maximum or their minimum possible values. Depending on whether the resulting policies are feasible or infeasible, new bounds for the switching point variables may be derived.
An example using the instance N = 3, S = 6, λ = 15, µ = 3, B l = 0.32 is used below for illustration purposes. This is the same example as used by Berman et al. to illustrate their heuristic. Policy K for this instance is (k 0 k 1 k 2 k 3 ) = (0 1 2 6) and policy K is (3 4 5 6). Thus, the initial domains of the switching points are [0..3], [1..4], [2..5] and [6] for k 0 , k 1 , k 2 and k 3 , respectively. At any step, shaving may be able to reduce the domains of one or more of these variables.
B l -based Shaving Procedure
The initial shaving procedure consists of two cases in which either the upper or the lower bounds of variables may be modified. In the first case, the constraint k i = a, where a is the smallest value from the domain of k i , is temporarily added to the problem for some particular value of i between 0 and N. All other switching points are assigned their maximum possible values using the function gMax. Given an array of variables, the function gMax assigns the maximum possible values to all of the variables that do not yet have a value, returning true if the resulting assignment is feasible, and false otherwise. The maximum possible values are not necessarily the upper bound values in the domains of the corresponding variables, rather they are the highest values in these domains that respect the condition that k i < k i+1 , for all i from 0 to N-1. In the above example, if k 2 is assigned the value 3, while the rest of the variables are unbound, gMax would result in policy (1 2 3 6), which is infeasible, and thus false would be returned. Recall that an assignment is infeasible when it yields a B value which is smaller than B l . When the policy resulting from the addition of k i = a and the use of gMax is infeasible, the constraint k i > a can be added to the problem: if all variables except k i are set to their maximum values, and the problem is infeasible, then in any feasible policy k i must be greater than a. Such reasoning is valid since Theorem 1 of states that increasing the value of a switching point will increase B. Note that if the solution is feasible, the resulting policy is a solution to the problem, and should be recorded as the best-so-far solution if its W q value is smaller than the W q value of the previous best policy. For easier reference, this part of the shaving procedure will be referred to as the gMax case.
In the second case, the constraint k i = b is added to the problem for some i between 0 and N, where b is the maximum value from the domain of k i . The rest of the variables are assigned the minimum values from their domains using the function gMin. These assignments are made in a way that respects the constraints k i < k i+1 , for all i from 0 to N-1. If the resulting policy is feasible, then the constraint k i < b can be permanently added to the problem. Since all variables except k i are at the minimum values already, and k i is at its maximum, it must be true, again by Theorem 1 , that in any better solution the value of k i has to be smaller than b. This case will be further referred to as the gMin case.
Whenever the domain of a switching point is modified as a result of inferences made during the gMax or gMin case, all of the switching points need to be re-considered by the shaving procedure. If the domain of one variable was reduced during a particular shaving iteration, the temporary constraints added in the next round of shaving would be different from the ones used previously, and, consequently, new inferences may be possible. Thus, the shaving procedure terminates only when no changes to any of the domains are possible.
Consider now the example mentioned above. Suppose the constraint k 0 = 0 is added to the problem, and all the rest of the variables are assigned their maximum possible values (using gMax). The resulting policy is (k 0 k 1 k 2 k 3 ) = (0 4 5 6). This policy yields a B value of 0.63171, which implies that this policy is feasible, and so no domain reductions can be inferred. The constraint k 0 = 0 is then removed. Since the domain of k 0 has not been modified, the procedure considers the next variable. Thus, the constraint k 1 = 1 is added, and all the other variables are again set to their maximum values. The resulting policy is (0 1 5 6) which is also feasible since its B value is 0.508992. The constraint k 1 = 1 is then removed and k 2 = 2 is added. When all the other variables are set to their maximum values, the resulting policy is (0 1 2 6). This policy yields a B value of 0.1116577, which is smaller than 0.32. Thus, this policy is infeasible and the constraint k 2 > 2 is added to the problem. This changes the domain of k 2 to [3..5]. Whenever the domain of a variable is reduced, the next shaving step considers the same switching point, and so the next constraint to be added is k 2 = 3. Now, consider the gMin case and assume that all variables have their full initial domains. Suppose the constraint k 0 = 3 is added to the problem. All the rest of the variables are assigned their smallest possible values consistent with k 0 = 3. Thus, the policy (3 4 5 6) is considered. This policy has a B value of 0.648305 and is feasible (it is in fact K , so if it were infeasible, the problem would have be infeasible). The value of k 0 in any better solution has to be smaller than 3 and so the domains of the variables become The complete shaving procedure is presented as Algorithm 1. It is assumed in all of the algorithms presented that the functions add(constraint) and remove(constraint) add and remove constraint to and from the model, respectively.
Upon the completion of this shaving procedure, the constraint W q ≤ bestW q , where bestW q is the value of the best solution found up to that point, is added (W q ≤ bestW q rather than W q < bestW q is added because of issues with testing equality of floating point numbers). However, although such a constraint rules out policies with higher W q as infeasible, it results in almost no propagation of the domains of the decision variables and does little to reduce the size of the search tree. In order to remedy this problem, another shaving procedure, this time based on the constraint W q ≤ bestW q is proposed in the next sub-section. The issue of the lack of propagation of the domains of k i from the addition of this constraint will be discussed in more detail in Section 8.
W q -based Shaving Procedure
The W q -based shaving procedure makes inferences based strictly on the constraint W q ≤ bestW q . In fact, the constraint B ≥ B l is removed prior to running this procedure in order to eliminate the possibility of incorrect inferences. Similarly to the B l -based shaving procedure, a constraint of the form k i = b, where b is the maximum value in the domain of k i , is added temporarily, and the function gMin is used to assign values to the rest of the variables. As the B l constraint has been removed, the only reason why the policy could be infeasible is because it has a W q value greater than the best W q that has been encountered so far. Since all switching points except k i are assigned their smallest possible values, this implies that in any solution with a better expected waiting time, the value of k i has to be strictly smaller than b. Note that this inference is correct regardless of whether the policy is feasible in terms of B l or not. The complete procedure is stated in pseudo-code as Algorithm 2. 
Combination of Shaving Procedures
W q -based and B l -based shaving will result in different domain reductions since they are based on two different constraints. Moreover, using the two together may cause more domain modifications than when either is used by itself. For example, when W qbased shaving is successful, the upper bounds of some of the variables are reduced. As a result, if B l -based shaving is used after such a run of W q -based shaving, a completely new set of policies will be considered by the function gMax, possibly leading to new domain reductions. Similarly, if the B l -based shaving procedure finds a new best solution, W qbased shaving may be able to make new domain reductions due to the new value of bestW q . Therefore, it makes sense to run the B l -based and W q -based shaving procedures alternately (with W q and B l constraints added and removed appropriately) until no more domain pruning is possible. Such a combination of the two shaving procedures will be referred to as AlternatingShaving.
The AlternatingShaving procedure can be effectively combined with search in the following manner. AlternatingShaving can be run initially, until no further domain modifications are possible. Search can then be performed until a better solution is found, at which point AlternatingShaving can be applied again. Subsequently, search and shaving can alternate until one of them proves optimality of the best solution found. Such an approach may be successful because if search finds a new best solution, a new constraint on W q will be added and so W q -based shaving may be able to reduce the upper bounds of the switching point variables. As stated previously, modifications of the upper bounds may then lead to further domain changes resulting from B l -based shaving. This way of combining search and shaving will be further referred to as AlternatingSearchAndShaving.
One should note that other variations of shaving are possible. In particular, both B l -based and W q -based shaving procedures can be extended to make inferences about values of two switching points. For example, one can assign maximum values to a pair of switching point variables, while assigning minimum values to the rest. If the resulting policy is feasible, then a constraint stating that at least one variable from this pair has to be assigned a smaller value can be added to the problem. Various combinations of shaving procedures based on one switching point with ones based on two switching points are possible. However, experiments indicated that shaving procedures based on two switching points do not, in general, result in more effective models. This is because such procedures do not explicitly reduce the domains of the switching point variables but rather add a set of constraints to the model.
Algorithm 2: Wq-based shaving

Input:
S, N, µ, λ, B l (problem instance parameters); bestW q (objective function value of the best solution found so far); bestSolution (best solution found so far) Output:
bestW q , bestSolution, (possibly) modified domains of the variables k i
Experimental Results and Analysis
Several sets of experiments were performed in order to evaluate the efficiency of the proposed models and the effectiveness of dominance rules and shaving procedures, as well as to compare the performance of the best CP model with the performance of the heuristic proposed by . All constraint programming models were implemented in ILOG Solver 6.2, while the heuristic of Berman et al. was implemented using C++.
It should be noted that the information gained from the policies K and K was explicitly used in implementations of all three models. In particular, each algorithm first checks the feasibility of K . If it is infeasible, then the program stops as there is no feasible solution for that instance. If K is feasible, its W q value is used as an initial upper bound on the value of the expected waiting time. Both of these actions are valid because of the properties of K described in . If K is feasible, the feasibility of K is checked next. If K is feasible, then it is optimal . If it is not feasible, it determines a lower bound on the value of W q . The validity of this lower bound also follows from the properties of K . The two cases when K is optimal and K is infeasible are therefore trivial and are solved easily both by the CP models and the Berman heuristic. Additionally, experiments with instances in which K is optimal are not presented. Although these are very hard to solve without shaving, using the elementary B l -based shaving procedure will always prove the optimality of this policy. This case is also trivial for Berman's heuristic.
Consequently, the experimental results presented here are based only on the instances for which the optimal is between K and K . Preliminary experiments indicated that the value of S has a significant impact on the efficiency of the programs since higher values of S result in larger domains for the k i variables for all models, and also a higher number of w j variables for the Dual model. Therefore, it was essential to consider instances for each value of S from the set {10, 20, ..., 100} in order to gain an accurate understanding of the performance of each model. Thirty instances with random values of N, λ, µ and B l were generated for each S. A 10-minute time limit on the overall run time of the program was enforced in the experiments. All experiments were performed on a Dual Core AMD 270 CPU with 1 MB cache, 4 GB of main memory, running Red Hat Enterprise Linux 4.
In order to perform such comparisons, we look at mean run times, the number of instances in which the optimal solution was found, the number of instances in which optimality was proven, and the mean relative error (MRE). MRE is a measure of solution quality that allows one to observe how quickly a particular algorithm is able to find a good solution. MRE is defined as
where a is a particular algorithm that is used to solve the problem, K is the set of problem instances on which the algorithm is being tested, c(a, k) is the cost of a solution found, at some particular time, by algorithm a while solving instance k, and c*(k) is the best solution found during our experiments for instance k.
Comparison of Constraint Programming Models and Techniques
Each combination of CP model and shaving procedure was tested with and without dominance rules. A total of 24 CP-based methods for solving this problem were therefore evaluated. In the following results, a model with B l -based shaving is a model which runs the B l -based shaving procedure until no more domain changes are possible, adds a constraint on the value of W q based on the best solution found during the shaving procedure, and runs search for the rest of the time. Similarly, models with W q -based shaving and AlternatingShaving are models which run the W q -based shaving procedure and the AlternatingShaving procedure, respectively, until it is no longer possible to reduce the domains of the switching point variables, add a constraint requiring W q to be less than the expected value of the best solution found by the shaving procedure, and use search for the rest of the time. As described previously, AlternatingSearchAndShaving alternates between search and the AlternatingShaving procedure. In all models, search assigns switching points in increasing index order. The smallest value in the domain of each variable is tried first. In future work, it may be worthwhile to experiment with other variable and value ordering heuristics to see if performance of the models can be improved. Table 1 presents the number of instances, out of 300, for which the optimal solution was found and proven by each combination of the 24 proposed CP-based methods. This table indicates that the PSums model is the most effective of the three, proving optimality in the largest number of instances for each shaving procedure and regardless of the use of dominance rules. With AlternatingSearchAndShaving, PSums proves optimality in the largest number of instances: 79.3% of the instances and in 85.9% of the instances for which optimality was proven by any of the proposed methods.
CP Models
Observations from Table 1 can be further confirmed by looking at Figure 1 . This figure shows how MRE changes over the first 50 seconds of run time for If-Then, PSums and Dual models with AlternatingSearchAndShaving, and for Berman's heuristic (we comment on the performance of the heuristic in Section 6.2). It can be seen that PSums is, on average, able to find better solutions than the other two models given the same amount of run time. Table 2 , additional statistics regarding the performance of the three models with AlternatingSearchAndShaving and without dominance rules are presented (we comment on the same statistics for the heuristic in Section 6.2). In particular, for each model, the number of instances in which it finds the best solution (out of 300), the number of instances in which it finds the optimal solution (out of all cases for which optimality has been proven), and the number of times it proves optimality is presented. It can be seen that the PSums model outperforms the other two models in all of these measures, finding the optimal solution in 98.91% of instances for which the optimal is known, and finding the best solution in 97.3% of all of the instances considered. A more detailed discussion of the differences in the performance of the CP models is presented in section 8.2. 
Bl-based Shaving
Shaving Procedures
From Table 1 , it should be observed that the B l -based shaving procedure is much more effective than the W q -based one. This is not surprising because the W q -based procedure is able to start pruning domains only when the value of the best policy found up to that point is quite good. When the W q -based procedure is used alone, it only has one solution to base its inferences on, namely K . Since all policies will result in a smaller expected waiting time than K , this procedure by itself is useless. Essentially, models in which the W q -based shaving procedure is run once and not combined with any other technique are equivalent to models with no shaving at all. These results therefore confirm our preliminary results, which demonstrated that models with B l -based shaving are more effective than those without shaving.
Additionally, it can be noted that both AlternatingShaving and AlternatingSearchAndShaving are more effective than either of the models with the B lbased or the W q -based procedure. This leads to the observation that the real power of W qbased shaving only becomes apparent when it is combined with B l -based shaving. This is AlternatingShaving. In particular, in AlternatingSearchAndShaving, the W q -based procedure is used both after a new best solution is found during shaving and after one is found during search. Therefore, if a higher quality solution is found during search, it will be used by the W q -based procedure to further prune the domains of the switching point variables.
In Figure 2 , the average run times for each value of S from 10 to 100 are presented for the four shaving procedures with the PSums model. This graph shows that, for each value of S, the AlternatingSearchAndShaving procedure gives the best performance. Additionally, this graph shows that as S increases, it becomes increasingly difficult to prove optimality and average run time increases. As stated previously, this is due to larger domains of the switching point variables. The AlternatingSearchAndShaving procedure, however, is able to significantly reduce the domains of the k i variables and therefore provides an effective method for instances with higher values of S as well. Table 1 indicates that there is rarely any difference in the number of instances solved to optimality between a model with dominance rules and a model without. No difference at all is visible for any model with W q -based shaving and AlternatingSearchAndShaving. Recall that dominance rules are implemented by the addition of a constraint on the values of the switching point variables after a solution is found. Such a constraint will be more effective when more of the switching point variables are assigned their minimum values in the current solution. Usually, such policies are also the ones which result in a smaller expected waiting time. Similarly, W qbased shaving is useful only when a solution with small expected waiting time is found. This leads to the conjecture that dominance rules may be effective only for the same instances for which the W q -based shaving procedure is effective. This conjecture is confirmed by the results of Table 1. In particular, when the W q -based shaving procedure is used by itself, it makes inferences based only on the policy K , a solution that is generally of poorest quality for an instance. The method with a single run of W q -based shaving therefore heavily relies on search. The initial dominance rule constraint is not helpful in this case because it is also based only on policy K . Since search takes a long time to find a solution of good quality, the effectiveness of further dominance rule-based constraints is not visible within the given time limit.
Dominance Rules
On the other hand, in AlternatingSearchAndShaving, the W q -based procedure plays a key role because it makes domain inferences based on high quality solutions produced by B l -based shaving, and later, search. Dominance rules are ineffective here because they are redundant -they serve essentially the same purpose as the W q -based shaving procedure.
Both when B l -based shaving and AlternatingShaving are used, dominance rules are sometimes useful. In both cases, this is because after these two shaving procedures, subsequent search usually finds a good solution quickly, and, since W q -based shaving is not used again at that point, the dominance rule constraint that is added can be effective in reducing the size of the search tree.
Overall, it can be observed that using AlternatingSearchAndShaving without dominance rules is more effective than using B l -based shaving or AlternatingShaving with dominance rules. Therefore, in further comparisons, the focus is only on models with AlternatingSearchAndShaving.
Heuristic vs. Best Constraint Programming Approach
In Table 2 , we compare several measures of performance of the three proposed models with AlternatingSearchAndShaving and of the heuristic. It can be seen that the heuristic performs extremely well, finding the best known solution in only ten fewer instances than the PSums model, in two more instances than the If-Then model and in one more than the Dual. Moreover, it finds, but, of course, cannot prove, the optimal solution in 88% of instances. The PSums model is able to find the optimal solution in 91% of cases, but its average run time is approximately 130 seconds, while the average run time of the heuristic is negligible.
From Figure 1 , it can be observed that the heuristic achieves a very small MRE in a negligible amount of time. After about 50 seconds of run time, the MRE over 300 instances resulting from PSums with AlternatingSearchAndShaving becomes comparable to that of the heuristic MRE. In Figure 3 , the MRE over 30 instances for each value of S is presented for the heuristic and for PSums with AlternatingSearchAndShaving at 10, 150 and 500 seconds of run time. After 10 seconds, the performance of PSums is comparable to that of the heuristic for S EXWWKHKHXULVWLFDSSHDUVWREHTXLWHDELW better for higher values of S. At 150 seconds, the performance of PSums is comparable to that of the heuristic except at S values of 50 and 80. After 500 seconds, PSums has a smaller MRE over the 300 instances and also a lower MRE for each value of S except 50 and 100.
Overall, these results indicate that the heuristic performs extremely well -its run time is negligible, it finds the optimal solution in 88% of the instances and the best solution in 94%. Moreover, it results in very low MRE.
Figure 3: MRE for each value of S
Although PSums with AlternatingSearchAndShaving is able to achieve slightly higher numbers in both of these performance measures, it is clear that these improvements are quite small given that the PSums run time is so much higher than the run time of the heuristic.
Hybrid
Naturally, it is desirable to create a method that would be able to find a solution of high quality in a very short amount of time, as does Berman's heuristic, and that would also have the same high rate of being able to prove optimality within a reasonable runtime as does PSums with AlternatingSearchAndShaving. It is therefore worthwhile to experiment with a PSums-Heuristic Hybrid.
PSums-Heuristic Hybrid
The PSums-Heuristic Hybrid starts off by running Berman's heuristic. Since it was shown that the heuristic is very fast, this incurs almost no overhead. Throughout the analysis of experimental results, it was also noted that the performance of the W q -based shaving procedure depends on the quality of the best solution found before it is used. We have shown that the heuristic provides solutions of very high quality (in 94% of instances used in the experiments, it found the best solution). Therefore, the first iteration of the W q -based procedure should be able to significantly prune the domains of switching point variables because of the good quality solution found by the heuristic. Continuing by alternating the two shaving techniques and search, which has also been shown to be effective, should result in at least as many instances for which optimality has been proven as for the PSums model with AlternatingSearchAndShaving.
Experimental Results
The proposed hybrid algorithm was tested on the same set of 300 instances that was used above. Results of the hybrid together with the pure algorithms are presented in Table 3 . The hybrid was able to find the best solution in all 300 cases and find the optimal solution in all instances for which the optimal solution is known while still being able to prove optimality in as many cases as PSums. Thus, in spite of the good quality solutions that are discovered quickly because of the heuristic, the domains of switching points in some instances are not reduced significantly enough to increase the number of cases in which optimality is proven. The mean run time for the hybrid is 130.1772 seconds, which compares favourably with the mean run time of 129.9795 seconds for PSums with AlternatingSearchAndShaving.
Thus, the hybrid is the best choice for solving this problem: it finds as good a solution as the heuristic in as little time (close to 0 seconds), it is able to prove optimality in as many instances as the best constraint programming method, and it finds the best known solution in all instances considered. Moreover, all these improvements are achieved with a negligible increase in the average run time. 
Discussion
In this section, we return to the CP models to analyze the reasons for the poor behaviour of the basic models (i.e., without shaving) and to discuss the reasons for the differences among the three CP models.
Lack of Back-propagation
In our experiments, we have some instances for which even the PSums-Heuristic hybrid with AlternatingSearchAndShaving is unable to find and prove optimality within the 10-minute time limit. Further analysis of the algorithm's behaviour suggests that this performance can be explained by the lack of back-propagation. Back-propagation refers to the pruning of the domains of the decision variables due to adding a constraint on the objective function: the objective constraint propagates "back" to the decision variables, removing domain values and so reducing search. In the CP models presented above, there is very little back-propagation.
Consider a model without shaving. Throughout search, if a new best solution is found, the constraint W q ≤ bestW q , where bestW q is the new objective value, is added to the model. In the proposed models, the domains of the switching point variables are usually not reduced in any way after the addition of such a constraint. This can be illustrated by observing the amount of propagation that occurs in the PSums model when W q is constrained.
For example, consider the instance used for illustrating the shaving procedures: S Table 4 . The domains of both types of probability variables are reduced by the addition of the new W q constraint. However, the domains of the switching point variables remain unchanged. Therefore, even though all policies with value of W q less than 0.306323 are infeasible, constraining W q to be less than this value does not result in any reduction of the search space. It is still necessary to search through all remaining policies in order to show that no better feasible solution exists.
One of the reasons for the lack of pruning of the domains of the k i variables due to the W q constraint is likely the complexity of the expression for W q . In particular, recall that W q is expressed in all models as
. In the example above, when W q is constrained to be less than or equal to 0.306323, we get the constraint 0.306323
, which implies that 9.594845 )) ( 1 (
This explains why the domains of both L and P(k N ) change upon this addition to the model. The domains of the rest of the P(k i ) variables change because of the relationships between P(k i )s (equation (8)) and because of the constraint that the sum of all probability variables has to be 1. Similarly, the domains of PSums(j) change because these variables are expressed in terms of P(k i ) (equations (6) and (7)). However, because the actual k i variables mostly occur as exponents in expressions for PSums(j), P(k i ), and L(k i ), the minor changes in the domains of PSums(j), P(k i ), or L(k i ) that happen due to the constraint on W q have no effect on the domains of the k i . This analysis suggests that it may be interesting to investigate a CP model based on log-probabilities rather than on the probabilities themselves. Such a model may lead to stronger propagation. Table 4 : Domains of P(j) and PSums(j) variables for j = k 0 , k 1 , k 2 , k 3 , before and after the addition of the constraint W q ≤ ≤ 0.306323
Likewise, in the If-Then and Dual models, the domains of the decision variables are not reduced when a bound on the objective function value is added, although the domains of all probabilities, L and F are modified. In the If-Then model, this may be because the relationship between L and the decision variables k i is expressed using if-then constraints, which, as stated above, cause little propagation. In the Dual model, there are no if-then constraints, and the expression for L is not expressed using closed form expressions. However, the constraints relating probability variables to the decision variables are still the balance equations, and the domains of probability variables do not seem to be reduced significantly enough due to the new W q bound so as to result in the pruning of domains of the dual variables.
These observations served as the motivation for the proposed shaving techniques. In particular, the W q -based shaving procedure reduces the domains of switching point variables when it can be shown that these values will necessarily result in a higher W q value than the best one found up to that point. This makes up for some of the lack of back-propagation. However, even when this procedure is used after each new best solution is found, as in AlternatingSearchAndShaving, it is not always able to prune enough values from the domains of the k i s so as to be able to prove optimality within 10 minutes of run time. It can therefore be seen that inferences based on the value of W q are very limited in their power and, therefore, if the domains of switching point variables are large after shaving, then none of the models will be able to prove optimality in a short period of time.
Differences in Constraint Programming Models
Experimental results demonstrate that the best CP model out of the three proposed is PSums. In all models, the shaving procedures make the same number of domain reductions because shaving is based on the W q and B l constraints, which are present in all models. However, the time that each shaving iteration takes is different in different models. Our empirical results show that each iteration of shaving takes a smaller amount of time with the PSums model than with the other two. This appears to be the primary reason for the PSums model finding good solutions faster than the other models, as shown in Figure 1 .
PSums is radically different from the other two models because it does not include an explicit representation of the balance equations. This model thus avoids the if-then constraints required in the If-Then model. Moreover, PSums has a smaller number of probability variables than the other two models, because it calculates sums of probabilities between two switching points rather than the probability of j customers being present in the front room for all j from 0 to S. This reduces the number of probability variables from S+1 to 2N+1. In addition, the probability variables included in this model are more tightly linked by the closed-form expressions. Thus, because of the tighter links between variables, and a smaller number of variables, each iteration of shaving in PSums takes a smaller amount of time than in the other two models.
A comparison of the If-Then model with the Dual using Figure 1 shows that the If-Then model is usually able to find good solutions in a smaller amount of time. This is slightly surprising because the Dual model uses a much simpler representation of the balance equations and the expression for F, avoiding the use of if-then constraints. One possible explanation for the Dual sometimes taking more time to find a good solution is the fact that, at each shaving iteration, it has to assign more variables (via propagation) than the other two models. In particular, in order to represent a switching policy, the Dual has to assign S w j variables in addition to N k i variables, with S usually being much larger than N.
On the other hand, within the given time limit, the Dual found the best solution in one more instance than the If-Then model, and the optimal solution in three more instances. Such advantages of the Dual may be due to an increase in the amount of propagation which results from the use of dual variables. In fact, an examination of the initial domains of probability variables for the example instance of Section 8.1 shows that these domains are quite a bit smaller in the Dual model than in the If-Then model (e.g. the domain of P (0) This examination also shows that the initial domains of probability variables in the IfThen and Dual models are actually smaller than those in the PSums model. This implies that there exist some instances in which more propagation occurs in the If-Then model or the Dual model than in PSums, and explains why there are cases in which PSums is unable to prove optimality but one of the other two models does.
Overall, it can be said that the If-Then and the Dual models are comparable in their performance, and PSums is a much more effective choice than either of them.
Related Work and Possible Extensions
Several papers exist that deal with similar types of problems as the one considered here. For example, Berman and Larson (2004) study a similar problem of switching workers between two rooms in a retail facility where the customers in the front room are divided into two categories, those 'shopping' in the store and those at the checkout. Clearly, when there are many customers shopping in the store, it can be expected that the number of customers in the checkout queues will soon increase. Thus, the policy of assigning workers to serve customers at the checkout should depend on the total number of shoppers in the store. A policy therefore determines the number of workers in the front room depending on the number of customers in the checkout queue, the number of customers in the store but not at checkout, and the amount of work in the back room. In addition, switching time is explicitly taken into account.
Similarly, Palmer and Mitrani (2004) consider the problem of switching servers between different types of jobs in a "computing grid" where the randomness of user demand may lead to unequal utilization of resources. Batta et al. (in press) study the problem of assigning cross-trained customer service representatives to different types of calls in a call centre, depending on estimated demand patterns for each type of call.
These three papers provide examples of problems for which CP could prove to be a useful approach. Investigating CP solutions to these problems is therefore one possible direction of future work. In particular, it may be interesting to look at problems with more complex constraints (e.g., on capacities or between workers) that may be naturally suitable for the CP approach.
Extensions of the current problem include incorporating switching costs, variable service rates and more general distributions. Moreover, one can examine a problem in which the amount of work in the back room is also determined by some stochastic arrival process of requests. The second problem proposed in , where the goal is to determine the minimum number of workers subject to the back room constraint as well as an upper bound constraint on expected waiting time, may also be interesting to address using constraint programming.
Conclusions
In this paper, a constraint programming approach is proposed for the problem of finding the optimal times to switch workers between the front room and the back room of a retail facility under stochastic customer arrival and services times. This is the first work of which we are aware that examines solving such stochastic queueing problems using constraint programming. The best pure CP method proposed is able to prove optimality in a large proportion of instances within a 10-minute time limit. Previously, there existed no non-heuristic solution to this problem. As a result of our experiments, we hybridized the best pure CP model with the heuristic proposed for this problem in the literature. This hybrid technique is able to achieve performance that is equivalent to, or better than, that of each of the individual approaches alone: it is able to find very good solutions in a negligible amount of time due to the use of the existing heuristic, and is able to prove optimality in a large proportion of the problem instances within 10 CPU minutes due to the CP model. This work demonstrates that constraint programming can be a good approach for solving a stochastic optimization problem based on queueing theory. This illustrates that for queueing problems for which optimality is important or heuristics do not perform well, CP may prove to be an effective methodology.
Appendix
In this section, we present some details regarding the implementation of the constraint programming models. Firstly, the implementation of a constraint that is essential for linking the P(j) variables with P(k 0 ) is described. Secondly, closed-form expressions of the PSums model are derived.
The
As stated in Section 3, the constraint
has to be included in each of the models in order to ensure a unique solution to the set of balance equations (E1) to (EN). This constraint provides an additional link between the probability variables. In , it is stated that each probability P(j) can be expressed in terms of P(k 0 ) using the relation
The X i variables are included all three models. Instead of including the β j variables for each j, a closed form expression for the sum of 
PSums Model
The PSums model is based on expressions that represent the sum of probabilities between two switching point variables. This sum is stated as (6) if λ/[(i+1)µ] ≠ 1 and as (7) otherwise. Equation (6) 
Equation (7) 
Equation (8) is derived directly from the balance equations using the same technique as in . Consider the balance equation
which is true for j = k i-1 , k i-1 + 1, ..., k i -1. In particular, this subset of the balance equations is Combining these together, we get ) ( ) ( ) ( 
Equations for the expected number of workers in the front room (F) and the expected number of customers in the front room (L) for the PSums model are derived below.
Equation ( 
Equation (10) 
where 
