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INTRODUCTION
In 10] we have established a Sturm type comparison theorem for positive solutions of a pair of di erential inequalities. But the e ect of p i and q i (i = 1; 2) on the comparison relationship between solutions has not been considered. The purpose of this paper is to establish a quantitative comparison theorem in which the e ect of p i and q i is taken into account. This quantitative comparison theorem is more delicate than Theorem A in 10], and also provides some further applications to the non-existence problem. It is noticed that the quantitative comparison theorem only holds on di erential equations, but not on di erential inequalities.
Given the following initial value problems The existence of solutions of (1.1) has been considered in many literatures, see 4, 7, 8] . One can obtain a local solution by using the Schauder xed point theorem, then extend the local solution to its maximal interval of de nition.
In this paper, the nonlinearities in (1.1), (1.2) are essential to the discussion. We now impose the following assumptions on p i , q i , f and . We arrange the paper as follows. Section 2 contains some preliminary results. Section 3 is devoted to the proof of the quantitative comparison theorem, Theorem 1.1. Section 4 contains the proof of Theorem 1.2 and an application of Theorem 1.1 to the non-existence of positive solutions of quasilinear equations.
PRELIMINARIES
First, we introduce Riccati transformations of solutions of (1.1) and (1.2). Second, we derive Riccati type equations satis ed by the Riccati transformations. At last, we prove a lemma which will be needed in the next section.
Suppose that u and v are positive solutions of (1.1) and (1.2) on 0; R). De The proof is completed.
THE PROOF OF COMPARISON THEOREM
This section is devoted to the proof of Theorem 1.1. For simplicity, we divide the proof into several lemmas. It is easy to prove the following elementary inequalities. According to Lemma 2.4 we complete the proof by integrating (3.9) from 0 to r.
In the above proof, it is very important that (1.1) and (1.2) are equalities. Because it is impossible to get (3.6) without using the fact ! 0 and 0. For the inequalities in 10], 0, but ! 0 might not be true. Therefore, in general (1.4) does not hold on the solutions of the di erential inequalities in 10].
We now construct an auxiliary function v " which satis es (3.1) and converges to a solution v of (1.2) as " ! 0. Since in the proof of Lemma 3.1, the condition ! 0 is essential, then the conclusion of Lemma 3.3 in 10] can not be applied (because in that case ! might be positive). We develop a new method of constructing v " in the next lemma. But we shall leave the proof in appendix. 1, existence and uniqueness of positive solutions of (4.1) have been considered by many authors, see for instance, 5, 7, 8, 9] . According to the well-known symmetry theorem, any positive solution of (4.1) (m = 2, 1) is radially symmetric. But, for the case m 6 = 2 or 6 1, such a symmetry theorem is not known. Hence we should assume that the solutions are radially symmetric as to apply the conclusion of Theorem 1.1. It is easy to check that radial solutions of (4.1) then there are in nitely many radial solutions of (4.1), which are positive in IR N .
Here we study the e ect of perturbation in the initial data u 0 and the function q on the existence of positive radial solutions of (4.1). Suppose u is positive radial solutions of From (5.7), (5.8) and (5.9) we get v(R 0 ) = 0, which contradicts the assumption R 0 < R. 
