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ON THE SPECTRUM OF MARKOV SEMIGROUPS
VIA SAMPLE PATH LARGE DEVIATIONS.
IRINA IGNATIOUK-ROBERT
Abstract. The essential spectral radius of a sub-Markovian process is defined
as the infimum of the spectral radiuses of all local perturbations of the process.
When the family of rescaled processes satisfies sample path large deviation
principle, the spectral radius and the essential spectral radius are expressed
in terms of the rate function. The paper is motivated by applications to
reflected diffusions and jump Markov processes describing stochastic networks
for which the sample path large deviation principle has been established and
the rate function has been identified while essential spectral radius has not
been calculated.
1. Introduction
For a sub-Markovian process (X(t)) on a locally compact set E endowed with a
non-negative Radon measure m, spectral radius r∗ is defined as the infimum over
all those r > 0 for which the resolvent function
Rr1W (x) =
∫ ∞
0
r−tPx(X(t) ∈W ) dt
is m-integrable on compact subsets of E for every compact set W ⊂ E. Under
some general assumptions, the quantity r∗ can be described in several ways:
(i) For an irreducible discrete time Markov chain (X(n)) on a countable set
E, 1/r∗ is a common radius of convergence of the series
∞∑
n=1
znp(n, x, y), x, y ∈ E,
where {p(n, x, y), x, y ∈ E} are the transition probabilities of (X(n)) (see
Seneta [14] and Vere-Jones [17]).
(ii)
log r∗ = sup
W,V
lim sup
t→+∞
1
t
logm(1WP
t1V )
where the supremum is taken over all compact subsets V,W ⊂ E and
{P t, t > 0} is the sub-Markovian semi-group associated to (X(t)).
(iii) r∗ is the infimum over all r > 0 for which there is a positive measurable
function f which is m-integrable on compact subsets of E and such that
P tf ≤ rtf for all t > 0. A function f satisfying the inequality P tf ≤ rtf
is usually called r-superharmonic. A dual description of r∗ can be given by
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using r-superharmonic Radon measures on E (see Seneta [14], Stroock [16]
and Vere-Jones [17] for example).
(iv) When the sub-Markovian semi-group {P t, t > 0} is generated by a sym-
metric linear operator A in L2(E,m), the value − log r∗ is the bottom of
the L2-spectrum of A (see Stroock [16] and also LimingWu [21] for a similar
result for discrete time Markov chains).
(v)
r∗ = sup
K
{
r > 0 : E ·(r
−τK ) ∈ L1(K,m)}
where the supremum is taken over all compact subsets K ⊂ E and for
every compact set K, τK denotes the first exit time from the set K (see
Stroock [16]).
The last description of the quantity r∗ shows that r∗ provides the rate at which
the process (X(t)) leaves compact sets. This quantity is of interest for transient
Markov processes, because it shows how fast the process goes to infinity.
Because of the first property, the value 1/r∗ is usually called convergence pa-
rameter of (X(t))1. In the present paper, Woess’s terminology is used : we call
the quantity r∗ spectral radius of the process (X(t)), see Woess’s book [20]. While
this terminology may be misleading (in a non-symmetrical case, the correspondence
between the value r∗ and operator properties of {P t, t > 0} is more intricate, see
Vere-Jones [18]), it stresses the importance of the correspondence between the value
r∗ and the spectral radius in L2(E,m) of a symmetric case.
The value r∗ is clearly sensitive to changing the transition probabilities on com-
pacts. The quantity r∗e is defined as the infimum of r
∗ over all such changes :
r∗e = inf
K
r∗K
r∗K denotes here spectral radius of the sub-Markovian process (X(t)) killed on the
set K and the infimum is taken over all compact subsets K ⊂ E.
For symmetric Markov processes, by Perssons principle (see Grillo [6] for sym-
metric diffusions and Liming Wu [21] for symmetric Markov chains), the quantity
r∗e is related to the L
2-essential spectral radius of the corresponding Markov semi-
group. It is of interest for recurrent Markov processes : given a compact set K ⊂ E,
let τ(K) denote the first hitting time of K, then under some general assumptions,
the number r∗e equals the infimum over all those r > 0 for which the function
RK,r1(x) =
∫ ∞
0
r−tPx(τ(K) > t) dt
is m-integrable on compact subsets of E \ K (see Proposition 3.6 below). The
quantity r∗e provides therefore the rate at which the process returns to compacts.
For some positive recurrent countable Markov chains, the quantity r∗e gives
an accurate bound to the rate of convergence to equilibrium : Malyshev and
Spieksma [11] have shown that this is the best geometric convergence rate when the
transitions of the Markov chain are changed on a finite subset of E. For more de-
tails concerning a relationship between the quantity r∗e and the rate of convergence
to equilibrium see Liming Wu [21]).
Unfortunately, in practice, outside of some particular examples, an explicit rep-
resentation of r∗e is very difficult to obtain.
1For the definition of convergence parameter for general state space Markov chains, see Num-
melin [12]
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In the present paper, we consider a Markov process (X(t)) on Rd for which the
family of rescaled processes (Za(t) = X(at)/a, t ∈ [0, 1]) satisfies sample path large
deviation principle with a good rate function I[0,1]. The quantities r
∗ and r∗e are
represented in terms of the rate function : we show that
(1) log r∗ = − inf
φ:φ(0)=φ(1)
I[0,1](φ) and log r
∗
e = − inf
φ(0)=φ(1),
φ(t) 6=0, ∀ 0<t<1
I[0,1](φ)
where the first infimum is taken over all continuous functions φ with φ(0) = φ(1)
and the second infimum is taken over all continuous functions φ with φ(0) = φ(1)
such that φ(t) 6= 0 for all 0 < t < 1.
The first result in this domain was obtained by Malyshev and Spieksma [11] for
discrete time partially homogeneous random walks in N and in Z2+. Unfortunately,
their proofs use particular properties of the processes and it is not usually possible
to extend them to a more general situation (see section 2 for more details).
Our results are motivated by applications to reflected diffusions considered by
Varadhan and Williams [19] and jump Markov processes describing stochastic net-
works. For these processes, the sample paths large deviation principle has been
established and an explicit representation of the corresponding rate function has
been obtained (see [1, 3, 5, 7, 8, 15] for example) while the essential spectral radius
r∗e has not been identified.
An example of Jackson networks illustrates our results. Using Relation (1) we
obtain an explicit representation of the quantities r∗ and r∗e for two-dimensional
Jackson networks. In the forthcoming paper, we apply our results for reflected
diffusions in R2+.
2. The main results
We consider a strong Markov process (X(t)) on E ⊂ Rd whose sample paths are
right continuous with left limits. The set E is endowed by a non-negative Radon
measure m. We assume that the set E is closed and unbounded and that m(O) 6= 0
for every open non-empty subset O ⊂ E. Given a closed set V ⊂ E, τ(V ) denotes
the hitting time of V :
τ(V ) = inf{t > 0 : X(t) ∈ V },
by convention τ(∅) = +∞. It is assumed that for every real bounded measurable
function ϕ on E, the mapping
(t, x)→ Ex
(
ϕ(X(t)); τ(V ) > t
)
is B(R+)× B(E)-measurable from R+ × E to R.
Definition 2.1. Spectral radius r∗ is the infimum of all those r > 0 for which
the resolvent function
Rr1W (x) =
∫ ∞
0
r−tPx(X(t) ∈W ) dt
is m-integrable on compact subsets of E for every compact subset W ⊂ E.
Definition 2.2. Essential spectral radius r∗e is the infimum of all those r > 0
for which there is a compact set K ⊂ E such that the truncated resolvent function
RK,r1W (x) =
∫ ∞
0
r−tPx(X(t) ∈W, τ(K) > t) dt
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is m-integrable on compact subsets of E \K for every compact subset W ⊂ E \K.
The Markov process (X(t)) is assumed to satisfy the following large deviation
conditions.
Assumption (A) : Large deviations. Let E be the set of all possible limits
lima→∞ xa/a with xa ∈ E, and let D([0, T ], E) denote the Skorohod space of all
functions φ from [0, T ] to E which are right continuous and have left limits. We
assume that
(a0) E ⊂ E 6= {0} and the set E \ {0} is convex;
(a1) for every T > 0, the family of rescaled processes
(Za(t), t ∈ [0, T ]) def.= (X(at)/a, t ∈ [0, T ])
satisfies sample path large deviation principle in D([0, T ], E) with a good
rate functions I[0,T ] (see section 4 for a precise definition);
(a2) the rate function I[0,T ] has an integral form : there is a local rate function
L : E × Rd → R+ such that
I[0,T ](φ) =
∫ T
0
L(φ(t), φ˙(t)) dt
if the function φ : [0, 1] → E is absolutely continuous, and I[0,1](φ) = +∞
otherwise.
(a3) there are two convex functions l1 and l2 on R
d such that
– 0 ≤ l1(v) ≤ L(x, v) ≤ l2(v) for all x ∈ E and for all v ∈ Rd,
– the function l2 is finite in a neighborhood of zero
– and
lim
n→∞
inf
|v|≥n
l1(v)/|v| > 0.
For x, y ∈ E and t > 0, we denote by I(t, x, y) the infimum of the rate function
I[0,t](φ) over all continuous functions φ : [0, t] → E with φ(0) = x and φ(t) = y,
Iˆ(t, x, y) denotes the infimum of I[0,t](φ) over all continuous functions φ : [0, t]→ E
for which φ(0) = x, φ(t) = y and the set {s ∈ [0, t] : φ(s) = 0} has Lebesgue
measure zero, I0(t, x, y) denotes the infimum of I[0,t](φ) over all continuous functions
φ : [0, t] → E such that φ(0) = x, φ(t) = y and φ(s) 6= 0 for all 0 < s < t.
0 : R+ → Rd denotes the constant function 0(t) ≡ 0 ∈ Rd. The quantities I∗ and
I∗0 are defined by
I∗ = I(1, 0, 0) and I∗0 = Iˆ(1, 0, 0).
Using classical large deviation techniques we obtain the following result.
Theorem 1. Under the hypotheses (A), for any x, y ∈ E,
(2) log r∗ = −I∗ = −I[0,1](0) = − lim sup
t→+∞
I(t, x, y)/t = − inf
φ(0)=φ(1)
I[0,1](φ)
where the infimum is taken over all continuous functions φ : [0, 1]→ E with φ(0) =
φ(1).
Our main technical result is the following theorem.
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Theorem 2. Under the hypotheses (A), for any x, y ∈ E,
log r∗e = −I∗0 = − lim sup
t→+∞
I0(t, x, y)/t = − lim sup
t→+∞
Iˆ(t, x, y)/t(3)
= − inf
φ(0)=φ(1),
φ(t) 6=0, ∀ 0<t<1
I[0,1](φ)
where the infimum is taken over all continuous functions φ : [0, 1]→ E with φ(0) =
φ(1) such that φ(t) 6= 0 for all 0 < t < 1.
Theorem 2 extends the result obtained earlier by Malyshev and Spieksma [11]
for discrete time homogeneous random walks in N and in Z2+. The main difficulty
consists here in the proof of the upper bound log r∗e ≤ −I∗0 . To get this inequality,
one has to analyze the behavior of the rescaled processes (Zn(t)) in a neighborhood
of infinity where truncations on compact sets are not sufficient. In a such situation,
Freidlin-Wentzel method can not be applied.
The proof of the upper bound log r∗e ≤ −I∗0 proposed by Malyshev and Spieksma
in [11] uses particular properties of the processes : they considered discrete time
random walks with uniformly bounded jumps for which the sets
Kx = {y : I(1, x, x+ y) < +∞}
are compact and bounded uniformly in x. For continuous time Markov processes,
the sets Kx are usually not bounded. Moreover, their method required that for any
ε > 0 there exist δ > 0 and nε > 0 such that for all n > nε,
sup
|x′−x|<nδ
1
n
logPx′ (|X(n)− ny| < δn) ≤ −I(1, x, y) + ε
uniformly in (x, y) on the set of all (x, y) for which the quantity I(1, x, y) is finite.
Such an uniform convergence is very difficult to check in practice and is sometimes
wrong : this implies the uniform continuity of the mapping
(x, y)→ I(1, x, y) = inf
φ(0)=x, φ(1)=y
I[0,1](φ).
For the standard Brownian motion in R, this infimum is achieved by the function
φ(t) = x+ t(y−x) and equals (y−x)2/2. The function (y−x)2/2 is not uniformly
continuous on R2.
In our paper, we prove the inequality log r∗e ≤ −I∗0 by using a method of statis-
tical physics called cluster expansions, see for example Malyshev and Minlos [10]
or Rivasseau [13]. In the present setting, this method consists in bounding the
quantity log r∗e by a limit of a sum of the terms indexed by geometrical objects
called clusters where the number of terms can be estimated and for each term, a
large deviation technique with an appropriate scaling can be applied. The main
steps of our proof can be summarized as follows.
1. Proof of the inequality
log r∗e ≤ lim sup
a→+∞
lim sup
b→+∞
lim sup
T→+∞
sup
z: az∈E,
N<|z|≤bN
1
aT
log Paz
(|Za(T )| ≤ bN, |Za(s)| ≥ N, ∀ 0 ≤ s ≤ T )(4)
for N > 0 large enough. Paz(·) denotes here the conditional probability given that
Za(0) = z (or equivalently X(0) = az). If the order of the limits in a and T could
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be reversed, a large deviation upper bound would give directly a good estimate
of the right hand side of this inequality. Unfortunately, such an inversion of the
limits seems very difficult to prove : for this one should be able to perform large
deviation estimates simultaneously for all T large enough with the same large devi-
ation parameter a large enough. An alternative approach consists in sub-dividing
the interval [0, T ] on smaller disjoint intervals [ti−1, ti] is such a way that for every
of these intervals, the desired large deviation estimates can be performed with the
same parameter a large enough. For this we use the following preliminary results.
2. Some preliminary results and constructions. LetMN (t, x, y) denote the infimum
of the rate function I[0,t](φ) over all φ : [0, t]→ E such that φ(0) = x, φ(t) = y and
sup
0≤s≤t
|φ(s)| ≥ N.
Using the upper large deviation bound we show that for given ε > 0 and N > 0
there exists a finite set V (ε,N) ⊂ {(x, y) : |x| ≤ 2N, |y| ≤ 2N} and there are
strictly positive real numbers δ(x, y) and a(x, y) such that
{(x, y) : |x| ≤ 2N, |y| ≤ 2N} ⊂
⋃
(x,y)∈V (ε,N)
B(x, δ(x, y)) ×B(y, δ(x, y))
and for any (x, y) ∈ V (ε,N), for all a ≥ a(x, y), and for any z ∈ 1aE satisfying the
inequality |z − x| ≤ δ(x, y), the following inequalities hold
logPaz
(
sup
s∈[0,1]
|Za(s)| ≥ N and Za(1) ∈ B
(
y, δ(x, y)
)) ≤ −aMN(1, x, y) + aε
when MN (1, x, y) < +∞, and
logPaz
(
sup
s∈[0,1]
|Za(s)| ≥ N and Za(1) ∈ B
(
y, δ(x, y)
)) ≤ −aI∗0N/ε
when MN(1, x, y) = +∞. Here and throughout, B(x, δ) denotes the open ball
centered at x and having radius δ.
3. Change of scale. Using the above estimates and the identity Za(s) = tZat(s/t)
we conclude that for any (x, y) ∈ V (ε,N), for all σ > 0, a ≥ σa(x, y) and t ≥ 1/σ,
and for any z ∈ 1aE ∩ tB(x, δ(x, y)), the following inequalities hold
(5) logPaz
(
sup
s∈[0,t]
|Za(s)| ≥ Nt and Za(t) ∈ tB
(
y, δ(x, y)
))
≤ −aMN(t, tx, ty) + atε
when MN (t, tx, ty) < +∞, and
(6) logPaz
(
sup
s∈[0,t]
|Za(s)| ≥ Nt and Za(t) ∈ tB
(
y, δ(x, y)
)) ≤ −atI∗0N/ε
otherwise. These inequalities hold simultaneously for all (x, y) ∈ V (ε,N) and
t ≥ 1/2 when a > 2max(x,y)∈V (ε,N) a(x, y). Such a change of scale is a key point
of our proof.
4. Cluster expansion. For given ε > 0, N > 0 and T , and for every function
φ ∈ D([0, T ], E) with |φ(t)| ≥ N for all 0 ≤ t ≤ T and such that |φ(0)| ≤ 2TN and
ON THE SPECTRUM OF MARKOV SEMIGROUPSVIA SAMPLE PATH LARGE DEVIATIONS.7
|φ(T )| ≤ 2TN , we define a partition 0 = t0 < t1 < . . . < tn = T and a sequence(
(xi, yi) ∈ V (ε,N), i = 1, . . . , n
)
, as follows.
– If sup0≤t≤T |φ(t)| > NT we let n = 1 and we choose (x1, y1) ∈ V (ε,N)
such that φ(0) ∈ TB(x1, δ(x1, y1)) and φ(T ) ∈ TB(y1, δ(x1, y1)).
– Otherwise, we divide the interval [0, T ] in two intervals [0, T/2] and [T/2, T ]
and we restart our construction for the restriction of φ on each of them.
This algorithm terminates because |φ(t)| ≥ N for all 0 ≤ t ≤ T . The result-
ing sequence Γ(φ) =
(
(t1, x1, y1), . . . , (tn, xn, yn)
)
is called (T, ε,N)- cluster cor-
responding to φ (see section 6 for a more careful definition of (T, ε,N)- cluster).
In statistical physics, the notion of cluster is usually associated with a connected
graph. In our context, the cluster Γ(φ) is connected in the following sense :
φ(ti) ∈ (ti − ti−1)B(yi, δ(xi, yi)) ∩ (ti+1 − ti)B(xi+1, δ(xi+1, yi+1)) 6= ∅
for every 1 ≤ i ≤ n. For each cluster Γ = ((t1, x1, y1), . . . , (tn, xn, yn)) we consider
the quantity
χa(Γ) = sup
z
Paz
(
Γ(Za) = Γ
)
where the supremum is taken over all z ∈ 1aE ∩ t1B(x1, δ(x1, y1)). Using inequality
(4) we obtain
log r∗e ≤ lim sup
a→+∞
lim sup
b→+∞
lim sup
T→+∞
1
aT
log
(∑
Γ
χa(Γ)
)
where the summation is taken over all clusters Γ = ((t1, x1, y1), . . . , (tn, xn, yn)) for
which the sets t1B(x1, δ(x1, y1)∩B(0, bN) and (tn−tn−1)B(yn, δ(xn, yn)∩B(0, bN)
are non-empty.
4. Cluster estimates. We show that for given ε > 0, N > 0 and T ≥ 1, there are
at most (2|V (ε,N)|)2T clusters. For every cluster Γ = ((t1, x1, y1), . . . , (tn, xn, yn))
we obtain a good estimate of the quantity χa(Γ) by using the inequalities (5), (6)
with x = xi, y = yi and t = ti − ti−1 for every i = 1, . . . , n (see Lemma 6.5 below)
and we deduce from them the desired inequality log r∗e ≤ −I∗0 .
Our paper is organized as follows. Section 3 is devoted to general properties of
the quantities r∗ and r∗e . In section 4, the definition and some useful properties
of sample path large deviations are recalled and different representations of the
quantities I∗ and I∗0 are derived. Section 5 is devoted to the proof of Theorem 1.
Theorem 2 is proved in section 6. In section 7 we apply our results to calculate the
quantities r∗ and r∗e for two dimensional Jackson networks.
To simplify the notations, we consider continuous time Markov processes. For
discrete time Markov processes our results can be extended in a straightforward
way.
3. Some general properties
In this section, we recall general properties of the quantities r∗ and r∗e .
8 IRINA IGNATIOUK-ROBERT
3.1. Spectral radius. For r > 0 and for a real bounded measurable function ϕ on
E, the resolvent function is defined by
Rrϕ(x) =
∫ ∞
0
r−tP tϕ(x) dt
where P t denotes Markov semi-group corresponding to the process (X(t)) :
P tϕ(x) = Ex(ϕ(X(t)).
Recall that by definition, r∗ is the infimum of all those r > 0 for which the function
Rr1V is m-integrable on compact subsets of E for every compact set V ⊂ E.
It is clear moreover that r∗ is the infimum of all those r > 0 for which the function
Rrϕ is m-integrable on compact subsets of E for every non-negative continuous
function ϕ having a compact support.
The following property of the quantity r∗ immediately follows from the definition.
Proposition 3.1.
(7) log r∗ ≤ sup
W,V
lim sup
t→∞
sup
x∈W
1
t
logP t1V (x)
where the supremum supW,V is taken over all compact subsets W,V ⊂ E. Moreover,
if for a compact set V ⊂ E, there exists a compact set V ′ ⊂ E and there are real
numbers t > 0 and ε > 0 such that P s1V ′ ≥ ε1V for all 0 < s < t, then for any
compact subset W ⊂ E,
(8) log r∗ ≥ lim sup
t→∞
inf
x∈W
1
t
logP t1V (x).
Proof. Indeed, Relation (7) holds because by Fubini’s theorem
m(1WRr1V ) =
∫ ∞
0
r−tm(1WP
t1V (x) dt ≤ m(W )
∫ ∞
0
r−t sup
x∈W
P t1V (x) dt.
Suppose moreover that for a compact set V ⊂ E there are real numbers t > 0 and
ε > 0 and a compact set V ′ ⊂ E such that P s1V ′(x) ≥ ε for all 0 < s < t and
for all x ∈ V . Then for any increasing sequence of real positive numbers tn with
infn(tn+1 − tn) ≥ t, the following inequalities hold
m(1WRr1V ′) ≥
∑
n
∫ tn+t
tn
r−sm(1WP
s1V ′) ds
≥
∑
n
∫ t
0
r−tn−sm(1WP
tn1V P
s1V ′) ds
≥ ε
∑
n
r−tn m(1WP
tn1V )
∫ t
0
r−s ds.
The last inequality shows that for x ∈W , m(1WRr1V ′) = +∞ whenever
0 < r < lim sup
n
1
tn
logm(1WP
tn1V )
and consequently, Inequality (8) is verified. 
The following proposition shows that for a large class of Markov processes, the
quantity r∗ can be represented in terms of r-superharmonic functions.
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Definition 3.1. A measurable function f : E → R+ is called r-superharmonic with
r > 0 if the inequality P tf ≤ rtf holds for all t ∈ R+. We say that a function f is
locally m-integrable on E if it is m-integrable on the compact subsets of E.
Proposition 3.2. Suppose that there exists a non-negative continuous function ϕ0
on E having a compact support such that for every t > 0 the function P tϕ0 is
continuous on E and for every x ∈ E there exists t > 0 such that P tϕ0(x) > 0.
Then r∗ is the infimum of all those r > 0 for which there exists a non-negative
locally m-integrable r-superharmonic function f with infx∈W f(x) > 0 for every
compact subset W ⊂ E.
Proof. Indeed, for r > r∗, the function Rrϕ0 is non-negative locally m-integrable
and r-superharmonic. Moreover, the sample paths of the Markov process (X(t))
being right continuous, the mapping t → P tϕ0(x) is right continuous and hence,
under the hypotheses of our proposition, Rrϕ0(x) > 0 for every x ∈ E. Finally, by
Fatou’s lemma, the function Rrϕ0 is lower semi-continuous on E and consequently,
for any compact set W ⊂ E,
inf
x∈W
Rrϕ0(x) > 0.
Conversely, suppose that for r > 0 there exists a non-negative locally m-integrable
r-superharmonic function f such that infx∈W f(x) > 0 for every compact subset
W ⊂ E. Then for every compact set W ⊂ E, and for any t > 0 and x ∈W ,
P t1W (x) inf
y∈W
f(y) ≤ P tf(x) ≤ rtf(x).
¿ From this it follows that for any r′ > r, the function Rr′1W is locallym-integrable
and consequently, r∗ ≤ r. Proposition 3.2 is therefore verified. 
3.2. Essential spectral radius. Recall that by definition, the quantity r∗e is the
infimum over all those r > 0 for which there is a compact set K ⊂ E, such that the
the truncated resolvent function
(9) RK,r1W (x) =
∫ ∞
0
r−tPx(X(t) ∈W, τ(K) > t) dt
is m-integrable on the compact subsets of E \K for every compact set W ⊂ E \K.
Proposition 3.3.
(10) log r∗e ≤ inf
K
sup
W,V⊂E\K
lim sup
t→∞
sup
x∈W
1
t
logPx(X(t) ∈ V, τ(K) > t)
where the infimum is taken over all compact subsets K ⊂ E and the supremum
is taken over all compact subsets W,V ⊂ E \ K. Suppose moreover that for any
compact subset K ⊂ E there are compact sets VK , V ′K ⊂ E \K and there is a real
number t > 0 such that
inf
0<s≤t
inf
x∈VK
Px(X(s) ∈ V ′K , τ(K) > t) > 0.
Then
(11) log r∗e ≥ inf
K
sup
W⊂E\K
lim sup
t→∞
inf
x∈W
1
t
logPx(X(t) ∈ VK , τ(K) > t)
where the infimum infK is taken over all compact subsets K ⊂ E and the supremum
is taken over all compact subsets W ⊂ E \K.
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Proof. Indeed, let r∗K be the infimum over all those r > 0 for which the function (9)
is m-integrable on the compact subsets of E \K for every compact set W ⊂ E \K.
Using the same arguments as for the proof of Proposition 3.1 we obtain that for
every compact set K ⊂ E,
log r∗K ≤ sup
W,V⊂E\K
lim sup
t→∞
sup
x∈W
1
t
logPx(X(t) ∈ V, τ(K) > t)
and moreover, for compact subsets W,V ⊂ E \K,
log r∗K ≥ lim sup
t→∞
inf
x∈W
1
t
logPx(X(t) ∈ VK , τ(K) > t)
if there are a compact set V ′ ⊂ E \K and a real numbers t > 0 such that
inf
0<s≤t
inf
x∈V
Px(X(s) ∈ V ′, τ(K) > s) > 0.
Using relation r∗e = infK r
∗
K , this proves Proposition 3.3. 
The next proposition describes the quantity r∗e in terms of Lyapunov functions
which are superharmonic outside of compact sets.
Definition 3.2. A measurable function f : E → R+ is called r-superharmonic
outside of a compact set K ⊂ E with r > 0 if the inequality
Ex(f(X(t)); τ(K) > t) ≤ rtf(x)
holds for all x ∈ E \K and for all t ∈ R+.
Proposition 3.4. Suppose that there exists an increasing sequence of open rela-
tively compact sets Un ⊂ E such that ∪nUn = E and let for every n ∈ N there exist
a non-negative continuous function ϕn on E having a compact support in E \ Un
such that for every t > 0 the function x→ Ex(ϕn(X(t)); τ(Un) > t) is continuous
on E \ Un and for every x ∈ E \ Un there exists t > 0 such that
Ex(ϕn(X(t)); τ(Un) > t) > 0.
Then r∗e is the infimum of all those r > 0 for which there exists a compact set K ⊂ E
and a non-negative locally m-integrable r-superharmonic outside of K function f
with infx∈W f(x) > 0 for every compact subset W ⊂ E \K.
Proof. Given a compact subset K ⊂ E, let r∗K be the infimum over all those r > 0
for which the function (9) is m-integrable on the compact subsets of E \ K for
every compact set W ⊂ E \ K, and let ρK be the infimum of all those r > 0 for
which there exists a non-negative locally m-integrable r-superharmonic outside of
K function f with infx∈W f(x) > 0 for every compact subsetW ⊂ E\K. The same
arguments as in the proof of Proposition 3.2 show that for Kn = Un, r
∗
Kn
= ρKn
for every n ∈ N. The quantities r∗K and ρK being decreasing with respect to K,
this implies that
r∗e = infn
r∗Kn = infn
ρ∗Kn = infK
ρK
where the last infimum is taken over all compact subsets K ⊂ E. Proposition 3.4
is therefore proved. 
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Definition 3.3. Let σ∗e denote the infimum over all those r > 0 for which there is
a compact set K ⊂ E such that the function
(12) x→
∫ +∞
0
r−t Px(τ(K) > t) dt
is m-integrable on the compact subsets of E \K.
The following proposition represents the number σ∗e in terms of Lyapunov func-
tions.
Proposition 3.5. σ∗e is the infimum of all those r > 0 for which there exists
a compact set K ⊂ E and a non-negative locally m-integrable r-superharmonic
outside of K function f with infx∈E\K f(x) > 0.
Proof. Suppose that for rˆ > 0, there is a non-negative rˆ-superharmonic outside of
K function f which is m-integrable on the compact subsets of E \K and such that
infx∈E\K f(x) > 0. Then for any t > 0, and for any x ∈ E \K,
Px(τ(K) > t)× inf
y∈E\K
f(y) ≤ Ex(f(X(t); τ(K) > t) ≤ rˆtf(x).
For any r > rˆ, the function (12) is therefore m-integrable on the compact subsets of
E \K and consequently, rˆ ≥ σ∗e . The function (12) being r-superharmonic outside
of K, this proves Proposition 3.5. 
The next proposition shows that for a large class of recurrent Markov processes,
the quantities r∗e and σ
∗
e are equal.
Proposition 3.6. Suppose that the hypotheses of Proposition 3.4 are satisfied and
let for every n > 0, and τ(Un+1) < τ(Un) < +∞, Px-almost surely for every
x ∈ E \ Un+1. Then r∗e = σ∗e .
Proof. If for r > 0 there is a compact set K ⊂ E such that the function (12) is
m-integrable on the compact subsets of E \K, then for every compact set W ⊂ E,
the function (9) is m-integrable on the compact subsets of E \ K and therefore,
σ∗e ≥ r∗e .
Let us prove that σ∗e ≤ r∗e . Because of Proposition 3.5, it is sufficient to show
that for any r > r∗e there is n ∈ N and a non-negative r-superharmonic outside of
Kn = Un function f which is m-integrable on the compact subsets of E \Kn and
such that infx∈E\Kn f(x) > 0. It is sufficient moreover to consider the case when
r∗e < r < 1 because for r ≥ 1, the function f ≡ 1 is r-superharmonic.
Given a compact subset K ⊂ E, let r∗K be the infimum over all those r > 0 for
which the function (9) is m-integrable on the compact subsets of E \K for every
compact set W ⊂ E \K. The quantity r∗K being decreasing with respect to K,
r∗e = infn
r∗Kn .
Given r∗e < r < 1 let us choose k ∈ N such that r > r∗Kk and let n > k be such that
Kk ⊂ Un−1. Under the hypotheses of Proposition 3.4 the function
f(x) =
∫ +∞
0
r−tEx(ϕk(X(t)); τ(Kk) > t) dt
is m-integrable on the compact subsets of E \Kk and r-superharmonic outside of
Kk. Moreover the same arguments as for the proof of Proposition 3.2 show that
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for any compact subset W ⊂ E \Kk, there is ε(W ) > 0 such that
inf
x∈W
f(x) ≥ ε(W ).
Consider a compact setWn = Kn \Un−1. Using strong Markov property, we obtain
inf
x∈E\Kn
f(x) ≥ inf
x∈E\Kn
∫ +∞
0
r−tEx
(
ϕk(X(t)); τ(Kk) > t ≥ τ(Wn)
)
dt
= inf
x∈E\Kn
Ex
(
r−τ(Wn)f(X(τ(Wn))); τ(Kk) > τ(Wn)
)
≥ ε(Wn) inf
x∈E\Kn
Px
(
τ(Kk) > τ(Wn)
)
= ε(Wn)
The last equality holds here because under the hypotheses of our proposition, for all
x ∈ E \Kn, Px-almost surely τ(Kn) = τ(Wn) < τ(Kn−1) < τ(Kk). The function f
being m-integrable on the compact subsets of E \Kn and r-superharmonic outside
of Kn the last relation shows that σ
∗
e ≤ r. Letting finally r → r∗e we conclude that
σ∗e ≤ r∗e . The equality σ∗e = r∗e is therefore proved. 
4. Sample path large deviations
4.1. Definitions and general properties. Let D([0, T ],Rd) denote the set of all
right continuous with left limits functions from [0, T ] to Rd endowed with Skorohod
metric dS(·, ·). Recall that Skorohod metric dS(φ, ψ) is defined as the infimum of
those positive ε for which there exists a strictly increasing continuous mapping λ
from [0, T ] onto itself satisfying inequalities
sup
t>s
∣∣∣∣log λ(t) − λ(s)t− s
∣∣∣∣ ≤ ε and sup
t
|φ(t)− ψ(λ(t))| ≤ ε
where the metric is induced by the Euclidean norm | · | on Rd.
The space D([0, T ],Rd) endowed with Skorohod metric is complete. A sequence
φn ∈ D([0, T ],Rd) converges to a limit φ ∈ D([0, T ],Rd) in the Skorohod metric if
and only if there exist strictly increasing continuous mappings λn : [0, T ] → [0, T ]
such that λn(0) = 0, λn(T ) = T , λn(t) → t as n → ∞ uniformly in t ∈ [0, T ]
and φn ◦ λn(t) → φ(t) as n → ∞ uniformly in t ∈ [0, T ]. When φ is continuous
on [0, T ], Skorohod convergence φn → φ implies uniform convergence. For non-
continuous φ, Skorohod convergence φn → φ implies φn(0)→ φ(0), φn(T )→ φ(T )
and φn(t) → φ(t) for continuity points t ∈ [0, T ] of φ. For more details about
Skorohod metric, we refer the reader to Billingsley [2].
We consider a Markov process (X(t)) on E ⊂ Rd. The trajectories of the Markov
process X(t) are assumed to be almost surely right continuous and to have left
limits.
Definition 4.1. 1) A mapping I[0,T ] : D([0, T ],R
d) → [0,+∞] is a good rate
function on D([0, T ],Rd) if for any c > 0 and for any compact set V ⊂ Rd, the set
{ϕ ∈ D([0, T ],Rd) : φ(0) ∈ V and I[0,T ](ϕ) ≤ c}
is compact in D([0, T ],Rd). According to this definition, a good rate function is
lower semi-continuous.
2) The family of scaled Markov processes
(Za(t), t ∈ [0, T ]) def.= (X(at)/a, t ∈ [0, T ])
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is said to satisfy sample path large deviation principle in D([0, T ],Rd) with a rate
function I[0,T ] if for any x ∈ Rd
(13) lim
ε→0
lim inf
a→∞
inf
y:|y−x|<ε
1
a
logPay (Za(·) ∈ O) ≥ − inf
φ∈O:φ(0)=x
I[0,T ](φ),
for every open set O ⊂ D([0, T ],Rd), and
(14) lim
ε→0
lim sup
a→∞
sup
y:|y−x|<ε
1
a
logPay (Za(·) ∈ F ) ≤ − inf
φ∈F :φ(0)=x
I[0,T ](φ).
for every closed set F ⊂ D([0, T ],Rd).
Pay denotes here and throughout a conditional probability given that Za(0) = y
(or equivalently X(0) = ay), the infimum at the left hand side of the inequality
(13) and the supremum at the left hand side of the inequality (14) are taken over
all y ∈ 1aE satisfying the inequality |x− y| < ε.
We refer to sample path large deviation principle as SPLD principle. Inequalities
(13) and (14) are referred as lower and upper SPLD bounds respectively.
The following statement is a consequence of contraction principle (see Dembo
and Zeitouni [4]) and the identity Za(t) = TZaT (t/T ).
Proposition 4.1. Suppose that the family of scaled processes Za(t) satisfies SPLD
principle in D([0, 1],Rd) with a good rate functions I[0,1]. Then for any T > 0,
this family of processes satisfies SPLD principle in D([0, T ],Rd) with the good rate
functions
(15) I[0,T ](φ) = TI[0,1](GTφ)
where GT denotes a mapping from D([0, T ],R
d) to D([0, 1],Rd) defined by
GTφ(t) = φ(T t)/T, t ∈ [0, 1].
When the SPLD principle holds, the corresponding rate function is unique and
hence, under the hypotheses (A), relation (15) is satisfied. A good rate function
satisfies moreover the following properties.
Lemma 4.1. For any closed set F ⊂ D([0, T ],Rd), the mapping
(16) (x, y)→ inf
φ∈F : φ(0)=x,
φ(T )=y
I[0,T ](φ)
is lower semi-continuous on R2d.
Proof. Indeed, for any c > 0 and for any compact set V ⊂ Rd,
(17) {(x, y) ∈ V × Rd : inf
φ∈F : φ(0)=x,
φ(T )=y
I[0,T ](φ) ≤ c} =
⋂
n
ξ(Kn)
where Kn = {φ ∈ F : φ(0) ∈ V, I[0,T ](φ) ≤ c + 1/n} and the mapping ξ :
D([0, T ],Rd) → R2 is defined by ξ(φ) = (φ(0), φ(T )). The sets Kn being compact
and the mapping ξ being continuous, the sets ξ(Kn) are compact. This proves
that the set (17) is also compact and consequently, the mapping (16) is lower semi-
continuous. 
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4.2. Different representations of the quantities I∗ and I∗0 . Throughout this
section, I[0,T ] denotes a good rate function on D([0, T ],R
d) satisfying Assump-
tion (A) and Relation (15). Recall that E denotes the set of all possible limits
lima→∞ xa/a with xa ∈ E. According to Assumption (A),
– the set E \ {0} is convex and non-empty;
– the rate function I[0,T ] has an integral form : there is a local rate function
L : E × Rd → R+ such that
I[0,T ](φ) =
∫ T
0
L(φ(t), φ˙(t)) dt
if the function φ : [0, 1] → E is absolutely continuous, and I[0,1](φ) = +∞
otherwise.
– there is a convex function l2 on R
d that is finite in a neighborhood of zero
and such that L(x, v) ≤ l2(v) for all x ∈ E and for all v ∈ Rd.
Here and throughout, for x, y ∈ E and t > 0, I(t, x, y) denotes the infimum of the
rate function I[0,t](φ) over all continuous functions φ : [0, t] → E with φ(0) = x
and φ(t) = y, I0(t, x, y) denotes the infimum of the rate function I[0,t](φ) over all
continuous functions φ : [0, t] → E such that φ(0) = x, φ(t) = y and φ(s) 6= 0 for
all s ∈]0, t[, and Iˆ(t, x, y) is the infimum of the rate function I[0,t](φ) over all those
φ : [0, t] → E for which φ(0) = x, φ(t) = y and the set {s ∈ [0, t] : φ(s) = 0} has
Lebesgue measure zero. By definition,
I∗ = I(1, 0, 0) and I∗0 = Iˆ(1, 0, 0).
Remark 1. Because of Relation (15), for any x, y ∈ E and t > 0,
(18) I(t, tx, ty) = tI(1, x, y), Iˆ(t, tx, ty) = tIˆ(1, x, y),
and
(19) I0(t, tx, ty) = tI0(1, x, y).
Remark 2. The integral representation of the rate function implies that for any
φ ∈ D([0, T ],Rd) and 0 < t < T ,
(20) I[0,T ](φ) = I[0,t](φ) + I[t,T ](φ)
where I[t,T ](φ) = I[0,T−t](φ(t+ ·)). From this it follows that for any x, y, z ∈ E ,
I(T, x, y) ≤ I(t, x, z) + I(T − t, z, y) and Iˆ(T, x, y) ≤ Iˆ(t, x, z) + Iˆ(T − t, z, y).
Moreover, for z 6= 0,
I0(T, x, y) ≤ I0(t, x, z) + I0(T − t, z, y).
Remark 3. Since the function l2 is convex and finite in a neighborhood of zero,
there are c > 0 and C > 0 such that l2(v) ≤ C for all v ∈ Rd with |v| ≤ c. Hence,
for φ(t) = x+ t(y − x) with x, y ∈ E such that |x− y| ≤ c,
I(1, x, y) ≤ Iˆ(1, x, y) ≤ I0(1, x, y) ≤ I[0,1](φ) ≤ l2(y − x) ≤ C.
Using Relations (18) and (19) this implies that
(21) I(t, x, y) ≤ Iˆ(t, x, y) ≤ I0(t, x, y) ≤ Ct
for all x, y ∈ E and for all t > |y − x|/c.
Using Relations (19) and (20) we obtain the following statement.
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Lemma 4.2. For any continuous function φ : [0, T ]→ E with φ(0) = φ(T ) = 0,
(22) I[0,T ](φ) ≥ I[0,T ](0)
and
(23) I[0,T ](φ) ≥ I0(1, 0, 0)mes{t ∈ [0, T ] : φ(t) 6= 0}
where mes{t ∈ [0, T ] : φ(t) 6= 0} denotes Lebesgue measure of the set {t ∈ [0, T ] :
φ(t) 6= 0}.
Proof. Indeed, given a continuous function φ : [0, T ] → E with φ(0) = φ(T ) = 0,
consider a sequence of functions φn : [0, T ]→ E defined by φn(t+ k/n) = φ(nt)/n
for all t ∈ [0, T/n] and for all k = 0, . . . , n. It is clear that φn → 0 as n → ∞
uniformly on [0, T ]. The rate function I[0,T ](·) being lower semi-continuous, this
implies that
lim inf
n→∞
I[0,T ](φn) ≥ I[0,T ](0)
because uniform convergence implies Skorohod convergence. Relations (15) and
(20) show that I[0,T ](φn) = nI[0,T/n](φn) = I[0,T ](φ) and hence, the last inequality
proves relation (22).
Furthermore, for such a function φ, the set {t ∈]0, T [: φ(t) 6= 0} is a union of
countable family of open disjoint intervals ]ti, t
′
i[⊂ [0, T ], i ∈ N. Using relation (20)
we obtain
I[0,T ](φ) ≥
∑
i
I[ti,t′i](φ) ≥
∑
i
I0(t
′
i − ti, 0, 0) = I0(1, 0, 0)
∑
i
(t′i − ti)
where the second relation holds because for every i, φ(ti) = φ(t
′
i) = 0 and φ(t) 6= 0
for all t ∈]ti, t′i[, and the third relation follows from relation (15). The last relation
proves inequality (23). 
The following proposition gives several equivalent representations of I∗ and I∗0 .
Proposition 4.2. 1) For any x, y ∈ E and T > 0,
(24) I∗ = I[0,1](0) = lim sup
t→+∞
I(t, x, y)/t = inf
φ(0)=φ(T )
I[0,T ](φ)/T
where the infimum is taken over all continuous functions φ : [0, T ]→ E with φ(0) =
φ(T ), and
I∗0 = I0(1, 0, 0) = lim sup
t→+∞
I0(t, x, y)/t = lim sup
t→+∞
Iˆ(t, x, y)/t
= inf
φ(0)=φ(T ),
φ(t) 6=0, ∀ 0<t<T
I[0,T ](φ)/T(25)
where the infimum is taken over all continuous functions φ : [0, T ]→ E with φ(0) =
φ(T ) such that φ(t) 6= 0 for all 0 < t < T .
Proof. The equalities I∗ = I[0,1](0) and I
∗
0 = I0(1, 0, 0) hold because of Lemma 4.1.
Furthermore, Relation (21) and the inequality
I(t1 + t2 + t, x, y) ≤ I(t1, x, x′) + I(t, x, y) + I(t2, y′, y)
show that the limits lim inf t→∞ I(t, x, y)/t and lim supt→∞ I(t, x, y)/t do not
depend on x, y ∈ E . Since by (18), I(t, 0, 0) = tI(1, 0, 0) = I∗, we conclude that for
any x, y ∈ E
I(t, x, y)/t→ I(1, 0, 0) as t→∞.
16 IRINA IGNATIOUK-ROBERT
Moreover, Relation (20) shows that I(nT, x, x) ≤ nI(T, x, x) for all x ∈ E , T > 0
and n ∈ N and consequently,
1
T
I(T, x, x) ≥ lim
n→+∞
1
nT
I(nT, x, x) = I∗.
The last relation combined with the inequality
I∗ = I(T, 0, 0)/T ≥ inf
x∈E
I(T, x, x)/T = inf
φ(0)=φ(T )
I[0,T ](φ)/T
proves that
I∗ = inf
x∈E
I(T, x, x)/T = inf
φ(0)=φ(T )
I[0,T ](φ)/T.
Relation (24) is therefore proved. The same arguments show that for all x ∈ E and
T > 0
I∗0 = lim sup
t→+∞
Iˆ(t, x, y)/t = inf
φ(0)=φ(T ),
mes{t:φ(t)=0}=0
I[0,T ](φ)/T
where the infimum is taken over all continuous functions φ : [0, T ] → E with
φ(0) = φ(T ) for which the set {t : φ(t) = 0} has Lebesgue measure zero, that
the limits l = lim inft→+∞ I0(t, x, y)/t, l1 = lim inft→+∞ I0(t, 0, y)/t and l2 =
lim inft→+∞ I0(t, x, 0)/t do not depend on x, y ∈ E \ {0} and that for every T > 0,
I0(1, 0, 0) = I0(T, 0, 0)/T = lim
t→+∞
I0(t, 0, 0)/t
≤ li ≤ l ≤ inf
x 6=0
I0(T, x, x)/T = inf
φ(0)=φ(T ) 6=0,
φ(t) 6=0,∀t∈]0,T [
I[0,T ](φ)/T, i = 1, 2.
Hence, to complete the proof of Relation (25) it is sufficient to show that the
infimum at the right hand side of the above relation does not exceed I0(T, 0, 0)/T ,
or equivalently that
(26) I[0,T ](φ) ≥ inf
x 6=0
I0(T, x, x).
for any continuous function φ : [0, T ] → E with φ(0) = φ(T ) = 0 and φ(t) 6= 0
for all t ∈]0, T [. For such a function φ, for every 0 < δ < T/2 there is a function
ψδ : [0, tδ]→ E with tδ = |φ(T − δ) − φ(δ)|/c, ψδ(0) = φ(T − δ) and ψδ(tδ) = φ(δ)
such that ψδ(t) 6= 0 for all t ∈ [0, tδ] and I[0,tδ ](ψδ) ≤ Ctδ (see Remark 3). Define the
function φδ by setting φδ(t) = φ(t+ δ) for t ∈ [0, T − 2δ] and φδ(t) = ψδ(t−T +2δ)
for t ∈ [T − 2δ, T − 2δ + tδ]. Then, using relation (20), we get
I[0,T−2δ+tδ ](φδ) = I[0,tδ ](ψδ) + I[δ,T−δ](φ) ≤ Ctδ + I[0,T ](φ)
and using relation (19) it follows that
I[0,T−2δ+tδ ](φδ) ≥ I0(T − 2δ + tδ, φ(δ), φ(δ))
≥ inf
x 6=0
I0(T − 2δ + tδ, x, x) = 1
T
(T − 2δ + tδ) inf
x 6=0
I0(T, x, x).
This proves that
I[0,T ](φ) ≥ 1
T
(T − 2δ + tδ) inf
x 6=0
I0(T, x, x)− Ctδ.
Letting at the last inequality δ → 0 we obtain Relation (26).

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5. Proof of Theorem 1.
Recall that I(t, x, y) denotes the infimum of the rate functions I[0,t](φ) over all
continuous functions φ : [0, t]→ E , with φ(0) = x and φ(t) = y. By Proposition 4.2,
I∗ = I[0,1](0) = lim sup
t→+∞
I(t, x, y)/t = inf
φ(0)=φ(T )
I[0,T ](φ)/T
where the infimum is taken over all continuous functions φ : [0, T ]→ E with φ(0) =
φ(T ). To complete the proof of Theorem 1 it is sufficient therefore to show that
log r∗ = −I∗.
To prove the upper bound
(27) log r∗ ≤ −I∗.
we use Proposition 3.1 and the SPLD upper bound. The SPLD upper bound implies
that for all compact sets V,W ∈ K,
lim sup
t→∞
sup
x∈W
1
t
logP t1V (x) ≤ lim
δ→0
lim
ε→0
lim sup
a→∞
1
a
log sup
x:|x|<ε
Pax
(|Za(1)| ≤ δ)
≤ − lim
δ→0
inf
φ(0)=0, |φ(1)|≤δ
I[0,1](φ)
where the infimum is taken over all continuous functions φ : [0, 1]→ E with φ(0) = 0
and |φ(1)| ≤ δ. The right hand side of the last inequality equals
− lim
δ→0
inf
y: |y|≤δ
I(1, 0, y).
The mapping (x, y)→ I(1, x, y) being lower semi-continuous (see Lemma 4.1), using
Proposition 3.1 we conclude that
log r∗ ≤ sup
W,V
lim sup
t→∞
sup
x∈W
1
t
logP t1V (x) ≤ −I(1, 0, 0) = −I∗.
Inequality (27) is therefore proved.
To prove the lower bound log r∗ ≥ −I∗ we use Relation (8) of Proposition 3.1
and the SPLD lower bound. The hypotheses of Proposition 3.1 are satisfied for
every compact set V ⊂ E with t = a and V ′ = V ′aδ = {x ∈ E : |x| ≤ aδ} for δ > 0
and for a > 0 large enough because
inf
0<s<a
inf
y∈V
P s1V ′(y) ≥ inf
y:|y|<ε
Pay
(‖Za(s)‖∞ < δ)
if V ⊂ {x : |x| < aε}, and because by the SPLD lower bound,
lim
ε→0
lim inf
a→∞
inf
y:|y|<ε
1
a
logPay
(‖Za(s)‖∞ < δ) ≥ − inf
φ:φ(0)=0,‖φ‖∞<δ
I[0,T ](φ)
≥ −I[0,1](0) ≥ −l2(0) > −∞.
Using Relation (8) with W = V = {x ∈ E : |x| ≤ aε} and letting a → +∞, we
obtain
log r∗ ≥ lim inf
a→∞
lim inf
n→∞
1
an
inf
|x|≤ε
logPax
(|Za(n)| < ε).
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Hence, by Markov property,
log r∗ ≥ lim inf
a→∞
lim inf
n→+∞
inf
|x|<ε
1
an
logPax
(|Za(k)| < ε, ∀ 1 ≤ k ≤ n)
≥ lim inf
a→∞
inf
|x|<ε
1
a
logPax
(|Za(1)| < ε).(28)
Furthermore, SPLD lower bound proves that for any σ > 0 and for any x ∈ Rd,
there exist δ(x) > 0 and a(x) > 0 such that for all a ≥ a(x) and for all x′ ∈ 1aE
satisfying inequality |x′ − x| < δ(x),
1
a
logPax′ (|Za(1)| < ε) ≥ − inf
φ: φ(0)=x,|φ(T )|<ε
I[0,T ](φ) − σ
≥ − inf
y:|y|<ε
I(1, x, y)− σ ≥ −I(1, x, 0)− σ.
Recall that E ⊂ E and consequently, 1aE ⊂ E . The set {x ∈ E : |x| ≤ ε} being
compact, there are x1, . . . , xn ∈ {x ∈ E : |x| ≤ ε} such that
{x ∈ E : |x| ≤ ε} ⊂
n⋃
i=1
{x′ : |x′ − xi| < δ(xi)}.
For a ≥ max{a(x1), . . . , a(xn)}, we obtain therefore
inf
x∈ 1
a
E:|x|<ε
1
a
logPax (|Za(1)| < ε) ≥ −max
i
I(1, xi, 0)− σ ≥ − sup
x:|x|≤ε
I(1, x, 0)− σ.
The last relation combined with Inequality (28) proves that
(29) log r∗ ≥ − sup
x:|x|≤ε
I(1, x, 0).
Finally, Relations (18) and (20) show that for any 0 < t < 1,
I(1, x, 0) ≤ I(t, x, 0) + I(1− t, 0, 0) = I(t, x, 0) + (1− t)I(1, 0, 0) ≤ I(t, x, 0) + I∗
and consequently, for t = ε/c, using Inequality (21) it follows that
log r∗ ≥ − sup
x:|x|≤ε
I(1, x, 0) ≥ − sup
x:|x|≤ε
I(ε/c, x, 0) − I∗ = −Cε/c − I∗.
Letting at the last inequality ε → 0, we conclude log r∗ ≥ −I∗. The inequality
log r∗ ≥ −I∗ combined with (27) proves that log r∗ = −I∗.
6. Proof of Theorem 2
Recall that for x, y ∈ Rd and t > 0, Iˆ(t, x, y) denotes the infimum of I[0,t](φ)
over all continuous functions φ : [0, t]→ E with φ(0) = x, φ(t) = y for which the set
{s ∈ [0, t] : φ(s) = 0} has Lebesgue measure zero. I0(t, x, y) denotes the infimum
of I[0,t](φ) over all continuous functions φ : [0, t]→ E such that φ(0) = x, φ(t) = y
and φ(s) 6= 0 for all 0 < s < t. By Proposition 4.2,
I∗0 = I0(1, 0, 0) = lim sup
t→+∞
I0(t, x, y)/t = lim sup
t→+∞
Iˆ(t, x, y)/t(30)
= inf
φ(0)=φ(T ),
φ(t) 6=0, ∀ 0<t<T
I[0,T ](φ)/T
where the infimum is taken over all continuous functions φ : [0, T ]→ E with φ(0) =
φ(T ) such that φ(t) 6= 0 for all 0 < t < T .
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To prove Theorem 2 it is sufficient therefore to show that log r∗e = −I∗e .
6.1. Lower bound log r∗e ≥ −I∗0 . The proof of this inequality uses Relation (11)
of Proposition 3.3 and SPLD lower bound. We begin our proof with the following
lemma.
Lemma 6.1. Under the hypotheses (A), for any compact subset K ⊂ E, for any
x ∈ E \ {0}, and for any δ > ε > 0 such that |x| > δ, the inequality
(31) inf
0<s≤t
inf
x∈VK
Px(X(s) ∈ V ′K , τ(K) > s) > 0.
holds with VK = {y ∈ E : |ax− y| ≤ aε} and V ′K = {y ∈ E : |ax− y| ≤ aδ} for all
a > 0 large enough.
Proof. Let x ∈ E \ {0}, σ > 0 and δ > ε > 0 be such that |x| > δ + σ. For a
compact subset K ⊂ E are is aK > 0 such that for a > aK , K ⊂ {y : |y| < aσ}.
For VK = {y ∈ E : |ax− y| ≤ aε} and V ′K = {y ∈ E : |ax− y| ≤ aδ},
(32) inf
0<s≤a
inf
x∈VK
Px(X(s) ∈ V ′K , τ(K) > s) ≥
inf
y:|y−x|<ε
Pay
(
sup
0≤s≤1
|Za(s)− x| < δ
)
for all a > aK . Moreover because of SPLD lower bound and Assumption (a3),
lim
ε→0
lim inf
a→∞
inf
y:|y−x|<ε
1
a
log Pay
(
sup
0≤s≤1
|Za(s)− x| < δ
)
≥ −I[0,1](φ)
≥ −l2(0) > −∞
where φ(t) ≡ x. The last inequality shows that for any ε > 0 small enough, there is
aε > aK such that for every a > aε, the right hand side of Inequality (32) is strictly
positive and hence, Inequality (31) holds. 
Because of Lemma 6.1 and Proposition 3.3, Relation (11) holds for any compact
set K ⊂ E with VK = {y ∈ E : |ax− y| ≤ aε} for any 0 < ε < |x| and for all a > 0
large enough. Using this relation together with Markov property we obtain
log r∗e ≥ inf
K
lim sup
t→∞
inf
x∈VK
1
t
logPx(X(t) ∈ VK , τ(K) > t)
≥ lim inf
a→+∞
lim inf
n→∞
inf
y:|y−x|≤ε
1
anT
logPay
(
|Za(nT )− x| < ε, inf
s∈[0,nT ]
|Za(s)| > σ
)
≥ lim inf
a→+∞
lim
n→∞
inf
y:|y−x|≤ε
1
anT
logPay
(
max
k≤n
|Za(kT )− x| < ε, inf
s∈[0,nT ]
|Za(s)| > σ
)
≥ lim inf
a→∞
inf
y:|y−x|≤ε
1
aT
logPay
(
|Za(T )− x| < ε, inf
s∈[0,T ]
|Za(s)| > σ
)
for any T > 0. The last inequality combined with the SPLD lower bound, the
same arguments as in the proof of Theorem 1 (see the proof of inequality (28)) and
Relation (20) show that for any T > 1,
log r∗e ≥ − sup
y∈E:|x−y|≤ε
Iσ(T, y, x)/T
≥ − sup
y∈E:|x−y|≤ε
Iσ(1, y, x)/T − Iσ(T − 1, x, x)/T(33)
20 IRINA IGNATIOUK-ROBERT
where Iσ(t, x, y) denotes the infimum of the rate function I[0,t](φ) over all those
φ ∈ D([0, t], E) for which φ(0) = y, φ(t) = x and |φ(s)| > σ for all s ∈ [0, t].
Moreover, letting φy(t) = y + (x− y)t we get
|φy(t)| ≥ |x| − |φy(t)− x| ≥ |x| − ε > σ
for all t ∈ [0, 1] and consequently, by Assumption (A),
Iσ(1, y, x) ≤ I[0,1](φy) =
∫ 1
0
L(φy(t), φ˙y(t)) dt ≤ l2(y − x).
Using this relation for the right hand side of Inequality (33) and letting σ → 0 we
obtain
log r∗e ≥ − sup
v:|v|≤ε
l2(v)/T − I0(T − 1, x, x)/T.
The function l2 being finite in a neighborhood of zero, this implies that
log r∗e ≥ − lim sup
T→∞
I0(T − 1, x, x)/T.
The last inequality combined with Relation (30) proves that log r∗e ≥ −I∗0 .
6.2. Upper bound log r∗e ≤ −I∗0 . To prove this relation we use Proposition 3.3
and the SPLD upper bound. Because of Proposition 3.3, for any N > 0,
(34) log r∗e ≤ lim sup
a→+∞
lim
b→+∞
lim sup
T→+∞
sup
N<|z|≤bN
1
aT
logPaz
(|Za(T )| ≤ bN, |Za(s)| ≥ N, ∀ 0 ≤ s ≤ T ).
To estimate the right hand side of this inequality, we use cluster expansion method
and SPLD upper bound. Before to introduce the notion of clusters, we consider
the following preliminary results.
For x, y ∈ E and t > 0, let MN (t, x, y) denote the infimum of the rate function
I[0,t](φ) aver all functions φ ∈ D([0, t], E) such that φ(0) = x, φ(t) = y and
sup
0≤s≤t
|φ(s)| ≥ Nt.
Lemma 6.2. For x, y ∈ E and N > 0,
(35) lim
δ→0
lim sup
a→∞
sup
z∈B(x,δ)
1
a
logPaz
(
sup
s∈[0,1]
|Za(s)| ≥ N and Za(1) ∈ B(y, δ)
)
≤ −MN(1, x, y).
Proof. Using SPLD upper bound it follows that for any x, y ∈ E and for any σ > 0,
lim
δ→0
lim sup
a→∞
sup
z∈B(x,δ)
1
a
logPaz
(
sup
s∈[0,1]
|Za(s)| ≥ N and Za(1) ∈ B(y, δ)
)
≤ lim
δ→0
lim sup
a→∞
sup
z∈B(x,δ)
1
a
logPaz
(
sup
s∈[0,1]
|Za(s)| ≥ N and Za(1) ∈ B(y, σ)
)
≤ − inf
y′∈B(y,σ)
MN (1, x, y
′).
By Lemma 4.1, the mapping (x, y) → MN (1, x, y) is lower semi-continuous and
hence, letting at the last relation σ → 0 we get inequality (35). 
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By Lemma 6.2, for any ε > 0, N > 0 and x, y ∈ E , there exist δ(x, y) > 0
and a(x, y) > 0 such that for any a > a(x, y) and for any z ∈ 1aE satisfying the
inequality |z − x| ≤ δ(x, y), the following inequalities hold.
logPaz
(
sup
s∈[0,1]
|Za(s)| ≥ N and Za(1) ∈ B
(
y, δ(x, y)
)) ≤ −aMN(1, x, y) + aε
when MN (1, x, y) < +∞, and
logPaz
(
sup
s∈[0,1]
|Za(s)| ≥ N and Za(1) ∈ B
(
y, δ(x, y)
)) ≤ −aI∗0N/ε
when MN (1, x, y) = +∞. Moreover, the real number a ≥ a(x, y) at the above
inequalities can be replaced by at with a ≥ 2a(x, y) and t ≥ 1/2. Using relation
Zat(s) = Za(ts)/t this implies the following statement.
Lemma 6.3. For any ε > 0 and N > 0, there are strictly positive functions δ(·, ·)
and a(·, ·) on E × E such that for any x, y ∈ E, t > 1/2, a > 2a(x, y) and z ∈ 1aE
satisfying the inequality |z − tx| ≤ tδ(x, y), the following inequalities hold
(36) logPaz
(
sup
s∈[0,t]
|Za(s)| ≥ Nt and Za(t) ∈ tB
(
y, δ(x, y)
))
≤ −atMN(1, x, y) + atε
when MN(1, x, y) < +∞, and
(37) logPaz
(
sup
s∈[0,t]
|Za(s)| ≥ Nt and Za(t) ∈ tB
(
y, δ(x, y)
)) ≤ −atI∗0N/ε
otherwise.
We are ready now to introduce the notion of cluster. For a given ε > 0, we
choose N ≥ 1 large enough so that
(38) I[0,t](φ) > I
∗
0/ε
for any function φ ∈ D([0, t], E) for which there are 0 < s1 < s2 ≤ 1 such that
|φ(s1)−φ(s2)| ≥ N . Such a choice is possible because under the hypotheses (A), for
any absolutely continuous function φ : [0, 1]→ E for which there are 0 < s1 < s2 ≤ 1
such that |φ(s1)− φ(s2)| ≥ N,
I[0,1](φ) ≥
∫ s2
s1
L(φ(s), φ˙(s))ds ≥
∫ s2
s1
l1(φ˙(s))ds
≥ (s2 − s1)l1
(
(φ(s2)− φ(s1))/(s2 − s1)
) ≥ N inf
v:|v|≥N
l1(v)/|v| → +∞
when N →∞.
Given ε > 0 and N ≥ 1, let δ(·, ·) and a(·, ·) be the positive functions on E × E
satisfying Lemma 6.3. Without any restriction of generality we will suppose that
for any x, y ∈ E ,
(39) δ(x, y) ≤ ε.
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The set B(0, 2N)×B(0, 2N) being compact there exists a finite subset V (N, ε) ⊂
B(0, 2N)×B(0, 2N) such that
B(0, 2N)×B(0, 2N) ⊂
⋃
(x,y)∈V (N,ε)
B(x, δ(x, y)) ×B(y, δ(x, y)).
For a function φ ∈ D([T1, T2], E) such that |φ(t)| ≥ N for all T1 ≤ t ≤ T2 and
|φ(T1)| ≤ 2(T2 − T1)N , |φ(T2)| ≤ 2(T2 − T1)N , we define a partition
T1 = t0 < t1 < . . . < tn = T2
and a sequence
(
(xi, yi) ∈ V(ε,N), i = 1, . . . , n
)
by induction :
– We choose (x1, y1) ∈ V (ε,N) such that φ(T1) ∈ (T2 − T1)B(x1, δ(x1, y1))
and φ(T2) ∈ (T2 − T1)B(y1, δ(x1, y1)), and we let n = 1 if
sup
T1≤t≤T2
|φ(t)| > N(T2 − T1).
– Otherwise, we divide the interval [T1, T2] in two intervals [T1, (T2 + T1)/2]
and [(T2 − T1)/2, T2] and we restart our construction for the restriction of
φ on each of them.
This algorithm terminates because |φ(t)| ≥ N for all t ∈ [T1, T2]. The resulting
sequence
Γ(φ) =
(
(t1, x1, y1), . . . , (tn, xn, yn)
)
is called (ε,N)- cluster corresponding to the function φ. Remark that for such a
sequence,
φ(ti) ∈ (ti − ti−1)B
(
yi, δ(xi, yi)
) ∩ (ti+1 − ti)B(xi+1, δ(xi+1, yi+1)) 6= ∅
for every i = 1, . . . , n − 1 and (ti − ti−1) ≥ 1/2 for all i = 1, . . . , n. Moreover, for
T1 = 0 and T2 = T > 1 and for a natural number k such that 2
k−1 < T ≤ 2k, by
construction, ti 2
k/T ∈ N for all i = 0, . . . , n.
Definition 6.1. A sequence Γ =
(
(t1, x1, y1), . . . , (tn, xn, yn)
)
is called (T, ε,N)-
cluster if
– 0 = t0 < t1 < . . . < tn = T and (ti − ti−1) ≥ 1/2 for all i = 1, . . . , n;
– ti 2
k/T ∈ N for all i = 0, . . . , n;
– the set (ti − ti−1)B
(
yi, δ(xi, yi)
) ∩ (ti+1 − ti)B(xi+1, δ(xi+1, yi+1)) is non-
empty for every i = 1, . . . , n− 1.
For a given (T, ε,N)- cluster Γ =
(
(t1, x1, y1), . . . , (tn, xn, yn)
)
, we denote by
D(Γ) the set of all functions φ : [0, T ]→ E such that Γ(φ) = Γ. The quantity χa(Γ)
is defined by
χa(Γ) = sup
x
Px
(
Za ∈ D(Γ)
)
where the supremum is taken over all x ∈ E such that |x− at1x1| ≤ at1δ(x1, y1).
Remark that by construction,
(40) sup
N<|z|≤bN
Paz
(|Za(T )| ≤ bN, |Za(s)| ≥ N, ∀ 0 ≤ s ≤ T ) ≤ ∑
Γ
χa(Γ),
where the sum is taken over all (T, ε,N)-clusters Γ = ((t1, x1, y1), . . . , (tn, xn, yn))
for which the sets t1B(x1, δ(x1, y1) ∩ B(0, bN) and (tn − tn−1)B(yn, δ(xn, yn) ∩
B(0, bN) are non-empty.
To estimate the right hand side of the inequality (40) (and hence also the right
hand side of the inequality (34)) we estimate the number of (T, ε,N)-clusters and
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for each (T, ε,N)-cluster Γ we estimate the quantity χa(Γ). This is a subject of the
following lemmas.
Lemma 6.4. For any T ≥ 1, there are at most (2|V (N, ε)|)2T (T, ε,N)-clusters,
where |V (N, ε)| denotes the number of points of the set V (N, ε).
Proof. Indeed, let 2k−1 < T ≤ 2k. Then there are at most 22k ≤ 22T possible
choices for a sequence of natural numbers 0 = t0 2
k/T < t1 2
k/T < . . . < tn 2
k/T =
2k and for any 1 ≤ n ≤ 2k there are at most |V (N, ε)|n ≤ |V (N, ε)|2k ≤ |V (N, ε)|2T
possible choices for a sequence (x1, y1), . . . , (xn, yn) ∈ V (N, ε). 
To estimate the quantities χa(Γ) we use Assumption (A) and Lemma 6.3. Recall
that under the hypotheses (A), the rate function I[0,T ] has an integral form : there
is a local rate function L : E × Rd → R+ such that
I[0,T ](φ) =
∫ T
0
L(φ(t), φ˙(t)) dt
if the function φ : [0, 1]→ E is absolutely continuous, and I[0,1](φ) = +∞ otherwise.
Moreover, there is a finite in a neighborhood of zero convex function l2 : R
d → R+
such that L(x, v) ≤ l2(v) for all x ∈ E and for all v ∈ Rd. The function l2 being
convex and finite in a neighborhood of zero, there are real numbers C > 0 and
c > 0 such that
(41) sup
v:|v|≤c
l2(v) ≤ C.
Lemma 6.5. For any T > b > 1, for any a ≥ 2max{a(x, y) | (x, y) ∈ V (N, ε)}
and for any (T, ε,N)-cluster Γ =
(
(t1, x1, y1), . . . , (tn, xn, yn)
)
for which the sets
t1B(x1, δ(x1, y1) ∩ B(0, bN) and (tn − tn−1)B(yn, δ(xn, yn) ∩ B(0, bN) are non-
empty, the following inequality holds
(42)
1
a
logχa(Γ) ≤ −T (1− 2ε)I∗0 + 4TεC/c+ Tε+ 2bNC/c
Proof. Using Lemma 6.3 and Markov property, it follows that for any real number
a ≥ 2max{a(x, y) | (x, y) ∈ V (N, ε)}, for any T ≥ 1 and for any (T, ε,N)-cluster
Γ =
(
(t1, x1, y1), . . . , (tn, xn, yn)
)
,
(43)
1
a
logχa(Γ) ≤ −
∑′(ti − ti−1) (MN (1, xi, yi)− ε)−∑′′(ti − ti−1)I∗0N/ε
where
∑′ denotes the sum over all i = 1, . . . , n for which MN(1, xi, yi) < +∞ and∑′′ is the sum over all those i = 1, . . . , n for which MN (1, xi, yi) = +∞.
If
∑′′
(ti − ti−1) ≥ Tε/N, because of Relation (43), logχa(Γ)) ≤ −TI∗0a + Taε
and hence, inequality (42) holds.
Furthermore, let us consider for every 1 ≤ i ≤ n, for whichMN (1, xi, yi) < +∞, a
continuous function φi : [0, 1]→ E with φi(0) = xi, φi(1) = y1 and supt |φ(t)| ≥ N ,
such that
(44) I[0,1](φi) =MN (1, xi, yi).
Such a function exists because the set of all continuous functions φ : [0, 1]→ E with
φ(0) = xi, φ(1) = y1 and supt |φ(t)| ≥ N is closed in D([0, 1], E), and because the
level sets {φ : φ(0) = xi, I[0,1](φ) ≤ c} are compact (see the definition of a good
rate function in Section 4).
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Let J(Γ) be the set of all those 1 ≤ i ≤ n for which the set {t : φi(t) = 0}
is empty and MN (1, xi, yi) < +∞. Because of relation (38), MN (1, xi, yi) > I∗0/ε
for all i 6∈ J(Γ). When ∑′i6∈J(Γ)(ti − ti−1) ≥ Tε, using Inequality (43) we get
logχa(Γ) ≤ −TI∗0a+ Taε and hence, inequality (42) holds.
To prove our lemma, it is sufficient now to verify Inequality (42) in the case when
(45)
∑′
i6∈J(Γ)(ti − ti−1) < Tε and
∑′′
(ti − ti−1) < Tε/N.
For this, we construct an absolutely continuous function φ : [0, t˜]→ E with φ(0) =
φ(t˜) = 0 for which the Lebesgue measure of the set {s ∈ [0, t˜] : φ(s) 6= 0} is greater
than T (1− 2ε) and
(46) I[0,t˜](φ) ≤
∑′
(ti − ti−1)MN (1, xi, yi) + 2TεC/c+ 2(bN + Tε)C/c.
Construction of the function φ : We let xˆi = (ti − ti−1)xi and yˆi = (ti − ti−1)yi
for every i = 1, . . . , n and we define 0 = t′0 < t
′′
0 < t
′
1 < t
′′
1 < . . . < t
′
n < t
′′
n = t˜ by
setting t′′0 = ∆0 and t
′′
i = t
′
i +∆i for all for i = 0, . . . , n, where ∆0 = (t1ε+ bN)/c,
∆n = ((tn − tn−1)ε+ bN)/c and ∆i = (ti+1 − ti−1)ε/c for i = 1, . . . , n− 1, and by
letting t′i = t
′′
i−1+(ti − ti−1) if MN(1, xi, yi) < +∞ and t′i = t′′i−1+2N(ti− ti−1)/c
otherwise. The function φ : [0, t˜] → E is defined then in the following way : for
t ∈ [t′′i−1, t′i], i = 1, . . . , n, we let
φ(t) =
{
(ti − ti−1)φi
(
(t− t′′i−1)/(ti − ti−1)
)
if MN (1, xi, yi) < +∞,
xˆi + c(yˆi − xˆi)(t− t′′i−1)/(2N(ti − ti−1)) if MN (1, xi, yi) = +∞.
Then for every 1 < i < n, φ(t′i) = (ti − ti−1)yi = yˆi and φ(t′′i ) = (ti+1 − ti)xi+1 =
xˆi+1. For t ∈ [t′i, t′′i ], i = 0, . . . , n, we let
φ(t) = yˆi + (xˆi+1 − yˆi)(t− t′i)/(t′′i − t′i)
where yˆ0 = xˆn+1 = 0. The resulting function φ is absolutely continuous on [0, t˜] and
φ(0) = φ(t˜) = 0. Moreover, by construction, φ(t) 6= 0 for all t ∈ ∪i∈J(Γ)[t′′i−1, t′i].
Using Relations (45) this implies that
mes{t : φ(t) 6= 0} ≥ ∑′i∈J(Γ)(ti − ti−1)
≥ T −∑′i6∈J(Γ)(ti − ti−1)−∑′′(ti − ti−1) ≥ T − 2Tε.
The last inequality combined with Lemma 4.2 and Proposition 4.2 show that
(47) I[0,t˜](φ) ≥ T (1− 2ε)I∗0 .
Proof of Inequality (46) : Relations (15) and (44) imply that
(48) I[t′′i−1,t′i](φ) = (ti − ti−1)I[0,1](φi) = (ti − ti−1)MN (1, xi, yi)
for all i = 1, . . . , n for which MN (1, xi, yi) < +∞. When MN(1, xi, yi) = +∞,
using Assumption (A) and Inequality (41) we obtain
(49) I[t′′i−1,t′i](φ) ≤ (t′i − t′′i−1)l2
(
(yi − xi)c/2N
) ≤ 2NC(ti − ti−1)/c.
Because of Assumption (A),
I[t′i,t′′i ](φ) ≤ (t′′i − t′i)l2
(
(xˆi+1 − yˆi)/∆i
)
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for all i = 0, . . . , n. Moreover, for 1 ≤ i ≤ n− 1,
|xˆi+1 − yˆi| = |(ti+1 − ti)xi+1 − (ti − ti−1)yi|
≤ (ti − ti−1)δ(xi, yi) + (ti+1 − ti)δ(xi+1, yi+1) ≤ (ti+1 − ti−1)ε = c∆i
where the first inequality holds because by definition of (T, ε,N)-cluster, the set
(ti − ti−1)B
(
yi, δ(xi, yi)
) ∩ (ti+1 − ti)B(xi+1, δ(xi+1, yi+1))
is non-empty and the second inequality follows from Relation (39). Similarly, for
i = 0,
|xˆ1 − yˆ0| = t1|x1| ≤ t1δ(x1, y1) + bN ≤ t1ε+ bN = c∆0
and for i = n,
|xˆn+1 − yˆn| = (tn − tn−1)|yn| ≤ (tn − tn−1)δ(xn, yn) + bN
≤ (tn − tn−1)ε+ bN = c∆n
because under the hypotheses of our lemma, the sets t1B(x1, δ(x1, y1) ∩ B(0, bN)
and (tn−tn−1)B(yn, δ(xn, yn)∩B(0, bN) are non-empty. Using Inequality (41) this
implies that l2
(
(xˆi+1 − yˆi)/∆i
) ≤ C and consequently,
I[t′i,t′′i ](φ) ≤ (t′′i − t′i)C = ∆iC
for every i = 0, . . . , n. The last inequality, Relations (45), (48), (49) and the equality
n∑
i=0
∆i =
(
2bN + t1ε+ (tn − tn−1)ε+ ε
n−1∑
i=1
(ti+1 − ti−1)
)
/c = 2(bN + Tε)/c
show that
I[0,t˜](φ) =
n∑
i=1
I[t′′i−1,t′i](φ) +
n∑
i=0
I[t′i,t′′i ](φ)
≤∑′(ti − ti−1)MN (1, xi, yi) + 2NC∑′′(ti − ti−1)/c+ n∑
i=0
∆iC
≤∑′(ti − ti−1)MN (1, xi, yi) + 2TCε+ 2(bN + Tε)C/c.
Relation (46) is therefore verified.
We are ready now to complete the proof of Lemma 6.5 : Relations (43), (46)
and (47) imply that
1
a
logχa(Γ) ≤ −
∑′
(ti − ti−1)
(
MN(1, xi, yi)− ε
)
≤ −I[0,t˜](φ) + 2TεC/c+ 2(bN + Tε)C/c+ ε
∑′
(ti − ti−1)
≤ −T (1− 2ε)I∗0 + 4TεC/c+ 2bNC/c+ Tε.
The last inequality proves Relation (42). 
Let us complete now the proof of the inequality log r∗e ≤ −I∗0 .
Inequalities (34) and (40) prove that
log r∗e ≤ lim sup
a→+∞
lim
b→+∞
lim sup
T→+∞
1
Ta
log
∑
Γ
χa(Γ).
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The sum is taken here over all (T, ε,N)-clusters Γ = ((t1, x1, y1), . . . , (tn, xn, yn)) for
which the sets t1B(x1, δ(x1, y1)∩B(0, bN) and (tn−tn−1)B(yn, δ(xn, yn)∩B(0, bN)
are non-empty. Using Lemma 6.4 and Lemma 6.5 we obtain therefore
log r∗e ≤ lim sup
a→+∞
lim
b→+∞
lim sup
T→+∞
(
2
a
log(2V (N, ε)) + max
Γ
1
Ta
logχa(Γ)
)
≤ lim sup
a→+∞
(
2
a
log(2V (N, ε))− (1− 2ε)I∗0 + 4εC/c+ ε
)
≤ −(1− 2ε)I∗0 + 4εC/c+ ε
Letting finally ε→ 0 we conclude that log r∗0 ≤ −I∗0 .
7. Example : applications to Jackson networks
In this section, we apply our results to Jackson networks. Let us recall the
definition and some well-known results concerning Jackson network. This is a
network with d queues. For i = 1, . . . , d, the arrivals and the service times at the
i-th queue are Poisson with parameters λi and µi respectively. All the Poisson
processes are independent. When the customer finish its service at queue i, it goes
to the queue j with probability pij . The residual quantity pi0 = 1− pi1 + · · ·+ pid
is the probability that the customer leaves definitely the network. We assume that
pii = 0 for all i = 1, . . . , d.
Let Xi(t) denote the length of the queue i at time t, i = 1, . . . , d. Then X(t) =
(X1(t), . . . , Xd(t)) is a continuous time Markov chain on Z
d
+ with generator
Gf(x) =
∑
y∈Zd
+
q(x, y)(f(y)− f(x)), x ∈ Zd+,
where
(50) q(x, y) =


λi if y − x = ǫi, i ∈ {1, . . . , d},
µipi0 if y − x = −ǫi, i ∈ {1, . . . , d},
µipij if y − x = ǫj − ǫi, i, j ∈ {1, . . . , d}, i 6= j,
0 otherwise,
ǫi is the i-th unit vector. We set p00 = 1 and p0i = 0 for all i 6= 0, the matrix
(pij ; i, j = 0, . . . , d) is then stochastic.
Assumption (J) We suppose that
1) the spectral radius of the matrix (pij ; i, j = 1, . . . , d) is strictly less than
unity,
2) for any 1 ≤ i ≤ d, there exists n ∈ N and 1 ≤ j ≤ d such that λjp(n)ji > 0
where p
(n)
ji denotes the n-time transition probability of a Markov chain with
d+ 1 states associated to the stochastic matrix (pij ; i, j = 0, . . . , d).
The Markov process (X(t)) is then irreducible. The system of traffic equations
νi = λi + ν1p1i + · · ·+ νdpdi
has the unique solution (νi) (see [9]). The Markov process (X(t)) is recurrent if
and only if νi ≤ µi for all i = 1, . . . , d, and it is ergodic (positive recurrent) if and
only if νi < µi for all i = 1, . . . , d.
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Recall that spectral radius of the process (X(t)) is defined by
r∗ = inf
{
r > 0 :
∫ ∞
0
r−tPx(X(t) = y) dt < +∞, ∀x, y ∈ Zd+
}
When the process (X(t)) is recurrent we have obviously r∗ = 1. For a transient
Markov process, spectral radius r∗ shows how fast the process goes to infinity.
Essential spectral radius r∗e is defined as the infimum over all those r > 0 for
which there is a finite set K ⊂ Zd+ such that∫ ∞
0
r−tPx
(
X(t) = y, τ(K) > t
)
dt < +∞ for all x, y ∈ Zd+ \K
where τ(K) denotes the first time when the process (X(t)) hits the set K.
When the Markov process (X(t)) is recurrent the quantity r∗e is the infimum over
all those r > 0 for which there is a finite set K ⊂ Zd+ such that∫ ∞
0
r−tPx
(
τ(K) > t
)
dt < +∞ for all x ∈ Zd+ \K.
The hypotheses of Proposition 3.6 are satisfied here because the Markov process
(X(t)) has uniformly bounded jumps.
The Markov process (X(t)) satisfies the hypotheses (A) : the family of scaled
Markov processes (Za(t), t ∈ [0, T ]) def.= (X(at)/a, t ∈ [0, T ]) satisfies sample path
large deviation principle (see [1, 5, 8]) with a good rate function having an integral
form :
I[0,T ](φ) =
∫ T
0
L(φ(t), φ˙(t)) dt
for every absolutely continuous function φ : [0, T ] → Rd+, and I[0,T ](φ) = +∞
otherwise. The local rate function L(x, v) can be represented in several ways,
see [1, 7]: for Λ ⊂ {1, . . . , d} and x = (x1, . . . , xd) ∈ Rd+ with xi > 0 for i ∈ Λ and
xi = 0 for i 6∈ Λ,
L(x, v) = LΛ(v) = sup
α∈BΛ
(〈α, v〉 −R(α)) = sup
α∈Rd
(
〈α, v〉 − max
Λ′:Λ⊂Λ′
RΛ′(α)
)
for all v ∈ Rd. 〈·, ·〉 denotes here the usual scalar product in Rd,
R(α) =
d∑
j=1
µi
(∑
j 6=i
pije
αj−αi + pi0e
−αi − 1
)
+
d∑
j=1
λi(e
αi − 1),
RΛ′(α) =
∑
j∈Λ′
µi
(∑
j 6=i
pije
αj−αi + pi0e
−αi − 1
)
+
d∑
j=1
λi(e
αi − 1)
and BΛ is the set of those all α = (α1, . . . , αd) ∈ Rd for which
αi ≤ log
( d∑
j=1
pije
αj + pi0
)
for all i 6∈ Λ.
The hypotheses (a3) are satisfied with
l1(v) = sup
α∈B∅
(〈α, v〉 −R(α)) = sup
α∈Rd
(
〈α, v〉 − max
Λ⊂{1,...,d}
RΛ(α)
)
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and
l2(v) = R
∗(α) = sup
α∈Rd
(〈α, v〉 −R(α)) .
Under Assumption (J), the convex conjugate R∗ of the function R is finite every-
where on Rd (see [7], Lemma 10.1), and for every δ > 0,
l1(v) ≥ sup
|α|≤δ
〈α, v〉 − sup
|α|≤δ
max
Λ⊂{1,...,d}
RΛ(α) ≥ δ|v| − sup
|α|≤δ
max
Λ⊂{1,...,d}
RΛ(α).
which implies that
lim
n
inf
|v|≥n
l1(v)/|v| > 0.
Using Theorem 1 and Theorem 2 it follows that
Corollary 7.1. Under the hypotheses (J),
(51) log r∗ = −L∅(0) = − inf
φ
I[0,1](φ)
where the infimum is taken over all continuous functions φ : [0, 1] → Rd+ with
φ(0) = φ(1) and
(52) log r∗e = − inf
φ : φ(t) 6=0, ∀0<t<1
I[0,1](φ)
where the infimum is taken over all continuous functions φ : [0, 1] → Rd+ with
φ(0) = φ(1) such that φ(t) 6= 0 for all 0 < t < 1.
Using this result we calculate explicitly the quantity r∗e for d = 1 and for d = 2.
This is a subject of the following propositions.
Proposition 7.1. For d = 1, log r∗e = infα∈RR(α).
Proof. Indeed, for any continuous function φ : [0, 1] → R+ with φ(0) = φ(1) and
φ(t) 6= 0 for all 0 < t < 1,
I[0,1](φ) =
∫ 1
0
R∗(φ˙(t)) dt ≥ R∗(0) = − inf
α∈R
R(α)
because the convex conjugate R∗ of the function R is convex. For a constant
function φ(t) ≡ x with x > 0,
I[0,1](φ) = R
∗(0) = − inf
α∈R
R(α).
This proves that the right hand side of Relation (52) equals infα∈RR(α) and hence,
log r∗e = infα∈RR(α). 
Proposition 7.2. For d = 2,
(53) log r∗e = − inf
i
L{i}(0) = −(1− p12p21)min{(√µ1 −
√
ν1)
2, (
√
µ2 −√ν2)2}
if the Markov process (X(t)) is ergodic, and
(54) log r∗e = − inf
i
L{i}(0) = log r
∗ = −L∅(0)
otherwise.
To prove Proposition 7.2 we consider the following lemmas.
Lemma 7.1. For all α = (α1, α2) ∈ B{1} and β = (β1, β2) ∈ B{2} such that
α1 ≥ β1 and β2 ≥ α2, the following inequality holds
(55) log r∗e ≤ max
{
R(α), R(β)
}
.
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Proof. The function R(·) being continuous, it is sufficient to prove our lemma for
the case when α1 > β1 and α2 < β2.
Recall that B{1} is the set of all (α1, α2) ∈ R2 with α2 ≤ log(p21eα1 + p20),
and B{2} is the set of all (α1, α2) ∈ R2 with α1 ≤ log(p12eα2 + p10). For given
α = (α1, α2) ∈ B{1} and β = (β1, β2) ∈ B{2} satisfying the inequalities α1 > β1 and
β2 > α2, let f(x) = exp 〈α, x〉+exp 〈β, x〉. Then for x = (x1, x2) ∈ Z2+ with x1 > 0
and x2 > 0, we have
(56) Gf(x) = R(α) exp 〈α, x〉+R(β) exp 〈β, x〉 ≤ max{R(α), R(β)}f(x).
Furthermore, for θ = (θ1, θ2) ∈ R2, denote c1(θ) = −µ2
(
p21e
θ1−θ2 + p20e
−θ2 − 1).
The inequality α2 ≤ log(p21eα1 + p20) implies that c1(α) ≤ 0 and therefore, for
x1 > 0 and x2 = 0, we obtain
Gf(x) = (R(α) + c1(α)) exp(α1x1) + (R(β) + c1(β)) exp(β1x1)
≤ R(α) exp(α1x1) + (R(β) + c1(β)) exp(β1x1)
and
Gf(x)/f(x) ≤ R(α) + (R(β) + c1(β)) exp(β1x1 − α1x1).
The right hand side of the last inequality tends to R(α) as x1 →∞ because α1 > β1,
and hence, for any ε > 0 there is N1(ε) > 0 such that for x1 > N1(ε) and x2 = 0,
(57) Gf(x) ≤ (R(α) + ε)f(x).
The same arguments show that for any ε > 0 there is N2(ε) > 0 such that for
x2 > N1(ε) and x1 = 0,
Gf(x) ≤ (R(β) + ε)f(x).
The last inequality combined with Relations (56) and (57) shows that
Gf(x) ≤
(
max{R(α), R(β)} + ε
)
f(x)
for all x = (x1, x2) ∈ Z2+ with x1 + x2 > N(ε) = max{N1(ε), N1(ε)}. This implies
that for all t > 0 and x = (x1, x2) ∈ Z2+ with x1 + x2 > max{N1(ε), N1(ε)},
Ex(f(X(t)); τ(W ) > 0) ≤ exp
(
tmax{R(α), R(β)}+ tε
)
f(x)
where τ(W ) denotes the first time when the process (X(t)) hits the set W =
{(x1, x2) ∈ Z2+ : x1 + x2 ≤ N(ε)}. Using Proposition 3.4 we conclude that
log r∗e ≤ max{R(α), R(β)} + ε
and letting ε→ 0 we obtain inequality (55). 
Let R denote the infimum of max{R(α1, α2), R(β1, β2)} over all (α1, α2) ∈ B{1}
and (β1, β2) ∈ B{2} with α1 ≥ β1 and β2 ≥ α2.
Lemma 7.2. When the Markov process (X(t)) is ergodic,
(58) R ≤ −min
i
L{i}(0) = −(1− p12p21)min{(√µ1 −
√
ν1)
2, (
√
µ2 −√ν2)2}.
Proof. Recall that the Markov process (X(t)) is ergodic if and only if ν1 < µ1 and
ν2 < µ2 where (ν1, ν2) is a unique solution of the traffic equations ν1 = λ1 + ν2p21
and ν2 = λ2 + ν1p12.
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Let ∂B{i} denote the boundary of the set B{i}. Straightforward calculations
show that for (α1, α2) ∈ ∂B{i},
R(α1, α2) = (1− p12p21)
(
µi(e
−αi − 1) + νi(eαi − 1)
)
, i = 1, 2.
The minimum of the function R(·) on the boundary ∂B{1} is achieved at the point
α∗ = (α∗1, α
∗
2) with
α∗1 = log
√
µ1/ν1 > 0 α
∗
2 = log
(
p21
√
µ1/ν1 + p20
)≥ 0,
and equals
R(α∗) = −(1− p12p21)(√µ1 −√ν1)2.
The minimum of the function R(·) on the boundary ∂B{2} is achieved at the point
β∗ = (β∗1 , β
∗
2) with
β∗2 = log
√
µ2/ν2 > 0, β
∗
1 = log
(
p12
√
µ2/ν2 + p10
)≥ 0,
and equals
R(β∗) = −(1− p12p21)(√µ2 −√ν2)2.
Without any restriction of generality we will suppose that R(α∗) ≥ R(β∗) which
implies that
L2(0) ≥ −R(β∗) ≥ −R(α∗) = (1− p12p21)min{(√µ1 −√ν1)2, (√µ2 −√ν2)2}.
Hence, to prove the equality
(59) min
i
L{i}(0) = (1 − p12p21)min{(√µ1 −
√
ν1)
2, (
√
µ2 −√ν2)2}
it is sufficient to show that L{1}(0) = −R(α∗). For this, we consider the set
S = {α = (α1, α2) : R(α) < R(α∗)} and we notice that β∗ 6∈ B{1} because β∗ ∈ B{2}
and β∗1 > 0, β
∗
2 > 0 while for all β = (β1, β2) ∈ B{1} ∩ B{2}, β1 ≤ 0 and β2 ≤ 0.
Since α∗ ∈ ∂B{1} this implies that tα∗ + (1− t)β∗ 6∈ B{1} for all 0 < t < 1 because
the set R2 \ B{1} is convex. The function R(·) being strictly convex, the inequality
R(α∗) ≥ R(β∗) implies that tα∗ + (1− t)β∗ ∈ S for all 0 < t < 1. The set S being
connected we conclude that S ∩ B{1} = ∅ because the boundary of the set B{1}
has no intersection with S. This proves that the point α∗ achieves the infimum of
the function R(·) on B{1} and consequently, L{1}(0) = −R(α∗). Relation (59) is
therefore proved.
Notice furthermore that
β∗2 =
√
µ2/ν2 ≥ 1 + (
√
µ1/ν1 − 1)
√
ν1/ν2 ≥ p21
√
µ1/ν1 + p20 = α
∗
2
where the first inequality follows from the inequality R(α∗) ≥ R(β∗) and the second
inequality holds because ν1 = λ1 + ν2p21 ≥ ν2p221. When α∗1 ≥ β∗1 we obtain
therefore R ≤ max{R(α∗), R(β∗)} = R(α∗) = −L{1}(0) and hence, relation (58)
holds. Suppose now that α∗1 < β
∗
1 (see Figure 1), then p12 6= 0 because otherwise,
β∗1 = 0 < α
∗
1. For (βˆ1, βˆ2) ∈ ∂B{2} with βˆ1 = α∗1 and βˆ2 = log(eα
∗
1 − p10)− log p12,
we have βˆ2 ≥ α∗1 ≥ α∗2 which implies that R ≤ max{R(α∗), R(βˆ)}. Moreover, using
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α∗1
βˆ2
β∗2
α∗2
β∗1
S
B1
∂B1
∂B2
B2
Figure 1.
the inequality βˆ2 ≤ log(eβ∗1 − p10)− log p12 = β∗2 we obtain
R(βˆ) = (1− p12p21)(ν2 − µ2e−βˆ2)(eβˆ2 − 1)
≤ (1− p12p21)(ν2 − µ2e−β∗2 )(eα∗1 − 1)/p12
≤ −(1− p12p21)(
√
µ2/ν2 − 1)(
√
µ1/ν1 − 1) ν2/p12
≤ −(1− p12p21)(
√
µ1/ν1 − 1)2 = R(α∗)
where the last inequality holds because
√
µ2/ν2 − 1 ≥ (
√
µ1/ν1 − 1)
√
ν1/ν2 > 0
and
√
ν2 ≥ √ν1p12 ≥ √ν1p12. This proves that R ≤ R(α∗) = −L{1}(0) and
consequently, Relation (58) holds. 
Proof of Proposition 7.2. Relation (51) imply that
(60) log r∗ = −L∅(0) = − inf
φ(0)=φ(1)
I[0,1](φ)
where the infimum is taken over all continuous functions φ : [0, 1] → R2+ with
φ(0) = φ(1). Because of Relation (52),
(61) log r∗e = − inf
φ
I[0,1](φ)
where the infimum is taken over all those continuous functions φ : [0, 1] → R2+ for
which φ(0) = φ(1) and φ(t) 6= 0 for all 0 < t < 1.
When the Markov process (X(t)) is non-ergodic, Theorem 2 of Ignatiouk [7]
proves that
L∅(0) = min
i
L{i}(0) = min{I[0,1](φ), I[0,1](ψ)}
where φ(t) = x′ = (1, 0) ∈ R2+ and ψ(t) = x′′ = (0, 1) ∈ R2+ for all t ∈ [0, 1]. Using
Relations (60) and (61) this implies that
log r∗ = −L∅(0) = −min
i
L{i}(0) = −min{I[0,1](φ), I[0,1](ψ)} ≤ log r∗e ≤ log r∗.
and consequently, Relation (54) holds.
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Suppose now that the Markov process (X(t)) is ergodic. Then using Lemma 7.1
and Lemma 7.2 it follows that
log r∗e ≤ R ≤ −min
i
L{i}(0) = −(1− p12p21)min{(√µ1 −
√
ν1)
2, (
√
µ2 −√ν2)2}
= −min{I[0,1](φ), I[0,1](ψ)}.
The last relation combined with Inequality (61) proves Relation (53).
References
[1] Rami Atar and Paul Dupuis, Large deviations and queueing networks: methods for rate
function identification, Stochastic Processes and their Applications 84 (1999), no. 2, 255–
296. MR 1 719 274
[2] Patrick Billingsley, Convergence of probability measures, Wiley series in probability and math-
ematical statistics, John Wiley & Sons Ltd, New York, 1968.
[3] Franck Delcoigne and Arnaud de La Fortelle, Large deviations for polling systems, Tech.
Report RR-3892, INRIA, March 2000, http://www.inria.fr/RRRT/RR-3892.html.
[4] Amir Dembo and Ofer Zeitouni, Large deviations techniques and applications, Springer-
Verlag, New York, 1998.
[5] Paul Dupuis and Richard S. Ellis, The large deviation principle for a general class of queueing
systems. I, Transactions of the American Mathematical Society 347 (1995), no. 8, 2689–2751.
[6] G. Grillo, On Persson’s theorem in local Dirichlet spaces, Zeitschrift fu¨r Analysis und ihre
Anwendungen. Journal for Analysis and its Applications 17 (1998), no. 2, 329–338.
[7] Irina Ignatiouk-Robert, The large deviations of Jackson networks, Annals of Applied Prob-
ability 10 (2000), no. 3, 962–1001.
[8] , Large deviations for processes with discontinuous statistics, Tech. Report 14/04,
Universite´ de Cergy-Pontoise, UMR 8088, March 2004.
[9] F. P. Kelly, Reversibility and stochastic networks, Wiley, Chichester, 1979.
[10] V. A. Malyshev and R. A. Minlos, Gibbs random fields, Kluwer Academic Publishers Group,
Dordrecht, 1991, Cluster expansions, Translated from the Russian by R. Kotecky´ and P.
Holicky´.
[11] V. A. Malyshev and F.M. Spieksma, Intrinsic convergence rate of countable Markov chains,
Markov Processes and Related Fields 1 (1995), 203–266.
[12] Esa Nummelin, General irreducible Markov chains and nonnegative operators, Cambridge
University Press, Cambridge, 1984.
[13] Vincent Rivasseau, From perturbative to constructive renormalization, Princeton University
Press, Princeton, NJ, 1991.
[14] E. Seneta, Nonnegative matrices and Markov chains, second ed., Springer-Verlag, New York,
1981. MR 85i:60058
[15] A. Shwartz and A. Weiss, Large deviations for performance analysis, Stochastic Modeling
Series, Chapman & Hall, London, London, 1995.
[16] D.W. Stroock, On the spectrum of Markov semigroups and the existence of invariant mea-
sures, Functional Analysis in Markov processes (M. Fukushima, ed.), Springer Verlag, 1981,
pp. 287–307.
[17] D. Vere-Jones, Ergodic properties of nonnegative matrices-I, Pacific Journal of mathematic
22 (1967), no. 2, 361–386.
[18] , Ergodic properties of nonnegative matrices-II, Pacific Journal of mathematic 26
(1968), no. 3, 601–620.
[19] R.J. Williams and S.R.S. Varadhan, Brownian motion in a wedge with oblique reflection,
Comm. Pure Appl. Math. (1985), no. 24, 147–225.
[20] Wolfgang Woess, Random walks on infinite graphs and groups, Cambridge University Press,
Cambridge, 2000.
[21] Liming Wu, Essential spectral radius for markov semigroups (i): discrete time case, Probab.
Theory Relat. Fields 128 (2004), 255–321.
Universite´ de Cergy-Pontoise, De´partement de mathe´matiques, 2, Avenue Adolphe
Chauvin, 95302 Cergy-Pontoise Cedex, France
E-mail address: Irina.Ignatiouk@math.u-cergy.fr
