Abstract-In this paper, a novel mixed iterative adaptive dynamic programming (ADP) algorithm is developed to solve the optimal battery energy management and control problem in smart residential microgrid systems. Based on the data of the load and electricity rate, two iterations are constructed, which are P -iteration and V -iteration, respectively. The V -iteration is implemented based on value iteration, which aims to obtain the iterative control law sequence in each period. The P -iteration is implemented based on policy iteration, which updates the iterative value function according to the iterative control law sequence. Properties of the developed mixed iterative ADP algorithm are analyzed. It is shown that the iterative value function is monotonically nonincreasing and converges to the solution of the Bellman equation. In each iteration, it is proven that the performance index function is finite under the iterative control law sequence. Finally, numerical results and comparisons are given to illustrate the performance of the developed algorithm.
I. INTRODUCTION

S
MART grid is the next-generation power grid that enables environmentally friendly electricity generation and smart electricity exchange mechanisms [1] - [5] . Along with the development of smart grid, more and more computational intelligence has been required in the design of the smart residential microgrid systems (microgrid systems in brief). Computational intelligence in microgrid systems can be implemented in many different ways. One of the most straightforward strategies is to use if -then rule-based policies [6] , [7] , where an initial set of the rules is required to establish for various kinds of scenarios. Unfortunately, this technique is generally implemented by experiments and for this reason, it generally cannot provide an optimal control policy, though it may have a very intuitive and immediate form and structure. A large number of more complex optimization techniques have been applied to solve the optimal control problems of the microgrid systems, such as linear programming [8] , nonlinear programming [9] , and particle swarm optimization [10] . However, all these approaches provided static optimal behaviors, and hence these systems cannot react in dynamic and time-varying situations and conditions. Characterized by strong abilities of self-learning and adaptivity, adaptive dynamic programming (ADP) has demonstrated strong capability to find the optimal control policy and solve the Bellman equation forward-in-time [11] - [20] . There are several synonyms used for ADP including "adaptive critic designs" [21] - [25] , "ADP" [26] - [32] , "approximate dynamic programming" [33] , [34] , "neural dynamic programming" [35] , "neurodynamic programming" [36] , and "reinforcement learning" [37] . In [38] , an event-triggered ADP approach was proposed for load frequency control. In [39] , the action-dependent heuristic dynamic programming (ADHDP) method was utilized to evolve an optimal control policy for intelligent dynamic energy management systems. In [40] , a fair energy scheduling is proposed in the vehicle-to-grid residential distribution network. In [41] , a time-based Q-learning (TBQL) algorithm was proposed to obtain optimal control for residential energy systems. In [42] and [43] , optimal control for residential energy systems was obtained by the TBQL algorithm, where renewable resources, including wind and solar energies, were taken into consideration. However, the effectiveness of these ADP algorithms was generally verified by experiments and the properties of these methods were not theoretically analyzed.
Iterative methods, which are convenient for the property analysis, are typically self-learning strategies in ADP to obtain the solution of the Bellman equation indirectly and have attracted considerable attention [44] - [53] . Value and policy iterations are two main iterative ADP schemes [54] , [55] . In [33] , initialized by a zero value function, it was proven that the iterative value function was nondecreasing, bounded and converged to optimum. Policy iteration for optimal control was first constructed for continuous-time systems [56] , [57] . In [58] , a distributed policy iteration ADP algorithm was developed to solve multiagent optimal control problems. However, it is worth mentioning that most of the previous iterative ADP techniques solved the optimal control problems of time-invariant systems. As microgrid systems are generally time varying, the previous iterative ADP algorithms are generally unsuitable for the optimal control of microgrid systems. To the best of the our knowledge, only in [59] , which was inspired by [41] , a dual iterative Qlearning algorithm was developed to obtain the optimal battery energy control scheme for microgrid systems based on the periodic time-varying residential load and electricity rate data, where the convergence property of the iterative value function by the algorithm was proven for the first time. However, in [59] , the convergence of the algorithm was mainly discussed, while the properties of the control policy in each iteration were not mentioned. In this situation, the system performance under the iterative control policy cannot be verified.
In this paper, inspired by [59] , a new mixed iterative ADP algorithm is developed to solve the optimal control for micorgrid systems. Two iterations, which are P -iteration and V -iteration, respectively, are employed to implement the developed mixed iterative ADP algorithm. Based on the data of the load and electricity rate, the V -iteration is implemented based on value iteration. In each V -iteration, it starts with an iterative value function, and then obtains the iterative control law sequence in each period according to the value iteration principle. The P -iteration is implemented based on policy iteration. In each P -iteration, it starts with the iterative control law sequence obtained in the V -iteration and then improves the iterative value function. Properties of the developed mixed iterative ADP algorithm are analyzed. We first show that the iterative control law sequence in the V -iteration minimizes the total cost in each period. Next, it is shown that the iterative value function obtained by the P -iteration is monotonically nonincreasing and converges to the solution of the Bellman equation. We emphasize that the main contribution of the developed mixed iterative ADP algorithm is to guarantee the performance index function to be finite under any of the iterative control law sequences, which is important for practical implementation. Finally, numerical results and comparisons are given to illustrate the performance of the developed algorithm.
II. PROBLEM FORMULATION
In this section, the micorgid systems will be described. The performance index function will be defined and the optimality principle will be introduced.
A. System Descriptions
The micorgid system discussed in this paper is described in [41] and [59] , which is composed of the power grid, the load, and the battery system. It is expected to optimize the energy management of the micorgid system by suitably designing the charging/discharging power of the battery. In this paper, the optimal battery management and control problem is treated as a discrete-time problem with the time step of 1 h and it is assumed that the load of the user varies hourly. The battery will make decisions to meet the demand of the residential load according to the real-time electricity rate and the energy of the battery. There are three operational modes for the battery of the micorgid system. 1) Charging mode: when the load is low and the electricity rate is inexpensive, the power grid will supply the load directly and, at the same time, charge the battery. 2) Idle mode: the power grid will directly supply the load at certain hours while the battery energy remains fixed. 3) Discharging mode: the battery supplies the load at hours when the load is high and the electricity rate is expensive. The battery model used in this paper is based on [41] , [59] - [61] where battery efficiency is considered to extend the battery's lifetime as far as possible. Let E bt be the battery energy at time t and let η(·) be the charging/discharging efficiency of the battery. Then, the battery model can be expressed as
where P bt is the battery power output at time t. Let P bt > 0 denote battery discharging. Let P bt < 0 denote battery charging and let P bt = 0 denote that the battery is idle. The efficiency of battery charging/discharging is derived in [41] , [59] - [61] , which is expressed as
where P rate > 0 is the rated power output of the battery. To extend the battery's lifetime, two constraints need to be considered. The storage limits satisfy E
, where E 
B. Optimization Objectives
First, inspired by [59] , we define the system states and control. Let x 1t = P gt and x 2t = E bt − E o b be the two system states, where P gt is the power from the power grid and E o b is the middle storage limit of the battery. Let the system control be the charging/discharging power of the battery, i.e., u t = P bt .
T be the system state and letting P Lt be the power of the load, the equation of the microgid system is derived as
where the system function is expressed as
. Let u t = (u t , u t+1 , . . .) denote the control sequence from t to ∞. Let x 0 be the initial state. Then, the total performance index function to be minimized can be written as
where C t is the electricity rate, and m 1 , m 2 , and r are given positive constants. Let γ denote the discount factor, which satisfies 0 < γ < 1. The physical meaning of the first term of the performance index function is to minimize the total cost from the grid. The second term aims to make the stored energy of the battery close to the middle of storage limit, which avoids fully charging/discharging of the battery. The third term is to prevent large charging/discharging power of the battery. Hence, the second and third terms aim to extend the lifetime of the battery.
and let the utility function
Then, the performance index function (4) can be expressed as
Generally, the functions of the load and the electricity rate are periodic. For convenience of analysis, in this paper, our discussion is based on the following assumption. Assumption 1: The residential load P Lt and the electricity rate C t are periodic functions with the period λ = 24 h.
Define the control sequence set as A t = u t : u t = (u t , u t+1 , . . .), u t+i ∈ R, i = 0, 1, . . . . Then, for an arbitrary control sequence u t ∈ A t , the optimal performance index function can be defined as
According to Bellman's principle of optimality [62] , we can obtain the following discrete-time Bellman equation:
Generally, the optimal performance index function J * (x t , t) is a nonlinear nonanalytic function and it is almost impossible to obtain the optimal control by directly solving (7). To overcome this disadvantage, a new mixed iterative ADP algorithm will be developed.
III. MIXED ITERATIVE ADP ALGORITHM
In this section, inspired by [59] , a new mixed iterative iterative ADP algorithm will be developed to obtain the optimal control law for microgrid systems. New property analysis will also be developed in this section.
A. Derivations
As P Lt and C t are both periodic functions with the period λ = 24 h, for any t = 0, 1, . . ., there exist = 0, 1, . . .
we can define a new utility function as
Letting J * (x k ) = J * (x k , k), the Bellman (7) can be derived as
whereγ = γ λ . The optimal control law sequence can be expressed by
Let
} be a control law sequence in a period, such that the following performance index function:
is finite. Let U(x k ) be a set of control law sequences, which is defined as
Based on the above preparations, the new mixed iterative ADP algorithm can be developed. There are two iterations in the developed algorithm, which are V -iteration and P -iteration, respectively. Let i = 0, 1, . . . be the P -iteration index. For i = 0, let
be an arbitrary control law sequence, which satisfies U 0 (x k ) ∈ U(x k ). Let V 1 (x k ) be the iterative value function constructed by the control law sequence U 0 (x k ) that satisfies the following generalized Bellman equation:
The iterative control law sequence U 1 (x k ) can be computed as
For i = 1, 2, . . ., let V i (x k ) be the iterative value function constructed by the control law sequence U i−1 (x k ) that satisfies the following generalized Bellman equation:
Then, we update the iterative control law sequence U i+1 (x k ) by
Equations (13)- (17) can be called the P -iteration. For any P -iteration index i = 1, 2, . . ., it requires the iterative control law sequence U i−1 (x k ) to construct the iterative value function V i (x k ). However, U i (x k ) cannot be obtained by solving (15) and (17) directly. Thus, the V -iteration is implemented to obtain U i (x k ) iteratively. For any i = 1, 2, . . ., let j = 1, 2, . . . , λ be the V -iteration index. For i = 1, 2, . . ., let the initial value function be
Then, for j = 1, 2, . . . , λ, the iterative control law is solved by
where
The iterative value function is updated by
Then, we construct the iterative control law sequence by
Remark 1: There are two blocks in the iterative ADP algorithm (13)-(21), which are P -iteration and V -iteration, respectively. The P -iteration (13)- (17) is implemented based on policy iteration, whose objective is to update the iterative value function that satisfies the generalized Bellman equation. This iteration procedure is called "policy evaluation" [55] , [63] . The V -iteration (18)- (21) is implemented based on value iteration, whose objective is to obtain the iterative control law sequence that minimizes the total cost in each period. From the V -iteration, we can always use it to find another control law sequence that is better, or at least no worse. This iteration procedure is known as "policy improvement." As we can see that the developed iterative ADP algorithm contains both value and policy iterations, and the developed iterative ADP algorithm can be called mixed iterative ADP algorithm.
B. Properties
In this section, the property of the V -iteration will be shown first. Then, the properties of the iterative control law sequences and the iterative value function will be proven. 
. According to (20) and (22), we can derive
Thus, the iterative control law sequence U i (x k ) in (21) 
where U(x k ) is defined in (12), then we have
Proof:
, then there exists an iterative value function V i (x k ) that satisfies (16) . Let P (x k ), = 1, 2, . . ., be expressed as
where (17), we have
Thus,
Using the mathematical induction, we can derive
for any = 1, 2, . . .. According to (25) , for = 1, 2, . . ., we can derive that
Letting → ∞, we can derive
Thus, we have U i (x k ) ∈ U(x k ). The proof is complete. Corollary 1: Let the mixed iterative ADP algorithm be implemented according to (13) - (21) . If the iterative control law sequence U 0 (x k ) satisfies U 0 (x k ) ∈ U(x k ), where U(x k ) is defined in (12) , then (24) holds for any i = 0, 1, . . ..
In Theorems 1 and 2, the properties of the iterative control law sequence have been derived, i.e., U i (x k ) ∈ U(x k ), i = 0, 1, . . .. In the following, the convergence of the iterative value function will be analyzed in two steps. First, the monotonicity of the iterative value function is discussed. The iterative value function is proven to be monotonically nondecreasing as the iteration index i increases. Second, the optimality of the converged iterative value function will be presented.
Theorem 3: Let the mixed iterative ADP algorithm be implemented according to (13)-(21). For i = 0, 1, . . ., the iterative value function V i (x k ) is monotonically nonincreasing, which satisfies
Proof: For = 1, 2, . . ., define P (x k ) as in (25) . Then, P (x k ) can be written as (28) . Letting P ∞ (x k ) = lim →∞ P (x k ), we have
According to Corollary 1, we have
we can derive that the iterative value function V i+1 (x k ) satisfies (16) for any i = 0, 1, . . .. According to (31) and (32), we can obtain
According to (27) , letting → ∞, we can obtain
According to (33) and (34), we can obtain (30) . The proof is complete. Remark 2: From Theorems 2 and 3, the advantages of the developed mixed iterative ADP algorithm can be recognized comparing with the dual iterative Q-learning algorithm [59] . First, from Theorem 2 and Corollary 1, the value function cannot increase to infinity under U i (x k ), ∀ i = 0, 1, . . .. In [59] , however, the properties of the iterative control laws were not considered. Second, the monotonicity of the iterative value function by the mixed iterative ADP algorithm is shown in Theorem 3, which means that the performance of the micorgrid system in the present iteration is further optimized lowered to the one in previous iteration. However, in [59] , the monotonicity of the iterative Q function cannot be guaranteed, which means that the performance of the micorgrid system cannot be verified before the Q-learning algorithm implemented for infinite iterations. Hence, the developed mixed iterative ADP algorithm is superior than the dual iterative Q-learning algorithm in [59] .
In Theorem 3, we have proven that the iterative value function is monotonically nonincreasing as the iteration index i increases. As V i (x k ) is a lower bounded sequence, the limit of the iterative value function V i (x k ) exists as i → ∞. However, in Theorem 3, it cannot guarantee the iterative value function converge to the optimum. Hence, in the following theorem, the optimality of the mixed iterative ADP algorithm will be developed.
Theorem 4: Let the mixed iterative ADP algorithm be implemented according to (13)- (21). Then, the iterative value function V i (x k ) converges to the optimum as i → ∞, i.e.,
which satisfies the Bellman equation (9). Proof: Define the performance index function V ∞ (x k ) as the limit of the iterative function V i (x k ), i.e.,
Then, we can derive
According to the definition of U i (x k ) in (17), we have
Let i → ∞. We can obtain
Thus, we can obtain
Let ε > 0 be an arbitrary positive number.
Hence, we can obtain
Algorithm 1: The value iteration ADP algorithm.
Initialization:
Choose randomly an array of initial states x 0 . Choose a computation precision ε. Give a control law sequence U 0 (x k ) ∈ U(x k ).
Iteration:
1: Let the iteration index i = 0 and let V i (x k ) = 0. P -Iteration 2: For i = 1, 2, . . ., construct iterative value function by the control law sequence U i−1 (x k ), which is expressed as
Step 9; otherwise goto next step.
6: Update the iterative value function
7: If j < λ, then let j = j + 1 and goto Step 5; otherwise goto next step. 8: Construct the iterative control law
and then let i = i + 1 and goto Step 2. 9:
Since ε is arbitrary, we have
Combining (41) and (44), we can obtain
According to the definition of the Bellman equation (9), we have V ∞ (x k ) = J * (x k ) and we can draw the conclusion.
C. Summary of the Mixed Iterative ADP Algorithm
Now, we summarize the mixed iterative ADP algorithm in Algorithm 1.
IV. NUMERICAL EXPERIMENTS
In this section, the performance of the mixed iterative ADP algorithm for a microgrid system will be examined by numerical experiments. Comparisons with the dual iterative Q-learning algorithm in [59] will be presented to show the superiority of the developed algorithm. Choose the residential load demand and the real-time electricity rate in [41] - [43] , where the home load demand and the electricity rate in a week (168 h) are shown in Fig. 1(a) and (c), respectively. The average trajectories of the residential load demand and the electricity rate are shown in Fig. 1(b) and (d) with the period λ = 24. If there is no optimization, the original electricity cost in a week is 4124.13 cents.
We assume that the capacity of the battery is 100 kWh. The upper and lower storage limits of the battery are defined as E [8, 60] T . To implement the mixed iterative ADP algorithm, it is necessary to choose an initial control law U 0 (x k ) which satisfies U 0 (x k ) ∈ U(x k ). It can be chosen by the following experiments: The battery is charging if the load is low and the electricity rate is inexpensive and discharging if the load is high and the electricity rate is expensive. Otherwise, the battery control is arbitrary. Based on the above experiments, the initial control law is chosen as the one shown in Fig. 2 . The electricity costs under U 0 (x k ) in a week becomes 4018.79 cents.
Based on the initial control law sequence U 0 (x k ), we implement the mixed iterative ADP algorithm (13)- (21) . The iterative value function is displayed in Fig. 3 . It takes six P -iterations to guarantee that the iterative value function converges to the computation precision ξ = 10 −2 . From Fig. 3 , we can see that the iterative value function is monotonically nonincreasing to the optimum, which verifies the correctness of Theorem 3 in this paper. The optimal battery control in a week is shown in Fig. 4 . The optimal battery energy is shown in Fig. 5 . The optimal electricity costs by mixed iterative ADP algorithm in a week reduces to 2945.06 cents.
In the following, the dual iterative Q-learning algorithm in [59] is employed for comparisons with the mixed iterative ADP algorithm. In [59] , the dual iterative Q-learning algorithm can be initialized by an arbitrary positive semi-definite function. Let the initial function Ψ( implement the dual Q-learning algorithm for 20 external iterations to guarantee that the iterative Q function converges to the computation precision ξ = 10 −2 . The plots of the iterative Q function Q i (x k , U i (x k )) are shown in Fig. 6 . The optimal battery control by the dual iterative Q-learning algorithm is shown in Fig. 7 , which is nearly the same as the mixed iterative ADP algorithm. Hence, the correctness of the optimality of the developed mixed iterative ADP algorithm can be justified.
For the dual iterative Q-learning algorithm [59] , it takes 20 external iterations to make the iterative value function converge. For the developed mixed iterative ADP algorithm, it takes six P -iterations to make the iterative value function converge to the same precision. This is an advantage of the mixed iterative ADP algorithm. However, in each iteration, it requires six additional iterations to solve the generalized Bellman equation (16) . Thus, the additional computation for the generalized Bellman equation is a disadvantage of the developed algorithm. On the other hand, for the dual iterative Q-learning algorithm, it cannot guarantee that the iterative control law sequence U i (x k ) ∈ U(x k ) for any i = 0, 1, . . .. Initialized by Φ(x k , u k ), the plots of the battery control for the first iteration in a week is shown in Fig. 8 . When the load is high and the electricity rate is expensive, the battery does not discharge at its maximum power. Using the dual iterative Q-learning algorithm, the electricity costs by the first-iteration control law sequence is 5001.19 cents, which is higher than the original electricity cost. On the other hand, using the developed mixed iterative ADP algorithm, the plots of the battery control for the first iteration in a week is shown in Fig. 9 . We can see that the battery discharges at its maximum power when the load is high and the electricity rate is expensive and charges when the load is low and the electricity rate is inexpensive. Thus, the iterative control law sequence for the dual Q-learning algorithm cannot guarantee the performance index function to be finite. Using the mixed iterative ADP algorithm, the electricity costs by the first-iteration control law sequence is 3451.55 cents, which is much lower than the one by dual iterative Q-learning algorithm. As the properties of the iterative control law cannot be guaranteed, the dual Q-learning algorithm cannot terminate with finite iterations, such that the dual Qlearning algorithm is difficult to apply. As the iterative control law sequence of the mixed iterative ADP algorithm must make the performance index function finite, it can terminate within finite iterations. Thus, the mixed iterative ADP algorithm is feasible and the superiority of the developed mixed iterative ADP algorithm can be verified.
V. CONCLUSION
In this paper, two iterations in the mixed iterative ADP algorithm were employed, which are P -iteration and V -iteration, respectively. Based on value iteration, the V -iteration was implemented to obtain the iterative control law sequence, which aims to minimize the total cost in a period. The iterative value function was improved by the P -iteration, which guarantees that the iterative value function is monotonically nonincreasing and converges to the optimum. We emphasize that any of the iterative control law in the sequence can make the performance index function finite, which guarantees the finite electricity cost in each iteration.
