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1. Introduction
It is well known that the conformal field theory (CFT) has many applications in vari-
ous aspects of mathematics and physics. Wess-Zumino-Novikov-Witten (WZNW) models 
[19] form one of the typical examples of CFTs. WZNW models were considered originally 
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based on non-abelian non-semisimple Lie groups are closely relevant to the construction 
of exact string backgrounds. For this reason, WZNW models of the special types have 
drawn much research interest [9,12,15,19]. In 1993, it was observed by Nappi and Wit-
ten [15] that the WZNW model based on a central extension of the two-dimensional 
Euclidean group describes the homogeneous four-dimensional space-time corresponding 
to a gravitational plane wave. The related Lie algebra, which is called Nappi-Witten Lie 
algebra, is neither abelian nor semisimple.
The Nappi-Witten Lie algebra H4 is a four-dimensional vector space with C-basis 
{a, b, c, d} subject to the following relations
[a, b] = c, [d, a] = a, [d, b] = −b, [c, d] = [c, a] = [c, b] = 0.
Let (·, ·) be a symmetric bilinear form on H4 defined by
(a, b) = 1, (c, d) = 1, otherwise, (·, ·) = 0.
One can easily check that (·, ·) is a non-degenerate symmetric invariant bilinear form on 
H4. Just as the non-twisted affine Kac-Moody Lie algebras given in [11], the non-twisted 
affine Nappi-Witten Lie algebra Ĥ4 is defined by
H4 ⊗C[t, t−1] ⊕Ck,
with the bracket relations
[x⊗ tm, y ⊗ tn] = [x, y] ⊗ tm+n + m(x, y)δm+n,0k, [Ĥ4,k] = 0,
for x, y ∈ H4 and m, n ∈ Z.
Define a linear map τ of H4 by
τa = b, τb = a, τc = −c, τd = −d.
Clearly, τ2 = idH4 and τ ∈ Aut(H4). It follows that H4 becomes a Z2-graded Lie algebra:
H4 = (H4)0 ⊕ (H4)1,
where
(H4)0 = C(a + b), (H4)1 = C(a− b) ⊕Cc⊕Cd.
Define a linear transformation τ̂ of Ĥ4 by
τ̂(h⊗ tm + sk) = (−1)mτ(h) ⊗ tm + sk
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The twisted affine Nappi-Witten Lie algebra Ĥ4[τ ] is
Ĥ4[τ ] = {u ∈ Ĥ4 | τ̂(u) = u}
=
∑
m∈Z
C(a + b) ⊗ t2m ⊕ (
∑
m∈Z
(C(a− b) + Cc + Cd) ⊗ t2m+1) ⊕Ck,
which is a subalgebra of Ĥ4 fixed by τ̂ .
The representation theory for the non-twisted affine Nappi-Witten Lie algebra Ĥ4 has 
been well studied in [3]. The irreducible restricted modules for Ĥ4 with some natural 
conditions have been classified and the extension of the vertex operator algebra V
Ĥ4
(l, 0)
by the even lattice L has been considered in [10]. Verma modules and vertex operator 
representations for the twisted affine Nappi-Witten Lie algebra Ĥ4[τ ] have also been 
investigated in [7].
Whittaker modules were originally introduced by D. Arnal and G. Pinczon [2] in the 
construction of a very vast family of representations for sl(2). A class of Whittaker mod-
ules for an arbitrary finite-dimensional complex semisimple Lie algebra g were defined 
by B. Kostant in [13]. Whittaker modules play a critical role in the classification of 
all irreducible sl(2)-modules. It was illustrated in [6] that the irreducible modules for 
sl(2) consist of highest (lowest) weight modules, Whittaker modules, and a third fam-
ily obtained by localization. Since the construction of Whittaker modules depends on 
the triangular decomposition of finite-dimensional complex semisimple Lie algebras, it is 
reasonable to consider Whittaker modules for other algebras with a triangular decompo-
sition. In the context of quantum groups, Whittaker modules for Uh(g) and Uq(sl2) were 
investigated in [18] and [16]. Recently, Whittaker modules for the affine Lie algebra A(1)1 , 
the Virasoro algebra, generalized Weyl algebras, non-twisted affine Lie algebras, and the 
Schrödinger-Witt algebra as well as the twisted Heisenberg-Virasoro algebra were also 
considered in [1,17,5,8,20,14].
Inspired by the works mentioned above, P. Batra and V. Mazorchuk later generalized 
the ideas of both Whittaker modules and the underlying categories to a broad class of 
Lie algebras in [4]. Their framework allowed for a unified explanation of some important 
results (such as Lemma 2.1 in this paper). Meanwhile, they formulated some conjectures 
on the form of Whittaker vectors and the classification of irreducible Whittaker modules 
for Lie algebras with triangular decompositions. The aim of the present paper is to study 
Whittaker modules for the twisted affine Nappi-Witten Lie algebra Ĥ4[τ ]. Some ideas 
we use come from [1,4,17,20].
Let M be an Ĥ4[τ ]-module and let ψ : Ĥ4[τ ](+) → C be a Lie algebra homomorphism. 
Recall that a non-zero vector v ∈ M is called a Whittaker vector of type ψ if xv = ψ(x)v
for every x ∈ Ĥ4[τ ](+). An Ĥ4[τ ]-module M is said to be a Whittaker module of type ψ
if there is a type ψ Whittaker vector ω ∈ M which generates M . In this case ω is called 
a cyclic Whittaker vector. For ξ ∈ C, denote by Lψ,ξ the quotient Whittaker module by 
the submodule generated by (k − ξ)ω.
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is irreducible if and only if ξ = 0, and any irreducible Whittaker Ĥ4[τ ]-module of type 
ψ for which k acts by a non-zero scalar ξ is isomorphic to Lψ,ξ. This result together 
with Corollary 3.3 confirms the Conjecture 33 and Conjecture 34 proposed in [4], in 
the setting of the twisted affine Nappi-Witten Lie algebra Ĥ4[τ ]. Furthermore, for the 
more challenging and interesting case that ψ(c(1)) = 0 and ξ = 0, we determine in 
Theorem 4.1 all Whittaker vectors of Lψ,0. It turns out that the proof of Theorem 4.1
is quite non-trivial.
For the singular type ψ(c(1)) = 0, which is also quite interesting, we give in The-
orem 5.2 a full characterization of the Whittaker vectors of Lψ,ξ for ξ = 0. Finally, 
for the identically zero case ψ = 0, and ξ = 0, by Theorem 5.5 we give a filtration of 
the Whittaker module L0,ξ such that every section is isomorphic to the Verma module 
M(ξ, l).
The paper is organized as follows. In Section 2, Whittaker modules Mψ and Lψ,ξ for 
Ĥ4[τ ] are constructed. In Section 3, the Whittaker vectors of Mψ and Lψ,ξ for ψ(c(1)) = 0
and ξ = 0 are studied. In Section 4, the Whittaker vectors of Lψ,0 for ψ(c(1)) = 0 and 
ξ = 0 are completely discussed. In the last section, the Whittaker vectors of Mψ and 
Lψ,ξ for ψ(c(1)) = 0 and ξ = 0, and relations to Verma modules are studied.
Throughout the paper, we use C, C∗, N, Z and Z+ to denote the sets of the complex 
numbers, the non-zero complex numbers, the non-negative integers, the integers and the 
positive integers respectively.
2. Preliminaries
We first recall some general results on Whittaker modules of complex Lie algebras with 
a quasi-nilpotent Lie subalgebra in [1,4]. A Lie algebra n is said to be quasi-nilpotent
provided that 
∞⋂
k=0
nk = 0, where n0 := n, nk+1 := [nk, n] for any k ∈ N. Let g be a 
complex Lie algebra and n be a quasi-nilpotent Lie subalgebra of g. Let ψ : n → C be 
a Lie algebra homomorphism and V be a g-module. A non-zero vector v ∈ V is called a 
Whittaker vector of type ψ if xv = ψ(x)v for all x ∈ n. The module V is said to be a 
type ψ Whittaker module for g if it is generated by a type ψ Whittaker vector. We say 
that n acts on V locally nilpotently [1] if for any v ∈ V there is s ∈ N depending on v
such that x1x2 · · ·xsv = 0 for any x1, x2, · · · , xs ∈ n. Let n(ψ) = {x − ψ(x) | x ∈ n}.
The following result comes from Lemma 3.1 in [1] and Proposition 32 in [4].
Lemma 2.1. ([1,4]) Let V be a type ψ Whittaker module for g. Suppose that the adjoint 
action of n on g/n is locally nilpotent. Then
(i) n(ψ) acts locally nilpotently on V . In particular, x −ψ(x) acts locally nilpotently on 
V for any x ∈ n;
(ii) any nonzero submodule of V contains a Whittaker vector of type ψ;
(iii) if the vector space of Whittaker vectors of V is one-dimensional, then V is simple.
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Lemma 2.2. Let V be a type ψ Whittaker module for g. Suppose that the adjoint action 
of n on g/n is locally nilpotent. Then Whittaker vectors in V are all of type ψ.
Proof. Let ψ′ : n → C be a Lie algebra homomorphism and ψ′ = ψ. Assume v ∈ V is 
a Whittaker vector of type ψ′. Then (y − ψ′(y))v = 0, for any y ∈ n. From (i) we know 
that there is s ∈ Z+ such that
(x1 − ψ(x1))(x2 − ψ(x2)) · · · (xs − ψ(xs))v = 0, for any x1, x2, · · · , xs ∈ n.
Take s minimal. Then there exist x2, x3, · · · , xs ∈ n such that
v′ = (x2 − ψ(x2)) · · · (xs − ψ(xs))v = 0
and
(x− ψ(x))v′ = 0, for all x ∈ n.
So v′ is a Whittaker vector of type ψ. On the other hand, note that ψ′([n, n]) = 0. By 
inductive assumption, we deduce that
(y − ψ′(y))v′
= (y − ψ′(y))(x2 − ψ(x2)) · · · (xs − ψ(xs))v
=
s∑
i=2
(x2 − ψ(x2)) · · · (xi−1 − ψ(xi−1))ady(xi)(xi+1 − ψ(xi+1)) · · · (xs − ψ(xs))v
= 0
for any y ∈ n. That is v′ is also a Whittaker vector of type ψ′. Then ψ′ = ψ, a contra-
diction to our assumption. Thus the lemma holds. 
In the following, for x ∈ H4 and n ∈ Z, we will denote x ⊗ tn by x(n). It is obvious 
that the twisted affine Nappi-Witten Lie algebra Ĥ4[τ ] has a natural decomposition:
Ĥ4[τ ] = Ĥ4[τ ](+)
⊕
Ĥ4[τ ](0)
⊕
Ĥ4[τ ](−),
where
Ĥ4[τ ](+) = SpanC{(a + b)(n), (a− b)(m), c(m), d(m) | n ∈ 2Z+,m ∈ 2N + 1},
Ĥ4[τ ](−) = SpanC{(a + b)(−n), (a− b)(−m), c(−m), d(−m) | n ∈ 2Z+,m ∈ 2N + 1},
Ĥ4[τ ](0) = SpanC{(a + b)(0),k}.
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b− = Ĥ4[τ ](−) ⊕ Ĥ4[τ ](0).
Let C[k] be the polynomial algebra generated by k. It is easy to see that C[k] lies in the 
center of the universal enveloping algebra U(Ĥ4[τ ]).
The following notation for odd partitions and even pseudopartitions will be used to 
describe bases for U(Ĥ4[τ ]) and Whittaker modules.
Just as in [17,20], for a non-decreasing sequence of positive odd numbers:
0 < λ1 ≤ λ2 ≤ · · · ≤ λt, λi ∈ 2N + 1, 1 ≤ i ≤ t,
we call λ = (λ1, λ2, · · · , λt) an odd partition. For a non-decreasing sequence of non-
negative even numbers:
0 ≤ μ1 ≤ μ2 ≤ · · · ≤ μs, μi ∈ 2N, 1 ≤ i ≤ s,
we call μ̃ = (μ1, μ2, · · · , μs) an even pseudopartition. Let Podd and P̃even denote the set 
of odd partitions and even pseudopartitions, respectively. For λ ∈ Podd, μ̃ ∈ P̃even, we 
also write
λ = (1λ(1), 3λ(3), · · · ), μ̃ = (0μ(0), 2μ(2), · · · ),
where λ(k) and μ(l) are the number of times of k and l appear respectively in the odd
partition and even pseudopartition, and λ(k) = μ(l) = 0 for k and l sufficiently large.
Let μ̃ = (μ1, μ2, · · · , μs) ∈ P̃even. Let λ = (λ1, λ2, · · · , λt), ν = (ν1, ν2, · · · , νr), 
η = (η1, η2, · · · , ηl) and λ, ν, η ∈ Podd. We define
|μ̃| = μ1 + μ2 + · · · + μs, |λ| = λ1 + λ2 + · · · + λt,
#(μ̃) = μ(0) + μ(2) + · · · , #(λ) = λ(1) + λ(3) + · · · ,
#(μ̃, ν, λ, η) = #(μ̃) + #(ν) + #(λ) + #(η),
(a + b)(−μ̃) = (a + b)(−μ1)(a + b)(−μ2) · · · (a + b)(−μs)
= (a + b)(0)μ(0)(a + b)(−2)μ(2) · · · ,
(a− b)(−ν) = (a− b)(−ν1)(a− b)(−ν2) · · · (a− b)(−νr)
= (a− b)(−1)ν(1)(a− b)(−3)ν(3) · · · ,
d(−λ) = d(−λ1)d(−λ2) · · · d(−λt) = d(−1)λ(1)d(−3)λ(3) · · · ,
c(−η) = c(−η1)c(−η2) · · · c(−ηl) = c(−1)η(1)c(−3)η(3) · · · .
For convenience, we define 0̄ = (00, 10, 20, · · · ) and set (a + b)(0̄) = (a − b)(0̄) = d(0̄) =
c(0̄) = 1 ∈ U(Ĥ4[τ ]). In what follows, we regard 0̄ as an element of Podd and P̃even.
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algebra homomorphism. A non-zero vector v ∈ M is called a Whittaker vector of type 
ψ if xv = ψ(x)v for every x ∈ Ĥ4[τ ](+). An Ĥ4[τ ]-module M is said to be a Whittaker 
module of type ψ if there is a type ψ Whittaker vector ω ∈ M which generates M . In 
this case we call ω a cyclic Whittaker vector.
The Lie algebra homomorphism ψ is called nonsingular if ψ(c(1)) = 0, otherwise ψ is 
called singular. The commutator relation in the definition of Ĥ4[τ ] forces that
ψ((a + b)(n)) = ψ((a− b)(m)) = ψ(c(m)) = 0,
for n ∈ 2Z+, m ∈ 2Z+ + 1.
Fix a Lie algebra homomorphism ψ : Ĥ4[τ ](+) → C, and let Cψ be the one-dimensional 
Ĥ4[τ ](+)-module for which xα = ψ(x)α for x ∈ Ĥ4[τ ](+) and α ∈ C∗. Then an induced 
Ĥ4[τ ]-module is defined by
Mψ = U(Ĥ4[τ ]) ⊗U(Ĥ4[τ ](+)) Cψ. (2.1)
For ξ ∈ C, since k is in the center of Ĥ4[τ ], (k − ξ)Mψ is a submodule of Mψ. Define
Lψ,ξ = Mψ/(k − ξ)Mψ, (2.2)
and let · : Mψ → Lψ,ξ be the canonical homomorphism. Then Lψ,ξ is a quotient module 
of Mψ for Ĥ4[τ ]. We have the following results for Mψ and Lψ,ξ.
Proposition 2.4.
(i) Mψ and Lψ,ξ are both Whittaker modules of type ψ, with cyclic Whittaker vectors 
ω := 1 ⊗ 1 and ω̄ := 1 ⊗ 1, respectively;
(ii) The set
{kt(a + b)(−μ̃)(a− b)(−ν)d(−λ)c(−η)ω| (μ̃, ν, λ, η)
∈ P̃even × Podd × Podd × Podd, t ∈ N} (2.3)
forms a basis of Mψ. Lψ,ξ has a basis
{(a + b)(−μ̃)(a− b)(−ν)d(−λ)c(−η)ω̄| (μ̃, ν, λ, η)
∈ P̃even × Podd × Podd × Podd}; (2.4)
(iii) Mψ has the universal property in the sense that for any Whittaker module M of 
type ψ generated by ω′, there is a surjective module homomorphism ϕ : Mψ → M
such that uω → uω′, for u ∈ U(b−). Mψ is called the universal Whittaker module 
of type ψ;
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Ĥ4[τ ] of type ψ generated by a Whittaker vector ω̄′, such that k acts as the scalar 
ξ, there is a surjective module homomorphism ϕ̄ : Lψ,ξ → M̄ such that uω̄ → uω̄′, 
for u ∈ U(Ĥ4[τ ](−) ⊕C(a + b)(0)).
Proof. (i)-(iii) is obvious. We only prove (iv). Let M̄ be a Whittaker module of Ĥ4[τ ] of 
type ψ generated by a cyclic Whittaker vector ω̄′, such that k acts as the scalar ξ. By 
(iii), there is a surjective module homomorphism ϕ from Mψ to M̄ such that ϕ(ω) = ω̄′. 
Since on M̄ , k acts as the scalar ξ, we know that ϕ(Mψ(k − ξ)ω) = 0. So ϕ induces a 
surjective module homomorphism ϕ̄ from Lψ,ξ to M̄ such that ϕ̄(ω̄) = ω̄′. 
Remark 2.5. For any x ∈ Ĥ4[τ ](+), ω′ = uω̄, u ∈ U(Ĥ4[τ ](−) ⊕C(a + b)(0)), we have
(x− ψ(x))ω′ = [x, u]ω̄.
Lemma 2.6. For n ∈ 2Z+, m ∈ 2N + 1, μ̃ = (μ1, μ2, · · · , μs) ∈ P̃even, ν =
(ν1, ν2, · · · , νr) ∈ Podd, the following formulas hold.
(a + b)(n)(a + b)(−μ̃) =
s∑
i=1
2nδn,μik(a + b)(−μ̃′ (i)) + (a + b)(−μ̃)(a + b)(n), (2.5)
where |μ̃′ (i)| = |μ̃| − n and #(μ̃′ (i)) < #(μ̃);
(a + b)(n)(a− b)(−ν) = −2
r∑
i=1
(a− b)(−ν′ (i))c(ni) + (a− b)(−ν)(a + b)(n), (2.6)
where |ν′ (i)| − ni = |ν| − n, ni < n and ni ∈ 2Z + 1, #(ν′ (i)) < #(ν);
(a− b)(m)(a + b)(−μ̃) = 2
s∑
i=1
(a + b)(−μ̃′ (i))c(mi) + (a + b)(−μ̃)(a− b)(m), (2.7)
where |μ̃′ (i)| − mi = |μ̃| −m, mi ≤ m (mi ∈ 2Z + 1), and μ′ (i)(0) < μ(0) if mi = m, 
#(μ̃′ (i)) < #(μ̃);
(a− b)(m)(a− b)(−ν) = −
r∑
i=1
2mδm,νik(a− b)(−ν′ (i)) + (a− b)(−ν)(a− b)(m),
(2.8)
where |ν′ (i)| = |ν| −m and #(ν′ (i)) < #(ν).
Proof. We give a proof of (2.5) by induction on #(μ̃). The proof for the rest formulas 
are similar. Let #(μ̃) = 1 and μ̃ = (μ1). Then
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In this case #(μ̃′ (i)) = 0 and (a + b)(−μ̃′ (i)) = 1 in (2.5).
Suppose that (2.5) holds for #(μ̃) < s. Let #(μ̃) = s and μ̃ = (μ1, μ2, · · · , μs). We 
denote (a + b)(−μ̃) = (a + b)(−μ̃′)(a + b)(−μs), where μ̃′ = (μ1, μ2, · · · , μs−1). Then
(a + b)(n)(a + b)(−μ̃)
= [
s−1∑
i=1
2nδn,μik(a + b)(−μ̃′′ (i)) + (a + b)(−μ̃′)(a + b)(n)](a + b)(−μs)
=
s−1∑
i=1
2nδn,μik(a + b)(−μ̃′′ (i))(a + b)(−μs) + 2nδn,μsk(a + b)(−μ̃′)
+(a + b)(−μ̃)(a + b)(n)
=
s∑
i=1
2nδn,μik(a + b)(−μ̃′ (i)) + (a + b)(−μ̃)(a + b)(n),
where (a +b)(−μ̃′′ (i)) = (a +b)(−μ1) · · · ̂(a + b)(−μi) · · · (a +b)(−μs−1), (a +b)(−μ̃′ (i)) =
(a + b)(−μ1) · · · ̂(a + b)(−μi) · · · (a + b)(−μs−1)(a + b)(−μs) and ̂(a + b)(−μi) means this 
factor is deleted. (2.5) is proved. 
3. Whittaker vectors in Lψ,ξ and Mψ for ψ(c(1)) = 0 and ξ = 0
In this section, it is always assumed that ψ(c(1)) = 0, meaning that ψ is nonsingular. 
Let Mψ and Lψ,ξ be the Whittaker modules for the twisted affine Nappi-Witten Lie 
algebra Ĥ4[τ ] defined by (2.1) and (2.2), respectively. The main results of this section 
are Theorem 3.2 and Corollary 3.3 in which the Whittaker vectors in Lψ,ξ and Mψ are 
characterized.
Applying Lemma 2.2 to Ĥ4[τ ], we have
Lemma 3.1. Let ψ(c(1)) = 0 and Lψ,ξ be a Whittaker module for Ĥ4[τ ] defined by (2.2). 
Then the Whittaker vectors in Lψ,ξ are all of type ψ.
We are now in a position to give the first main result of this section.
Theorem 3.2. Assume that ψ(c(1)) = 0 and ξ ∈ C∗. Let ω̄ = 1 ⊗ 1 ∈ Lψ,ξ. Then
(1) ω′ ∈ Lψ,ξ is a Whittaker vector if and only if ω′ = uω̄ for some u ∈ C∗;
(2) Lψ,ξ is irreducible;
(3) any Whittaker Ĥ4[τ ]-module of type ψ for which ψ(c(1)) = 0 and k acts by a 
non-zero scalar ξ ∈ C is irreducible and isomorphic to Lψ,ξ.
Proof. (1) It is clear that if ω′ = uω̄ for some u ∈ C∗, then ω′ is a Whittaker vector. We 
now prove the necessity. Note that for m, n ∈ Z+,
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Then
s =
⊕
m∈Z+
(Cc(2m + 1) ⊕Cd(−2m− 1)) ⊕Ck
is a Heisenberg algebra and Lψ,ξ can be viewed as an s-module on which k acts as 
ξ = 0. Since every highest weight s-module generated by one element with k acting as a 
non-zero scalar is irreducible, it follows that Lψ,ξ can be decomposed into a direct sum 
of irreducible highest weight modules of s with the highest weight vectors
{(a + b)(−μ̃)(a− b)(−ν)c(−η)d(−1)tω̄ | (μ̃, ν, η) ∈ P̃even × Podd × Podd, t ∈ N}.
Thus if ω̄ = ω′ ∈ Lψ,ξ is a Whittaker vector, then ω′ can be written as
ω′ =
∑
i∈I
xi(a + b)(−μ̃(i))(a− b)(−ν(i))c(−η(i))d(−1)ti ω̄,
where I is a finite index set, xi ∈ C∗.
If there exists i ∈ I such that ti > 0, by considering the action of c(1) on ω′, we obtain
(c(1) − ψ(c(1)))ω′
=
∑
i∈I
xitiξ(a + b)(−μ̃(i))(a− b)(−ν(i))c(−η(i))d(−1)ti−1ω̄ = 0,
a contradiction. Then
ω′ =
∑
i∈I
xi(a + b)(−μ̃(i))(a− b)(−ν(i))c(−η(i))ω̄,
where I is a finite index set, xi ∈ C∗. For i ∈ I, let
μ̃(i) = (0ai0 , 2ai1 , · · · , (2n)ain),
ν(i) = (1bi0 , 3bi1 , · · · , (2m + 1)bim),
η(i) = (1ci0 , 3ci1 , · · · , (2l + 1)cil),
where n, m, l, aij , bij , cij ∈ N. Then ω′ can be written as
ω′ =
∑
i∈I
xi(a + b)(0)ai0(a + b)(−2)ai1 · · · (a + b)(−2n)ain ·
(a− b)(−1)bi0(a− b)(−3)bi1 · · · (a− b)(−2m− 1)bimc(−1)ci0c(−3)ci1
· · · c(−2l − 1)cil ω̄,
where I is a finite index set, n, m, l, aij , bij , cij ∈ N.
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If m ≥ n and there exists i ∈ I such that bim = 0, by (2.5) and (2.6), we have
((a + b)(2m + 2) − ψ((a + b)(2m + 2)))ω′
=
∑
i∈I
xi(−2ψ(c(1)))bim(a + b)(0)ai0(a + b)(−2)ai1 · · · (a + b)(−2n)ain ·
(a− b)(−1)bi0(a− b)(−3)bi1 · · · (a− b)(−2m− 1)bim−1c(−η(i))ω̄ = 0,
a contradiction.
If m < n and there exists i ∈ I such that bim = 0, by (2.7) and (2.8), we obtain
((a− b)(2n + 1) − ψ((a− b)(2n + 1)))ω′
=
∑
i∈I
xi2ψ(c(1))ain(a + b)(0)ai0(a + b)(−2)ai1 · · · (a + b)(−2n)ain−1 ·
(a− b)(−1)bi0(a− b)(−3)bi1 · · · (a− b)(−2m− 1)bim−1c(−η(i))ω̄ = 0,
a contradiction.
Case II Suppose m ≥ 0 and {bim | i ∈ I} = {0} and {ain | i ∈ I} = {0} for any n ≥ 0.
Then v has the following form
ω′ =
∑
i∈I
xi(a− b)(−1)bi0(a− b)(−3)bi1 · · · (a− b)(−2m− 1)bimc(−η(i))ω̄.
By considering the action of (a + b)(2m + 2) on ω′. We also get a contradiction.
Case III Suppose l ≥ 0 and {cil | i ∈ I} = {0} and {ain | i ∈ I} = {bim | i ∈ I} = {0}
for any n, m ≥ 0.
In this case,
ω′ =
∑
i∈I
xic(−1)ci0c(−3)ci1 · · · c(−2l − 1)cil ω̄.
We have
(d(2l + 1) − ψ(d(2l + 1)))ω′
=
∑
i∈I
xicil(2l + 1)ξc(−1)ci0c(−3)ci1 · · · c(−2l − 1)cil−1ω̄ = 0,
a contradiction. So we deduce that ω′ = uω̄ for some u ∈ C∗, with which we prove (1).
(2) follows from (1) and (iii) of Lemma 2.1. (3) follows from (2) and (iv) of Proposi-
tion 2.4 
Corollary 3.3. Let ψ(c(1)) = 0 and Mψ be a universal Whittaker module for Ĥ4[τ ], 
generated by the Whittaker vector ω = 1 ⊗ 1. Then v ∈ Mψ is a Whittaker vector if and 
only if v = uω for some u ∈ C[k].
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if u ∈ C[k]. Conversely, let v ∈ Mψ be a Whittaker vector. By (2.3), we can write
v =
∑
μ̃,ν,λ,η
pμ̃,ν,λ,η(k)(a + b)(−μ̃)(a− b)(−ν)d(−λ)c(−η)ω,
where pμ̃,ν,λ,η(k) ∈ C[k]. There exists a module homomorphism ϕ : Mψ → Lψ,ξ with 
ω → ω̄. Clearly
ϕ(v) =
∑
μ̃,ν,λ,η
pμ̃,ν,λ,η(ξ)(a + b)(−μ̃)(a− b)(−ν)d(−λ)c(−η)ω̄
is a Whittaker vector of Lψ,ξ. Then by Theorem 3.2, ϕ(v) ∈ Cω̄. Thus (μ̃, ν, λ, η) =
(0̄, ̄0, ̄0, ̄0) for any pμ̃,ν,λ,η(k) = 0, then v = uω for u ∈ C[k]. 
4. Whittaker vectors for the case that ψ(c(1)) = 0 and ξ = 0
In this section, we will give all the Whittaker vectors of Lψ,0 for which ψ(c(1)) = 0. 
The following is the main result of this section.
Theorem 4.1. Let ψ : Ĥ4[τ ](+) → C be a Lie algebra homomorphism such that ψ(c(1)) =
0. Then any Whittaker vector of the Whittaker module Lψ,0 for Ĥ4[τ ] is a non-zero linear 
combination of elements in {ω̄, c(−η)ω̄ | η ∈ Podd}.
Proof. Since ξ = 0, it is easy to see that {c(−η)ω̄ | η ∈ Podd} are Whittaker vectors. 
Denote by N the submodule of Lψ,0 generated by {c(−η)ω̄ | η ∈ Podd}.
It suffices to prove that ω̄ is the only linear independent Whittaker vector of Lψ,0/N . 
For convenience, we still denote by u the image of u ∈ Lψ,0 in Lψ,0/N . Assume that 
u ∈ Lψ,0/N is a Whittaker vector. Suppose that u = ω̄. Then we may assume that
u =
∑
i∈I
xid(−1)ci0 · · · d(−2m− 1)cim(a + b)(0)ai0 · · · (a + b)(−2n)ain ·
(a− b)(−1)bi0 · · · (a− b)(−2l − 1)bil ω̄,
where I is a finite set of index, m, n, l, cij , aij , bij ∈ N, xi ∈ C∗. For i ∈ I, set
ui = d(−1)ci0 · · · d(−2m− 1)cim(a + b)(0)ai0 · · · (a + b)(−2n)ain(a− b)(−1)bi0
· · · (a− b)(−2l − 1)bil ω̄.
Suppose that there exists i ∈ I such that cim > 0. Let J ⊂ I be such that for i ∈ J ,
m∑
k=0
cik = max
j∈I
{
m∑
k=0
cjk}.
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Actually if for some i ∈ J there exists 0 ≤ k ≤ n such that aik = 0, by considering 
the action of (a − b)(2k + 1) on u, we have
2ψ(c(1))xiaikd(−1)ci0 · · · d(−2m− 1)cim(a + b)(0)ai0 · · · (a + b)(−2k)aik−1 · · ·
(a + b)(−2n)ain(a− b)(−1)bi0 · · · (a− b)(−2l − 1)bil ω̄ = 0,
a contradiction. So we have for i ∈ J ,
n∑
k=0
aik = 0. (4.1)
Similarly for i ∈ J ,
l∑
k=0
bik = 0. (4.2)
Claim 1 is proved.
Let J1 ⊂ J be such that for i ∈ J1, cim = 0. Let J2 ⊂ J1 be such that for i ∈ J2,
cim = max
j∈J1
{cjm}.
We may assume that 1 ∈ J2 and x1 = 2ψ(c(1)). By considering the action of (a +b)(2k+2)
and (a − b)(2k + 1), for 0 ≤ k ≤ m, and noticing that
(a + b)(2k + 2)d(−1)c10 · · · d(−2m− 1)c1m ω̄
= −c1md(−1)c10 · · · d(−2m− 1)c1m−1(a− b)(−2m + 2k + 1)ω̄ + · · · . (4.3)
(a− b)(2k + 1)d(−1)c10 · · · d(−2m− 1)c1m ω̄
= −c1md(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(−2m + 2k)ω̄ + · · · . (4.4)
We can deduce that there exists i ∈ I such that
ci0 = c10, ci1 = c11, · · · , cim−1 = c1m−1, cim = c1m − 1,
n∑
k=0
aik +
l∑
k=0
bik = 0. (4.5)
Let I1 ⊂ I be such that for i ∈ I1,
{cij | 0 ≤ j ≤ m} satisfies (4.5).
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0 ≤
n∑
k=0
aik +
l∑
k=0
bik ≤ 2.
Proof of Claim 2. Let I2 ⊂ I1 be such that for i ∈ I2,
n1 =
n∑
k=0
aik = max
i∈I1
{
n∑
k=0
aik}.
Let I ′2 ⊂ I1 be such that for i ∈ I ′2,
l1 =
l∑
k=0
bik = max
i∈I1
{
l∑
k=0
bik}.
By (4.3), we have l1 > 0, and by (4.4), we have n1 > 0. Then
u = 2ψ(c(1))d(−1)c10 · · · d(−2m− 1)c1m ω̄
+
∑
i∈I2
xid(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(0)ai0 · · · (a + b)(−2n)ain ·
(a− b)(−1)bi0 · · · (a− b)(−2l − 1)bil ω̄
+
∑
i∈I′2
xid(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(0)ai0 · · · (a + b)(−2n)ain ·
(a− b)(−1)bi0 · · · (a− b)(−2l − 1)bil ω̄
+
∑
i∈I1\(I′2∪I2)
xid(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(0)ai0 · · · (a + b)(−2n)ain ·
(a− b)(−1)bi0 · · · (a− b)(−2l − 1)bil ω̄ +
∑
i∈I\I1
xiui.
If n1 > 2, let j ∈ I2, 0 ≤ k ≤ n be such that ajk = 0. Considering the action of 
((a − b)(2k + 1) − ψ((a − b)(2k + 1))) on u, then the term
2xjajkψ(c(1))d(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(0)aj0 · · · (a + b)(−2k)ajk−1
· · · (a + b)(−2n)ajn(a− b)(−1)bj0 · · · (a− b)(−2l − 1)bjl ω̄
only appears in
(a− b)(2k + 1)xjd(−1)c10 · · · d(−2m− 1)c1m−1 ·
(a + b)(0)aj0 · · · (a + b)(−2k)ajk · · · (a + b)(−2n)ajn(a− b)(−1)bj0
· · · (a− b)(−2l − 1)bjl ω̄
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Similarly, we have l1 ≤ 2.
If for j ∈ I2, there exists 0 ≤ k ≤ l such that bjk = 0, considering the action of 
(a + b)(2k + 2) on u, we can deduce that xj = 0, a contradiction. So we have
l∑
k=0
bik = 0, for i ∈ I2.
Similarly, 
n∑
k=0
aik = 0, for i ∈ I ′2. So we have for i ∈ I1,
0 ≤
n∑
k=0
aik +
l∑
k=0
bik ≤ 2.
Claim 2 is proved. 
Suppose that there exists j ∈ I1 such that
uj = d(−1)c10 · · · d(−2m− 1)c1m−1(a− b)(−2k − 1)ω̄,
for some 0 ≤ k ≤ l. If k = m, consider the action of (a + b)(2k + 2) on u. Since
(a + b)(2k + 2)d(−1)c10 · · · d(−2m− 1)c1m ω̄
= −c1md(−1)c10 · · · d(−2m− 1)c1m−1(a− b)(2k − 2m + 1)ω̄ + · · · ,
it follows that the term
d(−1)c10 · · · d(−2m− 1)c1m−1ω̄
appears only in xj(a + b)(2k + 2)uj with coefficient −2ψ(c(1))xj = 0, a contradiction. 
So k = m and
xj = −c1mψ((a− b)(1)).
Claim 3. For j ∈ I1, if 
n∑
k=0
ajk = 0, then 
n∑
k=0
ajk = 2 and 
l∑
k=0
bjk = 0.
Proof of Claim 3. Suppose there exists j ∈ I1 such that
n∑
k=0
ajk = 1 and
l∑
k=0
bjk = 1.
We may assume that
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We consider the action of (a + b)(2s(j) + 2) on u, then the term
d(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(−2r(j))ω̄
appears only in
xj(a + b)(2s(j) + 2)uj
with coefficient −2xjψ(c(1)) = 0, a contradiction. So there exists no j ∈ I1 such that 
n∑
k=0
ajk = 1, 
l∑
k=0
bjk = 1.
Let j ∈ I1 be such that
n∑
k=0
ajk = 1 and
l∑
k=0
bjk = 0.
We may assume that
uj = d(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(−2m(j))ω̄.
Consider the action of (a − b)(2m(j) + 1) on u, then the term
d(−1)c10 · · · d(−2m− 1)c1m−1ω̄
appears only in
xj(a− b)(2m(j) + 1)uj
with coefficient 2ψ(c(1))xj = 0, a contradiction. So for j ∈ I1, if 
n∑
k=0
ajk = 0, then 
n∑
k=0
ajk = 2 and 
l∑
k=0
bjk = 0. Claim 3 is proved. 
Claim 4. We have
u = 2ψ(c(1))d(−1)c10 · · · d(−2m− 1)c1m ω̄
−c1mψ((a− b)(1))d(−1)c10 · · · d(−2m− 1)c1m−1(a− b)(−2m− 1)ω̄
+
∑
i∈I4
xid(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(−2m(i)1 )(a + b)(−2m + 2m
(i)
1 )ω̄
+
∑
i∈I5
xid(−1)c10 · · · d(−2m− 1)c1m−1(a− b)(−2r(i)1 − 1)(a− b)(−2m + 2r
(i)
1 + 1)ω̄
+
∑
xiui +
∑
xiui,
i∈I1\(I4∪I5) i∈I\I1
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(j)
1 = m/2
or m(j)1 = m/2, and for j ∈ I5, 0 ≤ r
(j)
1 ≤ m−12 , xj = −c1m or −
1
2c1m, depending on 
r
(j)
1 = m−12 or r
(j)
1 = m−12 .
Proof of Claim 4. Let I4 ⊆ I1 be such that for j ∈ I4, 
n∑
k=0
ajk = 2 and 
l∑
k=0
bjk = 0. By 
(4.4), I4 = ∅. We may assume that for j ∈ I4,
uj = d(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(−2m(j)1 )(a + b)(−2m
(j)
2 )ω̄,
and 0 ≤ m(j)1 ≤ m
(j)
2 . If m
(j)
1 +m
(j)
2 = m, we consider the action of (a − b)(2m
(j)
2 + 1) −
ψ((a − b)(2m(j)2 + 1)) on u, then the term
d(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(−2m(j)1 )ω̄
appears only in xj(a − b)(2m(j)2 + 1)uj with coefficient
2xjψ(c(1)) = 0, if m(j)1 = m
(j)
2 , or
4xjψ(c(1)) = 0, if m(j)1 = m
(j)
2 ,
a contradiction. So m(j)1 + m
(j)
2 = m, that is,
uj = d(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(−2m(j)1 )(a + b)(−2m + 2m
(j)
1 )ω̄. (4.6)
By (4.4), we have for j ∈ I4,
xj = c1m, if m(j)1 = m/2,
or
xj =
1
2c1m, if m
(j)
1 = m/2.
Let I5 ⊆ I1 be such that for j ∈ I5, 
n∑
k=0
ajk = 0 and 
l∑
k=0
bjk = 2. By (4.3), I5 = ∅, if 
m ≥ 1. We may assume that
uj = d(−1)c10 · · · d(−2m− 1)c1m−1(a− b)(−2r(j)1 − 1)(a− b)(−2r
(j)
2 − 1)ω̄
such that r(j)2 ≥ r
(j)
1 ≥ 0. If r
(j)
1 +r
(j)
2 = m −1, we consider the action of (a +b)(2r
(j)
2 +2)
on u, then the term
d(−1)c10 · · · d(−2m− 1)c1m−1(a− b)(−2r(j)1 − 1)ω̄
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−2xjψ(c(1)) = 0, if r(j)1 = r
(j)
2 , or
−4xjψ(c(1)) = 0, if r(j)1 = r
(j)
2 ,
a contradiction. Then together with (4.3), we have for j ∈ I5,
uj = d(−1)c10 · · · d(−2m− 1)c1m−1(a− b)(−2r(j)1 − 1)(a− b)(−2m + 2r
(j)
1 + 1)ω̄,
(4.7)
for some 0 ≤ r(j)1 ≤ m−12 with coefficient −c1m if r
(j)
1 = m−12 , or −
1
2c1m if r
(j)
1 = m−12 . 
Then Claim 4 is proved. 
We now consider the action of d(2m + 1) on u, then we have
(d(2m + 1) − ψ(d(2m + 1)))u
= −c1mψ((a− b)(1))d(−1)c10 · · · d(−2m− 1)c1m−1(a + b)(0)ω̄
+
∑
i∈I4
xid(−1)c10 · · · d(−2m− 1)c1m−1(2ψ(c(1)) + (a + b)(−2m + 2m(i)1 ) ·
(a− b)(2m− 2m(i)1 + 1) + (a + b)(−2m
(i)
1 )(a− b)(2m
(i)
1 + 1))ω̄
+
∑
i∈I5
xid(−1)c10 · · · d(−2m− 1)c1m−1(−2ψ(c(1)) + (a− b)(−2m + 2r(i)1 + 1) ·
(a + b)(2m− 2r(i)1 ) + (a− b)(−2r
(i)
1 − 1)(a + b)(2r
(i)
1 + 2))ω̄
+
∑
i∈I\I1
(d(2m + 1) − ψ(d(2m + 1)))xiui = 0.
So we have
(
∑
i∈I4
xi −
∑
j∈I5
xj)ψ(c(1)) = 0.
Since for i ∈ I4, j ∈ I5, xi = c1m or 12c1m, xj = −c1m or −
1
2c1m, and ψ(c(1)) = 0, it 
follows that c1m = 0, a contradiction. This proves that for all i ∈ I,
ci0 = · · · = cim = 0.
Then
u =
∑
i∈I
xi(a + b)(0)ai0 · · · (a + b)(−2n)ain(a− b)(−1)bi0 · · · (a− b)(−2l − 1)bil ω̄
is a Whittaker vector of type ψ of the Weyl algebra, which is linearly spanned by
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with relations:
[(a + b)(2r), (a− b)(2s + 1)] = −2δr+s,0c(1).
Then we immediately have u = ω̄. 
5. Whittaker vectors for ψ(c(1)) = 0
In this section, we assume that ψ(c(1)) = 0, that is, ψ is singular. We shall continue 
to investigate the form of Whittaker vectors and the connections between Whittaker 
modules and Verma modules for the twisted affine Nappi-Witten Lie algebra Ĥ4[τ ].
We still follow the notations in Theorem 3.2 and Corollary 3.3. In particular, ω̄ (resp. 
ω) denotes the cyclic Whittaker vector 1 ⊗ 1 (resp. 1 ⊗ 1) for Lψ,ξ (resp. Mψ).
Note that ψ((a + b)(n)) = ψ((a − b)(m)) = ψ(c(l)) = 0 for n ∈ 2Z+, m ∈ 2Z+ + 1, 
l ∈ 2N + 1. Denote ψ((a − b)(1)) by σ1, we have the following lemma by straightforward 
computations.
Lemma 5.1.
(i) If σ1 = 0, then (a + b)(0)ω̄ is a Whittaker vector of Lψ,ξ;
(ii) If σ1 = 0, then (ξ(a + b)(0) − σ1c(−1))ω̄ is a Whittaker vector of Lψ,ξ.
The following theorem gives a full characterization of Whittaker vectors of Lψ,ξ for 
ψ(c(1)) = 0, ξ = 0.
Theorem 5.2. Let ψ(c(1)) = 0, ξ = 0. Set
z =
{
(a + b)(0), if σ1 = 0,
ξ(a + b)(0) − σ1c(−1), if σ1 = 0,
then v is a Whittaker vector of Lψ,ξ if and only if v = uω̄ for some u ∈ C[z], where C[z]
is the polynomial algebra generated by z.
Proof. By Lemma 5.1 and induction on the degree of u as a polynomial, it is easy to 
check that C[z]ω̄ are Whittaker vectors of Lψ,ξ. Conversely, let v be a Whittaker vector 
of Lψ,ξ. Note that for m, n ∈ 2N + 1,
[c(m), d(−n)] = mδm,nk,
then
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⊕
m∈2N+1
(Cc(m) ⊕Cd(−m)) ⊕Ck
is a Heisenberg algebra and Lψ,ξ can be viewed as an s-module such that k acts as 
ξ = 0. Since every highest weight s-module generated by one element with k acting as a 
non-zero scalar is irreducible, it follows that Lψ,ξ can be decomposed into a direct sum 
of irreducible highest weight modules of s with the highest weight vectors
{(a + b)(−μ̃)(a− b)(−ν)c(−η)ω̄ | (μ̃, ν, η) ∈ P̃even × Podd × Podd}.
So if ω̄ = v ∈ Lψ,ξ is a Whittaker vector, then v is a linear combination of elements of 
the form
(a + b)(−μ̃)(a− b)(−ν)c(−η)ω̄, (μ̃, ν, η) ∈ P̃even × Podd × Podd.
We may assume that
v =
∑
i∈I
xi(a + b)(0)ai0(a + b)(−2)ai1 · · · (a + b)(−2n)ain ·
(a− b)(−1)bi0(a− b)(−3)bi1 · · · (a− b)(−2m− 1)bimc(−1)ci0c(−3)ci1
· · · c(−2l − 1)cil ω̄,
where I is a finite index set, n, m, l, aij , bij , cij ∈ N.
Case I Suppose n > 0 and {ain | i ∈ I} = {0}.
If m ≥ n and there exists i ∈ I such that bim = 0, we obtain
((a− b)(2m + 1) − ψ((a− b)(2m + 1)))v
=
∑
i∈I
xi(−2)(2m + 1)ξbim(a + b)(0)ai0(a + b)(−2)ai1 · · · (a + b)(−2n)ain ·
(a− b)(−1)bi0(a− b)(−3)bi1 · · · (a− b)(−2m− 1)bim−1c(−1)ci0c(−3)ci1
· · · c(−2l − 1)cil ω̄
= 0,
a contradiction. Now assume m < n and there exists i ∈ I such that bim = 0, we deduce
((a + b)(2n) − ψ((a + b)(2n)))v
=
∑
i∈I
xi2(2n)ξain(a + b)(0)ai0(a + b)(−2)ai1 · · · (a + b)(−2n)ain−1 ·
(a− b)(−1)bi0(a− b)(−3)bi1 · · · (a− b)(−2m− 1)bimc(−1)ci0c(−3)ci1
· · · c(−2l − 1)cil ω̄
= 0,
a contradiction again.
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Case II Suppose m ≥ 0 and {bim | i ∈ I} = {0} and {ain | i ∈ I} = {0} for any n > 0.
Then v has the following form
v =
∑
i∈I
xi(a + b)(0)ai0(a− b)(−1)bi0(a− b)(−3)bi1 · · · (a− b)(−2m− 1)bim ·
c(−1)ci0c(−3)ci1 · · · c(−2l − 1)cil ω̄.
It is easy to check that ((a − b)(2m + 1) − ψ((a − b)(2m + 1)))v = 0, a contradiction.
Case III Suppose l ≥ 1 and {cil | i ∈ I} = {0} and {ain | i ∈ I} = {bim | i ∈ I} = {0}
for any n > 0, m ≥ 0.
In this case,
v =
∑
i∈I
xi(a + b)(0)ai0c(−1)ci0c(−3)ci1 · · · c(−2l − 1)cil ω̄.
We have
(d(2l + 1) − ψ(d(2l + 1)))v
=
∑
i∈I
xi(2l + 1)ξcil(a + b)(0)ai0c(−1)ci0c(−3)ci1 · · · c(−2l − 1)cil−1ω̄
= 0,
a contradiction.
If σ1 = 0, by Case III, it also leads to a contradiction for l ≥ 0. Then
v =
∑
i∈I
xi(a + b)(0)ai0 ω̄,
and v ∈ C[(a + b)(0)]ω̄. If σ1 = 0, then
v =
∑
i∈I
xi(a + b)(0)ai0c(−1)ci0 ω̄.
For any n ∈ 2Z+, m ∈ 2N + 1, it is easy to see that
((a + b)(n) − ψ((a + b)(n)))v = ((a− b)(m) − ψ((a− b)(m)))v = (c(m) − ψ(c(m)))v = 0
We consider (d(m) − ψ(d(m)))v for m ∈ 2N + 1. Then we have
(d(m) − ψ(d(m)))v
=
∑
i∈I
xi([d(m), (a + b)(0)ai0 ]c(−1)ci0 ω̄ + (a + b)(0)ai0 [d(m), c(−1)ci0 ]ω̄)
=
∑
xi(ai0(a− b)(m)(a + b)(0)ai0−1c(−1)ci0 ω̄ + mδm,1ξci0(a + b)(0)ai0c(−1)ci0−1ω̄).
i∈I
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(d(1) − ψ(d(1)))v
=
∑
i∈I
xi(ai0(a− b)(1)(a + b)(0)ai0−1c(−1)ci0 + ξci0(a + b)(0)ai0c(−1)ci0−1)ω̄
= 0, (5.1)
as v is a Whittaker vector.
In the following we prove that v =
∑
i∈I
xi(a + b)(0)ai0c(−1)ci0 ω̄ ∈ C[z]ω̄, where z =
ξ(a + b)(0) − σ1c(−1). We may assume that
c10 = max
i∈I
{ci0}.
By (5.1), a10 = 0. Then we have
v =
∑
i∈I
xi(a + b)(0)ai0c(−1)ci0 ω̄
= x′1c(−1)c10 ω̄ +
∑
i∈I
ci0<c10
xi(a + b)(0)ai0c(−1)ci0 ω̄
= x′1σ
−c10
1 (σ1c(−1) − ξ(a + b)(0))c10 ω̄ +
∑
i∈I
gi0<c10
yi(a + b)(0)hi0c(−1)gi0 ω̄.
Denote 
∑
i∈I
gi0<c10
yi(a + b)(0)hi0c(−1)gi0 ω̄ by v′. Then v′ is also a Whittaker vector. By 
inductive assumption, v′ ∈ C[z]ω̄. Thus v ∈ C[z]ω̄. 
Remark 5.3. Suppose ψ(c(1)) = 0. Set
z =
{
(a + b)(0), if σ1 = 0,
(a + b)(0)k − σ1c(−1), if σ1 = 0.
The same argument as in Theorem 5.2, by replacing ξ with k and ω̄ with ω whenever 
necessary, proves that v is a Whittaker vector of Mψ if and only if v = uω for some 
u ∈ C[z, k], where C[z, k] is the polynomial algebra generated by z and k.
In the following we consider the case that ψ is identically zero. We first recall the 
definition of Verma module for the twisted affine Nappi-Witten Lie algebra Ĥ4[τ ] given 
in [7]. If ψ is identically zero, for l ∈ C, let
Ml = U(Ĥ4[τ ])((a + b)(0) − l)ω̄,
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M(ξ, l) := Lψ,ξ/Ml
is a Verma module for Ĥ4[τ ]. By Theorem 2.1 of [7], we immediately obtain the following 
lemma.
Lemma 5.4. ([7]) For ξ, l ∈ C, the Verma module M(ξ, l) of Ĥ4[τ ] is irreducible if and 
only if ξ = 0.
Theorem 5.5. If ψ is identically zero and ξ = 0, for each l ∈ C and i ∈ Z+, define
M i = U(Ĥ4[τ ])((a + b)(0) − l)iω̄.
Then
(i) M i is a Whittaker submodule of L0,ξ, with a cyclic Whittaker vector ωi = ((a +
b)(0) − l)iω̄;
(ii) L0,ξ ∼= M i for any i ∈ N;
(iii) M i/M i+1 ∼= M(ξ, l);
(iv) L0,ξ has a filtration
L0,ξ = M0 ⊇ M1 ⊇ · · · ⊇ M i ⊇ · · ·
such that every simple section is isomorphic to the Verma module M(ξ, l).
Proof. For (i), by Theorem 5.2, ((a + b)(0) − l)iω̄ is a Whittaker vector of L0,ξ, thus M i
is a Whittaker module.
For (ii), we define the linear map for i ∈ N,
φ : L0,ξ → M i
uω̄ → u((a + b)(0) − l)iω̄,
where u ∈ U(Ĥ4[τ ](−) ⊕ C(a + b)(0)). It is easy to check that φ is an isomorphism of 
modules. Thus L0,ξ ∼= M i.
For (iii), it is immediate that the linear map
φ : L0,ξ → M i/M i+1
uω̄ → u((a + b)(0) − l)iω̄,
is an epimorphism of modules and Ker φ = M1. Thus M i/M i+1 ∼= L0,ξ/M1 = M(ξ, l).
(iv) follows from (iii) and Lemma 5.4. 
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a maximal non-trivial submodule U of L0,0. Furthermore, L0,0/U is isomorphic to the 
one-dimensional Ĥ4[τ ]-module Cω̄.
Proof. By the fact that ψ ≡ 0 and the definition of the submodule U , we see that
(a + b)(−n)ω̄, (a− b)(−m)ω̄, c(−m)ω̄, d(−m)ω̄ ∈ U
for all n ∈ 2N and m ∈ 2N + 1. Thus
(a + b)(−μ̃)(a− b)(−ν)d(−λ)c(−η)ω̄ ∈ U
for all (μ̃, ν, λ, η) ∈ P̃even × Podd × Podd × Podd with #(μ̃, ν, λ, η) > 0. Since kω̄ =
Ĥ4[τ ](+)ω̄ = 0, it follows that each element of U can be written as a linear combination 
of elements of the form (a + b)(−μ̃)(a − b)(−ν)d(−λ)c(−η)ω̄ with #(μ̃, ν, λ, η) > 0. 
Moreover, ω̄ /∈ U as ξ = 0. Therefore, L0,0/U is isomorphic to the one-dimensional 
Ĥ4[τ ]-module Cω̄ and U is a maximal non-trivial submodule of L0,0. 
Remark 5.7. The maximal submodule U constructed in Theorem 5.6 is not the unique 
one. For example, consider the submodule U0 of L0,0 generated by ω̄ + (a + b)(0)ω̄ and 
c(−η)ω̄, η ∈ Podd. Then it is easy to prove that U0 = L0,0. Let U ′ be the maximal 
submodule of L0,0 containing U0, then L0,0/U is not isomorphic to L0,0/U ′, since the 
images of (a + b)(0)ω̄ in L0,0/U and L0,0/U ′ are 0 + U and −ω̄ + U ′, respectively.
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