Abstract -This paper presents an ongoing investigation to select optimal subset of features from set of well-known myoelectric signals (MES) features in time and frequency domains. Four channel of myoelectric signal from upper limb muscles are used in this paper to classify six distinctive activities. Cascaded genetic algorithm (GA) has been adopted as the search strategy in feature subset selection. Davies-Bouldin index (DBI) and Fishers linear discriminant index (FLDI) interesting when it's realized that some features could be more effective with some certain channels while they are not by other channels. In other words, a subset of feature-channel could be selected before off-line training to achieve as possible as high accuracy in classification. Fig. 1 shows a flowchart of MES classification. The raw data collected from surface of user's muscles during activities is segmented and the features are then extracted. Features are the most challenging point in pattern recognition problems, because they should be adequately consistent with the classifiers. Meanwhile, due to time constraint in real-time control, most distinctive features should be selected to feed to the classifier, namely linear discriminate analysis (LDA) and artificial neural networks (ANN).
Myoelectric signals (MES) contain rich information that can be used as a human-machine interface to manipulate assistive devices and robots based on user' s intention. However, most of the current myoelectric control systems suffer from low accuracy and instability in multi-function controls. It is extremely challenging to interpret MES data and classify its features accurately and reliably to control more than one or two functions. Features have key role in MES classification. They represent signals to the classifier, and selecting optimal features is the key point in MES classification.
In general, there are two distinct approaches to provide efficient features for the classifiers, namely feature extraction (projection) and feature selection. Feature extraction creates a subset of new features by combination of the existing feature based on linear or nonlinear mapping, but feature selection chooses a subset of all features by search in feasible spaces. Englehart et al. [1] , [4] show that for time-scale features, feature projection using principle components analysis (PCA) provides far more effective means of dimensionality reduction than feature selection by class separability (CS). They demonstrate wavelets transform (WT) and wavelet pocket transform (WPT) outperform time domain (TD) features when using PCA/LDA combination as the dimensionality reduction and classification means. Chu et al. [12] propose a linearnonlinear feature projection method composed of PCA and self-organizing feature map (SOFM) that performs both the dimensionality reduction and nonlinear mapping. This method overcomes a defect of PCA that the density functions of classes are not exactly discriminated, but it burdens huge computation in training process consisting of computing of local discriminant basis (LDB) for WPT, eigenvectors for PCA, weight vectors of SOFM and weight vectors of MLP neural network [19] .
Zardoshti et al. [15] evaluate MES features using DaviesBouldin index and K-nearest neighbour nonparametric classifier. The features evaluated are the integral of average value, the variance, the number of zero crossings, the Willison amplitude, the v-order and log detectors, and autoregressive model parameters. A new feature, MES Histogram, is introduced and shown to be most effective. Park et al. [13] evaluate a set of MES features by comparing separability measure provided by the Bhattacharyya distance. They show adaptive cespstrum vector (ACV) is more feasible feature for MES pattern classification. Chan et al. [14] during developing Fuzzy classifier for MES, have found out that the slope sign changes (SSC) which was introduced as the TD feature by Hudgins [5] , not only improve the classification performance but also even deteriorates it for some subjects. [19] . Moreover, [17] had shown that MES can be assumed stationary for the short time contractions for real-time controls. By excluding time-scale features [1] [4], feature projection could not be the best choice for dimensionality reduction in MES. Feature subset selection (FSS) not only reduces computation cost by dimensionality reduction, but also improves the generalization capabilities by turning to fewer parameters in pattern recognition. In addition, it is evident that all muscles have no similar role for each activity, and subset selection can be extended to channel (muscle) selection. Researches show that optimum subset of features and channels (muscles) could vary depending on subjects, type of motions and classifiers. It becomes more interesting when it's realized that some features could be more effective with some certain channels while they are not by other channels. In other words, a subset of feature-channel could be selected before off-line training to achieve as possible as high accuracy in classification. Fig. 1 
The |Xi and mi are the number of points and mean point of cluster ith, respectively.
Mi is the inter-cluster distance and given by
By assuming p=q=2, we have adopted Euclidean distance as a measure between cluster's points and mean point. DB index is defined as I c DBI = max -R iec C j=l (6) where C is the number of clusters. It is geometrically plausible to seek clusters that have minimum within-cluster scatter and maximum between-class separation. For [23] .
In FSS, individual solutions or so-called genomes (feature subsets) are simply represented with a binary number that each bit is 1 if the given feature is selected, 0 otherwise. Since GA yields several optimal solutions, the total number of selected features is considered as the second fitness criteria in cascaded genetic algorithm. At the beginning, a population of 100 genomes (feature subsets) is created. In each generation, all genomes are evaluated according to the first fitness criterion, and the 50 best individuals (the first elite) are retained while the rest are thrown away. The first elite are then sorted according to the new fitness measure and the best 25 genomes (the second elite) are retained. Mutated copies of the surviving genomes are then used to fill the population up to the initial level of 100. This multi-stage selection method enables our evolutionary algorithm to deal neatly with several fitness measures without the need to specify a joint fitness function in which the relative contribution of each single factor (left to the insight of the designer) would play a very important role [22] . In applying GA should be very careful since it is shown that the performance of GA, though good for medium-sized problems, degrades as dimensionality increases. 
IV. EXPERIMENTS & RESULTS

A. Setup
Results of paper are supported by 48 series of data that are collected during six independent experiments on eight subjects. In LDA and ANN are two measures that show the rate of generalization of the features applied by the classifiers. In other words, LDA and ANN demonstrate rate of misclassified data samples in test set while the classifiers have trained by the training data set. It is evident that the LDA and ANN parameters are more noticeable, but they are only applicable for certain families of the classifiers and slow in calculation. Since the analysis has founded on independent data sets, the parameters illustrate an average of the results in several iterations. As it explained in Section II, low value of DBI, LDA and ANN means more discriminating information has presented by the features while high value of FLD means that. Table 1 illustrates four parameters for each feature separately. As it shown, WL demonstrates high capability in providing discriminating information for MES classification. After that MAV and RMS are placed in second grade. Figure  2 shows classification error rate obtained based on each feature separately. Table 2 shows evaluation parameters obtained from four particular subsets. Subset A and B are those that had applied by the Hudgins [5] and Huang [3] , respectively. Subset C is the combination of three bests of features in evaluation separately and subset D contains all features studied in this paper. As it is shown, subset A provides more discriminating information rather than other subsets. Figure 4 shows as well, fluctuation in DBI comparing with changes in segmentation. As it was expected, the cluster separability and classification performance fall down as the segment length is decreasing. Overlapped segments not only overload the computation but also deteriorate separation of the classes. Overlapped segmentation in Figure 3 and Figure 4 Figure 6 illustrates distribution of selected featurechannels in optimal subset for the 4-channel and 6-channel experiments respectively. The probability of features and channels to be selected in optimal subset is highly variable. Table 3 is obtained based on search starting from random initial points while, data in Table 4 are obtained based on search starting from pre-assigned initial points. The classification performance increases by applying the preassigned initial points in GA, but it is evident that it needs prior knowledge that it is not available always. The aim of this paper is to improve MES classification performance by selecting optimal signal features. This approach could be applied before offline training of the classifier to improve the performance. Feature subset selection (FSS) improves by far result of MES classification. DB index provides more reliable information about class separability and works more efficient than FLD index as the filter objective function in FSS. LDA classifier applied as the wrapper objective function in FSS represents highly performance in speed and accuracy, but it is not applicable for other types of classifiers.
