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Heaps of data residing on health services, polyclinics, hospitals and clinics are now only limited to providing 
graphs or statistics on the number of patients seeking treatment. The contents of the report in the form of the 
illness and its report medicine information from the disease.This research applies methods of partitioning around 
medoids (k-medoids) to produce information about the grouping of the disease "Acute" and "NOT ACUTE" that 
affects many patients in Puskesmas Kajen Pekalongan. Then these results can be used as ingredients or basic 
health education by the local Health Department. Based on the data obtained, the resulting number of acute 
cluster there are 94 items, not acute cluster 906 items with a total amount of data is 1000. 
 





Tumpukan data yang berada pada dinas kesehatan, poliklinik maupun rumah sakit dan puskesmas 
sekarang hanya sebatas memberikan grafik atau statistik jumlah pasien yang berobat. Isi dari laporan tersebut 
berupa laporan penyakit yang diderita beserta informasi obat dari penyakit tersebut. Penelitian ini menerapkan 
metode partitioning around medoids (k-medoids) untuk menghasilkan informasi mengenai  pengelompokkan 
penyakit “AKUT” dan “TIDAK AKUT” yang banyak diderita oleh pasien pada Puskesmas Kajen Pekalongan. 
Kemudian hasil tersebut dapat dijadikan bahan atau dasar penyuluhan kesehatan oleh Dinas Kesehatan 
setempat. Berdasarkan data yang diperoleh, dihasilkan jumlah cluster akut ada 94 item, cluster tidak akut ada 
906 item dengan total jumlah data adalah 1000. 
 




1. PENDAHULUAN  
 
Tumpukan data yang berada pada dinas 
kesehatan, poliklinik maupun rumah sakit dan 
puskesmas sekarang ini hanya sebatas memberikan 
grafik atau statistik jumlah pasien yang berobat 
dengan penyakit yang diderita beserta laporan 
penyakit yang diderita beserta informasi obat dari 
penyakit tersebut. Laporan data inilah yang dijadikan 
oleh dinas kesehatan untuk melakukan kebijakan-
kebijakan apabila memonitoring dan memberikan 
penyuluhan. 
Untuk menentukan konsistensi data kesehatan 
dapat digunakan teknik data mining yang mampu 
menggali informasi tersembunyi dari kumpulan data 
multidimensi yang telah diperoleh, selain itu 
pengekstrakan data yang terhubung dengan data 
lain juga dapat dilakukan oleh teknik data mining ini 
[1].  
Salah satu teknik data mining yang cukup 
terkenal yaitu clustering dan metode yang cukup 
polpuler dalam teknik data mining ini adalah metode 
k-medoids. 
Clustering merupakan salah satu teknik analisis 
data eksploratori yang bertujuan untuk menentukan 
kelompok atau grup dari sekelompok data. Metode 
ini dikembangkan dengan menentukkan struktur 
pengelompokkan diantara objek yang akan 
dikelompokkan. Analisis cluster dimulai dari metode 
hierarchical yang secara garis besar membentuk 
sebuah tree diagram yang biasa disebut dengan 
dendogram yang mendeskripsikan pengelompokan 
berdasarkan jarak, graph-theoritic melihat objek 
sebagai node pada network terboboti, mixture 
models mengasumsikan suatu objek dihasilkan dari 
skala data yang berbeda-beda, partitional lebih 
dikenal dengan metode non-hierarchy termasuk 
didalamnya adalah metode K-Medoids cluster. 
Algoritma clustering Partitioning Around 
Medoids(PAM) atau disebut juga K-Medoids adalah 
algoritma untuk menemukan k cluster dalam n objek 
dengan pertama kali secara arbitrarily menemukan 
wakil dari objek (medoid) untuk tiap-tiap cluster. [10]. 
Berdasarkan permasalah yang telah dipaparkan 
di atas maka penelitian ini akan menerapkan metode 
k-medoids untuk menghasilkan informasi mengenai 
pengelompokkan penyakit “AKUT” dan “TIDAK 
AKUT” yang banyak diderita oleh pasien pada 
Puskesmas Kajen Pekalongan. Kemudian hasil 
tersebut dapat dijadikan bahan atau dasar 





2.  METODE PENELITIAN  
 
JURNAL KILAT VOL. 6 NO. 1, APRIL  2017  | 7 
A. Metode Pengumpulan Data 
Dalam kegiatan pengumpulan data untuk 
penelitian ini digunakan metode pengumpulan studi 
pustaka yang mana pada metode ini kegiatan 
dilakukan adalah mempelajari, mencari dan 
mengumpulkan data yang berhubungan dengan 
penelitian ini. Data yang digunakan dalam 
pengelompokkan penyakit pasien ini diperoleh dari 
data pasien Puskesmas Kajen Pekalongan dimana 
penelitian ini dilakukan. Data yang diperoleh 
kemudian akan di olah menggunakan metode k-
medoids dengan mengambil nilai-nilai dari setiap 
atribut pada data untuk mengelompokkan data 
penyakit pasien. 
 
B. Metode Analisis Data 
Analisis data merupakan proses mencari dan 
menyusun secara sistematis data yang telah 
diperoleh dari wawancara, dokumentasi, dokumen 
pribadi, observasi, catatan lapangan, gambar foto 
dan sebagainya, dengan cara mengorganisasikan 
data tersebut ke dalam kategori, menjabarkan ke 
dalam unit-unit, melakukan sintesa, menyusun ke 
dalam pola, memilih mana yang penting dan mana 
yang akan dipelajari dan kemudian membuat 
kesimpulan agar dapat dipahami diri sendiri dan 
orang lain. 
Dalam penulisan penelitian ini menggunakan 
analisis data yang bersifat kualitatif, penelitian 
kualitatif adalah analisis yang dilakukan dengan 
mengelompokkan data untuk mencari suatu pola dari 
hal yang dipelajari dan membandingkan konsep-
konsep yang ada dalam sumber. 
 
C. Studi Literatur 
Dalam penelitian studi literatur adalah kegiatan 
ilmiah yang dilakukan untuk menemukan jawaban 
satu permasalahan, dan yang tujuan akhirnya adalah 
memberikan kontribusi teoritis atau praktis pada 
pengembangan bidang ilmu yang bersangkutan. 
Studi literatur yang digunakan disini meliputi 
pengolahan data penyakit pasien Puskesmas Kajen 
Pekalongan. 
 
D. Instrumen Penelitian 
Dalam penelitian selain menggunakan data 
sebagai bahan penelitian juga diperlukan komponen 
pendukung seperti software dan hardware sebagai 
bahan pendukung berlangsungnya penelitian 
tersebut, komponen pendukung tersebut adalah : 
 
1. Kebutuhan Hardware 
Kebutuhan perangkat keras (hardware) yang 
digunakan dalam penelitian ini adalah laptop 
dengan spesifikasi Processor Intel core I3,Sistem 
Operasi Windows 7 ,RAM 2 GB dan HDD 500 
GB. 
 
2. Kebutuhan Software 
Kebutuhan perangkat lunak (software) 
merupakan salah satu faktor yang sangat penting 
dalam penyusunan penelitian ini, perangkat lunak 
yang dipakai adalah : 
 
 
a. Sistem Operasi 
 Dalam penelitian ini sistem operasi yang 
dipakai adalah sistem operasi windows 7. 
b. Microsoft Word 
 Microsoft Word dalam penelitian disini 
digunakan untuk menyusun laporan 
penelitian, Microsoft Word yang dipakai 
adalah versi 2012. 
c. Rapid Miner 
 Rapid Miner digunakan untuk pengolahan 
data mining. 
d. MySQL 
 Perangkat lunak basis data yang dalam 
penelitian ini digunakan untuk menampung 
data – data dan nilai dari setiap atribut. 
 
3. Sampel Data-set 
Data set merupakan kumpulan data tabel dan 
juga di dalamnya terdapat relasi antar data tabel 
(data relation ) atau lebih mudahnya di dalam 
satu dataset bisa terdapat banyak data tabel 
yang berelasi.  
 
4. Variabel Penelitian 
Pada sebuah penelitian data mining terdapat 
data yang akan diolah dengan metode yang telah 
ditentukan sebelumnya, pada penelitian ini data 
yang digunakan adalah data pasien dari 
Puskesmas Kajen Pekalongan yang akan diolah 
menggunakan metode k-medoids untuk 
mengelompokkan data penyakit pasien tersebut 
kedalam kelompok penyakit “Akut” atau penyakit 
“Tidak Akut” berdasarkan beberapa variabel 
inputan. Variabel inputan yang digunakan dalam 
pengelompokkan penyakit pasien tersebut 
adalah jenis kelamin, umur, kode penyakit, dan 
lama mengidap penyakit tersebut dalam hitungan 
bulan. Kemudian variabel tersebut akan diolah 
menggunakan metode k-medoids yang kemudian 
menghasilkan output kelompok penyakit 
berdasarkan hitungan dari metode k-medoids. 
 
 
3.  HASIL DAN PEMBAHASAN 
 
A. Penerapan Algoritma K-Medoids 
Pada umumnya kinerja metode k-medoids 
secara berurutan adalah sebagai berikut : 
1.  Secara acak pilih k objek pada sekumpulan n 
objek sebagai medoid. 
2.  Ulangi: 
3.  Tempatkan objek non-medoid ke dalam cluster 
yang paling dekat dengan medoid. 
4. Secara acak pilih oacak: sebuah objek non-medoid. 
5.  Hitung total biaya, S, dari pertukaran medoid oj 
dengan orandom. 
6.  Jika S < 0 maka tukar oj dengan oacak untuk 
membentuk sekumpulan k objek baru   sebagai 
medoid. 
7.  Hingga tidak ada perubahan.    
Data penelitian yang sedang dilakukan 
merupakan data penyakit pasien Puskesmas Kajen 
Pekalongan sebanyak 1000 data yang akan 
dikelompokkan ke dalam penyakit “AKUT(C0)” dan 
penyakit “TIDAK AKUT(C1)” pengelompokkan 
tersebut berdasarkan atribut umur, kode penyakit 
dan lama mengidap penyakit, yang kemudian atribut 
tersebut akan diolah menggunakan algoritma k-
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medoids. Sampel dari data penyakit pasien 
Puskesmas Kajen Pekalongan dapat dilihat pada 
tabel 1 di bawah ini. 
 
 














1 Perempuan 25 16 3 Demam tifoid dan paratifoid 
2 Perempuan  25 16 5 Demam tifoid dan paratifoid 
3 Laki-laki  15 18 3 Amoebiasis  
4 Laki-laki  11 18 2 Amoebiasis 
5 Laki-laki  17 21 2 Diare dan Gastroenteritis 
6 Laki-laki  12 21 3 Diare dan gastroenteritis 
7 Laki-laki  10 21 5 Diare dan gastroenteritis 
8 Laki-laki  14 21 1 Diare dan gastroenteritis 
9 Laki-laki  10 21 4 Diare dan gastroenteritis  
10 Laki-laki  12 21 5 Diare dan gastroenteritis 
11 Laki-laki  3 21 1 Diare dan gastroenteritis  
12 Perempuan  21 19 4 TB paru BTA 
13 Laki-laki 10 17 8 TB selain paru 
14 Laki-laki  51 20 8 Kusta  
15 Perempuan  18 20 9 Kusta  
16 Perempuan  18 20 6 Kusta  
17 Perempuan  27 15 6 Tetanus obstetric 
18 Laki-laki  20 22 11 Scabies  
19 Laki-laki 15 24 21 Anemia  
20 Laki-laki  7 23 8 Campak  
 
 
B. Implementasi Rapid Miner 
 
Berikut adalah pengolahan data dengan 









Gambar 2 Pemodelan Clustering K-Medoids  
pada Rapid Miner 
 
Dengan menggunakan pemodelan k-medoids 
clustering seperti gambar 1 diatas, dengan 
inisialisasi jumlah cluster sebanyak 2 buah, maka 
didapatkan hasil dengan cluster yang terbentuk 
adalah 2, sesuai dengan pendefinisian nilai k dengan 
jumlah cluster_0 ada 376 item, cluster_1 ada 624 
item dengan total jumlah data adalah 1000. 
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Gambar 3  Hasil data cluster K-Means  





Gambar 4 Hasil perhitungan antara  




Gambar 5 Grafik data hasil Clustering K-Means 
 
 




Tumpukan data yang berada pada dinas 
kesehatan, poliklinik maupun rumah sakit dan 
puskesmas dapat digunakan untuk menentukan 
konsistensi data kesehatan dapat digunakan teknik 
data mining yang mampu menggali informasi 
tersembunyi dari kumpulan data multidimensi yang 
telah diperoleh, selain itu pengekstrakan data yang 
terhubung dengan data lain juga dapat dilakukan 
oleh teknik data mining ini. Salah satu teknik data 
mining yang cukup terkenal yaitu clustering dan 
metode yang cukup populer dalam teknik data mining 
ini adalah metode k-medoids. 
Partitioning around medoids (PAM) atau lebih 
dikenal dengan algoritma k-Medoids merupakan 
salah satu algoritma clustering data mining. Dengan 
data uji berupa jenis kelamin, kode penyakit dan 
lama mengidap yang masing-masing sebanyak 1000 
data, dihasilkan cluster yang merepresentasikan 
kelompok penyakit akut dan tidak akut. Algoritma k-
Medoids telah bekerja dengan baik untuk 
menentukan setiap objek pada dataset pada setiap 
cluster . 
Berdasarkan uraian masalah di atas, maka dapat 
dirumuskan kesimpulan inisialisasi jumlah cluster 
sebanyak 2 buah sesuai dengan pendefinisian nilai k 
dengan jumlah cluster akut ada 94 item, cluster tidak 





a. Pada penelitian ini dapat dikembangkan 
menjadi aplikasi maupun dibuat 
menggunakan bahasa pemrograman. 
b. Untuk pengembangan penelitian 
selanjuutnya dapat dikembangkan 
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