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Abstract
There is a widespread recent interest in using ideas from statistical physics to model certain types of
problems in economics and finance. The main idea is to derive the macroscopic behavior of the market
from the random local interactions between agents. Our purpose is to present a general framework that
encompasses a broad range of models, by proving a law of large numbers and a central limit theorem for
certain interacting particle systems with very general state spaces. To do this we draw inspiration from some
work done in mathematical ecology and mathematical physics. The first result is proved for the system seen
as a measure-valued process, while to prove the second one we will need to introduce a chain of embeddings
of some abstract Banach and Hilbert spaces of test functions and prove that the fluctuations converge to the
solution of a certain generalized Gaussian stochastic differential equation taking values in the dual of one
of these spaces.
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1. Introduction
We consider interacting particle systems of the following form. There is a fixed number N of
particles, each one having a type w ∈ W . The particles change their types via two mechanisms.
The first one corresponds simply to transitions from one type to another at some given rate. The
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second one involves a direct interaction between particles: pairs of particles interact at a certain
rate and acquire new types according to some given (random) rule. We will allow these rates
to depend directly on the types of the particles involved and on the distribution of the whole
population on the type space.
Our purpose is to prove limit theorems, as the number of particles N goes to infinity, for
the empirical random measures νNt associated to these systems. ν
N
t is defined as follows: if
ηNt (i) ∈ W denotes the type of the i th particle at time t , then
νNt =
1
N
N∑
i=1
δηNt (i)
,
where δw is the probability measure on W assigning mass 1 to w.
Our first result, Theorem 1, provides a law of large numbers for νNt on a finite time interval
[0, T ]: the empirical measures converge in distribution to a deterministic continuous path νt
in the space of probability measures on W , whose evolution is described by a certain system of
integro-differential equations. Theorem 2 analyzes the fluctuations of the finite system νNt around
νt , and provides an appropriate central limit result: the fluctuations are of order 1/
√
N , and the
asymptotic behavior of the process
√
N
(
νNt − νt
)
has a Gaussian nature. This second result is,
as could be expected, much more delicate than the first one.
In recent years there has been an increasing interest in the use of interacting particle systems to
model phenomena outside their original application to statistical physics, with special attention
given to models in ecology, economics, and finance. Our model is specially suited for the last
two types of problems, in particular because we have assumed a constant number of particles,
which may represent agents in the economy or financial market (ecological problems, on the
other hand, usually require including birth and death of particles). Particle systems were first
used in this context in [1], and they have been used recently by many authors to analyze a variety
of problems in economics and finance. The techniques that have been used are diverse, including,
for instance, ideas taken from the Ising model in [1], the voter model in [2], the contact process
in [3], the theory of large deviations in [4], and the theory of queuing networks in [5,6].
Our original motivation for this work comes precisely from financial modeling. It is related to
some problems studied by Darrell Duffie and coauthors (see Examples 2.1 and 3.3) in which they
derive some models from the random local interactions between the financial agents involved,
based on the ideas of Duffie and Sun [7]. Our initial goal was to provide a general framework in
which this type of problems could be rigorously analyzed, and in particular prove a law of large
numbers for them. In our general setting, W will be allowed to be any locally compact complete
separable metric space. Considering type spaces of this generality is one of the main features
of our model, and it allows us to provide a unified framework to deal with models of different
nature (for instance, the model in Example 2.1 has a finite type space and the limit solves a finite
system of ordinary differential equations, while in Example 3.3 the type space is R and the limit
solves a system of uncountably many integro-differential equations).
To achieve this first goal, we based our model and techniques on ideas taken from the
mathematical biology literature, and in particular on [8], where the authors study a model that
describes a spatial ecological system where plants disperse seeds and die at rates that depend
on the local population density, and obtain a deterministic limit similar to ours. We remark that,
following their ideas, our results could be extended to systems with a non-constant population by
adding assumptions which allow to control the growth of the population, but we have preferred
to keep this part of the problem simple.
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The central limit result arose as a natural extension of this original question, but, as we already
mentioned, it is much more delicate. The extra technical difficulties are related with the fact that
the fluctuations of the process are signed measures (as opposed to the process νNt which takes
values in a space of probability measures), and the space of signed measures is not well suited
for the study of convergence in distribution. The natural topology to consider for this space in
our setting, that of weak convergence, is in general not metrizable. One could try to regard this
space as the Banach space dual of the space of continuous bounded functions on W and endow
it with its operator norm, but this topology is too strong in general to obtain tightness for the
fluctuations (observe that, in particular, the total mass of the fluctuations
√
N
(
νNt − νt
)
is not
a priori bounded uniformly in N ). To overcome this difficulty we will show convergence of the
fluctuations as a process taking values in the dual of a suitable abstract Hilbert space of test
functions. We will actually have to consider a sequence of embeddings of Banach and Hilbert
spaces, which will help us in controlling the norm of the fluctuations. This approach is inspired
by ideas introduced in [9] to study weak convergence of some measure-valued processes using
sequences of Sobolev embeddings. Our proof is based on [10], where the author proves a similar
central limit result for a system of interacting diffusions associated with Boltzmann equations.
The rest of the paper is organized as follows. Section 2 contains the description of the general
model, Section 3 presents the law of large numbers for our system, and Section 4 presents the
central limit theorem, together with the description of the extra assumptions and the functional
analytical setting we will use to obtain it. All the proofs are contained in Section 5.
2. Description of the model
2.1. Introductory example
To introduce the basic features of our model and fix some ideas, we begin by presenting one
of the basic examples we have in mind.
Example 2.1. We consider the model for over-the-counter markets introduced in [11]. There is
a “consol”, which is an asset paying dividends at a constant rate of 1, and there are N investors
that can hold up to one unit of the asset. The total number of units of the asset remains constant
in time, and the asset can be traded when the investors contact each other and when they are
contacted by marketmakers. Each investor is characterized by whether he or she owns the asset
or not, and by an intrinsic type that is “high” or “low”. Low-type investors have a holding cost
when owning the asset, while high-type investors do not. These characteristics will be represented
by the set of types W = {ho, hn, lo, ln}, where h and l designate the high- and low-type of an
investor while o and n designate whether an investor owns or not the asset.
At some fixed rate λd , high-type investors change their type to low. This means that each
investor runs a Poisson process with rate λd (independent from the others), and at each event of
this process the investor changes his or her intrinsic type to low (nothing happens if the investor
is already of low-type). Analogously, low-type investors change to high-type at some rate λu .
The meetings between agents are defined as follows: each investor decides to look for another
investor at rate β (understood as before, i.e., at the times of the events of a Poisson process
with rate β), chooses the investor uniformly among the set of N investors, and tries to trade.
Additionally, each investor contacts a marketmaker at rate ρ. The marketmakers pair potential
buyers and sellers, and the model assumes that this pairing happens instantly. At equilibrium, the
rate at which investors trade through marketmakers is ρ times the minimum between the fraction
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of investors willing to buy and the fraction of investors willing to sell (see [11] for more details).
In this model, the only encounters leading to a trade are those between hn- and lo-agents, since
high-type investors not owning the asset are the only ones willing to buy, while low-type investors
owning the asset are the only ones willing to sell.
Theorem 1 will imply the following for this model: as N goes to infinity, the (random)
evolution of the fraction of agents of each type converges to a deterministic limit which is the
unique solution of the following system of ordinary differential equations:
u˙ho(t) = 2βuhn(t)ulo(t)+ ρmin{uhn(t), ulo(t)} + λuulo(t)− λduho(t),
u˙hn(t) = −2βuhn(t)ulo(t)− ρmin{uhn(t), ulo(t)} + λuuln(t)− λduhn(t),
u˙lo(t) = −2βuhn(t)ulo(t)− ρmin{uhn(t), ulo(t)} − λuulo(t)+ λduho(t),
u˙ln(t) = 2βuhn(t)ulo(t)+ ρmin{uhn(t), ulo(t)} − λuuln(t)+ λduhn(t).
(2.1)
Here uw(t) denotes the fraction of type-w investors at time t . This deterministic limit corresponds
to the one proposed in [11] for this model (see the referred paper for the interpretation of this
equations and more on this model).
2.2. Description of the general model
We will denote by IN = {1, . . . , N } the set of particles in the system. In line with our original
financial motivation, we will refer to these particles as the “agents” in the system (like the
investors of the aforementioned example). The possible types for the agents will be represented
by a locally compact Polish (i.e., separable, complete, metrizable) space W . Given a metric space
E , P(E) will denote the collection of probability measures on E , which will be endowed with
the topology of weak convergence. When E = W , we will simply write P = P(W ). We will
denote by Pa the subset of P consisting of purely atomic measures.
The Markov process νNt we are interested in takes values in Pa and describes the evolution of
the distribution of the agents over the set of types. We recall that it is defined as
νNt =
1
N
N∑
i=1
δηNt (i)
,
where δw is the probability measure on W assigning mass 1 to w ∈ W and ηNt (i) corresponds
to the type of the agent i at time t . In other words, the vector ηNt ∈ W IN gives the configuration
of the set of agents at time t , while for any Borel subset A of W , νNt (A) is the fraction of agents
whose type is in A at time t .
The dynamics of the process is defined by the following rates:
• Each agent decides to change its type at a certain rate γ (w, νNt ) that depends on its current
type w and the current distribution νNt . The new type is chosen according to a probability
measure a(w, νNt , dw
′) on W .
• Each agent contacts each other agent at a certain rate that depends on their current types w1
and w2 and the current distribution νNt : the total rate at which a given type-w1 agent contacts
type-w2 agents is given by Nλ(w1, w2, νNt )ν
N
t ({w2}). After a pair of agents meet, they choose
together a new pair of types according to a probability measure b(w1, w2, νNt , dw
′
1 ⊗ dw′2)
(not necessarily symmetric in w1, w2) on W ×W .
For a fixed µ ∈ Pa , a(w,µ, dw′) and b(w1, w2, µ, dw′1 ⊗ dw′2) can be interpreted,
respectively, as the transition kernels of Markov chains in W and W ×W .
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Let B(W ) be the collection of bounded measurable functions on W and Cb(W ) be the
collection of bounded continuous functions on W . For ν ∈ P and ϕ ∈ B(W ) (or, more generally,
any measurable function ϕ) we write
〈ν, ϕ〉 =
∫
W
ϕ dν.
Observe that〈
νNt , ϕ
〉
= 1
N
N∑
i=1
ϕ(ηNt (i)).
We make the following assumption:
Assumption A.
(A1) The rate functions γ (w, ν) and λ(w,w′, ν) are defined for all ν ∈ P . They are non-
negative, measurable in w and w′, bounded respectively by constants γ and λ, and
continuous in ν.
(A2) a(w, ν, ·) and b(w,w′, ν, ·) are measurable in w and w′.
(A3) The mappings
ν 7−→
∫
W
γ (w, ν) a(w, ν, ·) ν(dw) and
ν 7−→
∫
W
∫
W
λ(w1, w2, ν) b(w1, w2, ν, ·) ν(dw2) ν(dw1),
which assign to each ν ∈ Pa a finite measure on W and W×W , respectively, are continuous
with respect to the topology of weak convergence and Lipschitz with respect to the total
variation norm: there are constants Ca,Cb > 0 such that∥∥∥∥∫
W
γ (w, ν1)a(w, ν1, ·) ν1(dw)−
∫
W
γ (w, ν2)a(w, ν2, ·) ν2(dw)
∥∥∥∥
TV
≤ Ca‖ν1 − ν2‖TV
and ∥∥∥∥∫
W
∫
W
λ(w1, w2, ν1)b(w1, w2, ν1, ·) ν1(dw2) ν1(dw1)
−
∫
W
∫
W
λ(w1, w2, ν2)b(w1, w2, ν2, ·) ν2(dw2) ν2(dw1)
∥∥∥∥
TV
≤ Cb‖ν1 − ν2‖TV.
We recall that the total variation norm of a signed measure µ is defined by
‖µ‖TV = sup
ϕ:‖ϕ‖∞≤1
|〈µ, ϕ〉| .
(A3) is satisfied, in particular, whenever the rates do not depend on ν.
3. Law of large numbers for νNt
Our first result shows that the process νNt converges in distribution, as the number of agents
N goes to infinity, to a deterministic limit that is characterized by a measure-valued system of
differential equations (written in its weak form).
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Given a metric space S, we will denote by D([0, T ], S) the space of ca`dla`g functions
ν : [0, T ] −→ S, and we endow these spaces with the Skorohod topology (see [12] or [13] for a
reference on this topology and weak convergence in general). Observe that our processes νNt have
paths on D([0, T ],P) (recall that we are endowing P with the topology of weak convergence,
which is metrizable). We will also denote by C([0, T ], S) the space of continuous functions
ν : [0, T ] −→ S.
Theorem 1. Suppose that Assumption A holds. For any given T > 0, consider the sequence
of P-valued processes νNt on [0, T ], and assume that the sequence of initial distributions νN0
converges in distribution to some fixed ν0 ∈ P . Then the sequence νNt converges in distribution
in D([0, T ],P) to a deterministic νt in C([0, T ],P), which is the unique solution of the following
system of integro-differential equations: for every ϕ ∈ B(W ) and t ∈ [0, T ],
〈νt , ϕ〉 = 〈ν0, ϕ〉 +
∫ t
0
∫
W
γ (w, νs)
∫
W
(ϕ(w′)− ϕ(w)) a(w, νs, dw′) νs(dw) ds
+
∫ t
0
∫
W
∫
W
λ(w1, w2, νs)
∫
W×W
(ϕ(w′1)+ ϕ(w′2)− ϕ(w1)− ϕ(w2))
× b(w1, w2, νs, dw′1 ⊗ dw′2) νs(dw2) νs(dw1) ds. (S1)
Observe that, in particular, (S1) implies that for every Borel set A ⊆ W and almost every
t ∈ [0, T ],
dνt (A)
dt
= −
∫
A
(
γ (w, νt )+
∫
W
(
λ(w,w′, νt )+ λ(w′, w, νt )
)
νt (dw′)
)
νt (dw)
+
∫
W
γ (w, νt )a(w, νt , A) νt (dw)+
∫
W
∫
W
λ(w,w′, νt )
× [b(w,w′, νt , A ×W )+ b(w,w′, νt ,W × A)] νt (dw′) νt (dw). (S1′)
Furthermore, standard measure theory arguments allow to show that the system (S1′) actually
characterizes the solution of (S1) (by approximating the test functions ϕ in (S1) by simple
functions).
(S1′) has an intuitive interpretation: the first term on the right side is the total rate at which
agents leave the set of types A, the second term is the rate at which agents decide to change their
types to a type in A, and the third term is the rate at which agents acquire types in A due to
interactions between them.
The following corollary of the previous result is useful when writing and analyzing the
limiting equations (S1) or (S1′) (see, for instance, Example 3.3).
Corollary 3.1. In the context of Theorem 1, assume that ν0 is absolutely continuous with respect
to some measure µ on W and that the measures∫
W
γ (w, ν0)a(w, ν0, ·) ν0(dw) and∫
W
∫
W
λ(w1, w2, ν0)b(w1, w2, ν0, ·) ν0(dw1) ν0(dw2)
are absolutely continuous with respect toµ and µ⊗µ, respectively. Then the limit νt is absolutely
continuous with respect to µ for all t ∈ [0, T ].
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The following two examples show two different kinds of models: one with a finite type space
and the other with W = R. The first model is the one given in Example 2.1.
Example 3.2 (Continuation of Example 2.1). To translate into our framework the model for over-
the-counter markets of [11], we take W = {ho, hn, lo, ln} and consider a set of parameters γ , a,
λ, and b with all but λ being independent of νNt . Let
γ (ho) = γ (hn) = λd , a(ho, ·) = δlo, a(hn, ·) = δln,
γ (lo) = γ (ln) = λu, a(lo, ·) = δho, a(ln, ·) = δhn .
Observe that with this definition, high-type investors become low-type at rate λd and low-type
investors become high-type at rate λu , just as required. For the encounters between agents we
take
λ(hn, lo, ν) = λ(lo, hn, ν) =
β +
ρ
2
ν({hn}) ∧ ν({lo})
ν({hn})ν({lo}) if ν({hn})ν({lo}) > 0,
β if ν({hn})ν({lo}) = 0,
b(hn, lo, ν, ·) = δ(ho,ln), and b(lo, hn, ν, ·) = δ(ln,ho)
(where a ∧ b = min{a, b}), and for all other pairs w1, w2 ∈ W , λ(w1, w2, ν) = 0 (recall that
the only encounters leading to a trade are those between hn- and lo-agents and vice versa, in
which case trade always occurs). The rates λ(hn, lo, ν) and λ(lo, hn, ν) have two terms: the rate
β corresponding to the rate at which hn-agents contact lo-agents, plus a second rate reflecting
trades carried out via a marketmaker. The form of this second rate assures that hn- and lo- agents
meet through marketmakers at the right rate of ρ ν({hn}) ∧ ν({lo}). It is not difficult to check
that these parameters satisfy Assumption A, using the fact that x ∧ y = (x + y − |x − y|)/2 for
x, y ∈ R.
Now let uw(t) = νt ({w}), where νt is the limit of νNt given by Theorem 1. We need to
compute the right side of (S1′) with A = {w} for each w ∈ W . Take, for example, w = ho. We
get
u˙ho(t) = λuulo(t)− λduho(t)+ βuhn(t)ulo(t)+ ρ2 uhn(t) ∧ ulo(t)
+βulo(t)uhn(t)+ ρ2 uhn(t) ∧ ulo(t),
which corresponds exactly to the first equation in (2.1). The other three equations follow
similarly.
Example 3.3. Our second example is based on the model for information percolation in large
markets introduced in [14]. We will only describe the basic features of the model, for more
details see the cited paper. There is a random variable X of concern to all agents which has
two possible values, “high” or “low”. Each agent holds some information about the outcome of
X , and this information is summarized in a real number x which is a sufficient statistic for the
posterior probability assigned by the agent (given his or her information) to the outcome of X
being high. We take these statistics as the types of the agents (so W = R). The model is set up
so that these statistics satisfy the following: after a type-x1 agent and a type-x2 agent meet and
share their information, x1 + x2 becomes a sufficient statistic for the posterior distribution of X
assigned by both agents given now their shared information.
In this model the agents change types only after contacting other agents, so we take γ ≡ 0,
and encounters between agents occur at a constant rate λ > 0. The transition kernel for the types
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of the agents after encounters is independent of νNt and is given by
b(x1, x2, ·) = b(x2, x1, ·) = δ(x1+x2,x1+x2)
for every x1, x2 ∈ R. This choice for the parameters trivially satisfies Assumption A.
To compute the limit of the process, let A be a Borel subset of R. Then, since γ ≡ 0 and λ is
constant, (S1′) gives
ν˙t (A) = −2λνt (A)+ λ
∫
R2
(
δ(x+y,x+y)(R× A)+ δ(x+y,x+y)(A × R)
)
νt (dy) νt (dx)
= −2λνt (A)+ 2λ
∫
R2
δx+y(A) νt (dy) νt (dx)
= −2λνt (A)+ 2λ
∫ ∞
−∞
νt (A − x) νt (dx),
where A − x = {y ∈ R : y + x ∈ A}. Therefore,
ν˙t (A) = −2λνt (A)+ 2λ(νt ∗ νt )(A). (3.1)
Using Corollary 3.1 we can write the last equation in a nicer form: if we assume that the initial
condition ν0 is absolutely continuous with respect to the Lebesgue measure, then the measures
νt have a density gt with respect to the Lebesgue measure, and we obtain
g˙t (x) = −2λgt (x)+ 2λ
∫ ∞
−∞
gt (z − x)gt (z) dz = −2λgt (x)+ 2λ(gt ∗ gt )(x).
This is the system of integro-differential equations proposed in [14] for this model (except for
the factor of 2, which is omitted in that paper).
4. Central limit theorem for νNt
Theorem 1 gives the law of large numbers for νNt , in the sense that it obtains a deterministic
limit for the process as the size of the market goes to infinity. We will see now that, under some
additional hypotheses, we can also obtain a central limit result for our process: the fluctuations
of νNt around the limit νt are of order 1/
√
N , and they have, asymptotically, a Gaussian nature.
As we mentioned in the Section 1, this result is much more delicate than Theorem 1, and we will
need to work hard to find the right setting for it.
The fluctuation process is defined as follows:
σ Nt =
√
N
(
νNt − νt
)
.
σ Nt is a sequence of finite signed measures, and our goal is to prove that it converges to the
solution of a system of stochastic differential equations driven by a Gaussian process. As we
explained in Section 1, regarding the fluctuation process as taking values in the space of signed
measures, and endowing this space with the topology of weak convergence (which corresponds
to seeing the process as taking values in the Banach space dual of Cb(W ) topologized with the
weak∗ convergence) is not the right approach for this problem. The idea will be to replace the test
function space Cb(W ) by an appropriate Hilbert space H1 and regard σ Nt as a linear functional
acting on this space via the mapping ϕ 7−→ 〈σ Nt , ϕ〉. In other words, we will regard σ Nt as a
process taking values in the dual H1′ of a Hilbert space H1.
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The space H1 that we choose will depend on the type space W . Actually, whenever W is
not finite we will not need a single space, but a chain of seven spaces embedded in a certain
structure. Our goal is to handle (at least) the following four possibilities for W : a finite set, Zd , a
“sufficiently smooth” compact subset of Rd , and all of Rd . We wish to handle these cases under
a unified framework, and this will require us to abstract the necessary assumptions on our seven
spaces and the parameters of the model. We will do this in Sections 4.1 and 4.2, and then in
Section 4.3 we will explain how to apply this abstract setting to the four type spaces W that we
just mentioned.
4.1. General setting
In this and the next subsection we will assume as given the collection of spaces in which our
problem will be embedded, and then we will make some assumptions on the parameters of our
process that will assure that they are compatible with the structure of these spaces. The idea of
this part is that we will try to impose as little as possible on these spaces, leaving their definition
to be specified for the different cases of type space W .
The elements we will use are the following:
• Four separable Hilbert spaces of measurable functions on W , H1, H2, H3, and H4.
• Three Banach spaces of continuous functions on W , C0, C2, and C3.
• Five continuous functions ρ0, ρ1, ρ2, ρ3, ρ4 : W −→ [1,∞) such that ρi ≤ ρi+1 for
i = 0, 1, 2, 3, ρi ∈ Ci for i = 0, 2, 3, and for all w ∈ W , ρ p1 (w) ≤ Cρ4(w) for some
C > 0 and p > 1 (this last requirement is very mild, as we will see in the examples below,
but will be necessary in the proof of Theorem 2).
The seven spaces and the five functions introduced above must be related in a specific way.
First, we assume that the following sequence of continuous embeddings holds:
C0 H1
c
H2 C2 H3 C3 H4, (B1)
where the c under the second arrow means that the embedding is compact. We recall that a
continuous embedding E1 ↪→ E2 between two normed spaces E1, E2 implies, in particular, that
‖ · ‖E2 ≤ C‖ · ‖E1 for some C > 0, while saying that the embedding is compact means that every
bounded set in E1 is compact in E2.
Second, we assume that for i = 1, 2, 3, 4, if ϕ ∈ Hi then
|ϕ(w)| ≤ C ‖ϕ‖Hi ρi (w) (B2)
for all w ∈ W , for some C > 0 which does not depend on ϕ. The same holds for the spaces Ci :
for i = 0, 2, 3 and ϕ ∈ Ci ,
|ϕ(w)| ≤ C ‖ϕ‖Ci ρi (w). (B3)
The functions ρi will typically appear as weighting functions in the definition of the norms of
the spaces Hi and Ci . They will dictate the maximum growth rate allowed for functions in these
spaces.
We will denote by Hi ′ and Ci ′ the topological duals of the spaces Hi and Ci , respectively,
endowed with their operator norms (in particular, the spaces Hi ′ and Ci ′ are Hilbert and Banach
spaces themselves). Observe that (B1) implies the following dual continuous embeddings:
H4′ C3′ H3′ C2′ H2′
c
H1′ C0′. (B1′)
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Before continuing, let us describe briefly the main ideas behind the proof of our central limit
theorem, which will help explain why this is a good setting for proving convergence of the
fluctuation process. What we want to prove is that σ Nt converges in distribution, as a process
taking values in H1′, to the solution σt of a certain stochastic differential equation (see (S2)).
The approach we will take to prove this (the proof of Theorem 1 follows an analogous line)
is standard: we first prove that the sequence σ Nt is tight, then we show that any limit point of
this sequence satisfies the desired stochastic differential equation, and finally we prove that this
equation has a unique solution (in distribution). To achieve this we will follow the line of proof
of [10]. Our sequence of embeddings (B1′) corresponds there to a sequence of embeddings of
weighted Sobolev spaces (see (3.11) in the cited paper); in particular, we will use a very similar
sequence of spaces to deal with the case W = Rd in Section 4.3.4. One important difficulty
with this approach is the following: the operator Js associated with the drift term of our limiting
equation (see (4.1)), as well as the corresponding operators J Ns for σ
N
t (see (5.9)), cannot in
general be taken to be bounded as operators acting on any of the spaces Hi . This forces us to
introduce the spaces Ci , on which (B3) plus some assumptions on the rates of the process will
assure that Js and J Ns are bounded.
The scheme of proof will be roughly as follows. We will consider the semimartingale
decomposition of the real-valued process
〈
σ Nt , ϕ
〉
, for ϕ ∈ H4, and then show that the martingale
part defines a martingale in H4′. This, together with a moment estimate on the norm of the
martingale part in H4′ and the boundedness of the operators J Ns in C3′, will allow us to
deduce that σ Nt can be seen as a semimartingale in H3′, and moreover give its semimartingale
decomposition. Next, we will give a uniform estimate (in N ) of the norm of σ Nt in C2′. This
implies the same type of estimate in H2′, and this will allow us to obtain the tightness of σ Nt in
H1′. The fact that the embedding H2′ ↪→ H1′ is compact is crucial in this step. Then we will
show that all limit points of σ Nt have continuous paths in H1′ and they all satisfy the desired
stochastic differential equation (S2). Unfortunately, it will not be possible to achieve this last
part in H1′, due to the unboundedness of Js in this space. Consequently, we are forced to embed
the equation in the (bigger) space C0′. The boundedness of Js in C0′ will also allow us to obtain
uniqueness for the solutions of this equation in this space, thus finishing the proof.
Our last Assumption D will assure that our abstract setting is compatible with the rates
defining our process. Before that, we need to replace Assumptions (A1) and (A2) by stronger
versions:
Assumption C.
(C1) There is a family of finite measures {Γ (w, z, ·)}w,z∈W on W , whose total masses are
bounded by γ , such that for every w ∈ W and every ν ∈ P we have
γ (w, ν)a(w, ν, dw′) =
∫
W
Γ (w, z, dw′) ν(dz).
Γ (w, z, ·) is measurable in w and continuous in z.
(C2) There is a family of measures {Λ(w1, w2, z, ·)}w1,w2,z∈W on W × W , whose total masses
are bounded by λ, such that for every w1, w2 ∈ W and every ν ∈ P we have
λ(w1, w2, ν)b(w1, w2, ν, dw′1 ⊗ dw′2) =
∫
W×W
Λ(w1, w2, z, dw′1 ⊗ dw′2) ν(dz).
Λ(w1, w2, z, ·) is measurable in w1 and w2 and continuous in z.
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The intuition behind this assumption is the following: the total rate at which a type-w agent
becomes a type-w′ agent is computed by averaging the effect that each agent in the market has
on this rate for the given agent. Observe that, under this assumption, (A3) holds.
Remark 4.1. Assumption C has the effect of linearizing the jump rates in ν. This turns out to be
very convenient, because it will allow us to express the drift term of the stochastic differential
equation describing the limiting fluctuations σt (S2) as Jtσt for some Jt ∈ C0′ (see (4.1) and
(5.9)). A more general approach would be to assume that the jump kernels, seen as operators
acting on C0′, are Fre´chet differentiable. In that case we would need to change the form of the
drift operator Jt in the limiting equation and of Assumption D, but the proof of Theorem 2
would still work, without any major modifications. To avoid extra complications, and since all
the examples we have in mind satisfy Assumption C, we will restrict ourselves to this simpler
case.
We introduce the following notation: given a measurable function ϕ on W , let
Γϕ(w; z) =
∫
W
(ϕ(w′)− ϕ(w))Γ (w, z, dw′) and
Λϕ(w1, w2; z) =
∫
W×W
(ϕ(w′1)+ ϕ(w′2)− ϕ(w1)− ϕ(w2))Λ(w1, w2, z, dw′1 ⊗ dw′2).
These quantities can be thought of as the jump kernels for the process associated with the effect
of a type-z agent on the transition rates. Averaging these rates with respect to νNt (dz) gives the
total jump kernel for the process.
Assumption D.
(D1) There is a C > 0 such that for all w, z ∈ W and i = 0, 1, 2, 3, 4,∫
W
ρ2i (w
′)Γ (w, z, dw′) < C
(
ρ2i (w)+ ρ2i (z)
)
.
(D2) There is a C > 0 such that for all w1, w2, z ∈ W and i = 0, 1, 2, 3, 4,∫
W×W
(
ρ2i (w
′
1)+ ρ2i (w′2)
)
Λ(w1, w2, z, dw′1 ⊗ dw′2)
< C
(
ρ2i (w1)+ ρ2i (w2)+ ρ2i (z)
)
.
(D3) Let µ1, µ2 ∈ P be such that
〈
µi , ρ
2
4
〉
< ∞ and define the following operator acting on
measurable functions ϕ on W :
Jµ1,µ2ϕ(z) =
∫
W
Γϕ(w; z) µ1(dw)
+
∫
W
Γϕ(z; x) µ2(dx)+
∫
W
∫
W
Λϕ(w1, w2; z) µ1(dw2) µ1(dw1)
+
∫
W
∫
W
Λϕ(w, z; x) µ1(dw)µ2(dx)
+
∫
W
∫
W
Λϕ(z, w; x) µ2(dw)µ2(dx).
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Then:
(i) Jµ1,µ2 is a bounded operator on Ci , for i = 0, 2, 3. Moreover, its norm can be bounded
uniformly in µ1, µ2.
(ii) There is a C > 0 such that given any ϕ ∈ C0 and any µ1, µ2, µ3, µ4 ∈ P satisfying〈
µi , ρ
2
4
〉
<∞,∥∥(Jµ1,µ2 − Jµ3,µ4)ϕ∥∥C0 ≤ C ‖ϕ‖C0 (‖µ1 − µ3‖C2 ′ + ‖µ2 − µ4‖C2 ′) .
(D1) and (D2) correspond to moment assumptions on the transition rates of the agents, and
assure that the agents do not jump “too far”. (D3.i) says two things: first, that the jump kernel
defined by the rates preserves the structure of the spaces Ci and, second, that the resulting operator
is bounded, which will imply the boundedness of the drift operators Js and J Ns mentioned above.
(D3.ii) involves a sort of strengthening of the Lipschitz condition (A3) on the rates, and will be
used to prove uniqueness for the limiting stochastic differential equation. Observe that by taking
larger weighting functions ρi , which corresponds to taking smaller spaces of test functions Hi ,
we add more moment assumptions on the rates of the process; on the other hand, asking for more
structure on the spaces Hi and Ci , such as differentiability in the Euclidean case, adds more
requirements on the regularity of the rates.
4.2. Statement of the theorem
For ξ ∈ Hi ′ (respectively Ci ′) and ϕ ∈ Hi (respectively Ci ) we will write
〈ξ, ϕ〉 = ξ(ϕ).
Given ϕ ∈ H1 and z ∈ W define
Jsϕ(z) =
∫
W
Γϕ(w; z) νs(dw)+
∫
W
Γϕ(z; x) νs(dx)
+
∫
W
∫
W
Λϕ(w1, w2; z) νs(dw2) νs(dw1)
+
∫
W
∫
W
[Λϕ(z, w; x)+ Λϕ(w, z; x)] νs(dw) νs(dx). (4.1)
Observe that Js = Jνs ,νs . Therefore, under moment assumptions on νs , (D3.i) implies that Js is a
bounded operator on each of the spaces Ci . Observe that if we integrate the first and third terms
on the right side of (4.1) with respect to νs(dz), we obtain the integral term in (S1). In our central
limit result, the variable z will be integrated against the limiting fluctuation process σt . The other
two terms in (4.1) correspond to fluctuations arising from the dependence of the rates on its other
arguments (the types of the agents involved).
The operator Js (or, more properly, its adjoint J ∗s ) will appear in the drift term of the stochastic
differential equation describing the limiting fluctuation process, which will be expressed as a
Bochner integral. We recall that these integrals are an extension of the Lebesgue integral to
functions taking values on a Banach space, see Section V.5 in [15] for details.
Theorem 2. Assume that Assumptions C and D hold, that (B1), (B2) and (B3) hold, and that
√
N (νN0 − ν0) =⇒ σ0, sup
N≥0
E
(∥∥∥√N (νN0 − ν0)∥∥∥2C2 ′
)
<∞,
sup
N≥0
E
(〈
νN0 , ρ
2
4
〉)
<∞, and E
(〈
ν0, ρ
2
4
〉)
<∞
(4.2)
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hold, where the convergence in distribution above is in H1′. Then the sequence of processes σ Nt
converges in distribution in D([0, T ],H1′) to a process σt ∈ C([0, T ],H1′). This process is the
unique (in distribution) solution in C0′ of the following stochastic differential equation:
σt = σ0 +
∫ t
0
J ∗s σs ds + Z t , (S2)
where the above is a Bochner integral, J ∗s is the adjoint of the operator Js in C0, and Z t is a
centered C0′-valued Gaussian process with quadratic covariations specified by
[Z ·(ϕ1), Z ·(ϕ2)]t =
∫ t
0
∫
W
∫
W
∫
W
(ϕ1(w
′)− ϕ1(w))(ϕ2(w′)− ϕ2(w))Γ (w, z, dw′)
× νs(dz) νs(dw) ds
+
∫ t
0
∫
W
∫
W
∫
W
∫
W×W
(ϕ1(w
′
1)+ ϕ1(w′2)− ϕ1(w1)− ϕ1(w2))
× (ϕ2(w′1)+ ϕ2(w′2)− ϕ2(w1)− ϕ2(w2))
×Λ(w1, w2, z, dw′1 ⊗ dw′2) νs(dz) νs(dw2) νs(dw1) ds
for every ϕ1, ϕ2 ∈ C0.
We will denote by Cϕ1,ϕ2s the sum of the two terms inside the time integrals above, so
[Z ·(ϕ1), Z ·(ϕ2)]t =
∫ t
0
Cϕ1,ϕ2s ds.
Remark 4.2. 1. (S2) implies, in particular, that the solution σt satisfies
〈σt , ϕ〉 = 〈σ0, ϕ〉 +
∫ t
0
〈σs, Jsϕ〉 ds + Z t (ϕ) (S2-w)
simultaneously for every ϕ ∈ C0.
2. Observe that for any ϕ1, . . . , ϕk ∈ C0, the process Zϕ1,...,ϕkt = (Z t (ϕ1), . . . , Z t (ϕk)) is a
continuous Rk-valued centered martingale with deterministic quadratic covariations, so it can
be represented as
Zϕ1,...,ϕkt
d=
∫ t
0
([Cs]ϕ1,...,ϕk )1/2 dBs,
where [Ct ]ϕ1,...,ϕk is the k × k matrix-valued process with entries given by [Cϕ1,...,ϕkt ]i j =
C
ϕi ,ϕ j
t , ([Ct ]ϕ1,...,ϕk )1/2 is the square root of this matrix, and Bt is a standard k-dimensional
Brownian motion. Thus, writing 〈σt ;ϕ1, . . . , ϕk〉 = (〈σt , ϕ1〉 , . . . , 〈σt , ϕk〉) we have
〈σt ;ϕ1, . . . , ϕk〉 d=
∫ t
0
〈σt ; Jsϕ1, . . . , Jsϕk〉 ds +
∫ t
0
([Cs]ϕ1,...,ϕk )1/2 dBs . (4.3)
3. The limiting fluctuations σt have zero mass in the following sense: whenever 1 ∈ C0 and
〈σ0, 1〉 = 0, 〈σt , 1〉 = 0 for all t ∈ [0, T ] almost surely. This follows from (4.3) simply by
observing that, in this case, Js1 and C
1,1
s are both always zero.
Before presenting concrete examples where the setting and assumptions of this section hold,
we present a general condition which allows to deduce that the assumptions in (4.2) on the initial
distributions νN0 , ν0, and σ
N
0 hold (namely, that ν
N
0 is a product measure).
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Theorem 3. In the setting of Theorem 2, assume that νN0 is the product of N copies of a
fixed probability measure ν0 ∈ P (i.e., νN0 is chosen by picking the initial type of each agent
independently according to ν0), and that E
(〈
ν0, ρ
2
4
〉)
<∞. Then νN0 converges in distribution in
P to ν0, σ N0 converges in distribution inH1′ to a centered GaussianH1′-valued random variable
σ0, and all the assumptions in (4.2) are satisfied.
4.3. Application to concrete type spaces
In this part we will present conditions under which the assumptions of Theorem 2 are satisfied
in the four cases discussed at the beginning of this section.
4.3.1. Finite W
This is the easy case. The reason is that Cb(W ) can be identified with R|W |, and thus σ Nt can
be regarded as an R|W |-valued process, so most of the technical issues disappear. In particular,
Theorem 2 can be proved in this case by arguments very similar to those leading to Theorem 1.
In the abstract setting of Theorem 2, it is enough to choose ρi ≡ 1 and Hi = Ci = R|W | ∼=
`2(W ) for the right indices i ∈ {0, 1, 2, 3, 4} in each case. (B1) follows simply from the finite-
dimensionality of R|W | and the equivalence of all norms in finite dimensions and (B2), (B3), and
Assumption D are satisfied trivially.
Theorem 2 takes a simpler form in this case. Write W = {w1, . . . , wk},
σ Ni (t) = σ Nt ({wi }), fi (σ ) =
k∑
j=1
Js1{wi }(w j ) σ j , and gi j (t) = C
1{wi },1{w j }
t ,
where σ above is in Rk . Also write F(σ ) = ( f1(σ ), . . . , fk(σ )) and G(t) =
(
gi j (t)
)
i, j=1...,k .
Observe that G(t) is a positive semidefinite matrix for all t ≥ 0.
Theorem 4a. In the above context, assume that Assumption C holds and that
√
N
(
νN0 − ν0
)
=⇒ σ0 and sup
N>0
E
(∣∣∣√N (νN0 − ν0)∣∣∣2) <∞,
where the probability measures νNt and νt are taken here as elements of [0, 1]k and σ0 ∈ Rk .
Then the sequence of processes σ N (t) converges in distribution in D([0, T ],Rk) to the unique
solution σ(t) of the following system of stochastic differential equations:
dσ(t) = F(σ (t)) dt + G1/2(t) dBt , (S2-f)
where Bt is a standard k-dimensional Brownian motion.
Example 4.3. This example provides a very simple model of agents changing their opinions
on some issue of common interest, with rates of change depending on the “popularity” of each
alternative. These opinions will be represented by W = {−m, . . . ,m} (m can be thought of as
being the strongest agreement with some idea, 0 as being neutral, and −m as being the strongest
disagreement with it). Alternatively, one could think of the model as describing the locations of
the agents, who move according to the density of agents at each site.
The agents move in two ways. First, each agent feels attracted to other positions proportionally
to the fraction of agents occupying them. Concretely, we assume that an agent at position i goes to
position j at rate βqi, jνNt ({ j}), where Q = (qi, j )i, j∈W is the transition matrix of a Markov chain
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on W . One interpretation of these rates is that each agent decides to try to change its position
at rate β, chooses a possible new position j according to Q, and then changes its position with
probability νt ({ j}) and stays put with probability 1 − νt ({ j}). Second, each agent leaves its
position at a rate proportional to the fraction of agents at its own position. We assume then that,
in addition to the previous rates, each agent at position i goes to position j at rate αpi, jνNt ({i}),
where P = (pi, j )i, j∈W is defined analogously to Q. This can be thought of as the agent leaving
its position i due to “overcrowding” at rate ανt ({i}) and choosing a new position according to P .
We assume for simplicity that pi,i = qi,i = 0 for all i ∈ W .
We will set up the rates using the notation of Assumption C:
Γ (i, k, { j}) =
αpi, j if k = iβqi, j if k = j0 otherwise and Λ ≡ 0.
Assume that νN0 converges in distribution to some ν0 ∈ P , let νt be the limit given by
Theorem 1 and write ut (i) = νt ({i}). It is easy to check that ut satisfies
dut (i)
dt
= α
m∑
j=−m
p j,i ut ( j)
2 − αut (i)2 + β
m∑
j=−m
[
q j,i − qi, j
]
ut (i)ut ( j).
Now let σt be the limit in distribution of the fluctuation process
√
N
(
uNt − ut
)
, and assume that
the initial distributions νN0 and ν0 satisfy the assumptions of Theorem 4a. It easy to check as
before that
Fi (σt ) = 2α
m∑
j=−m
p j,i ut ( j)σt ( j)− 2αut (i)σt (i)
+β
m∑
j=−m
[
q j,i − qi, j
]
(ut (i)σt ( j)+ ut ( j)σt (i)) .
Thus, after computing the quadratic covariations we obtain the following: if ? denotes the
coordinate-wise product in R|W | (i.e., u ? v(i) = u(i)v(i)) then the limiting fluctuation process
σt solves
dσt = 2αP t(ut ? σt ) dt − 2αut ? σt dt + β
([
Qt − Q] σt) ? ut dt
+β ([Qt − Q] ut) ? σt dt +√G(t) dBt ,
where Bt is a (2m + 1)-dimensional standard Brownian motion and G(t) is given by
Gi, j (t) =

α
∑
k 6=i
pk,i ut (k)
2 + αut (i)2 + β
∑
k 6=i
(
qk,i + qi,k
)
ut (i)ut (k) if i = j
−α
(
p j,i ut ( j)
2 + pi, j ut (i)2
)
− β (q j,i + qi, j ) ut (i)ut ( j) if i 6= j.
4.3.2. W = Zd
In this case Cb(W ) is no longer finite-dimensional and, moreover, the type space is not
compact, so we will need to make use of the weighting functions ρi . We let D = bd/2c + 1
and take
ρi (x) =
√
1+ |x |2i D.
2416 D. Remenik / Stochastic Processes and their Applications 119 (2009) 2401–2435
Clearly, we have in this case that ρ p1 ≤ Cρ4 for C = p = 2.
Consider the following spaces:
C0 = `∞(Zd) =
{
ϕ : Zd → R such that ‖ϕ‖∞ <∞
}
,
Ci = `∞,i D(Zd) =
{
ϕ : Zd → R such that ‖ϕ‖∞,i D = sup
x∈Zd
|ϕ(x)|
1+ |x |i D <∞
}
(i = 2, 3),
Hi = `2,i D(Zd) =
{
ϕ : Zd → R such that ‖ϕ‖22,i D =
∑
x∈Zd
|ϕ(x)|2
1+ |x |2i D <∞
}
(i = 1, 2, 3, 4),
endowed with the norms defined within these definitions (we observe that ρi does not appear
explicitly in the definition of the spaces Ci , but the definition does not change if we replace
the weighting function 1 + |x |i D appearing there by ρi ). These spaces are easily checked to be
Banach (the Ci ) and Hilbert (the Hi ) as required. With these definitions we have the following
continuous embeddings:
`∞(Zd) `2,D(Zd)
c
`2,2D(Zd) `∞,2D(Zd) `2,3D(Zd)
`∞,3D(Zd) `2,4D(Zd) (4.4)
(these embeddings will be proved in the proof of Theorem 4b).
To obtain (D1) and (D2) we will need to assume now that∑
y∈Zd
|y|8DΓ (x, z, {y}) ≤ C
(
1+ |x |8D + |z|8D
)
and (4.5a)
∑
y1,y2∈Zd
(
|y1|8D + |y2|8D
)
Λ(x1, x2, z, {(y1, y2)})
≤ C
(
1+ |x1|8D + |x2|8D + |z|8D
)
(4.5b)
for all x1, x2, z ∈ Zd (the other six inequalities in (D1) and (D2) follow from these two and
Jensen’s inequality). We remark that in [10] the author also needs to assume moments of order
8D for the jump rates (8D + 2 in her case, see (H′1) in her paper).
Theorem 4b. In the above context, suppose that Assumption C holds and that (4.2), (4.5a) and
(4.5b) hold. Then the conclusion of Theorem 2 is valid, i.e., σ Nt converges in distribution in
D([0, T ], `−2,D(Zd)) (where `−2,D(Zd) is the dual of `2,D(Zd)) to the unique solution σt of the
(`∞(Zd)′-valued) system given in (S2).
We recall that the dual of `∞(Zd) can be identified with the space of finitely additive measures
on Zd , and thus every ξ ∈ `∞(Zd)′ can be represented as (ξ(x))x∈Zd and we can write
〈ξ, ϕ〉 =
∑
x∈Zd
ϕ(x)ξ(x)
for ϕ ∈ `∞(Zd). Therefore, (S2) can be expressed in this case in a manner analogous to (S2-f).
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Example 4.4. Here we consider a well-known model in mathematical biology, the Fleming–Viot
process, which was originally introduced in [16] as a stochastic model in population genetics with
a constant number of individuals which keeps track of the positions of the individuals. We will
actually consider the version of this model studied in [17].
We take as a type space W = Z+ and consider an infinite matrix Q = (q(i, j))i, j∈W∪{0}
corresponding to the transition rates of a conservative continuous-time Markov process on
W ∪ {0}, for which 0 is an absorbing state (observe that, in particular, q(i, i) = −∑ j 6=i q(i, j)).
Each individual moves independently according to Q, until it gets absorbed at 0. On
absorption, it chooses an individual uniformly from the population and jumps (instantaneously)
to its position. We assume that the exit rates from each site are uniformly bounded, i.e.,
supi≥1
∑
j∈(W∪{0})\{i} q(i, j) <∞ (this is so that (A1) is satisfied). The rates take the following
form:
Γ (i, k, { j}) =
q(i, j) if k 6= j and i 6= jq(i, j)+ q(i, 0) if k = j and i 6= j0 if i = j and Λ ≡ 0.
Observe that with this definition, the total rate at which a particle at i jumps to j when the whole
population is at state ν is given by q(i, j)+ q(i, 0)ν({ j}).
We will write uNt (i) = νNt ({i}). It is clear that this model satisfies the assumptions of
Theorem 1. Therefore, if the initial distributions uN0 converge, and we denote by ut the limit
given by Theorem 1, we obtain that for each i ≥ 1,
dut ({i})
dt
=
∑
j≥1
[q(i, j)+ q(i, 0)ut ( j)] ut (i).
This limit was obtained in Theorem 1.2 of [17] (though there the convergence is proved for each
fixed t).
To study the fluctuation process we need to add the following moment assumption on Q:∑
j≥1
j8q(i, j) ≤ C(1+ i8)
for some C > 0 independent of i . With this, if (4.2) holds, we can apply Theorem 2. By the
remark following Theorem 4b, to express the limiting system for the fluctuation process it is
enough to apply (S2-w) to functions of the form ϕ = 1i for each i ≥ 1. Doing this, and after some
algebraic manipulations, we deduce that the limiting fluctuation process σt is the unique process
with paths in C([0, T ], `∞(Z+)′) satisfying the following stochastic differential equation:
dσt = Qtσt dt +
(∑
k≥1
Q(k, 0)σt (k)
)
ut dt +
(∑
k≥1
Q(k, 0)ut (k)
)
σt dt +
√
Vt dBt ,
where Bt is an infinite vector of independent standard Brownian motions and Vt is given by
Vt (i, j) =

∑
k 6=i
[q(k, i)+ q(k, 0)ut (i)] ut (k)− [q(i, i)− q(i, 0)] ut (i)+ q(i, 0)ut (i)2
if i = j,
−q(i, j)ut (i)− q( j, i)ut ( j)− [q(i, 0)+ q( j, 0)] ut (i)ut ( j)
if i 6= j.
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4.3.3. W = Ω , a compact, sufficiently smooth subset of Rd
Unlike the last case, the type space W is now compact, so we can simply take ρi ≡ 1.
Nevertheless, W is not a discrete set now, and this leads us to use Sobolev spaces for our sequence
of continuous embeddings:
C3D(Ω) H3D(Ω)
c
H2D(Ω) CD(Ω) H D(Ω) C(Ω) L2(Ω)
(with D = bd/2c + 1 as before), where Ck(Ω) is the space of continuous functions on Ω with k
continuous derivatives, endowed with the norm
‖ϕ‖Ck (Ω) =
∑
|α|≤k
sup
x∈Ω
∣∣∂αϕ(x)∣∣ ,
and H k(Ω) is the Sobolev space (with respect to the L2(Ω) norm) of order k, i.e., the space of
functions on Ω with k weak derivatives in L2(Ω), endowed with the norm
‖ϕ‖2H k (Ω) =
∑
|α|≤k
∫
Ω
∣∣∂αϕ(x)∣∣2 dx .
The above embeddings are either direct or are consequences of the usual Sobolev embedding
theorems, see Theorem 4.12 of [18]. For these to hold we need Ω to be sufficiently smooth
(a locally Lipschitz boundary is enough). The compact embedding H2D(Ω) ↪→ H D(Ω) is a
consequence of the Rellich–Kondrakov Theorem (see Theorem 6.3 of [18]).
In this case (D1) and (D2) hold trivially. (D3) is much more delicate, and we will just leave it
stated as it is. (The assumptions (H3), (H3)′, and (H3)′′ of [10] give some particular conditions
which, if translated to our setting, would assure that (D3) holds. These conditions are suitable in
the setting of that paper but they unfortunately rule out some interesting examples for us).
Theorem 4c. In the above context, assume that Assumption C holds, and that (D3) and
(4.2) hold. Then the conclusion of Theorem 2 is valid, i.e., σ Nt converges in distribution in
D([0, T ], H−3D(Ω)) (where H−3D(Ω) is the dual of H3D(Ω)) to the unique solution σt of the
(C3D(Ω)′-valued) system given in (S2).
4.3.4. W = Rd
This case combines both of the difficulties encountered before: W is neither discrete nor
compact. To get around these problems we need to use now weighted Sobolev spaces. The
weighting functions ρi are given by
ρi (x) =
√
1+ |x |2i D+2q ,
where D = bd/2c + 1 and q ∈ N (to be chosen). We consider now the spaces C j,k
of continuous functions ϕ with continuous partial derivatives up to order j and such that
lim|x |→∞ |∂αϕ(x)| /(1+ |x |k) = 0 for all |α| ≤ j , with the norms
‖ϕ‖C j,k =
∑
|α|≤ j
sup
x∈Rd
|∂αϕ(x)|
1+ |x |k ,
(as in Section 4.3.2, the weigthing functions ρi do not appear explicitly here, but the definition
does not change if we replace the term 1+ |x |k by√1+ |x |2k) and the weighted Sobolev spaces
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W j,k0 (with respect to the L
2 norm) defined as follows: we define the norms
‖ϕ‖2
W j,k0
=
∑
|α|≤ j
∫
Rd
|∂αϕ(x)|2
1+ |x |2k dx
and let W j,k0 be the closure in L
2 under this norm of the space of functions of class C∞ with
compact support.
The right sequence of embeddings is now the following:
C3D,q W 3D,D+q0 c W
2D,2D+q
0 C
D,2D+q
W D,3D+q0 C0,3D+q W 0,4D+q0 .
q ∈ N can be chosen depending on the specific example being analyzed: q = 0 works for many
examples, but as we will see in the next example, choosing a positive q (q = 1 in that case) can
help, for instance, by making all constant functions be in C3D,q . These embeddings are, as before,
either straightforward or consequences of the usual Sobolev embedding theorems (adapted now
to the weighted case; see [10], where the author uses the same type of embeddings, and see [19]
for a general discussion of weighted Sobolev spaces).
To obtain (D1) and (D2) we need to add the following moment assumptions on the rates,
analogous to those we used in Theorem 4b: for all x, x1, x2, z ∈ Rd ,∫
Rd
|y|8D+2q Γ (x, z, dy) ≤ C
(
1+ |x |8D+2q + |z|8D+2q
)
and (4.6a)∫
Rd×Rd
(
|y1|8D+2q + |y2|8D+2q
)
Λ(x1, x2, z, dy1 ⊗ dy2)
≤ C
(
1+ |x1|8D+2q + |x2|8D+2q + |z|8D+2q
)
. (4.6b)
We observe that the power 8D + 2q appearing in this assumption corresponds exactly, when
q = 1, to the moments of order 8D+ 2 assumed in (H′1) in [10]. (D3), as in the previous case, is
much more involved, so we will again leave it stated as it is.
Theorem 4d. In the above context, assume moreover that Assumption C holds, and that
(4.2), (D3), (4.6a) and (4.6b) hold. Then the conclusion of Theorem 2 is valid, i.e., σ Nt converges
in distribution in D([0, T ],W−3D,D+q0 ) (where W−3D,D+q0 is the dual of W 3D,D+q0 ) to the
unique solution σt of the ((C3D,q)′-valued) system given in (S2).
Example 4.5 (Continuation of Example 3.3). In the previous section we obtained the system
(3.1) that characterizes the information percolation model of [14] by using (S1′). If we use (S1)
instead we obtain
d
dt
〈νt , ϕ〉 = 2λ 〈νt , νt ∗ ϕ〉 − 2λ 〈νt , ϕ〉
for all ϕ ∈ B(R), where (νs ∗ ϕ)(z) =
∫
W ϕ(x + z) νs(dx).
To obtain the fluctuation limit, we need to check the assumptions of Theorem 4d. As we
mentioned, we will take q = 1. Assumption C holds trivially because λ(w1, w2, ν) and
b(w1, w2, ν, ·) do not depend on ν. We will assume that the initial distribution of the system
satisfies (4.2). (4.6a) and (4.6b) are straightforward to check in this case.
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We are left checking (D3). Let ϕ ∈ C3,1 and take µ1, µ2, µ3, µ4 ∈ P having moments of
order 10. We have that
Jµ1,µ2ϕ(z) =
∫ ∞
−∞
∫ ∞
−∞
(2ϕ(w1 + w2)− ϕ(w1)− ϕ(w2)) µ1(dw2) µ1(dw1)
+
∫ ∞
−∞
(2ϕ(w + z)− ϕ(w)− ϕ(z)) [µ1(dw)+ µ2(dw)] .
The first term on the right side is constant in z, so it is in C3,1 (this is why we needed q = 1 in this
example). For the second term, since |ϕ(x)| ≤ C ‖ϕ‖C3,1 (1+ |x |) and
〈
µi , 1+ | · |10
〉
<∞, the
integral is bounded, and hence the derivatives with respect to z can be taken inside the integral,
whence we get that this term is also in C3,1. The same argument can be repeated for C1,3 and C0,4.
The fact that the norm of this operator in these spaces is bounded uniformly in µ1, µ2 follows
from the same argument. This gives (D3.i). Using the same formula it is easy to show that∥∥(Jµ1,µ2 − Jµ3,µ4)ϕ∥∥C3,1 ≤ C ‖ϕ‖C3,1 [‖µ1 − µ3‖(C3,1)′ + ‖µ2 − µ4‖(C3,1)′] ,
which is stronger than (D3.ii).
We have checked all the assumptions of Theorem 4d, so we deduce that the fluctuation process
σ Nt converges in distribution in W
−3,2
0 to the unique solution of (S2) (which is an equation in
(C3,1)′). Writing down the formula for Js in this case yields
〈σs, Jsϕ〉 = 4λ 〈σs, νs ∗ ϕ〉 − 2λ 〈σs, ϕ〉
for every ϕ ∈ C3,1. For the quadratic covariations we get
Cϕ1,ϕ2s = 4λ 〈νs, νs ∗ (ϕ1ϕ2)〉 − 6λ 〈νs, ϕ1〉 〈νs, ϕ2〉 + 2λ 〈νs, ϕ1ϕ2〉
for every ϕ1, ϕ2 ∈ C3,1. Therefore the limiting fluctuations satisfy
〈σt , ϕ〉 = 〈σ0, ϕ〉 + λ
∫ t
0
[4 〈σs, νs ∗ ϕ〉 − 2 〈σs, ϕ〉] ds + Z t (ϕ),
with Z t being a centered Gaussian process taking values in the dual of C3,1 with quadratic
covariations given by [Z(ϕ1), Z(ϕ2)]t =
∫ t
0 C
ϕ1,ϕ2
s ds for each ϕ1, ϕ2 ∈ C3,1.
5. Proofs of the results
Throughout this section, C , C1, and C2 will denote constants whose values might change from
line to line.
5.1. Preliminary computations and proof of Theorem 1
Since νNt is a jump process in P with bounded jump rates, its generator is given by
ΩN f (ν) = N
∫
W
γ (w, ν)
∫
W
∆N f (ν;w;w′) a(w, ν, dw′) ν(dw)
+ N
∫
W
∫
W
λ(w1, w2, ν)
∫
W×W
∆N f (ν;w1, w2;w′1w′2)
× b(w1, w2, ν, dw1 ⊗ dw′2) ν(dw1) ν(dw2) (5.1)
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for any bounded measurable function f on P , where∆N f (ν;w;w′) = f
(
ν + N−1(δw′ − δw)
)
− f (ν) and ∆N f (ν;w1, w2;w′1, w′2) = f
(
ν + N−1(δw′1 + δw′2 − δw1 − δw2)
)
− f (ν).
Given ϕ ∈ B(W ) we get by using (5.1) and Proposition IV.1.7 of [12] for f (ν) = 〈ν, ϕ〉
that 〈
νNt , ϕ
〉
=
〈
νN0 , ϕ
〉
+ M N ,ϕt +
∫ t
0
∫
W
γ (w, νNs )
×
∫
W
(ϕ(w′)− ϕ(w)) a(w, νNs , dw′) νNs (dw) ds
+
∫ t
0
∫
W
∫
W
λ(w1, w2, ν
N
s )
∫
W×W
(ϕ(w′1)+ ϕ(w′2)− ϕ(w1)− ϕ(w2))
× b(w1, w2, νNs , dw′1 ⊗ dw2) νNs (dw2) νNs (dw1) ds, (5.2)
where M N ,ϕt is a martingale starting at 0. This formula is the key to the proof of Theorem 1
because, ignoring the martingale term, this equation has the exact form we need for obtaining
(S1), and thus the idea will be to show that M N ,ϕt vanishes in the limit as N →∞. This follows
from the fact that the quadratic variation of M N ,ϕt is of order O(1/N ). More precisely, we have
the following formula: for any ϕ1, ϕ2 ∈ B(W ), the predictable quadratic covariation between the
martingales M N ,ϕ1t and M
N ,ϕ2
t is given by〈
M N ,ϕ1 ,M N ,ϕ2
〉
t
= 1
N
∫ t
0
∫
W
γ (w, νNs )
∫
W
(ϕ1(w
′)− ϕ1(w))(ϕ2(w′)− ϕ2(w))
× a(w, νNs , dw′) νNs (dw) ds +
1
N
∫ t
0
∫
W
∫
W
λ(w1, w2, ν
N
s )
×
∫
W×W
(ϕ1(w
′
1)+ ϕ1(w′2)− ϕ1(w1)− ϕ1(w2))
× (ϕ2(w′1)+ ϕ2(w′2)− ϕ2(w1)− ϕ2(w2))
× b(w1, w2, νNs , dw′1 ⊗ dw′2) νNs (dw2) νNs (dw1) ds. (5.3)
The proof of this formula is almost the same as that of Proposition 3.4 of [8] so we will omit it
(there the computation is done for ϕ1 = ϕ2, but the generalization is straightforward, and can
also be obtained by polarization).
Proof of Theorem 1. The proof is relatively standard, and its basic idea is the following. First
one proves that the sequence of processes
〈
νNt , ϕ
〉
is tight in D([0, T ],R) for each ϕ ∈ Cb(W ),
which in turn implies the tightness of νNt in D([0, T ],P). The tightness of these processes
follows from standard techniques and uses (5.2) and (5.3). Next, one uses a martingale argument
and (5.3) to show that any limit point of νNt satisfies (S1). Finally, using Gronwall’s Lemma one
deduces that (S1) has a unique solution. We refer the reader to the proof of Theorem 5.3 of [8]
for the details. 
Proof of Corollary 3.1. Denote by (τ Ni )i>0 the sequence of stopping times corresponding to the
jumps of the process νNt . Let A be any Borel subset of W withµ(A) = 0 and let ϕ be any positive
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function in B(W ) whose support is contained in A. By (5.2), for every t ∈ [0, T ] we have that
E
(〈
νN
t∧τ N1
, ϕ
〉)
= E (〈ν0, ϕ〉)+ E
(
M N ,ϕ
t∧τ N1
)
+E
(∫ t∧τ N1
0
∫
W
γ (w, νNs )
∫
W
(ϕ(w′)− ϕ(w)) a(w, νNs , dw′) νNs (dw) ds
)
+E
(∫ t∧τ N1
0
∫
W
∫
W
λ(w1, w2, ν
N
s )
∫
W×W
(ϕ(w′1)+ ϕ(w′2)− ϕ(w1)− ϕ(w2))
× b(w1, w2, νNs , dw′1 ⊗ dw′2) νNs (dw2) νNs (dw1) ds
)
. (5.4)
The first term on the right side of (5.4) is 0 because the support of ϕ is contained A and
ν0(A) = 0. The second term is 0 by Doob’s Optional Sampling Theorem. For the third term
observe that for s < τ N1 , ν
N
s = ν0, so
E
(∣∣∣∣∣
∫ t∧τ N1
0
∫
W
γ (w, νNs )
∫
W
(ϕ(w′)− ϕ(w)) a(w, νNs , dw′) νNs (dw) ds
∣∣∣∣∣
)
≤ γE
(∫ t∧τ N1
0
∫
W
∫
W
|ϕ(w′)− ϕ(w)| a(w, ν0, dw′) ν0(dw)
)
which is 0 since ϕ is supported inside A and the measure
∫
W a(w
′, ν0, ·) ν0(dw′) is absolutely
continuous with respect to µ. The fourth term is 0 by analogous reasons. We deduce that the
expectation on the left side of (5.4) is 0, and therefore, since ϕ is positive,
〈
νN
t∧τ N1
, ϕ
〉
= 0 with
probability 1. In particular, νN
t∧τ N1
is absolutely continuous with respect to µ for all t ∈ [0, T ]
with probability 1.
Using the strong Markov property we obtain inductively that
〈
νN
t∧τ Ni
, ϕ
〉
= 0 almost surely
for every i > 0 and t ∈ [0, T ]. Since the jump rates of the process are bounded, there are finitely
many jumps before T with probability 1, and we deduce that
〈
νNt , ϕ
〉 = 0 almost surely for all
t ∈ [0, T ]. Now if νt is the limit in distribution of the sequence νNt given by Theorem 1 and
ϕ ∈ Cb(W ), E
(〈
νNt , ϕ
〉) → 〈νt , ϕ〉 as N → ∞, so 〈νt , ϕ〉 = 0 for all t ∈ [0, T ] whenever ϕ is
supported inside A, and the result follows. 
5.2. Proof of Theorem 2
We will assume throughout this part that all the assumptions of Theorem 2 hold. For
simplicity, we will also assume that Γ ≡ 0 (these terms are easier to handle and are in fact a
particular case of the ones corresponding to Λ).
Before getting started we recall that, by Parseval’s identity, given any A ∈ Hi ′ and a complete
orthonormal basis (φk)k≥0 of Hi ,
‖A‖2Hi ′ =
∑
k≥0
|A(φk)|2.
We will use this fact several times below.
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5.2.1. Moment estimates for νNt and νt
Recall that we have assumed that supN>0 E
(〈
νN0 , ρ
2
4
〉)
< ∞ and E (〈ν0, ρ24 〉) < ∞. We need
to show that these moment assumptions propagate to νNt and νt :
Proposition 5.1. The following properties hold:
sup
N>0
E
(
sup
t∈[0,T ]
〈
νNt , ρ
2
4
〉)
<∞, and (5.5a)
sup
t∈[0,T ]
〈
νt , ρ
2
4
〉
<∞. (5.5b)
The proof of this result will rely on an explicit construction of the process in terms of Poisson
point measures. This is similar to what is done in Section 2.2 of [8] (though we will need to use a
more abstract approach because our type spaces are not necessarily Euclidean), so we will only
sketch the main ideas.
We fix N > 0 and consider the following random objects, defined on a sufficiently large
probability space: a P-valued random variable νN0 (corresponding to the initial distribution)
and a Poisson point measure Q(ds, di, d j, du, dθ) on [0, T ] × IN × IN × [0, 1] × [0, 1] with
intensity measure (λ/N ) ds di d j du dθ . We also consider a Blackwell–Dubins representation %
of P(W × W ) with respect to a uniform random variable on [0, 1], i.e., a continuous function
% : P(W × W ) × [0, 1] −→ W × W such that %(ξ, ·) has distribution ξ (with respect to the
Lebesgue measure on [0, 1]) for all ξ ∈ P(W × W ) and %(·, u) is continuous for almost every
u ∈ [0, 1] (see [20] for the existence of such a function). This gives us an abstract way to
use a uniform random variable to pick the pairs of types to which agents go after interacting.
Finally, we introduce the following notation: ηi (νNt ) will denote the i th type, with respect to
some fixed total order of W , appearing in νNt (we recall that, under the axiom of choice, any
set can be well-ordered, and hence totally ordered; moreover, this ordering can be taken to be
measurable because W , being a Polish space, is measurably isomorphic to [0, 1]). With this
definition, choosing a type uniformly from νNt is the same as choosing i uniformly from IN and
considering the type given by ηi (νNt ). Our process can be represented then as follows:
νNt = νN0 +
∫ t
0
∫
IN
∫
IN
∫ 1
0
∫ 1
0
1
N
[
δ%1(b(ηi (νNs−),η j (νNs−),νNs−,·),u)
+ δ%2(b(ηi (νNs−),η j (νNs−),νNs−,·),u) − δηi (νNs−) − δη j (νNs−)
]
× 1θ≤λ(ηi (νNs−),η j (νNs−),νNs−)/λ Q(ds, di, d j, du, dθ),
where %1 and %2 are the first and second components of % (see Definition 2.5 in [8] for more
details on this construction).
Proof of Proposition 5.1. Since
〈
νNt , ρ
2
4
〉 = 〈νN0 , ρ24 〉 +∑0≤s≤t [〈νNs − νNs−, ρ24 〉], it is easy to
deduce from the last equation that〈
νNt , ρ
2
4
〉
=
〈
νN0 , ρ
2
4
〉
+
∫ t
0
∫
IN
∫
IN
∫ 1
0
∫ 1
0
1
N
[
ρ24(%
1(b(ηi (νNs−), η j (νNs−), νNs−, ·), u))
+ ρ24(%2(b(ηi (νNs−), η j (νNs−), νNs−, ·), u))− ρ24(ηi (νNs−))− ρ24(η j (νNs−))
]
× 1θ≤λ(ηi (νNs−),η j (νNs−),νNs−)/λ Q(ds, di, d j, du, dθ).
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Taking expectations and ignoring the (positive) terms being subtracted we obtain
E
(
sup
t∈[0,T ]
〈
νNt , ρ
2
4
〉)
≤ E
(〈
νN0 , ρ
2
4
〉)
+ 1
N 2
∫ T
0
E
(
N∑
i=1
N∑
j=1
λ(ηi (νNs−), η j (νNs−), νNs−)
×
∫ 1
0
[
ρ24(%
1(b(ηi (νNs−), η j (νNs−), νNs−, ·), u))
+ ρ24(%2(b(ηi (νNs−), η j (νNs−), νNs−, ·), u))
]
du
)
ds
= E
(〈
νN0 , ρ
2
4
〉)
+
∫ T
0
E
(∫
W
∫
W
∫
W
∫
W×W
[
ρ24(w
′
1)+ ρ24(w′2)
]
×Λ(w1, w2, z, dw′1 ⊗ dw′2)νNs (dz) νNs (dw2) νNs (dw1)
)
ds
≤ E
(〈
νN0 , ρ
2
4
〉)
+ C
∫ T
0
E
(∫
W
∫
W
∫
W
[
ρ24(w1)+ ρ24(w2)+ ρ24(z)
]
× νNs (dz) νNs (dw2) νNs (dw1)
)
ds
≤ E
(〈
νN0 , ρ
2
4
〉)
+ C
∫ T
0
E
(
sup
s∈[0,t]
〈
νNs , ρ
2
4
〉)
ds,
where we used (D2) in the second inequality. By hypothesis E
(〈
νN0 , ρ
2
4
〉)
is bounded uniformly
in N , so by Gronwall’s Lemma we deduce that
E
(
sup
t∈[0,T ]
〈
νNt , ρ
2
4
〉)
≤ C1eC2T , (5.6)
with C1 and C2 being independent of N , whence (5.5a) follows.
To get (5.5b), write (ρ24 ∧ L)(w) = ρ24(w)∧ L , and observe that, since ρ24 ∧ L ∈ Cb(W ), The-
orem 1 implies that limN→∞ E
(
supt∈[0,T ]
〈
νNt , ρ
2
4 ∧ L
〉) = supt∈[0,T ] 〈νt , ρ24 ∧ L〉, so by (5.6),
sup
t∈[0,T ]
〈
νt , ρ
2
4 ∧ L
〉
≤ C1eC2T .
Using the Monotone Convergence Theorem it is easy to check that sups∈[0,T ]
〈
νs, ρ
2
4 ∧ L
〉 →
sups∈[0,T ]
〈
νs, ρ
2
4
〉
as L →∞, and thus (5.5b) follows. 
For most of this section we will continue ignoring the type-process ηNt , working instead with
the empirical distribution process νNt we are interested in. However, we will need to consider η
N
t
directly in Step 2 of the proof of Theorem 2, and we will need to use a moment estimate similar to
(5.5a) for this process. Observe that statement of the theorem (and that of Theorem 1) makes no
assumption on the distribution of ηN0 , but instead only deals with the initial empirical distribution
νN0 . Therefore we are free to choose η
N
0 in any way compatible with ν
N
0 . For convenience we can
construct ηN0 in the following way: assuming ν
N
0 takes a specific value ν
N
0 ∈ Pa , choose ηN0 (1)
uniformly from νN0 and then inductively choose η
N
0 (i) uniformly from the remaining N − i + 1
individuals, i.e., from
[
NνN0 − δηN0 (1) − · · · − δηN0 (i−1)
]
/(N−i+1). It is clear then that, with this
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choice, ηN0 is exchangeable and
1
N
∑N
i=1 δηN0 (i) = ν
N
0 as required. Moreover, given any i ∈ IN ,
E
(
ρ24(η
N
0 (i))
) = E (〈νN0 , ρ24 〉), and thus the moment assumption that we made on νN0 can be
rewritten as supN>0 supi∈IN E
(
ρ24(η
N
0 (i))
)
< ∞ for all i ∈ IN . The proof of (5.5a) can then be
adapted (by modifying slightly the explicit construction we made of νNt to deal with η
N
t ) to obtain
sup
N>0
sup
i∈IN
E
(
sup
t∈[0,T ]
ρ24(η
N
t (i))
)
<∞. (5.7)
(We remark that the proof of this estimate uses (5.5a) itself).
5.2.2. Extension of 〈νNt ·〉 and 〈νt ·〉 to H′4
The P-valued process νNt can be seen as a linear functional on B(W ) via the mapping
ϕ 7−→ 〈νNt , ϕ〉, and the same can be done for νt . However, since H4 consists of measurable but
not necessarily bounded functions, the integrals
〈
νNt , ϕ
〉
and 〈νt , ϕ〉 may diverge. Our first task
will be to show that these integrals are finite and, moreover, that νNt (and νt ) can be seen as taking
values in H4′ (and thus also in all the other dual spaces we are considering). A consequence of
this will be that σ Nt is well defined as an H4′-valued process.
Proposition 5.2. The mapping ϕ ∈ H4 7→
〈
νNt , ϕ
〉
is in H4′ almost surely for every t ∈ [0, T ]
and N > 0. Analogously, the mapping ϕ ∈ H4 7→ 〈νt , ϕ〉 is in H4′ for every t ∈ [0, T ].
Furthermore, νt satisfies (S1) for every ϕ ∈ H4, while νNt satisfies (5.2) for every ϕ ∈ H4
almost surely. In particular, given any ϕ ∈ H4, M N ,ϕt is a martingale starting at 0 such that the
predictable quadratic covariations
〈
M N ,ϕ1 ,M N ,ϕ2
〉
t are the ones given by the formula in (5.3)
for all ϕ1, ϕ2 ∈ H4.
Proof. We are only going to prove the assertions for νNt , the ones for νt can be checked similarly
(and more easily).
The first claim follows directly from (B2) and Proposition 5.1: for ϕ ∈ H4,∣∣∣〈νNt , ϕ〉∣∣∣ ≤ ∫
W
|ϕ(w)| νNt (dw) ≤ C ‖ϕ‖H4
∫
W
ρ4(w) ν
N
t (dw) ≤ C ‖ϕ‖H4
√〈
νNt , ρ
2
4
〉
,
and the term inside the square root is almost surely bounded by (5.5a), so the mapping ϕ ∈
H4 7−→
〈
νNt , ϕ
〉
is continuous almost surely.
Next we need to show that
〈
νNt , ϕ
〉
satisfies (5.2) for all ϕ ∈ H4. That is, we need to show that
the formula
M N ,ϕt =
〈
νNt , ϕ
〉
−
〈
νN0 , ϕ
〉
−
∫ t
0
∫
W
∫
W
∫
W
Λϕ(w1, w2; z) νNs (dz) νNs (dw2) νNs (dw1) ds
defines a martingale for each ϕ ∈ H4. Let ϕ ∈ H4 and m > 0 and write (ϕ∧m)(w) = ϕ(w)∧m.
ϕ ∧ m is in B(W ), so M N ,ϕ∧mt is a martingale. We deduce that given any 0 ≤ s1 ≤ · · · ≤ sk <
s < t and any continuous bounded functions ψ1, . . . , ψk on H4, if we let
Xm = ψ1(νNs1 ) · · ·ψk(νNsk )
[
M N ,ϕ∧mt − M N ,ϕ∧ms
]
,
then E(Xm) = 0. Using the Monotone Convergence Theorem one can show that Xm →
ψ1(ν
N
s1 ) · · ·ψk(νNsk )
[
M N ,ϕt − M N ,ϕs
]
as m → ∞. On the other hand, the sequence (Xm)m>0
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is uniformly integrable. Indeed, using (B2) and (5.5a) one can show that
E
(∣∣∣(ψ1(νNs1 ) · · ·ψk(νNsk ) [M N ,ϕ∧mt − M N ,ϕ∧ms ]∣∣∣)2) ≤ Ct2E
(
sup
r∈[0,t]
〈
νNr , ρ
2
4
〉)
<∞.
We deduce that
E
(
ψ1(ν
N
s1 ) · · ·ψk(νNsk )
[
M N ,ϕt − M N ,ϕs
])
= lim
m→∞E(X
m) = 0,
which implies that M N ,ϕt is a martingale. The fact that
〈
M N ,ϕ1 ,M N ,ϕ2
〉
t has the right form
follows from the same arguments as those for (5.3) (here we need to replace ϕ1 and ϕ2 by ϕm1
and ϕm2 and then take m →∞ as above). 
5.2.3. The drift term
By Proposition 5.2, we have now that the fluctuation process σ Nt is well defined as a process
taking values in H4′ and it satisfies〈
σ Nt , ϕ
〉
= √N
〈
νN0 − ν0, ϕ
〉
+√N M Nϕt +
√
N
∫ t
0
∫
W
∫
W
∫
W
Λϕ(w1, w2; z)
×
[
νNs (dz)ν
N
s (dw2)ν
N
s (dw1)− νs(dz)νs(dw2)νs(dw1)
]
ds
for every ϕ ∈ H4. The integral term can be rewritten as∫ t
0
∫
W
∫
W
∫
W
Λϕ(w1, w2; z)
[
σ Ns (dz)ν
N
s (dw2)ν
N
s (dw1)
+ νs(dz)
(
σ Ns (dw2)ν
N
s (dw1)+ νs(dw2)σ Ns (dw1)
)]
ds.
Therefore,〈
σ Nt , ϕ
〉
= √N
〈
νN0 − ν0, ϕ
〉
+√N M N ,ϕt +
∫ t
0
〈
σ Ns , J
N
s ϕ
〉
ds (5.8)
for each ϕ ∈ H4, where
J Ns ϕ(z) =
∫
W
∫
W
Λϕ(w1, w2; z) νNs (dw2) νNs (dw1)
+
∫
W
∫
W
Λϕ(w, z; x) νNs (dw) νs(dx)
+
∫
W
∫
W
Λϕ(z, w; x) νs(dw) νs(dx). (5.9)
Observe that J Ns = JνNs ,νs and Js = Jνs ,νs , where the operators Jµ1,µ2 are the ones defined
in Assumption D. Hence (D3) and Proposition 5.1 imply that J Ns and Js are bounded linear
operators on each space Ci (i = 0, 2, 3) and, moreover, for all ϕ ∈ Ci ,∥∥∥J Ns ϕ∥∥∥Ci ≤ C ‖ϕ‖Ci and ‖Jsϕ‖Ci ≤ C ‖ϕ‖Ci , (5.10)
almost surely for some constant C > 0 independent of N and s. Similarly, given any ϕ ∈ C0,
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∥∥∥νNs − νs∥∥∥C2 ′ (5.11)
almost surely for some constant C > 0 independent of N and s.
5.2.4. Uniform estimate for the martingale term in H4′
Proposition 5.2 implies that the martingale term M N ,ϕt is well defined for all ϕ ∈ H4. We will
denote by M Nt the bounded linear functional on H4 given by M Nt (ϕ) = M N ,ϕt .
Theorem 5.3.
√
N M Nt is a ca`dla`g square integrable martingale in H4′, whose Doob–Meyer
process
(〈〈√
N M N
〉〉
t
(ϕ1)
)
(ϕ2) = N
〈√
N M N (ϕ1),
√
N M N (ϕ2)
〉
t
(which is a linear operator
from H4 to H4′) can be obtained from the formula in (5.3). Moreover,
sup
N>0
E
(
sup
t∈[0,T ]
∥∥∥√N M Nt ∥∥∥2H4 ′
)
<∞.
Proof. We already know, by Proposition 5.2, that
√
N M Nt is a martingale in H4′ with the right
Doob–Meyer process. The fact that the paths of
√
N M Nt are in D([0, T ],H4′) can be checked
by the same arguments as those in the proof of Corollary 3.8 in [10]. So we only need to show the
last assertion. Let (φk)k≥0 be an orthonormal complete basis of H4. We observe that, by (B2), if
χw ∈ H4′ is defined by χw(ϕ) = ϕ(w) then∑
k≥0
φ2k (w) = ‖χw‖2H4 ′ ≤ Cρ
2
4(w).
Thus by Proposition 5.2 and Doob’s inequality,
E
(
sup
t∈[0,T ]
∥∥∥√N M Nt ∥∥∥2H4 ′
)
≤ E
(∑
k≥0
sup
t∈[0,T ]
N
∣∣∣M N ,φkt ∣∣∣2
)
≤ 4
∑
k≥0
E
(
N
〈
M N ,φk ,M N ,φk
〉
T
)
= 4E
(∫ T
0
∫
W
∫
W
∫
W
∫
W×W
∑
k≥0
(
φk(w
′
1)− φk(w1)+ φk(w′2)− φk(w2)
)2
×Λ(w1, w2, z, dw′1 ⊗ dw′2) νNs (dz) νNs (dw2) νNs (dw1) ds
)
≤ C
∫ T
0
E
(∫
W
∫
W
∫
W
∫
W×W
(
ρ24(w1)+ ρ24(w2)+ ρ24(w′1)+ ρ24(w′2)
)
×Λ(w1, w2, z, dw′1 ⊗ dw′2) νNs (dz) νNs (dw2) νNs (dw1)
)
ds
≤ C
∫ T
0
E
(∫
W
∫
W
∫
W
(
2ρ24(w1)+ 2ρ24(w2)+ ρ24(z)
)
νNs (dz) ν
N
s (dw2) ν
N
s (dw1)
)
ds
≤ C
∫ T
0
E
(〈
νNs , ρ
2
4
〉)
ds.
The last integral is bounded, uniformly in N , by Proposition 5.1. 
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5.2.5. Evolution equation for σ Nt in H3′
Recall that our goal is to prove convergence of σ Nt in D([0, T ],H1′). Therefore, a necessary
previous step is to make sense of (5.8) as an equation in H1′. We will actually need to
show something stronger: σ Nt can be seen as a semimartingale in H3′, whose semimartingale
decomposition takes the form suggested by (5.8). We need the following simple result first (for
its proof see Proposition 3.4 of [10]):
Lemma 5.4. For every N > 0 there is a constant C(N ) > 0 such that
sup
t∈[0,T ]
E
(
‖σ Nt ‖H4 ′
)
≤ C(N ).
Recall that under our assumptions, J Ns need not be (and in general is not) a bounded operator
on H3, nor on any other Hi , and in fact J Ns (Hi ) need not even be contained in Hi , so it does
not make complete sense to speak of
(
J Ns
)∗
as the adjoint operator of J Ns . Nevertheless, for
convenience we will abuse notation by writing
(
J Ns
)∗
σ Ns to denote the linear functional defined
by the following mapping:
ϕ ∈ H3 7−→
(
J Ns
)∗
σ Ns (ϕ) =
〈
σ Ns , J
N
s ϕ
〉
∈ R.
Part of the proof of the following result will consist in showing that
(
J Ns
)∗
σ Ns is actually inH3′.
Proposition 5.5. For each N > 0, σ Nt is an H3′-valued semimartingale, and its Doob–Meyer
decomposition is given by
σ Nt = σ N0 +
√
N M Nt +
∫ t
0
(
J Ns
)∗
σ Ns ds, (5.12)
where the above is a Bochner integral in H3′.
Proof. By Theorem 5.3 and the embedding H4′ ↪→ H3′,
√
N M Nt is an H3′-valued martingale.
Thus, by (5.8), the only thing we need to show is that the integral term makes sense as a Bochner
integral in H3′. The first step in doing this is to show that
(
J Ns
)∗
σ Ns ∈ H3′ for all s ∈ [0, T ].
That is, we need to show that there is a C > 0 such that∣∣∣〈σ Ns , J Ns ϕ〉∣∣∣ ≤ C ‖ϕ‖H3 (5.13)
for all ϕ ∈ H3. Observe that by (5.10) and the embeddingH3 ↪→ C3, J Ns ϕ ∈ C3 for ϕ ∈ H3, and
thus ∣∣∣〈σ Ns , J Ns ϕ〉∣∣∣ ≤ ∥∥∥σ Ns ∥∥∥C3 ′
∥∥∥J Ns ϕ∥∥∥C3 ≤ C
∥∥∥σ Ns ∥∥∥C3 ′ ‖ϕ‖C3 ≤ C
∥∥∥σ Ns ∥∥∥C3 ′ ‖ϕ‖H3
for such a function ϕ by (B1), so (5.13) holds almost surely by Lemma 5.4 and (B1′).
To see that the Bochner integral is (almost surely) well defined, we recall (see Section V.5
in [15]) that it is enough to prove that: (i) given any function F in the dual of H3′, the mapping
s 7−→ F
((
J Ns
)∗
σ Ns
)
is measurable; and (ii)
∫ T
0 ‖
(
J Ns
)∗
σ Ns ‖H3 ′ ds < ∞. (i) is satisfied by
the continuity assumptions on the parameters and (ii) follows from (5.13), using the fact that the
constant C there can be chosen uniformly in s. 
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We omit the proof of the following corollary (see Corollary 3.8 of [10]):
Corollary 5.6. For any N > 0, the process σ Nt has paths in D([0, T ],H3′).
5.2.6. Uniform estimate for σ Nt on C2′
Having given sense to Eq. (5.12) in H3′, we can now give a uniform estimate for σ Nt in C2′.
This will be crucial for obtaining the tightness of σ Nt in the proof of Theorem 2.
Theorem 5.7.
sup
N>0
sup
t∈[0,T ]
E
(∥∥∥σ Nt ∥∥∥2C2 ′
)
<∞.
Proof. By (5.12) and the embedding H3′ ↪→ C2′,
E
(∥∥∥σ Nt ∥∥∥2C2 ′
)
≤ 2E
(∥∥∥σ N0 ∥∥∥2C2 ′
)
+ 2E
(∥∥∥√N M Nt ∥∥∥2C2 ′
)
+ 2E
(∥∥∥∥∫ t
0
(
J Ns
)∗
σ Ns ds
∥∥∥∥2C2 ′
)
.
The first expectation on the right side is bounded uniformly in N by (4.2), and the same holds
for the second one by (B1′) and Theorem 5.3. For the last expectation we have
E
(∥∥∥∥∫ t
0
(
J Ns
)∗
σ Ns ds
∥∥∥∥2C2 ′
)
≤ E
([∫ t
0
∥∥∥(J Ns )∗ σ Ns ∥∥∥C2 ′ ds
]2)
≤ T
∫ t
0
E
(∥∥∥(J Ns )∗ σ Ns ∥∥∥2C2 ′
)
ds
≤ CT
∫ T
0
E
(
sup
s∈[0,t]
∥∥∥σ Ns ∥∥∥2C2 ′
)
dt,
where we used Corollary V.5.1 of [15] in the first inequality and (5.10) in the last one. Thus by
Gronwall’s Lemma we get E
(
supt∈[0,T ]
∥∥σ Nt ∥∥2C2 ′) ≤ C1eC2T , uniformly in N , and the result
follows. 
5.2.7. Proof of the theorem
We are finally ready to prove Theorem 2.
Proof of Theorem 2. We will proceed in several steps.
Step 1. Our first goal is to show that the sequence of processes σ Nt is tight in D([0, T ],H1′). By
Aldous’ criterion (which we take from Theorem 2.2.2 in [21] and the corollary that precedes it
in page 34), we need to prove that the following two conditions hold:
(t1) For every rational t ∈ [0, T ] and every ε > 0, there is a compact K ⊆ H1′ such that
sup
N>0
P
(
σ Nt 6∈ K
)
≤ ε.
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(t2) If TNT is the collection of stopping times with respect to the natural filtration associated to
σ Nt that are almost surely bounded by T , then for every ε > 0,
lim
r→0 lim supN→∞
sup
s<r
τ∈TNT
P
(∥∥∥σ Nτ+s − σ Nτ ∥∥∥H1 ′ > ε
)
= 0.
Observe that since the embedding ofH2′ intoH1′ is compact, (t1) will follow once we show that
for any ε > 0 and t ∈ [0, T ] there is an L > 0 such that supN>0 P
(∥∥σ Nt ∥∥H2 ′ > L) < ε. This
follows directly from Markov’s inequality, (B1′), and Theorem 5.7, since given any ε > 0,
sup
N>0
P
(∥∥∥σ Nt ∥∥∥H2 ′ > L
)
≤ 1
L2
sup
N>0
E
(∥∥∥σ Nt ∥∥∥2H2 ′
)
≤ 1
L2
sup
N>0
E
(∥∥∥σ Nt ∥∥∥2C2 ′
)
< ε
for large enough L .
To obtain (t2) we will use the semimartingale decomposition of σ Nt in H3′ given in
Proposition 5.5, i.e., σ Nt = σ N0 +
√
N M Nt +
∫ t
0
(
J Ns
)∗
σ Ns ds. By Rebolledo’s criterion (see
Corollary 2.3.3 in [21]), (t2) is obtained for the martingale term
√
N M Nt if it is proved for the
trace of its Doob–Meyer process
〈〈√
N M N
〉〉
t
in H1, and thus for σ Nt if it is proved moreover
for the finite variation term
∫ t
0
(
J Ns
)∗
σ Ns ds (σ
N
0 is tight by hypothesis).
We start with the martingale part. Let τ be a stopping time bounded by T and let s > 0. Let
(φk)k≥0 be an orthonormal complete basis of H1. Using the same calculations as in the proof of
Theorem 5.3 we get
E
(∣∣∣∣trH1 〈〈√N M N 〉〉τ+s − trH1 〈〈√N M N 〉〉τ
∣∣∣∣)
= E
(∫ τ+s
τ
∫
W
∫
W
∫
W
∫
W×W
∑
k≥0
(
φk(w
′
1)− φk(w1)+ φk(w′2)− φk(w2)
)2
× Λ(w1, w2, z, dw′1 ⊗ dw′2) νNs (dz) νNs (dw2) νNs (dw1)
)
≤ Cs,
uniformly in N . Thus by Markov’s inequality,
P
(∣∣∣trH1 〈〈√N M N 〉〉t − trH1 〈〈√N M N 〉〉t ∣∣∣ > ε) ≤ 1εCs,
whence (t2) follows for the martingale term.
For the integral term we have that
E
(∥∥∥∥∫ τ+s
0
(
J Nr
)∗
σ Nr dr −
∫ τ
0
(
J Nr
)∗
σ Nr dr
∥∥∥∥H1 ′
)
≤ E
(∫ τ+s
τ
∥∥∥(J Nr )∗ σ Nr ∥∥∥C2 ′ dr
)
≤ C
∫ τ+s
τ
E
(∥∥∥σ Nr ∥∥∥C2 ′
)
dr ≤ Cs sup
r∈[0,T ]
√
E
(∥∥σ Nr ∥∥2C2 ′)
for some C > 0, uniformly in N , where we used Corollary V.5.1 of [15] as before and (B1′)
in the first inequality and (5.10) in the second one. Using Markov’s inequality as before and
Theorem 5.7 we obtain (t2) for the integral term.
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Step 2. We have now that every subsequence of σ Nt has a further subsequence which converges
in distribution in D([0, T ],H1′). Consider a convergent subsequence of σ Nt , which we will still
denote by σ Nt , and let σt be its limit in D([0, T ],H1′). Observe that the only jumps of σ Nt
are those coming from νNt and, with probability 1, at most two agents jump at the same time.
Suppose that there is a jump at time t , involving agents i and j . Then given ϕ ∈ H1,∣∣∣〈σ Nt , ϕ〉− 〈σ Nt−, ϕ〉∣∣∣ = 1√
N
∣∣∣ϕ(ηNt (i))+ ϕ(ηNt ( j))− ϕ(ηNt−(i))− ϕ(ηNt−( j))∣∣∣
≤ C√
N
‖ϕ‖H1
[
sup
r∈[0,t]
ρ1(η
N
r (i))+ sup
r∈[0,t]
ρ1(η
N
r ( j))
]
by (B2). We deduce by (5.7) that
E
(
sup
s∈[0,t]
∥∥∥σ Ns − σ Ns−∥∥∥2H1 ′
)
≤ C
N
(5.15)
and hence sups∈[0,t]
∥∥σ Ns − σ Ns−∥∥H1 ′ converges in probability to 0 as N → ∞. Therefore, σt is
almost surely strongly continuous by Proposition 3.26 of [22]. That is, we have shown that every
limit point of σ Nt is (almost surely) in C([0, T ],H1′).
Step 3. Our next goal is to prove that the sequence of martingales
√
N M Nt converges in
distribution in D([0, T ],H1′) to the centered Gaussian process Z t defined in the statement
of the theorem. That is, we need to show that given any ϕ1, ϕ2 ∈ H1, the sequence of R2-
valued martingales
√
N M N ,(ϕ1,ϕ2)t =
(√
N M N ,ϕ1t ,
√
N M N ,ϕ2t
)
converges in distribution to
(Z t (ϕ1), Z t (ϕ2)).
By (5.12),
√
N M Nt and σ
N
t have the same jumps, and thus (5.15) implies that
E
(
sup
s∈[0,t]
∣∣∣√N M N ,(ϕ1,ϕ2)s −√N M N ,(ϕ1,ϕ2)s− ∣∣∣2
)
−−−−→
N→∞ 0. (5.16)
On the other hand, we claim that for every ϕ1, ϕ2 ∈ H1,
lim
N→∞E
(〈√
N M N ,ϕ1 ,
√
N M N ,ϕ2
〉
t
)
=
∫ t
0
Cϕ1,ϕ2s ds. (5.17)
(5.16) and (5.17) imply that
√
N M N ,(ϕ1,ϕ2)t satisfies the hypotheses of the Martingale Central
Limit Theorem (see Theorem VII.1.4 in [12]) so, assuming that (5.17) holds, we get that√
N M N ,(ϕ1,ϕ2)t converges in distribution in D([0, T ],R2) to (Z t (ϕ1), Z t (ϕ2)).
To prove (5.17) it is enough to consider the case ϕ1 = ϕ2 = ϕ, the general case follows by
polarization. Given µ ∈ D([0, T ],H1′) let
Ψt (µ) =
∫ t
0
∫
W
∫
W
∫
W
∫
W×W
(ϕ(w′1)+ ϕ(w′2)− ϕ(w1)− ϕ(w2))2
×Λ(w1, w2, z, dw′1 ⊗ dw′2)µs(dz) µs(dw2) µs(dw1) ds.
Then we need to prove that limN→∞ E(Ψt (νN )) = Ψt (ν). Let p > 1 be the exponent we
assumed to be such that ρ p1 ≤ Cρ4 for some C > 0. Repeating the calculations in the proof of
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Theorem 5.3 and using Jensen’s inequality we get that
|Ψt (νN )|p ≤
[
C1t ‖ϕ‖2H1 sup
s∈[0,t]
〈
νNs , ρ
2
1
〉]p
≤ C2t p ‖ϕ‖2pH1 sups∈[0,t]
〈
νNs , ρ
2
4
〉
.
Thus Proposition 5.1 implies that the sequence
(
Ψt (νN )
)
N>0 is uniformly integrable, whence
we deduce the desired convergence.
Step 4. As in Step 2, let σt be a limit point of σ Nt . Observe that by the embeddingH1′ ↪→ C0′, σ Nt
converges in distribution to σt in D([0, T ], C0′). We want to prove now that σt satisfies (S2-w).
Fix ϕ ∈ C0. By (5.12),
〈σt , ϕ〉 − 〈σ0, ϕ〉 −
∫ t
0
〈σs, Jsϕ〉 ds − Z t (ϕ)
=
[√
N M N ,ϕt − Z t (ϕ)
]
+
[
〈σt , ϕ〉 −
〈
σ Nt , ϕ
〉]
+
[〈
σ N0 , ϕ
〉
− 〈σ0, ϕ〉
]
+
∫ t
0
[〈
σ Ns , J
N
s ϕ
〉
−
〈
σ Ns , Jsϕ
〉]
ds +
∫ t
0
[〈
σ Ns , Jsϕ
〉
− 〈σs, Jsϕ〉
]
ds, (5.18)
so we need to show that the right side converges in distribution to 0 as N → ∞. The first term
goes to 0 by the previous step. The next two go to 0 because σt is a limit point of σ Nt and, since
Jsϕ ∈ C0, the last term goes to 0 for the same reason.
To show that the remaining term in (5.18) also goes to 0 in distribution, it is enough to show
that
E
(∣∣∣∣∫ t
0
〈
σ Ns ,
(
J Ns − Js
)
ϕ
〉
ds
∣∣∣∣) −−−−→N→∞ 0. (5.19)
Since, by (5.10), J Ns − Js maps C0 into itself, we get by using (B1′) and (5.11) that∣∣∣〈σ Ns , (J Ns − Js)ϕ〉∣∣∣ ≤ ∥∥∥σ Ns ∥∥∥C0 ′
∥∥∥(J Ns − Js)ϕ∥∥∥C0 ≤ C
∥∥∥σ Ns ∥∥∥C2 ′ ‖ϕ‖C0
∥∥∥νNs − νs∥∥∥C2 ′
= C√
N
‖ϕ‖C0
∥∥∥σ Ns ∥∥∥2C2 ′ .
(5.19) now follows from this bound and Theorem 5.7.
Step 5. We have shown in Step 4 that if σt is any accumulation point of σ Nt , then σt satisfies
(S2-w) for every ϕ ∈ C0. To see that the limit points of σ Nt actually solve (S2), the only thing
left to show is that the integral term in (S2) makes sense as a Bochner integral in C0′. This can be
verified by repeating the arguments of the proof of Proposition 5.5.
Step 6. We want to prove now pathwise uniqueness for the solutions of (S2). Fix a centered
Gaussian process Z t in C0′ with the right covariance structure and suppose that σ 1t , σ 2t ∈ C0 are
two solutions of (S2) for this choice of Z t . Then σ 1t − σ 2t =
∫ t
0
(
J ∗s σ 1s − J ∗s σ 2s
)
ds, so
sup
t∈[0,T ]
∥∥∥σ 1t − σ 2t ∥∥∥C0 ′ ≤
∫ T
0
sup
s∈[0,t]
∥∥∥J ∗s (σ 1s − σ 2s )∥∥∥C0 ′ dt.
By (5.10), Js is a bounded operator on C0, and thus so is J ∗s as an operator on C0′. Moreover,∥∥J ∗s ∥∥C0 ′ can be bounded uniformly in s. Thus
E
(
sup
t∈[0,T ]
∥∥∥σ 1t − σ 2t ∥∥∥C0 ′
)
≤ C
∫ t
0
E
(
sup
s∈[0,t]
‖σ 1s − σ 2s ‖C0 ′
)
dt,
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and Gronwall’s Lemma implies that σ 1t = σ 2t for all t ∈ [0, T ] almost surely, so the pathwise
uniqueness for (S2) follows.
Step 7. We have now that any accumulation point σt of the sequence σ Nt satisfies Eq. (S2),
which has a unique pathwise solution. The last thing left to show is the uniqueness in law for the
solutions of this equation. Since we have pathwise uniqueness, this can be obtained by adapting
the Yamada–Watanabe Theorem to our setting (see Theorem IX.1.7 of [23]). The proof works
in the same way assuming we can construct regular conditional probabilities in D([0, T ], C0′),
which is possible in any complete metric space (see Theorem I.4.12 of [24]). This (together with
the embeddingH1′ ↪→ C0′) implies that (S2) determines a unique process in C([0, T ],H1′). 
5.3. Proof of Theorems 3 and 4a–4d
Proof of Theorem 3. There are three conditions to check. The first one, σ N0 =⇒ σ0 in H1′,
follows directly from applying the Central Limit Theorem in R to each of the processes
〈
σ N0 , ϕ
〉
for ϕ ∈ H1, while the condition supN>0 E
(〈
νN0 , ρ
2
4
〉)
<∞ is straightforward. For the remaining
one we can prove something stronger, namely that supN>0 E
(∥∥σ N0 ∥∥2H4 ′) < ∞. In fact, if
(φk)k≥0 is a complete orthonormal basis of H4 and ηN0 is chosen by picking the type ηN0 (i)
of each agent i ∈ IN independently according to ν0 then
E
(∥∥∥σ N0 ∥∥∥2H4 ′
)
= E
(∑
k≥0
〈
σ N0 , φk
〉2) = 1
N
∑
k≥0
E
[ N∑
i=1
[
φk(η
N
0 (i))− 〈ν0, φk〉
]]2 .
A simple computation and (B2) (see the proof of Proposition 3.5 in [10]) show that this is
bounded by E
(〈
νN0 , ρ
2
4
〉) + 〈ν0, ρ24 〉, which is in turn bounded by some C < ∞ uniformly in
N , so the result follows. 
For Theorems 4a (finite W ), 4c (W = Ω ⊆ Rd smooth and compact), and Theorem 4d
(W = Rd ), we already explained why the assumptions of Theorem 2 hold, so the results follow
directly from that theorem (together with (4.3) when W is finite). We are left with the case
W = Zd .
Proof of Theorem 4b. Let ϕ ∈ `∞(Zd). Then
‖ϕ‖22,D =
∑
x∈Zd
ϕ(x)2
1+ |x |2D ≤ C ‖ϕ‖
2∞ ,
where we used the fact that 2D > d implies that
∑
x∈Zd (1 + |x |2D)−1 < ∞. This gives the
embedding `∞(Zd) ↪→ `2,D(Zd). The other continuous embeddings in (4.4) are similar. To see
that the embedding `2,D(Zd) ↪→ `2,2D is compact, observe that the family (ey)y∈Zd ⊆ `2,D(Zd)
defined by ey(x) =
√
1+ |x |2D1x=y defines an orthonormal complete basis of `2,D(Zd) and,
using the same fact as above,∑
y∈Zd
‖ey‖22,2D =
∑
y∈Zd
1+ |y|2D
1+ |y|4D <∞,
so the embedding is Hilbert–Schmidt, and hence compact. (B2) and (B3) follow directly from
the definition of the spaces in this case.
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(D1) and (D2) for ρ24 are precisely what is assumed in Theorem 4b, and using this and Jensen’s
inequality we get the same estimates for ρ21 , ρ
2
2 , and ρ
2
3 . We are left checking (D3). For simplicity
we will assume here that Λ ≡ 0. For (D3.i), the case C0 = `∞(Zd) is straightforward. Now if〈
µi , 1+ | · |8D
〉
<∞, i = 1, 2, and ϕ ∈ `∞,2D(Zd),∣∣∣∣ Jµ1,µ2ϕ(z)1+ |z|2D
∣∣∣∣ = 11+ |z|2D ∑
x∈Zd
∑
y∈Zd
(ϕ(y)− ϕ(x))Γ (x, z, {y})µ1({x})
+ 1
1+ |z|2D
∑
x∈Zd
∑
y∈Zd
(ϕ(y)− ϕ(z))Γ (z, x, {y})µ2({x})
≤ C ‖ϕ‖∞,2D
1+ |z|2D
∑
x∈Zd
∑
y∈Zd
(
1+ |y|2D
)
Γ (x, z, {y}) (µ1({x})+ µ2({x}))
+
∑
x∈Zd
(
1+ |x |2D
)
µ1({x})+ 1+ |z|2D

≤ C ‖ϕ‖∞,2d
1+ |z|2D
[
1+ |z|2D +
∑
x∈Zd
(
1+ |x |2D
)
µ2({x})
]
≤ C ‖ϕ‖∞,2D
uniformly in z, where we used (4.5a) with a power of 2D instead of 8D. We deduce that∥∥Jµ1,µ2ϕ∥∥∞,2D ≤ C ‖ϕ‖∞,2D as required. The proof for `∞,3D(Zd) is similar. For (D3.ii),
consider ϕ ∈ `∞(Zd) and µ1, µ2, µ3, µ4 ∈ P . Then∣∣(Jµ1,µ2 − Jµ3,µ4)ϕ(z)∣∣ = ∣∣∣∣∫
W
Γϕ(w; z) [µ1(dw)− µ3(dw)]
+
∫
W
Γϕ(z;w) [µ2(dw)− µ4(dw)]
∣∣∣∣
≤ ‖Γϕ(·; z)‖∞ ‖µ1 − µ3‖`∞(Zd )′
+ ‖Γϕ(z; ·)‖∞ ‖µ2 − µ4‖`∞(Zd )′ .
Now ‖Γϕ(·; z)‖∞ and ‖Γϕ(z; ·)‖∞ are both bounded by 4λ ‖ϕ‖∞, so we get∥∥(Jµ1,µ2 − Jµ3,µ4)ϕ∥∥∞ ≤ 4λ ‖ϕ‖∞ [‖µ1 − µ3‖`∞,2d (Zd )′ + ‖µ2 − µ4‖`∞,2d (Zd )′]
as required. 
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