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Abstract. The current paper is concerned with the existence of spreading speeds and linear de-
terminacy for two species competition systems with nonlocal dispersal in time and space periodic
habitats. The notion of spreading speed intervals for such a system is first introduced via the
natural features of spreading speeds. The existence and lower bounds of spreading speed intervals
are then established. When the periodic dependence of the habitat is only on the time variable,
the existence of a single spreading speed is proved. It also shows that, under certain conditions,
the spreading speed interval in any direction is a singleton, and, moreover, the linear determinacy
holds.
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1 Introduction
The current paper is concerned with the spatial spreading speeds of the following two species
competition system with nonlocal dispersal,{
ut =
∫
RN
κ(y − x)u(t, y)dy − u(t, x) + u(a1(t, x) − b1(t, x)u− c1(t, x)v), x ∈ R
N
vt =
∫
RN
κ(y − x)v(t, y)dy − v(t, x) + v(a2(t, x)− b2(t, x)u− c2(t, x)v), x ∈ R
N ,
(1.1)
where u(t, x), v(t, x) represent the population densities of two species, κ(·) is a C1 convolution
kernel supported on a ball centered at 0 (i.e. κ(z) > 0 if ‖z‖ < r0 and κ(z) = 0 if ‖z‖ ≥ r0 for
some r0 > 0, where ‖ · ‖ denotes the norm in R
N ),
∫
RN
κ(z)dz = 1, and ak(·, ·), bk(·, ·), ck(·, ·)
satisfy the following basic hypothesis,
(HB0) ak(t, x), bk(t, x), ck(t, x) (k = 1, 2) are C
0 in (t, x) ∈ R×RN ; periodic in t with period T
and in xi with period pi, that is, ak(·+T, ·) = ak(·, ·+piei) = ak(·, ·), bk(·+T, ·) = bk(·, ·+piei) =
bk(·, ·), ck(·+T, ·) = ck(·, ·+ piei) = ck(·, ·), ei = (δi1, δi2, · · · , δiN ), δij = 1 if i = j and 0 if i 6= j,
i, j = 1, 2, · · · , N ; and bk(t, x) > 0, ck(t, x) > 0 for t ∈ R and x ∈ R
N .
In (1.1), the functions a1, a2 represent the respective growth rates of the two species, b1, c2
account for self-regulation of the respective species, and c1, b2 account for competition between
the two species. The periodicity of ak, bk, and ck reflects the time and space periodicity of the
environment.
System (1.1) is a nonlocal dispersal counterpart of the following two species competition system
with random dispersal,{
ut = ∆u+ u(a1(t, x)− b1(t, x)u− c1(t, x)v), x ∈ R
N
vt = ∆v + v(a2(t, x) − b2(t, x)u− c2(t, x)v), x ∈ R
N .
(1.2)
Systems (1.1) and (1.2) describe the population dynamics of two competing species with inter-
nal interaction or dispersal. Classically, one assumes that the range of internal interaction of both
species is infinitesimal or the internal dispersal is random, which leads to (1.2) (see [4], [21], [22],
[33], [40], [45], [46], etc.). However, in many cases dispersal of a species is affected by long range
or nonlocal internal interaction. We refer to [1], [2], [3], [5], [6], [7], [8], [9], [10], [11], [13], [14],
[23], [24], [25], [30], [37], [38], [39], etc., for the study of evolution models with nonlocal spatial
interaction. In particular, (1.1) arises in modeling the population dynamics of two competing
species with nonlocal spatial internal interaction (see [23]).
In addition to the coexistence and extinction dynamics, spatial spreading speeds and traveling
wave solutions are among the central problems investigated for (1.1) and (1.2). Such problems
for (1.2) with space and time independent coefficients have been widely studied. For example,
spreading speed/minimal wave speed and linear determinacy for (1.2) with temporally and spa-
tially independent coefficients are studied in [12], [15], [18], [19], [20], [26], [27], [28], [29], [31], [41],
[42], [43], [44], etc.. It should be pointed out that the works [12], [26], and [43] can be applied to
(1.2) with spatially homogeneous and temporally periodic coefficients. Very recently, we learned
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that Yu and Zhao have been studying spatial spreading speeds and traveling wave solutions of
(1.2) with coefficients that are periodic in time and space ([44]).
Spatial spreading speeds and traveling wave solutions for (1.1) with temporally and spatially
independent coefficients have also been studied in several papers. In fact, the works [12], [26],
and [43] can be applied to (1.1) with coefficients independent of space. However, there is little
study on spatial spreading and traveling wave solutions for (1.1) with periodic coefficients in both
time and space.
The objective of the current paper is to study the spatial spreading speeds of (1.1) with both
temporally and spatially periodic coefficients. Due to the lack of compactness of the solutions,
it appears to be difficult to adopt the construction method for spreading speeds of general com-
petitive or cooperative systems from [12], [26], [43], etc. in dealing with (1.1) with temporally
and spatially periodic coefficients. Therefore we will employ the natural properties of spreading
speeds to give a definition of this concept following an idea from [36] and [37]. We then investigate
the boundedness, lower bounds, and uniqueness of spreading speeds. We also study the linear
determinacy for the spreading speeds.
To describe the problems studied and the results obtained in the current paper, let
X = {u ∈ C(RN ,R) |u is uniformly continuous and bounded} (1.3)
with the supremum norm and
X+ = {u ∈ X |u(x) ≥ 0 ∀ x ∈ RN}, X++ = {u ∈ X+ | inf
x∈RN
u(x) > 0}. (1.4)
For u, v ∈ X, we define
u ≤ v (u≪ v) if v − u ∈ X+ (v − u ∈ X++).
Let
Xp = {u ∈ C(R
N ,R) |u(· + pei) = u(·) for i = 1, 2, · · · , N} (1.5)
with the maximum norm and
X+p = {u ∈ Xp |u(x) ≥ 0 ∀ x ∈ R
N}, X++p = {u ∈ X
+
p |u(x) > 0 ∀ x ∈ R
N}. (1.6)
By general semigroup theory (see [34]), for any u0, v0 ∈ X, (1.1) has a unique (local) solution
(u(t, x;u0, v0), v(t, x;u0, v0)) with u(0, x;u0, v0) = u0(x) and v(0, x;u0, v0) = v0(x). By compar-
ison principle for two species competition systems with nonlocal dispersal (see [17, Proposition
3.1]), if u0, v0 ∈ X
+, then (u(t, ·;u0, v0), v(t, ·;u0, v0)) exists and (u(t, ·;u0, v0), v(t, ·;u0, v0)) ∈
X+×X+ for all t ≥ 0. We remark that, if (u0, v0) ∈ Xp×Xp, then (u(t, ·;u0, v0), v(t, ·;u0, v0)) ∈
Xp ×Xp for t in the existence interval of (u(t, ·;u0, v0), v(t, ·;u0, v0)).
Observe that (1.1) contains the following two sub-systems,
ut =
∫
RN
κ(y − x)u(t, y)dy − u(t, x) + u(a1(t, x)− b1(t, x)u), x ∈ R
N , (1.7)
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and
vt =
∫
RN
κ(y − x)v(t, y)dy − v(t, x) + v(a2(t, x)− c2(t, x)v), x ∈ R
N . (1.8)
The asymptotic dynamics of (1.7) (resp. (1.8)) is determined by the stability of its trivial solution
u ≡ 0 (resp. v ≡ 0). More precisely, let
Xp = {u ∈ C(R× R
N ,R)|u(·+ T, ·) = u(·, ·+ piei) = u(·, ·), i = 1, · · · , N} (1.9)
with the norm ‖u‖Xp = sup(t,x)∈R×RN |u(t, x)|, and
X+p = {u ∈ Xp |u(t, x) ≥ 0 ∀ (t, x) ∈ R× R
N}. (1.10)
Let I be the identity map on Xp, and K, a(·, ·)I : Xp → Xp be defined by
(
Ku
)
(t, x) =
∫
RN
κ(y − x)u(t, y)dy, (1.11)
(a(·, ·)Iu)(t, x) = a(t, x)u(t, x), (1.12)
where κ(·) is as in (1.1) and a(·, ·) ∈ Xp. Let σ(−∂t + K − I + a(·, ·)I) be the spectrum of
−∂t +K− I + a(·, ·)I acting on Xp and
λ0(a) := sup{Reλ |λ ∈ σ(−∂t +K − I + a(·, ·)I)}.
We call λ0(a) the principal spectrum point of −∂t +K − I + a(·, ·)I acting on Xp (see Definition
2.1).
Throughout the paper, we assume that
(HB1) u ≡ 0 is a linearly unstable solution of (1.7) in Xp and v ≡ 0 is a linearly unstable
solution of (1.8) in Xp, that is, λ0(ak) > 0 (k = 1, 2).
Note that (0, 0) is a trivial solution of (1.1) in X+p × X
+
p and that (HB0) and (HB1) imply
that (1.1) has two semi-trivial time periodic solutions in X+p ×X
+
p , (u
∗(t, ·), 0) ∈ (X+p \{0})×X
+
p
and (0, v∗(t, ·)) ∈ X+p × (X
+
p \ {0}) (see Proposition 2.11).
We also assume throughout this paper that
(HB2) (0, v∗) is linearly unstable in X+p ×X
+
p (i.e. λ0(a1− c1v
∗) > 0) and (u∗, 0) is linearly and
globally stable in X+p ×X
+
p (i.e. λ0(a2 − b2u
∗) < 0 and for any (u0, v0) ∈ X
+
p ×X
+
p with u0 6= 0,
u(t, x;u0, v0)− u
∗(t, x)→ 0 and v(t, x;u0, v0)→ 0 as t→∞ uniformly in x ∈ R
N).
The assumption (HB2) implies that the species u can invade the species v and the species v
cannot invade the species u. We remark that the following assumption (HB2)
′
on the coefficients
ai, bi, and ci (i = 1, 2) implies (HB2) (see Proposition 2.11 for the reasoning).
(HB2)
′
λ0(ak) > 0 for k = 1, 2 and a1L >
c1Ma2M
c2L
, a2M ≤
a1Lb2L
b1M
, where akL = inft∈R,x∈RN ak(t, x),
akM = supt∈R,x∈RN ak(t, x), and bkL, bkM , ckL, ckM (k = 1, 2) are defined similarly.
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Under the assumptions (HB0)-(HB2), spatial spreading speeds or invading speeds from (u∗, 0)
to (0, v∗) and traveling wave solutions connecting (u∗, 0) and (0, v∗) are among most interesting
dynamical problems for (1.1). The objective of this paper is to study the spatial spreading speeds
of (1.1) from (u∗, 0) to (0, v∗). In order to do so, we first transform (1.1) to a cooperative system
via the following standard change of variables,
u˜(t, x) = u(t, x), v˜(t, x) = v∗(t, x) − v(t, x). (1.13)
Dropping the tilde, (1.1) is transformed into

ut = Ku− u+ u
(
a1(t, x)− b1(t, x)u− c1(t, x)(v
∗(t, x)− v)
)
vt = Kv − v + b2(t, x)
(
v∗(t, x)− v
)
u+ v
(
a2(t, x)− 2c2(t, x)v
∗(t, x) + c2(t, x)v
)
,
(1.14)
where x ∈ RN , Ku =
∫
RN
κ(y − x)u(t, y)dy and Kv =
∫
RN
κ(y − x)v(t, y)dy. Observe that the
trivial solution E0 := (0, 0) of (1.1) becomes E˜0 = (0, v
∗), the semitrivial solution E1 := (0, v
∗)
of (1.1) becomes E˜1 = (0, 0), and the semitrivial solution E2 := (u
∗, 0) of (1.1) becomes E˜2 =
(u∗, v∗). To study the spreading speeds of (1.1) from E2 to E1 is then equivalent to study the
spreading speeds of (1.14) from E˜2 to E˜1. Observe also that (1.14) is cooperative in the region
u ≥ 0 and 0 ≤ v ≤ v∗.
Throughout this paper, we assume (HB0)-(HB2). We denote (u(t, x;u0, v0), v(t, x;u0, v0))
as the solution of (1.14) with (u(0, ·;u0, v0), v(0, ·;u0, v0)) = (u0, v0) ∈ X × X. Note that if
(u0, v0) ∈ Xp ×Xp, then (u(t, ·;u0, v0), v(t, ·;u0, v0)) ∈ Xp ×Xp for t in the existence interval of
(u(t, ·;u0, v0), v(t, ·;u0, v0)). Moreover, by (HB2), for any (u0, v0) ∈ X
+
p ×X
+
p with u0 6= 0 and
v0 ≤ v
∗(0, ·),
(u(t, x;u0, v0), v(t, x;u0, v0))− (u
∗(t, x), v∗(t, x))→ 0
as t→∞ uniformly in x ∈ RN .
Let
SN−1 = {ξ ∈ RN | ‖ξ‖ = 1}.
For given ξ ∈ SN−1, let
X+1 (ξ) = {u ∈ X
+ |u(·)≪ u∗(0, ·), u(x) = 0 for x · ξ ≫ 1, lim inf
x·ξ→−∞
u(x) > 0}
and
X+2 (ξ) = {v ∈ X
+ | v(·)≪ v∗(0, ·), v(x) = 0 for x · ξ ≫ 1, lim inf
x·ξ→−∞
v(x) > 0}.
Definition 1.1. Let
Csup(ξ) =
{
c ∈ R | lim sup
x·ξ≥ct,t→∞
u2(t, x;u0, v0) + v
2(t, x;u0, v0) = 0,
∀ (u0, v0) ∈ X
+
1 (ξ)×X
+
2 (ξ)
}
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and
Cinf(ξ) =
{
c ∈ R | lim sup
x·ξ≤ct,t→∞
[
|u(t, x;u0, v0)− u
∗(t, x)|+ |v(t, x;u0, v0)− v
∗(t, x)|
]
= 0,
∀ (u0, v0) ∈ X
+
1 (ξ)×X
+
2 (ξ)
}
.
Let
c∗sup(ξ) =
{
inf{c | c ∈ Csup(ξ)} if Csup(ξ) 6= ∅
∞ if Csup(ξ) = ∅
and
c∗inf(ξ) =
{
sup{c | c ∈ Cinf(ξ)} if Cinf(ξ) 6= ∅
−∞ if Cinf(ξ) = ∅.
[c∗inf(ξ), c
∗
sup(ξ)] is called the spreading speed interval of (1.14) or (1.1) in the direction of ξ.
Remark 1.2. (1) If c ∈ Csup(ξ), then [c,∞) ⊂ Csup(ξ) and Cinf(ξ) ⊂ (−∞, c).
(2) If c ∈ Cinf(ξ), then (−∞, c] ⊂ Cinf(ξ) and Csup(ξ) ⊂ (c,∞).
(3) c∗inf(ξ) ≤ c
∗
sup(ξ) and for any c ∈ (c
∗
inf(ξ), c
∗
sup(ξ)), there is (u0, v0) ∈ X
+
1 (ξ) ×X
+
2 (ξ) such
that
lim sup
x·ξ≥ct,t→∞
u2(t, x;u0, v0) + v
2(t, x;u0, v0) > 0
and
lim sup
x·ξ≤ct,t→∞
[
|u(t, x;u0, v0)− u
∗(t, x)|+ |v(t, x;u0, v0)− v
∗(t, x)|
]
> 0.
Let λξ(µ) be the principal spectrum point of the eigenvalue problem{
−ut +
∫
RN
e−µ(y−x)·ξκ(y − x)u(t, y)dy − u(t, x) + (a1(t, x)− c1(t, x)v
∗(t, x))u(t, x) = λu(t, x)
u(·, ·) ∈ Xp
(1.15)
(see Definition 2.1 for detail).
The first two main theorems of this paper are then stated as follows.
Theorem 1.3 (Finiteness and lower bound). Assume (HB0)-(HB2). For any ξ ∈ SN−1, [c∗inf(ξ), c
∗
sup(ξ)]
is a finite interval. Moreover,
c∗inf(ξ) ≥ inf
µ>0
λξ(µ)
µ
. (1.16)
Theorem 1.4 (Single spreading speed). Assume (HB0)-(HB2). If ak(t, x) ≡ ak(t), bk(t, x) ≡
bk(t), and ck(t, x) ≡ ck(t) (k = 1, 2), then c
∗
inf(ξ) = c
∗
sup(ξ) for every ξ ∈ S
N−1.
Observe that, by Theorem 1.3, infµ>0
λξ(µ)
µ
is a lower bound of the spreading speed interval
[c∗inf(ξ), c
∗
sup(ξ)] of (1.14). It is of great interest to explore conditions such that c
∗
inf(ξ) = c
∗
sup(ξ) =
infµ>0
λξ(µ)
µ
. To this end, we introduce the following standing assumptions.
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(HL0) b2(t, x)u
∗(t, x) ≥ c2(t, x)v
∗(t, x) for all t ∈ R and x ∈ RN .
(HL1) a1(t, x)−c1(t, x)v
∗(t, x)−a2(t, x)+2c2(t, x)v
∗(t, x)−b2(t, x)v
∗(t, x) ≥ 0, b1(t, x) ≥ c1(t, x),
and b2(t, x) ≥ c2(t, x) for all t ∈ R and x ∈ R
N .
(HL2) a1(t, x)−c1(t, x)v
∗(t, x)−a2(t, x)+2c2(t, x)v
∗(t, x)−b2(t, x)v
∗(t, x) c1M
b1L
≥ 0 and a1(t, x)−
c1(t, x)v
∗(t, x) − a2(t, x) + 2c2(t, x)v
∗(t, x)− b2(t, x)v
∗(t, x) c2M
b2L
≥ 0 for all t ∈ R and x ∈ RN .
We remark that the following assumptions (HL0)
′
, (HL1)
′
, and (HL2)′ on the coefficients ak,
bk, ck (k = 1, 2) imply (HL0), (HL1), and (HL2), respectively.
(HL0)
′
b2(t, x) ·
a1L
b1M
≥ c2(t, x) ·
a2M
c2L
for all t ∈ R and x ∈ RN .
(HL1)
′
a1(t, x)− c1(t, x) ·
a2M
c2L
− a2(t, x)+ 2c2(t, x)
a2L
c2M
− b2(t, x) ·
a2M
c2L
≥ 0, b1(t, x) ≥ c1(t, x), and
b2(t, x) ≥ c2(t, x) for all t ∈ R and x ∈ R
N .
(HL2)
′
a1(t, x)−c1(t, x)
a2M
c2L
−a2(t, x)+2c2(t, x)
a2L
c2M
−b2(t, x)
a2M
c2L
c1M
b1L
≥ 0 and a1(t, x)−c1(t, x)
a2M
c2L
−
a2(t, x) + 2c2(t, x)
a2L
c2M
− b2(t, x)
a2M
c2L
c2M
b2L
≥ 0 for all t ∈ R and x ∈ RN .
The third main theorem of this paper is stated as follows.
Theorem 1.5. Assume (HB0)-(HB2), (HL0), and (HL1) or (HL2). For any ξ ∈ SN−1, c∗inf(ξ) =
c∗sup(ξ) = c¯
∗
inf(ξ).
We point out the followings. First, in the spatially homogeneous case, that is, in the case
ak(t, x) ≡ ak(t), bk(t, x) ≡ bk(t), and ck(t, x) ≡ ck(t) (k = 1, 2), c
∗
inf(ξ) and c
∗
sup(ξ) can be defined
in the same way as in [12] and [43] (see Remark 3.6 in Section 3 for more detail).
Second, when ak, bk and ck (k = 1, 2) are both spatially and temporally homogeneous, c
∗
inf(ξ) =
c∗sup(ξ) is proved in [12]. In such case, the existence of traveling wave solutions has also been
studied in [12] and [32]. The traveling wave problem in general periodic media will be studied
somewhere else. It remains open whether c∗inf(ξ) = c
∗
sup(ξ) in the general periodic case.
Third, Theorem 1.5 shows that the spreading speed interval is a singleton and is determined
by the spectrum of (1.15), which is therefore referred to as linear determinacy for the spreading
speed. As mentioned in the above, the linear determinacy for the spreading speeds of (1.2) with
temporally and spatially independent coefficients has been widely studied. Our assumptions for
the linear determinacy of (1.14) in the case that the coefficients are independent of time and
space are the same as those in the literature for the linear determinacy of (1.2) (see the following
remark).
Remark 1.6. (1) When ak, bk, and ck (k = 1, 2) are positive constants,
u∗ =
a1
b1
, v∗ =
a2
c2
.
Hence the assumption (HL0) becomes
a1
a2
≥
b1
b2
, (1.17)
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the assumption (HL1) becomes 

a1 + a2 −
a2c1
c2
− a2b2
c2
≥ 0
b1 ≥ c1
b2 ≥ c2,
(1.18)
and (HL2) becomes {
a1 + a2 −
a2c1
c2
− a2b2c1
b1c2
≥ 0
a1 −
a2c1
c2
≥ 0.
(1.19)
(2) In the case that
a1 = r1, b1 = r1, c1 = a˜1r1
and
a2 = r2, b2 = r2a˜2, c2 = r2
with
a˜1 < 1 ≤ a˜2,
(1.17) always holds, (1.18) becomes
a˜2 − 1
1− a˜1
≤
r1
r2
, (1.20)
and (1.19) become
a˜1a˜2 − 1
1− a˜1
≤
r1
r2
. (1.21)
By (1.21), the assumption (HL2) is the same as the condition in Theorem 2.1 in [26].
Fourth, the techniques and theories developed for (1.1) can be extended to two species com-
petition systems with different nonlocal dispersal rates in periodic habitats. To be specific and
to control the length of the paper, we restrict the study to the case with same dispersal rates in
this paper.
Finally, the methods developed in this paper can also be applied to two species competition
systems with random dispersal or discrete dispersal in periodic habitats (see Section 5 for more
detail).
The rest of the paper is organized as follows. In Section 2, we collect some preliminary materials
for the use in later sections. We investigate the existence of spreading speed intervals, the lower
bounds of spreading speed intervals, and the existence of a single spreading speed in Section 3.
Theorems 1.3 and 1.4 are proved in this section. Section 4 is devoted to the investigation of linear
determinacy of spreading speeds and to the proof of Theorem 1.5. The paper is concluded with
some remarks in Section 5 on the applications of the methods developed in this paper to two
species competition systems with random or discrete dispersals in periodic habitats.
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2 Preliminary Results
In this section, we collect some preliminary materials for the use in later sections, including
principal spectrum point and principal eigenvalue theory for nonlocal dispersal operators with
periodic coefficients; positive periodic solutions and spreading speeds of single species models in
periodic habitats; and some basic properties of two species competition systems with nonlocal
dispersal.
2.1 Principal spectrum points and principal eigenvalues of nonlocal dispersal
operators
In this subsection, we present some principal spectrum point and principal eigenvalue theory for
time periodic nonlocal dispersal operators.
Let Xp be as in (1.9). Consider the following eigenvalue problem,
− vt +
(
Kξ,µ − I + a(·, ·)I
)
v = λv, v ∈ Xp, (2.1)
where ξ ∈ SN−1, µ ∈ R, and a(·, ·) ∈ Xp. The operator a(·, ·)I is as in (1.12) and Kξ,µ : Xp → Xp
is defined by
(Kξ,µv)(t, x) =
∫
RN
e−µ(y−x)·ξκ(y − x)v(t, y)dy. (2.2)
We point out that, if u(t, x) = e−µ(x·ξ−
λ
µ
t)φ(t, x) with φ ∈ Xp \ {0} is a solution of the linear
equation,
∂u
∂t
=
∫
RN
κ(y − x)u(t, y)dy − u(t, x) + a(t, x)u(t, x), x ∈ RN , (2.3)
then λ is an eigenvalue of (2.1) or −∂t + Kξ,µ − I + a(·, ·)I and v = φ(t, x) is a corresponding
eigenfunction.
Let σ(−∂t +Kξ,µ − I + a(·, ·)I) be the spectrum of −∂t +Kξ,µ − I + a(·, ·)I acting on Xp and
λ0(ξ, µ, a) := sup{Reλ |λ ∈ σ(−∂t +Kξ,µ − I + a(·, ·)I)}.
Observe that if µ = 0, λ0(ξ, µ, a) is independent of ξ and hence we put
λ0(a) := λ0(ξ, 0, a) ∀ ξ ∈ S
N−1. (2.4)
Definition 2.1. We call λ0(ξ, µ, a) the principal spectrum point of −∂t + Kξ,µ − I + a(·, ·)I.
λ0(ξ, µ, a) is called the principal eigenvalue of −∂t+Kξ,µ− I + a(·, ·)I if λ0(ξ, µ, a) is an isolated
eigenvalue of −∂t+Kξ,µ−I+a(·, ·)I with finite algebraic multiplicity and a positive eigenfunction
v ∈ X+p , and for every λ ∈ σ(−∂t +Kξ,µ − I + a(·, ·)I) \ {λ0(ξ, µ, a)}, Reλ ≤ λ0(ξ, µ, a).
Observe that −∂t +Kξ,µ − I + a(·, ·)I may not have a principal eigenvalue (see an example in
[37]), which reveals some essential difference between random dispersal operators and nonlocal
dispersal operators. Let
aˆ(x) =
1
T
∫ T
0
a(t, x)dt.
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Proposition 2.2. If aˆ(·) is CN and the partial derivatives of aˆ(x) up to order N − 1 at some x0
are zero (we refer this to as a vanishing condition), where x0 is such that aˆ(x0) = maxx∈RN aˆ(x),
then λ0(ξ, µ, a) is the principal eigenvalue of −∂t+Kξ,µ− I+a(·, ·)I for all ξ ∈ S
N−1 and µ ∈ R.
Proof. It follows from the arguments of [35, Theorem B (1)].
Proposition 2.2 provides a useful sufficient condition for λ0(ξ, µ, a) to be the principal eigen-
value of −∂t+Kξ,µ− I + a(·, ·)I. The following proposition shows that λ0(ξ, µ, a) is the principal
eigenvalue of −∂t +Kξ,µ − I + a(·, ·)I for a in a dense subset of Xp.
Proposition 2.3. For any ǫ > 0 and M > 0, there are a±(·, ·) satisfying the vanishing condition
in Proposition 2.2 such that
a(t, x)− ǫ ≤ a−(t, x) ≤ a(t, x) ≤ a+(t, x) ≤ a(t, x) + ǫ
for t ∈ R and x ∈ RN , and
|λ0(ξ, µ, a)− λ0(ξ, µ, a
±)| < ǫ
for ξ ∈ SN−1 and |µ| ≤M .
Proof. It follows from [36, Proposition 3.7].
The principal spectrum point λ0(ξ, µ, a) of (2.1) is closely related to the largest growth rate
of the solutions of
ut =
∫
RN
e−µ(y−x)·ξκ(y − x)u(t, y)dy − u(t, x) + a(t, x)u(t, x), x ∈ RN (2.5)
in Xp. For given u0 ∈ Xp, let u(t, ·; s, u0) be the solution of (2.5) with u(s, ·; s, u0) = u0(·). Let
Φ(t, s; ξ, µ, a) : Xp → Xp be defined by
Φ(t, s; ξ, µ, a)u0 = u(t, ·; s, u0).
Note that Φ(t, s; ξ, µ, a) is strongly monotone in the sense that for any t > s and u0 ∈ X
+
p \ {0},
Φ(t, s; ξ, µ, a)u0 ∈ X
++
p (see the arguments of [37, Proposiion 2.2]). We have
Proposition 2.4. For any given ξ ∈ SN−1 and µ ∈ R,
λ0(ξ, µ, a) = lim
t−s→∞
ln ‖Φ(t, s; ξ, µ, a)‖
t− s
.
Proof. It follows from [35, Propositions 3.3 and 3.10].
Consider the nonhomogeneous linear equation,
∂u
∂t
=
∫
RN
e−µ(y−x)·ξκ(y − x)u(t, y)dy − u(t, x) + a(t, x)u(t, x) + h(t, x), x ∈ RN , (2.6)
where h ∈ Xp. We have
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Proposition 2.5. If λ0(ξ, µ, a) < 0, then for any given h(·, ·) ∈ Xp, (2.6) has a unique entire
solution u∗∗(·, ·) ∈ Xp. Moreover, u
∗∗(·, ·) is a globally stable solution of (2.6) with respect to
perturbations in Xp, and if h(t, x) ≥ 0 and h(t, x) 6≡ 0, then u
∗∗(t, ·) ∈ X++p .
Proof. We first prove the uniqueness. Suppose that u∗∗(t, x) and v∗∗(t, x) are entire solutions of
(2.6) in Xp. Let w(t, x) = u
∗∗(t, x) − v∗∗(t, x). Then w(t, x) is an entire solution of (2.5) in Xp.
We then have
w(0, ·) = w(nT, ·) = Φ(nT ; ξ, µ, a)w(0, ·) for all n ∈ Z.
If w(0, ·) 6= 0, then by Proposition 2.4,
0 = lim
n→∞
ln ‖w(0, ·)‖
nT
= lim
n→∞
ln ‖Φ(nT, 0; ξ, µ, a)w(0, ·)‖
nT
≤ λ0(ξ, µ, a) < 0,
which is a contradiction. Hence w(0, ·) = 0. This implies that w(t, x) ≡ 0 and then u∗∗(t, x) ≡
v∗∗(t, x).
Next, we prove the existence. Let
u∗∗(t, ·) =
∫ t
−∞
Φ(t, s; ξ, µ, a)h(s, ·)ds. (2.7)
By Proposition 2.4, for given 0 < ǫ < −λ0(ξ, µ, a), there is M > 0 such that for t− s ≥M ,
‖Φ(t, s; ξ, µ, a)‖ < e(λ0(ξ,µ,a)+ǫ)(t−s).
Hence u∗∗(t, ·) is well defined and u∗∗(t, ·) ∈ Xp for all t ∈ R. Moreover, it is easy to verify that
u∗∗(t, x) is an entire solution of (2.5). Note that
u∗∗(t+ T, ·) =
∫ t+T
−∞
Φ(t+ T, s; ξ, µ, a)h(s, ·)ds
=
∫ t
−∞
Φ(t+ T, s+ T ; ξ, µ, a)h(s + T, ·)ds
=
∫ t
−∞
Φ(t, s; ξ, µ, a)h(s, ·)ds
= u∗∗(t, ·).
Hence u∗∗(t, x) is an entire solution in Xp.
We now prove the global stability of u∗∗(·, ·). For any given u0 ∈ Xp, let u(t, ·;u0) be the
solution of (2.6) with u(0, x;u0) = u0(x). Let w(t, x) = u
∗∗(t, x)− u(t, x;u0). Then w(t, x) is the
solution of (2.5) with w(0, x) = u∗∗(0, x) − u0(x). If w(0, x) 6≡ 0, then we have
lim sup
t→∞
ln ‖Φ(t, 0; ξ, µ, a)w(0, ·)‖
t
≤ λ0(ξ, µ, a) < 0.
This implies that ‖w(t, ·)‖ → 0 as t→∞ exponentially. Therefore, u∗∗(t, x) is globally stable.
Finally, if h(t, x) ≥ 0 and h(t, x) 6≡ 0, by the strong monotonicity of Φ(t, s; ξ, µ, a) and (2.7),
u∗∗(t, ·) ∈ X++p for any t ∈ R. The lemma is thus proved.
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2.2 Positive periodic solution and spreading speeds for single species equa-
tions with nonlocal dispersal
In this subsection, we present some results on positive periodic solution and spreading speed for
the single species equation,
ut =
∫
RN
κ(y − x)u(t, y)dy − u(t, x) + u(a(t, x) − b(t, x)u), x ∈ RN (2.8)
where a, b ∈ Xp and b(t, x) > 0. Let X be as in (1.3). By general semigroup theory (see [34]),
for any u0 ∈ X, (2.8) has a unique (local) solution u(t, x) with u(0, x) = u0(x). Throughout
this subsection, u(t, x;u0) denotes the solution of (2.8) with u(0, ·;u0) = u0(·) ∈ X. Note that if
u0 ∈ Xp, then u(t, ·;u0) ∈ Xp for t in the existence interval of u(t, ·;u0).
Let τ > 0. A continuous function u(t, x) on [0, τ ] × RN with u(t, ·) ∈ X+ is called a super-
solution (sub-solution) of (2.8) on [0, τ ] if
ut ≥ (≤)
∫
RN
κ(y − x)u(t, y)dy − u(t, x) + u(a(t, x)− b(t, x)u), t ∈ [0, τ ], x ∈ RN .
Proposition 2.6. (1) If u1(t, x) and u2(t, x) are bounded sub- and super-solutions of (2.8) on
[0, τ ], respectively, and u1(0, ·) ≤ u2(0, ·), then u1(t, ·) ≤ u2(t, ·) for t ∈ [0, τ ].
(2) For every u0 ∈ X
+, u(t, x;u0) exists for all t ≥ 0.
Proof. It follows from the arguments in [37, Proposition 2.1].
Proposition 2.7. Suppose that λ0(a) > 0. Then there is a unique positive periodic solution
u∗(·, ·) ∈ X+p \ {0} of (2.8). Moreover, for any u0 ∈ X
+
p \ {0},
u(t, x;u0)− u
∗(t, x)→ 0
as t→∞ uniformly in x.
Proof. It follows from [35, Theorem E].
Definition 2.8. For a given vector ξ ∈ SN−1, a real number c∗0(ξ; a, b) is said to be the spreading
speed of (2.8) in the direction of ξ if for any u0 ∈ X
+ satisfying that
lim inf
x·ξ→−∞
u0(x) > 0 and u0(x) = 0 for all x ∈ R
N such that x · ξ ≫ 1,
there holds
lim sup
t→∞
sup
x·ξ≤ct
|u(t, x;u0)− u
∗(t, x)| = 0 ∀ c < c∗0(ξ; a, b)
and
lim sup
t→∞
sup
x·ξ≥ct
u(t, x;u0) = 0 ∀ c > c
∗
0(ξ; a, b).
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Proposition 2.9 (Existence of spreading speeds). Assume λ0(a) > 0. For any given ξ ∈ S
N−1,
the spreading speed c∗0(ξ; a, b) of (2.8) in the direction of ξ exists. Moreover,
c∗0(ξ; a, b) = inf
µ>0
λ0(ξ, µ, a)
µ
.
Proof. It follows from [36, Theorem 4.1].
Remark 2.10. Observe that c∗0(ξ; a, b) is independent of b and we may then put
c∗0(ξ, a) = c
∗
0(ξ; a, b). (2.9)
Suppose that a, a˜ ∈ Xp satisfy λ0(a) > 0, λ0(a˜) > 0, a˜(t, x) ≥ a(t, x) for all t ∈ R, x ∈ R
N , and
a˜(t, x) 6≡ a(t, x). Then
c∗0(ξ, a˜) > c
∗
0(ξ, a).
2.3 Basic properties of two species competition systems with nonlocal disper-
sal
In this subsection, we present some basic properties for two species competition systems with
nonlocal dispersal.
Consider (1.1). Let X be as in (1.3). By general semigroup theory (see [34]), for any
(u0, v0) ∈ X×X, there is a unique (local) solution (u(t, x), v(t, x)) of (1.1) with (u(0, x), v(0, x)) =
(u0(x), v0(x)). Throughout this subsection, (u(t, x;u0, v0), v(t, x;u0, v0)) denotes the solution of
(1.1) with (u(0, ·;u0, v0), v(0, ·;u0, v0)) = (u0(·), v0(·)) ∈ X ×X, unless otherwise specified.
Proposition 2.11 (Semitrivial solutions).
(1) If λ0(a1) > 0, then (1.1) has a semi-trivial periodic solution (u
∗(t, x), 0) and for any u0 ∈
X+p \ {0}, (u(t, x;u0, 0), v(t, x;u0 , 0)) − (u
∗(t, x), 0) → 0 as t → ∞ uniformly in x. If, in
addition, λ0(a2−b2u
∗) < 0, then (u∗(t, x), 0) is locally stable with respect to the perturbation
in Xp×Xp, and if λ0(a2−b2u
∗) > 0, then (u∗(t, x), 0) is unstable with respect to perturbation
in Xp ×Xp.
(2) If λ0(a2) > 0, then (1.1) has a semi-trivial periodic solution (0, v
∗(t, x)) and for any v0 ∈
X+p \ {0}, (u(t, x; 0, v0), v(t, x; 0, v0)) − (0, v
∗(t, x)) → 0 as t → ∞ uniformly in x. If, in
addition, λ0(a1− c1v
∗) < 0, then (0, v∗(t, x)) is locally stable with respect to perturbation in
Xp ×Xp, and if λ0(a1 − c1v
∗) > 0, then (0, v∗(t, x)) is unstable with respect to perturbation
in Xp ×Xp.
(3) If λ0(ai) > 0 for i = 1, 2 and a1L >
c1Ma2M
c2L
, a2M ≤
a1Lb2L
b1M
, then (u∗(t, x), 0) is globally
stable and (0, v∗(t, x)) is unstable with respect to perturbations in X+p ×X
+
p , where akL =
inft∈R,x∈RN ak(t, x), akM = supt∈R,x∈RN ak(t, x), and bkL, bkM , ckL, ckM (k = 1, 2) are
defined similarly.
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Proof. (1) Assume λ0(a1) > 0. Then by Proposition 2.7, (1.1) has a semi-trivial periodic solution
(u∗(t, x), 0) and for any u0 ∈ X
+
p \ {0}, (u(t, x;u0, 0), v(t, x;u0, 0)) − (u
∗(t, x), 0) → 0 as t → ∞
uniformly in x. Moreover,
λ0(a1 − 2b1u
∗) < 0.
Consider the linearization of (1.1) at (u∗(·, ·), 0),

ut =
∫
RN
κ(y − x)u(t, y)dy − u(t, x) + (a1(t, x)− 2b1(t, x)u
∗(t, x))u(t, x)
−c1(t, x)u
∗(t, x)v(t, x), x ∈ RN
vt =
∫
RN
κ(y − x)v(t, y)dy − v(t, x) + (a2(t, x)− b2(t, x)u
∗(t, x))v(t, x), x ∈ RN .
(2.10)
Let P be the Poincare´ map or time T map of (2.10) on Xp ×Xp. Observe that
r(P ) = eT max{λ0(a1−2b1u
∗),λ0(a2−b2u∗)},
where r(P ) is the spectral radius of P . Since λ0(a1−2b1u
∗) < 0, if λ0(a2−b2u
∗) < 0, then r(P ) < 1
and hence (u∗, 0) is locally stable with respect to perturbations in Xp×Xp. If λ0(a2− b2u
∗) > 0,
then r(P ) > 1 and hence (u∗, 0) is unstable with respect to perturbations in Xp ×Xp.
(2) It can be proved by the same arguments as in (1).
(3) Consider{
ut =
∫
RN
κ(y − x)u(t, y)dy − u(t, x) + u(a1L − b1Mu− c1Mv), x ∈ R
N
vt =
∫
RN
κ(y − x)v(t, y)dy − v(t, x) + v(a2M − b2Lu− c2Lv), x ∈ R
N .
(2.11)
Then (u∗−, 0) = (
a1L
b1M
, 0) and (0, v∗−) = (0,
a2M
c2L
) are two semitrivial solutions of (2.11). By
λ0(a2) > 0, a2M > 0. Then by a1L >
c1Ma2M
c2L
and a2M ≤
a1Lb2L
b1M
, (0, v∗−) ∈ X
+
p × X
+
p and is
unstable with respect to the perturbations in Xp × Xp and (u
∗
−, 0) ∈ X
+
p × X
+
p and is glob-
ally stable with respect to the perturbations in (X+p \ {0}) × X
+
p . For given u0 ∈ X
+
p \ {0}
and v0 ∈ X
+
p , let (u−(t, x;u0, v0), v−(t, x;u0, v0)) be the solution of (2.11) with (u−(0, x;u0, v0),
v−(0, x;u0, v0)) = (u0(x), v0(x)). By comparison principle for two species competition systems
with nonlocal dispersal (see [17, Proposition 3.1]),
u(t, x;u0, v0) ≥ u−(t, x;u0, v0), v(t, x;u0, v0) ≤ v−(t, x;u0, v0).
It then follows that
lim
t→∞
v(t, x;u0, v0) = 0
uniformly in x ∈ RN and then by Proposition 2.7,
lim
t→∞
[u(t, x;u0, u0)− u
∗(t, x)] = 0
uniformly in x ∈ RN . (3) thus follows.
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3 Spreading Speeds and the Proofs of Theorems 1.3 and 1.3
In this section, we investigate the spreading speeds of the cooperative system (1.14) and prove
Theorems 1.3 and 1.4.
To do so, we first prove some lemmas. In the rest of this section, we always assume that
ξ ∈ SN−1 is given and fixed. Let

f(t, x, u, v) = u
(
a1(t, x) − b1(t, x)u− c1(t, x)(v
∗(t, x)− v)
)
g(t, x, u, v) = b2(t, x)
(
v∗(t, x)− v
)
u+ v
(
a2(t, x)− 2c2(t, x)v
∗(t, x) + c2(t, x)v
)
.
Let (u(t, x;u0, v0, z), v(t, x;u0, v0, z)) be the solution of{
ut = Ku− u+ f(t, x+ z, u, v)
vt = Kv − v + g(t, x+ z, u, v)
(3.1)
with (u(0, ·;u0, v0, z), v(0, ·;u0 , v0, z)) = (u0(·), v0(·)) ∈ X × X. Note that (u(t, x;u0, v0, 0),
v(t, x;u0, v0, 0)) = (u(t, x;u0, v0), v(t, x;u0, v0)).
Lemma 3.1. For given (u1, v1), (u2, v2) ∈ X
+ × X+, if 0 ≤ u1 ≤ u2 ≤ u
∗(0, ·) and 0 ≤ v1 ≤
v2 ≤ v
∗(0, ·), then
0 ≤ u(t, ·;u1, v1) ≤ u(t, ·;u2, v2) ≤ u
∗(t, x), 0 ≤ v(t, ·;u1, v1) ≤ v(t, ·;u2, v2) ≤ v
∗(t, x).
Proof. Observe that (0, 0) and (u∗(t, x), v∗(t, x)) are solutions of (1.14), and fv(t, x, u, v) ≥ 0 for
all u ≥ 0 and gu(t, x, u, v) ≥ 0 for u ≥ 0 and 0 ≤ v ≤ v
∗(t, x). The lemma then follows from
comparison principle for cooperative systems.
Lemma 3.2. Let (un, vn) ∈ X
+ ×X+ (n = 1, 2, · · · ) and (u0, v0) ∈ X
+ ×X+ be given. Assume
that un(·) ≤ u
∗(0, ·) and vn(·) ≤ v
∗(0, ·) for n = 1, 2, · · · .
(1) If (un, vn)→ (u0, v0) in compact open topology, then
(u(t, x;un, vn, z), v(t, x;un, vn, z))→ (u(t, x;u0, v0, z), v(t, x;u0, v0, z))
as n→∞ uniformly in z ∈ RN and (t, x) in bounded subsets of R+ × RN .
(2) For given ξ ∈ SN−1, if (un, vn) → (u0, v0) uniformly in bounded strips of the form EK =
{x ∈ RN | |x · ξ| ≤ K} (K ≥ 0), then
(u(t, x;un, vn, z), v(t, x;un, vn, z))→ (u(t, x;u0, v0, z), v(t, x;u0, v0, z))
as n→∞ uniformly in z ∈ RN , t in bounded subsets of R+, and x in bounded strips of the
form EK = {x ∈ R
N | |x · ξ| ≤ K} (K ≥ 0).
15
Proof. (1) Let {
un(t, x; z) = u(t, x;un, vn, z)− u(t, x;u0, v0, z)
vn(t, x; z) = v(t, x;un, vn, z) − v(t, x;u0, v0, z).
Then {
∂tun(t, x; z) = Kun − un + a
1
n(t, x; z)un + b
1
n(t, x; z)vn
∂tvn(t, x; z) = Kvn − vn + a
2
n(t, x; z)un + b
2
n(t, x; z)vn,
where
a1n(t, x; z) = fu(t, x+ z, u
1
n(t, x; z), v
1
n(t, x; z)),
b1n(t, x; z) = fv(t, x+ z, u
1
n(t, x; z), v
1
n(t, x; z)),
a2n(t, x; z) = gu(t, x+ z, u
2
n(t, x; z), v
2
n(t, x; z)),
and
b2n(t, x; z) = gv(t, x+ z, u
2
n(t, x; z), v
2
n(t, x; z))
for some u1n(t, x; z), u
2
n(t, x; z) between u(t, x;un, vn, z) and u(t, x;u0, v0, z), and some v
1
n(t, x; z),
v2n(t, x; z) between v(t, x;un, vn, z) and v(t, x;u0, v0, z).
For given ρ > 0, let
Yρ = {(u, v) ∈ C(R
n,R2) | (e−ρ|·|u(·), e−ρ|·|v(·)) ∈ X ×X}
equipped with the norm ‖(u, v)‖Yρ = supx∈RN e
−ρ|x|(|u(x)| + |v(x)|). Observe that
(K − I,K − I) : Yρ → Yρ,
(K − I,K − I)(u, v) = (Ku − u,Kv − v),
is a bounded linear operator, and akn(t, x; z) and b
k
n(t, x; z) are bounded on R
+ × RN × RN
(k = 1, 2). Hence there are M > 0 and ω > 0 such that
‖e(K−I,K−I)t‖Yρ ≤Me
ωt
and
|akn(t, x; z)| ≤M, |b
k
n(t, x; z)| ≤M.
Note that (un(0, ·; z), vn(0, ·; z)) ∈ Yρ and
(un(t, ·; z), vn(t, ·; z)) = e
(K−I,K−I)t(un(0, ·; z), vn(0, ·; z))
+
∫ t
0
e(K−I,K−I)(t−s)
[
a1n(s, ·; z)un(s, ·; z) + b
1
n(s, ·; z)vn(s, ·; z),
a2n(s, ·; z)un(s, ·; z) + b
2
n(s, ·; z)vn(s, ·; z)
]
ds.
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Hence
‖(un(t, ·; z), vn(t, ·; z))‖Yρ ≤Me
ωt‖(un(0, ·; z), vn(0, ·; z))‖Yρ
+M2
∫ t
0
eω(t−s)‖(un(s, ·; z), vn(s, ·; z))‖Yρds.
By Gronwall’s inequality, we have
‖(un(t, ·; z), vn(t, ·; z))‖Yρ ≤ e
(ω+M2)tM‖(un(0, ·; z), vn(0, ·; z))|Yρ .
Note that
‖(un(0, ·; z), vn(0, ·; z))‖Yρ → 0
as n→∞ uniformly in z ∈ RN . It then follows that
(un(t, x; z), vn(t, x; z))→ (0, 0)
as n→∞ uniformly in z ∈ RN and (t, x) in bounded sets of R+ × RN .
(2) It can be proved by the similar arguments in (1) with Yρ being replaced by Yρ,ξ,
Yρ,ξ = {(u, v) ∈ C(R
N ,R2) | (e−ρ|··ξ|u(·), e−ρ|··ξ|v(·)) ∈ X ×X},
equipped with the norm ‖(u, v)‖Yρ,ξ = supx∈RN e
−ρ|x·ξ|(|u(x)| + |v(x)|).
Lemma 3.3. For given u0, v0 ∈ X
+, if infx∈RN u0(x) > 0, u0(·) ≤ u
∗(0, ·), and v0(·) ≤ v
∗(0, ·),
then
lim
t→∞
[|u(t, x;u0, v0)− u
∗(t, x)| + |v(t, x;u0, v0)− v
∗(t, x)|] = 0
uniformly in x ∈ RN .
Proof. Assume that infx∈RN u0(x) > 0. Let u
inf
0 = infx∈RN u0(x). By Lemma 3.1,
u∗(t, x) ≥ u(t, x;u0, v0) ≥ u(t, x;u
inf
0 , 0)
and
v∗(t, x) ≥ v(t, x;u0, v0) ≥ v(t, x;u
inf
0 , 0).
Note that (uinf0 , 0) ∈ (X
+
p \ {0}) ×X
+
p . By (HB2), we have
lim
t→∞
[|u(t, x;uinf0 , 0)− u
∗(t, x)| + |v(t, x;uinf0 , 0)− v
∗(t, x)|] = 0
uniformly in x ∈ RN and then
lim
t→∞
[|u(t, x;u0, v0)− u
∗(t, x)| + |v(t, x;u0, v0)− v
∗(t, x)|] = 0
uniformly in x ∈ RN .
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Lemma 3.4. For given c ∈ R and (u0, v0) ∈ X
+
1 (ξ)×X
+
2 (ξ), if lim infx·ξ≤ct,t→∞ u(t, x;u0, v0) > 0,
then for any c
′
< c,
lim sup
x·ξ≤c
′
t,t→∞
[|u(t, x;u0, v0)− u
∗(t, x)|+ |v(t, x;u0, v0)− v
∗(t, x)|] = 0.
Proof. First of all, by Lemma 3.1,
0 ≤ u(t, x;u0, v0) ≤ u
∗(t, x), 0 ≤ v(t, x;u0, v0) ≤ v
∗(t, x) (3.2)
for all t ≥ 0 and x ∈ RN . For given δ > 0, let
uδ(x) = u
∗(0, x) − δ, vδ(x) = v
∗(0, x) − δ.
Observe that, for any ǫ > 0, there is 0 < δ ≤ ǫ such that{
|u(t, x;uδ(·+ z), vδ(·+ z), z) − u
∗(t, x+ z)| < ǫ
|u(t, x;uδ(·+ z), vδ(·+ z), z) − u
∗(t, x+ z)| < ǫ
(3.3)
for all t ∈ [0, T ] and x, z ∈ RN .
Let
σ = min{ lim inf
x·ξ≤ct,t→∞
u(t, x;u0, v0), min
t∈R,x∈RN
u∗(t, x), min
t∈R,x∈RN
v∗(t, x)}.
Then there is N1 > 0 such that for t ≥ N1T and x ∈ R
N with x · ξ ≤ ct,
u(t, x;u0, v0) ≥ σ/2.
Let
u˜0(x) ≡ σ/2, v˜0(x) ≡ 0.
By Lemma 3.3,
(u(t, x; u˜0, v˜0), v(t, x; u˜0, v˜0))− (u
∗(t, x), v∗(t, x))→ (0, 0) (3.4)
as t→∞ uniformly in x ∈ RN .
For any c
′
< c, choose c˜ such that c
′
< c˜ < c. Let (u˜n, v˜n) ∈ X
+ ×X+ be such that
u˜n(x)


≤ σ/2 ∀ x ∈ RN
= σ/2 ∀ x ∈ RN , x · ξ ≤ (c− c˜)nT − 1
= 0 ∀ x ∈ RN , x · ξ ≥ (c− c˜)nT,
and
v˜n(x) ≡ 0.
Then
u(nT, x+ y;u0, v0) ≥ u˜n(x), v(nT, x+ y;u0, v0) ≥ v˜n(x) (3.5)
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for y · ξ ≤ c˜nT and n≫ 1, and
(u˜n(x), v˜n(x))→ (u˜0(x), v˜0(x)) (3.6)
as n → ∞ uniformly in x in bounded strips of the form {x | |x · ξ| ≤ K}. By (3.4), (3.6), and
Lemma 3.2, there is N2 ≥ N1 such that
u(N2T, x; u˜n, v˜n, z) ≥ u
∗(0, x+ z)− δ ≥ σ/2
and
v(N2T, x; u˜n, v˜n, z) ≥ v
∗(0, x+ z)− δ ≥ σ/2
for |x · ξ| ≤ c˜N2T , z ∈ R
N , and n ≫ 1. Then by (3.5), for any y ∈ RN with y · ξ ≤ c˜nT and
n≫ 1,
u((n +N2)T, x+ y;u0, v0) = u(N2T, x;u(nT, ·+ y;u0, v0), v(nT, · + y;u0, v0), y)
≥ u(N2T, x; u˜n, v˜n, y)
≥ u∗(0, x + y)− δ
and
v((n +N2)T, x+ y;u0, v0) = v(N2T, x;u(nT, ·+ y;u0, v0), v(nT, ·+ y;u0, v0), y)
≥ v(N2T, x; u˜n, v˜n, y)
≥ v∗(0, x+ y)− δ
for |x · ξ| ≤ c˜N2T and n≫ 1. Hence
u(nT, x;u0, v0) ≥ u
∗(0, x) − δ, v(nT, x;u0, v0) ≥ v
∗(0, x) − δ ∀ x · ξ ≤ c˜nT, n≫ 1. (3.7)
Let (u¯n, v¯n) ∈ X
+ ×X+ be such that
u¯n(x)


≤ u∗(0, x) − δ ∀ x ∈ RN
= u∗(0, x) − δ ∀ x ∈ RN , x · ξ ≤ (c˜− c
′
)nT − 1
= 0 ∀ x ∈ RN , x · ξ ≥ (c˜− c
′
)nT,
and
v¯n(x)


≤ v∗(0, x)− δ ∀ x ∈ RN
= v∗(0, x)− δ ∀ x ∈ RN , x · ξ ≤ (c˜− c
′
)nT − 1
= 0 ∀ x ∈ RN , x · ξ ≥ (c˜− c
′
)nT.
Then
u(nT, x+ y;u0, v0) ≥ u¯n(x), v(nT, x+ y;u0, v0) ≥ v¯n(x)
for y · ξ ≤ c
′
nT and n≫ 1, and
(u¯n(x), v¯n(x))→ (uδ(x), vδ(x))
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as n→∞ uniformly in bounded strips of the form |x · ξ| ≤ K. By Lemma 3.2 again,
u(t, x; u¯n, v¯n, z) ≥ u(t, x;uδ , vδ, z) − ǫ, v(t, x; u¯n, v¯n, z) ≥ v(t, x;uδ , vδ, z)− ǫ (3.8)
for |x · ξ| ≤ c
′
T , z ∈ RN , t ∈ [0, T ], and n≫ 1. Note that
u(t+ nT, x+ y;u0, v0) = u(t, x;u(nT, ·+ y;u0, v0), v(nT, · + y;u0, v0), y)
≥ u(t, x; u¯n, v¯n, y)
and
v(t+ nT, x+ y;u0, v0) = v(t, x;u(nT, · + y;u0, v0), v(nT, · + y;u0, v0), y)
≥ v(t, x; u¯n, v¯n, y)
for t ∈ [0, T ], |x · ξ| ≤ c
′
T , y · ξ ≤ c
′
nT , and n≫ 1. This together with (3.8) implies that{
u(t+ nT, x+ y;u0, v0) ≥ u(t, x;uδ , vδ, y)− ǫ
v(t+ nT, x+ y;u0, v0) ≥ v(t, x;uδ , vδ , y)− ǫ
(3.9)
for t ∈ [0, T ], |x · ξ| ≤ c
′
T , y · ξ ≤ c
′
nT , and n≫ 1. By (3.3) and (3.9), we have that for n≫ 1,{
u(t+ nT, x;u0, v0) ≥ u
∗(t+ nT, x)− 2ǫ, t ∈ [0, T ], x · ξ ≤ c
′
(t+ nT )
v(t+ nT, x;u0, v0) ≥ v
∗(t+ nT, x)− 2ǫ, t ∈ [0, T ], x · ξ ≤ c
′
(t+ nT ).
(3.10)
By (3.2), (3.7), and (3.10), for any ǫ > 0, there is N > 0 such that for t ≥ NT and x · ξ ≤ c
′
t,
−2ǫ ≤ u(t, x;u0, v0)− u
∗(t, x) ≤ 0, −2ǫ ≤ v(t, x;u0, v0)− v
∗(t, x) ≤ 0.
The lemma thus follows.
Let η(s) be the function defined by
η(s) =
1
2
(1 + tanh
s
2
), s ∈ R. (3.11)
Observe that
η
′
(s) = η(s)(1 − η(s)), s ∈ R (3.12)
and
η
′′
(s) = η(s)(1− η(s))(1 − 2η(s)), s ∈ R. (3.13)
Lemma 3.5. There is C0 > 0 such that for every C ≥ C0 and every ξ ∈ S
N−1, (u+(t, x;C),
v+(t, x;C)) is a super-solution of (1.14) on [0,∞), where
u+(t, x;C) = u∗(t, x)(1 − η(x · ξ − Ct)),
and
v+(t, x;C) = v∗(t, x)(1 − η(x · ξ −Ct)).
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Proof. Recall that
f(t, x, u, v) = u
(
a1(t, x)− b1(t, x)u− c1(t, x)(v
∗(t, x)− v)
)
.
By a direct calculation, we have
f(t, x, u∗(t, x), v∗(t, x))(1 − η(x · ξ − Ct))
− f
(
t, x, u∗(t, x)(1 − η(x · ξ − Ct)), v∗(t, x)(1 − η(x · ξ − Ct))
)
=
(
1− η(x · ξ − CT )
)
u∗(t, x)
{[
a1(t, x)− b1(t, x)u
∗(t, x)− c1(t, x)(v
∗(t, x)− v∗(t, x))
]
−
[
a1(t, x)− b1(t, x)u
∗(t, x)(1 − η(x · ξ − Ct))− c1(t, x)v
∗(t, x)η(x · ξ − Ct)
]}
=
(
1− η(x · ξ − Ct)
)
u∗(t, x)η(x · ξ − Ct)
(
c1(t, x)v
∗(t, x)− b1(t, x)u
∗(t, x)
)
= η
′
(x · ξ − Ct)u∗(t, x)
(
c1(t, x)v
∗(t, x)− b1(t, x)u
∗(t, x)
)
.
This implies that
u+t (t, x;C)−
[ ∫
RN
κ(y − x)u+(t, y;C)dy − u+(t, x;C) + f(t, x, u+(t, x;C), v+(t, x;C))
]
= η
′
(x · ξ − Ct)
{
Cu∗(t, x) +
∫
RN
κ(y − x)u∗(t, y)
η(y · ξ − Ct)− η(x · ξ − Ct)
η′(x · ξ − Ct)
dy
+ u∗(t, x)
(
c1(t, x)v
∗(t, x)− b1(t, x)u
∗(t, x)
)}
.
Observe that there are M0 and M1 > 0 such that
u∗(t, x), v∗(t, x) ≥M0 for all t ≥ 0, x ∈ R
N ,
|
η(y · ξ − Ct)− η(x · ξ − Ct)
η′(x · ξ − Ct)
| ≤M1 for all t ≥ 0, x, y ∈ R
N , ‖y − x‖ ≤ r0.
Therefore there is C1 > 0 such that for every C ≥ C1,
u+t (t, x;C)−
[ ∫
RN
κ(y − x)u+(t, y;C)dy − u+(t, x;C) + f(t, x, u+(t, x;C), v+(t, x;C))
]
≥ 0
for t ≥ 0 and x ∈ RN .
Similarly, we can prove that there is C2 > 0 such that for every C ≥ C2,
v+t (t, x;C)−
[ ∫
RN
κ(y − x)v+(t, y;C)dy − v+(t, x;C) + g(t, x, u+(t, x;C), v+(t, x;C))
]
≥ 0
for t ≥ 0 and x ∈ RN . The lemma then follows with C0 = max{C1, C2}.
We now prove Theorem 1.3.
Proof of Theorem 1.3. First, consider
u¯t = Ku¯− u¯+ u¯(a1(t, x)− c1(t, x)v
∗(t, x)− b1(t, x)u¯), x ∈ R
N . (3.14)
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For given u0 ∈ X
+, let u¯(t, x;u0) be the solution of (3.14) with u(0, x;u0) = u0(x). Let
c¯∗inf(ξ) = inf
µ>0
λξ(µ)
µ
.
By Proposition 2.6 and Lemma 3.1, for any (u0, v0) ∈ X
+
1 (ξ)×X
+
2 (ξ),
u(t, x;u0, v0) ≥ u¯(t, x;u0).
By Proposition 2.9, for any c < c¯∗inf(ξ),
lim inf
x·ξ≤ct,t→∞
u¯(t, x;u0) > 0
and hence
lim inf
x·ξ≤ct,t→∞
u(t, x;u0, v0) > 0.
Then by Lemma 3.4, for any c < c¯∗inf(ξ),
lim sup
x·ξ≤ct,t→∞
[
|u(t, x;u0, v0)− u
∗(t, x)|+ |v(t, x;u0, v0)− v
∗(t, x)|
]
= 0
and hence
c∗inf(ξ) ≥ c¯
∗
inf(ξ). (3.15)
Next, for any given (u0, v0) ∈ X
+
1 (ξ)×X
+
2 (ξ), there is N > 0 such that
u0(x) ≤ u
+(NT, x;C0), v0(x) ≤ v
+(NT, x;C0) ∀ x ∈ R
N ,
where u+(t, x;C0) and v
+(t, x;C0) are as in Lemma 3.5. Then by comparison principle for
cooperative systems,
u(t, x;u0, v0) ≤ u
+(t+NT, x;C0), v(t, x;u0, v0) ≤ v
+(t+NT, x;C0) ∀ t ≥ 0, x ∈ R
N .
This implies that for any c > C0,
lim sup
x·ξ≥ct,t→∞
[u(t, x;u0, v0) + v(t, x;u0, v0)] = 0
and hence
c∗sup(ξ) ≤ C0. (3.16)
Therefore [c∗inf(ξ), c
∗
sup(ξ)] is a bounded interval.
Finally, (1.16) follows from (3.15).
Before proving Theorem 1.4, we make the following remark.
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Remark 3.6. (1) In the spatially homogeneous case, that is, ak(t, x) ≡ ak(t), bk(t, x) ≡ bk(t),
and ck(t, x) ≡ ck(t) (k = 1, 2), as in [12] and [43], we can introduce two spreading speeds,
c∗+(ξ) and c¯+(ξ), for the time T map or Poincare´ map Q of (1.14), as follows. Note that in
such case, u∗(t, x) ≡ u∗(t), v∗(t, x) ≡ v∗(t), and Q(u∗(0), v∗(0)) = (u∗(0), v∗(0)). Let φ˜0(·)
and ψ˜0(·) : R→ R
+ be continuous non-increasing functions with
φ˜0(s) = 0, ψ˜0(s) = 0 ∀s ≥ 0
and
φ˜0(−∞) = u
∗(0), ψ˜0(−∞) = v
∗(0).
For any c ∈ R, let
φ0(c, x) = φ˜0(x · ξ), ψ0(c, x) = ψ˜(x · ξ),
φn(c, x) = max{φ0(x), u(T, x+ cξ;φn−1(c, ·), ψn−1(c, ·))},
ψn(c, x) = max{ψ0(x), v(T, x + cξ;φn−1(c, ·), ψn−1(c, ·))},
and
φ˜n(c, s) = φn(c, sξ), ψ˜n(c, s) = ψn(c, sξ)
for n = 1, 2, · · · . Thanks to the spatial homogeneity, φ˜n(c, s) and ψ˜n(c, s) are non-increasing
in c and s. By comparison principle for cooperative systems, φ˜n(c, s) and ψ˜n(c, s) are non-
decreasing in n. Let
φ˜(c, x) = lim
n→∞
φ˜n(c, x), ψ˜(c, x) = lim
n→∞
ψ˜n(c, x).
Define c∗+(ξ) and c¯+(ξ) by
c∗+(ξ) = sup{c | (φ˜(c,∞), ψ˜(c,∞)) = (u
∗(0), v∗(0))}
and
c¯+(ξ) = sup{c | (φ˜(c,∞), ψ˜(c,∞)) 6= (0, 0)}.
We remark that, by the similar arguments as in [12] and [43], c∗+(ξ) and c¯+(ξ) are well
defined. We also remark that
c∗inf(ξ) = c
∗
+(ξ), c
∗
sup(ξ) = c¯+(ξ).
(2) In the case that ak(t, x), bk(t, x), and ck(t, x) (k = 1, 2) are independent of both t and x, it
is proved in [12, Theorem 5.3] that c∗inf(ξ) = c
∗
sup(ξ).
(3) It remains open whether (1.1) has a single spreading speed in each direction in both tempo-
rally and spatially periodic media.
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Proof of Theorem 1.4. It can be proved by applying the similar arguments as in [12, Theorem
5.3]. For completeness, we give a proof in the following.
We first consider the case that ξ = (1, 0, · · · , 0).
First of all, note that, for given (u0, v0), if u0(x1, x2, · · · , xN ) = u0(x1, 0, · · · , 0) and v0(x1,
x2, · · · , xN ) = v0(x1, 0, · · · , 0), (i.e. u0(x) and v0(x) are independent of x2, · · · , xN ), then
u(t, x;u0, v0) and v(t, x;u0, v0) are also independent of x2, · · · , xN . We then consider the fol-
lowing system in one space dimension induced from (1.14),

ut(t, x1) =
∫
R
κ˜(y1 − x1)u(t, y1)dy1 − u(t, x1)
+u
(
a1(t)− b1(t)u− c1(t)(v
∗(t)− v)
)
, x1 ∈ R
vt(t, x1) =
∫
R
κ˜(y1 − x1)v(t, y1)dy1 − v(t, x1) + b2(t)
(
v∗(t)− v
)
u
+v
(
a2(t)− 2c2(t)v
∗(t) + c2(t)v
)
, x1 ∈ R,
(3.17)
where
κ˜(x1) =
∫
RN−1
κ(x1, x2, · · · , xN )dx2 · · · dxN .
Observe that u∗(t, x) ≡ u∗(t) and v∗(t, x) ≡ v∗(t), and E˜0 = (0, v
∗), E˜1 = (0, 0), and E˜2 = (u
∗, v∗)
are time periodic solutions of (3.17). Hence (0, v∗(0)), (0, 0), and (u∗(0), v∗(0)) are the fixed points
of the time T map or the Poincare´ map Q of (3.17). Observe also that [c∗inf(ξ), c
∗
sup(ξ)] is the
spreading speed interval of (3.17), and hence as mentioned in Remark 3.6, c∗inf(ξ) and c
∗
sup(ξ) are
two spreading speeds of the Poincare´ map Q of (3.17).
Next, it is not difficult to see that the Poincare´ map Q of (3.17) satisfies (A1)-(A5) in [12]
with β = (u∗(0), v∗(0)),
M = {(u, v) : R→ R2 |u, v are non-increasing and bounded functions},
and
Mβ = {(u(·), v(·)) ∈ M| 0 ≤ u(x) ≤ u
∗(0), 0 ≤ v(x) ≤ v∗(0) ∀ x ∈ R}.
Assume c∗inf(ξ) < c
∗
sup(ξ). Then by [12, Theorem 3.1(1) and (3)], for any c
∗
inf(ξ) ≤ c < c
∗
sup(ξ),
there are non-increasing functions Φ(x1) and Ψ(x1) such that
Qn(Φ,Ψ)(x1) = (Φ(x1 − cnT ),Ψ(x1 − cnT )) (3.18)
for all but countably many x ∈ R,
Φ(−∞) = u∗(0), Ψ(−∞) = v∗(0) (3.19)
and
Φ(∞) = 0, Ψ(∞) = v∗(0). (3.20)
By (3.19), (3.20) and the monotonicity of Ψ(·), we must have Ψ(x1) ≡ v
∗(0). Hence
u(nT, x1; Φ(·)) = Φ(x1 − cnT ) (3.21)
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for all but countably many x ∈ R, where u(t, x1; Φ(·)) is the solution of
ut =
∫
R
κ˜(y1 − x1)u(t, y1)dy1 − u(t, x1) + u
(
a1(t)− b1(t)u). (3.22)
But c∗inf(ξ) < c
∗
0(ξ, a1), where c
∗
0(ξ, a1) is the spreading speed of (3.22). Choose c, c
′
such that
c∗inf(ξ) < c < c
′
< min{c∗0(a1, ξ), c
∗
sup(ξ)}. By Proposition 2.9,
lim sup
x1≤c
′
nT,n→∞
|u(nT, x1; Φ(·)) − u
∗(nT )| = 0. (3.23)
By (3.21),
lim sup
x1≤c
′
nT,n→∞
|u(nT, x1; Φ(·)) − u
∗(nT )| = lim sup
x1≤c
′
nT,n→∞
|Φ(x1 − cnT )− u
∗(nT )| > 0,
which contradicts to (3.23). Therefore, c∗inf(ξ) = c
∗
sup(ξ).
For a general ξ ∈ Sn−1, without loss of generality, we may assume that ξ1 6= 0. Then make
the following change of space variables,
x˜1 = x · ξ, x˜2 = x2, · · · , x˜n = xn
and consider the following system induced from (1.14),

ut(t, x˜1) =
∫
R
κ˜(y˜1 − x˜1)u(t, y˜1)dy˜1 − u(t, x˜1)
+u
(
a1(t)− b1(t)u− c1(t)(v
∗(t)− v)
)
, x˜1 ∈ R
vt(t, x˜1) =
∫
R
κ˜(y˜1 − x˜1)v(t, y˜1)dy˜1 − v(t, x˜1) + b2(t)
(
v∗(t)− v
)
u
+v
(
a2(t)− 2c2(t)v
∗(t) + c2(t)v
)
, x˜1 ∈ R,
where
κ˜(x˜1) = ξ1
∫
RN−1
κ
( 1
ξ1
(
x˜1 − ξ2 · x˜2 − · · · − ξN · x˜N , x˜2, · · · , x˜N )dx˜2 · · · x˜N .
Now by the similar arguments as in the above, c∗inf(ξ) = c
∗
sup(ξ).
Remark 3.7. The concept of spreading speed intervals for (1.1) introduced in this section and the
results and techniques developed in this section can be extended to two species competition systems
with different nonlocal dispersal rates, that is, the following two species competition systems,{
ut = d1[
∫
RN
κ(y − x)u(t, y)dy − u(t, x)] + u(a1(t, x)− b1(t, x)u− c1(t, x)v), x ∈ R
N
vt = d2[
∫
RN
κ(y − x)u(t, y)dy − u(t, x)] + v(a2(t, x)− b2(t, x)u− c2(t, x)v), x ∈ R
N .
(3.24)
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4 Linear Determinacy for Spreading Speeds and the Proof of
Theorem 1.5
In this section, we explore the linear determinacy for the spreading speeds and prove Theorem
1.5. Throughout this section, we assume (HB0)-(HB2). We also assume (HL0) and (HL1) or
(HL2). In addition, we assume that ξ ∈ SN−1 is given and fixed. We first prove some lemmas.
Consider the linearization of (1.14) at (0, 0),{
ut = Ku− u+ (a1(t, x)− c1(t, x)v
∗(t, x))u, x ∈ RN
vt = Kv − v + b2(t, x)v
∗(t, x)u+ (a2(t, x)− 2c2(t, x)v
∗(t, x))v, x ∈ RN .
(4.1)
Consider also the following associated eigenvalue problem of (4.1),

−ut +Kξ,µu− u+ (a1(t, x)− c1(t, x)v
∗(t, x))u = λu, x ∈ RN
−vt +Kξ,µv − v + b2(t, x)v
∗(t, x)u+ (a2(t, x)− 2c2(t, x)v
∗(t, x))v = λv, x ∈ RN
u, v ∈ XP ,
(4.2)
where Kξ,µ is as in (2.2). Recall that λξ(µ) is the principal spectrum point of{
−ut +Kξ,µu− u+ (a1(t, x)− c1(t, x)v
∗(t, x))u = λu, x ∈ RN
u ∈ Xp.
(4.3)
Let
c¯∗inf(ξ) = inf
µ>0
λξ(µ)
µ
.
Before proving Theorem 1.5, we prove some lemmas.
Note that
λξ(µ)
µ
→∞ as µ→ 0+ or µ→∞ (see the arguments in [36, Proposiiton 3.4]). Hence
there is µ∗(ξ) such that
c¯∗inf(ξ) =
λξ(µ
∗(ξ))
µ∗(ξ)
.
Lemma 4.1. Assume (HL1) or (HL2). For any ǫ > 0, there are a¯1(t, x) ≥ a1(t, x), c¯1(t, x) ≥
c1(t, x), and v¯
∗(t, x) such that
(1)
a¯1(t, x) − c¯1(t, x)v¯
∗(t, x) ≥ a1(t, x) − c1(t, x)v
∗(t, x);
(2) the principal eigenvalue λ¯ξ(µ
∗(ξ)) of{
−ut +Kµ∗(ξ),ξu− u+ (a¯1(t, x)− c¯1(t, x)v¯
∗(t, x))u = λu
u ∈ Xp,
(4.4)
exists;
(3)
λ¯ξ(µ
∗(ξ))
µ∗(ξ)
≤
λξ(µ
∗(ξ))
µ∗(ξ)
+ ǫ;
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(4) the principal spectrum point of{
−vt +Kξ,µv − v + (a2(t, x)− 2c2(t, x)v
∗(t, x))v − λ¯ξ(µ
∗(ξ))v = λv
v ∈ Xp
(4.5)
is negative.
Proof. (1), (2), and (3) follow from Proposition 2.3.
(4) By (1) and (HL1) or (HL2),
a¯1(t, x)− c¯1(t, x)v¯
∗(t, x) ≥ a1(t, x)− c1(t, x)v
∗(t, x) > a2(t, x)− 2c2(t, x)v
∗(t, x)
for all t ∈ R and x ∈ RN . Note that
λ(µ, ξ, a¯1 − c¯1v¯
∗ − λ¯ξ(µ
∗(ξ))) = 0.
Hence
λ(µ, ξ, a2(t, x)− 2c2(t, x)v
∗(t, x)− λ¯ξ(µ
∗(ξ))) < 0.
In the following, we put µ = µ∗(ξ). Let uξ,µ(·, ·) ∈ Xp be a positive principal eigenfunction of
(4.4). By Lemma 4.1 (4) and Proposition 2.5, there is a unique time and space periodic positive
solution in Xp, denoted by vξ,µ, of
vt = Kξ,µv− v+(a2(t, x)− 2c2(t, x)v
∗(t, x))v− λ¯ξ(µ)v+ b2(t, x)v
∗(t, x)uξ,µ(t, x), x ∈ R
N (4.6)
Moreover, vξ,µ is a globally asymptotically stable solution of (4.6) in Xp.
Lemma 4.2. Assume (HL1) or (HL2). Then
c1(t, x)vξ,µ(t, x) ≤ b1(t, x)uξ,µ(t, x)
and
c2(t, x)vξ,µ(t, x) ≤ b2(t, x)uξ,µ(t, x).
Proof. We first assume (HL1). We claim that v = uξ,µ(t, x) is a super-solution of (4.6). In fact,
∂tuξ,µ(t, x)−
[
Kξ,µuξ,µ − uξ,µ + (a2(t, x)− 2c2(t, x)v
∗(t, x))uξ,µ
− λ¯ξ(µ)uξ,µ + b2(t, x)v
∗(t, x)uξ,µ(t, x)
]
= Kξ,µuξ,µ − uξ,µ + (a¯1 − c¯1v¯
∗(t, x))uξ,µ − λ¯ξ(µ)uξ,µ
−
[
Kξ,µuξ,µ − uξ,µ + (a2(t, x)− 2c2(t, x)v
∗(t, x))uξ,µ
− λ¯ξ(µ)uξ,µ + b2(t, x)v
∗(t, x)uξ,µ(t, x)
]
≥
[
a1(t, x)− c1(t, x)v
∗(t, x)− a2(t, x) + 2c2(t, x)v
∗(t, x)− b2(t, x)v
∗(t, x)
]
uξ,µ
≥ 0 (by (HL1)).
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Hence v = uξ,µ(t, x) is a super-solution of (4.6). Therefore, we must have
vξ,µ(t, x) ≤ uξ,µ(t, x).
By (HL1) again, b1(t, x) ≥ c1(t, x) and b2(t, x) ≥ c2(t, x). It then follows that
c1(t, x)vξ,µ(t, x) ≤ b1(t, x)uξ,µ(t, x)
and
c2(t, x)vξ,µ(t, x) ≤ b2(t, x)uξ,µ(t, x).
Next, we assume (HL2). We claim that both v = b1L
c1M
uξ,µ and v =
b2L
c2M
uξ,µ are super-solutions
of (4.6). In fact,
∂t
b1L
c1M
uξ,µ(t, x)−
[
Kξ,µ
b1L
c1M
uξ,µ −
b1L
c1M
uξ,µ + (a2(t, x) − 2c2(t, x)v
∗(t, x))
b1L
c1M
uξ,µ
− λ¯ξ(µ)
b1L
c1M
uξ,µ + b2(t, x)v
∗(t, x)uξ,µ(t, x)
]
≥
[
a1(t, x)− c1(t, x)v
∗(t, x)− a2(t, x) + 2c2(t, x)v
∗(t, x)− b2(t, x)v
∗(t, x)
c1M
b1L
] b1L
c1M
uξ,µ
≥ 0 (by (HL2)).
Hence v = b1L
c1M
uξ,µ is a super-solution of (4.6). Similarly, we can prove that v =
b2L
c2M
uξ,µ is a
super-solution of (4.6). Therefore, we also have
vξ,µ(t, x) ≤
b1L
c1M
uξ,µ(t, x)
and
vξ,µ(t, x) ≤
b2L
c2M
uξ,µ(t, x).
It then follows that
c1(t, x)vξ,µ(t, x) ≤ b1(t, x)uξ,µ(t, x)
and
c2(t, x)vξ,µ(t, x) ≤ b2(t, x)uξ,µ(t, x).
We now prove Theorem 1.5.
Proof of Theorem 1.5. First of all, for any ǫ > 0, let a¯1(t, x), c¯1(t, x), v¯
∗(t, x), and µ∗(ξ) be as in
Lemma 4.1. For any M > 0, let
u˜(t, x;M) = Me
−µ∗(ξ)
(
x·ξ−
λ¯ξ(µ
∗(ξ))
µ∗(ξ)
t
)
uξ,µ∗(ξ)(t, x)
v˜(t, x;M) = Me
−µ∗(ξ)
(
x·ξ−
λ¯ξ(µ
∗(ξ))
µ∗(ξ)
t
)
vξ,µ∗(ξ)(t, x)
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and {
u+(t, x;M) = min{u∗(t, x), u˜(t, x;M)}
v+(t, x;M) = min{v∗(t, x), v˜(t, x;M)}.
We claim that, for any given (u0, v0) ∈ X
+
1 ×X
+
2 , if
u0(x) ≤ u
+(0, x;M), v0(x) ≤ v
+(0, x;M) ∀ x ∈ RN ,
then
u(t, x;u0, v0) ≤ u
+(t, x;M), v(t, x;u0, v0) ≤ v
+(t, x;M) ∀ 0 ≤ t ≤ T, x ∈ RN . (4.7)
Assume first that the claim holds. For any (u0, v0) ∈ X
+
1 (ξ)×X
+
2 (ξ), let M0 > 0 be such that
u0(x) ≤ u
+(0, x;M0), v0(x) ≤ v
+(0, x;M0) ∀ x ∈ R
N .
Then by (4.7),
u(t, x;u0, v0) ≤ u
+(t, x;M0), v(t, x;u0, v0) ≤ v
+(t, x;M0) ∀ 0 ≤ t ≤ T, x ∈ R
N .
Let
M1 = M0e
λ¯ξ(µ
∗(ξ))T .
Then
u(T, x;u0, v0) ≤ u
+(0, x;M1), v(T, x;u0, v0) ≤ v
+(0, x;M1) ∀ x ∈ R
N .
By (4.7) again,
u(t+ T, x;u0, v0) = u(t, x;u(T, ·;u0, v0), v(T, ·;u0, v0)) ≤ u
+(t, x;M1) = u
+(t+ T, x;M0)
and
v(t+ T, x;u0, v0) = v(t, x;u(T, ·;u0, v0), v(T, ·;u0, v0)) ≤ v
+(t, x;M1) = v
+(t+ T, x;M0)
for t ∈ [0, T ] and x ∈ RN . Hence
u(t, x;u0, v0) ≤ u
+(t, x;M0), v(t, x;u0, v0) ≤ v
+(t, x;M0) ∀ 0 ≤ t ≤ 2T, x ∈ R
N .
Continuing the above process, we have
u(t, x;u0, v0) ≤ u
+(t, x;M0), v(t, x;u0, v0) ≤ v
+(t, x;M0) ∀ t ≥ 0, x ∈ R
N .
Then for any c >
λ¯ξ(µ
∗(ξ))
µ∗(ξ) ,
lim sup
x·ξ≥ct,t→∞
[u(t, x;u0, v0) + v(t, x;u0, v0)] = 0
and hence
c∗sup(ξ) ≤
λ¯ξ(µ
∗(ξ))
µ∗(ξ)
≤ c¯∗inf(ξ) + ǫ.
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By Theorem 1.3(2),
c∗inf(ξ) ≥ c¯
∗
inf(ξ).
Letting ǫ→ 0, we have
c∗sup(ξ) = c
∗
inf(ξ) = c¯
∗
inf(ξ).
Thus the theorem follows.
We now prove that the claim holds. To this end, choose M¯ > 0 such that{
M¯ − 1 + a1(t, x)− 2d˜ · b1(t, x)u
∗(t, x)− c1(t, x)v
∗(t, x) > 0
M¯ − 1 + a2(t, x)− d˜ · b2(t, x)u
∗(t, x) − 2c2(t, x)v
∗(t, x) > 0
(4.8)
for all t ∈ R and x ∈ RN , where
d˜ =max
{
1,
u∗(t, x)
u∗(τ, x)
·
uξ,µ∗(ξ)(τ, x)
uξ,µ∗(ξ)(t, x)
· eλ¯ξ(µ
∗(ξ))(τ−t),
v∗(t, x)
u∗(τ, x)
·
uξ,µ∗(ξ)(τ, x)
vξ,µ∗(ξ)(t, x)
· eλ¯ξ(µ
∗(ξ))(τ−t)
∣∣∣ t− T ≤ τ ≤ t, t, τ ∈ R, x ∈ RN}.
Let
u¯(t, x;M,M¯ ) = eM¯tu˜(t, x;M), v¯(t, x;M,M¯ ) = eM¯tu˜(t, x;M)
and
u¯∗(t, x; M¯ ) = eM¯tu∗(t, x), v∗(t, x; M¯ ) = eM¯tv∗(t, x).
Let {
u¯+(t, x;M,M¯ ) = min{u¯∗(t, x; M¯ ), u¯(t, x;M,M¯ )}
v¯+(t, x;M,M¯ ) = min{v¯∗(t, x;M), v¯(t, x;M,M¯ )}
and {
u¯(t, x;u0, v0, M¯ ) = e
M¯tu(t, x;u0, v0)
v¯(t, x;u0, v0, M¯ ) = e
M¯tv(t, x;u0, v0).
It suffices to prove that, for any (u0, v0) ∈ X
+
1 ×X
+
2 , if
u0(x) ≤ u¯
+(0, x;M,M¯ ), v0(x) ≤ v¯
+(0, x;M,M¯ ) ∀ x ∈ RN ,
then
u¯(t, x;u0, v0, M¯ ) ≤ u¯
+(t, x;M,M¯ ), v¯(t, x;u0, v0, M¯ ) ≤ v¯
+(t, x;M,M¯ ) (4.9)
for 0 ≤ t ≤ T and x ∈ RN .
In the following, if no confusion occurs, we write u¯(t, x;M,M¯ ), u¯∗(t, x;M), u¯+(t, x;M,M¯ ),
v¯(t, x;M,M¯ ), v¯∗(t, x;M), and v+(t, x;M,M¯ ) as u¯(t, x), u¯∗(t, x), u¯+(t, x), v¯(t, x), v¯∗(t, x), and
v¯+(t, x), respectively.
Let
f¯(t, x, u, v) = u
(
M¯ − 1 + a1(t, x)− e
−M¯tb1(t, x)u− c1(t, x)v
∗(t, x) + e−M¯tc1(t, x)v
)
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and
g¯(t, x, u, v) = b2(t, x)
(
v∗(t, x)− e−M¯tv
)
u+ v
(
M¯ −1+a2(t, x)−2c2(t, x)v
∗(t, x)+ e−M¯tc2(t, x)v
)
.
Note that {
f¯v(t, x, u, v) ≥ 0 ∀ t ∈ R, x ∈ RN , u ≥ 0
g¯u(t, x, u, v) ≥ 0 ∀ 0 ≤ v ≤ v¯
∗(t, x), t ∈ R, x ∈ RN .
(4.10)
By (4.8),
f¯u(t, x, u, v) ≥ 0, g¯v(t, x, u, v) ≥ 0 (4.11)
for 0 ≤ u ≤ d˜u¯∗(t, x), v ≥ 0, t ∈ R, x ∈ RN .
We first show that for any (t, x) ∈ R× RN , we have
b2(t, x)u¯
+(t, x) ≥ c2(t, x)v¯
+(t, x). (4.12)
If (t, x) is such that v¯+(t, x) = v¯∗(t, x) and u¯+(t, x) = u¯∗(t, x), then by (HL0),
b2(t, x)u¯
+(t, x) ≥ c2(t, x)v¯
+(t, x).
If (t, x) is such that v¯+(t, x) = v¯(t, x) ≤ v¯∗(t, x), then by Lemma 4.2,
b2(t, x)u¯
+(t, x) = b2(t, x)min{u¯(t, x), u¯
∗(t, x)} ≥ c2(t, x)v¯
+(t, x).
If (t, x) is such that u¯+(t, x) = u¯(t, x) ≤ u¯∗(t, x), then by Lemma 4.2 again,
b2(t, x)u¯
+(t, x) ≥ c2(t, x)v¯(t, x) ≥ c2(t, x)v¯
+(t, x).
Hence for any (t, x) ∈ R× RN , (4.12) holds.
By (4.10) and (4.11),

u¯∗(t, x) = u¯∗(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)u¯∗(τ, y)dy + f¯(τ, x, u¯∗(τ, x), v¯∗(τ, x)
]
dτ
≥ u¯+(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)u¯+(τ, y)dy + f¯(τ, x, u¯+(τ, x), v¯+(τ, x)
]
dτ
v¯∗(t, x) = v¯∗(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)v¯∗(τ, y)dy + g¯(τ, x, u¯∗(τ, x), v¯∗(τ, x)
]
dτ
≥ v¯+(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)v¯+(τ, y)dy + g¯(τ, x, u¯+(τ, x), v¯+(τ, x)
]
dτ
(4.13)
for all (t, x) ∈ R×RN . Note that if (t, x) ∈ [0, T ]×RN is such that u¯(t, x) = u¯+(t, x) ≤ u¯∗(t, x),
then
u¯(τ, x) ≤ eλ¯ξ(µ
∗(ξ))(τ−t) ·
u∗(t, x)
u∗(τ, x)
·
uξ,µ∗(ξ)(τ, x)
uξ,µ∗(ξ)(t, x)
· u¯∗(τ, x) ≤ d˜ · u¯∗(τ, x)
for 0 ≤ τ ≤ t. Hence
u¯(t, x) = u¯(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)u¯(τ, y)dy + (M¯ − 1 + a¯1(τ, x)− c¯1(τ, x)v¯
∗(τ, x))u¯
]
dτ
≥ u¯(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)u¯(τ, y)dy + f¯(τ, x, u¯(τ, x), v¯(τ, x))
]
dτ (by Lemma 4.2)
≥ u¯+(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)u¯+(τ, y)dy + f¯(τ, x, u¯+(τ, x), v¯+(τ, x))
]
dτ (by (4.10), (4.11)).
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If (t, x) ∈ [0, T ]× RN is such that v¯(t, x) = v¯+(t, x), then
u¯(τ, x) ≤ eλ¯ξ(µ
∗(ξ))(τ−t) ·
v∗(t, x)
u∗(τ, x)
·
uξ,µ∗(ξ)(τ, x)
vξ,µ∗(ξ)(t, x)
· u¯∗(τ, x) ≤ d˜ · u¯∗(τ, x)
Hence
v¯(t, x) = v¯(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)v¯(τ, y)dy + b2(τ, x)v
∗(τ, x)u¯(τ, x)
+ (M¯ − 1 + a2(τ, x)− 2c2(τ, x)v
∗(τ, x))v¯
]
dτ
≥ v¯+(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)v¯+(τ, y)dy + b2(τ, x)v
∗(τ, x)u¯+(τ, x)
+ (M¯ − 1 + a2(τ, x)− 2c2(τ, x)v
∗(τ, x))v¯+(τ, x)
]
dτ (by (4.8))
≥ v¯+(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)v¯+(τ, y)dy + g¯(τ, x, u¯+(τ, x), v¯+(τ, x))
]
dτ (by (4.12)).
It then follows that for any (t, x) ∈ [0, T ]× RN ,

u¯+(t, x) ≥ u¯+(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)u¯+(τ, y)dy + f¯(τ, x, u¯+(τ, x), v¯+(τ, x)
]
dτ
v¯+(t, x) ≥ v¯+(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)v¯+(τ, y)dy + g¯(τ, x, u¯+(τ, x), v¯+(τ, x)
]
dτ
(4.14)
For given (u0, v0) with u0 ≤ u
+(0, ·) and v0 ≤ v
+(0, ·), put
u¯0(t, x) = e
M¯tu(t, x;u0, v0), v¯0(t, x) = e
M¯tv(t, x;u0, v0).
Then for all t ≥ 0 and x ∈ RN ,

u¯0(t, x) = u¯0(x) +
∫ t
0
[ ∫
RN
κ(y − x)u¯0(τ, y)dy + f¯(τ, x, u¯0(τ, x), v¯0(τ, x))
]
dτ
v¯0(t, x) = v¯0(x) +
∫ t
0
[ ∫
RN
κ(y − x)v¯0(τ, y)dy + g¯(τ, x, u¯0(τ, x), v¯0(τ, x))
]
dτ.
(4.15)
Let
u˜(t, x) = u¯+(t, x) − u¯0(t, x), v˜(t, x) = v¯
+(t, x)− v¯0(t, x).
By (4.14) and (4.15),

u˜(t, x) ≥ u˜(0, x) +
∫ t
0
[ ∫
RN
κ(y − x)u˜(τ, y)dy + a˜1(τ, x)u˜(τ, x) + b˜1(τ, x)v˜(τ, x)
]
dτ
v˜(t, x) ≥ v˜(0, x) +
∫ t
0
[ ∫
RN
κ˜(y − x)v˜(τ, y)dy + a˜2(τ, x)u˜(τ, x) + b˜2(τ, x)v˜(τ, x)
]
dτ,
where
a˜1(t, x) = f¯u(t, x, u˜1(t, x), v˜1(t, x)), b˜1(t, x) = f¯v(t, x, u˜1(t, x), v˜1(t, x)),
and
a˜2(t, x) = g¯u(t, x, u˜2(t, x), v˜2(t, x)), b˜2(t, x) = g¯v(t, x, u˜2(t, x), v˜2(t, x))
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for some u˜1(t, x), u˜2(t, x) between u¯
+(t, x) and u¯0(t, x), and some v˜1(t, x), v˜2(t, x) between v¯
+(t, x)
and v¯0(t, x). By (4.10) and (4.11),
a˜i(t, x) ≥ 0, b˜i(t, x) ≥ 0 ∀ t ∈ [0, T ], x ∈ R
N , i = 1, 2.
Then by comparison principle for cooperative systems,
u˜(t, x) = u¯+(t, x)− u¯0(t, x) ≥ 0, v˜(t, x) = v¯
+(t, x)− v¯0(t, x) ≥ 0
for t ∈ [0, T ] and x ∈ RN , which implies (4.9) and then (4.7). This completes the proof of the
claim and then the theorem.
5 Remarks on Spreading Speeds of Two Species Competition
Systems with Random and Discrete Dispersals in Periodic
Habitats
We remark that the methods developed in this paper can be applied to the study of spreading
speeds and linear determinacy for the following two species competition systems,{
ut = d1∆u+ u(a1(t, x)− b1(t, x)u− c1(t, x)v), x ∈ R
N
vt = d2∆v + v(a2(t, x)− b2(t, x)u − c2(t, x)v), x ∈ R
N ,
(5.1)
and{
u˙j(t) = d1
∑
k∈K(uj+k(t)− uj(t)) + uj(t)(a1(t, j)− b1(t, j)uj(t)− c1(t, j)vj(t)), j ∈ Z
N
v˙j(t) = d2
∑
k∈K(vj+k(t)− vj(t)) + vj(t)(a2(t, j)− b2(t, j)uj(t)− c2(t, j)vj(t)), j ∈ Z
N ,
(5.2)
where K is a bounded subset of ZN .
In particular, the definition of spreading speed interval for (1.1) (see Definition 1.1) can be
applied to (5.1) and (5.2). Similar results to Theorems 1.3, 1.4, and 1.5 can also be obtained for
(5.1) and (5.2).
As mentioned in the introduction, the authors of [44] have been studying the spreading speeds
and traveling waves of (5.1). The results in [12] and [43] apply to (5.1) and (5.2) with spatial
homogeneous and time periodic coefficients. One is also referred to [16] and references therein
for the study of traveling wave solutions of (5.2) with space and time independent coefficients.
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