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Ideals in PG and βG
Igor Protasov and Ksenia Protasova
Abstract. For a discrete group G, we use the natural correspondence between ideals
in the Boolean algebra PG of subsets of G and closed subsets in the Stone-Cˇech compactifi-
cation βG as a right topological semigroup to introduce and characterize some new ideals
in βG. We show that if a group G is either countable or Abelian then there are no closed
ideals in βG maximal in G∗, G∗ = βG\G, but this statement does not hold for the group
Sκ of all permutations of an infinite cardinal κ. We characterize the minimal closed ideal
in βG containing all idempotents of G∗.
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1 Introduction
We recall that a family I of subsets of a set X is an ideal in the Boolean algebra PG of
all subsets of G if ∅ /∈ I and A ∈ I, B ∈ I, C ⊆ A imply A ∪ B ∈ I, C ∈ I. A family ϕ
of subsets of G is a filter if the family {X \ A : A ∈ ϕ} is an ideal. A filter maximal by
the inclusion is called an ultrafilter.
For an infinite group G, an ideal I in PG is called left (right) translation invariant if
gA ∈ I (Ag ∈ I) for all g ∈ G, A ∈ I. If I is left and right translation invariant then
I is called translation invariant. Clearly, each left (right) translation invariant ideal of G
contains the ideal FG of all finite subsets of G. An ideal I in PG is called a group ideal if
FG ⊆ I and if A ∈ I, B ∈ I then AB
−1 ∈ I.
Now we endow G with the discrete topology and identify the Stone-Cˇech compactifi-
cation of G with the set of all ultrafilters on G and denote G∗ = βG \G, so G∗ is the set
of all free ultrafilters on G. Then the family {A : A ⊆ G}, where A = {p ∈ βG : A ∈ p}
forms the base for the topology of βG. Given a filter ϕ on G, we denote ϕ = ∩{A : A ∈ ϕ},
so ϕ defines the closed subset ϕ of βG, and each non-empty closed subset K of βG can
be defined in this way: K = ϕ where ϕ = {A ⊆ G : K ⊆ A}.
We use the standard extension [4, Section 4.1] of the multiplication on G to the
semigroup multiplication on βG such that, for each p ∈ βG, the mapping x 7−→ xp,
x ∈ βG is continuous, and for each g ∈ G, the mapping, x 7−→ gx, x ∈ βG is continuous.
Given two ultrafilters p, q ∈ βG, we choose P ∈ p and, for each x ∈ P , pick Qx ∈ q. Then⋃
x∈P xQx ∈ pq and the family of all these subsets forms the base of the product pq.
It follows directly from the definition of the multiplication in βG that G∗, G∗G∗ are
ideals in βG, and G∗ is the unique maximal closed ideal in βG. By Theorem 4.44 from
[4], the closure K(βG) of the minimal ideal K(G) of βG is an ideal, so K(βG) is the
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smallest closed ideal in βG. For the structure of K(βG) and some other ideals in βG see
[4, Sections 4,6].
For an ideal I in PG, we put
I∧ = {p ∈ βG : p ∈ G \ A for each A ∈ I},
and use the following observations:
• I is left translation invariant if and only if I∧ is a left ideal of the semigroup βG ;
• I is right translation invariant if and only if (I∧)G ⊆ I∧.
We use also the inverse to ∧ mapping ∨. For a closed subset K of βG, we take a filter
ϕ on G such that K = ϕ and put
K∨ = {G \ A : A ∈ ϕ}.
In section 2, we use a classification of subsets of a group by their size to define some
special ideals in PG. In section 3, we study ideals of βG between G∗G∗ and G
∗. In section
4, we study ideals between K(βG) and G∗G∗ and characterize the minimal closed ideal
in βG containing all idempotents of G∗.
2 Diversity of subsets of a group
In what follows, all group are supposed to be infinite. Let G be a group with the identity
e. We say that a subset A of G is
• large if G = FA for some F ∈ FG;
• small if L \ A is large for every large subset L;
• thin if gA ∩ A is finite for each g ∈ G \ {e};
• n-thin, n ∈ N if, for every distinct elements g0, . . . , gn ∈ G, the set g0A ∩ · · · ∩ gnA
is finite;
• sparse if, for every infinite subset X of G, there exists a finite subset F ⊂ X such
that
⋂
g∈F gA is finite.
All above definitions can be unified with usage the following notion [16]. Given a subset
A of a group G and an ultrafilter p ∈ G∗, we define a p-companion of A by
∆p(A) = A
∗ ∩Gp = {gp : g ∈ G, A ∈ gp}.
Then the following statement hold [16]:
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• A is large if and only if ∆p(A) 6= ∅ for each p ∈ G
∗;
• A is small if and only if, for every p ∈ G∗ and every F ∈ FG, we have ∆p(FA) 6= Gp;
• A is thin if and only if, ∆p(A) ≤ 1 for every p ∈ G
∗;
• A is n-thin if and only if, ∆p(A) ≤ n for every p ∈ G
∗;
• A is sparse if and only if, ∆p(A) is finite for each p ∈ G
∗.
Following [1], we say that a subset A of G is scattered if, for every infinite subset X of
A, there is p ∈ X∗ such that ∆p(X) is finite. Equivalently [1, Theorem 1], A is scattered
if each subset ∆p(A) is discrete in G
∗.
We denote by SmG, ScG, SpG the families of all small, scattered and sparse subsets
of a group G. These families are translation invariant ideals in PG (see [16, Proposition 1
]), and for every group G, the following inclusions are strict [16, Proposition 12]
SpG ⊂ ScG ⊂ SmG.
We say that a subset A of G is finitely thin if A is n-thin for some n ∈ N. The family
FTG of all finitely thin subsets of G is a translation invariant ideal in PG which contains
the ideal < TG > generated by the family of all thin subsets of G. By [6, Theorem 1.2] and
[14, Theorem 3], if G is either countable or Abelian and |G| < ℵω then FTG =< TG >.
By [14, Example 3], there exists a group G of cardinality ℵω such that < TG >⊂ FTG.
Clearly, FTG ⊆ SpG. In the next section, we show that FTG ⊂ SpG for every group G
Theorem 2.1. For every group G, we have Sm∧G = K(βG).
This is Theorem 4.40 from [4] in the form given in [10, Theorem 12.5].
Theorem 2.2. For every group G, the following statements hold:
(i) Sp∧G = G
∗G∗;
(ii) for a subset A of G, G∗G∗ ⊂ A if and only if, for any infinite subsets X, Y of G,
there exist x ∈ X, y ∈ Y such that xy ∈ A, yx ∈ A.
The statement (i) is Theorem 10 from [2], (ii) is a recent result [11].
For more delicate classifications of subsets of groups and G-spaces see [5], [9], [15].
3 Between G∗G∗ and G∗
Theorem 3.1. For every group G, the following statements hold:
(i) if I is a left translation invariant ideal in PG and I 6= FG then there exists a left
translation invariant ideal J in PG such that FG ⊂ J ⊂ I and J ⊂ SpG;
(ii) if I is a right translation invariant ideal in PG and I 6= FG then there exists a
right translation invariant J in PG such that FG ⊂ J ⊂ I;
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(iii) if G is either countable or Abelian and I is a translation invariant ideal in PG such
that I 6= FG then there exists a translation invariant ideal J in PG such that FG ⊂ J ⊂ I
and J ⊂ SpG;
Proof. We use the following auxiliary statement [8. Example 3]:
(∗) if a countable group Γ acts on a set X then, for every infinite subset A of X, there
exists a countable subset T ⊂ A such that the set
{x ∈ T : gx 6= x, gx ∈ T, g ∈ G}
is finite.
(i) We suppose that G is countable, put Γ = G, X = G and consider the action of
G on G by the left shifts. We take an infinite subset A ∈ I and apply (∗) to choose a
countable thin subset T ⊆ A. We partition T into two infinite subsets T = B ∪ C and
denote
J = {Z ⊆ G : Z 6= ∅, Z ⊂ FB for some F ∈ FG}.
Clearly, J is a left translation invariant ideal and J 6= FG. Since gT ∩ T is finite for
every g ∈ G \ {e}, we have C /∈ I.
Hence, FG ⊂ J ⊂ I. By the choice of T , each subset Y ∈ J is a finite union of thin
subsets, so J ⊂ SpG.
If G is an arbitrary infinite group then we take a countable subset A ∈ I, consider
the subgroup H of G generated by A and denote by IH the restriction of I to H , IH =
{Y ∩H : Y ∩H ∈ I}. By above paragraph, there exists a left invariant ideal J ′ in PH
such that FH ⊂ J
′ ⊂ IH , J
′ ⊂ SpH . Then we put J = {Y ⊆ G : Y 6= ∅, Y ⊆ FZ, F ∈
FG, Z ∈ J
′}.
(ii) We repeat the proof of (i) with the action of G on G by the right shifts.
(iii) If G is countable then we put Γ = G×G, consider the action of Γ on G defined
by (g, h)x = g−1xh and repeat the proof of (i) in the countable case. If G is Abelian then
we apply (i) directly. ✷
Theorem 3.2. For every group G, the following statements hold:
(i) if L is a closed left ideal in βG such that L ⊂ G∗ then there exists a closed left
ideal L′ of βG such that L ⊂ L′ ⊂ G∗, G∗G∗ ⊂ L′;
(ii) if R is a closed subset of G∗ such that R 6= G∗ and RG ⊆ R then there exists a
closed subset R′ of G∗ such that R ⊂ R′ ⊂ G∗, R′G ⊆ R;
(iii) if G is either countable or Abelian and I is a closed ideal in βG such that I ⊂ G∗
then there exists a closed ideal I ′ in βG such that I ⊂ I ′ ⊂ G∗, G∗G∗ ⊂ I.
Proof. (i) We put I = L∨, apply Theorem 3.2 (i) and set L′ = J ∨. Then L′ is a left
ideal in βG and L ⊂ L′ ⊂ G∗. Since J ⊂ SpG, by Theorem 2.2, we have G∗G∗ ⊂ L
′.
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(ii) We put I = R∨, and note that I is right translation invariant. We apply Theorem
3.2(ii) and set R′ = J ∧.
(iii) We put I = I∨, apply Theorem 3.2 (iii) and set I ′ = J ∧. Then I ′ is a left ideal
in βG and I ′G ⊆ I ′. Since J ⊂ SpG, we have I
′G ⊆ I ′ so I ′ is a right ideal.
Remark 3.1. If I is a group ideal in PG then, by [13], I
∧ is an ideal in βG. By [12,
Theorem 4], if G is either contable or Abelian and I is a group ideal such that I 6= FG
then there exists a group ideal J in PG such that FG ⊂ J ⊂ I. If A is an infinite subset
of G then the subset AA is not sparse (put X = A−1 in corresponding definition). It
follows that if I is a group ideal and I ⊆ SpG then I = FG .
For a cardinal κ, Sκ denotes the group of all permutations of κ.
Theorem 3.3. For every infinite cardinal κ, there exists a closed ideal I in βSκ such
that
(i) S∗κSκ∗ ⊂ I;
(ii) if M is a closed ideal in βSκ and I ⊆M ⊆ G
∗ then either M = I or M = S∗κ
Proof. We take an arbitrary closed subset X = {xi : i < ω} of κ and define a
permutation fi of κ by fi(x2i) = x2i+1, fi(x2i+1) = x2i and fi(x) = x for all x ∈
κ \ {x2i, x2i+1}. We put T = {fi : i < ω} and denote by I the smallest translation
invariant ideal in PSκ containing T .
We note that |gT ∩ T | ≤ 1 for every g ∈ G \ {e}. Hence, T is thin and I ⊆ SpSκ. To
see that I ⊂ SpSκ, we observe that each element of I is a countable subset of Sκ, but
there are uncountable thin subsets of Sκ.
We assume that there is a translation invariant ideal J in PSκ such that FG ⊂ J ⊂ I.
Then there exists a countable subset T1 of T such that T1 ∈ J , T \ T1 is infinite and
T \ T1 /∈ I . We denote T2 = T \ T1 and take a partition ω = W1 ∪ W2 such that
T1 = {fi : i ∈ W1}, T2 = {fi : i ∈ W2}. We fix an arbitrary bijection ϕ : W1 → W2 and
define a permutation h of κ by the following rule.
If x ∈ κ \X then f(x) = x.
If x ∈ X then we take i < ω such that x ∈ {x2i, x2i+1}.
If i ∈ W1 then we choose j ∈ W2 such that j = ϕ(i) and put h(x2i) = x2j ,
h(x2i+1) = x2j+1.
If i ∈ W2 then we take k = ϕ
−1(i) and put h(x2i) = x2k, h(x2i+1) = x2k+1.
By the construction of h, we have hT1h = T2. Since J is translation invariant, we have
T2 ∈ J , T ∈ J so J = I contradicting J ⊂ I.
To conclude the proof, we put I = I∧. By the construction of I, I is a closed ideal in
βSκ satisfying (i), (ii). ✷
Remark 3.2. If I is a subset of βG such that G∗G∗ ⊆ I then I is an ideal in G∗. It
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follows that between G∗G∗ and G∗ there are no maximal closed ideals in G∗.
Lemma 3.1. Let {An : n < ω} be a family of sparse subsets of a group G, A =
∪n<ωAn. Then A is sparse provided that the following two conditions are satisfied :
(i) for every F ∈ FG there exists K ∈ FG such that F (Ai \K) ∩ F (Aj \K) = ∅ for
all i < j < ω;
(ii) for every g ∈ G \ {e}, there exists m ∈ ω such that gx /∈ A for each x ∈ ∪n>mAn.
Proof. We take an arbitrary ultrafilter p ∈ G∗ and prove that ∆p(A) is finite. We split
the proof in two cases.
Case ∆p(An) 6= ∅ for some n < ω. Since An is sparse, we have ∆p(An) = Tp for
some F ∈ FG . We show that ∆p(A) = ∆p(An). Clearly, ∆p(An) ⊆ ∆p(A). We take an
arbitrary g ∈ G \ T , put F = T ∪ {g} and choose K satisfying (i). Then An /∈ gp and
∪{Ai : i < ω, i 6= n} ∈ gp so gp /∈ ∆p(A) and ∆p(A) ⊆ ∆p(An).
Case ∆p(An) = ∅ for each n < ω. We show that |∆p(A)| ≤ 1. Assume the contrary :
A ∈ g1p, A ∈ g2p for distinct g1g2 ∈ G. We denote g = g1g
−1
2 , q = g1p. Then ∆p(A) =
∆q(A), A ∈ q and g
−1A ∈ q. We choose m satisfying (ii). Since ∆q(An) = ∅ for each
n < ω, we have ∪n>m(An) ∈ q but A /∈ gq and we get a contradiction with g
−1A ∈ q .
✷
Theorem 3.4. For every group G, we have FTG ⊂ SpG so G∗G∗ ⊂ FT
∧
G
.
Proof. Since FTG ⊆ SpG , we should find a sparse subset A of G which is not n-thin for
each n ∈ N. Passing to a countable subgroup of G, we suppose that G itself is countable.
We construct A in the form A = ∪n<ωAn to satisfy the conditions (i), (ii) of Lemma
3.1 and such that An is not n-thin for each n > 0. For each n < ω, we construct An in
the form An = ∪i<ωKnxni for some finite Kn, |Kn| = n + 1. e ∈ Kn and some sequence
(xni)i<ω in G.
We enumerate G = {gn : n < ω}, g0 = e and denote Fn = {gn, . . . , gn}. We put
K0 = {e}, g00 = e. Assume that we have chosen K0, . . . , Kn and {x00, x01, . . . x0n, . . . ,
xn0, xn1, . . . xnn}, so that following conditions are satisfied:
(1) {gn, . . . , gn} ∩KnK
−1
n = ∅;
(2) FnKmxmn ∩ FnKm {xm0, . . . xm n−1} = ∅, 0 ≤ m ≤ n;
(3) FnKn{xn0, . . . , xnn} ∩ FnKm {xm0, . . . , xmn} = ∅, 0 ≤ m < n;
(4) FnKnxni ∩ FnKn xnj = ∅, 0 ≤ i < j ≤ n.
Then we choose Kn+1 and
{x0 n+1, x1 n+1, . . . , xn n+1}, {xn+1 0, xn+1 1, . . . , xn+1 n+1}
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to satisfy (1), (2), (3), (4) with n + 1 in place of n. After ω steps, we get the family
{An : n < ω}.
We put K = K0{x00, x01, . . . x0n}
⋃
· · ·
⋃
Kn{xn0, xn1, . . . , xnn} .
By (2), (3), (4), Fn(Ai \K) ∩ Fn(Aj \K) = ∅ for all i < j < ω. Hence, the condition
(i) of Lemma 3.1 is satisfied.
By (1), (3), (4), gn(∪i>nAi) ∩A = ∅, so the condition (ii) is satisfied. By Lemma 3.1,
A is sparse. For every n < ω, the subsets {g{xni : i < ω} : g ∈ Kn} of An are pairwise
disjoint. Since |Kn| = n+ 1, An is not n-thin. ✷
For subsets X, Y of a group G, we say that the product XY is an n-stripe if |X| = n,
n ∈ N and |X| = ω. It is easy to see that a subset A of G is n-thin if and only if A has
no (n + 1)-stripes. Thus, p ∈ FT∧G is and only if each member P ∈ p has an n-stripe for
every n ∈ N.
We say that XY is an (n,m)-rectangle if |X| = n, |Y | = m , n,m ∈ N. We say that a
subset A of G has bounded rectangles if there is n ∈ N such that A has no (n, n)-rectangles
(and so (n,m)-rectangles for each m > n).
We denote by BRG the family of all subsets of G with bounded rectangles.
Theorem 3.5. For a group G, the following statements hold:
(i) BRG is a left translation invariant ideal in PG ;
(ii) BR∧G is a closed ideal in βG and p ∈ BR
∧
G if and only if each member P ∈ p has
an (n, n)-rectangle for every n ∈ N;
(iii) BPG ⊂ FTG.
Proof. (i) If XY is an (n, n)-rectangle then (gX)Y and X(Y g) are (n, n)-rectangles,
so the family BPG is translation invariant.
We take AB ∈ BPG and choose n ∈ N such that A,B have no (n, n)-rectangles. By
the bipartite Ramsey theorem [3, p. 95], there is a natural number r such that, for every
2-coloring of edges of the complete biparte graph Kr,r, one can find a monochrome copy
of Kn,n. We assume that A ∪ B contains an (r, r)-rectangle XY . We define a coloring
χ : X ×Y → {0, 1} of the Cartesian product X × Y by the rule: χ((x, y)) = 1 if and only
if xy ∈ A. By the choice of r, there exist X ′ ⊂ X , Y ′ ⊂ Y such that |X ′| = |Y ′| = n
and X ′ × Y ′ is monochrome. Then either X ′Y ′ ⊂ A or X ′Y ′ ⊂ B and we get a
contradiction with the choice of A and B. Hence, BPG is an ideal in PG .
(ii ) By (i), BP ∧G is a left ideal and (BP
∧
G)G ⊆ BP
∧
G . Since BPG ⊆ FTG ⊂ SpG and
Sp∧G = G
∗G∗, we have (BP ∧G)G
∗ ⊆ BP ∧G so BP
∧
G is a right ideal. The second statement
of (ii) is evident.
(iii) Passing to subgroups, we suppose that G is countable and construct A ∈ FTG \
BPG in the form A =
⋃
n<ωXNYN , |Xn| = |Yn| = n+1. We enumerate G = {gn : n < ω},
g0 = e and put X0 = Y0 = {0}. Suppose that we have chosen X0Y0, . . . , XnYn. We
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choose Xn+1Yn+1, |Xn+1| = |Yn+1| = n + 2 to satisfy the following conditions for each
i ∈ {1, . . . .n + 1}:
giXn+1 Yn+1
⋂
Xn+1 Yn+1 = ∅, giXn Yn
⋂
(X0Y0 ∪ · · · ∪Xn Yn) = ∅
After ω steps, we get the desired A. Indeed, XnYn ⊂ A so A /∈ BPG. By the
construction, gA ∩ A is finite for each g ∈ G \ {e}, so A is thin and A ∈ FTG. ✷
4 Between K(G) and G∗G∗
Let (gn)n∈ω be an injective sequence in a group G. The set
{gi1gi2 . . . gin : 0 ≤ i1 < i2 < · · · < gin < ω}
is called an FP -set .
Given a sequence (bn)n∈ω in G, we say that the set
{gi1gi2 . . . ginbin : 0 ≤ i1 < i2 < · · · < in < ω}
is a piecewise shifted FP -set .
Theorem 4.1. For a group G, the following statements hold:
(i) Sc∧G = cl{ǫp : ǫ ∈ G
∗, p ∈ βG, ǫǫ = ǫ};
(ii) Sc∧G is an ideal in βG and p ∈ Sc
∧
G if and only if each member of p contains a
pierwise shifted FP -set;
(iii) Sc∧G is the minimal close ideal in βG containing all idempotents of G
∗.
Proof. (i) We remind that a subset A of G is scattered if and only if, for each p ∈ A∗,
the subset Gp is discrete in βG. Hence, A is not scattered if and only if, there is p ∈ A∗
such that Gp is not discrete. On the other hand Gp is not discrete if and only if p = ǫp
for some idempotent ǫ ∈ G∗.
(ii) Since ScG is a left translation invariant, Sc
∧
G is a left ideal in βG. By (i), (Sc
∧
G)q ⊆
Sc∧G for each q ∈ βG, so Sc
∧
G is a right ideal .
By [1, Theorem 1], a subset A is scattered if and only if A contains no pierwise shifted
FP -sets.
(iii) Let M denotes the minimal closed ideals of βG containing all idempotents of
βG. By (i), Sc∧G ⊆M. Since Sc
∧
G is a closed ideal, we have M = Sc
∧
G . ✷
Remark 4.1. If I is a group ideal in PG and I ⊆ SpG then I = FG (see Remark
3.1). We can not state the same if I ⊆ ScG.
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Let G be the direct sum ⊕ω Z2 of ω copies of Z2 = {0, 1}. For g ∈ G, we denote by
supt(g) the number of non-zero coordinates of g. We put A = {g ∈ G : supt(g) = 1} and
consider the minimal group ideal I in PG such that A ∈ I . If S ∈ I then there is m ∈ N
such that supt(g) ≤ m for each g ∈ S. It follows that S has no piecewise shifted FP -sets,
so S is scattered and I ⊂ ScG.
The following observation follows directly from the basic properties of multiplication
in βG: each right shift is continuous and each left shift on element of g is continuous.
Lemma 3.1. If L is a left ideal in βG and R is a right ideal in βG then LR is an
ideal in βG.
For a group G, we put IG,0 = G
∗ and IG,n+1 = G∗IG,n. By Lemma 4.1, each IG,n is an
ideal in βG.
Clearly, IG,n+1 ⊆ IG,n so IG,n ⊆ G∗G∗ for n > 0.
Theorem 4.2. For every group G and n ∈ ω, we have
(i) IG,n+1 ⊂ IG,n
(ii) Sc∧G ⊂ IG,n.
Proof. (i) We note that I∨G,n+1 = {A ⊆ G : ∆p(A) is finite for each p ∈ IG,n} and
apply Theorem 4 from [7] stating that I∨G,n ⊂ I
∨
G,n+1.
(ii) For n = 0, this is evident. We take an idempotent ǫ ∈ G∗, p ∈ βG and assume
that ǫp ∈ IG,n−1. Then ǫǫp ∈ G
∗IG,n−1, so ǫp ∈ IG,n. Applying Theorem 4.1, we conclude
that Se∧G ⊆ IG,n. The strict inclusion follows from (i) . ✷
For a natural number n, we denote by (G∗)n the product of n copies of n. By Lemma
4.1, (G∗)n is an ideal in βG.. Clearly, (G∗)n+1 ⊆ (G∗)n. and (G∗)n ⊆ IG,n .
By analogy with Theorem 4.2, we can prove
Theorem 4.3. For every group G and n ∈ ω, we have
(i) (G∗)n+1 ⊂ (G∗)n;
(ii) Sc∧G ⊂ (G
∗)n.
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