Connection coefficients and monodromy representations for a class of
  Okubo systems of ordinary differential equations, II by Konnai, Shotaro
ar
X
iv
:1
61
1.
07
20
0v
1 
 [m
ath
.C
A]
  2
2 N
ov
 20
16
Connection coefficients and monodromy representations for a class
of Okubo systems of ordinary differential equations, II
Shotaro KONNAI
Department of Mathematics, Kobe University
Abstract
Explicit connection coefficients and monodromy representations are constructed for the
canonical solution matrices of Okubo systems II∗,III∗,IV and IV∗ of ordinary differential equa-
tions in Yokoyama’s list.
1 Introduction
In this paper we construct explicit connection coefficients and monodromy representations for the
canonical solution matrices of Okubo systems II∗,III∗,IV and IV∗ of ordinary differential equations
in Yokoyama’s list. This work is a continuation of our previous work [5].
Recall that Yokoyama [13] classified the types of irreducible rigid Okubo systems under the
condition that the nontrivial local exponents are mutually distinct at each finite singular point;
this class consists of eight types I, II, III, IV and I∗, II∗, III∗, IV∗, which is usually referred to as
Yokoyama’s list. For each type in Yokoyama’s list, Haraoka constructed a canonical form of the
Okubo system [1], as well as the corresponding monodromy representation, up to the conjugation
by diagonal matrices [2].
In [5], we determined explicit monodromy representations for the canonical solution matrices
of types I, I∗, II and III, including the diagonal matrix factors which had not been fixed in [2].
The argument of [5] is based on the fact that all the Okubo systems in Yokoyama’s list can be
constructed by finite iterations of the Katz operations of type
add(0,...,ρ,...,0) ◦mc−ρ−c ◦ add(0,...,c,...,0)(A) (c, ρ ∈ C) (1.1)
for Okubo systems. A characteristic feature of this operation is that for each Okubo system, the
resulting system is also an Okubo system, and its explicit form is computed recursively. The
canonical solution matrix of the resulting Okubo system can also be constructed recursively by the
corresponding operation on solution matrices. By these operations, we specified in [5] the connection
coefficients, as well as the monodromy representations, for the canonical solution matrices of I, I∗,
II, III in Yokoyama’s list.
The purpose of this paper is to give explicit connection coefficients and monodromy represen-
tations for the canonical solution matrices of remaining types II∗, III∗, IV and IV∗. To derive
connection coefficients of these types, we need to carefully investigate symmetry of the systems
with respect to the characteristic exponents, in contrast to the cases discussed in [5] (for the detail,
see Section 4).
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2 Review of the method of Katz operations
We consider the Okubo system
(xIn − T )
d
dx
Y = AY, T = diag(t1In1 , . . . , trInr) (2.1)
on D = C\{t1, . . . , tr} associated with an n × n block matrix A = (Aij)
r
i,j=1 ∈ Mat(n;C) of type
(n1, . . . , nr), n = n1 + · · · + nr, where Aij ∈ Mat(ni, nj;C) (i, j = 1, . . . , r). This system can be
rewritten as the Schlesinger system
d
dx
Y =
r∑
k=1
Ak
x− tk
Y, Ak = (δikAkj)
r
i,j=1 (k = 1 . . . , r). (2.2)
We denoting by αk1, . . . , αknk the eigenvalues of the diagonal block Akk (k = 1, . . . , r) and by
ρ1, . . . , ρn the eigenvalues of A = A1+ · · ·+Ar; these eigenvalues are subject to the Fuchs relation
r∑
k=1
knk∑
j=k1
αj =
n∑
j=1
ρj. (2.3)
We assume hereafter that
αki − αkj /∈ Z\{0} (1 ≤ i < j ≤ nk), αkj /∈ Z (1 ≤ j ≤ nk) (2.4)
for k = 1, . . . , r.
In what follows, we identify (2.2) with the r-tuple of matrices A = (A1, . . . , Ar). As for the
Katz operations (adda and mcµ), we follow the notations of our previous paper [5].
We first recall from [5] the method of construction for Okubo systems by Katz operations.
Theorem 2.1. [5, Section 4] Let ρ, c ∈ C be two complex parameters and choose an index k
(k = 1, . . . , r). Assume that the Okubo system (2.1) satisfies the conditions Ker(Akk + c) = 0 and
Ker(Akk − ρ) = 0. Then the Katz operation
add(0,...,ρ,...,0) ◦mc−ρ−c ◦ add(0,...,c,...,0)(A) (c, ρ ∈ C) (2.5)
transforms the Okubo system (2.1) into the Okubo system
(x− T˜ )
d
dx
W = AmcW, T˜ = diag(t1In1 , . . . , tkIn˜k , . . . , trInr), (2.6)
of type (n1, . . . , nk−1, n˜k, nk+1, . . . , nr), n˜k = n− dimKer(A− ρ), where
Amc =

A1k(Akk + c)(Akk − ρ)
−1 (ρ+ c)ξ1
Aij − (ρ+ c)δij
...
... Aij
Ak−1,k(Akk + c)(Akk − ρ)
−1 (ρ+ c)ξk−1
Ak1 . . . Ak,k−1 Akk 0 Ak,k+1 . . . Akr
η1 . . . ηk−1 0 ρ ηk+1 . . . ηr
Ak+1,k(Akk + c)(Akk − ρ)
−1 (ρ+ c)ξk+1
Aij
...
... Aij − (ρ+ c)δij
Ark(Akk + c)(Akk − ρ)
−1 (ρ+ c)ξr

,
(2.7)
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and ξi ∈ Mat(ni, n˜k) and ηj ∈ Mat(n˜k, nj) are matrices characterized by the conditions
ξiηj = Aij −Aik(Akk − ρ)
−1Akj (i, j = 1, . . . , r; i, j 6= k). (2.8)
Under the condition (2.4), for each j = 1, . . . , r, the Okubo system (2.1) has a unique n × nj
solution matrix Ψj(x) characterized by the local behavior
Ψj(x) = Fj(x)(x− tj)
Ajj , Fj(x) ∈ Mat(n, nj;Otj ), Fj(tj) = (0, Inj , 0)
t, (2.9)
around x = tj. Collecting these solution matrices, we consider the n × n solution matrix Ψ(x) =
(Ψ1(x), . . . ,Ψr(x)). It is known that this Ψ(x) is a fundamental solution matrix, which we call the
canonical solution matrix of (2.1) (for the detail, see [5, Section 1.1]).
We remark that for each pair (i, j) (i, j = 1, . . . , r), the solution matrix Ψj(x) is expressed
uniquely in the form
Ψj(x) = Ψi(x)Cij +Hij(x) (2.10)
around x = ti, where Cij is an ni × nj constant matrix and Hij(x) is an n × nj solution matrix
holomorphic around x = ti. These matrices Cij are called the connection coefficients for the
canonical solution matrix Ψ(x).
Fixing a base point p0 on D, we denote by γi (i = 1, . . . , r) and γ∞ the homotopy classes in
pi1(D, p0) of continuous paths encircling x = ti and x =∞ in the positive direction, respectively; we
choose these paths so that γ∞γ1 · · · γr = 1 in pi1(D, p0) ([5, Figure 1]). The analytic continuation
of Ψ(x) by γi (i = 1, . . . , r) defines an r-tuple of matrices M = (M1, . . . ,Mr) ∈ GL(n;C)
r as
γi ·Ψ(x) = Ψ(x)Mi (i = 1, . . . , r). (2.11)
These monodromy matrices are expressed as follows in terms of the connection coefficients ([5,
Section 1.2]):
Mi =

1
. . .
(e(Aii)− 1)Ci1 . . . e(Aii) . . . (e(Aii)− 1)Cir
. . .
1
 (i = 1, . . . , r), (2.12)
where e(µ) = e2piiµ.
In view of Theorem 2.5, we consider the Okubo system (2.6) obtained from (2.1) by the Katz
operation (2.5). Let Ψmc(x) = (Ψmc1 (x), . . . ,Ψ
mc
k (x), . . . ,Ψ
mc
r (x)) be the canonical solution matrix
of (2.6), for which the k-th component is further decomposed as Ψmck (x) = (Ψ
mc
k1 (x),Ψ
mc
k2 (x)). The
components of Ψmc(x) are characterized by the conditions
Ψmcj (x) = F
mc
j (x)(x− tj)
Ajj−ρ+c, Fmcj (tj) = (0, Inj , 0)
t, (j = 1, . . . , r; j 6= k), (2.13)
around x = tj, and
Ψmck1 (x) = F
mc
k1 (x)(x− tk)
Akk , Fmck1 (tk) = (0, Ink , 0)
t,
Ψmck2 (x) = F
mc
k2 (x)(x− tk)
ρ, Fmck2 (tk) = (0, In˜k−nk , 0)
t.
(2.14)
around x = tk.
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For each pair (i, j) (i, j = 1, . . . , r), the connection matrix Cmcij for Ψ
mc(x) is specified by the
condition
Ψmcj (x) = Ψ
mc
i (x)C
mc
ij +H
mc
ij (x) (2.15)
around x = ti. For each i = 1, . . . , r, the monodromy matrix M
mc
i ∈ Mat(n˜;C) for Ψ
mc(x) with
respect to γi is given by
Mmci =

1
. . .
(e(Aii − ρ− c)− 1)C
mc
i1 · · · e(Aii − ρ− c) · · · (e(Aii − ρ− c)− 1)C
mc
ir
. . .
1
 (i 6= k)
(2.16)
where Cmcik = (C
mc
i(k1), C
mc
i(k2)), and
Mmck =

1
. . .
(e(Akk)− 1)C
mc
(k1)1 · · · e(Akk) 0 · · · (e(Akk)− 1)C
mc
(k1)r
(e(ρ) − 1)Cmc(k2)1 · · · 0 e(ρ) · · · (e(ρ)− 1)C
mc
(k2)r
. . .
1

. (2.17)
where Cmckj = (C
mc
(k1)j , C
mc
(k2)j)
t.
Theorem 2.2. [5, Theorem 4.4] The connection coefficients Cmcij and C
mc
i(k1), C
mc
(k1)j (i, j 6= k) for
the canonical solution matrix Ψmc(x) are determined from the connection coefficients Cij for Ψ(x)
by the following recurrence formulas :
Cmcij =

(
ti − tk
tj − tk
)ρ+c e(−12 (ρ+ c))Γ(ρ + c−Aii)
Γ(−Aii)
Cij
Γ(Ajj − ρ− c+ 1)
Γ(Ajj + 1)
(j < i; i, j 6= k)(
ti − tk
tj − tk
)ρ+c e(12 (ρ+ c))Γ(ρ+ c−Aii)
Γ(−Aii)
Cij
Γ(Ajj − ρ− c+ 1)
Γ(Ajj + 1)
(i < j; i, j 6= k),
(2.18)
where δ(i < j) = 1 if i < j and δ(i < j) = 0 otherwise. Similarly,
Cmci(k1) =

(ti − tk)
ρ+ce(12 (ρ+ c))
Γ(ρ+ c−Aii)
Γ(−Aii)
Cik
Γ(Akk − ρ)
Γ(Akk + c)
(i < k)
(ti − tk)
ρ+ce(−12 (ρ+ c))
Γ(ρ+ c−Aii)
Γ(−Aii)
Cik
Γ(Akk − ρ)
Γ(Akk + c)
(k < i)
, (2.19)
Cmc(k1)j =

−e(−12 (ρ+ c))(tj − tk)
−ρ−cΓ(1 + ρ−Akk)
Γ(1−Akk − c)
Ckj
Γ(Ajj − ρ− c+ 1)
Γ(Ajj + 1)
(j < k)
−e(12(ρ+ c))(tj − tk)
−ρ−cΓ(1 + ρ−Akk)
Γ(1−Akk − c)
Ckj
Γ(Ajj − ρ− c+ 1)
Γ(Ajj + 1)
(k < j).
(2.20)
4
We remark that the connection coefficients Ci(k2) and C(k2)j are not specified in this theorem.
In the cases of the Okubo systems in Yokoyama’s list, however, those coefficients can be determined
by the symmetry of the characteristic exponents (Section 4).
3 Canonical forms of Okubo system of types II∗,III∗,IV,IV∗
Yokoyama’s list is a class of rigid irreducible Okubo systems such that each diagonal block Aii ∈
Mat(ni;C) (i = 1, . . . , r) of A has ni mutually distinct eigenvalues and that the matrix A ∈
Mat(n;C) is diagonalizable. In this class we can assume that the diagonal blocks Aii (i = 1, . . . , r)
are diagonal matrices with mutually distinct entries. We assume that A is diagonalized as
A ∼ diag(ρ1Im1 , . . . , ρqImq ) (m1 ≥ · · · ≥ mq) (3.1)
with mutually distinct ρ1, . . . , ρq ∈ C. Then the Okubo systems in Yokoyama’s list are characterized
by the following eight pairs (n1, . . . , nr), (m1, . . . ,mq) of partitions of n respectively.
(I)n :
{
(n1, n2) = (n− 1, 1)
(m1, . . . ,mn) = (1, . . . , 1)
(I∗)n :
{
(n1, . . . , nn) = (1, . . . , 1)
(m1,m2) = (n− 1, 1)
(II)2n :
{
(n1, n2) = (n, n)
(m1,m2,m3) = (n, n− 1, 1)
(II∗)2n :
{
(n1, n2, n3) = (n, n− 1, 1)
(m1,m2) = (n, n)
(III)2n+1 :
{
(n1, n2) = (n+ 1, n)
(m1,m2,m3) = (n, n, 1)
(III∗)2n+1 :
{
(n1, n2, n3) = (n, n, 1)
(m1,m2) = (n+ 1, n)
(IV)6 :
{
(n1, n2) = (4, 2)
(m1,m2,m3) = (2, 2, 2)
(IV∗)6 :
{
(n1, n2, n3) = (2, 2, 2)
(m1,m2) = (4, 2)
(3.2)
In what follows, we use the symbols (II∗)2n, (III
∗)2n+1,(IV)6, and (IV
∗)6 to refer to the corre-
sponding tuples A. As for the nontrivial eigenvalues of A11, A22, A33 and A, we use the notations
αi = α
(l)
i , βi = β
(l)
i , γi = γ
(l)
i and ρi = ρ
(l)
i , where l denotes the rank l of the Okubo system. In
the following theorems, we give canonical forms of the Okubo systems of Yokoyama’s list which we
will use throughout this paper.
Theorem 3.1. The systems (II∗)2n and (III
∗)2n+1 are expressed in the form
(x− T )
d
dx
Y =
 α A12 A13A21 β A23
A31 A32 γ
Y, (3.3)
where the matrices Akl are given as follows.
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(II∗)2n
(A12)ij =
∏n
k 6=i(βj + αk − ρ1 − ρ2)∏n−1
k 6=j (βj − βk)
(i = 1, . . . , n; j = 1, . . . , n− 1),
(A13)i = 1 (i = 1, . . . , n),
(A23)i = 1 (i = 1, . . . , n− 1),
(A21)ij = (αj − ρ1)(αj − ρ2)
∏n−1
k 6=i (αj + βk − ρ1 − ρ2)∏n
k 6=j(αj − αk)
(i = 1, . . . , n− 1, j = 1, . . . , n),
(A31)j = −(αj − ρ1)(αj − ρ2)
∏n−1
k=1(αj + βk − ρ1 − ρ2)∏n
k 6=j(αj − αk)
(j = 1, . . . , n),
(A32)j = −
∏n
k=1(βj + αk − ρ1 − ρ2)∏n−1
k 6=j (βj − βk)
(j = 1; . . . , n− 1),
(3.4)
(III∗)2n+1
(A12)ij = (βj − ρ1)
∏n
k 6=i(βj + αk − ρ1 − ρ2)∏n
k 6=j(βj − βk)
(i, j = 1, . . . , n),
(A13)i = 1 (i = 1, . . . , n),
(A23)i = 1 (i = 1, . . . , n),
(A21)ij = (αj − ρ1)
∏n
k 6=i(αj + βk − ρ1 − ρ2)∏n
k 6=j(αj − αk)
(i, j = 1, . . . , n),
(A31)j = −(αj − ρ1)
∏n
k=1(αj + βk − ρ1 − ρ2)∏n
k 6=j(αj − αk)
(j = 1, . . . , n),
(A32)j = −(βj − ρ1)
∏n
k=1(βj + αk − ρ1 − ρ2)∏n
k 6=j(βj − βk)
(j = 1, . . . , n).
(3.5)
The symbol
∏m
k 6=i stands for the product over k such that 1 ≤ k ≤ m and k 6= i.
Theorem 3.2. The system (IV)6 is expressed in the form
(x− T )
d
dx
Y =
(
α A12
A21 β
)
Y (3.6)
where the matrices Akl are given as follows.
(A12)ij =
∏3
k 6=i(αk + α4 + βj − ρ1 − ρ2 − ρ3)∏2
k 6=j(βj − βk)
(i = 1, 2, 3; j = 1, 2),
(A12)4j =
1∏2
k 6=j(βj − βk)
(j = 1, 2),
(A21)ij =
3∏
k=1
(αj − ρk)
∏2
k 6=i(αj + α4 + βk − ρ1 − ρ2 − ρ3)∏4
k 6=j(αj − αk)
(i = 1, 2; j = 1, 2, 3),
(A21)i4 =
3∏
k=1
(αj − ρk)
∏3
k=1
∏2
l 6=i(αk + α4 + βl − ρ1 − ρ2 − ρ3)∏4
k 6=j(αj − αk)
(i = 1, 2).
(3.7)
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Theorem 3.3. The system (IV∗)6 is expressed in the form
(x− T )
d
dx
Y =

α1 0 h212 h222 1 h212h222
0 α2 h112 h122 1 h112h122
h122 h222 β1 0 1 −h122h222
h112 h212 0 β2 1 −h112h212
−h112h122 −h212h222 −h112h212 −h122h222 γ1 0
−1 −1 1 1 0 γ2
DY, (3.8)
where the notations
hijk = αi + βj + γk − 2ρ1 − ρ2, (3.9)
and D = diag(a1, a2, b1, b2, c1, c2) denotes the diagonal matrix defined by
aj =
αj − ρ1∏2
k 6=j(αj − αk)
, bj =
βj − ρ1∏2
k 6=j(bj − bk)
, cj =
γj − ρ1∏2
k 6=j(γj − γk)
(j = 1, 2). (3.10)
Proof of Theorems 3.1, 3.2 and 3.3. Case II∗,III∗: Firstly, the system (III∗)3 is obtained by mcµ1
from the differential equation
dy
dx
=
(
α
(1)
1
x− t1
+
β
(1)
1
x− t2
+
γ
(1)
1
x− t3
)
y. (3.11)
The resulting system is given by
(x− T )
d
dx
Y =
 α1 β1 − ρ1 ρ1 + ρ2 − α1 − β1α1 − ρ1 β1 ρ1 + ρ2 − α1 − β1
α1 − ρ1 β1 − ρ1 γ
Y (3.12)
with characteristic exponents specified by{
α1 = α
(1)
1 + µ1, β1 = β
(1)
1 + µ1, γ = γ
(1)
1 + µ1,
ρ1 = µ1, ρ2 = α
(1)
1 + β
(1)
1 + γ
(1)
1 + µ1.
(3.13)
It can be transformed into the canonical form
(III∗)3 =
 α1 β1 − ρ1 1α1 − ρ1 β1 1
α1−ρ1
ρ1+ρ2−α1−β1
β1−ρ1
ρ1+ρ2−α1−β1
γ
 (3.14)
by conjugation with the diagonal matrix
diag(1, 1, ρ1 + ρ2 − α1 − β1). (3.15)
Starting from the (III∗)3, the Okubo systems (II
∗)2n and (III
∗)2n+1 can be constructed induc-
tively by the following Katz operations:
(II∗)2n = add(ρ2,0,0) ◦mc−an−1−ρ2 ◦ add(an−1,0,0)(III
∗)2n−1,
(III∗)2n+1 = add(0,ρ2,0) ◦mc−bn−ρ2 ◦ add(0,bn,0)(II
∗)2n.
(3.16)
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Therefore, by Theorem 2.1 we obtain canonical forms of the Okubo system types (II∗)2n and
(III∗)2n+1 inductively. We remark that the construction of the system is equivalent to the compu-
tation of ξ and η of Theorem 2.1.
Assume that the system (III∗)2n−1 is given as in our canonical form of Theorem 3.1. By Theorem
2.1, the Katz operation (3.16) for (III∗)2n−1 gives rise to the Okubo system (x− T )
d
dx
W = AmcW
where
Amc =

α 0 A12 A13
0 ρ2 η2 η3
A21(α+ an−1)(α − ρ2)
−1 (ρ2 + an−1)ξ2 β − an−1 − ρ2 A23
A31(α+ an−1)(α − ρ2)
−1 (ρ2 + an−1)ξ3 A32 γ − an−1 − ρ2
 . (3.17)
Renaming the characteristic exponents of (3.17) as
α
(2n)
i = αi (1 ≤ i ≤ n− 1), α
(2n)
n = ρ2,
β
(2n)
i = βi − ρ2 − an−1 (1 ≤ i ≤ n),
γ(2n) = γ − an−1 − ρ2, ρ
(2n)
1 = −an−1, ρ
(2n)
2 = ρ1,
(3.18)
we see that Amc is in the canonical form of type (II∗)2n except for the vectors ξk, ηl to be determined
by the formula
ξkηl = Akl −Ak1(A11 − ρ2)A1l. (3.19)
The values of (ξk)i(ηl)j are computed as follows by partial fractional expansions:
(ξ2)i(η2)j = (βi − ρ2)δij −
n−1∑
p=1
αp − ρ1
αp − ρ2
∏n−1
k 6=i (αp + βk − ρ1 − ρ2)∏n−1
k 6=p(αp − αk)
(βj − ρ1)
∏n−1
k 6=p(βj + αk − ρ1 − ρ2)∏n−1
k 6=j (βj − βk)
= (βi − ρ2)δij −
(βj − ρ1)∏n−1
k 6=j (βj − βk)
n−1∑
p=1
αp − ρ1
αp − ρ2
∏n−1
k 6=i (αp + βk − ρ1 − ρ2)∏n−1
k 6=p(αp − αk)
n−1∏
k 6=p
(βj + αk − ρ1 − ρ2)
= (βi − ρ2)δij −
(βj − ρ1)
∏n−1
k=1(βj + αk − ρ1 − ρ2)∏n−1
k 6=j (βj − βk)
n−1∑
p=1
αp − ρ1
αp − ρ2
∏n−1
k 6=i,j(αp + βk − ρ1 − ρ2)∏n−1
k 6=p(αp − αk)
= (βi − ρ2)δij −
(βj − ρ1)
∏n−1
k=1(βj + αk − ρ1 − ρ2)∏n−1
k 6=j (βj − βk)
n−1∑
p=1
∏n
k 6=i,j(α
′
p + β
′
k − ρ
′
1 − ρ
′
2)∏n
k 6=p(α
′
p − α
′
k)
=
(βj − ρ1)
∏n−1
k=1(βj + αk − ρ1 − ρ2)∏n−1
k 6=j (βj − βk)
∏n
k 6=i,j(α
′
n + β
′
k − ρ
′
1 − ρ
′
2)∏n
k 6=n(α
′
n − α
′
k)
= (ρ2 − ρ1)
(βj − ρ1)
∏n−1
k=1(βj + αk − ρ1 − ρ2)∏n−1
k 6=j (βj − βk)
∏n−1
k 6=i,j(βk − ρ1)∏n
k 6=n(ρ2 − αk)
(3.20)
where αi = α
′
i, βi = β
′
i + α
′
n − β
′
n, ρ1 = ρ
′
1 + ρ
′
2 − β
′
n, ρ2 = α
′
n, and
ξ3η3 = γ − ρ2 −
n−1∑
p=1
αp − ρ1
αp − ρ2
∏n−1
k=1(αp + βk − ρ1 − ρ2)∏n−1
k 6=p(αp − αk)
=
∏n−1
k=1(βk − ρ1)∏n−1
k=1(ρ2 − αk)
. (3.21)
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Therefore we can choose (ξ2)i, (η2)j , ξ3, η3 as
(ξ2)i = (ρ2 − ρ1)
∏n−1
k 6=i (βk − ρ1)∏n−1
k=1(ρ2 − αk)
, (η2)j =
∏n−1
k=1(βj + αk − ρ1 − ρ2)∏n−1
k 6=j (βj − βk)
,
ξ3 =
∏n−1
k=1(βk − ρ1)∏n−1
k=1(ρ2 − αk)
, η3 = 1,
(3.22)
so that Amc gives rise to the canonical form of type (II∗)2n. Similarly, applying the Katz operation
to the canonical form of (II∗)2n, we obtain the canonical form of type (III
∗)2n+1.
Case IV: The Okubo system of type (IV)6 is constructed by
(IV)6 = add(ρ3,0) ◦mc−c−ρ3 ◦ add(c,0)(III)5. (3.23)
One can directly verify that the the canonical form of type (IV)6 is obtained from the canonical
form of type (III)5 in [5] by choosing ξ and η appropriately.
Case IV∗: The Okubo system of type (IV∗)6 is constructed by
(IV∗)6 = add(0,0,ρ1) ◦mc−c−ρ1 ◦ add(0,0,c)(III
∗)5. (3.24)
One can directly verify that the the canonical form of type (IV∗)6 is obtained from the canonical
form of type (III∗)5 of Theorem 3.1 by choosing ξ and η appropriately.
4 Construction of connection coefficients of Okubo system
4.1 Main results
In this section we present explicit formulas for the connection matrices Ckl of types II
∗,III∗,IV,IV∗
corresponding to the canonical forms of Theorems 3.1, 3.2, 3.3.
Theorem 4.1. For the Okubo systems (3.4) and (3.5) of types (II∗)2n and (III
∗)2n+1, the connection
coefficients of the canonical solution matrices are expressed as follows:
(II∗)2n
(C
(2n)
12 )ij = (−1)
n−1e(12 (ρ1 + ρ2 − αi − βj − γ)
(t1 − t2)
ρ1+ρ2−αi−γ
(t2 − t1)ρ1+ρ2−βj−γ
(
t1 − t3
t2 − t3
)ρ1+ρ2−αi−βj
Γ(−αi)Γ(βj + 1)
Γ(1 + ρ1 − αi)Γ(1 + ρ2 − αi)
∏n−1
k 6=j Γ(βj − βk)∏n
k 6=i Γ(βj + αk − ρ1 − ρ2)
∏n
k 6=i Γ(1 + αk − αi)∏n−1
k 6=j Γ(1 + ρ1 + ρ2 − αi − βk)
(4.1)
(C
(2n)
13 )i = (−1)
ne(12 (ρ1 + ρ2 − αi − β1 − γ)
(t1 − t3)
ρ1+ρ2−αi−β1
(t3 − t1)ρ1+ρ2−β1−γ
(
t1 − t2
t3 − t2
)ρ1+ρ2−αi−γ
(ρ1 + ρ2 − αi − β1)
−1 Γ(γ + 1)Γ(−αi)
Γ(1 + ρ1 − αi)Γ(1 + ρ2 − αi)
∏n
k 6=i Γ(1 + αk − αi)∏n−1
k=1 Γ(1 + ρ1 + ρ2 − αi − βk)
(4.2)
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(C
(2n)
23 )i = (−1)
ne(12 (ρ1 + ρ2 − α1 − βi − γ))
(t2 − t3)
ρ1+ρ2−α1−βi
(t3 − t2)ρ1+ρ2−α1−γ
(
t2 − t1
t3 − t1
)ρ1+ρ2−βi−γ
(ρ1 + ρ2 − α1 − βi)
−1Γ(γ + 1)Γ(−βi)
∏n−1
k 6=i Γ(1 + βk − βi)∏n
k=1 Γ(1 + ρ1 + ρ2 − αk − βi)
(4.3)
(C
(2n)
21 )ij = (−1)
ne(−12 (αj + βi + γ − ρ1 − ρ2)
(t2 − t1)
ρ1+ρ2−βi−γ
(t1 − t2)ρ1+ρ2−αj−γ
(
t2 − t3
t1 − t3
)ρ1+ρ2−αi−βj
Γ(αj + 1)Γ(−βi)
Γ(1 + ρ1 − βj)Γ(1 + ρ2 − βj)
∏n−1
k 6=i Γ(βk − βi + 1)∏n
k 6=j Γ(1 + ρ1 + ρ2 − βi − αk)
∏n
k 6=j Γ(αj − αk))∏n−1
k 6=i Γ(αj + βk − ρ1 − ρ2)
(4.4)
(C
(2n)
31 )j = (−1)
ne(12 (ρ1 + ρ2 − αj − β1 − γ)
(t3 − t1)
ρ1+ρ2−αj−β1
(t1 − t3)ρ1+ρ2−β1−γ
(
t3 − t2
t1 − t2
)ρ1+ρ2−αj−γ
(ρ1 + ρ2 − αi − β1)
Γ(−γ)Γ(αj + 1)
Γ(αj − ρ1)Γ(αj − ρ2)
∏n
k 6=j Γ(αj − αk)∏n−1
k=1 Γ(αj + βk − ρ1 − ρ2)
(4.5)
(C
(2n)
32 )j = (−1)
ne(12 (ρ1 + ρ2 − α1 − βj − γ))
(t3 − t2)
ρ1+ρ2−α1−γ
(t2 − t3)ρ1+ρ2−α1−βj
(
t3 − t1
t2 − t1
)ρ1+ρ2−βj−γ
(ρ1 + ρ2 − α1 − βj)Γ(−γ)Γ(βj + 1)
∏n−1
k 6=j Γ(βj − βk)∏n
k=1 Γ(αk + βj − ρ1 − ρ2)
(4.6)
(III∗)2n+1
(C
(2n+1)
12 )ij = (−1)
ne(12 (ρ1 + ρ2 − αi − βj − γ)
(t1 − t2)
ρ1+ρ2−αi−γ
(t2 − t1)ρ1+ρ2−βj−γ
(
t1 − t3
t2 − t3
)ρ1+ρ2−αi−βj
Γ(−αi)Γ(βj + 1)
Γ(1 + ρ1 − αi)Γ(βj − ρ1)
∏n
k 6=j Γ(βj − βk)∏n
k 6=i Γ(βj + αk − ρ1 − ρ2)
∏n
k 6=i Γ(1 + αk − αi)∏n
k 6=j Γ(1 + ρ1 + ρ2 − αi − βk)
(4.7)
(C
(2n+1)
13 )i = (−1)
ne(12 (ρ1 + ρ2 − αi − β1 − γ)
(t1 − t3)
ρ1+ρ2−αi−β1
(t3 − t1)ρ1+ρ2−β1−γ
(
t1 − t2
t3 − t2
)ρ1+ρ2−αi−γ
Γ(γ + 1)Γ(−αi)
Γ(1 + ρ1 − αi)
∏n
k 6=i Γ(1 + αk − αi)∏n
k=1 Γ(1 + ρ1 + ρ2 − αi − βk)
(4.8)
(C
(2n+1)
23 )i = (−1)
ne(12 (ρ1 + ρ2 − α1 − βi − γ))
(t2 − t3)
ρ1+ρ2−α1−βi
(t3 − t2)ρ1+ρ2−α1−γ
(
t2 − t1
t3 − t1
)ρ1+ρ2−βi−γ
Γ(γ + 1)Γ(−βi)
Γ(1 + ρ1 − βi)
∏n
k 6=i Γ(1 + βk − βi)∏n
k=1 Γ(1 + ρ1 + ρ2 − αk − βi)
(4.9)
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(C
(2n+1)
21 )ij = (−1)
ne(−12 (ρ1 + ρ2 − αj − βi − γ)
(t2 − t1)
βi+γ−ρ1−ρ2
(t1 − t3)ρ1+ρ2−αi−βj
(
t2 − t3
t1 − t2
)ρ1+ρ2−αj−γ
Γ(αj + 1)Γ(−βi)
Γ(αj − ρ1)Γ(1 + ρ1 − βi)
∏n
k 6=i Γ(1 + βk − βj)∏n
k 6=j Γ(1 + ρ1 + ρ2 − βi − αk)
∏n
k 6=j Γ(αj − αk)∏n
k 6=i Γ(αj + βk − ρ1 − ρ2)
(4.10)
(C
(2n+1)
31 )j = (−1)
ne(12 (ρ1 + ρ2 − αj − β1 − γ)
(t3 − t1)
ρ1+ρ2−αj−β1
(t1 − t3)ρ1+ρ2−β1−γ
(
t3 − t2
t1 − t2
)ρ1+ρ2−αj−γ
Γ(−γ)Γ(αj + 1)
Γ(αj − ρ1)
∏n
k 6=j Γ(αj − αk)∏n
k=1 Γ(αj + βk − ρ1 − ρ2)
(4.11)
(C
(2n+1)
32 )j = (−1)
ne(12 (ρ1 + ρ2 − α1 − βi − γ))
(t3 − t2)
ρ1+ρ2−α1−γ
(t2 − t3)ρ1+ρ2−α1−βi
(
t3 − t1
t2 − t1
)ρ1+ρ2−βi−γ
Γ(−γ)Γ(βj + 1)
Γ(βj − ρ1)
∏n
k 6=j Γ(βj − βk)∏n
k=1 Γ(αk + βj − ρ1 − ρ2)
(4.12)
Theorem 4.2. For the Okubo systems (3.7) of type (IV)6, the connection coefficients of the canon-
ical solution matrix are expressed as follows.
(C12)ij = e(
1
2 (−αi − βj))
(t2 − t1)
ρ3−αi
(t1 − t2)ρ3−βj
Γ(−αi)Γ(βj + 1)∏3
k=1 Γ(1 + ρk − αi)∏2
k 6=j Γ(βj − βk)
∏4
k 6=i,4 Γ(1 + αk − αi)∏3
k 6=i Γ(βj + αk + α4 − ρ1 − ρ2 − ρ3)
∏2
k 6=j Γ(1 + ρ1 + ρ2 + ρ3 − αi − α4 − βk)
(i = 1, 2, 3; j = 1, 2).
(4.13)
(C12)4j =
e(12 (−α4 − βj))∏2
k 6=j
∏3
k 6=1(α1 + αk + βj − ρ1 − ρ2 − ρ3)
(t2 − t1)
ρ3−α4
(t1 − t2)ρ3−βj
Γ(−α4)Γ(βj + 1)∏3
k=1 Γ(1 + ρk − α4)∏2
k 6=j Γ(βj − βk)
∏4
k 6=4 Γ(1 + αk − αi)∏4
k 6=1,4 Γ(βj + αk + α1 − ρ1 − ρ2 − ρ3)
∏2
k 6=j Γ(1 + ρ1 + ρ2 + ρ3 − α1 − α4 − βk)
(j = 1, 2).
(4.14)
(C21)ij = −e(
1
2 (αj + α4 + βi − 2ρ3))
(t2 − t1)
α4−βi
(t1 − t2)α4−αj
Γ(−βi)Γ(αj + 1)
Γ(αj − ρ1)Γ(αj − ρ2)Γ(αj − ρ3)∏4
k 6=j Γ(αj − αk)
∏2
k 6=i Γ(1 + βk − βi)∏2
k 6=i Γ(αj + α4 + βk − ρ1 − ρ2 − ρ3)
∏4
k 6=j,4 Γ(1 + ρ1 + ρ2 + ρ3 − αk − βi − α4)
(i = 1, 2; j = 1, 2, 3).
(4.15)
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(C21)i4 =
3∏
k 6=1
(α1 + αk + βj − ρ1 − ρ2 − ρ3)e(
1
2 (α1 + α4 + βi − 2ρ3))
(t2 − t1)
α4−βi
(t1 − t2)α4−αj
Γ(−βi)Γ(α4 + 1)
Γ(α4 − ρ1)Γ(α4 − ρ2)Γ(α4 − ρ3)∏4
k 6=j Γ(αj − αk)
∏2
k 6=i Γ(1 + βk − βi)∏2
k 6=i Γ(α1 + α4 + βk − ρ1 − ρ2 − ρ3)
∏4
k 6=1,4 Γ(1 + ρ1 + ρ2 + ρ3 − αk − βi − α1)
(i = 1, 2).
(4.16)
Theorem 4.3. For the Okubo systems (3.8) of types (IV∗)6, the connection coefficients of the
canonical solution matrices are expressed as follows.
(C12)ij = e(
1
2 (2ρ1 + ρ2 − αi − βj − γ1 − γ2))
(t1 − t2)
ρ1+ρ2−αi−γ1
(t2 − t1)ρ1+ρ2−βj−γ1
(
t1 − t3
t2 − t3
)ρ1+ρ2−αi−βj
Γ(−αi)Γ(βj + 1)
Γ(1 + ρ1 − αi)Γ(βj − ρ1)
∏2
k 6=j Γ(βj − βk)
∏2
k 6=i Γ(1 + αk − αi)∏2
k 6=i Γ(αk + βj + γ2 − 2ρ1 − ρ2)
∏2
k 6=j Γ(1 + 2ρ1 + ρ2 − αi − βk − γ2)
(4.17)
(C13)ij = (
2∏
k 6=i
hk2j
2∏
k 6=j
hi2k)
δ2je(12 (2ρ1 + ρ2 − αi − β1 − γ1 − γ2)
(t1 − t3)
ρ1+ρ2−αi−β1
(t3 − t1)ρ1+ρ2−β1−γj
(
t1 − t2
t3 − t2
)ρ1+ρ2−αi−γj
Γ(γj + 1)Γ(−αi)
Γ(1 + ρ1 − αi)Γ(γj − ρ1)
∏2
k 6=j Γ(γj − γk)
∏2
k 6=i Γ(1 + αk − αi)∏2
k 6=i Γ(1 + αk + β2 + γj − 2ρ1 − ρ2)
∏2
k 6=j Γ(1 + 2ρ1 + ρ2 − αi − β2 − γk)
(4.18)
(C23)ij = (
2∏
k 6=i
h2kj
2∏
k 6=j
h2ik)
δ2je(12 (ρ1 + ρ2 − α1 − βi − γj))
(t2 − t3)
ρ1+ρ2−α1−βi
(t3 − t2)ρ1+ρ2−α1−γj
(
t2 − t1
t3 − t1
)ρ1+ρ2−βi−γj
Γ(γj + 1)Γ(−βi)
Γ(1 + ρ1 − βi)Γ(γj − ρ1)
∏2
k 6=j Γ(γj − γk)
∏2
k 6=i Γ(1 + βk − βi)∏2
k 6=i Γ(1 + α2 + βk + γj − 2ρ1 − ρ2)
∏2
k 6=j Γ(1 + 2ρ1 + ρ2 − α2 − βi − γk)
(4.19)
(C21)ij = e(
1
2 (2ρ1 + ρ2 − αi − βj − γ1 − γ2))
(t1 − t2)
ρ1+ρ2−αj−γ1
(t2 − t1)ρ1+ρ2−βi−γ1
(
t1 − t3
t2 − t3
)ρ1+ρ2−αi−βj
Γ(αj + 1)Γ(−βi)
Γ(1 + ρ1 − βi)Γ(αj − ρ1)
∏2
k 6=j Γ(αj − αk)
∏2
k 6=i Γ(1 + βk − βi)∏2
k 6=i Γ(αj + βk + γ2 − 2ρ1 − ρ2)
∏
k 6=j Γ(1 + 2ρ1 + ρ2 − αk − βi − γ2)
(4.20)
(C31)ij =
e(12 (2ρ1 + ρ2 − αj − β1 − γi − γ2))
(
∏2
k 6=i hj2k
∏2
k 6=j hk2i)
δi2
(t1 − t3)
ρ1+ρ2−αj−β1
(t3 − t1)β1+γi−ρ1−ρ2
(
t1 − t2
t3 − t2
)ρ1+ρ2−αj−γi
Γ(−γi)Γ(1 + αj)
Γ(1 + ρ1 − γi)Γ(αj − ρ1)
∏
k 6=j Γ(αj − αk)
∏
k 6=i Γ(1 + γi − γk)∏
k 6=i Γ(αj + β2 + γk − 2ρ1 − ρ2)
∏2
k 6=j Γ(2ρ1 + ρ2 − αk − β2 − γi)
(4.21)
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(C32)ij =
e(12 (2ρ1 + ρ2 − α1 − βj − γ1 − γ2))
(
∏2
k 6=i h2jk
∏2
k 6=i h2ki)
δi2
(t2 − t3)
ρ1+ρ2−α1−βj
(t3 − t2)α1+γi−ρ1−ρ2
(
t2 − t1
t3 − t1
)ρ1+ρ2−βj−γi
Γ(−γi)Γ(1 + βj)
Γ(1 + ρ1 − γi)Γ(βj − ρ1)
∏
k 6=j Γ(βj − βk)
∏
k 6=i Γ(1 + γi − γk)∏
k 6=i Γ(α2 + βj + γk − 2ρ1 − ρ2)
∏
k 6=j Γ(ρ1 + ρ2 − α2 − βk − γi)
(4.22)
4.2 Proof of the main theorems
Before the proof of Theorems 4.1, 4.2 and 4.3, we give a simple remark concerning the symmetry
of Okubo systems.
Lemma 4.4. Assume that the Okubo system (2.1) is obtained by conjugation from an Okubo system
(x− T )
d
dx
Y = BY (4.23)
as
A = Ad(D)B = DBD−1, D = diag(D1, . . . ,Dr), Di ∈ GL(ni,C) (i = 1, . . . , r). (4.24)
Let CAij and C
B
ij (1 ≤ i, j ≤ r) be the connection matrices for the canonical solution matrices of
(2.1) and (4.23), respectively. Then we have
CAij = DiC
B
ijD
−1
j (i, j = 1, . . . , r). (4.25)
In the context of the Okubo system in Yokoyama’s list, we apply this lemma to analyze how
the connection coefficients transform under the permutation of characteristic exponents.
Case II∗, III∗: Recall that the canonical form of the system (III∗)3 is constructed by the middle
convolution mcµ for the differential system
d
dx
Y =
(
α
x− t1
+
β
x− t2
+
γ
x− t3
)
Y, Y = (x− t1)
α(x− t2)
β(x− t3)
γ . (4.26)
Since the Okubo system of type (III∗)3 is equivalent to the Okubo system of type (I
∗)3 up to
conjugation, the connection coefficients in this case are directly computed as in [5]. The connection
coefficients (C
(3)
12 )11 and (C
(3)
13 )1 are in fact given as
(C
(3)
12 )11 =− e(
1
2 (ρ1 + ρ2 − α1 − β1 − γ))
(t1 − t2)
ρ1+ρ2−α1−γ
(t2 − t1)β1+γ−ρ1−ρ2(
t1 − t3
t2 − t3
)ρ1+ρ2−α1−β1 Γ(−α1)Γ(β1 + 1)
Γ(1 + ρ1 − α1)Γ(β1 − ρ1)
(4.27)
(C
(3)
13 )1 =− (γ − ρ1)
−1e(12 (ρ1 + ρ2 − α1 − β1 − γ))
(t1 − t3)
ρ1+ρ2−α1−β1
(t3 − t1)β1+γ−ρ1−ρ2(
t1 − t2
t3 − t2
)ρ1+ρ2−α1−γ Γ(−αi)Γ(γ + 1)
Γ(1 + ρ1 − α1)Γ(γ − ρ1)
(4.28)
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Using Theorem 2.2, the connection coefficients (C
(2n+1)
12 )11 and (C
(2n+1)
13 )1 of (III
∗)2n+1 are
computed as follows:
(C
(2n+1)
12 )11 = (−1)
n−1
n∏
k=2
e(12 (β
(2k+1)
k − ρ
(2k+1)
1 ))(t1 − t2)
β
(2k+1)
k
−ρ
(2k+1)
1 e(12 (α
(2k)
k − ρ
(2k)
1 ))(t2 − t1)
ρ
(2k)
1 −α
(2k)
k
n∏
k=2
Γ(−α
(2k+1)
1 )
Γ(−α
(2k)
1 )
Γ(β
(2k+1)
1 − β
(2k+1)
k )
Γ(β
(2k+1)
1 − ρ
(2k+1)
1 )
Γ(1 + α
(2k)
k − α
(2k)
1 )
Γ(1 + ρ
(2k)
1 − α
(2k)
1 )
Γ(β
(2k)
1 + 1)
Γ(β
(2k−1)
1 + 1)
(C
(3)
12 )11
= (−1)n−1e(12 (−ρ
(2n+1)
1 + β
(5)
2 ))e(
1
2 (−ρ
(2n)
1 + α
(4)
2 ))(t1 − t2)
−ρ
(2n+1)
1 +β
(5)
2 (t2 − t1)
ρ
(2n)
1 −α
(4)
2
Γ(−α
(2n+1)
1 )Γ(β
(2n)
1 + 1)
Γ(−α
(3)
1 )Γ(β
(3)
1 + 1)
n∏
k=2
Γ(β
(2k+1)
1 − β
(2k+1)
k )
Γ(β
(2k+1)
1 − ρ
(2k+1)
1 )
Γ(1 + α
(2k)
k − α
(2k)
1 )
Γ(1 + ρ
(2k)
1 − α
(2k)
1 )
(C
(3)
12 )11
= (−1)ne(12 (−ρ
(2n+1)
1 − ρ
(2n)
1 + β
(5)
2 + α
(4)
2 − ρ
(3)
1 ))
(t1 − t2)
−ρ
(2n+1)
1 +β
(3)
1
(t2 − t1)ρ
(2n)
1 −α
(4)
2 +ρ
(3)
1 −α
(3)
1(
t1 − t3
t2 − t3
)ρ(2n+1)1 +ρ(2n+1)2 −α(2n+1)1 −β(2n+1)1 Γ(−α(2n+1)1 )Γ(β(2n+1)1 + 1)
Γ(1 + ρ
(2n+1)
1 − α
(2n+1)
1 )Γ(β
(2n+1)
1 − ρ
(2n+1)
1 )
n∏
k=2
Γ(β
(2n+1)
1 − β
(2n+1)
k )
Γ(β
(2n+1)
1 + α
(2n+1)
k − ρ
(2n+1)
1 − ρ
(2n+1)
2 )
Γ(1 + α
(2n+1)
k − α
(2n+1)
1 )
Γ(1 + ρ
(2n+1)
1 + ρ
(2n+1)
2 − α
(2n+1)
1 − β
(2n+1)
k )
= (−1)ne(12 (ρ1 + ρ2 − α1 − β1 − γ)
(t1 − t2)
ρ1+ρ2−α1−γ
(t2 − t1)β1+γ−ρ1−ρ2
(
t1 − t3
t2 − t3
)ρ1+ρ2−α1−β1
Γ(−α1)Γ(β1 + 1)
Γ(1 + ρ1 − α1)Γ(β1 − ρ1)
n∏
k=2
Γ(β1 − βk)
Γ(β1 + αk − ρ1 − ρ2)
Γ(1 + αk − α1)
Γ(1 + ρ1 + ρ2 − α1 − βk)
(4.29)
(C
(2n+1)
13 )1 = (−1)
n−1
n∏
k=2
(
t1 − t2
t3 − t2
)β(2k+1)
k
−ρ
(2k+1)
1 e(12 (β
(2k+1)
k − ρ
(2k+1)
1 ))Γ(−α
(2k+1)
1 )
Γ(−α
(2k)
1 )
Γ(γ(2k+1) + 1)
Γ(γ(2k) + 1)
e(12 (α
(2k)
k − ρ
(2k)
1 ))(t3 − t1)
ρ
(2k)
1 −α
(2k)
k
Γ(1 + α
(2k)
k − α
(2k)
1 )
Γ(1 + ρ
(2k)
1 − α
(2k)
1 )
Γ(γ(2k) + 1)
Γ(γ(2k−1) + 1)
(C
(3)
13 )11
= (−1)n−1e(
1
2
(−ρ
(2n+1)
1 − ρ
(2n+1)
2 + β
(5)
2 + α
(2)
2 ))(t3 − t1)
ρ
(2n+1)
2 −α
(4)
2
(
t1 − t2
t3 − t2
)−ρ(2n+1)1 +β(5)2
Γ(γ(2n+1) + 1)
Γ(γ(3) + 1)
Γ(−α
(2n+1)
1 )
Γ(−α
(4)
1 )
n∏
k=2
Γ(1 + α
(2n+1)
k − α
(2n+1)
1 )
Γ(1 + ρ
(2n+1)
1 + ρ
(2n+1)
2 − α
(2n+1)
1 − β
(2n+1)
k )
(C
(3)
13 )11
= (−1)ne(12 (ρ1 + ρ2 − α1 − β1 − γ))(t1 − t3)
ρ1+ρ2−α1−β1(t3 − t1)
β1+γ−ρ1−ρ2(
t1 − t2
t3 − t2
)ρ1+ρ2−α1−γ Γ(γ + 1)Γ(−α1)
Γ(1 + ρ1 − α1)
∏n
k=2 Γ(1 + αk − α1)∏n
k=1 Γ(1 + ρ1 + ρ2 − α1 − βk)
(4.30)
The connection coefficients (C12)ij and (C13)i for other i, j are derived by Lemma 4.4. In the
following we denote by σαij (resp. σ
β
ij) the operation which exchanges the parameters αi and αj
(resp. βi and βj). Then the matrix A of the canonical form of type (III
∗)2n+1 satisfies
A = Ad(D)σα1iσ
β
1j(A), D = diag(S1i, S1j , 1) (4.31)
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where Sij is the permutation matrix corresponding the transposition (ij) of matrix indices. From
(4.31), applying Lemma 4.4 to B = σα1iσ
β
1j(A) we obtain
C12 = S1iσ
α
1iσ
β
1j(C12)S1j, C13 = S1iσ
α
1iσ
β
1j(C13). (4.32)
Therefore the connection coefficients (C12)ij and (C13)i are given by
(C12)ij = σ
α
1iσ
β
1j(C12)11, (C13)i = σ
α
1i(C13)1. (4.33)
The other connection coefficients of type III∗ and connection coefficients of type II∗ are computed
similarly.
Case IV: The canonical forms of type IV is given by the operation
(IV)6 = add(ρ3,0) ◦mc−ρ3−c ◦ add(c,0)(III5). (4.34)
Using Theorem 2.2, we can completely determine (C
(6)
12 )11 for (3.7) by the following computation:
(C
(6)
12 )11 = (C
mc
(11)2)11 = −e(
1
2 (ρ3 + c))(t2 − t1)
−ρ3−c
Γ(1 + ρ3 − α1)
Γ(1− α1 − c)
(C
(5)
12 )11
Γ(β1 − ρ3 − c+ 1)
Γ(β1 + 1)
= −e(12 (α4 − ρ3))(t2 − t1)
ρ3−α4
Γ(1 + α4 − α1)
Γ(1 + ρ3 − α1)
(C12)11
Γ(β
(6)
1 + 1)
Γ(β
(5)
1 + 1)
= e(12 (α4 − ρ3))(t2 − t1)
ρ3−α4
Γ(1 + α4 − α1)
Γ(1 + ρ3 − α1)
Γ(β
(6)
1 + 1)
Γ(β
(5)
1 + 1)
(t2 − t1)
α4−αi
(t1 − t2)ρ3−βj
e(12 (ρ3 − α1 − β1 − α4))
Γ(−α1)Γ(β
(5)
1 + 1)
Γ(1 + ρ1 − α1)Γ(1 + ρ2 − α1)
∏2
k 6=1 Γ(β1 − βk)∏3
k 6=1 Γ(β1 + αk + α4 − ρ1 − ρ2 − ρ3)
∏3
k 6=1 Γ(1 + αk − α1)∏2
k 6=1 Γ(1 + ρ1 + ρ2 + ρ3 − βk − α1 − α4)
= e(12 (−α1 − β1))
(t2 − t1)
ρ3−α1
(t1 − t2)ρ3−βj
Γ(−α1)Γ(β1 + 1)
Γ(1 + ρ1 − α1)Γ(1 + ρ2 − α1)Γ(1 + ρ3 − α1)∏2
k 6=1 Γ(β1 − βk)∏3
k 6=1 Γ(β1 + αk + α4 − ρ1 − ρ2 − ρ3)
∏4
k 6=1 Γ(1 + αk − α1)∏2
k 6=1 Γ(1 + ρ1 + ρ2 + ρ3 − βk − α1 − α4)
.
(4.35)
As in the cases of types II∗ and III∗, we determine the other connection coefficients by Lemma 4.4
and operations σαij , σ
β
ij . For σ
α
1i, σ
β
12, the Okubo system (3.7) satisfies the relations
A = Ad(D)σα1iσ
β
12(A) D = diag(S1i, S12), (i = 1, 2, 3). (4.36)
By taking account of Lemma 4.4 and (4.36), the connection coefficients (C12)ij (i = 1, 2, 3; j = 1, 2)
are given by
(C12)ij = σ
α
1iσ
β
1j(C12)11. (4.37)
Although the system (3.7) is not symmetric with respect to (α1, α4), for the operation σ
α
14 it satisfies
the relation
A = Ad(Dα14)σ
α
14(A) (4.38)
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where Dα14 = diag(d1, . . . , d6)diag(S14, I2) is the matrix defined by
d1 =
2∏
k=1
(α1 + α2 + βk − ρ1 − ρ2 − ρ3)(α1 + α3 + βk − ρ1 − ρ2 − ρ3),
d2 = −
2∏
k=1
(α1 + α3 + βk − ρ1 − ρ2 − ρ3), d3 = −
2∏
k=1
(α1 + α2 + βk − ρ1 − ρ2 − ρ3), d4 = 1,
d5 =
3∏
k 6=1
(α1 + αk + β1 − ρ1 − ρ2 − ρ3), d6 =
3∏
k 6=1
(α1 + αk + β2 − ρ1 − ρ2 − ρ3).
(4.39)
Therefore the connection coefficient (C12)41 is derived by
(C12)41 = d4σ
α
14(C12)11d
−1
6 . (4.40)
Since C12 = σ
β
12(C12)S12, we obtain
(C12)4j = σ
β
12(d4σ
α
14(C12)11d
−1
6 ). (4.41)
The other connection coefficients (C21)ij of type IV are computed similarly.
Case IV∗: The canonical form of type IV∗ is constructed by
(IV∗)6 = add(0,0,ρ1) ◦mc−c−ρ1 ◦ add(0,0,c)(III
∗)5. (4.42)
The connection coefficients (C12)11, (C13)11, (C23)11 are directly computed from the connection coef-
ficients (Cij)
(5)
11 of type (III
∗)5 by Theorem 2.2. The other connection coefficients can be determined
by combining Lemma 4.4 and the operations σα12, σ
β
12, σ
γ
12. For σ
α
12, σ
β
12, the Okubo system (3.8)
satisfies the relation
A = Ad(D)σα12σ
β
12(A), D = diag(S12, S12, I2). (4.43)
For σγ12, the Okubo system (3.8) satisfies
A = Ad(Dγ)σγ12(A), (4.44)
where Dγ is the matrix given by
Dγ = diag(h111h121, h211h221, −h111h211, −h121h221, h111h121h211h221, 1)diag(I2, I2, S12). (4.45)
With these relations, the other connection matrices are determined by Lemma 4.4 as follows:
C12 = S1iσ
α
1iσ
β
1j(C12)S1j , C13 = S1iσ
α
1i(C13), C23 = S1iσ
β
1i(C23),
C13 =
(
h111h121 0
0 h211h221
)
σγ12(C13)S12
(
h111h121h211h221 0
0 1
)−1
,
C23 =
(
−h111h211 0
0 −h121h221
)
σγ12(C23)S12
(
h111h121h211h221 0
0 1
)−1
.
(4.46)
This completes the proof of the main theorems.
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