Abstract. This paper extends the definition of the Cayley transform defined for symmetric linear operators to any linear relation.
Introduction
Let H be a complex Hilbert space with scalar product (., .) and norm . . H ⊕ H will denote the direct sum of H with itself, with its natural Hilbert space structure. The notion of linear relation on a normed space, which was first introduced by R. Arens in [1] (1961), generalizes the notion of linear operator (it is equivalent to the notion of multivalued operator and a general introduction can be found in [3] ). The set of such linear relations on H will be denoted here by Lr(H) while LR(H) will denote the set of closed elements of Lr(H) (i.e. those that have a closed graph in H ⊕ H). The concept of inverse of an element and the operations of multiplication by a scalar, addition and composition can easily be generalized to linear relations.
The concepts of symmetric and selfadjoint operators readily extend to LR(H), and the von Neuman theorem about selfadjoint extensions of symmetric operators can also be extended to LR(H). This was done in [2] by making use of the Cayley transform of linear relations. In that paper, however, the definition of the Cayley transform was extended only to LR(H), via the use of the orthogonal projection on the graph of a closed linear relation.
In this paper we want to show that the Cayley transform of a linear relation can be defined directly (as for operators) by an algebraic formula and can therefore be extended to Lr(H).
The Cayley transform C(E) of an operator E such that E + iI has a trivial kernel is usually defined as follows:
The two expressions in that definition coincide when E is an operator, but this is not in general the case when E is a linear relation as is shown below by Corollary 3.3, and it turns out that it is the second expression that yields the correct definition. In fact, here as in [2] , we shall deal with a small variation of the Cayley transform -the Z transform -which yields the additional "desirable" property of being an involution:
In § 1 we recall basic definitions and properties of linear relations which are needed for the sequel. The main result of § 2 is the extension (due to H. de Snoo) of Stone's formula for the orthogonal projection on the graph of a closed linear relation (a more complete presentation can be found in [4] ).
Finally in § 3 the Cayley transform of linear relations is defined and is shown to be equivalent to the one given in [2] for closed linear relations. Some of the results of [2] are then generalized to not necessarily closed linear relations.
Linear relations
Let J and K denote the symmetric unitary operators on H ⊕ H described by the matrices:
We shall also use
Proof. Obvious. Definition 1.2. Let P(H) denote the set of all subsets of H. Then P(H) can be given a linear space structure on C as follows:
Then the graph of E is the linear subspace of H⊕H given by
The set of all bounded and everywhere defined linear operators on H will be denoted by L(H).
When E ∈ LR(H) we shall write P E for the orthogonal projection in H ⊕ H onto G(E).
Example. Let X, Y be two closed subspaces of H such that X + Y = H. Then every z ∈ H can be written as z = x + y, with x ∈ X and y ∈ Y .
Denote by P the linear mapping of H into P(H) given by P :
It is easy to see thatÑ (P ) = Y and P (0) = X ∩ Y .
LR(H) equipped with the metric g (the so-called gap metric) is complete. Definition 1.6. Let E ∈ Lr(H) and λ ∈ C. Then λE is the linear relation such that its graph is
Definition 1.7. Let E, F ∈ Lr(H).
Then E + F , the sum of E and F , is the linear relation with graph
Remark 1.8. The sum is associative and commutative. If 0 is the linear relation whose graph is H 1 , then clearly ∀E ∈ Lr(H), 0 + E = E + 0 = E so that 0 is a neutral element for the sum. Finally note that unless E ∈ L(H), E + (−E) = 0 although E +(−E)+E = E and (−E)+E +(−E) = −E so that −E is a generalized inverse of E for the sum (for a survey of the theory of generalized inverses see [5] ).
Definition 1.9. Let E ∈ Lr(H). Then the inverse E −1 is the linear relation with graph G(E
−1 ) = KJ(G(E)) = JK(G(E)) (since JK = −KJ by Proposition 1.1). Clearly (E −1 ) −1 = E.
Definition 1.10. Let E, F ∈ Lr(H).
Then F E, the product of E on the left by F , is the linear relation with graph
Remark 1.11. The product is associative and noncommutative. If I is the identity mapping on H, then clearly ∀E ∈ Lr(H), I E = E I = E so that I is a neutral element for the product. Finally note that in general
is a generalized inverse of E for the product.
Definition 1.12. Let E ∈ Lr(H). Then the adjoint E * is the closed linear relation with graph G(E
0) and the proposition follows.
Proposition 1.14. Let E ∈ LR(H). Then (E
* ) −1 = (E −1 ) * . Proof. G((E * ) −1 ) = JK(G(E * )) = JKK(G(E) ⊥ ) = K([KJ(G(E))] ⊥ ) = G((E −1 ) * ).
Proposition 1.15. Let E ∈ LR(H) and F ∈ L(H). Then
2. The orthogonal projection on the graph of a closed linear relation Proposition 2.1 (Stone-de Snoo formula). Let E ∈ LR(H), and let
is an operator and consequently sinceD(E) = H,
(
ii) It is clear that {u, ∇ E u} ∈ G(E∆ E ) and since ∇ E u ⊥ E(0) it follows that G(∇ E ) ⊆ G((I − P E(0) )E∆ E ). As above, the fact that (I − P E(0) )E∆ E is an operator andD((I − P E(0) )E∆
Hence {v, 0} = {s, t}+{v −∆ E * v, −∇ E * v} so that (iii) and (iv) follow from (i) and (ii), exchanging E with E * .
Corollary 2.2. Let E ∈ LR(H). Then
Proof. Immediate consequence of the fact that P E is orthogonal.
Corollary 2.3. Let E ∈ LR(H). Then
Proof. Immediate consequence of the fact that P E is a projection.
Proposition 2.4. Let E ∈ LR(H). Then
∀u ∈ H, ∆ E u 2 + ∇ E u 2 ≤ ∆ E u u ; (2.2) ∆ E ≤ 1; (2.3) ∇ E ≤ 1 2 . (2.4)
Proof. Let u ∈ H. Then {u, 0} = {s, t} + {x, −y} with {s, t} ∈ G(E) and {y, x} ∈ G(E
so that s 2 + t 2 ≤ s u , which establishes (2.2). Then ∀u ∈ H, ∆ E u 2 ≤ ∆ E u u so that ∀u ∈ H, ∆ E u ≤ u , which implies (2.3) and ∀u ∈ H,
Corollary 2.5. Let E ∈ LR(H). Then
Proof. (i) From Corollary 2.2 we know that ∆ E is selfadjoint and from (2.5) it follows that ∀u ∈ H,
, and therefore the first equality is proved. The second equality follows from Proposition 1.13.
The extended Cayley transform

Definition 3.1. Let E be a linear relation. Then Z(E) = −iI − 2(E + iI)
−1 is by definition the Cayley transform of E.
Proposition 3.2. Let E ∈ Lr(H) and let F ∈ L(H). Then
G[(E + F * )(E + F ) −1 ] = G[I + (F * − F )(E + F ) −1 ] + {0} ⊕ E(0). Proof. Let {u, v} ∈ G[(E + F * )(E + F ) −1 ]. Then ∃w ∈D(E) such that {u, w} ∈ G[(E + F ) −1 ] ⇔ {w, u} ∈ G(E + F ) and {w, v} ∈ G(E + F * ). Then {w, u − F w} ∈ G(E) and {w, v − F * w} ∈ G(E) so that {0, F * w − F w + u − v} ∈ G(E). Also {u, F * w − f } ∈ G[(F * − F )(E + F ) −1 so that {u, v} = {u, (F * − F )w + u} − {0, (F * − F )w + u − v} ∈ G[I + (F * − F )(E + F ) −1 ] + {0} ⊕ E(0). Conversely let {r, s} ∈ G[I + (F * − F )(E + F ) −1 ] + {0} ⊕ E(0). Then ∃x ∈ E(0) such that {u, v − u − x} ∈ G[(F * − F )(E + F ) −1 ] so that ∃t ∈D(E) such that {r, t} ∈ G[(E + F ) −1 ] ⇔ {t, r} ∈ G(E + F ) and s − r − x = (F * − F )t. Hence {t, r − F t} ∈ G(E) ⇒ {t, s − F * t} = {t, r − F t + x} ∈ G(E), so that {t, s} ∈ G(E + F * ) and consequently {r, s} ∈ G[(E + F * )(E + F ) −1 ].
Corollary 3.3. Let E ∈ Lr(H), and let F ∈ L(H).Then if E + F is injective and E is not an operator,
Proof. Under the hypothesis, I + (F * − F )(E + F ) −1 is an operator (i.e. has a trivial multivalued part) while E(0) is the nontrivial multivalued part of (E + F * )(E + F ) −1 . [2] .
Proposition 3.4. Let E ∈ LR(H) and F = Z(E). Then P F = U P E U , which is how the Cayley transform of closed linear relations was defined in
Similarly
Using Propositions (1.14) and (1.15) it is easy to see that
Quite analogously it can be shown that
Finally let {u, z} ∈ G(F ∆ F ). Then ∃v such that v = ∆ F u and {v, z} ∈ G(F ). As above, it follows that z = −iv + m with {v, m} ∈ G(−2(E + iI) −1 ), which is equivalent to {m, −2v} ∈ G(E + iI). Hence, using (3.1) and (3.2), we get {n,
and using (3.3) and (3.4) we see that
(1/2)(−i∆ E − ∇ E − ∇ E * + iI − i∆ E * ). To establish the proposition it now suffices to observe that the coefficients in the matrices representing P F and U P E U are the same.
Corollary 3.5. The transform Z is an isometry on LR(H), i.e. ∀ E, F ∈ LR(H), g(Z(E), Z(F )) = g(E, F ).
Proof. g(Z(E), Z(F )) = P Z(E) − P Z(F ) = U (P E − P F )U = P E − P F = g(E, F ).
Proposition 3.6. Let E be a linear relation (not necessarily closed). Then Z(Z(E)) = E. This property is the reason for our modification (by a factor −i) of the usual definition of the Cayley transform.
Proof. Let F = Z(E). Then
so that E = Z(Z(E)). 
Proposition 3.7. Let E be a linear relation (not necessarily closed). Then Z(E
