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ABSTRACT
The work described in this thesis underscores specific examples of using an ultrafast laser
as a materials research tool for studying condensed matter physics in complex materials. The
majority of materials studied fall into the iron-pnictide class of unconventional superconductors,
which exhibit a multitude of phases that appear to be dependent on each other, or the magnetic
semiconductor, GaMnAs. In my work I show various ultrafast laser techniques for studying
these complex materials in order to decouple the different properties in the time-domain and
gain information about the underlying physics governing the material properties.
1CHAPTER 1. INTRODUCTION
The optical properties of materials is an important and central focus of current research in
condensed matter physics. A useful, general, technique used to study the optical properties of
materials is optical spectroscopy. Optical spectroscopy can be applied to any material regard-
less of state (gas, liquid, solid), is contact free (no soldering of wires) and non-destructive.
Additionally, optical measurements can be adapted to a number of different experimental
needs/limitations and materials can be fully characterized in terms of the material response to
electromagnetic waves. Further, light sources spanning a broad spectral range are nowadays
commercially available in table-top sizes, with wavelengths spanning the range from microwaves
to x-ray.
A distinctive feature of the ultrafast laser is the extremely short pulse durations which
allow for precise time resolution. The addition of time to [optical] measurements provides an
additional dimension to optical measurement. Different physical processes can, and often do,
occur on different timescales; the extra dimension of time can be used to detangle the various
processes.
Another unique and useful feature of ultrafast lasers is the ability of the laser to produce
pulses with very high peak powers. Although the average power is somewhat modest because
of a low repetition rate, the peak power can be on petawatt energy levels (1pW = 1015W).
This allows the ultrafast laser to deposit huge amounts of energy almost instantaneously and
can be used to drive a material to a highly non-equilibrium state.
Due to the high electric field, the laser can efficiency drive nonlinear optical processes that,
in the right materials, can be used to augment the laser spectrum to cover a much wider range.
Through nonlinear frequency generation, one can easy convert the laser beam fundamental into
a tunable light pulse capable of operating from the ultraviolet (UV) to the terahertz (THz).
2In this thesis, the background and technical details on the ultrafast laser will first be in-
troduced; I will then describe in detail my research on the ultrafast laser as a tool to study
material physics in complex and exciting materials.
In chapter 2, I will introduce background on the laser and discuss the experimental details.
I will explain the basics of laser sources and the basics on how an ultrafast pulse is created. I
will move on to discuss the experimental setups that were designed and built as part of this
thesis work. In addition, I will explain in detail how the data is analyzed and, finally, relate it
to fundamental material properties.
Chapters 3 and 4 address fundamental questions about the anisotropic normal state phases
in the iron-pnictide materials that appears to be important to the exotic magnetic and super-
conducting phases in these materials. For example, one question is the origin of the anisotropy.
Electronically driven nematicity has been suggested as the origin, but distinguishing nematic
order as an independent degree of freedom from magnetic and structural orders is difficult, as
these couple together to break the same tetragonal symmetry.
In chapter 3, I will present my research using time-resolved polarimetry to reveal critical
nematic fluctuations in unstrained Ba(Fe1−xCox)2As2. The femtosecond anisotropic response,
which arises from the two-fold in-plane anisotropy of the complex refractive index, displays
a characteristic two-step recovery absent in the isotropic response. The fast recovery appears
only in the magnetically ordered state, whereas the slow one persists in the paramagnetic phase
with a critical divergence approaching the structural transition temperature. The dynamics also
reveal a gigantic magnetoelastic coupling that far exceeds electron-spin and electron-phonon
couplings, opposite to conventional magnetic metals.
In chapter 4, I will present a second method, time resolved differential reflectivity ∆R/R,
to indirectly measure signatures from the nematic order; differential reflectivity ∆R/R has
the advantage of a higher signal-to-noise ratio and this allows for precisely pinning down the
nematic transition temperature in the underdoped sample measured. Here we use a strain and
stress free, twinned sample, which removes any externally created anisotropy, and we show
that there is a significant reduction in the energy relaxation times of the hot electrons following
non-equilibrium femtosecond laser excitation on both the high and low temperature sides of
3the nematic phase transition. This femtosecond, critical speeding-up behavior provides an
alternative way to study complex, electronically-driven nematicity, invoking neither external
strain nor measuring a small anisotropy in twinned crystals.
In Chapter 5, I will present my most recent research on ultrafast terahertz spectroscopy
of superconductivity in the FeAs materials. This project has made significant progress in the
last few months. THz spectroscopy has the unique ability to directly probe the superconduct-
ing (SC) Cooper pair dynamics in the iron pnictides, however no previous superconductivity
studies on bulk FeAs have applied the femtosecond THz spectroscopy technique (as far as I
am aware). Our results reveal distinct out-of-equilibrium Cooper pair dynamics subsequent to
the femtosecond SC gap quenching. A two-step temporal evolution arises exclusively from the
pair breaking process, which is manifested as a slow, Bosonic scattering channel due to the
spin–density–wave (SDW) correlation and a fast, phonon channel. The non-equilibrium super-
conducting state displays strong excitation fluence, temperature and doping dependence. Our
data, together with quantum kinetic modelling of SC and magnetic order parameters, provide
compelling evidence for the formation of photo-induced bound SDW state driven by excitonic
instability of correlated interband electron-hole pairs, substantially different from both BCS
and cuprate superconductors.
In Chapter 6, I report my findings on magneto-optical measurements of a ferromagnet
semiconductor GaMnAs. In this project, direct measurements of the excited hole-spin lifetime
in ferromagnetic GaMnAs were carried out by time- and polarization-resolved spectroscopy.
Below the Curie temperature, ultrafast photoexcitation of GaMnAs with linear polarized light
is shown to create a non-equilibrium hole spin population via dynamical polarization of the
holes through p-d exchange scattering with ferromagnetically-ordered Mn spins. The system
is then observed to relax in a distinct three-step recovery process: (i) a femtosecond hole-spin
relaxation, on the scale of 160-200 fs, (ii) a picosecond hole-energy relaxation, on the scale of
1-2 ps, and (iii) a coherent, damped Mn spin precession with a period of 250 ps. The tran-
sient amplitude of the hole-spin relaxation component diminishes with increasing temperature,
directly following the ferromagnetic order of GaMnAs, while the hole-energy amplitude shows
negligible temperature change. Our results serve to establish the hole spin lifetimes in the
4ferromagnetic semiconductor GaMnAs, at the same time demonstrating a novel spectroscopic
method for studying non-equilibrium hole spins in the presence of magnetic order and spin
exchange interaction.
The Appendix contains backup information and additional supporting data that relates to
the discussions and conclusions found in Chapter 3 and 4.
5CHAPTER 2. ULTRAFAST LASERS AND OPTICAL SPECTROSCOPY
The objective of this chapter is to serve as background for general laser physics, ultrafast
laser topics, as well as to cover background information on the various optical setups that
were designed, built, and used to perform experiments for the research mentioned in the later
chapters.
2.1 Lasers
The fundamentals of a basic laser are discussed before moving on to the additional com-
ponents and complexities needed to generate the short pulses of a femtosecond laser system.
From a high viewpoint, there are two fundamental requirements for a laser: a gain medium
and an optical cavity. The gain medium is responsible for light amplification by converting
external energy into stimulated emission photon energy. The optical cavity is used to confine
light so that it can oscillate back and forth and become amplified before exiting out the cavity.
These basic components are illustrated in Figure 2.1 for a simplified laser.
2.1.1 Absorption, Spontaneous Emission, and Stimulated Emission
There are three different electron-photon interaction processes inside the gain medium that
take place. These processes, illustrated in Figure 2.2, are (1) Absorption, (2) Spontaneous
Emission, and (3) Stimulated Emission.
Absorption is the process where an incident photon transfers its energy to an electron by
exciting it to a higher energy level, thereby increasing the amount of energy stored in the
gain media but reducing the amount of energy in the cavity photon field. The probability for
absorption depends on the density of photons traveling through the gain media and also on
the density of available electrons that can be excited to an energy level corresponding to the
6Figure 2.1 A laser needs an excited gain medium for stimulated emission and reflective mirrors
to force light oscillations inside the cavity. The gain excitation could be provided
for example by (a) direct carrier injection through electrical pumping which is
common in semiconductor diode lasers or through (b) carrier excitation through
optical pumping which is found in solid-state lasers such as Ti:Sapphire.
photon energy (energy is conserved in this process). The absorption process is shown in left
panel of Fig. 2.2(a). Because the absorption process depletes the number of photons oscillating
inside the cavity it hinders the lasing process.
Once an electron in a material is excited there is a certain probability that it will sponta-
neously relax back towards the lower energy by emitting a photon corresponding to the change
in energy of the electron; this interaction is called spontaneous emission and is illustrated in the
central panel of Fig. 2.2b). The photons emitted in the process of spontaneous emission have
random direction, polarization (in an isotropic medium), and phase in addition to not having
a fixed energy. Photons emitted in this way have a much reduced coherence. Reducing spon-
taneous emission is usually important in improving laser fluctuation noise and, additionally,
the amplified spontaneous emission depletes some of the gain. However, spontaneous emission
is important for helping to create the initial condition that allows mode-locked operation to
begin in ultrafast lasers. Before mode-locking can start, amplified spontaneous emission helps
to create a broadband set of modes with random phases that propagate through the cavity. To
go into mode-locked operation, however, requires changing the gain and loss for these various
modes to favor only those modes with the same phases (see Mode-Locking section 2.3).
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Figure 2.2 (a) Absorption (b) Spontaneous Emission (c) Stimulated Emission
Last, but not least, is the process of stimulated emission. When a photon with energy
matching that of an excited electron is incident on the excited electron (the electron has not
spontaneously relaxed yet) the photon interaction may force the electron to relax and emit
a photon. The twin pair of outgoing photons in this case has the same energy, propagation
direction, polarization, and the same phase of electric field meaning that the photon amplitudes
constructively add together. This last process is responsible for light amplification in lasers and
is termed stimulated emission. The process is illustrated in the right panel of Fig. 2.2(c)
2.1.2 Population inversion
By considering a simple two-level system, one can show that the probability for photon
interacting with an excited electron through stimulated emission is the same probability of a
photon interacting with an unexcited electron through absorption.[76] Thus, if one wishes to
amplify light there needs to exist a way to invert the electron population so that more electrons
reside in the excited state than the ground state.
Population inversion can be established, for example, through direct (a) carrier injection or
(b) optical pumping as shown Figure 2.1.. These methods are common in semiconductor lasers
and Ti:Sapphire lasers, respectively. For Ti:Sapphire lasers, which are used in the research
presented here, optical pumping is achieved by exciting the transition of Jahn-Teller splitting
of 3d electrons from the t2g to eg state which corresponds to a wavelength of approximately
8∼500nm.[89] Note that in the laser setup used in the research here we pump with 532nm.
The conversion of input energy (either electrical energy or optical pumping energy) into
laser output energy is very efficient. For Ti:Sapphire, overall efficiencies can exceed 0%[72] and
in semiconductor diode lasers similar and even better conversion efficiencies are achieved[76].
2.2 Optical Cavity
The optical cavity provides means for a positive feedback loop where photons, oscillating
back and forth between the cavity mirrors, can become amplified more and more each time
they pass through the gain. For the laser to actually operate as a laser requires that the net
roundtrip gain must overcome the net roundtrip losses. If cavity losses are larger than the
gain, the laser will still output some light but the output will be dominated by that from
amplified spontaneous emission and thus will have much lower power, reduced coherence, and
also reduced efficiency. However, if the gain exceeds loss then upon each successive round trip
the photon number will increase until saturation of the gain.
Some losses are inherent to all lasers such as the slightly transparent output mirror (neces-
sary to actually couple power out), while others are material dependent such as non-radiative
recombination and spontaneous emission in the gain media, while others still are dependent on
the optics and and geometry of the cavity. In this subsection the optics of a laser cavity will
be discussed. A simple example of the laser cavity is the Fabry-Perot (FP) resonator, named
after Charles Fabry (1867-1945) and Alfred Perot (1863-1925). The FP resonator consists of
a gain media sandwiched in between two opposing mirrors, Figure 2.1. Electromagnetic waves
oscillate back and forth inside the cavity, forming standing waves with constructive interference
when the net phase change after one round trip is multiple of 2pi (Equation 2.1).. The discrete
wavelengths that satisfy this condition give rise to the longitudinal modes that make up the
discrete output spectrum.
mλ = 2nL, n = 1, 2, 3, ... (2.1)
9Figure 2.3 Summation of the components contributing to the total output of the Fabry-Perot
etalon with mirror reflectivity r1 and r2 and transimitivity t1 and t2 respectively..
Here φ = 2kL.
For an ultrafast solid-state laser, typical cavity lengths are ∼ 1-2m, while semiconductor
laser diodes are typically much more compact and have cavities lengths on the order 1um -
100’s of um. As shown in Equation 2.1, cavity length determines the free-spectral- range (FSR)
of the laser modes, which is νFSR = c/(2nL), and also the round trip time is tRT = 1/νFSR.
Furthermore, derivation of the output intensity as function of wavelength can be simply
attained through summation of the transmitted fields after successive passes through the cavity,
as illustrated in Figure 2.3. The total field is a geometric sum with analytical solution, given
by Equations 2.2 and 2.3. Here, a wavelength independent electric field intensity is assumed.
However, the gain material (and other optical components) have characteristic wavelength
dependence. A real output pulse will typically exhibit a gaussian shaped envelop due to the
wavelength dependence of gain material and cavity losses. For example, the ultrafast oscillator
used in the studies presented here shows a spectral envelop FWHM of ∼54nm.
Etrans =
E0(ω)t2
1− r1r2e(i2φ) (2.2)
Itrans = |Etrans|2 = E
2
0(ω)T2
1 + r21r
2
2 − 2r1r2 cos 2φ
(2.3)
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Figure 2.4 Simulation of Equation 2.3, for r1=0.99 and L=1.5m as function of the second
mirror reflectivity. (a) r2=0.95, (b) r2=0.8, and (c) r2=0.7. The main feature
is that as r2 decreases (loss increases), the coefficient of finesse drops and the
individual intensity of each mode drops. Note that here we have not considered the
shape of gain curve and other wavelength dependent gain/losses, so the transmitted
intensity in this simplified case is independent of wavelength.
where, φ = kL is the wavelength dependent phase difference accumulated between successive
round trip pulses.
A plot of the laser output spectra for various mirror reflectivities is shown in Figure 2.4. As
the mirrors become less reflective, the delta-function-like peaks in the output spectra become
less sharp. The shape of the mode peaks is characterized by the coefficient of finesse, which
is expressed as ”F” in Equation 2.4. The higher the finesse, the more energy will be trapped
inside the laser cavity compared to the energy being allowed to escape through the output
mirror.
F =
4r1r2
(1− r1r2)2 (2.4)
Of upmost importance to ultrafast lasers is the ability to simultaneously oscillate a large
number longitudinal modes coherently propagating together back-and-forth inside the optical
cavity.
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Figure 2.5 The effect of phase relationships between cavity modes in creating a short pulse
generated from [76]. (a) 8 Modes with random phase shows no pulse, only ran-
dom intensity fluctuations. (b) 8 modes with the same phase, shows clear pulsing
behavior. Here, the spacing between two pulses is given by T=2L/c.
Moreover, by forcing all longitudinal modes to have the same exact phase creates the con-
structive/destructive interference among modes, which is fundamental in creating an ultrafast
pulse. This technique is called mode-locking and will be discussed next.
2.3 Mode-locking
The purpose of mode-locking is to create a condition where all modes constructively interfere
at a certain point in the cavity. At this point the electric-field intensity is very high, while at
other points the electric-field averages to zero. The more modes, the sharper peak intensity
rolls off and the shorter the pulse. The goal of mode-locking is to have many modes oscillating
together with their relative phases locked together and remaining constant. The key to mode-
locking is to create the condition where the net gain is largest for a high intensity pulse compared
to the low intensity averaged continuous wave beam. Mode locking is illustrated in Figure 2.5
for the case of only 8 modes.
Previously, techniques to actively lock the phases of all modes together was commonly used.
Active mode-locking relies on an external modulation to actively modulate the laser cavity at
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Figure 2.6 Intensity dependent index of refraction in non-linear Kerr media. For the low
power case, light is less tightly focused than the high-power case due to the larger
index of refraction contribution from the nonlinear term. Illustration regenerated
from Ref. [76]
the cavity resonant frequency νFSR = c/(2nL) (such as with an acousto-optical modulator).
However, active mode-locking can suffer from timing jitter noise between the electromechanical
modulation and the cavity oscillation frequency. A very important and more stable method for
mode-locked operation in Ti:Sapphire was found later and attributed to an intrinsic nonlinear
optical property of the Ti:Sapphire gain material.
Passive mode-locking in Ti:Sapphire laser oscillators was discovered in 1991, on accident,
by Scottish scientists who jerked the table on which the laser was mounted and noticed the
laser began generating stable pulses[42]. Once the pulsed operation was initiated it was able to
maintain itself. The reason for the mode-locking was shortly thereafter found to be from the
non-linear property inherent to Ti:Sapphire gain media.
For solid state lasers, the mode-locking methods are based predominately upon the non-
linear dependence of refractive index with laser intensity. This is commonly referred to as
Kerr-lens mode-locking and can be expressed as
n = n0 + n2I(t) (2.5)
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with n0 being the linear refractive index term, n2 the nonlinear refractive index term, and
I(t) the laser pulse intensity as function of time. For most laser gain materials, n2 is positive so
that the net index of refraction is larger for higher intensity laser pulses. Thus, the amplifying
medium behaves like a focussing lens, allowing higher intensity beams to be more strongly
focused due to the higher refractive index. The Kerr lensing effect is shown in Figure 2.6.
The gain/loss of the continuous-wave / pulsed operation can be simply adjusted by appro-
priate spatial filtering on the beam. For the case of a hard-aperture, an aperture is placed
after the Kerr medium and laser beams that have higher intensity will be more tightly focused
and will thus have more transmission through the aperture. In the case of a soft-aperture, the
solid-state gain material itself will serve as both aperture and gain medium. Soft-aperturing
can be implemented through changing the beam diameter of the optical pump beam. For the
latter case, the mode overlap between the cross sections of the oscillating pulse ψ(x, y) and the
gain profile g(x, y) inside the gain medium must be considered. By exciting only a narrow cross
section of the gain media, a condition analogous to the hard aperture is created where the net
gain is larger for a more tightly focused beam than a broader beam.
In either the soft- of hard-aperture case, the beam with higher intensity experiences more
net gain and, thus, becomes favored over the less intense beam. The pulsed regime, with its
very high peak intensities is, therefore, favored over the continuous regime. As discovered by
the Scottish scientists in 1991, there must be some process to create the initial condition[42];
the perturbation of the continuous wave operation is typically done through simply perturbing
an optical component inside the laser cavity.
2.4 Ultrafast Lasers used in this work
To generate the high peak-powered amplified femtosecond pulses used predominately in this
thesis work requires a series of other lower powered laser to help build up the power before it is
finally amplified to the maximum power of about 4W at 1KHz repetition rate. In this section
the experimental details and information related to ultrafast light sources will be discussed;
also, the optical setups that were built and used are also described.
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Figure 2.7 Example Kerr lens mode-locking cavity. Cartoon illustration is regenerated from
Ref. [76].
Figure 2.8 Absorption and emission bands for Ti:Al2Al3. The absorption band centered at
490nm in the blue/green allows for efficient optical pumping by frequency doubled
Nd:YAG and ND:YVO. The emission band peaks at ∼795nm. At the visible tail
of the emission band, an overlap with the absorption band limits lasing to above
λ = 670nm. Image regenerated from Ref. [89].
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Figure 2.9 The sample under study becomes photoexcited immediatly following the pump
pulse excitation and the probe pulse measures the photoinduced change in signal
as a functio of time after pumping. If the sample cannot relax all energy before the
next pump pulse arrives, the material will heat up until some quasi-equalibrium
state is reached at a higher temperature. This state is now a photoexcited state
and may not necessary reflect that of the true ground state which was meant to
be studied.
2.4.1 Ti:Sapphire Oscillator
A Spectra-Physics Tsunami Ti:Sapphire oscillator was used for low peak-power (<1W),
high repetition-rate(80MHz) experiments and as a seed for high-powered amplified discussed
later. Because of the high-repetition rate, the oscillator is typically used to help reduce noise
in measurements with lots of noise or when very low pump fluences are desired. Residual
heating by the constant barrage of laser pulses, however, should be avoided. If the sample
cannot completely relax, the energy deposited by a pulse before the next pulse comes in only
δt =12.5ns, the sample will heat up. If this occurs, the pump-probe signal will not be a
measurement of the initial unperturbed state but will accidentally probe the heated state.
This is illustrated in Figure 2.9.
The Tsunami oscillator is optically pumped via a continuous wave input from a diode-
pumped Nd:YVO4 laser outputting 10W. Before being injected into the Tsunami oscillator,
the Nd:YVO4 laser output is frequency doubled to λ = 532nm via non-critical phasematching
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via temperature-tuning of a lithium-triborate crystal (LBO) in order to match the absorp-
tion energy of the Ti 3d electrons as discussed in section 2.1.2 and illustrated in Figure 2.8.
The 532nm pump beam is tightly focused and propagated into the Ti:Sapphire rod inside the
Tsunami in longitudinal / colinear geometry. The remaining pump beam that passes com-
pletely through the Ti:Sapphire rod is quickly dumped out of the cavity via a focusing dichroic
mirror. The Ti:Sapphire rod surfaces are Brewster-angle cut to ensure optimal transmission.
In addition, cavity losses are minimized by aligning or cutting other optical components at the
Brewster angle. This is indicated in Figure 2.10
The oscillator starts up in continuous wave (CW) mode and after a two hour warm-up time
the cavity has reached stable temperatures for stable mode-locked operation to persist. Ini-
tialization of mode-locked operation is aided by an acousto-optic modulator (AOM). However,
inherent Kerr lensing of Ti:Sapphire allows for stable mode-locking. A soft-aperature exists
inside the Ti:Sapphire crystal due to the small pumping beam diameter relative to that of the
Ti:Sapphire rod. Thus, the move-locked operation can be favored because of the nonlinear Kerr
effect will help the most intense beam focus towards the center of the rod. This intense beam
expereinces the largest gain and will dominate over the CW mode. To initiate the mode-locked
operation from the CW startup operation, one can simply give a quick flick to the spring-loaded
adjustment knob on top of laser cavity. This provides the necessary vibrations to perturb the
gain/loss and helps the create the initial phase-locked condition to give high intensity. The
knob actually controls a prism pair located inside the cavity and is used to compensate for the
group-velocity-dispersion (GVD) introduced by the self-phase modulation so that the shortest
pulse can be achieved. The prism pair is one method to provide the pulse with a negative
second order phase chirp, which is needed for the positive chirp introduced by the self-phase
modulation.
While the Ti:Sapphire emission band allows for mode-locked operation with ultrafast pulses
with wavelengths from 670-1100nm, the optical components must be changed to have the proper
coatings for the wavelength range. Wavelength tuning is achieved through the placement of a
slit in the prism system. The prisms disperse the various wavelengths and the slit position can
be adjusted to allow only the desired range of wavelengths to pass. Further, the slit width can
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Figure 2.10 Schematic of the femtosecond SpectraPhysics Tsunami oscillator optical compo-
nents and beam path regenerated from the Tsunami user manual. M=cavity
mirror, P=pump mirror, AOM=acousto-optical modulator, Pr=prism.
be adjusted to control the bandwidth. This simple method allows for continuous wavelength
tuning of the oscillator output; however, it must be noted that some optical components must
be changed to match the optical coating to the lasing wavelength. The Tsunami model used in
the research presented here has been tuned and solely operated specifically for shortest pulses
at nominal 800nm output wavelength.
2.4.2 Ti:Sapphire Regenerative Amplifier
To study transient nonlinear dynamics and interactions with stronger excitation and with a
reduced effect from residual pump heating, a regenerative Ti:Sapphire is used. A SpectraPhysics
Spitfire Pro Regenerative Amplifier is employed as the workhorse for the experiments presented
in this thesis. The output of the Tsunami (see section 2.4.1) is used as a seed pulse to be
amplified in the Spitfire amplifier. The gain inversion of the Amplifier is provided by a Q-
switched green laser, a SpectraPhysics Empower.
The amplifier uses a chirped pulse amplification (CPA) technique to generate high peak
intensity pulses (in the 10’s of Gigawatt range!) with 45fs durations. CPA is a technique used
to temporally stretch out the seed pulse before it is amplified in order to reduce damage to the
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optical components, which is a risk at such high powers. Without CPA, the Kerr lensing effect
would cause extremely intense self-focusing in the Ti:Sapphire rod and would lead to a runaway
condition that would burn the rod. The self-focusing effect necessitates limiting the peak power
to less than 10GW/cm2, which is easily accomplished by the grating stretcher that lengthens
the pulse by as much as 104. However, this is still much faster than the excited state lifetime of
the excited Ti ion which is ∼3µs, which means there is minimal spontaneous emission during
pulse and further that the gain remains inverted until the cavity pulse is ejected.
Once the seed pulse leaves the strecher, selecting a pulse for retention inside the amplifier
cavity is achieved through polarization selection and a Pockels cell to control the polarization.
This pulse selection reduces the repetition rate from 80MHz to 1KHz and enables the single
pulse to absorb all of the gain to itselft. Typically, the seed pulse is allowed to oscillate back
and forth in the amplifier cavity about 20-30times before ejecting it from the cavity. The
pulse is ejected again with the help of a Pockels cell. At this point the pulse is reflected off
the compressor grating which reverses the stretching effect and, with proper tuning, restores
the pulse duration back down to 35fs FWHM. Furthermore, at this point the amplifier has
increased the pulse energy by a factor of 106peak power. Due to the large amplification factors,
noise is also larger as compared with the oscillator. The average output power of the Spitfire
Pro is 4W at a repetition rate of 1KHz.
2.5 Laser characterization
In this section, the autocollimation technique used to measure and adjust the laser pulse
duration discussed. The pulse duration is, along with power, one of the most important laser
characteristics to monitor for laser and amplifier health.
2.5.1 Autocorrelator
A femtosecond laser pulse is too fast to measure the pulse duration by standard electronic
methods. Thus, in our lab we measure pulse duration with a homemade autocorrelator setup,
which is a modified Michelson interferometer as shown in Figure 2.12. The setup is compact
and mounted on a separate breadboard to facilitate moving to any location in our lab, which is
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Figure 2.11 Schematic of our homemade autocorrelator setup for measuring pulse durations.
The beam path is split and recombined in a Michelson interferometer. After
exiting, the beam is focused into a nonlinear BBO crystal to generate the sec-
ond-harmonic generation (SHG) signal which is measured as a function of the
path length difference by scanning the piezo stage.
important because the pulse duration will change depending on at which position in the setup
it is measured because of the chirp imparted by the numerous optical components. To check
the laser health, the laser output is measured, whereas to check the individual optical setups,
the autocorrelator will be moved to the end of the beam path where the sample is measured.
The basic idea of an autocorrelator is to take the output from a Michelson interferometer
and focus both beams into Beta Barium Borate (BBO) crystal. A pair of corner cube mirrors
is used to avoid reflections from traveling back into the laser. One of the corner cubes is
mounted on a piezo scanning stage to control the path length diffeference between the 2 arms
of the interferometer. The nonlinear second-harmonic-generation (SHG) blue light from the
BBO output is purified with a colored glass filter to elimintate laser fundamental wavelengths
allowing for only measurement of the second harmonic signal. Finally, the beam is focused
onto a photodiode and electronically detected with lock-in detection technique.
In order to extract the pulse duration from the measured SHG signal as a function of time
delay between the two pulses, it must be considered what it is that is being detected. The
second-harmonic field is proportional to the square of the field at the fundamental frequency.
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Both branches of the interferometer create a pair of twin pulses, one phase shifted by a time
delay dt=τ from the other. Therefore, the second harmonic field from the BBO output can be
given by:
E(2ω, t) = |E(ω, t) + E(ω, t+ τ)e−iωτ |2 (2.6)
And the photodiode is sensitive to the time-integrated intensity, given by:
S(τ) =
∫ ∞
−∞
|E(2ω, t)|2dt ∝ 2
∫ ∞
−∞
I2(ω, t)dt+ 4
∫ ∞
−∞
I(ω, t)I(ω, t+ τ) (2.7)
S(τ) = C1 + C2
∫ ∞
−∞
I(ω, t)I(ω, t+ τ) (2.8)
In the co-linear geometry of the autocorrelator there is a background signal which is present
even for completely non-overlapped pulses (ie τ = ∞). The FWHM of the autocorrelation
trace τFWHM gives the width of the pulse provided one makes assumption of the shape of
the pulse. The most optimistic pulse shape is the sech2, but most lasers produce pulses that
closely resemble both Gaussian and sech2 shapes making it necessary to specify the pulse
shape assumed. For a Gaussian pulse, one can simply divide the measured by the factor 1.414
to obtain the pulse width FWHM, τFWHM/1.414 = ∆tFWHM , and for a sech
2 pulse shape the
reduction factor is 1.54.
An additional consideration is the thickness of the BBO crystal, which should be thick
enough to provide enough signal intensity but also thin enough to prevent the two pulses
walking off from each other as the traverse through the crystal. Typically, a 1mm crystal
was sufficiently thin for our pulse durations (15-45fs), although likely this was helped by hard
focusing onto the front of the BBO crystal.
2.5.2 External prism pulse compressor system
Due to the added group-velocity-dispersion (GVD) from various optical components in
the beam path, by the time the laser pulse reaches the sample the pulse may become quite
elongated in time. This is especially true for setups where the beam is transmitted through
thick optical components such as Glan-Taylor polarizers, windows, lenses, and beamsplitters.
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Figure 2.12 (a) Schematic of the prism pulse compressor used to compensate for GVD in the
optical components outside of the laser cavity. The beam is incident from the left
and travels through the prism pair once before reflecting back for a second pass.
After exiting on the second pass the beam is now at a lower height and is picked off
by a mirror at the appropriate height. (b) Another view of the setup regenerated
from a Newport Application Note on ”Prism Compression for Ultrashort Laser
Pulses.”
Special ultrafast components with low GVD may be used to help reduce the amount of temporal
dispersion. The oscillator is more strongly effected than amplifier because the oscillator has
broader spectrum which experiences more net GVD due to the walkoff at the leading/trailing
edge of the pulse.
The purpose of the external prism pulse compressor is to provide a negative group-delay-
dispersion (the product of GVD with the length of material) to compensate for that positive
GDD in the beam path. By using the prism pulse compressor, it is possible to attain ∼18fs
pulses FWHM at the sample position of the oscillator setup mentioned later in section 2.6.2.
Brewster angle prisms made of either LakL21 or Fused silica were used in the research
presented here to provide the necessary dispersion. Increasing the prism separation increases
the amount of negative GDD.
In order to reduce the amount of third order GDD introduced by the prisms, it is best
to align the laser beam to the tip of the prism so that it travels through the least amount of
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distance through prism as is possible. Depending on the space constraints, LakL21 is best for
tight spaces due to its higher dispersion coefficient.
With proper alignment of the Brewster angle, the prism-compressor setup can have high
throughputs of 95% transmission. Furthermore, by placing a pair of alignment irises before the
compressor, it is quite easy to get repeatable pulse durations without adjust the prism positions
day-2-day.
2.6 Laser optical setups designed, build, and used in this thesis
In this next section I will discuss the experimental setups, which were built during my
thesis work in order to have setups tailored specifically for the material and material properties
of interest. This includes setups to study the wavelength dependence transient response of
materials after ultrafast photoexcitation, a versatile setup to measure the magneto-optical and
differential reflectivity signals in samples after a low energy photoexcitation from oscillator, and,
finally, a terahertz time-domain reflection spectroscopy setup to measure the THz dynamics of
superconductors after pump photoexcitation.
The technique common to all these works is the pump-probe technique as illustrated in
Figure 2.13. The basic idea of ultrafast pump-probe spectroscopy is to photoexcite the sample
with a very short laser pulse and then measure the effect of this excitation through a very low
intensity probe pulse. The initial excitation is said to be the pump pulse, while the latter pulse is
the probe. By changing the time delay between the pump and probe the dynamics, consisting of
an initial build-up and a subsequent relaxation from photoexcitation, can be observe and related
to the fundamental material properties. The delay time is computer controlled with a motorized
delay stage that changes the path length of the pump while the probe path length remains
fixed. Different physical phenomena can be studied by changing various optical properties
of the pump or probe beams, such as: wavelength, intensity, polarization. By placing the
sample in a cryostat, the temperature dependence can be studied and by putting the sample
in proximity to a magnetic field it is possible to relate the magneto-optical signals directly to
magnetic properties of the sample. Thus, the optical property of the measured probe beam
can be related directly to the fundamental material properties, which are ultimately the goal
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Figure 2.13 A basic pump-probe setup. The laser output is split into 2 beams for pump
and probe beams. The pump beam passes through a delay stage to control
the relative time difference between the pump and probe. Before beams hit the
sample, the optical properties may be manipulated through various nonlinear
or standard optical techniques. The modulation of the pump repetition rate
allows for measurements that detect the pump induced change in the probe beam,
which depending on the optical property measured can be sensitive to magnetism,
conductivity, band-gaps, or simply intensity changes.
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Figure 2.14 The experimental setup for transient absorption spectroscopy. This versitile setup
can be used to measure both reflection and transmission through samples to al-
low for measurements on both bulk and transparant samples. Unique to this
setup is that the probe is made of a broadband white-light continuum spanning
450nm-1250nm. The pump pulse also can be tuned through using the Opti-
cal-parametric-amplifier (OPA) for selective pumping, or the laser fundameental
800nm can be directly used as the pump. A spectrometer used as a monochrom-
eter here measures the spectral response.
of the studies reported here. The unique aspects of ultrafast laser pump-probe spectroscopy,
as opposed to standard pump-probe techniques, are (i) the ability to measure at femtosecond
timescales and (ii) the ability to excite the sample with extremely intense pulses (peak power
in the gigaWatt range).
2.6.1 Femtosecond transient absorption spectroscopy setup
The wavelength dependence of the probe can be studied as a function of time after ultra-
fast photoexcitation with an also wavelength tunable pump pumps. The wavelength selectivity
unique to the femtosecond transient absorption spectroscopy setup has been utilized for iso-
lating specific electronic and excitonic transitions in materials, such as solar cells and carbon
nanotubes.
As shown in Figure 2.14, the probe pulse is focused into a Sapphire crystal (3mm thick)
where the optical nonlinearity generate a beautiful broadband white-light continuum (WLC)
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Figure 2.15 Image showing the WLC profile with outer rings and central circular beam.
spanning from <450nm - 1300nm. The WLC effect is sometimes referred to as supercontinuum
generation. An example of the WLC beam profile and color after Sapphire crystal is shown in
Figure 2.15. A typical WLC spectrum attained for the probe is shown in Figure 2.17. Note
that the region around 800nm (blocked out, grey) was filtered out with short- and long-pass
filters. It can be seen that the broad and flat spectrum in the visible range from 450-700nm.
For wavelengths longer than the 800nm generation beam, the intensity falls off with increasing
wavelength. The WLC output power after filtering 800nm is negligibly small, ∼ 1µW.
In the femtosecond transient absorption spectroscopy setup used in the research presented
here, the amplifier was split into separate branches for the pump and WLC probe.
The pump beam was further split in order to allow it to pass through an Optical Parametric
Amplifier (OPA), generating either high-power pulses with tunable wavelengths or passing
around the outside of the OPA to maintain 800nm pumping. On the probe path, the probe
beam was focused onto a 3mm-thick Sapphire window to generate a white-light continuum
(WLC) spanning 450nm- 1.3um. The WLC output was collimated with a short focal length
lens. The pump and probe beams were then focused to the sample position at angles near
normal incidence, with pump beam spot size approximately 2-3 times that of the probe beam
spot size as measured with a small pinhole. After interacting with the sample, both transmitted
and reflected probe beams were collected and passed through a computer-controlled grating
spectrometer, whereafter signals could be recorded as function of intensity, wavelength, and
time delay after pump excitation. Lastly, a reference beam, split from the WLC probe, was
also passed through the spectrometer at a different height than the probe and collected at the
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Figure 2.16 Measurements of the WLC chirp taken over many months shows the chirped pulse
width and also the good repeatability and robustness of the setup. In total from
450nm-1300nm the pulse spans over 1ps.
exit port with a pick-off mirror. The reference beam was used to help reduce laser fluctuation
noise.
Depending on the sample under study, the sample could be placed in a continuous flow
nitrogen purge box or in a vacuum sealed cryostat that allowed for accurate low-temperature
measurements (as low as 4K).
Of importance to the ultrafast studies presented here is the temporal resolution of exper-
iment. As shown in Figure 2.16 the WLC beam has significantly broadened from ∼45fs to
over 1ps. Initially, in order to increase the temporal resolution of the measurements, an at-
tempt was made to compress the pulse with a prism-compressor system but the extra optical
components introduced too much loss. A significantly improved time resolution was ultimately
achieved by selectively narrowing the entrance slit on the spectrometer so as to only measure
a small bandwidth of wavelengths at a time. In this sense, we operate the spectrometer as a
monochromater.
The transient absorption spectroscopy setup was also designed for wavelength selective
pumping through the incorporation of the optical- parametric-amplifier (OPA). The OPA al-
lowed allowed for high powered pump pulses with continuous wavelength tunability from 450nm
to 10um. The complete wavelength tunability of the setup allowed for the selective pumping
and probing of electronic transitions.
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Figure 2.17 White-light continuum power vs. spectrum. Note that a low-pass and high-pass
filters were used here to eliminate the 800nm fundamental beam which saturates
out the detection setup if not filtered out.
In the above described setup, the measurement of interest is the change in reflection or
transmission of the sample as a function of time after the pump photoexcitation; this is normally
written as:
∆R
R
(t) =
R(t)on −R(t)off
R(t)off
(2.9)
or alternatively
∆T
T
(t) =
T (t)on − T (t)off
T (t)off
(2.10)
where ”on” and ”off” signify if the pump beam hits the sample or is blocked from with the
mechanical chopper. In the ”off” case, the value is just that of the static value.
2.6.2 Ultrafast magneto-optic and differential reflectivity setup
One of the main thrusts of the early work in my thesis was the magneto-optical studies of
complex materials. Using the magneto-optical Kerr effect (MOKE) the optical signals can be
directly related to the magnetic properties and magnetic interactions occurring in the material.
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2.6.2.1 Magneto-optical theory
The following derivations and calculations follow that in reference [68]. In order to directly
compare the material properties to the magneto-optical signals, Maxwell’s equations describing
the media response of an electromagnetic wave propagating through it are used. The relation-
ship between the polarization ~P , the displacement ~D, and the electric field ~E can be expressed
as
~D = ~E + 4pi ~P (2.11)
~P (ω) = χ(ω) ~E (2.12)
~D = 1 + 4piχ(ω) (2.13)
~D(ω) = (ω) ~E(ω) (2.14)
For the case of a uniform M along the z-axis in an isotropic medium, the dielectric tensor
can be expressed as:
 =

xx xy 0
−yx xx 0
0 0 xx
 (2.15)
where the matrix elements consist of both real and imaginary components ij = 
′
ij + i
′′
ij .
The diagonal elements xx exhibit time-reversal symmetry and thus do not change sign if
the magnetization changes to the opposite direction. The off diagonal elements, however,
are dependent on the magnetization changes and are antisymmetric upon a magnetization flip,
which is what accounts for the magneto-optical property. To a first order approximation, the off
diagonal tensor elements are proportional to the magnetization (i.e. xy(M,ω) = −xy(−M,ω)
and xy(M,ω) ∝M . Following reference [68], the magneto optical constant Q˜ can be expressed
as:
Q˜ = q′ + iq′′ = −i xy
xx
(2.16)
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Figure 2.18 Voigt vector showing the polarization changes from MOKE and MCD
The off-diagonal elements imply that there are different optical constants to right and left
circular polarized light, where both polarization eigenmodes solve the dielectric tensor above.
Consequently, the two circular polarizations experience dielectric constants and thus, different
optical constants, n+/− and k+/− that solve the dielectric tensor with relationship:
+/− = xx ± ixy = (n+/− + ik+/−)2 (2.17)
The difference between + and − lead to different phase velocities and absorption between
the two different circular polarizations which can be measured. When a linearly polarized
beam, which can be decomposed into right- and left- circular polarized components, is reflected
from a magnetic sample, the magneto-optical Kerr effect (MOKE) is observed by measuring
the rotation of the polarization of the reflected light. The MOKE ellipticity is observed when
linearly polarized light becomes elliptically polarized, which is typically referred to as magnetic-
circular dichroism (MCD). The Voigt vector is used to describe the complex polarization angle
to include the effects of both MOKE and MCD:
Θ˜k = θk + iηk (2.18)
where θk and ηk refer to the Kerr rotation and Kerr ellipticity, respectively are shown
in figure 2.18. In order to complete the relationship between the material magnetization and
polarization sensitive measurement, a linearly polarized electric-field polarized in the x-direction
and propogating ion the z-direction towards the sample surface is considered. For simplicity it
is assumed near-normal angle of incidence (i.e. we let ~E = [Ex, 0, 0]). If the complex reflection
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coefficients for right- and left-circularly polarized light be represented as r+ and r−, respectively,
the coefficients can be expressed using the Fresnal equations as:
r+ = rx + iry =
n+ + ik+ − 1
n+ + ik+ + 1
(2.19)
r− = rx − iry = n− + ik− − 1
n− + ik− + 1
(2.20)
The reflected light with altered polarization is given by [rxEx, ryEy, 0] and the complex
MOKE angle can be expressed as:
Θ˜k = θk + iηk =
rxEx
ryEx
(2.21)
Then, by combining equantion 2.11 - equation 2.26, the MOKE angle and MCD can be
expressed as:
θk = F2(n, k)
′
xy + F1(n, k)
′′
xy (2.22)
ηk = F1(n, k)
′
xy − F2(n, k)′′xy (2.23)
Here, F1 and F2 are the magneto-optical coefficients, and functions of n and k given by:
F1(n, k) =
A
A2 +B2
(2.24)
F2(n, k) =
B
A2 +B2
(2.25)
where A = n(n2−3k2−1) and B = k(3n2−k2−1). If we consider the case of a transparant
sample, n >> k, and the rotation and ellipticity can be further simplified to clearly show the
Kerr rotation and Kerr ellipticity are proportional to the magnetization M of the sample.
Θ˜k =
−(1 + i)xy
n(1− n2) (2.26)
Here, Θk and ηk do no typically exceed 1 degree because the ratio of diagonal to non-diagonal
elements of the susceptibility tensor are typically on the order of 0.01.
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Next, the case for a time-dependent perturbation of the sample as caused by the ultrafast
pump photoexcitation is addressed. In the dynamic case, the ultrafast laser pulse can destroy
or induce some change in magnetization and the goal is to measure the dynamics of this change
as function of time using a probe pulse. The time-dependent Voigt vector in the dynamic case
can be expressed phenomenologically as:
Θ˜(t) = N(t) +
∑
i=x,y,z
F˜i(t)Mi(t) (2.27)
Here, N(t) is the nonmagnetic contribution that is symmetric upon magnetization reversal.
The N(t) contamination to the true magnetic signal can therefore be eliminated by measuring
the magneto-optical signals with oppositely oriented magnetic field directions. Then, subtrac-
tion of the signals from both magnetic orientations leaves only the true magnetic signals. In
the analysis following, N(t) is removed. By measuring at normal angle of incidence (polar
geometry) the analysis can be simplified further to only include z-component of magnetization:
˜θ(k) = F˜z(t)Mz(t) (2.28)
Then the pump induced change in the Voigt vector can be expressed as:
∆Θ˜(t) = F˜z0∆Mz(t) + ∆F˜z(t)Mz0 (2.29)
∆Θ˜(t)
Θ˜0
=
∆M(t)
Mz0
+
∆F˜ (t)
F˜0
(2.30)
where ’0’ denotes the equilibrium value. The magneto-optical signal contains contributions
from both true magnetic changes and other changes (ie electronic effects such as dichroic
bleaching) and the signals are no longer truly representative of real spin dynamics. Several
methods can be implemented to verify that the signal is of true magnetic origin. One such
method uses two-color pump/probe scheme where the the probe wavelength is tuned to be far
away from that of the pump and this substantially reduces the contamination from dichroic
bleaching. Another method to verify signal origin compares the temporal profile of the ultrafast
MOKE and MCD signals. Only when the two signals show similar temporal dynamics can the
results be interpreted as a true magnetic signal; this criteria can be written as:
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Figure 2.19 Setup for the low-power ultrafast magneto-optical and differential reflecitivity
setup
∆Θk
Θk0
=
∆η
ηk0
(2.31)
Another method which may be used to help isolate the true magnetic origins of the signal
is to simultaneously capture the reflectivity change in the signal. If the relative change in
reflectivity is much less than relative changes in the magneto-optical signals, one can justify
that the major portion of the magneto-optical signal comes from changes in the off- diagonal
dielectric tensor elements and reflects true magnetic changes. Recall that the magneto-optical
constant Q˜ = q′ + iq′′ = −ixy/xx;we can combine the above two criterium to get a robust
method for determining the magneto-optical signal.
∆q′(t)
q′0
=
∆q′′(t)
q′′0
>>
∆
′
xx(t)
′xx
,
∆
′′
xx(t)
′′xx
(2.32)
∆Θ(t)
Θ0
=
∆η(t)
η0
>>
∆R(t)
R0
,
∆T (t)
T0
(2.33)
2.6.2.2 Ultrafast magneto-optical and differential reflectivity setup
Figure 2.19 shows the setup built as part of this thesis for measuring the magneto-optical
and electronic signals. The 80MHz output of the isolator is passed through a Faraday isolator
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to avoid reflections in the setup from propagating back into the laser cavity. After the isolator,
a prism pulse compressor system was used to compensate for the GVD introduced in the setup.
With proper tuning, pulse durations at the sample position could be reduced to ∼18fs FWHM.
After exiting the prism compressor, pump and probe beams are separated. The probe beam
travels through a chopper to modulate the repetition rate, and then through a BBO crystal
for SHG generation (to avoid dichroic bleaching effects) before being focused onto the sample.
The pump beam passes through a computer controlled delay stage before being passed through
a mechanical chopper spinning at a different frequency than the probe chopper and is then
focused onto the sample. The reflected probe light is then detector with photodetectors, in
either the reflection intensity detection area or in the polarization bridge detection area.
The unique features of this setup are due to the use of the oscillator laser instead of the
amplifier, which allows for shorter pulse durations and the capability to measure even smaller
signal sizes with good signal-2-noise ratio, and also the setup can be used to measure static
properties of materials.
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CHAPTER 3. ULTRAFAST OBSERVATION OF CRITICAL NEMATIC
FLUCTUATIONS AND GIANT MAGNETOELASTIC COUPLING IN
THE IRON PNICTIDES
Since their discovery in 2008, the iron-pnictide superconductors have provided condensed
matter experimentalists and theorists with new and exciting directions to explore in the field
of superconductivity[37]. This Fe-containing family of superconductors exhibits a host of in-
teresting phases including a magnetic phase that is in close proximity to superconductivity.
The seminal work on this class of materials has motivated researchers around the world to help
understand the underlying material physics in this unconventional class of superconductors.
The iron-pnictide materials exhibit complex interactions between multiple degrees of free-
dom and tremendous efforts have been put forth to understand the nature behind these phases.
Many questions still remain. For example, one open question is: what is the origin of the
anisotropy in the iron-pnictide materials? These materials posses a host of anisotropic proper-
ties that appear to be coupled together, yet the origins of the observed anisotropy is still not
solved. Thus this material is an excellent candidate for ultrafast laser studies where we can
decouple the interactions in the time domain to study them independently as well as how they
interact together.
Before discussing our ultrafast work, I will first present the basic fundamental material
properties of the FeAs materials. Specifically, I will focus on the Ba122 materials which are
the main focus of my work here.
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Figure 3.1 Physical structural orientation of the Ba122 structure regenerated from Refer-
ence [35]
3.1 Ba(Fe1−xCox)2As2 Material Properties and Phases
Ba(Fe1−xCox)2As2 materials, with the appropriate doping, exhibit coupled structural and
spin density wave (SDW) transitions, that appear to closely track each other with Co-doping.
The parent compound exhibits a nearly simultaneous orthorhombic and SDW transition at
∼136K. With increasing the Co-content, both transition temperature decrease together, with
the orthorhombic phase always preceding the SDW phase from the high temperature side. At
around 3% Co-doping, a superconducting dome begins to rise up and the the SDW and or-
thorhombic phases are by now quite suppressed. This is the underdoped regime, where SC,
SDW, and Orthorhombic phases coexist. This regime is a major focus of my work to under-
stand how these phases interact with each other. With even more Co-doping, the SDW and
orthorhombic phases can be completely suppressed and at around x=0.074 appears the opti-
mal doping for superconductivity with a TC=22K in Ba(Fe0.926Co0.074)2As2. Beyond x=0.074
Co-doping, the superconducting dome falls off and disappears around x=0.14. In the ordered
phase there are many observed in-plane anisotropies, many of them are electronic in origin and
very large, an important feature that I will highlight next.
The crystallographic structure of the 122-type FeAs in the low temperature phase is shown
in figure 3.1. At these low temperatures, the lattice is in its orthorhombically distorted state.
Going into the orthorhombic phase, the square Fe lattice distorts as shown in the figure. Each
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Figure 3.2 Phase diagram as function of temperature and Co-doping in Ba(Fe1−xCox)2As2 as
taken from Nandi et al [59].
Fe atom is tetrahedrally coordinated by As. There are two formula units per unit cell as
discussed in Ref [37]
Nandi et al. [59] investigated the orthorhombic distortion δ = (a− b)/(a+ b) as function of
temperature in Ba(Fe1−xCox)2As2 with focus on the underdoped region of the phase diagram.
The interesting data is reprinted in figure 3.3. Two of the major points from this work was
that (1) the structural distortion δ(t) does not appear to be influenced by the long-range SDW
transition at TN . (2) δ(T) does appear to be strongly coupled to the SC phase because SC
appears to strongly suppress both the amplitude of δ going into the SC phase and also the
orthorhombic phase disappears completely at higher dopings when the SC phase has highest
TC . It appears that the maximum structural anisotropy from the samples measured by Nandi
et al[59] is around δ ∼ 1.4 · 10−3.
Some very interesting works have been able to study the electronic anisotropy on single crys-
tals with the use of a detwinning technique, where a stress/strain is applied to the sample to
favor the a/b orientation along a preferred axis. For example, because the b-axis lattice param-
eter of the orthorhombic structure is smaller than the a-axis lattice parameter, a compressive
stress will favor the b-axis alignment parallel to the applied stress. This detwinning technique
allows for such a bulk DC-resistivity measurement to disentangle the electronic properties along
either the a or b axis.
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Figure 3.3 Orthorhombic distortion δ = (a − b)/(a + b) vs. temperature for single crystals
of Ba(Fe1−xCox)2As2 in the underdoped region of the phase diagram taken from
Nandi et al[59]
Measurements done by Chu et al and Tanatar et al [10, 84] showed a very large resistive
anisotropy was found to exist between the a-axis and b-axis with ρb > ρa. The maximum
anisotropy was observed to occur just below TS with a remarkable value ρb/ρa ∼ 1.5 - 2! This,
the electronic anisotropy is significantly more than the structural anisotropy. Furthermore,
the electronic anisotropy was found to persist even above TS , which provides another piece of
evidence for an electronically driven phase transition in the iron-pnictides.
The following sections draw closely from the manuscript publication: Nature Comm. 4229
(2014) [67].
Figure 3.4 Electronic DC-resisitivity anisotropy for detwinned single crystals of
Ba(Fe1−xCox)2As2 taken from J-H. Chu et al[10]
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3.2 Ultrafast Observation of Critical Nematic Fluctuations and Giant
Magnetoelastic Coupling in Iron Pnictides
A significant anisotropy manifests ubiquitously in normal state properties of many of the
iron pnictides, which is important for understanding quantum magnetism and high-temperature
superconductivity. Although an electronically-driven nematicity has been invoked, distinguish-
ing it from spin and structural orders is hindered since they couple together to break the same
tetragonal symmetry. Here we use femtosecond-resolved polarimetry to reveal critical fluctua-
tions of nematic correlation in unstrained Ba(Fe1−xCox)2As2. The anisotropic response, which
arises from the two-fold in-plane anisotropy of the refractive index, displays a characteristic
two-step recovery absent in the isotropic response from the lattice and electron dynamics. The
fast recovery appears only in the magnetically ordered state, whereas the slow one persists in
the paramagnetic phase with a sharp increase of the relaxation time approaching the struc-
tural transition temperature. The dynamics reveal a gigantic magnetoelastic coupling that far
exceeds electron (e)-spin and e-phonon couplings, opposite to conventional magnetic metals.
In the electronic nematic state of the iron pnictides, the high-temperature tetragonal sym-
metry (C4) of the system is lowered to an orthorhombic one (C2) at the temperature TS through
the divergence of nematic fluctuations Figure 3.5(a). The associated nematic order parameter φ
has therefore Ising (Z2) character (two discrete values) [18, 97, 23] and couples to various other
degrees of freedom, such as magnetic fluctuations, lattice orthorhombicity, and orbital order
[20], giving rise to anisotropies in several quantities – electrical and thermal transport, orbital
occupation, optical conductivity, and magnetic susceptibility[84, 10, 99, 98, 58, 16, 41, 11, 34].
In most materials, the nematic transition usually takes place very close to a magnetic transition
at TN ≤ TS to a (0, pi)/(pi, 0) spin-striped state [44]. The challenge arises on how to underpin
the origin of the anisotropy from electronic nematicity and disentangle it from various different,
yet cooperative, contributions to the anisotropy [81, 18, 97, 23, 20, 8].
Ultrafast dynamics of the nematic order parameter φ in iron pnictides has not been mea-
sured thus far, despite the fact that this approach can potentially reveal dynamic and critical
fluctuations associated with the establishment of the new phase. The time resolution also disen-
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tangles the various coupled order parameters based on their distinct relaxation dynamics subse-
quent to being suddenly driven out of equilibrium, thus revealing information hidden inside the
time-averaged signals obtained from static measurements. Prior ultrafast experiments in iron
pnictides mostly concentrated on laser-induced melting of the superconducting and spin density
wave (SDW) gaps, and on charge quasi-particle dynamics, but provided little insights on the
nematicity since it is not known how to explicitly resolve the φ dynamics. [53, 9, 87, 54, 82, 43]
Recently, linear polarization spectroscopy from the far-infrared up to 2 eV revealed a static
conductivity anisotropy along the a and b orthorhombic directions (Figure 3.5(a)), which paves
a way to optically probe the Z2 Ising order parameter.[58, 16] However, two key issues remain
before one can access the unexplored ultrafast regime: first, probing anisotropy in the ultravi-
olet (UV) region is most critical since it minimizes the contamination of ultrafast polarization
signals by spurious effects, e.g., spectral weight transfer associated with pump-induced Fermi-
surface reconstruction and transient filling of the mid-infrared SDW gaps (methods). Thus far,
optical anisotropy above 2 eV could not be observed in conventional broadband polarization
optics [58]. Second, to access the “spontaneous” order φ, it is critical to study unstrained sin-
gle crystals. Even a small external strain will smear out the well-defined critical temperature,
predicted at TS [10, 84].
This letter characterizes ultrafast relaxation of the Ising-nematic order parameter φ follow-
ing non-equilibrium photoexcitation at 1.55eV of unstrained Ba(Fe1−xCox)2As2 using laser-
based, femtosecond (fs)-resolved polarimetry probe centered at the blue/near-UV region at
3.1 eV (methods) [49, 94]. A two-step polarization recovery with fast (τ fast) and slow (τ slow)
relaxation times is observed only in the anisotropic response ∆η, absent in the isotropic re-
sponse ∆R/R that arises from the transient electron and lattice relaxations. By studying
both parent (x=0.00, with TS = TN = 136K) and underdoped (x=0.047, with TS = 66K
and TN = 48K) single crystals (methods) [6], we are able to separate the contribution to the
anisotropy from long-range magnetic order, τ fast, present only below TN , to the nematic fluc-
tuations, τ slow, persist even in the paramagnetic orthorhombic phase with a sharp increase
of the relaxation time upon approaching TS , indicative of the critical divergence of nematic
correlation. A quasi-equilibrium, three-temperature model reproduces the ultrafast dynamics,
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and reveals, particularly, a gigantic magnetoelastic coupling that far exceeds both e-spin and
e-phonon couplings, opposite to conventional magnetic metals [3]. This establishes an inde-
pendent electronic nematic degree of freedom in iron pnictides, and bridges the gap between
unconventional quantum nematic matter and technologically relevant functionalities.
3.2.1 Ba(Fe1−xCox)2As2 growth and characterization.
Single crystals of Ba(Fe1−xCox)2As2, x=0.00 and 0.047, were grown out of a (Fe1−yCoy)As
flux, using conventional high-temperature solution growth techniques.[6, 60] For the x=0.00,
parent compound, small Ba chunks and FeAs powder were mixed together with 1:4 ratio. For
the Co substituted compound, small Ba chunks, FeAs powder, and CoAs powder were mixed to-
gether according to the ratio Ba:FeAs:CoAs=1:3.75:0.25. Elemental analysis of the samples was
performed using wavelength dispersive x-ray spectroscopy (WDS) in the electron probe micro-
analyzer of a JEOL JXA-8200 electron-microprobe to determine the real Co concentration.[60]
The x=0.047 sample undergoes a separate SDW transition at TN = 48K and a structural tran-
sition from tetragonal to orthorhombic phase at TS = 66K. For the x=0.00 sample, the TN and
TS are almost indistinguishable in these measurements ∼136K.[60, 59]
3.3 Results
3.3.1 Laser-based static polarimetry of nematic order parameter φ.
As illustrated in Figure 3.5(b) , when a linearly-polarized optical field, oriented at 45 degrees
with respect to the orthogonal axes of different complex refractive indices N˜a and N˜b, is incident
on the sample surface, an elliptically polarized light (η) with a rotation of the polarization
plane (θ) is observed to be reflected (methods). A complex angle Θ˜ = θ + iη can be obtained
by expanding the solution of the Fresnel equation with respect to α = ∆N˜/N˜ (defined as
(N˜a − N˜b)/(N˜a + N˜b)1):
Θ˜ =
2∆N˜
N˜2 − 4 +O(α
2) (3.1)
and is directly proportional to ∆N˜ , i.e. Θ˜ ∝ φ. Since the real and imaginary parts of Θ˜ are
connected via Kramers-Kronig relations we can then focus only on the imaginary part of Θ˜, η
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to extract information about φ. We obtain η by subtracting the S and P polarized components
(IS − IP )/2(IS + IP ), and dividing by the surface reflection R = IS + IP , a measure of the
isotropic response (black box). The result for unstrained Ba(Fe0.953Co0.047)2As2 (black dots)
is shown in Figure 3.5(c). The η shows a gradual increase only below TS = 66K and exhibits
a distinct increase across ≈ TN = 48K, revealing the coupling between the nematic order
parameter φ and the magnetic and orthorhombic order parameters obtained with x-ray and
neutron scatterings (Figure 3.5(d)).[59]
A quantitative comparison of the temperature profile of η(T ) shows a good agreement
with the theoretically predicted behavior of φ(T ). In this calculation, the degeneracy of the
magnetic ground state, allied to magnetic fluctuations, gives rise to a non-zero nematic order
parameter at TS , which is enhanced at TN due to the feedback effect on the magnetic spectrum
(see Figure 3.5(a) and methods). The anisotropic optical conductivity observed at such high
energies arises most likely from the non-equivalent occupations between the dxz and dyz Fe
orbitals, which is proportional to the nematic order induced by magnetic fluctuations. Notice
that the full temperature dependence of φ(T ) has been inaccessible in various probes, e.g.,
due to the inapplicability of magnetometry in the SDW phase [41] and due to the limited
signal-to-noise ratio in polarized photoemission.[98]
3.3.2 Laser-based static polarimetry measurements.
Here we develop a more sensitive laser probe from a Ti:Sapphire oscillator (1.55eV center
wavelength, ∼100 fs pulse duration, and 80MHz repetition rate) that is frequency–doubled
to 400nm (3.1eV), as shown in Figure 3.5(b). In the definition above and in the Jones Ma-
trix notation, the incident E-field (s-polarized) and complex reflection from the sample are
Ein = (ES , EP ) = (1, 0) and ER = (1, Θ˜). The detection scheme of the ellipticity η is achieved
by passing the reflected beam through a quarter-wave plate (QWP), with its axis oriented at
45 degrees with respect to the vertical s-axis, and a polarization-dependent beam splitter to
spatially separate the S and P polarized components. The anisotropy η is calculated from
Equation 3.2.
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(3.2)
Here, R, defined as the reflection from the surface, is a measure of the isotropic response equal
to IS + IP . In our experiment, the probe beam is linearly polarized along the direction that
produces maximum polarization activity. This is determined by the controlled experiment of
probe polarization dependence which rotates the polarization plane along one of the tetragonal
crystal vectors. The probe focus diameter is ∼200µm, which is smaller than the length of elon-
gated strips from twinned domains [84].This allows optically probing the index anisotropy even
in unstrained crystals using highly-sensitive laser-based polarimetry, as clearly demonstrated
in Figure 3.5(c).
3.3.3 Ultrafast polarimetry measurements.
For time-resolved measurements, a Ti:Sapphire amplifier with center wavelength of 800nm
(1.55eV), pulse duration of ∼80 fs at the sample position, and 1kHz repetition rate was sepa-
rated into pump and probe beams. The probe was frequency–doubled to 400nm (3.1eV) with
a pulse duration of ∼120 fs. This photon energy has been shown to measure the nematic order
parameter φ from the static measurement shown in Figure 3.5(c). This two–color pump–probe
geometry was used to minimize the contamination of polarization signals during ultrafast time
scales, e.g., by dichroic bleaching, spectral weight transfer associated with pump-induced Fermi-
surface reconstruction and transient filling of the mid-infrared SDW gaps, etc (e.g. Stojchevska
et al.[82] showed the near-infrared transient polarization signals persist far above all transition
temperatures independent of doping). Lattice and electron relaxation dynamics are revealed
by pump-induced optical reflectivity change ∆R/R. Small polarization or optical reflection
changes were sampled as function of pump and probe delay by synchronously chopping the
pump beam at 500 Hz and detecting the intensity change between consecutive pulses.
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3.3.4 Ultrafast spectroscopy measurements
The fs-resolved ellipticity change ∆η in the parent compound is shown in a logarithmic
scale as a function of time delay in Figure 3.6(a) at 4K under pump fluence of 115µJ/cm2.
Ultrafast photoexcitation results in softening of the nematic order, revealed by a negative
change ∆η <0, which is followed by a bi-exponential recovery composed of an initial fast
relaxation of τ fast ∼1.2ps and a slow one of τ slow ∼28ps.
The most salient feature in Figure 3.6 is the striking difference in temporal profiles between
the polarization ∆η and simultaneously-probed reflectivity ∆R/R. This difference persists both
in the fs and in the subsequent extended 100 ps time scales. Shown in the inset of Figure 3.5(a)
is the comparison for the first 1.2 ps, which reveals a delayed rise ∆τrise of ∆η (black dots)
compared to ∆R/R (red shade), indicating a faster electron thermalization ∼150fs prior to
the softening of the nematic order. Three key properties of τ fast and τ slow are noted following
the initial thermalization: (i) both of them are absent in the ∆R/R decay profiles, determined
by cooling of hot electrons and lattice since ∆R/R originates from thermally-induced band
structure renormalization. This remarkable difference in the time evolution of the η strongly
points to a separate physical origin of the former: it is independent of either electron or struc-
tural dynamics. (ii) The τ fast and τ slow components exhibit distinctly different dependence on
temperature (Figure 3.5(b,c)): τ fast displays little variation between 4K and 130K, while τ slow
shows a much faster relaxation at low temperatures (T = 4K) than at temperatures (T = 130K)
slightly below TS(= 136K). This trend is clearly visible by following the τ
slow dynamics (blue
shades) at various temperatures shown in Figure 3.6(d). A detailed fitting of temperature
dependence of the two-step recovery (red lines, also see Appendix A), reveals that the τ slow
is mostly constant up to near TS where it sharply increases, indicative of a critical divergence
near the phase transition. In contrast, ∆R/R mostly exhibits a temperature-independent de-
cay profile: the 4K and 130K traces (red shade, Figure 3.6(b,c)) are almost identical. This
anisotropic-only response rules out any other origins such as gap opening in density of states
and phonon fluctuations, responsible for the critical slowing down in τ slow, and therefore corrob-
orates the divergence of nematic correlation at TS [20, 11]. iii) The photoinduced ∆η amplitude
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quickly diminishes above TS , but differently than ∆R/R, again corroborating the nematic ori-
gin of the observed transient η signal. Note that ∆R/R also has a periodic oscillation of ∼120
fs and a second local maximum at ∼10 ps, which arise from the As-As optical phonon and from
strongly-damped propagating acoustic phonon, respectively [53].
In order to differentiate the correlation mechanisms leading to the τ fast and τ slow compo-
nents, Figure 3.7(a) present ultrafast ∆η measurements on the x=0.047 sample, which un-
dergoes separate magnetic and structural transitions (TN = 48K and TS = 66K). At 4K and
pump fluence of 115µJ/cm2, we observe very similar bi-exponential relaxation behavior as in
the x=0.00 sample. However, at T = 54K slightly above TN = 48K, the τ
fast component disap-
pears, while a similar τ slow relaxation persists. In addition, photoinduced ultrafast ellipticity
dynamics at T = 60K and T = 66K approaching the structural transition temperature (red
line) exhibits the much slower τ slow relaxation time as compared to 4K, 10K, 40k and 54K. A
detailed fitting of temperature dependence of the two-step recovery, shown in Figure 3.7(b),
clearly corroborates again the diverging τ slow from the critical nematic fluctuations near TS .
Detailed temperature dependence of ∆η in Figure 3.7(c) confirms that the τ fast component
exclusively appears below TN , originating therefore from the long-range magnetic order con-
tribution to the anisotropy. In the side panel, the τ slow component (white area), shown at the
fixed time delay of ∆τ=3.7ps, exhibits no change at low temperature, begins to drop at ∼ TN
and then fades out only at TS = 66K. τ
slow thus originates from the electronic nematicity, since
there is no long-range magnetic order at TN < T < TS .
Figure 3.7(d) compares the photoinduced ∆η dynamics in the x=0.047 sample versus tem-
perature at two fixed time delays ∆τ =150fs and 3.7ps. While the ∆η amplitudes are different
below TN , they coincide above TN , and then diminish at TS . This salient feature allows us to
determine the ratio between the contributions to the nematicity from the magnetic order versus
other Ising-nematic contributions. Subtraction of the two amplitudes ∆η|∆τ=150fs-∆η|∆τ=3.7ps
gives the pure magnetic order contribution, which sets in only below TN (blue shaded region).
The contribution from the nematic correlation is characterized by ∆η|∆τ=3.7ps (red shaded re-
gion), which begins to increase at TS , exhibits a kink at TN due to the magnetic feedback effect
and shows little variation deep into the SDW phase. The comparable magnitude between the
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two contributions indicates a substantial influence from the spins to nematicity in the FeAs
sample.
3.3.5 Theoretical modeling of ultrafast dynamics.
We model the obtained ultrafast dynamics with a three-temperature (3T) model. The set
of coupled differential equations for energy flow are of the form below for three reservoirs with
corresponding specific heat coefficients Ce,m,l and coupling constants gij (=gji):
Ce
d
dt
Te = −gel (Te − Tl)− gem (Te − Tm) + P (t) (3.3)
Cl
d
dt
Tl = −gel (Tl − Te)− glm (Tl − Tm) (3.4)
Cm
d
dt
Tm = −gem (Tm − Te)− glm (Tm − Tl) (3.5)
P(t) represents the pumping rate by the 80fs Gaussian laser pulses over the excited volume. The
pump fluence is 172µJ/cm2 and absorbed fluence 67µJ/cm2 after taking into account surface
and cryostat window reflection loss. This corresponds to energy density of 673 Joule/mol
deposited by the 80fs Gaussian laser pulses over the excited volume into the sample. This
is used as the input value for P(t) in the three temperature model. The electronic specific
heat is given by: Ce = γeTe + Csc, where γe = 6.1×102 mJ/m3·K2 and Csc = 2.475 ×102
mJ/m3·K is the albeit small, average superconducting contribution acting only below TC . The
lattice specific heat, Cl, was determined from the Debye model with β = 10 J/m
3·K4, while
the magnetic-nematic specific heat Cm was calculated from Cm = Ctotal − Ce − Cl. For the
three temperature model, we numerically solved the system of equations simultaneously via
4th and 5th order Runge-Kutta formulae to make error estimates and adjust the time step
accordingly, and extracted the best fit coupling constants to be: gem = 3.16 × 1017 W/m3·K,
gml = 13.3 × 1017 W/m3·K and gel = 0.033 × 1017 W/m3·K. Error bars for gem, gml and gel
are 0.58×1017 W/m3·K, 1.66×1017 W/m3·K and 0.13×1017 W/m3·K, respectively. The inset
shows the same simulation for nickel using the well-established parameters in the literature
[3]. The coupling constants for nickel are gel = 8 × 1017 W/m3·K, gem = 6 × 1017 W/m3·K,
glm = 0.3× 1017 W/m3·K.
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3.3.6 Comparing fs-resolved nematicity and charge carrier dynamics.
Analyzing the fs-resolved nematicity and charge carrier dynamics in terms of a transient
temperature description reveals key coupling information between the various reservoirs. The
transient temperature Te associated with the electron heat bath after ultrafast photoexcitation
is proportional to the differential reflectivity profile, ∆Te ∝ ∆R/R(∆τ) after substracting the
acoustic phonon contributions, as established in many prior ultrafast studies in metals [3, 4].
Below TN , we introduce a reservoir temperature Tm for the magnetic-nematic phase. In this
regime both the nematic and magnetic order parameters contribute to the anisotropy, while the
latter dominates the time evolution during the first few ps. From the temperature dependence of
the static η (Figure 3.5(c)) and the photoinduced changes ∆η, we can unambiguously extract
the temporal profile of Tm from the ultrafast data (see appendix A on Extracting transient
reservoir temperatures). Figure 3.8(a) shows Te(t) (green squares) and Tm(t) (red circles)
for the first 4 ps in the x=0.047 sample at an initial temperature 10K and pump fluence of
172µJ/cm2. Te(t) rises first during the 80 fs ultrafast photoexcitation via laser heating of the
electronic sub-system, followed by an increase of the magnetic-nematic reservoir temperature
Tm via heat transfer from the electron reservoir.
The most salient feature is that Tm decays far before equilibrating with Te–i.e., before
reaching Te(t)–opposite to well-established behaviors in magnetic metals like Nickel [3, 4].
In nickel (inset, Figure 3.8(a)), the magnetic and electron sub-systems first reach the same
temperature and then lock together to decay towards an isothermal regime of the same heat bath
temperature with phonons (Tl), i.e., Tm does not decrease before equilibrating with electrons
(see appendix A)[3, 4]. This behavior in conventional metals is due largely to the weak spin-
phonon interaction compared to e-phonon and e-spin couplings, i.e., gml  gel, gem. However,
the opposite trend in iron pnictides underpins an unusually strong spin-phonon coupling, i.e.,
gml  gel, gem, as follows naturally from a magnetic-nematic state where the nematic order
parameter mediates the coupling between spin and lattice degrees of freedom. Note that this is
drawn qualitatively by the direct comparision of experimental data in the two material systems
without any modeling (Figure A.3 in Appendix A, Discussion section). In addition, we have
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performed controlled measurements at substantially lower pump fluence that indicates any
sample heating effects may not be the dominant mechanism (Figure 3.8).
3.3.7 Theoretical modeling of ultrafast dynamics.
For further quantitative understanding, we simulate the obtained ultrafast dynamics by a
three-temperature (3T) model via a set of coupled differential equations describing energy flow
between three reservoirs after the pumping with rate P(t) of 673 Joule/mol by the 80fs Gaussian
laser pulses over the excited volume (methods). This is an extension of the two-temperature
model that describes the (Te) and (Tl) thermal relaxation in metals by incorporating the Tm.
We extract the best fit coupling constants to be: gem = 3.16×1017 W/m3·K, gml = 13.3×1017
W/m3·K and gel = 0.033×1017 W/m3·K. The results of the calculation, shown in Figure 3.8(a),
agree very well with the experiment, and reveal, particularly, a giant ratio of gml/gem that is
∼100 times larger than that in nickel for the best fit values and a lower bound of ∼64 times
considering error bars (methods).
3.4 Discussion
3.4.1 Justification of the magnetic-nematic origin of transient polarization signals.
First, in our case, the relative variation of the anisotropic change is more than 100 times
larger than that of the isotropic response. This huge magnitude difference makes a very strong
case that the ellipticity change probes the genuine in-plane symmetry breaking of the magnetic-
nematic phase. Secondly, the magnetic-nematic origin of the femtosecond anisotropic response
is further confirmed by controlled measurements showing a complete overlap of the pump-
induced rotation ∆Θ(t) and ellipticity ∆η(t) changes (Figure A.5 in appendix A). Any other
non-magnetic contribution would cause discrepancy between the temporal profiles of the rota-
tion angle and ellipticity, and vice versa.
We should note that we cannot completely rule out some other possibilities that may be
brought up by these measurements once they are available. Further study is needed to investi-
gate and understand the microscopic origins of the transient ellipticity signals and its distinct
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difference from isotropic signals, e.g., a thorough comparison with time-/angle-resolved pho-
toemission spectroscopy to study dynamics of orbital polarization and time-resolved X-ray
scattering to follow dynamics of SDW orders.
3.4.2 Theoretical modeling of the nematic order parameter φ.
Here the nematic order parameter φ is the scalar product of the two sublattice Neel vectors
that make up the long range order below TN : φ =< M1 × M2 >. The important aspect
of this Ising-spin nematic phase is that long range order of φ occurs already above the Neel
temperature, i.e. in a regime where the magnetic order parameters still vanish < M1 >=<
M2 >= 0.[20] We follow the model extensively discussed by Fernandes et al.[20] to obtain the
static nematic order parameter φ as function of temperature (red line, Figure 3.6(b)). In this
approach, the existence of a doubly-degenerate magnetic ground state – stripes with either
(pi, 0) or (0, pi) modulation – combined with strong enough magnetic fluctuations gives rise
to an Ising-nematic state which spontaneously breaks the tetragonal symmetry of the system
already in the paramagnetic state (Appendix A).
A unified picture thus emerges for transient photo-driven cooperative processes in iron pnic-
tides, as illustrated in Figure 3.8(b) for low temperature T < TS , TN : ultrafast photoexcitations
during 80 fs, shorter than the As-As optical phonon period, strongly alters the thermodynamic
equilibrium between various reservoirs. I) During or immediately following the pulse, electron-
electron collisions lead to decoherence and the quick establishment of a quasi-thermal distribu-
tion of charge carriers after an electron thermalization time τ eth ∼200fs. II) Next, the electrons
cool down through energy transfer to the other baths. Spin-electron interaction gives rise to
the softening of the spin-nematic order, which leads to the delayed rise ∆τrise ∼150fs of the
thermalized magnetic-nematic order. III)
The subsequent fast decay up to ∼2 ps of Tm indicates lattice heating through strong spin-
optical phonon coupling, which reaches an iso-thermal regime of lattice, electron, magnetic-
nematic reservoirs ∼46K, still higher than that of the the equilibrium lattice temperature
before the pump (10K). IV) The slow recovery of the nematic order proceeds within ∼20-100ps
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via the nematic fluctuation channel, and the system finally relaxes back to T = 10K by heat
diffusion between the laser pulse separation of 1 ms.
We should note two limitations regarding the above reservoir temperature analysis. First, it
is more desirable to extend the comparison of the revealed ultrafast dynamics in iron pnictides
to specifically-chosen antiferromagnetic metals with similar transition temperatures but large
electron-spin coupling gem far exceeding gel and gml. However, this is a rare combination and we
are not aware of a study of this kind to compare our results with. Magnetic metals such as Nickel
has long been established as a prominent example with gem far exceeding gel and gml. Second,
the reservoir temperature analysis has limitations to describe the nematic fluctuations on the
10s of ps timescales, e.g., shown in the raw data presented in Figure 3.6(d) and Figure 3.7(a).
Here our modeling focuses mainly on the fast components where the magnetic softening and
relaxation are the main nonlinear mechanisms. Such analysis allows to gain essential insights
into the previously-inaccessible, key couplings among various reservoirs. The results here should
motivate the development of microscopic theory for non-equilibrium quantum dynamics and
critical phenomena of the electronic nematicity, still very challenging at the moment, beyond
the model used.
Our results reveal new important issues that warrant further investigations: microscopic
origins of the transient anisotropic response and its distinct difference from isotropic signals; the
universality of the demonstrated ultrafast approach based on time-resolved critical dynamics to
study other quantum nematic matter [24]. The electronic nematicity can be further explored
via complementary techniques such as ultrafast mid-infrared probes of anisotropic SDW gaps
[93], and may provide another playground for exploring quantum femtosecond tuning of exotic
ground states in complex materials [49, 39, 12].
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In the electronic nematic state of the iron pnictides, the high-temperature tetragonal symmetry (C4) of the system is loweredto an orthorhombic one (C2) at the temperature TS through
the divergence of nematic fluctuations (Fig. 1a). The associated
nematic-order parameter f has therefore Ising (Z2) character
(two discrete values)1–3. Its coupling to other degrees of freedom,
such as magnetic fluctuations, lattice orthorhombicity and orbital
order4, thus gives rise to anisotropies in several quantities—
electrical and thermal transport, orbital occupation, optical
conductivity and magnetic susceptibility5–13. In most materials,
the nematic transition usually takes place very close to a magnetic
transition at TNrTS, giving rise to a (0, p)/(p, 0) spin-striped
state14. The challenge arises on how to underpin the anisotropy
from electronic nematicity and disentangle it from various
different, although cooperative, contributions1–4,15,16.
Ultrafast dynamics of the nematic-order parameter f in iron
pnictides has not been measured thus far, despite the fact that this
approach can potentially reveal dynamic and critical fluctuations
associated with the establishment of the new phase. The time
resolution also disentangles the various coupled order parameters
based on their distinct relaxation dynamics subsequent to being
suddenly driven out of equilibrium. Such a femtosecond (fs)-
resolved approach can reveal information hidden inside the time-
averaged signals obtained from static measurements. Prior
ultrafast experiments in iron pnictides mostly concentrated on
laser-induced melting of the superconducting and spin density
wave (SDW) gaps and on charge-quasiparticle dynamics, but
provided little insight into nematicity, as it is not known how to
resolve the f-order-parameter dynamics17–22. Recently, linear
polarization spectroscopy from the far-infrared up to 2 eV
revealed an anisotropy of the static conductivity along the a
and b orthorhombic directions (Fig. 1a), along (0,p) and (p,0)
directions, thus paving a way to optically probe the Z2 Ising order
parameter9,10. However, two key issues remain before one can
access the unexplored ultrafast regime: first, probing the
anisotropy in the ultraviolet region is most critical, as this
minimizes the contamination of ultrafast polarization signals by
spurious effects, for example, spectral weight transfer associated
with pump-induced Fermi-surface reconstruction and transient
filling of the mid-infrared SDW gaps (see Methods section). Thus
far, optical anisotropy above 2 eV could not be observed with
conventional broadband polarization optics9. Second, to access
the ‘spontaneous’ order f, it is critical to study unstrained single
crystals. Even a small external strain will smear out the well-
defined critical temperature, predicted at TS, because of the large
nematic susceptibility5,6.
This article characterizes ultrafast relaxation of the Ising-
nematic-order parameter f following non-equilibrium photo-
excitation at 1.55 eV of unstrained Ba(Fe1–xCox)2As2, by using
laser-based, fs-resolved polarimetry probe centred at the near-
ultraviolet region, at 3.1 eV (see Methods section). A two-step
polarization recovery with fast (tfast) and slow (tslow) relaxation
times is observed only in the anisotropic response DZ. Such two-
step relaxation dynamics is absent in the measured response DR/
R that mostly arises from the isotropic transient electron and
lattice relaxations. In both parent (x¼ 0.00, with TSETN¼ 136
K) and underdoped (x¼ 0.047, with TS¼ 66K and TN¼ 48K)
single crystals (see Methods section)23, we are able to separate the
contributions to the anisotropy relaxation: the long-range
magnetic order, tfast, is present only below TN, whereas the
nematic fluctuations, tslow, persist even in the paramagnetic
orthorhombic phase. In the parent compound, a sharp increase of
tslow is clearly observed on approaching TS, which is indicative of
critical divergence of nematic fluctuations. tslow is also observed
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Figure 1 | A laser-based polarimetry technique measures the ellipticity g. It is directly proportional to the Ising-nematic-order parameter, f, in
Ba(Fe1" xCox)2As2 systems. (a) Schematics of the establishment of the Ising-nematic phase via spontaneous tetragonal symmetry breaking, illustrated in
the ab plane. At high temperatures, there exists a O(3) spin-rotational symmetry along with the Ising-nematic Z2 symmetry associated with the double
degeneracy of the magnetic ground state, corresponding to magnetic stripes with either (0, p) or (p, 0) modulation. Below the tetragonal-to-orthorhombic
transition temperature TS, this emergent Z2 symmetry is broken, but the O(3) symmetry is preserved until TrTN, when long-range magnetic order sets in.
At TS, the system also develops orbital and structural order. (b) As illustrated, the ellipticity of the reflected beam is detected by passing the reflected
beam through a quarter-wave plate (QWP), with its axis oriented at 45! with respect to the vertical s axis, and a polarization-dependent beam splitter
(wollaston prism, WP) to spatially separate the S- and P-polarized components (see Methods section). The anisotropy component Z is measured
from IS" IP and the isotropic contribution R from ISþ IP. (c) The measured temperature-dependent Z (black solid dots) and the calculated normalized
nematic-order parameter f/f0 for the x¼0.047 sample agree very well. The coupling between the nematic- and magnetic-order parameters—black
empty dots shown in d extracted via neutron scattering—is manifested by the hump in f at TN¼48K. The coupling between f and the lattice gives rise to
a non-zero orthorhombicity at TS¼66K, as found by X-ray scattering—black line in d.
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Figure 3.5 A laser-based polarimetry tech ique measures the ellipticity η. It is di-
rectly proportional to the Ising-ne atic order parameter φ, in Ba(Fe1−xCox)2As2
syst ms. (a) Schematics of the establishm nt of the Ising-nem tic phase via spon-
taneous tetragonal symmetry breaking, illustrated in the ab plane. At high tem-
peratures, there exists a O(3) spin-rotational symmetry along with the Ising-ne-
matic Z2 symmetry associated with the doubly-degeneracy of the magnetic ground
state, corresponding to magnetic stripes with either (0, pi) or (pi, 0) modulation.
Below the tetragon l-to-orthorhombic tra sition temperature TS , this emerg nt
Z2 symmetry s broken, but the O(3) symme ry is preserved ntil T ≤ TN , when
long-range magnetic order sets in. At TS the system also develops orbital and
structural order. (b) As illustrated, the ellipticity of the reflected beam is de-
tected by passing the reflected beam through a quarter-wave plate (QWP), with
its axis oriented at 45 degrees with respect to the vertical s-axis, and a polariza-
tion-dependent beam splitter (wollaston prism, WP) to spatially separate the S
and P polarized components (methods). The anisotropy component η is measured
from IS − IP and the isotropic contribution R from IS + IP . (c) The measured
temperature-dependent η (black solid dots) and the calculated normalized nematic
order parameter φ/φ0 for the x=0.047 sample agree very well. The coupling be-
tween the nematic and magnetic order parameters – black empty dots shown in (d)
extracted via neutron scattering – is manifested by the hump in φ at TN = 48K.
The coupling between φ and the lattice gives rise to a non-zero orthorhombicity
at TS = 66K, as found by x-ray scattering – black line in d.
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Dt¼ 350 and 3,770 fs. Although these two DZ amplitudes are
different below TN, they coincide above TN, and both then
diminish at TS. This salient feature allows us to estimate the ratio
between the contributions to the nematicity from the magnetic
order versus other Ising-nematic contributions. The difference of
the two amplitudes DZ|Dt¼ 350 fs"DZ|Dt¼ 3,770 fs measures the
pure magnetic-order contribution, which sets in only below TN
(blue shaded region). The contribution to the anisotropy from the
nematic-order parameter is characterized by DZ|Dt¼ 3,770 fs (red
shaded region), which begins to increase at TS, exhibits a kink at
TN due to the magnetic feedback effect and shows little variation
deep inside the SDW phase. The comparable magnitude between
the two above contributions indicates a substantial spin influence
on the nematicity, which we address next.
Comparing fs-resolved nematicity and charge-carrier dynamics.
Analysing the fs-resolved nematicity and charge-carrier dynamics
in terms of a transient temperature description reveals
key information about the coupling between the different
reservoirs. The transient temperature Te associated with the
electron heat bath after ultrafast photoexcitation is proportional
to the differential reflectivity profile, DTepDR/R(Dt) as
established in many prior ultrafast studies of metals24,26,
after subtracting a local maximum at B10 ps here. Below TN,
we introduce a reservoir temperature Tm characterizing the
magnetic–nematic phase. In this regime, both the nematic- and
the magnetic-order parameters contribute to the anisotropy,
whereas the latter dominates the time evolution during the first
few ps. From the temperature dependence of the static Z (Fig. 1c)
and the photoinduced changes DZ, we extract the temporal profile
of Tm from the ultrafast data (Supplementary Note 4 and
Supplementary Fig. 2). Figure 4a shows Te(t) (green squares) and
Tm(t) (red circles) for the first 4 ps in the x¼ 0.047 sample at an
initial temperature 10K and pump fluence of 172mJ cm" 2. Te(t)
rises first during the 80 fs ultrafast photoexcitation via laser
heating of the electronic subsystem, followed by an increase of the
magnetic–nematic reservoir temperature Tm via heat transfer from
the electron reservoir. The most salient feature is that Tm decays
far before equilibrating with Te—that is, before reaching Te(t).
This is opposite to what is observed in ferromagnetic metals such
as nickel24,26, where (inset Fig., 4a) the magnetic and electron
subsystems first reach the same temperature and then lock
together to decay towards an isothermal regime of the same heat-
bath temperature with phonons (Tl), that is, Tm does not decrease
before equilibrating with electrons (Supplementary
Note 5)24,26. This behaviour in conventional metals is due
largely to the weak spin–phonon interaction compared with
e-phonon and e-spin couplings, that is, gmloogel, gem. The
observation of an opposite trend in iron pnictides underpins an
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Figure 2 | Ultrafast photoinduced dynamics of the nematic-order parameter in the parent compound BaFe2As2. (a) Ultrafast photoinduced change in
the ellipticity DZ at T¼4K for 35 ps and for the first 1.2 ps of time delay (black dots, inset). DZ exhibits a double-exponential time-dependent recovery
with time constants tfast¼ 1.2 ps and tslow¼ 28 ps (red dashed lines). The inset reveals a delayed rise Dtrise of DZ (black dots) compared with
DR/R (red shade), which indicates a faster electron thermalizationB150 fs before the softening of the nematic order. (b,c) The photoinduced ellipticity DZ
(back lines) and DR/R (red shades) for the first 1.5 ps and for the extended time scales of 100 ps (split axis) at two temperatures 4K (b) and 130K (c).
Green dash lines: data fittings (see Supplementary Note 3). (d) Detailed temperature dependence of the photoinduced ellipticity DZ for the first 2 ps
(black lines) and extended 100ps (blue shades, split axis), shown together with double-exponential fittings (red lines). Pump fluence used for all traces is
115mJ cm" 2. The extracted tfast (red circles) and tslow (blue squares) with error bars, defined as the s.d. in the fitting, are presented in the inset as a
function of the normalized temperature T/TS. Note the critical slowing down in the tslow relaxation time at TS (blue dashed line).
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Figure 3.6 Ultrafast photoinduced dynamics of the nematic order parameter in
undoped BaFe2As2. (a) Ultrafast photoinduced change in the ellipticity ∆η
at T = 4K for 35 ps and for the first 1.2 ps of time delay (black dots, inset).
∆η exhibits a double-exponential time-dependent recovery with time constants
τ fast =1.2p nd τ slow = 28ps (r d d shed lines). The inset reveal a delayed
rise ∆τrise of ∆η (black dots) compared to ∆R/R (red shade), which indicates a
faster electron thermalization ∼ 200fs before the softening of the nematic order.
(b) and (c), the photoinduced ellipticity ∆η (back lines) and ∆R/R (red shades)
for the first 1.5 ps and for the extended time scales of 100 ps (split axis) at two
temperatures 4K (b) and 130K (c). Green dash lines: data fittings (see Appendix
A). (d) Detailed temperature dependence f t photoinduced elliptici y ∆η for
the first 2 ps (black lines) and extended 100 ps (blue shades, split axis), shown
together with double-exponential fittings (red lines). Pump fluence used for all four
traces is 115µJ/cm2. The extracted τ fast (red circles) and τ slow (blue diamonds)
with error bars, defined as the s.d. in the fitting, are presented in the inset as a
function f the normalized temperature T/TS (Figure A.1 in Appendix). Note the
critical slowing down in the τ slow relaxation ti e at TS (blue dashed line).
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unusually strong spin–phonon coupling, that is, gmlcgel,gem. This
result follows naturally from a magnetic–nematic state, where the
nematic-order parameter mediates the coupling between spin and
lattice degrees of freedom, and is seen by the direct comparison of
experimental data in the two material systems without any
modelling (Supplementary Discussion). We also performed
controlled measurements at a substantially lower pump fluence,
which indicate that sample heating effects are not the dominant
mechanism (Supplementary Fig. 3).
Modelling of the first few ps ultrafast dynamics. For further
understanding, we simulate the obtained ultrafast dynamics using
a 3T model via a set of coupled differential equations describing
energy flow between three reservoirs, which describes transient
couplings among the electron (Te), lattice (Tl) and spin–nematic
(Tm) heat baths with corresponding coupling constants gij fol-
lowing pumping with a rate P(t) of 673 Jmol! 1 by the 80 fs
Gaussian laser pulses over the excited volume (see Methods
section). This model is an extension of the two-temperature
model that describes the (Te) and (Tl) thermal relaxation in
metals by adding Tm. The best-fit coupling constants are
gem¼ 3.16# 1017Wm! 3?K, gml¼ 13.3# 1017Wm! 3?K and
gel¼ 0.033# 101Wm! 3?K. The results of this calculation, shown
in Fig. 4a, agree very well with the experiment, and reveal, par-
ticularly, a giant ratio gml/gem larger than that in nickel byB100
times for the best-fit values and by a lower bound of B64 times
considering error bars (Methods).
Discussion
A unified picture emerges for transient photo-driven cooperative
processes in iron pnictides, illustrated in Fig. 4b for low
temperatures ToTS,TN: ultrafast photoexcitations during 80 fs,
shorter than the As–As optical phonon period, suddenly and
strongly alter the thermodynamic equilibrium between various
reservoirs. (i) During or immediately following the pulse,
electron–electron collisions lead to decoherence and the quick
establishment of a quasi-thermal distribution of charge carriers
after an electron thermalization time tethB200 fs. (ii) Next, the
electrons cool down through energy transfer to the other
reservoirs. Spin–electron interaction gives rise to the softening
of the spin–nematic order, which leads to the delayed negative
rise DtriseB150 fs of the thermalized magnetic–nematic order.
(iii) The subsequent fast decay, up to B2 ps of Tm, indicates
lattice heating through strong spin–optical phonon coupling,
which reaches an isothermal regime of lattice, electron, magnetic–
nematic reservoirs, still higher than the equilibrium lattice
temperature before the pump. (iv) The slow recovery of the
nematic order proceeds within B20–100 ps via the nematic
fluctuation channel, and the system finally relaxes back to the
equilibrium lattice temperature by heat diffusion between the
laser pulses (1ms).
The above reservoir temperature analysis is limited when
describing the nematic fluctuations on time intervals of tens of ps,
as clearly shown by the raw data presented in Figs 2d and 3a. This
is the reason why here our modelling mainly focuses on the fast,
few-ps components, where the magnetic softening and relaxation
are the main nonlinear mechanisms, and, thereby, provides
insights into the previously inaccessible couplings among various
reservoirs. Our results should motivate the development of a
microscopic theory for non-equilibrium quantum dynamics and
critical phenomena of the electronic nematicity, a very challen-
ging problem at the moment. In addition, we should note that a
comparison of the ultrafast dynamics in iron pnictides to
specifically chosen antiferromagnetic metals with similar transi-
tion temperatures and large electron–spin coupling gem exceeding
gel and gml would be desirable. However, this is a rare
combination and we are not aware of such a material to compare
our results. On the other hand, ferromagnetic metals such as
nickel have long been established as a prominent example with
gem exceeding gel and gml.
Our results reveal some important issues that warrant further
investigations: the microscopic origin of the transient anisotropic
response and its pronounced differences from the isotropic
signals; the universality of the demonstrated ultrafast approach
based on time-resolved critical dynamics to study other quantum
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Figure 3 | Ultrafast photoinduced dynamics of the nematic-order
parameter in (underdoped) Ba(Fe0.953Co0.047)2As2. (a) Detailed
temperature dependence of the ultrafast photoinduced ellipticity change DZ
for x¼0.047 samples for the first 2 ps (black lines) and for extended time
scales of 100 ps (blue lines, split axis), shown together with the 4K
ellipticity trace for x¼0 sample (red lines). The pump fluence used for all
six traces is 115 mJ cm! 2. (b) The extracted tfast (red circles) and tslow
(blue squares) with error bars, defined as the s.d. in the fitting, are
presented as a function of the normalized temperature T/TS. Note the
critical slowing down in the tslow relaxation time at TS (red dashed line).
(c) A false colour image of the time-resolved ellipticity change DZ for the
x¼0.047 sample as function of temperature, showing distinct transitions
at both TN and TS. (d) Temperature dependence of the photoinduced DZ at
Dt¼ 3,770 fs. (e) Temperature dependence of the photoinduced DZ at two
time intervals Dt¼ 350 fs (blue solid diamonds) and 3,770 fs (red solid
diamonds), following photoexcitation. The blue and red shaded regions
show the inferred contributions to the nematicity coming from the
magnetic-order parameters (marked as magnetic) and other Ising-nematic
contributions (marked as nematic), respectively.
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Figure 3.7 Ultrafast photoin uced dynamics of the nematic order parameter in
(under-doped) Ba(Fe0.953Co0.047)2As2. (a) Ultrafast photoinduced ellipticity
change ∆η f r x=0.047 (red dots and x=0 (black line) samples at T = 4K for
the first 2 ps and for extended time scales of 100 ps (split axis). ( ) Ultrafast
photoinduced ellipticity change ∆η for x=0.047 at T = 54K (blue dots), in be-
tween TN a d TS , and at T = 66K (red lines). he pump fluence used for all four
traces is 115µJ/cm2. (c) A false color image of the time-resolved ellipticity change
∆η for the x=0.047 sample as function of temperature, showing distinct transi-
tions at both TN and TS . (d) Temperature dependence of the photoind ced ∆η
at τ = 3.7ps. (e) Temperature dependence of the photoinduced ∆η at two time
intervals τ = 150fs (blue solid diamonds) 3.7ps (red solid diamonds), following
photoexcitation. The blue and red shaded regions show the inferred c tributions
to the nematicity coming from the magnetic order parameters (marked as mag-
netic) and other Ising-nematic contributions (marked as nematic), respectively.
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nematic matter with various dopings/compositions27. The
electronic nematicity can be further explored via complementary
techniques to be sensitive to anisotropic SDW gaps, such as
ultrafast near- and mid-infrared spectroscopy28–31. Iron pnictides
may provide another playground for exploring quantum fs
tuning of exotic ground states in complex materials32–34.
Methods
Ba(Fe1-xCox)2As2 growth and characterization. Single crystals of Ba(Fe1–xCox)2
As2, x¼ 0.00 and 0.047, were grown out of a (Fe1–yCoy)As flux, using conventional
high-temperature solution growth techniques23,35. For the x¼ 0.00 parent
compound, small Ba chunks and FeAs powder were mixed together with 1:4 ratio.
For the Co-substituted compound, small Ba chunks, FeAs powder and CoAs
powder were mixed together according to the ratio Ba:FeAs:CoAs¼ 1:3.75:0.25.
Elemental analysis of the samples was performed using wavelength dispersive
X-ray spectroscopy in the electron probe microanalyser of a JEOL JXA-8200
electron microprobe to determine the real Co concentration35. The x¼ 0.047
sample undergoes a separate SDW transition at TN¼ 48K and a structural
transition from tetragonal to orthorhombic phase at TS¼ 66 K. For the x¼ 0.00
sample, the TN and TS are almost indistinguishable in these measurements
B136K (refs 25,35).
Laser-based static polarimetry measurements. Here we develop a more sen-
sitive laser probe from a Ti:Sapphire oscillator (1.55 eV centre wavelength,B100 fs
pulse duration and 80MHz repetition rate), that is, frequency—doubled to 400 nm
(3.1 eV), as shown in Fig. 1b. In the definition above and in the Jones Matrix
notation, the incident E-field (s-polarized) and complex reflection E-field from the
sample are Ein¼ (ES, EP)¼ (1, 0) and ER¼ (1, ~Y), respectively. The detection of the
ellipticity Z is achieved by passing the reflected beam through a quarter-wave plate,
with its axis oriented at 45! with respect to the vertical s axis, and through a
polarization-dependent beam splitter to spatially separate the S- and P-polarized
components. The anisotropy Z is calculated from
2RZ¼R
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where R, defined as the reflection from the surface, is a measure of the isotropic
response equal to ISþ IP. In our experiment, the probe beam is linearly polarized
along the direction that produces maximum polarization activity. This is deter-
mined by the controlled experiment of probe polarization dependence, which
rotates the polarization plane along one of the tetragonal crystal vectors. The probe
focus diameter is B200 mm, which is smaller than the length of elongated strips
from twinned domains5. This allows to optically probe the index anisotropy even in
unstrained crystals using highly sensitive laser-based polarimetry, as clearly
demonstrated in Fig. 1c.
Ultrafast polarimetry measurements. For time-resolved measurements, a
Ti:Sapphire amplifier with centre wavelength of 800 nm (1.55 eV), pulse duration of
B80 fs at the sample position and 1 kHz repetition rate was separated into pump
and probe beams. The probe was frequency—doubled to 400 nm (3.1 eV) with a
pulse duration of B120 fs. This photon energy measures the nematic-order
parameter f, as demonstrated by the static measurement shown in Fig. 1c. This
two—color pump—probe geometry was used to minimize the contamination of
polarization signals during ultrafast time scales, for example, by dichroic bleaching,
spectral weight transfer associated with pump-induced Fermi-surface reconstruc-
tion and transient filling of the mid-infrared SDW gaps and so on (for example,
Stojchevska et al.21 showed that near-infrared transient polarization signals persist
far above all transition temperatures independent of doping). Lattice and electron
relaxation dynamics are measured by the pump-induced optical reflectivity change
DR/R. Small polarization or optical reflection changes were sampled as function of
pump and probe delay by synchronously chopping the pump beam at 500Hz and
detecting the intensity change between consecutive pulses.
Justification of the magnetic–nematic origin of transient polarization signals.
First, in our case, the relative variation of the anisotropic change is more than 100
times larger than that of the isotropic response. This huge magnitude difference
makes a very strong case that the ellipticity change probes the genuine in-plane
symmetry breaking of the magnetic–nematic phase. Second, the magnetic–nematic
origin of the fs anisotropic response is further confirmed by controlled measure-
ments showing a complete overlap of the pump-induced rotation DY(t) and
ellipticity DZ(t) changes (Supplementary Fig. 4). Any other non-magnetic con-
tribution would cause discrepancy between the temporal profiles of the rotation
angle and ellipticity, and vice versa.
Further study is needed to investigate and understand the microscopic origins
of the transient ellipticity signals and its distinct difference from isotropic signals,
for example, a thorough comparison with time-/angle-resolved photoemission
spectroscopy to study dynamics of orbital polarization and time-resolved X-ray
scattering to follow dynamics of SDW orders.
Theoretical modelling of the nematic-order parameter /. Here the nematic-
order parameter f is the scalar product of the two sublattice Neel vectors that make
up the long-range order below TN: f¼oM1 .M24. The important aspect of this
Ising-spin nematic phase is that long-range order of f occurs already above the
Neel temperature, that is, in a regime where the magnetic-order parameters still
vanish oM14¼oM24¼ 0 (ref. 4). We follow the model extensively discussed
by Fernandes et al.4 to obtain the static nematic-order parameter f as function of
temperature (red line, Fig. 2b). In this approach, the existence of a doubly
degenerate magnetic ground state—stripes with either (p, 0) or (0, p) modulation—
combined with strong-enough magnetic fluctuations gives rise to an Ising-nematic
state, which spontaneously breaks the tetragonal symmetry of the system already in
the paramagnetic state (Supplementary Note 2).
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Figure 4 | Ultrafast photoinduced transient cooperative processes in iron pnictides. (a) The measured and calculated ultrafast transient temperature
changes up to 4 ps for the electron (Te), lattice (Tl) and magnetic–nematic (Tm) heat baths at Ti¼ 10K. Shown together in the inset is the result
from elemental nickel for comparison (T¼ 300K, TC¼ 631 K). (b) A unified picture emerges for transient photo-driven cooperative processes in iron-
pnictide systems with the respective time scales extracted from our analysis. The illustration refers to low temperatures ToTN,TS under the 80 fs
photoexcitation. It depicts, in this order: the electron thermalization and cooling, the magnetic–nematic-order thermalization, the lattice heating through
strong spin–optical phonon coupling, the slow recovery of the nematic order via its own fluctuation diverging at TS and the final relaxation back to
T¼ 10K by heat diffusion.
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Figure 3.8 Transient cooperative processes for magnetic-nematic, electronic, and
lattice reservoirs in iron pnictides. (a) the measured and calculated ultrafast
transient temperature changes up to 4 ps for the electron (Te), lattice (Tl) and
magnetic-nematic (Tm) heat baths at Ti = 10K. Shown together in the inset is
the result from elemental nickel for comparison (T = 300K, TC = 631K). (b) A
unified picture emerges for transient photo-driven cooperative processes in iron
pnictide systems with the respective time scales extracted from our analysis. The
illustration refers to low temperatures T < TN , TS under the 80 fs photoexcitation.
It depicts, in this order: the electron thermalization and cooling, the magnetic-ne-
matic order thermalization, the lattice heating through str ng spin-optical phonon
coupling, the slow recovery of the nematic rder via its own fluctuation diverging
at TS , and the final relaxation back to T = 10K by heat diffusion.
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CHAPTER 4. CRITICAL SPEEDING-UP OF NON-EQUALIBRIUM
ELECRONIC RELAXATION NEAR NEMATIC PHASE TRANSITION
IN UNSTRAINED Ba(Fe,Co)2As2
The origin of the anisotropic, paramagnetic phase associated with electronic nematicity in
the iron pnictides is yet to be resolved. Furthermore, the detwinning technique used to study
the nematic order in single crystals is known to introduce extra anisotropy into the sample,
which can smear out the transition and even modify intrinsic characteristics associated with
“spontaneous” Ising, Z2, symmetry breaking. Here we use a strain and stress free, twinned
sample to show that there is a significant reduction in the energy relaxation times of the hot
electrons following non-equilibrium femtosecond laser excitation on both the high and low tem-
perature sides of the nematic phase transition. This femtosecond, critical speeding-up behavior
provides an alternative way to study complex, electronically-driven nematicity, invoking neither
external strain nor measuring a small anisotropy in twinned crystals. Particularly, a detailed
analysis of the observed ultrafast decay time and the amplitude associated with an initial elec-
tronic relaxation provides compelling implications on the physical origin of nematicity in iron
pnictides: (1) nematic fluctuations strongly influence the dynamics of electron cooling; and
(2) spin fluctuations determine the part of amplitude arising from the nematicity. Finally, we
discuss ultrafast coherent Phonon generation which may contribute to the measured transition
temperature in our ultrafast measurements.
4.1 Introduction
Complex quantum materials often exhibit multiple distinct order parameters that are
strongly intertwined in equilibrium, e.g., magnetic, superconducting, nematic, etc. Some recent
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prominent examples are seen in iron-arsenide based superconductors [37], which have reempha-
sized the importance of coupled and competing phases in determining the properties of complex
materials. Ba(Fe1−xCox)2As2 is a representative material in this class. It exhibits a multitude
of interesting properties, including a structural phase transition (tetragonal–orthorhombic),
spin–density–wave (SDW), superconductivity and electronic nematicity [6]. The nematic state
of the iron pnictides gives rise to paramagnetic anisotropic regions in the phase diagram, above
and even inside the superconducting dome. In particular, the high-temperature tetragonal sym-
metry (C4) of the system is lowered to an orthorhombic one (C2) at a temperature TS driven by
the divergence of electronic (nematic) fluctuations without lowing the magnetic symmetry (O3)
[20, 67]. This electronically-driven nematic order has Ising (Z2) character (two discrete values)
which is theoretically predicted to have significant implications for the nature and type of the
superconducting pairing mechanism and quantum criticality debated thus far [21]. Some of the
open issues are how to detect critical divergence of the nematic fluctuations upon approaching
the phase transition and how to disentangle the driving force of electronic nematicity between
spin and orbit fluctuations. However, there are still formidable difficulties for answering these
questions, especially when trying to do this by working close to quasi-equilibrium.
A major limitation of conventional equilibrium measurements, such as infrared spectroscopy
[58] and electrical transport [10, 85] has been that these experiments require an external force
to break the C4 symmetry in order to reveal the nematic state. This external force appears
necessary because the presence of twin domains cancels out anisotropic signals in the bulk
crystals probed by these methods. However, the de-twinning technique that breaks the tetrag-
onal symmetry makes it difficult to reveal underlying intrinsic materials properties driven by
spontaneously broken Ising symmetry. For example, measurements of de-twinned samples show
a broad structural transition with orthorhombicity persisting up to even near room tempera-
ture in some cases. This likely contributes to some significantly contradictory results in the
literature regarding the temperature of the nematic phase transition.
It is unclear at what temperature the nematic phase transition occurs, with some reporting
very close to the structural transition [20, 67] and other observing a transition far above it,
e.g., ∼100 K as suggested in Ref. [41]. So far there are scarce quantitative methods to measure
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the nematic transition in strain/stress-free samples and more are needed to help answer this
fundamental question.
Ultrafast optical spectroscopy represents a powerful tool for studying phase transitions in
a complimentary fashion to conventional equilibrium probe methods [49, 9, 66, 94, 73, 87, 43].
Ultrafast spectroscopy can be used to potentially reveal temporal fluctuations of the ne-
matic order parameter that would not be seen in static, time-averaged measurements. Prior
femtosecond-resolved ellipsometry work measured residual in-plane anisotropy even in un-
strained Ba(Fe1−xCox)2As2 samples [67]. There, the dynamics displayed a characteristic two-
step relaxation that allowed the separation of the anisotropy into its long-range magnetic order
and nematic order components. Interestingly, a diverging recovery time for critical nematic
fluctuations was observed. However, quantitative analysis in the nematic phase was made dif-
ficult due to a limited signal-to-noise ratio, especially approaching to TS . This prevented a
precise determination of the temperature at which critical fluctuations appear.
In the present work, we demonstrate a different way to obtain key information about the
electronic nematicity via femtosecond-resolved interband optical reflectivity ∆R/R in strain/stress
free iron-pnictides. Different from the above mentioned anisotropic response, the present strat-
egy is based on isotropic, hot electron energy relaxation and allows much larger signal-to-noise
ratios. While this approach does not directly probe nematic order, its sensitivity to said order
arises from the coupling between hot electrons and the spin-nematic degree of freedom. More
specifically, it is found that heat is transferred from hot electrons to the spin-nematic reservoir
with an electronic cooling time given by τFast that is determined by the coupling. The fs
electron cooling time is found to be strongly dependent on nematic fluctuations and nematic
order. Therefore, by measuring the photoexcited electronic cooling, it becomes possible to gain
more understanding of the electronic coupling with nematicity and to reveal signatures associ-
ated with nematic fluctuations in twin-domain crystals. One major advantage of this ultrafast
differential reflectivity approach, is the increased signal-to-noise ratio.
In under–doped Ba(Fe1−xCox)2As2 [6], we observe a critical speeding-up of the relaxation
time τFast that is present on both the high and low temperature sides of the nematic phase
transition. This speeding-up is absent in parent and optimally-doped compounds, likely be-
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cause of the unique anisotropic, paramagnetic state in the under–doped sample. Moreover, a
detailed analysis of the amplitude associated with the fs electron energy relaxation, defined as
AFast, shows a non-monotonic temperature-dependence remarkably similar to low-frequency
conductivity. While both display similar trends, there is a telling difference between AFast
and low-frequency conductivity that is noticeable near the nematic state and becomes most
pronounced at the magnetic transition TN . From the observed similarity and difference, we
infer that interband optical nonlinearity originates from photo-induced spectral weight trans-
fer due to Fermi surface (FS) renormalization, while the magnetic fluctuations determine the
additional contribution to AFast near the nematic state.
This chapter is organized as follows. In Section II, we present sample details and basic
experimental characterizations. In Section III we show experimental results from fs-resolved
interband optical reflectivity ∆R/R in strain/stress free iron-pnictide samples. In section IV,
a detailed analysis of ultrafast signals is presented to underpin the effects from nematic and
spin fluctuations. We also compare ultrafast dynamics in parent and optimally-doped samples.
The final section concludes with a summary and broader outlook. Lastly, we provide raw data
traces along with their fits to illustrate the high quality of fitting.
4.2 Experimental Scheme
The samples used in this study were single-crystalline Ba(Fe1−xCox)2As2 with cobalt sub-
stitutions of x = 0.00, 0.047 and 0.074 that represent undoped, under-doped and optimally
doped samples, respectfully. The cobalt doped samples were grown out of an (Fe1−yCoy)As
flux using specifically deduced, high-temperature solution growth techniques [6, 60]. To obtain
the final cobalt concentration in the samples, elemental analysis was performed via wavelength
dispersive x-ray spectroscopy (WDS) in the electron probe microanalyzer of a JEOL JXA-8200
[60].
The underdoped x = 0.047 sample is our main focus for studying the electronic nematic
state. Here, the high-temperature tetragonal C4 symmetry of the system is lowered to or-
thorhombic C2 at the temperature TS = 66K before entering the spin-striped (0, pi)/(pi, 0)
SDW transition at TN = 48 K [59]. The anisotropic, paramagnetic state between TS and TN is
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Figure 4.1 (a) Schematics of the experiment. Our ultrafast laser pump-probe experiment
measures the photoexcited electron dynamics in iron-pnictides via a differential
reflectivity ∆R/R technique. Differential reflectivity indirectly probes the ne-
maticity by measuring the coupling between electron charge and nematic degrees
of freedom characterized by gen (b) A representative ∆R/R trace for measured
Ba(Fe1−xCox)2As2 samples (x = 0.047) is shown with a split x-axis. Photoexci-
tation causes a very fast change in reflectivity followed by an initial, fast fs decay
(green fill) and a slow rising component (blue fill). Black line is the sum of fast
decay and slow rising components. At longer timescales, ∆R/R shows a slow decay
up to 300 ps. Pump=800nm, probe=400nm.
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characterized by a nematic order parameter that couples to various other degrees of freedom,
such as magnetic fluctuations, lattice orthorhombicity, and orbital order [20]. Undoped and
optimally doped samples do not exhibit the anisotropic paramagnetic state and are measured
for comparison. In the undoped (x = 0.00) sample the paramagnetic-SDW transition temper-
ature is almost indistinguishable from the tetragonal-orthorhombic transition temperature at
TN = TS = 136 K. The optimally doped (x = 0.074) sample on the other hand only exhibits
a superconducting transition at TC = 23 K.
Ultrafast differential reflectivity ∆R/R data is taken using an ultrafast Ti:Sapphire laser
amplifier producing 35 fs pulses (FWHM) with central wavelengths of 800 nm and repetition
rate of 1 kHz. A beam splitter separated the laser output into pump and probe beams. The
probe beam was frequency doubled to 3.1 eV with a BBO crystal and then focused onto the
sample, while the pump beam was kept at the laser fundamental 1.55 eV. Spot sizes were
chosen to be 670 µm and 330 µm for the pump and probe respectively. These spot sizes
are much larger than the width of a single stripe-domain and therefore, the probe measures
an average over both twin-domains. Unless otherwise noted, pump fluence was set to 115
µJcm−2 and probe wavelength was set to 400nm. Please note that such a pump fluence are
chosen to have the perturbed, transient temperatures still close to the initial temperatures.
A detailed explanation of the method used to extract the above temperatures is described in
[67]. The incident pump and probe beams were linearly polarized and both beams were at
near normal incidence with the sample. We detect pump-induced optical reflectivity change
∆R/R by probing the surface reflection R = Is + Ip. We emphasize here that in twinned
samples ∆R/R signals do not directly couple to the nematic order, but are indirectly coupled
through hot electrons. Previous experiments show that pump-induced anisotropy changes,
from subtracting the s and p polarized components (Is − Ip), are ∼10 times smaller than
optical reflection changes [67], i.e., ∆R/R  (∆R/R)s − (∆R/R)p. However, the increased
signal resolution on differential reflectivity measurements makes it possible to detect key signals
originating from the coupling between hot electrons and the spin-nematic reservoir.
Fig. 4.1 illustrates our scheme for investigating hot electron energy relaxation to obtain key
information on the electronic nematicity. This is achieved by exploiting photo-induced transient
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couplings between electronic and nematic reservoirs in the anisotropic, paramagnetic state of
iron pnictides. Ultrafast pump excitation at 1.55 eV increases the transient temperature of the
electronic heat bath with a time-dependence closely tracked by the rise of differential reflectivity,
∆R/R, during the first few ps. Subsequent to this rise, energy relaxation of hot electrons occurs
as seen by the initial decay of the initial ∆R/R through heat transfer from the electron reservoir
to nematic and phonon reservoirs. The rate of decay depends sensitively on the relative coupling
strength between these coupled reservoirs. In conventional metals, such as copper, the electron
energy relaxation is determined by the electron-phonon relaxation whereas in FeAs the electron
energy relaxation is mostly dominated by the electronic-nematic coupling, which far exceeds
the coupling of electron and phonon. Therefore, in FeAs, ultrafast photoexcitation results in
a fast transfer of energy to the nematic reservoir that softens the nematic order [67]. In other
words, the decrease in ∆R/R amplitude in the nematic state of FeAs directly relates to the
transient electronic-nematic reservoir coupling and the corresponding relaxation time provides
an unexplored way to probe nematic fluctuations unaffected by twinned domains.
4.3 Experimental Results
4.3.1 Bi-Exponential Fitting
A representative fs-resolved differential reflectivity trace ∆R/R for underdoped x = 0.047
sample is shown in Fig. 4.1(b). Note that the x-axis is split to illustrate both short and long
time dynamics. Ultrafast photoexcitation heats up the electron reservoir, revealed by a rapid
rise of ∆R/R, which is followed by two distinct processes: (i) an initial femtosecond relaxation
of τFast ∼ 545 fs and (ii) a slow rise of τslow ∼ 4.3 ps. Briefly, the final recovery of the ∆R/R
occurs on much longer time scale as the system slowly recovers back to T = 4 K by heat
diffusion within the laser pulse separation time of 1 ms. In order to analyze the short time
relaxation components, we overlay the measured trace with a bi-exponential fitting function
(black line) in Fig. 4.1(b), given by:
f (t) = AFast · e−t/τFast +ASlow · (1− e−t/τSlow) (4.1)
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where AFast and τFast represent the respective amplitude and relaxation times of the fast
component (green fill), and similarly for the slow components, ASlow and τSlow (blue fill). This
represents the minimum possible fitting parameters that give high-confidence fits for all sample
dopings as discussed in Section IV.
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Figure 4.2 (a) Underdoped sample x = 0.047 temperature dependent ∆ R/R data (black line,
hollow circle) overlaid with bi-exponential fitting (red line) described in the text.
(b) A complex, non-monotonic temperature dependence is seen in the amplitude
of the fast relaxation component, AFast (c) A critical speeding-up is seen in the
τFast relaxation time marking the Ising-Nematic transition temperature T
∗ ∼ 73.5
K slightly above the tetragonal-orthorhombic transition temperature TN = 66K.
Parameters extracted from fitting the underdoped sample demonstrate clear evidence of
multiple phase transitions. First, critical fluctuations are observed in τFast relaxation time as
shown in Fig. 4.2(b). The effects of temperature on τFast can be separated into two components.
One component is the non-critical background that slowly increases with temperature at a
rate of dτFast/dT=0.56fs/K. The second component displays a sharp critical speeding-up with
minimum 430fs occurring at T∗∼73.5 K. This critical behavior is indicative of a second-order
phase transition.
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The temperature range of critical fluctuations (∆T=25K) is relatively narrow compared to
temperature step-sizes used in previous ultrafast works reported, and could be one reason why
this effect has not been reported on until now.
4.3.2 Critical Speeding up in τFast relaxation time
An unusual critical speeding-up behavior has been observed in prior works, including spin-
ice compounds near their monopole liquid-gas transitions and ultrafast flourescence lifetime
across the α-β transition of resorcinol. [26, 79] In the present study, as the nematic temperature
is approached, additional electronic relaxation pathways become available to the hot electrons
that are photoexcited with 1.55eV pump photons. The addition of available relaxation channels
to these hot electrons appears to most significantly influence the fast relaxation process as
reflected in the obviously sharp critical speeding-up in τFast. It is likely that large nematic
fluctuations that sets in approaching to the nematic transition are responsible for it due in part
to the coupling between the hot electrons to the nematic degree of freedom. Outside of the
critical region, nematic fluctuations die out and as a result τFast increases back up again.
The critical speeding-up of τFast may also be quantitatively represented through phe-
nomenological dynamical scaling as τFast = |T/T ∗−1|−vz, where v and z are critical exponents
representing correlation length and dynamical exponent, respectively. The best fit (see Fig. B.4)
gives values of vz = -0.1395 and T*=73.5. Importantly, this temperature is above magnetic
phase transition at TN=48K and structural phase transition at TS=66K, which were carefully
characterized via resistivity measurements on the same sample. Our data indicates the ob-
served τFast criticality at T
∗ corresponds to the nematic transition temperature because of its
close proximity to TS , which was theoretically predicted. [20] Further evidence linking the fast
component to nematicity is evident from the temperature dependence of AFast discussed next.
4.3.3 Relating AFast amplitude to traditional optical and electrical resistance mea-
surements
Fig. 4.2(a) shows AFast as function of temperature. AFast is nearly constant from 4K to
the magnetic transition temperature, TN = 48K. It is noteworthy that negligible changes are
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observed crossing the superconducting temperature as expected for the moderately high pump
fluences of 115 µJcm−2 used here [9]. As temperature increases to the anisotropic paramagnetic
state above TN , a clear crossover is observed in which the amplitude begins to gradually
decrease with temperature. The decrease of AFast continues until just above TS , where the
amplitude flattens out and then increases as temperature goes up to ∼100 K. From there on,
AFast remains nearly constant with temperature.
Surprisingly, the complex temperature dependence of AFast is also observed in low frequency
conductivity measurements such as the Drude scattering rate ΓN (black circles, Fig. 4.2(b))
extracted from far-infrared conductivity [51] and the DC-resistivity ρDC (red, Fig. 4.2(b)).
The establishment of the nematic order parameter has been shown to result in an unusually
broadband spectral weight redistribution from the far-infrared intra-band to the inter-band,
optical regions [58]. This redistribution of spectral weight likely explains the unusual corre-
lation between low energy FS reconstruction and high-energy ultrafast optical measurements
for temperatures near the nematic phase transition. The ultrafast photoexcitation softens the
nematic order, changing its fluctuations and giving rise to a photoinduced spectral weight
transfer between FS states and high-energy optical states. In addition to results here showing
the ultrafast optical nonlinearity at ∼3.1 eV is sensitive to FS renormalization, it is well known
from previous ultrafast studies on iron-pnictides that the ultrafast pump-probe technique can
measure FS signatures even with such high-energy probes.[87, 48, 67, 54]
Besides the apparent similarity, an additional intriguing observation lies in the difference
between AFast and the low energy responses in the anisotropic paramagnetic state where ne-
maticity sets in. In order to highlight the additional temperature dependent feature associated
with nematicity that is not observed in the low energy measurements, we first scale ρDC and
AFast together so that they match at low and high temperatures. The scaled traces are shown
in Fig. 4.3(c). The difference is filled-in gray and is plotted separately in Fig. 4.3(d). This sub-
traction allows us to remove non-nematic background contributions from the AFast signal. The
trace in Fig. 4.3(d) clearly underpins the fact that the nematic contribution unique to AFast is
peaked at the magnetic transition temperature TN = 48 K. Therefore, it is inferred that the
nematic contribution to AFast, being most pronounced at TN , is determined by magnetic fluc-
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Figure 4.3 (a) Temperature dependence of the amplitude AFast (black square) extracted from
the bi-exponential fitting of the underdoped sample, x = 0.047. (b) Electronic
resistivity (red line) measured on the same sample used in optical measurements
and the scattering rate of narrow-Drude component (black circle) extracted in
FTIR measurements by Lucarelli et., al. [51]. (c) The AFast amplitude (hollow
gray square) is plotted alongside the scaled electronic DC-resistivity (red line) for
temperatures in the anisotropic paramagnetic phase. (d) The result of subtracting
the scaled DC-resistivity from AFast shows that the largest difference is at T =
TN .
tuations which are expected to be most pronounced at TN . This provides further evidence in
support of a magnetic fluctuation driven nematicity scenario for the anisotropic iron-pnictides
[61, 102]. The good TN agreement here is also a good indication that pump fluences used in
this study were sufficiently low to not impart significant local lattice heating.
Importantly, the fast component amplitude contains magnetic signatures clear from the
peak at TN = 48K and the fast component also exhibits a critical speeding-up feature at
T∗ ∼ TS . This strong connection to magnetism and lattice degrees of freedom provides strong
evidence that the fast component is strongly associated with nematicity.
Note there are other noticeable differences between ρDC and AFast, e.g., in the low temper-
ature superconducting region below 17 K and the high temperature tetragonal region above 100
K. Those behaviors between the DC and optical conductivity should be expected because of
the different transitions probed and underscores the importance of the remarkable correlations
observed near the anisotropic paramagnetic state. The above result corroborates our interpre-
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tation of the nematic order as its origin. We caution that the above analysis which should be
viewed as an effective way to recognize the similarities yet to highlight the differences between
Afast and R(T) that is peaked at Tn. One should note that the main features can be seen in
the raw data in Figs. 4.2(b) and (c), without the subtraction of R(T), that show the salient
features directly in the temperature dependent cooling times and amplitudes.
Figure 4.4 Key measurements indicating phase transition temperatures in underdoped sample
(a) Temperature dependence of the amplitude AFast extracted from the bi-expo-
nential fitting of the underdoped sample, x = 0.047. (b) A critical speeding-up
is seen in the τfast relaxation time marking the experimentally extracted, critical
temperature T∗ = 73.5 K. (c) Anisotropic lattice parameters measured with X-ray
diffraction show a structural transition occurring at TS ∼ 66 K.[59] (d) Resistivity
normalized to its value at 300 K (black line) on the left axis and its derivative (red
line) on the right axis show TC = 17 K, TN = 48 K and TS ∼ 66 K. The vertical
yellow line marks TC , green line TN , blue line TS and orange line T
∗.
4.3.4 Underpinning the transition at T∗
Now we take a closer look at the temperature dependence of τFast to underpin the measured
transition temperature T∗, arising from dynamic critical nematic fluctuations, related to the
structural phase transition. Seen in Fig. 4.4 are the temperature dependence of (a) AFast
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amplitude, (b) τFast decay time, (c) X-ray orthorhombicity from Nandi et al.,[59] and (d)
DC-resistivity ρ (black line, left axis) along with its derivative dρ/dt (red line, right axis)
shown up to temperatures of 85 K. It is clear from resistivity data that the superconducting
transition temperature is 17 K (yellow bar) and SDW transition temperature is 48 K (green
bar). X-ray diffraction and resistivity show that the orthorhombic-tetragonal structural phase
transition occurs at ∼66 K (light blue bar). These transition temperatures are also consistent
with other reported values for the 4.7% Co-doped compound [69]. Our results show that the
critical speeding-up of hot electron relaxation τFast appears just above the structural transition
temperature by 6K. The good TN agreement in Fig. 4.4(a) excludes any heating as the origin.
We argue that the measured transition temperature T∗ intimately correlates with the struc-
tural phase transition temperature TS , i.e., they are driven by the same divergence of electronic
fluctuations as discussed by Fernandes et. al[20]. The small discrepancy between the values
in our ultrafast and static measurements is likely due to the effects from pump excitation,
and most likely is due to ultrafast coherent phonon generation. Ultrafast photoexcitations
create non-equilibrium carrier occupations, which are subsequently thermalized into hot elec-
trons which generate phonons through the carrier-phonon interaction, i.e., displacive excitation
of coherent phonons (DECP) mechanism [101]. Prior ultrafast spectroscopy measurements in
BaFe2As2 provide evidence of a rapid increase in transition temperatures of macroscopic or-
ders TS/TN on small ion displacement [43]. This is expected from the large magnetoelastic
coupling in pnictides [67]. In the current sample, we also observe pronounced pump-induced
phonon oscillations that likely act to transiently stabilize the ordered phase up to ∼ 6K above
the static transition temperatures. These coherent phonons oscillation amplitudes exhibit a
complex fluence and probe wavelength dependence as shown in the discussion section.
The intrinsic nematic phase transition has proven very difficult to precisely determine and
most techniques use a mechanical strain/stress to detwin the sample. Previous measurements
on detwinned samples have mostly shown that a nematic phase transition occurs far above
the structural transition, e.g., at ∼250 K in optical measurements [17] and transport [85, 10].
In addition, there are also some claims, still controversial, that the nematicity develops well
above TS by ∼100 K [41]. Our high-sensitivity, ultrafast spectroscopy measurement of a critical
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speeding-up clearly shows that the spontaneous nematicity sets in very close to the structural
transition temperature in the strain/stress free samples.
4.4 Discussions
4.4.1 Undoped and Optimal Doped Samples
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Figure 4.5 (a) Temperature dependence of the undoped x = 0.00 sample decay time τFast
and the (b) amplitude AFast (blue circle) overlaid with DC-resistivity (red line).
All features are mostly constant from 4-110 K, whereafter a gradual is seen with
increasing temperature up to the joint magneto-structural transition temperature.
(c,d) Optimal doped sample with x = 0.074 showing extracted fast decay τFast and
corresponding fast amplitude AFast. No dependence on temperature is observed.
Next, for comparison we present differential reflectivity measurements on the undoped (x =
0.00) and the optimally doped (x = 0.074) samples. The raw traces and bi-exponential fitting
can be found in the Appendix section. We note that our results from all samples can be fit
similarly well with the bi-exponential fitting function described Section III. Figs. 4.5(a)-(d)
summarize the detailed temperature dependence of the extracted decay time τFast and ampli-
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Figure 4.6 Slow, picosecond components of the underdoped sample. It is clear that the phase
transitions affect not only the fast components but also the slow components. (a)
Extracted τSlow and (b) ASlow parameters as function of temperature. The inset of
(a) shows τSlow component for the undoped sample, which exhibits no temperature
dependence across the magneto-structural phase transition.
tude AFast for both undoped and optimally doped compounds. The contrast with the behavior
observed in the underdoped sample is clear. The control samples shown in Fig. 4.5 don’t ex-
hibit any anisotropic paramagnetic phase in thermodynamic measurements, which leads to our
observation of distinctly different behaviors and the absence of the critical speeding-up seen in
the underdoped compound. Concentrating on the undoped compound first, τFast and AFast in
this sample remain mostly constant from 4–100 K, and then gradually increases, with a broad
crossover near the joint magneto-structural phase transition temperatures TN , TS ≈136 K.
All these behaviors are opposite to those of the underdoped compound, which exhibit a reduc-
tion of both τfast and Afast as the sample enters the anisotropic, paramagnetic state at TN .
Note that the upturn trend observed in the undoped compound is manifested as a slow-down
approaching the magneto-structural transition, and is again similar to behaviors observed in
DC-resistivity ρdc and low frequency conductivity. The above observations allows us to at-
tribute the optical nonlinearity here to pump-induced softening of the mid-infrared SDW gap
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that gives rise to broadband photo-induced spectral weight redistribution of the FS and inter-
band optical range. For further comparison, τFast and AFast for the optimal doped compound
is shown in Figs. 4.5(c) and (d). No change of the signals is observed for all temperatures
measured in the optimally doped compound, indicating that the ultrafast differential probe at
the current condition of moderately high pumping is not sensitive to the superconducting phase
transition, but mostly to changes related to the SDW or orthorhombic phase transition. These
results clearly show that the critical speeding-up is exclusively associated with the anisotropic,
paramagnetic phase in the underdoped sample.
4.4.2 Slow Relaxation Component
Next we briefly discuss the slow, picosecond relaxation components, ASlow and τSlow ob-
served in the differential reflectivity profile of underdoped compounds. Unlike the fs ∆R/R
signals that exclusively follow the transient temperature Te of the electronic heat bath, as
established in many prior ultrafast studies in iron-arsenides and elemental metals, the slow,
ps ∆R/R signals are influenced by many other extrinsic and intrinsic factors, ranging from
defect states to heat diffusion and band structure changes. Further investigation is necessary
to underpin a transparent physical picture at these longer timescales. Nevertheless, in the
underdoped sample here τSlow shows a maximum approaching the nematic phase transition.
This is compared with τSlow for the undoped sample which shows negligible temperature de-
pendence (inset). The temperature dependence of the amplitude ASlow follows a similar trend
as AFast which indicates this ultrafast optical nonlinearity component is influenced strongly by
similar nematic signals as well. Further investigation is necessary to underpin a transparent
physical picture at these longer timescales, where the dynamics may be influenced by a complex
interplay of extrinsic and intrinsic factors. The slow components are not the main focus of the
present project..
4.4.3 Explanation of fitting models used compared with prior works
Finally, we briefly comment on the fitting models used. We note that the second com-
ponent in Eqn. (1) can be interpreted physically as either a delayed rise or as a negative
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amplitude exponential decay with a constant positive offset (i.e. -ASlow · e−t/τSlow + ASlow).
Both physical interpretations are mathematically equivalent. Previous works have followed the
latter interpretation and have not constrained the offset amplitude to necessarily be equal to
the amplitude of the negative exponential (i.e. -C·e−t/τ + D, with C6=D). This is necessary to
fit traces where the ∆R/R signal becomes negative [48]. Here, we don’t observe this negative
∆R/R in any doping of our samples, and therefore we choose to constrain the amplitudes of
the offset and negative exponential to be equal.
4.4.4 A1G phonon dependence on pump fluence and probe wavelength
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Figure 4.7 Fluence dependence of ∆R/R and the photoexcited 5.5THz A1G phonon at 4K
(a) Representative traces as function of fluence for 1.7mW(red), 840uW (green),
500uW(blue), and 300uW(magenta). Traces show the strong phonon oscillation
and illustrates the phase does not shift for all pump fluences. Inset: FFT spec-
trum of the residual from the bi-exponential fitting shows strong peak at 5.5THz.
This example was for 1.3mW pump power. (b) Both ∆R/R and the A1G phonon
amplitudes scale linearly with pump fluence. Here data is taken at 4K, on optimal
doped sample, and probe=975nm.
Fig. 4.7(a) illustrates typical coherent oscillations observed at short timescales in the pump-
probe reflectivity measurements. The probe wavelength here was set to 975nm and temperature
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4K although the oscillation was observed for all wavelengths, temperatures, and samples mea-
sured. The calculated FFT spectrum of the residual bi-exponential fitting from Fig. 4.7(b)
is shown in inset and shows clear oscillation peak at 5.5THz corresponding to the A1G mode.
The amplitude of the A1G oscillation amplitude scales linearly with ∆R/R amplitude, and both
amplitudes scale linearly with power as shown in Fig. 4.7(b).
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Figure 4.8 Wavelength dependence of photoexcited 5.5THz A1G phonon (a) Amplitude of the
5.5THz oscillation as function of wavelength from 400nm to 1275nm. Red line is
guide for the eye. (b) Some raw traces illustrating the trends seen.
To study the wavelength dependence a 3mm thick sapphire crystal is inserted into a new
path of the laser 800nm output, which generates a white-light continuum probe from 400nm
to 1300nm. The complex probe wavelength dependence is shown in Fig 4.8(a), showing a
pronounced increase in phonon amplitude for wavelengths longer than the 800nm pump. Inter-
estingly, the amplitude of ∆R/R shows the opposite trend, which is a pronounced decrease in
amplitude above 800nm. This suggests that the higher energy probe is more sensitive to elec-
tronic dynamics while the low energy probe is more sensitive to the phonon dynamics. Likely,
high energy photons are less coupled to FS electrons and thus less coupled to A1G phonons
which are believed to be strongly coupled to the FS.[67, 1]
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4.5 Conclusions and Outlook
We discover a femtosecond critical speeding-up behavior of hot electron energy relaxation
by using ultrafast optical spectroscopy. We show that this represents a powerful tool to study
and understand the complex, electronically-driven nematic phase transition, without invoking
external strain nor measuring small anisotropy in twinned crystals. The temporal dynamics
of the nematicity, hidden in static measurements, shine new light on several outstanding is-
sues associated such as the transition temperature and the origin. These results demonstrate,
particularly, that nematic fluctuations strongly influence the electron cooling times and spin
fluctuations determine the part of the relaxation component associated with the nematicity.
In the long run, our approach is guided by a general vision of understanding fundamental
emergent-order phenomena and controlling new metastable states of matter, by discovering dy-
namic behaviors in highly non-equilibrium states. The rapidly-growing, ultrafast spectroscopy
techniques, especially in terahertz [52] and mid-infrared spectral regions [93], in combination
with judiciously-chosen model state-of-the-art materials, can push the field forwards by shining
new light on problems that are very hard to solve when working close to equilibrium.
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CHAPTER 5. NON-EQUILIBRIUM PAIR BREAKING IN
Ba(Fe1−xCox)2As2: EVIDENCE FOR THE FORMATION OF
PHOTO-INDUCED EXCITONIC SPIN-DENSITY WAVE STATE
In this chapter I will present results from my recent project to probe ultrafast supercon-
ducting dynamics in FeAs superconductors using ultrafast THz spectroscopy, which allows for
a direct measurement of the superconducting dynamics.
5.1 Introduction
Probing and controlling dynamics of broken-symmetry states of matter out-of-equilibrium
is an emerging paradigm for condensed matter physics. Tailored non-equilibrium quantum
states have provided an additional degree of freedom to design, discover and control exotic cor-
related states and material phases, with some recent examples, among others, in, e.g., quantum
switching of magnetism and laser-induced superconductivity.[49, 25, 55, 62, 19] This strategic
approach is often realized by providing a time window due to the different response, both slow
and fast, of multiple distinct orders that are strongly intertwined in equilibrium. In this as-
pect, a prominent model system is iron-arsenide based superconductors (FeSCs) which have
recently rejuvenated the importance of coupled and competing phases in determining the ma-
terial properties, including SC, SDW, electronic nematicity and structural phase transitions
[6]. Two specific open questions are how to distinguish different Bosonic scattering channels,
phonon and SDW, during non-equilibrium SC pairing/pair breaking processes and what are the
signatures associated with the formation of collective modes typically favored here due to insta-
bilities of various correlation channels. Approaching these questions via “slow” thermodynamic
tuning methods close to quasi-equilibrium is difficult.
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Ultrafast THz spectroscopy, with sub-ps time- and sub-meV energy resolution, represents
an extremely relevant tool for accessing out-of-equilibrium Cooper pairs and their dynamics in
FeSCs. On one hand, being in the vicinity of the SC gaps ∆SC of few meV, low-frequency, THz
electrodynamics directly probe the SC condensate, effectively a loss-free, yet reactive, entity
with zero conductivity slightly below 2∆SC and huge inductive response due to 1/ω spectral
dependence. This is in strong contrast to experiments using high energy photons for detection.
The high energy photons predominately only couple to quasi-particle states due to large energy
mismatch with the SC states. On the other hand, the ultrafast approach here was able to follow
SC states being suddenly driven away from equilibrium by fs optical excitation, as illustrated
in Fig. 5.1(a). The dynamic evolution of SC condensate will reflect its interaction with various,
photo-excited hot Bosons that can be separated in their respective response times. Although
ultrafast laser measurements in the optical spectral region have been actively pursued in FeSCs,
time-resolved THz experiments have been extremely scarce and existing works focused ont the
normal state where the critical aspects of pair-boson interaction are absent.
Creation of a particular non-equilibrium state in FeSCs also provide fascinating opportuni-
ties to explore new Coulomb-bound electron-hole (e-h) pair states. The SDW phase of FeSCs
shows a spontaneous coherence emerging from nested e-like and h-like Fermi pockets with a
transition to a (0, pi)/(pi, 0) spin-striped state, while the separate formation of photo-excited,
bound e-h pairs can also be triggered by an excitonic instability between the same two bands via
the inter-band attractive interaction, as illustrated in Fig. 5.1(b). This has been often referred
as to the excitonic (e-h excitation) SDW state in a general two-band model, in analogy to the
prior formation of bound e-h pairs before condensation into so-called Excitonic Insulator phase.
Although the excitonic instability of nested bands have been argued in FeSCs, experimental
evidence is still highly elusive.
In the following section, we present ultrafast THz spectroscopy investigation of the non-
equilibrium dynamics of the SC order in Ba(Fe1−xCox)2As2. Subsequent to the fs optical
excitation, an observed Cooper pair breaking process is characterized by a distinct two-step
temporal profile, which separates a slow, SDW scattering channel given by τSlow, absent in
both BCS and cuprate superconductors, from the fast, phonon scattering channel (τFast).
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Particularly, non-equilibrium correlated state with SC and SDW interactions display strong
excitation fluence and doping dependence (under- vs. over-doped), which is consistent with
the quantum kinetic modeling of the energetics of the photo-excited excitonic SDW states.
This provides compelling evidence for the formation of a new Coulomb-bound quasiparticle
pair state driven by the excitonic instability of nested Fermi pockets that can be controlled by
adjusting pump fluence and doping.
5.2 Experimental Details
The samples used in this study were single-crystalline Ba(Fe1−xCox)2As2 with cobalt substi-
tutions of x = 0.047 and 0.010 that represent under-doped and over-doped samples, respectfully.
The cobalt doped samples were grown out of an (Fe1−yCoy)As flux using specifically deduced,
high-temperature solution growth techniques [6, 60]. In the underdoped sample, the long-range
SDW phase transition and structure phase transition appear at TN = 48 K and TS =66 K, re-
spectively [59], while these phase transitions are absent in the overdoped sample. Both samples
exhibit a superconducting transition at TC ∼ 17 K. Our optical pump THz reflectivity probe
spectroscopy setup is driven by a 1 kHz Ti:Sapphire regenerative amplifier with 45fs pulse
duration and 800nm center wavelength [52]. The laser output beam is split into 2 different
branches. One branch, the pump, is used to photoexcite the sample with high energy 1.55eV
photons. The other branch is used to generate and detect phase-locked THz field transients via
nonlinear optical rectification and electro-optic sampling in 1mm thick < 110 > ZnTe crystals.
The THz induced polarization change of the 800nm sampling beam is detected with a polar-
ization bridge and balanced photodetector, whereafter the electrical pulse signal is gated and
amplified via a Boxcar-Integrator and Lock-in amplifier. The opaque FeAs sample is mounted
45 degrees to the angle of incidence with respect to the THz and 800nm pump beams. The
reflected THz beam exits out of the side port of the cryostat and is then detected with the
sample pulse. Samples were placed in a vacuum cryostat to cool it down to 4.1K. The THz
setup is purged with dry air.
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Figure 5.1 (a) Our approach for transiently measure SC states in FeAs suddenly driven away
from equilibrium by fs optical excitation. (b) An attraction between the nested
electron and hole bands triggers the formation of a photo-excited, bound e-h pair
(c) Static THz reflectivity spectra for underdoped x=0.047 sample at temperatures
below and above the superconducting state (4.1K and 18K, respectively). Grey
line shows the calculated reflectivity spectra following Mattis-Bardeen theorem
and Fresnel equation. All spectra are normalized to normal state spectra at 20K.
(d) Ultrafast THz pump probe scan for underdoped x=0.047 Ba(Fe1−xCox)2As2
samples as function of temperature and pump-probe time delay. Inset shows typical
THz transients, and highlights the THz gate-time (blue arrow), which was fixed
at tgate=4.4ps for the pump-probe traces.
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5.3 Results
5.3.1 Terahertz spectra at fixed pump time-delay
The typical result for static THz reflection spectra of Ba(Fe0.953Co0.047)2As2 is shown in
Fig. 5.1(c) for two temperatures, 4.1K (red diamonds) and 18K (black rectangles). This shows
our THz spectrometer is directly probing the static SC order and gap. The spectra are ob-
tained through the fast Fourier transformation of the reflected THz fields in time domain of
an unexcited sample [red line, Fig. 5.1(d)] and then normalized by the 20K trace above TC .
The R(4K)/R(20K) in the measured range of 1–11 meV clearly exhibits a characteristic pro-
file with an upwards cusp ∼ 5meV from the distinct electrodynamics of superconductor, while
the R(18K)/R(20K) show a feature-less spectral shape around unity. The reflectivity spectra
is reproduced by Mattis-Bardeen (MB) theorem and Fresnel equation with gap size ∆Sc=2.6
meV, where a cusp shape with a maximum at 2∆SC arises from a complex interplay of kinetic
inductance of SC condensate below, coherence factors near, and metallic conductivity far above
2∆SC . At the low frequency/temperature limit, the ratio can be expressed as 1 + 4
2
√
ω/(piσ1N )
where σ1N is frequency-dependent conductivity in the normal state.
The ultrafast THz differential reflectivity ∆R/RSC in the underdoped compound is shown
in Fig. 5.1(d) for three temperatures at 4.1K, 10K and 17K. Here the pump induced change in
THz fields ∆ETHz in time domain are first measured in the photo-excited (back line, inset) and
unexcited states (red line, inset) with the pump fluence and photon energy set to be 40 µJ/cm2
and 1.5 eV, respectively. ∆R/RSC is then obtained as [(ETHz + ∆ETHz)
2 − E2THz]/E2THz.
∆R/RSC at a fixed gate time tgate= 4.4 ps (blue arrow, inset) is recorded as a function of time
delay. Ultrafast non-equilibrium dynamics of superconductivity in Ba(Fe0.953Co0.047)2As2 is
shown to display a distinct two-step profile with strong temperature dependence. Approaching
the critical temperature from below, it is seen that the transient signals quickly diminish, as
seen in 4.1K (black circle) and 10K traces (red circle), and are absent at TC at 17K (blue
circle). Next we present transient ∆R/RSC spectra which further underpin the origin of the
pump-induced THz signals faithfully tracks non-equilibrium pair breaking process.
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Figure 5.2 Temperature dependent THz differential reflectivity for underdoped sample. (a)
THz reflectivity spectra (dots) at a fixed pump-probe time delay of 700ps. In-
set shows reflectivity spectra in the superconducting state reproduced by Mat-
tis-Bardeen theorem and Fresnal equation. (b) 3D color plot shows raw ∆E/E
THz transients as function of temperature at a fixed pump-probe time delay of
700ps. Left panel of of (c) shows an example ∆E/E transient at low tempera-
tures. Top panel of (c) shows temperature dependence of the superconducting gap
2∆, taken from the spectral peak in ∆R/R. (d) Temperature dependence of the
spectral weight change and peak amplitude change at a fixed 700ps pump probe
delay.
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Fig. 5.2(a) shows the low frequency, differential reflectivity spectra under high fluence pump-
ing, in the range of ∼1–9 meV and at a fixed time delay of 700 ps, which exhibit distinct depen-
dence on temperature. These traces are obtained from the Fourier transform of the reflected
THz time-domain traces [Fig. 5.2(b)]. We note three key properties of ∆R/R(ω) following the
fs optical excitation: (1) A negative change ∆R/R <0 around 2∆SC reveals photo-induced
condensate breaking processes. (2) The low frequency reflectivity spectra clearly exhibit char-
acteristic shapes mainly from the kinetic inductance of the SC condensate with a cusp peak
at 2∆SC . This pump-probe line shape can be reproduced well by MB theorem given SC gap
of 100nm surface layer is completely quenched by optical excitation, as shown in the inset of
Fig. 5.2(a). (3) Approaching the critical temperature from below, it is seen that the transient
signals quickly diminish and 2∆(SC) in the spectra shifts to lower frequency (Fig. 5.2(a)), as
summarized in the top panel of Fig. 5.2(b). In addition, the experimental data and MB simula-
tion indicate that THz ∆R/R spectra directly follow out-of-equilibrium pair breaking processes
in the FeSCs. Since the pump-induced ∆R/R(ω) change monotonically in our THz probe re-
gion (Fig. 5.2(a)), we compare the integrated, reflective spectra weight and peak amplitude
of ∆R/R(tgate). The similarities between them, as demonstrated in Fig. 5.2(c), allow us to
investigate the ultrafast pair-breaking dynamics by conveniently recording the peak-peak am-
plitude change at tgate=4.4 ps, ∆R/RSC , instead of whole spectral weight, which corroborates
our conclusions in Fig. 5.1(d).
5.3.2 Terahertz transients as function pump probe time-delay
To identify salient roles of Cooper pair-boson interaction, we further exam the two-step
profile in non-equilibrium pair breaking dynamics. Figs. 5.3(a) and 5.3(b) show the pho-
toinduced ∆R/RSC dynamics in the underdoped x=0.047 sample under two pump fluences
36 µJ/cm2 and 10 µJ/cm2. Both excitations reveal the similar temporal two-step quenching
of the SC state with a sub-ps, negative change, τ fast, followed by a slow, 100 ps quenching
component up to ∼800ps, τ slow. We attribute such a process to two types of bosonic exci-
tation, hot phonons and SDW during non-equilibrium quenching of FeSCs, which appears to
be different from paring breaking dynamics of traditional BCS superconductors. For example,
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Figure 5.3 Ultrafast THz pump probe scan at different pump fluences for (a,b) underdoped
x=0.047 and (c,d) overdoped x=0.10 Ba(Fe1−xCox)2As2 samples. All traces taken
within the superconducting state at T=4K. (a,b) The underdoped sample shows
fast and slow dynamics for both low and high pump fluence. Inset of (a) shows the
initial fast reflectivity change occurs within several ps. (c,d) The overdoped sample
shows fast and slow components at only high pump fluence. At lower fluences, the
overdoped sample exhibits only the fast rise, similar to that seen in more traditional
BCS superconductors. Inset of (c) shows ultrafast THz pump-probe scan at T=4K
for BCS superconductor LuNi2B2C at pump fluence of 40µJ/cm
2. The LuNi2B2C
trace was taken at fluence of 40uJ/cm2, and is enough to completely destroy the
superconducting state, as seen by a saturation in the ∆R/R signal.
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the non-equilibrium dynamics in LuNi2B2C superconductor in the same ultrafast excitation
regime exhibit fluence-independent, single-step SC gap quenching followed by a partial recov-
ery and very long relaxation. The typical data is shown as inset of Fig. 5.3(c). These behaviors
have been always characterized as sub-ps pair breaking, τ fast, via scattering from high energy
phonons and condensate recovery governed by the phonon decay. Therefore, a comparison of
the similarity and difference indicates that the second quench of the SC gap seen in underdoped
FeAs, τ slow, is consistent with a new Bosonic scattering channel from SDW phase separated
from hot phonons.
We now contrast the underdoped dynamics with the overdoped sample Ba(Fe1−xCox)2As2
sample with x = 0.10. In the overdoped sample, the τ slow component becomes significantly
inefficient without SDW phase in the ground state but with SDW fluctuations. The measured
transient THz reflectivity ∆R/RSC shows a two-step quench profile only under stronger pump-
ing, e.g., 78 µJ/cm2 (Fig. 5.3(c)), while at low pump fluence (12 µJ/cm2), the initial ultrafast
SC gap quenching is followed by a partial recovery of the SC gap before the τ slow components
set in (Fig. 5.3(d)). The overdoped sample also yields a smaller τ slow amplitude than the
underdoped one.
5.3.3 Fluence Dependece
Moreover, at saturation fluences, the overdoped sample also yields a two times lager satura-
tion amplitude in the τ slow component than the underdoped one even though at high fluences
they exhibit the similar τ slow component. The fluence and doping dependence of the SC con-
densate quenching are studied in more detail in Figs. 5.4(a) and 5.4(b), where the integrated
reflective spectral weight, obtained from the peak-peak amplitude change ∆R/RSC at tgate=4.4
ps (inset, Fig. 5.4(b)), is shown as a function of pump fluence.
In the overdoped sample for two fixed pump–probe time delays, 5ps (red empty circle) and
700ps (black solid circle), we see a non-zero crossing at 25 µJ/cm2 which indicates an additional
quench at long time-delays for the case of high pump fluence. This results in saturation of
the reflectivity change from superconductivity destruction and a transition from SC state to
normal state occurring at Iq=182 µJ/cm2. By contrast, the transition to normal state in the
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Figure 5.4 (a) Measured fluence dependence of pump induced spectral weight change for over-
doped x=0.10 Ba(Fe1−xCox)2As2 crystals at 5ps (red) and 700ps (black) after
pumping. (b) Fluence dependent spectral weight change comparison between the
underdoped x=0.047 and overdoped x=0.10 samples at a fixed pump-probe delay
of 700ps. Inset shows ∆SW and ∆R/RSC exhibit the same fluence dependent be-
havior. (c) Theoretical modeling of the SC gap closure as function of photoexcited
exciton density, considering the cases of no correlation (red line) and with correla-
tion (black line) in the photoexcited overdoped region of Ba(Fe1−xCox)2As2 phase
diagram. Here the y-axis is normalized to that of the unexcited SC gap magnitude
∆0. (d) Theoretical modeling of the SC gap closure as function of photoexcited
density in the presence of a correlated SDW state for both samples, under- and
over-doped. Inset: Binding energy of correlated SDW state as a function of quasi-
particle density ρ.
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underdoped, x=0.047 sample occurs at much lower fluences ∼ around 50 µJ/cm2, as shown in
Fig. 5.4(b).
5.4 Discussion
The distinct excitation fluence and doping behaviors in ultrafast THz dynamics of SC state
shown in Figs. 5.4(a) and 5.4(b) can be consistently explained via a photo-induced correlated
SDW state formation in FeSCs triggered by the exitonic instability of nested e- and h-like Fermi
pockets. Our theory includes both SC and SDW interaction [88, 22]. We describe details of
our theoretical modeling next.
To obtain the energetics of the photo-excited correlated SDW states, we derive the equations-
of-motion for the corresponding SDW correlations and search for stationary solutions. As a
result, we obtain a generalized Wannier equation for the correlated SDW state which is formally
equivalent to the Wannier equation describing incoherent excitons [45].
Solutions of the Wannier equation are presented in the inset of Fig. 5.4(d) where the binding
energy of the formed correlated state is shown as a function of quasiparticle density ρ. We
observe a bound photo-excited SDW state at low ρ (binding > 0) which becomes unbound with
increasing quasiparticle density due to phase-space filling effects. To study how the correlated
SDW state formation affects the SC gap, Fig. 5.4(c) compares the SC gap in the presence of
SDW correlation (black line) with the one resulting from a calculation without correlation (red
line), which characterizes the many-body state after the initial ultrafast SC quenching and
before the onset of correlation formation. While the result without correlation shows only a
slow decay of the SC gap as a function of ρ, correlated SDW state formation yields a complete
quenching of the SC gap at elevated ρ. As a result, correlated SDW state formation produces
an additional quench at large ρ which should be observable as a second temporal quench after
the initial ultrafast SC quench in the non-equilibrium SC gap dynamics.
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5.5 Conclusion
In conclusion, we present for the first time direct measurements on the ultrafast SC dynamics
in an FeAs material using femtosecond THz transient spectroscopy. We demonstrate that the
THz probe is sensitive to SC as seen by the temperature dependence of the static spectra, which
shows characteristic shape from the kinetic inductance of the SC with a cusp at 2∆ = 5.2meV
in the underdoped sample at 4K. Furthermore, with pump excitation we find a reflectivity
decrease revealing that our excitation is photo-inducing a condensate breaking process. By
contrasting the photoexcited dynamics in under- and over-doped samples a clear difference
in the slow dynamics is seen. The underdoped sample shows both fast and slow SC quench
transients at all fluences whereas the slow SC transient appears to only be available to the
overdoped sample at higher fluences. This difference in behaviors is consistently explained
through a photo-induced correlated SDW state triggered by the excitonic instability of nested
e- and h-like Fermi pockets.
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CHAPTER 6. ULTRAFAST LASER STUDIES OF THE DILUTE
MAGNETIC SEMI-CONDUCTOR GaMnAs
6.1 Background
The discovery in 1996 of carrier-mediated ferromagnetism in (III,Mn)V semiconductors by
Ohno et al. was a remarkable advance in the field of magnetic semiconductors [65]. The
semiconductor GaAs is quite common and can be found today in our consumer electronics,
devices, and also serves as a textbook example for semiconductor theory. The discovery of how
to successfully dope Mn into a GaAs host matrix has excited scientists and engineers worldwide
since the discovery 20 years ago. The ability to introduce a magnetic moment into GaAs host
material opens amazing new possibilities that would augment the already useful properties of
GaAs with a magnetic ”control knob”. This is exactly the new and growing field of spintronics.
While some very strong and fruitful efforts have been made to increase the Curie temperature
to a highly desirable room-temperature, currently the Curie temperature is still below, with a
maximum so far of TC ∼ 200K.
6.2 Basic properties of GaMnAs
(Ga,Mn)As is one of the most intensively studied materials in the class of the carrier me-
diated dilute magnetic semiconductors (DMS). DMS are a type of semiconductor in which a
fraction of the non-magnetic group III atoms (cations) are randomly substituted by magnetic
atoms thus inserting local magnetic moments in the semiconductor. The 3d transition metals
are one of the most practical ways to provide the magnetic ions and while there are other
elements that can be used, manganese has particular features that make it the most promising
candidate.
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GaAs is of course a III-V semiconductor that crystallizes in a zinc-blende crystal structure,
which is composed of two interpenetrating face-centered cubic (fcc) sub-lattices made of gallium
(Ga) and arsenide (As) as shown in Figure 6.1. Each individual sub-lattice is shifted by 1/4 the
body diagonal so that each site of one sub-lattice is tetrahedrally coordinated with sites from
the other sub-lattice. The lattice parameter for the stoichiometric GaAs material is a=5.653A.
In addition, GaAs is a direct band gap semiconductor with gap energy of 1.519eV at T∼ 0K,
and which decreases with temperature due to band filling[36]. Thus, direct gap excitation can
be provided with the fundamental from the 1.55eV Ti:Sapphire laser.
During the growth of GaMnAs, the Mn dopants are introduced and they tend to occupy
substituional positions at cation sites and participate in crystal bonding with As similar to the
substituted Ga atoms. This type of substitutional Mn is denoted as MnGa. MnGa ions, with
their 5 electrons in the d-shell will occupy three bonding sp-d t2g states of 3dxy, 3dyz, 3dxz and
two antibonding states of 3dx2−y2 and 3dz2 , which are split by the tetrahedral crystal field.
Following Hund’s rule, the Mn 3d electrons will have the same spin orientation giving the ion
a spin of s=5/2. Because of the missing valence 4p electron, the MnGa ion acts as an acceptor
providing one hole per ion.[36]
In the absence of holes, the magnetic interaction among Mn has been shown to be anti-
ferromagnetic in fully carrier compensated (Ga,Mn)As, which indicates that the ferromagnetic
order is mediated by the carriers (holes)[63]. The Mn doping concentration plays a critical
role. When Mn concentrations reach ∼ 1% [64], the system is near the Mott insulator-to-metal
transition where the average distance between holes bound to Mn impurities is comparable in
size to the effective Bohr radius[36]. At such concentration levels, the localization length of
the impurity-band states is extended to a degree that allows them to mediate ferromagnetic
exchange interactions between the Mn moments, even though the moments are very dilute.
The following sections draw heavily from the published results in: Physical Review B. 91
155108 (2017) [66].
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Figure 6.1 Crystallographic structure of GaAs semiconductor showing the Zincblende arrange-
ment. When incorporating Mn dopants, there are three positions the Mn ion will
be located in. (1) substitution of the Ga (2) An interstitial position between four
cations (3) An internsitial position between four anions.
6.3 Introduction to ultrafast studies on GaMnAs
Spin exchange, fluctuation and relaxation play important roles in various collective behav-
iors emerging in advanced materials with scientific interest and technological potential, such as
carrier-mediated ferromagnetism in semiconductors, colossal magnetoresistance in manganites,
and electronic nematicity in iron pnictide superconductors [65, 49, 67]. These processes develop
on ultrafast time scales and can be driven and probed by ultrashort laser pulses interacting
with magnetic materials. Revealing the associated nonequilibrium spin dynamics provides ad-
ditional information, beyond time-averaged properties obtained from static measurements, to
both understand and to control these phenomena.
Recently, nonequilibrium hole spin dynamics in semiconductors has emerged as an im-
portant issue. For example, in p-type doped GaAs, the spin-polarized holes photoexcited by
circularly polarized mid-infrared pulses were shown to exhibit an ultrafast exponential decay
with a spin lifetime of 110 femtoseconds (fs) at room temperature[32]. In contrast, a sub-
stantially longer hole spin relaxation time, on the order of hundreds of picoseconds (ps), was
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inferred from spin tunneling and transport experiments in ferromagnetic p-Si and p-Ge het-
erostructures [14, 33, 80]. Furthermore, in bulk Ge, hole spin lifetimes are reported to differ by
two orders of magnitude (700fs vs. 100ps) although some reconciliation was found in that the
hole-spin relaxation rate decreased with lower temperature and/or excitation density [31, 50].
However, a unified understanding of the wide range of hole spin lifetimes observed in semicon-
ductors is still missing, and more measurements are clearly desirable in complementary systems,
including magnetically-doped semiconductors. In addition to its scientific value, comprehen-
sive and reliable knowledge of hole spin lifetimes are also important for the development of
spin computation and communication technology based on conducting holes and/or electrons
[7, 2, 105].
So far, hole spin relaxation has only been studied in weakly-interacting spin ensembles with-
out long-range magnetic order, e.g., p-GaAs, p-Si, p-Ge. However, (III,Mn)V magnetic semi-
conductors displaying carrier-mediated ferromagnetism, such as GaMnAs, represent a model
system for investigating hole spins influenced by ferromagnetic order and spin exchange inter-
action. For example, magnetic coupling between impurity band holes arising from Mn-doping
and localized Mn spins in GaMnAs strongly depends on the hole density, spin polarization, and
distribution among the bands [15].
The work presented here was motivated by previous time-resolved studies of ultrafast spin
dynamics and magnetization control in the (III,Mn)V magnetic semiconductors. This includes
femtosecond Mn spin canting induced by spin-orbit torques [90, 86] via photo-excited non-
thermal “transverse” hole spins involving the interplay between spin–orbit and magnetic ex-
change interaction [40, 38]; femtosecond demagnetization (i.e. decrease of Mn spin amplitude)
via dynamical polarization of “longitudinal” holes spins [96, 13, 95]; picosecond photoinduced
ferromagnetism [91]; and magnetization precession [70, 71, 75, 77, 104, 30, 74].
However, despite extensive studies in these (III,Mn)V ferromagnetic semiconductors, hole
spin relaxation time is yet to be determined, and the distinction between non-equilibrium hole
spin relaxation and hole energy relaxation unexplored. In this case, the absence of conclusive
observations is due in part to the lack of experimental techniques that can generate and probe
spin-polarized holes at femtosecond time scales, especially in heavily hole-doped materials.
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6.4 Ultrafast Probes of Non-equilibrium Hole Spin Relaxation in the
Ferromagnetic Semiconductor GaMnAs
In this section we report the observation of femtosecond hole spin relaxation in the ferro-
magnetic semiconductor, GaMnAs, using degenerate ultrafast magneto-optical Kerr (MOKE)
spectroscopy. These measurements reveal a femtosecond demagnetization followed by a fast
and a slow recovery of the transient MOKE signal. Importantly, the fast recovery appears only
in the magnetically-ordered state, and it is characterized by a temperature-dependent transient
amplitude that closely tracks the ferromagnetic order and vanishes at the Curie temperature.
In contrast, the slow recovery persists in the paramagnetic phase, and its transient amplitude
shows negligible temperature dependence. From this observation we infer that the optical non-
linearity of the fast component is determined by the dynamical polarization of hole spins due to
scattering with the magnetically-ordered Mn ion spins through p-d exchange scattering. Con-
sequently, this component provides a direct measurement of the characteristic hole spin (HS)
lifetimes in GaMnAs of τHS ∼160-200 fs.
The HS component is distinguished in time from the subsequent decay of the Kerr rotation
amplitude attributed to hole energy (HE) relaxation, and characterized by τHE ∼1-2ps. Finally,
on much longer timescales, a coherent damped Mn spin precession is observed, with a period
of ∼250 ps at zero external magnetic field. Our results thus reveal different three different
stages of spin dynamics in a magnetic semiconductor. We note parenthetically that the use
of near-infrared linearly polarized pulses represents a new approach for creating and studying
a non-equilibrium hole spin population in the presence of ferromagnetic order, and it is much
simpler to implement than techniques based on mid-infrared circularly polarized pulses [32, 31,
50, 92, 96].
6.4.1 Experimental and Sample Details
The photoinduced magnetization dynamics of our GaMnAs sample were studied via ul-
trafast MOKE spectroscopy, as follows. A 1.0 KHz Ti:Sapphire laser amplifier was used to
generate pulses at a central wavelength of 800nm and a pulse durations of 35fs. The output
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pulses were separated into two beam paths serving as the pump and probe. Both beams were
linearly polarized. A chopper modulated the pump beam at a frequency of 500Hz. After re-
flecting from the sample, the probe beam was passed through a polarization bridge and was
measured with a balanced photodetector and lock-in amplifier. In the polar geometry used
here, the Kerr rotation angle, ∆θ, is proportional to the out-of-plane magnetization MZ of the
sample.
Our sample was a 70nm Ga0.925Mn0.075As (GaMnAs) thin film deposited by low-temperature
molecular beam epitaxy (MBE) on a GaAs buffer layer on top of a semi-insulating (001) sur-
face of a GaAs substrate. The Curie temperature and hole density of our specimen were 77 K
and 3× 1020 cm−3, respectively. The ultrafast laser measurements were performed in a liquid
helium cooled cryostat.
At low temperatures, spontaneous magnetization from the carrier-mediated ferromagnetic
order naturally aligns along one of the two equivalent, orthogonal easy axes lying in the sample
plane close to the [100] and [010] crystallographic axes. As the temperature is increased to above
TR ∼ 30K, changes occur in the anisotropy field in the GaMnAs specimen, such that the easy
axis now reorients to near the [11¯0] direction. This reorientation is illustrated in Fig. 6.2(a),
showing magnetization of the GaMnAs sample observed along four different directions in an
external magnetic field of Bext ∼10mT. The coordinate system which we use is defined in the
inset of Fig. 6.2(b). Fig. 6.2(b) shows static MOKE measurements carried out at T=5K as
a function of external magnetic field Bext applied in the polar geometry, i.e., along the [001]
axis, as shown in the inset. An increasing MOKE signal ΘK is observed up to ∼500mT,
where the magnetization saturates. In our ultrafast measurements discussed later, an external
magnetic field of Bext ∼ 250mT is applied along [001] (defined as the z-direction) unless labelled
otherwise. The direction of the resultant magnetization of the sample is always determined by
the combination of the external field and the internal anisotropy fields.
Fig. 6.3 illustrates the origin of the static and ultrafast MOKE signals in GaMnAs for
T<TC . The linearly polarized probe beam with photon energy of 1.55eV strongly couples
to the electronic transition across the direct band-gap at the Γ-point. The valance bands are
spin-split due to strong exchange coupling with the ferromagnetically-aligned Mn spins in d-like
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Figure 6.2 (a) Static magnetization at 5K along four different directions of our GaMnAs
sample; [100] or [010] (red solid circles), [11¯0] (green hollow circles), [110] (black
line) and [001] (blue triangles). (b) Static MOKE angle θk at 5K measured in
polar geometry with external field B nearly along the [001] direction (∼5deg away).
Coordinate system is defined in the inset.
states (shown in gold) that hybridize with the upper valence band, as shown in Fig. 6.3(a).
The size of the splitting is proportional to the magnetization of the Mn ions and forms the
mean-field gap ∆MF . The holes occupy these bands up to the Fermi energy, as discussed
by Dobrowolska et al.[15]. The conduction bands, on the other hand, are barely affected by
the Mn spins due to their s-like symmetry and weak s–d coupling. According to the optical
selection rule ∆J = ±1, the right (σ+) and left (σ−) circularly polarized components of the
incident linearly-polarized probe light couple to electronic transitions from the spin-polarized
valence bands to the degenerate conduction band with opposing spins. Consequently, the origin
of the static (no pump) MOKE signal below TC is caused by the difference in the refractive
indices corresponding to the opposite circular polarizations of the two branches of light, which
is proportional to ∆MF .
The main focus of this project is to apply a time-resolved MOKE technique in order to obtain
key information about the coupling between different reservoirs (electronic, spin, etc...) and
their dissipation by measuring the recovery of the non-equilibrium state following femtosecond
pump excitation. Upon ultrafast pump excitation at 1.55eV, hot holes become photoexcited
out of equilibrium, giving rise to a blurred Fermi surface at such fast timescales. Due to the
strong exchange interaction between the hole and the Mn ion spins, the photoexcitation results
92
Density of States Density of States
Impurity
Band
AsGa
σ+ σ-
Conduction
Band
(a) Static Magneto-Optics
E
n
e
rg
y
E
n
e
rg
y
(b) Ultrafast Magneto-Optics
Mn
(1)
(2)
(3)
εF
εF’
Figure 6.3 Energy level diagram of GaMnAs. (a) The static MOKE signal at h¯ω = 1.55eV
arises from the difference in the refractive indices of the two circularly polarized
components of incident light (σ+ drawn as red arrow, σ− as blue arrow). The d-like
electronic orbitals of Mn form a dispersion-less, mid-gap impurity band (shown
in gold) that hybridizes with the upper valence band [15]. Red arrows inside
the conduction band indicate spin up/down bands. (b) Yellow arrows mark the
three relaxation processes observed after ultrafast photoexcitation. Equilibrium
or quasi-equilibrium Fermi levels after photoexcitation are shown as dashed lines.
These processes are: (1) hole spin-flip relaxation via scattering between the spin
split valence bands; (2) hot hole energy relaxation via phonon scattering within
the valence and impurity band; and (3) coherent Mn spin precession and Gilbert
damping.
in a transfer of angular momentum from ferromagnetically-ordered Mn to the hot holes. This
in turn quasi-instantaneously demagnetizes the Mn ions and creates an initial non-equilibrium
spin-polarized hole state even under linearly-polarized laser excitation at temperatures below
TC . This ultrafast demagnetization (as measured by the change of the MOKE amplitude
∆K) of (III,Mn)V materials has been interpreted as the reverse of the Overhauser effect; i.e.
where the excited holes become dynamically spin polarized at the expense of the localized Mn
spins [96, 13]. To study this non-equilibrium photo-excited hole state, we use a degenerate
pump/probe method where the probe energy is chosen to have the same energy as the pump,
at 1.55eV, which then directly couples to the transient carrier population.
Figure 6.3(b) illustrates the three interconnected relaxation processes that contribute to the
observed ultrafast MOKE response following the linearly-polarized pump pulse excitation. The
three relaxation processes are denoted by yellow arrows marked as 1,2,3. The first process is the
relaxation of transient spin-polarized holes, which scatter between the spin-split valence bands.
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Note that a similar relaxation does not occur for the photoexcited conduction electrons, because
the linearly polarized pump pulse does not transfer any net angular momentum, and therefore
does not create any net electron spin. Additionally, there is no preferred spin orientation for
the photoexcited conduction electrons to which they can relax.
The second process is that of the energy relaxation of the transient hot holes, which can be
understood as cooling via phonon scattering towards zone center of the valence and impurity
bands. Although there is no change of the spin polarization, this process contributes to the
transient MOKE signals by altering the absorption coefficients for both circular polarizations,
commonly referred to as dichroic bleaching in studies of ferromagnetic metals [100, 47]. The
third relaxation process corresponds to coherent Mn spin precession and its Gilbert damping
via spin-lattice scattering. The latter two processes have been reported and discussed in ear-
lier studies (citation needed here) whereas the hole-spin dynamics have not been previously
investigated.
6.4.2 Results and Analysis
A typical trace of ultrafast photoinduced MOKE rotation -∆θk data taken at 4K is shown
in Fig. 6.4(a). In the figure, the x-axis is split to show short- and long-time dynamics. There is
an initial ∼40fs reduction of the MOKE amplitude (inset) due to femtosecond demagnetization
that leads to a negative change in the ultrafast MOKE signal. Subsequently, a distinct three-
step recovery of ∆θk is observed, consistent with Fig. 6.3(b). The relaxation processes are
labeled in the figure as (1) a fast decay (corresponding to τHS ∼ 200fs), (2) a slow decay
(τHE ∼ 2ps), and (3) a periodic oscillation with a period of ∼ 250ps superimposed on a much
slower Gilbert relaxation. We discuss these three processes in detail in the sections that follow.
6.4.3 Short-time dynamics: hole spin and energy relaxation
We first turn the reader’s attention to the partial recovery of the MOKE signal within
the first few ps after photoexcitation, shown in Fig. 6.4(b). The fast dynamics largely reflects
the relaxation of the photoexcited holes. Careful inspection of the Kerr data shows that the
fast time-scale recovery process is in the form of a bi-exponential relaxation, clearly seen in
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Figure 6.4 (a) A representative trace of the low temperature data (taken at 4K) shown with
a split x-axis. Following an ultrafast negative rise of ΘK (demagnetization), a
three-step recovery of the MOKE signal is clearly seen, characterized by (1) fast,
∼200fs; (2) slow, ∼2ps time constants, followed at longer timescales by (3) a
periodic oscillation superimposed upon a much slower decay at a time scale of
hundreds of picoseconds. The inset shows the cross-correlation of pump and probe
(blue fill). (b) Temperature dependence of the MOKE dynamics during the first
8ps at various temperatures. The traces are vertically offset for clarity. Black
dashed lines overlaid on the data show the bi-exponential fitting, as illustrated
in (c) by a semilogarithmic plot of the 4K trace in (c). Red dashed-lines in (c)
mark the two decay components. (d) Peak amplitude of the ultrafast photoinduced
MOKE rotation as a function of temperature. The Kerr measurements were made
with a magnetic field of Bext ∼ 250mT applied perpendicular to the sample during,
and with a pump fluence of 690µJ/cm2.
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the semi-logarithmic plot shown in Fig. 6.4(c), where two red dashed lines are overlaid on the
T=4K Kerr data.
Ultrafast MOKE measurement results for various temperatures from 20K to 100K are pre-
sented in Fig. 6.4(b), showing the main features of the fast relaxation dynamics at different
temperatures.Importantly, below TC=77K, the data show bi-exponential decay, corresponding
to τHS and τHE relaxation components, while above TC the signal shows only a single ex-
ponential decay with only the slower τHE component. After crossing into the paramagnetic
phase the macroscopic spin order is no longer present, and thus there also are no dynamically
polarized hole spins. In addition, since linearily polarized pumping does not deposit any net
angular momentum, one expects to only observe the hole spin relaxation below TC . We can
therefore attribute the slower component τHE to hole energy relaxation. On the other hand,
since the femtosecond component τHS disappears at temperatures above TC , we ascribe it to
hole spin relaxation (further support of this is discussed below). Additionally, in the inset of
Fig. 6.4(a) we present the T=4K ∆ΘK trace alongside the pump-probe cross-correlation (blue
fill) to illustrate that the fast τHS relaxation is indeed temporally resolvable with our pulse
duration, and is not due to a coherent interaction between the pump and the probe beams
[28, 29].
Furthermore, as shown in Fig. 6.4(d), the peak amplitude of the photoinduced MOKE
signal decreases with increasing temperature up to TC , although the signal persists even above
above the transition temperature. This behavior indicates that the ultrafast MOKE signal
contains contributions from both the ferromagnetic order and from non-equilibrium hole spin
and charge populations, as discussed in the prior section. As seen in Figs. 6.4 and 6.5, the
transient MOKE amplitude is constant above TC , which further corroborates our assignment
of the slower component τHE to hole energy relaxation.
For quantitative analysis, we fit the observed short time dynamics with a bi-exponential
decay function convoluted with the probe pulse. The temperature dependent fittings are shown
overlaid on the data in Fig. 6.4(a,b) (black, dashed-lines). The bi-exponential fitting function
is given by:
f(t) = AHS e
(−t/τHS) +AHE e(−t/τHE) +AC (6.1)
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Figure 6.5 (a) Transient amplitude AHS (red) extracted from Eq. (1) for the hole-spin re-
laxation process, and its scaling with the static magnetization along [001] (blue
dashed line) for temperatures above TR ∼30K (i.e. where the easy axis reori-
entation occurs), and the amplitude of the hole-energy relaxation, AHE (black),
remains mostly constant with temperature. (b) Relaxation times as a function of
temperature for the τHS (red) and τHE components (black).
τHS and τHE are the characteristic decay time constants for the hole-spin and hole-energy re-
laxation processes, and AHS and AHE are their respective transient amplitudes. The third term
represents the long-time Mn spin-relaxation and other possible non-magnetic long-time contri-
butions. These contributions are practically time-independent over the 8ps scale considered in
the fitting, and are therefore represented as a constant, AC in Eq. (1).
Figure 6.5(a,b) shows the temperature dependence of the parameters obtained from the
above fitting. The amplitude of the hole spin component AHS (red dots) diminishes with
increasing temperature, and disappears above TC , closely tracking the static magnetization
curve along [001] (dashed blue line) shown for comparison in Fig. 6.5(a). Here the magnetization
along the (001) axis is scaled so that at T=4K the magnetization component relates to a
static polar Kerr angle of ΘK ∼1.3mrad, as determined from the ΘK measurement shown in
Figure 6.2(b) for an external magnetic field of B = 250mT. The reason that the AHS closely
tracks the ferromagnetic order can be explained in terms of the reverse-Overhauser effect,
which is the process where the holes acquire angular momentum from the Mn ions. When
the initial magnetization of the Mn ions is larger, more net angular momentum is transferred
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to holes. Subsequently, as holes relax to equilibrium, they must return this excess angular
momentum via the hole spin relaxation process (labeled ’1’ in Fig. 6.3(b)). In the case of larger
initial magnetization, AHS will also be larger because AHS reflects the amount of angular
momentum being lost by the holes in this process. The slight discrepancy at temperatures
below TR ∼30K likely originates from the spin reorientation process, which will be discussed
in the next subsection.
On the other hand, AHE (black squares) remains constant throughout the entire tem-
perature range, and persists above TC . This behavior corroborate our conclusions regarding
the magneto-optical nonlinearities of the MOKE signals, indicating that the magnetization-
dependent amplitude AHS measures the contribution of the spin-polarized hole population
generated via dynamical polarization transfer from the macroscopic magnetization of the Mn
ions to the holes. Thus the corresponding decay time τHS measures the hole spin relaxation
time, while the non-magnetic amplitude AHE describes the hot hole population independent of
TC , and its corresponding decay time τHE represents hot hole energy relaxation in the valence
and Mn-impurity bands via phonon emission.
The fast hole-spin decay time τHS (red solid dots) remains approximately constant at ∼160-
200fs between 4K and TC , as shown in Fig. 6.5(b). These directly measured values are con-
sistent with an upper bound value ∼200fs estimated from earlier femtosecond demagnetization
experiments on (III,Mn)V ferromagnetic semiconductors [96]. These values are slightly larger
than the ∼50–80fs predicted theoretically for GaMnAs at low temperatures [78]. In these ma-
terials, the fast hole spin-relaxation can be attributed to spin-orbit coupling in the valence
band mediated by ultrafast momentum scattering in the excited states that gives rise to a
strongly fluctuating spin-orbit field acting on hole spins. This mechanism results in very fast
and temperature-independent femtosecond decay in the ferromagnetic phase, which is likely to
be more efficient than any other relaxation mechanism that leads to temperature dependence
as predicted [78].
The hole energy relaxation time τHE (black squares in Fig. 6.5b) remains constant up to
around the easy axis reorientation temperature TR ∼ 30-40K, where it begins to decrease,
exhibiting a downward cusp near TC . This interesting behavior, showing some dependence
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on the magnetization, is not understood, but it may originate from a strong, magnetization-
dependent mixing between the valance band and the Mn d band and/or the complicated spin-
induced renormalization of the hole states [83, 103].
The observed relaxation time τHE of ∼1-2ps is consistent with hole energy relaxation times
measured earlier in GaMnAs, and our present results further reveal its non-trivial temperature
dependence that shows some influence of the ferromagnetic state of the material. A differ-
ent process with a similar relaxation time ∼ 1ps has been observed previously, and has been
attributed to trapping of photoexcited electrons by crystal defects, with no relation to the mag-
netic system [56, 100, 46]. Our present results thus point to a need for future studies aimed at a
better understanding of the hole-energy dynamics occurring in ferromagnetic semiconductors.
6.4.4 Long-time dynamics: coherent Mn spin precession
In this section we briefly discuss the coherent oscillatory behavior of Mn spins observed via
the ∆θk signal on the scale of hundreds of picoseconds in these experiments, similar to effects
already reported in the literature [70, 71, 75, 77, 104, 30, 74]. In order to isolate Mn-related
dynamics without contribution from hole dynamics, we use a low pump fluence and a two-color
method of ultrafast MOKE spectroscopy, i.e., we now tune the pump to 3.1eV so as to couple
to energies far away from the Fermi level at the Γ-point. This allows us to avoid the overshoot
behavior related to hole spin and energy dynamics discussed in the preceding section.
At zero magnetic field and well below TC , the initial magnetization direction is close to
the [100] easy axis in the plane of the sample as shown in Fig. 6.2(a). The magnetization
dynamics triggered by the femtosecond laser pulse excitation is shown in Fig. 6.6(a). Here
the main feature is the oscillation of the Kerr signal caused by the oscillatory component of
magnetization MZ due to the collective precession of the magnetization around its in-plane
equilibrium orientation at a frequency of ∼4.2 GHz (see inset), as discussed in the literature
[70, 71, 75, 77, 104, 30, 74]. The observed precession frequency in the low field limit is well
described analytically by the formula,
ωm = γ ·
√
H4‖ · (H2⊥ +H4‖) (6.2)
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Figure 6.6 Ultrafast non-degenerate MOKE measurements at 0T (a) and 1T (b). T=4K and
pump/probe photon energy is set to 1.55eV/3.1 eV. Inset shows the 0T oscillation
spectrum. (c) The temperature dependence of ultrafast non-degenerate MOKE
signals at various temperatures and traces are vertically offset for clarity. The
pump fluence is ∼ 7µJ/cm2.
where H2⊥ and H4‖ represent the effective uniaxial and cubic anisotropy fields, respectively.
The quantities H2⊥ and H4‖ are defined in terms of anisotropy energies Ki as 4piM − 2K2⊥M
and
2K4‖
M . From the experimental magnetization curve measured along the hard axis shown
in Fig. 6.2(b) we estimate H2⊥ and H4‖ for our sample to be 0.3T and 0.06T at 5K, which
yields a precession frequency ωm = 4.12GHz, in good agreement with our measured data. In
addition, our results in Fig. 6.6(b) show that the spin precession is no longer observed when
the perpendicular B field increases to 1T. This can be understood as follows. At this high field
the magnetization becomes fully aligned along the B-field (i.e., along the [001] direction), and
the precession of magnetization is undetectable through ΘK). We attribute the conspicuous
negative shift in ΘK seen in Fig. 6.6(b) seen upon photoexcitation to so-called laser-induced
ultrafast demagnetization, i.e., photoinduced femtosecond changes in total magnetization am-
plitude. [96, 95]
Returning to the Kerr results observed at B=0, the observed precession (seen as ∆ΘK) is
triggered by the transient change of the easy axis that results from the competition between
100
uniaxial [11¯0] and cubic [100] anisotropy fields. As shown in Fig. 6.2(a), the magnetization in
the sample naturally aligns along the easy axis established by the dominant anisotropy field,
which at low temperatures is close to [100]. At these low temperatures, thermal effects due to
the pump pulse manifest themselves as a strengthening of the uniaxial field along [11¯0] relative
to the cubic anisotropy field along [100], equivalent to a change of the easy axis direction towards
[11¯0]. This induces precession of the magnetization along the new easy axis direction, consistent
with the oscillations observed in the z-direction, as shown in the 5K, 20K and 25K traces in
Fig. 6.6(c). Above the easy-axis reorientation temperature TR ∼30K, the uniaxial anisotropy
field becomes dominant , and the magnetization aligns along the [11¯0] direction. Thermal
effects which strengthen this field, cannot induce precession of the magnetization anymore,
as evident by the disappearance of the oscillations above this reorientation temperature. In
addition, below this temperature the strong cubic anisotropy field associated with the [100]
direction makes the magnetization vector tilt from the z-axis below TR, which explains the
slight deviation between the static magnetization and AHS in Fig. 6.5(a). It is also interesting
to note that the amplitude of the ultrafast MOKE signal taken by the two-color scheme rapidly
diminishes when the temperature approaches TC , as seen in the high temperature traces shown
in Fig. 6.6(c). This corroborates the assignment of the overshoot in degenerate MOKE signals
to the hole dynamics instead of the Mn spin dynamics.
6.4.5 Conclusions
In summary, we have successfully probed the previously-inaccessible non-equilibrium hole
spin dynamics in ferromagnetic GaMnAs by using ultrafast MOKE spectroscopy. Below the
Curie temperature TC , an ultrafast linearly-polarized pump photoexcitation creates a non-
equilibrium hole spin population via dynamical polarization of holes through exchange scatter-
ing with ferromagnetically-ordered Mn spins. This reveals the emergence of a new femtosecond
relaxation component below TC , which we attribute to hole spin lifetime τHS ∼160-200 fs.
This is clearly distinguished in the time domain from the much longer hole energy relaxation
τHE ∼1-2 ps, and from the Mn spin precession occurring on a 100-ps time scale. Our technique
represents a new spectroscopy tool for studying non-equilibrium hole spins in magnetically or-
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dered materials, which could be important in understanding the various collective behaviors and
various forms of macroscopic order emerging in these systems. Additionally, our results have
important implications for future applications of temporal spin effects in high speed spintronics
that depend on hole-mediated ferromagnetism.
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CHAPTER 7. SUMMARY
In summary, I showed examples of how ultrafast laser spectroscopy can be used to under-
stand ”what is going on” in several complex materials that display coupled phases. Adding the
important dimension of time to measurements allows for decoupling the various phases because
of there different temporal dynamics. In addition, by utilizing the extremely high peak pow-
ers of ultrafast laser pulses and an appropriate non-linear crystal with proper phase matching
conditions, it was shown that we can tune the laser energy to cover the material property of
interest.
In chapters 3 and 4 I addressed fundamental questions about anisotropy that appear to be
important to the exotic magnetic and superconducting phases in the iron-pnictide materials.
Electronically driven nematicity has been suggested as the origin of the anisotropy, but distin-
guishing this nematic order as an independent degree of freedom from magnetic and structural
orders is difficult, as these couple together to break the same tetragonal symmetry. In chap-
ter 3, I demonstrated a time-resolved polarimetry technique that was used to reveal critical
nematic fluctuations in unstrained Ba(Fe1−xCox)2As2. The femtosecond anisotropic response,
which arose from two-fold in-plane anisotropy of the complex refractive index, displayed a char-
acteristic two-step recovery absent in the isotropic response. The fast recovery appeared only
in the magnetically ordered state, whereas the slow one persists in the paramagnetic phase
with a critical divergence approaching the structural transition temperature. By simulating
the ultrafast dynamics with a three-temperature heat bath model, it was shown that the iron-
arsenide materials exhibit a gigantic magnetoelastic coupling that far exceeds electron-spin and
electron-phonon couplings, opposite to conventional magnetic metals.
Then in chapter 4, I presented a second method that allowed for indirect measurements
of anisotropic nematic order. This second technique, differential reflectivity ∆R/R, had the
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advantage of a higher signal-to-noise ratio and allowed for precisely pinning down exactly
where the nematic transition temperature occurs, which is still an open question. The ne-
matic transition temperature was observed 6K above TS , but this increase may be attributable
to pump-induced stabilization of the ordered states at 6K above TS . At the nematic tran-
sition, a significant reduction in the energy relaxation times of the hot electrons following
non-equilibrium femtosecond laser excitation on both the high and low temperature sides of
the nematic phase transition. This femtosecond, critical speeding-up behavior provides an
alternative way to study complex, electronically-driven nematicity, invoking neither external
strain nor measuring a small anisotropy in twinned crystals.
In Chapter 5, I presented recent research on ultrafast terahertz spectroscopy of supercon-
ductivity in the FeAs materials. This project made significant progress in the last few months.
THz spectroscopy has the unique ability to directly probe the superconducting (SC) Cooper
pair dynamics in the iron pnictides, despite the fact that no previous superconductivity studies
on bulk FeAs have applied the femtosecond THz spectroscopy technique that I am aware. Our
results revealed distinct out-of-equilibrium Cooper pair dynamics subsequent to the femtosec-
ond SC gap quenching. A two-step temporal evolution arose exclusively from the pair breaking
process, which manifested as a slow, Bosonic scattering channel due to the spin–density–wave
(SDW) correlation and a fast, phonon channel. The non-equilibrium superconducting state
displayed strong excitation fluence, temperature and doping dependence. The data, together
with quantum kinetic modelling of SC and magnetic order parameters, provided compelling
evidence for the formation of photo-induced bound SDW state driven by excitonic instability
of correlated interband electron-hole pairs, substantially different from both BCS and cuprate
superconductors.
In Chapter 6, I switched to a simpler material, a high quality magnetic semiconductor
which was actually the first test on a new setup. Here, direct measurements of the excited
hole-spin lifetime in ferromagnetic GaMnAs were carried out by time- and polarization-resolved
spectroscopy. Below the Curie temperature, ultrafast photoexcitation of GaMnAs with linear
polarized light was shown to create a non-equilibrium hole spin population via dynamical
polarization of the holes through p-d exchange scattering with ferromagnetically-ordered Mn
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spins. The system was then observed to relax in a distinct three-step recovery process: (i)
a femtosecond hole-spin relaxation, on the scale of 160-200 fs, (ii) a picosecond hole-energy
relaxation, on the scale of 1-2 ps, and (iii) a coherent, damped Mn spin precession with a period
of 250 ps. The transient amplitude of the hole-spin relaxation component diminished with
increasing temperature, directly following the ferromagnetic order of GaMnAs, while the hole-
energy amplitude shows negligible temperature change. The results served to establish the hole
spin lifetimes in the ferromagnetic semiconductor GaMnAs, at the same time demonstrating a
novel spectroscopic method for studying non-equilibrium hole spins in the presence of magnetic
order and spin exchange interaction.
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APPENDIX A. BACKGROUND INFORMATION RELATED TO
ULTRAFAST ANISOTROPY MEASUREMENT OF Ba(Fe,Co)As
A.1 Ba(Fe1−xCox)2As2 growth and characterization
Single crystals of Ba(Fe1−xCox)2As2, with x = 0.00 and 0.047, were grown out of a
(Fe1−yCoy)As flux, using conventional high-temperature solution growth techniques.[5, 6, 60]
For the x=0.00, parent compound, small Ba chunks and FeAs powder were mixed together with
1:4 ratio. For the Co substituted compound, small Ba chunks, FeAs powder, and CoAs powder
were mixed together according to the ratio Ba:FeAs:CoAs=1:3.75:0.25. The mixture was placed
into an alumina crucible. A second catch crucible containing quartz wool was placed on top of
this growth crucible and both were sealed in a quartz tube under 1/3atm Ar gas. The sealed
quartz tube was heated up to 1180 ◦C and stayed at 1180 ◦C for 8h. Single crystals were grown
by slowly cooling the melt from 1180 to 1000 over 40h, and then decanting off the excess liquid
flux.[5] Elemental analysis of the samples was performed using wavelength dispersive x-ray spec-
troscopy (WDS) in the electron probe microanalyzer of a JEOL JXA-8200 electron-microprobe
to determine the real Co concentration.[60] The x=0.047 sample undergoes a separate SDW
transition at TN = 48K and a structural transition from tetragonal to orthorhombic phase
at TS = 66K. For the x=0.00 sample, the TN and TS are almost indistinguishable in these
measurements ∼136K.[60, 59]
A.2 Theoretical modeling of the nematic order parameter φ
Here the nematic order parameter φ is the scalar product of the two sublattice Neel vectors
that make up the long range order below TN : φ =< M1×M2 >. The important aspect of Ising-
spin nematicity is that long range order of φ occurs already above the Neel temnperature, i.e. in
119
a regime where the magnetic order parameters still vanish < M1 >=< M2 >= 0. [20] We follow
the model extensively discussed by Fernandes et. al., [20] to obtain the static nematic order
parameter φ as function of temperature (red line, Figure 3.5(c). In this approach, the existence
of a doubly-degenerate magnetic ground state – stripes with either (pi, 0) or (0, pi) modulation –
combined with strong enough magnetic fluctuations gives rise to an Ising-nematic state which
spontaneously breaks the tetragonal symmetry of the system already in the paramagnetic state.
In particular, we consider a quasi-two dimensional system, composed of FeAs layers coupled via
the magnetic interaction ηz. In the paramagnetic phase, the self-consistent equations describing
the nematic order parameter φ are:
r = r0 − u log
(√
r + φ+
√
ηz + r + φ
)
− u log
(√
r − φ+√ηz + r − φ)
φ = g log
(√
r + φ+
√
ηz + r + φ√
r − φ+√ηz + r − φ
)
(A.1)
Here, r0 ∝ T − TN,0 is the independent variable, proportional to the temperature. TN,0
is a reference temperature, proportional to the mean-field value of the magnetic transition
temperature. The free parameters are the coupling constants u (referring to the magnetic
system), g (the nematic coupling constant), and ηz (the interlayer magnetic coupling). r is
an unknown, proportional to the inverse magnetic correlation length, and is obtained together
with φ by solving the self-consistent equations.
The magnetic transition takes place when the condition r = φ is satisfied. Below this
transition temperature, the magnetic order parameter M assumes a finite value, and the self-
consistent equations are replaced by:
r0 = φ+ u
[
log
(√
2φηz +
√
η2z + 2φηz
)
−M2
]
M2 =
φ
g
− log
(√
2φ+
√
ηz + 2φ√
ηz
)
(A.2)
By solving the sets of equations (A.1) and (A.2), one can then extract the temperature
dependent Ising-nematic order parameter φ (r0) for every temperature r0 ∝ T − TN,0. To
obtain Figure3.5(c) we used the parameters u = 1, ηz = 0.3, and g = 0.33. The increase of φ at
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the magnetic transition temperature is a consequence of the change of the magnetic spectrum
due to the onset of long-range nematic order, and indicates proximity to a magnetic tricritical
point. In fact, this tricritical point is observed experimentally at the doping level x ≈ 0.2.[44]
A.3 Fitting procedure and error bar analysis
Figure A.1 A representative time dependent measurement of η(t) for x=0.00 at an initial
temperature Ti = 20K. Data is shown in blue with shade, and the fitting is red.
Note the horizontal axis is split to better display the fitting at both short and long
time-scales. A low pump fluence of 115µJ/cm2 was used.
To gain a quantitative understanding of the time resolved ellipticity relaxation dynamics,
∆η (t), we fit the data with a convolution of the Gaussian probe pulse (FWHM = 120fs) and
a bi-exponential decay function with exponential rise term. The exponential fitting function is
given by:
f (t) = (1− exp (−t/τrise)) · (A1 exp (−t/τfast) +A2 exp (−t/τslow) +A3) (A.3)
Where τfast and τslow represent the decay times for the fast 100’s of fs and slow 20-100’s of ps
relaxation processes respectively. An accurate fit is ensured by the fact that τslow is much larger
than τfast, thus helping the fitting procedure distinguish between these two parameters. The
exponential rise term τrise takes into account for the finite response of the nematic softening
effect. The constants A1 and A2 represent the amplitudes of the fast and slow relaxation
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processes respectively. The last term in equation A.3, A3, represents the relaxation processes
that occur on longer timescales than measured here and therefore can be considered time-
independent . The fitting is done via a standard, iterative least-squares method and the best
fit is one that minimizes chi-square. Finally, the error for each fitting parameter is calculated
and is defined as one standard deviation. Error bars are given in Figure 3.6(d). A representative
time dependent measurement of the photoinduced ∆η (t) for x = 0.00 at an initial temperature
Ti = 20K is shown in Figure A.1. Measured data is colored blue while the fitting is red.
The results from fitting this trace are:
τfast = 1286.5± 47.9 fs (A.4)
τslow = 28444± 825 fs
τrise = 78.427± 5.23 fs
A1 = 0.0013617± 3.6× 10−5 rad
A2 = 0.00061001± 7.09× 10−6 rad
A3 = 0.00025269± 4.13× 10−6 rad
The fitting results (A.5) for all temperatures are shown in Figure 3.6(d). The conclusion
of critical nematic fluctuations is from the experimental fact that a sharp increase of the
relaxation time approaching the structural transition temperature exclusively appears in the
ultrafast anisotropic signals η, proportional Z2 Ising nematic order parameter. It is absent
in ultrafast isotropic response, measured by transient differential reflectivity ∆R/R. This
trend is clearly visible by following the anisotropic η dynamics at various temperatures shown
in Figure 3.6(c,d). This anisotropic-ONLY response clearly shows the critical divergence of
nematic fluctuations by the Z2 symmetry breaking as the dominant correlation mechanism.
Any other electronic origins, including the gap opening in the density of states and phonon
fluctuations, would cause the same slowing down behaviors in the isotropic response measured
by ∆R/R, which is inconsistent with our data.
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Figure A.2 Procedure to unambiguously extract the magnetic temperature Tm as a function
of time from the static and time-resolved polarization ellipticity measurements.
A.4 Extracting transient reservoir temperatures
There is a straightforward, as shown in Figure A.2 above, to extract the magnetic-nematic
temperature Tm as a function of time from the static and time-resolved polarization ellipticity
∆η as well as Te from ∆R/R signals, shown in Figure A.3 and Figure 3.8(a). For the time-
resolved measurement under a certain lattice temperature, the ellipticity as a function of the
time (η(t)) is obtained by extracting the time-resolved ellipticity change −∆η(t) from the static
ellipticity value η under this temperature: η(t) = η−∆η(t). For example, the red curve in the
Figure A.2(a) represents the ellipticity change data −∆η(t) taken at 10K. We can read from
Figure A.2(c) that the static ellipticity at 10K is 0.197mrad, so: η(t) = 0.197mrad−∆η(t) gives
the ellipticity as a function of the time, which is the blue curve in Figure A.2(b). It shows that
the ellipticity of the system has no change before time zero, then decreases sharply with pump
excitation, and recovers back. Since the static ellipticity measurement provides the relationship
between the ellipticity and the magnetic temperature, and the time-resolved measurement
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provides the relationship between the ellipticity and time, we can get the magnetic temperature
Tm as a function of time via the link to the ellipticity, which is shown in Figure A.2(d). For
each data point in Figure A.2(b), a time value corresponds to an ellipticity value, and we can
read from Figure A.2(c) the corresponding temperature for each ellipticity value, then we know
what the temperature corresponding to this time is. For example, in Figure A.2(b), at the
time of 5ps, the ellipticity is 0.124mrad, then by interpolating the Figure A.2(c), we know that
when the temperature is 47.57K, the corresponding ellipticity is 0.124mrad, thus we can draw
on Figure A.2(d) that, at the time of 5ps, the magnetic temperature Tm is 47.57K. Thus,
Tm vs. Time Delay can be extracted from η vs. Time Delay and η vs. Tm, and this process
is illustrated in Figure A.2. Next, the transient temperature Te associated with the electron
heat bath after ultrafast photoexcitation is proportional to the differential reflectivity profile,
∆Te ∝ ∆R/R after subtracting the acoustic phonon contributions. Te and Tm will overlap at
few ps timescales after thermalization time between magnetic and electron reservoirs, as seen
in magnetic metals.[3, 4] The resulting dynamics are shown above in Figure 3.8(a). This is
independently confirmed by the three temperature model calculation with the input of initial
excitation density of 673 Joule/mol deposited by the 80fs Gaussian laser pulses drawn from the
experiment to calculate the peak transient temperature changes (green line, Figure 3.8(a)).
A.5 Comparing ultrafast dynamics in Ni vs Ba122
Another conclusion in our research is a large magnetoelastic coupling gml > gem & gle
in FeAs that far exceeds conventional magnetic metals which exhibit the opposite behavior
gml < gem & gle. This conclusion can be directly seen by comparing the experimentally
extracted transient temperature changes associated with magnetic and electron reservoirs in the
two material systems. This analysis follows Beaurepaire et al., which has been applied in many
later studies.[3] For more details, see a review in ultrafast dynamics of magnetic metal.[4]
We reproduce the graph by Beaurepaire et al., (Figure 3.8(a)) which extracts experimental
magnetic (red line) and electron (green line) temperatures in fs photo-excited magnetic metal
Ni from the measured ultrafast isotropic (∆T/T ) and anisotropic (polarization rotation angle
∆θ) signals. We applied a similar analysis to extract the Tm in Figure A.3. The distinctly
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Figure A.3 Experimentally extracted electronic and magnetic temperatures for
Ba(Fe1−xCox)2As2, x = 0.047. Te shown with black squares and Tm with
red circles.
different photo-excited transient temperature behaviors for magnetic and electronic reservoirs
between BaFe2As2 and Ni clearly show the opposite couplings among various reservoirs. During
fs photo-excitation, Te(t) rises first via laser heating of the electronic sub-system, followed by
an increase of the magnetic reservoir temperature Tm(t) via heat transfer from the electron
reservoir. In conventional magnetic metals such as Ni that have small magnetoelastic coupling
gml < gem & gle, as seen in the inset of Figure 3.8(a), the magnetic and electron sub-systems
first quickly reach the same temperature (within 150fs accurately determined by the follow-
up measurements with better time resolution [27]) and then lock together to decay towards
an isothermal regime of the same heat bath temperature with phonons (Tl). This means the
spin dynamics are driven by the electronic temperature after 150 fs, i.e., Te and Tm show the
same amplitude and decay together. Particularly, Tm doesn’t decrease before equilibrating
with electrons. However, the exact opposite behavior is seen in our experimental data for FeAs
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shown in Figure A.3. Here, Tm never reaches the same temperature as the electron sub-system
during the rise time, i.e., it reaches a maximum and then decays far before it becomes hot
enough to equilibrate with the electron bath. This means the spin dynamics are mostly driven
by another reservoir, instead of the electronic temperature. That means, it is strongly coupled
with phonons (Tl) - gml > gem & gle - opposite to conventional magnetic metals.
It is critical to note that a common misconception is that the ∆R/R decay is mostly de-
termined by the electron-phonon relaxation and relaxation times only go as the inverse of
the coupling constants gij . First, the ∆R/R decay is influenced by both phonon and mag-
netic/nematic reservoirs, which depends sensitively on the relative strength between various
heat transfer channels. gem is almost the same as gel in Ni but much larger in FeAs. Therefore,
it is incorrect to try to infer gel simply from the ∆R/R decay in FeAs systems. Actaully it is
clearly from our results and simulations that the decay in ∆R/R is actually mostly determined
by electronic-magnetic reservoir coupling, which is different from Ni or non-magnetic metals,
as shown in Figure 3.8(a). Second: as it is well known for metals and also seen in Equation’s
(3) − (5), the corresponding relaxation time depends on not only the coupling constant gij
but also the specific heat Ci, which roughly goes as C/g. At low temperature in the 10’s of
K range, Ce is actually smaller than Cm and simply comparing ∆R/R and ∆η decay times
cannot give the information of gem vs gml. In our discussion here, we clearly show how to
analyze the data properly both qualitatively (comparing Ni vs FeAs) and quantitatively (3T
fitting by considering both Ci and gij), which consistently explain the observed dynamics for
the first few ps.
A.6 Supplementary Discussion
In order to completely rule out any alternative explanations from sample heating effects,
we provide measurements at substantially lower pump fluence as shown in Figure A.4. In these
new measurements, two relaxation components are clearly visible even in the weak pumping
case with an even more pronounced fast component than the slow one as compared to the high
pumping case. This is fully consistent with the original explanation and rules out alternative
interpretations from the sample heating which would predict the decrease and disappearance of
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Figure A.4 Ultrafast ellipticity dynamics at 4K for under-doped Ba122 sample under two
pump fluences as marked. The traces are normalized to their peak amplitudes for
clarity.
the fast relaxation. This corroborates again that the slow relaxation originated from nematic
correlation and the fast one from SDW correlation.
In order to further elaborate the subtleties associated with ultrafast polarization measure-
ments, we provide extra discussions and measurements to unambiguously justify the magnetic-
nematic origin of transient polarization signals. First, in our case, the relative variation of the
anisotropic change is much larger than that of the isotropic response, i.e.,
∆η(t)
η0
 ∆R
R
This huge magnitude difference makes a very strong case that the ellipticity change probes
the genuine in-plane symmetry breaking of the magnetic-nematic phase. For example, the
peak ellipticity change in the 4.7% Co-doped compound at 4k is 40% 4K ( 0.08/0.2), shown in
Figure 3.7(a), which is at least two orders of magnitude larger than the differential reflectivity of
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Figure A.5 Normalized photoinduced ellipticity (∆η) vs. rotation (∆Θ) decay profiles at 4K
for the under-doped Ba122 sample.
typical 0.15%. Secondly, the magnetic-nematic origin of this femtosecond anisotropic response
is further confirmed by controlled measurements showing a complete overlap of the pump-
induced rotation ∆Θ(t) and ellipticity ∆η(t) changes, as shown in Figure A.5. Any other non-
magnetic contribution would cause discrepancy between the temporal profiles of the rotation
angle and ellipticity, and vice versa. Further study is needed to investigate and understand the
microscopic origins of the transient ellipticity signals and its distinct difference from isotropic
signals, e.g., a thorough comparison with time-/angle-resolved photoemission spectroscopy and
time-resolved X-ray scattering to follow dynamics of SDW orders once the results are available.
It is desirable to compare the ultrafast dynamics in iron pnictides to specifically-chosen
antiferromagnetic metals with similar transition temperatures and large electron-spin coupling
gem exceeding gel and gml. However, this is a rare combination and we are not aware of such
a material to compare our results. For comparison between FeAs and Ni, it is critical to
note that the purpose is to compare ultrafast dynamics associated with various reservoirs in
magnetic materials that exhibit itinerant carriers coupled with a magnetic order parameter,
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instead of static thermodynamic properties such as TC or TN . Ferromagnetic metals such
as Nickel have long been established as a prominent example that the reservoir dynamics
shown there are typical for itinerant magnets, consistent with all magnetic metals with small
magnetoelastic coupling gml < gem & gle. For example, there has been a systematic study
of fs laser-induced dynamic magnetic behaviors of iterant magnets — metallic, half-metallic,
oxides, elemental, alloys with different transition temperatures [57]. The ultrafast dynamics
shows certain blueprint behaviors regardless of the different transition temperature or details
of magnetic order parameters. The difference is mostly determined by the coupling strength
among reservoirs, which is the exact information that we try to extract here. Applied here,
we compare the dynamics of FeAs compounds — antiferromagnetic metals showing itinerant
carriers coupled with a magnetic order parameter — to the dynamics typically associated with
gml < gem & gle as the case of Ni. The reservoir dynamics in FeAs shows the opposite behavior
to Ni, i.e., gml > gem & gle. Secondly, one has to use lower fluence in FeAs in order to compare
to Ni. We would like to emphasize three key facts:
1. It is clear experimentally that the anisotropy is not completely killed with our photoex-
citation. The photoinduced peak signals ∆η(t) presented in the research are all smaller
than the static anisotropy at that temperature T, i.e., ∆η(T ) < η(T )|∆t<0. Knowing the
temperature dependence of the static η (Figure 3.5(c)), one can absolutely be sure that
there is no complete killing of the nematic order.
2. Full details of all numerical procedures and experimentally realistic input parameters used
are provided in the method section to quantitatively solve the 3T model and calculate
the transient temperature changes. It shows that the maximum transient temperature
changes are not above the nematic transition temperature.
3. In addition, the photoinduced ellipticity change by a significantly lower pump fluence still
exhibits qualitatively similar two component relaxation, as shown in Figure A.4, which
again corroborates our appropriate experimental conditions and claims.
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APPENDIX B. RAW DATA AND FITS FOR DR/R MEASUREMENT
OF BA(FE,CO)AS
B.1 Temperature dependent DR/R traces and fits
We present raw differential reflectivity traces for the undoped sample from T = 4 K up
to 150 K in Figure B.1. We fit traces with the bi-exponential function over the range from
time-zero to ∼12 ps. At 12 ps there is a local maximum, whereafter the signal decays up to
long times, measured up to 300 ps in this work.
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(a)
Figure B.1 Temperature dependent differential reflectivity traces for the undoped sample
(black line, black circle) overlaid with the bi-exponential fit function (red line)
described in the main text.
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Raw data for the optimally doped sample is plotted in Figure B.2. The temperature range
from 4 K to 60 K is of most interest for optimally doped sample due to the low superconducting
transition temperature TC ∼ 23 K and no expected phase transitions above. We measure
negligible change in the signal from superconductivity, as expected for the moderately high
pump fluence used here.
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Figure B.2 Differential reflectivity (black line, black circle) plotted together with bi-exponen-
tial fit function (red line) as function of temperature for the optimal doped sample,
x = 0.074.
Next we present differential reflectivity traces for the underdoped sample at select temper-
atures to illustrate the quality of fitting and data in Figure B.3. Here, each temperature is
vertically offset for clarity.
B.2 Critical relaxation dynamics fit details
As discussed in the main text, a critical speeding-up of the τFast relaxation time is observed
at temperatures slightly above the structural transition in the underdoped sample only. In
Figure B.4, we show the critical relaxation dynamics near TS along with the corresponding
131
20K
40K
T=TN=48K
54K
75K
85K
105K
|∆R
/R
| ( 
1x
10
-
3  
pe
r d
ivi
sio
n)
6420
Time Delay (ps)
6420
Time Delay (ps)
63K
T=TS=66K
4K
Figure B.3 Raw temperature dependent traces (black) with fitting (red) for underdoped sam-
ple.
fit. The fitting function is given by τ ∝
∣∣∣ TTC − 1∣∣∣−νz, where ν and z are the critical exponents
representing the correlation length and the dynamical critical exponent respectively. We note
that the time resolution of our setup limits measurements down ∼ 50fs, yet the measured
relaxation time at minimum is much larger, τfast ∼ 400fs). It is possible that the exact
transition temperature lies within a range of +/- 2 K around 72 K. We find that letting
TC = 73.5K gives the minimum error and results in νz = 0.1395.
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Figure B.4 Underdoped sample: Critical behavior of the τFast relaxation time approaching
the nematic transition temperature.
