On the Equivalence of Heat Kernels of Second-order parabolic operators by Ganguly, Debdip & Pinchover, Yehuda
ar
X
iv
:1
60
6.
08
60
1v
2 
 [m
ath
.A
P]
  6
 Ju
l 2
01
7
ON THE EQUIVALENCE OF HEAT KERNELS OF
SECOND-ORDER PARABOLIC OPERATORS
DEBDIP GANGULY AND YEHUDA PINCHOVER
Abstract. Let P be a second-order, symmetric, and nonnegative el-
liptic operator with real coefficients defined on noncompact Riemannian
manifold M , and let V be a real valued function which belongs to the
class of small perturbation potentials with respect to the heat kernel of
P in M . We prove that under some further assumptions (satisfying by a
large classes of P and M) the positive minimal heat kernels of P−V and
of P on M are equivalent. Moreover, the parabolic Martin boundary is
stable under such perturbations, and the cones of all nonnegative solu-
tions of the corresponding parabolic equations are affine homeomorphic.
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1. Introduction
Let M be a smooth, noncompact, connected Riemannian manifold of
dimension N . Let P be a second-order elliptic linear operator defined on
M , and let V be a real valued potential. Denote the cone of all positive
solutions of the equation Pu = 0 in M by CP (M). The generalized principal
eigenvalue of the operator P and a potential V is defined by
λ0(P, V,M) := sup{λ ∈ R | CP−λV (M) 6= ∅}.
We say that P is nonnegative in M (and denote it by P ≥ 0) if λ0 :=
λ0(P,1,M) ≥ 0, where 1 is the constant function on M taking at any point
x ∈ M the value 1. Throughout the paper we always assume that λ0 ≥ 0,
that is, P ≥ 0 inM . So, let P ≥ 0 inM , and consider the parabolic operator
Lu := ∂tu+ Pu (x, t) ∈M × (0,∞). (1.1)
Let kMP (x, y, t) be the positive minimal (Dirichlet) heat kernel of the para-
bolic operator L on the manifold M . By definition, for a fixed y ∈ M , the
function (x, t) 7→ kMP (x, y, t) is the minimal positive solution of the equation
Lu = 0 in M × (0,∞), (1.2)
subject to the initial data δy, the Dirac distribution at y ∈M .
Let g1, g2 be two positive functions defined in a domain D. We say that
g1 is equivalent to g2 in D (and use the notation g1 ≍ g2 in D) if there exists
1
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a positive constant C such that
C−1g2(x) ≤ g1(x) ≤ Cg2(x) for all x ∈ D.
The main aim of this article is to study the equivalence of two heat kernels
associated with two parabolic operators in M . We are motivated by the
following conjecture raised in [15].
Conjecture 1.1 (cf. [15]). Let P1 and P2 be two subcritical elliptic operators
either of the form (2.1) or (2.2) which are defined on a Riemannian manifold
M such that both P1 and P2 have same principle part. Assume that P1 = P2
outside a compact set in M and that the generalized principal eigenvalues
λ0(P1,1,M), λ0(P2,1,M) of P1 and P2 respectively in M are equal. Then
kMP1 ≍ kMP2 in M ×M × (0,∞).
An important aspect of Conjecture 1.1 is towards the understanding the
stability of the large time behaviour of heat kernels, and of the parabolic
Martin boundary under perturbations. We also remark that Conjecture 1.1
is related to strong ratio limit properties of the quotients of heat kernels of
subcritical and critical operators, and to Davies’ Conjecture (see [15]).
In the past four decades there has been an extensive research in obtaining
optimal sufficient conditions under which two second-order elliptic operators
have equivalent positive Green functions, and the elliptic case is pretty much
well understood (see for example [2, 28, 32, 33, 34], and references therein).
On the other hand, in spite of the huge literature dealing with two-sided
heat kernel estimates, the question of the equivalence of heat kernels is far
from being understood. In fact, there are only very few papers dealing with
sufficient conditions that guarantee the equivalence of the heat kernels; see
[7, 8, 15, 23, 26, 42, 43]. Moreover, most of these works study the particular
case of a perturbation of the Laplace operator on RN by a potential V that
is either a signed potential, or satisfies additional smoothness assumptions.
Note that the explicit form of the heat kernel of the Laplacian on RN is
given by the Gauss-Weierstrass heat kernel
kR
N
−∆(x, y, t) :=
(
1
4pit
)N
2
e−
|x−y|2
4t x, y ∈ RN , t > 0, (1.3)
and this explicit formula plays a crucial role in almost all the aforementioned
papers (except [15]). Unfortunately, for general operators and manifolds
such an expression is not available, despite the fact that in many cases the
short and large time behaviour of the heat kernel is known. However, we
should mention the very recently paper by Chen and Hassell [11], where it is
proved that under natural assumptions, the heat kernel of an asymptotically
hyperbolic Cartan-Hadamard manifold, is equivalent to the heat kernel of
the hyperbolic space.
We provide a positive answer to Conjecture 1.1 in the case where P is
symmetric and satisfies some further assumptions. We prove in Theorem 2.5
the equivalence of two heat kernels of two parabolic operators that differ by
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a compactly supported potential. This result is extended in Theorem 2.6
to a larger class of potentials known as the class of small perturbations
with respect to the given heat kernel (see Definition 5.1). As an application
we prove that the parabolic Martin boundary is stable under such pertur-
bations, and the cones of all nonnegative solutions of the corresponding
parabolic equations are affine homeomorphic.
Our study is based on the method used by M. Murata and Y. P. in the
study of the equivalence of the Green functions of elliptic operators (see
[28, 32, 33]). In this approach one should obtain pointwise estimates for
the iterated Green kernel, called the 3G-inequality which implies sharp two-
sided estimates for the corresponding Neumann series. To understand the
difficulty in applying this method to the parabolic case, assume for simplicity
that V has a compact support in M . In contrast to the elliptic case [28, 32],
where the iterated kernel is given by integrations over a fixed compact set
(suppV ), in the parabolic case the domain of integration is supp[V × (0, t)]
which grows as t → ∞. Hence, the parabolic case requires a new and a
different technique in order to prove the so called 3k-inequality. We refer to
Section 3 for the definition of the 3k-inequality.
The paper is organized as follows. In Section 2 we briefly review the
theory of positive solutions of elliptic and parabolic equations and state our
main results. Section 3 is devoted to several preparatory lemmas and propo-
sitions. In Section 4 we prove the aforementioned Theorem 2.5 concerning
compactly supported perturbations, while in Section 5 we introduce the no-
tion of small perturbations with respect to the given heat kernel and prove
the aforementioned Theorem 2.6. Section 6 is devoted to the stability of the
Martin boundary under small perturbations. We conclude our paper in Sec-
tion 7 which is divided into three short subsections. In the first subsection
we briefly extend our results to the class of quasi-symmetric heat kernels,
in the second part we present some examples of manifolds and operators
for which our results applies, and finally, a subsection devoted to a short
discussion of some open problems ends the paper.
2. The setting and statements of the main results
The present section is devoted to the statements of our main theorems.
Before going further we must introduce some notations, technical assump-
tions and definitions.
Let M be a smooth, noncompact, connected manifold of dimension N .
We consider a second-order elliptic operator P with real coefficients which
(in any coordinate system (U ;x1, . . . , xN )) is either of the form
Pu = −
N∑
i=1
aij(x)∂i∂ju+ b(x) · ∇u+ c(x)u, (2.1)
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or in the divergence form
Pu = −div
[(
A(x)∇u+ ub˜(x))]+ b(x) · ∇u+ c(x)u. (2.2)
We assume that for every x ∈ Ω the matrix A(x) := [aij(x)] is symmetric
and that the real quadratic form
ξ · A(x)ξ :=
N∑
i,j=1
ξia
ij(x)ξj ξ ∈ RN
is positive definite. Moreover, it is assumed that P is locally uniformly
elliptic. Hence, the principal part of the operator P induces a Riemannian
metric g onM . Throughout the paper we consider the Riemannian manifold
(M, g). In particular, when P = −∆h, is the Laplace-Beltrami on a given
Riemannian Manifold (M, h), then the induced metric g on M coincides
with the given metric h. We assume that dx is a given positive measure
on M , satisfying dx = f vol, where f is a positive function, and vol is the
Riemannian volume form ofM with respect to the metric g (which is just the
Lebesgue measure in the case of a domain of RN and the operator P = −∆,
Euclidean Laplacian). Further, the minus divergence is the formal adjoint
of the gradient with respect to the measure dx.
Throughout the paper we assume that the coefficients of P are either C∞-
smooth or locally sufficiently regular in M such that the standard parabolic
regularity theory holds true. For example, such sufficient conditions for P
of the form (2.2) are: f and A are locally Ho¨lder continuous, the vector
fields b and b˜ are Borel measurable in M of class Lploc(M), and c ∈ Lp/2loc (M)
for some p > N . We denote by P ⋆ the formal adjoint operator of P on its
natural space L2(M, dx).
When P is in divergence form (2.2) and b = b˜, the operator
Pu = −div [(A∇u+ ub)]+ b · ∇u+ cu, (2.3)
is symmetric in the space L2(M, dx). Throughout the paper, we call this
setting the symmetric case. We note that if P is symmetric and b is smooth
enough, then P is in fact a Schro¨dinger-type operator of the form
Pu = −div(A∇u)+ (c− divb)u.
Assume that λ0 ≥ 0, and let kMP (x, y, t) be the positive (minimal) heat kernel
of the parabolic operator L on the manifold M . It can be easily checked
that for λ ≤ λ0, the heat kernel kMP−λ of the operator P − λ on M satisfies
the identity
kMP−λ(x, y, t) = e
λtkMP (x, y, t) on M ×M × (0,∞). (2.4)
Definition 2.1. Suppose that λ0 = λ0(P,1,M) ≥ 0, and let kMP be the
corresponding heat kernel. We say that the operator P is subcritical (re-
spectively, critical) in M if for some x 6= y, (and therefore for any x 6= y),
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x, y ∈M , we have∫ ∞
0
kMP (x, y, τ) dτ <∞
(
respectively,
∫ ∞
0
kMP (x, y, τ) dτ =∞
)
. (2.5)
If P is subcritical in M , then
GMP (x, y) :=
∫ ∞
0
kMP (x, y, τ) dτ x, y ∈M (2.6)
is called the positive minimal Green function of the operator P in M .
Clearly, P is critical in M if and only if P ⋆ is critical in M . Moreover,
it is known that P is critical in M if and only if the equation Pu = 0 in
M admits a unique (up to a multiplicative constant) positive supersolution
[28, 32, 37]. In this case the corresponding unique (super)solution of the
equation Pu = 0 in M is called the (Agmon) ground state.
Suppose that P is a critical operator in M and let φ and φ∗ be the
ground states of P and P ⋆, respectively. P is said to be positive-critical
(null-critical) in M with respect to the measure dx if φ∗φ ∈ L1(M,dx)
(resp., φ∗φ 6∈ L1(M,dx)).
Remark 2.2. We recall some general results concerning the large time
behaviour of the heat kernel.
Let P be an elliptic operator either of the form (2.1) or (2.2), and assume
that λ0 = λ0(P,1,M) ≥ 0. Then
− lim
t→∞
log kMP (x, y, t)
t
= λ0. (2.7)
(see [15, Remark 4], and references therein). Moreover,
lim
t→∞
eλ0tkMP (x, y, t) = 0 locally uniformly in M ×M,
unless P − λ0 is positive-critical, and in this case,
lim
t→∞
eλ0tkMP (x, y, t) =
φ(x)φ∗(y)∫
M φ
∗(z)φ(z) dz
locally uniformly in M ×M , where φ and φ∗ are the ground states of P −λ0
and P ∗ − λ0, respectively (see [36, Theorem 1.2], and references therein).
Definition 2.3. Let Pi, i = 1, 2, be two elliptic operators either of the form
(2.1) or (2.2) that are defined on M , and suppose that λ0(Pi,1,M) ≥ 0
for i = 1, 2. We say that the corresponding heat kernels kMP1(x, y, t) and
kMP2(x, y, t) are equivalent (respectively, semi-equivalent) if
kMP1 ≍ kMP2 on M ×M × (0,∞)
(resp., kMP1(·, y0, ·) ≍ kMP2(·, y0, ·) on M × (0,∞) for some fixed y0 ∈M).
Similarly, we define the equivalence and the semi-equivalence of the Green
functions GMPi (x, y), where i = 1, 2.
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Remark 2.4. It follows that if kMP1 ≍ kMP2 , then P1 is subcritical in M if
and only if P2 is subcritical in M , and in this case, (2.4) and (2.6) imply
that GMP1−λ ≍ GMP2−λ for any λ ≤ λ0 with the same equivalence constant.
Moreover, λ0(P1,1,M) := λ0(P2,1,M).
Throughout the paper we consider a perturbation of an elliptic operator
P by a real valued potential V . We introduce the following one-parameter
family of operators
Pε := P − εV ε ∈ R, (2.8)
where P is a given elliptic operator either of the form (2.1) or (2.2) , and V
is a given potential satisfying the above regularity assumption.
Now we are in a situation to state the main results of the paper. In fact,
we provide a positive answer to Conjecture 1.1 under further assumptions.
Theorem 2.5. Let (M, g) be a connected and noncompact Riemannian
manifold of dimension N . Let P be a symmetric subcritical operator with
C∞-coefficients, such that the induced Riemannian metric by P is equal to
g. Let V ∈ Lploc(M) be a nonzero real valued potential with compact support,
where p > N2 .
Assume that for some x0 ∈M and T > 0 there exists C := C(T, x0) > 0
such that the following doubling condition holds
kMP (x0, x0,
t
2
) ≤ CkMP (x0, x0, t) for all t > T. (2.9)
Then
(1) There exists ε0 > 0 such that k
M
P−λ ≍ kMPε−λ for all |ε| < ε0 and all
λ ≤ 0.
(2) Suppose further that V ≥ 0, then kMP−λ ≍ kMPε−λ for all −∞ < ε < ε0
and all λ ≤ 0.
(3) Suppose further that P − V is subcritical in M and satisfies (2.9).
Then kMP ≍ kMP−V .
(4) Assume that P is a symmetric subcritical operator with locally regular
coefficients, and that (2.9) is satisfied. Then assertions (1) - (3)
hold true (without the C∞-assumption, and the assumption on the
metric) provided V is a bounded measurable potential with compact
support.
The following theorem extends Theorem 2.5 from the class of compactly
supported potentials to the class of small perturbations (see Definition 5.1).
Theorem 2.6. Suppose that the Riemannian manifold (M, g), the operator
P , and its kernel kMP satisfy the assumptions of Theorem 2.5. Let V ∈
Lploc(M) be a small perturbation with respect to k
M
P in M , where p > N/2.
(1) Then there exists ε0 > 0 such that k
M
P−λ ≍ kMPε−λ for all |ε| < ε0 and
all λ ≤ 0.
(2) Suppose further that V ≥ 0, then kMP−λ ≍ kMPε−λ for all −∞ < ε < ε0
and all λ ≤ 0.
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(3) Suppose further that P − V is subcritical in M and satisfies the
doubling condition (2.9) (without any sign assumption on V ), then
kMP ≍ kMP−V .
Moreover, if V is only a semismall perturbation, then (1) and (2) hold true
with the semi-equivalence replacing the equivalence assertion.
Remark 2.7. Assumption (2.9) necessarily implies that λ0(P,1,M) = 0.
Indeed, if λ0 > 0, then (2.7) implies that k
M
P decays exponentially as t→∞,
and this contradicts (2.9).
On the other hand, if P ≥ 0 inM , and kMP ≍ kMPε for all |ε| < ε0, then (2.4)
implies that kMP−λ ≍ kMPε−λ for all λ ≤ λ0 and |ε| < ε0 (and in particular,
Pε − λ0 is subcritical in M , see Proposition 2.10 below).
Remark 2.8. If λ0 > 0 and P −λ0 satisfies the assumptions of Theorem 2.5
or Theorem 2.6, then the conclusions of these theorems hold true for P − λ
for all λ ≤ λ0 (see e.g. Example 7.12).
Remark 2.9. The doubling condition (2.9) is not very restrictive. Clearly,
the positive minimal heat kernels of the Laplacian on RN with N ≥ 3, and
on the upper half-space RN+ with N ≥ 1 satisfy (2.9) (see, [20, 39]). In
Subsection 7.2 we provide further examples of manifolds M and operators
P satisfying (2.9).
On the other hand, A. Grigor’yan kindly pointed out to us that for some
model subcritical manifolds M with λ0 = 0 and with exponential volume
growth V (r) = exp(rα), where 0 < α < 1, the heat kernel satisfies the
on-diagonal estimates
kM−∆(x0, x0, t) ≍ exp(−ctα/(2−α)).
So, the doubling condition (2.9) is not satisfied (see, Example 5.36 and
Theorem 5.42 in [16]).
In the critical case we have the following result.
Proposition 2.10. Assume that P is critical in M , and let V be a nonzero
potential.
Then for any λ ≤ 0 there does not exist any ε0 > 0 such that kMP−λ ≍
kMPε−λ for all |ε| < ε0. Moreover, the corresponding heat kernel kMP does not
satisfy the 3k-inequality (3.2) with respect to any nonzero potential V .
Proof. It follow from [33, Theorem 3.1], that if P is critical, then there exists
at most one ε1 6= 0 such that Pε is also critical inM . Hence, kMP 6≍ kMPε for all
ε 6= ε1. In light of (2.4), we conclude the result for all λ ≤ 0. The last part
of the proposition follows from the proof of first part and Theorem 3.5. 
Remark 2.11. Proposition 2.10 is counter intuitive, since in the context
of the Green function, even if P − λ0 is critical in M , yet for any nonzero
potential V with a compact support, and any λ < λ0 there exists ε0 =
ε0(V, λ) > 0 such that G
M
P−λ ≍ GMPε−λ for any |ε| < ε0.
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Remark 2.12. Let P be a subcritical operator in M and V a nonzero
potential. Then P−λ0 is subcritical if there exists ε0 such that kMP−λ ≍ kMPε−λ
for all |ε| < ε0 for some λ ≤ λ0.
The proof of Theorem 2.5 relies on a suitable 3k-inequality (see Defini-
tion 3.3 below). We note that an analogous 3G-inequality is used frequently
for proving the equivalence of Green functions (see for example [28, 33, 34]).
3. Preparatory results
In the present section we recall some basic properties of the heat kernel,
define the notion of 3k-inequality, and prove some basic general results con-
cerning the equivalence of heat kernels. The lemma below summarizes some
fundamental properties of the heat kernel.
Lemma 3.1. Let P be an elliptic operator either of the form (2.1) or (2.2),
which is nonnegative inM . Then the positive minimal heat kernel kMP (x, y, t)
satisfies the following properties:
(1) kMP (x, y, t) satisfies the Chapman-Kolmogorov equation (the semi-
group property)
kMP (x, y, s + t) =
∫
M
kMP (x, z, s)k
M
P (z, y, t) dz ∀s, t > 0 and ∀ x, y ∈M.
(2) kMP (x, y, t) ≥ 0, kMP ⋆(x, y, t) = kMP (y, x, t) ∀t > 0 and ∀ x, y ∈M.
(3) The heat kernel is monotone increasing as a function of the domain.
(4) If V ≥ 0, then kMP+V ≤ kMP
Suppose further that P is symmetric. Then:
(5) kMP (x, y, t) ≤ kMP (x, x, t)
1
2 kMP (y, y, t)
1
2 ∀ t > 0 and ∀ x, y ∈M.
(6) The function t 7→ kMP (x, x, t) is positive, monotone decreasing and
log-convex for all x ∈M .
(7) Assume that P is a nonnegative selfadjoint operator on L2(M, dx),
then
e−Ptf(x) =
∫
M
kMP (x, y, t)f(y) dy
for all t > 0 and f ∈ L2(M, dx).
For the proof of the above lemma we refer to [13, Lemma 1].
In the sequel we need the following log-convexity property of the heat
kernels with respect to a perturbation by a potential W (see for example
[40, Lemma B.7.73]).
Proposition 3.2. Suppose that the elliptic operators P0 and P1 := P0 +W
both admit positive minimal heat kernels k0 and k1, respectively, inM . Then
for any 0 ≤ α ≤ 1, the operator Pα := (1 − α)P0 + αP1 admits a positive
minimal heat kernel kα in M , and kα satisfies
kα(x, y, t) ≤ (k0(x, y, t))(1−α)(k1(x, y, t))α ∀ x, y ∈M, and t > 0. (3.1)
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Definition 3.3. Let P be a subcritical operator defined on M.We say that
the heat kernel kMP satisfies the 3k-inequality with respect to V if there exists
a constant C > 0 such that the following inequality holds true:∫ t
0
∫
M
kMP (x, z, t−s)|V (z)|kMP (z, y, s)dzds≤CkMP (x, y, t) ∀x, y∈M, and t>0.
(3.2)
We say that the heat kernel kMP satisfies the restricted 3k-inequality with
respect to V if for any T > 0 there exists a constant C(T ) > 0 such that
the following inequality holds true:∫ t
0
∫
M
kMP (x, z, t− s)|V (z)|kMP (z, y, s) dz ds ≤ C(T )kMP (x, y, t) (3.3)
for all x, y ∈M and 0 < t ≤ T .
If V is a bounded potential, then the heat kernel satisfies the restricted
3k-inequality. Indeed, the Chapman-Kolmogorov equation clearly implies:
Proposition 3.4. Let P be an elliptic operator either of the form (2.1) or
(2.2), which is nonnegative in M , and let V be a bounded potential. Then
the following restricted 3k-inequality holds true∫ t
0
∫
M
kMP (x, z, t − s)|V (z)|kMP (z, y, s)dz ds≤T‖V ‖∞kMP (x, y, t)
for all x, y ∈M and 0 < t ≤ T .
The next theorem asserts that if kMP satisfies the 3k-inequality, then for
small |ε|, we have kMPε ≍ kMP (cf. [15, Theorem 5.3]).
Theorem 3.5. (1) Let V be a potential such that kMP satisfies the 3k-
inequality (3.2). Then there exists ε0 > 0 such that k
M
Pε
≍ kMP for all |ε| < ε0.
(2) If kMP satisfies the restricted 3k-inequality (3.3), then for any T > 0
there exits positive ε0(T ) such that for all ε < ε(T )
kMPε ≍ kMP on M ×M × (0, T ]. (3.4)
(3) Under the assumptions of either (1) or (2), let ε be such that (3.4)
holds true with 0 < T ≤ ∞. Then the heat kernel kMPε satisfies the resolvent
equations
kMPε(x, y, t) = k
M
P (x, y, t)+ε
∫ t
0
∫
M
kMP (x, z, t−s)V (z)kMPε(z, y, s) dzds
= kMP (x, y, t)+ε
∫ t
0
∫
M
kMPε(x, z, t−s)V (z)kMP (z, y, s) dzds (3.5)
for all (x, y, t) ∈M ×M × (0, T ).
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Proof of (1) and (2). Fix 0 < T ≤ ∞ and y ∈ M . Consider the iterated
kernel
k
(i)
P (x, y, t) :=
{
kMP (x, y, t) i = 0,∫ t
0
∫
M k
(i−1)
P (x, z, t − s)V (z)kMP (z, y, s) dz ds i ≥ 1.
It follows from the 3k-inequality (3.2) (or the restricted 3k-inequality (3.3))
that for all 0 < t < T we have
k
(i)
P (x, y, t) ≤ CikMP (x, y, t). (3.6)
Hence,
∞∑
i=0
|ε|i|k(i)P (x, y, t)| ≤
1
1− C|ε|k
M
P (x, y, t), (3.7)
provided |ε| < C−1.
Fix such ε. Using a standard parabolic regularity argument, it follows
that the Neumann series
HεP (x, y, t) :=
∞∑
i=0
εik
(i)
P (x, y, t)
converges locally uniformly in M × (0, T ) to a positive fundamental solu-
tion of the equation (ut + Pε)u = 0. Hence, k
M
Pε
(x, y, t) exists, and by the
minimality of the heat kernel and (3.7) we obtain
kMPε(x, y, t) ≤ HεP (x, y, t) ≤
1
1− C|ε|k
M
P (x, y, t). (3.8)
Let Mj be an exhaustion of M , i.e., a sequence of smooth, relatively
compact subdomains ofM such that y ∈M1,Mj ⋐Mj+1 and ∪∞j=1Mj =M .
Using the resolvent equation (Duhamel’s principle) in Mj
k
Mj
Pε
(x, y, t) = k
Mj
P (x, y, t) + ε
∫ t
0
∫
Mj
k
Mj
P (x, z, t − s)V (z)k
Mj
Pε
(z, y, s) dz ds,
(3.9)
and by the dominated convergence theorem, we obtain that kMPε satisfies the
resolvent equation
kMPε(x, y, t) = k
M
P (x, y, t) + ε
∫ t
0
∫
M
kMP (x, z, t − s)V (z)kMPε(z, y, s) dz ds.
Moreover, by the resolvent equation and inequality (3.2), we have
kMPε(x, y, t) = k
M
P (x, y, t) + ε
∫ t
0
∫
M
kMP (x, z, t − s)V (z)kMPε(z, y, s) dz ds
≥ kMP (x, y, t) −
|ε|
1− C|ε|
∫ t
0
∫
M
kMP (x, z, t − s)|V (z)|kMP (z, y, s) dz ds
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≥ kMP (x, y, t)−
(
C|ε|
1− C|ε|
)
kMP (x, y, t) =
(
1− 2C|ε|
1− C|ε|
)
kMP (x, y, t).
Hence, for |ε| < 1/(2C) we have kMPε ≍ kMP , which in turn implies that
HεP ≍ kMPε . The minimality of kMPε implies now that
kMPε(x, y, t) = H
ε
P (x, y, t) :=
∞∑
i=0
εik
(i)
P (x, y, t)
for any |ε| < 1/(2C). This proves parts (1) and (2) of the theorem.
Part (3) of the theorem follows from the resolvent equation (3.9) in Mj ,
the 3k-inequality, and the dominated convergence theorem. 
Remark 3.6. It is evident from Theorem 3.5 that in order to prove theo-
rems 2.5 and 2.6, it is enough to establish the 3k-inequality (3.2).
For a perturbation by a nonnegative potential V , we have
Lemma 3.7 ([15, Corollary 2]). Let P be a subcritical operator, and let V
be a nonnegative potential. Suppose that kMPε0
≍ kMP for some ε0 > 0. Then
kMPε ≍ kMP for any ε < ε0.
We provide here a detailed proof of the above lemma.
Proof. By the generalized maximum principle, if ε1 < ε2, then
kMPε1 ≤ k
M
Pε2
. (3.10)
So, by our assumption, there exists C > 0 such that
kMP ≤ kMPε0 ≤ Ck
M
P .
Let 0 ≤ ε ≤ ε0. Then, by (3.10) and Proposition 3.2 with 0 ≤ α := εε0 ≤ 1,
we have
kMPε ≤ (kMP )1−α(kMPε0 )
α ≤ CαkMP = Cε/ε0kMP .
On the other hand, if ε < 0, then by (3.10) and Proposition 3.2 we have
with α = −ε/(ε0 − ε)
kMPε ≤ kMP ≤ (kMPε0 )
α(kMPε)
1−α ≤ Cα(kMP )α(kMPε)1−α,
and hence,
kMPε ≤ kMP ≤ Cα/(1−α)kMPε = C−ε/ε0kMPε .
So,
Cε/ε0kMP ≤ kMPε ≤ kMP ,
and this completes the proof of the lemma. 
Remark 3.8. In [7, 8, 43], the authors consider the special case of the
Laplacian on RN and signed potential perturbations. It is proved there that
for V ≥ 0 which is in a certain Lp subspaces, kRN−∆ ≍ kR
N
−∆−εV for any ε ≤ 0.
Our Lemma 3.7 and Theorem 2.6, applied to this particular case, extend
these results even for signed potentials V , since in this case, by our results,
the interval of equivalence is (−∞, ε0), where ε0 > 0 (and not only R−).
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Recall that by [33], the set
S = S(P, V,M) := {ε ∈ R | Pε ≥ 0 in M}
is a closed convex set, which contains the convex set
S+ = S+(P, V,M) := {ε ∈ R | Pε is subcritical},
and
{ε ∈ R | Pε is critical} ⊂ ∂S.
Moreover, if V is a small perturbation of P in the sense of Green functions,
then S+ = intS, and G
M
Pε
≍ GMP for any ε ∈ S+ (see [33]).
We note that, in general, the convexity of the set
{(λ, ε) ∈ R2 | λ ≤ λ0, ε ∈ S+(P − λ, V,M)},
implies that for any λ ≤ λ0, we have
{ε ∈ R | kMPε−λ ≍ kMP−λ} ⊂ S+(P − λ0, V,M). (3.11)
The following lemma shows that under some conditions we have
{ε ∈ R | kMPε ≍ kMP } = S+(P − λ0, V,M). (3.12)
Lemma 3.9. Let P and P −V be two subcritical elliptic operators such that
for some 0 < α < β < 1, there holds kMPα ≍ kMP and kMPβ ≍ kMP−V . Then
kMP ≍ kMP−V .
Proof. By (3.11), we may assume that λ0(P,1,M) = 0. Proposition 3.2 and
the lemma’s hypothesis kMP ≍ kMPα imply that
kMP ≍ kMPα ≤ (kMP )1−α(kMP−V )α.
This implies C1k
M
P ≤ kMP−V . Similarly,
kMP−V ≍ kMPβ ≤ (kMP )1−β(kMP−V )β ,
implies kMP−V ≤ C2kMP . Hence, the lemma is proved. 
In the study of equivalence of heat kernels, one would expect that as
in the elliptic case (see for example [33, 34]), the local Harnack inequality
should play a pivotal role. Unfortunately, the parabolic Harnack inequality
for nonnegative solutions is weaker than the elliptic one. Nevertheless, in the
symmetric case, the heat kernel satisfies the following elliptic-type Harnack
inequality due to E. B. Davies [13, Theorem 10].
Lemma 3.10 (Davies-Harnack inequality for the heat kernel). Fix a com-
pact subset A of M , and T > 0. Then there exists a positive constant
C := C(T,A, P ) such that
sup
x,y∈A
kMP (x, y, t) ≤ C inf
x,y∈A
kMP (x, y, t) ∀ t ≥ T. (3.13)
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4. Proof of Theorem 2.5
The proof of Theorem 2.5 hinges on the following key proposition.
Proposition 4.1. Assume that P , V and kMP satisfy the assumptions of the
first part of Theorem 2.5. In addition, assume that the diameter of suppV
is small enough. Then the corresponding heat kernel kMP satisfies the 3k-
inequality (3.2). Consequently, there exists ε0 > 0 such that k
M
Pε
≍ kMP for
all |ε| < ε0.
4.1. Short time asymptotic. One of the key steps of the proof of the
3k-inequality of Proposition 4.1 relies on the local short time asymptotic of
the heat kernel kMP (x, y, t). Recall that two-sided short time estimates of the
heat kernel have been extensively studied in the past forty years. However,
for our purpose, we need the local short time asymptotic of the heat kernel
which is given by the following theorem of Y. Kannai [21] (see also [27] for
the result in the compact case). For the global analogues result see Section 4
of [21, Theorem 4.1], and for subsequent developments of the these results
see [6, 9, 41].
Lemma 4.2 ([21]). Assume that an elliptic operator P either of the form
(2.1) or (2.2) with C∞-coefficients is defined on a smooth noncompact man-
ifold M . Let d(x, y) be the Riemannian distance induced by the principal
part of the operator P .
For any relatively compact set K ⊂M ×M, there is a δ > 0 and smooth
functions Hn(x, y), n = 0, 1, . . ., defined on K such that the following as-
ymptotic expansion
kMP (x, y, t) ∼
(
1
4pit
)N
2
e
−d(x,y)2
4t
∞∑
n=0
Hn(x, y)t
n (4.1)
holds locally uniformly as t→ 0 in K, whenever d(x, y) < δ. Moreover,
H0(x, y) > 0 and H0(x, x) = 1.
In particular, for small enough t > 0, and for x, y in a small compact set in
M ×M , we have
kMP (x, y, t) ≍
(
1
4pit
)N
2
e
−d(x,y)2
4t .
Next, we state and prove another key ingredient for the proof of the 3k-
inequality.
Lemma 4.3. Let V ∈ Lp(M), p > N2 be a potential with compact support K,
and let A be a bounded domain with a smooth boundary such that K ⋐ A.
Assume that there exists a constant C > 0 such that∫ t
0
∫
K
kMP (x, z, t− s)|V (z)|kMP (z, y, s) dz ds ≤ CkMP (x, y, t), (4.2)
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for any x, y ∈ A, and t > 0. Then∫ t
0
∫
K
kMP (x, z, t− s)|V (z)|kMP (z, y, s) dz ds ≤ CkMP (x, y, t), (4.3)
for any x, y ∈M, and t > 0.
Proof. Following common practice, in the sequel, the letter C will denote
an irrelevant positive constant, the value of which might change from line
to line, and even in the same line.
Fix y ∈ A, and define
Uy(x, t) :=
∫ t
0
∫
K
kMP (x, z, t − s)|V (z)|kMP (z, y, s) dz ds. (4.4)
By (4.2),
Uy(x, t) ≤ CkMP (x, y, t) ∀x ∈ ∂A and t > 0.
Moreover, Uy is a solution of the equation
∂
∂t
Uy + PUy = |V (x)|kMP (x, y, t) x ∈M and t > 0.
In particular, ∂∂tUy + PUy = 0 for all x outside K and t > 0.
Let {Mn}∞n=0 be an exhaustion of M such that A ⊂M0, and set
Uy,n(x, t) :=
∫ t
0
∫
A
kMnP (x, z, t− s)|V (z)|kMnP (z, y, s) dz ds,
where kMnP (x, y, t) is the Dirichlet heat kernel of P on Mn.
Recall that as a function of x, the heat kernel kMnP (x, y, t) satisfies the
equation ∂∂tk
Mn
P +Pk
Mn
P = 0 in Mn × (0,∞). Moreover, since Uy,n and kMnP
converges locally uniformly to Uy and k
M
P , respectively, it follows that for
any ε > 0 there is Nε, such that for any n ≥ Nε
Uy,n(x) ≤ (C + ε)kMnP (x, y, t) ∀x ∈ ∂A and t > 0.
Therefore, for such n, we have

∂
∂tUy,n + PUy,n = 0 in (Mn \ A)× (0,∞),
Uy,n ≤ (C + ε)kMnP on ∂A× (0,∞),
Uy,n = 0 on ∂Mn × (0,∞),
Uy,n = 0 on (Mn \ A)× {0}.
The generalized maximum principle implies that
Uy,n ≤ (C + ε)kMnP on (Mn \ A)× (0,∞),
Letting n→∞ we arrive at
Uy(x, t) ≤ CkMP (x, y, t) ∀x ∈M,y ∈ A and t > 0. (4.5)
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Next, we fix x ∈M and define for y ∈M
U⋆x(y, t) :=
∫ t
0
∫
A
kMP (x, z, t− s)|V (z)|kMP (z, y, s) dz ds.
Then as a function of y, U⋆x is a solution of the equation
∂
∂t
U⋆x + P
⋆U⋆x = |V (y)|kMP (x, y, t) y ∈M and t > 0.
In particular, ∂∂tU
⋆
x + P
⋆U⋆x = 0 for all y outside A.
Since U⋆x(y, t) = Uy(x, t), estimate (4.5) implies
U⋆x(y, t) ≤ CkMP (x, y, t) ∀y ∈ A and x ∈M.
Hence, the above exhaustion and comparison arguments finally imply∫ t
0
∫
A
kMP (x, z, t − s)|V (z)|kMP (z, y, s) dz ds ≤ CkMP (x, y, t), (4.6)
for any x, y ∈M, and t > 0. 
Having proven Lemma 4.3, we turn to the proof the 3k-inequality.
Proof of Proposition 4.1. By Lemma 4.3, it is sufficient to prove the 3k-
inequality for for all x, y ∈ A and all t > 0. So, it is enough to prove the
existence of a constant C > 0 such that
S(V, x, y, t) :=
∫ t
0
∫
M
kMP (x, z, t− s)kMP (z, y, s)
kMP (x, y, t)
|V (z)|dz ds ≤ C (4.7)
for all x, y ∈ A and all t > 0.
The proof is divided into several steps. We fix an arbitrary small δ0 > 0 (to
be chosen later), and prove the boundedness of S(V, x, y, t) in two separate
regions; t ≥ δ0 and 0 < t < δ0.
Step 1: In this step we estimate (4.7) when t ≥ δ0 and x, y ∈ A, where
A is smooth compact subset of M containing K = suppV . Fix 0 < δ < δ02 .
Fubini’s theorem yields,∫ t
0
∫
M
kMP (x, z, t− s)kMP (z, y, s)|V (z)|dz ds
=
∫
A
(∫ δ
0
kMP (x, z, t − s)kMP (z, y, s) ds
)
|V (z)|dz
+
∫
A
(∫ t
δ
kMP (x, z, t− s)kMP (z, y, s) ds
)
|V (z)|dz. (4.8)
Consider the first term of (4.8), namely,
Iδ1 :=
∫
A
(∫ δ
0
kMP (x, z, t − s)kMP (z, y, s) ds
)
|V (z)|dz.
Since t > δ0, we have for 0 < s < δ
δ <
t
2
< t− δ < t− s < t.
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Hence, in light of parts (5) and (6) of Lemma 3.1, and Davies-Harnack
inequality (3.13), we obtain
Iδ1≤
∫
A
(∫ δ
0
(kMP (x, x, t− s))
1
2 (kMP (z, z, t− s))
1
2kMP (z, y, s)ds
)
|V (z)|dz
≤ C
(
kMP (x, x,
t
2
)
) 1
2
(
kMP (y, y,
t
2
)
) 1
2
∫
A
(∫ ∞
0
kMP (z, y, s) ds
)
|V (z)|dz.
Using our assumption that P is subcritical in M , the Davies-Harnack in-
equality (3.13), and the doubling condition (2.9), we get
Iδ1 ≤ C
(
(kMP (x0, x0, t)
) 1
2
(
kMP (x0, x0, t)
) 1
2
∫
A
GMP (z, y)|V (z)|dz, (4.9)
where GMP is the Green function of the operator P in M . Consequently, the
Davies-Harnack inequality (3.13) for the heat kernel implies
Iδ1 ≤ C(δ,A)kMP (x, y, t)
∫
A
GMP (z, y)|V (z)|dz ∀x, y ∈ A, t > δ. (4.10)
On the other hand, the well known behaviour of the Green function near
singularity, and the local elliptic Harnack inequality imply that there exist
a positive constant C such that
C−1|z − y|2−N ≤ G(z, y) ≤ C|z − y|2−N ∀z, y ∈ A.
Hence, the Ho¨lder inequality with p > N/2 and p′ = p/(p− 1) yields
∫
A
G(z, y)|V (z)|dz ≤ C
(∫
A
|y − z|(2−N)p′ dz
) 1
p′
(∫
A
|V |p dz
) 1
p
≤ C(K, p,N)‖V ‖p ∀y ∈ A. (4.11)
Hence, by substituting (4.11) into (4.10) we obtain
Iδ1 ≤ CkMP (x, y, t) ∀x, y ∈ A and t ≥ δ0. (4.12)
where the constant C depends on δ,A, p,N, ‖V ‖p.
Next, consider the second term of (4.8), namely,
Iδ2 :=
∫
A
(∫ t
δ
kMP (x, z, t− s)kMP (z, y, s) ds
)
|V (z)|dz.
Acting as for Iδ1 we obtain
Iδ2≤
∫
A
(∫ t/2
δ
kMP (x, x, t− s)
1
2kMP (z, z, t − s)
1
2 kMP (z, y, s) ds
)
|V (z)|dz
+
∫
A
(∫ t
t/2
(
kMP (z, z, s)
) 1
2
(
kMP (y, y, s)
) 1
2 kMP (x, z, t − s) ds
)
|V (z)|dz
≤ C
(
kMP (x, x,
t
2
)
) 1
2
(
kMP (y, y,
t
2
)
) 1
2
∫
A
G(z, y)|V (z)|dz
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+ C
(
kMP (y, y,
t
2
)
) 1
2
(
kMP (y, y,
t
2
)
) 1
2
∫
A
G(x, z)|V (z)|dz
≤ CkMP (x, y, t)
∫
A
(G(x, z) +G(z, y)) |V (z)|dz.
In light of (4.11), we obtain
Iδ2 ≤ CkMP (x, y, t) ∀x, y ∈ A and t ≥ δ0. (4.13)
Hence, by adding estimates (4.12) and (4.13) we obtain
S(V, x, y, t) ≤ C ∀x, y ∈ A and t ≥ δ0,
where the constant C depends on δ,A, p,N, and ‖V ‖p .
Step 2: In this step we use our assumption that the diameter of K :=
suppV is ‘small enough’, and estimate S(V, x, y, t) for t < δ0 and x, y ∈ A,
where A is a ‘small’ bounded domain with a smooth boundary containing
K. We use the short time behaviour of the heat kernel (see Lemma 4.2).
Denote by g(x, y, t) the Gauss-Weierstrass type kernel
g(x, y, t) :=
(
1
4pit
)N
2
e−
d(x,y)2
4t . (4.14)
Due to our assumptions on the smallness of K and the smoothness of P and
M , Lemma 4.2 implies that there exist δ0 > 0 and C > 0 such that
C−1g(x, y, t) ≤ kMP (x, y, t) ≤Cg(x, y, t) ∀x, y ∈ A and t < δ0. (4.15)
Note that
g(x, y, t)p = g
(
x, y,
t
p
)
(4pit)
(1−p)N
2 (p)−
N
2 ∀x, y, z ∈M and t > 0.
(4.16)
Following [7], and using (4.15), and (4.16) for x, y ∈ A and 0 < t < δ0, we
obtain
S(V, x, y, t) :=
∫ t
0
∫
A
kMP (x, z, t − s)kMP (z, y, s)
kMP (x, y, t)
|V (z)|dz ds
≤
∫ t
0
∫
A
[
(g(x, z, t − s))p′ (g(z, y, s))p′
]1/p′ |V (z)|
g(x, y, t)
dz ds
≤ C
∫ t
0
[
s(t− s)
t
]− N
2p
∫
A
[
g
(
x, z, t−sp′
)
g
(
z, y, sp′
)]1/p′ |V (z)|dz
g
(
x, y, tp′
)1/p′ ds.
Consequently, the Ho¨lder inequality, (4.15), the Chapman-Kolmogorov equa-
tion, and our assumption that p > N/2 imply that for all x, y ∈ A and t < δ0
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S(V, x, y, t)≤C||V ||p
∫ t
0
[
s(t− s)
t
]−N
2p
[∫
A g
(
x, z, t−sp′
)
g
(
z, y, sp′
)
dz
]1/p′
g
(
x, y, tp′
)1/p′ ds
≤ C||V ||p
∫ t
0
[
s(t− s)
t
]− N
2p
[∫
A k
M
P
(
x, z, t−sp′
)
kMP
(
z, y, sp′
)
dz
]1/p′
kMP
(
x, y, tp′
)1/p′ ds
≤ C||V ||p
∫ t
0
[
s(t− s)
t
]−N
2p
ds = C||V ||pt1−
N
2p
∫ 1
0
σ
−N
2p (1− σ)− N2p dσ
≤ C||V ||pB
(
1− N
2p
, 1− N
2p
)
t1−
N
2p ≤ C,
where B denotes the beta function.
Step 3: Steps 1 and 2, imply that the 3k-inequality holds for for all
x, y ∈ A and all t > 0. Hence, Lemma 4.3 implies that the 3k-inequality
holds for all x, y ∈M and all t > 0. Consequently, Theorem 3.5 implies that
there exists ε0 > 0 such that k
M
Pε
≍ kMP for all |ε| < ε0. 
Proof of Theorem 2.5. (1) Let V be the given potential with a compact sup-
port, and let {Ai}mi=1 be a finite open covering of suppV by smooth bounded
sufficiently ‘small’ domains Ai such that k
M
P satisfies
C−1g(x, y, t) ≤ kMP (x, y, t) ≤Cg(x, y, t) ∀x, y ∈ Ai, t < δ0 and 1 ≤ i ≤ m,
where g is the Gauss-Weierstrass type kernel (4.14).
Let {χi}mi=1 be a smooth partition of unity subordinated to this covering,
and let Vi(x) := χi(x)V (x). Then V (x) :=
∑m
i=1 χi(x)V (x) =
∑m
i=1 Vi(x).
Using Proposition 4.1 m-times with ε small enough, we obtain that
kMP ≍ kMP−εV1 ≍ . . . ≍ kMP−ε(∑m−1i=1 Vi) ≍ k
M
Pε .
(2) The proof follows immediately from assertion (1) and Lemma 3.7.
(3) Since P − V is a subcritical operator with a heat kernel satisfying
the doubling condition (2.9), we may apply part (1) of the theorem to the
operator P − V to conclude that there exists some ε˜0 such that kMP−V :=
kMP1 ≍ kMP(1−ε) for all |ε| < ε˜0 holds true. Therefore, there exist α and β such
that the hypotheses of Lemma 3.9 are satisfied, and hence kMP ≍ kMP−V .
(4) Proposition 3.4, Step 1 of the proof of Proposition 4.1, and Lemma 4.3
imply the 3k-inequality. Hence, by Theorem 3.5 there exists ε0 > 0 such
that kMPε ≍ kMP for all |ε| < ε0. Consequently, assertions (2) and (3) for a
bounded compactly supported potential V follow exactly as above. 
Conversely, it turns out that if V ≥ 0, and kMP ≍ kMP+V , then the 3k-
inequality holds true. Indeed
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Proposition 4.4. Let V ≥ 0 and kMP ≍ kMP+V , then the heat kernel kMP
satisfies the 3k-inequality (3.2).
Proof. Since kMP ≍ kMP+V , part (3) of Theorem 3.5 implies that kMP+V satisfies
the resolvent equation
kMP+V (x, y, t)
= kMP (x, y, t)−
∫ t
0
∫
M
kMP (x, z, t − s)V (z)kMP+V (z, y, s) dz ds.
Hence,
∫ t
0
∫
M
kMP (x, z, t − s)V (z)kMP (z, y, s) dz ds
≤ C
∫ t
0
∫
M
kMP (x, z, t− s)V (z)kMP+V (z, y, s) dz ds ≤ CkMP (x, y, t)
for all x, y ∈M and t > 0. 
5. Small perturbation and the proof of Theorem 2.6
In the present section we introduce the class of small perturbations (see
Definition 5.1), and prove Theorem 2.6 that extends Theorem 2.5 from the
class of compactly supported perturbations to the class of small perturba-
tions. In the context of Green functions the notion of small perturbation was
introduced in [33] and then was extended to the notion of semismall pertur-
bation by M. Murata in [28] (see [25, 28, 35] and references therein for some
applications). Similarly to the elliptic case, we study here the properties of
small perturbations with respect to the heat kernel kMP .
Let {Mn}∞n=0 be an exhaustion of M as in the proof of Theorem 3.5, and
denote M∗n := M \ Mn. Let V be a given potential, and {Φn}∞n=0 be a
sequence of smooth cutoff functions subordinated to the exhaustion {Mn}
satisfying
Φn(x) =
{
1 if x ∈Mn,
0 if x ∈M∗n+1,
and 0 ≤ Φn ≤ 1. Set Vn(x) := Φn(x)V (x) and Wn(x) := V (x)− Vn(x).
Definition 5.1. We say that V is a small (resp., semismall) perturbation
with respect to the heat kernel kMP if
lim
n→∞

 supx,y∈M∗n
t>0
∫ t
0
∫
M∗n
kMP (x, z, t − s)|V (z)|kMP (z, y, s)
kMP (x, y, t)
dz ds

 = 0, (5.1)
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(resp.,
lim
n→∞

 supy∈M∗n
t>0
∫ t
0
∫
M∗n
kMP (x0, z, t− s)|V (z)|kMP (z, y, s)
kMP (x0, y, t)
dz ds

 = 0, (5.2)
where x0 is a fixed reference point in M).
Clearly, if V is a small perturbation with respect to kMP , then it is also a
semismall perturbation with respect to kMP (see Subsection 7.3 for further
discussions).
Example 5.2. Suppose that P is a subcritical operator in M . Then a
real valued function V ∈ Lp(M), p > N2 with compact support is a small
perturbation of P with respect to kMP .
Example 5.3. Let P := −∆ in RN , N ≥ 3 and suppose that V ∈ Lp(RN )∩
Lq(RN ), where q < N2 < p. It follows from [7] that V is a small perturbation
with respect to the Gauss-Weierstrass heat kernel (1.3). For example, for
t > 2 and x, y ∈ RN we have∫ t
0
∫
M
kMP (x, z, t− s)|Wn(z)|kMP (z, y, s)
kMP (x, y, t)
dz ds
≤ c1‖Wn‖p
∫ 1
0
s−N/(2p) ds+ c2‖Wn‖q
∫ ∞
1
s−N/(2q) ds,
and the dominated convergence theorem implies that V satisfies (5.1).
It turns out that under some further assumptions if V is a small pertur-
bation with respect to kMP , then k
M
P satisfies the 3k-inequality with respect
to V . We have.
Lemma 5.4. Suppose that the Riemannian manifold (M, g), the operator P ,
and its kernel kMP satisfy the assumptions of Theorem 2.5. Let V ∈ Lploc(M)
be a small perturbation with respect to the heat kernel kMP , where p > N/2.
Then kMP satisfies the 3k-inequality (3.2) with respect to V .
Proof. Theorem 2.5 and Lemma 3.7 imply that kMP ≍ kMP+|Vn+1| for any
n ∈ N. Therefore, by Proposition 4.4, for each n ∈ N there exists Cn > 0
such that∫ t
0
∫
Mn
kMP (x, z, t− s)|V (z)|kMP (z, y, s) dz ds
≤
∫ t
0
∫
M
kMP (x, z, t − s)|Vn+1(z)|kMP (z, y, s) dz ds ≤ CnkMP (x, y, t) (5.3)
for all x, y ∈M and t > 0.
On the other hand, by the definition of a small perturbation we have∫ t
0
∫
M∗n
kMP (x, z, t− s)|V (z)|kMP (z, y, s)dz ds≤CkMP (x, y, t) (5.4)
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for any x, y ∈M∗n and t > 0. So, by adding (5.3) and (5.4), we see that the
3k-inequality (3.2) holds true for x, y ∈M∗n and t > 0.
Fix y ∈M∗n and for x ∈Mn define
Uy(x, t) :=
∫ t
0
∫
M∗n+1
kMP (x, z, t− s)|Wn+1(z)|kMP (z, y, s)dz ds.
By (5.4) and continuity we have
Uy(x, t) ≤ εkMP (x, y, t) ∀x ∈ ∂Mn, t > 0.
On the other hand,
Uy(x, 0) = k
M
P (x, y, 0) = 0 ∀x ∈Mn.
Moreover, Uy satisfies the equation
∂
∂t
Uy + PUy = |Wn+1(x)|kMP (x, y, t), x ∈M, t > 0.
In particular,
∂
∂t
Uy + PUy = 0
for all x ∈ Mn. Furthermore, the heat kernel kMP (x, y, t), as a function x,
also satisfies the equation
∂
∂t
kMP + Pk
M
P = 0
for all x ∈ Mn. The generalized maximum principle in Mn implies that for
any y ∈M∗n
Uy(x, t) ≤ εkMP (x, y, t) ∀x ∈Mn, t > 0. (5.5)
Hence, taking into account (5.3) it follows that the 3k-inequality (3.2) holds
true for x ∈ Mn and y ∈ M∗n. The same argument shows that the 3k-
inequality holds true for y ∈Mn and x ∈M∗n.
Suppose that x, y ∈ Mn. Then a similar comparison argument in Mn
shows that∫ t
0
∫
M∗n+1
kMP (x, z, t− s)|Wn+1(z)|kMP (z, y, s)dz ds ≤ CkMP (x, y, t) (5.6)
for all x, y ∈Mn and t > 0. Once again, taking into account (5.3) it follows
that the 3k-inequality (3.2) holds true also for x ∈ Mn and y ∈ Mn. Thus,
the lemma is proved. 
In light of Part (3) of Theorem 3.5 we obtain
Corollary 5.5. Suppose that V is a (semi)small perturbation with respect
to P in M . If kMPε ≍ kMP for some ε ∈ R, then the heat kernel kMPε satisfies
the resolvent equations (3.5).
Next, we prove Theorem 2.6.
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Proof of Theorem 2.6. Part (1) follows from Lemma 5.4 and Theorem 3.5.
(2) The proof follows immediately from part (1) and Lemma 3.7.
(3) Since Wn is a small perturbation of k
M
P , it follows from part (1) that
for n large enough the 3k-inequality holds true with respect to Wn with a
constant C < 1, and therefore,
kMP ≍ kMP−Wn . (5.7)
On the other hand, since P − V = (P − Wn) − Vn and Vn has compact
support in M , it follows from (5.7) and part (3) of Theorem 2.5 that
kMP−V ≍ kMP−Wn ≍ kMP . 
Remark 5.6. We note that if the heat kernels kMP and k
M
P−V are semi-
equivalent for each fixed x ∈ M , then by Davies-Harnack inequality and
either by the short-time asymptotics of the heat kernels, or under the ad-
ditional assumption that V ∈ L∞(M), we get the equivalence of this heat
kernels in K ×M × (0,∞) for any K ⋐M .
Corollary 5.7. Suppose that the operator P and the potential V satisfy the
assumptions of Theorem 2.6, and that kMPε satisfies (2.9) for all ε ∈ S+.
Then
S+ = {ε ∈ R | kMPε ≍ kMP }.
6. Stability of the parabolic Martin boundary
In this section we study the behaviour of CL(D), the cone of all nonneg-
ative solutions of the parabolic equation
Lu := ∂tu+ Pu = 0 in D :=M × (a, b) (6.1)
under small perturbations, where P is either of the form (2.1) or (2.2) and
−∞ ≤ a < b ≤ ∞.
Our discussion is along the lines of the study of the elliptic case in [28, 32],
but the parabolic case needs a special care since the cone CL(D) does not
have a compact base. Before formulating the main result of the present
section, we introduce some useful definitions and notations.
Definition 6.1. Let C1 and C2 be two convex cones embedded in topological
spaces V1 and V2, respectively. C1 and C2 are said to be affine equivalent (and
we denote it by C1 ∼= C2) if there exists homeomorphism Φ : C1 → C2 which
preserves convex combinations. Such a Φ is called an affine homeomorphism.
Particularly, we are interested in the question whether kMP ≍ kMP−V implies
CL(D) ∼= CL−V (D), where V is a small perturbation.
We recall some of the basic facts concerning the parabolic Martin bound-
ary and the parabolic Martin representation theorem (for more details see
[14, 29]).
Let x0 be a fixed reference point in M. Consider a nonnegative continu-
ous function ψ on M such that ψ(x) = 1 on B(x0, r) and ψ(x) = 0 outside
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B(x0, 2r), for some r > 0 small enough. Also choose a nonnegative contin-
uous h on (a, b) such that h(t) = 0 on (a, a1] and h(t) > 0 on (a1, b), where
a < a1 < b.
Define a measure ρ onD by dρ(x, t) := ψ(x)h(t)dxdt. For any nonnegative
measurable function u on D, we define
ρ(u) :=
∫ b
a
∫
M
u(x, t)dρ(x, t). (6.2)
In the literature dρ is known as a reference measure.
Define
Cρ,L(D) :={u∈CL(D) | ρ(u)<∞}, C1ρ,L(D) :={u∈CL(D) | ρ(u)≤1}.
Clearly, for every u ∈ CL(D), there exists h as defined above such that
ρ(u) < ∞. Hence, CL(D) = ∪ρCρ,L(D). Moreover, the parabolic Harnack
inequality implies that if u ∈ Cρ,L(D) and ρ(u) = 0, then u = 0. Recall that
nonnegative solution u ∈ CL(D) is said to be minimal if for any nonnegative
solution v ∈ CL(D) such that v ≤ u, there exists a nonnegative constant
c such that v = cu. Denote by CmL (D) the set of all minimal solutions
in CL(D). By the Harnack principle, C1ρ,L(D) is a compact convex set in
the compact-open topology, and by the Choquet theorem, the set of all
extreme points of C1ρ,L(D) is equal to the union of the zero function and
CmL (D) ∩ {u ∈ C1ρ,L(D) | ρ(u) = 1}.
We now introduce the Martin kernels. Let
kMP ((x, t), (y, s)) :=
{
kMP (x, y, t− s) a < s < t < b, and x, y ∈M,
0 a < t ≤ s < b, and x, y ∈M.
Fix a reference measure ρ, and define KρP ((x, t), (y, s)) the (parabolic) ρ-
Martin kernel on D ×D by
KρP ((x, t), (y, s)) :=


kMP ((x, t), (y, s))
ρ(kMP (· , (y, s))
a < s < t < b, and x, y ∈M,
0 a < t ≤ s < b, and x, y ∈M.
It follows that up to a homeomorphism, there exists a unique metrizable
compactification DρL of D with the following properties (see for detail, [29,
Section 2]):
(1) The function KρP has a continuous extension to D × DρL such that
for each (x, t) ∈ D, the function KρP ((x, t), ·) is finite valued and
continuous on DρL \ {(x, t)}.
(2) For σ1, σ2 ∈ DρL we have KρP (· , σ1) = KρP (· , σ2) if and only if σ1 = σ2.
We write ∂ ρLD := D
ρ
L \ D, and we call it the parabolic ρ-Martin bound-
ary of D with respect to L and a reference measure ρ. A sequence {Yn} :=
{(yn, τn)} ⊂ D×D is said to be a fundamental sequence if {Yn} has no accu-
mulation point inD×D, Yn → σ ∈ ∂ ρLD. In particular, KρP ((x, t), (yn, τn))→
KρP ((x, t), σ) locally uniformly in D, and KρP (· , σ) is a nonnegative solution
24 DEBDIP GANGULY AND YEHUDA PINCHOVER
to (6.1). Note that by Fatou’s Lemma, we have ρ(KρP (· , σ)) ≤ 1. So,
KρP (· , σ) ∈ C1ρ,L(D) for any σ ∈ ∂ ρLD.
We recall the parabolic Martin representation theorem. Define
∂ ρ,mL,1 D := {σ ∈ ∂ ρLD | KρP (· , σ) ∈ CmL (D), ρ(KρP (· , σ)) = 1}. (6.3)
We call ∂ ρ,mL,1 D the (nontrivial) minimal parabolic ρ-Martin boundary.
The parabolic Martin representation theorem states: u ∈ Cρ,L(D), if and
only if there exists a unique Borel measure λ on ∂ ρLD supported on ∂
ρ,m
L,1 D,
such that
u(x, t) =
∫
∂ ρ
L
D
KρP ((x, t), σ)dλ(σ), (6.4)
and ρ(u) = λ(∂ ρL,1D).
Next, we formulate our main result of the present section.
Theorem 6.2. Let P and P − V be two subcritical operators such that V
is a small perturbation with respect to the heat kernel kMP , and k
M
P ≍ kMP−V
in M ×M × (0,∞) with an equivalence constant C.
Then there exists an affine homeomorphism T : CL(D)→ CL−V (D) such
that
(T u)(x, t) :=u(x, t)+
∫ t
0
∫
M
kMP−V (x, z, t−s)V (z)u(z, s)dzds ∀u∈CL(D). (6.5)
Moreover, for each u ∈ CL(D), we have T u ≍ u with equivalence constant
C2.
Remark 6.3. In Theorem 6.2 we do not assume that P is symmetric.
Remark 6.4. For the sake of brevity we present only the proof in the case
a = 0 and b = ∞. So, we prove the case D = M × (0,∞). It will be
evident from the proof that all other cases follow along similar lines (see
Remark 6.8).
Remark 6.5. Let D = M × (0,∞). Then any fundamental sequence
{(yn, τn)} converging to σ ∈ ∂ ρLD satisfies (up to a subsequence) τn → T ,
where 0 ≤ T ≤ ∞.
Therefore, if T =∞, i.e., τn →∞, then for a fixed x ∈M and t > 0
kMP (x, yn, t− τn) = kMP−V (x, yn, t− τn) = 0
for n large enough, and therefore,
lim
n→∞
KρP ((x, t), (yn, τn)) = limn→∞K
ρ
P−V ((x, t), (yn, τn)) = 0.
On the other hand, if τn → T , where 0 < T < ∞, then the Martin kernel
KρP ((x, t), σ) satisfies KρP ((x, t), σ) = 0 for all t ≤ T . Hence, if the uniqueness
of the positive Cauchy problem holds true, then KρP (·, σ) = 0 in D.
The proof of Theorem 6.2 hinges on the following key proposition.
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Proposition 6.6. Let P and P˜ be two subcritical operator such that kMP ≍
kM
P˜
in M ×M × (0,∞). Then there exists a homeomorphism αρ : ∂ρ,mL,1 D →
∂ρ,m
L˜,1
D and C > 0 such that
C−1KρP ((x, t), σ) ≤ KρP˜ ((x, t), αρ(σ)) ≤ CK
ρ
P ((x, t), σ) (6.6)
for every σ ∈ ∂ρ,mL,1 D and (x, t) ∈M × (0,∞).
For the proof of the above proposition we need the following lemma.
Lemma 6.7. Suppose that kMP ≍ kMP˜ . Then for every u ∈ C1ρ,L(D) there
exists u˜ ∈ C1
ρ,L˜
(D) that satisfies
C−2u(x, t) ≤ u˜(x, t) ≤ C2u(x, t) (x, t) ∈M × (0,∞)
where C is the equivalent constant for kMP and k
M
P˜
.
The proof of Lemma 6.7 is similar to the proof of [32, Lemma 2.4], and
therefore it is omitted.
Proof of Proposition 6.6. Let σ ∈ ∂ρ,mL,1 D, and for k = 1, 2, let {(ykn, τkn)} be
two fundamental subsequences of a fundamental sequence {(yn, τn)} ⊂ D
such that
(ykn, τ
k
n)→ σ in DρL, and (ykn, τkn)→ σ˜k in DρL˜.
We claim that σ˜1 = σ˜2, and σ˜1 ∈ ∂ρ,mL,1 D. In particular, the mapping σ 7→
σ˜1 is a well defined mapping αρ : ∂
ρ,m
L,1 D → ∂ρ,mL˜,1 D, defined by αρ(σ) := σ˜, if
(yn, τn)→ σ ∈ ∂ρ,mL,1 D, and (yn, τn)→ σ˜ ∈ ∂ρ,mL˜,1 D.
Indeed, from our assumption that kMP ≍ kMP˜ it follows that
C−2KρP ((x, t), σ) ≤ KρP˜ ((x, t), σ˜k) ≤ C
2KρP ((x, t), σ) ∀(x, t) ∈ D, (6.7)
where C is the equivalence constant. Using (6.7), we obtain
Kρ
P˜
((x, t), σ˜1)− C−4KρP˜ ((x, t), σ˜2) ≥ 0.
We use now the maximal ε trick. Define
ε0 := max{ε > 0 : KρP˜ ((x, t), σ˜1)− εK
ρ
P˜
((x, t), σ˜2) ≥ 0},
and let
v˜ρ(x, t) := KρP˜ ((x, t), σ˜1)− ε0K
ρ
P˜
((x, t), σ˜2).
Clearly v˜ρ ≥ 0, and we may assume that ρ(v˜ρ) > 0, since otherwise, σ˜1 = σ˜2.
Lemma 6.7 implies that there exists u ∈ C1ρ,L(D) such that
C−2u(x, t) ≤ v˜ρ(x, t)
ρ(v˜ρ)
≤ C2u(x, t). (6.8)
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Therefore, 0 ≤ u(x, t) ≤ C4(ρ(v˜ρ))−1KρP ((x, t), σ). Since KρP ((x, t), σ) is
a minimal solution, we have u(x, t) = µKρP ((x, t), σ) for some µ > 0. By
substituting this in (6.8), we obtain
C−4µρ(v˜ρ)KρP˜ ((x, t), σ˜2) ≤ C
−2µρ(v˜ρ)KρP ((x, t), σ) ≤ v˜ρ(x, t).
Thus, by letting µ0 := C
−4µρ(v˜ρ) > 0, we obtain
0 ≤ v˜ρ(x, t)− µ0KρP˜ ((x, t), σ˜2) = K
ρ
P˜
((x, t), σ˜1)− (ε0 + µ0)KρP˜ ((x, t), σ˜2),
which contradicts the definition of ε0. Hence, σ˜1 = σ˜2, and therefore, αρ
is well defined. Moreover, (6.7) and Lemma 6.7, and the maximal ε trick
imply that σ˜1 ∈ ∂ρ,mL˜,1 D, so αρ : ∂
ρ,m
L,1 D → ∂ρ,mL˜,1 D. By similar arguments, αρ
is injective, surjective and homeomorphism. 
We can now prove Theorem 6.2.
Proof of Theorem 6.2. Let {Mj}∞j=0 be an exhaustion of M , and denote
M∗j :=M \Mj . Let Yn = {(yn, τn)} be a fundamental sequence converging
to σ ∈ ∂ρ,mL,1 D, and τn → T .
Fix ε > 0, and x in M and t > 0. Since V is a small perturbation with
respect to kMP , and since k
M
P is equivalent to k
M
P−V , it follows from (5.5) that
there exists j(ε), and n(ε) such that for j > j(ε), and n > n(ε), we have
yn ∈M∗j(ε), and for t > τn the following inequality holds∫ t
τn
∫
M∗j
kMP−V (x, z, t− s)|V (z)|kMP (z, yn, s − τn)
kMP (x, yn, t− τn)
dz ds
=
∫ t−τn
0
∫
M∗j
kMP−V (x, z, t− τn − s˜)|V (z)|kMP (z, yn, s˜)
kMP (x, yn, t− τn)
dz ds˜ < ε. (6.9)
Since
lim
n→∞
kMP (x, yn, t− τn)
ρ(kMP (· , (yn, τn)))
= KρP ((x, t), σ),
it follows that∫ t
τn
∫
M∗j
kMP−V (x, z, t − s)|V (z)|kMP (z, yn, s− τn)
ρ(kMP (· , (yn, τn)))
dz ds ≤ εM.
Hence, the sequence of functions{
fn(z, s) := k
M
P−V (x, z, t− s)V (z)
kMP (z, yn, s − τn)
ρ(kMP (· , (yn, τn)))
}
is uniformly integrable and tight, and
lim
n→∞
fn(z, s) = k
M
P−V (x, z, t− s)V (z)KρP ((z, s), σ) locally uniformly.
In light of Corollary 5.5, the resolvent equation implies
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kMP−V (x, yn, t− τn)
ρ(kMP (· , (yn, τn)))
=
kMP (x, yn, t− τn)
ρ(kMP (· , (yn, τn)))
+
∫ t
τn
∫
M
kMP−V (x, z, t − s)V (z)kMP (z, yn, s− τn)
ρ(kMP (· , (yn, τn)))
dzds. (6.10)
Hence, by the Vitali convergence theorem ([38, p. 98]) we may pass to the
limit to obtain
lim
n→∞
kMP−V (x, yn, t− τn)
ρ(kMP (· , (yn, τn)))
= KρP ((x, t), σ)
+
∫ t
T
∫
M
kMP−V (x, z, t− s)V (z)KρP ((z, s), σ) dz ds. (6.11)
Furthermore, since kMP is equivalent to ≍ kMP−V , we may define (up to a
subsequence)
KρP−V ((x, t), αρ(σ)) := limn→∞
kMP−V (x, yn, t− τn)
ρ(kMP−V (· , (yn, τn))
∈ ∂ρ,mL−V,1D,
and λρ(σ) := lim
n→∞
ρ(kMP−V (· , (yn, τn))
ρ(kMP (· , (yn, τn))
,
where C−1 ≤ λρ(σ) ≤ C. Moreover, Proposition 6.6 implies that αρ(σ) is
well defined, and consequently, the sequence {(yn, τn)} converges in DρL−V
to the point αρ(σ) ∈ ∂ρ,mL−V,1D. Therefore, λρ(σ) does not depend on the
subsequence.
Consequently, the following resolvent equation for minimal Martin func-
tions holds true
λρ(σ)KρP−V ((x, t), αρ(σ)) = KρP ((x, t), σ)
+
∫ t
T
∫
M
kMP−V (x, z, t− s)V (z)KρP ((z, s), σ) dz ds. (6.12)
But since KρP ((z, s), σ) = 0 for 0 ≤ s ≤ T , we have
λρ(σ)KρP−V ((x, t), αρ(σ)) = KρP ((x, t), σ)
+
∫ t
0
∫
M
kMP−V (x, z, t− s)V (z)KρP ((z, s), σ) dz ds. (6.13)
Define
Tρ : {KρP (· , σ) | σ ∈ ∂ρ,mL−V,1D} → Cρ,L−V (D)
by
TρKρP ((x, t) , σ) := λρ(σ)KρP−V ((x, t), αρ(σ)).
Extend Tρ to an affine transformation (with a slight abuse of notation)
Tρ : Conv({KρP (· , σ) | σ ∈ ∂ρ,mL−V,1D})→ Cρ,L−V (D),
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where Conv(A) is the convex hull of a set A. Then, using the parabolic
Martin representation theorem and a standard continuity arguments (follows
from continuity of the Martin kernel KρP (· , σ)), we extend Tρ to a continuous
affine transformation Tρ : Cρ,L(D)→ Cρ,L−V (D) given by
(Tρu)(x, t) := u(x, t) +
∫ t
0
∫
M
kMP−V (x, z, t− s)V (z)u(z, s) dz ds. (6.14)
Recall that CL(D) = ∪ρCρ,L(D). Moreover, the mapping Tρ given by (6.14)
does not depend on ρ. Therefore, we may extend the family of transforma-
tions {Tρ}ρ to a continuous affine transformation T : CL(D)→ CL−V (D) by
T u := Tρu for u ∈ Cρ,L(D), so, we get (6.5).
Analogously, define S : CL−V (D)→ CL(D) by
(Sv)(x, t) := v(x, t) −
∫ t
0
∫
M
kMP (x, z, t − s)V (z)v(z, s) dz ds. (6.15)
We claim that ST = IdCL(D) and T S = IdCL−V (D), where IdA is the identity
map on the set A. We show that ST = IdCL(D) and the second assertion
follows similarly.
For u ∈ CL(D) we have
(ST u)(x, t) = S
(
u(x, t) +
∫ t
0
∫
M
kMP−V (x, y, t− α)V (y)u(y, α) dy dα
)
= u(x, t) +
∫ t
0
∫
M
kMP−V (x, y, t− α)V (y)u(y, α) dy dα
−
∫ t
0
∫
M
kMP (x, y, t− α)V (y)u(y, α) dy dα
−
∫ t
0
∫
M
kMP (x, y, t−α)V (y)
(∫ α
0
∫
M
kMP−V (y, z, α−s)V (z)u(z, s) dzds
)
dy dα.
Using Fubini’s theorem and the resolvent equation for the heat kernel kMP−V ,
we obtain∫ t
0
∫
M
kMP−V (x, z, t− α)V (z)u(z, α) dz dα
=
∫ t
0
∫
M
kMP (x, y, t− α)V (y)u(y, α) dy dα
+
∫ t
0
∫
M
kMP (x, y, t−α)V (y)
(∫ α
0
∫
M
kMP−V (y, z, α−s)V (z)u(z, s) dzds
)
dy dα.
Thus, (ST u)(x, t) = u(x, t). 
Remark 6.8. In the general case, where D = M × (a, b), with −∞ ≤
a < b ≤ ∞, the transformations T and S, given by (6.14) and (6.15) (with
a replacing 0), are well defined affine homeomorphisms even if a = −∞
(thanks to the 3k-inequality (see Lemma 5.4)).
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7. Concluding remarks
This section consists of three subsections. In the first one, we briefly
extend our results to a certain class of nonsymmetric operators, while in
Subsection 7.2 we provide several examples to illustrate our results. Finally,
in Subsection 7.3 we pose some open problems.
7.1. Quasi-symmetric heat kernels. The positive minimal heat kernel
kMP is said to be quasi-symmetric if
kMP (x, y, t) ≍ kMP (y, x, t) ∀x, y ∈M, t > 0. (7.1)
Remark 7.1. In [3] A. Ancona introduced the notion of quasi-symmetric
operators (with respect to its Na¨ım kernel). Clearly, if the heat kernel
kMP is quasi-symmetric, and the operator P is subcritical, then P is quasi-
symmetric in the sense of Ancona.
Lemma 7.2. Suppose that the heat kernel kMP is quasi-symmetric. Then
there exists a constant C > 0 such that
kMP (x, y, t) ≤ C
(
kMP (x, x, t)
) 1
2
(
kMP (y, y, t)
) 1
2 ∀x, y ∈M, t > 0. (7.2)
Proof. Using the Chapman-Kolmogorov equation and the Ho¨lder inequality,
we see that
kMP (x, y, t) =
∫
M
kMP (x, z,
t
2
)kMP (z, y,
t
2
) dz
≤
(∫
M
(
kMP (x, z,
t
2
)
)2
dz
)1
2
(∫
M
(
kMP (z, y,
t
2
)
)2
dz
)1
2
≤ C
(∫
M
kMP (x, z,
t
2
)kMP (z, x,
t
2
) dz
) 1
2
(∫
M
kMP (y, z,
t
2
)kMP (z, y,
t
2
) dz
) 1
2
= C
(
kMP (x, x, t)
) 1
2
(
kMP (y, y, t)
) 1
2 . 
Definition 7.3. The heat kernel kMP is said to be quasi-monotone at x0 ∈M
if for any T > 0 there exists C := C(x0, T ) > 0 such that
kMP (x0, x0, t2) ≤ CkMP (x0, x0, t1), ∀ t2 ≥ t1 > T.
Clearly, the heat kernel of a symmetric operator is quasi-symmetric and
also quasi-monotone at all x ∈M .
Remark 7.4. Suppose that kMP is quasi-symmetric and also quasi-monotone
at a point x0 ∈ M . Following the proof of Davies in [13, Theorem 10], it
follows that such kMP satisfies the Davies-Harnack inequality (3.13). In light
of Lemma 7.2, we can analogously deduce theorems 2.5, 2.6, (and hence
also Theorem 6.2) for the class of quasi-symmetric heat kernels which are
quasi-monotone (and satisfy (2.9)).
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Remark 7.5. It should be noted that we are unaware of any example of
a nonsymmetric operator whose heat kernel is quasi-symmetric but whose
heat kernel is not equivalent to a symmetric one. Conversely, if the heat
kernel of any nonsymmetric operator P is equivalent to the heat kernel of a
symmetric operator in M , then the heat kernel of P is quasi-monotone at
any point x0 ∈M , and quasi-symmetric (and P is quasi-symmetric as well).
7.2. Examples. In the present subsection we give various examples of Rie-
mannian manifolds M and heat kernels kMP defined on M which satisfy our
main assumption (2.9) of theorems 2.5 and 2.6 (the doubling condition).
Hence, our main results of the paper apply to these cases.
The study of heat kernel estimates has a long history (see for example
[12, 17, 31]. In particular, proving pointwise two-sided Gaussian estimates
for the heat kernel was a subject of intense research for the past few decades.
It started with the celebrated works of Nash [30] and Aronson [4], where two-
sided Gaussian estimates were obtained for the heat kernel of a uniformly
elliptic operator in divergence form in RN . For such operators we obtain:
Example 7.6. Consider a parabolic equation of the form ∂u∂t + Pu = 0 on
R
N × (0,∞), where N ≥ 3 and
P = −
N∑
i,j=1
∂
∂xi
(
aij(x)
∂
∂xj
)
(7.3)
is a uniformly elliptic operator with real, bounded coefficients satisfying the
assumptions of Theorem 2.5. Denote by kR
N
P the corresponding positive
minimal heat kernel. Aronson [4, Theorem 7] proved that kR
N
P admits two
sided Gaussian estimates, i.e., there exist positive constants C1, C2, C3, C4
such that
C3
tN/2
exp
(
−|x− y|
2
C4t
)
≤ kRNP (x, y, t) ≤
C1
tN/2
exp
(
−|x− y|
2
C2t
)
(7.4)
for all x ∈ RN and t > 0. Estimate (7.4) readily implies that
kR
N
P (x, x,
t
2
) ≤ C2N2 kRNP (x, x, t) ∀x ∈ RN and t > 0,
and hence, kR
N
P satisfies the doubling condition (2.9). Therefore, if V is a
small perturbation of kR
N
P , then there exists ε0 > 0 such that k
RN
Pε
≍ kRNP
for all |ε| < ε0.
Example 7.7 (Periodic operator). Consider a uniformly elliptic operator
P on RN , N ≥ 3 of the form
P = −
N∑
i,j=1
∂
∂xi
(
aij(x)
∂
∂xj
)
+ U(X).
Assume that P ≥ 0 in RN , and that the coefficients of P satisfy the as-
sumptions of Theorem 2.5. Suppose that the coefficients of P are periodic
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in x1, . . . , xn with period 1. Without loss of generality we may assume that
λ0(P,1,R
N ) = 0. Then the equation Pu = 0 in RN admits a unique (up to
a multiplicative constant) positive solution φ. Moreover, (in the symmetric
case) φ is periodic in x1, . . . , xn with period 1 [1].
Using the ground state transform we get the operator
Pφ := (φ)
−1Pφ = −(φ)−2(x)
N∑
i,j=1
∂
∂xi
(
φ2(x)aij(x)
∂
∂xj
)
,
whose heat kernel satisfies kR
N
Pφ
(x, y, t) = (φ)−1(x)kR
N
P (x, y, t)φ(y).
Consequently, Pφ is, in fact, of the form (7.3) on L
2(RN , ϕ2 dx), and
therefore, kR
N
Pφ
satisfies assumption (2.9) which in turn implies that kR
N
P
also satisfies (2.9). Therefore, if V is a small perturbation of kR
N
P , then
there exists ε0 > 0 such that k
RN
Pε
≍ kRNP for all |ε| < ε0.
Next, we consider perturbations of the Laplace-Beltrami operators on
noncompact Riemannian manifolds. Following the seminal work of Aronson,
the question of estimating the heat kernel on Riemannian manifolds was
extensively studied by many authors. One of the most general estimates of
heat kernels kMP for the Laplace-Beltrami operators was proved by P. Li and
S. T. Yau [22, Corollary 3.1 and Theorem 4.1] under a suitable curvature
assumption. We use these celebrated results in the following example.
Example 7.8. Let (M,g) be a complete, connected, noncompact Riemann-
ian manifold of dimension N with nonnegative Ricci curvature. Let P :=
−∆g denote the (positive) Laplace-Beltrami operator on M and let kMP
denote the corresponding heat kernel. Then by [22, Corollary 3.1 and The-
orem 4.1] there exist positive constants C1, C2, C3, C4 such that
C3
V (x,
√
t)
e
(
− d
2(x,y)
C4t
)
≤ kMP (x, y, t) ≤
C1
V (x,
√
t)
e
(
− d
2(x,y)
C2t
)
(7.5)
for all x, y ∈ M and t > 0, where d(x, y) is the geodesic distance on M
and V (x, r) is the Riemannian volume of the geodesic ball B(x, r) = {y ∈
M : d(x, y) < r}. Moreover, under the above assumptions, M satisfies the
doubling volume property (7.7) (see [16, Theorem 15.21]), and hence, (2.9)
is satisfied.
Alternatively, under the above assumptions E. B. Davies proved [12,
Corollary 5.3.6] that the positive minimal heat kernel kMP satisfies the fol-
lowing global exponential-type upper bound
kMP (x, x, t+s) ≤ kMP (x, x, t) ≤ kMP (x, y, t+s)
(
t+ s
t
)N
2
e
d(x,y)2
4s ∀t, s > 0.
In particular, for t = s, we have
kMP (x, x, t) ≤ 2
N
2 kMP (x, x, 2t) ∀t > 0. (7.6)
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Hence, (2.9) is satisfied. Thus, if P is subcritical our main results hold true.
An interesting question is to find ‘minimal’ geometric assumptions on
M that imply Gaussian estimates of the type (7.5). The upper bound in
(7.5) is known to be equivalent to a certain Faber-Krahn type inequality
(see [17, 18]). A well known geometric condition related to the on-diagonal
lower bound in (7.5) is the doubling volume property (7.7). In particular,
in the next examples we do not assume any a priori curvature assumption
on the manifold.
Example 7.9. Let (M,g) be a complete, connected, noncompact manifold
of dimension N , and let P := −∆g denote the Laplace-Beltrami operator
which satisfy the following properties:
1. For some x0 ∈M , there exists C > 0 such that the following doubling
volume property holds
V (x0, 2r) ≤ CV (x0, r) ∀r > 0. (7.7)
2. P is subcritical in M .
3. There exists C1 > 0 such that the following on-diagonal upper bound
estimate holds true
kMP (x0, x0, t) ≤
C1
V (x0,
√
t)
∀t > 0.
Then by [10] there exists c > 0 such that
kMP (x0, x0, t) ≥
c
V (x0,
√
t)
∀t > 0,
and in particular, there exists C > 0 such that
kMP (x0, x0, t/2) ≤ CkMP (x0, x0, t) ∀t > 0.
Example 7.10. Let M be a complete, connected, noncompact weighted
Riemannian manifold of dimension N . Consider the weighted Laplacian P
on M , and denote by kMP the corresponding heat kernel. Then the two-
sided Gaussian estimates (7.5) is equivalent to the validity of the uniform
parabolic Harnack inequality (PHI) (see, [17, 39]). We refer to [17, 20, 39]
for examples of weighted manifolds satisfying (PHI).
Example 7.11. In stochastic processes, the transition density of the ran-
dom motion naturally leads to the notion of the heat semigroup and hence
to the heat kernel. In particular, Dirichlet forms of many families of fractals
admit continuous heat kernels that satisfy sub-Gaussian estimates. By a
sub-Gaussian kernel g˜, we mean
g˜(x, y, t) :=
C
t
α
β
exp
(
−c
(
dβ(x, y)
t
)) 1
β−1
, (7.8)
where α > 0, β > 1 are two parameters that come from the geometric
properties of the underlying fractal. The notion of sub-Gaussian estimates
EQUIVALENCE OF HEAT KERNELS 33
was introduced by M. T. Barlow, and E. A. Perkins in [5]. A. Gregor’yan
and A. Telcs [18] developed sub-Gaussian estimates for the heat kernel on
metric spaces under suitable assumptions. It follows that complete Rie-
mannian manifolds which admit two-sided sub-Gaussian estimates for the
corresponding heat kernels satisfy our assumption (2.9).
We give an example of a manifold with negative Ricci curvature, such that
our assumption (2.9) holds true.
Example 7.12. Cartan-Hadamard manifolds whose sectional curvatures
are bounded above by a strictly negative constant, are known to admit a
Poincare´ type (or L2-spectral gap) inequality. Namely, the generalized prin-
cipal eigenvalue
λ0 = inf
u∈C∞c (M)\{0}
∫
M |∇gu|2 dvg∫
M u
2 dvg
is strictly positive.
The classical example of such a manifold is of course the hyperbolic space
H
N , where λ0 = (N − 1)2/4. Let M = H3 be the hyperbolic space of
dimension 3, then the heat kernel of P := −∆H3 − λ0, is given explicitly by
kMP (x, y, t) =
(
1
4pit
)− 3
2 d(x, y)
sinh d(x, y)
e−
d(x,y)2
4t ,
where d(x, y) denotes the hyperbolic distance between x and y. Hence clearly,
kMP (x, x,
t
2) ≤ 2
3
2 kMP (x, x, t) holds true for all t > 0 and x ∈ H3 . For higher
dimension N > 3, the heat kernel of the operator P := −∆HN − λ0 satisfies
kMP (x, y, t)≍
(
1
4pit
)−N
2
e
−
[
(N−1)d(x,y)
2
+ d(x,y)
2
4t
]
(1 + d(x, y) + t)
N−3
2 (1 + d(x, y)) ,
and hence, kMP (x, x,
t
2 ) ≤ CkMP (x, x, t) holds true for all t > 0 and x ∈ HN .
Consequently, the results of the present paper hold true for such P , and
N ≥ 3. In particular, for any small perturbation potential V , there exists
ε0 > 0 such that k
H
N
−∆
HN
−εV ≍ kH
N
−∆
HN
for all |ε| < ε0.
Example 7.13. Let Pi be a symmetric elliptic operator defined on Mi such
that λ0(Pi,1,Mi) = 0, where i = 1, 2. Consider the skew product operator
P := P1 × I1 + I2 × P2 on M :=M1 ×M2, where Ii is the identity operator
on Mi. Then
kMP (x, y, t) = k
M
P1(x1, y1, t)k
M
P2(x2, y2, t),
where x = (x1, x2), y = (y1, y2) ∈ M . If both operators are subcritical and
satisfy (2.9), then clearly P is subcritical in M, and its heat kernel satisfies
(2.9). Moreover, if P1 is positive-critical in M1, and P2 is subcritical in M2,
and its heat kernel kMP2 satisfies (2.9), then P is subcritical in M , and by
Remark 2.2, kMP satisfies (2.9). We mention also the case of a twisted tube
[19] (which is a perturbation of a product space), for which (2.9) is also
satisfied.
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An anonymous colleague has kindly pointed out to us that our results
hold true for the case of universal cover of a compact manifold of negative
curvature. Indeed, we have:
Example 7.14. Let M be the universal cover of a compact manifold of
negative curvature. Ledrappier and Lim in [24] proved recently that the
heat kernel of the Laplacian in M satisfies
lim
t→∞
t
3
2 eλ0tkM−∆g (x, y, t) = C(x, y),
where C(x, y) is a strictly positive formal eigenfunction of −∆g with an
eigenvalue λ0. In particular, the heat kernel of the shifted Laplacian P :=
−∆g − λ0 is subcritical in M and satisfies (2.9). Hence, our main results
hold true for P on M .
7.3. Open problems. We conclude the paper with some problems that
remain open.
(1) Do theorems 2.5 and 2.6 remain true without assuming the doubling
condition (2.9)? Note that affirmative answers in particular imply
that in the class of small perturbations with respect to the heat
kernel kMP such that λ0(P,1,M) = 0, the following holds true
S+(P, V,M) = {ε ∈ R | kMPε ≍ kMP }.
(2) Prove or disprove Conjecture 1.1 in the general nonsymmetric case.
(3) Study the relationships between the notion of (semi)small pertur-
bations with respect to the Green function and with respect to the
heat kernel.
(4) Recall that in the context of (semi)small perturbations with respect
to Green functions if G satisfies a certain quasi-metric property, then
the semismallness of a perturbation implies smallness [35]. It would
be interesting to find an analogous condition on semismall perturba-
tions with respect to kMP that guarantees smallness. We remark that,
as in the case of small perturbations with respect to Green functions,
we are not aware of any example of a semismall perturbation with
respect to a heat kernel which is not a small perturbation.
Apart from the above open problems related directly to the equivalence
of heat kernels, we mention below a far reaching conjecture by M. Fraas,
D. Krejcˇiˇr´ık and Y. P. regarding the strong ratio limit of the quotients
of heat kernels of subcritical and critical operators. Note that if P+ and
P0 are subcritical and critical operators in M , respectively, then obviously,
kMP+ 6≍ kMP0 , and
lim inf
t→∞
kMP+(x, y, t)
kMP0(x, y, t)
= 0.
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Conjecture 7.15 ([15, Conjecture 1]). Let P+ and P0 be respectively sub-
critical and critical operators in M . Then
lim
t→∞
kMP+(x, y, t)
kMP0(x, y, t)
= 0 (7.9)
locally uniformly in M ×M .
It follows that for perturbations of the type studied in the present paper,
Conjecture 7.15 holds true.
Lemma 7.16 (cf. [15, Theorem 5.4]). Let P0 be a symmetric critical oper-
ator in M . Assume that V = V+ − V− is a potential such that V± ≥ 0 and
P+ := P0 + V is subcritical in M .
Assume further that kMP+ satisfies the 3k-inequality with respect to V−.
Then there exists a positive constant C such that
kMP+(x, y, t) ≤ CkMP0(x, y, t) ∀x, y ∈M and t > 0. (7.10)
Moreover, there holds
lim
t→∞
kMP+(x, y, t)
kMP0(x, y, t)
= 0, (7.11)
locally uniformly in M ×M.
In particular, Conjecture 7.15 holds true for P+ := P0 + V , where V is
any nonzero nonnegative potential.
Proof. By Theorem 3.5 and Lemma 3.7, we have kMP+ ≍ kMP++V−(x, y, t).
Note that P+ + V− = P0 + V+. Therefore, we have
C−1kMP+(x, y, t) ≤ kMP0+V+(x, y, t) ≤ kMP0(x, y, t) ∀x, y ∈M and t > 0.
(7.12)
Using [15, Theorem 3.1], we conclude that (7.11) holds true. 
Acknowledgments
The authors wish to thank Professor Baptiste Devyver and Professor Alexan-
der Grigor’yan for valuable discussions. They acknowledge the support of
the Israel Science Foundation (grants No. 970/15) founded by the Israel
Academy of Sciences and Humanities. D. G. was supported in part at the
Technion by a fellowship of the Israel Council for Higher Education.
References
[1] S. Agmon, On positive solutions of elliptic equations with periodic coefficients in Rd,
spectral results and extensions to elliptic operators on Riemannian manifolds, in:
Differential Equations (Birmingham, 1983), pp. 7–17, North-Holland Math. Stud. 92,
North-Holland, Amsterdam, 1984.
[2] A. Ancona, First eigenvalues and comparison of Green’s functions for elliptic opera-
tors on manifolds or domains, J. Anal. Math. 72 (1997), 45–92.
[3] A. Ancona, Some results and examples about the behaviour of harmonic functions
and Green’s functions with respect to second order elliptic operators, Nagoya Math.
J. 165 (2002), 123–158.
36 DEBDIP GANGULY AND YEHUDA PINCHOVER
[4] D. G. Aronson, Non-negative solutions of linear parabolic equations, Ann. Scuola
Norm. Sup. Pisa. Cl. Sci. (4), 22 (1968), 607–694. Addendum 25 (1971), 221–228.
[5] M. T. Barlow, and E. A. Perkins, Brownian motion on the Sierpin´ski gasket, Probab.
Theory Related Fields 79 (1988), 543–623.
[6] M. Berger, P. Gauduchon, and E. Mazet, Le Spectre d’une Varie´te´ Riemannienne,
Lecture Notes in Math. 194, Springer-Verlag, Berlin, 1971.
[7] K. Bogdan, J. Dziuban´ski, and K. Szczpkowski, Sharp Gaussian estimates for heat
kernels of Schro¨dinger operators, preprint, 2016. arXiv: 1706.06172.
[8] K. Bogdan, and K. Szczypkowski, Gaussian estimates for Schro¨dinger perturbations,
Studia Math. 221 (2) (2014), 151–173.
[9] I. Chavel, Eigenvalues in Riemannian Geometry, Academic press, Cambridge, 1984.
[10] T. Coulhon, and A. Grigor’yan, On-diagonal lower bound for heat kernels and Markov
chains, Duke Math. J. 89 (1997), 133–199.
[11] X. Chen, and A. Hassell, The heat kernel on asymptotically hyperbolic manifolds,
arXiv:1612.06044v2.
[12] E. B. Davies, Heat Kernels and Spectral Theory, Cambridge University Press, Cam-
bridge, 1989.
[13] E. B. Davies, Non-Gaussian aspects of heat kernel behaviour, J. London Math. Soc.
(2) 55 (1997), 105–125.
[14] J. L. Doob, Classical Potential Theory and its Probabilistic Counterpart, Springer-
Verlag, New York, 1984.
[15] M. Fraas, D. Krejcˇiˇr´ık, and Y. Pinchover, On some strong ratio limit theorems for
heat kernels, Discrete Contin. Dyn. Syst. Ser. A, a special volume dedicated to Louis
Nirenberg on the occasion of his 85th birthday, 28 (2010), 495–509.
[16] A. Grigor’yan, Heat kernels on weighted manifolds and applications, in: The Ubiqui-
tous Heat Kernel, 93–191, Contemp. Math., 398, Amer. Math. Soc., Providence, RI,
2006.
[17] A. Grigor’yan, Heat Kernel and Analysis on Manifolds, AMS/IP Studies in Advanced
Mathematics, 47. Amer. Math. Soc., Providence, RI; International Press, Boston,
MA, 2009.
[18] A. Grigor’yan, and A. Telcs, Two sided estimates of heat kernel on metric measure
space, Ann. Probab. 40 (2012), 1212–1284.
[19] G. Grillo, H. Kovarˇ´ık, and Y. Pinchover, Sharp two-sided heat kernel estimates of
twisted tubes and applications, Arch. Rational Mech. Anal. 213 (2014), 215–243.
[20] P. Gyrya, and L. Saloff-Coste, Neumann and Dirichlet heat kernels in inner uniform
domains, Aste´risque 336, (2011).
[21] Y. Kannai Off diagonal short time asymptotics for fundamental solutions of diffusion
equations, Commun. Partial Differ. Equations 2 (1977), 781–830.
[22] P. Li, and S. T. Yau, On the parabolic kernel of the Schro¨dinger operator, Acta Math.
156 (1986), 153–201.
[23] V. Liskevich, and Y. Semenov, Two-sided estimates of the heat kernel of the
Schro¨dinger operator, Bull. London Math. Soc. 30 (1998), 596–602.
[24] F. Ledrappier and S. Lim, Local limit theorem in negative curvature,
arXiv:1503.04156.
[25] P. J. Mendez-Hernandez, and M. Murata, Semismall perturbations, semi-intrinsic
ultracontractivity, and integral representations of nonnegative solutions for parabolic
equations, J. Funct. Anal. 257 (2009), 1799–1827.
[26] P. D. Milman, and Yu. A. Semenov, Heat kernel bounds and desingularizing weights,
J. Funct. Anal. 202 (2003), 1–24.
[27] S. Minakshisundaram, and A˚. Pleijel, Some properties of the eigenfunctions of the
Laplace-operator on Riemannian manifolds, Canadian J. Math. 1 (1949). 242–256.
[28] M. Murata, Semismall perturbations in the Martin theory for elliptic equations, Israel
J. Math. 102 (1997), 29–60.
EQUIVALENCE OF HEAT KERNELS 37
[29] M. Murata, Integral representations of nonnegative solutions for parabolic equations
and elliptic Martin boundaries, J. Funct. Anal. 245 (2007), 177–212.
[30] J. Nash, Continuity of solutions of parabolic and elliptic equations, Amer. J. Math.
80 (1958), 931–954.
[31] E. M. Ouhabaz, Analysis of Heat Equations on Domains, London Mathematical So-
ciety Monographs Series, 31, Princeton University Press, Princeton, NJ, 2005.
[32] Y. Pinchover, On positive solutions of second order elliptic equations, stability results
and classification, Duke Math J. 57 (1988), 955–980.
[33] Y. Pinchover, Criticality and ground states for second-order elliptic equations, J. Dif-
ferential Equations 80 (1989), 237–250.
[34] Y. Pinchover, On criticality and ground states of second order elliptic equations. II,
J. Differential Equations 87 (1990), 353–364.
[35] Y. Pinchover, Maximum and anti-maximum principles and eigenfunctions estimates
via perturbation theory of positive solutions of elliptic equations, Math. Ann. 314
(1999), 555–590.
[36] Y. Pinchover, Large time behavior of the heat kernel, J. Functional Analysis 206
(2004), 191–209.
[37] Y. Pinchover, Some aspects of large time behavior of the heat kernel: an overview
with perspectives, in: Mathematical Physics, Spectral Theory and Stochastic Anal-
ysis, eds. M. Demuth and W. Kirsch, pp. 299–339. Operator Theory: Advances and
Applications, Vol. 232, Springer Verlag, Basel, 2013.
[38] H. L. Royden, and P. M. Fitzpatrick, Real Analysis, Prentice Hall, Boston, 2010.
[39] L. Saloff-Coste, The heat kernel and its estimates, in: Probabilistic Approach to
Geometry, pp. 405–436, Adv. Stud. Pure Math., 57, Math. Soc. Japan, Tokyo, 2010.
[40] B. Simon, Schro¨dinger semigroups, Bull. Amer. Math. Soc. 7 (1982), 447–526.
[41] K. Tintarev, Short time asymptotics for fundamental solutions of higher order para-
bolic equations, Commun. Partial Differ. Equations 7 (1982), 371–39.
[42] Q. S. Zhang, Gaussian bounds for the fundamental solutions of ∇(A∇u)+B∇u−ut =
0, Manuscripta Math. 93 (1997), 381–390.
[43] Q. S. Zhang, A sharp comparison result concerning Schro¨dinger heat kernels, Bull.
London Math. Soc., 35 (2003), 461–472.
Debdip Ganguly, Department of Mathematics, Technion - Israel Institute
of Technology, Haifa 32000, Israel
E-mail address: gdebdip@technion.ac.il
Yehuda Pinchover, Department of Mathematics, Technion - Israel Institute
of Technology, Haifa 32000, Israel
E-mail address: pincho@technion.ac.il
