We propose a mechanism for solving the 'negative sign problem'-the inability to assign nonnegative weights to quantum Monte Carlo configurations-for a toy model consisting of a frustrated triplet of spin-1/2 particles interacting antiferromagnetically. The introduced technique is based on the systematic grouping of the weights of the recently developed off-diagonal series expansion of the canonical partition function [Phys. Rev. E 96, 063309 (2017)]. We show that while the examined model is easily diagonalizable, the sign problem it encounters can nonetheless be very pronounced, and we offer a systematic mechanism to resolve it. We discuss the prospects of generalizing the suggested scheme and the steps required to extend it to more general and larger spin models.
I. INTRODUCTION
The sign problem is the single most important unresolved challenge in quantum many-body simulations. It appears in a wide variety of areas of physics, chemistry and the material sciences, from superconductivity through neutron stars to lattice quantum chromodynamics and more [1] [2] [3] . Resolving, or mitigating, the sign problem has therefore rightly been recognized as the holy grail of quantum Monte Carlo techniques since the inception of the field.
Quantum Monte Carlo (QMC) algorithms [4] [5] [6] are in many cases the only viable method available for studying large quantum many-body systems. The utility of QMC techniques, which evaluate thermal averages of physical observables by the (importance-)sampling of quantum configuration space, hinges on our ability to decompose the partition function of the model of interest into a sum of easily computable non-negative weights, as these in turn are interpreted as probabilities in a Markovian sampling process [7, 8] . Whenever terms appear with a negative sign, QMC methods tend to converge exponentially slowly and become essentially impractical.
In this work we propose a general framework for the possible resolution of the sign problem for spin systems. The approach we take builds on the recently introduced off-diagonal series expansion method [9, 10] from which a parameter-free, Trotter error-free series expansion of the partition function of quantum many-body systems is derived. The off-diagonal expansion is carried out around the partition function of the classical component of the Hamiltonian with the expansion parameter being the strength of the off-diagonal component.
Leveraging the off-diagonal expansion (ODE for * itayhen@isi.edu short), we consider the resolution of the sign problem for arguably the simplest spin model that possesses it-namely, an antiferromagnetically interacting triplet of spin-1/2 particles. As we show, even for this three-spin model the sign problem is strongly manifested, prohibiting an efficient evaluation of thermal averages. 1 We illustrate how the off-diagonal series expansion can be used towards removing the main hurdle facing quantum Monte Carlo techniques when simulating sign-problematic quantum many-body systems-namely, the existence of negative weights. We then proceed to discuss the prospects of systematically applying the method to larger systems, for which diagonalization is unfeasible.
We begin by briefly reviewing the off-diagonal partition function series expansion [9, 10] followed by an analysis of the emergence of the sign problem and its resolution in the context of the three-spin toy model. We conclude by discussing the generalization of the scheme to large spin systems of physical interest.
II. OFF-DIAGONAL SERIES EXPANSION
For the sake of brevity, we consider the partition function expansion of quantum many-body systems whose Hamiltonian can be cast as
Here, H c is a 'classical' Hamiltonian, i.e., a diagonal operator in some known basis, which we refer to as the computational basis, and whose basis states will be denoted by {|z }. The {V j } are off-diagonal permutation operators (in the computational basis) that give the system its 'quantum dimension' and obey V j |z = |z for every basis state |z , where |z = |z is also a basis state. 2 The real-valued parameter Γ serves as the strength of the quantum component of the Hamiltonian.
The canonical quantum partition function of the above system, Z = Tr e −βH , can be expanded [9, 10] in powers of the off-diagonal parameter Γ as
Here, {|z } denotes summation over all classical configurations, or basis states |z , and {Sq} denotes summation over all distinct products S q of q off-diagonal operators V j . Each such sequence of operators S q = V i1 · V i2 · · · V iq is sandwiched between a classical bra z| and a ket |z . The term e −β[Ez 0 ,...,Ez q ] is the exponent of divided differences over the multiset of classical energies [E z0 , . . . E zq ] [11, 12] . The energies E zi = z i |H c |z i are the classical energies of the states |z 0 , . . . , |z q obtained from the action of the ordered V j operators in the sequence S q on |z 0 , then on |z 1 , and so forth. Explicitly, |z 0 = |z , V i1 |z 0 = |z 1 , V i2 |z 1 = |z 2 , etc. Since by construction the term z|S q |z evaluates to either 0 or to 1 (the operation S q |z returns a basis state |z and therefore z|S q |z = z|z = δ z,z ), the partition function can be more succinctly written as a sum over only non-vanishing terms:
We interpret the individual terms in the sum above as weights, i.e., Z = {C} W C , where a configuration C is a pair {|z , S q } whose weight is
We shall refer to W C as the generalized Boltzmann weight (or GBW) of C. It can be shown [9] that the term e −β[Ez 0 ,...,Ez q ] is positive for even q and negative for odd q. In order to interpret the W C terms as actual weights, these must be non-negative [8] . The above weights are therefore automatically positive if Γ is negative, i.e., if the off-diagonal elements are non-positive, which is the case for 'stoquastic' Hamiltonians [13, 14] . As is also evident from the above expression, even values of q yield positive weights regardless of the sign of Γ and yield negative values for odd values of q if Γ is positive.
III. THE ANTIFERROMAGNETIC SPIN TRIPLET

A. The model
Having reviewed the ODE partition function expansion, we are now in a position to examine, in that context, the emergence of the sign problem in spin systems. We consider a simple toy model consisting of three antiferromagnetically coupled spin-1/2 particles, whose Hamiltonian is given by
Here, Z i and X i for i = 1, 2, 3 are the Pauli-z and Pauli-x operators, respectively, acting on the i-th spin. The classical part of the Hamiltonian is H c = J (Z 1 Z 2 + Z 2 Z 3 + Z 3 Z 1 ) with J > 0, and the three off-diagonal operators are
A positive value of the off-diagonal parameter Γ, implying antiferromagnetic coupling along the x-direction, leads to a sign problem, which as we shall illustrate, can be a severe one. The model is depicted in Fig. 1 . For such a small system, the Hamiltonian is easily diagonalizable and may be readily represented in that basis for arbitrary values of Γ and J. In this basis there is obviously no sign problem. For the purposes of this study we shall refrain from 'curing' the sign problem by a change of basis, as such a strategy is not expected to be feasible for larger systems [2, 3] .
B. Emergence of the sign problem
The computational basis of the three-spin toy model consists of eight basis states. The spectrum of H c has two energy levels. The excited states are the two fully aligned configurations 0≡ |000 and 7≡ |111 which have an energy E 1 = 3J (the boldfaced notations 0 and 7 are the decimal values corresponding to the binary representations of the two states). On the other hand, the ground state is sixfold degenerate with E 0 = −J. This information is summarized in Table I .
As noted earlier, an ODE configuration C consists of a basis state |z and a product S q = V i1 · V i2 · · · V iq of off-diagonal operators which together induce a sequence of classical states |z i generated by the action of the off-diagonal operators on |z . The sequence of basis states {|z i } may be viewed as a 'path' in the hypercube of basis states (see Fig. 3 ). For a weight to have a nonzero value, the path must be a closed one, namely, |z = |z 0 = |z q . The actions of the off-diagonal operators V 1 , V 2 and V 3 on the eight basis states of this model are illustrated in Fig. 2 . The off-diagonal operators conserve parity (evenness of number of spins with a given orientation) and therefore only connect states within a parity sector. Since a configuration can be represented as a closed path on the hypercube with no ambiguity, it will be useful to denote configurations as sequences of the digits 0. . .7, with each digit signifying a spin configuration along the path (see Table I ). Examples for ODE configurations and their representations as digit sequences are given in Table II .
Figure 2. The action of the off-diagonal operators on the even-parity basis states of the spin triplet. Similar relations hold for the odd-parity states; these are obtained via the substitution |0 ↔ |1 .
As discussed above, the classical energies of the basis states {|z i }, E zi , determine the weight of the configuration. The antiferromagnetic triplet has only two energy levels E 0 = −J and E 1 = E 0 + ∆ = 3J (that is, the classical gap is ∆ = 4J). In this case, the GBW Eq. (4), can be computed analytically. A configuration inducing m j states all with energy E j (where j ∈ {0, 1}) yields the GBW:
The weight of a configuration with m 0 > 0 states of energy E 0 and m 1 > 0 states with E 1 can be similarly calculated to give:
where q = m 0 + m 1 − 1 is the number of off-diagonal operators in the sequence S q and 1 F 1 is the Kummer confluent hypergeometric function (a detailed derivation of the two equations above is given in App. A). The weights Eqs. (6) and (7) are indeed negative for any Γ > 0 and odd q, indicating the emergence of a sign problem for this model.
For reasons that will become clear later, we calculate the number of distinct configurations (of a given parity) with energy multiplicities (m 0 , m 1 ). It is given by
A full derivation of the above expression is given in App. B. Table III provides the explicit count for the first few (m 0 , m 1 ) sectors alongside some sample configurations.
To measure the severity of the sign problem in
Classical energy z|Hc|z
States with even parity States with odd parity QMC, it is useful to study the quantity
which may also be written as:
Here, sgn(W ) |W | denotes the Monte Carlo thermal average with respect to the absolute values of the weights W C . The quantity sgn may therefore be viewed as the thermal average of the sign of the weight (with respect to the distribution of absolute weights), or the 'weighted sign' for short. The weighted sign also appears in the evaluation of thermal averages of physical observables via the relation. meaning that the thermal average of a physical observable A is a ratio of two quantities that are thermal averages with respect to the distribution of absolute weight.
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For models with no sign problem and hence strictly non-negative weights, we have sgn = 1. Conversely, a severe sign problem corresponds to sgn ≈ 0, which stems from approximately equal amounts of negative and positive weights. Figure 4 illustrates this in the context of the spin triplet model: the top panel shows the average weights for different orders of q for both the sign-problematic (Γ > 0) and the sign-problem-free (Γ < 0) cases for one set of parameters {β, Γ, J}. The bottom panel depicts the behavior of the figure of merit sgn as a function of βJ for various values of Γ/J. As is evident from the figure, the sign problem becomes more and more severe as the system gets colder, decaying exponentially with inverse temperature β. For the evaluation of thermal averages, which is carried out via Eq.(11), the decay of sgn implies exponentially slow convergence rates due to sgn appearing in the denominator, which results in highly fluctuating quantities with diverging error bars. 
• Γ/J=0.5
• Γ/J=1.
• Γ/J=2. Before moving on, it should be made clear that the appearance of the sign problem is not an artifact of the flavor of the quantum Monte Carlo algorithm being used to sample the configuration space-in this case, ODE. Rather, the sign problem would similarly appear in any other standard QMC algorithm. Nonetheless, we will argue in the following section that the sign problem is more amenable to treatment within the framework of ODE. There, the sign problem has a very clear signature: negative-valued weights only appear when Γ > 0 and for odd expansion orders. This observation will be exploited to devise a mechanism for grouping (or, re-summing) ODE weights in a way that completely eliminates negative-valued weights.
C. Resolution of the sign problem
We now consider the resolution of the sign problem for our toy model by addressing the following question. Is there a decomposition of the partition function into easily computable and consistently positive weights? We answer this question in the affirmative by devising a method for grouping together ODE configurations in a specific manner to form what we refer to as 'grouped configurations.' These grouped configurations will in turn produce grouped weights, which, as we shall see, are strictly positive. We note that the idea of grouping together QMC weights in order to resolve or mitigate the sign problem is of course not new and has been applied with varying degrees of success to other physical models in the context of other QMC algorithms (see, e.g., Refs. [15, 16] ).
Since we expect the sign problem to be maximally severe in the low-temperature (β → ∞) limit, we will determine the grouping based on the weights in that limit. We will then show that solving the sign problem in this limit also solves the sign problem in all other settings. At low temperatures, the weight Eq. (7) simplifies to (see App. A):
We note in passing that the existence of a lowtemperature weight is a non-trivial issue. It originates from ODE not being an expansion in the inverse temperature, β but rather in the off-diagonal parameter Γ. As such, the various terms in the expansion are complete functions of β; hence, the series can be successfully used at arbitrary temperatures. Nonetheless, the weight, Eq. (12), still changes sign with the parity of q = m 0 + m 1 − 1. The above property of the low-temperature weight suggests the grouping together of weights with a fixed number of excited states, (that is, a fixed value of m 1 ) and an increasing number of ground states (m 0 ) ad infinitum.
For the sake of simplicity, we shall construct grouped configurations by assembling randomly chosen configurations from each (m 0 , m 1 ) sector (i.e., with m 0 ground-state configurations and m 1 excitedstate configurations). For any given m 1 , a grouped configuration C (m1) will thus be a sequence of standard ODE configurations with an increasing number of ground states. Importantly, the smallest m 0 for which there exists a configuration with a given m 1 is m 
is the total weight of all configurations with m 1 , and
) is the number of grouped configurations within that sector. We note here that since standard weights decay combinatorially fast with m 0 , the evaluation of W (m1) requires in practice summing only a finite number of terms.
To check whether the weight of a grouped configuration is positive, we first observe that the sign of the grouped weight W C (m 1 ) is the sign of W (m1) which is in itself a sum of standard weights with alternating signs. To show that this sum is always positive, we evaluate it in the worst-case scenario, i.e., the low-temperature limit, where it can be analytically computed to be:
We have therefore shown that a grouped ODE weight is a strictly positive quantity. Along with the positivity of the grouped configuration, it is equally important to show that the re-summed weights are efficiently computable. The sum in Eq. (13) is in principle an infinite one. However, the ODE weights decay approximately as (βΓ) q /q! where q is the expansion order (see Ref. [9] ). The weight decay is also evident in Fig. 4(top) : The distribution of weights is centered around q ∝ βΓ with a width that is on the order of σ q ∝ √ βΓ. To obtain W (m1) it is therefore enough to sum over O( √ βΓ) terms around q .
D. QMC simulations: grouped vs. standard ODE
We are now in a position to compare the performance of a QMC algorithm sampling the grouped ODE weights introduced above against those of standard ODE QMC. To do that, we importance-sample the respective configuration spaces of the two algorithms for equal amounts of computation time. To do that, we importance-sample standard ODE 10 5 times, and sample grouped-ODE for the same duration (which corresponds to approximately 10 5 / √ βΓ grouped-ODE samples).
We examine the thermal average of the diagonal energy H c /J = Z 1 Z 2 + Z 2 Z 3 + Z 3 Z 1 for different values of βJ and Γ/J. The evaluation of H c /J , which is a diagonal operator, is done simply by assigning every ODE configuration C = {|z , S q } an associated value, namely E z /J (where E z is the classical energy of |z ). The evaluation of H c /J for a grouped configuration similarly follows from the grouped configurations being weighted sums of standard ODE configurations. For grouped ODE, we importance-sample the m 1 sectors with probabilities proportional to W (m1) , Eq. (13), and then randomly choose grouped configurations from the chosen sector with equal probabilities. For standard ODE, we sample standard configurations with probabilities proportional to the absolute value of
given in Eq. (7). Since in the standard QMC case we sample the configuration space according to the wrong (absolute-valued) distribution, we invoke Eq. (11), to obtain correct thermal averages.
The results of the simulations are summarized in Fig. 5 . The two top panels, Fig. 5(a)-(b) show H c /J as a function of βJ for several Γ < 0 values. Here, the model is sign-problem-free and both algorithms perform similarly well. The two bottom panels, Fig. 5(c)-(d) depict the performance of the two algorithms in the presence of a sign problem, i.e., for positive Γ. Now, standard ODE weights oscillateand more rapidly so with increasing values of βJ. This leads to to diverging H c /J averages and correspondingly, very large error bars [ Fig. 5(d) ]. In contrast, the grouped ODE algorithm does not encounter that problem, leading to efficient sampling, and in turn, a decent evaluation of the thermal average [ Fig. 5(c) ].
IV. SUMMARY AND DISCUSSION
In the preceding section, we presented a mechanism for generating positive-valued weights for the quantum Monte Carlo simulation of a signproblematic frustrated triplet of spin-1/2 particles. We have shown that a systematic regrouping of offdiagonal expansion [9] weights allows for the efficient importance-sampling of configuration space, thereby resolving the sign problem for that model. The single most-important remaining open question is whether or not the method can be extended to apply to large-scale spin systems for which exact diagonalization techniques are no longer feasible.
We address this question by re-examining the technique in the context of large many-body systems. We start by noting that a standard ODE expansion can readily be carried out for large-scale systems, leading to a sign problem for positive Γ values, similar to the frustrated spin triplet case. For general models however, the spectrum of the classical component of the Hamiltonian H c will consist of multiple energy levels E 0 < E 1 < E 2 < . . . and the standard ODE weight will be a function of their multiplicities m 0 , m 1 , m 2 , . . . (to be compared with the two-level spectrum of the spin triplet).
As demonstrated above, to resolve the sign problem, it suffices to consider the behavior of the weights in the low-temperature limit where the sign problem is most pronounced. Interestingly, the lowtemperature weight in the general case is a straightforward generalization of the one given by Eq. (12) for the spin-triplet case, namely,
where m 0 denotes the multiplicity of the lowest energy appearing in the path, E 0 , the expansion order is q given by q = j m j − 1 and ∆ j = E j − E 0 is the gap to the jth energy level (see App. A). Positive-valued grouped ODE weights can thus be constructed by collecting together standard weights with fixed excited-state multiplicities m j (for all j > 0) and an increasing number of minimal energy configurations m 0 . Similar to the spin triplet model, we can expect the number of configurations within any given {m j } sector to grow (to leading order) exponentially with m 0 ; i.e., N (m0,m1,m2,...) ≈ α(m 1 , m 2 , . . .) m0 for some positive α(m 1 , m 2 , . . .). This allows us to evaluate (at least approximately) the weight of a grouped ODE configuration, explicitly,
where we have defined m + ≡ j>0 m j , and γ(·, ·) is the lower incomplete Gamma function. The above quantity is strictly positive in every {m j } sector, as was the case for our toy model in the preceding section. We may therefore expect grouped ODE weights to be positive for general sign-problematic spin models as well. It should be noted nonetheless, that the existence of positive-valued weights is not the only factor in a QMC simulation and, depending on the specifics of the model being studied, update steps based on the properties of the grouped ODE configurations may need to be devised for the simulation to take place. 
V. CONCLUSIONS
The sign problem is one of the most fundamental bottlenecks of quantum Monte Carlo simulations of many-body physics, chemistry and material sciences [1] [2] [3] . Any progress made towards its resolution is therefore of importance to the general scientific community.
In this study we presented a technique for resolving the sign problem for spin models, based on the regrouping of weights from the off-diagonal expansion QMC algorithm. Using an easily diagonalizable toy model, we show that in the QMC simulation of a bonafide sign-problematic system it is indeed possible to efficiently carry out the simulation if the standard off-diagonal expansion QMC weights are grouped together in a particular manner, based on the properties of the weights in the low-temperature limit. We also presented general arguments as to our technique's prospects for a successful extension to larger spin systems as well. We leave that for future research. ernment is authorized to reproduce and distribute reprints for Governmental purposes notwithstanding any copyright annotation thereon.
is the function with inputs without the multiplicities (m j = 0). With multiplicities, we have:
and for any integer a > 0
for i = j. In particular for a = 1:
Differentiating the ith term of f [·] above with respect to all x j for j = i, we get:
which simplifies to
The derivative with respect to x i for the ith term gives, using the chain rule
Making the substitution k i → m i − k i , we arrive at
Denoting x i − x j = ∆ ij we get: 
where we have denoted ∆ = ∆ 10 = x 1 − x 0 . Further simplification of the sums above and denoting q = m 0 + m 1 − 1 we get
where 1 F 1 is the Kummer confluent hypergeometric function, as asserted in the main text, Eq. (7).
Low temperature limit
In the low-temperature limit, where β → ∞, only the term proportional to e −βx0 β m0 in Eq. (7) 
as asserted in the main text, Eq. (15). Equation (12) is a particular case of the above equation in the case of only two energy levels. given in the main text. As discussed in the main text, ODE configurations can be described as closed paths on the hypercube of classical states. In the spin-triplet case, the paths consist of moves between four points of a given parity. The even parity states are 0, 3, 5 and 6, the last three of which are ground states contributing to the m 0 count and the fourth to m 1 count. Similarly, 1, 2, 4 and 7 are the odd parity states, the first three of which contributing to m 0 and the last to m 1 .
Starting with the simpler case of m 1 = 0, the number of distinct configurations with m 0 ground states corresponds to enumerating the number of sequences of 3, 5 and 6 (alternatively 1, 2 and 4) of length m 0 obeying the constraints that the first and last state in each sequence are the same and no two adjacent states can be the same. This gives: N (m0,0) = 2 2 m0−2 − (−1) m0 .
Next, we consider cases with a nonzero number of m 1 excited states (i.e., 0 states, if one restricts to the even parity sector). Since 0 states must be separated by at least one ground state, we can identify two types of sequences. Sequences of the first type begin and end with a 0 state. Thhey must have the form 0 * 0 . . . 0 * 0, where * denotes a sequence of ground states. For any given m 1 , the number of ground-state sequences between any two 0 states is K = m 1 − 1. The lengths of these sequences, k i , with i = 1 . . . K must sum to m 0 . The number of possible ground-state sequences of length k i is 3 × 2 ki−1 . For this case, we can thus write
The second type of sequences has the general form * 0 * 0 . . . 0 * 0 * . Here, the number of ground-state sequences is K = m 1 + 1 augmented with the constraint that the first state of the first sequence and the last state of the last sequence must be the same. As in the other case, the number of sequences of k i consecutive ground states is 3×2 ki−1 except for the last sequence for which there are only 2 km 1 +1−1 due to the additional constraint. We thus obtain:
All three expressions above may be combined to a single expression, Eq. (B1) above.
