Abstract-The performance of a mobile multiple-input multiple-output orthogonal-frequency-division multiplexing (MIMO-OFDM) system depends on the ability of the system to accurately account for the effects of the frequency-selective time-varying channel at every symbol time and at every frequency subcarrier. Typically, pilot symbols are strategically placed at various times over various subcarriers in order to calculate sample channel estimates, and then these estimates are interpolated or extrapolated forward to provide channel estimates where no pilot data was transmitted. Performance is highly dependent on the distribution of the pilots with respect to the coherence time and coherence bandwidth of the channel, and on the chosen channel parameterization. In this paper, a vector formulation of the Cramér-Rao bound (CRB) for biased estimators and for functions of parameters is used to derive a lower bound on the channel estimation and prediction error of such a system. Numerical calculations using the bound demonstrate the benefits of multiple antennas for channel estimation and prediction and illustrate the impact of modeling errors on estimation performance when using channel models based on calibrated arrays.
the performance of MIMO-OFDM will critically depend on its ability to deal with the frequency-and time-selective nature of the wideband propagation channel. Channel estimation in OFDM systems is typically achieved using pilot symbols strategically placed at different times and on different subcarriers [1] , [4] , [10] [11] [12] . Once the channel is estimated at the time-frequency locations of the pilot symbols, estimates at other times and frequencies are typically found using interpolation. In addition, it is often advantageous to predict or extrapolate channel estimates into the future as well. Channel prediction is particularly useful for bridging the gap between the channel estimates and the current channel state in schemes that employ adaptive modulation or power control [13] [14] [15] [16] . The problem of predicting single-input single-output (SISO) channels has been explored in [15] , [17] [18] [19] [20] , for single-input multiple-output (SIMO) channels in [21] , and for the MIMO case in [22] [23] [24] [25] [26] .
As in any estimation application, it is useful to quantify the best performance that may be achieved from channel interpolation and prediction. Performance bounds can serve as a standard against which various estimation and prediction techniques are evaluated. Such bounds may also indicate characteristics of the problem that require extra attention for optimal estimation and prediction performance. In [27] , the Cramér-Rao bound (CRB) was used to evaluate prediction performance for narrowband SISO channels, and it was found that channel knowledge over several wavelengths of motion was required to achieve acceptable prediction performance even for short intervals in the future. Similar techniques have been used to find performance bounds for narrowband, time-fading MIMO channels [28] and wideband, time-invariant MIMO channels [29] . These latter bounds demonstrate that the prediction and interpolation performance for MIMO channels exceeds those possible for the SISO case. Apparently, the increase in the number of parameters required for the MIMO case is more than offset by the extra information about the physical channel provided by the multiple antennas. In [30] , a constructive bound is found for the error performance of a frequency-selective, block-fading channel. This bound is based on a finite-impulse-response (FIR) channel model and does not consider training to be distributed in frequency as in an OFDM system.
In this paper, we study the theoretical performance of pilotbased channel interpolation and prediction for frequency-selective, time-fading, wireless MIMO-OFDM channels via bounds for the interpolation and prediction error of the channel. Our analysis of these bounds demonstrates that 1) better estimation and prediction performance can be obtained using MIMO systems, 2) parametric channel modeling is advantageous in terms of estimation and prediction performance, but 3) the presence of modeling errors quickly degrades the performance of parametric approaches based on calibrated arrays and necessitates the use of more robust models. The analysis is based on extended ray-based parametric channel models for SISO and MIMO channels. The lower bounds on interpolation and prediction error are derived using vector formulations of the CRB for biased and unbiased estimators and for functions of parameters, in a manner similar to [27] [28] [29] . We consider bounds for several different types of channel parameterizations. The first model employs directions of departure (DOD) and directions of arrival (DOA) at the transmit and receive arrays, respectively, and includes the effects of imperfect array calibration on estimation performance. We also consider bounds for models that are formulated using more robust spatial-signature representations of the channel instead of DOD and DOA information. We show that while angle-based models enjoy a performance advantage for perfectly calibrated arrays, the advantage is quickly lost when modeling errors are taken into account. The derived bounds allow one to compute the size of the calibration error required before spatial-signature models yield better results. An earlier version of this work was presented in [31] .
The remainder of the paper is organized as follows. Section II introduces the DOD/DOA and spatial-signature-based channel models. The performance bounds on the interpolation and prediction error are derived in Section III, and numerical evaluations of the bounds are examined in Section IV. Finally, concluding remarks are given in Section V.
II. CHANNEL MODELS
We consider wideband ray-based channel models, where the signal at the receiver is represented by a sum of a finite number of copies of the signal sent by the transmitter, each copy experiencing its own attenuation, delay, and Doppler. The resulting channel model is variable in both time and frequency , and can be expressed as the following matrix function:
where denotes the total number of propagation paths, is the center or reference frequency of the frequency band of interest, and associated with each path are the following parameters:
• complex gain ;
• Doppler frequency ; • delay ; • transmit antenna array response ; • receive antenna array response . We use the above model over time intervals where the relative positions of the transmitter and receiver change by at most a few tens of wavelengths, and thus we assume that the given physical channel parameters are time-invariant. The time-varying phase due to the Doppler induces the multipath fading effect. Narrowband (frequency flat) versions of this model have been used in several channel measurement campaigns [32] [33] [34] and form the basis for the derivations and analysis of [28] . The wideband version of the model can be derived directly as a time-varying multipath channel kernel [35] . As described in the sections that follow, we will consider several different ways of parameterizing the spatial components of the channel and .
A. DOD/DOA Model
For the DOD/DOA model, we assume that the array response vectors and in (1) are functions of the DOD and DOA, respectively, of signal path (while we use a scalar direction parameter to describe the DOD or DOA, the approach below is easily extended to cases where the array response vectors depend on multiple parameters, including azimuth and elevation angles, polarization states, etc.). This model is valid for any array geometry; for example, a uniform linear array at the transmitter may be described using the Vandermonde structure (2) where is the solid angle of path is the frequency-dependent wave number, is the separation between antenna elements, and is the DOD of path . We may also express (1) for the DOD/DOA model in matrix form as (3) with (4) (5) (6) (7) where . In (3), the dependence of the array responses in the DOD/DOA model on frequency and the solid angles of departure and arrival is explicitly shown. For notational simplicity, we omit this dependence from the notation in what follows, though this dependence is implied when discussing the DOD/DOA model. It is convenient for our analysis to represent (3) in a vectorized form: (8) where is the Kronecker product and , the vectorization operator, stacks the columns of . Thus, is an vector.
The channel model in (8) is parameterized by the -length vector parameters , and , which are of the form , and so on. For convenience, we will represent these parameters collectively using a single real-valued vector . Note that the number of parameters depends only on the number of paths , not on the size of the antenna arrays and .
B. DOD/DOA Model With Calibration Errors
The above DOD/DOA model inherently assumes ideally calibrated arrays, with array responses that are precisely known functions of the DOD or DOA. This is never the case in practice due, for example, to effects such as mutual coupling, imprecisely known antenna positions, RF nonlinearities, I/Q imbalance, etc. To more realistically study the performance of parametric models based on array calibration, we introduce a generalized model in which the actual array responses are described as the sum of the nominal ideal response and a perturbation term:
and . In matrix form, the DOD/DOA model with calibration errors (CEs) becomes (9) (10) where and are defined in a similar manner as and . In vectorized form, the model becomes (11) As with (8) , this model is parameterized by , and . While it is possible to treat the calibration error variables and as additional model parameters to be estimated, in this paper we will focus on analyzing the performance of methods that ignore the presence of such perturbations. In particular, we show how to augment the resulting performance bound to account for the bias that results from mismodeling the array response.
C. Vector Spatial Signature Model
The DOD/DOA model assumes specific array configurations that depend on the parameters and . The estimation of these parameters can be difficult and performance is often very sensitive to calibration errors. Such problems can be avoided with the use of a more general model in which the path gains and the angle-and position-dependent array responses of the DOD/DOA model are replaced by unstructured vectors, termed spatial signatures. In this case, the model of (1) 
D. Matrix Spatial Signature Model
In this section, we generalize (12) one step further by replacing the vector spatial signatures and of path by a matrix spatial signature so that (15) As in the VSS model, the matrices are not assumed to be explicit functions of DOD or DOA, instead they abstractly represent the channel characteristics for a particular path with associated delay and Doppler . Since no restriction is placed on the elements of the matrices , they may be of arbitrary rank, in contrast to the rank-one matrices formed by the outer products in the VSS model. The consequences of this fact will be seen later. Note that as in the VSS case, this model assumes the matrix spatial signatures are also frequency independent. This matrix spatial signature (MSS) model is essentially a two-dimensional filter in and with matrix filter taps. At a fixed time , it is similar to the multichannel finite impulse response (FIR) channel models frequently used in the literature, although the taps are not evenly spaced in time.
As with the other models, the summation in (15) can be expressed using matrix operations as . . . In vector form (20) The MSS model is parameterized by (through ), and the real-valued matrices and . Thus, the parameter vector depends on both the number of paths and the array sizes. Table I summarizes the number of parameters for each model.
III. LOWER BOUND ON ESTIMATION/PREDICTION ERROR
In what follows, we will derive CRBs for the performance of channel estimation as functions of the parameters of the models presented above. We make the following two assumptions common to most MIMO-OFDM systems: 1) we assume that bursts of training or pilot data are available at several points in time or at several frequencies or both, and 2) we assume that these bursts are short enough in time and narrow enough in frequency that the channel can be assumed to be constant over their duration and bandwidth. In most MIMO-OFDM applications, each burst of training data would be used to produce a local "snapshot" of the channel, and the various local estimates would then be interpolated or extrapolated in order to find estimates of the channel at other times and frequencies. An alternative approach would be to use all of the pilot data directly to find channel estimates at all times and frequencies of interest, rather than breaking the process into two-steps involving intermediate channel snapshots. We will focus on the former approach, but we discuss analysis of the latter approach in Section III-A. In particular, we show that under certain standard assumptions, the two approaches yield identical bounds.
To derive the CRB here, we assume that pilot symbols are used to obtain a series of channel measurements at time-frequency pairs . These measurements are imperfect due, for example, to noise and interference present along with the training data. Thus, we model the channel measurements as a sum of the true channel and a Gaussian noise term due to estimation error, so that (21) where the Gaussian noise term is distributed as . The samples form the measurement segment, which is used to interpolate or extrapolate the channel to other times and frequencies of interest. For convenience, we stack the channel measurements into an -length vector as follows:
where is parameterized by any of the models described in Section II and is a -length stacked estimation error vector distributed jointly as . Our analysis is general enough to accommodate an arbitrary covariance matrix . However, for simplicity in the presentation of the CRB derivations and expressions, we will assume the channel measurement error to be spatially and temporally white, so that , where is an identity matrix and is the variance. This is a common model in the literature that holds when unitary training symbols are used to form the channel measurements. As will be seen shortly, the derivatives with respect to the covariance and the model are decoupled, allowing the results derived using this assumption to be generalized in a straightforward manner. An expression for in terms of the signal-to-noise ratio and the number of training symbols can be found in [28] , although in computing the channel estimation bounds we will assume that is an unknown parameter that also must be estimated. Thus, must be added as a parameter to each of the models described by in the previous section.
At any particular time and frequency , the channel estimate is written as and the channel estimation error is given by (23) For clarity, we have explicitly included the and dependence in (23) , but in what follows we omit these dependencies for simplicity and write the channel estimate as and the estimation error as . Our goal is to find a lower bound on the covariance matrix of any unbiased estimator using the CRB. Using a vector formulation of the CRB [36] , the bound may be written as (24) where the matrix inequality indicates that the matrix difference is positive semi-definite, is the CRB matrix with respect to the parameters , and is the Jacobian matrix (25) where is the number of model parameters, e.g., for the DOD/DOA model, for the VSS model, and for the MSS model. Matrix , the CRB with respect to , can be calculated using Bangs formula [37] ( 26) where is the Fisher information matrix (FIM). When considering the form of the CRB expression in (24) , it may be instructive to assume a scenario in which the channel parameters are estimated using the available channel measurements, and then the channel is estimated at time/frequency locations outside the measurement segment using the parameter estimates and the appropriate channel model. In practice, such a method may be difficult and computationally burdensome, particularly when is large. However, the CRB formulation above does not depend upon such an estimation scheme. Nor is our goal to suggest a particular algorithm for channel interpolation and extrapolation, but is instead to bound the best possible performance that could be achieved given the assumed channel models.
Once the CRB is known, the sum of variances of the elements of the estimation error vector may be bounded as (27) where denotes the Euclidean norm. Note that even though depends on the channel measurements, this expression is valid for any pair through the transformation , not just those in the measurement segment. That is, once the CRB for the model parameters is found, the bound for may be calculated for any .
A. Direct versus Indirect Use of Pilots
As mentioned above, we focus in this paper on the two-step procedure where channel measurements are obtained independently at several time-frequency pairs, and then used to find channel estimates elsewhere. However, the one-step approach, where the data used to generate the independent channel measurements is pooled together and used directly to generate channel estimates at all other times and frequencies, can also be analyzed using our framework. In the direct approach, instead of channel measurements, we have bursts of pilot data:
where is an matrix of pilot data and is the noise present during training. Note that (28) implicitly assumes narrowband pilot data of short duration so that the channel can be assumed to be approximately constant. Vectorizing (28) 
where we assume that the noise term is distributed as . Apart from the presence of the linear transformation , the form of (31) is identical to that in (22) , and the bound on the channel estimation error again follows from a straightforward application of the vector CRB and Bangs formula: (32) where (33) Thus, analysis of the one-step estimation approach follows directly from analysis of the two-step procedure presented below.
Under standard assumptions about the training data, noise, and channel estimation procedure, we can further show that the one-and two-step procedures yield exactly the same CRB. Assume and that the training data matrices have full row rank. If the measurement noise is uncorrelated at different time-frequency pairs , the FIM with respect to the channel parameters becomes (34) where . If we also assume that , then (34) simplifies further to (35) A standard approach to flat-fading channel estimation with training data is to apply the pseudo-inverse of to the right of in (28), which results in the channel estimate (36) In this case, the covariance of the two-step measurement noise becomes (37) and its inverse is given by (38) Plugging this into (26) and again assuming the measurement noise is uncorrelated from measurement to measurement, we obtain an FIM identical to (35) . Thus, for the given assumptions, the one-and two-step procedures have identical CRBs. Note that if , the same result may be shown for more general .
B. DOD/DOA Model
Using the CRB tools given by (24)- (26), we derive a lower bound for the estimation error using the DOD/DOA model without calibration errors. In order to evaluate (26), we explicitly write out , the sampled channel vector of (22) . For the DOD/DOA model, may be written as (39) where . . .
The evaluation of the derivatives in (25) and (26) is straightforward but tedious, and the derivations are left to Appendixes II and III. The form of the resulting FIM with respect to for the DOD/DOA model can be expressed as a collection of submatrices as follows: (41) where is defined in (42) (shown at the bottom of the page). Note that has been added as the first element of in this and all subsequent models. The individual blocks in the expression of (42) have a simple form; for example, is given by (43) where denotes an element-wise matrix (Hadamard) product and . The remainder of the CRB submatrices are given in Appendix IV-A. These subblocks are easily calculated for any specific channel or array configuration. Numerical examples of the resulting bounds are presented later in Section IV.
C. DOD/DOA Model With Calibration Errors
For the DOD/DOA model with calibration errors, the measurement vector is given by (44) In this paper, the calibration errors and are assumed to be ignored during the channel estimation process, resulting in a biased channel estimator. Therefore, the bound given by the CRB formula in (24) will not apply. However, we may still find a corresponding bound for the biased case. To do this, we assume (45) where is the DOD/DOA channel model with calibration errors and is the estimation bias given by
Then the CRB may be found as (47) where is the CRB matrix with respect to the parameters and is the Jacobian matrix
The time and frequency dependent bias term accounts for the effects of the calibration errors on the bound. Matrix , the CRB for , may be calculated by applying Bangs formula to the sampled channel model of (44).
If we further assume that the calibration errors are random variables drawn from a particular distribution, e.g., and , then we may remove specific calibration error terms from the CRB, obtaining (49) where , the CRB with respect to the parameters, becomes (50)
The expectations in (49) and (50) are with respect to the calibration and measurement error distributions. A derivation of this modified CRB is available in Appendix I. The CRB expression found for the calibration error model using the above biased CRB formula is given in Appendix IV-B. Note that the bound of (49) is not a Bayesian or posterior CRB since the calibration errors are not considered channel parameters in this scenario. The expectation over the calibration errors removes the dependence of the bound on specific calibration error realizations, but does not qualitatively alter the bound of (49) relative to (47).
D. VSS CRB
The VSS measurement vector is given by
The results of applying (24)- (26) to this model are detailed in Appendix IV-C.
E. MSS CRB
The MSS measurement vector is given by (52) where is given in (18),
and is given in (19) . The application of (24)- (26) to this model is presented in Appendix IV-D.
(42)
IV. NUMERICAL SIMULATIONS
In this section, we explore the limiting performance of MIMO-OFDM channel estimation and prediction by numerically evaluating the derived bounds for several scenarios. In examining the estimation error performance via the CRB, a natural measure is the root mean-square error (RMSE) (54) where is the time and frequency at which the channel is estimated or predicted. Unlike previous expressions, the expected values in (54) are over not only the measurement error, but the channel realizations as well. Thus, this measure represents a normalized average (over the channel and the measurement noise) error of the elements of , and it allows for a direct and fair comparison of the error performances of MIMO systems with various array sizes, including the limiting SISO case. Substituting the bound of (27) into (54), we obtain the normalized RMSE bound (55) where we use to denote the CRB for any of the models described above.
In the simulations that follow, the expected value in the numerator of (55) is computed by averaging the estimation error bound over 500 independent channel realizations. The channel realizations are generated using the DOD/DOA channel model. To obtain these realizations, the channel parameters for each realization are selected as follows. We begin by assuming that the different channel parameters composing are independent, a justifiable approximation when considering the channel model. The scattering parameters are chosen as independent circularsymmetric complex Gaussian random variables distributed as . The path delays are selected from an exponential distribution such that approximately 98% of the fall in the delay range of , where is the wavelength at (2.4 GHz) and is the speed of light in free space, i.e., 98% of the fall between s and s. The physical DODs and DOAs for the antenna arrays are drawn from a uniform distribution so that , and the solid angles are given by the formula with , where is the wavelength at . Note that , and therefore and , are frequency dependent. The Doppler frequency of path is derived from a physical viewpoint to be , where is the angle between the propagation path and the direction of array motion, and and are the distance and time separating consecutive channel measurements, respectively. We assume . Since is the rate of motion of the antenna array, we may choose either the sample spacings and sample rate or the rate of array motion to complete the specification of . The simulations use a rate of motion of 5 m/s. Using this, the sample rate may be determined from the measurement spacing discussed in the following. Like and , the values chosen for are frequency dependent. Finally, we assume that the calibration errors are Gaussian distributed with and . With the assumptions above, the denominator of (55) simplifies to . To avoid the need of adjusting the channel-to-noise power ratio (CNR), which is defined from (21) to be (56) for different levels of calibration error, we normalize the average power for each of the elements in the array vectors (array plus calibration error) to unity. Now we may express the normalized error bound as (57)
The CNR reduces to (58) A realistic channel model often consists of several multipath components. For example, outdoor measurements taken in downtown Austin, TX, were generally well described by 3-8 paths [21] . Unless otherwise stated, the numerical simulations in this section use paths in the channel models. In the simulation results, the time variable will be given in terms of wavelengths (position or distance) to allow for direct comparisons with previous work and to abstract the results away from mobile velocity and towards the physical environment. The results may be easily converted into units of time by assuming a particular mobile velocity and channel sampling rate. For most of the simulations, the pilot-based channel measurements are selected or sampled evenly over space and frequency: 16 measurements across a 20-MHz frequency bandwidth and 32 in space between 10 and 0 wavelengths for a total of channel measurements. Thus, results for wavelengths less than zero correspond to channel interpolation performance, while those for wavelengths greater than zero correspond to channel prediction. The measurement noise power is 20 dB relative to unity per receive antenna. Fig. 1 is an example of the two-dimensional (2-D) normalized error bound using a 3 3 MIMO antenna configuration for DOD/DOA and VSS channel models where the upper surface is the VSS bound. For the sake of clarity, the remaining results will be presented as position (time) and frequency slices, the position slices at 0 MHz, the midpoint of the frequency measurements, and the frequency slices at , the midpoint of the time measurements. A representative frequency slice of the normalized error bounds for a 2 2 MIMO configuration is shown in Fig. 2 . In the figure, we see that the ideal DOD/DOA model provides the best performance in terms of the error bound, which is expected since it provides the most parsimonious parametrization of the channel. The addition of 60 dB of calibration error (value of relative to the gain of the ULA elements) results in a slight increase in the bound. However, a rapid increase in the bound is observed as the calibration error is increased further. A calibration error level of 50 dB is enough to result in the poorest performance for any of the bounds. The bound for all models increases towards the band edge since fewer nearby channel measurements are available for interpolation. The VSS and MSS bounds fall between the two calibration error cases, with the VSS model having a performance edge over MSS in the center of the bandwidth with decreasing performance towards the band-edges. Recall that the ULA array responses are frequency dependent via the wavenumber , which explains why the VSS performance degrades more quickly away from the band center. On the other hand, the MSS bound is higher than VSS at the band center because it does not exploit the rank-one nature of the channel taps, but it is less sensitive to the frequency dependence of the channel because of the additional modeling degrees of freedom it has available. Fig. 3 is a position (time) slice corresponding to the same overall 2-D results used to produce Fig. 2 . In the estimation region of the plot, the appearance of the bound slices are very similar to their frequency counterparts. This similarity is due to the duality in the form of the time and frequency dependence in (1). However, in this case the VSS bound remains lower than the MSS bound as a function of position since the array responses are assumed to be time-invariant. As expected, in the prediction region, the bound for the DOD/DOA model without calibration errors is lower than the others.
A. Channel Models

B. Calibration Error
The results in Figs. 2 and 3 suggest that the DOD/DOA model has an extreme sensitivity to array calibration errors. The normalized error bounds are used to explore this issue further in Fig. 4 . Each point in the curves in this plot represent the lowest bound point from the 3-D error bound surfaces for a 2 2 MIMO configuration, which occur at (0 MHz, ). The results in the figure demonstrate the robustness of the VSS model with respect to calibration errors; around the VSS model performs equally well regardless of the underlying array structure. This is a significant advantage of the VSS model, particularly in situations when the array structure may be in doubt or calibration errors are present. The DOD/DOA model, on the other hand, is shown to be extremely sensitive to even small amounts of calibration error. This suggests that unless the calibration errors in a system can be accurately accounted for prior to channel estimation, the DOD/DOA model should be abandoned in favor of the VSS model for parametric channel estimation. Also included in the plot as a reference is the average normalized error performance achieved when using cubic interpolation to estimate the channel from the channel measurements.
Recall that these simulations assume a measurement noise power of 20 dB. Though not plotted here, we note that changing the measurement noise power level results in the raising or lowering of the calibration-error-free bound levels, without significantly altering the slope and position of the calibration-error-dependent portions of the plot. Thus, channels with lower measurement noise are more sensitive to small amounts of calibration error, while the converse is true for higher measurement noise power.
C. Array Sizes
We now examine the impact of the array sizes and on the normalized error bounds. Fig. 5 displays a frequency slice of the DOD/DOA and VSS error bounds for a SISO, a 1 2 single-input multiple-output (SIMO), and 2 2 and 3 3 MIMO configurations. Note that DOD/DOA and VSS models are not uniquely identifiable for the SISO case since the array parameters cannot be estimated. Practically, however, the DOD/DOA and VSS models reduce to the same identifiable SISO channel, and their performance is identical for this scenario. It is clear that significant gains in channel estimation performance may be achieved through the use of an increased number of antennas at the transmitter and receiver. The one exception to this in the plot is the 1 2 SIMO VSS system, whose bound is higher than for the SISO system as a result of the extra and unnecessary intermediate step of estimating the transmit array element. The SIMO DOD/DOA bound was formulated to omit this extra step, and therefore does not suffer the same penalty. Overall, these results are in harmony with those obtained with the wideband time-invariant bounds developed in [29] .
Nearly identical results are seen in the estimation portion of the position slice in Fig. 6 . Even greater benefits due to MIMO arrays are seen in the prediction portion of this plot. The results indicate that both the DOD/DOA and VSS MIMO systems may be predicted much farther into the future than the corresponding SISO and SIMO systems. As was suggested in [28] , this increase in performance is intuitively explained by noting that the larger arrays reveal more of the underlying channel structure, allowing for a better characterization of the channel parameters. This advantage is maintained even when the number of channel measurements is adjusted to be proportional to , allowing for a fairer comparison for the given receive CNR of 20 dB. Also included in this plot is an example of the average normalized error performance when 2-D cubic interpolation is used to estimate the channel from the measurement segment. The low points in the curve correspond to the locations of the channel measurements in time. It is clear that estimation of the channel through a parametric approach offers dramatic gains over simple unstructured interpolation schemes.
The improvement in channel estimation performance with increasing array size suggests that it may be possible to use fewer pilot channels in MIMO-OFDM systems compared with SISO systems for the same performance level. To illustrate how the number of pilot subcarriers affect the normalized error bounds, Fig. 7 shows VSS bounds corresponding to a 1 2 SIMO configuration with the number of pilot subcarriers (frequency measurements) ranging from 4 to 32. The markers in the plot indicate the frequencies at which direct channel estimates are obtained using the pilots. Also displayed on the plot are the coherence bandwidths measured as the frequency range for which the coherence function is either above 0.9 or 0.5. As expected, having sufficiently dense pilot channels is vital to channel interpolation performance. In Fig. 8 , the number of pilot subcarriers are reduced from 16 to 8 (there are now channel measurements), and we plot the normalized error bounds for various array sizes. When smaller arrays are used, the number of samples is insufficient to achieve interpolated channel estimates of similar quality to those obtained by the pilots. However for larger arrays, this frequency sampling density is adequate.
D. Number of Multipath Components
In all of the numerical simulations presented so far, the number of multipath components of the channel was chosen to be . Our final results explore the dependence of the normalized error bounds on the number of paths. For the following results, the noise power is adjusted as is varied to maintain a constant CNR equivalent to that for the 20-dB noise, case used in the previous simulations. Figs. 9 and 10 are frequency and position slice plots, respectively, of the normalized error bounds for 2 2 DOD/DOA and VSS models with ranging from two to ten paths. The results in the figures indicate that as the number of multipath components of a channel increases, the possible channel estimation performance is reduced. It is interesting to note that while increasing the number of paths raises the level of the normalized error bound, it does not significantly alter the bound slope. Thus, increasing the number of channel paths in the model does not severely impact the predictability of MIMO-OFDM channels.
V. CONCLUSION
In this paper, we have presented lower bounds for several parametric mobile wideband MIMO-OFDM channel models. These bounds were derived using vector formulations for the Cramér-Rao lower bound for functions of parameters for both unbiased and biased estimators. The Fisher information matrices in the CRB formulations were noted to have a simple block structure allowing for convenient representation and calculation of the bounds. Numerical evaluations of these bounds demonstrated some interesting features regarding the estimation and prediction of MIMO-OFDM channels. First, our analysis indicates that better channel estimation and prediction performance can be achieved through the use of antenna arrays at the transmitter and receiver. A consequence of this fact is that a MIMO-OFDM system could function with a lower time and frequency pilot density than a corresponding SISO implementation, even taking into account the fact that more pilot symbols are required to estimate a MIMO channel. Second, our results suggest that when suitable, the use of parametric channel modeling provides a significant advantage in estimation and prediction performance, particularly when compared with simple unstructured interpolation schemes for estimating the channel. Finally, we have shown that channel estimation methods based on DOD/DOA parameterizations are extremely sensitive to array calibration errors, and that approaches based on either vector or matrix spatial signatures are significantly more robust despite the imprecise way in which they characterize the frequency dependence of the channel. In particular, the VSS channel model appears to be a reasonable compromise in terms of complexity, performance and robustness.
APPENDIX I DERIVATION OF CRB FOR BIASED ESTIMATORS
Let and be vector random variables associated with the channel measurements and calibration errors, respectively. We desire to develop a bound for the error variance of estimators with the property (59) where is the channel estimate, which depends only on the channel measurements, is the true channel, and is the estimation bias. Note that the authors have not seen this particular CRB formulation previously in the literature. However, the setup and derivation follow the methods shown in [36] , [38] for related bounds. We present the derivation here for completeness. We will work first with the left-hand side (LHS). Taking the derivative with respect to the vector parameter results in (60) assuming that the integral in the second equality converges. Similarly, we take the derivative of the right-hand side (RHS) of (59) Since was arbitrary, we can select it to be anything we want that does not depend on specific realizations of and . We choose (50) and (48), respectively. Applying (59) to the LHS of (67), we have (68) where (69) Equations (67) and (68) lead directly to the bound in (49).
APPENDIX II DERIVATIVES FOR THE JACOBIAN AND FISHER MATRICES
This section presents expressions for the derivatives used to calculate the Jacobian matrices in (25) and (48) and the Fisher matrix of (26), i.e., and .
A. Derivatives With Respect to
The covariance depends only on , so all of the derivatives are zero except . The channel vector does not depend on , so . The derivatives for models other than the DOD/DOA follow directly from this derivation.
E. Derivatives With Respect to
where (75) Note that to improve the conditioning of the Fisher matrix, the derivative may be taken with respect to bandwidth instead of with respect to alone.
F. Derivatives With Respect to (DOD/DOA)
where (77) Note that this expression is valid for any array type.
G. Derivatives With Respect to (DOD/DOA)
with defined in a similar manner to (77).
H. Derivatives With Respect To (VSS)
For the VSS model, the elements of and are themselves parameters. Hence, we must find derivatives with respect to the elements of these matrices. 
I. Derivatives With Respect to (VSS)
Following the same procedure as for , we obtain 
J. Derivatives With Respect to (MSS)
For the MSS model, we must take derivatives with respect to the elements of the matrix from (20) .
As in previous cases
APPENDIX III DERIVATION OF CRB SUBMATRIX
The derivatives with respect to the vector parameters , and so forth, lead to a block structure in the Fisher information matrix. Simple closed-form expressions are obtained for these matrix subblocks by substituting the derivative expressions above into (26) . We will now look at a representative subblock given by derivatives with respect to and . First note that (85) where and the summation come as a result of the stacked nature of and the diagonal structure of , which is a reflection of the independence of the measurement noise at different sample locations:
Note that and are evaluated at . We omit this dependence from the notation momentarily for simplicity. Expanding out the Kronecker product and summing over the matrix subblocks, we obtain (88) where (89) and (90) Note that the terms of (88) are only nonzero when due to and since when . Only one term remains and (88) becomes (91) where . Now that we have the individual derivative terms, the entire block is formed by arranging the individual terms to obtain (92) where is defined similarly, and is the element-wise or Hadamard matrix product. The matrix is given by (93) All of the other subblocks of the Fisher matrix may be derived in a like manner.
The Jacobian matrices will also have a block structure. Simplified forms for these blocks may be found by following a procedure similar to the one above for the Fisher blocks.
APPENDIX IV EXPRESSIONS FOR FIM SUBBLOCKS
A. DOD/DOA CRB
The Fisher information matrix for the DOD/DOA model is given in (41). The subblocks can be determined by following the example in Appendix III and are given by where and are defined in a manner analogous to and .
B. DOD/DOA CRB With Calibration Errors
If 
