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FINITE VOLUME IMPLEMENTATION OF THE METHOD OF
ASYMPTOTIC PARTIAL DOMAIN DECOMPOSITION FOR THE
HEAT EQUATION ON A THIN STRUCTURE ∗
GRIGORY PANASENKO† AND MARIE-CLAUDE VIALLON
Abstract. The non-steady heat equation is considered in thin structures. The asymptotic
expansion of the solution constructed earlier is used for evaluation of the partial derivatives of the
solution. The method of partial asymptotic domain decomposition is applied to the non-steady heat
equation. It reduces the original 2D model to a hybrid dimension one, partially 2D, partially 1D with
some special interface conditions between 2D and 1D parts. The finite volume method is applied for
the numerical solution of the hybrid dimension model. The error estimate is proved. The numerical
experiment confirms the theoretical error evaluation.
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1. Introduction. The method of asymptotic partial decomposition for thin
structures was proposed in [5], and then developed in [6]. Thin rod structures are
connected finite unions of thin finite cylinders (in the 2D case respectively thin rect-
angles) where the ratio of the diameter and the hight of the cylinders is the small
parameter ε. Each such structure may be schematically represented by its graph:
letting the thickness of cylinders to zero we find out that cylinders degenerate to seg-
ments. Although the method is developed for the steady problems , there are only few
examples of its application to the non-steady equations (see [8]). In the present paper
the heat equation set on the thin structure with the Neumann boundary condition at
the lateral boundary is considered. An asymptotic expansion of the solution to the
problem was constructed in [7]. It has a regular part, expansion in powers of ε with
coefficients depending on the time variable and the longitudinal space variable only,
and the boundary layer correctors depending on the dilated space variables x/ε and
on the time and decaying exponentially with respect to the space variables, so that
their values at some small distance from the bases of the cylinders become of order
of εJ for any J . This property of the asymptotic expansion allows us to ”cut ” the
cylinders at the distance of order ε|ln(ε)| from the bases of the cylinders, to reduce
dimension in the truncated middle parts of the cylinders and to set at the truncated
sections some special asymptotically justified interface conditions between the 1D and
multi-dimensional parts (see [5]). Note that in the non-steady case these conditions
are the same as in the steady case [5].
A finite volume scheme is applied for the numerical solution of this hybrid di-
mension problem. A specific discrete H1 norm is defined that allows to prove an
error estimate for the finite volume scheme. The numerical experiments confirm the
theoretical error evaluation. The finite volume scheme for the steady state hybrid
dimension problem was studied in [9], [10].
2. Graphs. Let O1, O2, . . . , ON be N different points in IR
n, n = 2, 3, and
e1, e2, . . . , eM be M closed segments each connecting two of these points (i.e. each
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ej = [Oij , Okj ], where ij, kj ∈ {1, . . . , N}, ij 6= kj). All points Oi are supposed to be
the ends of some segments ej. The segments ej are called edges of the graph. A point
Oi is called node if it is the common end of at least two edges and Oi is called vertex
if it is the end of the only one edge. Any two edges ej and ei can intersect only at
the common node. The set of vertices is supposed to be non-empty.
Denote B =
M⋃
j=1
ej the union of edges and assume that B is a connected set. The
graph G is defined as the collection of nodes, vertices and edges.
The union of all edges having the same end point in Ol is called the bundle B(l).
Let e be some edge, e = [Oi, Oj ]. Consider two Cartesian coordinate systems in
IRn. The first one has the origin in Oi and the axis Oix
(e)
1 has the direction of the ray
[OiOj); the second one has the origin in Oj and the opposite direction, i.e. Oix˜
(e)
1 is
directed over the ray [OjOi).
Further in various situations we will chose one or another coordinate system
denoting the local variable in both cases as x(e) and pointing out which end is taken
as the origin of the coordinate system.
3. Rod structures. With every edge ej we associate a bounded domain σj ⊂
IRn−1 having C4−smooth boundary ∂σj , j = 1, . . . ,M . For every edge ej = e and
associated σj = σ
(e) we denote by B
(e)
ε the cylinder
B(e)ε = {x(e) ∈ IRn : x(e)1 ∈ (0, |e|),
x(e)′
ε
∈ σ(e)},
where x(e)′ = (x
(e)
2 , . . . , x
(e)
n ), |e| is the length of the edge e and ε > 0 is a small
parameter. Notice that the edges ej and Cartesian coordinates of nodes and vertices
Oj , as well as domains σj , do not depend on ε.
Let O1, . . . , ON1 be nodes and ON1+1, . . . , ON be vertices. Let ω
1, . . . , ωN1 be
bounded independent of ε domains in IRn with Lipschitz boundaries ∂ωj ; introduce
the nodal domains ωjε = {x ∈ IRn :
x−Oj
ε
∈ ωj}.
Every vertex Oj is the end of one and only one edge ek. By a rod structure we
call the following domain
Bε =
( M⋃
j=1
B
(ej)
ε
)⋃( N1⋃
j=1
ωjε
)
.
Assume that it is a connected set and that the boundary ∂Bε of Bε is C
4−smooth
except for the boundary of the bases of cylinders γiε containing the vertices Oi, i =
N1 + 1, ..., N . Without loss of generality assume that
(
B(ej)ε \
( N1⋃
i=1
ωiε
))
∩
(
B(ek)ε \
( N1⋃
i=1
ωiε
))
= ∅
for j 6= k. Denote γε =
N⋃
i=N1+1
γiε.
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4. Formulation of the heat equation in rod structure. Consider the initial
boundary value problem for the non-steady heat equations in the tube structure Bε
∂uε
∂t
−∆uε = f(x, t), x ∈ Bε, t ∈ (0, T ),
∂uε
∂n
= 0, x ∈ ∂Bε\γε, t ∈ (0, T ),
uε = 0, x ∈ γε, t ∈ (0, T ),
uε(x, 0) = 0, x ∈ Bε.
(4.1)
The right hand side f is a function defined on Bε × [0, T ] such that f(x, t) =
fj(x
(e)
1 , t), if x ∈ B(ej)ε , j = 1, ...,M , where fj are independent of ε CJ+4−smooth
functions and they are constant with respect to x in some neighborhood of the nodes
and vertices. The values of f in the domains ωiε are equal to its value in the node or
vertex Oi. We assume that fj(., t) = 0 for t ≤ t0, t0 > 0.
The variational formulation of problem (4.1) is : find uε ∈ H1γ,0(Bε× (0, T )) such
that for almost all t ∈ (0, T ),
∫
Bε
(∂uε
∂t
v +∇uε · ∇v
)
dx =
∫
Bε
fvdx, v ∈ H1γ,0(Bε),(4.2)
uε|t=0 = 0,(4.3)
where
H1γ,0(Bε) = {v ∈ H1(Bε)| v|γε = 0},
H1γ,0(Bε × (0, T )) = {v ∈ H1(Bε × (0, T ))| v|γε = 0}.
This variational formulation implies:
∫
Bε×(0,T )
(∂uε
∂t
v +∇uε · ∇v
)
dxdt =
∫
Bε×(0,T )
fvdxdt, v ∈ H1,0γ,0(Bε×(0, T )),(4.4)
uε|t=0 = 0,(4.5)
where
H1,0γ,0(Bε × (0, T ))
= {v ∈ L2(Bε × (0, T ))|‖u‖L2(Bε×(0,T )) + ‖∇u‖L2(Bε×(0,T )) < +∞, v|γε = 0}.
Theorem 4.1. There exist a unique solution to problem (4.2), (4.3). The estimate
holds
‖uε‖H1(Bε×(0,T )) ≤ CPF ‖f‖L2(Bε×(0,T ))(4.6)
where the constant CPF is independent of ε.
Proof: The proof of the theorem is based on the Galerkin method (see [7]) and the
Poincare´-Friedrichs inequality for the rod structures with the constant independent
of ε ([6] Chapter 4, Appendices).
Remark 1. This estimate (4.6) holds in the case if the right hand side is any
function of L2(Bε × (0, T )) free of the above regularity restrictions.
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5. Construction of an asymptotic expansion of the solution. Let us seek
the J−th approximation of an asymptotic expansion of the solution to problem (4.1)
in the form:
u
(J)
ε =
M∑
j=1
ζ(
x
(ej)
1
3rε
)ζ(
|ej | − x(ej)1
3rε
)vj(x
(ej)
1 , t)χj(x
(ej )
1 )+
+
N1∑
i=1
V BLi (
x−Oi
ε
, t)(1− ζ(x −Oi
emin
))
(5.1)
where r is the maximal diameter of domains ωj , ζ is a smooth cut-off function inde-
pendent of ε with ζ(τ) = 0 for τ ≤ 1/3, ζ(τ) = 1 for τ ≥ 2/3, 0 ≤ ζ(τ) ≤ 1; emin is the
minimal length of the edges; χj(x
(ej)
1 ) = 1 iff x
(ej)
1 ∈ (0, |ej |), and it is equal to zero if
not; functions vj satisfy the heat equation on the graph G with some Kirchhoff-type
junction conditions in the nodes Oi, i = 1, ..., N1, and the Dirichlet condition in the
vertices Oi, i = N1, ..., N ; V
BL
i , i = 1, ..., N , are the boundary layer correctors. If ej
is the edge with a vertex as one of the end points, then the local coordinate ξ
(ej)
1 is
directed from the node to the vertex and the factor ζ
(
|ej| − x(ej)1
3rε
)
is omitted.
Let us specify now vj and V
BL
i :
vj(x
(ej)
1 , t) =
J∑
l=0
εlvjl(x
(ej)
1 , t),
V BLi (ξ, t) =
J∑
l=0
εlV BLil (ξ, t).
(5.2)
Substituting the first term of the expansion into the equation, we get the residual
which has to be compensated by the boundary layer correctors. This residual has the
form:
M∑
j=1
( ∂
∂t
−
( ∂
∂x
(ej)
1
)2){
ζ
(
x
(ej)
1
3rε
)
ζ
(
|ej| − x(ej)1
3rε
)
vj(x
(ej)
1 , t)χj(x
(ej)
1 )
}
=
M∑
j=1
((∂vj((x(ej)1 , t)
∂t
− ∂
2vj(x
(ej)
1 , t)
∂x
(ej) 2
1
)
ζ
(
x
(ej)
1
3rε
)
ζ
(
|ej| − x(ej)1
3rε
)
−
−2
ε
∂vj(x
(ej )
1 , t)
∂x
(ej)
1
∂
∂ξ
(ej)
1
(
ζ
(
ξ
(ej)
1
3r
)
ζ
(
|ej| − ξ(ej)1
3r
))
−
− 1
ε2
vj(x
(ej)
1 , t)
∂2
∂ξ
(ej)2
1
(
ζ
(
ξ
(ej)
1
3r
)
ζ
(
|ej| − ξ(ej)1
3r
))) ∣∣∣
ξ(ej )=x(ej)/ε
χj(x
(ej)
1 ) =
(5.3)
Remind that vj are defined in such a way that
∂vj
∂t
− ∂
2vj
∂x
(ej)2
1
= fj, so that the
first term of the sum is equal to
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M∑
j=1
fj(x
(ej)
1 , t))ζ
(
x
(ej)
1
3rε
)
ζ
(
|ej | − x(ej)1
3rε
)
χj(x
(ej)
1 ).
Note that fj(x
(ej)
1 , t)) is a time dependent constant in every connected part of
supp
{
ζ
(
x
(ej)
1
3rε
)
ζ
(
|ej | − x(ej)1
3rε
)
− 1
}
.
These components are some neighborhoods of the extremities of the edge ej. In
particular, in the emin/2-neighborhood of nodes and vertices Oi, we have:
fj(x
(ej)
1 , t)
{
ζ
(
x
(ej)
1
3rε
)
ζ
(
|ej | − x(ej)1
3rε
)
− 1
}
= fj(0, t)
{
ζ
(
x
(ej)
1
3rε
)
ζ
(
|ej | − x(ej)1
3rε
)
− 1
}
and
M∑
j=1
fj(x
(ej)
1 , t)ζ
(
x
(ej)
1
3rε
)
ζ
(
|ej| − x(ej)1
3rε
)
χj(x
(ej)
1 )
= f(x, t) +
N1∑
i=1
f(Oi, t)
 ∑
j:Oi∈ej
ζ
(
x
(ej)
1
3rε
)
χj(x
(ej)
1 )− 1
χ
( |x−Oi|
emin
)
,
where χ(t) = 1 for |t| < 12 , χ(t) = 0 for |t| ≥ 12 .
Let us expand now the functions vjl and
∂vjl
∂x
(ej)
1
according to Taylor’s formula
vjl(x
(ej )
1 , t)) = vjl(0, t))+
+
J−l∑
m=1
εm
1
m!
∂mvjl
∂x
(ej)m
1
(0, t)ξ
(ej)m
1 + ε
J−l+1 1
(J − l + 1)!
∂J−l+1vjl
∂x
(ej)(J−l+1)
1
(θ, t)ξ
(ej)(J−l+1)
1
and
∂vjl
∂x
(ej)
1
(x
(ej)
1 , t) =
∂vjl
∂x
(ej)
1
(0, t)+
+
J−l∑
m=1
εm
1
m!
∂m+1vjl
∂x
(ej)(m+1)
1
(0, t)ξ
(ej)m
1 +ε
J−l+1 1
(J − l+ 2)!
∂J−l+2vjl
∂x
(ej)(J−l+2)
1
(θ, t)ξ
(ej )(J−l+1)
1 ,
ξ(ej) = x(ej)/ε.
Then the residual (more exactly the result of the substitution) of the first sum of
(5.1) in the emin/2-neighborhood of nodes and vertices Oi is finally equal to
f(x, t) +
J∑
l=0
εl−2Fil(ξ, t) +RJε(x, t),(5.4)
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where ξ = (x−Oi)/ε,
Fil(ξ, t) = −
f(Oi, t)

M∑
j=1
ζ
(
ξ
(ej)
1
3r
)
ψ(ξ
(ej)
1 )− 1
 δl2
+2
∑
m+p=l−1
M∑
j=1
(
1
m!
∂m+1vjp
∂x
(ej)(m+1)
1
(0, t)ξ
(ej)m
1
∂
∂ξ
(ej)
1
ζ
(
ξ
(ej)
1
3r
))
ψ(ξ
(ej)
1 )
+
∑
m+p=l
M∑
j=1
(
1
m!
∂mvjp
∂x
(ej)m
1
(0, t)ξ
(ej)m
1
∂2
∂ξ
(ej)2
1
ζ
(
ξ
(ej)
1
3r
))
ψ(ξ
(ej)
1 )
 ,
(5.5)
where ψ(ξ
(ej)
1 ) = 1 if ξ
(ej)
1 ≥ 0, and ψ(ξ(ej)1 ) = 0 if ξ(ej)1 < 0; by convention, all
terms depending on the local variables, vanish out of the cylinder Πj = {ξ(ej)1 ∈
(0,+∞), ξ(ej)′ ∈ σ(ej)}; RJε(x, t) is uniformly bounded by CεJ−1, where C is a con-
stant independent of ε, determined by the L∞-norms of the derivatives
∂J−l+1vjp
∂x
(ej)(J−l+1)
1
and
∂J−l+2vjp
∂x
(ej)(J−l+2)
1
.
In order to compensate these right hand sides, functions V BLil satisfy the equations
−∆V BLil = −Fil(ξ, t)−
∂V BLi,l−2
∂t
(ξ, t),(5.6)
set in Ωi = ωi∪
(
∪j:Oi∈ej Πj
)
(here the union is taken over all j such that ej contains
Oi as an end point), with Neumann boundary condition on ∂Ωj :
− ∂
∂n
V BLil = 0.(5.7)
The existence and uniqueness of the solution to (5.6), (5.7) with exponentially
decaying at infinity gradient was studied in [4]. The solution exists iff
∫
Ωi
{
Fil(ξ, t) +
∂V BLi,l−2
∂t
(ξ, t)
}
dξ = 0.(5.8)
This condition yields:
∑
j:Oi∈ej
∂vjl−1
∂x
(ej)
1
(0, t)|σ(ej)| = gl−1(t),(5.9)
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where
gl(t) =
−
∑
j:Oi∈ej
∑
m+p=l,m 6=0
1
m!
∂m+1vjp
∂x
(ej)(m+1)
1
(0, t)
∫
Ωi
ξ
(ej)m
1
∂
∂ξ
(ej)
1
ζ
(
ξ
(ej)
1
3r
)
ψ(ξ
(ej)
1 )dξ
−
∑
j:Oi∈ej
∑
m+p=l+1,m≥2
1
m!
∂mvjp
∂x
(ej)m
1
(0, t)
∫
Ωi
ξ
(ej)m
1
∂2
∂ξ
(ej)2
1
ζ
(
ξ
(ej)
1
3r
)
ψ(ξ
(ej)
1 )dξ
+
∫
Ωi
∂V BLi,l−2
∂t
(ξ, t)dξ
−f(Oi, t)
∫
Ωi
 ∑
j:Oi∈ej
ζ(
ξ
(ej)
1
3r
)ψ(ξ
(ej )
1 )− 1
χ
( |ξ|
emin
)
dξδl1.
(5.10)
This solution tends to some constants depending on time as on a parameter.
Denote the constant corresponding to the outlet Πj as c
i
jl(t). It is known that the
solution of problem (5.6), (5.7) is unique up to an additive constant (function of t).
So, we determine one of these constants, say cij1l(t) = 0. Then all other constants are
uniquely defined. Edge ej1of the bundle Bi is called below the selected edge of the
bundle.
These constants depend as well on the values of the derivatives of vjp at (0, t)
with p < l, and so these values are known from the previous steps of induction.
Let us choose now the values of vjl at the nodes and vertices in such a way that
all constants cjl(t) vanish. To this end we organize the calculus of vjl and V
BL
jl by
induction in the following way.
For l = 0 we first solve the problem on the graph B:
∂vj0((x
(ej )
1 , t)
∂t
− ∂
2vj0(x
(ej)
1 , t)
∂x
(ej) 2
1
= fj(x
(ej)
1 , t), x
(ej)
1 ∈ (0, |ej|), t > 0,∑
j:Oi∈ej
∂vj0
∂x
(ej)
1
(0, t)|σ(ej)| = 0,
vjl(0, t) = vj1l(0, t), j : Oi ∈ ej , j1 is the selected edge of Bi, i = 1, ..., N1,
vj0(0, t) = 0, i = N1 + 1, ..., N,
vj0((x
(ej )
1 , 0) = 0,
(5.11)
and define
V BLi0 (ξ, t) =
1− ∑
j:Oi∈ej
ζ
(
ξ
(ej)
1
3r
)
ψ(ξ
(ej)
1 )
 vj10(0, t), i = 1, ..., N1,(5.12)
where ej1 is the selected edge of the bundle.
Assume that we have constructed vjs for all s ≤ l − 1, and V BLis (ξ, t), s ≤ l − 1.
Consider problems (5.6), (5.7) where the expressions Fjl are defined by formulas (5.5)
without the term corresponding to m = 0 in the last sum. If we denote Φjl these new
functions in the right hand sides, then
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Fil = Φil −
∑
j: Oi∈ej
vjq(0, t)
∂2
∂ξ
(ej)2
1
ζ
(
x
(ej)
1
3rε
)
ψ(ξ
(ej)
1 )(5.13)
Let us solve problems (5.6), (5.7) with Φil instead of Fil in the right hand side.
Denote V˜ BLil its solutions. Denote c˜
i
jl(t) the limits of solutions V˜
BL
il at the outlets
corresponding to Πj . Then consider the following problem on the graph:
∂vjl((x
(ej)
1 , t)
∂t
− ∂
2vjl(x
(ej )
1 , t)
∂x
(ej) 2
1
= 0, x
(ej)
1 ∈ (0, |ej|), t > 0,∑
j:Oi∈ej
∂vjl
∂x
(ej)
1
(0, t)|σ(ej)| = gl(t),
vjl(0, t) = vj1l(0, t) + c˜
i
jl(t), j : Oi ∈ ej, j1 is the selected edge of Bi, i = 1, ..., N1,
vjl(0, t) = c˜
i
jl(t), i = N1 + 1, ..., N,
vjl((x
(ej )
1 , 0) = 0,
(5.14)
and define
V BLil (ξ, t) = V˜
BL
il (ξ, t) +
1− ∑
j:Oi∈ej
ζ
(
ξ
(ej)
1
3r
)
ψ(ξ
(ej)
1 )
 vj1l(0, t)−
−
∑
j:Oi∈ej , j 6=j1
ζ
(
ξ
(ej)
1
3r
)
ψ(ξ
(ej)
1 )}c˜ijl(t), i = 1, ..., N1.
(5.15)
Note that condition (5.8) is satisfied because vj,l−1 satisfy (5.9), see (5.14)2.
Now V BLil (ξ, t)→ 0 as |ξ| → +∞.
Let us calculate the result of substitution of (5.1) in the operator ∂∂t −∆. Taking
into account (5.3) , we get
(
∂
∂t
−∆
)
u(J)ε = f(x, t) +RJε(x, t) +R
(1)
Jε (x, t),(5.16)
where as it was noted above
‖RJε‖L∞(Bε×(0,T )) ≤ CεJ−1,
and
R
(1)
Jε = ε
J−1
N∑
i=1
(
∂V BLi,J−1
∂t
(
x−Oi
ε
, t
)(
1− ζ
(
x−Oi
emin
)))
+
+εJ
N∑
i=1
(
∂V BLi,J
∂t
(
x−Oi
ε
, t
)(
1− ζ
(
x−Oi
emin
)))
+R
(2)
Jε ,
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R
(2)
Jε =
N∑
i=1
(
∂
∂t
−∆
)(
V BLi
(
x−Oi
ε
, t
)(
1− ζ
(
x−Oi
emin
)))
χ˜
(
x−Oi
emin
)
,
where χ˜(y) = 1 if | y |∈ [ 13 , 23 ], χ˜(y) = 0 if not.
The support of R
(2)
Jε is situated in the middle third of every cylinder Bjε, where
functions V BLi as well as their derivatives
∂
∂t ,∇,∇2 are exponentially small in L∞−norm
(see [4],[1] ).
So, for R
(2)
Jε (and so for R
(1)
Jε as well) we get
‖R(2)Jε ‖L∞(Bε×(0,T )) ≤ CεJ−1,
and
‖R(1)Jε ‖L∞(Bε×(0,T )) ≤ CεJ−1.
Here C is a constant independent of ε.
Note that the boundary and initial conditions are satisfied by u
(J)
ε exactly.
Applying now the a priori estimate (4.6), we get
‖u(J)ε − uε‖H1(Bε×(0,T )) ≤ CεJ−1
and so,
‖u(J+1)ε − uε‖H1(Bε×(0,T )) ≤ CεJ .
Comparing u
(J)
ε and u
(J+1)
ε we notice that
‖u(J+1)ε − u(J)ε ‖H1(Bε×(0,T )) ≤ CεJ(5.17)
with C independent of ε. So, from the triangle inequality we get
‖u(J)ε − uε‖H1(Bε×(0,T )) ≤ CεJ .
Remark 2. The asymptotic expansion (5.1) can be slightly modified without loss
of the accuracy. Namely, the argument
|x−Oi|
emin
in the cut off function ζ may be
replaced by CJ
|lnε||x−Oi|
emin
where the constant CJ is chosen in such a way that the
absolute values of the boundary layer functions, as well as of their derivatives, are
smaller than εJ+2 in the zone where the cut off function is different from one and
zero.
Indeed, the boundary layer functions V BLil and their derivatives decay exponen-
tially: there exist positive constants c1, c2 such that
|V BLil (ξ, t)|, |∇αV BLil (ξ, t)| ≤ c1exp(−c2|ξ|), α = 1, 2, 3,
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| ∂
∂t
V BLil (ξ, t)|, |∇α
∂
∂t
V BLil (ξ, t)| ≤ c1exp(−c2|ξ|), α = 1, 2, 3,
| ∂
2
∂t2
V BLil (ξ, t)|, |∇α
∂2
∂t2
V BLil (ξ, t)| ≤ c1exp(−c2|ξ|), α = 1, 2, 3,
| ∂
3
∂t3
V BLil (ξ, t)|, |∇α
∂3
∂t3
V BLil (ξ, t)| ≤ c1exp(−c2|ξ|), α = 1, 2, 3.
It follows from [4] and from the ADN-ellipticity [1] of the elliptic equations.
Therefore if |x−Oi| ≥ CJε| ln ε|emin/3 then
∣∣∣V BLil (x−Oiε , t
) ∣∣∣ ≤ c1exp{−c2CJ | ln ε|emin/3}
= c1ε
c2CJemin/3.
Choose CJ such that
c2CJemin/3 ≥ J + 2.(5.18)
Then for V BLil and its derivatives we get the estimate c1ε
J+2. So, the difference
between
ζ
( |x−Oi|
emin
)
V BLil
(
x−Oi
ε
, t
)
and
ζ
( | ln ε||x−Oi|
emin
)
V BLil
(
x−Oi
ε
, t
)
can be estimated by
∣∣∣V BLil (x−Oiε , t
) ∣∣∣ ≤ c1εJ+2
in the domain
supp
{
ζ
( |x−Oi|
emin
)
− ζ
( | ln ε||x−Oi|
emin
)}
,
where
|x−Oi|
CJ | ln ε|emin ≥ 1/3.
In the same way we get the similar estimate for the derivatives of this difference.
It means that the change of the argument
|x−Oi|
emin
by
| ln ε||x−Oi|
CJemin
in ζ gives an
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additional residual of order εJ (the factor ε−2 appears after two derivations in x
variable), and so does not lead to any loss of the accuracy.
Denote u
(J)
aε so modified expansion (5.1). So,
‖u(J)aε − uε‖H1(Bε×(0,T )) ≤ CεJ .(5.19)
Remark 3. In the same way as above one can calculate the partial derivatives of
the residual RJ = RJε(x, t) +R
(1)
Jε (x, t) and get the following estimate:
‖RJ‖Wβ,∞(Bε×(0,T )) ≤ CεJ−1−β , β = 1, 2,(5.20)
so that for the residual RJ+1 ( result of substitution of u
(J+1)
aε into the heat equation)
satisfies
‖RJ+1‖Wβ,∞(Bε×(0,T )) ≤ CεJ−β , β = 1, 2.(5.21)
6. Asymptotic partial decomposition of the domain for the heat equa-
tion. In this section we apply the method of partial asymptotic decomposition of the
domain assuming that fj are C
J+4−smooth functions, defined in Section 4.
Let us describe the algorithm of the MAPDD for the heat equation set in a tube
structure Bε. Let δ be a small positive number much greater than ε (it will be chosen
of order O(ε|lnε|)). For any edge e = [Oi, Oj ] connecting two nodes of the graph of
the structure introduce two hyperplanes orthogonal to this edge and crossing it at the
distance δ from its ends. Denote the cross-sections of the cylinder B
(e)
ε containing e
by these two hyperplanes respectively, Si,j (at the distance δ from Oi), and Sj,i (at
the distance δ from Oj), and denote the part of the cylinder B
(e)
ε between these two
cross-sections by Bdec,εij . Denote B
ε,δ
i the connected truncated by the cross sections
Si,j , part of Bε containing the vertex or the node Oi. Denote e
dec,δ
ij the part of the
edge [Oi, Oj ] concluded between the cross-sections Si,j and Sj,i.
If Oi is a node and Oj is a vertex, then we trace only one hyperplan Si,j (at the
distance δ from Oi), and denote the part of the cylinder B
(e)
ε between Si,j and the
cylinder’s base γjε by B
dec,ε
ij . Denote e
dec,δ
ij the part of the edge [Oi, Oj ] concluded
between Si,j and γ
j
ε .
Define subspace H1γ,0(Bε × (0, T ), δ) (H1γ,0(Bε, δ)) of the space H1γ,0(Bε × (0, T ))
(respectively, H1γ,0(Bε), such that its elements have vanishing transversal derivatives
∇′
x(e)
on every truncated cylinder Bdec,εij .
The method of asymptotic partial domain decomposition (MAPDD) replaces the
problem (4.1) by its projection on H1γ,0(Bε × (0, T ), δ) : find uε,δ,dec ∈ H1γ,0(Bε ×
(0, T ), δ) such that for almost all t ∈ (0, T ),
∫
Bε
(∂uε,δ,dec
∂t
v +∇uε,δ,dec · ∇v
)
dx =
∫
Bε
fvdx, v ∈ H1γ,0(Bε, δ),(6.1)
and satisfying
uε,δ,dec|t=0 = 0,(6.2)
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which implies:
∫
Bε×(0,T )
(∂uε,δ,dec
∂t
v+∇uε,δ,dec·∇v
)
dxdt =
∫
Bε×(0,T )
fvdxdt, v ∈ H1,0γ,0(Bε×(0, T ), δ),
(6.3)
uε,δ,dec|t=0 = 0.(6.4)
where
H1,0γ,0(Bε × (0, T ), δ) = {v ∈ H1,0γ,0(Bε × (0, T ));∇′x(e)v = 0}.
Theorem 6.1. There exists a unique solution of this partially decomposed prob-
lem. The estimate holds
‖uε,δ,dec‖H1(Bε×(0,T )) ≤ CPF ‖f‖L2(Bε×(0,T ))(6.5)
where the constant CPF is independent of ε and δ.
The proof of this theorem repeats the proof of Theorem 4.1, where the Galerkin
base is constructed in the space H1γ,0(Bε, δ) instead of H
1
γ,0(Bε).
Remark 4. This estimate (6.5) holds in the case if the right hand side is any
function of L2(Bε × (0, T )) free of the above regularity restrictions (and so it can
depend on all components of x).
Theorem 6.2. Let δ satisfy the following inequality
δ ≥ CJ+1ε|ln(ε)|(6.6)
where CJ+1 is chosen according to (5.18). Then the estimate holds for the difference
uε − uε,δ,dec:
‖uε − uε,δ,dec‖H1(Bε×(0,T )) ≤ CεJ ,(6.7)
where constant C is independent of ε.
This estimate justifies the method of asymptotic partial decomposition of domain
for the heat equation. Its proof is given in [7].
Notice that the integration by parts in the variational formulation (6.1) gives
the differential version of the partially decomposed problem. Namely, denoting uˆ the
restriction of u on the part edec,δij of the edge e we have
∂uε,δ,dec
∂t
−∆uε,δ,dec = f(x, t), x ∈ Bε,δi , i = 1, ..., N1, t ∈ (0, T ),
∂uˆε,δ,dec
∂t
− ∂
2uˆε,δ,dec
∂x
(e)2
1
= fˆ(x
(e)
1 , t), x ∈ edec,δij , ∀e; t ∈ (0, T ),
∂uε,δ,dec
∂n
= 0, x ∈ (∂Bε,δi ∩ ∂Bε)\γε, i = 1, ..., N1, t ∈ (0, T ),
uε,δ,dec = 0, x ∈ γε, t ∈ (0, T ),
uε,δ,dec(x, 0) = 0, x ∈ Bε.
(6.8)
with the junction condition at the sections Sij corresponding to the value x
(e)
1 = δ for
the local variable, which are the same as in [5]:
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uε,δ,dec(x, t)|x(e)1 =δ = uˆε,δ,dec(δ, t),
1
|Sij |
∫
Sij
∂uε,δ,dec
∂x
(e)
1
dx(e)′|
x
(e)
1 =δ
=
∂uˆε,δ,dec
∂x
(e)
1
(δ, t).
(6.9)
Here, fˆ(x
(e)
1 (x), t) = f(x, t), for x ∈ edec,δij .
It means that we keep the n-dimensional in space setting (6.8)1 for the heat
equation within small pieces Bε,δi , i = 1, ..., N, (their diameters are of order ε|ln(ε)|),
reduce the dimension to one and consider the heat equation (6.8)2 on the pieces e
dec,δ
ij
of edges e and add the junction conditions (6.9) between the n-dimensional and one
dimensional parts. This reduction allows us to reduce the mesh
1
ε|ln(ε)| times and to
keep an exponential precision of the computations.
Note that conditions (6.9) are ”dissipative” in the following sense. Assume that
the right hand side f vanishes for all t ∈ [t1, t2], t1 < t2. Then (6.3) with v = uε,δ,dec
yields:
∫
Bε
u2ε,δ,dec(x, t2)dx ≤
∫
Bε
u2ε,δ,dec(x, t1)dx.
Theorem 6.3. Assume that fj are C
J+5−smooth functions with a compact sup-
port vanishing in some independent of ε neighborhood of the nodes. Let δ satisfy the
following inequality
δ ≥ CJ+1ε|ln(ε)|
where CJ+1 is chosen according to (5.18). Then the following estimate holds :
‖∇2(u(J+1)aε − uε,δ,dec)‖L∞(Bε×(0,T )) ≤ CεJ−5,
‖u(J+1)aε − uε,δ,dec‖W 1,∞(Bε×(0,T )) ≤ CεJ−5,
(6.10)
For all J ≥ 5,
‖∇uε,δ,dec‖L∞(Bε×(0,T )) ≤ C, ‖∇2uε,δ,dec‖L∞(Bε×(0,T )) ≤ Cε−1,(6.11)
where constant C is independent of ε.
Proof. Let w = u
(J+1)
aε − uε,δ,dec; it belongs to H1γ,0(Bε × (0, T ), δ) and satisfies
the equation
∂w
∂t
−△w = RJ+1, x ∈ Bε\
(
∪N1i=1 ∪Nj=1 Sij
)
RJ+1 = RJ+1,ε +R
(1)
J+1,ε.
(6.12)
At the interfaces Sij , w is a constant with respect to x and the integral flux
conservation (6.9) holds (for w). RJ+1 = 0 on Sij .
Deriving (6.12) in time, we can write
∂α+1w
∂tα+1
−△∂
αw
∂tα
=
∂αRJ+1
∂tα
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α = 1, 2, 3, 4. So we can write the following estimates :
1) ∥∥∥∂4w
∂t4
∥∥∥
L2(Bε×(0,T ))
≤ C
∥∥∥∂3RJ+1
∂t3
∥∥∥
L2(Bε×(0,T ))
(6.13)
(This estimate follows from the standard a priori estimate for the equation
∂4w
∂t4
−△∂
3w
∂t3
=
∂3RJ+1
∂t3
)
(6.14)
2) ∥∥∥∂3w
∂t3
∥∥∥
L2(0,T ;H2(Bε)
≤ C
(∥∥∥∂3w
∂t3
∥∥∥
L2(Bε×(0,T ))
+
∥∥∥∂4w
∂t4
∥∥∥
L2(Bε×(0,T ))
+
∥∥∥∂3RJ+1
∂t3
∥∥∥
L2(Bε×(0,T ))
)(6.15)
(This estimate follows from the ADN (S. Agmon, A. Douglis, L. Nirenberg) theory
[1] for the equation
−△∂
3w
∂t3
=
∂3RJ+1
∂t3
− ∂
4w
∂t4
with
∂4w
∂t4
transposed to the right hand side. To this end we scale the equation and
the domain passing to the variables ξ =
x
ε
, apply the ADN theory and then make the
back change x = εξ) .
3) ∥∥∥∂2w
∂t2
∥∥∥
L2(0,T ;H4(Bε)
≤ Cε−2
(∥∥∥∂2w
∂t2
∥∥∥
L2(0,T ;L2(Bε))
+
∥∥∥∂4w
∂t4
∥∥∥
L2(0,T ;H2(Bε)
+
∥∥∥∂2RJ+1
∂t2
∥∥∥
L2(0,T ;H2(Bε)
)(6.16)
(This estimate follows from the ADN theory for the elliptic equation
−△∂
2w
∂t2
=
∂2RJ+1
∂t2
− ∂
3w
∂t3
The factor ε−2 appears because after the back change, the fourth derivatives of
∂2w
∂t2
in space will give the factor ε4.
)
Another possibility to prove the estimate is to use the result [16].
Remark 5. At the interfaces Sij, we cannot apply the ADN theory directly be-
cause of the angles at the boundary of every component Bε,δi . However, this obstacle
is removed by an ”odd” extension of the problem through the truncating plane Sij .
Indeed, the value of the function w on this cross section is a function depending only
on time : w = U(t). Consider the domain B˜ε,δi = B
ε,δ
i ∪ SBε,δ , where SBε,δ is
the symmetric reflection of Bε,δi with respect to the plane Sij. We assume that ε is
small enough for non-overlapping of Bε,δi and its symmetric reflection. Extend the
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heat equation (or its time derivative) from Bε,δi to B˜
ε,δ
i in a way that w−U(t) is odd
with respect Sij as it is done in [10]. Then the above ADN estimates can be written
everywhere in B˜ε,δi , and in particular, at Sij. Similarly, the problem of angles at
the bases γε of the cylinders is removed due to the possibility of an odd extension of
the heat equation through these bases γε. Remind that the right hand side is equal to
zero in the neighborhood of the bases and that for small values of t(t ≤ t0), uε,δ,dec = 0.
(6.14)-(6.16) yield:
∥∥∥∂2w
∂t2
∥∥∥
L2(0,T ;H4(Bε))
≤ CεJ−3
and so,
‖w‖H2(0,T ;H4(Bε)) ≤ CεJ−3
So,
‖∇w‖H2(Bε×(0,T )) ≤ CεJ−3 and ‖∇w2‖H2(Bε×(0,T )) ≤ CεJ−3
Applying now the Sobolev imbedding theorem to the finite number of parts of Bε, we
get:
‖∇w‖L∞(Bε×(0,T )) ≤ Cε−2‖∇w‖H2(Bε×(0,T ))
‖∇2w‖L∞(Bε×(0,T )) ≤ Cε−2‖∇2w‖H2(Bε×(0,T ))
i.e.
‖∇βw‖L∞(Bε×(0,T )) ≤ CεJ−5, β = 1, 2
In the same way differentiating (6.12) in times we get the estimate for
∂w
∂t
:
∥∥∥∂w
∂t
∥∥∥
L∞(Bε×(0,T ))
≤ CεJ−5
Calculating the norms
‖∇β(x,t)u(J+1)aε ‖L∞(Bε×(0,T ))
for β = 1, 2, we find O(ε1−β), and from the previous estimate (6.10) for J ≥ 5 we get
estimate (6.11). The theorem is proved.
7. Numerical scheme. From now on, we consider the heat equation set in a
simple two-dimensional (n = 2) rod structure containing one bundle (N1 = 1). Let O1
be the only one node, and Oj , j ∈ {2, ...,M+1} be the vertices, each ej , j ∈ {1, ...,M},
being the closed segment connecting O1 and Oj+1. Let lj = |ej | be the length of ej ,
and θ1, ..., θM be some positive numbers independent of ε.
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We define here as in Section 3
B
(ej)
ε = {x(ej) ∈ IR2 : x(ej)1 ∈ (0, lj), x(ej)2 ∈ (− εθj2 , εθj2 )}
Bε =
(
∪Mj=1B(ej)ε
)
∪ ω1ε
S1,j = {x(ej−1) ∈ B(ej−1)ε : x(ej−1)1 = δ}, j ∈ {2, ...,M + 1}
Bε,δ1 is the truncated by the cross-sections S1,j , j ∈ {2, ...,M + 1} part
of Bε containing O1.
Bdec,ε1,j is the part of B
(ej−1)
ε between S1,j and γ
j
ε , j ∈ {2, ...,M + 1}.
edec,δ1,j is the part of ej−1 between S1,j and γ
j
ε , j ∈ {2, ...,M + 1}.
(7.1)
1
(e   )
x 4
l4
x
(e   )3
l3
δδ
δ δ
δ
ε
1ω
θ1ε
y(e   )1
x
(e   )5l5
x
(e   )1
x(e   )2
l1
l2
γε2
O2
B ε
O1
x
(e   )5
x
(e   )1
x(e   )2
x(e   )3
(e   )
x 4
l1
l2
l3
l4
l5
O2
O3
O4
O5
y(e   )1
δ
S1,3
S1,6
δ
δ
S1,5
δ
O6
1,2S
1,4S
δ
ε,δ
1B
Fig. 7.1. (a) Bε and (b) Dε.
Let Dε = B
ε,δ
1 ∪
(
∪M+1j=2 edec,δ1,j
)
.
The following partially decomposed problem obtained by rewriting (6.8) in Dε is
considered.

∂vj
∂t
(x(ej), t)− ∂
2vj
∂x
(ej)2
1
(x(ej ), t) = fj(x
(ej), t), x
(ej)
1 ∈ (δ, lj),
j = 1, ...,M, t ∈ (0, T ) (a)
vj(x
(ej), 0) = 0, x
(ej)
1 ∈ (δ, lj), j = 1, ...,M
vj(lj , t) = 0, t ∈ (0, T )
∂u
∂t
(x, t)−△u(x, t) = f(x, t), x ∈ Bε,δ1 , t ∈ (0, T ) (b)
u(x, 0) = 0, x ∈ Bε,δ1
∂u
∂n
(x, t) = 0, x ∈ ∂Bε,δ1 \(∪nj=1 S1,j+1), t ∈ (0, T )
u(x, t) = vj(δ, t), x ∈ S1,j+1, j = 1, ...,M, t ∈ (0, T )
∂vj
∂x
(ej)
1
(δ, t) =
1
θjε
∫
S1,j+1
∂u
∂n
dγ, j = 1, ...,M, t ∈ (0, T ) (c)
(7.2)
Denote uε,δ,dec(x, t) =
{
u(x, t) if x ∈ Bε,δ1
vj(x
(ej)
1 , t) if x ∈ Bdec,ε1,j+1, j ∈ {1, ...,M}
, t ∈ (0, T ), the
solution of the partially decomposed problem (7.2). Sections 7 and 8 aim to obtain
a finite volume approximation uε,δ,dec,T ,k for uε,δ,dec and to get an estimate for the
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difference uε−uε,δ,dec,T ,k. Thanks to the estimate (6.7) of Theorem 6.2, it is sufficient
to evaluate ‖uε,δ,dec−uε,δ,dec,T ,k‖ in a suitable norm. In the following, the dependence
of this estimate on ε and the size of the meshes is highlighted.
7.1. The meshes. Let us define a mesh of edec,δ1,j+1 on the axis O1x
(ej)
1 , j =
1, ...,M. For each value of j = 1, ...,M , we choose Nj ∈ IN∗, and Nj + 1 distinct
and increasing values x
ej
i+1/2, i = 0, ..., Nj, such that x1/2 = δ, xNj+1/2 = lj . Denote
I
ej
i = (x
ej
i−1/2, x
ej
i+1/2), and h
ej
i = x
ej
i+1/2 − x
ej
i−1/2, i = 1, . . . , Nj.
Set hej = max
(
h
ej
i , i = 1, ..., Nj
)
the size of the mesh of the interval (δ, lj).
Then we choose Nj points x
ej
i , i = 1, ..., Nj, such that x
ej
i ∈ Ieji . Set xej0 = δ, xejNj+1 =
lj , and h
ej
i+1/2 = x
ej
i+1 − xeji , i = 0, ..., Nj.
Let us construct an admissible mesh over Bε,δ1 denoted by T1. For the sake of
simplicity, it is convenient to assume till the end of Section 7 that Bε,δ1 is polygonal.
We remind (see the definition in [18]) that such a mesh consists in a family of open
polygonal convex subsets K of Bε,δ1 (with positive measures) called control volumes,
a family of edges σ (with strictly positive measures) of the control volumes denoted
by E , and a family of points xK chosen in each control volume K denoted by P . The
mesh T1 satisfies the following properties
1) The closure of the union of all the control volumes is Bε,δ1 .
2) For any K ∈ T1, there is a subset EK of E such that ∂K =
⋃
σ∈EK
σ,
and
⋃
K∈T1
EK = E .
3) For any (K,L) ∈ T 21 ,K 6= L, one of three following assertions holds:
either K ∩ L = ∅, or K ∩ L is a common vertex of K and L,
or K ∩ L = σ, σ being a common edge of K and L denoted by σK/L.
4) The family P = (xK)K∈T1 is such that for any K ∈ T1, xK ∈ K.
For any (K,L) ∈ T 21 ,K 6= L, it is assumed that xK 6= xL and that
the straight line going through xK and xL is orthogonal to σK/L.
5) For any σ ∈ E , if σ ⊂ ∂Bε,δ1 , σ ∈ EK and xK /∈ σ, the orthogonal
projection of xK on the straight line containing the edge σ, belongs to σ.
(7.3)
Let Eint = {σ ∈ E , σ 6⊂ ∂Bε,δ1 }.
For any (K,L) ∈ T 21 ,K 6= L, if σ = σK/L, let dσ be the distance between xK and xL.
For any K ∈ T1, if σ ∈ EK and if σ ⊂ ∂Bε,δ1 , let dσ be the distance between xK and
σ.
We assume that for any σ ∈ E , dσ 6= 0.
For any K ∈ T1, let m(K) be the area of K. For any σ ∈ E , let m(σ) be the length
of σ. Let h0 be the size of the mesh T1, h0 = max{∂(K),K ∈ T1}, where ∂(K) is the
diameter of K.
The mesh of Dε, which is the union of T1 and the meshes of edec,δ1,j , j ∈ {2, ...,M +
1}, is denoted by T . Let h be the size of T , h = max{h0, hej , j = 1, ...,M}.
7.2. The hybrid scheme. A constant time step k ∈ (0, T ) is merely chosen for
the time discretization. LetNk ∈ IN∗ such that Nk = max{n ∈ IN, nk < T }. Let tn =
nk, for n ∈ {0, ..., Nk+1}. The scheme is obtained by integrating ∂vj
∂t
− ∂
2vj
∂x
(ej)2
1
= fj
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on each cell I
ej
i , i = 1, ..., Nj, and
∂u
∂t
−△u = 0 over each control volume K ∈ T1, and
time interval (nk, (n + 1)k), for n ∈ {0, ..., Nk}, j ∈ {1, ...,M}. The numerical flux
F j,n+1i+1/2 is an approximation of −
∂vj
∂x
(ej)
1
(x
ej
i+1/2, t), t ∈ (nk, (n+1)k) of finite difference
type; the value vnj,i is an approximation of vj(x
ej
i , tn), i = 0, ..., Nj + 1. The flux
−
∫
σ
∇u.n through the edge σ of the cellK ∈ T1 on (nk, (n+1)k) is approximated by a
differential quotient we term Fn+1K,σ ; the value u
n
K is an approximation of u(xK , tn),K ∈
T1, n ∈ {0, ..., Nk+1}. Since the stability condition for an explicit discretization is too
strong a condition in terms of computational cost, an implicit formulation is chosen.
The hybrid scheme below is proposed to approach the solution of the partially
decomposed problem (7.2):

h
ej
i
vn+1j,i − vnj,i
k
+ F j,n+1i+1/2 − F j,n+1i−1/2 = h
ej
i f
ej ,n
i , i = 1, ..., Nj, j = 1, ...,M,
n ∈ {0, ..., Nk} (a)
F j,ni+1/2 = −
vnj,i+1 − vnj,i
h
ej
i+1/2
, i = 0, . . . , Nj, v
n
j,Nj+1 = 0, j = 1, ...,M,
n ∈ {1, ..., Nk + 1}
f
ej ,n
i =
1
h
ej
i
∫ xej
i+1/2
x
ej
i−1/2
fj(x1, tn+1)dx1, i = 1, . . . , Nj, j = 1, ...,M,
n ∈ {0, ..., Nk}
m(K)
un+1K − unK
k
+
∑
σ∈EK
Fn+1K,σ = m(K)f
n
K , ∀K ∈ T1, n ∈ {0, ..., Nk} (b)
FnK,σ = −
m(σ)
dσ
(unL − unK), ∀σ ∈ Eint , if σ = σK/L, n ∈ {1, ..., Nk + 1}
FnK,σ =
 −
m(σ)
dσ
(vnj,0 − unK) , ∀σ ⊂ S1,j+1 , σ ∈ EK , j = 1, ...,M
0 , ∀σ ⊂ ∂Bε,δ1 \(∪M+1j=2 S1,j)
fnK =
1
m(K)
∫
K
f(x, tn+1)dx, ∀K ∈ T1, n ∈ {0, ..., Nk}
vnj,1 − vnj,0
h
ej
1/2
=
1
θjε
∑
σ⊂S1,j+1
σ∈EK
m(σ)
dσ
(vnj,0 − unK), j = 1, ...,M,
n ∈ {1, ..., Nk + 1} (c)
(7.4)
with the initial condition{
u0K = 0, ∀K ∈ T1
v0j,i = 0, i = 1, ..., Nj, j = 1, ...,M
Let us notice that vnj,0 is a convex combination of the approximated values of the
solution on each side of S1,j+1, j = 1, ...,M. This is a trivial matter to see in rewriting
(7.4c) in the following way :
vnj,0=
 vnj,1
h
ej
1/2
+
1
θjε
∑
σ⊂S1,j+1,σ∈EK
m(σ)
dσ
unK
 1
h
ej
1/2
+
1
θjε
∑
σ⊂S1,j+1
m(σ)
dσ
−1(7.5)
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For the sake of simplicity, in (7.4) and (7.5), the summation is done for σ ⊂ S1,j+1,
and for each of them, K is the control volume such that σ ∈ EK .
Let us define on Bε the function u
n
ε,δ,dec,T for n ∈ {0, ..., Nk + 1} by
unε,δ,dec,T (x) =

unK , x ∈ K,K ∈ T1
vnj,i, x ∈ Bdec,ε1,j+1, x(ej)1 ∈ (xeji−1/2, x
ej
i+1/2), i = 1, ..., Nj ,
j = 1, ...,M.
(7.6)
The approximate solution of (7.2) is defined on Bε × (0, (Nk + 1)k) by
uε,δ,dec,T ,k(x, t) = u
n+1
ε,δ,dec,T (x), x ∈ Bε, t ∈ (nk, (n+ 1)k), n ∈ {0, ..., Nk}
7.3. Existence and uniqueness of a solution. The scheme (7.4) leads to a
linear system of the form AUn+1 = BUn + Fn in which Un is known and Un+1 is
unknown, n ∈ {0, ..., Nk}, the initial value U0 being given;
(Un)T =
({{vnj,i, i = 1, ..., Nj}, j = 1, ...,M}, {unK,K ∈ T1}).
Lemma 7.1. There is a unique solution (Un+1) to equations (7.4), (Un) being
given.
Proof. For a given n ∈ {0, ..., Nk}, set fej ,ni = 0, vnj,i = 0, j = 1, ...,M, i = 1, ..., Nj
and fnK = 0, u
n
K = 0,K ∈ T1 in (7.4). Then (7.4) becomes AUn+1 = 0. Let us prove
that Un+1 = 0. We will deduce that A is a regular matrix and that (7.4) has a unique
solution.
Let us multiply (7.4a) by vn+1j,i and sum over i, then multiply by θjε and sum over j.
In the same way, let us multiply (7.4b) by un+1K and sum over K. We obtain
M∑
j=1
θjε
Nj∑
i=1
h
ej
i
k
(vn+1j,i )
2 +
∑M
j=1 θjε
∑Nj
i=1(F
j,n+1
i+1/2 − F j,n+1i−1/2 )vn+1j,i
+
∑
K∈T1
m(K)
k
(un+1K )
2 +
∑
K∈T1
∑
σ∈EK
Fn+1K,σ u
n+1
K = 0
Reordering the summations over the set of edges in Bε,δ1 , considering separately the
interior edges and the edges on S1,j+1, j = 1, ...,M , we get
M∑
j=1
θjε
Nj∑
i=1
h
ej
i
k
(vn+1j,i )
2 +
M∑
j=1
θjε
 Nj∑
i=1
F j,n+1i+1/2 v
n+1
j,i −
Nj−1∑
i=0
F j,n+1i+1/2 v
n+1
j,i+1

+
∑
K∈T1
m(K)
k
(un+1K )
2 +
∑
σ∈Eint,σ=σK|L
Fn+1K,σ (u
n+1
K − un+1L )
−
M∑
j=1
∑
σ⊂S1,j+1,σ∈EK
m(σ)
dσ
(vn+1j,0 − un+1K )un+1K = 0
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The subscript terms in the last summation must be read as (7.5). Replacing the
numerical fluxes by their values results in
M∑
j=1
θjε
Nj∑
i=1
h
ej
i
k
(vn+1j,i )
2 +
∑
K∈T1
m(K)
k
(un+1K )
2
+
M∑
j=1
θjε
 Nj∑
i=1
(vn+1j,i+1 − vn+1j,i )2
h
ej
i+1/2
+
vn+1j,1 − vn+1j,0
h
ej
1/2
vn+1j,1

+
∑
σ∈Eint,σ=σK|L
m(σ)
dσ
(un+1K − un+1L )2 −
M∑
j=1
∑
σ⊂S1,j+1,σ∈EK
m(σ)
dσ
(vn+1j,0 − un+1K )un+1K = 0
Writing (7.4c) with n replaced by n+1, multiplying by θjεv
n+1
j,0 , summing over j and
adding to the above equality, lead to
M∑
j=1
θjε
Nj∑
i=1
h
ej
i
k
(vn+1j,i )
2 +
∑
K∈T1
m(K)
k
(un+1K )
2
+
M∑
j=1
θjε
Nj∑
i=0
(vn+1j,i+1 − vn+1j,i )2
h
ej
i+1/2
+
∑
σ∈Eint,σ=σK|L
m(σ)
dσ
(un+1K − un+1L )2
+
M∑
j=1
∑
σ⊂S1,j+1,σ∈EK
m(σ)
dσ
(vn+1j,0 − un+1K )2 = 0
(7.7)
From (7.7), it easily follows that all the components of Un+1 are equal. Furthermore
they are equal to vn+1j,Nj+1 = 0, j = 1, ...,M . Thereby U
n+1 = 0.
We must next define discrete L2 and H1 norms for functions on Dε. A H
1 dis-
crete norm was introduced in [17] in the case of a structure with a single edge. Here
we propose a generalization to structures with M edges.
Definition 7.2. We define X(T ) the set of the functions from Dε to IR which
are constant over each control volume of T . Let W ∈ X(T ),
W (x) =
{
WK , x ∈ K,K ∈ T1
Wj,i, x ∈ edec,δ1,j+1, x(ej)1 ∈ (xeji−1/2, x
ej
i+1/2), i = 1, ..., Nj, j = 1, ...,M.
We define and we denote the applications
W 7→ ‖W‖2,T =
∑
K∈T1
m(K)W 2K +
M∑
j=1
θjε
Nj∑
i=1
h
ej
i W
2
j,i

1
2
and
W 7→ ‖W‖1,T =
 ∑
σ∈Eint,σ⊂∪Mj=1S1,j+1
m(σ)dσ
(
DσW
dσ
)2
+
M∑
j=1
θjε
Nj∑
i=0
(Wj,i+1 −Wj,i)2
h
ej
i+1/2

1/2
where DσW =
{ |WK −WL |, σ ∈ Eint, σ = σK|L
|WK −Wj,0 |, σ ⊂ S1,j+1, σ ∈ EK , j = 1, ...,M
and Wj,0 =
Wj,1
h
ej
1/2
+
1
θjε
∑
σ⊂S1,j+1,σ∈EK
m(σ)
dσ
WK
 1
h
ej
1/2
+
1
θjε
∑
σ⊂S1,j+1
m(σ)
dσ
−1
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and Wj,Nj+1 = 0, j ∈ {1, ...,M}.
Remark 6. For n ∈ {0, Nk + 1}, let us consider the function unε,δ,dec,T defined
as the restriction of unε,δ,dec,T (see (7.6)) to Dε. Then, we remark that (7.7) can be
written as
1
k
‖unε,δ,dec,T ‖22,T + ‖unε,δ,dec,T ‖21,T = 0.
8. Error estimate. Let ω1ε,poly be a polygonal domain included in ω
1
ε , and
Bε,poly =
(
∪Mj=1B(ej)ε
)
∪ ω1ε,poly.
The boundary ∂ω1ε is assumed to be smooth but not necessarily plane. Consequently
∂ω1ε,poly and ∂ω
1
ε do not coincide, and the relation
∂u
∂n
(x, t) = 0 for the solution to
the partially decomposed problem is no longer true for the part of the boundary
∂Bε,δ1,poly\(∪Mj=1S1,j+1). Assume, that ∂ω1ε,poly and ∂ω1ε are so close that at this part
of the boundary
∂u
∂n
(x, t) = O(h).
The theorem stated below is the main result of the paper.
Theorem 8.1. Let uε be the solution of the heat equation (4.1) and uε,δ,dec,T ,k
be the approximate finite volume solution of the partially decomposed problem (7.2).
We denote by h the size of the mesh and by k the time step.
Under the assumptions of Theorem 6.2, the following estimate holds
‖uε − uε,δ,dec,T ,k‖L2(Bε,poly×(0,T )) = O
(
h√
ε
+ k
)
+O(εJ )
Proof. Let Dε,poly = B
ε,δ
1,poly ∪
(
∪M+1j=2 edec,δ1,j
)
where Bε,δ1,poly is the part of Bε,poly
truncated by the cross-sections S1,j, j = 2, ...,M + 1, and containing O1.
In this section, T1 is assumed to be a mesh of Bε,δ1,poly and X(T ) a set of functions
from Dε,poly to IR.
Let enT ∈ X(T ), n ∈ {0, ..., Nk + 1},
enT (x) =
{
enK = u(xK , tn)− unK , x ∈ K,K ∈ T1
enj,i = vj(x
ej
i , tn)− vnj,i, x ∈ edec,δ1,j , x(ej)1 ∈ (xeji−1/2, x
ej
i+1/2), i = 1, ..., Nj, j = 1, ...,M.
We define enj,Nj+1 = 0, and e
n
j,0 for j = 1, ...,M by
enj,0=
 enj,1
h
ej
1/2
+
1
θjε
∑
σ⊂S1,j+1,σ∈EK
m(σ)
dσ
enK
 1
h
ej
1/2
+
1
θjε
∑
σ⊂S1,j+1
m(σ)
dσ
−1(8.1)
Below we prove that ‖enT ‖2,T = O
(
h√
ε
+ k
)
, n ∈ {0, ..., Nk + 1}. The proof is
not classical because of the interface terms relating to the consistency error on the
diffusion flux when σ ⊂ S1,j+1, j = 1, ...,M . The choice of the initial condition im-
plies that ‖e0T ‖2,T = 0. Let us remark that we will have the same result if we choose
an initial condition uinit which is other than zero and if we define{
u0K = uinit(xK), ∀K ∈ T1
v0j,i = uinit(x
ej
i ), i = 1, ..., Nj, j = 1, ...,M
First the continuous problem (7.2) is considered. We integrate (7.2a) over each
cell I
ej
i , i = 1, ..., Nj, j = 1, ...,M, and (7.2b) over each control volume K ∈ T1 at time
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t = tn+1, n ∈ {0, ..., Nk}. The choice of fej ,ni and fnK , leads to

∫
I
ej
i
∂vj
∂t
(., tn+1) + F
j,n+1
i+1/2 − F
j,n+1
i−1/2 = h
ej
i f
ej ,n
i , i=1, ..., Nj, j=1, ...,M,
n ∈ {0, ..., Nk}
F
j,n
i+1/2 = −
∂vj
∂x
(ej)
1
(x
ej
i+1/2, tn), i = 0, . . . , Nj, j = 1, ...,M,
n ∈ {1, ..., Nk + 1}∫
K
∂u
∂t
(., tn+1) +
∑
σ∈EK
F
n+1
K,σ = m(K)f
n
K , ∀K ∈ T0, n ∈ {0, ..., Nk}
F
n
K,σ = −
∫
σ
∂u
∂n
(., tn), ∀σ ∈ EK , n ∈ {1, ..., Nk + 1}
(8.2)
At first, the consistency errors must be considered. Let us define
F ∗,j,ni+1/2 = −
vj(x
ej
i+1, tn)− vj(xeji , tn)
h
ej
i+1/2
, i = 1, . . . , Nj , j = 1, ...,M
F ∗,j,n1/2 = −
vj(x
ej
1 , tn)− u∗j (δ, n)
h
ej
1/2
, j = 1, ...,M
(8.3)
with
u∗j (δ, n) =
vj(xej1 , tn)
h
ej
1/2
+
1
θjε
∑
σ⊂S1,j+1,σ∈EK
m(σ)
dσ
u(xK , tn)

 1
h
ej
1/2
+
1
θjε
∑
σ⊂S1,j+1
m(σ)
dσ
−1(8.4)
In the same way, let us introduce
F ∗,nK,σ=

−m(σ)dσ (u(xL, tn)−u(xK , tn)) , ∀σ∈Eint , if σ=σK/L
−m(σ)dσ (u∗j (δ, n)−u(xK , tn)) , ∀σ⊂S1,j+1 , σ∈EK , j = 1, ...,M
0 , ∀σ⊂∂Bε,δ1,poly\(∪Mj=1S1,j+1)
(8.5)
The consistency errors in space are called and defined by{
Rj,ni+1/2 = F
∗,j,n
i+1/2 − F
j,n
i+1/2, i = 0, ..., Nj, j = 1, ...,M
RnK,σ =
1
m(σ) (F
∗,n
K,σ − F
n
K,σ), ∀σ ∈ EK , ∀K ∈ T1
(8.6)
Now, let us look at the consistency errors in time for n ∈ {0, ..., Nk},
Sj,n+1i =
∫
I
ej
i
∂vj
∂t
(., tn+1)− heji
vj(x
ej
i , tn+1)− vj(xeji , tn)
k
,
i = 1, . . . , Nj, j = 1, ...,M
Sn+1K =
∫
K
∂u
∂t
(., tn+1)−m(K)u(xK , tn+1)− u(xK , tn)
k
, ∀K ∈ T1
(8.7)
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Although RnK,σ 6= 0 if σ ∈ EK , σ ⊂ ∂Bε,δ1,poly\(∪Mj=1S1,j+1), RnK,σ is at least of the order
of h on ∂Bε,δ1,poly\(∪Mj=1S1,j+1). And so, the following estimates hold.
Rj,ni+1/2 = O
(
h
∥∥∥∥ ∂2vj
∂x
(ej)2
1
∥∥∥∥
∞
)
, i = 1, ..., Nj, j = 1, ...,M
RnK,σ = O(h‖∇2u‖∞), ∀σ ∈ EK ∩ Eint, ∀K ∈ T1
RnK,σ = O(h‖∇2u‖∞), ∀σ ∈ EK , ∀σ ⊂ ∂Bε,δ1,poly\(∪Mj=1S1,j+1), ∀K ∈ T1
Sj,n+1i = h
ej
i O
(
h
∥∥∥∥ ∂2vj
∂t∂x
(ej)
1
∥∥∥∥
∞
+ k
∥∥∥∥∂2vj∂t2
∥∥∥∥
∞
)
, i = 1, . . . , Nj,
j = 1, ...,M
Sn+1K = m(K)O
(
k
∥∥∥∥∂2u∂t2
∥∥∥∥
∞
) + h
∥∥∥∥ ∂∂t∇u
∥∥∥∥
∞
)
, ∀K ∈ T0
(8.8)
Now, in order to evaluate the consistency errors on the interfaces, let us define the
following quantities for j = 1, ...,M, and for all σ ⊂ S1,j+1 such that σ ∈ EK for some
K ∈ T1, 
R∗,j,n1/2 = −
vj(δ, tn)− u∗j(δ, n)
h
ej
1/2
R∇,j,n1/2 = −
vj(x
ej
1 , tn)− vj(δ, tn)
h
ej
1/2
+
∂vj
∂x
(ej)
1
(δ, tn)
R∗,nK,σ = −
u∗j(δ, n)− vj(δ, tn)
dσ
R∇,nK,σ = −
vj(δ, tn)− u(xK , tn)
dσ
+
1
m(σ)
∫
σ
∂u
∂n
(., tn)dγ
(8.9)
such that, for j = 1, ...,M, and for all σ ∈ EK , σ ⊂ S1,j+1,
Rj,n1/2 = R
∗,j,n
1/2 +R
∇,j,n
1/2 , R
n
K,σ = R
∗,n
K,σ +R
∇,n
K,σ(8.10)
The estimates
R∇,j,n1/2 = O
(
h
∥∥∥∥ ∂2vj
∂x
(ej)2
1
∥∥∥∥
∞
)
, R∇,nK,σ = O(h‖∇2u‖∞)(8.11)
hold for j = 1, ...,M, and for all σ ∈ EK , σ ⊂ S1,j+1, whereas any estimate is compa-
rable for R∗,j,n1/2 and R
∗,n
K,σ. The result below stems from (8.4) and (7.2c).∑
σ⊂S1,j+1,σ∈EK
m(σ)RnK,σ − θjεRj,n1/2 = 0, j = 1, ...,M(8.12)
It was stated in [17] in the case M = 1. It holds the key to simplifying the terms
R∗,j,n1/2 and R
∗,n
K,σ in (8.19).
Thereafter, the proof is continued by subtracting the corresponding equations of
(7.4) and (8.2). This results in
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
∫
I
ej
i
∂vj
∂t
(., tn+1)− heji
vn+1j,i − vnj,i
k
+ F
j,n+1
i+1/2 − F j,n+1i+1/2
−(F j,n+1i−1/2 − F j,n+1i−1/2 ) = 0, i = 1, ..., Nj, j = 1, ...,M, n ∈ {0, ..., Nk}∫
K
∂u
∂t
(., tn+1)−m(K)u
n+1
K − unK
k
+
∑
σ∈EK
(F
n+1
K,σ − Fn+1K,σ ) = 0,
∀K ∈ T1, n ∈ {0, ..., Nk}
(8.13)
The consistency errors are then highlighted. We get with (8.6) and (8.7)

Sj,n+1i + h
ej
i
en+1j,i − enj,i
k
+ F ∗,j,n+1i+1/2 − F j,n+1i+1/2 − (F ∗,j,n+1i−1/2 − F j,n+1i−1/2 )
−(Rj,n+1i+1/2 −Rj,n+1i−1/2) = 0, i = 1, ..., Nj, j = 1, ...,M
Sn+1K +m(K)
en+1K − enK
k
+
∑
σ∈EK
(F ∗,n+1K,σ − Fn+1K,σ )
−
∑
σ∈EK
m(σ)Rn+1K,σ = 0, ∀K ∈ T1, n ∈ {0, ..., Nk}
(8.14)
Let us remark that en+1j,0 = u
∗
j (δ, n+ 1)− vn+1j,0 and that
F ∗,j,n+1i+1/2 − F j,n+1i+1/2 = −
en+1j,i+1 − en+1j,i
h
ej
i+1/2
, i = 0, . . . , Nj , j = 1, ...,M
F ∗,n+1K,σ − Fn+1K,σ =

−m(σ)
dσ
(en+1L − en+1K ) , ∀σ ∈ Eint , if σ = σK/L
−m(σ)
dσ
(en+1j,0 − en+1K ) , ∀σ ⊂ S1,j+1 , σ ∈ EK , j = 1, ...,M
0 , ∀σ ⊂ ∂Bε,δ1,poly\(∪Mj=1S1,j+1)
Let us denote by δΓ the function such that δΓ(σ) = 1 if σ ⊂ Γ (if Γ is a part of the
boundary), or if σ ∈ Γ (if Γ is a set of edges) , and 0 elsewhere. Next, the above
expressions are replaced in (8.14).

h
ej
i
en+1j,i − enj,i
k
− e
n+1
j,i+1 − en+1j,i
h
ej
i+1/2
+
en+1j,i − en+1j,i−1
h
ej
i−1/2
= Rj,n+1i+1/2 −Rj,n+1i−1/2 − Sj,n+1i , i = 1, . . . , Nj , j = 1, ...,M (a)
m(K)
en+1K − enK
k
−
∑
σ∈EK
M∑
j=1
δS1,j+1(σ)
m(σ)
dσ
(en+1j,0 − en+1K )
−
∑
σ∈EK
δEint(σ)
m(σ)
dσ
(en+1L − en+1K )
=
∑
σ∈EK
m(σ)Rn+1K,σ − Sn+1K , ∀K ∈ T1 (b)
(8.15)
Multiplying (8.15a) by en+1j,i , summing over i, multiplying again by θjε, and summing
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over j, yield
M∑
j=1
θjε
Nj∑
i=1
h
ej
i
(en+1j,i )
2
k
+
M∑
j=1
θjε
Nj∑
i=1
(en+1j,i+1 − en+1j,i )2
h
ej
i+1/2
+
M∑
j=1
θjε
en+1j,1 − en+1j,0
h
ej
1/2
en+1j,1
=
M∑
j=1
θjε
Nj∑
i=1
h
ej
i
enj,ie
n+1
j,i
k
+
M∑
j=1
θjε
Nj∑
i=1
Rj,n+1i+1/2(e
n+1
j,i − en+1j,i+1)
−
M∑
j=1
θjεR
j,n+1
1/2 e
n+1
j,1 −
M∑
j=1
θjε
Nj∑
i=1
Sj,n+1i e
n+1
j,i
(8.16)
Multiplying (8.15b) by en+1K , summing over K ∈ T1, reordering the summations, and
summing over j, lead to∑
K∈T1
m(K)
(en+1K )
2
k
+
∑
σ∈Eint,σ=σK/L
m(σ)
dσ
(en+1L − en+1K )2
−
M∑
j=1
∑
σ⊂S1,j+1,σ∈EK
m(σ)
dσ
(en+1j,0 − en+1K )en+1K =
∑
K∈T1
m(K)
enKe
n+1
K
k
+
∑
σ∈Eint,σ=σK/L
m(σ)Rn+1K,σ (e
n+1
K − en+1L ) +
M∑
j=1
∑
σ⊂S1,j+1,σ∈EK
m(σ)Rn+1K,σ e
n+1
K
−
∑
K∈T1
Sn+1K e
n+1
K
(8.17)
On the boundary, the summations are done for σ ⊂ S1,j+1, and for each of them, K
is the control volume such that σ ∈ EK (as in (7.5)).
Thereafter, we add (8.16) and (8.17). First, the result of adding the expressions, on
the left hand side with terms on the interfaces, is detailed. From (8.1), it follows that
θjε
en+1j,1 − en+1j,0
h
ej
1/2
en+1j,1 −
∑
σ⊂S1,j+1,σ∈EK
m(σ)
dσ
(en+1j,0 − en+1K )en+1K
= θjε
(en+1j,1 − en+1j,0 )2
h
ej
1/2
+
∑
σ⊂S1,j+1,σ∈EK
m(σ)
dσ
(en+1j,0 − en+1K )2
(8.18)
Second, the expressions, on the right hand side of (8.16) and (8.17) with terms on the
interfaces, are added. From (8.12), this results in
−θjεRj,n+11/2 en+1j,1 +
∑
σ⊂S1,j+1,σ∈EK
m(σ)Rn+1K,σ e
n+1
K
= −θjεRj,n+11/2 (en+1j,1 − en+1j,0 ) +
∑
σ⊂S1,j+1,σ∈EK
m(σ)Rn+1K,σ (e
n+1
K − en+1j,0 )
= −θjεR∇,j,n+11/2 (en+1j,1 − en+1j,0 ) +
∑
σ⊂S1,j+1,σ∈EK
m(σ)R∇,n+1K,σ (e
n+1
K − en+1j,0 )
(8.19)
Indeed, it can be seen through (8.1) that the expression above is equal to zero if we
replace R∇ by R∗.
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Now, summing (8.16) and (8.17) yields
1
k
‖en+1T ‖22,T + ‖en+1T ‖21,T =
M∑
j=1
θjε
Nj∑
i=1
h
ej
i
enj,ie
n+1
j,i
k
+
∑
K∈T1
m(K)
enKe
n+1
K
k
+
M∑
j=1
θjε
Nj∑
i=1
Rj,n+1i+1/2(e
n+1
j,i − en+1j,i+1)−
M∑
j=1
θjεR
∇,j,n+1
1/2 (e
n+1
j,1 − en+1j,0 )
+
M∑
j=1
∑
σ⊂S1,j+1,σ∈EK
m(σ)R∇,n+1K,σ (e
n+1
K − en+1j,0 )−
∑
K∈T1
Sn+1K e
n+1
K
+
∑
σ∈Eint,σ=σK/L
m(σ)Rn+1K,σ (e
n+1
K − en+1L )−
M∑
j=1
θjε
Nj∑
i=1
Sj,n+1i e
n+1
j,i
(8.20)
Next, we will distinguish three categories among the right terms and estimate each
of them : the terms relating to the consistency errors in space, those relating to the
consistency errors in time, and the remaining terms.
To begin with, an estimate of the terms relating to the consistency errors in space
is provided. On the basis of the estimates (8.8) and (8.11) and the Cauchy-Schwarz
inequality, there exists a constant C1 such that
|
M∑
j=1
θjε
Nj∑
i=1
Rj,n+1i+1/2(e
n+1
j,i − en+1j,i+1)−
M∑
j=1
θjεR
∇,j,n+1
1/2 (e
n+1
j,1 − en+1j,0 )
+
M∑
j=1
∑
σ⊂S1,j+1,σ∈EK
m(σ)R∇,n+1K,σ (e
n+1
K − en+1j,0 )
+
∑
σ∈Eint,σ=σK/L
m(σ)Rn+1K,σ (e
n+1
K − en+1L ) |
≤
 M∑
j=1
θjε
 Nj∑
i=1
(Rj,n+1i+1/2)
2h
ej
i+1/2 + (R
∇,j,n+1
1/2 )
2h
ej
1/2

+
∑
σ∈Eint,σ=σK/L
m(σ)dσ(R
n+1
K,σ )
2 +
M∑
j=1
∑
σ⊂S1,j+1,σ∈EK
m(σ)dσ(R
∇,n+1
K,σ )
2
1/2 ‖en+1T ‖1,T
≤ C1h
(
max
j=1,...,M
∥∥∥∥ ∂2vj
∂x
(ej)2
1
∥∥∥∥
∞
+ ‖∇2u‖∞
) M∑
j=1
θjε(lj − δ) + 2
p∑
j=0
m(Bε,δ1,poly)
1/2 ‖en+1T ‖1,T
We proved in Theorem 6.3 that
∥∥∥∥ ∂2vj
∂x
(ej)2
1
∥∥∥∥
∞
= O(1), j = 1, ...,M , and ‖∇2u‖∞ =
O
(
1
ε
)
. Let us remind that m(Bε,δ1,poly) = O(εδ). Hence, there exists a constant C2
such that the terms relating to the consistency errors in space in (8.20) are bounded
by
≤ C2 h√
ε
‖en+1T ‖1,T
≤ ‖en+1T ‖21,T +O
(
h2
ε
)(8.21)
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In turn, the second category of terms in (8.20) is studied. From (8.8), the terms in
(8.20) relating to the consistency errors in time are bounded in the following way
| −
∑
K∈T1
Sn+1K e
n+1
K −
M∑
j=1
θjε
Nj∑
i=1
Sj,n+1i e
n+1
j,i |
≤ O
(
k
∥∥∥∥∂2u∂t2
∥∥∥∥
∞
+ h
∥∥∥∥ ∂∂t∇u
∥∥∥∥
∞
) ∑
K∈T1
m(K) | en+1K | +O(h+ k)
M∑
j=1
θjε
Nj∑
i=1
h
ej
i | en+1j,i |
The estimates
∥∥∥∥∂2u∂t2
∥∥∥∥
∞
= O(1), j = 0, ...,M , and
∥∥∥∥ ∂∂t∇u
∥∥∥∥
∞
= O(1) result from
Section 6. Then the Cauchy-Schwarz inequality is used to prove that the terms relating
to the consistency errors in time in (8.20) are bounded by
≤ O(√ε)O(h+ k)‖en+1T ‖2,T(8.22)
Thereafter, we look at the third category of terms in (8.20) which are the two first
terms on the right hand side. We have
|
M∑
j=1
θjε
Nj∑
i=1
h
ej
i
enj,ie
n+1
j,i
k
+
∑
K∈T1
m(K)
enKe
n+1
K
k
|
≤ 1
2k
‖en+1T ‖22,T +
1
2k
‖enT ‖22,T
that yields eventually, with (8.21) and (8.22), the following bound for (8.20)
1
k
‖en+1T ‖22,T + ‖en+1T ‖21,T ≤
1
2k
‖en+1T ‖22,T +
1
2k
‖enT ‖22,T
+O(
√
ε)O(h + k)‖en+1T ‖2,T + ‖en+1T ‖21,T +O
(
h2
ε
)
Consequently
‖en+1T ‖22,T ≤ ‖enT ‖22,T + 2kO(
√
ε)O(h+ k)‖en+1T ‖2,T + kO
(
h2
ε
)
Next, the Young inequality, that is to say : 2ab ≤ (ξa)2+( bξ )2 with ξ2 = k+1k , for real
a, b, enables us to provethat there exists a constant C3 such that
‖en+1T ‖22,T ≤ (k + 1)‖enT ‖22,T + k(k + 1)2O(ε)(O(h + k))2 + kO
(
h2
ε
)
≤ (k + 1)‖enT ‖22,T + C3k
(
h√
ε
+ k
)2(8.23)
The following step is devoted to demonstrating by induction on n an estimate of
‖enT ‖22,T . At first, the sequence (αn)n≥0 by α0 = 0, αn+1 = (k + 1)αn + C3k, n ≥ 0,
is considered. It is easy to see that ‖enT ‖22,T ≤ αn
(
h√
ε
+ k
)2
leads to ‖en+1T ‖22,T ≤
αn+1
(
h√
ε
+ k
)2
. Since ‖e0T ‖22,T = 0, the following estimate holds
∀n ∈ {0, ..., Nk + 1}, ‖enT ‖22,T ≤ αn
(
h√
ε
+ k
)2
(8.24)
28 G. PANASENKO AND M.-C. VIALLON
Let us bound αn :
αn = C3k((1 + k)
n − 1) ≤ C3k((ek)n − 1) ≤ C3ke2nk ≤ C3ke4T
This yields
∀n ∈ {0, ..., Nk + 1}, ‖enT ‖2,T = O
(
h√
ε
+ k
)
(8.25)
which is the central findings of the proof. Now, according to Theorem 6.2, the esti-
mate of Theorem 8.1 follows as soon as we can show that
‖uε,δ,dec − uε,δ,dec,T ,k‖L2(Bε,poly×(0,T )) = O
(
h√
ε
+ k
)
(8.26)
The remaining part of the proof is devoted to prove (8.26). To this end, the norm is
divided into two parts
‖uε,δ,dec − uε,δ,dec,T ,k‖L2(Bε,poly×(0,T ))
≤ ‖uε,δ,dec − u˜ε,δ,dec,T ,k‖L2(Bε,poly×(0,T )) + ‖u˜ε,δ,dec,T ,k − uε,δ,dec,T ,k‖L2(Bε,poly×(0,T ))
Before defining u˜ε,δ,dec,T ,k, let us start introducing the function u˜
n
ε,δ,dec,T for n ∈
{0, ..., Nk + 1} defined on Bε,poly by
u˜nε,δ,dec,T (x) =

u(xK , t
n), x ∈ K,K ∈ T1
vj(x
ej
i , t
n), x ∈ Bdec,ε1,j+1, x(ej)1 ∈ (xeji−1/2, x
ej
i+1/2),
i = 1, ..., Nj , j = 1, ...,M.
(8.27)
Next, let u˜nε,δ,dec,T be the restriction of u˜
n
ε,δ,dec,T to Dε,poly. By so doing, we have
enT = u˜
n
ε,δ,dec,T − unε,δ,dec,T
Eventually, let us define
u˜ε,δ,dec,T ,k(x, t) = u˜
n+1
ε,δ,dec,T (x), x ∈ Bε,poly, t ∈ (nk, (n+ 1)k), n ∈ {0, ..., Nk}
For (8.26) to stand, we must next estimate the two parts above. For one
‖u˜ε,δ,dec,T ,k − uε,δ,dec,T ,k‖2L2(Bε,poly×(0,T ))
≤
Nk∑
n=0
k‖en+1T ‖22,T
≤ 2T max {‖en+1T ‖22,T , 0 ≤ n ≤ Nk}
= O
(
h√
ε
+ k
)2
For another, using Theorem 6.3, we know that the first partial derivative both in
space and time of u and vj , j = 1, ...,M, are bounded, and we deduce that
‖uε,δ,dec − u˜ε,δ,dec,T ,k‖L2(Bε,poly×(0,T )) = O((h + k)
√
ε)
so this term is negligible with respect to the previous one. So (8.26) is proved.
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Remark 7. A comparison between the hybrid scheme used on a dimensionally-
heterogeneous domain and the so-called TPFA scheme (defined in [18]) used on a full
bi-dimensional non-matching finite volume mesh, solving the Poisson equation in a rod
structure with a single node and a single branch, may be found in [17]. The branch is
of thickness ε, and meshed with a row of rectangular cells ε high by h wide, where h is
the size of the mesh of the remaining part of the domain (corresponding to the node).
The a priori estimate on the error which is achieved in [17] for the TPFA scheme,
following [20], depends on ε since the size of the global mesh depends on the size of
the rectangles, and the sum of the length of the atypical edges is equal to ε. Under
the assumption that h < ε, the most significant term is O(
√
ε), and it is impossible
to get an estimate written in terms of a function of h. Quite the contrary, the error
estimate obtained in [17] for the hybrid scheme can be expressed as a function of h
(this result is generalized in Theorem 8.1), as well as a function of ε. This is a main
advantage of working in the dimensionally-heterogeneous domain Dε,poly.
9. Numerical experiment. We solve the heat equation (4.1) in a domain Bε
with three vertices and two edges.
In the first series of tests, we take a polynomial function and we choose a suitable
right hand side and an appropriate boundary conditions if necessary, so that this
function is a solution of the heat equation. Then, the difference between the exact
solution and the approximate solution of the partially decomposed problem (7.2)
obtained using the finite volume hybrid scheme (7.4) is estimated. The size of the
error turns out to correspond to the theoretical predictions, both depending on h and
depending on ε.
In the second series of tests, we choose another right hand side and we solve (4.1)
without knowing the exact solution. Then the approximate solutions obtained with
the size of the mesh h and h/2 are compared. The behavior of the error as a function
of h proves to be consistent with the theoretical predictions.
Two examples are examined. The first one is related to a function f that satisfies
the requirements of Theorem 6.2. The second one is chosen in a more general context
and show that the results of Theorem 6.2 are robust, since the estimate is still valuable
if the conditions are not all met.
To begin with, a domain with one node and two edges is considered. Next, a
domain with three nodes and two edges.
9.1. One node and two edges. The domain Bε, Bε =
(
∪Mj=1B(ej)ε
)
∪ ω1ε is
represented in Figure 9.1-a with M = 2, θ1 = θ2 = 1, l1 = l2 = 1. Let us define
uε(x, t)=

107 (t− 0.5)5 (x(e1)1 − 0.5)3 (x(e1)1 − 0.9)3
if x
(e1)
1 ∈ ]0.5; 0.9[ and t > 0.5
107 (t− 0.5)5 (x(e2)1 − 0.4)3 (x(e2)1 − 0.8)3
if x
(e2)
1 ∈ ]0.4; 0.8[ and t > 0.5
0 otherwise
(9.1)
The right hand side f in problem (4.1) is chosen in such a way that uε is a solution
to this problem corresponding to the value T = 1. The function f satisfies the
requirements of Theorem 6.2.
The difference between uε and the approximate solution of (7.2) is computed. To
put it more precisely, we compute ‖uˆnε,T −unε,δ,dec,T ‖2,T with n such that nk = T = 1,
where uˆnε,T is the restriction of uˆ
n
ε,T to Dε,poly, uˆ
n
ε,T being a function defined for
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x ∈ Bε,poly by
uˆnε,T (x) =
{
uε(xK , tn), x ∈ K,K ∈ T1
uε(x
ej
i , tn), x ∈ Bdec,ε1,j+1, x(ej)1 ∈ (xeji−1/2, x
ej
i+1/2), i = 1, ..., Nj , j ∈ {1, 2}.
We remind that uε,δ,dec is the solution of (7.2) and u
n
ε,δ,dec,T is defined in Remark 5.
Let us evaluate the order of the error of the scheme. We take δ ≃ ε|lnε| so that
‖uε − uε,δ,dec‖L2(Bε,poly×(0,T )) = O(εJ ), for some J , according to Theorem 6.2. So,
due to Theorem 8.1, the value of ‖uˆnε,T − unε,δ,dec,T ‖2,T must be the same as ‖enT ‖2,T ,
that is to say O
(
h√
ε
+ k
)
according to (8.25).
First, the error is studied as a function of ε. The partially decomposed problem
(7.2) is solved for different values of ε using the hybrid scheme (7.4). For each value
of ε, we choose δ of order εlnε, ε ranging from 0.025 to 0.2. We get the error estimate
between the solution of (7.2) and its numerical approximation with h = 0.01 and
k = 0.002. All numerical calculations are made with UMFPACK (LU direct method)
using the Matlab software. The error is expressed in terms of ε in logarithmic scale in
Figure 9.1-b. The points are perfectly lined up. The slope of the line gives the order
of convergence in terms of ε of the numerical scheme provided that k is very small
compared to
h√
ε
(it is the case here). If we consider that h is always smaller than ε,
then we can expect an error of order O(
√
ε). And we do obtain a slope equal to 0.5.
x
x
γ
γ
0 ε/2 δ 1
−ε/2
0
ε/2
δ
1
(e   )1
(e   )2
ε
2
ε
3
Bε
−ε/2 10−2 10−1 100
10−1.4
10−1.3
10−1.2
10−1.1
Fig. 9.1. a) The domain Bε b) Error as a function of ε when the exact solution is known
Then, we study the error as a function of the space size h while ε is fixed. To
observe the contribution of h, we keep k = 0.002, being small compared to
h√
ε
. We
take ε = 0.2 (and δ = 0.3). In this case the term
h√
ε
dominates in the error estimate
(with respect to k as well as εJ). The error curve (relatively to the variations of h)
is shown in Figure 9.2-a. The slope of the line of least squares (logarithmic scale) is
equal to 2.4 and gives an average value of the order of convergence in terms of h. The
slopes between two successive points are given in Table 9.1. Here h is chosen above
the value 0.07 and below 0.175. For these values the term
h√
ε
still dominates in the
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error estimate but it remains a small parameter. On the whole, the results are in good
agreement with those predicted. On average, the numerical convergence order is better
than the theoretical one. Let us remark that we also observe a difference between the
numerical and the theoretically predicted convergence orders for other schemes, for
instance the TPFA scheme (see [11] and [18]) solving the Laplace equation. So, the
same difference is observed for the heat equation.
10−2 10−1 100
100
Fig. 9.2. a) Error as a function of h when the exact solution is known b) The right hand side
h 0.175 0.14 0.1 0.0875 0.07
slope - 2.45 0.87 3.53 5.19
Table 9.1
Convergence rate when the exact solution is known.
Thereafter, in a second series of tests, we solve (4.1) taking as a right hand the
function f which is defined below. The function is best explained by referring to
Figure 9.2-b.
f(x, t) =

2 108(x
(e1)
1 + 2)
2(x
(e2)
1 + 1)exp(1/((x
(e1)
1 )
2 + (x
(e2)
1 )
2 − (0.25)2))
if
√
(x
(e1)
1 )
2 + (x
(e2)
1 )
2 < 0.25
3 104 (5x
(e1)
1 )
2 exp(1/(x
(e1)
1 − 0.2)(x(e1)1 − 0.9))
if 0.2 < x
(e1)
1 < 0.9
5 104 (3x
(e2)
1 )
3 exp(1/(x
(e2)
1 − 0.2)(y − 0.9))
if 0.2 < x
(e2)
1 < 0.9
0 otherwise
(9.2)
The function f doesn’t satisfy all assumptions of Theorem 6.2 since it isn’t constant
with respect to x in the neighborhood of the node. It is interesting to see how the
scheme behaves in such conditions. We do not know the exact solution of (4.1). The
approximate solutions obtained at the time T = 1 with the sizes of the mesh h and
h/2 are compared. As above, we take ε = 0.2, δ = 0.3, and k = 0.002. As mentioned
above, we can not observe the convergence rate if
h√
ε
is not large enough because
there is a threshold effect. We retain only the slope that is equal to 1.56, which
connects the errors obtained for h = 0.175 (when it is compared with h = 0.0875)
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and h = 0.0875 (when it is compared with h = 0.04375), and the slope 1.54 which
connects the errors obtained by comparing the two solutions calculated for h = 0.35
(when it is compared with h = 0.175) and h = 0.175 (As we don’t look at the error
in terms of ε, it is possible to choose a value of h greater than ε here). The numerical
results are quite consistent with those of the previous test. The order of numerical
convergence depending on the size of the mesh is around 2.0.
9.2. Three nodes and two edges. Here, the heat equation is solved in a
domain Bε slightly different from the previous shape. Introduce three nodal domains
ωjε, j ∈ {1, 2, 3}, and Bε = (∪2j=1B(ej)ε ) ∪ (∪3j=1ωjε). In this case, the asymptotic
partial decomposition of domain keeps the two-dimensional in space setting for the
heat equation within three pieces Bε,δi , i ∈ {1, 2, 3}, and reduces the dimension to
one on the two pieces edec,δ1,2 and e
dec,δ
1,3 . Bε is represented in Figure 9.3 with M = 2,
θ1 = θ2 = 1, l1 = l2 = 1. The length of the segments e
dec,δ
12 and e
dec,δ
13 is 1 − 2δ. The
ends have a round shape. The exact shape of Bε,δi as a figure constructed as some
union (or difference) of ellipses and rectangles is given in Figure 9.3.
We solve
−0.2 0 0.2 0.4 0.6 0.8 1 1.2
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
εε/2
ε/2
ε/2
εSj,1
B j
ε,δ
j=2 or j=3
O j γ j
Fig. 9.3. The domain Bε and the detailed construction of B
ε,δ
i
.

∂uε
∂t
(x, t)−△uε(x, t) = f(x, t), x ∈ Bε, t ∈ (0, T )
uε(x, t) = 0, x ∈ γj , j ∈ {2, 3}, t ∈ (0, T )
∂uε(x, t)
∂n
= g(x, t), x ∈ ∂Bε\(∪3j=2 γj), t ∈ (0, T )
(9.3)
The functions f and g are defined so that the following function uε is a solution to
(9.3).
uε(x, t) =

100t(−4(xe11 )3 + 6(xe11 )2 − 3xe11 + 1) if x ≥ 0.5
100t(−4(xe21 )3 + 6(xe21 )2 − 3xe21 + 1) if y ≥ 0.5
50t else
(9.4)
As far as the Neumann boundary condition is concerned, the function g is zero in
(4.1) and it is not in (9.3). The Dirichlet condition part of the boundary is defined
by γ2 = {x(e1)1 = 1, x(e1)2 ∈ (− 3ε4 , 3ε4 )}, and γ3 = {x
(e2)
1 = 1, x
(e2)
2 ∈ (− 3ε4 , 3ε4 )}. The
previous theoretical result still remains valid with any kind of boundary conditions
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and the right hand side, provided that the solution of the heat equation is regular.
As the solution (9.4) of (9.3) is regular, we expect to have the same error estimates
as those of Theorem 6.2 and Theorem 8.1.
The hybrid finite volume scheme is defined on a grid constructed with three
admissible meshes Ti, i ∈ {1, 2, 3} for the regions Bε,δi,poly, i ∈ {1, 2, 3}, and with two
regular one-dimensional meshes with the same size for the segments edec,δ1,j , j ∈ {2, 3}.
The approximate solution is computed at the time T = 1 and compared with (9.4).
First, we choose h = 0.01 and k = 0.01. Then we trace the error curve as a func-
tion of ε, ε ranging from 0.025 to 0.2. For each value of ε, δ is chosen close to ε|lnε|.
We compute the error for a cloud of points (26 points) and apply the least squares
with the logarithmic scale to plot the line. Recall that we calculate the solution at
time T = 1, which corresponds to n = 100 iterations, since k = 0.01 (see Figure
9.4-a). The scatter after n = 500 iterations with k = 0.002 is also represented (see
Figure 9.4-b). The slope obtained for n = 100 is 0.48. It is 0.52 for n = 500. So the
result is consistent with theoretical predictions.
−1.8 −1.6 −1.4 −1.2 −1 −0.8 −0.6 −0.4
−1.1
−1
−0.9
−0.8
−0.7
−0.6
−1.8 −1.6 −1.4 −1.2 −1 −0.8 −0.6 −0.4
−2
−1.9
−1.8
−1.7
−1.6
−1.5
−1.4
−1.3
−1.2
Fig. 9.4. Error between the exact solution and its approximation as a function of ε a) n=100
b) n=500
In turn, we assume that ε is fixed to observe the dependence of the error on h.
We choose k = 0.002, small compared to
h√
ε
. We take ε = 0.2 (and δ = 0.3). The
curve is shown in Figure 9.5-a. The slope of the line of least squares (logarithmic
scale) gives an average value of the order of convergence in terms of h, we find 1.6.
To put it more precisely, the slope between two successive points is given Table 9.2
and the numerical order of convergence proves to be between 0.92 and 2.02.
h 0.2 0.1 0.08 0.05
slope - 1.60 0.92 2.02
Table 9.2
Convergence rate when the exact solution is known.
After all, (4.1) is solved by keeping the Dirichlet condition on γj , as in (9.3). The
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10−2 10−1 100
10−2
10−1
100
Fig. 9.5. a) Error as a function of h when the exact solution is known b) Second member when
the exact solution is not known
function f is defined below and represented in Figure 9.5-b.
f(x, y) =

0.2 1014 (x+ 2)2 (y + 1) exp(1/(x2 + y2 − (0.2)2)) if
√
x2 + y2 < 0.2
1013 (x + 2)2 (y + 1) exp(1/((x− 1)2 + y2 − (0.2)2)) if √(x− 1)2 + y2 < 0.2
1013 (x + 2)2 (y + 1) exp(1/(x2 + (y − 1)2 − (0.2)2)) if √x2 + (y − 1)2 < 0.2
1013 (5x)2 exp(1/(x− 0.2)(x− 0.6)) if 0.2 < x < 0.6
107 (3y)3 exp(1/(y − 0.2)(y − 0.8)) if 0.2 < y < 0.8
0 else
(9.5)
The exact solution is unknown. The approximate solutions obtained at the time
T = 1 with the sizes of the mesh h and h/2 are compared. As above, we take ε = 0.2,
δ = 0.3, and k = 0.002. The order of numerical convergence depending on the mesh
size turns to be equal to 1.96. This result is quite consistent with those of the theo-
retical predictions.
10. Conclusion. A finite volumes numerical scheme of hybrid dimension for
solving the heat equation set in thin rod structures is considered and its overall error
is estimated. This equation may be used for the modeling of the diffusion process in a
net of channels or cylindrical vessels. Such problems arrise in some biomathematical
applications [19]. The hybrid dimension scheme allows to reduce considerably the
computational cost of the problem keeping high precision.
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