Abstract-We consider the classical duality result of Kramers and Wannier, which expresses the partition function of the twodimensional Ising model at low temperature in terms of the partition function of the two-dimensional Ising model at high temperature. Our main contribution is to gain new insights into this result by reproving it with the help of a simple normalfactor-graph duality theorem (with origins in coding theory), together with some elementary notions from algebraic topology. An important ingredient of our proof approach are normalfactor-graph representations of some notions from algebraic topology; a side contribution of this paper is to elaborate on such representations. In addition to the two-dimensional Ising model, we also discuss the three-dimensional Ising model and the Potts model.
I. INTRODUCTION We investigate the partition sum of a (multivariate) function, i.e., the sum of a function over its domain, where the function may involve a large number of variables. In general, the computation of the partition sum is a hard problem, which motivates restricting the partition-sum problem to multivariate functions that may exhibit a certain form or structure. (This statement is not intended to say that such restrictions are meant to necessarily make the partition sum efficiently computable.) A particular structure that encapsulates a large number of theoretical and physical problems, as briefly indicated below, is the structure where the multivariate function admits a nontrivial multiplicative factorization. In other words, the multivariate function is assumed to factor as a product of functions, each involving a small subset of the variables. In this context, the functions in the product factorization are referred to as local functions, and the product of the local functions is referred to as the global function. Many fundamental problems in various fields, such as
• the capacity of a constrained channel in information theory (see, e.g., [2] ), • the study of macroscopic properties, as induced by the microscopic properties, of a statistical system in statistical physics (see, e.g., [3] ), • the number of graph (vertex) colorings in graph theory (see, e.g., [4] ), etc.,
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are essentially variations of the partition-sum problem. In statistical physics, the local functions are typically parametrized by some parameters, e.g., the temperature, pressure, etc., in which case the partition sum becomes a function of such parameters, and is then often referred to as the partition function. In agreement with this branch of literature, we will adopt the term partition function to refer to the partition sum, even when the local functions are not parametrized and the partition function is a scalar. Given the importance of the partition function in various fields, several approaches have tackled the partition function from different angles. This has resulted in a variety of methods that have provided:
• estimates of the partition function, e.g., stochastic approximations [5] , the renormalization group approximation [6] , [7] , and the Bethe approximation [8] ; • bounds on the partition function [9] ;
• and identities that the partition function satisfies, such as the Kramers-Wannier duality [10] . The present paper is dedicated to the latter, where we rederive the classical duality result of Kramers and Wannier. We primarily rely on normal factor graphs (NFGs) (in particular the NFG duality theorem [11] ) and the boundary operator from algebraic topology (see, e.g., [12] , [13] ). The use of some notions from algebraic topology toward the Kramers-Wannier duality is not new [14] , [15] , however, the separation of the arguments leading to the Kramers-Wannier duality into two steps, as discussed below, seems natural, and concisely points out what is needed for a Kramers-Wannier-type duality to hold. Moreover, Kramers-Wannier duality is typically argued in the limit when the size of the square lattice (on the torus) is large. In contrast, the results provided here hold for any size of the lattice.
The rest of this introductory section is structured as follows. In Section I-A we give some high-level comments about our approach to proving the Kramers-Wannier duality. In Section I-B, we state a result (Theorem 2) that can be seen as a precursor of Kramers-Wannier duality, but is also of interest in its own right. (We do not claim novelty for Theorem 2, although we did not find such a statement in the literature.) Finally, in Section I-C we make some comments about the organization of the paper.
A. A preview of this work
The NFGs we encounter in this work consist of zero/onevalued local functions (i.e., constraints) and real-valued local functions (parametrized by the temperature), whereby the latter will be referred to as interaction functions. The support of the global function, i.e., the set of all configurations for which the global function is nonzero, is called the set of valid (C, image, T ) (C ⊥ , kernel, T ) (C , image, T ) (C ⊥ , kernel, T )
KW duality NFG duality NFG duality Fig. 1 . An informal summary of some of the relationships discussed. The unlabeled links will rely on the boundary operator, which will be discussed in Section III. Here T and T denote the temperature and the reverse or dual temperature. Moreover, C and C denote the projections of the supports of the corresponding global functions, which are linear codes in the case of the Ising model. The notation (·) ⊥ is used to denote the dual code.
configurations. With this, all valid configurations satisfy all the constraints expressed by zero/one-valued local functions. Note that for a given valid configuration, the value of the multivariate function depends only on the projection of the valid configuration onto the edges that are incident on the interaction functions. This will naturally motivate the definition of the support NFG, which is obtained by "cutting out" all the interaction functions. In this work, the NFGs under consideration are such that the set of configurations is a vector space, the set of valid configurations is a subspace of this vector space, and with that the set of projections of the valid configurations onto the edges of the interaction functions can be viewed as a linear code. Note that there are different approaches to describe a code. In particular, a linear code can be described
• via an image representation, i.e., as the image of some linear map, • or via a kernel representation, i.e., as the kernel of some (other) linear map. After these initial comments, we are ready to discuss Fig. 1 , in particular our approach to proving the Kramers-Wannier duality, which relates the partition function of an Ising model at temperature T (see top left corner of Fig. 1 ) to the partition function of an Ising model at the dual (or reversed) temperature T (see bottom right corner of Fig. 1 ).
• (Top left corner of Fig. 1 
.) Consider a two-dimensional
Ising model, whereby spins take on values in the binary field F 2 . As we will see later on, the Ising model can be thought of as an image representation of a linear code C, where each codeword is assigned a positive real value via the interaction functions (which are parametrized by the temperature T ), and the partition function is the sum of such positive values.
• (From top left corner to bottom left corner of Fig. 1.) By applying NFG duality, we obtain a new NFG with the same partition function and the following features: first, the image representation of the linear code C is replaced by the kernel representation of the dual code C ⊥ ; second, the interaction functions are replaced by interaction functions at the dual temperature T .
• (From bottom left corner to bottom right corner of Fig. 1.) While one is not primarily concerned with maintaining the code itself, and hence may tolerate the exchange of the primal and dual codes, at least for the purpose of establishing Kramers-Wannier duality, it is essential to maintain the representation as an image representation.
In the present setup, changing the kernel to an image representation can be done by taking advantage of properties of the boundary operator, an operator which will formally be introduced in Section III. In the case of the Ising model, the result is an Ising model at the dual temperature, thereby establishing the Kramers-Wannier duality theorem.
B. Weighted graphs and the partition function
In this section we discuss a result (Theorem 2) which can be seen as a precursor of Kramers-Wanier duality. However, because of its conceptual simplicity, this result is also of interest in its own. In the following, we will state this result in terms of planar graphs, nevertheless, the proof will make use of the NFG duality theorem and the boundary operator, and is delayed until Section III.D.
For an analogous result to Theorem 2, in the special case when each interaction function depends only on the Hamming weight of its argument, we refer the reader to the excellent survey work [16] . (The exposition in [16] is of a combinatorial nature, and whenever possible, appears to extend the discussions to the more general setup of matroids.) In this introductory section, we choose to state our result in terms of the notion of a "function-weighted graph," which we define below.
Definition 1 (Function-weighted graph). A function-weighted graph, or simply, weighted graph, is a directed graph G := (V, A) such that each edge 1 e := (u, v) ∈ A is assigned a complex-valued function f e (x v − x u ), where x v , x u ∈ X , and where X is a finite abelian group. (A function f e will be referred to as an interaction function in subsequent sections.)
We associate a partition function with a weighted graph G = (V, A), as
For a planar graph, let S be its set of faces (including the outer face), which we give the following orientations:
• All inner faces are clockwise oriented, and • the outer face is counter-clockwise oriented. Note that, except when an edge is in the boundary of only the outer face, every edge e must be at the intersection of exactly two faces: one in the direction of e, say S e , and another in the opposite direction of e, say S e . We associate the ordered pair (S e , S e ) with e. (If e is at the boundary of only the outer face, we take S e = S e in its ordered pair.) We refer to S e and S e as the incident faces on e. (Note that in general, two edges might induce the same ordered pair of faces.)
2. An illustration of Theorem 2 for some example graphs.
Theorem 2. Let G = (V, A) be a connected planar weighted graph, then
where (v e , v e ) := e and the pair (S e , S e ) is as above.
(In the theorem above, f e is the Fourier transform of f e , which will be formally defined in Section II.)
We remark that the theorem above can be stated in terms of the dual graph of G, which can be constructed as follows.
• Associate each face of G with a dual vertex (inside the face).
• For each edge e = (S e , S e ) of G, where S e and S e are the incident faces on e, connect the two dual vertices associated with S e and S e , respectively, by a dual edge leaving the dual vertex associated with S e and entering the dual vertex associated with S e . (In short, for each edge e, the added dual edge enters the face whose direction matches the direction of e.) These dual vertices and dual edges constitute a graph called the dual graph.
2 Now the theorem can be restated in terms of the dual graph using the obvious bijection between the edges of the original and dual graphs, see Example 3. Subsequently, we either draw the dual graph or mark the faces on the original graph. In the latter case, we often only mark the inner faces of the graph.
Example 3.
As an illustration of Theorem 2, consider the weighted graphs in Fig. 2 (the orientation of the outer face is not shown).
1) For Fig. 2 (a), we have
Simplifying both sides, we have the well-known fact
2) For Fig. 2(b) , we have
2 Strictly speaking, the constructed graph is not a dual graph. This is because repeating the same procedure on the constructed graph will result in the original graph with all its edges reversed. However, this is unlikely to cause trouble since reversing the directions of all the edges does not change the partition function of a graph. Curiously, such an informal use of duality resembles that of the Fourier transform in the sense that applying the same procedure four times results in the original graph.
Simplifying both sides, we have
which is an equivalent statement of Plancherel's theorem.
(Note that g(−x) is equal to the complex conjugate of the Fourier transform of the complex conjugate of g.) (It is not a coincidence that in both examples the l.h.s. and the r.h.s of the theorem reduced to summations over |V| − 1 and |S| − 1 variables, respectively, where an |X | factor canceled out on both sides. More explicitly, for an arbitrary v ∈ V and an arbitrary S ∈ S, one may fix the values of x v and x S , say to zero, and perform the summations on both sides of the theorem over the remaining |V| − 1 and |S| − 1 variables. We will elaborate more on this in Section III.)
C. Paper organization
This paper is organized as follows: In Section II we give a review of normal factor graphs. In Section III we review the notion of a complex from algebraic topology, and provide a proof of Theorem 2. In Section IV we define a statistical model in general, and in Section V we discuss the KramersWannier duality for the two-dimensional Ising model. Finally, in Section VI we address the three-dimensional Ising model and the Potts model.
II. NORMAL FACTOR GRAPHS
In this section we provide a review of normal factor graphs (NFGs), where, along the way, we introduce some of the notations used in this work. Throughout this paper, we use calligraphic letters, V, E, X , etc., primarily to denote sets. An element of X E is sometimes denoted by x E and referred to as a configuration. For any configuration x E and any nonempty I ⊆ E, we use x I to denote the components of x E that are indexed by I, i.e., x I := (x i : i ∈ I). Finally, we use F and C to denote, respectively, a finite field and the field of complex numbers.
Definition 4 (Normal factor graph). An NFG G is a graph (F, E), where
• with each edge e ∈ E we associate a variable x e taking values from a finite set X e • and with each vertex v ∈ F we associate a (local) function f v (x E(v) ), where E(v) is the set of edges incident on v. The degree of a local function f v is defined as the degree of v, i.e., the number of edges incident on v. We have two types of edges in the set of edges E: full edges, each of which is incident on two vertices, and half edges, each of which is incident on one vertex. We define
• the global function of G as
• and the partition function of G as
x 12
x 15
x 23
x 24
x 45 x 34 Fig. 3 . An example NFG G.
where D is the set of half edges. (In subsequent sections, we will assume X e = X for all e ∈ E, where X will be specified later.)
Of common use in the context of NFGs are indicator functions, which are zero/one-valued functions. The following two indicator functions are of particular interest.
• The equality-indicator function δ = , which evaluates to one if and only if all its arguments are equal, and • (when X is an additively written group) the parityindicator function δ + , which evaluates to one if and only if the sum of its arguments is zero. The two indicator functions above are marked in the NFG by drawing an "=" or a "+" symbol inside their corresponding vertices, respectively. Note that an indicator function may be viewed as a constraint on its arguments, and so, for a configuration at which the indicator function evaluates to one, we may say that the indicator function is satisfied.
We say an NFG G represents a function f if Z G equals f up to a (positive) scaling factor, where, whenever possible, we keep track of such a scaling factor in the explicit expression relating f and Z G . If G represents the membership function of a set Y ⊆ X |D| , sometimes denoted δ Y , then for brevity, we also say G represents the set Y. (The membership indicator function is the indicator function whose value at any x ∈ X |D| is one if and only if x ∈ Y.) Finally, a small circle marking an edge e incident on a vertex v is adopted to mean that x e appears negated in f v , i.e., such a circle is a shorthand notation of the parity-indicator function of degree two. 3 As an example, Fig. 3(a) shows an NFG G, whose global function is given by
One may verify that the NFG's partition function is given by
In this work, the NFGs we consider are of a particular form. Namely, except in this preliminary section, all the NFGs are such that every local function is either an indicator function, or has degree one. For easy reference, we will refer to a degree-one local function that is not an indicator function as an interaction function, where the motivation for such a terminology will become evident as we progress. Given an NFG G = (F, E) of such a restricted form, we define
• the support NFG of G, sometimes denoted G
• , as the NFG obtained from G by cutting out all the interaction functions, i.e., by replacing each interaction function (and its incident edge) with a half edge, • the set of (global) valid configurations, denoted by B, as the set of configurations x E that satisfy all the indicator functions in G, • and the set of projected valid configurations, denoted by C, as the projection of the elements of B onto the half edges of the support NFG of G, i.e.,
where D is the set of half edges of the support NFG. (If we have more than one NFG G, then to avoid ambiguity, we may index the sets above as
The motivation for the definition of the support NFG is twofold: On one hand, a good deal of subsequent discussions will rely on the particular NFG representing the set C. On the other hand, clearly, for any valid configuration x E , the value of the global function depends only on the part of x E indexed by the incident edges on the interaction functions, i.e., depends only on the corresponding element in C.
A. Weighted graphs and NFGs
Note that the sum of products arising from any weighted graph (not necessarily planar) can be written as the partition function of an NFG in the form above, which is primarily why we restrict attention to this class of NFGs. More explicitly, let G = (V, A) be a weighted graph and construct the NFG G such that (e.g., see Figs. 4(a) and (c)),
• for each v ∈ V we have an equality-indicator function in G with the same degree as v, and • for each edge e := (v, v ) ∈ A we have an interaction function f e and a parity-indicator function of degree three. The neighbors of such a parity-indicator function are the interaction function f e and the two equalityindicator functions corresponding to v and v . (The argument corresponding to v appears negated in the parityindicator function.) It is straightforward to verify that Z G = Z G and that G is of the restricted form described at the end of the previous subsection. The following example illustrates some of the definitions above.
Example 5. Let G = (V, A) be the weighted graph in Fig. 4(a) , where f i : F → C for all e i ∈ A. (Here we used f i to denote f ei for each i.) It is easy to verify that Z G = Z G , where G is the NFG shown in Fig. 4(c) . The support NFG G • is as in Fig. 4(e) , and one may verify that B G • is a subspace of F 3·|A| of dimension |V|, and that 
B. Fourier transform and NFGs duality
Here we give a brief review of NFG transformations [18] , [19] . Let X be a finite abelian group and let x : X → C be a group homomorphism, i.e., x(x + y) = x(x) x(y) for all x, y ∈ X . Such a homomorphism is called a character (on X ). Moreover, the set of all characters, denoted by X , is a group, isomorphic to X , where for all x, y ∈ X , the addition in X is defined as ( x + y)(x) := x(x) y(x) for all x ∈ X . Let f : X → C be an arbitrary function on X . The Fourier transform of f is then defined as
and one can show that f is recoverable from f as
The following fact regarding the Fourier transform of the indicator function of a subgroup of X will be useful. (See, e.g., [20, Ch. 5] .)
Lemma 6. Let Y be a subgroup of X , then
where
is a subgroup of X called the orthogonal subgroup to Y.
for arbitrary x 0 ∈ Y. That is, we must have for any
For x ∈ Y ⊥ , it is clear that this is trivially true, and moreover that δ Y ( x) = |Y|. For x / ∈ Y ⊥ , it must be the case that δ Y ( x) = 0 since we can choose x 0 such that x(x 0 ) = 1.
Given an NFG G, let G be the NFG obtained from G by:
• inserting a degree-two parity-indicator function on each internal edge, • replacing each local function with its Fourier transform, • and replacing the variable x e with x e for each half edge e ∈ D. The (global) effect of such a (local) transformation procedure on the partition function is given by [18] 
For easy reference, we specialize the procedure above and (3) to the class of NFGs in this work.
Definition 7 (Fourier transformed NFG).
Let G be the NFG obtained from a weighted graph G (as described at the beginning Section II-A). The Fourier transformed NFG G is defined as the NFG arising from G by:
• inserting a degree-two parity-indicator function on each internal edge, • replacing each equality (parity) indicator function with a parity (equality) indicator function, and • replacing each interaction function with its Fourier transform. Note that one can also define the Fourier transformed NFG of G
• , in which case the last bullet in the definition becomes
• replacing each variable x e with x e for each half edge e.
From the fact (see Lemma 6) that
where d is the degree of the indicator function, it is clear that the procedures in Definition 7 and above (3) result in equivalent NFGs, i.e., the partition functions of the resulting NFGs are equal, up to a scaling factor. For definiteness, throughout this paper, the Fourier transformed NFG will always refer to the NFG in Definition 7. The following theorem follows from (3) with the aid of (2) and (4).
Theorem 8. Let G = (F, E) be the NFG obtained from a connected weighted graph G = (V, A) and let G be the Fourier-transformed NFG of G, then
Moreover,
or more explicitly,
Proof: To see (5), we have
where c, . . . , c are scaling factors, and where the first, second, and fourth equalities follow directly from the definition of the support NFG. Equation (6) follows from (3) and (4) by noting that, in G, there are 3 × |A| full edges and no half edges, and that there are |V| equality-indicator functions and |A| parity-indicator functions (each of degree three). Finally, Z G is equal to the l.h.s. of (7), which is clear by noting that only a valid configuration contributes to Z G and such a contribution depends only on the corresponding projection in C G . The scaling factor appears, as we will see later, because |X | valid configurations have the same projection. The r.h.s. of (7) follows from (5) and (6) by noting that
(Note that, in comparison to the argument leading to the l.h.s, the scaling factor here is one since a configuration on the half edges of the support NFG of G uniquely determines a global configuration on all the edges of such an NFG.)
In alignment with [18] , [19] , we may refer to (3), or its specialization in Theorem 8, as the NFG duality (theorem). Such a terminology stems from the fact that the Fouriertransformed NFG G was referred to as the dual NFG of G in [11] , [18] , [19] . In this work, it appears more convenient to use the term Fourier-transformed NFG in order to avoid the over-use of the term "dual" due to its use in reference to Kramers-Wannier duality. Finally, we remark that the Fouriertransformed NFG and the NFG duality theorem are closely related to the notion of convolutional factor graphs in [21] .
Example 5 (Continued). The Fourier-transformed NFG of G, denoted by G , is shown in Fig. 4(d) . The NFG duality theorem states that Fig. 4 (b), and the NFG representing the partition function of Fig. 4 (f). Theorem 2 states that
Note that,
• in contrast to G, where the interaction functions are f i for all e i ∈ A, the interaction functions in both G and G d are the Fourier transformed functions f i , • and in contrast to G , where the equality-indicator functions correspond to the edges of G, the equality-indicator functions in G and G d correspond to the vertices of G and G d , respectively. (An analogus statement can be made regarding the parity-indicator functions.) 
III. CHAIN COMPLEXES
In this section, we give a brief review of some elementary notions from algebraic topology that will prove useful in some subsequent discussions. Given a graph G, in this section n 0 and n 1 will always denote, respectively, the number of vertices and edges in G (unless otherwise indicated).
A. Preliminaries
Our starting point is the following definition of a chain complex, see, e.g., [12, Ch. 14 Definition 9. For any positive integer m, let C i , for i ∈ {0, ..., m}, be vector spaces over some finite field F. An mdimensional chain complex, or simply, m-complex, is defined as the sequence (D1) in Fig. 5 , where the boundary operator ∂ i is defined as a linear map such that
To unify some subsequent statements, we implicitly append the sequence in (D1) on both ends with the trivial spaces C m+1 := {0} =: C −1 , and define ∂ m+1 and ∂ 0 as the zero maps. The elements of C i are referred to as i-chains. (The sequence in (D2) will be discussed later.)
Before we make any comments on the definition above, we pause and give an example of a chain complex. Namely, we discuss the construction of a 1-complex from a graph. We label the example as a "Construction" for easy reference. (We reserve the label "Example" to refer to specific, i.e., nongeneric, examples.) In the following construction and its later continuations, a graph will always refer to a connected directed graph.
Construction 10 (1-complex). Consider a directed graph (V, A) and identify the sets of vertices V and edges A with bases of the vector spaces C 0 := F n0 and C 1 := F n1 , respectively, where n 0 := |V| and n 1 := |A|. An element of C 1 will be called simple if its coordinates, in terms of the basis A, take their values from the set {−1, 0, 1}. For each e := (v, v ) ∈ A, define ∂ 1 (e) := v − v and extend ∂ 1 to C 1 by linearity. Then, it is obvious that the sequence
Returning to Definition 9, it is evident from (8) that
where im (·) and ker(·) are, respectively, the image and the kernel of a map. The kernel subspace, ker ∂ i , consists of the elements of C i with zero boundaries, which are referred to as i-cycles. The image subspace, im ∂ i+1 , contains all elements of C i , referred to as i-boundaries, that are boundaries of some elements in C i+1 . When there is no risk of confusion, we may refer to an i-cycle or an i-boundary simply as a cycle or a boundary element, respectively. The requirement in (8) states that a boundary element must be a cycle. In general, the converse is not true and an i-cycle might not be an i-boundary, which we informally refer to as a hole. The homology space, defined as the quotient space
captures this, possibly trivial, gap between the i-cycle and i-boundary spaces. Note that each element of H i is the equivalence class of a cycle, where two cycles are equivalent if they differ by a boundary, i.e., by an element of im ∂ i+1 . For the remaining discussions in this section, it is useful to define the notions of an "oriented edge" and "oriented path." Let G = (V, A) be a directed graph, the set of oriented edges is defined as the set
i.e., it consists of the edges of the graph together with their "reverses." Furthermore, we define an oriented path as an alternating sequence of distinct (except possibly for the first and last) vertices and oriented edges such that each oriented edge starts and ends, respectively, at the preceeding and following vertex in the sequence. Such a path exists between any two vertices since G is connected. Below, we discuss the cycles and boundaries of the 1-complex in Construction 10.
Construction 10 (1-complex, continued). We first discuss the dimension of H 0 .
4 For an arbitrary v 0 ∈ V and any other v ∈ V, let x ∈ C 1 be the simple 1-chain corresponding to an oriented path in G from v 0 to v. (The 1-chain corresponding to an oriented path is defined as the 1-chain such that x e = 1, if e is in the oriented path, x e = −1, if the reverse of e is in the oriented path, and x e = 0, otherwise.) Then,
and so, every element v of the basis V is equivalent to v 0 , modulo im ∂ 1 . Hence,
From this and (9), it is immediate that
(Recall that ∂ 0 is the zero map.) On the other hand, by the rank-nullity theorem, we have
and so, dim H 1 = n 1 − n 0 + 1 .
(Recall that, for a 1-complex, ∂ 2 is the zero map.) To construct a basis for im ∂ 1 , let T := (V, A T ) be a spanning tree of G, then one can show that the set {∂ 1 e : e ∈ A T } forms a basis of im ∂ 1 . Further, each edge e ∈ A\A T induces an oriented cycle in G, i.e., a closed oriented path, and it is not hard to check that the corresponding 1-chain is a 1-cycle. The thus constructed 1-cycles are independent, since each one involves a different edge from A\A T , and so, we have a basis for ker ∂ 1 .
Below is an example illustrating some of the concepts that appeared in Construction 10.
Example 11 (1-complex: the planar square lattice). As an example, consider the directed graph in Fig. 6(a) with n 0 = 9 vertices and n 1 = 12 edges, and let e ij denote the edge (v i , v j ) in the graph. (For the moment, the reader may ignore S 0 , . . . , S 3 in Fig. 6(a) .) A basis of ker ∂ 1 is given by the four 1-cycles c 0 := e 01 + e 14 − e 34 − e 03 , c 1 := e 12 + e 25 − e 45 − e 14 , c 2 := e 34 + e 47 − e 67 − e 36 , c 3 := e 45 + e 58 − e 78 − e 47 , as one may verify that ∂ 1 c i = 0, for all i = 0, . . . , 3, and that any 1-chain with zero boundary can be uniquely written as a linear combination of c 0 , . . . , c 3 . Finally, to construct a basis for im ∂ 1 , let T := (V, E T ) be a spanning tree, say, E T := {e 01 , e 12 , e 34 , e 45 , e 67 , e 78 , e 14 , e 47 } ,
B. NFG representation of the kernel and image of the boundary operator
The kernel and image of the boundary operator are vector subspaces, i.e., in the language of coding theory, are linear codes. In coding theory, a linear code is often described as the kernel (also referred to as the parity-check representation) of a linear map, or as the image (also referred to as the generator representation) of a linear map. Both descriptions have natural graphical representations using factor graphs as detailed in [24] , [25] or (more relevant to this work) using NFGs as detailed in [11] .
Let us take a closer look at ker ∂ 1 and let x := e∈E x e ·e be an arbitrary 1-chain, then
where the last equality is obtained by rearranging the terms in the summation preceding it, and In (v) and Out (v) are, respectively, the sets of edges entering and leaving a vertex v. Hence, by the independence of the vertices (in C 0 ), we have ∂ 1 x = 0 if and only if
holds for all v ∈ V. This gives a recipe for reading out the NFG representing ker ∂ 1 directly from the directed graph. (See Fig. 6 (c) (solid) for the NFG arising from the directed graph in Fig. 6(a) .)
In the case of the image of the boundary operator, an arbitrary 0-chain if x = ∂ 1 x for some 1-chain x := e∈E x e ·e, i.e., if and only if
for all v ∈ V and all e ∈ E. This again gives a recipe for reading out the NFG representing im ∂ 1 directly from the directed graph. (See Fig. 6(b) for the NFG arising from the directed graph in Fig. 6(a) .)
C. Two-dimensional complexes
Next, we move to 2-complexes, where the construction below extends the 1-complex in Construction 10 into a 2-complex.
Construction 12 (2-complex). In addition to vertices and edges, a 2-complex also includes two-dimensional objects (surfaces). Consider a directed graph (V, A) that can be drawn on some surface without edge crossings, then the graph divides the surface into regions called faces, which we denote by the set S. Let n 2 := |S| and C 2 := F n2 ; and identify the set S with a basis of the vector space C 2 . Each face S ∈ S defines two oriented (clockwise and counter-clockwise) cycles in the graph. Each oriented cycle gives rise to a 1-cycle. We define the boundary of S as the 1-cycle resulting from the clockwise oriented cycle, except when S is the outer face of a planar graph, in which case, we take the 1-cycle resulting from the counter-clockwise oriented cycle as the boundary of S. The operator ∂ 2 is extended to C 2 by linearity. Finally, C 0 , C 1 , ∂ 0 , and ∂ 1 are defined as in Construction 10, and one may verify that the above definitions give a 2-complex.
Below we illustrate the extension of the 1-complex in Example 11 into a 2-complex.
Example 13 (2-complex: planar graphs). As an example, consider the graph in Fig. 6(a) , where S 0 , . . . , S 4 denote the n 2 := 5 faces in the (planar) graph. (The outer face S 4 is not shown in the figure.) For i = 0, 1, 2, 3, one may verify that the four cycles c i in Example 11 also form a basis of im ∂ 2 since c i = ∂ 2 S i and im ∂ 2 ⊆ ker ∂ 1 . In other words,
which may equivalently be stated as dim H 1 = 0, reflecting the lack of holes in C 1 . The equality in (11) holds for planar graphs in general, where one has
Finally, dim(ker ∂ 2 ) = 1 = dim H 2 , where the first equality is by the rank-nullity theorem, and the second equality is by the fact that, in a 2-complex, ∂ 3 is the zero map. From this and Example 11, we may summarize the 2-complex on the square lattice, and indeed, on any planar graph, as
Remark 14.
If we were to exclude the outer face, one can verify that the resulting 2-complex can be summarized as
where n 2 := n 2 −1 is the number of inner faces. In particular, equality (11) remains valid.
Similar to the discussion at the beginning of this subsection, one can verify that the NFG in Fig. 6(c) (dashed) represents the space im ∂ 2 in Example 13. In this NFG, all the top, right, bottom, and left most edges are connected to an equalityindicator function that is not shown in the figure. (Such an equality indicator is due to the outer face.) Alternatively, one may delete such an indicator function, together with the edges indicated above, and the resulting NFG will still represent the space im ∂ 2 . Note that by (11) we have a parity and a generator representation of the same linear space, i.e., the two NFGs in Fig. 6(c) are equivalent.
D. Cochain complex
We now discuss the notion of a cochain complex, which will be useful in some subsequent arguments.
Definition 15. Given a chain complex as in Definition 9, for all i, let C i be the dual space of C i , i.e., the space of all linear maps from C i to F. The cochain complex is defined as the sequence (D2) in Fig. 5 , where the coboundary operator is defined as the linear map d i :
(Note that due to the convention used in (D1), we also have (D2) extended by the trivial spaces C −1 = {0} = C m+1 , and the zero maps d 0 and d m+1 .)
Analogous to i-chains, the elements of C i are referred to as i-cochains, with i-cocycles and i-coboundaries being similarly defined. A 0-, 1-, or 2-cochain is, respectively, determined by its values at the vertices, edges, or faces, and so, respectively, may be viewed as an assignment (of elements from F) to the vertices, edges, or faces of the graph. The coboundary operator d 1 maps a 0-cochain (an assignment to the vertices) to a 1-cochain (an assignment to the edges) and d 2 maps a 1-cochain (an assignment to the edges) to a 2-cochain (an assignment to the faces), etc.
One can verify that
i.e., im d i ⊆ ker d i+1 , and that
where for any subspace U ⊆ C i ,
is defined to be the orthogonal space of U . Defining the cohomology space as
then from (14), it is evident that, for all i,
From (5), (14) , and Fig. 6 (c), one may verify that the NFGs representing im d 1 and ker d 2 for Example 13 are as in Fig. 6(d) .
Remark 16. The reader is invited to draw the NFG representing ker d 1 , which is the Fourier-transformed NFG of the NFG in Fig. 6(b) , and may verify that such an NFG represents a repetition code, i.e., a linear map ϕ is a 0-cocycle if an only if it assigns the same value to all the vertices. Now we are ready to prove Theorem 2. Proof of Theorem 2.: Let X , (v e , v e ), and (S e , S e ) be as in the theorem. The proof here assumes X is a finite field.
f e (x S e −x Se ) , 5 The same proof holds when X is a finite abelian group, where one can rely on the fact that the image and the kernel of a group homomorphism are subgroups. Note that the definition of a complex needs to be modified to reflect the lack of a vector space structure. In this case, a complex is defined as a sequence of free modules. Most of the analysis is carried out in the same way due to the fact that a free module shares many similarities to a vector space such as the notion of a basis, dimension, etc.
where (a) follows by noting that x V defines a linear map ϕ ∈ C 0 such that ϕ(v) := (10) via (14) .) Equality (b) is by the NFG duality theorem (7), and (c) is due to (11) . Finally, (d) is because x A ∈ im ∂ 2 is equivalent to the statement that for all e ∈ A x e = x S e − x Se , for some x S ∈ X |S| . Similar to (a), the two summations on the left and right hand sides of (d) differ by the |X | scaling factor. (Recall that dim(im ∂ 2 ) = |S| − 1.) The theorem follows by noting that for a planar graph n 1 − n 0 + 1 = n 2 − 1.
E. The torus
So far we have the space of 1-cycles coinciding with the space of 1-boundaries (see Example 13) . The torus, which we discuss below, is an example where there exist 1-cycles that are not 1-boundaries, i.e., for which the equality in (11) does not hold.
Example 17 (2-complex: the torus).
The chain complex of the torus can be described using Fig. 7(a) , obtained from Fig. 6(a) by identifying the left and right most edges, and identifying the top and bottom most edges. An equivalent depiction of Fig. 7(a) , by repeating some edges and vertices, is shown in Fig. 7(b) . In other words, the graph in Fig. 7(a) is drawn on the torus, and so we may subsequently refer to such a graph as the toroidal (square) lattice. Here we have n 0 = |V| = |S| = n 2 = 4 and n 1 = |A| = 2n 0 = 8. One may verify that the boundary of a 2-chain is equal to zero if and only if it is (up to a scaling factor in F) equal to the sum of all the faces, i.e., dim(ker ∂ 2 ) = 1, and so,
On the other hand, dim(im ∂ 1 ) = n 0 − 1 = 3, and so,
In summary, we have cycles in C 1 that are not boundaries, i.e., holes, and as mentioned earlier, the quotient space H 1 := ker ∂ 1 /im ∂ 2 captures such cycles. Note that the number of holes in the torus is 2 (i.e., dim H 1 ) and recall that the quotient space gives an equivalence relation on the cycles, where two cycles are equivalent if and only if they differ by a boundary. Let {c h + im ∂ 2 , c v + im ∂ 2 } be a basis of H 1 , where c h , c v ∈ ker ∂ 1 \im ∂ 2 are two non-equivalent cycles that are not boundaries, say, c h := e 01 + e 10 , c v := e 02 + e 20 .
(Here "h" and "v" stand for "horizontal" and "vertical" w.r.t. Figs. 7(a) or (b).) Then one can express the space of cycles as the union of the cosets For the toroidal lattice with n := L 1 ×L 2 vertices, for some positive integers L 1 and L 2 , the same arguments above remain valid with dim(im ∂ 2 ) = n − 1 and dim(ker ∂ 1 ) = n + 1. In particular, dim H 1 = 2, and the expression (18) of ker ∂ 1 in terms of cosets remains true. (With the obvious extension of the vertices' indexing, i.e., by indexing the first row of vertices by 0, . . . , L 2 − 1, the second row by L 2 , . . . , 2L 2 − 1, etc., one may choose c h = e 0,1 + e 1,2 + · · · + e L2−1,0 and c v = e 0,L2 +e L2,2L2 +· · ·+e (L1−1)L2,0 .) Finally, since dim H 0 = 1 for a connected graph and dim H 2 = dim (ker ∂ 2 ) for a 2-complex, we may summarize the discussion for the toroidal lattice as
We end this section by pointing out that the NFGs in Fig. 6 and Fig. 7 extend in the obvious way for the corresponding lattices on a larger number of vertices. For instance, the NFGs representing ker ∂ 1 and im d 1 for the toroidal lattice with n = 3 × 3 = 9 are as in Fig. 8 . Further, we remark that one may use (18) to prove a similar result to Theorem 2. We will detail this in Section V in the case of the Ising model. x ∈ X n we associate an energy level E(x) such that the joint distribution of the RVs is the Boltzmann distribution
IV. STATISTICAL MODELS
where Z is the partition function defined as
where β := 1 kT is the inverse temperature, and where k and T are, respectively, the Boltzmann constant and the temperature.
The Ising model, see, e.g., [3] , is a statistical model with binary spins, where, w.l.o.g., we will assume X := F 2 . Moreover, the spins are arranged over some lattice vertices (called sites). The (two-dimensional) nearest-neighbor (ferromagnetic) Ising model is one where the lattice is chosen as the square lattice (on the plane or the torus), and the energy of a configuration x ∈ F n 2 is defined as
where A is the set of edges of the lattice. 6 Subsequently, unless otherwise specified, we will refer to this model simply as the (two-dimensional) Ising model. In this case, the partition function can be written as
and G is the NFG in Fig. 9. (Recall that C G is the set of projected valid configurations of G as discussed in Section II.) In words, Z is the partition function of the NFG G in Fig. 9 , where the sites are represented by equality-indicator functions, and the parity-indicator functions ensure that the interaction between two sites depends only on the difference (modulo 2) between their spins. Clearly, the interaction function κ is parametrized by β, and at some places we may emphasize such a dependency by writing κ β . Note that given an NFG in which there are no half-edges, and whose global function is non-negative, then we can construct a statistical model by interpreting the set of valid configurations as the set of outcomes of a vector of RVs X E , where E is the set of edges in the NFG. The probability mass function of X E is then defined as the global function of the NFG, normalized by the partition function of the NFG (which is a scalar). (Each equality constraint corresponds to a repetition of the same RV in the constructed vector of RVs. In this case, one may suppress each collection of repeated RVs into one RV for each equality constraint.) As an example, using such an interpretation, the NFG G in Fig. 9 gives rise to the Ising model, in particular, the RVs are at the vertices of the square lattice. Another example is given by the Fouriertransformed NFG G which gives rise to a statistical model that is different from the Ising model, in particular, the RVs are at the edges of the square lattice, see Fig. 10 . (We will further comment on this in the next section.)
Given the NFG G in Fig. 9 , one may view G under two lights as describing:
• a set of valid configurations projected onto the edges incident on the interaction functions, namely, the set C G ; • a set of interaction functions governed by the inverse temperature β.
The set C G is represented by the support NFG of G, as discussed in Section II, see Fig. 8(b) . More precisely, C G is a linear code and the support NFG is an image representation of such a linear code. The formulation of the Ising model insists on such an image representation. In general, we will say that a statistical model obtained from an NFG is a standard model if its support NFG is an image representation of a code. The next section, which is dedicated to the Kramers-Wannier duality, will include further comments on this.
V. KRAMERS-WANNIER DUALITY
In this section we use (18) and the NFG duality theorem to derive the Kramers-Wannier duality for the Ising model on the torus. Some of the discussions in this section intersect with the proof of Theorem 2 in Section III-D. While it is our hope that such reiterations will provide more insight on the derivation of the Kramers-Wannier duality, some readers may choose to skip such repetitions. The proof of Theorem 2 may be summarized in the following two steps: 1) Replace the NFG G representing the partition function by the Fourier-transformed NFG G . 2) Replace the support NFG of G with an NFG representing the image representation of the code C G . As it was discussed in the previous section, the partition function of a statistical model (i.e., the partition function of an NFG) is determined by a linear code (projection of valid configurations) and a set of interaction functions (specified by the temperature). In contrast to the partition function, which is oblivious as to whether the linear code is specified as the image or kernel of a linear map, 7 the representation type (i.e., the support NFG) is intrinsic to the definition of the statistical model. The formulation of the Kramers-Wannier duality in this work is as follows: Given a standard model at some temperature, find a standard model that dualizes the temperature and preserves the partition function (up to a scaling factor). In the above, when we say "dualizes the temperature" we mean that assuming the original model is at some inverse temperature β, then the resulting model is at the inverse temperature β := f (β), where f is a decreasing function. More generally, we allow the expression of the original partition function as the sum of the partition functions of a collection of standard models as long as they all share the same support NFG and each of them is at the dual temperature.
As we will see shortly, in the case of the two-dimensional Ising model, the resulting standard model at the dual inverse temperature is also an Ising model. A model with such a property, where one starts and ends with the same model is often referred to as a self-dual model.
Below is an elaboration of Steps 1) and 2) above for the case of the Ising model on the torus.
Step 1). Recall that we have the partition function Z (20) as the partition function of the NFG G in Fig. 9 . Hence, by the NFG duality theorem, we have
where G is the Fourier-transformed NFG of G, Fig. 10 , and where κ is the Fourier transform of κ given by (1) as
The equality in (23) κ β can be written, up to a scaling factor, 8 as κ β , which is a non-negative function, where
In other words, G represents a statistical model and one may well sample from such a model to approximate Z G . More importantly, the function − 1 2 log(tanh β) is monotonically decreasing, and so reverses the temperature (low to high and vice versa). Indeed, this was the gist of the works [26] [27] [28] , where the Fourier-transformed NFG was used to facilitate the approximation of the partition function at low temperatures (i.e., at high β). However, the model defined by G is clearly not an Ising model. (According to our terminology, this model is not a standard model since the support NFG of G is not an image representation, see Fig. 8(a) .) Informally speaking, we are only halfway toward the Kramers-Wannier duality, where the second half demands expressing the support NFG of G in terms of the support NFG of G, see Fig. 1 .
Step 2). For the subsequent discussion, it is useful to introduce the notation κ − defined as κ − (0) := κ(1) and
− → C 0 be the twocomplex of the torus, see Example 17. Comparing G and G to Fig. 7 , we started with Fig. 7(d) (solid) , where the half edges are connected to κ, which then was transformed to the one in Fig. 7(c) (solid) with the half edges connected to κ (or equivalently κ β ). The goal is to express the partition function of such an NFG in terms of the partition function of an NFG as in Fig. 7(c) (dashed) and κ. If ker ∂ 1 = im ∂ 2 we would be done as we may safely exchange the solid and dashed NFGs in Fig. 7(c) . This is indeed the case for the Ising model on the plane as can be seen from Example 13. (This is Theorem 2 specified to the Ising model on the plane.) For the Ising model on the torus, 9 we can use the coset partitioning in (18) to express the partition function of G as
Here, as desired, G 0 is defined to be the same NFG as G with κ replaced by κ and G h , G v , and G hv are the same as G 0 with κ replaced by κ − along the cycle c h (in the case of G h ), along the cycle c v (in the case of G v ), and along the cycles c h and c v (in the case of G hv ). This, together with (23), establishes the Kramers-Wannier duality, which is summarized in the following theorem.
Theorem 18. The partition function of the Ising model can be expressed as
where G 0 , . . . , G hv are the Ising models defined above.
Proof: We only need to argue (24) . To see why (24) is true, note that
where the first equality follows by comparing G and Fig. 7(c)  (solid) , and the second equality is due to (18) . Now (24) follows by noting that
(with similar expressions holding for Z G h , . . . , Z G hv ). The first equality is by the definition of G 0 , and since im ∂ 2 and im d 1 are isomorphic (compare Figs. 7(c) (dashed) and (d) (solid)), we argue the second equality using im d 1 . Namely, observing that a configuration x ∈ F n 2 defines a linear map ϕ ∈ C 0 such that ϕ(v i ) := x i for all i = 1, . . . , n, we have
Finally, because x runs over all values in F n 2 , the coboundary d 1 ϕ runs over all values in im d 1 twice, thereby explaining the factor 2 in (25).
We end this section with few remarks on the discussion above. In the Fourier-transformed NFG G , see Fig. 7(c) (solid) , a projected configuration is an assignment on the edges of the lattice, and a projected valid configuration is one that satisfies the parity-indicator functions at the vertices of the lattice. The NFG G 0 , see Fig. 7(c) (dashed) , may be interpreted as follows: each face of the lattice is assigned a spin, which may be viewed as a "tiling" of the lattice using square tiles. An edge is shared by two tiles and takes the modulo two sum of the two spins given to such tiles. At each vertex of the lattice, four tiles intersect, where two edges of the same tile are incident on such a vertex. In other words, each spin appears twice at such a vertex, and so, the modulo two sum of the spins associated with the tiles satisfies the parity indicator at the vertex of the lattice. This is simply a consequence of the fact that im ∂ 2 ⊆ ker ∂ 1 .
In the case of the planar square lattice, the converse is also true, i.e., any configuration that satisfies the parity-indicator functions at the vertices of the lattice must correspond to a tiling of the lattice. For the toroidal square lattice, this is not true where a counter example configuration can be easily given using any 1-cycle that is not a boundary. Such configurations are accounted for using the NFGs G h , G v , and G hv .
Finally, the interaction between any two adjacent faces (tiles) is governed by κ at the dual inverse temperature β. Also note that the support NFG of G 0 (which is also the support NFG of G h , G v , G hv ) is not only an image representation of the projected valid configurations, but is equal to the support NFG of G. This may be stated by saying that the two-dimensional Ising model is self dual. In the next section, we will see that such self duality of the Ising model does not extend to the three-dimensional Ising model.
VI. EXTENSIONS
In this section, we discuss the Kramers-Wannier duality for some statistical models beyond the two-dimensional Ising model. There are two (independent) directions of extending the Ising model. Namely, on one hand, one may look at higher dimensional lattices, and on the other hand, one may consider a different form of interaction functions between adjacent sites. We start with the first direction and consider the threedimensional Ising model.
A. Three-Dimensional Ising Model
Given the similarity, as observed in the previous section, between the Ising model on the square lattice and on the torus, we make the same analogy here and establish the KramersWannier duality for the Ising model on the cube lattice first, then make the proper modifications on Step 2) in the case of the three-dimensional torus. Our choice of starting with the cube lattice is motivated by its relative ease, since, as we will see in the next example, the space of i-boundaries coincides with the space of i-cycles for all i = 0. Our starting point is the following example of a 3-complex.
Example 19 (3-complex: the cube). In addition to vertices, edges, and surfaces, a 3-complex also includes threedimensional objects (polyhedra), see Fig. 11(a) . (One may ignore the (red) dashed lines in the figure for the moment.) The definition of the boundary of a vertex, edge, or a surface is similar to the 2-complex case, see Construction 12. The boundary of a three-dimensional object P is defined as the weighted sum of the surfaces surrounding P , where the weights are chosen from the set {−1, 1} depending on the relative orientations of P and its surrounding surfaces. For the cube in Fig. 11(a) , we choose the orientation (not shown in the figure) of the solid cube P so that the front, left, and bottom faces have weight 1; and the back, right, and top faces have weight −1 in ∂ 3 (P ). One may verify that this results in the 3-complex summarized below
and that the NFGs representing some of the (co)cycle and (co)boundary spaces are as in Figs. 11(b)-(c ) . (The choice of which NFGs are shown in the figure is based on which spaces are required for some of the subsequent discussions.) The cube in Fig. 11 (a) may be extended as part of a cube lattice on a larger number of vertices in the obvious way, e.g., see Fig. 12(a) . (The dashed lines in Fig. 11(a) show how the cube can be connected as part of a larger lattice.) In this case, the NFGs in Fig. 11 also extend in the obvious way, for instance, the NFGs representing im ∂ 3 and im d 1 are as in Figs. 12(b) and (c), respectively.
The Ising model on the three-dimensional cube lattice is defined in the same way as the two-dimensional Ising model, see the NFG G in Fig. 13 . Namely, the spins are located on the vertices of the cube lattice, and we have the partition function Z as in (20) , where now A is the set of edges of the cube lattice. The support NFG of G is the NFG in Fig. 12(c) . In subsequent discussions, we may simply refer to the corresponding NFG in Fig. 11 , where it is understood that the NFG is extended to the appropriate number of vertices in the lattice.
In the three-dimensional Ising model a spin (away from the borders of the lattice) has six neighbors, as can be seen in the NFG G in Fig. 13, or equivalently, Fig. 11(c) , the support NFG of G (properly extended via the dashed lines). Now we argue the Kramers-Wannier duality for the three-dimensional model.
Step 1). By the NFGs duality, the partition function of G is also represented by the Fourier-transformed NFG G , see Fig. 14, or Fig. 11(c ) for the support NFG of G . Similar to the two-dimensional Ising model, the local functions in G are nonnegative, and so, the NFG G can be interpreted as a statistical model. While the temperature in such a statistical model has been reversed (low to high and vice versa,) the support NFG of G is a kernel representation and so the statistical model is a not a standard one.
Step 2). To express the partition function of G in terms of the partition function of a standard model at the dual inverse temperature, we rely on the chain complex in Example 19 and define G as the NFG obtained from Fig. 11(c ) by attaching the interaction function κ to each half edge (making each half edge a full edge). Now G represents a standard model since its support NFG is an image representation, and we have (by the fact that dim H 1 = 0, i.e., ker
where c is a scaling constant.
Before we proceed, we pause and make a few remarks on the discussion above.
Similar to the two-dimensional case, in the Fouriertransformed NFG G of Fig. 11(c ) , a projected configuration is an assignment on the edges of the lattice, and a projected valid configuration is one that satisfies the parity-indicator functions at the vertices of the lattice. The NFG G , see Fig. 11(c ) , may be interpreted as follows: each face of the lattice is assigned a spin, which may be viewed as a tiling of the lattice using square tiles. An edge is shared by four tiles and takes the modulo two sum of the four spins given to such tiles. At each vertex of the lattice, eight tiles intersect, where two edges of the same tile are incident on such a vertex. In other words, each spin appears twice at such a vertex, and so, the modulo two sum of the spins associated with the tiles satisfies the parity indicator at the vertex of the lattice. This is again a consequence of the fact that im ∂ 2 ⊆ ker ∂ 1 . The converse is also true, i.e., any configuration that satisfies the parity-indicator functions at the vertices of the lattice must correspond to a tiling of the lattice. Moreover, in G , the interaction between any four adjacent faces (tiles) is governed by κ at the dual inverse temperature β, where κ takes the modulo two sum of the four spins associated with the faces.
Note that while the statistical model described by G is a We remark that the statistical model described by G exhibits a local symmetry in the following sense: given an assignment of spins to the faces of any cube in the lattice, e.g., the six equality indicator functions in Fig. 11(c ) when such a cube is viewed as part of a larger lattice. Then, one can find a valid configuration, say x, on the half edges. Now, flipping the assignment on the faces, the configuration x will remain valid since each parity indicator will have two of its arguments flipped. As part of a larger lattice, one may perform such a flipping (locally) on any cube without changing the validity of an overall configuration. The derivation in this section did not account for such a symmetry, and hence, does not capture the scaling factor up to which the partition functions Z G and Z G are equal.
Finally, we point out that by viewing each solid cube in the lattice as a spin, where two spins interact via their common face, one can take an alternative route to the Kramers-Wannier duality using Figs. 11(b)-(b ) . The argument is similar to the one above, where one can use the fact that dim H 2 = dim H 2 = 0 in the step involving Figs. 11(b ) and (b ) . This is indeed the route taken by Savit in [14] .
Next, we proceed to the Ising model on the threedimensional torus, where we start with the following example dedicated to the 3-complex obtained from the threedimensional torus.
Example 20 (3-complex: the three-dimensional torus). The chain complex of the three-dimensional torus can be described using Fig. 15(a) , obtained from Fig. 11(a) (ignoring the dashed  edges) by identifying the left and right most faces, the top A demonstration of some of the NFGs in Fig. 15 for the threedimensional torus with n = 8 vertices.
and the bottom most faces, and the front and back most faces. Such an identification of the faces results in an identification of some corresponding edges and some corresponding vertices. Namely, in this case, all the vertices in Fig. 11 (a) are identified as one vertex, all the horizontal edges as one edge, all the vertical edges as one edge, and all the perpendicular (to the page) edges as one edge, as shown in Fig. 15(a) , or equivalently (by repeating vertices, edges, and faces), in Fig. 15(a ) . Finally, the boundary operator is defined as in the previous example, and one may verify that for the threedimensional torus, we have
and that the NFGs representing some of the (co)cycle and (co)boundary spaces are as in Figs. 15(b) -(c ). The cube lattice with n := L 3 (where L is a positive integer) vertices on the three-dimensional torus can be obtained via applying the identification above on the cube lattice on (L + 1) 3 vertices. As we have seen throughout this work, such a lattice will have the same dimensions of the homology spaces H i as above. In other words, one may verify that the chain complex arising from the cube lattice on the three-dimensional torus may be summarized as
The Ising model on the three-dimensional torus is shown in Fig. 17 . The argument for the Kramers-Wannier duality is similar to the cube lattice. However, while it is still true that im ∂ 2 ⊆ ker ∂ 1 , the reverse inclusion does not hold since dim H 1 = 3, and we must rely on the cosets of im ∂ 2 in
Step 2). Namely, let G be the NFG obtained from Fig. 15(c ) by attaching the interaction function κ to each half edge. Let {c h + im ∂ 2 , c v + im ∂ 2 , c p + im ∂ 2 } be a basis of H 1 , where c h , c v , c p ∈ ker ∂ 1 \im ∂ 2 are three non-equivalent and independent cycles. Then we have the following theorem.
Theorem 21. The following equalities hold where, analogous to Section V, for all ∅ = X ⊆ {h, v, p}, the NFG G X is obtained from G by replacing κ with κ − along the cycles c i for i ∈ X.
B. The Potts Model
In the Ising model on the two dimensional toroidal lattice, the spins are binary and the interaction between a pair of adjacent sites may take one of two values depending on whether the two spins are equal or not, i.e., the interaction depends on the Hamming distance between the pair of spins. An obvious extension is to allow spins to take values from a larger alphabet, which, w.l.o.g., we may assume to be the group Z q of integers modulo q, where q ≥ 2 is an integer. While we still insist that the interaction may only depend on the difference between a pair of adjacent spins, there is certainly more freedom (compared to the Ising model) in choosing such a dependency, and several well-studied statistical models may be obtained by further specifying such a dependency. For instance, insisting on an interaction that only depends on the Hamming distance results in the standard Potts model, and specifying the interaction as one that depends on the Lee distance gives the (vector) Potts model.
While the second step of establishing a Kramers-Wannier duality (i.e., expressing a kernel representation in terms of the coses of an image representation) for the statistical models above is very similar to the case of the Ising model, we can no longer assume a vector space structure on the set of chains C i . This is because one cannot assume a field structure on the alphabet, and in general, for an arbitrary q, one has to work with the group Z q . In this case one can take the chain set C i to be the free module Z ni q , where n i is the number of i-dimensional objects, e.g., n 0 is the number of vertices, n 1 is the number of edges, etc. As we mentioned in Footnote 5, a free module over Z q shares many similarities to a vector space, and so, many of the discussions made in this work can be extended to this more general setup. Consequently, the second step of establishing the Kramers-Wannier duality for the models above can be carried in the same way as in the case of the Ising model.
Similar to the Ising model, in the standard Potts model the energy of a configuration x ∈ Z n q , where n is the number of sites, depends on the Hamming distance between adjacent spins and is defined as
where A is the set of edges of the two-dimensional torus, and consequently, the partition function can be written as
where κ(0) := e β/2 and κ(x) := e −β/2 for all 0 = x ∈ Z q .
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The first step of establishing a Kramers-Wannier duality for the standards Potts model demands re-expressing the Fourier transform κ β in terms of the original interaction at some inverse temperature β, i.e., in terms of κ β . This is not hard to accomplish, since, by the definition of the Fourier transform, we have κ(0) = e β/2 + (q − 1)e −β/2 , and κ(x) = e β/2 − e −β/2 , 0 = x ∈ Z q , which can be written as
where β := − log e β/2 − e −β/2 e β/2 + (q − 1)e −β/2 (28) and c := 2 cosh(β/2)e β/2 is a scaling constant (independent of the configuration). The second step is analogous to the Ising model with the coset factorization
and similar arguments lead to an analogous result to (24) . Namely, we have
where G 0 , . . . , G hv are as before, and where κ − is now defined as κ − (0) := κ(1), and κ − (x) := κ(0) for all 0 = x ∈ Z q . In the vector Potts model, the interaction between a pair of adjacent sites is defined as κ(x) = e β cos(2πx/q) ,
for all x ∈ Z q . In this case, establishing a KramersWannier duality does not appear possible in general. 11 The 10 For q = 2, the standard Potts model reduces to the Ising model, subject to a scaling factor and the replacement of β with β/2. Namely, Z Potts (β) = e nβ Z Ising (β/2). The reason for such scalings is the definition of the energy as in (26) , which we used here in order to be consistent with the literature, e.g., [3, Page 323] . 11 Except for the special cases of q = 3, where the Lee distance reduces to the Hamming distance, and q = 4, where one can show that the interaction decomposes into the Kronecker product of two interactions of binary spins.
Fourier transform of the interaction function is a non-negative function, and so, the Fourier transformed NFG still defines a statistical model, however, the difficulty in establishing a Kramers-Wannier duality arises from the lack of an expression relating the Fourier transform of the interaction function at any inverse temperature β to the original interaction function at some inverse temperature β (a function of β).
