Abstract. Necessary and sufficient conditions for when every non-zero ideal in a relative Cuntz-Pimsner ring contains a non-zero graded ideal, when a relative CuntzPimsner ring is simple, and when every ideal in a relative Cuntz-Pimsner ring is graded, are given. A "Cuntz-Krieger uniqueness theorem" for relative Cuntz-Pimsner rings is also given and condition (L) and condition (K) for relative Cuntz-Pimsner rings are introduced.
Introduction
In [5] the two first named authors introduced the notion of a relative Cuntz-Pimsner ring O (P,Q,ψ) (J) as an algebraic analogue of (relative) Cuntz-Pimsner C * -algebras (see for example [11] , [13] , [7] and [9] ), and showed that for instance Leavitt path algebras (see for example [1] , [2] and [17] ), crossed products of a ring by a single automorphism (also called a skew group ring, see for example [10] and [12] ) and fractional skew monoid rings of a single corner isomorphism (see [3] ) can be constructed as relative CuntzPimsner rings. They also gave a complete description of the graded ideals of an arbitrary relative Cuntz-Pimsner ring O (P,Q,ψ) (J). The purpose of this paper is to study the nongraded ideals of such a relative Cuntz-Pimsner ring O (P,Q,ψ) (J). Although we do not reach a complete description of all (graded or non-graded) ideals of O (P,Q,ψ) (J), we do find necessary and sufficient conditions for when every non-zero ideal in O (P,Q,ψ) (J) contains a non-zero graded ideal (Theorem 3.2), when O (P,Q,ψ) (J) is simple (Theorem 5.3), and when every ideal in O (P,Q,ψ) (J) is graded (Theorem 6.2). We also give a "CuntzKrieger uniqueness theorem" for O (P,Q,ψ) (J) (Theorem 4.2) and introduce condition (L) (Definition 3.1) and condition (K) (Definition 6.1) for relative Cuntz-Pimsner rings. These results and definitions are generalizations of similar results and definitions about Leavitt path algebras given in [17] , and analogues of similar results and definitions given
Preliminaries
This section contains some preliminary results leading to Proposition 2.6, which is pivotal for the rest of the paper. Lemma 2.1. If n ∈ N, x −n ∈ O (P,Q,ψ) (J) (−n) \ {0} and x n ∈ O (P,Q,ψ) (J) (n) \ {0}, then there is a p ∈ P ⊗n and a q ∈ Q ⊗n such that x −n T n (q) = 0 and S n (p)x n = 0.
Proof. Write x n as k i=1 T n (q i )y i where q i ∈ Q ⊗n and y i ∈ O (P,Q,ψ) (J) (0) for i = 1, 2, . . . , k. It follows from condition (FS) that there is a θ ∈ F P ⊗n (Q ⊗n ) such that θq i = q i for each i = 1, 2, . . . , k. It follows that S n (p)x n cannot be 0 for all p ∈ P ⊗n . That x −n T n (q) = 0 for some q ∈ Q ⊗n can be proved in a similar way.
Definition 2.2.
For an ideal I in R, let ψ −1 (I) be the ideal x ∈ R | ψ(px ⊗ q) ∈ I for all q ∈ Q and all p ∈ P , and let I [∞] be the ideal
where I [k] is defined recursively by I [1] = I and
Recall that if I is an ideal in R, then QI = span{qx | q ∈ Q, x ∈ I} (see [5, Definition 7 .1]). Lemma 2.3. Let x ∈ R. Then x ∈ ψ −1 (I) if and only if xq ∈ QI for all q ∈ Q.
Proof. Assume first that x ∈ ψ −1 (I) and that q ∈ Q. Then it follows from condition (FS) that there are q 1 , . . . , q m ∈ Q and p 1 , . . . , p m ∈ P such that xq = m i=1 q i ψ(p i ⊗ xq). Since each ψ(p i ⊗ xq) ∈ I, it follows that xq ∈ QI.
Assume then that x ∈ R and xq ∈ QI for all q ∈ Q, and let q ∈ Q and p ∈ P . Then there are q 1 , . . . q m ∈ Q and x 1 , . . . , x m ∈ I such that xq = m i=1 q i x i , from which it follows that ψ(px ⊗ q) = ψ(p ⊗ xq) = m i=1 ψ(p ⊗ q i )x i ∈ I. Thus x ∈ ψ −1 (I).
Let us now specialise to the case where I = J.
Lemma 2.4. Let k ∈ N and x ∈ R. Then x ∈ J [k] if and only if σ(x)
Proof. We will prove the lemma by induction over k. For k = 1 the lemma follows from [5, Proposition 3.28] . Assume now that k > 1 and that x ∈ J [k−1] if and only if σ(x) ∈ span{T k−1 (q)S k−1 (p) | q ∈ Q ⊗k−1 , p ∈ P ⊗k−1 }. We will then prove that x ∈ J [k] if and only if σ(x) ∈ span{T k (q)S k (p) | q ∈ Q ⊗k , p ∈ P ⊗k } for all x ∈ R. If x ∈ J It follows from Lemma 2.3 that there for each j are q j,1 . . . , q j,m j ∈ Q and x j,1 , . . . , x j,m j ∈ J [k−1] such that xq j = m j l=1 q j,l x j,l , and it then follows from the induction hypothesis that
[5, Definition 3.15 and 3.16]), so it follows from [5, Lemma 3.21 ] that x ∈ J. If p ∈ P and
which together with the induction hypothesis implies that ψ(px ⊗ q) ∈ J [k−1] , and thus that
We of course have that O (P,Q,ψ) (J) itself has the ideal intersection property. We will in this paper study when σ(R) and O (P,Q,ψ) (J) (0) have the ideal intersection property. We begin with O (P,Q,ψ) (J) (0) . Let n ∈ N. Recall from [5, Section 2] that there for each p ∈ P exists a unique
Proposition 2.6. The following 3 conditions are equivalent:
There is a non-zero ψ-invariant ideal I 0 of R, an n ∈ N and an injective Rbimodule homomorphism η :
) for p ∈ P , x ∈ I 0 and q ∈ Q, and such that I 0 ⊆ J [∞] .
Proof.
(1) ⇒ (2): Let K be a non-zero ideal in O (P,Q,ψ) (J) such that K ∩O (P,Q,ψ) (J) (0) = {0}. Let N be the set of n ∈ N 0 for which there are
for i = j, j + 1, . . . , k and x j = 0. If j = 0, then it follows from Lemma 2.1 that there is a y −j ∈ O (P,Q,ψ) (J) (−j) such that either y −j x j or x j y −j is non-zero. It follows that N = ∅.
is a graded ideal in O (P,Q,ψ) (J), and since H (0) = {0}, it must be the case that k∈Z H (k) is non-zero.
Let k ∈ Z and let x k ∈ H (k) . It follows from Lemma 2.1 and the minimality of n that there is a unique x k+n ∈ O (P,Q,ψ) (J) (k+n) satisfying that there exist x k+i ∈ O (P,Q,ψ) (J) (k+i) , i = 1, 2, . . . , n − 1 such that n i=0 x k+i ∈ K. It also follows from Lemma 2.1 and the minimality of n that x k+n = 0 if x k = 0. Thus there is an injective map φ k :
It is easy to check that φ k is a O (P,Q,ψ) (J) (0) -bimodule homomorphism, and that xφ k (y) = φ k+j (xy) and
Then it follows from [5, Lemma 3.21 and Theorem 7.27] that
To see that this is the case, let y be a non-zero element of H (0) and write it as
where M is the set of those i's for which n i is maximal among {n 1 , n 2 , . . . , n k }. Let n be the maximal value of n i . It follows from condition (FS) that there are q ∈ Q ⊗n and p ∈ P ⊗n such that if we let
and we have reached a contradiction. Thus it must be the case that
and
Then I 0 ⊆ I 1 ⊆ I 2 ⊆ . . . and each I m is a ψ-invariant two-sided ideal in R. In fact, x ∈ I m+1 , implies that ψ(px ⊗ q) ∈ I m for all p ∈ P and q ∈ Q. Since I is nonzero, there exists an x = 0 and an m ∈ N 0 such that
so it follows from Lemma 2.1 that there is a p ∈ P ⊗nk such that
from which it follows that px = 0. It follows from condition (FS) that there is a q ∈ Q ⊗kn such that ψ kn (px ⊗ q) = 0. We have that ψ kn (px ⊗ q) ∈ I 0 , so I 0 = {0}.
It is straightforward to check that η is an injective R-bimodule homomorphism, and if p ∈ P , x ∈ I 0 and q ∈ Q, then
Clearly, K is non-zero, so we just have to prove that K ∩ O (P,Q,ψ) (J) (0) = {0}. Using condition (FS) and the properties of η, one can show that if p ∈ P , x ∈ I 0 and q ∈ Q, then
It follows that
, it sufficies to show the following 3 things:
if and only if
We will just prove (i). The other two claims can be proved in a similar way.
To prove (i), notice first that if x ∈ I 0 and k ∈ N, then, since
Thus it sufficies to show that if k, l ∈ N and C is a finite subset of
, and that can be done using condition (FS) and the properties of η.
Condition (L)
In this section condition (L) is introduced (Definition 3.1) and sufficient and necessary conditions for when every non-zero ideal in O (P,Q,ψ) (J) contains a non-zero graded ideal (Theorem 3.2) are given. Definition 3.1. We say that a ψ-invariant ideal I in R is an ψ-invariant cycle if there exist n ∈ N and an injective R-bimodule homomorphism η : I → Q ⊗n such that S p T η(x) (q) = η(ψ(px ⊗ q)) for p ∈ P , x ∈ I and q ∈ Q, and we say that J satisfies condition (L) with respect to the R-system (P, Q, ψ) if there are no non-zero ψ-invariant
We will often, when it is clear from the context which R-system (P, Q, ψ) we are working with, simply call a ψ-invariant cycle for an invariant cycle, and say that J satisfies condition (L) instead of saying that it satisfies condition (L) with respect to (P, Q, ψ).
Theorem 3.2.
The following 4 conditions are equivalent:
by assumption, and it follows from [5, Lemma 3.35] that the ideal H generated by
has the ideal intersection property.
is an injective and surjective covariant representation of (P, Q, ψ) which is Cuntz-Pimsner invariant relative to J. It follows by assumption that
) then would be a non-zero ideal in O (P,Q,ψ) (J) with a zero intersection with σ(R), which would mean that σ(R) does not have the ideal intersection property. Thus it must be the case that J is a maximal ψ-invariant ideal.
(4) ⇒ (2): Since J is a maximal ψ-compatible ideal by assumption, it follows that
In this section sufficient and necessary conditions for when O (P,Q,ψ) (J) is simple are given (Theorem 5.3).
Definition 5.1. We say that J is a super maximal ψ-compatible ideal if the only T -pairs (I, J ′ ) of (P.Q, ψ) which satisfies that J ⊆ J ′ , are (0, J) and (R, R). 
ideal intersection property and J is a super maximal ψ-compatible ideal. (4) The ideal J satisfies condition (L) and is a super maximal
ψ-compatible ideal. (5) If (S ′ , T ′ , σ ′ ,
B) is a non-zero covariant representation of (P, Q, ψ) which is CuntzPimsner invariant relative to J, then the ring homomorphism
(2) ⇔ (3) and (3) ⇔ (4) follow from Theorem 4.2 and the fact that J is a maximal ψ-compatible ideal if it is a super maximal ψ-compatible ideal.
(2) ⇒ (5): It follows from [5, Proposition 7.8] 
is an injective representation. It then follows from Theorem 4.2 that η
Condition (K)
In this section condition (K) is introduced (Definition 6.1), and sufficient and necessary conditions for when every ideal in O (P,Q,ψ) (J) is graded are given (Theorem 6.2).
Recall from [5, Section 7] that if I is a ψ-invariant ideal in R, then R I = R/I, Q I = Q/QI and I P = P/IP , and ℘ I denote the corresponding quotient map. Recall also that there is an R I -bimodule homomorphism ψ I :
Definition 6.1. We say that the ideal J satisfies condition (K) with respect to the R-
We will often, when it is clear from the context which R-system (P, Q, ψ) we are working with, simply say that J satisfies condition (K) instead of saying that it satisfies condition (K) with respect to (P, Q, ψ).
Theorem 6.2. The following 3 conditions are equivalent:
(
is a covariant representation of (P, Q, ψ) which is Cuntz-Pimsner invariant relative to J, and (I,
, then the ring homomorphism Then η
Remark 6.3. It follows from the above theorem that if J satisfies condition (K), then [5, Theorem 7 .27] gives a bijective correspondence between the set of all ideals of O (P,Q,ψ) (J) and the set of T -pairs (I, J ′ ) of (P, Q, ψ) satisfying J ⊆ J ′ . 
Toeplitz rings
Corollary 7.3. The Toeplitz ring T (P,Q,ψ) is simple if and only if (0, 0) and (R, R) are the only T -pairs of (P, Q, ψ).
Leavitt path algebras
We will in this section show how we can recover from the results obtained in this paper Theorem 6.8, Corollary 6.10, Theorem 6.16, Corollary 6.17 and Theorem 6.18 of [17] and obtain an algebraic analogue of [6, Theorem 4.1].
Let (E 0 , E 1 , r, s) be a directed graph (ie. E 0 and E 1 are sets and r and s are maps from E 1 to E 0 ) and let F be a field. When n is a positive integer, then we let E n be the set {(e 1 , e 2 , . . . , , e 2 , . . . , e n ) ∈ E n we define s(α) to be s(e 1 ) and r(α) to be r(e n ). For each v ∈ E 0 we let vE n denote the set {α ∈ E n | s(α) = v} and we let E n v denote the set {α ∈ E n | r(α) = v}. A closed path is an α ∈ E n such that r(α) = s(α 
then J is a maximal faithful ψ-compatible ideal and O (P,Q,ψ) (J) is isomorphic to the Leavitt path algebra of (E 0 , E 1 ) (see for example [1, 2] and [17] ). It is straightforward to check that
Suppose that I is a non-zero ψ-invariant cycle and let η : I → Q ⊗n be an injective R-bimodule homomorphism satisfying S p T η(x) (q) = η(ψ(px ⊗ q)) for p ∈ P , x ∈ I and q ∈ Q. We will prove that it follows that (E 0 , E 1 , r, s) has a closed path without an exit. We can, and will, identify Q ⊗n with the R-bimodule ⊕ α∈E n Q α where each Q α is a copy of F and the left and the right multiplication are defined by
where 1 α denote the unit of Q α , and {r v } v∈E 0 and {q α } α∈E n are families of elements of F with only a finite number of non-zero elements. Likewise, we identify P ⊗n with the Rbimodule ⊕ α∈E n P α where each P α is a copy of F and the left and the right multiplication are defined by
where 1 α denote the unit of P α , and {r v } v∈E 0 and {p α } α∈E n are families of elements of F with only a finite number of non-zero elements. We then have that ψ n :
Let H be the set {v ∈ E 0 | 1 v ∈ I}. It follows from the ψ-invariance of I that H is hereditary (that is, whenever e ∈ E 1 with s(e) ∈ H, then r(e) ∈ H). Let v ∈ H. Then η(1 v ) = α∈K f α 1 α for some non-empty finite subset K ⊆ E n and non-zero elements
it follows that K ⊆ {α}. Hence it must be the case that there is exactly one α v ∈ E n with r(α) = s(α) = v, and that K consists of this element. Thus there is for each v ∈ H a unique α v ∈ E n with r(α) = s(α) = v and η(1 v ) = f αv 1 αv for some f αv ∈ F \ {0}. Let v ∈ H, let α v = (e 1 , e 2 , . . . , e n ) and assume that there is an e ′ ∈ E 1 \ {e 1 } with s(e) = v. Then η(1 r(e) ) = η ψ(1 e 1 v ⊗ 1 e ) = S 1 e T η(1v) 1 e = f αv S 1 e T 1α v 1 e = 0 which contradicts the fact that η is injective. Thus, for each v ∈ H it is the case that vE 1 = {e 1 } where e 1 is the initial part of α v . It follows that every v ∈ H is the base of a closed path which has no exit. In particular, (E 0 , E 1 , r, s) has a closed path which has no exit.
On the other hand, it is straightforward to check that if α v = (e 1 , e 2 , . . . , e n ) is a closed path without an exit, then H = {s(e i ) | i ∈ {1, 2, . . . , n} is a hereditary subset of E 0 ,
and is a ψ-invariant ideal in R, and the Flinear map η : I → Q ⊗n given by 1 s(e i ) → 1 (e i ,e i+1 ,...,en,e 1 ,e 2 ,...,e i−1 ) for i ∈ {1, 2, . . . , n} is an injective R-bimodule homomorphism η : We will end this subsection by using Corollary 7.2 to give a uniqueness theorem for the Toeplitz ring T (P,Q,ψ) = O (P,Q,ψ) (0). 
0 , and η(T (1 e )) = x e and η(S(1 e )) = y e for e ∈ E
. The homomorphism η is injective if and only if p
Proof. That T (P,Q,ψ) is an F -algebra and that {σ( 
0 and λ ∈ F , and η(T (λ1 e )) = T ′ (λ1 e ) = λx e and η(S(λ1 e )) = S ′ (λ1 e ) = λy e for e ∈ E 1 and λ ∈ F . It follows that η is a F -algebra homomorphism and that η(σ(1 v )) = p v for v ∈ E 0 , and η(T (1 e )) = x e and η(S(1 e )) = y e for e ∈ E 1 . Since T (P,Q,ψ) is generated, as an F -algebra, by {σ (1 v 
there cannot be any other F -algebra homomorphism from T (P,Q,ψ) to B which for every v ∈ E 0 maps σ(1 v ) to p v and for any e ∈ E 1 maps T (1 e ) to x e and S(1 e ) to y e . The map σ is injective by [5, Theorem 1.7] . It follows that if η is injective, then 
It is proved in [5, Example 5.8] that
and is straightforward to check that ∆(
Thus η is injective if and only if p v = 0 for each v ∈ E 0 and p v = e∈vE 1 x e y e for v ∈ E 0 with 0 < |vE 1 | < ∞. 9. Crossed products of a ring by an automorphism and fractional skew monoid rings of a corner isomorphism
We will in this section use Theorem 5.3 to give a characterization of when the fractional skew monoid ring of a ring isomorphism is simple (Corollary 9.8), and when the crossed product of a ring by an automorphism is simple (Corollary 9.9).
A ring R has local units if given any finite set F ⊆ R there exists an idempotent e ∈ R such that er = re = r for every r ∈ F , in other words, the set of all idempotents of R, Idem(R), is a directed system (with order e ≤ f if and only if ef = f e = e) and R = e∈Idem(R) eRe.
Let R be a ring with local units and let α : R → R be an injective ring homomorphism such that α(R)Rα(R) ⊆ α(R) (notice this is equivalent to α(R)Rα(R) = α(R) since R has local units). Recall from [5, Example 5.6] that if P is the R-bimodule which is equal to span{r 1 α(r 2 ) | r 1 , r 2 , ∈ R} as a set, has the additive structure it inherits from R, and has the left and right actions given by r · p = rp and p · r = pα(r) for r ∈ R and p ∈ P ; Q is the R-bimodule which is equal to span{α(r 1 )r 2 | r 1 , r 2 ∈ R} as a set, has the additive structure it inherits from R, and has the left and right given by r · q = α(r)q and q · r = qr for r ∈ R and q ∈ Q; and ψ : P ⊗ Q → R is the R-bimodule homomorphism given by p ⊗ q → pq, then (P, Q, ψ) is an R-system. Recall also that R is a uniquely maximal, faithful, ψ-compatible ideal and that if α is an automorphism, then O (P,Q,ψ) (R) is isomorphic to the crossed product R × α Z of R by α. If R is unital, and we let e = α(1) (where 1 denotes the unit of R), then e is an idempotent and α(R) = α(R)Rα(R) = eRe. It follows from [5, Example 5.7 ] that we in this case have that O (P,Q,ψ) (R) is isomorphic to the fractional skew monoid ring R[t + , t − ; α] that Ara, González-Barroso, Goodearl and Pardo have constructed in [3] . We will use these facts together with Theorem 5.3 to give a characterization of when the crossed product R× α Z is simple and when the fractional skew monoid ring R[t + , t − ; α] is simple, but first we introduce some notions and results that we will use for this.
Unless otherwise stated, α will just be assumed to be an injective ring homomorphism such that α(R)Rα(R) ⊆ α(R). We let (P, Q, ψ) be the R-system defined above. Using that R has local units, it is not difficult to see that for n ∈ N, the R-bimodule P ⊗n is isomorphic to the R-bimodule which is equal to span{r 1 α n (r 2 ) | r 1 , r 2 , ∈ R} as a set, has the additive structure it inherits from R, and has the left and right actions given by r · p = rp and p · r = pα n (r), respectively. Likewise, Q ⊗n is isomorphic to the R-bimodule which is equal to span{α n (r 1 )r 2 | r 1 , r 2 ∈ R} as a set, has the additive structure it inherits from R and has the left and right given by r·q = α n (r)q and q·r = qr, respectively. We will simply identify P ⊗n and Q ⊗n with these two R-bimodules. We will use a · to indicate the left and right actions of R on P ⊗n and Q ⊗n to distinguish these actions from the ordinary multiplication in R. It is straightforward to check that if q ∈ Q, q n ∈ Q ⊗n and p ∈ P , then
⊗n and q n ′ ∈ Q ⊗n ′ where p n , p n ′ , q n and q n ′ are considered as elements of R and the multiplication of R is used. It follows that O (P,Q,ψ) (R) (0) = σ(R), and that
We say that an ideal I of R is strongly α-invariant if α(I) ⊆ I and α(R)Iα(R) ⊆ α(I) (this is equivalent to α(R)Iα(R) = α(I) since R has local units). Proof. For each strongly α-invariant ideal I in R, let H I be the ideal in O (P,Q,ψ) (R) generated by σ(I); and let for each graded ideal H in O (P,Q,ψ) (R), I H = {x ∈ R | σ(x) ∈ H}. We will show that H I is a graded ideal in O (P,Q,ψ) (R), that I H is a strongly α-invariant ideal in R, and that I H I = I and H I H = H for all strongly α-invariant ideals I in R and all graded ideals H in O (P,Q,ψ) (R). This will establish the bijective correspondence between the graded ideals of O (P,Q,ψ) (R) and the strongly α-invariant ideals of R.
Let I be a strongly α-invariant ideal in R. It is not difficult to check that if we let
(n) contains σ(I) and itself must be contained in any ideal which contains σ(I), it must be the case that H I = ⊕ n∈Z H (n) . It follows that H I is graded and that
Let H be a graded ideal in O (P,Q,ψ) (R). It is clear that I H is an ideal in R. Assume that x ∈ I H . Choose idempotens e 1 , e 2 ∈ R such that e 1 α(x)e 1 = α(x) and e 2 xe 2 = x. We next introduce the multiplier ring of R (see for example [4] ). A double centralizer on R is a pair (f, g) where f : R → R is a right R-module homomorphism and g : R → R is a left R-module homomorphism satisfying r 1 f (r 2 ) = g(r 1 )r 2 for all r 1 , r 2 ∈ R. The multiplier ring of R is the ring M(R) of all double centralizers on R with addition defined by (
There is a ring homomorphism ι : R → M(R) given by ι(r) = (f r , g r ) where f r (s) = rs and g r (s) = sr for r, s ∈ R. Since R has local units, ι is injective. We will therefore simple regard R as a subring of M(R). We then have that if u = (f, g) ∈ M(R) and r ∈ R, then ur = f (r) and ru = g(r). It follows that R is an ideal in M(R). Notice that R = M(R) if and only if R is unital. Definition 9.3. Let n ∈ N and let R be a ring with local units. A ring homomorphism α : R → R is said to be inner with periodicity n if there exist u, v ∈ M(R) such that vu = 1 (where 1 denotes the unit of M(R)), and α n (r) = urv and α(ur) = uα(r) for all r ∈ R. If α is not inner of any periodicity, then it is said to be outer. In [4] the authors introduce a topology on M(R) in the following way. A net (x λ ) λ∈Λ of elements of M(R) converges strictly to an a element x ∈ M(R) if there for every r ∈ R exists λ 0 ∈ Λ such that (x λ − x)r = r(x λ − x) = 0 for λ ≥ λ 0 . Since R has local units, a net in M(R) can at most converges strictly to one element. Such an element will, if it exists, be called the strict limit of the net. A net (x λ ) λ∈Λ is Cauchy if there for every r ∈ R exists λ 0 ∈ Λ such that r(x λ − x µ ) = (x λ − x µ )r = 0 for λ, µ ≥ λ 0 . It is shown in [4, Proposition 1.6 ] that if R has local units, then every Cauchy net in M(R) converges strictly, and that every element of M(R) is the strict limit of a net of elements of R.
A net (r λ ) λ∈Λ of elements of R that converges to the unit of M(R) is called an approximate unit for R. Notice that in case R has local units we can construct an approximate unit (e λ ) λ∈Λ consisting of idempotents simple by letting Λ be the directed set of finite subsets of R ordered by inclusion, and then for every λ ∈ Λ choosing an idempotent e λ such that e λ r = re λ = r for every r ∈ λ. Definition 9.5. Let R be a ring with local units. A ring homomorphism α : R → R is said to be strict if there exists an approximate unit (e λ ) λ∈Λ for R consisting of idempotents such that (α(e λ )) λ∈Λ converges strictly. Remark 9.6. Notice that if α is an automorphism, then it is strict (since (α(e λ )) λ∈Λ converges strictly to the unit in that case). Notice also that if R is unital, then every ring homomorphism α : R → R is automatically strict (because the net consisting of just 1 is an approximate unit in that case). Proof. (1) ⇒ (2): Let u and v be elements in M(R) such that vu = 1, and urv = α n (r) and α(ux) = uα(x) for all r ∈ R. Define η : R → R by η(r) = ur. Let r ∈ R. Choose e ∈ R such that er = r. Then we have that η(r) = ur = uer = uevur = α n (e)ur. This shows that η(R) ⊆ Q ⊗n . It is clear that η is additive and injective. Let r 1 , r 2 , ∈ R. Then η(r 1 r 2 ) = ur 1 r 2 = η(r 1 )r 2 and η(r 1 r 2 ) = ur 1 r 2 = α n (r 1 )ur 2 = α n (r 1 )η(r 2 ), which shows that η is an R-bimodule homomorphism from R to Q ⊗n . Let p ∈ P , r ∈ R and q ∈ Q. Then we have that
Thus R is a ψ-invariant cycle.
(2) ⇒ (3): It is easy to see that ψ −1 (R) = R from which it follows that R [∞] = R. Thus, if R is a ψ-invariant cycle, then R does not satisfy condition (L) with respect to (P, Q, ψ).
(3) ⇒ (1): Assume that R does not satisfy condition (L) with respect to (P, Q, ψ). It then follows from Proposition 2.6 that there is a non-zero graded ideal k∈Z H (k) in O (P,Q,ψ) (R), an n ∈ N and a family (
. Suppose in addition that α n is strict, and let (e λ ) λ∈Λ be an approximate unit for R consisting of idempotents such that (α(e λ )) λ∈Λ converges strictly. Since T n and φ −n are injective, and Q ⊗n and P ⊗n are subsets of R, there exists for each λ ∈ Λ a unique u λ ∈ R such that T n (u λ ) = φ 0 (σ(e λ )) and a unique v λ ∈ R such that φ −n (S n (v λ )) = σ(e λ ). Notice that
It follows that α n (e λ )u λ = u λ . If λ, λ 1 ∈ Λ and e λ 1 e λ = e λ 1 , then
from which it follows that α n (e λ 1 )u λ = u λ 1 . Let r ∈ R. Choose λ 1 , λ 2 , λ 3 ∈ Λ such that rα n (e λ ) = rα n (e λ 1 ) for λ ≥ λ 1 , e λ 1 e λ = e λ 1 for λ ≥ λ 2 , and e λ r = r for λ ≥ λ 3 . If
)σ(r) = φ 0 (σ(e λ r)) = φ 0 (σ(r)).
This shows that (u λ ) λ∈Λ is Cauchy and hence converges strictly to an element u ∈ M(R).
One can by a similar method show that (v λ ) λ∈Λ converges strictly to an element v ∈ M(R). Let λ ∈ Λ. Then σ(v λ u λ ) = S n (v λ )T n (u λ ) = S n (v λ )φ 0 (σ(e λ )) = φ −n (S n (v λ )σ(e λ )) = φ −n (S n (v λ ))σ(e λ ) = σ(e λ )σ(e λ ) = σ(e λ ), from which it follow that v λ u λ = e λ . Thus vu = 1. Let r ∈ R. Choose λ 0 ∈ Λ such that re λ = e λ r = r for λ ≥ λ 0 . If λ ≥ λ 0 , then T n (α n (r)u λ ) = σ(r)φ 0 (σ(e λ )) = φ 0 (σ(re λ )) = φ 0 (σ(e λ r)) = φ 0 (σ(e λ ))σ(r) = T n (u λ r).
It follows that α n (r)u = ur and thus that urv = α n (r). Let r ∈ R. Choose λ 0 ∈ Λ such that e λ r = r and e λ α(r) = α(r) for λ ≥ λ 0 . If λ ≥ λ 0 then 
(r). Thus α(ur) = uα(r).
Hence α is inner with periodicity n in this case.
By combining Theorem 5.3 and Corollary 9.2 with Remark 9.6, Proposition 9.7, and the fact that O (P,Q,ψ) (R) is isomorphic to the crossed product R × α Z of R by α when α is an automorphism, and to the fractional skew monoid ring R[t + , t − ; α] when R is unital and α is an injective homomorphism such that α(R) = eRe for some idempotent e ∈ R, we get the following two corollaries. We end by noticing that when α is an automorphism, the condition of α being outer is equivalent with the seemingly stronger, and perhaps more familiar, condition that α is strongly outer. Definition 9.10. Let n ∈ N and let R be a ring with local units and α : R → R a ring automorphism. If there exists an invertible element u ∈ M(R) such that α n (r) = uru −1 for all r ∈ R, then α is said to be weakly inner with periodicity n. If α is not weakly inner of any periodicity, then it is said to be strongly outer.
Proposition 9.11. Let R be a ring with local units and let α : R → R a ring automorphism. Then α is outer if and only if it is strongly outer.
Proof. It follows from Remark 9.4 that if α is strongly outer, then it is also outer. Suppose that α is not strongly outer. Then there exist n ∈ N and an invertible element u ∈ M(R) such that α n (r) = uru −1 for all r ∈ R. If x = (f, g) ∈ M(R) where (f, g) is a double centralizer, then we letα(x) denote the double centralizer (α
. It is easy to check that x →α(x) defines an automorphismα of M(R) and thatα n (x) = uxu −1 for all x ∈ M(R). In particularα n (u) = uuu −1 = u and α n (u Thus α is inner with periodicity n 2 and is therefore not outer.
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