In this paper, two variants of iterative methods with higher order convergence are developed in order to solve a system of nonlinear equations. It is proved that these two new methods have cubic convergence. Some numerical examples are given to show the efficiency and the performance of the new iterative methods, which confirm the good theoretical properties of the approach.
Introduction
Consider the system of nonlinear equations          f 1 (x 1 , x 2 , · · · , x n ) = 0, f 2 (x 1 , x 2 , · · · , x n ) = 0, . . .
where each function f i (x 1 , x 2 , · · · , x n ) (i = 1, 2, · · · , n) can be thought of as mapping a vector x = (x 1 , x 2 , · · · , x n ) T of the n-dimensional space R n , into the real line R. The system can alternatively be represented by defining a functional F, mapping R n into R n by
Using vector notation to represent the variables x 1 , x 2 , · · · , x n , system (1.1) can be written as the following form F(x) = 0.
(1.2)
Newton's method is the best procedure for finding a root of the equation (1.2) due to its formal simplicity and its fast convergence rate. It has been generalized in many ways for the solution of nonlinear problems (see [7, 17] ). However, though the Newton's method converges very rapidly once an iteration is fairly close to the root, one cannot expect good convergence when an initial guess is not properly chosen or when the slope of F(x) is extremely flat near the root. Recently, several iterative methods (see [1, 5, 6, 11, 14, 18] ) based on the Newton's method for solving nonlinear equation (1.2) were developed. It has been shown (see [2-4, 9, 10, 12, 13, 15] ) that the quadrature formulas have been used to develop some iterative methods for solving a system of nonlinear equations (1.2). Motivated and inspired by the on-going activities, in this paper, we construct two variants of iterative methods for solving a system of nonlinear equations with higher order convergence.
Iterative methods
Let F : D ⊆ R n → R n be k-time Fréchet differentiable in a convex set D ⊆ R n and x * be a real zero of the nonlinear system of equations (1.2) of n equations with n variables. For any x, x n ∈ D, we write (see [10] ) Taylor's expansion for F as follows:
Especially, for r = 1 we have
Approximating the integral (2.1), we have
Then, we obtain
In order to find F(x) = 0, we get
which is is known as Newton's method for nonlinear system of equations (1.2) and has quadratic convergence (see [16] ). If we approximate the integral in (2.1) by using the four points Newton-Cotes, open formula (see [17] ), then
If we approximate the integral in (2.1) by using (2.2), then
By using (2.3) in (2.1) and (1.2), we obtain 
(2.5) Algorithm 2.1 is another iterative method for solving a system of nonlinear equations (1.2). Cordero et al. [6] developed an improved two-step Newton's method for solving the nonlinear system (1.2) 6) where
is the Newton's method with quadratic convergence. If z n = φ(x n , y n ) has order of convergence p, then (2.6) has order of convergence p + 2. Replacing z n = φ(x n , y n ) with approximation in (2.5), we can construct a new method as follows:
Algorithm 2.2. For a given x 0 , compute the approximate solution x n+1 by iterative schemes
Algorithm 2.2 is another iterative method for solving a system of nonlinear equations (1.2).
Convergence of the method
In this section, we turn to analyze the convergence of Algorithms 2.1 and 2.2 using the Taylor's series technique.
Theorem 3.1. Let F : D ⊆ R n → R n be k-time Fréchet differentiable in a convex set D ⊆ R n and x * be a real simple zero of the nonlinear system of equations (1.2). The new iterative method defined by Algorithm 2.1 has order of convergence three.
Proof. Defining e n = x n − x * , then we have
From (3.1), we obtain
Let x = x * be a simple zero of the nonlinear system of equations (1.2). Since F is sufficiently differentiable, by expanding F(x n ) and F (x n ) about x = x * , we get
Then we obtain
Applying Taylor's expansion to
at the point x n , and using (3.3), we have
,
Now, from (3.2) and (3.4), we obtain
This shows the third order convergence of the method. Hence, the proof is completed. Proof.
. ., and applying Taylor's expansion to F(x n ), F (x n ), F (y n ) at the point x n , we have
It follows from (3.6) that
From (2.7), (3.6), and (3.7), we obtaiñ
Then we have
It follows from (3.8) that
Furthermore, we have
Thus, we have
From (3.10), we have
We obtain from (3.11) that 11 24
From (3.5) and (3.12) we have
Applying Taylor's expansion for F(z n ) at the point x n , we obtain
(3.13)
From (3.9) and (3.13) we have Now, from (2.7) and (3.14), we obtain
This shows the fifth-order convergence of the method. Hence, the proof is completed.
Numerical results
In this section, some numerical comparisons are made with several other existing methods to illustrate the efficiency and the performance of the newly developed method. We compare the classical Newton's method (NM), the method of Darvishi and Barati (DV, [10] ), the method of Aslam Noor and Waseem (AN, [2] ), Algorithm 2.1 (MY1) and Algorithm 2.2 (MY2) introduced in this paper. All numeric computations have been carried out in MATLAB 2010b environment, rounding to 16 significant decimal digits. The stopping criterion used is x n+1 − x n < 10 −16 and the maximum number of iterations is 101. What is more, the effect to efficiency and the performance of the new iterative methods is considered, which includes the iteration times "Iter", the "CPU" run time and the "ERR" errors. For every method, we analyze plenty of iterations needed to converge to the computational order of convergence p, approximated by means of
, which is defined by Cordero and Torregrosa (see [8] ). Example 4.1. Consider the following system of nonlinear equations: 
using initial approximation at x 02 = (2, 2, 2, 2) T : F(x) = f 1 (x) = x 2 1 − 10x 1 + x 2 2 + 8 = 0, f 2 (x) = x 1 x 2 2 + x 1 − 10x 2 + 8 = 0. 
Conclusions
In this paper, two variants of iterative methods are developed in order to solve a system of nonlinear equations with higher order convergence. The numerical examples in tables show that our method is very effective and provides highly accurate results in a less number of iterations as compared with other existing methods.
