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Optimal Feedback for Stochastic Linear Quadratic
Control and Backward Stochastic Riccati Equations in
Infinite Dimensions
Qi Lu¨∗ and Xu Zhang†
Abstract
It is a longstanding unsolved problem to characterize the optimal feedbacks for general
SLQs (i.e., stochastic linear quadratic control problems) with random coefficients in infinite
dimensions; while the same problem but in finite dimensions was just addressed in a recent work
[52]. This paper is devoted to giving a solution to this problem under some assumptions which
can be verified for several interesting concrete models. More precisely, under these assumptions,
we establish the equivalence between the existence of optimal feedback operator for infinite
dimensional SLQs and the solvability of the corresponding operator-valued, backward stochastic
Riccati equations. A key contribution of this work is to introduce a suitable notion of solutions
(i.e., transposition solutions to the aforementioned Riccati equations), which plays a crucial role
in both the statement and the proof of our main result.
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1 Introduction
Linear quadratic control problems (LQs for short) are extensively studied in Control Theory. It
is an extremely important class of optimal control problems because it can model many prob-
lems in applications and, more importantly, many nonlinear control problems can be reasonably
approximated by LQs. It is well-known that, one of the three milestones in modern (finite dimen-
sional) optimal control theory is Kalman’s theory for LQs ([43], see also [47, 77] for some further
development).
In Control Theory, one of the fundamental issues is to find feedback controls, which are par-
ticularly important in practical applications. Indeed, the main advantage of feedback controls is
that they keep the corresponding control strategy to be robust with respect to (small) perturba-
tion/disturbance, which is usually unavoidable in real world. Unfortunately, it is actually very
difficult to find feedback controls for many control problems. So far, the most successful attempt
in this respect is that for LQs, in particular for that in the deterministic and finite dimensional
setting, to be recalled as follows.
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1.1 Review on deterministic LQs in finite dimensions and matrix valued Riccati
equations
Let T > 0, n,m ∈ N. Denote by S(Rn) the set of all n × n symmetric matrices. For any matric
M ∈ Rn×m, denote by M⊤ and R(M) its transpose and range, respecitvely. More notations (may
be used below) will be given in Chapter 2.
For any given (s, η) ∈ [0, T ]× Rn, we begin with the following control system:{
x˙(t) = A(t)x(t) + B(t)u(t), t ∈ [s, T ],
x(s) = η,
(1.1)
where A(·) ∈ L∞(0, T ;Rn×n) and B(·) ∈ L∞(0, T ;Rn×m), and u(·) ∈ L2(s, T ;Rm) is the control
variable. The cost functional takes the form:
J(s, η;u(·)) = 1
2
∫ T
s
(〈Q(t)x(t), x(t)〉Rn + 〈R(t)u(t), u(t)〉Rm)dt
+
1
2
〈Gx(T ), x(T )〉Rn ,
(1.2)
with Q(·) ∈ L∞(0, T ;S(Rn)), R(·) ∈ L∞(0, T ;S(Rm)) and G ∈ S(Rn). Let us consider the following
optimal control problem:
Problem (LQ). For each (s, η) ∈ [0, T ] × Rn, find (if possible) a u¯(·) ∈ L2(s, T ;Rm), called an
optimal control, such that
J(s, η; u¯(·)) = inf
u(·)∈L2(s,T ;Rm)
J(s, η;u(·)). (1.3)
If the above is possible, then Problem (LQ) is called solvable. The corresponding state x¯(·) is
called an optimal state. If the u¯(·) which fulfills (1.3) is unique, then Problem (LQ) is called
uniquely solvable.
Throughout this section, we assume that R(·) >> 0, i.e., R(t) − cIm > 0 for some constant
c > 0 and for a.e. t ∈ [0, T ], where Im stands for the identity matrix in Rm×m. One can show that
Problem (LQ) admits one and only one optimal control u¯(·), which can be characterized as
u¯(·) = −R(·)−1B(·)⊤ψ(·), (1.4)
where ψ(·) solves {
ψ˙(t) = −A(t)⊤ψ(t)−Q(t)x¯(t), t ∈ [s, T ],
ψ(T ) = −Gx¯(T ). (1.5)
Note however that the optimal control u¯(·) given by (1.4) is NOT of feedback form. In order
to find the feedback form of u¯(·), formally, assume that
ψ(t) = P(t)x¯(t), t ∈ [s, T ], (1.6)
for some Rn×n-valued function P(·) to be given later. Then, combining (1.4) and (1.6), one obtains
the feedback control:
u¯(t) = −R(t)−1B(t)⊤P(t)x¯(t), for a.e. t ∈ [s, T ]. (1.7)
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How to obtain the above P(·)? Differentiating (1.6), we find that (e.g. [79])(−A(t)⊤P(t)−Q(t))x¯(t)
= −A(t)⊤ψ(t) + Q(t)x¯(t)
= ψ˙(t) = ˙P(t)x¯(t) + P(t) ˙¯x(t)
= P˙(t)x¯(t) + P(t)
(
A(t)x¯(t) + B(t)u¯(t)
)
=
(
P˙(t) + P(t)A(t)− P(t)B(t)R(t)−1B(t)⊤P(t))x¯(t).
Clearly, it suffices to choose P(·) solving the following matrix valued Riccati equation:
P˙(t) = −(P(t)A(t) + A(t)⊤P(t) + Q(t)
−P(t)B(t)R(t)−1B(t)⊤P(t)), a.e. t ∈ [0, T ],
P(T ) = G.
(1.8)
Due to many applications in the projective differential geometry of curves and the calculus
of variations, the study of Riccati (type) equations may date back to the very early period of
modern mathematics. Some particular cases were studied more than three hundred years ago
by J. Bernoulli (1654–1705) and J. Riccati (1676–1754). Other important contributors in this
respect include D. Bernoulli, L. Euler, A.-M. Legendre, J. d’Alembert and so on. In the early
stage, Riccati equations were in a narrow sense, i.e., first-order ordinary differential equations with
quadratic unknowns. It is one of the simplest type of nonlinear differential equations which may
have no explicit solutions. Later on, the term of Riccati equation is also used to refer to matrix or
operator equations with analogous quadratic unknowns. These equations appear in many different
mathematical fields, such as boundary value problems, scattering theory, spectral factorization of
operators, singular perturbation theory, differential geometry, Hamiltonian system, the theory of
Bessel functions, functional calculus, etc (e.g. [30, 38, 39, 72]). Moreover, these equations are also
serves as fundamental tools in some other natural science fields, such as quantum chemistry (e.g.
[24, 67]).
Let us recall that the simplest Riccati equation takes the following form:{
y˙ = y2, t ∈ R
y(0) = y0(∈ R).
(1.9)
The solution to (1.9) is given by
y(t) =
1
y−10 − t
, (1.10)
which blows up at t = y−10 . Nevertheless, by means of the special structure of (1.8) (because it
comes from Problem (LQ)), Kalman proved the following fundamental result ([43]):
Theorem 1.1 Problem (LQ) is uniquely solvable if and only if the corresponding Riccati equation
(1.8) admits a unique solution P(·) ∈ C([0, T ];S(Rn)).
Note that the standard Problem (LQ), i.e. the case when R(·) >> 0, Q(·) ≥ 0 and G ≥ 0, is
always uniquely solvable, and therefore, by Theorem 1.1, the equation (1.8) admits a unique global
solution P(·) on [0, T ].
After the seminal work in [43], the matrix-valued Riccati equations were broadly applied to
solving control problems, such as linear optimal control and filtering problems with quadratic cost
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functionals, feedback stabilization problems, linear dynamic games with quadratic cost functionals,
etc. We refer to [1, 59, 65, 77, 81] and the rich references therein for more details.
Stimulated by Kalman’s work, LQs are studied extensively for more general control systems,
such as those governed by partial differential equations (PDEs for short), by stochastic differential
equations (SDEs for short) and stochastic partial differential equations (SPDEs for short).
As far as we know, [49] is the earliest monograph addressing systematically to LQs for PDEs.
Compared with Problem (LQ), the infinite dimensional setting brings about many new difficulties
(even for the deterministic case). To overcome them, people introduce several new tools, say
(deterministic) operator-valued differential Riccati equations (see [15, 46, 48, 49] for the details).
Nevertheless, the main concern of our present work is to study LQs in stochastic setting, especially
those governed by SPDEs.
1.2 Review on SLQs in finite dimensions
Let (Ω,F ,F,P) be a complete filtered probability space with F = {Ft}t∈[0,T ] (satisfying the usual
conditions), on which a 1-dimensional standard Brownian motion {W (t)}t∈[0,T ] is defined such that
F is the natural filtration generated by W (·) (augmented by all P-null sets).
For any (s, η) ∈ [0, T )×L2Fs(Ω;Rn), consider the following controlled linear stochastic (ordinary)
differential equation, i.e., stochastic evolution equation (SEE for short) in finite dimensions:{
dx(t) =
(
Ax(t) +Bu(t)
)
dt+
(
Cx(t) +Du(t)
)
dW (t) in (s, T ],
x(s) = η,
(1.11)
with the quadratic cost functional:
J (s, η;u(·)) = 1
2
E
[ ∫ T
s
(〈
Qx(t), x(t)
〉
Rn
+
〈
Ru(t), u(t)
〉
Rm
)
dt
+〈Gx(T ), x(T )〉Rn
]
,
(1.12)
where the coefficients
A ∈ L∞F (Ω;L1(0, T ;Rn×n)), B ∈ L∞F (Ω;L2(0, T ;Rn×m)),
C ∈ L∞F (Ω;L2(0, T ;Rn×n)), D ∈ L∞F (0, T ;Rn×m),
Q ∈ L∞F (Ω;L1(0, T ;S(Rn))), R ∈ L∞F (0, T ;S(Rm)), G ∈ L∞FT (Ω;S(Rn)).
To simplify the notations, here and henceforth the sample point ω(∈ Ω) and/or the time variable
t(∈ [0, T ]) in the coefficients are often suppressed, in the case that no confusion would occur.
In (1.11), u(·) ∈ L2
F
(s, T ;Rm) is the control variable, x(·)(= x(·; s, η, u(·))) ∈ CF([s, T ];L2(Ω;
R
n)) is the state variable.
Let us consider the following SLQ in finite dimensions:
Problem (FSLQ): For each (s, η) ∈ [0, T ) × L2Fs(Ω;Rn), find (if possible) a control u¯(·) ∈
L2
F
(s, T ;Rm), called an optimal control, such that
J (s, η; u¯(·)) = inf
u(·)∈L2
F
(s,T ;Rm)
J (s, η;u(·)). (1.13)
If the above is possible, then Problem (FSLQ) is called solvable. If the u¯(·) which fulfills (1.13)
is unique, then Problem (FSLQ) is called uniquely solvable.
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SLQs in finite dimensions have been extensively studied in the literature (See [3, 5, 8, 9, 11, 70,
76, 80] and the rich references therein). Similar to the deterministic setting, Riccati equations (and
their variants) are introduced as fundamental tools for constructing feedback controls. Nevertheless,
for stochastic problems one usually has to consider backward stochastic Riccati equations (BSREs
for short). For Problem (FSLQ), the desired (matrix-valued) BSRE takes the following form:
dP = −(PA+A⊤P + ΛC + C⊤Λ
+C⊤PC +Q− L⊤K†L)dt+ ΛdW (t) in [0, T ],
P (T ) = G,
(1.14)
whereK = R+D⊤PD, L = B⊤P+D⊤(PC+Λ), andK† denotes the Moore-Penrose pseudo-inverse
of K.
To the authors’ best knowledge, [76] is the first work which employed Riccati equations to
study Problem (FSLQ). After [76], Riccati equations were systematically applied to study SLQs
(e.g. [5, 7, 9, 18, 80]), and the well-posedness of such equations was studied in some literatures
(See [70, 80] and the references therein). In the early works in this respect (e.g., [11, 76, 80]), the
coefficients A, B, C, D, Q, R, G appeared in the control system (1.11) and the cost functional
(1.12) were assumed to be deterministic matrices. For this case, the corresponding BSRE (1.14) is
deterministic (i.e., Λ ≡ 0 in (1.14)), as well. On the other hand, [8] is the first work addressed to
the study of SLQs (in finite dimensions) with random coefficients. In [8, 9], the equation (1.14) was
formally derived. However, at that time only some special and simple cases could be solved. Later,
[60] proved the well-posedness of this equation under the condition that D = 0. This condition was
dropped in [70]. Now SLQs in finite dimensions have been studied in many literature, for which we
refer the readers to [3, 5, 8, 9, 11, 12, 41, 68, 69, 70, 76, 80] and the rich references cited therein.
Naturally, one hopes to employ solutions of (1.14) to construct feedback controls for Problem
(FSLQ). Indeed, under some mild assumptions, by Theorem 1.1, one can always find the desired
feedback control through the corresponding Riccati equation whenever a deterministic LQ, i.e.
Problem (LQ) is solvable. However, as pointed out in [52], significantly different from its deter-
ministic counterpart, the problem of feedback controls is much less well-understood for Problem
(FSLQ). Indeed, many new difficulties are met:
• The corresponding Riccati equation (1.14) is a backward stochastic differential equation with
a quadratic nonlinear term. Compared with the equation (1.8), generally speaking, the well-
posedness of (1.14) is highly nontrivial.
• Although the BSRE (1.14) is solvable whenever so is Problem (FSLQ) ([70]), as noted in
[52, Remark 1.2], the corresponding solution to (1.14) may not be regular enough to serve as
the design of feedback controls.
Due to the last difficulty mentioned above, it is quite natural to ask such a question:
Question (Q): Is it possible to link the existence of optimal feedback controls (rather than the
solvability) for SLQs directly to the solvability of the corresponding BSRE?
Clearly, from the viewpoint of applications, it is more desirable to study the existence of feedback
controls for SLQs than the solvability of the same problems. An affirmative answer to the above
question in finite dimensions was given in [52]. More precisely, let us recall first the notion of
optimal feedback operator for Problem (FSLQ):
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Definition 1.1 A stochastic process Θ(·) ∈ L∞
F
(Ω;L2(0, T ;Rm×n)) is called an optimal feedback
operator for Problem (FSLQ) if
J (s, η; Θ(·)x¯(·)) ≤ J (s, η;u(·)),
∀ (s, η) ∈ [0, T ) × L2Fs(Ω;Rn), u(·) ∈ L2F(s, T ;Rm),
where x¯(·) = x¯(· ; s, η,Θ(·)x¯(·)) solves the equation (1.11) with u(t) replaced by Θ(t)x¯(t).
The choice of the optimal feedback operator space L∞
F
(Ω;L2(0, T ;Rm×n)) (in Definition 1.1) is
sharp. Indeed, this is a consequence of the following sharp well-posedness result (See [61, Chapter
V, Section 3] for its proof):
Lemma 1.1 Let A ∈ L∞
F
(Ω;L1(0, T ;Rn×n)), B ∈ L∞
F
(Ω;L2(0, T ;Rn×n)), f ∈ L1
F
(s, T ;Rn) and
g ∈ L2
F
(s, T ;Rn). Then, for any η ∈ L2Fs(Ω;Rn), the stochastic differential equation{
dx = (Ax+ f)dt+ (Bx+ g)dW (t) in [s, T ],
x(s) = η
admits one and only one F-adapted solution x(·) ∈ L2
F
(Ω;C([s, T ];Rn)).
In [52], the following equivalence (between the existence of optimal feedback operator for Prob-
lem (FSLQ) and the solvability of the corresponding BSRE (1.14) in a suitable sense) was proved.
Theorem 1.2 Problem (FSLQ) admits an optimal feedback operator Θ(·) ∈ L∞
F
(Ω;L2(0, T ;
R
m×n)) if and only if the BSRE (1.14) admits a solution(
P (·),Λ(·)) ∈ L∞F (Ω;C([0, T ];S(Rn)))× LpF(Ω;L2(0, T ;S(Rn)))
(for all p ≥ 1) such that
R(K(t, ω)) ⊃ R(L(t, ω)) and K(t, ω) ≥ 0, a.e. (t, ω) ∈ [0, T ]× Ω,
and
K(·)†L(·) ∈ L∞F (Ω;L2(0, T ;Rm×n)).
In this case, the optimal feedback operator Θ(·) is given as
Θ(·) = −K(·)†L(·) + (Im −K(·)†K(·))θ,
where θ ∈ L∞
F
(Ω;L2(0, T ;Rm×n)) is arbitrarily given. Furthermore,
inf
u∈L2
F
(s,T ;Rm)
J (s, η;u) = 1
2
E〈P (s)η, η〉Rn .
The following example (which is a modification of [52, Example 6.2]), shows that a solvable
Problem (FSLQ) does not necessarily admit any optimal feedback operator:
Example 1.1 Consider a solvable Problem (FSLQ) with the data:
m = n = 1,
A = B = C = Q = 0, D = 1,
R =
1
4
> 0, G = Y (T )−1 − 1
4
> 0,
(1.15)
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where Y (·) will be given later. We shall show that for a suitable chosen Y (·), the resulting Problem
(FSLQ) does not admit optimal feedback operators.
Define two (one-dimensional) stochastic processes M(·) and ζ(·) and a stopping time τ as fol-
lows: 
M(t) ,
∫ t
0
1√
T − sdW (s), t ∈ [0, T ),
τ , inf
{
t ∈ [0, T ) ∣∣ |M(t)| > 1},
ζ(t) ,
π
2
√
2
√
T − tχ[0,τ ](t), t ∈ [0, T ).
(1.16)
Here we agree that inf ∅ = T , also χ[0,τ ](·) stands for the characteristic function of [0, τ ]. Clearly,
by the definition of τ , it follows that, for any t ∈ [0, T ],∣∣∣ ∫ t
0
ζ(s)dW (s)
∣∣∣ = π
2
√
2
∣∣∣ ∫ min(t,τ)
0
1√
T − sdW (s)
∣∣∣ ≤ π
2
√
2
. (1.17)
Further, It was shown in [27, Lemma A.1] that
E
[
exp
(∫ T
0
|ζ(t)|2dt
)]
=∞. (1.18)
Consider the following backward stochastic differential equation:
Y (t) =
∫ T
0
ζ(s)dW (s) +
π
2
√
2
+ 1−
∫ T
t
Z(s)dW (s), t ∈ [0, T ].
This equation admits a unique solution (Y,Z) as followsY (t) =
∫ t
0
ζ(s)dW (s) +
π
2
√
2
+ 1,
Z(t) = ζ(t),
t ∈ [0, T ].
From (1.16)–(1.18), it is easy to see that1 ≤ Y (·) ≤
π√
2
+ 1, Z(·) ∈ Lp
F
(Ω;L2(0, T ;R)) for any p ≥ 1,
Z(·) /∈ L∞F (Ω;L2(0, T ;R)).
(1.19)
The corresponding BSRE is specialized as{
dP = (R + P )−1Λ2dt+ ΛdW (t) in [0, T ],
P (T ) = G,
(1.20)
and Θ(·) = −(R+ P (·))−1Λ(·). By applying Itoˆ’s formula to Y (·)−1, it is easy to show that
(P (·),Λ(·)) , (Y (·)−1 −R,−Y (·)−2Z(·))
is the unique solution to (1.20).
Now, by the contradiction argument, we suppose the Problem (FSLQ) under consideration
admitted an optimal feedback operator Θ(·) ∈ L∞
F
(Ω;L2(0, T ;R)). Then, from Theorem 1.2, this
feedback control operator would be given explicitly by
Θ(·) = −(R+ P (·))−1Λ(·) = −Y (·)−1Z(·).
By (1.19), we see that Θ(·) does not belong to L∞
F
(Ω;L2(0, T ;R)), which is a contradiction.
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1.3 SLQs in infinite dimensions
From now on, we focus on SLQs in infinite dimensions, the main concern of this work. In order that
our results can be applied to as many different SPDEs as possible, we shall formulate the problem
for SEEs.
Let H and U be separable Hilbert spaces, and A be an unbounded linear operator (with domain
D(A) ⊂ H), which generates a C0-semigroup {eAt}t≥0. Denote by A∗ the adjoint operator of A.
More assumptions (may be used below) will be given in Chapter 2.
For any (s, η) ∈ [0, T ) × L2Fs(Ω;H), we consider the following controlled linear SEE:{
dx(t) =
[
(A+A1)x(t) +Bu(t)
]
dt+
(
Cx(t) +Du(t)
)
dW (t) in (s, T ],
x(s) = η,
(1.21)
with the quadratic cost functional
J (s, η;u(·)) = 1
2
E
[ ∫ T
s
(〈
Qx(t), x(t)
〉
H
+
〈
Ru(t), u(t)
〉
U
)
dt
+〈Gx(T ), x(T )〉H
]
.
(1.22)
Here the coefficients A1, B, C, D, Q and R are suitable operator-valued stochastic processes, and G
is a suitable operator-valued random variable. In (1.21), u(·) ∈ L2
F
(s, T ;U) is the control variable,
x(·)(= x(·; s, η, u(·))) ∈ CF([s, T ];L2(Ω;H)) is the state variable.
Let us consider the following optimal control problem:
Problem (SLQ): For each (s, η) ∈ [0, T )×L2Fs(Ω;H), find (if possible) a control u¯(·) ∈ L2F(s, T ;U)
such that
J (s, η; u¯(·)) = inf
u(·)∈L2
F
(s,T ;U)
J (s, η;u(·)). (1.23)
If the above is possible, then Problem (SLQ) is called solvable. Any u¯(·) satisfying (1.23) is
called an optimal control. If the u¯(·) which fulfills (1.23) is unique, then Problem (SLQ) is called
uniquely solvable. The corresponding state x¯(·) is called an optimal state, and (x(·), u¯(·)) is called
an optimal pair.
Remark 1.1 In this work, in order to present the key idea in the simplest way, we assume that
W (·) is a 1-dimensional standard Brownian motion. One can also deal with the case that W (·) is
a cylindrical (or other vector-valued) Brownian motion by the method developed in this paper.
Similarly to (1.14), we introduce the following operator-valued (or more precisely, L(H)-valued)
BSRE for our Problem (SLQ):
dP = −[P (A+A1) + (A+A1)∗P + ΛC + C∗Λ
+C∗PC +Q− L∗K−1L]dt+ ΛdW (t) in [0, T ),
P (T ) = G,
(1.24)
where
K ≡ R+D∗PD > 0, L = B∗P +D∗(PC + Λ). (1.25)
Besides the difficulties mentioned in the last section for the case of finite dimensions, there exists
an essentially new one in the study of (1.24) when dimH = ∞, without further assumption on
the data A1, B, C, D, Q, R and G. Indeed, in the infinite dimensional setting, although L(H)
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is still a Banach space, it is neither reflexive (needless to say to be a Hilbert space) nor separable
even if H itself is separable. As far as we know, in the previous literatures there exists no such
a stochastic integration/evolution equation theory in general Banach spaces that can be employed
to treat the well-posedness of (1.24), especially to handle the (stochastic integral) term “ΛdW (t)”
effectively. For example, the existing results on stochastic integration/evolution equations in UMD
Banach spaces (e.g. [73, 74]) do not fit the present case because, if a Banach space is UMD, then
it is reflexive.
Because of the aforementioned difficulty, there exist only a quite limited number of works
dwelling on some special cases of SLQs in infinite dimensions (e.g., [2, 31, 32, 34, 42, 51, 71]). We
list below some of these typical works:
• In [42, 71], Problem (SLQ) was studied under a key assumption that the diffusion term
in (1.21) is Cx(t)dW1(t) + Du(t)dW2(t), where W1(·) and W2(·) are mutually independent
Brownian motions. This assumption plays a crucial role in these papers. Indeed, under such
an assumption, the corresponding Riccati equation takes the form:
dP = −[P (A+A1) + (A+A1)∗P + C∗PC +Q
−PBK−1B∗P ]dt in [0, T ),
P (T ) = G.
(1.26)
The equation (1.26) is a random operator-valued Riccati equation (rather than operator-
valued BSRE), whose well-posedness is not hard to be obtained.
• When the diffusion term in (1.21) is of the form σdW (t) with σ a suitable F-adapted H-valued
process, [2] studied Problem (SLQ) and found the optimal feedback control by solving
a random operator-valued Riccati equation (similar to (1.26)) and a backward stochastic
evolution equation (BSEE for short).
• In [31], Problem (SLQ) was considered for the case that R = I, the identity operator on
U , and D = 0 (the latter means that there is no control in the diffusion term in (1.21)). In
this case, the equation (1.24) is specialized as
dP = −[P (A+A1) + (A+A1)∗P + ΛC + C∗Λ
+C∗PC +Q− PBB∗P ]dt+ ΛdW (t) in [0, T ),
P (T ) = G.
(1.27)
Although (1.27) looks much simpler than (1.24), it is also an operator-valued BSEE (because
the “bad” term “ΛdW (t)” is still in (1.27)). Nevertheless, [31] considered a kind of generalized
solution to (1.27), which was a “weak limit” of solutions to some suitable finite dimensional
approximations of (1.27). It is shown in [31] that the finite dimensional approximations Pn
of P are convergent in some weak sense, and via which P may be obtained as a suitable
generalized solution to (1.27) although nothing can be said about Λ. This is enough for this
special case that D = 0. Indeed, the corresponding optimal feedback operator in (2.9) (in the
next chapter) is then specialized as
Θ(·) = −K(·)−1B(·)∗P (·),
which is independent of Λ.
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• In [32], the well-posedness of (1.27) was further studied when A is a self-adjoint operator on
H and there exists an orthonormal basis {ej}∞j=1 in H and an increasing sequence of positive
numbers {µj}∞j=1 so that Aej = −µjej for j ∈ N and
∞∑
j=1
µ−rj < ∞ for some r ∈ (14 , 12).
Clearly, this assumption is not satisfied by many controlled stochastic partial differential
equations, such as stochastic wave equations, stochastic Schro¨dinger equations, stochastic
KdV equations, stochastic beam equations, etc. It is even not fulfilled by the classical m-
dimensional stochastic heat equation for m ≥ 2. The well-posedness result (in [32]) for (1.27)
was then applied to Problem (SLQ) in the case that R = I and D = 0.
In this paper, we do not impose the assumptions that R = I and D = 0. We remark that,
dropping the condition D = 0 will lead to another essential difficulty in the study of (1.24). Indeed,
if D = 0, then the nonlinear term L∗K−1L is specialized as PBB∗P , which enjoys a “good” sign
in the energy estimate, and therefore, it is not very hard to obtain the well-posedness of the
linearized equation of (1.24), at least for some special situation. Once the well-posedness of this
linearized equation is established, the well-posedness of (1.24) follows from a fixed point argument
(e.g. [31, 32]). However, when D 6= 0, the situation is then quite subtle. Indeed, it is not an easy
task even to derive the well-posedness of the linearized version of (1.24) because actually one does
not have the desired energy estimate any more.
Generally speaking, in order to study the difficult (deterministic/stochastic) nonlinear partial
differential equations, people need to introduce suitable new concept of solutions, such as viscosity
solutions for Hamilton-Jacobi equations ([14]) and fully nonlinear second-order equations ([50]),
and renormalized solutions for the KPZ equation ([35]). In this work, we introduce another type of
solution, i.e., transposition solution to the operator-valued BSRE (1.24). The concept of transpo-
sition solution (or relaxed transposition solution) to operator-valued, backward stochastic (linear)
Lyapunov equations was first introduced in our previous work ([54]), and was employed to study
first and second order necessary conditions for stochastic optimal controls in infinite dimensions
([25, 26, 53, 54, 55]). The core of our stochastic transposition method is to introduce two vector-
valued forward stochastic (test) evolution equations and via which solutions to operator-valued
backward stochastic evolution equations can be interpreted in the sense of transposition (See [55]
for more analysis). As we shall see later, transposition solution is also a suitable notion of solution
to the nonlinear equation (1.24).
On the other hand, similarly to the setting of finite dimensions, it is easy to construct a coun-
terexample (say by modifying suitably Example 1.1) in which a Problem (SLQ) (in infinite
dimensions) is solvable, but it does not admit any optimal feedback operator (See Definition 2.1).
Because of this, Question (Q) that we posed in the last section makes sense in infinite dimensions
as well. Actually, we shall show that, under some assumptions, the existence of optimal feedback
operator for Problem (SLQ) is equivalent to the solvability of the corresponding operator-valued
BSRE (1.24) in the sense of transposition solution (given in Definition 2.2 in the next chapter).
Unsurprisingly, although (deterministic) operator-valued differential Riccati equations were in-
troduced to study control problems, they have been used elsewhere, for instance, the study of some
quantum systems (e.g., [23, 62]). Because of this, we believe that, our operator-valued BSRE (1.24),
though appeared as a tool to study the optimal feedback controls for Problem (SLQ), should
have some independent interest and may be applied in other places.
Since 1960s, simulated by a large number of physical and biological problems (e.g., [10, 45]),
stochastic partial differential equations or more generally stochastic evolution equations in infi-
nite dimensions, have attracted the attention of many researchers (e.g., [13, 16, 40] and the rich
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references therein). Quite interestingly, the study of these equations poses some challenging math-
ematical problems (e.g., [10]). Indeed, for several infinite dimensional stochastic equations, whose
deterministic counterparts are very simple and well studied, people has to develop powerful new
tools to study them (e.g., [6, 17, 20, 33, 35, 36, 37]). Clearly, (1.24) is a quadratically nonlinear,
operator-valued BSEE, and therefore, one cannot expect to handle it easily.
Because of the very difficulties of both Problem (SLQ) and the equation (1.24), the main
results in this paper are much less than satisfactory. In our opinion, this paper should be a starting
point for further studies in this respect in the future. It seems that more delicate and powerful
tools (especially that from “hard analysis”) should be introduced, and most likely the problems
should be analyzed for concrete models one by one. Nevertheless, we believe that the transposition
solution notion (for (1.24)) introduced in this work should be a basis for these studies.
The rest of this work is organized as follows: Chapter 2 is devoted to stating the main results of
this paper. In Capter 3, we give some preliminary results which will be used later. Chapters 4 and
5 are addressed to the proof of our main result. In Chapter 6, we shall prove the existence of the
transposition solution to (1.24) under some assumptions on the coefficients. Finally, in Chapter 7,
we shall provide some concrete illuminating examples.
2 Statement of the main results
We begin with some notations to be used throughout this paper.
Denote by F the progressive σ-field (in [0, T ]×Ω) with respect to F, by Ef the (mathematical)
expectation of an integrable random variable f : (Ω,F ,P) → C, and by C a generic positive
constant, which may be different from one place to another.
Let X be a Banach space. For any t ∈ [0, T ] and p ∈ [1,∞), denote by LpFt(Ω;X ) the Banach
space of all Ft-measurable random variables ξ : Ω → X such that E|ξ|pX < ∞, with the canoni-
cal norm. Denote by Lp
F
(Ω;C([t, T ];X )) the Banach space of all X -valued F-adapted continuous
processes φ(·), with the norm
|φ(·)|Lp
F
(Ω;C([t,T ];X )) ,
[
E sup
s∈[t,T ]
|φ(s)|pX
]1/p
.
Similarly, one can define Lp
F
(Ω;C([τ1, τ2];X )) for two stopping times τ1 and τ2 with τ1 ≤ τ2, P-a.s.
Also, denote by CF([t, T ];L
p(Ω;X )) the Banach space of all X -valued F-adapted processes φ(·)
such that φ(·) : [t, T ]→ LpFT (Ω;X ) is continuous, with the norm
|φ(·)|CF([t,T ];Lp(Ω;X )) , sup
s∈[t,T ]
[
E|φ(s)|pX
]1/p
.
Fix any p1, p2, p3, p4 ∈ [1,∞]. Put
Lp1
F
(Ω;Lp2(t, T ;X )) =
{
ϕ : (t, T )× Ω→ X
∣∣∣ ϕ(·) is F-adapted and
E
(∫ T
t
|ϕ(s)|p2X ds
) p1
p2 <∞
}
,
Lp2
F
(t, T ;Lp1(Ω;X )) =
{
ϕ : (t, T )× Ω→ X
∣∣∣ ϕ(·) is F-adapted and∫ T
t
(
E|ϕ(s)|p1X
) p2
p1 ds <∞
}
.
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(When any one of pj (j = 1, 2, 3, 4) is equal to ∞, it is needed to make the usual modifica-
tions in the above definitions of Lp1
F
(Ω;Lp2(t, T ;X )) and Lp2
F
(0, T ;Lp1(Ω; X ))). Clearly, both
Lp1
F
(Ω;Lp2(t, T ;X )) and Lp2
F
(t, T ;Lp1(Ω; X )) are Banach spaces with the canonical norms. If
p1 = p2, we simply write the above spaces as L
p1
F
(t, T ;X ).
Let Y be another Banach space. Denote by L(X ;Y) the Banach space of all bounded linear
operators from X to Y, with the usual operator norm (When Y = X , we simply write L(X ) instead
of L(X ;Y)). Let H and U be Hilbert spaces. For any M ∈ L(U ;H), denote by M∗(∈ L(H;U)) the
dual (operator) of M . Also, denote by S(H) the set of all self-adjoint, bounded linear operators
on H, i.e., S(H) = {M ∈ L(H) | M = M∗}. An M ∈ S(H) is called nonnegative (resp. positive),
written asM ≥ 0 (resp. M > 0) if (Mh,h)H ≥ 0 (resp. (Mh,h)H ≥ c|h|2H for some constant c > 0)
for any h ∈ H.
Suppose Xj and Yj (j = 1, 2) are Banach spaces satisfying X1 ⊂ X ⊂ X2 and Y1 ⊂ Y ⊂ Y2.
If M ∈ L(X ;Y) can be extended as an operator M˜ ∈ L(X2;Y2), then, to simplify the notations,
(formally) we also write M ∈ L(X2;Y2). Similarly, if M |X1 ∈ L(X1;Y1), then, we write M ∈
L(X1;Y1).
Further, we put
Lpd
(
Lp1
F
(0, T ;Lp2(Ω;X )); Lp3
F
(0, T ;Lp4(Ω;Y)))
,
{L ∈ L(Lp1
F
(0, T ;Lp2(Ω;X ));Lp3
F
(0, T ;Lp4(Ω;Y)) ∣∣ for a.e.
(t, ω) ∈ (0, T ) × Ω, there exists L(t, ω) ∈ L(X ;Y) verifying
that
(Lf(·))(t, ω) = L(t, ω)f(t, ω), ∀ f(·) ∈ Lp1
F
(0, T ;Lp2(Ω;X ))}
and
Lpd
(X ; Lp3
F
(0, T ; Lp4(Ω;Y)))
, {L ∈ L(X ;Lp3
F
(0, T ;Lp4(Ω;Y))|for a.e. (t, ω) ∈ (0, T ) × Ω, there exists
L(t, ω) ∈ L(X ;Y) verifying that (Lx)(t, ω) = L(t, ω)x, ∀x∈X}.
To simplify the notations, in what follows we shall identify L with L(·, ·). Similarly, one can define
the spaces Lpd
(
Lp2(Ω;X ); Lp3
F
(0, T ;Lp4(Ω;Y))) and Lpd(Lp2(Ω;X ); Lp4(Ω;Y)), etc.
In this paper, for any operator-valued process/random variable M , we denote by M∗ its point-
wise dual. For example, if M ∈ Lr1
F
(0, T ;Lr2(Ω; L(H))), then M∗ ∈ Lr1
F
(0, T ;Lr2(Ω;L(H))), and
|M |Lr1
F
(0,T ;Lr2(Ω;L(H))) = |M∗|Lr1
F
(0,T ;Lr2(Ω;L(H))).
Put
Υp(X ;Y) ,
{
L(·, ·) ∈ Lpd(L2F(Ω;L∞(0, T ;X ));L2F(Ω;Lp(0, T ;Y)))|
|L(·, ·)|L(X ;Y) ∈ L∞F (Ω;Lp(0, T ))
}
.
(2.1)
We shall simply denote Υp(X ;X ) by Υp(X ).
Remark 2.1 For any J(·, ·) ∈ Υp(X ;Y), one may not have J(·, ·) ∈ L∞F (Ω;Lp(0, T ;L(X ;Y))).
Nevertheless, as we shall see later, in some sense Υp(X ;Y) is a nice “replacement” of the space
L∞
F
(Ω;Lp(0, T ;L(X ;Y))).
Similar to Definition 1.1, we introduce the following notion:
Definition 2.1 An operator Θ(·) ∈ Υ2(H;U) is called an optimal feedback operator for Problem
(SLQ) if
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J (s, η; Θ(·)x¯(·)) ≤ J (s, η;u(·)),
∀ (s, η) ∈ [0, T )× L2Fs(Ω;H), u(·) ∈ L2F(s, T ;U),
(2.2)
where x¯(·) = x¯(· ; s, η,Θ(·)x¯(·)) solves the following equation:
dx¯(t) =
[
(A+A1)x¯(t) +BΘx¯(t)
]
dt
+
(
Cx¯(t) +DΘx¯(t)
)
dW (t) in (s, T ],
x¯(s) = η.
(2.3)
Remark 2.2 As a natural generalization of Definition 1.1, the space Υ2(H;U) in Definition 2.1
should be replaced by L∞
F
(Ω;L2(0, T ;L(H;U))). However, we believe that Υ2(H;U) is more suitable
in the infinite dimensional setting. See Theorems 2.1 and 2.2 for more details.
Remark 2.3 In Definition 2.1, the operator Θ(·) is required to be independent of (s, η) ∈ [0, T )×
L2Fs(Ω;H). For a fixed pair (s, η) ∈ [0, T )×L2Fs(Ω;H), the inequality (2.2) implies that the control
u¯(·) ≡ Θ(·)x¯(·) ∈ L2
F
(s, T ;U) is optimal for Problem (SLQ). Therefore, for Problem (SLQ),
the existence of an optimal feedback operator on [0, T ] implies the existence of optimal controls for
any pair (s, η) ∈ [0, T ) × L2Fs(Ω;H).
Let us introduce the following assumptions:
(AS1) The coefficients satisfy that
A1(·) ∈ L∞F (Ω;L1(0, T ;L(H))),
C(·) ∈ L∞F (Ω;L2(0, T ;L(H))),
B(·) ∈ L∞F (Ω;L2(0, T ;L(U ;H))),
D(·) ∈ L∞F (0, T ;L(U ;H)),
Q(·) ∈ L∞F (0, T ;S(H)),
R(·) ∈ L∞F (0, T ;S(U)),
G ∈ L∞FT (Ω; S(H)), G ≥ 0, R > 0, Q ≥ 0.
(AS2) The eigenvectors {ej}∞j=1 of A such that |ej |H = 1 for all j ∈ N constitute an orthonormal
basis of H.
By (AS1), it is easy to see that, for any (s, η) ∈ [0, T ]×L2Fs(Ω;H), there exists a unique optimal
control for Problem (SLQ).
Let {µj}∞j=1 (corresponding to {ej}∞j=1) be the eigenvalues of A. Let {λj}∞j=1 be an arbitrarily
given real number sequence satisfying that λj > 0 for all j ∈ N and
∑∞
j=1 λ
2
j <∞. Define a norm
| · |V on H as follows:
|h|V =
√√√√ ∞∑
j=1
λ2j |ej |−2D(A)h2j , ∀h =
∞∑
j=1
hjej ∈ H.
Denote by V the completion of H with respect to the norm | · |V . Clearly, V is a Hilbert space,
V ⊂ H and {λ−1j |ej |D(A)ej}∞j=1 is an orthonormal basis of V . Denote by VH the set of all such kind
of Hilbert spaces V .
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Denote by L2(H;V ) the set of all Hilbert-Schmidt operators from H to V . It is well known
that L2(H;V ) is a Hilbert space itself. Denote by V ′ the dual space of V with respect to the pivot
space H ≡ H ′.
We also need the following technical conditions:
(AS3) There is a V ∈ VH such that A1, C,Q ∈ L∞F (0, T ;L(V )), G ∈ L∞FT (Ω; L(V )) and
A1, C,Q ∈ L∞F (0, T ;L(V ′)), G ∈ L∞FT (Ω;L(V ′)).
(AS4) Let {ϕj}∞j=1 be an orthonormal basis of U . There is a U˜ ⊂ U such that U˜ is dense in U ,
{ϕj}∞j=1 ⊂ U˜ , R ∈ L∞F (0, T ;L(U˜ )) and B,D ∈ L∞F (0, T ;L(U˜ ;V ′)), where V is given in Assumption
(AS3).
Consider the following two (forward) SEEs:{
dx1 =
[
(A+A1)x1 + u1
]
dτ +
(
Cx1 + v1
)
dW (τ) in (t, T ],
x1(t) = ξ1
(2.4)
and {
dx2 =
[
(A+A1)x2 + u2
]
dτ +
(
Cx2 + v2
)
dW (τ) in (t, T ],
x2(t) = ξ2.
(2.5)
Here t ∈ [0, T ), ξ1, ξ2 are suitable random variables and u1, u2, v1, v2 are suitable stochastic pro-
cesses.
Put
CF,w([0, T ];L
∞(Ω;L(H)))
,
{
P ∈ Υ2(H)
∣∣P (t, ω) ∈ S(H), a.e. (t, ω)∈ [0, T ]×Ω, |P (·)|L(H)∈L∞F (0, T ),
and P (·)ζ ∈ CF([0, T ];L∞(Ω;H)), ∀ ζ ∈ H
}
and
L2F,w(0, T ;L(H))
,
{
Λ ∈ Lpd(L2F(Ω;L∞(0, T ;H));L2F(0, T ;H))
⋂
L2F(0, T ;L2(V ′;V )) |
D∗Λ ∈ Υ2(H;U), Λ(t, ω) ∈ S(H), a.e. (t, ω) ∈ [0, T ]× Ω
}
.
Now, we are in a position to introduce the notion of transposition solution to (1.24):
Definition 2.2 We call
(
P (·),Λ(·)) ∈ CF,w([0, T ];L∞(Ω;L(H))) × L2F,w(0, T ; L(H)) a transposi-
tion solution to (1.24) if the following three conditions hold:
1) K(t, ω)
( ≡ R(t, ω) + D(t, ω)∗P (t, ω)D(t, ω)) ∈ S(U), K(t, ω) > 0 and its left inverse
K(t, ω)−1 is a densely defined closed operator for a.e. (t, ω) ∈ [0, T ] × Ω;
2) For any t ∈ [0, T ], ξ1, ξ2 ∈ L4Ft(Ω;V ′), u1(·), u2(·) ∈ L4F(Ω;L2(t, T ;V ′)) and v1(·), v2(·)∈ L4
F
(Ω;L2(t, T ;V ′)), it holds that
E〈Gx1(T ), x2(T )〉H + E
∫ T
t
〈
Q(τ)x1(τ), x2(τ)
〉
H
dτ
−E
∫ T
t
〈
K(τ)−1L(τ)x1(τ), L(τ)x2(τ)
〉
H
dτ
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= E
〈
P (t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P (τ)u1(τ), x2(τ)
〉
H
dτ (2.6)
+E
∫ T
t
〈
P (τ)x1(τ), u2(τ)
〉
H
dτ + E
∫ T
t
〈
P (τ)C(τ)x1(τ), v2(τ)
〉
H
dτ
+E
∫ T
t
〈
P (τ)v1(τ), C(τ)x2(τ) + v2(τ)
〉
H
dτ
+E
∫ T
t
〈
v1(τ),Λ(τ)x2(τ)
〉
V ′,V
dτ + E
∫ T
t
〈
Λ(τ)x1(τ), v2(τ)
〉
V,V ′
dτ,
where x1(·) and x2(·) solve (2.4) and (2.5), respectively 1; and
3) For any t ∈ [0, T ], ξ1, ξ2 ∈ L2Ft(Ω;H), u1(·), u2(·) ∈ L2F(t, T ;H) and v1(·), v2(·) ∈ L2F(t, T ;U),
it holds that
E〈Gx1(T ), x2(T )〉H + E
∫ T
t
〈
Q(τ)x1(τ), x2(τ)
〉
H
dτ
−E
∫ T
t
〈
K(τ)−1L(τ)x1(τ), L(τ)x2(τ)
〉
H
dτ
= E
〈
P (t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P (τ)u1(τ), x2(τ)
〉
H
dτ
+E
∫ T
t
〈
P (τ)x1(τ), u2(τ)
〉
H
dτ + E
∫ T
t
〈
P (τ)C(τ)x1(τ),D(τ)v2(τ)
〉
H
dτ (2.7)
+E
∫ T
t
〈
P (τ)D(τ)v1(τ), C(τ)x2(τ) +D(τ)v2(τ)
〉
H
dτ
+E
∫ T
t
〈
v1(τ),D(τ)
∗Λ(τ)x2(τ)
〉
U
dτ + E
∫ T
t
〈
D(τ)∗Λ(τ)x1(τ), v2(τ)
〉
U
dτ.
Here, x1(·) and x2(·) solve (2.4) and (2.5) with v1 and v2 replaced by Dv1 and Dv2, respectively.
The main results of this paper, which reveal the relationship between the existence of optimal
feedback operator forProblem (SLQ) and the well-posedness of (1.24) in the sense of transposition
solution, are stated as follow:
Theorem 2.1 Let (AS1) hold. If the Riccati equation (1.24) admits a transposition solution(
P (·),Λ(·)) ∈ CF,w([0, T ];L∞(Ω;L(H))) × L2F,w(0, T ;L(H)) such that
K(·)−1[B(·)∗P (·) +D(·)∗P (·)C(·) +D(·)∗Λ(·)] ∈ Υ2(H;U) ∩Υ2(V ′; U˜), (2.8)
then Problem (SLQ) admits an optimal feedback operator Θ(·) ∈ Υ2(H;U)∩Υ2(V ′; U˜). Further-
more, the optimal feedback operator Θ(·) is given by
Θ(·) = −K(·)−1[B(·)∗P (·) +D(·)∗P (·)C(·) +D(·)∗Λ(·)], (2.9)
and
inf
u∈L2
F
(s,T ;U)
J (s, η;u) = 1
2
E〈P (s)η, η〉H . (2.10)
1By Corollary 3.2 (in Chapter 3), one has x1(·), x2(·) ∈ L
4
F(Ω;C([0, T ];V
′)).
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Theorem 2.2 Let (AS1)–(AS4) hold and A generate a C0-group on H. If Problem (SLQ)
admits an optimal feedback operator Θ(·) ∈ Υ2(H;U)∩Υ2(V ′; U˜ ), then the Riccati equation (1.24)
admits a unique transposition solution
(
P (·),Λ(·)) ∈ CF,w([0, T ];L∞(Ω;L(H)))×L2F,w(0, T ;L(H))
such that (2.8) holds and the optimal feedback operator Θ(·) is given by (2.9). Furthermore, (2.10)
holds.
Remark 2.4 Theorem 2.1 concludes that if the Riccati equation (1.24) admits a transposition
solution satisfying (2.8), then Problem (SLQ) admits an optimal feedback operator. Theorem 2.2
says that the converse of Theorem 2.1 is also true under some additional conditions.
More remarks are in order.
Remark 2.5 In Theorem 2.2 (and recalling Definition 2.2), we only conclude that K(t, ω) has left
inverse for a.e. (t, ω) ∈ (0, T )×Ω, and therefore K(t, ω)−1 may be unbounded. Nevertheless, these
results cannot be improved. Let us show this by the following example.
Let O ⊂ Rk (for some k ∈ N) be a bounded domain with a smooth boundary ∂O. Let
H = H10 (O)× L2(O), U = L2(O), A =
(
0 I
∆ 0
)
,
where ∆ is the Laplacian on O with the usual homogeneous Dirichlet boundary condition. Let
B =
(
0
I
)
, C =
(
I
0
)
, D = 0, Q = 0, R = (−∆)−1, G = 0.
Then (1.21) is specialized as{
dX =
(
AX + u
)
dt+XdW (t) in (s, T ],
X(s) = η.
(2.11)
The cost functional reads
J (s, η;u(·)) = 1
2
E
∫ T
s
〈
(−∆)−1u(t), u(t)〉
L2(O)
dt. (2.12)
Clearly, for any (s, η) ∈ [0, T ) × L2Fs(Ω;L2(O)), there is a unique optimal control u ≡ 0. For the
present case, it is easy to check that (P (·),Λ(·)) = (0, 0) is the unique transposition solution to
(1.24). However, K = (−∆)−1 is not surjective and K−1 is unbounded.
Remark 2.6 In Theorem 2.2, we assume that A generates a C0-group on H. This assumption
is used to guarantee the well-posednss of the (5.3) in Chapter 5. We believe that it should be a
technical condition but, so far we do not know how to drop it.
Remark 2.7 In this paper, we have assumed that R(t) > 0 for a.e. t ∈ [0, T ]. Following the proof
of [51, Theorem 2.3], one can show that this assumption can be relaxed to the condition that the map
u to J (0, 0;u) is uniformly convex. However, as we have said, to present the key idea in a simple
way, we will not do this technical generalization. On the other hand, it is a really challengeable
problem to drop the positivity condition on R or the uniform convexity condition on the map u to
J (0, 0;u) in [51, Theorem 2.3]. This was done when all the coefficients of Problem (SLQ) are
deterministic (e.g. [51]), where the Riccati equation (1.24) becomes a deterministic operator-valued
evolution equation. However, the method in [51] cannot be used to handle the stochastic problem.
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Remark 2.8 It is easy to see that, under Assumption (AS3), if ξj ∈ L2Ft(Ω;V ′) and uj(·), vj(·) ∈
L2
F
(t, T ;V ′), then the solutions xj (j = 1, 2) to (2.4)–(2.5) belong to L
2
F
(Ω; C([t, T ];V ′)). This plays
a key role in Step 5 in the proof of Theorem 2.2. We believe that this assumption can be dropped.
However, we do not know how to do it at this moment.
Remark 2.9 In Theorem 2.2, the most natural choice of optimal feedback operator set should be
Υ2(H;U) rather than Υ2(H;U)∩Υ2(V ′; U˜ ). Nevertheless, at this moment, in the proof of Theorem
2.2 (see Chapter 5), we do need to suppose that Θ(·) ∈ Υ2(H;U) ∩Υ2(V ′; U˜ ).
Remark 2.10 It would be quite interesting to extend the main result in this paper to linear
quadratic stochastic differential games in infinite dimensions whereas this remains to be done.
3 Some preliminary results
3.1 Well-posedness for some SEEs and BSEEs
In this section, we present well-posedness results for some SEEs and BSEEs, which will be useful
in the sequel.
First, for any s ∈ [0, T ), consider the following SEE:{
dx = [(A+A)x+ f ]dt+ (Bx+ g)dW (t) in (s, T ],
x(s) = η.
(3.1)
Here A ∈ Υ1(H), B ∈ Υ2(H), η ∈ L2Fs(Ω;H), f ∈ L2F(Ω;L1(s, T ;H)) and g ∈ L2F(s, T ;H).
We have the following result.
Lemma 3.1 The equation (3.1) admits a unique mild solution x(·) ∈ L2
F
(Ω; C([s, T ];H)) satisfying
|x(·)|L2
F
(Ω;C([s,T ];H)) ≤ C
(|η|L2
Fs
(Ω;H) + |f |L2
F
(Ω;L1(0,T ;H)) + |g|L2
F
(s,T ;H)
)
. (3.2)
Proof : We borrow some idea from [61, Chapter V, Section 3]. Without loss of generality, let us
assume that s = 0. Write
N = ⌈1
ε
(||A|L(H)|2L∞
F
(Ω;L1(0,T )) + ||B|L(H)|2L∞
F
(Ω;L2(0,T ))
)⌉+ 1,
where ε > 0 is a constant to be determined later. Define a sequence of stopping times {τj,ε}Nj=1 as
follows: 
τ1,ε(ω) = inf
{
t ∈ [0, T ]
∣∣∣ ( ∫ t
0
|A(s, ω)|L(H)ds
)2
+
∫ t
0
|B(s, ω)|2L(H)ds = ε
}
,
τk,ε(ω) = inf
{
t ∈ [0, T ]
∣∣∣ ( ∫ t
τk−1,ε
|A(s, ω)|L(H)ds
)2
+
∫ t
τk−1,ε
|B(s, ω)|2L(H)ds = ε
}
, k = 2, · · · , N.
Here, we agree that inf ∅ = T .
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Consider the following SEE:{
dx =
(
Ax+ f˜
)
dt+ g˜dW (t) in (0, T ],
x(0) = η,
(3.3)
where f˜ ∈ L2
F
(Ω;L1(0, T ;H)) and g˜ ∈ L2
F
(0, T ;H). Clearly, (3.3) admits a unique mild solution
x ∈ L2
F
(Ω;C([0, T ];H)). Define a map
J : L2F(Ω;C([0, τ1,ε];H))→ L2F(Ω;C([0, τ1,ε];H))
as follows:
L2F(Ω;C([0, τ1,ε];H)) ∋ x˜ 7→ x = J (x˜),
where x is the solution to (3.3) with f˜ and g˜ replaced by Ax˜ + f and Bx˜ + g,
respectively. We claim that J is contractive. Indeed, for any x˜1, x˜2 ∈ L2F(Ω; C([0, τ1,ε];H)),
|J (x˜1)− J (x˜2)|2L2
F
(Ω;C([0,τ1,ε];H))
≤ E
(
sup
t∈[0,τ1,ε]
∣∣∣ ∫ t
0
eA(t−r)A(x˜1 − x˜2)dr +
∫ t
0
eA(t−r)B(x˜1 − x˜2)dW (r)
∣∣∣
H
)2
≤ 2E
(
sup
t∈[0,τ1,ε]
∣∣∣ ∫ t
0
eA(t−r)A(x˜1 − x˜2)dr
∣∣∣
H
)2
(3.4)
+2E sup
t∈[0,τ1,ε]
(∣∣∣ ∫ t
0
eA(t−r)B(x˜1−x˜2)dW (r)
∣∣∣
H
)2
≤ 2
(
sup
t∈[0,T ]
|eAt|2L(H)
)∣∣|A|L(H)∣∣2L∞
F
(Ω;L1(0,τ1,ε))
|x˜1 − x˜2|2L2
F
(Ω;C([0,τ1,ε];H))
+2
(
sup
t∈[0,T ]
|eAt|2L(H)
)∣∣|B|L(H)∣∣2L∞
F
(Ω;L2(0,τ1,ε))
|x˜1 − x˜2|2L2
F
(Ω;C([0,τ1,ε];H))
.
Let us choose
ε =
1
16 supt∈[0,T ] |eAt|2L(H)
.
Then, from (3.4), we find that
|J (x˜1)− J (x˜1)|2L2
F
(Ω;C([0,τ1,ε];H))
≤ 1
4
|x˜1 − x˜2|2L2
F
(Ω;C([0,τ1,ε];H))
. (3.5)
Hence, J is contractive, and it has a unique fixed point x ∈ L2
F
(Ω;C([0, τ1,ε];H)), which solves
(3.1) (with s = 0) in [0, τ1,ε] (in the sense of mild solution). Inductively, we conclude that (3.1)
admits a mild solution x in [τk−1,ε, τk,ε] for k = 2, · · · , N . Furthermore,
|x|2L2
F
(Ω;C([0,τ1,ε];H))
≤ E sup
t∈[0,τ1,ε]
(∣∣∣eAtη + ∫ t
0
eA(t−r)(Ax+ f)dr +
∫ t
0
eA(t−r)(Bx+ g)dW (r)
∣∣∣
H
)2
≤ 4E sup
t∈[0,τ1,ε]
(∣∣∣ ∫ t
0
eA(t−r)Axdr
∣∣∣
H
)2
+ 4E sup
t∈[0,τ1,ε]
(∣∣∣ ∫ t
0
eA(t−r)BxdW (r)
∣∣∣
H
)2
+4E sup
t∈[0,T ]
(∣∣∣eAtη + ∫ t
0
eA(t−r)fdr +
∫ t
0
eA(t−r)gdW (r)
∣∣∣
H
)2
(3.6)
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≤ 4
(
sup
t∈[0,T ]
|eAt|2L(H)
)∣∣|A|L(H)∣∣2L∞
F
(Ω;L1(0,τ1,ε))
|x|2L2
F
(Ω;C([0,τ1,ε];H))
+4
(
sup
t∈[0,T ]
|eAt|2L(H)
)∣∣|B|L(H)∣∣2L∞
F
(Ω;L2(0,τ1,ε))
|x|2L2
F
(Ω;C([0,τ1,ε];H))
+C(|η|2H + |f |2L2
F
(Ω;L1(0,T ;H)) + |g|2L2
F
(0,T ;H)
)
.
This, together with the choice of τ1,ε, implies that
|x|2L2
F
(Ω;C([0,τ1,ε];H))
≤ C(|η|2H + |f |2L2
F
(Ω;L1(0,T ;H)) + |g|2L2
F
(0,T ;H)
)
. (3.7)
Repeating the above argument, we obtain (3.2). The uniqueness of the solution is obvious.
Remark 3.1 From the proof of Lemma 3.1, it is easy to see that our assumptions A ∈ Υ1(H) and
B ∈ Υ2(H) are sharp for the well-posedness of (3.1). Hence, our choice of the optimal feedback
operator Θ(·) ∈ Υ2(H;U) in Definition 2.1 is also sharp. On the other hand, it is easy to see that
Lemma 1.1 is a special case of Lemma 3.1.
Next, we consider the following BSEE:{
dy = −[(A+A1)∗y +Dz + h]dt+ zdW (t) in [0, T ),
y(T ) = ξ.
(3.8)
Here ξ ∈ L2FT (Ω;H), D ∈ L∞F (0, T ;L(H)) and h ∈ L2F(0, T ;H). Let us recall the following known
result (e.g. [57]).
Lemma 3.2 The equation (3.8) admits a unique mild solution (y(·), z(·)) ∈ L2
F
(Ω;C([0, T ]; H))×
L2
F
(0, T ;H), and
|(y(·), z(·))|L2
F
(Ω;C([0,T ];H))×L2
F
(0,T ;H) ≤ C
(|ξ|L2
FT
(Ω;H) + |h|L2
F
(0,T ;H)
)
.
Also, let us recall the following Pontryagin-type maximum principle ([55, Theorem 5.2]).
Lemma 3.3 Let Problem (SLQ) be solvable at (s, η) ∈ [0, T ) × L2Fs(Ω;H) with (x¯(·), u¯(·)) ∈
L2
F
(Ω;C([s, T ];H)) × L2
F
(s, T ;U) being an optimal pair. Then there exists a pair (y¯(·), z¯(·)) ∈
L2
F
(Ω;C([s, T ];H))× L2
F
(s, T ;H) satisfying the following BSEE:{
dy¯(t) = −[(A+A1)∗y¯(t) + C∗z¯(t) +Qx¯(t)]dt+ z¯(t)dW (t) in [s, T ),
y¯(T ) = Gx¯(T ),
and
Ru¯+B∗y¯ +D∗z¯ = 0, for a.e. (t, ω) ∈ [s, T ]× Ω.
As an immediate consequence of Lemmas 3.1 and 3.3, we have the following result.
Corollary 3.1 Let Θ(·) be an optimal feedback operator for Problem (SLQ). Then, for any
(s, η) ∈ [0, T ) × L2Fs(Ω;H), the following forward-backward stochastic evolution equation:
dx¯(t) = [(A+A1) +BΘ]x¯(t)dt+ (C +DΘ)x¯(t)dW (t) in (s, T ],
dy¯(t) = −[(A+A1)∗y¯(t) + C∗z¯(t) +Qx¯(t)]dt+ z¯(t)dW (t) in [s, T ),
x¯(s) = η, y¯(T ) = Gx¯(T )
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admits a unique mild solution
(x¯(·), y¯(·), z¯(·))∈L2F(Ω;C([s, T ];H))× L2F(Ω;C([s, T ];H)) × L2F(s, T ;H),
and
RΘx¯+B∗y¯ +D∗z¯ = 0, for a.e. (t, ω) ∈ [s, T ]×Ω.
3.2 L(H ;V )-valued SEEs and BSEEs
For any V ∈ VH , from the definition of V , it is easy to see that {ej}∞j=1 ⊂ V ′ is an orthogonal basis
of V ′ and the norm on V ′ is given as follows:
|ξ|V ′ =
√√√√ ∞∑
j=1
|ξj |2|ej |2D(A)λ−2j , ∀ ξ ∈ V ′,
where ξj = 〈ξ, ej〉H . Furthermore, {λj |ej |−1D(A)ej}∞j=1 is an orthonormal basis of V ′.
Lemma 3.4 Let V ∈ VH and (AS2) hold. If {eAt}t∈R is a C0-group on H, then it is a C0-group
on V ′, and it can be uniquely extended to a C0-group (also denoted by itself) on V .
Proof : We only prove that {eAt}t≥0 is a C0-group on V ′. The proof for the other conclusion is
similar.
Let ξ =
∞∑
j=1
ξjλj |ej |−1D(A)ej ∈ V ′ with {ξj}∞j=1 ∈ ℓ2. Then, ξ˜ =
∞∑
j=1
ξjej ∈ H and |ξ˜|H = |ξ|V ′ .
Clearly,
eAtξ =
∞∑
j=1
ξjλj|ej |−1D(A)eµjtej .
For any t1, t2 ∈ R,
eAt2eAt1ξ =
∞∑
j=1
ξjλj |ej |−1D(A)eAt2eAt1ej
=
∞∑
j=1
ξjλj |ej |−1D(A)eµj(t1+t2)ej
= eA(t2+t1)ξ.
(3.9)
This indicates that {eAt}t≥0 is a group on V ′.
For any t2 > t1 > 0,∣∣(eAt2 − eAt2)ξ∣∣
V ′
=
∣∣∣ ∞∑
j=1
ξjλj |ej |−1D(A)
(
eAt2 − eAt1)ej∣∣∣
V ′
=
∣∣∣ ∞∑
j=1
ξjλj |ej |−1D(A)
(
eµjt2−eµjt1)ej∣∣∣
V ′
=
[ ∞∑
j=1
|ξj|2
(
eµjt2 − eµjt1)2] 12
=
∣∣(eAt2 − eAt2)ξ˜∣∣
H
.
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This, together with that {eAt}t≥0 is strongly continuous on H, implies that {eAt}t≥0 is strongly
continuous on V ′.
With the aid of Lemma 3.4, as an immediate consequence of the standard well-posed result for
SEEs, we have the following result.
Corollary 3.2 Let (AS2)–(AS3) hold. Then, for any ξ1 ∈ L4Ft(Ω;V ′) and u1(·), v1(·) ∈ L4F(Ω;
L2(t, T ;V ′)), the mild solution x1(·) to (2.4) belongs to L4F(Ω;C([0, T ];V ′)).
For any n ∈ N, denote by Γn the projection operator from H to Hn , span 1≤j≤n{ej}. Let
An = ΓnAΓn, An = ΓnAΓn,
Bn = ΓnBΓn, Dn = ΓnDΓn,
Gn = ΓnGΓn, fn = Γnf,
gn = Γng, hn = Γnh.
(3.10)
It is easy to show that for all ζ ∈ H and a.e. (t, ω) ∈ [0, T ]× Ω,
lim
n→+∞
eAntζ = eAtζ in H, , ∀t ∈ [0, T ],
lim
n→+∞
Anζ = Aζ in H,
lim
n→+∞
Bnζ = Bζ in H,
lim
n→+∞
Dnζ = Dζ in H,
(3.11)
lim
n→+∞
Gnζ = Gζ in H, for all ζ ∈ H and a.e. ω ∈ Ω, (3.12)
and 
lim
n→∞
fn = f in L
2
F(0, T ;H),
lim
n→∞
gn = g in L
2
F(0, T ;H),
lim
n→∞
hn = h in L
2
F(0, T ;H).
(3.13)
For any ξ ∈ D(A),
lim
n→∞
|Anξ −Aξ|H
= lim
n→∞
|ΓnAΓnξ −Aξ|H
≤ lim
n→∞
|Γn(AΓnξ −Aξ)|H + lim
n→∞
|(Γn − I)Aξ|H
≤ lim
n→∞
|(AΓnξ −Aξ)|H + lim
n→∞
|(Γn − I)Aξ|H
≤ lim
n→∞
|A|L(D(A);H)|(Γnξ − ξ)|D(A) + lim
n→∞
|(Γn − I)Aξ|H = 0.
By the Trotter-Kato approximation theorem (e.g. [22, page 209]), we have that, for any ζ ∈ H,
lim
n→+∞
eAntζ = eAtζ in H, uniformly for t ∈ [0, T ]. (3.14)
Similarly, we can prove that for any ζ ∈ V ,
lim
n→+∞
eAntζ = eAtζ in V, uniformly for t ∈ [0, T ]. (3.15)
We need the following result.
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Lemma 3.5 Let (AS2) hold, and V ∈ VH . Then A ∈ L2(H;V ) and lim
n→∞
|An −A|L2(H;V ) = 0.
Proof : Since {ej}∞j=1 are eigenvectors of A, it holds that
∞∑
j=1
|Aej |2V =
∞∑
j=1
|µjej |2V =
∞∑
j=1
λ2j |µj |2|ej |−2D(A) ≤
∞∑
j=1
λ2j .
Hence, A ∈ L2(H;V ).
Next,
lim
n→∞
|An −A|2L2(H;V ) = limn→∞
∞∑
j=1
|(An −A)ej |2V
= lim
n→∞
∞∑
j=n+1
λ2j |µj|2|ej |−2D(A)
≤ lim
n→∞
∞∑
j=n+1
λ2j = 0.
For any s ∈ [0, T ) and n ∈ N, let us consider the following two equations:{
dxn =
[
(An +An)xn + fn
]
dt+ (Bnxn + gn)dW (t) in [s, T ],
xn(0) = Γnη,
(3.16)
and {
dyn = −
(
A∗nyn +Dnzn + hn
)
dt+ zndW (t) in [s, T ],
yn(T ) = Γnξ.
(3.17)
By (3.11), (3.13) and (3.14), it is easy to show the following result (Hence we omit the details).
Lemma 3.6 Let (AS2) hold. For any η ∈ L2Fs(Ω;H) and ξ ∈ L2FT (Ω;H), it holds that
lim
n→∞
E
(
sup
t∈[s,T ]
|xn(t)− x(t)|2H
)
= 0,
lim
n→∞
E
(
sup
t∈[s,T ]
|yn(t)− y(t)|2H
)
= 0,
lim
n→∞
|zn(·)− z(·)|L2
F
(s,T ;H) = 0.
(3.18)
Remark 3.2 The equalities 3.18 hold without the assumption (AS2). In this paper, we only need
them under the assumption (AS2). Hence, we do not deal with the general case for avoiding technical
complexity.
Proof of Lemma 3.6 : Put
M , sup
t∈[s,T ]
|eA(t−s)|L(H)
(|A|L(H) + |B|L(H))
and let t0 ∈ [s, T ] satisfying that
t0 , max
{
t ∈ [s, T ] : max{t− s, (t− s)2} ≤ 1
4M2
}
. (3.19)
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From (3.1) and (3.16), we have that
E
(
sup
t∈[s,t0]
|xn(t)− x(t)|2H
)
≤ CE sup
t∈[s,T ]
(∣∣∣eA(t−s)η − eAn(t−s)Γnη∣∣∣2
H
+
∣∣∣ ∫ t
s
eA(r−s)Ax(r)dr −
∫ t
s
eAn(r−s)Anxn(r)dr
∣∣∣2
H
(3.20)
+
∣∣∣ ∫ t
s
eA(r−s)f(r)dr −
∫ t
s
eAn(r−s)fn(r)dr
∣∣∣2
H
+
∣∣∣ ∫ t
s
eA(r−s)Ax(r)dW (r)−
∫ t
s
eAn(r−s)Anxn(r)dW (r)
∣∣∣2
H
+
∣∣∣ ∫ t
s
eA(r−s)g(r)dr −
∫ t
s
eAn(r−s)gn(r)dW (r)
∣∣∣2
H
)
.
Let us estimate the terms in the right hand side of (3.20) one by one. First,
sup
t∈[s,t0]
∣∣eA(t−s)η − eAn(t−s)Γnη∣∣2H
≤ 2 sup
t∈[s,t0]
∣∣eA(t−s)η − eAn(t−s)η∣∣2
H
+ 2 sup
t∈[s,t0]
∣∣eAn(t−s)η − eAn(t−s)Γnη∣∣2H
≤ 2 sup
t∈[s,t0]
∣∣eA(t−s)η − eAn(t−s)η∣∣2
H
+ CE∣∣η − Γnη∣∣2H .
(3.21)
Next, from the definition of An and An, we know that(
eA(t−s) − eAn(t−s))An = 0, ∀t ∈ [s, T ]. (3.22)
Thus, we have
E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eA(r−s)Ax(r)dr −
∫ t
s
eAn(r−s)Anxn(r)dr
∣∣∣2
H
≤ 2E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eA(r−s)Ax(r)dr −
∫ t
s
eAn(r−s)Anx(r)dr
∣∣∣2
H
+2E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eAn(r−s)Anx(r)dr −
∫ t
s
eAn(r−s)Anxn(r)dr
∣∣∣2
H
≤ 2E
∫ t0
s
∣∣[(eA(r−s) − eAn(r−s))A+ (eA(r−s) − eAn(r−s))An]x(r)∣∣∣
H
dr
+M2(t0 − s)2 sup
t∈[s,t0]
|x(t)− xn(t)|2H
≤ 2E
∫ t0
s
∣∣(eA(r−s) − eAn(r−s))Ax(r)∣∣∣
H
dr
+M2(t0 − s)2 sup
t∈[s,t0]
|x(t)− xn(t)|2H
(3.23)
Using (3.22) again, we get that
E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eA(r−s)f(r)dr −
∫ t
s
eAn(r−s)fn(r)dr
∣∣∣2
H
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≤ 2E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eA(r−s)g(r)dW (r) −
∫ t
s
eAn(r−s)g(r)dW (r)
∣∣∣2
H
+2E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eAn(r−s)f(r)dr −
∫ t
s
eAn(r−s)fn(r)dr
∣∣∣2
H
(3.24)
≤ 2E
∫ t0
s
∣∣(eA(r−s) − eAn(r−s))f(r)∣∣2
H
dr + CE
∫ t0
s
|f(r)− fn(r)|2Hdr.
By Burkholder-Davis-Gundy inequality and (3.22), we have that
E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eA(r−s)Bx(r)dW (r)−
∫ t
s
eAn(r−s)Bnxn(r)dW (r)
∣∣∣2
H
≤ 2E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eA(r−s)Bx(r)dW (r)−
∫ t
s
eAn(r−s)Bnx(r)dW (r)
∣∣∣2
H
+2E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eAn(r−s)Bnx(r)dW (r)−
∫ t
s
eAn(r−s)Bnxn(r)dW (r)
∣∣∣2
H
(3.25)
≤ 2E
∫ t0
s
∣∣(eA(r−s) − eAn(r−s))Bx(r)∣∣2
H
dr
+M2(t0 − s) sup
t∈[s,t0]
|x(t)− xn(t)|2H
and
E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eA(r−s)g(r)dr −
∫ t
s
eAn(r−s)gn(r)dW (r)
∣∣∣2
H
≤ 2E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eA(r−s)g(r)dW (r)−
∫ t
s
eAn(r−s)g(r)dW (r)
∣∣∣2
H
+2E sup
t∈[s,t0]
∣∣∣ ∫ t
s
eAn(r−s)g(r)dW (r)−
∫ t
s
eAn(r−s)gn(r)dW (r)
∣∣∣2
H
(3.26)
≤ 2E
∫ t0
s
∣∣(eA(r−s) − eAn(r−s))g(r)∣∣2
H
dr + CE
∫ t0
s
|g(t)− gn(t)|2H .
From (3.19) to (3.26), we find that
E
(
sup
t∈[s,t0]
|xn(t)− x(t)|2H
)
≤ C
(
E sup
t∈[s,T ]
∣∣eA(t−s)η − eAn(t−s)η∣∣2
H
+ E
∣∣η − Γnη∣∣2H
+E
∫ t0
s
∣∣(eA(r−s) − eAn(r−s))Ax(r)∣∣∣
H
dr (3.27)
+E
∫ t0
s
∣∣(eA(r−s) − eAn(r−s))f(r)∣∣2
H
dr + E
∫ t0
s
|f(r)− fn(r)|2Hdr
+E
∫ t0
s
∣∣(eA(r−s) − eAn(r−s))Bx(r)∣∣2
H
dr
+E
∫ t0
s
∣∣(eA(r−s) − eAn(r−s))g(r)∣∣2
H
dr + E
∫ t0
s
|g(t) − gn(t)|2H
)
.
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For all n ∈ N,
sup
t∈[s,T ]
∣∣eA(t−s)η − eAn(t−s)η∣∣2
H
≤ C|η|2H .
This, together with Lebesgue’s dominated convergence theorem and (3.11), implies that
lim
n→∞
E sup
t∈[s,T ]
∣∣eA(t−s)η − eAn(t−s)η∣∣2
H
= lim
n→∞
E sup
t∈[s,T ]
∣∣eA(t−s)η − eAn(t−s)η∣∣2
H
= 0.
(3.28)
Similarly, we can prove that
lim
n→∞
E
∣∣η − Γnη∣∣2H = 0. (3.29)
Next, noting that for all n ∈ N,∣∣(eA(r−s) − eAn(r−s))Ax(r)∣∣2
H
≤ C∣∣x(r)∣∣2
H
, for a.e. (t, ω) ∈ [s, t0]× Ω,
it follows from Lebesgue’s dominated convergence theorem and (3.11) that
lim
n→∞
E
∫ t0
s
∣∣(eA(r−s) − eAn(r−s))f(r)∣∣2
H
dr
= lim
n→∞
E
∫ t0
s
∣∣(eA(r−s) − eAn(r−s))Ax(r)∣∣2
H
dr
(3.30)
Similar to the above arguments, we can show that all the terms in the right hand side of (3.27)
tend to zero as n tends to ∞. Consequently, we obtain that
lim
n→∞
E
(
sup
t∈[s,t0]
|xn(t)− x(t)|2H
)
= 0.
If t0 = T , then we complete our proof. Otherwise, let
t1 , max
{
t ∈ [t0, T ] : max{t− t0, (t− t0)2} ≤ 1
4M2
}
. (3.31)
Repeating the above argument, we get that
lim
n→∞
E
(
sup
t∈[s,t1]
|xn(t)− x(t)|2H
)
= 0.
By an induction argument, we can obtain that
lim
n→∞
E
(
sup
t∈[s,T ]
|xn(t)− x(t)|2H
)
= 0.
Consider the following stochastic differential equation:{
dx1,n =
[
(A+A1)x1,n + Γnu1
]
dτ +
(
ΓnCx1,n + Γnv1
)
dW (τ) in (t, T ],
x1,n(t) = Γnξ1.
(3.32)
Similar to Lemma 3.6, we can easily establish the following result.
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Lemma 3.7 Assume that (AS2)–(AS3) holds. Then, for any ξ1 ∈ L4Ft(Ω;V ′) and u1(·), v1(·)∈ L4
F
(Ω;L2(t, T ;V ′)), the solution x1,n(·) ∈ L4F(Ω;C([0, T ];V ′)) to (3.32) satisfies
lim
n→∞
|x1,n(·)− x1(·)|L4
F
(Ω;C([t,T ];V ′)) = 0, (3.33)
where x1(·) is the solution to (2.4).
For a.e. τ ∈ [s, T ], let us define six operators Φ, Φn, Ψ, Ψn, Ξ and Ξn as follows:{
Φ : L2Fs(Ω;H)→ L2F(Ω;C([s, T ];H)),
(Φη)(τ) = x(τ){
Φn : L
2
Fs(Ω;H)→ L2F(Ω;C([s, T ];H)),
(Φnη)(τ) = xn(τ),{
Ψ : L2Fs(Ω;H)→ L2F(Ω;C([s, T ];H)),
(Ψη)(τ) = y(τ){
Ψn : L
2
Fs(Ω;H)→ L2F(Ω;C([s, T ];H)),
(Ψnη)(τ) = yn(τ),
and {
Ξ : L2Fs(Ω;H)→ L2F(s, T ;H),
(Ξη)(τ) = z(τ){
Ξn : L
2
Fs(Ω;H)→ L2F(s, T ;H),
(Ξnη)(τ) = zn(τ).
Here η ∈ L2Fs(Ω;H), x(·) (resp. xn(·)) is the solution to (3.1) (resp. (3.16)) with f = g = 0,
(y(·), z(·)) (resp. (yn(·), zn(·))) is the solution to (3.8) (resp. (3.17)) with h and ξ replaced by Kx
for some K ∈ L∞
F
(0, T ;L(H)) and Gx(T ) (resp. hn and ξ replaced by Knxn with Kn = ΓnKΓn and
Gxn(T )), respectively.
Denote by IHV the embedding operator from H to V . We have the following result.
Lemma 3.8 If A ∈ Υ1(V ), B ∈ Υ2(V ), and D,K ∈ L∞F (0, T ;L(V )), then,
lim
n→∞
|IHV Φn − IHV Φ|L4
F
(Ω;C([s,T ];L2(H;V ))) = 0, (3.34) limn→∞ |IHVΨn − IHVΨ|L4F(Ω;C([s,T ];L2(H;V ))) = 0,lim
n→∞
|IHV Ξn − IHV Ξ|L4
F
(Ω;L2(s,T ;L2(H;V ))) = 0.
(3.35)
Proof : We first prove (3.34). It is easy to show that, for any ̺ ∈ L∞
F
(0, T ; L2(Ω;V )),
lim
n→∞
|An̺−A̺|L4
F
(Ω;L1(0,T ;V )) = 0 (3.36)
and
lim
n→∞
|Bn̺− B̺|L4
F
(Ω;L2(0,T ;V )) = 0. (3.37)
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From the definitions of Φ and Φn, we see that, for any (s, η) ∈ [0, T )×L2Fs(Ω;H), t ∈ [s, T ] and
P-a.s.,
Φ(t)η = eA(t−s)η +
∫ t
s
eA(t−r)A(r)Φ(r)ηdr
+
∫ t
s
eA(t−r)B(r)Φ(r)ηdW (r) in H
and
Φn(t)η = e
An(t−s)Γnη +
∫ t
s
eAn(t−r)An(r)Φn(r)ηdr
+
∫ t
s
eAn(t−r)Bn(r)Φn(r)ηdW (r) in H.
Thus, by
eAn(t−s)Γnη = e
An(t−s)η,
it holds that
IHV Φ(t)η = IHV e
A(t−s)η +
∫ t
s
IHV e
A(t−r)A(r)Φ(r)ηdr
+
∫ t
s
IHV e
A(t−r)B(r)Φ(r)ηdW (r) in V
(3.38)
and
IHV Φn(t)η = IHV e
An(t−s)η +
∫ t
s
IHV e
An(t−r)An(r)Φn(r)ηdr
+
∫ t
s
IHV e
An(t−r)Bn(r)Φn(r)ηdW (r) in V.
Noting that IHV ej = ej for all j ∈ N, if O ∈ L(H) can be extended to a bounded linear operator
on V , then ∣∣IHVO −OIHV ∣∣2L2(H;V ) = ∞∑
j=1
∣∣IHVOej −OIHV ej∣∣2V
=
∞∑
j=1
∣∣Oej −Oej∣∣2V = 0.
Consequently, IHVO = OIHV . This, together with (3.38), implies that
IHV Φ(t)η = IHV e
A(t−s)η +
∫ t
s
eA(t−r)A(r)IHV Φ(r)ηdr
+
∫ t
s
eA(t−r)B(r)IHV Φ(r)ηdW (r) in V.
Since L2(H;V ) is a Hilbert space, for any t ∈ [s, T ],
IHV Φ(t) = IHV e
A(t−s) +
∫ t
s
eA(t−r)A(r)IHV Φ(r)dr
+
∫ t
s
eA(t−r)B(r)IHVΦ(r)dW (r) in L2(H;V ), P-a.s.
(3.39)
27
Similarly, we can prove that for any t ∈ [s, T ],
IHV Φn(t) = IHV e
An(t−s) +
∫ t
s
eAn(t−r)An(r)IHV Φn(r)dr
+
∫ t
s
eAn(t−r)Bn(r)IHV Φn(r)dW (r) in L2(H;V ), P-a.s.
(3.40)
In what follows, to simplify the notations, we omit the operator IHV if there is no confusion.
It follows from (3.39) and (3.40) that for any stopping time τ0 with τ0(ω) ∈ (s, T ], P-a.s.,
E sup
r∈[s,τ0]
∣∣Φ(r)− Φn(r)∣∣4L2(H;V )
≤ CE sup
r∈[s,τ0]
[∣∣eA(r−s) − eAn(r−s)∣∣4
L2(H;V )
+
∣∣∣ ∫ r
s
(
eA(r−τ)A(τ)Φ(τ)− eAn(r−τ)An(τ)Φn(τ)
)
dτ
∣∣∣4
L2(H;V )
+
∣∣∣ ∫ r
s
(
eA(r−τ)B(τ)Φ(τ)− eAn(r−τ)Bn(τ)Φn(τ)
)
dW (τ)
∣∣∣4
L2(H;V )
]
.
(3.41)
Hence, by Burkholder-Davis-Gundy inequality, and |An(·)|L(V ) ≤ |A(·)|L(V ) and |Bn(·)|L(V ) ≤
|B(·)|L(V ), we deduce that
E sup
r∈[s,τ0]
∣∣Φ(r)− Φn(r)∣∣4L2(H;V )
≤ C
[
E
(
sup
r∈[s,τ0]
∣∣eA(r−s) − eAn(r−s)∣∣4
L2(H;V )
)
+E
(∫ τ0
s
∣∣∣(eA(r−τ)A(τ)− eAn(r−τ)An(τ))Φ(τ)
+eAn(r−τ)An(τ)
(
Φ(τ)− Φn(τ)
)∣∣∣
L2(H;V )
dτ
)4
+E
(∫ τ0
s
∣∣∣(eA(r−τ)B(τ)− eAn(r−τ)Bn(τ))Φ(τ) (3.42)
+eAn(r−τ)Bn(τ)
(
Φ(τ)− Φn(τ)
)∣∣∣2
L2(H;V )
dτ
)2]
≤ C
[
E
(
sup
r∈[s,τ0]
|eA(r−s) − eAn(r−s)|4L2(H;V )
)
+E
(∫ T
0
∣∣∣(eA(r−τ)A(τ)− eAn(r−τ)An(τ))Φ(τ)∣∣∣
L2(H;V )
dτ
)4
+
(∣∣|A(·)|L(V )∣∣4L∞
F
(Ω;L1(s;τ0))
+
∣∣|B(·)|L(V )∣∣4L∞
F
(Ω;L2(s;τ0))
)
×E( sup
r∈[s,τ0]
|Φ(r)− Φn(r)|4L2(H;V )
)
+E
(∫ T
0
∣∣(eA(r−τ)B(τ)− eAn(r−τ)Bn(τ))Φ(τ)∣∣2L2(H;V )dτ)2].
From (2.1), and noting that A ∈ Υ1(V ) and B ∈ Υ2(V ), we conclude that there is a stopping
time τ0 ∈ (s, T ], P-a.s., such that
C
(∣∣∣ ∫ τ0
s
∣∣A(τ)∣∣
L(V )
dτ
∣∣∣4
L∞(Ω)
+
∣∣∣ ∫ τ0
s
∣∣B(τ)∣∣2
L(V )
dτ
∣∣∣2
L∞(Ω)
)
≤ 1
2
.
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For such kind of τ0, it follows from (3.41) that
E
(
sup
r∈[0,τ0]
|Φ(r)− Φn(r)|4L2(H;V )
)
≤ C
[
E
(
sup
r∈[s,τ0]
|eA(r−s) − eAn(r−s)|4L2(H;V )
)
+E
∣∣∣ ∫ T
0
(
eA(r−τ)A(τ)− eAn(r−τ)An(τ)
)
Φ(τ)dτ
∣∣∣4
L2(H;V )
+E
(∫ T
0
∣∣(eA(r−τ)B(τ)− eAn(r−τ)Bn(τ))Φ(τ)∣∣2L2(H;V )dτ)2].
(3.43)
Now, (3.14) implies that
lim
n→∞
E
(
sup
r∈[s,τ0]
|eA(r−s) − eAn(r−s)|4L2(H;V )
)
= 0.
From (3.14) and (3.36), we get that
lim
n→∞
E
∣∣∣ ∫ T
0
(
eA(r−τ)A(τ)− eAn(r−τ)An(τ)
)
Φ(τ)dτ
∣∣∣4
L2(H;V )
= 0
and
lim
n→∞
E
( ∫ T
0
∣∣(eA(r−τ)B(τ)− eAn(r−τ)Bn(τ))Φ(τ)∣∣2L2(H;V )dτ)2 = 0.
These, together with (3.43), imply that
lim
n→∞
|Φn − Φ|L4
F
(Ω;L∞(s;τ0;L2(H;V ))) = 0. (3.44)
Repeating the above argument gives (3.34).
Next, we prove (3.35). It is easy to see that, for any ̺ ∈ L∞
F
(0, T ;L2(Ω;V )), limn→∞ |Kn̺−K̺|L∞F (0,T ;L2(Ω;V )) = 0,lim
n→∞
|Dn̺−D̺|L∞
F
(0,T ;L2(Ω;V )) = 0.
(3.45)
Similar to the proof of (3.39), we obtain that for any t ∈ [s, T ],
Ψ(t) = eA(T−t)GΦ(T ) +
∫ T
t
eA(r−t)
(K(r)Ψ(r) +D(r)Ξ(r))dr
+
∫ T
t
eA(t−r)Ξ(r)dW (r) in L2(H;V ), P-a.s.
(3.46)
and
Ψn(t) = e
An(T−t)GnΦn(T ) +
∫ T
t
eAn(r−t)
(Kn(r)Ψn(r) +Dn(r)Ξn(r))dr
+
∫ T
t
eAn(r−t)Ξn(r)dW (r) in L2(H;V ), P-a.s.
(3.47)
Since L2(H;V ) is a Hilbert space, by (3.46)–(3.47), it is easy to see that (Ψ,Ξ) and (Ψn,Ξn) are
respectively weak solutions of the following L2(H;V )-valued BSEEs{
dΨ = −(AΨ+KΨ+DΞ)dt+ ΞdW (t) in [s, T ),
Ψ(T ) = GΦ(T )
(3.48)
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and {
dΨn = −(AnΨn +KnΨn +DnΞn)dt+ ΞndW (t) in [s, T ),
Ψn(T ) = GnΦn(T ).
(3.49)
Then, for any t ∈ (s, T ], by Itoˆ’s formula and noting that (A − An)Ψn = 0 (by our assumption
(AS2)),
|Ψ(t)−Ψn(t)|2L2(H;V ) +
∫ T
t
|Ξ(r)− Ξn(r)|2L2(H;V )dr
= |GΦ(T )−GnΦn(T )|2L2(H;V ) + 2
∫ T
t
〈
A(Ψ−Ψn),Ψ−Ψn
〉
L2(H;V )
dW (τ)
+2
∫ T
t
[〈
(K −Kn)Ψ,Ψ−Ψn
〉
L2(H;V )
+
〈Kn(Ψ −Ψn),Ψ −Ψn〉L2(H;V )]dW (τ)
+2
∫ T
t
[〈
(D −Dn)Ξ,Ψ−Ψn
〉
L2(H;V )
+
〈Dn(Ξ − Ξn),Ψ −Ψn〉L2(H;V )]dW (τ)
−2
∫ T
t
〈
Ξ− Ξn,Ψ−Ψn
〉
L2(H;V )
dW (τ).
(3.50)
Since A generates a C0-group on V , we have that for any ̺ ∈ L2(H;V ),
〈A̺, ̺〉L2(H;V ) =
∞∑
k=1
〈A(̺ek), ̺ek〉V ≤ C
∞∑
k=1
|̺ek|2V
= C|̺|2L2(H;V ).
Thus, ∫ T
t
〈
A(Ψ−Ψn),Ψ−Ψn
〉
L2(H;V )
dτ ≤ C
∫ T
t
|Ψ −Ψn|2L2(H;V )dτ. (3.51)
Clearly, ∫ T
t
〈Kn(Ψ−Ψn),Ψ −Ψn〉L2(H;V )dτ
+
∫ T
t
〈Dn(Ξ− Ξn),Ψ −Ψn〉L2(H;V )dτ
≤ |Kn|L∞
F
(0,T ;V )
∫ T
t
∣∣Ψ−Ψn∣∣2L2(H;V )dτ (3.52)
+|Dn|L∞
F
(0,T ;V )
∫ T
t
∣∣Ψ−Ψn∣∣L2(H;V )∣∣Ξ− Ξn∣∣L2(H;V )dτ
≤ C
∫ T
t
∣∣Ψ−Ψn∣∣2L2(H;V )dτ + 12
∫ T
t
∣∣Ξ− Ξn∣∣2L2(H;V )dτ.
From (3.50), (3.51) and (3.52), we find that
E|Ψ(t)−Ψn(t)|4L2(H;V ) + E
(∫ T
t
|Ξ(r)− Ξn(r)|2L2(H;V )dr
)2
≤ CE
[
|GΦ(T )−GnΦn(T )|4L2(H;V ) +
(∫ T
t
|Ψ−Ψn|2L2(H;V )dτ
)2
+
( ∫ T
t
∣∣(K −Kn)Ψ∣∣2L2(H;V )dτ)2 +
∫ T
t
∣∣(D −Dn)Ξ∣∣L2(H;V )dτ].
(3.53)
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Since
lim
n→∞
E
(∫ T
s
∣∣(K −Kn)Ψ∣∣2L2(H;V )dτ)2
+ lim
n→∞
E
(∫ T
s
∣∣(D −Dn)Ξ∣∣2L2(H;V )dτ)2 = 0,
the estimate (3.53) implies that
lim
n→∞
[
sup
t∈[s,T ]
E|Ψ(t)−Ψn(t)|4L2(H;V )
+E
(∫ T
s
|Ξ(r)− Ξn(r)|2L2(H;V )dr
)2]
= 0.
(3.54)
This gives the second equality in (3.35).
It remains to prove the first equality in (3.35). From (3.46) and (3.47), it follows that, for any
s0 ∈ [s, T ),
E sup
r∈[s0,T ]
|Ψ(r)−Ψn(r)|4L2(H;V )
≤ CE sup
r∈[s0,T ]
[
|eA(T−r)GΦ(T )− eAn(T−r)GnΦn(T )|4L2(H;V )
+
∣∣∣ ∫ T
r
(
eA(τ−r)K(τ)Ψ(τ) − eAn(τ−r)Kn(τ)Ψn(τ)
)
dτ
∣∣∣4
L2(H;V )
+
∣∣∣ ∫ T
r
(
eA(τ−r)D(τ)Ξ(τ)− eAn(τ−r)Dn(τ)Ξn(τ)
)
τ
∣∣∣4
L2(H;V )
+
∣∣∣ ∫ T
r
(
Ξ(τ)− Ξn(τ)
)
dW (τ)
∣∣∣4
L2(H;V )
]
.
(3.55)
Therefore, by Burkholder-Davis-Gundy inequality, similar to (3.42), we deduce that
E sup
r∈[s0,T ]
|Ψ(r)−Ψn(r)|4L2(H;V )
≤ C
[
E sup
r∈[s,T ]
{
|eA(T−r)GΦ(T )− eAn(T−r)GnΦn(T )|4L2(H;V )
+E
(∫ T
0
∣∣∣(eA(r−τ)K(τ)− eAn(r−τ)Kn(τ))Ψ(τ)∣∣∣
L2(H;V )
dτ
)4
+(T − s0)3
∣∣K∣∣4
L∞
F
(0,T ;L(V ))
E sup
r∈[s0,T ]
|Ψ(r)−Ψn(r)|4L2(H;V )
+E
(∫ T
0
∣∣(eA(r−τ)D(τ)− eAn(r−τ)Dn(τ))Ξ(τ)∣∣2L2(H;V )dτ)2
+
(∣∣D∣∣4
L∞
F
(0,T ;L(V ))
+ 1
)|Ξ− Ξn|4L2
F
(0,T ;L2(H;V ))
)]
.
(3.56)
Let
s0 = T − (2C|K|4L∞
F
(0,T ;L(V )))
− 1
3 .
Then
C(T − s0)3|K|4L∞
F
(0,T ;L(V )) =
1
2
.
By (3.13), (3.34) and (3.56), we conclude that that
lim
n→∞
|Ψn −Ψ|L4
F
(Ω;L∞(s0,T ;L2(H;V ))) = 0.
Repeating this argument gives the first equality in (3.35).
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3.3 An auxilliary controllability result
In this section, we give a controllability result concerning the trajectories of solutions to (2.5),
which plays an important role in the proof of the uniqueness of the transposition solution to (1.24).
Lemma 3.9 The set
Ξ ,
{
x2(·)
∣∣ x2(·) solves (2.5) with t = 0, ξ2 = 0, v2 = 0
and u2 ∈ L4F(Ω;L2(0, T ;H))
}
is dense in L2
F
(0, T ;H).
Proof : The proof of Lemma 3.9 is very similar to an intermediate step in the proof of [54,
Theorem 4.1] (See [54, pp. 38–39]). We give it here for the sake of completeness.
If Lemma 3.9 was not true, then there would be a nonzero r ∈ L2
F
(0, T ;H) such that
E
∫ T
0
〈
r, x2
〉
H
ds = 0, for any x2 ∈ Ξ. (3.57)
Consider the following H-valued BSEE:{
dy = −A∗ydt+ (r −A∗1y − C∗Y )dt+ Y dW (t) in [0, T ),
y(T ) = 0.
(3.58)
The equation (3.58) admits a unique solution
(y(·), Y (·)) ∈ L2F(Ω;C([0, T ];H)) × L2F(0, T ;H).
Hence, for any φ1(·) ∈ L1F(0, T ;L4(Ω;H)) and φ2(·) ∈ L2F(0, T ;L4(Ω;H)), it holds that
−E
∫ T
0
〈
z(s), r(s)−A∗1y(s)− C∗Y (s)
〉
H
ds
= E
∫ T
0
〈
φ1(s), y(s)
〉
H
ds+ E
∫ T
0
〈
φ2(s), Y (s)
〉
H
ds,
(3.59)
where z(·) solves {
dz = (Az + φ1)dt+ φ2dW (t) in (0, T ],
z(0) = 0.
(3.60)
In particular, for any x2(·) solving (2.5) with t = 0, ξ2 = 0, v2 = 0 and an arbitrarily given
u2 ∈ L4F(0, T ;H), we choose z = x2, φ1 = A1x2 + u2 and φ2 = Cx2. By (3.59), it follows that
−E
∫ T
0
〈
x2(s), r(s)
〉
H
ds = E
∫ T
0
〈
u2(s), y(s)
〉
H
ds,
∀ u2 ∈ L4F(0, T ;H).
(3.61)
By (3.61) and recalling (3.57), we conclude that y(·) = 0. Hence, (3.59) is reduced to
− E
∫ T
0
〈
z(s), r(s)− C∗Y (s)〉
H
ds = E
∫ T
0
〈
φ2(s), Y (s)
〉
H
ds. (3.62)
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Choosing φ2(·) = 0 in (3.60) and (3.62), we obtain that
E
∫ T
0
〈∫ s
0
S(s− σ)φ1(σ)dσ, r(s) − C∗Y (s)
〉
H
ds = 0,
∀ φ1(·) ∈ L1F(0, T ;L4(Ω;H)).
(3.63)
Hence, ∫ T
σ
S(s− σ)[r(s)− C∗Y (s)]ds = 0, ∀ σ ∈ [0, T ]. (3.64)
Then, for any given λ0 ∈ ρ(A) and σ ∈ [0, T ], we have∫ T
σ
S(s− σ)(λ0 −A)−1
[
r(s)− C∗Y (s)]ds
= (λ0 −A)−1
∫ T
σ
S(s− σ)[r(s)− C∗Y (s)]ds = 0. (3.65)
Differentiating the equality (3.65) with respect to σ, and noting (3.64), we see that
(λ0 −A)−1
[
r(σ)− C∗Y (σ)]
= −
∫ T
σ
S(s− σ)A(λ0 −A)−1
[
r(s)− C∗Y (s)]ds
=
∫ T
σ
S(s− σ)[r(s)− C∗Y (s)]ds
−λ0
∫ T
σ
S(s− σ)(λ0 −A)−1
[
r(s)− C∗Y (s)]ds
= 0, ∀ σ ∈ [0, T ].
Therefore,
r(·) = C(·)∗Y (·). (3.66)
By (3.66), the equation (3.58) is reduced to{
dy = −A∗ydt−A∗1ydt+ Y dW (t), in [0, T ),
y(T ) = 0.
(3.67)
It is clear that the unique solution of (3.67) is (y(·), Y (·)) = (0, 0). Hence, by (3.66), we conclude
that r(·) = 0, which is a contradiction. Therefore, Ξ is dense in L2
F
(0, T ;H).
3.4 Some preliminaries on Malliavinian Calculus
In this section, we recall some basic results for Malliavinian Calculus (See [58] for the material on
this topic).
Let Ĥ be a separable Hilbert space. Let ξ ∈ L2FT (Ω; Ĥ) be Malliavinian differentiable. Denote
by Dτ ξ the Malliavinian derivative of ξ at τ ∈ [0, T ]. Put
D
1,2(Ĥ) ,
{
ξ ∈ L2FT (Ω; Ĥ)
∣∣∣ E(|ξ|2
Ĥ
+
∫ T
0
|Dτ ξ|2Ĥdτ
)
<∞
}
,
which is a Hilbert space with the canonical norm.
Denote by La1,2(Ĥ) the set of all Ĥ-valued, F-adapted processes f(·) such that
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1. For a.e. t ∈ [0, T ], f(t, ·) ∈ D1,2(Ĥ);
2. (t, ω) 7→ Dτf(t, ω) ∈ L2(0, T ; Ĥ) admits a progressively measurable version;
3. |f |
La
1,2(Ĥ)
,
√
E
(∫ T
0
|f(t)|2
Ĥ
dt+
∫ T
0
∫ T
0
|Dτf(t)|2
Ĥ
dτdt
)
<∞.
We shall need the following result:
Lemma 3.10 [19, Proposition 3.1] Let Z ∈ L2
F
(0, T ; Ĥ) and t ∈ [0, T ). If ξ , ∫ Tt Z(r)dW (r) ∈
D
1,2(Ĥ), then Z ∈ La1,2(Ĥ) and dτ ⊗ P-a.e.
Dτξ =

∫ T
t
DτZ(r)dW (r), if τ ≤ t,
Z(τ) +
∫ T
τ
DτZ(r)dW (r), if τ > t.
Next, we present a result concerning the regularity of solution to BSEE.
Assume that Â generates a C0-semigroup on Ĥ. Consider the following equation:{
dz +A∗zdt = F (t, z, Z)dt + ZdW (t) in [0, T ),
z(T ) = zT .
(3.68)
Here F : Ω× [0, T ]× Ĥ × Ĥ → Ĥ satisfies the following conditions:
1) F is continuously differentiable with respect to the second and third variables and
|Fz(t, z, Z)|L(Ĥ) ≤ L1(t), |FZ(t, z, Z)|L(Ĥ) ≤ L2(t), a.e. t ∈ [0, T ]
for some L1(·), L2(·) ∈ L2(0, T );
2) for each (η1, η2) ∈ Ĥ × Ĥ, F (·, η1, η2) ∈ L1F(0, T ;L2(Ω; Ĥ)) ∩ La1,2(Ĥ);
3) for all t ∈ [0, T ] and (η1, η2, η3, η4) ∈ Ĥ × Ĥ × Ĥ × Ĥ, and for a.e. τ ∈ [0, T ],∣∣DτF (t, η1, η2)−DτF (t, η3, η4)∣∣Ĥ ≤ L3(t)|η1 − η2|Ĥ + L4(t)|η3 − η4|Ĥ ,
where L3 ∈ L1(0, T ) and L4 ∈ L2(0, T ).
Put
X (0, T ) , [L2F(Ω;C([0, T ]; Ĥ))× L2F(0, T ; Ĥ)] ∩ [La1,2(Ĥ)× La1,2(Ĥ)]. (3.69)
Proposition 3.1 [19, Proposition 3.2] Let zT ∈ D1,2(Ĥ). Then (z, Z) ∈ X (0, T ) satisfying
|(z, Z)|X (0,T ) ≤ C
(|zT |D1,2(Ĥ) + |F (·, 0, 0)|La
1,2(Ĥ)
)
. (3.70)
Further, a version of (Dτz(·),DτZ(·)) solves
dDτ z +A
∗Dτzdt =
[
Fz(t, z, Z)Dτ z + FZ(t, z, Z)DτZ
+DτF (t, z, Z)
]
dt+DτZdW (t) in [τ, T ),
Dτ z(T ) = Dτ zT .
(3.71)
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4 Proof of the first main result
In this chapter, we give the proof of the first main result, i.e., Theorem 2.1.
Proof of Theorem 2.1 : Let us assume that the equation (1.24) admits a transposition solution(
P (·),Λ(·)) ∈ CF,w([0, T ];L∞(Ω;L(H))) × L2F,w(0, T ;L(H))
such that
K(·)−1[B(·)∗P (·) +D(·)∗P (·)C(·) +D(·)∗Λ(·)] ∈ Υ2(H;U) ∩Υ2(V ′; U˜).
Then,
Θ , −K−1(B∗P +D∗PC +D∗Λ) ∈ Υ2(H;U) ∩Υ2(V ′; U˜ ). (4.1)
For any s ∈ [0, T ), η ∈ L2Fs(Ω;H) and u(·) ∈ L2F(s, T ;U), let x(·) ≡ x(· ; s, η, u(·)) be the
corresponding state process of the system (1.21). Choose
ξ1 = ξ2 = η,
u1 = u2 = Bu,
v1 = v2 = Du
in the equations (2.4)–(2.5).
From the definitions of K and L (see (1.25)), and (2.7) in the definition of the transposition
solution to (1.24), and the pointwise symmetry of K(·), we obtain that
E〈Gx(T ), x(T )〉H + E
∫ T
s
〈
Q(r)x(r), x(r)
〉
H
dr
−E
∫ T
s
〈
Θ(r)∗K(r)Θ(r)x(r), x(r)
〉
H
dr
= E
〈
P (s)η, η
〉
H
+ E
∫ T
s
〈
P (r)B(r)u(r), x(r)
〉
H
dr (4.2)
+E
∫ T
s
〈
P (r)x(r), B(r)u(r)
〉
H
dr + E
∫ T
s
〈
P (r)C(r)x(r),D(r)u(r)
〉
H
dr
+E
∫ T
s
〈
P (r)D(r)u(r), C(r)x(r) +D(r)u(r)
〉
H
dr
+E
∫ T
s
〈
u(r),D(r)∗Λ(r)x(r)
〉
U
dr + E
∫ T
s
〈
D(r)∗Λ(r)x(r), u(r)
〉
U
dr.
By (4.2), and recalling the definition of the cost functional J (s, η;u(·)) in (1.22), we arrive at
2J (s, η;u(·))
= E
[ ∫ T
s
(〈
Qx(r), x(r)
〉
H
+
〈
Ru(r), u(r)
〉
U
)
dr +
〈
Gx(T ), x(T )
〉
H
]
= E
〈
P (s)η, η
〉
H
+ E
∫ T
s
〈
PBu(r), x(r)
〉
H
dr + E
∫ T
s
〈
Px(r), Bu(r)
〉
H
dr
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+E
∫ T
s
〈
PCx(r),Du(r)
〉
H
dr + E
∫ T
s
〈
PDu(r), Cx(r) +Du(r)
〉
H
dr
+E
∫ T
s
〈
u(r),D∗Λ(r)x(r)
〉
U
dr + E
∫ T
s
〈
D∗Λ(r)x(r), u(r)
〉
U
dr
+E
∫ T
s
〈
Θ∗KΘx(r), x(r)
〉
H
dr + E
∫ T
s
〈
Ru(r), u(r)
〉
U
dr
= E
[〈
P (s)η, η
〉
H
+
∫ T
s
(〈
Θ∗KΘx(r), x(r)
〉
H
+2
〈
[B∗P +D∗(PC+Λ)]x(r),
u(r)
〉
U
+
〈
(R +D∗PD)u(r), u(r)
〉
U
)
dr
]
= E
[〈
P (s)η, η
〉
H
+
∫ T
s
(〈
Θ∗KΘx(r), x(r)
〉
H
+ 2
〈
Lx(r), u(r)
〉
U
+
〈
Ku(r), u(r)
〉
U
)
dr
]
.
This, together with the definition of Θ in (4.1), implies that
J (s, η;u(·))
=
1
2
E
[〈
P (s)η, η
〉
H
+
∫ T
s
(〈
KΘx,Θx
〉
U
− 2〈KΘx, u〉
U
+
〈
Ku, u
〉
U
)
dr
]
=
1
2
E
(〈
P (s)η, η
〉
H
+
∫ T
s
〈
K(u−Θx), u−Θx〉
U
dr
)
.
(4.3)
By taking u = Θx, that is, the control is chosen as the feedback form given by Θ, we find that
J (s, η; (Θx¯)(·)) = 1
2
E
〈
P (s)η, η
〉
H
.
This, together with (4.3), implies that
J (s, η;u(·))
= J (s, η; Θx¯)+ 1
2
E
∫ T
s
〈
K(u−Θx), u−Θx〉
U
dr.
Consequently,
J (s, η; Θx¯) ≤ J (s, η;u), ∀u(·) ∈ L2F(s, T ;U).
Therefore, Θ(·) is an optimal feedback operator for Problem (SLQ), and (2.10) holds. This
completes the proof of Theorem 2.1.
5 Proof of the second main result
This chapter is devoted to the proof of the second main result, i.e., Theorem 2.2. We borrow some
ideas from [64, 43, 9, 3, 70].
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Proof of Theorem 2.2 : Without loss of generality, we assume that s = 0, and H and U are real
separable Hilbert spaces. The proof is rather long, and therefore we divide it into several steps.
Step 1. In this step, we introduce some operators X(·) 2, Y (·), Z(·) and X˜(·).
Let Θ(·) ∈ Υ2(H;U) ∩ Υ2(V ′; U˜ ) be an optimal feedback operator of Problem (SLQ) on
[0, T ]. Then, by Corollary 3.1, for any ζ ∈ H, the following forward-backward stochastic evolution
equations 
dxˆ(t) =
[
(A+A1) +BΘ
]
xˆ(t)dt+ (C +DΘ)xˆ(t)dW (t) in (0, T ],
dy(t) = −[(A+A1)∗y(t) + C∗z(t) +Qxˆ(t)]dt+ z(t)dW (t) in [0, T ),
xˆ(0) = ζ, y(T ) = Gxˆ(T )
(5.1)
admits a unique mild solution
(xˆ(·), y(·), z(·)) ∈ L2F(Ω;C([0, T ];H)) × L2F(Ω;C([0, T ];H)) × L2F(0, T ;H)
such that
RΘxˆ+B∗y +D∗z = 0, a.e. (t, ω) ∈ (0, T ) × Ω. (5.2)
Further, consider the following SEE:
dx˜(t) =
[−A−A1 −BΘ+ (C +DΘ)2]∗x˜(t)dt
−(C +DΘ)∗x˜(t)dW (t) in (0, T ],
x˜(0) = ζ.
(5.3)
Note that A generates a C0-group, and hence, so does −A∗. By Lemma 3.1, the equation (5.3)
admits a unique mild solution x˜(·) ∈ L2
F
(Ω;C([0, T ];H)).
For each n ∈ N, denote by Γ˜n the projection operator from U to Un , span 1≤j≤n{ϕj} (Recall
that {ϕj}∞j=1 is an orthonormal basis of U). Write (Recall Chapter 3 for Γn)
A1,n = ΓnA1Γn, Bn = ΓnBΓ˜n,
Cn = ΓnCΓn, Dn = ΓnDΓ˜n,
Qn = ΓnQΓn, Rn = Γ˜nRΓ˜n, Θn = Γ˜nΘΓn.
It is easy to show that 
lim
n→+∞
A1,nζ = A1ζ in H,
lim
n→+∞
Cnζ = Cζ in H,
lim
n→+∞
Qnζ = Qζ in H,
lim
n→+∞
Θnζ = Θζ in H,
for all ζ ∈ H and a.e. (t, ω) ∈ [0, T ]× Ω,
(5.4)
2In the sequel, we shall interchangeably use X(t), X(t, ·), or even X to denote the operator X(·). The same can
be said for Y (·), Z(·) and X˜(·).
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
lim
n→+∞
Bnς = Bς in H,
lim
n→+∞
Dnς = Dς in H,
lim
n→+∞
Rnς = Rς in U,
for all ς ∈ U and a.e. (t, ω) ∈ [0, T ] ×Ω.
(5.5)
Consider the following forward-backward stochastic differential equation:
dxˆn = (An +A1,n +BnΘn)xˆndt+ (Cn +DnΘn)xˆndW (t) in [0, T ],
dyn = −
[
(An +A1,n)
∗yn + C
∗
nzn +Qnxˆn
]
dt+ zndW (t) in [0, T ],
xˆn(0) = Γnζ, yn(T ) = Gnxˆn(T )
(5.6)
and the following stochastic differential equation
dx˜n =
[−An −A1,n −BnΘn + (Cn +DnΘn)2]∗x˜ndt
−(Cn +DnΘn)∗x˜ndW (t) in [0, T ],
x˜n(0) = Γnζ,
(5.7)
where An and Gn are given in (3.10). For each t ∈ [0, T ], define three operators Xn,t, Yn,t and X˜n,t
on Hn as follows: 
Xn,tΓnζ , xˆn(t; Γnζ),
Yn,tΓnζ , yn(t; Γnζ),
X˜n,tΓnζ , x˜n(t; Γnζ),
∀ ζ ∈ H. (5.8)
For a.e. t ∈ [0, T ], define an operator Zn,t on Hn by
Zn,tΓnζ , zn(t; Γnζ), ∀ ζ ∈ H. (5.9)
By the well-posedness results for the equations (5.6) and (5.7), and the fact that both A and −A∗
generate C0-semigroups on H (because A generates a C0-group on H), we see that
|Xn,tΓnζ|L2
Ft
(Ω;H) ≤ C|ζ|H ,
|Yn,tΓnζ|L2
Ft
(Ω;H) ≤ C|ζ|H ,
|Zn,·Γnζ|L2
F
(0,T ;H) ≤ C|ζ|H ,
|X˜n,tΓnζ|L2
Ft
(Ω;H) ≤ C|ζ|H ,
where the constant C is independent of n. This implies that
|Xn,tΓn|L(H;L2
Ft
(Ω;H)) ≤ C,
|Yn,tΓn|L(H;L2
Ft
(Ω;H)) ≤ C,
|Zn,·Γn|L(H;L2
F
(0,T ;H)) ≤ C,
|X˜n,tΓn|L(H;L2
Ft
(Ω;H)) ≤ C.
(5.10)
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Denote by In the identity matrix on R
n (or, the identity map on Hn). Consider the following
equations: 
dXn = (An +A1,n +BnΘn)Xndt
+(Cn +DnΘn)XndW (t) in [0, T ],
dYn = −
[
(An +A1,n)
∗Yn + C
∗
nZn +QnXn
]
dt
+ZndW (t) in [0, T ],
Xn(0) = In, Yn(T ) = GnXn(T )
(5.11)
and 
dX˜n =
[−An −A1,n −BnΘn + (Cn +DnΘn)2]∗X˜ndt
−(Cn +DnΘn)∗X˜ndW (t) in [0, T ],
X˜n(0) = In.
(5.12)
Clearly, both (5.11) and (5.12) can be viewed as Rn×n ≡ Rn2-valued equations.
By Lemmas 3.1–3.2, the equations (5.11) and (5.12) admit unique solutions
(Xn, Yn, Zn) ∈ L2F(Ω;C([0, T ];Rn×n))× L2F(Ω;C([0, T ];Rn×n))× L2F(0, T ;Rn×n)
and
X˜n ∈ L2F(Ω;C([0, T ];Rn×n)),
respectively. It follows from (5.8)–(5.12) that, for a.e. t ∈ [0, T ],
Xn,tΓnζ = Xn(t)Γnζ,
Yn,tΓnζ = Yn(t)Γnζ,
Zn,tΓnζ = Zn(t)Γnζ,
X˜n,tΓnζ = X˜n(t)Γnζ,
∀ ζ ∈ H. (5.13)
Thus, Xn,tΓn, Yn,tΓn and X˜n,tΓn belong to L
2
Ft
(Ω;L(H)) and Zn,·Γn ∈ L2F(0, T ; L(H)). It is easy
to see that
Xn,tΓn, Yn,tΓn, X˜n,tΓn ∈ Lpd(H;L2Ft(Ω;H)) for each t ∈ [0, T ]
and
Zn,·Γn ∈ Lpd(H;L2F(0, T ;H)).
By (5.10) and using Theorems 5.2 and 5.3 in [54], we deduce that, there exist suitable subse-
quences {Xnk ,t}∞k=1 ⊂ {Xn,t}∞n=1, {Ynk ,t}∞k=1 ⊂ {Yn,t}∞n=1, {Znk,t}∞k=1 ⊂ {Zn,t}∞n=1 and {X˜nk ,t}∞k=1 ⊂
{X˜n,t}∞n=1 (these sequences may depend on t), and (pointwise defined) operators
X(t, ·) ∈ Lpd(H;L2Ft(Ω;H)),
Y (t, ·) ∈ Lpd(H;L2Ft(Ω;H)),
X˜(t, ·) ∈ Lpd(H;L2Ft(Ω;H))
for each t ∈ [0, T ]
and
Z(·, ·) ∈ Lpd(H;L2F(0, T ;H))
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such that 
lim
k→+∞
Xnk,tΓnkζ = X(t, ·)ζ weakly in L2Ft(Ω;H),
lim
k→+∞
Ynk,tΓnkζ = Y (t, ·)ζ weakly in L2Ft(Ω;H),
lim
k→+∞
Znk,tΓnkζ = Z(·, ·)ζ weakly in L2F(0, T ;H),
lim
k→+∞
X˜nk,tΓnkζ = X˜(t, ·)ζ weakly in L2Ft(Ω;H),
(5.14)
and that 
|X(t, ·)ζ|L2
Ft
(Ω;H) ≤ C|ζ|H ,
|Y (t, ·)ζ|L2
Ft
(Ω;H) ≤ C|ζ|H ,
|Z(·, ·)ζ|L2
F
(0,T ;H) ≤ C|ζ|H ,
|X˜(t, ·)ζ|L2
Ft
(Ω;H) ≤ C|ζ|H .
(5.15)
On the other hand, from the definitions of xˆn(·; Γnζ) and x˜n(·; Γnζ), by Lemma 3.6, we have
that 
lim
n→+∞
xˆn(·; Γnζ) = xˆ(·; ζ) in L2F(Ω;C([0, T ];H)),
lim
n→+∞
yn(·; Γnζ) = y(·; ζ) in L2F(Ω;C([0, T ];H)),
lim
n→+∞
zn(·; Γnζ) = z(·; ζ) in L2F(0, T ;H),
lim
n→+∞
x˜n(·; Γnζ) = x˜(·; ζ) in L2F(Ω;C([0, T ];H)).
(5.16)
Hence, in view of (5.8), we find that
lim
n→+∞
Xn,tΓnζ = xˆ(t; ζ) strongly in L
2
Ft
(Ω;H),
lim
n→+∞
Yn,tΓnζ = y(t; ζ) strongly in L
2
Ft
(Ω;H),
lim
n→+∞
Zn,tΓnζ = z(t; ζ) strongly in L
2
F
(0, T ;H),
lim
n→+∞
X˜n,tΓnζ = x˜(t; ζ) strongly in L
2
Ft
(Ω;H).
(5.17)
According to (5.14) and (5.17), we obtain that
X(t, ·)ζ = xˆ(t; ζ),
Y (t, ·)ζ = y(t; ζ),
Z(t, ·)ζ = z(t; ζ),
X˜(t, ·)ζ = x˜(t; ζ).
(5.18)
Also, from the equality (5.2) and noting (5.18), we find that
RΘX +B∗Y +D∗Z = 0, for a.e. (t, ω) ∈ [0, T ]× Ω. (5.19)
Combining (5.16) and (5.18), we find that
lim
n→+∞
Xn,tΓnζ = X(t, ·)ζ strongly in L2Ft(Ω;H),
lim
n→+∞
Yn,tΓnζ = Y (t, ·)ζ strongly in L2Ft(Ω;H),
lim
n→+∞
Zn,tΓnζ = Z(·, ·)ζ strongly in L2F(0, T ;H),
lim
n→+∞
X˜n,tΓnζ = X˜(t, ·)ζ strongly in L2Ft(Ω;H).
(5.20)
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Moreover, from Lemma 3.8, it follows thatX,Y, X˜ ∈ L
4
F
(Ω;C([0, T ];L2(H;V ))),
Z ∈ L4F(Ω;L2(0, T ;L2(H;V )))
(5.21)
and 
lim
n→∞
Xn = X in L
4
F
(Ω;C([0, T ];L2(H;V ))),
lim
n→∞
Yn = Y in L
4
F
(Ω;C([0, T ];L2(H;V ))),
lim
n→∞
Zn = Z in L
4
F
(Ω;L2(0, T ;L2(H;V ))),
lim
n→∞
X˜n = X˜ in L
4
F
(Ω;C([0, T ];L2(H;V ))).
(5.22)
Step 2. Denote by I the identity operator onH. In this step, we shall prove thatX(·)X˜(·)∗ = I,
for a.e. (t, ω) ∈ (0, T )× Ω.
For any ζ, ρ ∈ H and t ∈ [0, T ], by Itoˆ’s formula, we have〈
xˆn(t; Γnζ), x˜n(t; Γnρ)
〉
Hn
− 〈Γnζ,Γnρ〉Hn
=
∫ t
0
〈(
An +A1,n +BnΘn
)
xˆn(r; Γnζ), x˜n(r; Γnρ)
〉
Hn
dτ
+
∫ t
0
〈(
Cn +DnΘn
)
xˆn(r; Γnζ), x˜n(r; Γnρ)
〉
Hn
dW (τ)
+
∫ t
0
〈
xˆn(r; Γnζ),
[−An−A1,n−BnΘn+(Cn +DnΘn)2]∗x˜n(r; Γnρ)〉Hndτ
−
∫ t
0
〈
xˆn(r; Γnζ),
(
Cn +DnΘn
)∗
x˜n(r; Γnρ)
〉
Hn
dW (τ)
−
∫ t
0
〈(
Cn +DnΘn
)
xˆn(r; Γnζ),
(
Cn +DnΘn
)∗
x˜n(r; Γnρ)
〉
Hn
dτ = 0.
Hence, 〈
Xn,tΓnζ, X˜n,tΓnρ
〉
Hn
=
〈
xˆn(t; Γnζ), x˜n(t; Γnρ)
〉
Hn
=
〈
Γnζ,Γnρ
〉
Hn
, P-a.s.
This implies that
Xn,tX˜
∗
n,t = In, P-a.s.
Namely, X˜∗n,t = X
−1
n,t , P-a.s.
By (5.16) and (5.18), for any ζ ∈ H, it is easy to see that X˜n,t(·)∗ζ converges weakly to X˜(t, ·)∗ζ
in L2Ft(Ω;H) as n→∞. On the other hand, by Lemma 3.8, we have that
lim
n→∞
|Xn,t(·) −X(t, ·)|L4
Ft
(Ω;L2(H;V )) = 0.
Thus,
Xnk ,t(·)X˜nk ,t(·)∗ζ converges weakly to
X(t, ·)X˜(t, ·)∗ζ in L2Ft(Ω;V ), as k →∞.
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This yields that
X(t, ·)X˜(t, ·)∗ζ = ζ in V, P-a.s.
Further, by X(t, ·), X˜(t, ·) ∈ L(H), P-a.s., we deduce that
X(t, ·)X˜(t, ·)∗ζ = ζ in H, P-a.s.,
which implies that
X(·)X˜(·)∗ = I for a.e. (t, ω) ∈ [0, T ] ×Ω.
Put 
P (t, ·) = Y (t, ·)X˜(t, ·)∗, ∀ t ∈ [0, T ],
Π(·) = Z(·)X˜(·)∗,
Λ(·) = Π(·) − P (·)(C(·) +D(·)Θ(·)).
(5.23)
From (5.21), it follows that
X˜(·)∗ ∈ L4F(Ω;C([0, T ];L2(V ′;H))).
This, together with (5.23), implies thatP (·) ∈ L
2
F
(Ω;C([0, T ];L2(V ′;V ))),
Λ(·) ∈ L2F(0, T ;L2(V ′;V )).
(5.24)
Step 3. In this step, we construct a sequence of finite dimensional approximations of (P,Λ),
which will serve as approximate transposition solutions to the equation (1.24).
Put 
Pn = YnX˜
∗
n,
Πn = ZnX˜
∗
n,
Λn = Πn − Pn(Cn +DnΘn).
(5.25)
It follows from Lemma 3.8 that
lim
n→∞
|X˜∗n − X˜∗|L4
F
(Ω;C([0,T ];L2(V ′;H)))
= lim
n→∞
|X˜n − X˜|L4
F
(Ω;C([0,T ];L2(H;V ))) = 0,
(5.26)
lim
n→∞
|Yn − Y |L4
F
(Ω;C([0,T ];L2(H;V ))) = 0, (5.27)
and
lim
n→∞
|Zn − Z|L4
F
(Ω;L2(0,T ;L2(H;V ))) = 0. (5.28)
Now, by (5.23), (5.25), (5.26), (5.27) and (5.28), we deduce that
lim
n→∞
|Pn − P |L2
F
(Ω;C([0,T ];L2(V ′;V ))) = 0, (5.29)
and
lim
n→∞
|Λn − Λ|L2
F
(0,T ;L2(V ′;V )) = 0. (5.30)
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By Itoˆ’s formula, and noting (5.11)–(5.12), we obtain that
dPn =
{
− [(An +A1,n)∗Yn + C∗nZn +QnXn]X−1n
+YnX
−1
n
[
(Cn +DnΘn)
2 −An −A1,n −BnΘn
]
−ZnX−1n (Cn +DnΘn)
}
dt
+
[
ZnX
−1
n − YnX−1n (Cn +DnΘn)
]
dW (t)
=
{
− (An +A1,n)∗Pn − C∗nΠn −Qn
+Pn
[
(Cn +DnΘn)
2 −An −A1,n −BnΘn
]
−Πn(Cn +DnΘn)
}
dt+
[
Πn − Pn(Cn +DnΘn)
]
dW (t).
Hence, by (5.25), (Pn(·),Λn(·)) solves the following Rn×n-valued backward stochastic differential
equation: 
dPn = −
[
Pn(An +A1,n) + (An +A1,n)
∗Pn + ΛnCn + C
∗
nΛn
+C∗nPnCn + (PnBn + C
∗
nPnDn + ΛnDn)Θn +Qn
]
dt
+ΛndW (t) in [0, T ],
Pn(T ) = Gn.
(5.31)
For ξk ∈ L4Ft(Ω;V ′), uk ∈ L4F(Ω;L2(t, T ;V ′)) and vk ∈ L4F(Ω;L2(t, T ;V ′)) (k = 1, 2), denote by
x1(·) and x2(·) respectively the mild solutions to the equations (2.4) and (2.5). For k = 1, 2, let us
introduce the following two (forward) stochastic differential equations:
dxk,n =
[
(An +A1,n)xk,n + uk,n
]
dr
+
(
Cn(t)xk,n + vk,n
)
dW (r) in [t, T ],
xk,n(t) = ξk,n,
(5.32)
where uk,n = Γnuk, vk,n = Γnvk and ξk,n = Γnξk.
Clearly, 
lim
n→+∞
ξk,n = ξk in L
4
Ft
(Ω;V ′),
lim
n→+∞
uk,n = uk in L
4
F
(Ω;L2(t, T ;V ′)),
lim
n→+∞
vk,n = vk in L
4
F
(Ω;L2(t, T ;V ′)).
(5.33)
From Lemma 3.7 and (5.33), for k = 1, 2, we get that
lim
n→+∞
xk,n(·) = xk(·) in L4F(Ω;C([t, T ];V ′)). (5.34)
By Itoˆ’s formula, and using (5.31)–(5.32), we arrive at
d
〈
Pnx1,n, x2,n
〉
Hn
=
〈
dPnx1,n, x2,n
〉
Hn
+
〈
Pndx1,n, x2,n
〉
Hn
+
〈
Pnx1,n, dx2,n
〉
Hn
+
〈
dPndx1,n, x2,n
〉
Hn
+
〈
dPnx1,n, dx2,n
〉
Hn
+
〈
Pndx1,n, dx2,n
〉
Hn
=
〈− [Pn(An +A1,n) + (An +A1,n)∗Pn + ΛnCn +C∗nΛn + C∗nPnCn
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+(PnBn +C
∗
nPnDn + ΛnDn)Θn +Qn
]
x1,n, x2,n
〉
Hn
dr
+
〈
Λnx1,n, x2,n
〉
Hn
dW (r) +
〈
Pn[(An +A1,n)x1,n + u1,n], x2,n
〉
Hn
dr
+
〈
Pn(Cnx1,n+v1,n), x2,n
〉
Hn
dW (r)+
〈
Pnx1,n, (An+A1,n)x2,n+u2,n
〉
Hn
dr
+
〈
Pnx1,n, Cnx2,n + v2,n
〉
Hn
dW (r) +
〈
Λn(Cnx1,n + v1,n), x2,n
〉
Hn
dr
+
〈
Λnx1,n, Cnx2,n + v2,n
〉
Hn
dr +
〈
Pn(Cnx1,n + v1,n), Cnx2,n + v2,n
〉
Hn
dr
=
〈− [(PnBn + C∗nPnDn + ΛnDn)Θn +Qn]x1,n, x2,n〉Hndr
+
〈
Pnu1,n, x2,n
〉
Hn
dr +
〈
Pnx1,n, u2,n
〉
Hn
dr +
〈
PnCnx1,n, v2,n
〉
Hn
dr
+
〈
Pnv1,n, Cnx2,n + v2,n
〉
Hn
dr +
〈
Λnv1,n, x2,n
〉
Hn
dr +
〈
Λnx1,n, v2,n
〉
Hn
dr
+
〈
Λnx1,n, x2,n
〉
Hn
dW (r) + 〈Pn(Cnx1,n + v1,n), x2,n〉HndW (r)
+〈Pnx1,n, Cnx2,n + v2,n〉HndW (r).
This implies that, for any t ∈ [0, T ],
E〈Gnx1,n(T ), x2,n(T )〉Hn + E
∫ T
t
〈
Qn(τ)x1,n(τ), x2,n(τ)
〉
Hn
dτ
+E
∫ T
t
〈[
Pn(τ)Bn(τ) + Cn(τ)
∗Pn(τ)Dn(τ) + Λn(τ)Dn(τ)
]
×Θn(τ)x1,n(τ), x2,n(τ)
〉
Hn
dτ (5.35)
= E
〈
Pn(t)ξ1,n, ξ2,n
〉
Hn
+ E
∫ T
t
〈
Pn(τ)u1,n(τ), x2,n(τ)
〉
Hn
dτ
+E
∫ T
t
〈
Pn(τ)x1,n(τ), u2,n(τ)
〉
Hn
dτ+E
∫ T
t
〈
Pn(τ)Cn(τ)x1,n(τ), v2,n(τ)
〉
Hn
dτ
+E
∫ T
t
〈
Pn(τ)v1,n(τ), Cn(τ)x2,n(τ) + v2,n(τ)
〉
Hn
dτ
+E
∫ T
t
〈
Λn(τ)v1,n(τ), x2,n(τ)
〉
Hn
dτ + E
∫ T
t
〈
Λn(τ)x1,n(τ), v2,n(τ)
〉
Hn
dτ.
Step 4. In this step, we derive some properties of P and Λ.
Let t ∈ [0, T ) and η ∈ L2Ft(Ω;H). Consider the following forward-backward stochastic evolution
equation: 
dxt(r) =
(
A+A1 +BΘ
)
xtdr +
(
C +DΘ
)
xtdW (r) in (t, T ],
dyt(r) = −[(A+A1)∗yt + C∗zt +Qxt]dr + ztdW (r) in [t, T ),
xt(t) = η, yt(T ) = Gxt(T ).
(5.36)
By Corollary 3.1, it is easy to see that (5.36) admits a unique mild solution(
xt(·), yt(·), zt(·))( ≡ (xt(·; η), yt(·; η), zt(·; η)))
∈ L2F(Ω;C([t, T ];H)) × L2F(Ω;C([t, T ];H)) × L2F(t, T ;H)
such that
RΘxt(r) +B∗yt(r) +D∗zt(r) = 0, for a.e. (r, ω) ∈ (t, T )×Ω. (5.37)
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For every r ∈ [t, T ], define two families of operators Xtr and Y tr on L2Ft(Ω;H) as follows:
Xtrη , x
t(r; η), Y tr η , y
t(r; η).
For a.e. r ∈ [t, T ], define a family of operators Zt(r) on L2Ft(Ω;H) by
Zt(r)η , zt(r; η).
It follows from Lemmas 3.1–3.2 that
|Xtrη|L2
Fr
(Ω;H) ≤ C|η|L2
Ft
(Ω;H),
|Y tr η|L2
Fr
(Ω;H) ≤ C|η|L2
Ft
(Ω;H),
|Zt(·)η|L2
F
(t,T ;H) ≤ C|η|L2
Ft
(Ω;H).
∀ r ∈ [t, T ], η ∈ L2Ft(Ω;H). (5.38)
This indicates that
Xtr, Y
t
r ∈ L(L2Ft(Ω;H);L2Fr (Ω;H))
for every r ∈ [t, T ] and
Zt(·) ∈ L(L2Ft(Ω;H);L2F(t, T ;H)).
By (5.1) and (5.36), it is easy to see that, for any ζ ∈ H,
XtrX(t)ζ = x
t(r;X(t)ζ) = xˆ(r; ζ).
Thus,
Y tt X(t)ζ = y
t(t;X(t)ζ) = Y (t)ζ
and
Zt(τ)X(t)ζ = zt(τ ;X(t)ζ) = Z(τ)ζ, for a.e. τ ∈ [t, T ].
This implies that
Y tt = Y (t)X˜(t)
∗ for all t ∈ [0, T ], P-a.s., (5.39)
and
Zt(τ) = Z(τ)X˜(t)∗ for a.e. t ∈ [0, T ], τ ∈ [t, T ], P-a.s. (5.40)
Let η, ξ ∈ L2Ft(Ω;H). Since Y tr η = yt(r; η) and Xtrξ = xt(r; ξ), applying Itoˆ’s formula to〈yt(·; η), xt(·; ξ)〉H and noting (5.36)–(5.37), we obtain that
E〈GXtT η,XtT ξ〉H − E〈Y tt η, ξ〉H
= −E
∫ T
t
(〈Q(r)Xtrη,Xtrξ〉H + 〈R(r)Θ(r)Xtrη,Θ(r)Xtrξ〉H)dr.
Therefore,
E〈Y tt η, ξ〉H
= E
〈
(XtT )
∗GXtT η +
∫ T
t
(
(Xtr)
∗Q(r)Xtrη + (X
t
r)
∗Θ(r)∗R(r)Θ(r)Xtrη
)
dr, ξ
〉
H
.
From this, we conclude that, for any η ∈ L2Ft(Ω;H),
Y tt η = E
(
(XtT )
∗GXtT η
+
∫ T
t
(
(Xtr)
∗Q(r)Xtrη + (X
t
r)
∗Θ(r)∗R(r)Θ(r)Xtrη
)
dr
∣∣∣ Ft), (5.41)
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which deduces that
Y (t)X˜(t)∗ = Y tt is symmetric for any t ∈ [0, T ], P-a.s.
Further, (5.41) together with (5.38) implies that for any t ∈ [0, T ] and η ∈ L2Ft(Ω; H),
E|Y tt η|2H ≤ CE|η|2H , (5.42)
where C is independent of t ∈ [0, T ]. According to (5.42), we find that
|Y (t)X˜(t)∗|L(L2
Ft
(Ω;H); L2
Ft
(Ω;H)) ≤ C. (5.43)
Thus, from (5.23), (5.39) and (5.43), it follows that, for some positive constant C0,
|P (t)|L(L2
Ft
(Ω;H); L2
Ft
(Ω;H)) ≤ C0, ∀ t ∈ [0, T ]. (5.44)
We claim that,
|P (t)|L(H) ≤ C0, ∀ t ∈ [0, T ], P-a.s. (5.45)
Otherwise, there would exist ε0 > 0 and Ω˜ ∈ Ft with P(Ω˜) > 0 such that
|P (t, ω)|L(H) > C0 + ε0, for a.e. ω ∈ Ω˜.
Let {ηk}∞k=1 be a dense subset of the unit sphere ofH. Then, for a.e. ω ∈ Ω˜, there is an ηω ∈ {ηk}∞k=1
such that
|P (t, ω)ηω|H ≥ |P (t, ω)|L(H) −
ε0
2
> C0 + ε0
2
.
Write 
Ω1 =
{
ω ∈ Ω˜
∣∣∣ |P (t, ω)η1|H > |P (t, ω)|L(H) − ε02 },
Ωn =
{
ω ∈ Ω˜
∣∣∣ |P (t, ω)ηn|H > |P (t, ω)|L(H) − ε02 } \ (
n−1⋃
k=1
Ωk
)
,
for n = 2, 3, · · · .
Since
P (t, ω)ηn ∈ L2Ft(Ω;H) for all n ∈ N,
we see that {Ωn}∞n=1 ⊂ Ft and P(Ω˜) =
∞∑
n=1
P(Ωn). Hence,
∣∣∣P (t, ω) ∞∑
n=1
χΩnηn
∣∣∣
H
≥ C0 + ε0
2
, for a.e. ω ∈ Ω˜.
Therefore,
E
∣∣∣P (t, ω) ∞∑
n=1
χΩnηn
∣∣∣2
H
≥
(
C0 + ε0
2
)2
P(Ω˜).
On the other hand, it follows from (5.44) that
E
∣∣∣P (t, ω) ∞∑
n=1
χΩnηn
∣∣∣2
H
≤ C20E
∣∣∣ ∞∑
n=1
χΩnηn
∣∣∣2
H
= C20
∞∑
n=1
P(Ωn) = C20P(Ω˜).
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These lead to a contradiction. Hence, (5.45) holds. Since the constant C0 (in (5.44)) is independent
of t ∈ [0, T ], it follows that
|P (t, ω)|L(H) ≤ C0, for a.e. (t, ω) ∈ [0, T ]× Ω. (5.46)
Similar to the proof of (5.41), we can show that for any η ∈ L2Ft(Ω;V ′),
Y tt η = E
(
(XtT )
∗GXtT η +
∫ T
t
(
(Xtr)
∗Q(r)Xtrη + (X
t
r)
∗Θ(r)∗R(r)Θ(r)Xtrη
)
dr
∣∣∣ Ft).
This, together with (AS3) and (AS4), implies that
|P (t)|L(L2
Ft
(Ω;V ′); L2
Ft
(Ω;V ′)) ≤ C.
Then, similar to the proof of (5.46), we obtain that
|P (t, ω)|L(V ′) ≤ C, for a.e. (t, ω) ∈ [0, T ]× Ω. (5.47)
Next, we prove that (Recall that Λ(·) is a pointwise defined operator)
Λ(t, ω) = Λ(t, ω)∗, for a.e. (t, ω) ∈ (0, T )× Ω. (5.48)
For this purpose, let ζ, κ ∈ V ′, ζn = Γnζ and κn = Γnκ for n = 1, 2, · · · From (5.31), we get that
for each t ∈ [0, T ],〈
Gnζn, κn
〉
Rn
− 〈Pn(t)ζn, κn〉Rn
= −
∫ T
t
〈[
Pn(An +A1,n) + (An +A1,n)
∗Pn + ΛnCn +C
∗
nΛn
+C∗nPnCn + (PnBn + C
∗
nPnDn + ΛnDn)Θn +Qn
]
ζn, κn
〉
Rn
dτ
+
∫ T
t
〈
Λnζn, κn
〉
Rn
dW (τ).
(5.49)
By (5.30), we know that
lim
n→∞
E
∣∣∣ ∫ T
t
〈
Λζ, κ
〉
V,V ′
dW (τ)−
∫ T
t
〈
Λnζn, κn
〉
Rn
dW (τ)
∣∣∣2
= lim
n→∞
E
∣∣∣ ∫ T
t
〈
Λζ, κ
〉
V,V ′
dW (τ)−
∫ T
t
〈
Λnζn, κn
〉
V,V ′
dW (τ)
∣∣∣2
= lim
n→∞
E
∣∣∣ ∫ T
t
〈
Λζ − Λnζn, κ
〉
V,V ′
dW (τ) +
∫ T
t
〈
Λnζn, κ− κn
〉
V,V ′
dW (τ)
∣∣∣2
≤ 2 lim
n→∞
E
∫ T
0
∣∣〈Λζ − Λnζn, κ〉V,V ′∣∣2dτ+ 2 limn→∞E
∫ T
0
∣∣〈Λnζn, κ−κn〉V,V ′∣∣2dτ
≤ 2 lim
n→∞
E
∫ T
0
∣∣Λζ − Λnζn∣∣2V ∣∣κ∣∣2V ′dτ + 2 limn→∞E
∫ T
t
∣∣Λnζn∣∣2V ∣∣κ− κn∣∣2V ′dτ
≤ 2 lim
n→∞
E
∫ T
0
∣∣Λζ − Λnζn∣∣2V ∣∣κ∣∣2V ′dτ + 2 limn→∞E
∫ T
0
∣∣Λζ∣∣2
V
∣∣κ− κn∣∣2V ′dτ = 0.
(5.50)
Thus, there is a subsequence {nk}∞k=1 ⊂ {n}∞n=1 such that
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lim
k→∞
∫ T
t
〈
Λnkζnk , κnk
〉
R
nk
dW (τ) =
∫ T
t
〈
Λζ, κ
〉
V,V ′
dW (τ), P-a.s. (5.51)
Combining (5.29), (5.30), (5.49) and (5.51), we see that〈
Gζ, κ
〉
H
− 〈P (t)ζ, κ〉
H
= −
∫ T
t
〈[
P (A+A1) + (A+A1)
∗P + ΛC + CΛ+ C∗PC
+(PB + C∗PD +ΛD)Θ +Q
]
ζ, κ
〉
V,V ′
dτ
+
∫ T
t
〈
Λζ, κ
〉
V,V ′
dW (τ).
(5.52)
Since the operator Λ(·) is pointwise defined, it holds that〈
Λζ, κ
〉
V,V ′
=
〈
Λζ, κ
〉
H
=
〈
ζ,Λ∗κ
〉
H
, ∀ζ, κ ∈ V ′.
Therefore, by changing the positions of κ and ζ in (5.52), we obtain that, for any ζ, κ ∈ V ′,〈
ζ,Gκ
〉
H
− 〈ζ, P (t)κ〉
H
= −
∫ T
t
〈[
P (A+A1) + (A+A1)
∗P + ΛC + CΛ+ C∗PC
+(PB + C∗PD +ΛD)Θ +Q
]∗
κ, ζ
〉
V,V ′
dτ
+
∫ T
t
〈
ζ,Λ∗κ
〉
H
dW (τ).
(5.53)
From (5.52) and (5.53), we find that
0 = −
∫ T
t
〈{[
ΛC + CΛ+ (PB + C∗PD + ΛD)Θ
]
(5.54)
−[ΛC + CΛ+ (PB + C∗PD + ΛD)Θ]∗}ζ, κ〉
H
dτ
+
∫ T
t
〈
(Λ− Λ∗)ζ, κ〉
H
dW (τ).
By (5.54) and the uniqueness of the decomposition of semimartingales, we conclude that for any
ζ, κ ∈ V ′, 〈(
Λ(t, ω)− Λ(t, ω)∗)ζ, κ〉
H
= 0, for a.e. (t, ω) ∈ (0, T ) × Ω,
which gives (5.48).
From (5.19), it follows that
RΘ+B∗P +D∗Π = 0, a.e. (t, ω) ∈ [0, T ]× Ω. (5.55)
This, together with (5.44), (5.47) and (AS4), implies that
D∗Π ∈ Υ2(H;U) ∩Υ2(V ′; U˜ ). (5.56)
According to (5.23), (5.56), (AS3) and (AS4), it holds that
D∗Λ = D∗Π−D∗P (C +DΘ) ∈ Υ2(H;U) ∩Υ2(V ′; U˜). (5.57)
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From (5.57), we see that
ΛD ∈ Υ2(U ;H) ∩Υ2(U˜ ;V ′). (5.58)
Step 5. In this step, we prove that a variant of (2.6) holds. We shall do this by taking n→∞
in (5.35).
Denote by U˜ ′ the dual space of U˜ with respect to the pivot space U . From (AS4), (5.29), (5.30)
and (5.34), we obtain that
lim
n→+∞
E
∫ T
t
〈[
Pn(τ)Bn(τ) + Cn(τ)
∗Pn(τ)Dn(τ) + Λn(τ)Dn(τ)
]
×Θn(τ)x1,n(τ), x2,n(τ)
〉
Hn
dτ
= lim
n→+∞
E
∫ T
t
〈
Θn(τ)x1,n(τ),[
Bn(τ)
∗Pn(τ)
∗+Dn(τ)
∗Pn(τ)
∗Cn(τ)+Dn(τ)
∗Λn(τ)
∗
]
x2,n(τ)
〉
Hn
dτ (5.59)
= E
∫ T
t
〈
Θ(τ)x1(τ),[
B(τ)∗P (τ) +D(τ)∗P (τ)C(τ) +D(τ)∗Λ(τ)
]
x2(τ)
〉
U˜ ,U˜ ′
dτ
= E
∫ T
t
〈[
P (τ)B(τ) +C∗(τ)P (τ)D(τ) + Λ(τ)D(τ)
]
Θ(τ)x1(τ), x2(τ)
〉
V,V ′
dτ.
By (5.30) and (5.34), we see that, for k = 1, 2,
lim
n→∞
∣∣Λn(·)xk,n(·)− Λ(·)xk(·)∣∣
L
4
3
F
(Ω;L2(0,T ;V ))
≤ lim
n→∞
∣∣Λn(·)(xk,n(·)− xk(·))∣∣
L
4
3
F
(Ω;L2(0,T ;V ))
+ lim
n→∞
∣∣(Λn(·) − Λ(·))xk(·)∣∣
L
4
3
F
(Ω;L2(0,T ;V ))
≤ lim
n→∞
∣∣Λ(·)∣∣
L2
F
(0,T ;L2(V ′;V ))
∣∣xk,n(·)− xi(·)∣∣L4
F
(Ω;L∞(0,T ;V ′))
+ lim
n→∞
∣∣Λn(·)− Λ(·)∣∣L2
F
(0,T ;L2(V ′;V ))
∣∣xk(·)∣∣L4
F
(Ω;L∞(0,T ;V ′))
= 0.
(5.60)
By (5.59)–(5.60), using a similar argument for other terms in (5.35), and noting (5.48), we can
take n→∞ on both sides of this equality to get that
E〈Gx1(T ), x2(T )〉H + E
∫ T
t
〈
Q(τ)x1(τ), x2(τ)
〉
H
dτ
+E
∫ T
t
〈[
P (τ)B(τ)+C(τ)∗P (τ)D(τ)+Λ(τ)D(τ)
]
Θ(τ)x1(τ), x2(τ)
〉
V,V ′
dτ
= E
〈
P (t)ξ1, ξ2
〉
V,V ′
+ E
∫ T
t
〈
u1(τ), P (τ)
∗x2(τ)
〉
V ′,V
dτ
+E
∫ T
t
〈
P (τ)x1(τ), u2(τ)
〉
V,V ′
dτ + E
∫ T
t
〈
P (τ)C(τ)x1(τ), v2(τ)
〉
V,V ′
dτ (5.61)
+E
∫ T
t
〈
P (τ)v1(τ), C(τ)x2(τ) + v2(τ)
〉
V,V ′
dτ
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+E
∫ T
t
〈
v1(τ),Λ(τ)x2(τ)
〉
V ′,V
dτ + E
∫ T
t
〈
Λ(τ)x1(τ), v2(τ)
〉
V,V ′
dτ.
Noting that P (t) ∈ L(L2Ft(Ω;H);L2Ft(Ω;H)), we have
E
〈
P (t)ξ1, ξ2
〉
V,V ′
+ E
∫ T
t
〈
u1(τ), P (τ)
∗x2(τ)
〉
V ′,V
dτ
+E
∫ T
t
〈
P (τ)x1(τ), u2(τ)
〉
V,V ′
dτ + E
∫ T
t
〈
P (τ)C(τ)x1(τ), v2(τ)
〉
V,V ′
dτ
+E
∫ T
t
〈
P (τ)v1(τ), C(τ)x2(τ) + v2(τ)
〉
V,V ′
dτ
= E
〈
P (t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
u1(τ), P (τ)
∗x2(τ)
〉
H
dτ
+E
∫ T
t
〈
P (τ)x1(τ), u2(τ)
〉
V,V ′
dτ + E
∫ T
t
〈
P (τ)C(τ)x1(τ), v2(τ)
〉
H
dτ
+E
∫ T
t
〈
P (τ)v1(τ), C(τ)x2(τ) + v2(τ)
〉
H
dτ.
(5.62)
From (5.58) and noting again P (t) ∈ L(L2Ft(Ω;H);L2Ft(Ω;H)), we obtain that
E
∫ T
t
〈[
P (τ)B(τ) + C(τ)∗P (τ)D(τ) + Λ(τ)D(τ)
]
Θ(τ)x1(τ), x2(τ)
〉
V,V ′
dτ
= E
∫ T
t
〈[
P (τ)B(τ) + C(τ)∗P (τ)D(τ) + Λ(τ)D(τ)
]
Θ(τ)x1(τ), x2(τ)
〉
H
dτ.
(5.63)
Combing (5.61), (5.62) and (5.63), we conclude that
E〈Gx1(T ), x2(T )〉H + E
∫ T
t
〈
Q(τ)x1(τ), x2(τ)
〉
H
dτ
+E
∫ T
t
〈[
P (τ)B(τ)+C(τ)∗P (τ)D(τ) + Λ(τ)D(τ)
]
Θ(τ)x1(τ), x2(τ)
〉
H
dτ
= E
〈
P (t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P (τ)u1(τ), x2(τ)
〉
H
dτ (5.64)
+E
∫ T
t
〈
P (τ)x1(τ), u2(τ)
〉
H
dτ + E
∫ T
t
〈
P (τ)C(τ)x1(τ), v2(τ)
〉
H
dτ
+E
∫ T
t
〈
P (τ)v1(τ), C(τ)x2(τ) + v2(τ)
〉
H
dτ
+E
∫ T
t
〈
v1(τ),Λ(τ)x2(τ)
〉
V ′,V
dτ + E
∫ T
t
〈
Λ(τ)x1(τ), v2(τ)
〉
V,V ′
dτ.
Step 6. In this step, we prove that a variant of (2.7) holds.
For any ξk ∈ L2Ft(Ω;H), uk ∈ L2F(t, T ;H) and vk ∈ L2F(t, T ;U) (k = 1, 2), denote by x1(·) and
x2(·) respectively the mild solutions to the equations (2.4) and (2.5). We can find six sequences
{ξjk}∞j=1 ∈ L4Ft(Ω;V ′),
{ujk}∞j=1 ⊂ L4F(Ω;L2(t, T ;V ′))
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and
{vjk}∞j=1 ⊂ L4F(Ω;L2(t, T ; U˜ )),
such that 
lim
j→∞
ξjk = ξk in L
2
Ft
(Ω;H),
lim
j→∞
ujk = uk in L
2
F(t, T ;H),
lim
j→∞
vjk = vk in L
2
F(t, T ;U).
(5.65)
Denote by xj1(·) (resp. xj2(·)) the mild solution to the equation (2.4) (resp. (2.5)) with ξ1, u1 and
v1 (resp. ξ2, u2 and v2) replaced respectively by ξ
j
1, u
j
1 and v
j
1 (resp. ξ
j
2, u
j
2 and v
j
2), and by x
j
k,n
the solution to (5.32) with ξk,n, uk,n and vk,n replaced respectively by Γnξ
j
k, Γnu
j
k and Dnv
j
k. It
follows from (5.35) that
E〈Gnxj1,n(T ), xj2,n(T )〉Hn + E
∫ T
t
〈
Qn(τ)x
j
1,n(τ), x
j
2,n(τ)
〉
Hn
dτ
+E
∫ T
t
〈[
Pn(τ)Bn(τ) + Cn(τ)
∗Pn(τ)Dn(τ) + Λn(τ)Dn(τ)
]
×Θn(τ)xj1,n(τ), xj2,n(τ)
〉
Hn
dτ
= E
〈
Pn(t)ξ
j
1, ξ
j
2
〉
Hn
+ E
∫ T
t
〈
Pn(τ)u
j
1(τ), x
j
2,n(τ)
〉
Hn
dτ
+E
∫ T
t
〈
Pn(τ)x
j
1,n(τ), u
j
2(τ)
〉
Hn
dτ (5.66)
+E
∫ T
t
〈
Pn(τ)Cn(τ)x
j
1,n(τ),Dn(τ)v
j
2(τ)
〉
Hn
dτ
+E
∫ T
t
〈
Pn(τ)Dn(τ)v
j
1(τ), Cn(τ)x
j
2,n(τ) +Dn(τ)v
j
2(τ)
〉
Hn
dτ
+E
∫ T
t
〈
Λn(τ)Dn(τ)v
j
1(τ), x
j
2,n(τ)
〉
Hn
dτ
+E
∫ T
t
〈
Λn(τ)x
j
1,n(τ),Dn(τ)v
j
2(τ)
〉
Hn
dτ.
From Assumption (AS4) and (5.60), for k = 1, 2 and j ∈ N, we have that
lim
n→+∞
D(·, ·)∗Λn(·, ·)xjk,n(·, ·) = D(·, ·)∗Λ(·, ·)xjk(·, ·) in L
4
3
F
(Ω;L2(t, T ; U˜ ′)). (5.67)
Therefore, we get that
lim
n→∞
E
∫ T
t
〈
Dn(τ)v
j
1(τ),Λn(τ)x
j
2,n(τ)
〉
Hn
dτ
= E
∫ T
t
〈
vj1(τ),D(τ)
∗Λ(τ)xj2(τ)
〉
U˜ ,U˜ ′
dτ.
(5.68)
By (5.57), we see that that D∗Λxj2 ∈ L2F(t, T ;U). Hence,
lim
j→∞
E
∫ T
t
〈
vj1(τ),D(τ)
∗Λ(τ)xj2(τ)
〉
U˜,U˜ ′
dτ
= E
∫ T
t
〈
v1(τ),D(τ)
∗Λ(τ)x2(τ)
〉
U
dτ.
(5.69)
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Similarly,
lim
j→∞
lim
n→∞
E
∫ T
t
〈
Λn(τ)x
j
1,n(τ),Dn(τ)v
j
2,n(τ)
〉
Hn
dτ
= E
∫ T
t
〈
D(τ)∗Λ(τ)x1(τ), v2(τ)
〉
U
dτ.
(5.70)
Noting that P (t) ∈ L(L2Ft(Ω;H);L2Ft(Ω;H)), we have that
lim
j→∞
P (t)ξj1 = P (t)ξ1 in L
2
Ft
(Ω;H).
Thus, we get that
lim
j→∞
E
〈
P (t)ξj1, ξ
j
2
〉
V,V ′
= lim
j→∞
E
〈
P (t)ξj1, ξ
j
2
〉
H
= E
〈
P (t)ξ1, ξ2
〉
H
.
Since P (·) ∈ Υ2(H), we see that
lim
j→∞
P (·)∗xj2 = P (·)∗x2 in L2F(t, T ;H).
Thus,
lim
j→∞
E
∫ T
t
〈
uj1(τ), P (τ)
∗xj2(τ)
〉
V ′,V
dτ
= lim
j→∞
E
∫ T
t
〈
uj1(τ), P (τ)
∗xj2(τ)
〉
H
dτ
= E
∫ T
t
〈
u1(τ), P (τ)
∗x2(τ)
〉
H
dτ
= E
∫ T
t
〈
P (τ)u1(τ), x2(τ)
〉
H
dτ.
By (5.69), (5.70) and a similar proof of (2.6), we can get that
E〈Gx1(T ), x2(T )〉H + E
∫ T
t
〈
Q(τ)x1(τ), x2(τ)
〉
H
dτ
+E
∫ T
t
〈[
P (τ)B(τ) + C(τ)∗P (τ)D(τ) + Λ(τ)D(τ)
]
Θ(τ)x1(τ), x2(τ)
〉
H
dτ
= E
〈
P (t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P (τ)u1(τ), x2(τ)
〉
H
dτ
+E
∫ T
t
〈
P (τ)x1(τ), u2(τ)
〉
H
dτ + E
∫ T
t
〈
P (τ)C(τ)x1(τ),D(τ)v2(τ)
〉
U
dτ (5.71)
+E
∫ T
t
〈
P (τ)D(τ)v1(τ), C(τ)x2(τ)+D(τ)v2(τ)
〉
H
dτ
+E
∫ T
t
〈
v1(τ),D(τ)
∗Λ(τ)x2(τ)
〉
U
dτ + E
∫ T
t
〈
D(τ)∗Λ(τ)x1(τ), v2(τ)
〉
U
dτ.
Step 7. In this step, we prove that the assertion 1) in Definition 2.2 holds. We first show that
K ≥ 0, a.e. (t, ω) ∈ [0, T ]× Ω.
Let us replace the v1 in (2.4) and v2 in (2.5) by Dv1 and Dv2, respectively.
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From (5.55), we see that
0 = B∗P +D∗
[
Λ + P (C +DΘ)
]
+RΘ
= B∗P +D∗PC +D∗Λ +KΘ.
(5.72)
Thus,
PB + C∗PD + Λ∗D = −Θ∗K∗. (5.73)
Thanks to (5.71) and (5.73), and noting that Λ(·)∗ = Λ(·) and K(·)∗ = K(·), we obtain that
E〈Gx1(T ), x2(T )〉H + E
∫ T
t
〈
Q(τ)x1(τ), x2(τ)
〉
H
dτ
−E
∫ T
t
〈
Θ(τ)∗K(τ)Θ(τ)x1(τ), x2(τ)
〉
H
dτ (5.74)
= E
〈
P (t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P (τ)u1(τ), x2(τ)
〉
H
dτ
+E
∫ T
t
〈
P (τ)x1(τ), u2(τ)
〉
H
dτ + E
∫ T
t
〈
P (τ)C(τ)x1(τ),D(τ)v2(τ)
〉
H
dτ
+E
∫ T
t
〈
P (τ)D(τ)v1(τ), C(τ)x2(τ)+D(τ)v2(τ)
〉
H
dτ
+E
∫ T
t
〈
v1(τ),D(τ)
∗Λ(τ)x2(τ)
〉
U
dτ + E
∫ T
t
〈
D(τ)∗Λ(τ)x1(τ), v2(τ)
〉
U
dτ.
For any (s, η) ∈ [0, T ) × L2Fs(Ω;H), similar to the proof of (4.3), thanks to (5.74), and noting
(1.25) and (5.73), we can show that
J (s, η;u(·)) = 1
2
E
(〈
P (s)η, η
〉
H
+
∫ T
s
〈
K(u−Θx), u−Θx〉
U
dr
)
= J (s, η; Θ(·)x¯(·))+ 1
2
E
∫ T
s
〈
K(u−Θx), u−Θx〉
U
dτ.
(5.75)
Hence,
1
2
E〈P (s)η, η〉H = J (s, η; Θ(·)x¯(·)) ≤ J (s, η;u(·)), ∀ u(·) ∈ L2F(s, T ;U), (5.76)
if and only if
K ≥ 0, a.e. (t, ω) ∈ [0, T ]× Ω.
Recall that F stands for the progressive σ-field (in [0, T ] × Ω) with respect to F. Clearly, a
process ϕ : [0, T ] × Ω → U is F-progressively measurable if and only if it is F-measurable. Note
that for any F-adapted process ϕ(·), there is an F-progressively measurable process ϕ˜(·) which is
stochastically equivalent to ϕ(·) (see [56, pp. 68] for example). Thus, a process ϕ : [0, T ]× Ω→ U
is F-adapted if and only if it is F-measurable.
Put
Ξ1 ,
{
(t, ω) ∈ (0, T ) × Ω ∣∣ K(t, ω)h = 0 for some nonzero h ∈ U}
and
Ξ2 ,
{
(t, ω) ∈ (0, T ) × Ω ∣∣ |K(t, ω)h|U > 0 for all h ∈ U1},
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where
U1 ,
{
h ∈ U ∣∣ |h|U = 1}.
Clearly,
Ξ1 ∩ Ξ2 = ∅
and
Ξ1 ∪ Ξ2 = (0, T ) ×Ω.
By the definition of Ξ2, we see that
Ξ2 =
∞⋃
m=1
{
(t, ω) ∈ (0, T )× Ω
∣∣∣ |K(t, ω)h|U > 1
m
for all h ∈ U1
}
.
Let U0 be a countable dense subset of U1. Then
Ξ2 =
∞⋃
m=1
{
(t, ω) ∈ (0, T )× Ω
∣∣∣ |K(t, ω)h|U > 1
m
for all h ∈ U0
}
=
∞⋃
m=1
⋂
h∈U0
{
(t, ω) ∈ (0, T )× Ω
∣∣∣ |K(t, ω)h|U > 1
m
}
.
(5.77)
Since K(·, ·)h ∈ L2
F
(0, T ;U), we get that, for any h ∈ U ,{
(t, ω) ∈ (0, T ) × Ω
∣∣∣ |K(t, ω)h|U > 1
m
}
∈ F.
This, together with (5.77), implies that Ξ2 ∈ F. So does Ξ1.
We now show that
K > 0 for a.e. (t, ω) ∈ [0, T ]× Ω.
Let us use the contradiction argument and assume that this was untrue. Then the measure (given
by the product measure of the Lebesgue measure on [0, T ] and the probability measure P) of Ξ1
would be positive.
For a.e. (t, ω) ∈ Ξ1, put
Υ(t, ω) ,
{
h ∈ U1
∣∣ K(t, ω)h = 0}.
Clearly, Υ(t, ω) is closed in U . Define a map F : (0, T )× Ω→ 2U as follows:
F (t, ω) =
{
Υ(t, ω), if (t, ω) ∈ Ξ1
0, if (t, ω) ∈ Ξ2.
Then, F (t, ω) is closed for a.e. (t, ω) ∈ (0, T ) × Ω.
We now prove that F is F-measurable. Let O be a closed subset of U and O1 = O ∩ U1. Put
Σ1 ,
{
(t, ω) ∈ (0, T ) × Ω ∣∣ F (t, ω) ∩O 6= ∅} (5.78)
and
Σ2 ,
{
(t, ω) ∈ (0, T ) × Ω ∣∣ F (t, ω) ∩O1 6= ∅}. (5.79)
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Clearly, Σ1 ⊃ Σ2. Moreover,
Σ1 =
{
Σ2 ∪ Ξ2, if 0 ∈ O,
Σ2, if 0 /∈ O.
Write
Σ3 ,
{
(t, ω) ∈ (0, T ) ×Ω ∣∣ |K(t, ω)h|U > 0 for all h ∈ O1}.
Clearly,
Σ2 ∩ Σ3 = ∅
and
(0, T )× Ω = Σ2 ∪ Σ3.
Similar to the above (for the proof of Ξ2 ∈ F), we can show that Σ3 ∈ F. Hence, Σ2 ∈ F and
therefore so does Σ1.
Now we apply Lemma 5.1 to F (·, ·) with (Ω˜, F˜) = ((0, T ) ×Ω,F) to find an F-adapted process
f such that
Kf = 0 for a.e. (t, ω) ∈ (0, T )× Ω.
Noting that
|f(t, ω)|U ≤ 1 for a.e. (t, ω) ∈ (0, T ) × Ω,
we find that f ∈ L2
F
(0, T ;U). Furthermore, we have
|f(t, ω)|U = 1 for a.e. (t, ω) ∈ Ξ1,
which concludes that |f |L2
F
(0,T ;U) > 0.
By (5.75), we see that Θx¯+ f is also an optimal control. This contradicts the uniqueness of the
optimal control. Hence, K(t, ω) is invertible (but K(t, ω)−1 does not need to be bounded) for a.e.
(t, ω) ∈ [0, T ]× Ω.
Further, we show that the domain of K(t, ω)−1 is dense in U for a.e. (t, ω) ∈ [0, T ]× Ω.
Denote by R(K(t, ω)) the range of K(t, ω). Clearly, R(K(t, ω)) ⊂ U .
Put
Ξ˜1 ,
{
(t, ω) ∈ (0, T ) × Ω ∣∣ R(K(t, ω))⊥ 6= {0}}
and
Ξ˜2 ,
{
(t, ω) ∈ (0, T )× Ω ∣∣ R(K(t, ω))⊥ = {0}}.
Clearly, Ξ˜1 ∪ Ξ˜2 = (0, T )× Ω. By the definition of Ξ˜2, we see that
Ξ˜2 =
∞⋃
m=1
{
(t, ω) ∈ (0, T )× Ω
∣∣∣ ∀ h˜ ∈ U0, there is an h ∈ U0 such that
∣∣〈K(t, ω)h, h˜〉U ∣∣ > 1
m
}
.
Then
Ξ˜2 =
⋂
h˜∈U0
⋃
h∈U0
∞⋃
m=1
{
(t, ω) ∈ (0, T )× Ω
∣∣∣ ∣∣〈K(t, ω)h, h˜〉U ∣∣ > 1
m
}
. (5.80)
Since K(·, ·)h ∈ L2
F
(0, T ;U), it follows that, for any h, h˜ ∈ U ,{
(t, ω) ∈ (0, T )× Ω
∣∣∣ ∣∣〈K(t, ω)h, h˜〉U ∣∣ > 1
m
}
∈ F. (5.81)
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From (5.80) and (5.81), we see that Ξ˜2 ∈ F. Hence, Ξ˜1 ∈ F.
It suffices to prove that R(K(t, ω)) is dense in U for a.e. (t, ω) ∈ (0, T ) × Ω. To show this, we
use the contradiction argument. If R(K(t, ω)) was not dense in U for a.e. (t, ω) ∈ (0, T )×Ω., then
the measure of Ξ˜1 would be positive.
For a.e. (t, ω) ∈ Ξ˜1, put
Υ˜(t, ω) ,
{
h˜ ∈ U1
∣∣ 〈K(t, ω)h, h˜〉U = 0, ∀ h ∈ U}.
Clearly, Υ˜(t, ω) is closed in U .
Define a map F˜ : (0, T ) × Ω→ 2U as follows:
F˜ (t, ω) =
{
Υ˜(t, ω), if (t, ω) ∈ Ξ˜1
0, if (t, ω) ∈ Ξ˜2.
Then, F˜ (t, ω) is closed for a.e. (t, ω) ∈ (0, T ) × Ω.
We now prove that F˜ is F-measurable. Similar to (5.78) and (5.79), put
Σ˜1 ,
{
(t, ω) ∈ (0, T )× Ω ∣∣ F˜ (t, ω) ∩O 6= ∅},
and
Σ˜2 ,
{
(t, ω) ∈ (0, T ) × Ω ∣∣ F˜ (t, ω) ∩O1 6= ∅}.
If 0 ∈ O, then Σ˜1 = Σ˜2 ∪ Ξ˜2. If 0 /∈ O, then Σ˜1 = Σ˜2. Hence, we only need to show that Σ˜2 ∈ F.
Write
Σ˜3 ,
{
(t, ω) ∈ (0, T )× Ω
∣∣∣ ∀ h˜ ∈ O1, there is an h ∈ U1 so that
〈K(t, ω)h, h˜〉U > 0
}
.
Then,
(0, T ) × Ω = Σ˜2 ∪ Σ˜3
and
Σ˜2 ∩ Σ˜3 = ∅.
Hence, it suffices to show that Σ˜3 ∈ F. Let O0 be a countable dense subset of O1. Clearly,
Σ˜3 =
∞⋃
m=1
{
(t, ω) ∈ (0, T ) × Ω
∣∣∣ ∀ h˜ ∈ O1, there is an h ∈ U1 such that
〈K(t, ω)h, h˜〉U > 1
m
}
=
∞⋃
m=1
{
(t, ω) ∈ (0, T ) × Ω
∣∣∣ ∀ h˜ ∈ O0, there is an h ∈ U0 such that (5.82)
〈K(t, ω)h, h˜〉U > 1
m
}
=
∞⋃
m=1
⋂
h˜∈O0
⋃
h∈U0
{
(t, ω) ∈ (0, T ) × Ω
∣∣∣ 〈K(t, ω)h, h˜〉U > 1
m
}
.
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For any m ∈ N, h˜ ∈ O0 and h ∈ U0, noting that K(·, ·)h ∈ L2F(0, T ;U), we deduce that{
(t, ω) ∈ (0, T )× Ω
∣∣∣ 〈K(t, ω)h, h˜〉U > 1
m
}
∈ F. (5.83)
From (5.82) and (5.83), it follows that Σ˜3 ∈ F. Hence, Σ˜2 ∈ F.
Before continuing the proof, we recall the following known measurable selection result (e.g.
[75]).
Lemma 5.1 Let F : (Ω,F)→ 2H be a closed-valued set mapping, F (ω) 6= ∅ for every ω ∈ Ω, and
for each open set O ⊂ H,
F−1(O) ,
{
ω ∈ Ω ∣∣ F (ω) ∩O 6= ∅} ∈ F .
Then F has a measurable selection f : Ω → H, i.e., there is an H-valued, F-measurable function
f such that f(ω) ∈ F (ω) for every ω ∈ Ω.
Now let us return the proof of Theorem 2.2. We apply Lemma 5.1 to F˜ (·, ·) with (Ω˜, F˜) =
((0, T ) × Ω,F) to find an F-adapted process f˜ such that
〈K(t, ω)h, f˜ (t, ω)〉U = 0, ∀ h ∈ U, a.e. (t, ω) ∈ (0, T )× Ω.
Since
|f˜(t, ω)|U ≤ 1 for a.e. (t, ω) ∈ (0, T ) × Ω,
it holds that f˜ ∈ L2
F
(0, T ;U). Furthermore, we have
|f˜(t, ω)|U = 1 for a.e. (t, ω) ∈ Ξ˜1,
which implies that |f˜ |L2
F
(0,T ;U) > 0.
We claim that Θx¯+ f˜ is also an optimal control. Indeed, by the choice of f˜ , it holds that
E
∫ T
s
〈
K(u−Θx− f˜), f˜〉
U
dr = 0
and
E
∫ T
s
〈
Kf˜, u−Θx− f˜〉
U
dr = E
∫ T
s
〈
f˜ ,K(u−Θx− f˜)〉
U
dr = 0.
Therefore, for any u(·) ∈ L2
F
(s, T ;U),
E
∫ T
s
〈
K(u−Θx− f˜), u−Θx− f˜〉
U
dr
= E
∫ T
s
〈
K(u−Θx), u−Θx〉
U
dr.
(5.84)
According to (5.75) and (5.84), we obtain that
J (s, η; Θ(·)x¯(·) + f˜) ≤ J (s, η;u), ∀u(·) ∈ L2F(s, T ;U),
which indicates that Θx¯ + f˜ is also an optimal control. This leads to a contradiction to the
uniqueness of the optimal controls. Hence, K(t, ω)−1 is densely defined in U for a.e. (t, ω) ∈
(0, T ) ×Ω.
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Now, let us prove that K(t, ω)−1 is a closed operator for a.e. (t, ω) ∈ (0, T )×Ω. Let {hj}∞j=1 ⊂
D(K(t, ω)−1), h ∈ U and hˆ ∈ U satisfy
lim
j→∞
hj = h in U (5.85)
and
lim
j→∞
K(t, ω)−1hj = hˆ in U. (5.86)
From (5.86), we obtain that
lim
j→∞
hj = K(t, ω)hˆ in U.
This, together with (5.85), implies that h = K(t, ω)hˆ. Hence, h ∈ D(K(t, ω)−1) and K(t, ω)−1h =
hˆ. This indicates that the operator K(t, ω)−1 is closed. Therefore, the assertion 1) in Definition
2.2 holds.
By (5.72), we find that
−K−1(B∗P +D∗Λ+D∗PC) = Θ. (5.87)
This implies (2.8). Moreover, from (5.64), (5.74) and (5.87), we see that the assertions 2) and 3)
in Definition 2.2 holds.
Step 8. In this step, we prove the uniqueness of the transposition solution to (1.24).
Assume that
(P1(·),Λ(·)), (P2(·),Λ2(·)) ∈ CF,w([0, T ];L∞(Ω;L(H))) × L2F,w(0, T ;L(H))
are two transposition solutions to (1.24).
From (5.76), we have that for any s ∈ [0, T ) and η ∈ L2Fs(Ω;H),
1
2
E〈P1(s)η, η〉H = J (s, η; Θ(·)x(·)) = 1
2
E〈P2(s)η, η〉H . (5.88)
Thus, for any ξ, η ∈ L2Fs(Ω;H), we have that
E〈P1(s)(η + ξ), η + ξ〉H = E〈P2(s)(η + ξ), η + ξ〉H ,
and
E〈P1(s)(η − ξ), η − ξ〉H = E〈P2(s)(η − ξ), η − ξ〉H .
These, together with P1(·) = P1(·)∗ and P2(·) = P2(·)∗, imply that
E〈P1(s)η, ξ〉H = E〈P2(s)η, ξ〉H , ∀ ξ, η ∈ L2Fs(Ω;H). (5.89)
Hence,
P1(s) = P2(s) for any s ∈ [0, T ], P-a.s.
Let v2 = 0 in (2.5). By (2.6) and noting〈
K(·)−1L(·)x1(·), L(·)x2(·)
〉
H
= −〈Θ(·)x1(·),K(·)Θ(·)x2(·)〉H ,
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we see that for any ξ1 ∈ L2F0(Ω;H), u1 ∈ L4F(Ω;L2(0, T ;H)), v1 ∈ L4F(Ω; L2(0, T ; V ′)),
0 = E
∫ T
0
〈
v1(s),
(
Λ1(s)− Λ2(s)
)
x2(s)
〉
V ′,V
ds. (5.90)
Consequently, (
Λ1 − Λ2
)
x2 = 0 in L
4
3
F
(Ω;L2(0, T ;V )). (5.91)
This, together with Lemma 3.9, implies that
Λ1 = Λ2 in L
2
F(0, T ;L2(H,V )).
Hence, the desired uniqueness follows. This completes the proof of Theorem 2.2.
6 Existence of transposition solutions to some operator-valued
BSREs
This chapter is devoted to proving the existence of transposition solutions to (1.24) under suitable
assumptions on A, A1, B, C, D, Q, G and R. For simplicity, we assume that U = H.
Let us introduce the following assumptions:
(AS5) A, A1, B, C, Q, G and R are all infinite dimensional block diagonal matrices and D is
invertible.
For F = A,A1, B,C,Q,G,R, denote by Fk the k-th matrix of the main diagonal block (In
particular, A1,k is understood in this way).
(AS6) For each k ∈ N, Fk is an mk ×mk matrix and mk ≤M for some M ∈ N.
(AS7) For each k ∈ N,
Rk(t) = Rk(0) +
∫ t
0
R1,k(s)ds+
∫ t
0
R2,k(s)dW (s),
where R1,k(·), R2,k(·) ∈ L∞F (0, T ;S(Rmk )).
(AS8) For each k ∈ N,
RkBk + C
⊤
k Rk +R2,k = 0,
and
Q˜k , Qk −R1,k + C⊤k RkCk +Rk(BkCk −Ak −A1,k)
+(BkCk −Ak −A1,k)⊤Rk ≥ 0.
(AS9) For each k ∈ N, the Malliavinian derivative of Fk is uniformly bounded, i.e., there is a
constant C > 0 such that for a.e. τ, t ∈ [0, T ] and k ∈ N, |DτFk(t)| ≤ C, P-a.s., where DτFk(t) is
the Malliavinian derivative of Fk(t) at τ .
We have the following result:
Theorem 6.1 Let Assumptions (AS5)–(AS9) hold. Then the equation (1.24) admits a unique
transposition solution
(P,Λ) ∈ CF([0, T ];L∞(Ω;L(H))) × L∞F (0, T ;L(H)).
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Remark 6.1 One may expect that (1.24) would admit a transposition solution (P,Λ) ∈ CF([0, T ];
L∞(Ω;L(H))) × L∞
F
(Ω;L2(0, T ;L(H))) without further assumptions. Unfortunately, this is incor-
rect even in finite dimensions, i.e., H = Rn (e.g. [52, Example 6.2]).
The uniqueness result in Theorem 6.1 is obvious. We only need to show the existence result.
Since D is invertible, without loss of generality, we may assume that D = I. Otherwise, one simply
takes v = D−1u as the control. Let us present some preliminaries as follows.
Under Assumption (AS5), the equation (1.24) can be written as infinitely many matrix equa-
tions as follows:
dPk = −
[
Pk(Ak +A1,k) + (Ak +A1,k)
⊤Pk + ΛkCk + C
⊤
k Λk
+C⊤k PkCk +Qk − L⊤kK−1k Lk
]
dt+ ΛkdW (t) in [0, T ],
Pk(T ) = Gk,
(6.1)
where Lk = B
⊤
k Pk +D
⊤
k (PkCk + Λk). By Theorem 2.2 in [63], the equation (6.1) admits a unique
adapted solution (Pk,Λk) ∈ L∞F (Ω;C([0, T ];S(Cmk ))) × L2F(0, T ;S(Cmk )) with Pk ≥ 0.
Put
Φk = (Rk + Pk)
−1, Ψk = −Φk(Λk +R2,k)Φ−1k .
Then it is easy to see that (Φk,Ψk) solves the following equation (e.g. [63]):
dΦk =
[
(Ak +A1,k −BkCk)Φk +Φk(Ak +A1,k −BkCk)⊤
−BkΦkB⊤k +BkΨk +ΨkB⊤k +ΦkQ˜kΦk
]
dt+ΨkdW (t) in [0, T ],
Φk(T ) = (Rk(T ) +Gk)
−1.
(6.2)
Since Kk is a bounded matrix-valued process with a positive lower bound, we deduce that X ∈
L∞
F
(Ω;C([0, T ];S(Rmk ))).
Next, we prove the following result:
Proposition 6.1 Let (AS7)–(AS9) hold. Then, (Φk,Ψk) ∈ La1,2(Cmk)×La1,2(Cmk). Furthermore,
there exists a version of (DτΦk,DτΨk) which solves the following equation:{
dDτΦk = hkdt+ hkdt+DτΨkdW (t) in [τ, T ],
dDτΦk(T ) = Dτ (Rk(T ) +Gk)
−1,
(6.3)
where
hk = (Ak +A1,k −BkCk)DτΦk +DτΦk(Ak +A1,k −BkCk)⊤
−BkDτΦkB⊤k +BkDτΨk +DτZkB⊤k +DτΦkQ˜kΦk +ΦkQ˜kDτΦk
and
hk = Dτ (A1,k −BkCk)Φk +ΦkDτ (A1,k −BkCk)⊤ −DτBkXkB⊤k
−BkΦkDτB⊤k +DτBkΨk +ΨkDτB⊤k +ΦkDτ Q˜kΦk.
Further,
DτΦk = 0, DτΨk = 0 in [0, τ ]. (6.4)
Proof of Proposition 6.1 : Let (Φk,j,Ψk,j) be a sequence defined recursively by Φk,0 = Ψk,0 = 0
and 
dΦk,n+1 =
[
(Ak +A1,k −BkCk)Φk,n+1 +Φk,n+1(Ak +A1,k −BkCk)⊤
−BkΦk,n+1B⊤k +BkΨk,n+1 +Ψk,n+1B⊤k +Φk,n+1Q˜kΦk,n
+Φk,nQ˜kΦk,n+1
]
dt+Ψk,n+1dW (t) in [0, T ],
Φk,n+1(T ) = (Rk(T ) +Gk)
−1.
(6.5)
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By Lemma 4.2 in [63], we conclude that
lim
n→∞
(Φk,n,Ψk,n) = (Φk,Ψk) in L
∞
F (Ω;C([0, T ];S(Cmk ))) × L2F(0, T ;S(Cmk )). (6.6)
Clearly,
(Φk,0,Ψk,0) ∈ La1,2(Cmk)× La1,2(Cmk).
Suppose that
(Φk,n,Ψk,n) ∈ La1,2(Cmk)× La1,2(Cmk).
Then, by Proposition 3.1, we see that
(Φk,n+1,Ψk,n+1) ∈ La1,2(Cmk)× La1,2(Cmk).
Thus,
(Φk,n,Ψk,n) ∈ La1,2(Cmk)× La1,2(Cmk), ∀n ∈ N.
Next, let us show that
lim
n→∞
(DτΦk,n,DτΨk,n) = (Φ̂k,τ , Ψ̂k,τ ) in L
a
1,2(C
mk)× La1,2(Cmk). (6.7)
Here (Φ̂k,τ , Ψ̂k,τ ) solves the following equation:dΦ̂k,τ = fkdt+ fkdt+ Ψ̂k,τdW (t) in [τ, T ],dΦ̂k,τ (T ) = Dτ (Rk(T ) +Gk)−1. (6.8)
where
fk = (Ak +A1,k −BkCk)Φ̂k,τ + Φ̂k,τ (Ak +A1,k −BkCk)⊤
−BkΦ̂k,τB⊤k +BkΨ̂k,τ + Ψ̂k,τB⊤k + Φ̂k,τQ˜kΦk +ΦkQ˜kΦ̂k,τ
(6.9)
and
fk = Dτ (A1,k −BkCk)Φk +ΦkDτ (A1,k −BkCk)⊤ −DτBkΦkB⊤k
−BkΦkDτB⊤k +DτBkΨk +ΨkDτB⊤k +ΦkDτ Q˜kΦk.
(6.10)
From (6.5), it is easy to see that (DτΦk,n,DτΨk,n) solvesdDτΦk,n = gk,ndt+ gk,ndt+DτΨk,ndW (t) in [τ, T ],dΦ̂k,τ (T ) = Dτ (Rk(T ) +Gk)−1. (6.11)
where
gk,n = (Ak +A1,k −BkCk)DτΦk,n +DτΦk,n(Ak +A1,k −BkCk)⊤
−BkDτΦk,nB⊤k +BkDτΨk,n +DτΨk,nB⊤k +DτΦk,nQ˜kΦk,n−1
+Φk,n−1Q˜kDτΦk,n
(6.12)
and
gk,n = Dτ (A1,k −BkCk)Φk,n +Φk,nDτ (A1,k −BkCk)⊤
−DτBkΦk,nB⊤k −BkΦkDτB⊤k +DτBkΨk,n
+Ψk,nDτB
⊤
k +Φk,nDτ (Q˜kΦk,n−1) +Dτ (Φk,n−1Q˜k)Φk,n.
(6.13)
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By the equations (6.8) and (6.11), we deduce that
d
(
DτΦk,n − Φ̂k,τ
)
= (gk,n − fk,n)dt+ (gk,n − fk,n)dt
+
(
DτΨk,n − Ψ̂k,τ
)
dW (t) in [τ, T ],
dΦ̂k,τ (T ) = Dτ (Rk(T ) +Gk)
−1.
(6.14)
Then, for all τ ∈ [0, T ],
|DτΦk,n − Φ̂k,τ |2L2
F
(0,T ;Rmk×mk ) + |DτΨk,n − Ψ̂k,τ |2L2
F
(0,T ;Rmk×mk )
≤ CE
[ ∫ T
τ
(|DτΦk,nQ˜k(Φk,n−1 − Φk) + (Φk,n−1 − Φk)Q˜kDτΦk,n|Rmk×mk
+|gk,n − gk,n|Rmk×mk
)
ds
]2
. (6.15)
It follows from (6.6) that
lim
n→∞
E
[ ∫ T
τ
(|DτΦk,nQ˜k(Φk,n−1 − Φk) + (Φk,n−1 − Φk)Q˜kDτΦk,n|Rmk×mk
+|gk,n − gk,n|Rmk×mk
)
ds
]2
= 0.
This, together with (6.15), implies that
lim
n→∞
(|DτΦk,n − Φ̂k,τ |2L2
F
(0,T ;Rmk×mk )
+ |DτΨk,n − Ψ̂k,τ |2L2
F
(0,T ;Rmk×mk )
)
= 0. (6.16)
Since La1,2(C
mk)×La1,2(Cmk) is closed, the limit (Φk,Ψk) of {(Φk,n,Ψk,n)}∞n=1 belongs to La1,2(Cmk)×
L
a
1,2(C
mk) and (Φ̂k,τ , Ψ̂k,τ ) is a version of (DτΦk,DτΨk).
Now we prove that for the above version of the Malliavinian derivative of Φ, DτΦ(τ) = Ψ(τ)
for a.e. τ ∈ [0, T ].
For t < τ , it follows from (6.2) that
Φk(τ) = Φk(t) +
∫ τ
t
[
(Ak +A1,k −BkCk)Φk +Φk(Ak +A1,k −BkCk)⊤
−BkΦkB⊤k +BkΨk +ΨkB⊤k +ΦkQ˜kΦk
]
ds
+
∫ τ
t
ΨkdW (s).
This, together with Lemma 3.10, implies that for t < σ ≤ τ ,
DσΦk(τ)
= Ψk(σ) +
∫ τ
σ
[
(Ak +A1,k −BkCk)DσΦk +DσΦk(Ak +A1,k −BkCk)⊤
−BkDσΦkB⊤k +BkDσΨk +DσΨkB⊤k +DσΦkQ˜kΦk
+ΦkQ˜kDσΦk +Dσ(A1,k −BkCk)Φk +ΦkDσ(A1,k −BkCk)⊤
−DσBkΦkB⊤k −BkΦkDσB⊤k +DσBkΨk +ΨkDσB⊤k
+ΦkDσQ˜kΦk
]
ds+
∫ τ
σ
DσΨkdW (s).
(6.17)
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By taking σ = τ , we find that DτΦk(τ) = Ψk(τ), P-a.s., for a.e. τ ∈ [0, T ].
With the aid of Proposition 6.1, we can prove the following result:
Proposition 6.2 Let (AS7)–(AS9) hold. Then the solution
(Pk,Λk) ∈ L∞F (0, T ;S(Cmk ))× L∞F (0, T ;S(Cmk )).
Proof : We only need to show that
Λk ∈ L∞F (0, T ;S(Cmk )).
Since Ψk = −Φk(Λk +R2,k)(Φk)−1, it suffices to prove that
Ψk ∈ L∞F (0, T ;Cmk×mk).
For any α > 0, by Itoˆ’s formula, we have that
eαt|DτΦk(t)|2Cmk×mk +
∫ T
t
eαs
(
α|DτΦk|2Cmk×mk + |DτΨk|2Cmk×mk
)
ds
= eαT |Dτ (Rk(T ) +Gk)−1|2Cmk×mk − 2
∫ T
t
eαs
〈
DτΦk,DτΨk
〉
C
mk×mk
dW (s)
−2
∫ T
t
eαs
〈
DτΦk,hk
〉
C
mk×mk
ds− 2
∫ T
t
eαs
〈
DτΦk, hk
〉
C
mk×mk
ds (6.18)
≤ eαT |Dτ (Rk(T ) +Gk)−1|2Cmk×mk − 2
∫ T
t
eαs
〈
DτΦk,DτΨk
〉
Rmk×mk
dW (s)
+C
∫ T
t
eαs
(|DτΦk|2Rmk×mk + |DτΦk|Cmk×mk |DτΨk|Cmk×mk + |hk|2Cmk×mk )ds
≤ eαT |Dτ (Rk(T ) +Gk)−1|2Cmk×mk − 2
∫ T
t
eαs
〈
DτΦk,DτΨk
〉
Rmk×mk
dW (s)
+C
∫ T
t
eαs|DτΦk|2Rmk×mkds+
1
2
∫ T
t
eαs|DτΨk|2Rmk×mkds
+C
∫ T
t
eαs|hk|2Cmk×mkds.
By taking α = 2C, we get from (6.18) that
eαt|DτΦk(t)|2Rmk×mk +
∫ T
t
eαs
(
α|DτΦk|2Rmk×mk + |DτΨk|2Cmk×mk
)
ds
≤ eαT |Dτ (Rk(T ) +Gk)−1|2Cmk×mk − 2
∫ T
t
eαs
〈
DτΦk,DτΨk
〉
Cmk×mk
dW (s)
+C
∫ T
t
eαs|hk|2Cmk×mkds,
which implies that
eαt|DτΦ(t)|2Cmk×mk
≤ eαTE(|Dτ (Rk(T ) +Gk)−1|2Rmk×mk |Ft)+ CE(∫ T
t
eαs|hk|2Cmk×mkds
∣∣∣Ft).
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Since |Dτ (Rk(T ) +Gk)−1|2Cmk×mk and |hk|2Cmk×mk are bounded, we complete the proof.
Now we are in a position to prove Theorem 6.1.
Proof of Theorem 6.1: Let
P = diag(P1, P2, · · · , Pk, · · · ), Λ = diag(Λ1,Λ2, · · · ,Λk, · · · ).
Clearly,
(P,Λ) ∈ CF([0, T ];L∞(Ω;L(H))) × L∞F (0, T ;L(H)). (6.19)
Since for all k ∈ N,
Pk(t, ω) ≥ 0 for a.e. (t, ω) ∈ [0, T ] × Ω,
we get that
P ≥ 0 for a.e. (t, ω) ∈ [0, T ] × Ω.
Thus,
K(t, ω) = R(t, ω) +D(t, ω)∗P (t, ω)D(t, ω) > 0 for a.e. (t, ω) ∈ [0, T ]× Ω.
Similar to the argument of Step 8 in the proof of Theorem 2.2, one can easily obtain that the left
inverse K(t, ω)−1 is a densely defined closed operator for a.e. (t, ω) ∈ [0, T ]× Ω.
Write nj ,
j∑
k=1
mk, where j ∈ N. For any k ∈ N, t ∈ [0, T ], ξ1, ξ2 ∈ L4Ft(Ω;H), u1(·), u2(·) ∈
L4
F
(Ω;L2(t, T ;H)) and v1(·), v2(·) ∈ L4F(Ω;L2(t, T ;V ′)), and for ℓ = 1, 2, let
ξℓ,k = (Γnk+1 − Γnk)ξℓ,
uℓ,k = (Γnk+1 − Γnk)uℓ,
vℓ,k = (Γnk+1 − Γnk)vℓ,
xℓ,k = (Γnk+1 − Γnk)xℓ.
By Itoˆ’s formula, we obtain that
E〈Gkx1,k(T ), x2,k(T )〉H + E
∫ T
t
〈
Qk(τ)x1,k(τ), x2,k(τ)
〉
H
dτ
−E
∫ T
t
〈
(Kk(τ))
−1Lk(τ)x1,k(τ), Lk(τ)x2,k(τ)
〉
H
dτ
= E
〈
Pk(t)ξ1,k, ξ2,k
〉
H
+ E
∫ T
t
〈
Pk(τ)u1,k(τ), x2,k(τ)
〉
H
dτ
+E
∫ T
t
〈
Pk(τ)x1,k(τ), u2,k(τ)
〉
H
dτ + E
∫ T
t
〈
Pk(τ)Ck(τ)x1,k(τ), v2,k(τ)
〉
H
dτ
+E
∫ T
t
〈
Pk(τ)v1,k(τ), Ck(τ)x2,k(τ) + v2,k(τ)
〉
H
dτ
+E
∫ T
t
〈
v1,k(τ),Λk(τ)x2,k(τ)
〉
H
dτ + E
∫ T
t
〈
Λk(τ)x1,k(τ), v2,k(τ)
〉
H
dτ.
This, together with definitions of P and Λ, implies that (P,Λ) satisfies (2.6). Similarly, we can
show that they fulfills (2.7). Thus, (P,Λ) is a transposition solution to (1.24).
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7 Some examples of controlled SPDEs
In this chapter, we shall give some illuminating examples for SLQs for stochastic wave, parabolic
and Schro¨dinger equations. One can also consider SLQs for other controlled stochastic partial
differential equations, such as stochastic KdV equations, stochastic beam equations, etc. We omit
it here.
In this chapter, we let n ∈ N and O ⊂ Rn be a bounded domain with a C∞ boundary ∂O.
7.1 SLQs for stochastic wave equations
Stochastic wave equations are widely used to describe vibrations of string/ membrane under the
perturbations of random noises and propagation of waves in random media (e.g. [28, 45]). In this
section, we consider the SLQs for the following controlled stochastic wave equations:
dyt −∆ydt = (a1y + b1u)dt+ (a2y + b2u)dW (t) in O × (0, T ),
y = 0 on ∂O × (0, T ),
y(0) = y0, yt(0) = y1 in O,
(7.1)
with the following cost functional
J (0, y0, y1;u) , E
∫ T
0
∫
O
(q|y|2 + r|u|2)dxdt+ E
∫
O
g|y(T )|2dx.
Here (y0, y1) ∈ H10 (O) ∩ L2(O),
a1, a2, b1, b2 ∈ L∞F (0, T ;C2n(O)),
u ∈ L2F(0, T ;L2(O)),
q, r ∈ L∞F (0, T ;C2n(O)),
g ∈ L∞FT (Ω;C2n(O)),
q ≥ 0, r ≥ 1, g ≥ 0.
(7.2)
Our optimal control problem is as follows:
Problem (wSLQ). For each (y0, y1) ∈ H10 (O)× L2(O), find a u¯(·) ∈ L2F(0, T ; L2(O)) such that
J (0, y0, y1; u¯(·)) = inf
u(·)∈L2
F
(0,T ;L2(O))
J (0, y0, y1;u(·)). (7.3)
Problem (wSLQ) is a concrete example of Problem (SLQ) with the following setting:
• H = H10 (O)× L2(O) and U = L2(O);
• The operator A is defined as follows:
D(A) = [H2(O) ∩H10 (O)]×H10 (O),
A
(
ϕ1
ϕ2
)
=
(
ϕ2
∆ϕ1
)
, ∀
(
ϕ1
ϕ2
)
∈ D(A);
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• A1y = (0, a1y)⊤, Bu = (0, b1u)⊤, Cy = (0, a2y)⊤ and Du = (0, b2u)⊤;
• The operators Q, R and G are given by
〈Qy, y〉H =
∫
O
q(|∇y|2 + |yt|2)dx,
〈Ru, u〉H =
∫
O
r|u|2dx,
〈Gy(T ), y(T )〉H =
∫
O
g(|∇y(T )|2 + |yt(T )|2)dx.
Since q ≥ 0, r ≥ 1 and g ≥ 0, it is easy to check that (AS1) holds.
Define an operator Â as follows:D(Â) = H
2(O) ∩H10 (O),
Âϕ = −∆ϕ, ∀ϕ ∈ D(Â).
Denote by {λˆj}∞j=1 the eigenvalues of Â and {eˆj}∞j=1 the corresponding eigenvectors with |eˆj |L2(O) =
1 for j ∈ N. Clearly, { ± i√λˆj}∞j=1 are the eigenvalues of A and {( ± 1
i
√
λˆj
eˆj , eˆj
)}∞
j=1
are the
corresponding eigenvectors. It is well known that
{(
± 1
i
√
λˆj
eˆj , eˆj
)}∞
j=1
constitutes an orthonormal
basis of H10 (O)× L2(O). Hence, (AS2) holds.
Denote by V the completion of the Hilbert space H10 (O)× L2(O) with the norm
|(f1, f2)|2V =
∞∑
j=1
|λˆj |−n
(|f1,j |2 + |f2,j |2),
for all f1 =
∞∑
j=1
f1,jλˆ
− 1
2
j ej ∈ H10 (O) and f2 =
∞∑
j=1
f2,jej ∈ L2(O).
By the asymptotic distribution of the eigenvalues of Â (e.g., [66, Chapter 1, Theorem 1.2.1]), we
see that
|I|2L2(H;V ) =
∞∑
j=1
(± 1
i
√
λˆj
ej, ej
)⊤
,
(
± 1
i
√
λˆj
ej , ej
)⊤
V
= 4
∞∑
j=1
|λˆj |−n <∞.
Hence, the embedding from H10 (O) × L2(O) to V is Hilbert-Schmidt. From the definition of V ,
it follows that V ′ = D(An). By the classical theory of operator semigroup (e.g., [22, Chapter II,
Section 3]), one can show that A generates a C0-semigroup on V
′ .
Let α ∈ C2n(O). For any f ∈ V ′, one has
|αf |V ′ = |αf |D(An) = |An(αf)|H1
0
(O)×L2(O)
≤ |α|C2n(O)|f |D(An) = |α|C2n(O)|f |V ′ .
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From this, we conclude that C ∈ L∞
F
(0, T ;L(V ′)), G ∈ L∞FT (Ω;L(V ′)) and Q ∈ L∞F (0, T ;L(V ′)).
Thus, (AS3) holds.
Let U˜ = D(Ân). Clearly, U˜ is dense in L2(O). From the definition of B, D and R, we find that
R ∈ L∞
F
(0, T ;L(U˜ )) and B,D ∈ L2
F
(0, T ;L(U˜ ;V ′)). Therefore, (AS4) holds.
7.2 SLQ for stochastic parabolic equations
Stochastic parabolic equations are widely used to describe diffusion processes under the pertur-
bations of random noises(e.g. [4, 29]). In this section, we consider the SLQs for the following
controlled stochastic parabolic equations:
dy −∆ydt = (a1y + b1u)dt+ (a2y + b2u)dW (t) in O × (0, T ),
y = 0 on ∂O × (0, T ),
y(0) = y0 in O,
(7.4)
with the following cost functional
J (0, y0;u) , E
∫ T
0
∫
O
(q|y|2 + r|u|2)dxdt+ E
∫
O
g|y(T )|2dx.
Here y0 ∈ L2(O), 
a1, b1, b2,
1
b2
, q ∈ L∞F (0, T ), a2 = −b1,
u ∈ L2F(0, T ;L2(O)),
r(t) = 1 +
∫ t
0
r0(s)ds, r0 ∈ L∞F (0, T ),
g ∈ L∞FT (Ω), g ≥ 0,
q − r0 − b21r − 2a1r ≥ 0,
(7.5)
and the Malliavinian derivatives of a1, b1, b2, r0, q and g are uniformly bounded with respect to
(t, ω) ∈ [0, T ]× Ω.
Remark 7.1
1
b2
∈ L∞F (0, T ) means that the control in the diffusion term is acted on the whole
domain. It looks like a little restrictive. Nevertheless, in some important control systems, such kind
of control can be achieved. For example, in the propagation of propagation of an electric potential
in a neuron, one can impose such a control by putting a electronic field on the neuron.
Consider the following optimal control problem:
Problem (pSLQ). For each y0 ∈ L2(O), find a u¯(·) ∈ L2F(0, T ;L2(O)) such that
J (0, y0; u¯(·)) = inf
u(·)∈L2
F
(0,T ;L2(O))
J (0, y0;u(·)). (7.6)
Problem (pSLQ) is a concrete example of Problem (SLQ) with the following setting:
• H = U = L2(O);
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• The operator A is defined as follows:D(A) = H
2(O) ∩H10 (O),
Aϕ = ∆ϕ, ∀ϕ ∈ D(A);
• A1y = a1y, Bu = b1u, Cy = −b1y and Du = b2u;
• The operators Q, R and G are given by
〈Qy, y〉H =
∫
O
q|y|2dx,
〈Ru, u〉H =
∫
O
r|u|2dx,
〈Gy(T ), y(T )〉H =
∫
O
g|y(T )|2dx.
Clearly, A, A1, B, C, Q, G and R are all infinite dimensional diagonal matrices and D is
invertible. Hence (AS5) and (AS6) hold. From the third line of (7.5), we find that (AS7) is
satisfied.
From the first line of (7.5), it is clear that B = −C. Hence,
RB + C∗R = rb1I − b1rI = 0.
Denote by {λj}∞j=1 the eigenvalues of A and {ej}∞j=1 the corresponding eigenvectors with |ej |L2(O) =
1 for j ∈ N. By (7.5) and noting that r is independent of the spatial variable, we find that for any
j ∈ N, 〈
[Q− r0I + C∗RC +R(BC −A−A1) + (BC −A−A1)∗R]ej , ej
〉
H
=
〈
[(q − r0 + b21r)I + rI(−b21I −∆− a1) + (−b21I −∆− a1)rI]ej , ej
〉
H
= (q − r0 + b21r) + 2r(−b21 − a1 + λj) = q − r0 − b21r − 2a1r + λj > 0.
Therefore, (AS8) holds.
Since the Malliavinian derivatives of a1, b1, b2, r0, q and g are uniformly bounded with respect
to (t, ω) ∈ [0, T ]× Ω, we see that (AS9) is satisfied.
7.3 SLQs for stochastic Schro¨dinger equations
Stochastic Schro¨dinger equations are useful tools to describe open quantum systems(e.g. [44]). In
this section, we consider the SLQs for the following controlled stochastic parabolic equations:
dy − i∆ydt = (a1y + b1u)dt+ (a2y + b2u)dW (t) in O × (0, T ),
y = 0 on ∂O × (0, T ),
y(0) = y0 in O,
(7.7)
with the following cost functional
J (0, y0;u) , E
∫ T
0
∫
O
(q|y|2 + r|u|2)dxdt+ E
∫
O
g|y(T )|2dx.
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Here y0 ∈ L2(O). The conditions on the coefficients will be given below.
Our optimal control problem is as follows:
Problem (sSLQ). For each y0 ∈ L2(O), find a u¯(·) ∈ L2F(0, T ;L2(O)) such that
J (0, y0; u¯(·)) = inf
u(·)∈L2
F
(0,T ;L2(O))
J (0, y0;u(·)). (7.8)
Problem (sSLQ) is a concrete example of Problem (SLQ) with the following setting:
• H = U = L2(O);
• The operator A is defined as follows:D(A) = H
2(O) ∩H10 (O),
Aϕ = i∆ϕ, ∀ϕ ∈ D(A);
• A1 = 0, Bu = au, Cy = −ay and Du = u;
• The operators Q, R and G are given by
〈Qy, y〉H =
∫
O
q|y|2dx,
〈Ru, u〉H =
∫
O
r|u|2dx,
〈Gy(T ), y(T )〉H =
∫
O
g|y(T )|2dx.
To guarantee that (AS1)–(AS4) hold, we assume the coefficients fulfill the following conditions:
a1, a2, b1, b2 ∈ L∞F (0, T ;C2n(O)),
u ∈ L2F(0, T ;L2(O)),
q, r ∈ L∞F (0, T ;C2n(O)),
g ∈ L∞FT (Ω;C2n(O)),
q ≥ 0, r ≥ 1, g ≥ 0.
(7.9)
Since q ≥ 0, r ≥ 1 and g ≥ 0, it is easy to check that (AS1) holds.
Write {λj}∞j=1 for the eigenvalues of A and {ej}∞j=1 the corresponding eigenvectors such that
|ej |L2(O) = 1 for j ∈ N. It is well known that {ej}∞j=1 constitutes an orthonormal basis of L2(O).
Hence, (AS2) holds.
Denote by V the completion of the Hilbert space L2(O) with the norm
|f |2V =
∞∑
j=1
|λj |−n|fj|2, for all f =
∞∑
j=1
fjej ∈ L2(O).
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By the asymptotic distribution of the eigenvalues of A (e.g., [66, Chapter 1, Theorem 1.2.1]), we
see that
|I|2L2(H;V ) =
∞∑
j=1
(ej , ej)V = 4
∞∑
j=1
|λj |−n <∞.
Hence, the embedding from L2(O) to V is Hilbert-Schmidt. From the definition of V , it follows
that V ′ = D((iA)n/2). By the classical theory of operator semigroup (e.g., [22, Chapter II, Section
3]), one can show that A generates a C0-semigroup on V
′ .
Let α ∈ C2n(O). For any f ∈ V ′, one has
|αf |V ′ = |αf |D((iA)n/2) = |(iA)n/2(αf)|L2(O)
≤ |α|C2n(O)|f |D((iA)n/2) = |α|C2n(O)|f |V ′ .
From this, we conclude that
C ∈ L∞F (0, T ;L(V ′)), G ∈ L∞FT (Ω;L(V ′)), Q ∈ L∞F (0, T ;L(V ′)).
Thus, (AS3) holds.
Let U˜ = D((iA)n). Clearly, U˜ is dense in L2(O). From the definitions of B, D and R, we find
that
R ∈ L∞F (0, T ;L(U˜ )), B,D ∈ L2F(0, T ;L(U˜ ;V ′)).
Therefore, (AS4) holds.
Next, we give conditions on the coefficients such that (AS5)–(AS9) hold. We assume that
a1, b1, b2,
1
b2
, q ∈ L∞F (0, T ;R), a2 = −b1,
u ∈ L2F(0, T ;L2(O)),
r(t) = 1 +
∫ t
0
r0(s)ds, r0 ∈ L∞F (0, T ;R),
g ∈ L∞FT (Ω;R), g ≥ 0,
q − r0 − b21r − 2a1r ≥ 0,
(7.10)
and the Malliavinian derivative of a1, b1, b2, r0, q and g are uniformly bounded with respect to
(t, ω) ∈ [0, T ]× Ω.
Clearly, A, A1, B, C, Q, G and R are all infinite dimensional diagonal matrices and D is
invertible. Hence (AS5) and (AS6) hold. From (7.10), we find that (AS7) is satisfied.
From the first line of (7.10), we see that B = −C. Consequently,
RB + C∗R = raI − arI = 0.
By (7.10), and noting that r is independent of the spatial variable and A∗ = −A, we find that for
any j ∈ N, 〈
[Q− r0I + C∗RC +R(BC −A) + (BC −A)∗R]ej , ej
〉
H
=
〈
[(q − r0 + a2r)I + rI(−a2I −A) + (−a2I −A)∗rI]ej , ej
〉
H
= q − r0 − a2r > 0.
Therefore, (AS8) holds.
Since the Malliavinian derivative of a1, b1, b2, r0, q and g are uniformly bounded with respect
to (t, ω) ∈ [0, T ]× Ω, we see that (AS9) is satisfied.
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