Establishing comparability of the originator and its biosimilar at the structural and functional level, by analyzing so-called quality attributes, is an important step in biosimilar development. The statistical assessment of quality attributes is currently in the focus of attention because both the FDA and the EMA are working on regulatory documents for advising companies on the use of statistical approaches for strengthening their comparability claim. In this paper, we first discuss Bcomparable^and Bnot comparableŝ ettings and propose a shift away from the usual comparison of the mean values: we argue that two products can be considered comparable if the range of the originator fully covers the range of the biosimilar. We then introduce a novel statistical testing procedure (the Btailtest^) and compare the operating characteristics of the proposed approach with approaches currently used in practice. In contrast to the currently used approaches, we note that our proposed methodology is compatible with the proposed understanding of comparability and has, compared to other frequently applied range-based approaches, the advantage of being a formal statistical testing procedure which controls the patient's risk and has reasonable largesample properties.
INTRODUCTION
Biologics are large-molecule drugs that have brought life-changing improvements to the health of patients in many important disease areas. A biosimilar (the test product) is developed and approved as a comparable version of an already marketed biologic (the originator or the reference product) and can be sold after the patent or other statutory exclusivity period of the originator has expired (1) . For the showing of biosimilarity, regulators recommend a step-wise approach. The establishing of comparability at the quality/ analytical level, i.e., demonstrating the similarity of the biosimilar and the originator at the structural and functional level, is generally seen as the first and most important step for the approval of biosimilars (2) . The use of statistics in the comparability exercise of quality attributes is currently in the focus of attention because both the EMA and the FDA are working on regulatory guidances on this topic. However, there is still an ongoing controversial discussion on the question of if and how statistical approaches can be used for supporting the comparability claim. This is evident by the fact that the FDA has withdrawn its published draft guidance on this topic after reviewing the received comments (3) .
We note that analytical studies are also the main piece of evidence for demonstrating comparable product quality after a manufacturing change. The main difference between the two types of assessment lies in the amount of available data and in the magnitude of the change. We focus on biosimilars in this paper, but our conclusions may also be relevant for manufacturing changes.
In this paper, we discuss several quantitative methodologies for performing a comparability assessment from a statistical perspective. This paper builds on the work of (4, 5) who proposed and studied statistical methodologies for analytical similarity assessment using null and alternative hypotheses based on equivalence of the mean value. However, in this paper, we first take a step back and critically discuss which situations should be considered as Bcomparable^and which situations should be considered as Bnot comparable.^This is motivated by observations made during biosimilar development in practice (6) (7) (8) and by the Electronic supplementary material The online version of this article (https://doi.org/10.1208/s12248-018-0275-9) contains supplementary material, which is available to authorized users.
relevant ICH guidelines which request that the quality attributes are controlled to be within limits (one-sided, e.g., for impurities) or ranges (two-sided) and not in terms of mean values. A first proposal along those lines was made by (9, 10) , but their proposed approach contained also a mean value constraint and was therefore not fully focused on the range. In addition, it was not introduced as a formal inferential testing procedure. The aims of this paper are twofold: on the one hand, we intend to illustrate the inappropriateness of currently available statistical methodology for quality assessments if our understanding of comparability is used. On the other hand, we aim to present a more suitable alternative approach: we introduce the so-called tail-test which is an inferential methodology for comparability claims which is compatible with the ICH guidelines in the sense that a range-type hypothesis is tested. The operating characteristics of the tail-test are compared to other available approaches.
MATERIAL AND METHODS
In this section, we first introduce our understanding of comparable and not comparable settings. Afterwards, we present our proposal for an inferential statistical approach (the so-called tail-test) for quality assessment which is in line with the aforementioned definition of comparability. Next, we list the selected statistical methodologies which are most often used in practice for establishing comparability. These approaches are compared to the tail-test in a simulation study whose settings are described in the last part of this section.
Let X R and X T be random variables that represent the measurement of the quality attribute of Reference and Test, respectively. In this paper, we assume that both sets of random variables follow a normal distribution with mean μ R and standard deviation σ R for Reference and μ T and standard deviation σ T for Test. All observations are assumed to be independent and identically distributed. It should be emphasized that these assumptions might not be valid in practice for all quality attributes. However, these are the typical assumptions for many statistical approaches and that is why we have decided to use this simplified scenario. Let x 1 ,. .., x n be the realizations of X T and y 1 ,. .., y m be the realizations of X R .
A Meaningful Characteristic of Interest for the Comparability Assessment of Quality Attributes
When two populations are compared, the focus is typically on comparing the locations of the two populations, which are given, for example, by the mean values. Then, two populations would be considered comparable if the difference in their expected mean values is Bsmall.^This is also what is proposed explicitly by Tsong et al. (4) and in the withdrawn FDA's draft guidance (3) on statistical approaches for comparability in biosimilar development for the most critical quality attributes. In the EMA draft reflection paper on comparability assessment of quality attributes (11) , the mean value is also a frequently used example for the characteristic of interest. However, in routine manufacturing, the mean value of observations for quality attributes across lots of the test or reference material is of no relevance for defining acceptable quality. The ICH Q8 guideline (12) , for example, requests that Ba CQA [critical quality attribute] is a physical, chemical, biological, or microbiological property or characteristic that should be within an appropriate limit, range, or distribution [e.g., a particle size distribution for solids] to ensure the desired product quality.T he shift from the mean value as the characteristic of interest to a range-type point of view is also motivated from experience in practice in biosimilar development: since comparability according to the ICH guidelines is currently only defined in terms of limits or ranges, it is not guaranteed that the mean value of the reference product is constant over time. Therefore, even the reference product might not fulfill a comparability criterion based on the mean value if different manufacturing time frames are compared. Using the mean value as the characteristic of interest for the comparability exercise of the biosimilar can be seen as an uncontrollable risk for the developer of the biosimilar and we illustrate this in Fig. 1 : a biosimilar developer might develop its production process so that the mean values are comparable to the reference product lots which are available at the start of the biosimilar development (mean values of Test and Reference are identical in the beginning in Fig. 1, left hand panel) . Afterwards, the reference product may undergo manufacturing changes and, while still being within specification limits (13) that were agreed with the regulatory authorities, the mean value might shift downwards (starting from time t = 21 in Fig. 1 ). If the biosimilar developer compares the mean value of the proposed biosimilar to the mean value of the reference product at a point in time after the manufacturing change, the mean values might not agree and lead to the false conclusion that the biosimilar and the reference product are not comparable-even though the biosimilar was comparable to the reference product at the time the development of the biosimilar started. This is indicated in the left panel of Fig. 1 by the solid lines which give the cumulative mean values for Test and Reference: while both lines are at a comparable level at the beginning (e.g., at t = 10), the cumulative mean value of Reference is shifting downwards indicating a clear separation of the mean values at time t = 40. Therefore, a test on equivalence of mean values for all observations until t = 40 would, most likely and depending on the predefined equivalence margin, not allow a claim of comparability. On the other hand, if we focus on the distributions themselves (right hand panel in Fig. 1 ), it is clear that the range of Reference completely covers the range of Test and therefore the two products would be considered equivalent if a range-type criterion would be applied. It is important to note that shifts in the mean value are not only of theoretical interest, but this pattern has already been observed in practice and reported in publications (6) (7) (8) .
We emphasize that comparing the empirical distribution functions instead of the mean values of Test and Reference, for example, with the Kolmogorov-Smirnov test (14) , is not appropriate in this situation, since a smaller variability of Test than of Reference is acceptable (see, for example, ICH Q10, (15) ). That is why, in this paper, we focus on a range-type hypothesis: we consider two products to be comparable if the tails of the distribution of Test are, at most, Bslightly^heavier than the tails of Reference, whereupon slightly is more concretely defined via the equivalence margin c (see below).
For that, let R x be the x%-quantile of the Reference product, i.e., the value such that x% of the probability distribution of Reference lies below it. Then, we test the null hypothesis:
versus the alternative hypothesis:
where c is the equivalence margin (chosen, in discussion with subject matter experts, to be appropriate for the quality attribute used in the comparison) and q is the considered quantile with q ∈ [0, 0.5] which has to prespecified. Reasonable choices are, for example, q = 0.05 or q = 0.1. Figure 2 provides an aid to understanding the logic behind these hypotheses. In Fig. 2 , the quantiles R q and R 1−q are taken from the distribution of Reference (left hand panel, dotted lines). Then, the probability mass of the distribution of Test which is outside of the identified quantiles is calculated, i.e., the probability of observing a value of Test which is even more extreme than the estimated quantile of Reference (colored parts in the right hand panel, denoted by C l ≔ P (X T < R q ) for the red area and by C u ≔ P (X T > R 1 − q ) for the blue area). We consider the total probability to observe a value of Test outside of the quantiles of Reference, i.e., we focus on the sum of C l and C u and compare this to 2q (which is, by construction, the probability that a value of Reference is more extreme than the quantiles R q and R 1−q , respectively).
If the tails of Reference are much heavier than the tails of Test, then the sum of the area of the colored parts is much smaller than 2q. Thus, for claiming comparability, it is required that the difference between 2q and the sum of C l and C u is large. The value c gives the equivalence margin: one could set this value to c = 0 which means that we test if the sum of the probability mass below the q-quantile and above the (1 − q)-quantile of Reference is larger for Reference than that for Test (i.e., Bfull^comparability). However, in the context of equivalence and non-inferiority testing, one generally allows for a margin in the size of a difference which reflects the amount that one would not consider two products to be different from a clinical point of view (16) . For example, in the approach proposed by Tsong et al. (4), a difference in the mean value of 1.5σ R is proposed as the equivalence margin. Therefore, in order to stay aligned with current practice, we allow that the tails of Test can be slightly heavier than the tails of Reference and still claim equivalence. The acceptable difference is given by the prespecified constant c which has to be chosen in discussion with subject matter experts. The Tail-Test
The test statistic, which we introduce in this section, uses the condition stated in Eq. (1) as the null hypothesis and therefore considers the probability that a more extreme value for Test than the chosen q-and (1 − q)-quantiles of Reference is observed. We refer to the proposed approach as the tailtest. The tail-test assumes normally distributed and independent data. However, the general idea of the approach can easily be adjusted to allow for other types of distribution, e.g., for a mixture distribution in which potential manufacturing changes are incorporated as long as sufficient data are provided for allowing a reliable estimation of the parameters of the distribution. It may, in principle, also be possible to take into account information on the lot structure of the data which can be useful if substantial lot-to-lot variability is expected. This is also discussed by the FDA (3). The tail-test uses the following procedure:
1. Estimate separately the mean value and variance of Test T and Reference R, assuming normal distribu-
Calculate the q-and (1 − q)-quantiles of Reference using the fitted normal distribution from step 1, i.e., the quantiles are given by:
where z q is the q-quantile of the standard normal distribution, e.g., for q = 0.05, z 1−q = 1.64.
3. Calculate the probability that, assuming the fitted normal distribution of T, an observation of T is observed that is smaller than the lower quantile R q or larger than the upper quantile R 1−q . For that, let X T,e be a normally distributed random variable with mean value μ T and standard deviation σ T . Then, these probabilities are:
Ĉ l :¼P X T;e ≤R q and Ĉ u :¼P X T;e ≥ R 1−q :
4. The difference between 2q and the sum of Ĉ l and Ĉ u serves as the test statistic w which is a realization of a random variable W, i.e.,
The realization of the test statistic is compared to the (1 − α)-quantile of the distribution of W under the null hypothesis. If the observed value w is larger than this critical value, comparability can be claimed. The derivation of the theoretical distribution under the null hypothesis is mathematically challenging and we therefore use critical values W (α, c, q, m, n) which are obtained using simulation. A ShinyApp (17) is available at https://nballarini.shinyapps.io/tailTest/ which gives a graphical interface for calculating the test decision with the tail-test for real datasets. For readers who prefer an implementation in R (18), we also provide code as supplementary material on the publisher's webpage.
Numerical example: We set q = 0.1, choose a significance level of α = 0.05, and an equivalence margin of c = − 0.1. We then assume that n = 20 measurements of Test and m = 20 measurements of Reference were taken and the estimated mean values and standard deviations (Step 1) are:
In Step 2, the quantiles of the Reference product are calculated where the q-quantile of the standard normal distribution for q = 0.1 is given by z q = − 1.28 and the (1 − q)-quantile is given by z 1−q = 1.28:
Then, in Step 3, the probability to observe a value of Test which is larger or smaller, respectively, than these quantiles is calculated. This is done by using the distribution function of a normally distributed random variable with the estimated parameters (μ T = − 0.22, σ 2 T = 0.27) and comparing it to the estimated quantiles of the Reference product:
We also calculate the realization of the test statistic W:
The critical value is simulated with the provided ShinyApp or R-code and we obtain W(0.05, − 0.1, 0.1, 20, 20) = 0.08. We note that W(0.05, − 0.1, 0.1, 20, 20) < w and therefore claim comparability.
Approaches Frequently Used in Practice for Comparability Claims
In the following, we briefly introduce the statistical approaches which are currently used in practice. We refer to (19) for a comprehensive overview of statistical approaches in quality assessment. The approaches described in the following will be compared to the tail-test in a simulation study.
Tiered Approach (Tsong et al. (4))
Tsong et al. (4) advocate a tiered approach for the assessment of quality attributes: the quality attributes which are considered to be most critical are called Tier 1 attributes and should be assessed using a formal equivalence test for the mean value. Quality attributes which are less important are grouped as Tier 2 and are compared with so-called quality ranges and the least relevant quality attributes (Tier 3) are analyzed descriptively. The way the assessments are grouped into the tiers is a topic of debate and will not be considered in this paper; we refer to (20) for more on this. In this paper, we will only focus on Tier 1 and Tier 2 attributes. The statistical approaches discussed in this section are comparable to the FDA's approach in the withdrawn draft guidance (3). The Tier 1-tests aims for a decision on:
against the alternative hypothesis:
The equivalence margin δ is proposed to be δ = 1.5σ R . For a level α-test, it is suggested that a (1 − 2α) confidence interval is calculated and equivalence is claimed if the confidence interval fully lies within the interval:
In practice, the true standard deviation σ R is not known and is therefore replaced by its estimated value σ R . We refer to this test as Tier 1-test (T1-test) in the rest of the paper. Quality ranges should be used for Tier 2 attributes (4). For that, first, a quality range is calculated:
h where the factor X needs to be justified and discussed with the regulatory authority. Commonly, a value between 2 and 5 is used and some discussion on the choice of X is provided in (21) . For claiming comparability, it is required that Ba large proportion, say 90%, of the test results from the biosimilar lots [fall] within an acceptance range determined by the reference product^(4). We refer to this approach as the quality range-approach (qr-approach) in this paper.
Min/Max-Approach
The min/max-approach is motivated by the idea that as all batches of Reference are already on the market, and therefore are obviously considered safe and efficacious, a batch of Test can be considered acceptable as long as it lies within the range of Reference. Therefore, only the most extreme values have to be compared. More formally, we define: If t min is larger than r min and t max is smaller than r max , then comparability has been established with the min/maxapproach (mm-approach).
Prediction Interval in Tolerance Interval
A combination of prediction and tolerance intervals was introduced by Boulanger (22) who proposed basing the decision on comparability on the question as to whether future batches of Test will lie within the range of Reference with a prespecified level of confidence. Therefore, this approach goes in the direction of a range-type hypothesis even though no explicit hypotheses are stated. Boulanger (22) proposed defining the acceptable interval (the equivalence margin) using a β-content γ-confidence tolerance interval (23) for Reference.
For making a decision if Test and Reference are comparable, a β-prediction interval is estimated (24) and compared to the calculated tolerance interval. We will refer to this approach as the prediction-interval-in-tolerance-intervalapproach (piti-approach). We note that (9) also proposed an approach based on tolerance intervals. However, their approach assumes a dependency structure between observations from the same lot which is not compatible with our assumption of independent and identically distributed random variables.
Setup of the Simulation Study
In the following section, we illustrate the operating characteristics of the tail-test compared to the other introduced statistical approaches using our understanding of comparability, i.e., we will simulate datasets under the above-defined null (see Eq. (1)) and alternative hypotheses and compare the rejection rates. We consider sample sizes relevant for biosimilar development. For that, we assume an equal sample size of n ¼ m ¼ 5; 10; 25; 100 observations for both Test and Reference. The motivation for the inclusion of one sample size which is unrealistically high is to allow a check on the asymptotic (large sample size) properties of the statistical methodologies: a reasonable statistical approach should reward a large sample size and have the property that if the sample size increases, this should make it more likely that the correct test decision is made.
We discuss four different scenarios for these sample sizes assuming independent and identically normally distributed observations. The analyzed scenarios are comparable to some of the scenarios analyzed by (22) . A graphical illustration of the scenarios is given in Fig. 3 . Note that the judgements of the Bcorrect decision^were made using our understanding of comparability with q = 0.05 and an equivalence margin of c = − 0.34, which corresponds to the value of the test statistic W under Tsong's null hypothesis (4) (μ R = 0, μ T = 1.5, σ R = σ T = 1). This setting is also used for deriving the critical value for the tail-test in order to ensure comparability with the T1-test.
There exists selectable parameters (tuning parameters) in the qr-approach (X) and in the piti-approach (β, γ) which allows us to calibrate the approaches for a specific value of n and m such that the Type I error rate in Scenario 4 is controlled at α = 0.05. Even though, if applied in practice, one would use subject matter expertise or simulation studies for choosing these tuning parameters, making the Type I error rates comparable to the ones of the T1-test and the tail-test allows a meaningful comparison of the power profiles.
The mm-approach does not require tuning parameters by nature. However, we note that the Type I error rate in Scenario 4 is roughly controlled by the nature of the methodology for m = n. More details on the calibration of the approaches can be found in the online supplement.
For all four described scenarios, 1000 datasets for Test and Reference were simulated and the numbers of claims of comparability for all introduced statistical methods were recorded. All simulations were performed with R 3.2.3 (18) . For the calculation of the tolerance intervals, the R-package tolerance (25) was used.
RESULTS
In Fig. 4 , we show the percentages of times in which comparability is claimed dependent on the scenario for the four selected sample sizes. Scenario 4 is omitted since the comparability of the rejection rates under Scenario 4 was enforced with the calibration (see above). From the remaining scenarios, Scenarios 1 and 2 are the situations in which a claim of comparability is desirable whereas Scenario 3 is a setting in which the products are not truly comparable (low rate of comparability claims desirable).
We first consider the T1-test and note that the rate of comparability claims is among the highest in Scenario 1 and is reasonably high also for small sample sizes. For example, for N = 10, the rate of comparability claims is already higher than 80%. On the other hand, the rate of comparability claims is very low in Scenario 2. This is expected since the focus of the T1-test is on the mean value, but it is still a highly undesirable feature if a range type hypothesis is considered. Even more importantly, the rate of comparability claims is high in Scenario 3 and the rate of comparability claims in this situation is increasing with an increasing sample size and reaches 100% for N = 100. This illustrates that the T1-test is not an appropriate approach if comparability is interpreted using a range-type hypothesis.
Next, we consider the mm-approach. This approach shows high rejection rates under equal sample sizes if the variability of Test is much smaller than that of Reference (Scenario 2). Also, the patient's risk (false positive rate, Scenario 3) seems to be well-controlled. However, if the distributions of Test and Reference are identical, the rate of comparability claims is low (Scenario 1). This can be easily explained by calculating the expected rejection rate: assuming that the maximum and minimum would be independent, there is a 50% chance that the maximum of Test is smaller than the maximum of Reference and a 50% chance that the minimum of Test is larger than the minimum of Reference leading to an expected rejection rate of 25%. Since in fact the maximum and minimum are correlated, a slightly lower rejection rate is expected and also observed in the presented simulation study. In total, the mm-approach can only be recommended if the company is highly confident that the variability of Test is much smaller than the variability of Reference. The performance of the piti-approach highly depends on the sample size: for N = 5, the rate of comparability claims is more than 11% in Scenario 3 (not comparable is the correct decision). Therefore, the rate of false positive decisions is too high for so small sample sizes and the piti-approach cannot be recommended for N = 5. For N = 10, the rate of comparability claims is already high in Scenario 1 and in Scenario 2 if compared with other approaches. However, the rate of comparability claims is still only around 60% which indicates that this is not a sufficient sample size in practice. The rate of comparability claims does not reach 80% even for N = 100 in Scenario 1 indicating that increasing the sample size does not greatly influence the power after a certain threshold is reached. Therefore, this approach does not show reasonable asymptotic statistical properties. It can only be recommended if only a very limited sample size (n = m ≈ 10) is possible due to practical reasons and one is willing to accept a low chance of success for that sample size.
The qr-approach behaves similarly to the mm-approach for N = 5. With an increasing sample size, the rate of comparability claims increases which is a highly desirable feature. Nonetheless, the rate of comparability claims is in none of the discussed scenarios the highest of the compared approaches. The rate of comparability claims in Scenario 3 is low as is desirable.
For the tail-test, we note good control of the rate of falsepositive decisions in Scenarios 3. In Scenarios 1 and 2, we observe the desirable properties of an inferential methodology: the probability of claiming comparability increases with an increasing sample size and reaches 100% if N = 100 observations are included. In addition, the rate of comparability claims is among the highest for all sample sizes in Scenario 2. Compared to the mm-approach, a higher rate of comparability rates is also shown in Scenario 1 independent of the sample size. The rate of comparability claims is also higher or similar for Scenario 1 compared to the qr-approach. Here, it should specifically be noted that for medium sample sizes (e.g., N = 25), the rate of comparability claims is relevantly higher for the tail-test than for the qr-approach (89% vs. 76%). Compared to the piti-approach, the rate of comparability claims is lower for N = 10, but higher for N = 25. It is emphasized that the rate of comparability claims for N = 10 is for all approaches so low that it is not a sufficient sample size in practice. Therefore, in all situations in which the success rate is reasonable, the tail-test outperforms all comparators.
For this simulation study, we calibrated the qr-approach, the piti-approach, and the tail-test by the use of tuning parameters or critical values (see the online supplement for details) to ensure a similar rate of comparability claims in Scenario 4 for the different sample sizes. This is a step which improved the comparability between the approaches. While for the tail-test, it is obvious that the sample size needs to be taken into account in the calculation of the critical values, this is not typically done for the two other approaches when applied in practice. It is therefore important to emphasize that the sample size has a major impact on the rate of comparability claims in Scenario 4. In Fig. 5 , we display the relative change in percent of the tuning parameter or critical values which led to similar rates of comparability claims (the parameter X for the qr-approach, the parameter β for the pitiapproach, and the critical value for the tail-test) compared to the value of this parameter for N = 100. For example, the value of X for N = 5 which leads to a rate of comparability claims of 5% in Scenario 4 needs to be nearly twice the value Fig. 4 . Rate of comparability claims dependent on the number of observations of Reference and Test (N = m = n) for the tail-test (denoted as tail) compared to the four standard methodologies (T1, Tier 1-test; mm, min/max-approach; qr, quality range-approach; piti, prediction-interval-in tolerance-interval-approach). The scenarios refer to the settings described above (Scenarios 1 and 2, comparable; Scenarios 3, not comparable) which is required for N = 100. If one would simply use the same value of X for N = 5 that is used for N = 100, the rate of comparability claims increases from approximately 5% to more than 30%. Most importantly, the qr-approach and the piti-approach reject for a fixed tuning parameter more often if a smaller sample size is used which might discourage companies to use a reasonable sample size. This shows that also for an application in practice, the planned number of observations needs to be taken into account during the decision making process for the tuning parameters to ensure a low rate of comparability claims in scenarios which one would not consider to be comparable.
DISCUSSION
Aligning the statistical methodology with the aim of the analysis is crucial from a scientific point of view. Data analysis and statistical approaches can only give useful insights and support drug development if the scientific questions are correctly transferred into the statistical framework. For an improved alignment, we propose a set of statistical hypotheses in this paper which focus on comparing the ranges of Test and Reference instead of their mean values for establishing comparability. The tail-test is, to the best of our knowledge, the first proposal for an inferential statistical methodology for this class of hypotheses which is applicable in the area of comparability claims. The properties of the tail-test were illustrated in the simulation study in comparison to several approaches which are frequently used in practice for establishing comparability of quality attributes.
For the interpretation of the results of the simulation study, it is important to note that some of the compared methods are not inferential in nature: for example, one may interpret the min/ max-approach as a descriptive approach since the test decision is purely based on the observed data only and the uncertainty of the estimation is not taken into account. That is why one can argue that it is in principle not possible to draw any conclusions regarding the underlying distribution. Nonetheless, when these approaches are applied in the context of a comparability assessment, a conclusion is made not only about the few observations which were studied, but also about the process itself, i.e., the question is answered if material produced with the analyzed manufacturing process (Test) will be sufficiently comparable to the established manufacturing process (Reference). That is why we assess the potential of all approaches, inferential or descriptive by nature, in answering questions related to the underlying population, i.e., we assume that the approaches aim to answer an inferential question.
In summary, our analysis showed that the proposed tail-test has desirable operating characteristics in a wide range of scenarios. In addition, we demonstrated that none of the other approaches can be recommended for the assessment of quality attributes without restrictions if a range-type hypothesis is used: the T1-test is not able to distinguish between comparable and not comparable settings. The qr-approach had lower or similar power than the tailtest in all situations. The rate of comparability claims for the pitiapproach does not reach 100% even if N = 100 observations for Test and Reference are used and Test and Reference follow the same distribution. The piti-approach has therefore no reasonable large sample properties. The mm-approach has an acceptable control of the patient's risk. The developer's risk is only reasonably low if the variance of Test is much smaller than that of Reference. In other cases, the rates of a comparability claim are low-even if the distributions of Test and Reference are identical. Therefore, this approach is only applicable if the biosimilar developer is highly confident that the variability of Test will be lower than that of Reference, which can be a realistic scenario in biosimilar development (see, for example, (8) ). Due to the high dependence of the test result on individual observations (no robustness), the application of the mm-approach requires a high level of prespecification of the analysis, e.g., the criteria for batch selection, the sample size, and the inclusion of all analyzed batches in the final analysis without the opportunity to select the most favorable results. It should also be noted that an approximately equal sample size of Test and Reference is required for the mm-approach for controlling the false positive rate.
It should be emphasized that there are also situations in which the tail-test is not recommended without modifications: these are the situations in which the assumption of independent and identical normally distributed observations is not justifiable. In these situations, a carefully conducted simulation study to assess the operating characteristics of potential approaches is required. It should, however, be emphasized that having representative data is relevant for all approaches, not only when an inferential approach is applied, for which the representativeness of data is a formal requirement. Conclusions drawn with, for example, a descriptive approach based on only a few, but highly auto-correlated, measurements are also not a reasonable foundation for further steps in development. The sample should in any case be representative of the manufacturing process in the sense that the sample size is sufficient to capture the features of the underlying distributions. Other situations in which our proposal is not applicable are the ones with such small sample sizes such that the power of the proposed approach is too low. However, it should be emphasized that none of the other methodologies showed reasonable performance for small sample sizes over a wide range of scenarios.
CONCLUSION
The use of statistics in the comparability exercise of quality attributes is currently in the focus of attention because both the EMA and the FDA are working on regulatory guidances on this topic. In this paper, we proposed improving the alignment of the statistical hypothesis testing with scientific judgment by shifting away from the often-used comparison of mean values toward a range-based comparison. The tail-test, our proposal for an inferential methodology for this type of hypothesis, showed favorable performance over a wide range of scenarios in a simulation study. In addition, we demonstrated that statistical approaches which are currently used in practice all have serious weaknesses for the assessment of comparability if a range-based hypothesis is considered.
