Abstract. Message sequence charts (MSCs) are commonly used to specify interactions between agents in communicating systems. Their visual nature makes them attractive for describing scenarios, but also leads to ambiguities that can result in incomplete or inconsistent descriptions.
Introduction
Message Sequence Charts (MSCs) [10] are an appealing visual formalism that are used in a number of software engineering notational frameworks such as SDL [15] and UML [4, 8] . A collection of MSCs is used to capture the scenarios that a designer might want the system to exhibit (or avoid).
A standard way to generate a set of MSCs is via Hierarchical (or Highlevel) Message Sequence Charts (HMSCs) [12] . Without losing expressiveness, we consider only a subclass of HMSCs called Message Sequence Graphs (MSGs). An MSG is a finite directed graph in which each node is labeled by an MSC. An MSG defines a collection of MSCs by concatenating the MSCs labeling each path from an initial vertex to a terminal vertex.
Though the visual nature of MSGs makes them attractive for describing scenarios, it also leads to ambiguities that can result in incomplete or inconsistent descriptions. An important issue is the presence of implied scenarios [2, 3] . An MSC M is (weakly) implied by an MSC language L if the local actions of each process p along M agree with its local actions along some good MSC M p ∈ L.
Implied scenarios are naturally tied to the question of realizability-when is an MSG specification implementable as a set of communicating finite-state machines? In a distributed model with local acceptance conditions, it is natural to expect the specification to be closed with respect to local projections. Thus, a language is said to be weakly realizable if all weakly implied scenarios are included in the language. Unfortunately, weak realizability is undecidable, even for regular MSC languages [3] .
Weak implication presumes that the only information a process can maintain locally about an MSC is the sequence of actions that it participates in. However, we can augment the underlying message alphabet of an MSC by tagging auxiliary information to each message. Using this extra information, processes can maintain a bounded amount of information about the global state of the system [13] . With this, we arrive at a stronger notion of implied scenario that we call causal closure, based on the local view that each process has of an MSC from the information it receives, directly or indirectly, about the system.
Our main result is that causal closure preserves regularity for MSC languages, in contrast to the situation with weak closure. From this it follows that causal realizability is effectively checkable for regular MSC languages, both in the case of implementations with deadlocks and for safe, or deadlock-free, implementations.
Our result also allows us to interpret MSGs as incomplete specifications whose semantics is given in terms of the causal closure. Thus, we can retain relatively simple visual specifications without compromising on the completeness and consistency of verification.
The paper is organized as follows. We begin with some basic definitions regarding MSCs, message sequence graphs and message-passing automata. In the next section, we recall the results for weakly implied scenarios. In Section 4, we define the notion of causal closure and establish our main result, that causal closure preserves regularity for MSC languages. Finally, in Section 5, we examine the feasibility of using causal closure as a semantics for MSGs.
Preliminaries

Message sequence charts
Let P = {p, q, r, . . .} be a finite set of processes (agents) that communicate with each other through messages via reliable FIFO channels using a finite set of message types M. For p ∈ P, let Σ p = {p!q(m), p?q(m) | p = q ∈ P, m ∈ M} be the set of communication actions in which p participates. The action p!q(m) is read as p sends the message m to q and the action p?q(m) is read as p receives the message m from q. We set Σ P = p∈P Σ p . We also denote the set of channels by Ch = {(p, q) | p = q}. Whenever the set of processes P is clear from the context, we write Σ instead of Σ P , etc.
Labelled posets A Σ-labelled poset is a structure M = (E, ≤, λ) where (E, ≤) is a poset and λ : E → Σ is a labelling function. For e ∈ E, let ↓e = {e
For p ∈ P and a ∈ Σ, we set E p = {e | λ(e) ∈ Σ p } and E a = {e | λ(e) = a}, respectively. For each (p, q) ∈ Ch, we define the relation < pq as follows: 
The relation e < pq e ′ says that channels are FIFO with respect to each messageif e < pq e ′ , the message m read by q at e ′ is the one sent by p at e. Finally, for each p ∈ P, we define the relation ≤ pp = (E p × E p ) ∩ ≤, with < pp standing for the largest irreflexive subset of ≤ pp . Definition 1. An MSC (over P) is a finite Σ-labelled poset M = (E, ≤, λ) that satisfies the following conditions.
Each relation
The partial order ≤ is the reflexive, transitive closure of the relation p,q∈P < pq .
The second condition ensures that every message sent along a channel is received. The third condition says that every channel is FIFO across all messages.
In diagrams, the events of an MSC are presented in visual order. The events of each process are arranged in a vertical line and messages are displayed as horizontal or downward-sloping directed edges. Fig. 1 shows an example with three processes {p, q, r} and six events {e 1 , e ′ 1 , e 2 , e ′ 2 , e 3 , e ′ 3 } corresponding to three messages-m 1 from p to q, m 2 from q to r and m 3 from p to r.
For an MSC M = (E, ≤, λ), we let lin(M ) = {λ(π) | π is a linearization of (E, ≤)}. For instance, p!q(m 1 ) q?p(m 1 ) q!r(m 2 ) p!r(m 3 ) r?q(m 2 ) r?p(m 3 ) is one linearization of the MSC in Fig. 1 .
MSC languages An MSC language is a set of MSCs. We can also regard an MSC language L as a word language L over Σ consisting of all linearizations of the MSCs in
Definition 2. An MSC language L is said to be a regular MSC language if the word language lin(L) is a regular language over Σ.
Message sequence graphs
Message sequence graphs (MSGs) are finite directed graphs with designated initial and terminal vertices. Each vertex in an MSG is labelled by an MSC. The edges represent (asynchronous) MSC concatenation, defined as follows.
, where Q is a finite and nonempty set of states, → ⊆ Q × Q, Q in ⊆ Q is a set of initial states, F ⊆ Q is a set of final states and Φ labels each state with an MSC.
A path π through an MSG G is a sequence
An example of an MSG is depicted in Fig. 2 . The initial state is marked ⇒ and the final state has a double line. The language L defined by this MSG is not regular: L projected to {p!q(m), r!s(m)} * consists of σ ∈ {p!q(m), r!s(m)} * such that |σ↾ p!q(m) | = |σ↾ r!s(m) | ≥ 1, which is not a regular string language.
In general, it is undecidable whether an MSG describes a regular MSC language [9] . However, a sufficient condition for the MSC language of an MSG to be regular is that the MSG be locally synchronized.
Communication graph For an MSC M = (E, ≤, λ), let CG M , the communication graph of M , be the directed graph (P, →) where:
-P is the set of processes of the system. -(p, q) ∈ → iff there exists an e ∈ E with λ(e) = p!q(m).
M is said to be com-connected if CG M consists of one nontrivial strongly connected component and isolated vertices.
Locally synchronized MSGs The MSG G is locally synchronized [14] Fig. 2 , CG M1•M2 is not com-connected, so the MSG is not locally synchronized. We have the following result for MSGs [1] .
Message-passing automata
Message-passing automata are natural recognizers for MSC languages.
Definition 4.
A message-passing automaton (MPA) over Σ is a structure A = ({A p } p∈P , ∆, s in , F ) where:
-∆ is a finite alphabet of auxiliary messages.
-Each component A p is of the form (S p , → p ) where S p is a finite set of p-local states and 
* is the channel state describing the message queue in each channel c. The initial configuration of A is (s in , χ ε ) where χ ε (c) is the empty string ε for every channel c. The set of final configurations of A is F × {χ ε }.
The set of reachable configurations of A, Conf A , is defined in the obvious way. The initial configuration ( For B ∈ N, we say that a configuration (s, χ) of A is B-bounded if |χ(c)| ≤ B for every channel c ∈ Ch. We say that A is a B-bounded automaton if every reachable configuration (s, χ) ∈ Conf A is B-bounded.
The MPA A in Fig. 3 has two components, p and q, with initial state (s 1 , t 1 ) and only one final state, (s 2 , t 3 ). A typical MSC in L(A) is displayed at the right.
Deterministic message-passing automata We say that A is deterministic if the transition relation → p for each component satisfies the following conditions: -(s, p?q(m), x, s ′ ) ∈ → p and (s, p?q(m), x, s
For deterministic MPAs, the global state at the end of an MSC is independent of the choice of linearization.
Proposition 5. Let A be a deterministic MPA, M = (E, ≤, λ) an MSC and E ′ ⊆ E a prefix of M . Let w and w ′ be linearizations of E ′ and let ρ and ρ ′ be the runs of A on w and w ′ , respectively. Then, ρ(w) = ρ(w ′ ).
If A is deterministic, for any prefix E ′ of an MSC M , we can unambiguously write ρ(E ′ ) to denote the unique run of A on E ′ . In particular, the unique run of A on M can be written as ρ(M ). The following theorem characterizes regular MSC languages in terms of message-passing automata [9] . Theorem 6. An MSC language L is regular iff there is a deterministic Bbounded MPA A such that L(A) = L.
Implied scenarios: the weak case
When we use MSC languages to specify sets of scenarios, it is important to identify whether the specification is complete. A natural requirement is that the language be closed with respect to local views-for an MSC M , if every process locally believes that M belongs to the language L, M should in fact be in L.
One way to formalize closure with respect to local views is in terms of local projections [2, 3] .
is a total order and λ p = λ↾ Ep . -An MSC M is said to be weakly implied by L if for every process Unfortunately, the weak closure of a language can admit unbounded channels even when every channel in the original language is uniformly bounded. An example is shown in Fig. 4 -all messages are labelled m and labels are omitted.
Both M and M ′ are com-connected, so the MSC language consisting of arbitrary concatenations of M and M ′ is regular. However, for every natural number k, the weak closure of this language contains the MSC M k in which the actions of p and q correspond to the sequence M 2k • M ′k while the actions of r and s match the sequence M ′k •M 2k . In M k , the buffer from p to s contains k messages at the global state where p and q make the transition from M to M ′ and r and s make the transition from M ′ to M . The figure shows the case k = 2. The dotted line marks the global cut where the channel from p to s has maximum capacity.
Implied scenarios have a close link to implementability, or realizability. An MSC language recognized by a communicating finite-state machine with a local acceptance condition must be closed with respect to local views. We say that an MSC language L is weakly realizable if L = WeakCl (L). We have the following negative result [3] , which arises from the fact that the weak closure of a regular MSC language may have unbounded buffers.
Theorem 8. Let G be a locally synchronized MSG. It is undecidable if L(G) is weakly realizable.
To overcome this negative result, a more restrictive notion of realizability is proposed in [2, 11] . An MSC language is said to be safely realizable if it admits a deadlock-free implementation-a deadlock is a global state from which no accepting state is reachable. In a safe implementation, it turns out that all implied scenarios must have bounded buffers, yielding the following result [3] . 
Causal closure for regular MSC languages
Weak closure assumes that the only information that a process can maintain locally about the current MSC is the sequence of actions that it participates in. However, as we have observed when characterizing regular MSC languages in terms of MPAs, we can tag each underlying message with extra data using which processes can maintain a bounded amount of information about the global state of the system. This leads us to a stronger notion of local view called causal view.
We begin by defining p-views. For an MSC M = (E, ≤, λ) and p ∈ P, let max p (M ) denote the maximum event from E p in M -since all p events in M are linearly ordered by ≤ pp , max p (M ) is well-defined whenever E p = ∅.
It is easy to observe that ∂ p (M ) is always a prefix of M . Causal realizability captures the intuition that each process p can keep track of the events in ∂ p (M ).
Definition 11. Let L be an MSC language.
-An MSC M is said to be causally implied by L if for every process
An MSC language is causally realizable if each local process can recognize whether an MSC belongs to the language based purely on its causal view of the MSC. Observe that we always have L ⊆ CausalCl (L). Thus, L is not causally realizable iff there is an MSC M ∈ CausalCl (L) such that M / ∈ L. We also have the inclusion CausalCl (L) ⊆ WeakCl (L). In general, CausalCl (L) = WeakCl (L)-for instance, the implied MSCs in Fig. 4 are not in the causal closure of the language. Fig. 5 illustrates the difference between weak and causal closure. Here M ′ is in the weak closure of {M 1 , M 2 } but not in the causal closure, because the causal view of process s includes information about whether or not p has sent a message to q.
Every regular MSC language L is recognized by a deterministic B-bounded MPA A L . To construct an MPA for CausalCl (L), we simulate A L and make each process go into a local accepting state if its current history is consistent with some accepting run of A L . To achieve this, we make use of a bounded time-stamping protocol for B-bounded MPA, described in [13] , by which each process can maintain the latest known state of every other process and channel. Using this protocol, we can derive the following result. 
where s in = p∈P s p and p∈P γ 0 p is a fixed set of initial time-stamps.
assigned by ρ τ (∂ p (M )) we can recover the configuration (s, χ) reached by A at the end of ∂ p (M ).
When we augment a deterministic MPA A with time-stamping data to obtain A τ , after any sequence of actions w, the local state of p in A τ allows us to recover the global configuration reached by A after processing all actions in the p-view of w. Thus, incrementally each process can keep track of the global configuration of the automaton A for the portion of the MSC that it has seen so far.
Theorem 13. Let L be a regular MSC language. Then, its causal closure CausalCl (L) is also a regular MSC language. Moving to arbitrary MSGs takes us into the realm of undecidability. We have the following results, whose proofs are omitted.
Theorem 17. For an arbitrary MSG G, it is undecidable whether L(G) is causally realizable. It is also undecidable whether the causal closure of L(G) is a regular MSC language.
MSGs as partial specifications
The realizability question for MSGs asks whether the set of scenarios represented by an MSG corresponds exactly to the language of a suitably defined MPA. To ensure that a specification is realizable, we need to impose severe restrictions on the structure of the MSG. This leads to an explosion in the complexity of the MSG and detracts significantly from the main motivation for using this notation, which is to have a transparent and visually appealing formalism to describe the behaviour of communicating systems. An alternative is to view MSGs as partial specifications and interpret them modulo the closure conditions required by distributed implementations. This approach was studied in the context of Petri nets in [5] . For MPAs, we cannot use weak closure as the semantics of MSGs because weak closure does not preserve regularity. However, since the causal closure does preserve regularity, it is feasible to use this as a semantics for MSGs.
Under the exact interpretation, locally synchronized MSGs correspond to the class of finitely-generated regular MSC languages [9] . If we interpret MSGs modulo causal closure, an MSG can represent languages that are not finitely generated (like the example in Fig. 6 ). This increases the expressive power of the MSG notation. Another advantage is that we can sensibly analyze less complicated MSG specifications, making the notation more usable.
MSC languages can also be used to specify desirable properties of communicating systems. Two interpretations are possible: positive scenarios are those that the system must be able to exhibit, while negative scenarios should be avoided.
Suppose we use MSC languages both to specify the communicating system as well as to describe the scenarios that the system should exhibit. To verify that a set of positive scenarios P is included in the set of system behaviours S, it is important that both P and S are causally closed to avoid missing out some scenarios when checking this inclusion.
When model checking a negative property, it is again important to use the causal closure of the property. We have argued that reasonable implementations are causally closed. If the property is not causally closed, the implementation may exhibit an implied scenario that is forbidden, but this fact could go undetected.
In [7] , it is shown that model checking of positive and negative scenarios under the exact interpretation can be performed for MSC languages where channels are existentially bounded-there is at least one linearization for each MSC in the language for which all channels are uniformly bounded. This is contrast to regular MSC languages, where channels are universally bounded across all linearizations. The properties of existentially bounded MSC languages are further elaborated in [6] . Unfortunately, the causal closure of an existentially bounded MSC language need not be existentially bounded. It would be interesting to identify when the causal closure of an existentially bounded MSC languages remains existentially bounded so that the results of [7] can be applied modulo causal closure.
