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Abstract
The Straight-Through Estimator (STE) [Hinton,
2012][Bengio et al., 2013] is widely used for
back-propagating gradients through the quantiza-
tion function, but the STE technique lacks a com-
plete theoretical understanding. We propose an al-
ternative methodology called alpha-blending (AB),
which quantizes neural networks to low precision
using stochastic gradient descent (SGD). Our
(AB) method avoids STE approximation by replac-
ing the quantized weight in the loss function by
an affine combination of the quantized weight wq
and the corresponding full-precision weight w with
non-trainable scalar coefficient α and (1−α). Dur-
ing training, α is gradually increased from 0 to 1;
the gradient updates to the weights are through the
full precision term, (1−α)w, of the affine combina-
tion; the model is converted from full-precision to
low precision progressively. To evaluate the (AB)
method, a 1-bit BinaryNet [Hubara et al., 2016a]
on CIFAR10 dataset and 8-bits, 4-bits MobileNet
v1, ResNet 50 v1/2 on ImageNet are trained us-
ing the alpha-blending approach, and the evalua-
tion indicates that AB improves top-1 accuracy by
0.9%, 0.82% and 2.93% respectively compared to
the results of STE based quantization [Hubara et
al., 2016a][TF-, 2018a][TF-, 2018c][Krishnamoor-
thi, 2018].
1 Introduction
Deep Neural Networks (DNNs) have demonstrated outstand-
ing performance on a wide range of tasks, including image
classification [Krizhevsky et al., 2017], speech recognition
[Hinton et al., 2012] etc. These networks typically consists
of multiple convolution layers with a large number of parame-
ters. The models are trained on high performance servers typ-
ically with GPUs and are deployed on lower-end machines,
i.e. mobile or IoT devices, for inference tasks. Improved
inference accuracy usually comes with millions of model pa-
rameters and high computation cost. For example, the largest
Mobilenet v1 model [Howard et al., 2017a] has 4.2 million
parameters and 569 million floating point MAC per inference
[TF-, 2018a]. For applications that demand high inference
accuracy, low latency and low power consumption, the large
memory requirements and computation costs are a significant
challenge for constrained platforms.
To achieve efficient inference, one approach is to design
compact network architectures from scratch [Howard et al.,
2017b] [Iandola et al., 2016] [Rastegari et al., 2016a] [Li
and Liu, 2016]. Alternatively, existing models can be op-
timized for efficiency. There are several optimization tech-
niques that boost efficiency when applied to pretrained mod-
els: weight pruning [Han et al., 2015] [Goetschalckx et al.,
2018], weight clustering [Han et al., 2015] [Goetschalckx et
al., 2018], singular value decomposition (SVD) [Xue et al.,
2013] and quantization [Courbariaux et al., 2015] [Rastegari
et al., 2016b] [Zhou et al., 2017] [Warden, 2016]. The basic
principle is to reduce the number of parameters and/or lower
the computation cost of inference. Weight pruning techniques
remove parameters while minimizing the impact on inference
accuracy. Weight clustering clusters similar weights to shrink
the overall size of a model. The SVD method potentially
reduces both model size and computation cost through dis-
carding small singular values. Quantization techniques con-
vert normal floating-point values to narrow and cheaper inte-
ger or fixed point i.e. 8-bits, 4-bits or binary multiplication
operations without incurring significant loss in the accuracy.
There are three major benefits to quantization: reduced mem-
ory bandwidth, reduced memory storage, and higher through-
put computation. The predominant numerical format used for
training neural networks is IEEE fp32 format. There is a po-
tential 4x reduction in overall bandwidth and storage if one
can quantize fp32 floating point to 8-bits for both weight and
activation. The corresponding energy and area saving are 18x
and 27x [Dally, 2015] respectively. The efficient computa-
tion kernel libraries for fast inference, i.e. Arm CMSIS [arm,
2018], Gemmlowp [gem, ], Intel MKL-DNN [mkl, ], Nvidia
TensorRT [nvi, ] and custom ASIC hardware, are built upon
the reduced precision numerical forms.
The Straight-Through Estimator (STE) [Hinton,
2012][Bengio et al., 2013] is widely implemented in
discrete optimization using SGD due to its effectiveness
and simplicity. STE is an empirical workaround to the
gradient vanishing issue in Backprop; however it lacks
complete mathematical justification especially for large-scale
ar
X
iv
:1
90
3.
01
06
1v
2 
 [c
s.L
G]
  2
0 M
ay
 20
19
optimization problems [Penghang Yin, 2018]. In this
paper, we propose a novel optimization technique, termed
alpha-blending (AB), for quantizing full precision networks
to lower precision representations(8-bits, 4-bits or 1-bit).
AB does not rely on the concept of STE to back-propagate
the gradient update to weights; AB instead replaces the
weight vector w in the loss function by the expression
wab = (1 − α)w + αwq , which is the affine combination of
the w and its quantization wq . During training, we gradually
increase the non-trainable parameter α from 0.0 to 1.0.
This formulation isolates the quantized weights wq from
the full-precision trainable weights w and therefore avoids
the challenges arising from the use of Straight-Through
Estimation (STE).
To evaluate the performance of the proposed method, we
trained single-bit BinaryNet [Hubara et al., 2016a] on CI-
FAR10 and 4-bits, 8-bits MobileNet v1, ResNet v1 and v2
models on the ImageNet dataset. AB outperforms previous
state-of-art STE based quantization 0.9% for 1-bit BinaryNet
and 2.9% for 4-bits weight and 8-bits activation (4-8) [Kr-
ishnamoorthi, 2018] in top-1 accuracy. Moreover, we have
applied our AB approach to quantize MobileNet v1, ResNet
v1,2 networks with both 4-bit weight as well as 4-bit acti-
vation (4b/4b). In this configuration, our 4b/4b quantization
delivers similar accuracy level as the best known 4b/8b quan-
tization approach [Krishnamoorthi, 2018].
2 Related works
There is a significant body of research on neural network
quantization techniques from the deep learning community.
BinaryConnect [Courbariaux et al., 2015] binarizes the
weights of neural networks using the sign function. Bi-
nary Weight Network [Rastegari et al., 2016c] has the same
binarization while introducing a scaling factor. BinaryNet
[Hubara et al., 2016b] [Hubara et al., 2016a] quantizes both
weights and activations to binary values. TWN [Li and Liu,
2016] constructs networks with ternary values 0, +/-1 to bal-
ance the accuracy and model compression compared to the
binary quantization. STE [Hinton, 2012] is used to approx-
imate the gradient of quantization function during the learn-
ing process. Once they are quantized, these models eliminate
majority of the floating-point multiplications, and therefore
exhibit improved power efficiency by using SIMD instruc-
tions on commodity micro-processor or via special hardware.
On the downside, the single bit quantization schemes often
lead to substantial accuracy drop on large scale dataset while
achieving good results on simple dataset such as MNIST, CI-
FAR10.
Another approach is to train the network in full floating-
point domain, then statically quantize the model parame-
ter into reduced numerical forms and keep the activation in
floating-point. Googles Tensorflow provides a post-training
quantization flow [TF-, 2018b] to convert float-point weights
into 8-bits of precision from INT8. Its uniform affine quan-
tization maps a set of floating-point values to 8-bits unsigned
integers by shifting and scaling [Krishnamoorthi, 2018].
The minimum and maximum values correspond to quantized
value 0 and 255 respectively. Another mapping scheme is
uniform symmetric quantizer, which scales the maximum
magnitude of floating-point values to maximum 8-bit inte-
ger e.g. 127 and the floating-point zero always mapped to
quantized zero. The conversion is done once, and reduc-
tion of model size is up to 4X. A further improvement dy-
namically quantizes activations into 8-bits as well at infer-
ence. With 8-bits weight and activation, one can switch the
most compute-intensive operations e.g. convolution, matrix
multiply (GEMM) from original floating-point format to the
cheaper operation, and reduces the latency as well.
The main drawback of such post-processing approach is
the degradation in model accuracy. To overcome this accu-
racy drop, quantization aware training [TF-, 2018b] tech-
niques have been developed to ensure that the forward pass
uses the reduced precision for both training and inference.
To achieve this, full precision weights and activations values
flow through fake quantization nodes, then quantized values
feed through convolution or matrix multiply. Applying the
Straight-Through Estimator (STE) approximation [Hinton,
2012] [Hubara et al., 2016a] [Yin et al., 2018], the opera-
tions in the back propagation phase are still at full precision
as this is required to provide sufficient precision in accumu-
lating small adjustment to the parameters.
3 Alpha-blending, the proposed method (AB)
We introduce an optimization methodology, alpha-blending
(AB), for quantizing neural networks. Section 3.1 describes
the scheme of AB and weights quantization; section 3.2
sketches the quantization of activation using AB.
3.1 Alpha-blending AB and quantization of
weights
During quantization-aware training, the full precision weights
are quantized to low precision values wq . Mathematically, we
want to minimize a convex function L(w) as equation 1 with
the additional constraint that w must be n-bit signed integers
i.e. w ∈ Q = [−(2n−1 − 1), 2n−1 − 1].
min
s.t. w∈Q
L(w) (1)
Previous approaches i.e. [TF-, 2018b], [Hubara et al., 2016a]
insert quantizer nodes in the computation graph. These nodes
receive full precision input w and generate quantized out-
put wq = q(w), between the full precision weights w and
computation nodes as in Figure 1. The quantized weights
wq = q(w) are used in the forward and backward pass while
the gradient update to the full precision weight uses full pre-
cision to ensure smooth updates to the weights. But the
quantization function has zero gradient almost everywhere
∂wq/∂w =
a.e.
0, which prevents further backpropagation of
gradients and halts learning. The Straight-Through Estimator
(STE) [Hinton, 2012] [Hubara et al., 2016a] [Krishnamoor-
thi, 2018] was developed to avoid the vanishing gradient
problem illustrated in Figure 1. STE approximates quantiza-
tion with the identity function I(w) = w in Backprop as eq.
2. Therefore with STE, the gradient of the quantization func-
tion with respect to the full precision weight is approximated
using the quantized weight as in equation 3. We hypothesize
that the error introduced by this approximation may impact
the accuracy of the gradient computation, thereby degrading
overall network accuracy, especially for very low precision
(1-bit or 4-bit) networks.
Figure 1: Gradient update to the full precision weight in backprop
using STE approximation as eq. 2 and 3.
∂wq
∂w
=
∂q(w)
∂w
≈
STE
∂I(w)
∂w
= 1 (2)
∂L(w)
∂w
=
∂L(wq)
∂wq
· ∂wq
∂w
≈
STE
∂L(wq)
∂wq
(3)
Our proposed method, alpha-blending (AB), does not rely
on the Straight-Through Estimator (STE) to overcome the
quantizer’s vanishing gradient problem in Backprop, there-
fore it eliminates the quantization error due to equation 3.
AB replaces the weight term in the loss function by (1 −
α)w + αwq , an affine combination of the original full pre-
cision weight term and its quantized version with coefficient
α. The new loss function Lab(w, α) for a neural network is
shown in equation 4. The gradient of Lab(w, α) with respect
to the weights is in equation 5, accepting the zero gradient of
quantization function ∂wq/∂w =
a.e.
0 without STE approxi-
mation. Its Backprop flow is illustrated in figure 2.
Lab(w, α) = L((1− α)w+ αwq) (4)
∂Lab
∂w
= (1− α+


Z
Z
Z
α
∂wq
∂w
=0 a.e.
)
∂L(w
′
)
∂w′
∣∣∣∣∣
w′=(1−α)w+αwq
(5)
The AB flow gradually increases the non-trainable param-
eter α from 0 to 1 using a function of the form shown in
equation 6 for training steps in the optimization window
[T0, T1]. An example is shown in Figure 4. The function in
Figure 2: AB quantization performs the convolution using an affine
combination of the full precision weights and the quantized weights.
The coefficient α is gradually increased from 0 to 1 during training.
This approach avoids back-propagation through the Quantizer, elim-
inating the gradient vanishing path (from the quantized weight node
in light green to the weight node in blue). There is no need to apply
Straight Trough Estimator (STE) during the Backprop. The actual
weight gradient update goes through the (1 − α) path, where the
gradient, eq. 5, is well-defined.
Algorithm 1 Alpha-blending optimization (ABO)
Input: derivative loss function L(w)
Def. function: Lab(w,wq, α) = L((1− α)w+ αwq)
Initialize: w ← w0, α ← 0, ε ← learning rate, f ←
optimization frequency,T0,T1 ← traing window
for step = 0 to T do
wq ← Algorithm 2 PPQ(w) or other optimization func-
tion (w)
w← w− ε · (1− α) ∂L(w
′
)
∂w′
∣∣∣∣
w′=(1−α)w+αwq
if step % f = 0 and α < 1 then
α← A(step) {Raising α toward to 1.0; eq 6}
end if
end for
Output: wq
equation 6 is not unique, for example, an alternative choice
is A(step, λ) = 1 − e−λ·step. The optimization window
[T0, T1], during which α is increased, is a user-defined hyper
parameter.
We use algorithm 2 described in section 4.2 to convert w
to wq = γw · qw, where γw is a scaling factor and qw ∈ Q, at
certain frequency, quantizing frequency, in training steps.
A(step) =

0 step ≤ T0
1− (T1−stepT1−T0 )3 T0 < step ≤ T1
1 T1 < step
(6)
Algorithm 1 summarizes the AB optimization procedure, in
which the original learning rate ε is scaled by the factor (1−
α) to act as an effective learning rate ε · (1− α).
To visualize the process, figure 3 demonstrates how to
solve the trivial example, arg min
s.t. w∈Q
(w − 5.7)2 = 6 using AB.
To compare the AB optimization concept with STE, we
trained the single bit 8-layer BinaryNet defined in [Hubara et
al., 2016a] on the CIFAR10 dataset in section 4.1, figure 5.
The top-1 accuracy score achieved with AB is 0.9% higher
compared to the accuracy achieved with STE.
Figure 4 shows a more practical example of AB quan-
tization using MobileNet 1.0 0.25/128 v1 on the ImageNet
dataset. The AB quantization flow gradually transforms the
full precision model at α = 0 to a model with quantized
weights wq at α = 1.0 with an accuracy loss of 0.6% ver-
sus the full precision model.
Figure 3: Apply AB to minimize a trivial exampleLoss(w) = (w−
5.7)2, equivalently to find the minimal of 2D surface Loss(w,α) =
((1− α)w + αwq)2 using SGD while alpha (α) has changed from
0 to 1 using function A(·) in eq. 6, and wq = round(w). w started
at the initial value (w,α)=(2.0, 0) and moved along the X trace,
its corresponding quantized weights are marked by +. In 20 steps,
the iteration converged to (w,α)=(5.506555, 1). wq = 6 is the final
quantized solution.
3.2 Quantization of activation
AB uses the PPQ, algorithm 2 in section 4.2, to quantize the
input feature maps or activation a to aq as well, and accu-
mulates the scaling factor γa via exponential moving average
with the smoothing parameter being close to 1, e.g. 0.99.
Thus a can be approximated as a ≈ γa · qa
For inference (α=1), the floating point computation of the
kth layer in forward pass is a(k+1) = δ(w(k)a(k)+b(k)). With
the quantizaton of both weight and activation, the same cal-
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Figure 4: Two accuracy curves, evaluated with the full precision
weights w and 8-bits quantized weights wq during AB quantization
training with Mobilenet 0.25/128 V1 for 2.5 epochs. The α curve
is the A function in eq. 6. The accuracy correspond-
ing to full precision weights has dropped 10% during the training
while the , with the quantized weights, has gradually increased
to approach its maximum accuracy 40.9% when α = 1.0. The final
quantized model has 0.6% accuracy loss compared to full precision
one.
culation becomes eq. 7.
δ(w · a+ b) ≈ δ(γwqw · γaqa + b)
= δ((γwγa)(qw · qa) + b)
(7)
(qw · qa) in 7 is the compute-intensive operation of matrix
multiply or convolution (GEMM) in low precision quantized
values, which will gain significant power efficiency compared
to the original floating-point version. Other relatively unim-
portant terms in 7 e.g. (γwγa) and b can be represented by
higher precision fixed points.
4 Experiments
To evaluate the AB quantization methodology, we performed
several experiments. The first one, in section 4.1, is a single
bit (1-bit) control test between STE and AB on CIFAR10.
Section 4.2 presents results for Mobilenet v1 and ResNet v1,2
with the ImageNet ILSVRC 2012 dataset. All evaluations
were performed on a x86 64 ubuntu Linux based Xeon server,
Lenovo P710, with a TitanV GPU.
4.1 BinaryNet with alpha-blending AB and
Straight-Through Estimator (STE)
To evaluate AB’s function directly, 1-bit BinaryNet (BNN) 1
[Hubara et al., 2016a] on CIFAR-10 was trained on Tensor-
flow using AB and STE respectively. Both weight and activa-
tion are quantized into +1 or -1 (single bit) by the same bina-
rization function, binarize(x) = Sign(x). Figure 5 shows
1https://github.com/itayhubara/BinaryNet.tf
the results of these experiments. The AB method achieves a
top-1 accuracy of 88.1%. Using STE, we achieve 87.2%. The
FP32 baseline accuracy is 89.6%.
Figure 5: Training curves of BinaryNet on CIFAR-10 dataset. The
dashed lines represent the validation Loss and the continuous lines
are the corresponding validation accuracy. The blue curve of fp32
baseline has max top-1 accuracy 0.896. BNN which utilized STE
in training, blue line, converges to 0.872, while the red line of AB
yields a better top-1 accuracy 0.881.
4.2 4-bits and 8-bits quantization with MobileNet
and ResNet
In this section, we describe the iterative quantization scheme
we use to quantize FP32 values to low-precision, Progressive
Projection Quantization (PPQ). We apply PPQ to convert
floating point values into 4-bits or 8-bits integers, then utilize
PPQ and AB to quantize MobileNet and ResNet into 4-bits or
8-bits and compare the result with existing results. All results
are consolidated into Figure 6 for easy comparison.
Progressive projection quantization, PPQ
To quantize a set of N floating-point values x =
{
xi|i ∈[
0, N − 1]} to symmetric n-bits signed integer set xq ={
qi | qi ∈ Q =
(
0,±1,±2, ...,±(2n−1 − 1)), i ∈ [0, N −
1
]}
with a positive scaling factor γ, we can approximate the
initial quantization by rounding xiγ
∣∣∣
γ=
max|x|
2n−1−1
to the nearest-
neighbor in Q as equation 8. Then we can improve γ by equa-
tion 9.
xq = round(
x
γ
) (8)
γ =
〈x, xq〉
〈xq, xq〉 (9)
PPQ is an iterative procedure: by repeatedly applying eq.
8 and 9, as described in algorithm 2, projects vector x onto
space Q to determine γ progressively [Leng et al., 2017]. The
Algorithm 2 Progressive Project Quantization (PPQ)
Input: full precision vector x =
{
xi|i ∈
[
0, N − 1]},
scaling factor γ
if γ ≤ 0 then
Initialize γ ← max
(
|x|
)
2n−1−1
end if
repeat
γ0 ← γ
for i = 0 to N − 1 do
qi ← round( xiγ0 )
end for
γ ← 〈x,q〉〈q,q〉
until γ = γ0
Output: q, γ
procedure is guaranteed to converge to a local minimum. In
practice, convergence is very fast and 3 iterations is enough.
Thus, x can be approximated by the product of the scalar γ
and xq: x ≈ γxq = γ · round( xγ )
Evaluation of 8-bits weight and activation (INT8-8)
The top-1 accuracy for 8-bit weight and 8-bit activation quan-
tization are listed in table 1. The 2nd column gives the fp32
accuracy of the pre-trained models [TF-, 2018a]. The 3rd
column contains the quantization results [TF-, 2018a] [TF-,
2018c]. The last column gives the best results that AB gener-
ated.
Both quantization approaches delivered roughly the same
top-1 accuracy, although AB has slightly (0.82%) better ac-
curacy on average.
Table 1: top-1 accuracy of fp32 pre-trained models, Tensorflow’s
INT8-8 and AB 8-8. ∗ [Krishnamoorthi, 2018]
Model name fp32%
TF8-8
%
AB8-8
%
MB 1.0 224v1 70.9 70.1 70.9
MB 1.0 128v1 65.2 63.4 65.0
MB 0.75 224v1 68.4 67.9 68.2
MB 0.75 128v1 62.1 59.8 61.6
MB 0.5 224v1 63.3 62.2 63.0
MB 0.5 128v1 56.3 54.5 55.8
MB 0.25 224v1 49.8 48 49.2
MB 0.25 128v1 41.5 39.5 40.9
ResNet 50v1 75.2 75∗ 75.1
ResNet 50v2 75.6 75∗ 75.4
Evaluation of 4-bits weight and 8-bits activation (INT4-8)
[Krishnamoorthi, 2018] reported that accuracy of 4-bits
weight and 8-bits activation (INT4-8) is within 5% of the fp32
baseline for Mobilenet v1 and ResNet networks. We ran the
same models using AB quantization, and have listed the result
70.9%MB 10 224 v1
70.1%
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Figure 6: Top-1 accuracy of fp32, Tensorflow(TF)’s and Alpha-
blending(AB) optimization with 8-bits or 4-bits numerical forms.
8-8: 8-bits weight and activation; 4-8: 4-bits weight and 8-bits acti-
vation; 4-4: 4-bits weight and activation.
in the 4th and 5thcolumns in table 2. The 4th one is per-layer
quantization, and 5th is per-channel.
AB INT4-8 achieved a 1.53% accuracy drop on average
compared to the fp32 baseline for per-layer quantization, and
a 0.9% accuracy drop for per-channel quantization. More-
over, AB’s INT4-8 per-channel performance outperforms the
prior result [Krishnamoorthi, 2018] in 3rd col. by 2.93%.
Table 2: Top-1 accuracy: the pre-trained accuracies are in 2nd col.;
Tensorflow’s INT4-8 - 4bits weight and 8-bits activation are in 3rd
col.; AB INT4-8 - 4-bits weight and 8-bits activation in 4th and 5th
cols. Note: for MobileNet in table 2, the first layer and all depth-
wise convolution layers, which are only 1.1% of all the weights and
consume 5.3% of total MAC operations for inference are quantized
into 8-bits. For ResNet v1 and v2, weight and activation of the first
layer are quantized into 8-bits. +[Krishnamoorthi, 2018]
Model name fp32%
TF4-8
%
AB4-8
per-layer %
AB4-8
per-channel %
MB1.0 224v1 70.9 65.0+ 68.7 69.6
MB0.75 224v1 68.4 - 65 -
MB0.50 224v1 63.3 - 58.4 -
MB0.25 224v1 49.8 - 43.8 -
ResNet 50v1 75.2 73.2+ 73.8 74.3
ResNet 50v2 75.6 72+ 74.6 75.1
Evaluation of 4-bits weight and 4-bits activation (INT4-4)
Finally, we quantized the well-known neural networks, Mo-
bileNet 1.0 224 v1 and ResNet 50 v1/v2, using 4-bit weights
and 4-bit activations. The 4th column in table 3 is for per-
layer quantization, whose accuracy is 5.5% lower than fp32’s
in average. The per-channel quantization in the 5th column
has 4.66% accuracy loss. AB’s INT4-4 result, using per-
channel quantization, achieves similar accuracy as the TF4-8
scheme [Krishnamoorthi, 2018], which has 4-bits weight and
8-bits activation as shown in the 3rd column.
Table 3: top-1 accuracy of fp32, Tensorflow’s INT4-8 and AB INT4-
4 quantization. The first layers, all depth-wise layers and the last
layer are quantized in to 8-bits, and all other layers are in 4-bits both
for weight and activation. +[Krishnamoorthi, 2018]
Model name fp32%
TF4-8
%
AB4-4
per-layer %
AB4-4
per-channel %
MB1.0 224v1 70.9 65.0+ 61.8 64.3
ResNet 50v1 75.2 73.2+ 69.6 71.2
ResNet 50v2 75.6 72+ 71.6 72.2
5 Conclusion and future work
We have introduced alpha-blending (AB), an alterna-
tive method to the well-known Straight-Through Estimator
(STE) for learning low precision neural networks using SGD.
AB accepts the almost everywhere zero gradient of quantiza-
tion function during Backprop, and uses an affine combina-
tion of the original full-precision weights and corresponding
quantized values as the actual weights in the loss function.
This change allows the gradient update to the full-precision
weights in backward propagation to be performed through the
full-precision path incrementally, instead of applying STE to
the quantization path.
To measure the impact on network accuracy using the AB
methodology, we have trained a single-bit BinaryNet(BBN)
[Hubara et al., 2016a] on CIFAR10 to show that AB gener-
ates equivalent or better accuracy compared to training with
STE. Moreover, we have applied the AB metholody to larger,
more practical networks such as MobileNet and ResNet to
compare with STE based quantization. The top-1 accuracy
of 8-bits weight and 8-bits activation is 0.82% better than the
existing state-of-art results [TF-, 2018a][TF-, 2018c]. For 4-
bits weight and 8-bits activation quantization, AB has 2.93%
higher top-1 accuracy on average compared to that reported
in [Krishnamoorthi, 2018].
AB can also be applied to several other network optimiza-
tion techniques besides quantization. We plan to investigate
AB on clustering and pruning in a future work.
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