ABSTRACT In this paper, a deep belief network (DBN) is proposed as an effective method to predict the mortality of patients within the first 72 h of visiting an emergency room (ER), i.e., 72-h mortality. Previously, physicians used the quick sequential organ failure assessment (qSOFA) and systemic inflammatory response syndrome (SIRS) to determine the survival probability of patients. Although such prediction methods are convenient, there is room for improvement in their accuracy. To demonstrate the effectiveness of our proposed method, original data from a hospital was used. A single-center retrospective study was performed regarding adult ER patients who were admitted between January 2007 and December 2013 with an infection. The qSOFA and SIRS scores were calculated using primary vital signs and laboratory data. A DBN was then used to predict patients' survival rates and to choose 65 clinical variables as an input. Utilizing the DBN, the joint probability distribution of the 65 clinical variables was calculated, and valid solutions of the decreased features were achieved. Results indicate that the DBN can predict the 72-h mortality of ER septic patients more accurately than the qSOFA or SIRS. This paper aims to design an effective prediction system to assist clinicians in their diagnosis using a DBN for early risk stratification and intervention.
I. INTRODUCTION
Emergency room doctors are in a constant battle with the chaotic elements of the emergency room (ER). However, technology can significantly improve this situation. If the uncertainty in the ER is reduced, the efficiency of the doctors and efficacy of the medical care offered will improve.
In the past, diagnoses were performed using only simple clinical variables that are easy to obtain in clinical practice. However, using these few clinical variables has yielded less accurate predictions of probable deaths. To improve the accuracy of diagnosis, it is necessary to utilize high-dimensional clinical variables. However, assessing the correlation between high-dimensional clinical variables amid large amounts of data is a time-consuming and labor-intensive task for clinicians.
The authors use the experimental framework proposed in this paper (in particular, the estimation of mortality rate) to effectively improve the diagnostic accuracy of clinicians.
Systemic inflammatory response syndrome (SIRS) is an inflammatory state that affects the human body in the presence of a noninfectious or infectious pathogen. The definition of SIRS has both pro-inflammatory and anti-inflammatory components, even if it specifies an inflammatory reaction.
SIRS is often complicated owing to the failure of one or more organs or organ systems, due to shock, acute lung injury, multiple organ dysfunction syndromes, or acute kidney injury. While SIRS exhibits the human body's reaction to infection, it does not imply that it is life-threatening or that the human body's balance is destroyed.
Moreover, there have been instances of patients with infection and organ dysfunction not meeting the criteria for SIRS. Thus, the definition of SIRS has been criticized in recent years, leading to the development of the sequential organ failure assessment (SOFA) score. In 2016, SIRS was eliminated from the definition of sepsis [1] .
The SOFA score was proposed by Vincent et al. [2] in 1996. It was used to track the signs of life of patients in the intensive care unit (ICU) to determine the quantity of a person's organ function or the price of failure.
The SOFA score is primarily based on six distinctive conditions, one each for the respiratory, cardiovascular, hepatic, coagulation, renal, and neurological structures. The SOFA score provides the premise for numerous preliminary diagnoses for clinicians [3] - [6] , helps healthcare providers assess death threats due to sepsis, and can be used to predict the clinical outcome of critically ill patients [3] .
In an observational study conducted at an ICU in Belgium it was noted that during the first 96 h, regardless of the patient's preliminary SOFA scores, when the SOFA score became elevated, the mortality rate was at least 50%; it was 27-35% if the SOFA score remained unchanged, and was less than 27% if the score decreased [6] .
In February 2016, the quick SOFA (qSOFA) score was introduced as a simplified version of the SOFA score by the Sepsis-3 group. The qSOFA can identify patients at high risk of an adverse outcome resulting from infection [7] . The SIRS criteria for diagnosis of sepsis is being changed owing to their many limitations. The working group agreed that it is useless to use two or more SIRS criteria to identify sepsis [8] . Since qSOFA includes only three clinical criteria in addition to ''any altered mentation,'' instead of requiring a Glasgow Coma Scale (GCS) lower than 13, it simplifies the SOFA score appreciably.
The qSOFA can easily and quickly evaluate a patient's state. Based on these findings, qSOFA has been recommended as a simple, prompt means to detect patients who may develop sepsis by the Third International Consensus Definitions for Sepsis.
While qSOFA indicators are relatively accurate when compared to SIRS, there is room for improvement. In this paper, a deep belief network (DBN) model is proposed for the detection of patients at high risk of mortality, and its accuracy rate is demonstrated to exceed that of qSOFA and SIRS.
In recent years, various AI applications, such as speech recognition, computer vision, and natural language processing, have gradually been implemented using deep learning architecture, with impressive results [9] . Consequently, deep learning has become a prevalent technique.
Deep learning includes both unsupervised and supervised learning and is beneficial in a field requiring classification or identification. Several existing unsupervised learning algorithms have been applied to solve some industrial issues; for instance, principal component analysis [10] , [11] , the k-means algorithm [12] , and self-organizing maps [13] . Supervised learning algorithms have also performed well in engineering applications; for instance, support vector machines (SVMs) [14] , [15] , artificial neural networks (ANNs) [16] , and partial least squares (PLS) [17] . The above referenced studies indicate that machine learning can effectively solve or improve engineering problems.
There is extensive scientific literature indicating that machine learning can be effectively applied to solve fault diagnosis problems [18] . It is also feasible that machine learning can be used to diagnose human health disorders since it has already been applied to several health-related issues, including diagnoses of liver cancer, diabetes, heart failure [19] , tumor segmentation [20] , and transplant acceptance [21] .
Because AI algorithms often require large amounts of data for analysis, data collection research has also developed rapidly in recent years [22] - [26] . Some studies directly explore the methods of transmission and integration of data in hospitals, and hospital-related research associated with AI has begun to flourish [27] , [28] . Some new methods for measuring the body signals are being proposed [29] . Medicine-related engineering and scientific research has been continuously improving in recent years. Herein, we review some of the literature in the area of clinical patient status prediction.
Despite many efforts, there is clinical resistance to adopting deep learning for diagnosis owing to a perceived lack of evidence of the efficacy of the techniques. Du et al. [30] propose that a DBN can achieve better 28-day mortality prediction than several benchmark methods, by employing a publicly available electronic medical record (EMR) dataset of over 32000 ICU patients. However, the authors only used the data of 15647 patients owing to incomplete information in the records.
Over the last two years, even as the debate on the use of SIRS and qSOFA has continued, the sensitivity, specificity, and accuracy of SIRS and qSOFA results are not encouraging [31] - [33] . To find a better prediction model, machine learning algorithms can be applied, using enhanced estimation techniques to determine the patients with the highest risk of sepsis. All the available clinical and laboratory data in sepsis management are collected to fit the model. Although the analysis is too complicated for the medical decision process of a human being, machine learning can still be applied to achieve accurate results and an improved treatment strategy, leading to a decline in the mortality rates of septic patients.
The architecture of a DBN can be optimized to handle a large number of physiological signals. Since machine learning has the advantage of not requiring artificial selection of clinical variables, some clinical variables must be selected at random. A DBN is the feature extraction method of our system. After extracting the features of the clinical data of a patient using DBN, an SVM [34] is added for classification. By adding a classification structure, the diagnose system will be complete.
In our case, a DBN and SVM meet our demands. The contributions of this paper are described below:
a) The standard for estimating mortality was defined in terms of 65 clinical variables. b) A single-center retrospective study of adult ER patients admitted with infection between January 2007 and December 2013 was performed. c) A DBN structure was implemented to predict the 72-h mortality of the ER patients. Thus, manual feature extraction or data analysis is negligible. d) The proposed method demonstrates better performance than the qSOFA score or SIRS. e) A traditional machine learning random forest (RF) was implemented and compared with the DBN. The results show that although the Area under the Curve (AUC) score of the RF is better, the accuracy of predicting terminal patients was poor. It was found that the accuracy rate of the DBN is noticeably better than the RF. The remainder of this paper is organized as follows. In Section II, the 65 clinical variables are presented, with reasons for their selection. In Section III, the prediction system structure is described with an explanation of the prediction steps. Additionally, feature extraction method and the DBN algorithm are described. In Section IV, the results obtained using original patient data are analyzed to demonstrate the effectiveness of the proposed method for mortality prediction. Finally, in Section V, conclusions are presented, and topics for future research are suggested.
II. PATIENT DATA MANAGEMENT
A single-center retrospective observational study was conducted at an urban tertiary care center. Patients admitted to the ER between January 2007 and December 2013 with suspected infection (defined by collecting blood cultures and initiating antibiotics within 24 h of ER triage time) were included. The medical records of all ER patients with infection were screened from a computer database.
Patients who were under 18 years of age and patients discharged from the ER within 72 h were excluded owing to their outcomes being unknown. Some of these patients might have died within three days outside the hospital. The data quantity filtering results are displayed in Table 1 .
A. MEASUREMENT FOR SIRS AND qSOFA
Demographic data, vital signs, and laboratory results were extracted from the EMR. The patients' underlying disease and infection sites were obtained using ICD-9 coding [35] . For calculating the qSOFA and SIRS scores, the first values for each criterion measured in the ER were used.
The SIRS score included temperatures of more than 38 • C or less than 36 • C, heart rates of more than 90 beats/min, respiratory rates of more than 20 breaths/min, and abnormal white blood cell counts (greater than 12 × 109/µL or less than 4 × 109/µL or greater than 10% immature (bands) forms). One point was assigned for each of the above conditions, and the score ranged from 0 to 4 [36] .
The qSOFA score included systolic blood pressures of less than or equal to 100 mmHg, respiratory rates greater than or equal to 22/min, and GCS scores of less than or equal to 13. One point was assigned for each of the above conditions, and the score ranged from 0 to 3 [37] .
The GCS includes three conclusion checkpoints, eye opening (GCSE), verbal response (GCSV), and motor response (GCSM). The GCS score calculation is shown in Table 2 .
Septic shock is defined as ''sepsis-induced hypotension persisting despite fluid resuscitation'' [38] . Hypotension is described as a systolic blood pressure lower than 90 mmHg, average blood pressure less than 60, or a decrease in systolic blood pressure greater than 40 mmHg from the beginning, despite resuscitation with adequate volume, in the absence of another cause of hypotension [39] .
The area under the receiver operating characteristic (ROC) was calculated for qSOFA and SIRS, to compare their ability to predict 72-h mortality. Multivariate Cox regression analysis was used to adjust for variables including age, sex, septic shock, and comorbidities; p values lower than 0.05 were considered statistically insignificant.
B. MEASUREMENT FOR DEEP BELIEF NETWORK
In our datasets, 273 clinical variables were extracted from the EMR. However, excessive high-dimensional data is inimical for deep learning. High-dimensional data contains more information and thus increases the learning time of deep learning networks. In this study, suitable clinical variables were selected through clinical expertise to facilitate deep learning training. Although one can use all the available dimensions to conduct deep learning training, only specific dimensions were used in this paper. Subsequently, 65 clinical variables were extracted from the datasets.
The extracted clinical variables can be divided into three categories, demographic data, vital signs, and laboratory results. The clinical variables include blood pressure, triage, GCS, white blood cell count (WBC), hemoglobin (Hb), segment (Seg), lymphocyte (Lymph), prothrombin time (PT), prothrombin time international normalize ratio (PT-INR), blood urea nitrogen (BUN), creatinine (Cr), bilirubin (Bil), glutamic-pyruvic transaminase (AST), alanine aminotransferase (ALT), troponin I, pondus hydrogenii (pH), hydrogen carbonate ion (HCO3), atypical lymphocyte, promyelocyte, metamyelocyte, myelocyte, sodium ion (Na), potassium ion (K), albumin, sugar, red cell distribution width standard deviation (RDW-SD), mean corpuscular volume (MCV), red cell distribution width coefficient of variation (RDW-CV), bass excess (BE), mean corpuscular hemoglobin (MCH), mean corpuscular hemoglobin concentration (MCHC), mean arterial pressure (MAP), temperature, heart rate, SIRS, age, sex, qSOFA, systolic blood pressure (SBP), respiratory rate (RR), septic shock, liver cirrhosis, diabetes mellitus (DM), chronic renal failure (CRF), congestive heart failure (CHF), cerebral vascular accident (CVA), solid tumor, respiratory infection, urinary tract infection, soft tissue infection, intra-abdominal infection, other inflection, bacteremia, and antibiotic used within 24 h. The 65 clinical variables are listed in Table 3 .
After extraction, the value of the datasets must be normalized between 0 and 1 by min-max normalization. The following equation illustrates the normalization of the verification data:
where x = (x 1 , . . . , x n ) and z i is now the i th normalized data. Through DBN architecture, effective data features are extracted to help conduct patient risk assessments. The introduced 65 clinical variables will be the input of the DBN.
III. METHODS
The SIRS and qSOFA methods will be compared to those of the proposed algorithm. The calculation of SIRS and qSOFA scores will be discussed in this section. A DBN is a generative graphical model in machine learning. It is also known as a classical deep learning structure. It is composed of multiple layers of hidden units with connections between each layer [40] . When a DBN is trained in an unsupervised case, it can probabilistically reconstruct its inputs. The layers then act as feature extractions. After this feature extraction step, the DBN can be trained with supervised learning and solve classification problems [41] . A DBN can be viewed as a simple configuration of unsupervised networks, such as restricted Boltzmann machines (RBMs) or an autoencoder [42] , where each hidden layer serves as the visible layer for the next. Our proposed DBN is composed of RBMs.
A. SIRS and qSOFA
When calculating the SIRS score, the following clinical variables must be checked: a) Fever over 38.0 • C or hypothermia less than 36.0 • C b) Tachycardia more than 90 beats/min Every measurement condition will assign one point to the SIRS score and provide a score range of 0 to 4. A score of 1 indicates that the patient does not have SIRS; a score of 2 indicates that the patient has mild SIRS; a score of 3 indicates that the patient has moderate SIRS; a score of 4 indicates that the patient has severe SIRS. Clinically, the focus is on patients with SIRS scores of at least 2.
While calculating the qSOFA score, the following clinical variables are measured: a) Respiratory rate of greater than or equal to 22/min b) Systolic blood pressure that is less than or equal to 100 mmHg c) A GCS score that is less than or equal to 13 Every measurement condition will assign one point to the qSOFA score, generating a score range from 0 to 3. If the qSOFA score is 0, it indicates that the chance of getting sepsis is less than 1%; a qSOFA score of 1 indicates that the chance of getting sepsis is 2-3%; a qSOFA score greater than or equal to 2 indicates that the chance of getting sepsis is greater than 10%. Clinically, the focus is on patients with SIRS scores of at least 2.
For both SIRS and qSOFA, the distribution of probability discrimination is too simple and difficult to interpret. It is also expensive for a hospital to observe patients with high SIRS or qSOFA scores. However, patients with high scores are not automatically in high-risk groups. A low ROC score is also common to both indicators. In the following section, a deep learning method is introduced that can solve the problem of low ROC scores and enable hospitals to reduce health care costs.
B. DEEP BELIEF NETWORK
DBN is stacked by RBM. RBM is shaped by an input layer and a hidden layer. It is an undirected, generative energybased model. It is also an unsupervised training structure that starts with the lowest level and applies a contrast divergence to each subnetwork. RBMs have been applied in feature learning [43] , dimensionality reduction [44] , collaborative filtering [45] , classification [46] , and topic modeling. Depending on the assignment, they can receive supervised or unsupervised method training.
A standard type of RBM includes binary hidden units and visible units and is composed of a weights matrix [47] . Thus, the energy of a configuration (u, h) is defined as follows:
where u denotes a visible unit, h denotes a hidden unit, b denotes a bias, x denotes a weight, and ω (i, j) denotes a matrix of weights. In matrix notation, it is defined as follows:
Probability distributions over hidden and visible vectors are defined in terms of the energy function as
where s denotes a partition function defined as the sum of e −E(s,h) over all possible configurations. Similarly, the probability of a visible vector of binary-value is the sum over all possible hidden layer configurations as follows:
For n hidden units and m visible units, the conditional probability of a configuration of the visible units u, given a configuration of the hidden units h, is
Conversely, the conditional probability of h given v is
The individual activation probabilities are given as follows:
where σ denotes the logistic sigmoid, defined as
Even if the hidden units are binary values, the visible units of an RBM can be multinomial. This type of network design method enables RBMs to process signals other than binary signals, which in turn allows the clinical variables to be used as the RBM input signal. RBMs are trained to maximize the product of probabilities assigned to training the visible vector V, given by (11), or equivalently, to maximize the expected log probability of a training sample v selected randomly from V , given by (12) .
arg max
The algorithm used to train RBMs is used in gradient descent techniques to calculate weight updates and to perform Gibbs sampling. The proposed algorithm is the contrastive divergence algorithm developed initially by Hinton for training a product of an expert model [48] , [49] .
A DBN is known as a probabilistic generative model. Compared with the neural networks of traditional discriminative models, the generative model establishes the joint distribution between observation data and labels. A regular DBN structure, as shown in Fig. 1 , includes a number of RBM layers. These networks are restricted to a hidden layer and a visible layer. There is a connection between layers, but not between the elements within the layers. By training hidden layer units, the correlation of high-order statics displayed in visible layers can be captured. Through the dimensional transformation of the layer-by-layer RBM, the neural network can extract essential features without hand-craft. Without hand-craft, extraction features can remove some of the artificial subjective awareness. Neural networks can selflearn and calculate the joint probability distribution density between features. The resulting extracted features can be used as classifiers for learning.
During neural network training, Hinton used a layerby-layer unsupervised approach to learning parameters. As shown in Fig. 1 , we first use data vector u, and the first hidden layer is used as an RBM to train the parameters of this RBM; then these RBM parameters are fixed. Consider h 1 as a visible vector and h 2 as a hidden vector. Train a second RBM to obtain its parameters, and then fix these parameters to train the RBM formed by h 2 and h 3 . The mathematical expression is as follows:
In the design of a DBN, the following concept should be adhered to: if the loss does not meet the experiment result, it will be necessary to increase the number of layers or the neurons of the layers. On the other hand, if the result shows overfitting, it will be necessary to reduce the number of layers or the neurons of layers.
After tuning the neural network in most of the experimental results, the DBN architecture generally has four RBMs stacked together, as shown in Fig. 2 . The first RBM has 1000 neurons, the second RBM has 500 neurons, the third RBM has 250 neurons, and the fourth RBM has 3 neurons. The results of this experiment are discussed and analyzed in the next section.
The electronic health records usually include several types of static, temporal, illness, and laboratory data. The traditional approach depends on a domain expert to specify clinical variables. The feature space of a manual definition may lose the capability to discover novel patterns and features. However, deep learning approaches for feature selection can address these shortcomings. The DBN model, using unsupervised learning, automatically identifies the dependencies of the clinical data and generalizes a compact representation. Furthermore, the homogeneous representation layer of the DBN is composed of joint clinical factors. The high-dimensional mixed-type EMR raw data can be extracted in the same vector space and be understood by the machine.
C. SUPPORT VECTOR MACHINE
In this work, an SVM is used as a classification to decide whether the patient will survive. It is added after the DBN to classify the three features that have been extracted by the DBN.
An SVM can be applied to both linear and nonlinear data. The SVM works by converting original data into a highdimensional representation, from which the super vectors can be used in the training data set to find the hyperplane for categorizing the data. An SVM is mainly used to identify the hyperplane with the largest margin, that is, the maximum marginal hyperplane, owing to its higher classification accuracy.
An SVM constructs a multidimensional hyperplane to classify data points. This hyperplane is a classification boundary. Intuitively, a useful classification boundary is farther away from the nearest training data point.
A schematic diagram of an SVM is shown in Fig. 3 . The green line shows the classification boundary. The distance between the nearest training data point and the classification boundary is called the margin.
In recent years, sub-gradient descent [50] or coordinate descent [51] is used to find the best solution for an SVM. Both techniques have been shown to have significant advantages VOLUME 6, 2018 when dealing with large sparse data sets. In this work, the subgradient descent was used to obtain the most significant margin of the SVM. The equation is as follows:
where f denotes the convex function of a and b. The advantage of this method is that the number of iterations does not increase or decrease with the number n of data points.
D. RANDOM FOREST REGRESSION
RFs are a commonly used method in the field of statistics and machine learning, and are a combination of multiple regression trees. A decision tree is a combination of decisions. The RFs in this paper are built from a regression tree using the classification and regression tree (CART) algorithm. The rest of the section introduces the development of RFs. The growth of a regression tree is a continuous binary segmentation on each node until a stop condition is reached. At each node, input factors are judged and the best segmentation factor is selected. The partitioning criterion adopted by the regression tree is to minimize the sum of squares [52] .
Suppose there are N data points x ip , y ip , where x denotes the input factor, y denotes the predicted value, and p denotes the number of factors per data point. Select the input factor j and use s as the split point. When x is greater than s, put the data into the R 1 area. When x is less than or equal tos, put the data into the R 2 area. The constants C 1 and C 2 are returned by R 1 and R 2 as the average of the predicted values for the region:
After dividing the data, calculate the input factor j by s as the sum of the squared differences of the points:
To find the best split point, the sum of the squared differences of all split point combinations is calculated. Finally, the combination of the sum of the least squared differences is the best split point combination. RF regression is a holistic learning method. The concept of a holistic learning approach is to expose multiple basic models through varied executions of basic algorithms. Then, each basic model prediction result is organized into a consistent output decision. The result has better performance than single-model predictions.
The mechanism of RFs is to use the unpruned regression tree and randomly select both the sample data and the input factors. The sampling mechanism of RFs in this paper is bagging [53] . After the forest construction is completed, the calculated regression value is the average of all decision tree prediction values. 
IV. EXPERIMENT
The experimental dataset contains 40,229 surviving patients and 1991 deceased patients. The dataset will be the input layer of the DBN, after normalizing.
For the neural network training, data must be divided into training data (70%) and test data (30%). This is to ensure that the neural network did not cause excessive overfitting.
After unsupervised learning, a set of features with pertinent information is obtained. Finally, a vector of three, as shown in Fig. 2 emerges. However, the distribution of these features is visualized in order to determine whether the DBN can be used to classify data on death and survival, the only two features that are distinctly distributed, as shown in Fig. 4 .
As seen in the figure, the vector of survival and death can be noticeably divided by the DBN. Thus, the DBN delivers exceptional performance in extracting the features of clinical variables. Through the DBN, a set of three-dimension features that can replace the 65 clinical variables is obtained.
For comparison, the SIRS value and qSOFA values are also calculated, as shown in Tables 4 and 5 . The SIRS and qSOFA classification systems are used to calculate the number of surviving patients and the number of deaths.
Determination of mortality using qSOFA was more significant compared with SIRS for the 72-h mortality prediction. The sensitivity and accuracy of qSOFA when qSOFA was equal to 2 was 0.43 and 0.90, respectively. The sensitivity and accuracy of SIRS when the SIRS score was equal to 2 was 0.72 and 0.44, respectively.
The ROC curve is drawn based on the most discriminating features of the DBN along with the ROC curves of SIRS, qSOFA and RF, as shown in Fig. 5 . The ROC score of the DBN is 0.87; the ROC score of the RF is 0.91; the ROC score of qSOFA is 0.77; the ROC score of SIRS is 0.62. The DBN demonstrates better performance with only one feature used. Using all three features of the DBN would offer better accuracy. Among the other methods, the RF has the highest ROC score. On the other hand, even if all the features extracted by the DBN are included, the performance of the DBN will only be affected at the classification step and not in the ROC curve since the DBN is only using one feature to draw the ROC curve.
To calculate the classification accuracy of the DBN, an SVM is added after the DBN. The three features of the DBN are classified into survivors and non-survivors. After addition of the SVM, an accuracy of 92.98% is attained. If the SIRS score and qSOFA score are greater than two, it indicates a high risk of death. The accuracies of the DBN, SIRS, and qSOFA are compared, as shown in Table 6 and Fig. 6 . For diagnosing survivors, the DBN has an accuracy of 93%, RF has an accuracy of 98.41%, SIRS has an accuracy of 45.82%, and qSOFA has an accuracy of 91.75%. For diagnosing non-survivors, DBN has an accuracy of 92.96%, RF has an accuracy of 58.29%, SIRS has an accuracy of 48.91%, and qSOFA has an accuracy of 41.2%. The aggregate diagnosis accuracy of DBN is 93%, while those of SIRS and qSOFA are 45.97% and 89.37%, respectively.
Although the RF has an impressive performance for the ROC curve, the accuracy rate of mortality prediction of nonsurvivors is poor. The classification characteristics of the RF cannot be used in the death group data. The RF can be used to assess the importance of each feature. The top five features based on their importance are shown in Table 7 .
In Table 7 , there are two features that are correlated with blood pressure-septic shock and mean arterial pressure. This result is medically identifiable. For septic patients, low blood pressure or a sudden drop indicates a dangerous phase. The definition of sepsis is also related to blood pressure. Although the results of RF predictions of death are not ideal, RFs choose critical biochemical indicators when selecting important features. In contrast, when a DBN is used to make predictions, the features considered as important by the DBN are obscure, though we can attain a higher accuracy rate. Although RFs yield poor classification results, the results of the selection characteristics are reasonable.
V. CONCLUSION
To prove the validity of the proposed method, we compared our methods with SIRS and qSOFA, which have been used by clinicians in the past.
As shown in Fig. 4 , we used a DBN to divide the features of survivors and non-survivors and proved that a DBN could be a better feature extractor for clinical variables.
We compared the ROC curve to prove that a DBN and multidimensional data are better methods of predicting the 72-h mortality of ER septic patients. Using one feature VOLUME 6, 2018 of a DBN yielded a higher ROC accuracy rate than for SIRS or qSOFA.
The diagnosis accuracy was 93% when the SVM is added to follow after the DBN. After extracting all three features and a classifier, the DBN diagnosis system was complete. Comparing the accuracy of the methods, as shown in Table 6 , the accuracy of DBN was evidently higher than those of SIRS and qSOFA.
In this study, we proved that using a large amount of data with a DBN is a more accurate way of predicting the 72-h mortality of septic patients in the ER. Though the DBN needs a higher number of clinical variables, the accuracy of its results is worth the effort invested, and it can aid clinicians in effectively determining the probability of patient death. Such technology can reduce misallocation of medical resources by helping medical staff reduce the number of patients who need to be kept under observation.
Such a prediction system can help the clinician to promptly determine the patient's condition. Compared with SIRS or qSOFA, a probability prediction value is easier to judge than the quantized value. If a new patient has a very high risk of death, the clinician can perform essential medical treatment immediately. Such a mechanism could also be used to decide if the patient can be discharged. If the patient's chance of mortality within 72 h is very high, the clinician would judge that the patient cannot be discharged.
In future research, we intend to attempt more deep learning network architectures to increase the prediction accuracy. We hope that we can use deep neural networks to predict other diseases in the near future. Using deep learning methods, we aspire to improve the distribution of medical resources in hospitals as well as the efficacy of the medical care provided. 
