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ABSTRACT
One of the essential features of financial time series data is volatility. It is often
the case that, over time, structural changes occur in volatility, and an accurate es-
timation of the volatility of financial time series requires careful identification of the
change-points. A common approach to modeling the volatility of time series data
is based on the well-known Generalized Autoregressive Conditional Heteroscedastic
(GARCH) model. Although the problem of change-point estimation of volatility dy-
namics derived from the GARCH model has been considered in the literature, these
approaches rely on parametric assumptions of the conditional error distribution, which
are frequently violated in financial time series. This misspecification of error distribu-
tion may lead to change-point detection inaccuracies, resulting in unreliable GARCH
volatility estimates. In this dissertation, we introduce novel change-point detection
algorithms based on a semiparametric GARCH model. The proposed semiparametric
GARCH model retains the structural advantages of the GARCH process while incor-
porating the flexibility of nonparametric conditional error distribution. Consequently,
the likelihood function and the corresponding volatility estimates obtained via this
vii
semiparametric approach are more accurate than the traditional Quasi-Maximum
Likelihood Estimation (QMLE) method that relies on an assumed parametric error
distribution.
The main objective of the change-point estimation problem is to detect the exact
number and locations of the change-points. This dissertation proposes an innovative
semiparametric GARCH process in developing solutions for change-point estimation
problems. Specifically, a penalized likelihood approach based on a semiparametric
GARCH model and an efficient binary segmentation algorithm is developed to esti-
mate the change points’ locations. The results demonstrate that in terms of change-
point identification and estimation accuracy for multiple GARCH process variations,
the proposed semiparametric method outperforms the commonly used approaches to
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In many applications, observations are collected over time. When the sample size of
a time series data set increases, it is more likely for the statistical properties of the
data to change, including means, variances, and/or parameters in distributions. This
phenomenon, which is termed the change-point problem or the break-point problem,
has recently attracted increased attention from researchers. A change-point refers to
the boundary time-point that divides the whole data set into separate segments with
dissimilar statistical structures. Indeed, this change-point problem is common in a
broad range of disciplines, such as finance (Dias et al. 2004, Cho and Fryzlewicz 2015),
geology (Gupta and Chen, 1996), biomedical science (Venkatraman and Olshen, 2007,
Snijders et al., 2001), climate data analysis (Reeves et al. 2007, Bates et al. 2012),
audio analysis (Gillet et al., 2007), and oceanography (Killick et al., 2010).
In financial time series, abrupt structural breaks are frequently due to character-
istics of large sample sizes. Sudden increases in volatility exist at different points in
a series of financial observations. Volatility is usually defined by conditional variance
between asset returns. Volatility is a commonly employed metric in a wide range of
applications, such as options pricing, risk management, and predicting directions in
future markets. Therefore, precise volatility models are crucially important in econ-
omy and finance, and a thorough understanding of changes in volatility can assist
researchers and investors to establish better models with higher accuracy.
In this dissertation, we briefly discuss volatility modeling techniques and develop
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an innovative volatility model in a semiparametric manner. We also apply this semi-
parametric model to address the change-point problem, and compare the simulation
performance between our semiparametric method and other common volatility models
in change-point identification and estimation.
1.1 Underlying Models and Methodology of Change-Point
Detection
The primary objective of the change-point issue in this dissertation is to estimate the
exact number and locations of change-points (i.e., estimation problem). A large body
of knowledge exists about both theoretical and practical strategies for change-point
inference, including hypothesis testing, such as likelihood ratio test, cumulative sum
(CUSUM) test, Bayesian methods and penalized/constrained likelihood optimization.
In this section, we provide a general overview of the underlying models and method-
ologies in change-points detection. Additional details of comparisons of change-point
methods are given in Chen and Gupta (2011); Eckley et al. (2011).
The method of hypothesis testing constitutes a prominent technique to address
the existence of change-points. As a popular test statistic, the likelihood ratio statis-
tic of change-points has been analyzed by a large body of extant literature at the
mean (Yao and Davis 1986, Srivastava and Worsley 1986, James et al. 1992) and the
variance level (Chen and Gupta 1997, Kucharczyk et al. 2018). Specifically, Sen and
Srivastava (1975) investigated both exact and asymptotic distributions of test statis-
tics when detecting a single change-point at the sequence mean level. Subsequently,
Srivastava and Worsley (1986) generalized the distribution of test statistics to multi-
ple change-points in the multivariate sector. Focusing on financial time series, Davis
et al. (1995) proved that the likelihood ratio test statistic of the Gaussian quasi-
likelihood autoregressive model converges into a Gumbel extreme value distribution
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under finite fourth-moments assumptions. However, in the case of an extreme value
limit, this convergence rate can be markedly slow (Hall, 1979). Aue and Horváth
(2013) recommended that resampling and bootstrapping methods, other than the-
oretical methods, are strong choices with superior simulation results in hypothesis
testing. Kokoszka et al. (2002) designed both asymptotic and bootstrap likelihood
ratio tests to detect the existence of change-points in volatility estimated by GARCH
models.
For a Bayesian analysis in change-point inference, the initial idea from a Bayesian
point of view to solve the change-point issue is proposed by Chernoff and Zacks (1964)
and they considered the problem of mean change for a priori uniform distribution in
Bayesian estimator. In the recent decades, Barry and Hartigan (1992, 1993) developed
the Bayesian methodology of product partition model to detect change-points. This
can be extended to solve related change-point problems, for instance, subsequent
analysis on Bayesian approach is to estimate the posterior distribution with unknown
sequence of change-points in Markov chain Monte Carlo (MCMC) methods (Lavielle
and Lebarbier, 2001).
Apart from Bayesian methods, another popular category of methods to solve the
estimation problem of change-points, which is detecting the number and positions
of break-points, is to view this as a model selection problem involving the trade-off
between model complexity and the resulting performance of the model. Therefore,
one general approach is to define a cost function for segmentation (Braun et al., 2000,
Zhang and Siegmund, 2007, Killick et al., 2012), such that both the number and
positions of change-points are decided by minimizing the penalized (Lee, 1995) or
constrained cost function (Braun and Muller, 1998). Other approaches to change-
point detection, such as minimum description length (Davis et al., 2006), have been
described in detail, see Eckley et al. (2011). Here, we focus on applying the penalized
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function to detect change-points, and discuss details in Chapter 4.
A widely utilized cost function is twice the negative log-likelihood mentioned in
the change-point literature (Haynes et al., 2014, Chen and Gupta, 2011, Fotopoulos
et al., 2010). Consequently, accurate estimation of the likelihood of financial models
is critical, and we will review volatility models in financial time series in the following
sections.
1.2 Properties of Financial Time Series
Financial time series refers to the quantitative amount, such as returns and prices,
measured sequentially during a period of time in a financial market. In a broad sense,
a financial market comprises a bond market, a stock market, a commodity market,
and an exchange market. Well-known examples of financial time series include major
stock market indexes, such as the S&P 500, the Dow Jones Industrial Average, and
the NASDAQ Composite.
The key item analyzed in a financial market is usually returns of assets. There are
several ways to define returns of assets, among which simple return and log return are




Pt is the price of the selected asset at time t. The continuously compounded return
or the log return rt is defined by rt = ln
Pt
Pt−1
. The simple returns and log returns
of selected stock market indexes in recent decades are given in Fig. 1·1 and Fig. 1·2.
The three stock market indexes are the daily S&P 500 index (from Dec. 30, 1927 to
Feb. 29, 2021), the Dow Jones Industrial Average (from Jan. 02, 1992 to Feb. 29,
2021), and the NASDAQ Composite (from Feb. 05, 1971 to Feb. 29, 2021).
There are two primary reasons for researchers and investors to analyze returns
instead of prices (Campbell et al., 1997). Firstly, return constitutes a scale-free sum-
mary of the financial indexes. Secondly, and importantly, returns satisfy a series of
5
Figure 1·1: Simple returns of daily financial time series.
statistical properties, and thus are easier to analyze and apply in both theory and ap-
plication of financial time series. We will review the properties of financial time series
in this section. However, prior to introducing properties of returns, we will review
moments of random variables to better understand properties in the later part.
For a continuous random variable X, the l-th moment m
′








where E means expectation; and f(x) is the probability density function (pdf ) of X.
The first moment of a continuous random variable, i.e., m
′
1 = E(X) = µx, is called
mean or expectation. Expectation measures the central location of random variable
X. Provided by the mean µx of a random variable, we can define the l-th central
6
Figure 1·2: Log returns of daily financial time series.
moment as follows:




The second central moment σ2x is called variance, which indicates the variability
of random variable X. The positive square root of variance is called the standard
deviation of X with notation σx.





The amount of skewness represents the symmetry of the random variable with respect
to its expectation.
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The normalized fourth central moment of X is called kurtosis (Pearson, 1905),





Kurtosis characterizes the tail thickness of the distribution. A normal distribution has
the kurtosis K(x) = 3, and K(x)−3 is defined as excess kurtosis. If the excess kurtosis
of a random variable X is greater than zero, then this distribution has heavy tails and
is said to be leptokurtic. The rate of the tails reaching zero in leptokurtic distributions
is slower than that of a normal distribution, which indicates the existence of more
outliers in leptokurtic distributions. Student’s t-distribution, Laplace distribution,
exponential distribution, Poisson distribution, and logistic distribution are typical
leptokurtic distributions with fatter tails than a normal distribution. On the other
hand, a distribution with negative excess kurtosis, i.e., K(x) < 3, has thinner tails
than a normal distribution, and this kind of distribution is platykurtic.
























The sample skewness Ŝ(x) and sample excess kurtosis K̂(x)− 3 follow an asymptotic
normal distribution with zero mean and 6/n and 24/n variance, respectively (Wal-
lenstein et al., 1980). Given these asymptotic properties, we can test the normality
of asset returns r1, r2, ..., rn.
Assume the null hypothesis as a symmetric distribution, i.e., H0 : S(r) = 0, and
the alternative hypothesis as an asymmetric distribution, i.e., Ha : S(r) 6= 0. The
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test statistic of this hypothesis is:




The test of excess kurtosis is similar to the previous case with H0 : K(r) = 3 and
Ha : K(r) 6= 3. The test statistic of heavy tails is:




The null hypothesis is rejected if the p-value of the test statistic is less than α, where
α is the significance level.
Jarque and Bera (1987) proposed the JB statistic to test the normality of returns









The JB statistic follows an asymptotic chi-square distribution with two degrees of
freedom. If the p-value is less than the supposed α, the normality of asset returns is
rejected.
Table 1.1 presents descriptive statistics for daily simple and log returns of selected
indexes and stocks. The three stock market indexes are the daily S&P 500 index (from
Dec. 30, 1927 to Feb. 29, 2021), the Dow Jones Industrial Average (from Jan. 02,
1992 to Feb. 29, 2021), and the NASDAQ Composite (from Feb. 05, 1971 to Feb. 29,
2021). The selected stocks are IBM (from Jan. 02, 1962 to Feb. 29, 2021), Microsoft
(from Mar. 13, 1986 to Feb. 29, 2021), and Intel (from Mar. 17, 1980 to Feb. 29,
2021). In the table 1.1, it can be seen that skewness is always positive for daily simple
returns and always negative for daily log returns. Values of skewness different from
zero indicate that the distributions of these selected indexes and stocks tend to be
asymmetric. Moreover, excess kurtosis of both daily simple returns and daily log
9
Table 1.1: Descriptive statistics for daily simple and log returns of
selected indexes and stocks.
Name Size Mean SD Skewness Excess Minimum Maximum
Kurtosis
Daily Simple Returns
DJIA 7324 -0.02434 1.12722 0.68 14.15 -10.21 14.85
IBM 14871 -0.01508 1.60480 0.72 16.51 -11.63 30.75
Intel 10306 -0.02252 2.54107 0.69 8.16 -20.87 28.26
Microsoft 8792 -0.07023 2.17292 1.23 24.39 -16.36 43.09
NASDAQ 12606 -0.03078 1.25700 0.62 10.74 -12.41 14.05
S&P 500 23380 -0.01564 1.20578 0.88 22.32 -14.24 25.73
Daily Log Returns
DJIA 7324 0.00031 0.01124 -0.42 13.33 -0.14 0.11
IBM 14871 0.00028 0.01599 -0.34 12.34 -0.27 0.12
Intel 10306 0.00055 0.02527 -0.35 6.75 -0.25 0.23
Microsoft 8792 0.00094 0.02156 -0.59 15.09 -0.36 0.18
NASDAQ 12606 0.00039 0.01254 -0.39 10.37 -0.13 0.13
S&P 500 23380 0.00023 0.01201 -0.48 19.10 -0.23 0.15
returns is greater than three, which suggests that selected daily returns likely follow
a non-Gaussian distribution.
In addition to descriptive statistics given in Table 1.1, we also present histograms
of selected daily log returns to confirm that financial returns tend to follow a non-
Gaussian distribution. The selected indexes and stocks are S&P 500, Dow Jones, IBM,
and Intel. In Figure 1·3, these histograms demonstrate that these distributions are
slightly asymmetric, with fatter tails than a normal distribution, which indicates that
the empirical conditional distribution generally follows a non-Gaussian distribution.
In summary, two main features of financial time series are heavy tails and asym-
metry. Heavy tails indicate that the tails of distributions are fatter than those of a
Gaussian distribution. Indeed, this can be proven by positive excess kurtosis. An
asymmetric distribution is the same as a skewed distribution. If the distribution is
asymmetric and leptokurtic, then this distribution can be regarded as a non-Gaussian
distribution. Apart from these two properties, the third property is called volatil-
ity clustering proposed by Mandelbrot (1997). We will describe both volatility and
10
Figure 1·3: Histograms of daily log returns
volatility clustering in the next section.
1.3 Volatility
1.3.1 Introduction to Volatility
Volatility is an essential statistical measurement of returns dispersion. It is usually
defined by standard deviation between returns in a financial market. Volatility makes
a significant contribution to manifold financial applications. For example, in the
application of options trading, volatility is integrally involved in the procedure of
pricing call options. A call option is a type of contract that grants holders the right
(instead of the obligation) to purchase financial assets or instruments on a specific
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date. The buyer who holds the call option makes profits when the price of the owned
underlying asset rises during a period of time prior to maturity. The design of the
price of call options is attractive to investors, and the most famous Black-Scholes












and d2 = d1 − σt
√
t,
where C is the call option price; St is the current price of the specific stock; K is
the strike price; r is the risk-free interest rate; t is the time to maturity; and Φ is
the cumulative distribution function of the standard Gaussian distribution. In this
formula, σt is the conditional standard deviation of the log returns, which also stands
for the volatility term. From this example, it can be found that the amount of σt
influences the call option price to a large extent, and thus volatility is highly important
in options trading.
In addition, higher volatility means increased risk, and thus precise estimation
of volatility is essential in risk management. Risk management is the process of an-
alyzing and allocating financial investments to avoid losses from financial risks for
investors and portfolio managers. Financial risks involve credit risks, operational
risks, and market risks. In a financial market, it is possible for price to move dra-
matically, and this severe fluctuation of price will normally lead to profound results
in the market. For example, a stock market crash occurred in October 1987, and this
rapid and steep decline of stock prices strongly impacted almost all of the major stock
markets globally. Indeed, in terms of risk management, researchers and investors are
highly concerned about the serious impact of extreme price movements. Value at
risk (VaR) is a prominent metric utilized in risk management, whose calculation con-
tains the term “volatility”. Therefore, volatility is also a crucial dimension from the
12
perspective of risk management.
Figure 1·4: Historical time series of VIX in last 10 years
Volatility is also one of the important indexes used to predict the direction of future
markets. This index, called VIX, stands for the Chicago Board Options Exchange’s
(CBOE) Volatility Index. The VIX measures expectation of volatility, and is derived















where r is the risk-free interest rate; τ is 30 days (the number of average days in a
month); F is the 30-day forward price on the S & P 500; and P (K) and C(K) are the
put and call price, respectively, with strike K and 30 days to maturity. This index
provides the prediction of volatility in a short-term market from the perspective of
investors. Overall, the VIX begins to increase during periods of financial stress, and
decreases when investors are confident of market development. A historical time series
plot of VIX in last 10 years, from Feb. 2011 to Feb. 2021, is shown in Figure 1·4.
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It can be seen that the value of VIX is relatively large when the market is unstable.
For example, when the COVID-19 pandemic began to spread globally in March 2020,
the volume of VIX rose to 80, which is the largest level in the last 10 years. As a
consequence, it is necessary to analyze and establish accurate volatility models due
to the important position of volatility in financial markets.
1.3.2 Properties of Volatility
Good volatility models should be able to capture the features of financial time series.
Researchers have summarized several stylized features of volatility, and we will dis-
cuss these properties in this section. The first feature is volatility clustering proposed
by Mandelbrot (1997). Volatility clustering implies the tendency that large changes
are always followed by large changes, and small changes are always followed by sta-
ble variability. This property can be observed directly from time series plots. For
instance, in Figure 1·4, clusters are obvious, in that VIX continues to be higher than
usual after the abrupt increase around the beginning of the year 2020.
Secondly, volatility tends to fluctuate within a certain range, instead of diverg-
ing to infinity, indicating that volatility is stationary. For example, VIX always
approaches the horizontal axis after varying for a period of time in Figure 1·4.
The third property of volatility is leverage proposed by Black and Cox (1976).
Leverage means that volatility reacts more to positive price changes than to negative
price changes. Leverage suggests asymmetry in volatility, and a negative correlation
between returns and volatility. In Figure 1·1, the time series plot of daily simple
returns of the Dow Jones Industrial Average exhibits this leverage property. In ap-
proximately 2008, the volume of volatility was large, and volatility reacted much more
strongly to price decreases than to price increases.
Leptokurtic and asymmetric conditional distributions, volatility clustering, sta-
tionary processes, and leverage effects are key characteristics of financial time series
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in statistical analysis. Quantitatively modeling should incorporate these character-
istics as much as possible. Some of the most popular volatility models are referred
to as conditional heteroscedastic models. We will review popular conditional het-
eroscedastic models, and introduce an innovative method to model volatilities, in
Chapter 4.
1.4 Dissertation Structure
The structure of this dissertation is organized as follows. In Chapter 2, we will pro-
vide a brief overview of several popular conditional heteroscedastic models, including
the Autoregressive Conditional Heteroskedasticity (ARCH) model, the Generalized
ARCH (GARCH) model, and other popular derived GARCH models. We will also
discuss their basic properties to better understand these models. Chapter 3 intro-
duces an innovative method to volatility estimation. This approach applies Semi-
parametric Maximum Likelihood Estimation (SMLE) to achieve estimators of the
GARCH process. This semiparametric estimator possesses the properties of consis-
tency and asymptotic normality, with the same variance-covariance matrix as that of
the true maximum likelihood estimation. Simulation results demonstrate the superi-
ority of the semiparametric estimate compared to the parametric estimate. Chapter
4 reviews common change-point detection estimation methods through minimizing
the penalized cost function, in which the cost function is usually twice the negative
log-likelihood. Both semiparametric and parametric likelihoods are included in the
procedure of estimating the quantity and locations of change-points under different
residual distributions, sample sizes, and change-point locations. Chapter 5 is about
the extensions and conclusions. We summarize the results of the dissertation, and





The objective of this chapter is to discuss statistical approaches for modeling volatility
in financial time series. These models that capture the properties of volatility are re-
ferred to as conditional heteroscedastic models. The most important conditional het-
eroscedastic models are the autoregressive conditional heteroscedastic (ARCH) model
(Engle, 1982) and the generalized ARCH (GARCH) model (Bollerslev, 1986). Based
on GARCH models, other derivatives are proposed, such as the exponential gener-
alized autoregressive conditional heteroskedastic (EGARCH) model (Nelson, 1991),
the Glosten-Jagannathan-Runkle GARCH (GJR-GARCH) model (Glosten et al.,
1993), the conditional heteroscedastic autoregressive moving average (CHARMA)
model (Tsay, 1987), the random coefficient autoregressive (RCA) model (Nicholls
and Quinn, 2012), etc.
Suppose that rt is the log return of an asset at time t. In general conditional
heteroscedastic models, the conditional mean µt and variance σ
2
t of rt are defined as:
µt = E(rt|Ft−1), (2.1)
and
σ2t = V ar(rt|Ft−1) = V ar(yt|Ft−1) (2.2)
= E(y2t |Ft−1) = E[(rt − µt)2|Ft−1], (2.3)
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where yt = rt − µt is called an innovation. Ft−1 represents all of the information
available at time t − 1. For example, Ft−1 can be the values of return and volatility
from time 1 to time t− 1. Since it is possible that correlations exist in returns rt, we
utilize a stationary autoregressive–moving-average (ARMA) model to capture these
correlations. The ARMA(p,q) model is in the following form:
rt = µt + yt, (2.4)







where p, q ≥ 0. Because the estimation of volatility σ2t is the core here, the conditional
mean µt is assumed to be zero in this discussion, and thus yt = rt. We will briefly
summarize several popular time series models for volatility σ2t in this chapter.
2.1 ARCH Models
The first systematic model to estimate volatility is the autoregressive conditional
heteroscedasticity (ARCH) model proposed by Engle (1982). This ARCH model is
established on the idea that the return rt is serially uncorrelated, but dependent,
where the conditional variance is described by the history of lagged values. The
ARCH model with lag p is defined as:
yt = σtεt, (2.6)
σ2t = α0 + α1y
2
t−1 + ...+ αpy
2
t−p, (2.7)
where residual εt is a series of independent and identically distributed (i.i.d) random
variables following probability density function f , with E(εt) = 0 and V ar(εt) = 1.
Equation 2.7 has coefficients α0 > 0 and αi ≥ 0 for i ∈ {1, 2, ..., p}.
To analyze the properties of ARCH models, we consider the simple case setting
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lag p = 1 in the ARCH(p) model, i.e., the ARCH(1) model. The ARCH(1) model is:
yt = σtεt, σ
2
t = α0 + α1y
2
t−1,
where α0 > 0; and α1 ≥ 0.
The unconditional mean of innovation yt in the ARCH(1) model is equal to zero,
proven by
E(yt) = E(E(yt|Ft−1)) = E(σtE(εt)) = 0,
and the conditional variance of yt is derived by
V ar(yt) = E(y
2
t ) = E(E(y
2
t |Ft−1)) = E(α0 + α1y2t−1) = α0 + α1E(y2t−1). (2.8)
Due to the assumption of weak stationary yt, the unconditional mean of y
2
t should
be finite, which is equivalent to the finite unconditional variance of yt. Since V ar(yt) =
V ar(yt−1) = E(y
2
t−1) − (E(yt−1))2, the unconditional variance of yt in Equation 2.8
is:






The unconditional variance V ar(yt) is positive only when the value of α1 is less than
one. This restriction of coefficients can be generalized to the ARCH(p) model as∑p
i=1 αi < 1.
To understand specific characteristics of financial time series, such as leptokurtosis,
it is necessary to analyze higher-order moments of innovation. Suppose residuals εt
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following a Gaussian distribution in Equation 2.7. Then, the fourth moment of yt is:
E(y4t ) = E[E(y
4
t |Ft−1)] = E[3[E(y2t |Ft−1)]2] (2.9)
= E[3(α0 + α1y
2
t−1)







Assume that the notation of the fourth moment as is m4 = E(y
4
t ), then the
Equation 2.10 can then be re-written as follows:
m4 = 3(α
2













Since m4 must be positive, then 1− 3α21 > 0, i.e., 0 ≤ α21 < 13 .













Therefore, the kurtosis is greater than three and excess kurtosis is positive, which
indicates that the innovation distribution of a conditional ARCH(1) always has fatter
tails than those of a Gaussian distribution, even when residuals follow a Gaussian
distribution. This property of heavy tails can also be generalized to ARCH(p) models.
The common method to estimate the coefficients of the ARCH(p) process is
maximum likelihood estimation (MLE). Suppose that the residual distribution f is
N(0, σ2t ). Then, the likelihood function of the ARCH(p) process is:










)× f(y1, ..., ym|α),
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where α = (α0, α1, ..., αm)
′ is the vector of coefficients in the ARCH(p) process.
Since the exact value of joint probability density function f(y1, ..., ym|α) is complex
to compute, this term is always dropped from the likelihood function. The conditional
likelihood function is:










where volatility σ2t = α0 + α1y
2
t−1 + ...+ αmy
2
t−m can be obtained recursively.
The conditional log likelihood function is:














The term ln 2π is only a constant term without involving any parameter, and thus
the log likelihood function can be simplified as follows:












The estimate of Gaussian ARCH(p) is obtained by maximizing the log likelihood
function in Equation 2.11.
Except for a Gaussian distribution, heavy-tail distributions, such as Student’s t-
distribution and generalized error distribution (GED), are commonly utilized as the
assumption of f in the ARCH(p) process. Suppose that yν follows a Student’s t-
distribution with ν degrees of freedom. The variance of the random variable in a
Student’s t-distribution is V ar(yν) =
ν



























yx−1e−ydy is the gamma function.
Given yt = σtεt, the conditional likelihood function of yt is:















The conditional log likelihood function under a Student’s t-distribution that is as-
sumed to have ν degrees of freedom is:













Figure 2·1: Comparison to Student’s t-distributions with different
degrees of freedom
Figure 2·1 shows the density plots of the Student’s t-distribution given different
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degrees of freedom ν. The changes in degrees of freedom in the Student’s t-distribution
is irrelevant to the leptokurtosis. Indeed, the colorful tails are always fatter than the
dashed black lines, which represent the density of a normal distribution. In practice,
the degree of freedom is always assumed to be four in the assumption of conditional
heteroscedastic models.














−∞ < x <∞, 0 < ν ≤ ∞ and Γ(·) is the gamma function.
Figure 2·2: Comparison to GED distributions with different degrees
of freedom.
Figure 2·2 displays the comparison of GED distributions when the degree of free-
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dom ν equals 1.2, 1.5, and 2. When the degree of freedom ν is equal to two, the GED
is the same as a Gaussian distribution, shown by the exactly overlapped yellow and
black dashed lines. Moreover, the tails of GED are fatter than Gaussian distributions
when ν < 2.
ARCH modeling captures several main features of financial time series, such as
heavy tails of returns and volatility clustering. However, various shortcomings exist
in the ARCH model. Firstly, the ARCH process assumes that both positive and
negative shocks influence volatility on the same level; however, prices react differently
to positive and negative shocks in practice. Secondly, many parameters need to
be estimated under restrictions of ARCH models. For example, the coefficient is
supposed to be 0 ≤ α21 ≤ 13 in an ARCH(1) model to satisfy the finite fourth-
moment condition. For a higher-order ARCH process, the restrictions are markedly
more complex and, in fact, these limitations negatively influence the ability of the
volatility models to catch the property of excess kurtosis. To avoid the problems in
ARCH models, the generalized ARCH (GARCH) model is introduced by Bollerslev
(1986) as an improved volatility model to capture the properties of volatility.
2.2 General GARCH Modeling
The GARCH(p, q) model for volatility of returns yt assumes the following form:
yt = σtεt















βj < 1. White noise process εt
i.i.d∼ f
assumes that E(εt) = 0 and V ar(εt) = 1 . The residual distribution f is assumed




reach the value of zero at the support boundary. In this model, yt is the
centralized value of the return rt, i.e., yt = rt−µt, where µt stands for a smooth trend
(assumed as zero in this dissertation). Volatility σ2t is also assumed to be independent
of εt.
Suppose a martingale difference series ηt = y
2
t−σ2t , with E(ηt) = 0 and Cov(ηt, ηt−1) =
0. Thus, σ2t = y
2
t − ηt and σ2t−i = y2t−i − ηt−i. The GARCH(p, q) model is rewritten
as:









where i = 0, 1, ..., s, which can be regarded as an ARMA process for y2t . Therefore,
the GARCH process can be analyzed as an ARMA model of squared returns y2t . The
unconditional variance of yt can be derived by an expectation of y
2






i=1 (αi + βi)
.




To discuss the properties of the GARCH(p, q) process more easily, here we suppose
that p = q = 1 in Equation 2.12. The GARCH(1, 1) model is:
yt = σtεt, σ
2





where 0 ≤ α; β ≤ 1; and α + β < 1.
The GARCH model reflects a series of characteristics of volatility clustering in
financial time series. Firstly, Equation 2.14 shows that the large value of σ2t−1 leads
to a larger value of σ2t , i.e., a large y
2
t−1 refers to a larger y
2
t . This indicates that the











3[1− (α + β)2]
1− (α + β)2 − 2α2
> 3,



















= 3α2 + 2αβ + β2 = (α + β)2 + 2α2 < 1.
Positive kurtosis illustrates that the tails of a GARCH(1,1) model are fatter than
those of a normal distribution, i.e., the leptokurtic property.
Forecasts of a GARCH (1,1) model in Equation 2.14 can be achieved recursively.
Suppose that the forecast origin is h, and the l-step ahead forecast is:
σ2h(l) = ω + (α + β)σ
2
h(l − 1), (2.15)
where l > 1; and the values of yh and σ
2
h are given at time h. After repeated recursively
in Equation 2.15, the l-step ahead forecast is:
σ2h(l) =
ω[1− (α + β)l−1]
1− α− β
+ (α + β)l−1σ2h(1),









if α + β < 1. In other words, volatility forecasts of the GARCH model converge to
the unconditional variance of returns.
Firstly, the property of financial time series, such as volatility clustering, can be
captured by the GARCH process behaving as a large value of σ2t−1 followed by a large
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3(1− (α + β)2)
1− (α + β)2 − 2α2
> 3,
provided by 1− 2α2 − (α+ β)2 > 0. Therefore, GARCH(p, q) has heavier tails than
a normal distribution.
It is worthwhile to discuss the properties of GARCH models of a series of station-
ary returns. The following theorems summarize the stationarity of GARCH models.
When the asymptotic properties of GARCH models are discussed, an important con-
sideration is whether or not volatility follows a stationary distribution. The definition
of stationary is manifested in Definition 2.2.1.
Definition 2.2.1. A process yt is stationary (or strict stationary) if
FX(yt1+h, ..., ytn+h) = FX(yt1 , ..., ytn), for all times t1, ..., tn, and h ∈ Z,
where FX(yt1 , ..., ytn) is the joint cumulative distribution function of yt1 , ..., ytn .
Theorem 2.2.1. (Nelson, 1990) If ω > 0, α ≥ 0 and β ≥ 0, then GARCH(1,1)
equations have a unique and stationary solution if and only if:
E[log(β + αε20)] < 0,
The solution is obtained by:






Corollary 2.2.1.1. (Nelson, 1990) Given ω > 0 and α, β ≥ 0, GARCH(1,1) equa-
tions have a stationary solution with a finite expected value if and only if α+ β < 1.
Here, E [σ2t ] = ω1−α−β .
Estimating the parameters and predicting the values of yt are important. Analysis






t because yt is centered at every
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t. Theorem 2.2.2 shows the consistent and asymptotically normal estimator of the
GARCH process under a stationary and moment assumption.
Theorem 2.2.2. (Nelson, 1990) For a stationary GARCH(1,1) process yt with Var [y
2
t ] <









]) D→ N (0, ω2 1 + α + β
(1− α− β)2
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The procedure to achieve the estimate of the GARCH process is similar to that
of the ARCH process, which is maximum likelihood estimation (MLE). Parameters
θ in the GARCH model are estimated directly by MLE when the conditional error
distribution f is known. However, in practice, the error distribution is unknown, and
the usual approach is to assume a parametric form for f , which leads to an estimation
method, called quasi-maximum likelihood estimation (QMLE). In earlier literature,
the conditional error distribution is generally assumed to be Gaussian (Newey and
Steigerwald, 1997). The GARCH parameter estimates of the Gaussian QMLE are
consistent, irrespective of the true error distribution (Weiss, 1986). Indeed, it is a
common approach for the estimation of GARCH parameters. For example, in most
R packages, such as the fGarch package (Wuertz et al., 2013), Gaussian QMLE is
applied by default to estimate parameters θ.
Taking GARCH(1,1) as an example, let parameters θ = (ω, α, β), and Ft is the
known information at time index t. The likelihood function is:
L (θ | y1, . . . , yn) = f (y1, . . . , yn | θ) = f (yn | Fn−1) f (yn−1 | Fn−2) . . . f (y2 | F1) f (y1 | θ) ,
and the log of likelihood function is:
logL (θ | y1, . . . , yn) = log f (y1 | θ) +
n∑
k=1
log f (yk | Fk−1) ,
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where f (y1, . . . , yn | θ) is the joint probability density function of returns. When the
sample size gets larger, the prior distribution f (y1 | θ) is relatively small, and thus it
is commonly assumed to be omitted in estimation. Suppose that f follows a Gaussian
distribution as below:











Therefore, the quasi likelihood function is:



















are obtained by maximizing Equation 2.16.
Theorem 2.2.3 (QMLE - strong consistency). (Lee and Hansen, 1994) Let yt be a
series of returns in the GARCH process with parameters θ0 = (ω0, α0, β0) . Under the
conditions:
(i) θ0 lies in a compact set K ⊂ (0,∞)× [0,∞)× [0, 1);
(ii) ε2t is not a.s. constant;
(iii) β0 < 1, α0 6= β0, α0 + β0 < 1, ω0 > 0, the QML estimator is consistent: θ̂n
a.s.→ θ0
for n→∞.
Theorem 2.2.4 (QMLE - asymptotic distribution). (Lee and Hansen, 1994) Let yt
be a series of returns in the GARCH process with parameters θ0 = (ω0, α0, β0) . Define
M = R ×Mα ×Mβ ⊂ R3, where Mα = [0,∞) if α0 = 0 and R otherwise, and Mβ
analogously. Under the conditions:
(i) θ0 lies in a compact set K ⊂ (0,∞)× [0,∞)× [0, 1);
(ii) ε is not a.s. constant;
(iii) β0 < 1, α0 6= β0, α0 + β0 < 1, ω0 > 0;
(iv) κ = E [ε4t ] <∞;







ξ = arg inf
t∈M
(t− Z)TJ (θ0) (t− Z), Z ∼ N
(












is a positive-definite matrix.
The proof of asymptotic distribution of QMLE in the GARCH(1,1) process can
be found in Chapter 8 of Francq and Zakoian (2009). However, for financial data,
the conditional normality assumption of yt is usually violated, and the specification
of an appropriate parametric error distribution is often difficult (Diebold, 1988). In
addition, Gaussian QMLE suffers from efficiency loss in cases in which the true error
distribution is non-Gaussian, such as Student’s t-distribution, generalized Gaussian,
and other heavy-tailed densities (Engle and Gonzalez-Rivera, 1991). Hall and Yao
(2003) showed that the asymptotic normality and convergence rates of QMLE are
incorrect when the error distribution is heavy-tailed. A possible solution to the prob-
lem is to consider a semiparametric estimator of the GARCH parameters, where the
assumptions of error distribution are relaxed by taking it to be any absolutely con-
tinuous pdf f , and the likelihood is constructed by estimating f , possibly by utilizing
the residuals based on an initial estimate of the model parameters. We will discuss
the details of the semiparametric models in Chapter 3.
2.3 Asymmetric GARCH Models
Although the GARCH model captures features in financial time series, such as volatil-
ity clustering and leptokurtosis, quite well, it fails to identify the leverage effect due
to the underlying symmetry of the model structure. Both ARCH and GARCH pro-
cesses respond equally to positive and negative shocks. Therefore, the development
of nonlinear extensions of GARCH has constituted an active area of research in the
last decade. Some of the most well-known asymmetric models are the Exponential
GARCH (EGARCH) model (Nelson, 1991) and the Glosten, Jagannathan, and Run-
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kle GARCH (GJR-GARCH) model (Glosten et al., 1993). Other notable asymmet-
ric GARCH models include Threshold GARCH (TGARCH) (Zakoian, 1994), Power
models (Engle, 1982), and the nonlinear class of ARCH models (Higgins and Bera,
1992). In this section, we will review the EGARCH model and the GJR-GARCH
model briefly. In the later chapters of this dissertation, we will compare the per-
formance of change-point detection methods based on SMLE and these two most
common asymmetric GARCH models, i.e., EGARCH and GJR-GARCH.
The volatility σ2t in EGARCH models is obtained by a multiplicative function of
lagged error terms. An EGARCH (p, q) model is defined as follows:






γj ln (σt−j) , (2.17)
where α0, αi, andγj are constant terms similar to GARCH models; and g(εt) is the
weighted innovation. The EGARCH model represents asymmetric effects between
positive and negative returns by considering g(εt) as:
g (εt) = θεt + γ [|εt| − E (|εt|)] , (2.18)
where θ and γ are constants; and residuals εt
i.i.d∼ f . When f is a standard Gaussian
distribution, we have the expectation of the absolute value of residuals as E (|εt|) =√








where ν denotes the degree of freedom in the standardized Student’s t-distribution.
Similarly to the GARCH process, the EGARCH model in Equation 2.17 can be
written in the form of the ARMA process. As a consequence, we can describe the





The weighted term g (εt) in Equation 2.18 can be rewritten as follows:
g (εt) =
{
(θ + γ)εt − γE [|εt|] , εt ≥ 0
(θ − γ)εt − γE [|εt|] , εt < 0
to reflect the leverage effect of the EGARCH model. Assuming the coefficient γ = 1,
the function g(εt) is linear with slope coefficient θ+ 1 if εt is positive; otherwise, g(εt)
is linear in εt with slope coefficient θ − 1 if εt is negative. This indicates that the
negative value of θ leads to a heavier weight on negative returns, which shows how
the g (εt) captures the asymmetry effect.
Considering a simple example of the EGARCH(1,1) model by setting p = q = 1
in Equation 2.17, we can understand how the EGARCH model better represents the
feature of the leverage effect. The EGARCH(1,1) is as follows:




= (1− α)α0 + g (εt−1) (2.19)
where B is the lag operator, such that Bg (εt) = g (εt−1). Assume that εt is i.i.d.
standard normal, and α1 is omitted. In this case, E (|εt|) =
√
2/π, and the formula







α∗ + (γ + θ)εt−1 if εt−1 ≥ 0
α∗ + (γ − θ) (−εt−1) if εt−1 < 0
where α∗ = (1− α)α0 −
√






(γ + θ) yt−1
σt−1
)
if yt−1 ≥ 0
exp
(
(γ − θ) |yt−1|
σt−1
)
if yt−1 < 0.
(2.20)
The coefficients (γ+θ) and (γ−θ) in Equation 2.20 represent asymmetry in response to
positive and negative returns yt−1, respectively. Since the characteristic in financial
time series is that negative shocks result in larger impacts than positive ones, we
expect a negative value of θ.
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In terms of forecasts in EGARCH models, we take the example of the EGARCH(1,1)










+ g (εt−1) ,
and







After taking the exponential, the model becomes:
σ2t = σ
2α1
t−1 exp [(1− α1)α0] exp [g (εt−1)] ,
and







Let h be the forecast origin. Then, the one-step and two-step ahead forecasts of
volatility in EGARCH(1,1) are:
σ2h+1 = σ
2α1




h+1 exp [(1− α1)α0] exp [g (εh+1)] ,
respectively. Taking conditional expectation at time h, we have:
σ̂2h(2) = σ̂
2α1
h (1) exp [(1− α1)α0]Eh {exp [g (εh+1)]} .
where Eh is the conditional expectation at the time origin h. The prior expectation
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where f(ε) and Φ(x) are the pdf and CDF of the standard normal distribution,






















Consequently, the formula for a j-step ahead forecast can be obtained by repeating
the previous procedure as follows:
σ̂2h(j) =σ̂
2α1














where ω = (1− α1)α0 − γ
√
2/π.
In addition to the EGARCH model, the Glosten, Jagannathan, and Runkle GARCH
(GJR-GARCH) model is another common asymmetric GARCH model reflecting the
feature of the leverage effect. Actually, the GJR-GARCH model is the standard
GARCH model plus the asymmetric threshold effect. A GJR-GARCH (p, q) model
assumes that:
σ2t = ω +
p∑
i=1








where ω, αi, γi, and βj are non-negative parameters under conditions similar to those
of GARCH models; γi denotes the asymmetric parameter or leverage effect; and It−i
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denotes a dummy variable as:
It−i =

0 if εt−i ≥ 0;
1 if εt−i < 0.
This indicator enables the GJR-GARCH model to capture the asymmetrical nature
of a time series. The Threshold GARCH (TGARCH) model proposed by Zakoian
(1994) is similar to the GJR-GARCH process. The only difference is that TGARCH
models focus on the standard deviation instead of the variance.
2.4 GARCH Families
A wide range of extensions of GARCH models exist, in addition to EGARCH and
GJR-GARCH mentioned previously. Detailed reviews and comparisons of different
types of GARCH models can be found in the literature, such as Tsay (2005); Lim
and Sek (2013); Ali et al. (2013). However, when considering a large number of
GARCH-based models, it can be challenging to elucidate their relationship. There-
fore, Hentschel (1995) summarized a complete parametric family of GARCH mod-
els, which includes the most typical GARCH models. The volatility model in the
Hentschel’s complete family is designed as follows:
σλt − 1
λ
= α0 + α1σ
λ
t−1g




where g(ε) = |ε − b| − c(ε − b). In fact, this complete family uses the Box-Cox
transformation (Box and Cox, 1964) to adjust the formula of conditional standard
deviation. The parameter λ controls the degree of the transformation, and v denotes
the concaveness or convexity of the innovation impacts. Related GARCH models and
their corresponding parameter setups in the Hentschel’s complete GARCH family are
given in Table 2.1.
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Table 2.1: Related GARCH models and their corresponding parame-
ter setups in the Hentschel’s complete GARCH family.
λ v b c Model Form Author(s)
2 2 0 2 GARCH Bollerslev (1986)
0 1 0 free Exponential GARCH Nelson (1990)
1 1 0 |c| ≤ 1 Threshold GARCH Zakoian (1991)
free λ 0 0 Nonlinear ARCH Higgins, Bera (1992)
2 2 free 0 Nonlinear-asymmetric GARCH Engel, Ng (1993)
free λ 0 |c| ≤ 1 Asymmetric power ARCH Ding, et al. (1993)
2 2 0 free GJR GARCH Glosten, et al. (1993)
1 1 free |c| ≤ 1 Absolute GARCH Taylor (1986)
Although parametric GARCH-related models are able to capture key features of
financial time series, such as volatility clustering, leptokurtosis and the leverage effect,
they are unable to assume the residual distribution f as a specific distribution, such
as Gaussian, Student’s t-distribution, or GED directly. Indeed, real cases are always
markedly more complex than assumptions in the QMLE approach. In fact, it has
been demonstrated that the precision of the estimation of a QMLE GARCH(1, 1)
model could be low (Engle and Gonzalez-Rivera, 1991). Moreover, the precision of
forecasting ability will be decreased, resulting in wider forecast intervals. Therefore, it
is worthwhile to search for improved approaches based on QMLE GARCH models. A
possible solution to the problem is to consider a semiparametric approach to estimate
GARCH parameters. We will discuss semiparametric GARCH processes in detail in





Considering the weaknesses of QMLE, Engle and Gonzalez-Rivera (1991) firstly pro-
posed the idea of volatility models from the perspective of semiparametric estima-
tion. Extensive literature exists on applications of the semiparametric approach in
financial time series. With the ability of computation for large data augmentation,
the semiparametric approach imitates the kernel density more closely to the actual
density with large sample sizes of financial observations. Therefore, semiparametric
estimation has been frequently implemented in the field of finance in recent years.
For example, Yang (2006) employed a semiparametric extension of the GJR GARCH
model to investigate foreign exchange volatility. Moreover, Serra (2011) analyzed
price links between food and energy prices through a semiparametric multivariate
GARCH model. Indeed, semiparametric estimation is an appropriate and reliable
way to identify estimation of volatility in financial data.
Different from assuming specific residual distributions, such as Gaussian distri-
bution or Student’s t-distribution in QMLE, semiparametric approaches only require
that the value of the mean and the variance be known, instead of the exact probability
density function. The residual distribution f can be estimated by approximation to
the true data, while the nonparametric part comes from the generation procedure of
the residual distribution.
Some approaches to estimate the residual distribution in this vein include the dis-
crete maximum penalized likelihood estimator (DMPL) (Engle and Gonzalez-Rivera,
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1991) and the kernel density estimator (Steigerwald, 1993). The principle of DMPL is
solely a linear interpolation of a histogram; whereas, the kernel method estimates er-
ror density in a smoother manner and provides more accurate estimation performance
(Di, 2008). Consequently, in this work, we will focus on the kernel density estimation-
based approach. A review of the current state of semiparametric estimation of the
GARCH model can be found in Di and Gangopadhyay (2011b).
When a kernel estimator is utilized to mimic the true error density, GARCH likeli-
hood can be evaluated via a two-step semiparametric estimator (SMLE2) or a one-step
semiparametric estimator (SMLE1). The term “one-step” refers to the fact that the
likelihood is evaluated in a single step through a search in the parameter space. On
the other hand, a “two-step” method requires an initial estimate of the model param-
eters to generate the residuals, which in turn is used to nonparametrically estimate
the error density, leading to the likelihood function (Di and Gangopadhyay, 2011a).
A two-step semiparametric estimator was introduced years earlier than the one-step
approach in the context of the estimation of parameters of GARCH processes, and has
been investigated quite extensively in recent years (Drost and Klaassen 1997, Hafner
and Rombouts 2007, Di and Gangopadhyay 2011a). In this chapter, we will review
both SMLE2 and SMLE1 in the aspects of algorithms, properties, and comparisons
between different GARCH models.
3.1 Two-step Semiparametric Estimation in GARCH Mod-
els (SMLE2)
In this section, we focus on discussions of two-step semi-parametric estimation in
GARCH models. The SMLE2 approach comprises two steps: (1) estimation of the
kernel density of f given certain initial estimates of GARCH parameters from the
QMLE approach; and (2) maximization of semiparametric likelihood derived from
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the kernel density estimator from the first step.
To explain the steps of the semiparametric approach more clearly, we take an
example of the GARCH(p, q) model. However, the idea of semiparametric likelihood
can be expanded to any volatility model that requires specific residual distributions
to be assumed. Recall that the GARCH(p, q) model is:
yt = σtεt, σ
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βj < 1. White noise process εt
i.i.d∼ f
assumes zero expectation and unit variance.
Given observed returns y1, ..., yn, let θn = (ωn, αn, βn) be the consistent estimate
of the GARCH(p, q) model. Define σt(θn) as the estimated volatility at time t given





The nonparametric function of residual density is denoted by a kernel estimate with










where K(·) is the kernel function; and hn represents the bandwidth width. There are
considerable choices of bandwidth hn, such as nrd (Scott’s rule of thumb: Gaussian
kernel density estimator), nrd0 (Silverman’s rule of thumb: Gaussian kernel density
estimator), ucv (unbiased cross-validation), bcv (biased cross-validation), and SJ
(pilot estimation of derivatives).
Provided by the nonparametric residual density function, the semiparametric log
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Consequently, the semiparametric estimate is obtained by maximizing the log of like-




Because the likelihood function in Equation 3.2 is composed of parametric components
from the GARCH (p, q) process and non-parametric kernel density, this method is
termed semiparametric estimation.
Algorithm 1: Two-step Semi-parametric Estimation in the GARCH Process
Input : Data set (y1, y2, ..., yn)
1. Obtain consistent estimate θn = (ωn, αn, βn) of the GARCH model from
the QMLE, and corresponding estimated residuals ε̂t(θn) ;
2. Build the kernel density of ε̂t(θn) as f̂n, given specific choice of bandwidth
hn;
3. Obtain the estimate θ̂SMLE2n by maximizing Equation 3.2 after plugging
estimated kernel density f̂n into L̂n(θ).
Output: The estimate θ̂SMLE2n
The semiparametric estimate θ̂SMLE2n is consistent and asymptotically normal.
Prior to showing the properties of the SMLE2 approach, we will first clarify the
assumptions of kernel density K(·).
Assumption 1. K is a probability density with an infinite order of continuous and
differentiable derivatives.
Assumption 2. K and K
′




uiK |j|(u)du <∞ for all i and j.
Given assumptions of kernel density K(·), the consistent property of kernel density
estimate f̂n and its derivatives are shown in Theorem 3.1.1:
Theorem 3.1.1. (Di and Gangopadhyay, 2011a) Denote the first derivative of semi-
parametric density estimator f̂n with respect to any
√




























Under assumptions 1, 2, 3, and hn → 0 for all z ∈ R:
f̂n(z)− f(z)






























sistent, in addition to the conditions mentioned in Theorem 3.1.1, additional require-
ments on bandwidth hn are nhn → ∞, nh3n → ∞, and nh5n → ∞ (Härdle, 1990).
Since the residuals are computed based on the consistent estimator θn, instead of the
true parameter θ, the bandwidth should allow extra variability provided by samples
which are different from the assumed distribution. However, the common require-
ments on bandwidth hn are sufficient if selecting a smoother kernel, which is shown
in Corollary 3.1.1.1:
Corollary 3.1.1.1. (Di and Gangopadhyay, 2011a) If the kernel is chosen, such that∫
uiK |j|(u)du = 0 for any possible integers i < j, the convergences shown in 3.1.1 are
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true if nhn →∞, nh3n →∞, and nh5n →∞, respectively.
The estimate θ̂SMLEn obtained by the SMLE2 approach is consistent and asymp-
totically normal, as shown in Theorem 3.1.2 and Theorem 3.1.3:
Theorem 3.1.2. (Di and Gangopadhyay, 2011a) Under the assumptions 1, 2 and 3,
θ̂SMLEn is consistent if hn → 0 and nh4n →∞.




















n(θ̂SMLEn − θ∗ −B−1µn)
d−→ N(0,Σ),







∗)]; and lt is the t-th log-score of the true likelihood function.
It can be found that the asymptotic bias of the estimate in SMLE is B−1µn
from Theorem 3.1.3. Considering this bias as a correction term, the SMLE can be
transferred to the true MLE. Theorem 3.1.3 also shows the efficiency (adaptiveness)
of the SMLE2 approach (Di and Gangopadhyay, 2011a). More specifically,






















t Zn,t in Equation 3.3 introduces both bias and variability of the two-
step SMLE approach, which captures the loss of adaptiveness in the estimation. In
terms of adaptiveness analysis, under Engle’s specification (assuming that distribution
f has unit variance), the SMLE approach is adaptive when residual distribution
f belongs to the Gaussian distribution (Gonzalez-Rivera, 1997), and this can be
generalized to multivariate cases (Hafner and Rombouts, 2007). In the case of this






meanwhile, in the aspect of variability of 1
n
∑n
t=1 Zn,t, the decay rate is faster due
to the averaging and the asymptotic independence between Zn,t and Zn,t′ (Di and
Gangopadhyay, 2011a). As a result, different selections of bandwidth hn cannot
change the balance between bias and variability of the estimate in the semiparametric
GARCH process. Therefore, to guarantee the asymptotic properties of the SMLE
approach, smaller bandwidth hn is optimal.
SMLE2 approach is proven to be consistent and asymptotically Gaussian under
the conditions of known variance and finite fourth-order moment assumptions (Di and
Gangopadhyay, 2011a). In addition, this approach does not require assumption of the
specific likelihood function, thus leading to more robust estimates than the general
quasi-likelihood methods. The bias of estimate in SMLE2, however, converges to
zero at a relatively slow rate, compared to the constant bias in the QMLE GARCH
process. Indeed, there exists a bias-variance trade-off controlled by the choice of
kernel bandwidth hn. Specifically, a smaller bandwidth increases the variability, but
decreases the bias. Because the bias always dominates its variability in terms of the
convergence rate, it is optimal to choose the smallest kernel bandwidth to shrink
the bias, meanwhile guaranteeing the asymptotic properties of the SMLE. Although
the problem of slow convergence rate can be addressed by trimming the estimated
semiparametric likelihood, the results are not stable based on different definitions of
trimming functions.
Another drawback in the two-step semiparametric GARCH model is the reliance
of the initial estimate. Because the estimate of residual distribution f̂ is given by
consistent parameters θn, the accuracy of estimators θ̂
SMLE
n depends highly on the
performance of the initial estimate. However, it is hard to differentiate whether or not
the initial estimate is appropriate. To circumvent this problem resultant from unre-
liable input, one-step semiparametric estimation in the GARCH process is proposed
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by Di and Gangopadhyay (2013), which avoids the usage of the initial estimators. We
will introduce this SMLE1 approach in the subsequent section.
3.2 One-step Semiparametric Estimation in GARCH Models
(SMLE1)
The main difference between these two semiparametric GARCH models is that the
one-step semiparametric approach excludes the first step in SMLE2, which is com-
puting initial input θ̂n. Instead of estimating the residual density based on consistent
θ̂n, SMLE1 adapts and fits the density f by optimizing the likelihood with respect
to parameters directly. In the SMLE1 approach, the kernel estimate of the residual
distribution is characterized by the parameters in the GARCH (p,q) process. Con-
sequently, the semiparametric likelihood function only involves unknown parameters
and real data, which averts the problem introduced by unstable initial input. This
one-step semiparametric estimate is also as consistent and asymptotically normal as
SMLE2. Simulation results demonstrate that the one-step SMLE approach is more
robust with smaller bias and variability of GARCH estimators than both two-step
SMLE and QMLE (Di and Gangopadhyay, 2013). In this section, we will briefly re-
view the algorithm of one-step semi-parametric estimation in the general GARCH(p,
q) process. It is also worth noting that this method can be generalized to other types
of conditional heteroscedastic models.
Given observations y1, y2, ..., yn, our aim is to estimate value of GARCH parame-
ters θ = (ω, α1, ..., αp, β1, ..., βq). The residuals are εt(θ) = yt/σt(θ) according to the
definition of the GARCH(p, q) process, where σ2t (θ) is the volatility at time t with
respect to the vector of parameters θ. The true log likelihood of the GARCH model
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where residuals εt follow the distribution fn, which is assumed to be uniformly
bounded and continuous.
As the precise residual distribution fn is unknown, it is necessary to imitate the
shape of this distribution via a nonparametric kernel estimate. This estimated dis-










where K(·) is the regular kernel; and bandwidth hn is the smoothing parameter.
Possible choices of bandwidth hn are the same as those in Section 3.1, including nrd,
nrd0, ucv, bcv, and SJ .
Given the estimated density f̂n from Equation 3.4, we can achieve the correspond-


















Finally, to obtain the estimate of θ, it is necessary to maximize this estimated semi-




When we apply the approach of this one-step semiparametric estimation, two
important issues should be mentioned. First, in the one-step estimation procedure,
the residuals are not created from a predefined value or estimate of the parameters.
Instead, the parameter being estimated is utilized directly to generate the residu-
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als. In other words, the residual distribution f̂n in Equation 3.5 is estimated from
ε̂1(θ), ε̂2(θ)...., ε̂n(θ). As a consequence, in the one-step procedure, f̂n becomes a func-
tion of θ, and thus it is a part of the likelihood to be maximized. Therefore, the
procedure does not require an initial estimate of θ.
The second issue is related to the parameter identifiability of the GARCH model.
In particular, the one-step SMLE approach introduces a parameter identifiability
problem. Recall the assumption of V ar(εt) = 1, and this condition is necessary to
ensure the joint identifiability of θ and the overall scale of the GARCH model. In
the SMLE1 method, an additional step is needed to ensure that the maximization
is carried out within the parameter space that reflects the unit variance of εt, i.e.,
Θ = {θ : V ar(εt(θ)) = 1}. In this algorithm, parameter identifiability is achieved by
standardizing the residuals by subtracting the mean and dividing by the standard
deviation before it is utilized to derive the kernel estimate f̂n. The standardization
step simply ensures that the model residuals have zero mean and unit variance. As
discussed in Di and Gangopadhyay (2013), this is a crucial step in model estimation
via semiparametric likelihood. If this standardizing step is skipped, the optimization
procedure will become markedly more inefficient compared to that of standardized
likelihood. The pseudo-code of this one-step MLE of the semiparametric GARCH
model is given in Algorithm 2.
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Algorithm 2: One-step Semiparametric Estimation in the GARCH Process
Input : Data set (y1, y2, ..., yn)
1. Establish the function of σt(θ) with respect to θ by applying the definition
equation of the GARCH(p, q) process recursively, where volatility at the
first time point (t = 1) is assumed as σ21(θ) = var(y) ;





3. Build the kernel density of εt(θ)
∗ as f̂n by Equation 3.4 given specific
choice of bandwidth hn;
4. Obtain the estimate θ̂SMLE1n by maximizing Equation 3.6 after plugging f̂n
into L̂n(θ).
Output: The estimate θ̂SMLE1n
The estimates obtained from the SMLE1 approach are consistent and asymptoti-
cally Gaussian, as shown in Theorem 3.2.1 and Theorem 3.2.2. Proofs are presented
in detail in Di and Gangopadhyay (2013). Theorem 3.2.2 also demonstrates that the
bias in one-step SMLE is equal to B−1µn. This bias comes from the estimation of the
nonparametric density.
Theorem 3.2.1 (Consistency of the one-step SMLE). (Di and Gangopadhyay, 2013)
Assuming that the model parameters are identifiable, then the θ̂SMLE1n is consistent if
hn → 0 and nh3n →∞.
Theorem 3.2.2 (Asymptotic distribution of the one-step SMLE). (Di and Gan-





























































3.3 Choice of Bandwidth in One-step Semiparametric Esti-
mation
In this section, we discuss the effects of different choices of bandwidth in one-step
semiparametric estimation. Bandwidths include nrd, nrd0, ucv, bcv and SJ , as
mentioned previously. We consider a data generating process (DGP), which is a se-
ries of random samples (y1, y2, ...., yn) from a GARCH(1,1) process with parameters
ω = 0.2, α = 0.6, and β = 0.1. The sample size is fixed as 1000 in this section.
In terms of the true innovation densities f in the simulation, we have considered
standardized Gaussian distribution N(0, 1) and fat-tailed distributions, such as stan-
dardized Student’s t-distribution with default degree of freedom as 4 and GED with
the value of shape parameter as 1.5 (Wuertz et al., 2013). When the shape param-
eter of GED is less than 2, the tails of probability density are fatter than those of
the Gaussian distribution. Therefore, we can obtain estimation results under the
scenarios of distributions with the leptokurtosis characteristic.
We repeat the trials 500 times with different bandwidths and residual distribu-
tions. The summarized estimation results are shown in Figure 3·1, Figure 3·2, and
Figure 3·3 under assumed residual distribution following the standardized Gaussian
distribution, Student’s t-distribution, and GED, respectively. These three box plots
show comparisons of estimation results between different bandwidths. The horizontal
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Figure 3·1: Box plots of Estimation Results between Different Band-
widths under Standardized Gaussian Distribution.
dashed lines represent the true value of parameters (ω = 0.2, α = 0.6, and β = 0.1),
while the solid lines in the box plots indicate the mean of estimators. Therefore, a
smaller distance between solid and dashed lines indicates more accurate estimations.
Simulation results reveal that different selections of bandwidths lead to similar esti-
mation performance with minor differences. Therefore, their performances are com-
parable under different residual distributions and bandwidths. However, when the
residual follows the Student’s t-distribution and GED, there are more outliers than
in the case of the Gaussian distribution, irrespective of which bandwidth is utilized.
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A possible reason for this is that the feature of leptokurtosis influences the semi-
parametric estimation. Consequently, it is worthwhile to compare the performance
of semiparametric estimation and asymmetric GARCH process in the future.
Figure 3·2: Box plots of Estimation Results between Different Band-
widths under Student’s t-distribution.
As the difference in figures is hard to discern, in order to analyze the effects
between different bandwidths more precisely, we compute the mean and variance of
estimators ω, α, and β in digits. The summary of estimates via different bandwidths
under the standardized Gaussian distribution, Student’s t-distribution, and GED is
presented in Table 3.1. It can be found that these estimates are indeed similar.
However, a particularly interesting result is that the variability of estimates under
the Student’s t-distribution is smaller than in other distributions, although there are
more outliers shown in the box plots.
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Figure 3·3: Box plots of Estimation Results between Different Band-
widths under GED.
To remain concise, we will apply default bandwidth nrd (normal reference dis-
tribution) (Scott, 2015) in the later simulation parts of the dissertation. This is
a well-known rule-of-thumb for bandwidth selection, which chooses Gaussian kernel
density to estimate bandwidth (Venables and Ripley, 2002). The formula of band-
width in a normal reference distribution is approximately equal to the product of 1.06




Table 3.1: Mean and Variance of Estimated Results between Different
Bandwidths under Standardized Gaussian Distribution, Student’s t-
distribution, and GED.
Bandwidth mean(ω̂) mean(α̂) mean(β̂) var(ω̂) var(α̂) var(β̂)
Gaussian
nrd 0.18537 0.55614 0.10102 0.000609 0.005154 0.002889
nrd0 0.18875 0.56657 0.10139 0.000683 0.005811 0.003100
bcv 0.18420 0.55982 0.09804 0.000587 0.004992 0.002751
ucv 0.18673 0.56828 0.09721 0.000636 0.005326 0.002637
SJ 0.18577 0.56297 0.09875 0.000629 0.005224 0.002789
Student’s t
nrd 0.19075 0.59530 0.11120 0.002114 0.025714 0.009611
nrd0 0.19236 0.59804 0.11246 0.002166 0.026039 0.009809
bcv 0.19180 0.59559 0.10816 0.002279 0.025044 0.010064
ucv 0.19284 0.60003 0.10684 0.002436 0.026772 0.011561
SJ 0.19238 0.59790 0.10970 0.002265 0.025742 0.010078
GED
nrd 0.18861 0.55645 0.10090 0.000721 0.008544 0.003984
nrd0 0.19132 0.56636 0.10190 0.000815 0.009706 0.004236
bcv 0.18885 0.56370 0.09756 0.000710 0.008344 0.003721
ucv 0.19059 0.57282 0.09769 0.000723 0.008379 0.003659
SJ 0.19015 0.56774 0.09986 0.000729 0.009043 0.003963
Once the choice of bandwidth is fixed, we can compare the performance of estimators
via the one-step semiparametric and Gaussian parametric approaches in Section 3.4.
3.4 Comparisons between Parametric and Semiparametric
GARCH Process
In this section, we investigate comparisons between parametric and semiparametric
GARCH process under different distribution scenarios. Since the initial input in-
volved in the two-step semiparametric GARCH models influences the final estimates
to a large extent, and one-step semiparametric involves the idea of two-step semipara-
metric estimation, we only compare estimation results between SMLE1 and QMLE
in this simulation. However, we will also discuss the differences between SMLE1,
SMLE2, and QMLE in words.
We consider the same DGP as that in Section 3.3, which are random observa-
tions selected from the GARCH(1,1) process with parameters ω = 0.2, α = 0.6, and
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beta = 0.1. In terms of the true innovation densities f , we still choose standardized
Gaussian distribution N(0, 1), standardized Student’s t-distribution with default de-
gree of freedom as 4, and GED with the value of shape parameter as 1.5 (Wuertz
et al., 2013). Except for the residual distribution, sample size is also considered as
one hyperparameter that possibly affects the accuracy of estimators. Specifically,
we consider the sample size as 1000, 3000 and 5000, as it is common for the size of
financial time series data to be sufficiently large.
Figure 3·4: Box plots of Estimates of ω between QMLE and One-step
SMLE.
The box plots of estimates of ω, α, and β via QMLE and SMLE are shown
in Figure 3·4, Figure 3·5, and Figure 3·6, respectively. The notation “SMLE” in
these figures specifically denotes the one-step semiparametric estimation method with
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bandwidth “nrd”. Horizontal dashed lines indicate the true value of parameters,
while solid horizontal lines represent the mean of estimates. It can be seen that
the estimation ability enlarges with increasing sample size, regardless of the type of
residual distribution. For larger data sets, such as n = 5000, the mean of estimates
obtained by both approaches is closer to the true value of parameters. Meanwhile,
the lengths of box plots decrease for longer data series, which indicates shrinking
variance.
Figure 3·5: Box plots of Estimates of α between QMLE and One-step
SMLE.
When the residuals follow the standardized Gaussian distribution, the estimates
achieved by QMLE are usually more accurate than those by SMLE. This consequence
is as expected, since quasi-likelihood uses the full knowledge of f when the assumption
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is identical to reality. Under the case of GED, the results of QMLE and SMLE are
comparable, but the variance of estimates obtained by SMLE is obviously smaller than
that by QMLE, which indicates stable estimation of the semiparametric approach.
Under the scenario of the Student’s t-distribution, SMLE is superior to QMLE with
clearly smaller bias and variance. In addition, the number of outliers in SMLE is
lower than that in QMLE, especially under the case of the Student’s t-distribution.
Figure 3·6: Box plots of Estimates of β between QMLE and One-step
SMLE.
Table 3.2 shows the bias and standard deviation of estimates being discussed
in this section regarding QMLE and SMLE. Considering the term of bias, QMLE is
superior to SMLE under the standardized Gaussian distribution, since the assumption
in quasi-likelihood is identical to the true likelihood. Moreover, when the distributions
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follow GED and the Student’s t-distribution, the estimates of α and β via SMLE
outperform QMLE when the sample size is sufficiently large (n = 3000 or n = 5000).
It is interesting to find that the semiparametric approach in this simulation tends to









































































































































































































































































































































































































































































































































































































































































































































































































In the aspect of variability in Table 3.2, the standard deviations of estimates in
QMLE under Gaussian and GED are smaller than those in SMLE. However, their dif-
ference is miniscule within 0.001, which indicates almost equivalent stability in both
approaches. When the residual distribution is assumed as the Student’s t-distribution,
the amount of variation in SMLE is much lower than that in QMLE. Combined with
the summarized results mentioned previously, it can be found that the goodness pro-
vided by the true residual distribution is minimal, since the semiparametric method
can mimic the distribution as the true one. In addition, SMLE provides a more re-
liable estimate than QMLE across different residual distributions. Therefore, SMLE
has achieved satisfactory performance as an volatility estimating algorithm.
Indeed, the QMLE constitutes a special case of the SMLE, in the sense that the
fixed parametric form for f assumed in the QMLE is replaced by an estimate f̂n in the
SMLE. Therefore, SMLE is intuitively superior to the QMLE since a suitable choice
of f̂n may converge to f in some sense; whereas, an arbitrary parametric choice of
f does not. As a consequence, with a large sample size (which is generally the case
in financial time series), semiparametric likelihood based on f̂n can better reflect the
true likelihood, compared to a quasi-likelihood based on a parametric assumption on
f .
In conclusion, one-step semiparametric estimation offers numerous advantages.
Firstly, this one-step semiparametric estimation does not rely on an initial input.
The optimized likelihood L̂n(θ) is formulated with respect to parameter θ precisely.
More specifically, each formula utilized in Algorithm 2, including σt, εt and f̂n, consist
of parameter θ. Therefore, this one-step semiparametric procedure cannot be affected
by an initial input, unlike two-step semiparametric estimation, which leads to more
robust results. Secondly, compared to quasi-likelihood maximum estimation, innova-
tion density f in the SMLE approach is organized by real data instead of artificial
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assumptions. This allows the data to describe the shape of the distribution explicitly,
and then generate higher accuracy in parameter estimation. In later chapters, we will
develop algorithms for change-point estimation utilizing this one-step semiparametric
estimation in the GARCH process. We argue that the improved properties of SMLE
compared to the parametric methods in GARCH estimation translate to superior




After comparing the estimation algorithms of parametric and semiparametric meth-
ods, it is obvious that the SMLE works better and achieves satisfactory results. Specif-
ically, estimations obtained by SMLE are more stable, as well as accurate, regardless
of residual distribution. This approach of SMLE is adequate in practice, since the
residual distributions are always masked in the real world. Therefore, it is advanta-
geous to apply this idea of semiparametric GARCH process into applications.
Indeed, applications of such semiparametric estimators have been investigated
in the literature quite extensively. Engle and Gonzalez-Rivera (1991) discussed an
application of the semiparametric volatility estimate of £/$ exchange rate returns.
Since the return series exhibits a clear peak and heavy tails, the validity of the
assumption of unconditional Gaussian or unconditional t is dubious. They showed
that the semiparametric approach is more appropriate in representing the distribution
of the return series. Moreover, Drost and Klaassen (1997) studied the exchange rates
of a total of 15 currencies w.r.t. the U.S. dollar under their adaptive estimation
setup. They compared the semiparametric approach to the QMLE via bootstrapping,
and reported that the semiparametric estimators have smaller estimation standard
error. These studies illustrate the pragmatic benefits of semiparametric estimation of
GARCH parameters. Therefore, semiparametric likelihood offers an appropriate and
promising avenue for identification and estimation of the change-points of volatility
in financial data.
59
In the application of change-points detection, this problem can be viewed as a
model selection problem involving the trade-off between model complexity and the
resulting performance of the model. Therefore, one general approach is to define a
cost function for segmentation (Braun et al., 2000; Zhang and Siegmund, 2007; Killick
et al., 2012), such that both the number and positions of change-points are decided by
minimizing the penalized (Lee, 1995) or constrained cost function (Braun and Muller,
1998). In the change-point literature, a widely utilized cost function is twice the
negative log-likelihood (Haynes et al., 2014; Chen and Gupta, 2011; Fotopoulos et al.,
2010). As a consequence, an accurate estimation of the likelihood function is crucial
in change-point detection problems. Considering the superior performance of the
semiparametric approach, it is valuable to detect change-points with the estimation
of semiparametric likelihood. For this reason, we will introduce a new method of
change-point detection via semiparametric likelihood, and compare its estimation
results against QMLE in this chapter.
There are a broad range of algorithms to optimize the constrained or penalized
cost function and achieve the estimated positions of change-points. The fundamental
method to minimize the sum of cost functions depending on distinct segmentation
is dynamic programming (Yao, 1988; Lee, 1995). However, the time consumption
of dynamic programming is extremely large (approximately at least quadratic times
the amount of data), which is not accessible for a large sequence of observations.
Therefore, many researchers attempted to develop methods to speed-up dynamic
programming algorithms. In recent years, Rigaill (2010) proposed the Pruned Dy-
namic Programming Algorithm (pDPA) to circumvent the constrained minimization
problem, while Killick et al. (2012) presented the Pruned Exact Linear Time (PELT)
method to search for change-points from the view of penalized cost function. These
approaches improve on the dynamic programming algorithm by diminishing the com-
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putational cost, meanwhile guaranteeing accuracy of the results compared to dynamic
programming. These two methods are applicable for different scenarios. More specif-
ically, pDPA is more adequate in the case in which the amount of change-points
is small, and PELT works better for a large size of change-points. Based on the
algorithms of PELT and pDPA, (Maidstone et al., 2017) recently introduced new
algorithms, called Functional Pruning Optimal Partitioning (FPOP) and Segment
Neighborhood with Inequality Pruning (SNIP). These pruning techniques improve
on the PELT and pDPA approach, and the computational efficiency is robust to the
number of change-points in the data set.
Except for algorithms relying on dynamic programming with different pruning
techniques, another much faster algorithm exists to optimize the cost function, called
the Binary Segmentation (BS) method. The BS method is a generic search algorithm
for multiple change-point detection proposed by Scott and Knott (1974). The advan-
tages of this algorithm include linear computational complexity (O(n log n), where n
is the number of observations), straightforward implementation, and interpretation
simplicity. Indeed, this algorithm is widely utilized in change-point detection (Killick
et al. 2012, Chen et al. 2011, Fryzlewicz et al. 2014) with relatively accurate simu-
lation results. Vostrikova (1981) demonstrated the consistency of the BS approach
for estimating true change-point locations under suitable regularity conditions. Since
BS provides an approximate solution, instead of an exact estimation, the results are
somewhat imprecise in certain cases (Killick et al., 2012). Therefore, modifications,
such as Circular Binary Segmentation (Olshen et al., 2004) and Wild Binary Seg-
mentation (Fryzlewicz et al., 2014), improve on Binary Segmentation (BS) with more
accurate solutions. In this dissertation, since our aim is to compare performance be-
tween semiparametric and parametric GARCH process in change-points detection, we
will apply the related BS to decrease the computation time to focus on comparisons.
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4.1 Model Definition
Since the data structure of financial time series is complicated, it is inappropriate
to detect change-points only from the levels of mean or variance in this case. A
general framework is necessary when addressing the problem of detecting both the
number of change-points and their locations. One widely applied method in statistics
is to consider the cost function of segmentation, which is the sum of the costs over
all of the segments. Therefore, both numbers and positions of change-points can be
achieved by minimizing this cost function. In this section, we define the cost function
for segmentation, and we discuss the algorithms to optimize this cost function in the
following sections.
Given a sequence of observations ordered by time, y1:n = (y1, ..., yn), we denote
the data segment from s to t as ys:t = (ys, ..., yt), where s ≤ t. If there are k change-
points in the data set, these break points will divide the whole data set into k + 1
segments. The jth segment of the data set includes observed samples y(τj−1+1):τj =
(yτj−1+1, ..., yτj). The notation of location of the jth change-point is set as τj for
j = 1, ..., k. In particular, τ0 = 0 and τk+1 = n. The set of change-points is defined
as τ = (τ0, ..., τk+1).
The cost of a segment τj is denoted as C(y(τj+1):τj+1). In this dissertation, we use
twice the negative log-likelihood, which is the common choice in the change-point
literature (Haynes et al., 2014; Chen and Gupta, 2011; Fotopoulos et al., 2010), as








The sum of cost functions Ck,n monotonically decreases when the number of
change-points k increases. However, as k increases, while the model is more flex-
ible, it leads to the possibility of over-fitting. To address this problem, penalized
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optimization has been used extensively to control the number of change-points (Lee,
1995; Killick et al., 2012; Maidstone et al., 2017). Consequently, the change-points
are identified by minimizing a penalized cost function given by:
τ̂ = argmin
k,τ




C(y(τj+1):τj+1) + βf(k), (4.2)
whereβf(k) is a penalty function to prevent the over-fitting problem. The choice of
penalty term controls the trade-off between the model performance and the associ-
ated cost, which affects the segmentation results considerably. In the change-point
literature, the most common technique is to apply a linear penalty in the number
of change-points (Killick et al., 2012; Haynes et al., 2014), which is βf(k) = βk, for
some constant β > 0. Therefore, the formula is transformed into Equation 4.3:
min
k























In terms of choices of β, this constitutes a controversial and open problem. Common
selections include Akaike’s Information Criterion (AIC (Akaike, 1974), β = 2p) and
Schwarz Information Criterion (SIC (Schwarz et al., 1978), β = plogn) and β =
2plogn (Hannan and Quinn, 1979), where p is the number of additional parameters
introduced by increasing the number of change-points by 1. After comparing the
results of change-point identification between different penalty terms, we found that
SIC can select an appropriate amount of change-points, which offers a good solution.
Therefore, in this dissertation, we choose SIC as the penalty term in multiple change-
point detection.
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4.2 Dynamic Programming Algorithm and Related Pruned
Techniques
The problem to estimate the number and locations of change-points is transferred to
optimize Equation 4.3. The change-point literature largely focuses on two classes of
algorithms to solve Equation 4.3. The first is the dynamic programming algorithm
depending on different pruning techniques, such as Pruned Exact Linear Time (PELT)
(Killick et al., 2012) and Pruned DP algorithm (pDPA) (Rigaill, 2010). This section
briefly summarizes the dynamic programming algorithm with pruning techniques to
reduce time consumption. The next section reviews the second class of algorithm, the
Binary Segmentation method, which is utilized in the simulation of this dissertation.
4.2.1 Optimal Partitioning
The initial algorithm proposed to solve Equation 4.2 is called Optimal Partitioning,
and was introduced by Jackson et al. (2005). The basic idea of optimal partitioning
is to search for solutions based on prior information of optimal segmentation of the
last change-point.
Let Equation 4.3 be denoted as F (t):












In particular, F (0) = −β. We can split the minimization part in Equation 4.4 into
two parts: (1) the cost for the minimized segmentation of the data exempting the
last change-point; and (2) the cost for the segment from the last change-point to the
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end of the data as below:

































{F (τ ∗) + C (yτ∗+1:t) + β} .
After applying this split procedure recursively, Equation 4.4 can be rewritten as
follows:
F (t) = min
0≤τ<t
[F (τ) + C (yτ+1:t) + β] . (4.5)
The last estimated change-point in the series of observations y1, ..., yt is obtained by:
τ ∗t = arg min
0≤τ<t
[F (τ) + C (yτ+1:t) + β]
Here, we name the vector of ordered change-points detected in y1:t as cp(t), with
cp(0) = ∅. The pseudo code of optimal partitioning is shown as Algorithm 3:
Algorithm 3: Optimal Partitioning
Input : Data set (y1, y2, ..., yn).
Measurement C(·) dependent on the data.
A penalty constant β.
Let n = length of data and set F (0) = −β, cp(0) = ∅,
for τ ∗ = 1, . . . , n do
1. Calculate F (τ ∗) = min0≤τ<τ∗
[


















3. Set cp (τ ∗) = (cp (τ ′) , τ ′).
end
Output: The set of estimated change-points cp(n).
Since Equation 4.5 is calculated for time steps t = 1, 2, . . . , n and each time step
requires a minimization over τ = 0, 1, . . . , t−1 the time consumption is O (n2), which
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is sufficiently large.
4.2.2 A Pruned Exact Linear Time Method
Although optimal partitioning shows the initial direction to solve Equation 4.3, time
consumption remains a major obstacle that needs to be addressed. Especially for a
large data set, the computation time will be considerable. Therefore, Killick et al.
(2012) proposed the Pruned Exact Linear Time (PELT) method, which increases
computational efficiency based on the method of optimal partitioning.
The fundamental idea of this PELT method is to restrict the possible values of τ
which cannot be solutions of the minimization. More formally, for all t < s < T , if




+K ≥ F (s)













Then, for any future time T > s, t could not be the optimal last change-point prior to
T. The implementation steps in pseudo code are shown in Algorithm 4. The reduced
set of potential last change-points is defined as Rτ .
Killick et al. (2012) showed that the computational cost of the PELT method
is linear in the number of observations under certain conditions, which reduces the
computational cost to a large extent. However, the worst case of this PELT method
leads to the same computational cost as optimal partitioning. In this work, our goal is
to compare the performance between semiparametric and parametric GARCH process
in change-point detection. Considering the large sample size in financial time series,
we tend to decrease time consumption as much as possible. Therefore, instead of using
the exact segmentation approaches, we prefer to utilize the much faster approximate
solutions, such as Binary Segmentation, reviewed in the next section.
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Algorithm 4: Pruned Exam Linear Time Method
Input : Data set (y1, y2, ..., yn).
Measurement C(·) dependent on the data.
A penalty constant β.
A constant K.
Let n = length of data and set F (0) = −β, cp(0) = ∅, R1 = {0},
for τ ∗ = 1, . . . , n do
1. Calculate F (τ ∗) = minτ∈Rτ∗
[


















3. Set cp (τ ∗) = [cp (τ 1) , τ 1].
4. Set Rτ∗+1 = {τ ∈ Rτ∗ ∪ {τ ∗} : F (τ) + C (yτ+1:τ∗) +K ≤ F (τ ∗)}.
end
Output: The set of estimated change-points cp(n).
4.3 Binary Segmentation in Change-point Detection
Binary Segmentation is a popular search algorithm for multiple change-point detec-
tion proposed by Scott and Knott (Scott and Knott, 1974). The advantages of this
algorithm include low computational complexity (O(n log n), where n is the number
of data observations), straightforward implementation, and interpretation simplicity.
This algorithm is widely utilized in change-point detection (Killick et al., 2012; Chen
et al., 2011; Fryzlewicz et al., 2014) with accurate simulation results. Vostrikova
(Vostrikova, 1981) show the consistency of the Binary Segmentation approach for
estimating true change-point locations under suitable regularity conditions.
The algorithm is based on a single change-point detection. Once a change-point
is identified, the data are split into two sub-segments. The procedure is repeated
until no additional change-points are detected. Full details for implementation are
given in Algorithm 5. Binary Segmentation can be regarded as a regularized model
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selection method to find a solution to Equation 4.2. Each recursion of the algorithm
introduces an additional change-point if and only if the new change-point induces
a reduction in the total cost in Equation 4.2. Specifically, given any data segment
ys:t = (ys, ys+1, ..., yt), there exists one change-point τ if it satisfies the following:
C(ys:τ ) + C(y(τ+1):t) + βf(k) < C(ys:t), (4.6)
where, as mentioned previously, the cost function is twice the negative log-likelihood
of the selected time series data.
The algorithm requires inputs that include a test statistic Λ(·), an estimator of
change-point position τ̂(·), and a rejection threshold RT (the same as penalty term
βf(k) in Equation 4.2). According to Equation 4.6, the test statistic Λ(·) is the
distance between cost functions without and with the change-point, which is C(ys:t)−
(C(ys:τ ) + C(y(τ+1):t)), and the rejection threshold RT acts as the stopping rule. A
change-point is identified in the segment ys:t if Λ(ys:t) > RT , and then the position
of change-point r is stored as τ̂(ys:t) + s− 1.
The algorithm creates two sets of values, namely, CP and S, where CP is the
set of detected change-points; and S is the set of data segments that need to be
checked for the identification of additional change-points. To improve computational
efficiency, in the algorithm we have added a hyper parameter step length. Instead of
looking through every data point, we explore data segments only when the distance
is sufficiently large. To be specific, if the length of the split data segment is less than
the step length, it is unnecessary to separate it and check the change-point in this
segment. In other words, in segment [s, t], if the length between interval bounds s or
t and detected change-point r (s and r or t and r) is greater than the step length,
new segments [s, r] and [r + 1, t] will be added into the set S.
We will apply the Binary Segmentation algorithm to locate multiple change-points
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in Section 4.4.2, and compare the performance of the one-step SMLE with the Gaus-
sian QMLE in volatility estimation in GARCH models. In Section 4.5, the algorithm
is employed to identify change-points in the volatility of stock market indices, such
as the S & P 500 and the DJIA.
Algorithm 5: Generic Binary Segmentation Algorithm
Input : Data set (y1, y2, ..., yn)
A test statistic Λ(·) dependent on the data
An estimator of change-point position τ̂(·)
A rejection threshold RT
Step length
Let CP = ∅, and S = {[1, n]}
while S 6= ∅ do
Choose an element of S, and denote this element as [s, t].
if Λ(ys:t) < RT then
remove [s, t] from S.
else
remove [s, t] from S;
calculate r = τ̂(ys:t) + s− 1, and add r to CP ;
if r − s >step length then
add [s, r] to S;
end
if t− r >step length then




Output: The set of change-points recorded CP
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4.4 Change-Point Estimation via Semiparametric Approach
in Simulation
In this section, we investigate the results of simulation studies to compare the methods
based on Gaussian QMLE and SMLE in detecting change-points in GARCH volatility.
To keep the discussion focused and concise, we concentrate only on the GARCH (1, 1)
model, which is also the most common GARCH process used in modeling volatility
in financial data. However, the results presented here can be generalized to any
GARCH(p,q) model. For a GARCH(1,1) process, the volatility equation is given by:




t−1, t = 1, ..., n.
When α ≥ 0, β ≥ 0, and α + β < 1, the process yt is covariance stationary.
There are two primary objectives of this simulation study. The first one is to judge
the performance of semiparametric methods in identifying the locations of change-
points, and the other is to determine the correct number of change-points k. In
Subsection 4.4.1, we only consider a single change-point detection problem to focus
on analyzing the ability to identify change-point location. Later, we will discuss the
generalization of this method in the context of multiple change-points in Subsec-
tion 4.4.2. In Section 4.4.3, we will introduce the simulation results related to the
performance of change-point estimation by the semiparametric approach compared
to two of the most common asymmetric GARCH models, namely, EGARCH and
GJR-GARCH processes.
4.4.1 Single Change-point Detection
Firstly, we consider a data generating process (DGP) with one change-point. In
particular, we generate a random sample (y1, y2, ...., yt0) from a GARCH(1,1) process
with parameters (ω1, α1, β1) (DGP 1) and a random sample (yt0+1, yt0+2, ...., yn) from
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another GARCH(1,1) process with parameters (ω2, α2, β2) (DGP 2), where t0 is the
assumed single change-point. Specifically, the two DGPs considered here are:
DGP 1 GARCH(1, 1) : ω1 = 0.1, α1 = 0.3, β1 = 0.3;
and
DGP 2 GARCH(1, 1) : ω2 = 0.15, α2 = 0.65, β2 = 0.25.
For this particular simulation, our main objective is to establish the efficacy of
our proposed semiparametric approach to change-point estimation, and to compare
its performance to Gaussian QMLE. To keep the discussion focused, in this subsec-
tion we fix the number of change-points to its true value of 1, i.e., k = 1, and we will
consider the general problem of an unknown number of change-points in the following
subsection. The estimated change-point’s position is determined by Equation 4.1, and
no penalty term is involved. Specifically, the locations are obtained by minimizing
the sum of cost functions in a series of observations. As mentioned earlier, for sim-
plicity and efficiency of computation, in SMLE we choose the smoothing parameter
hn in Equation (3.4) as the normal reference bandwidth nrd. Indeed, the choice of a
bandwidth selection method has almost no effect on the results obtained in this work.
Prior to comparing the performance of change-point detection in different GARCH
processes, it is necessary to verify the feasibility of the change-point detection proce-
dure mentioned in Equation 4.1. Take an example of nDGP1 = 1000 and nDGP2 = 1000
with an assumed standard Gaussian residual, where the true change-point is supposed
as 1000. We separate the whole data set into two segments, where the cut-off points
can be all of the time indexes. Subsequently, we compute the sum of the log of
likelihood for each cut-off point, where the likelihood is estimated by the QMLE
GARCH(1,1) process. The result is summarized as a scatter plot in Figure 4·1. The
trend of the sum of the log of likelihood is clearly shown as a hill-shape, and the
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position of the peak is exactly the same as assumed change-point τ = 1000. After re-
peating similar trials with different sample sizes, residual distributions and positions
of change-points, we verify the credibility of this change-point detection approach
with satisfactory results. Then, the next step is to compare the estimators of change-
points obtained from semiparametric and parametric GARCH processes under various
cases.
Figure 4·1: Trend of the sum of the log of likelihood.
The variables that may affect the performance of the change-point detection pro-
cedures include the length of the time series, the position of change-point in the time
series, and the true residual distribution f . To carefully explore all of these variables,
in the simulation we have considered various data lengths n = (1000, 2000, 5000), and
the selected position of the change-point at q = (1/2, 1/3, 1/4) fraction of the length
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of the time series n. For instance, the combination of sample size n = 1000 and posi-
tion q = 1/2 represents the location of the true change-point at t0 = 1000×1/2 = 500
in the simulated time series. In terms of the true error density f , we have consid-
ered standardized Gaussian distribution N(0, 1) and fat-tailed distributions, such as
standardized Student’s t-distribution with default degree of freedom as 4, and GED
with the value of shape parameter as 1.5. The Gaussian error distribution allows us
to measure the performance of the change-point detection algorithm based on SMLE
against Gaussian QMLE, where we expect Gaussian QMLE to be more efficient. The
heavy-tailed error distributions mimic the characteristics of financial data, and thus
are particularly relevant in assessing the performance of the SMLE-based algorithm in
this context. We repeat 100 trials for one type of combination given different sample
sizes, change-point positions, and true residual distributions.
Figure 4·2 presents nine box plots of estimated change-point positions given differ-
ent combinations of change-point positions, sample sizes, and true error distributions.
The estimated change-point position is calculated by the location of the change-point
divided by the sample size in each trial. The vertical axis on the left denotes the
estimated change-point positions q̂, while the labels q = (1/2, 1/3, 1/4) on the right
constitute the true positions. The red dotted lines also indicate the positions of true
change-points. Taking an example of the three plots in the first row marked “1/2”, we
expect the median of box plots to be approximately 0.5. As sample size n increases,
both Gaussian QMLE and SMLE perform better, rendering accurate change-point
estimations with smaller variability. It is interesting to note that when the true con-
ditional distribution is Gaussian, the Gaussian QMLE does not outperform SMLE for
any sample sizes. Nevertheless, with a relatively large sample size of 5000, the results
of these two approaches are comparable. However, when the true error distributions
are Student’s t-distribution and GED, the semiparametric approach has a significant
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Figure 4·2: Box plots of single change-point detection for sample sizes
(1000, 2000, 5000), change-point positions (1/2, 1/3, 1/4), and error
distributions standard Gaussian, GED with shape parameter 1.5, and
Student’s t-distribution with 4 df.
advantage over Gaussian QMLE, particularly for larger sample sizes, both in terms
of the average and the variability of the estimated change-point. This conclusion also
remains consistent, irrespective of the position of change-points in the time series.
We also measured the bias and variance of the change-point estimators. The bias
is obtained by the distance between the true change-point position and the estimated
change-point position as follows:
bias = q̂ − q = τ̂
n
− q,
where τ̂ is the location of the estimated change-point; n is the sample size; and q is
the true positions, such as 1/2, 1/3, or 1/4. The variance term is the variance of the
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estimated positions of change-points q̂ (in fractions), which represents the stability of
the detection procedure.
As shown in Table 4.1, both bias and variance decrease as the sample size increases.
When the error follows heavy-tail distributions, such as Student’s t-distribution and
GED, SMLE performs much better with smaller bias and variance compared to Gaus-
sian QMLE. Even when the error distribution is Gaussian, the performance of the
SMLE approach remains superior, albeit marginally, to the Gaussian QMLE ap-
proach. This can be explained by the fact that SMLE is based on a data-dependent
error distribution, leading to a more precise characterization of the likelihood for given
data compared to the QMLE, resulting in a more robust estimation of change-point
volatility.
Table 4.1: Bias and variance by calculating the distance between the
estimated and the true position in single change-point detection.
Error Size QMLE SMLE
Bias Variance Bias Variance
Gaussian 1000 0.04671 0.00854 0.02356 0.00623
2000 0.03444 0.00685 0.01061 0.00103
5000 0.01773 0.00378 0.00265 0.00009
GED 1000 0.04929 0.00979 0.02822 0.01129
2000 0.03167 0.00522 0.00807 0.00262
5000 0.02064 0.00237 0.00213 0.00026
t-distribution 1000 0.10044 0.02948 0.05482 0.01741
2000 0.07749 0.02285 0.03089 0.00994
5000 0.06744 0.01846 0.01390 0.00437
Overall, simulations in a single change-point show that SMLE performs better,
with more stable estimation and higher accuracy. Later, we will discuss the scenario
of multiple change-points with unknown quantity, which occurs more commonly in
the real world.
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4.4.2 Multiple Change-points Detection
We will now consider a more realistic scenario in which there are potentially multiple
change-points in volatility, and the actual number of change-points and their positions
are unknown. We will evaluate the performance of SMLE and QMLE in detecting
both the number and the location of change-points. For k change-points, there are
(k + 1) GARCH(1,1) DGP with 3 × (k + 1) parameters in the model. For the sake
of brevity, in this work, we will discuss the simulation results for k = 2, as the
conclusions are similar for larger values of k.
We choose the first two DGPs to be the same as those in Section 4.4.1:
DGP 1 GARCH(1, 1) : ω1 = 0.1, α1 = 0.3, β1 = 0.3;
and
DGP 2 GARCH(1, 1) : ω2 = 0.15, α2 = 0.65, β2 = 0.25;
while the third DGP is
DGP 3 GARCH(1, 1) : ω3 = 0.2, α3 = 0.2, β3 = 0.7.
The lengths of time series for each of the three segments are designated as nDGP1 =
500, nDGP2 = 500, andnDGP3 = 1000, respectively. Therefore, the total sample size is
n = nDGP1 + nDGP2 + nDGP3 = 2000
with two change-points at the locations of 500 and 1000. The choices of true error
density f are the same as those in Section 4.4.1, which are Gaussian, GED, and Stu-
dent’s t-distribution. The summarized analysis is based on repeated simulations of
size B = 500 for each case. The change-points are estimated by the Binary Segmenta-
tion Algorithm reviewed in Algorithm 5. We compared the results of different penalty
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terms, and found that SIC is the best stopping rule, which prevents over-fitting with
the most accurate results.
Firstly, we only inspect the ability of the two approaches in detecting the quantity
of change-points, ignoring the exact locations for this aim. Figure 4·3 presents the
number of detected change-points based on Gaussian QMLE and SMLE GARCH
models. The x-axis stands for the number of estimated change-points, where the true
number of change-points is set as 2. The upper part in green is the bar plot for
QMLE, and the lower part in purple is for SMLE. It should be clear that under all
types of conditional error distributions, the number of change-points identified by the
semiparametric method is concentrated around the true value 2, and has significantly
less variability than that by QMLE. When the true error distribution is Gaussian,
SMLE still outperforms Gaussian QMLE, as the frequency of correct identification
of the number of change-points for SMLE is approximately 42% greater than that
of the Gaussian QMLE. It appears that change-point identification is particularly
challenging when the error follows a Student’s t-distribution. However, it is worth
noting that in this case, the QMLE performs worse, frequently detecting 6 or 7 change-
points; whereas, the results based on SMLE are relatively consistent, and the detected
number of change-points, for the most part, is 2 or 3. Therefore, Figure 4·3 shows
the superiority of SMLE over QMLE in identifying the number of change-points.
The next objective is to determine the accuracy of the estimated change-points
locations. In Figure 4·4, we illustrate the performance of the change-point detection
algorithms in identifying the location of the change-points correctly. Even though the
actual number of change-points is 2 in our simulations, the number of change-points
identified by the algorithms depending on the simulated data are likely to be differ-
ent from 2. Therefore, we have utilized the following method to make comparisons
between the two change-point identification algorithms more informative. We denote
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Figure 4·3: Bar plots of the quantity of estimated change-points k un-
der conditional distributions, including Gaussian, GED, and Student’s
t-distribution, where the true number of change-points is 2.
the results of the detected change-points as cp1, cp2, cp3, cp4, which identifies the
location of the change-points in the intervals of 0 - 250, 250 - 750, 750 – 1250, and
> 1250, respectively. Since the true change-points in the simulation are 500 and
1000, most of the detected change-points are expected to cluster around cp2 and cp3,
respectively. The width of the boxplot is proportional to the frequency of the de-
tected change-points within a given interval. Indeed, as expected, the width of the
boxplot in cp1 and cp4 is narrower than that of cp2 and cp3, respectively. The red
dotted lines at 500 and 1000 are the locations of the true change-points. It is clear
from the plots that the SMLE-based algorithm achieves markedly better performance
compared to the Gaussian QMLE in detecting the position of change-points. The
results of simulations for SMLE, compared to QMLE, are much tighter near the true
values with significantly less variability, and this remains true even when the error
distribution is Gaussian. The SMLE-based algorithm is also less likely to identify
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Figure 4·4: Box plots of estimated locations of change-points in mul-
tiple change-points simulation. The red dashed lines indicate the true
locations.
spurious change-points at cp1 and cp4. Therefore, SMLE achieves better results in
multiple change-point estimation, with variability reduction and enhanced accuracy.
Another way to judge the success of a change-point detection algorithm is to
compute the accuracy. In our case, we define accuracy as the proportion of de-
tected change-points within a small number m of the true value. For illustration,
we have considered three different values of m, namely, m = 10, 25, and50. Then,
corresponding proportions of change-points detected within ±m interval of the true
values 500 and 1000 are labeled as accuracy1 (m=10), accuracy2 (m=25), and ac-
curacy3 (m=50). For example, the estimated change-point τ̂ = 1030 can be de-
fined as a correct change-point in terms of accuracy2 but not in accuracy1, because
10 < |1030 − 1000| < 25. We count the quantity of correct change-points, and the
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accuracy is obtained as the quotient of the quantity of correct change-points divided
by the quantity of true change-points. The summarized accuracy is displayed in Table
4.2.
Table 4.2: Comparison of the accuracy of change-point detection
methods based on Gaussian QMLE and SMLE. The table shows the
percentage of change-point estimates within 10 (accuracy1), 20 (accu-
racy2), and 50 (accuracy3) points of the true change-points.
Error QMLE SMLE
accuracy1 accuracy2 accuracy3 accuracy1 accuracy2 accuracy3
Gaussian 28.8% 37.5% 49.8% 54.2% 65.8% 78.8%
GED 25.2% 34.2% 46.2% 45.9% 57.4% 75.4%
t-dist 21.5% 30.0% 43.8% 35.7% 48.2% 64.7%
Table 4.2 suggests that the accuracy of the algorithm based on SMLE is signifi-
cantly higher than the algorithm based on Gaussian QMLE. Even under the Gaussian
error distribution, the narrowest interval with m = 10 (accuracy1 ), the SMLE-based
algorithm is successful in identifying the change-points within the interval of approx-
imately 54% of the repetitions compared to approximately 28% for the Gaussian
QMLE. The gap between the two approaches is considerably obvious with more than
20% percentage in accuracy. Therefore, SMLE outperforms QMLE in estimating
both the number and the locations of change-points, with higher accuracy and more
robust results.
4.4.3 Comparisons with Asymmetric GARCH Models
As mentioned in Section 2.3, the GARCH process fails to reflect the features of the
leverage effect due to its symmetric model structure. As a consequence, asymmetric
GARCH models are proposed and developed to address this characteristic. It is inter-
esting to compare the performance of change-point detection via likelihood obtained
from the semiparametric GARCH process and asymmetric GARCH models. In this
simulation, we decide to utilize the most well-known asymmetric models, which are
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EGARCH and GJR models, to detect change-points.
We will apply these asymmetric GARCH models to identify multiple change-
points, and compare their performance with the SMLE-based procedure under six
different error distributions. Apart from Gaussian, GED, and Student’s t-distribution
utilized in Section 4.4.2, we also consider skewed Gaussian, skewed GED, and skewed
Student’s t-distributions. The skewness parameter for all three skewed distributions
is designated as 4, resulting in residual distributions that are right-skewed. The
DGPs are identical to those in Section 4.4.2, including the positions of change-points
τ = (500, 1000) and sample sizes as n = 2000. For the SIC penalty β = plogn in
Binary Segmentation, the number of parameters p in EGARCH and GJR-GARCH
models is 4 (ω, α, β, γ), which is different from that in Section 4.4.2. The results are
based on repeated simulations of size B = 100 for each scenario.
The comparison is two-fold, comprising the number and locations of detected
change-points. Figure 4·5 illustrates the bar plots of the number of detected change-
points based on EGARCH, GJR-GARCH, and SMLE when the true value is k = 2.
Under Gaussian and GED distributions, the height of the bar in SMLE (purple)
is slightly higher than other bars in EGARCH and GJR-GARCH (red and green),
indicating a marginal advantage of the semiparametric approach. The superior-
ity of SMLE change-point detection is much more obvious under the Student’s t-
distribution and all of the skewed distributions. Specifically, SMLE constantly out-
performs EGARCH and GJR-GARCH, in the sense that SMLE has by far the highest
frequency of correct identification of the number of change-points. In particular, when
the error distribution is given by the skewed Student’s t-distribution, the result clearly
shows the vast superiority of the SMLE-based change-point detection method, as the
corresponding estimates of the number of change-points is overwhelmingly equal to
2, i.e., the true number of change-points; whereas, the EGARCH and GJR-GARCH
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Figure 4·5: Bar plots of the number of estimated change-points
(k = 2) via EGARCH, GJR-GARCH, and SMLE-based change-point
detection approaches under the conditional distributions, including
Gaussian, GED, Student’s t-distribution, skewed Gaussian, skewed
GED, and skewed Student’s t-distribution.
detect a significant number of spurious change-points.
Figure 4·6 shows the multiple change-point detection results estimated by EGARCH,
GJR-GARCH, and SMLE under six different residual distributions. The notations
cp1 − cp4 labeled in the x-axis are the same as those in Section 4.4.2. Most of the
detected change-points in Figure 4·6 are around cp2 and cp3, as anticipated, because
the true change-points are assumed as 500 (the median/mean of cp2) and 1000 (the
median/mean of cp3), respectively. Specifically, the medians of all of the three ap-
proaches in cp2 and cp3 are close to true change-points at 500 and 1000, respectively,
marked with red dashed lines. Under the Gaussian and GED distributions, the dif-
ference in performance among the three methods is negligible. However, under the
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Figure 4·6: Box plots of multiple change-point detection based on
EGARCH, GJR-GARCH, and SMLE. The true locations of the true
change-points at 500 and 1000 in a sample of size 2000, which are
indicated with red dashed lines.
Student’s t-distribution and skewed Student’s t-distribution, the variability of the
EGARCH and GJR estimates is significantly higher than that of the SMLE, which
shows that the semiparametric method leads to more robust and stable change-point
detection results. Furthermore, the frequency of change-point detection based on
SMLE characterized by the location and width of the box plots at incorrect loca-
tions cp1 and cp4 is significantly rarer than that of EGARCH and GJR-GARCH. For
instance, there are almost no detected change-points in cp1 and cp4 via the SMLE
approach under the skewed Gaussian and skewed GED cases, but the existence of de-
tected change-points based on EGARCH and GJR-GARCH is evident. Therefore, the
SMLE approach is not only superior to standard QMLE Gaussian GARCH models,
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as shown in Section 4.4.2, but also performs better than other asymmetric GARCH
models in change-point detection.
4.5 Application to Financial Time Series
In this section, we explore the performance of the semiparametric change-point de-
tection algorithm in the volatility of financial time series. In particular, we consider
time series on the daily open values of the Standard and Poor’s 500 (S & P 500) index
and the Dow Jones Industrial Average (DJIA) index from June 2015 to June 2020
(n = 1295), both of which are prominent stock indices measuring global financial
market performance. The S & P 500 tracks 500 publicly-traded companies on stock
exchanges, and the DJIA is based on the stock prices of 30 large companies repre-
senting their respective industries in the United States. As a consequence of different
stock compositions and calculation methods, the performance of these benchmarks
differs. Although the general trends of the two series are similar, the magnitudes of
change over time can be distinct.
We employ the Binary Segmentation algorithm based on semiparametric GARCH
models to split the observations in recent five-year data into various segments. In the
real world, it is difficult to prove whether or not detected change-points are true re-
flections of the data-generating process (DGP). However, it may be feasible to explore
the association between certain events and corresponding structural changes in the
volatility of financial time series. Therefore, our aim is to find events corresponding to
these change-points, and we use these results as surrogates for estimation accuracy. In
other words, if the change-points appear in close proximity for both stock indices, this
demonstrates the credibility of our semiparametric change-point detection algorithm.
Figure 4·7 shows the positions of estimated change-points on the S & P 500 and
DJIA indices indicated by red and blue lines, respectively. The number of detected
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Figure 4·7: Locations of estimated change-points of the S & P 500
and DJIA from June 2015 to June 2020 indicated by blue and red lines,
respectively.
change-points for both the S & P 500 and DIJA are the same as 2. In addition,
the locations of change-points on these two indices overlap to a great extent. These
estimated abrupt changes are indeed related to real events, such as τ̂ = 250 (June
2016) Brexit and τ̂ = 652 (February 2018) US stock market crash. These observations
constitute indirect evidence of the validity of the change-point detection algorithm




5.1 Semiparametric Approach to Hypothesis Testing of Volatil-
ity Change-point
This dissertation considers a novel semiparametric approach to volatility estimation.
In Chapter 4, we discuss the estimation in change-points of volatility via parametric
and semiparametric GARCH processes. Regardless of the true residual distribution,
sample size or positions of change-points in a series of observations, the semipara-
metric approach always leads to smaller bias and more stable variability. Simula-
tion results demonstrate the superiority of GARCH based on SMLE when detecting
change-points in volatility dynamics of financial data. This method opens up many
new avenues of research in volatility models. It is engaging to apply the idea of
semiparametric approach to other aspects of the change-point issue. In this section,
we will discuss the extension of change-point identification via hypothesis testing in
volatility based on semiparametric estimation.
In the change-point literature, frequently used hypothesis testing methods include
the likelihood ratio test, the cumulative sum (CUSUM) test, the Bayesian test, and so
on. Among these tests, the likelihood ratio test is a prominent technique to address
the problem of change-point existence. Indeed, in recent decades, this topic has
been discussed by numerous researchers (Chernoff and Zacks 1964, Hawkins 1977,
Ramanayake and Gupta 2004, Kirch and Steinebach 2006). In terms of parametric
change-point testing models, they tend to focus on change-point identification at the
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level of mean (Sen and Srivastava, 1975, 1973; Gombay and Horvath, 1994) or at
the level of variance (Hsu, 1977; Abraham and Wei, 1984). Thorough discussions of
parametric hypothesis testing of change-point at the level of mean or variance can be
found in Chen and Gupta (2011).
In the aspect of nonparametric and semiparametric change-point hypothesis test-
ing, Guan (2004) applied the empirical likelihood method via a semiparametric change-
point model to detect the change from a distribution to a weighted one. Zou et al.
(2007) tested and estimated change-points by a nonparametric approach using binary
segmentation and the empirical likelihood ratio test. The estimators obtained from
their semiparametric approach are shown to be asymptotically consistent (Zou et al.,
2007). Csörgö and Horváth (1997) provided a systematic framework of both paramet-
ric and nonparametric likelihood ratio test, and proved the test statistics following a
Gumbel-type extreme value distribution at the level of mean.
In financial applications, due to the complicated structure of financial models,
only considering testing changes at the levels of mean or variance is not sufficiently
comprehensive. Davis et al. (1995) proved that the likelihood ratio test statistic in
the Gaussian QMLE AR model converges into a Gumbel extreme value distribution
under finite fourth-moments assumptions. However, in the case of an extreme value
limit, this convergence rate can be markedly slow (Hall, 1979). For that reason,
Aue and Horváth (2013) pointed out that resampling methods constitute suitable
choices with more stable and practical hypothesis tests results. There is a large
body of related literature on applying resampling methods in change-points detection
in financial volatility. For example, Kokoszka et al. (2002) designed asymptotic and
bootstrap likelihood ratio tests to detect the existence of change points in the volatility
of GARCH models. Other examples with respect to resampling and bootstrapping
methods in change-point tests are provided by Hušková and Picek (2005); Kirch
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(2008); Hušková and Kirch (2012). However, to the best of the author’s knowledge,
it is not common to identify change-point via the semiparametric likelihood ratio test
in financial volatility. In this section, we will discuss the empirical likelihood ratio
test of change-point detection in the GARCH(p, q) process via a semiparametric way,
which provides an entirely novel idea to the change-point hypothesis testing issue.
5.1.1 Methodology of Likelihood Ratio Test
Let observed samples y1, y2, . . . , yn following distributions F1, F2, . . . , Fn, respectively.
In general, the hypothesis test of change-point is assumed with a null hypothesis:
H0 : F1 = F2 = · · · = Fn
versus the alternative hypothesis:
H1 : F1 = · · · = Fτ1 6= Fτ1+1 = · · · = Fτ2 6= Fτ2+1
= · · ·Fτk 6= Fτk+1 · · · = Fn, 1 < τ1 < τ2 < · · · < τk < n,
where k is the unknown number of change-points; and τ1, τ2, and . . . , τk are the cor-
responding unknown positions of change-points to be estimated. If the distributions
F1, F2, . . . , Fn belong to the same parametric family F (θ), then the problem is to test
the difference of parameter θ. Thus, the null hypothesis is:
H0 : θ1 = θ2 = · · · = θn = θ,
while the alternative hypothesis is defined as:
H1 : θ1 = · · · = θτ1 6= θτ1+1 = · · · = θτ2
6= · · · 6= θτk−1 = · · · = θτk 6= θτk+1 · · · = θn
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where k and τ1, τ2, . . . , τq are the unknown number and positions of change-points
needed to be obtained, respectively.
Consider a simple and epidemic case of the hypothesis test with a single change-
point in a sequence of observations. We can redefine the null hypothesis as no change,
while the alternative hypothesis as a single parameter change at some unknown time
point τ over the sample as follows:
H0 : There is no change-point over y1, ..., yn,
H1 : There is one change-point at time τ over y1, ..., yn.
Here, the distribution of observations yt is constituted of parameter vector θt.
Under the null hypothesis, the values of all of the parameters are supposed to be the
same, i.e., θ1 = ... = θn ≡ θ0. If there exists a change-point at time τ , then the
time-point index τ will split the data y1, ..., yn into two separate segments y1, ..., yτ
and yτ+1, ..., yn. In other words, under the alternative hypothesis, the parameters are
different before and after the break-point τ , i.e., θ1 = ... = θτ ≡ θ0 6= θ∗0 ≡ θτ+1 =
... = θn.
The likelihood under the null hypothesis is defined as Ln(θ), and the likelihood
under the alternative hypothesis is defined as Lτ (θ, θ
∗), which is the sum of likelihoods
with respect to vectors of parameters θ0 and θ
∗
0 in two sub-segments. The quotient
of likelihood Ln(θ) and Lτ (θ, θ
∗) is called the likelihood ratio Λτ :
Λτ =
maximum likelihood under the null






Lτ (θ̂τ , θ̂∗τ )
, (5.1)
where θ̂τ and θ̂
∗
τ are the maximum likelihood estimators in separate segments y1, ..., yτ
and yτ+1, ..., yn, respectively.
The likelihood ratio test statistic is the maximum of twice the negative log-
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likelihood ratio λτ as:
Zn = max
1≤τ<n
−2 log Λτ (5.2)
Under the case that there is a change in the mean or variance, the parametric like-
lihood ratio statistic has been analyzed for i.i.d. observations (Gombay and Horvath,
1990; Horváth, 1993; Csörgö and Horváth, 1997). Assume an example of change-point
in the mean µ of normal observations. Given known variance σ2, then the likelihood
ratio statistic is obtained by:
Zn = max
1≤τ<n




(τ ŷτ + (n− τ)ỹτ − nŷn) ,
where ŷτ and ỹτ are the maximum likelihood estimators for the mean on y1, . . . , yk
and yτ+1, . . . , yn, respectively. This statistic can be rewritten as follows:
Zn = max
1≤τ<n
















(−2 log Λτ )1/2 −D∗(log n)
D→ E ∨ E ′ (5.4)
A(x) = (2 log x)1/2, D∗(x) = 2 log x+
1
2
log log x− 1
2
log(4π),
where E and E ′ are i.i.d random variables with a Gumbel-type extreme value distri-
bution.
If the values of variance σ2 are unknown, Csörgö and Horváth (1997) proved that












is large, where σ̂2τ = n
−1 (∑τ
i=1 (yi − ŷτ )
2 +
∑n
i=τ+1 (yi − y̌τ )
2).
Except for the level of mean, Horváth (1993) proved a similar asymptotic likeli-
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hood ratio for change-point at the level of both mean and variance for normal observa-
tions, and also proposed that the assumption about normal observations is negligible.
In addition to the parametric likelihood ratio statistic, Gombay and Horvath
(1990) analyzed the nonparametric likelihood ratio test approach for change at the
mean level. The likelihood ratio statistic is defined as:
max
1≤τ<n
τg (ŷτ ) + (n− τ)g (y̌τ )− ng (ŷn) ,
where g is a function satisfying a mild smoothness condition. This can be regarded as
a general template for change-point hypothesis testing at the level of mean. Indeed,
Equation 5.3 constitutes a special case of this.
For time series, Ling et al. (2007) proposed a testing approach that is summarized
in a general form. The observations yt are denoted by:
yt = f (θ, Yt−1, εt) (t = 0,±1,±2, . . .)
where f is a known function, which represents the relationship between data points;
θ is a vector of parameters; εt are i.i.d residuals; and Yt is the vector of y1, . . . , yt−1, yt.
Given a change-point τ , the vectors of parameters θ0 and θ1 for subsegments y1, . . . , yτ
and yτ+1, . . . , yn can be derived by objective function Ln and L1n. The likelihoods
are as follows:
Ln (τ, θ0) =
τ∑
t=1
l (θ0, Yt) and L1n (τ, θ1) =
n∑
t=τ+1
l (θ1, Yt) ,
where l (θ, Yt) should be supposed to be differentiable with respect to parameters θ
within three orders.
Assuming that the change-point is unknown, Ling et al. (2007) introduced a test
statistic for testing H0 against ∪τ∈[1,n)H1n(τ), which is a maximally selected Wald-
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∣∣∣∣τ(n− τ)n [θ̂n(τ)− θ̂1n(τ)]′ΣΩ−1Σ [θ̂n(τ)− θ̂1n(τ)]
∣∣∣∣ ,
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Suppose θ̂n(τ) and θ̂1n(τ) are the optimal estimates to maximize the two objective





/∂θ = 0), Ling et al. (2007) proved
max
logn≤τ≤n−logn
∣∣Wn(τ)− ξ′n(τ)Ω−1ξ′n(τ)∣∣ = oP (1), (5.6)
where maxlogn≤τ ≤ n − log nξ′n(τ)Ω−1ξn(τ) is the same as a vector-valued version of
Equation 5.3. Therefore, the test statistic in Equation 5.6 obeys an extreme value
asymptotic.
The null hypothesis is rejected if the test statistic is sufficiently large, and thus
we are able to detect change-points given the value of Zn. This distribution of likeli-
hood ratio statistic benefits us when detecting change-points at the level of mean or
variance. However, the issue of hypothesis testing for volatility models is markedly
more complicated and challenging. In the next subsection, the likelihood ratio test
and its statistic in financial time series models will be discussed.
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5.1.2 Likelihood Ratio Test in Financial Time Series Models
In financial time series, computing the joint probability density of observations yt is
difficult, and thus the test statistic is frequently obtained by quasi-likelihood with
assumptions of residual distribution. The following example shows the method of the
likelihood ratio test based on quasi-Gaussian autoregressive time series.
Assume observations Yt following two series of AR processes with parameters φ0













φ0 + φ1Yt−1 + · · ·+ φpYt−p + εt, t = 1, . . . , t∗
φ∗0 + φ
∗
1Yt−1 + · · ·+ φ∗qYt−q + εt, t = t∗ + 1, . . . , n,
where εt are i.i.d. residuals with E [εt] = 0 and E [ε
2
t ] = σ
2. The distribution of
εt is assumed as Gaussian, and the likelihood ratio statistic Zn can be obtained by
Equation 5.1 and 5.2 using Gaussian likelihood. Davis et al. (1995) proved that,



























2 log log n
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2 log log n+
p+ 1
2






and Γ(·) is a Gamma function. This shows that the likelihood ratio statistic of quasi-
Gaussian autoregressive time series also follows an extreme value distribution. Details
of corresponding proofs are given in Davis et al. (1995).
Other than autoregressive time series, Kokoszka et al. (2002) also derived the
formula of test statistics under the assumption of Gaussian error distribution in the
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ARCH(1) process. In this section, we generalize the test statistic to parametric and
semiparametric GARCH processes following the idea of Kokoszka et al. (2002).
For increased conciseness, we take an example of Gaussian QMLE GARCH(1,
1), which assumes p = q = 1 in Equation 2.12 and f follows a standard Gaussian
distribution. Recall that the observations yt following the GARCH(1,1) process are
given by:
yt = σtεt, σ
2




t−1, εt ∼ iid N(0, 1) t = 1, ..., n, (5.7)
where the parameters of the GARCH process are supposed to be ω ≥ 0, α ≥ 0, βj ≥ 0,
and α + β < 1.
Then, the maximum likelihood under the null hypothesis is:
n∏
t=1













where ω̂, α̂, and β̂ are the maximum likelihood estimator assuming no parameter
change over data y1, ..., yn. Referring to the GARCH (1, 1) model in Equation 5.7,




t−1, and then the numerator of likelihood ratio









































where σ̃ and σ̄ are the estimates of volatility in the sub-samples y1, ..., yτ and yτ+1, ..., yn,
respectively.
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Consequently, negative twice the negative log-likelihood ratio is given by:
−2 log Λτ = −[
τ∑
t=1
(log σ̃2t −log σ̂2t )+
n∑
t=τ+1








































+ log σ̄2t )].
(5.8)
which is the test statistic for the Gaussian QMLE GARCH process.
From the viewpoint of semiparametric GARCH models, we can replace the likeli-
hood part in Equation 5.8 with the semiparametric function mentioned in Equation
3.5. In this case, the numerator of likelihood ratio Λτ is the maximum likelihood un-
der the null hypothesis in the semiparametric GARCH process given no change-point,

















and K(·) is the regular kernel; and hn is the bandwidth.













where σ̃ and σ̄ are the estimates in volatility models of the sub-samples y1, ..., yτ and
ykτ+1, ..., yn, respectively. The f̂1 and f̂2 follow the same template as that in Equation
5.9, corresponding to estimated residual distributions in different segments y1, ..., yτ
and yτ+1, ..., yn, respectively.
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Therefore, negative twice the negative log-likelihood ratio is given by:
−2 log Λτ =− [
τ∑
t=1
(log σ̃2t − log σ̂2t ) +
n∑
t=τ+1











and the corresponding test statistic of the GARCH process based on the SMLE ap-


























This test statistic formula Zn in Equation 5.10 can be generalized to any GARCH(p,
q) model without an assumption of residual distribution, since the likelihood is com-
prised of kernel density in a semiparametric manner. However, to the best of the
author’s knowledge, the properties of this specific likelihood ratio statistic have not
previously been clearly analyzed. In addition, even for the statistic following an ex-
treme value distribution mentioned previously, in finite samples, the convergence rate
of test statistic to the extreme value could be very slow Hall (1979). Since the theo-
retical tests are impractical to implement, asymptotic tests are the alternative choice
to determine the existence of change-points. Aue and Horváth (2013) pointed out
that resampling and bootstrap methods can be considered with satisfactory results
in hypothesis testing. Related literature about bootstrapping regarding the change-
point issue has been discussed in Kokoszka et al. (2002); Kirch (2008); Aue et al.
(2012); Hušková and Kirch (2012). The implementation of this empirical likelihood
ratio test to change-point issue in a semiparametric GARCH process is attractive,
which can be extended in future.
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5.2 Summary of the Thesis
In this dissertation, we have explored the issue of change-points in financial volatility.
What sets this investigation apart from comparable work in the literature is that the
estimation is carried out without any prior parametric assumption on the conditional
error distribution. The proposed approach is semiparametric in the sense that the
likelihood retains the structural advantages of the parametric GARCH process, while
simultaneously allowing the flexibility of the nonparametric conditional error distri-
bution. This is a crucial advantage, as it is rare for the conditional error distribution
of the true data-generating process in a financial time series to be consistent with
a specific parametric distribution. This dissertation proposes an innovative semi-
parametric GARCH process in developing solutions for change-point estimation for
financial volatility.
In change-point estimation, a penalized likelihood approach based on a semipara-
metric GARCH model and an efficient Binary Segmentation algorithm is developed
to estimate the change-points’ locations. The change-point detection algorithm in-
troduced in the dissertation is based on finding the optimal segments of data by
minimizing a penalized cost function, in which the cost function is given by the
likelihood, or more specifically twice the negative log-likelihood, calculated from the
Gaussian and semiparametric GARCH models. As established in this work via exten-
sive simulations, this is a crucial advantage in the context of change-point detection
and estimation of volatility. The results demonstrate that the SMLE-based algorithm
uniformly outperforms Gaussian QMLE, regardless of the sample size, relative loca-
tion of the change-points, and the true error distribution. In addition, we have also
investigated the change-point detection performance of the semiparametric method
compared to the two types of common asymmetric GARCH models, namely, the
EGARCH model and the GJR-GARCH model. Our results show the suitability of
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the proposed method in detecting volatility change-points of financial data in the
presence of the leverage effect.
In general, semiparametric estimation approaches do not pre-specify the likelihood
function, and therefore they are more robust than traditional quasi-likelihood meth-
ods. It is particularly interesting to point out that the semiparametric algorithm is
superior to Gaussian QMLE, even when the conditional error distribution is actually
Gaussian. This can be explained by the fact that the SMLE-based algorithm offers
a data-dependent approach to change-point detection, and is sufficiently flexible in
accommodating any nuances of the data, which is not the case with a rigid paramet-
ric framework. Except for the GARCH process, this semiparametric approach can
be utilized in any conditional heteroscedastic model using the artificial assumption
of residual distribution, such as the stochastic volatility model and other ARCH-type
models. The ideas and methodologies presented in this dissertation open up a new
avenue of further research on the vital question of volatility change-point in financial
data.
5.3 Future Work
One interesting direction for future research is to investigate the theoretical properties
of the change-point estimator based on the SMLE algorithm. It is a challenging ques-
tion, and to the best of our knowledge, no work has yet been done in the literature
in this vein, even in the QMLE framework. The asymptotic properties of the pa-
rameter estimates of the GARCH(1,1) process under semiparametric likelihood have
been studied in detail by Di and Gangopadhyay (2011a, 2013). Since the estimators
are derived from kernel density estimates, the semiparametric GARCH estimators are
inherently biased, and the bias goes to 0 very slowly for large n. This creates addi-
tional technical hurdles in developing the theoretical properties of the change-point
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estimator based on the SMLE algorithm. Similar questions arise in terms of hypoth-
esis testing. As mentioned previously, there are no exact asymptotic properties of
the likelihood ratio test based on the traditional Gaussian GARCH process or on the
semiparametric GARCH process. More properties of this specific test statistic re-
main unknown and are being investigated at present, which constitutes an attractive
theorical problem to be analyzed.
It is also worth noting, however, that the performance of change-point identifica-
tion and detection algorithms differs depending on the true error distribution utilized
in the data-generating process. In particular, when the true error distribution is
a (skewed) Student’s t-distribution, both QMLE and SMLE-based algorithms per-
form relatively poorly compared to the other error distributions, namely, (skewed)
Gaussian and (skewed) GED. Therefore, it is clear that the performance of change-
point detection algorithms is affected when the error distributions are heavy-tailed.
However, we have shown that even in the case of Student’s t-distribution, the SMLE-
based algorithm performs significantly better than QMLE for larger sample sizes,
which is reassuring as most financial data are generally quite long. Although we did
not investigate it in this work, it may be possible to mitigate the effect of leptokurtic
distributions by considering a modified version of the kernel density estimator used
in the SMLE. One possibility is to consider a kernel density estimator that uses the
Champernowne transformation, which has been shown to have improved performance
in the context of heavy-tailed distributions compared to a regular density kernel es-
timator (Buch-Larsen et al., 2005).
In summary, this work addresses the critical question of estimation of volatil-
ity change-points in a financial time series, and introduces a novel semiparamet-
ric approach to the change-point issue. The extensive simulations presented in the
dissertation establish the superiority of the semiparametric approach over the tra-
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ditional Gaussian GARCH model in the context of change-point identification and
estimation. The results demonstrate that, in terms of change-point identification and
estimation accuracy for multiple GARCH process variations, the proposed semipara-
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in mean. Sankhyā: The Indian Journal of Statistics, Series A, pages 173–186.
Serra, T. (2011). Volatility spillovers between food and energy markets: A semipara-
metric approach. Energy Economics, 33(6):1155–1164.
Snijders, A. M., Nowak, N., Segraves, R., Blackwood, S., Brown, N., Conroy, J.,
Hamilton, G., Hindle, A. K., Huey, B., Kimura, K., et al. (2001). Assembly of
microarrays for genome-wide measurement of dna copy number. Nature genetics,
29(3):263–264.
Srivastava, M. and Worsley, K. J. (1986). Likelihood ratio tests for a change in
the multivariate normal mean. Journal of the American Statistical Association,
81(393):199–204.
Steigerwald, D. G. (1993). Efficient estimation of models with conditional het-
eroscedasticity. Technical report, Department of Economics, UC Santa Barbara.
Tsay, R. S. (1987). Conditional heteroscedastic time series models. Journal of the
American Statistical association, 82(398):590–604.
Tsay, R. S. (2005). Analysis of financial time series, volume 543. John wiley & sons.
Venables, W. and Ripley, B. (2002). Modern applied statistics with s. springer-
verlag. New York.
Venkatraman, E. and Olshen, A. B. (2007). A faster circular binary segmentation
algorithm for the analysis of array cgh data. Bioinformatics, 23(6):657–663.
Vostrikova, L. Y. (1981). Detecting “disorder” in multidimensional random pro-
cesses. In Doklady Akademii Nauk, volume 259, pages 270–274. Russian Academy
of Sciences.
107
Wallenstein, S., Zucker, C. L., and Fleiss, J. L. (1980). Some statistical methods
useful in circulation research. Circulation Research, 47(1):1–9.
Weiss, A. A. (1986). Asymptotic theory for arch models: estimation and testing.
Econometric theory, 2(1):107–131.
Wuertz, D., Setz, T., Chalabi, Y., Boudt, C., Chausse, P., Miklovac, M., Setz, M. T.,
and RUnit, S. (2013). Package ‘fgarch’. Technical report, Technical report,
working paper/manual, 09.11. 2009.
Yang, L. (2006). A semiparametric garch model for foreign exchange volatility.
Journal of Econometrics, 130(2):365–384.
Yao, Y.-C. (1988). Estimating the number of change-points via schwarz’criterion.
Statistics & Probability Letters, 6(3):181–189.
Yao, Y.-C. and Davis, R. A. (1986). The asymptotic behavior of the likelihood ratio
statistic for testing a shift in mean in a sequence of independent normal variates.
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