Abstract: Guangzhou Public Bicycle System has been the largest bike-sharing program in the world. The software of the system was developed by our research team. To meet the fluctuating demand for bicycles and for vacant lockers at each station, employees need to actively shift bicycles between stations by a fleet of vehicles. Hybrid GRA-SP metaheuristic which incorporate a path-relinking procedure have been successfully applied for different combinatorial problems. Data mining is a process that uses a variety of data analysis tools to discover patterns and relationships in data. In this paper, a new hybrid data mining metaheuristic combines GRA-SP which incorporate path-relinking procedure with data mining process is proposed and some improvement are made.
Introduction
Public bicycle system has grown rapidly in the past decade, as an answer to an increasing need of green and versatile public transportation in cities. By 2015, the number of cities offering public bicycle system has increased from just a handful in the late 1990s to over 800.
On 1 May 2008, the Guangzhou city government launched the first information technology-based public bicycle system in mainland China. Now, Guangzhou city public bicycle system has covered over 3,000 service stations, a total of about 60,000 bicycles. It has surpassed Vélib's bicycle system as the largest bike sharing program in the world. Software of Guangzhou public bicycle system was developed by our research team.
Like many cities Guangzhou public bicycle is unattended, sometimes it is a common problem to find no bicycle to rent or no place to return at some stations. In order to avoid these situations, employees should actively move bicycles between stations, usually by a fleet of vehicles. This problem is called the rebalancing problem in public bicycle system by some academics. The primal goal of this problem is to find out efficient vehicle routes with corresponding loading or unloading directions at the visited stations in order to bring the system in balance as far as possible.
This paper focus on the rebalancing problem in public bicycle system. The first contribution of this paper is that we propose an new objective function to the rebalancing problem in public bicycle systems, which meets the actual circs better. The second contribution is in presenting a new and successful hybrid data mining metaheuristic solution method to the rebalancing problem. The rest of the paper is organised as follows: the second part describes related work of the problem. In the third part, the rebalancing problem of public bicycle system is presented. In the fourth section, we first give a high-level description of a general GRA-SP with path-relinking heuristic. Then our hybrid data mining metaheuristic for the rebalancing problem of public bicycle system is described in the fifth section. Computational results obtained from experiments on real-world data of Guangzhou are reported in the sixth section. Concluding remarks are drawn in the last section.
The rebalancing problem of public bicycle system
In this paper, we employ its problem definition partly and make some modification in light of the conditions. The rebalancing problem of public bicycle system can be formalised as follows. Let G = (V, A) be a complete directed graph where V = {0,…, n} is the node set composed by n + 1 nodes, the nodes in {1,…, n} representing the rental stations and the node 0 representing the garage, and where A is the set of arcs. Each station i V has associated a capacity Qi 0, i.e., the number of available parking positions, the number of available bikes at the beginning of the rebalancing process pi 0, and a target number of available bikes after rebalancing qi 0. A station is in excess (resp. in default) if pi > qi (resp. pi < qi). Some station can be initially balanced i.e., pi = qi. Moreover, throughout the paper the imbalance di = pi -qi is used and the garage is always assumed to have no bike i.e., Q0 = p0 = q0 = 0 and d0 = 0. For each arc (i, j) A, we denote by C(i, j) the cost of the arc (i, j). The cost is assumed to satisfy the triangular inequality (i.e.,
The public bicycle system operator employs a fleet of vehicles L = {1,…,|L|} for moving bikes. Each vehicle l L starts empty at the garage 0, has a capacity of Z l bikes and may visit an arbitrary number of stations before returning empty to the garage again as long as the total tour length does not exceed an available time budget.
A feasible solution for the rebalancing problem of public bicycle system is called a route, which consists of two parts. The first part is a sequence of nodes, starting and finishing with the depot 0, together with bike displacements within the limits of capacity constraints, at the end of which the system is balanced: each station i has been brought from its initial state pi to its target state qi. The route is specified by an ordered sequence of visited stations The goal of the rebalancing problem of public bicycle system is to find the minimal cost route. It is notable that the convergence for each node from pi to qi is not required to be monotonous: drops and multiple visits of the stations are allowed, i.e., bikes can be loaded from stations in default or unloaded at stations in excess. Figure 1 shows an example of instance with 9 nodes and one vehicle. Node 0 is the garage and nodes 1-8 are stations. Among them, there is one initially balanced station. The pair of (p i , q i ), which represent the number of available bikes at the beginning of the rebalancing process and a target number of available bikes after rebalancing, is displayed next each node. The capacity of the vehicle is set to 8. Figure 2 shows a feasible solution with the station sequence (0, 7, 6, 4, 5, 8, 1, 2, 0) . Some studies consider the total distance travelled by the rebalancing vehicle as the objective function. Some studies consider the total amount of pickup-and-delivery as the objective function. Some studies aim to minimise the deviation between the final number of bikes and the target number of bikes. However, as the developer of public bicycle system software in Guangzhou and many cities, we think the key factor of the rebalancing problem in public bicycle systems is time. We should find a set of routes that make the public bicycle systems in balance as soon as possible. In our opinions, there are two reasons why time is the most important. The first is it could meet the customers' satisfaction. The second is that the rebalancing will be virtually useless if it lasts too long, because the status of public bicycle systems is constantly changing.
One of our contributions is that we propose a new objective function to the rebalancing problem in public bicycle systems, which meets the actual circs better. The objective of the rebalancing problem is to find a set of routes that minimise the total time cost. The objective function can be written as:
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In the above formula, i is an upper bound of the number of times the vehicle has to visit station i in any optimal solution. x i,t = 1 only if station i is visited at least t times. is the number of bikes that is carried by the vehicle during this move. T load is the time required to remove a bicycle from a station and load it onto the vehicle. T unload is the time required to unload a bicycle from the vehicle and hook it to a locker in a station.
According to the definition of x i,t , constraint (1) holds. Constraint (2) limit the number of bicycles transported between two stations to the capacity of the vehicle. Constraint (3) makes the number of bicycles parked at a station i not exceed its maximal capacity Ci. Constraints (5) and (6) make sure that all stations should reach their target state after the rebalancing.
GRA-SP and path-relinking

GRA-SP
Greedy randomised adaptive search procedure (GRA-SP) (Laldin et al., 2013; Niu et al., 2015 ) is a multi-start or iterative metaheuristic. It is already applied successfully to many optimisation problems. In GRA-SP, each iteration consists of two phases: construction and local search. The construction phase builds a feasible solution, whose neighbourhood is investigated until a local minimum is found during the local search phase. The best overall solution is kept as the result. The pseudo-code of the main blocks of a basic GRA-SP procedure for minimisation is illustrates as follow.
Input:
The number of iterations N.
Output:
The best solution x*.
Steps:
The construction phase and the local search applied to the constructed solution is executed iteratively. Then the quality of the obtained solution is compared to the current best found and, the best solution is updated if necessary. The best solution is finally returned.
The construction and local search phases of GRA-SP should be customised for each problem. The general procedure of construction phase is illustrated as follow.
Input:
Null.
Output:
The best solution x. The elements of the solutions are selected one by one from the restricted candidate list (RCL) and incorporated into the partial solution until it is completely built. RCL is built by the best elements, whose incorporation into the current solution results in the smallest incremental costs. The element to be added into the partial solution is randomly selected from those in the RCL. Once the selected element is added into the partial solution, RCL should be updated and the costs need be reevaluated.
Steps
The solution which obtained in the construction phase of GRA-SP is not locally optimal usually. The local search phase which is a hill-climbing process attempts to improve the solutions built in the construction phase. It uses the solution obtained in the construction phase as the starting point and then explores the neighbourhood of the solution. The neighbourhood of a solution is defined by a function that relates this solution with a set of other solutions. The local search is performed again if a better solution is found. It terminates when no better solution is found in the neighbourhood. The pseudo-code of a local search algorithm is as follow.
Input:
The solution x.
Output:
The better solution x.
Steps:
{ while x is not local optimal do 
Path-relinking
Path-relinking was originally proposed by Glover (Hannan et al., 2012) as an intensification strategy exploring trajectories connecting elite solutions obtained by tabu search or scatter search (Jiang et al., 2013; Dallal and Briand, 2012) . Basically, path-relinking is applied to a pair of solutions. One is called starting solution and the other is target solution. Path-relinking generates paths leading toward the target solution and explores them in the search for better solutions. The pseudo-code of the path-relinking procedure specified for a minimisation problem can be found as follow.
Input:
starting solution x 1 and target solution x 2 .
Output:
1)
Compute the difference ∆(x 1 , x 2 ) between x 1 and x 2 ;
2) f* ← min{f(x 1 ), f(x 2 )};
14)
End; 15) End; 16 Return x*;
In the above code, path-relinking applied to a pair of solutions x 1 (starting solution) and x 2 (target solution). In line 1, the procedure computes the symmetric difference ∆(x 1 , x 2 ) between the two solutions, i.e., the set of moves needed to reach x 2 from x 1 . The initial best solution and its cost are determined in lines 2 and 3. In line 4, the current solution is initialised with x 1 . From lines 5 to 15, the steps of path-relinking are performed until the entire traverse from x 1 to x 2 is finished. At each step, the procedure examines all moves m ∆(x, x 2 ) from the current solution x and selects the best one, i.e., the one which results in the least cost solution. In line 7, the component m* of ∆ for which x m results in the least-cost solution is obtained. In line 8, m* is removed from ∆. The current solution is updated in line 9. From line 10 to 14, if the new intermediate solution is better than the current best intermediate solution, then the latter and its cost are updated. The procedure terminates when x 2 is reached, i.e., when ∆(x, x 2 ) is empty.
A hybrid data mining metaheuristic for rebalancing problem
GRA-SP generally works well. However, its iterations is independent and no information of one solution is passed from one iteration to another. In another word, GRA-SP does not learn from the solutions found in previous iterations. Some scholars use path-relinking as an effective way to enhance the performance of the basic GRA-SP procedure in some fields. Some scholars incorporate a data mining process in GRA-SP so that patterns found in high quality solutions obtained in earlier iterations can be used to conduct and improve the search process. These two ideas are adopted in this paper. To solve the problem of bicycle rebalancing, we propose a hybrid data mining metaheuristic, which incorporates a data mining procedure to a GRA-SP with path-relinking heuristic. And we also make some improvement in some phases of algorithm according to the feature of the bicycle rebalancing problem. The improvement include mainly the 2-Opt algorithm used in the local search phase, the using of update reference set and new path-relinking algorithm. The new hybrid algorithm is memory-based. And it could retain previous good solutions and use them as guides in the next search. The integration could strongly improve solution quality and reduce computation times with respect to memoryless implementations. The framework of the new hybrid data mining metaheuristic algorithm is as follow.
Input:
The number of iterations N 1 and N 2 , RCL parameter L, size of the elite set d, size of the patterns set t and reference set length γ.
Output:
12) x ← Path-relinking(R, x * );
16) end;
17) end;
18) patternSet ← DataMine(M, t);
28) x ← Path-relinking(R, x * );
31) end; 32) end;
33) return x*;
In the above pseudo-code, the new hybrid data mining metaheuristic algorithm is composed of two phases. The first one is called the elite set generation phase, which corresponds to the loop from lines 4 to 17. In the elite set generation phase, GRA-SP with path-relinking is performed for N 1 iterations to obtain a set of different solutions. The d best solutions from this set of solutions compose the elite set M. After this first phase, the data mining process is applied in line 18. In this process, elements that frequently appear in solutions are extracted from the elite set. These elements are called patterns. Next, the second phase, called hybrid phase, is performed. The second loop from lines 19 to 32 corresponds to the second phase. In this phase, the hybrid GRA-SP with path-relinking using the knowledge obtained in the data mining procedure is executed. The loop are performed for N 2 iterations. In these construction phases, a mined pattern selected from the set of mined patterns guides building an initial solution. In this way all constructed solutions will contain the elements of the selected pattern.
Construction phase
There are two construction phase in the new hybrid data mining metaheuristic. One is in the elite set generation phase, another is in the hybrid phase.
Construction in the elite set generation phase
The following code is the pseudo-code of the construction phase in the elite set generation phase. It is similar to the greedy randomised construction of GRA-SP, which seeks to produce a good-quality starting route. In the code, x is the partial solution, which is under construction in a given iteration. C is the candidate station set with all the remaining stations that can be added to x. g(c) is a greedy function, which computes the value of each candidate station c C to the partial solution x. The goal of the rebalancing problem of public bicycle system is to find the minimal cost route. So the greedy function g(c) is used for measuring the cost of adding candidate station to the route. RCL consists of candidate stations which can be added according to the value of g(c) at each step. The station to be added to the partial solution x is picked randomly from this list. The parameter named decides the length of the RCL. When = 0, only the best station with g min will be added to the RCL. In that case the construction process becomes a pure Greedy algorithm. In another way, the construction phase will be completely random when = 1, because all possible stations may be present in RCL. The value of is one of the important factors that affect the algorithm for global search performance. In the practical application, the value of needs a number of adjustments based on the experimental results. After a lot of practical experiments, we found that the performance when is not fixed is better than that when is fixed. So a parameter set L is used in the algorithm. In every iteration, is selected randomly from L. The result solution of the construction phase is then used in the local search phase.
Input:
RCL parameter L.
Output:
compute C with the candidate elements that can be added to 
Construction in the hybrid phase
The following code is the pseudo-code of the construction phase in the hybrid phase. It is different to the code described in the elite set generation phase. We try to construct a solution using only the edges from the pattern. If an infeasible solution was not found using just these edges, we build the initial solution using the other edges not yet used.
Input:
mined pattern L.
Output:
compute C with the candidate elements that can be added to x;
while C ≠ Ø do begin build the solution x using edges from pattern p;
Update C with the candidate elements that can be added to x; end; if x is infeasible then apply a repair procedure to make x feasible; return x; }
Local search
2-opt is a simple local search algorithm first proposed by Croes for solving the travelling salesman problem (TSP).
The main idea of it is to take a route that crosses over itself and the neighbourhood. So it will provide a different chance to find a better solution and avoid the algorithm trapping into local minimum. This technique of 2-opt has been widely applied to the TSP, the vehicle routing problem (VRP) as well as many related problems. In this paper, the 2-Opt algorithm is used in the local search phase of GRA-SP. The local search algorithm is as follow.
Input:
Output:
The new solution x.
Update the sequence of loading and unloading instructions in x according to r.
8) end;
9) return x; 10) end;
Path-relinking
Generally, path-relinking is performed between two solutions, one is the starting solution and the other is the target solution. The objective of using path-relinking in the hybrid algorithm is to retain previous good solutions and use them as guides in the search of new good solutions. The new algorithm in this paper is different from the common path-relinking. A reference set is used for storing some good solutions, which may be current global minimum or some local minimum with large dispersion. The reference set might be updated when a new local minimum has been found after each iteration of GRA-SP. The updating condition can be found from the following algorithm. The algorithm used for updating the reference set is as follow.
Input:
The solution x and reference set length γ.
Output:
The reference set R.
9) End;
In the above code, the function of dist is used for computing the distance between two solutions. If x 1 and x 2 is solutions,
.
is the different arcs of two solutions, or else h ij = 0. After updating the reference set, the hybrid algorithm will enter the path-relinking phase. Most of the pathrelinking algorithms use the starting solution and the target solution as their parameters. In this paper, a new pathrelinking algorithm, which uses a reference set and the current best solution as parameters, is proposed. Firstly, the starting solution x 1 and the target solution x 2 will be selected from the reference set R. The selection rule S contains two possibilities in the selection of x 1 and x 2 . The first is that x 2 is the current best solution and x 1 is the solution in R with maximum distance to x 2 . The second is that x 2 is the current best solution and x 1 is the solution which was selected from R randomly. The path-relinking starts from the starting solution x 1 . In the process of moving from x 1 to x 2 , attributes of the target solution are introduced and a series of new solutions are formed. We employ two neighbourhood structures in the search process. They are replace neighbourhood structure N 1 (x 1 ) and insert neighbourhood structure N 2 (x 1 ). N 1 (x 1 ) consists of all solutions which are obtained from replacing with the target solution x 2 . N 2 (x 1 ) consists of all solutions after inserting operation. Replace neighbourhood structure compares the i th station of x 1 to x 2 for equality, i.e., x 1 (i) = x 2 (i). If they are equal, the next stations will be compared. If not, the station in x 1 which is equal to station in x 2 is searched, i.e., x 1 (j) = x 2 (i). Then x 1 (i) and x 1 (j) will be exchanged while the sequence of other stations remain unchanged. Insert neighbourhood structure is similar to replace neighbourhood structure. However, after finding the location of j, the stations whose location is between i and j -1 will move back successively, i.e., x 1 (i + 1) = x 1 (i). At the same time, x 1 (j) will be inserted at the location of i, i.e., x 1 (i) = x 1 (j).
The path-relinking algorithm is as follow.
Input:
The reference set R, the current best solution x* and reference set length γ.
Output:
The current best solution x*.
1)
According to selection rule S, the starting solution x 1 and the target solution x 2 are selected from the reference set R.
2) According to the neighbourhood structure, solution 
Data mining process
The procedure DataMine(M, t) in the line 18 of the framework of the new hybrid data mining metaheuristic algorithm is responsible for the extraction of patterns from the elite set. It corresponds to the well-known frequent itemset mining (FIM) task. Let I = {i 1 , i 2 ,…, i n } be a set of items. A transaction t is a subset of I and a dataset D is a set of transactions. A frequent itemset F, with support s, is a subset of I which occurs in at least s% of the transactions in D. The FIM problem consists of extracting all frequent itemset from a dataset D with a minimum support specified as a parameter. During the last 15 years, many algorithms have been proposed to efficiently mine frequent itemsets (Han et al., 2013) .
In the rebalancing problem of public bicycle systems, the useful patterns to be mined are sets of elements that commonly appear in sub-optimal solutions. This is a typical frequent itemset mining application. Each transaction of the dataset represents a sub-optimal solution of the elite set. A frequent itemset mined from the elite set with support s% represents a set of edges that occur in s% of the elite solutions. In the data mining process of our hybrid data mining metaheuristic, we adopted the classical FIM algorithm.
Practical examples
To practice the effectiveness of the hybrid data mining metaheuristic, we performed extensive practical experiments. The experiment data are derived from realworld data of Guangzhou public bicycle system. As mentioned above, Guangzhou public bicycle system, which has covered over 3,000 service stations, is the largest bike sharing program in the world. The city is divided into some areas. Each area employs a fleet of vehicles for moving bicycles. We performed tests on a PC Intel Core i5 clocked at 2.6 GHz, with 8 GB of RAM. The tests were applied on many areas, which range from 50 to 150 stations. Table 1 shows the scale of the practical instances. We can know from above introduction, there are some parameters in the hybrid data mining metaheuristic. One feature of the algorithm is that its execution result is closely related to the selection of algorithm parameter. Better execution results can be obtained by selecting the appropriate algorithm parameters depending on the application environment. Size of the patterns set t t = 10 RCL parameter L L = {0.5, 0.6, 0.7, 0.8}
Reference set length γ γ = 9
The proposed algorithm has the following key parameters: the number of iterations N 1 and N 2 , size of the elite set d, size of the patterns set t, RCL parameter L and reference set length γ. Table 2 shows the parameters value in our practical examples.
To test the validity of the proposed algorithm, we compare the quality of the obtained solutions of simulated annealing (SA) algorithm, GRA-SP algorithm, GRA-SP with path-relinking algorithm (GRA-SP-PR) and the hybrid data mining metaheuristic algorithm (proposed algorithm). These algorithms were run ten times. Table 3 These results show that the proposed hybrid algorithm was able to improve the quality of the solutions. This improvement is due to the introduction of data mining process.
To test the efficiency of the proposed algorithm, we compare the execution time of GRA-SP-PR and the proposed algorithm. Table 4 shows the comparison results of both algorithms. In this table, the first column presents the id of the instance. The second column shows the average execution time (in seconds) of GRA-SP-PR, which is obtained for ten runs. And the third column shows the average execution time of the proposed hybrid algorithm. It is amazing that the execution times for the proposed hybrid data mining metaheuristic were smaller than those for GRA-SP-PR for all instances. There are two main reasons why the proposed algorithm is faster than GRA-SP-PR. First, the adapted construction phase is simpler than the original construction. In the adapted construction of the hybrid procedure, only the edges from the pattern are examined to construct a solution in the first attempt. Second, the use of patterns helps to construct higher quality initial solutions which will be input for the local search phase. The higher quality initial solution will lead to converge to a local optimal solution more quickly. We can know from above introduction that the value of is one of the important factors that affect the algorithm for global search performance. So we also performed experiments to test the performance of the proposed algorithm when had different values. Table 5 shows the quality comparison results between = 0 and is selected randomly from L. We can see from Table 5 that the performance when is selected randomly from L is better than that when = 0. The reason is that only the best station with g min will be added to the RCL when = 0. This may lose the chance to find the better solution. But we also found that the algorithm is more quickly when = 0.
Conclusions
We provide two contributions in this paper. The first contribution is the new objective function to the rebalancing problem in public bicycle systems, which meets the actual circs better. The second contribution is in presenting a new and successful hybrid data mining metaheuristic solution method to the rebalancing problem. Practical experiments show that the hybrid data mining metaheuristics algorithm is effective. Nowadays public bicycle systems are flourishing all over the world. So the work has great practical meaning. The research result has been applied in Guangzhou.
