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ABSTRACT 
THE IMPACT OF INDUSTRIALIZATION ON ADULT MORTALITY 
IN EASTERN SCOTLAND, c. 1810-1861. 
This study investigates the links between economic and demographic variables by 
examining the impact of industrialization on adult mortality in eastern Scotland, c. 1810-61. 
Using the concept of the urban hierarchy, sixteen parishes in the counties of Angus and 
Fife were selected to represent different degrees of industrialization. Patterns of adult 
mortality in these parishes between 1810 and 1854 are then examined using data on burials 
from the parish registers. The results are checked by comparing them with the results 
obtained from an analysis of vital registration data on deaths for the period 1855-61. Thus 
overall trends in adult mortality are identified and then disaggregated by age, sex, cause of 
death and occupation. 
The results show that adult mortality was generally higher in the most industrialized 
areas. Furthermore, rates in these parishes generally increased over the period whilst in the 
less industrialized areas they fell. Overall most people died from infectious diseases but 
deaths from these causes (including tuberculosis) fell over the period. The increase in 
mortality appears to be in part due to a rise in deaths from respiratory diseases (especially 
amongst textile workers in the main industrial centres) and food- and water-borne illnesses. 
This suggests that industrialization had a negative impact on adult mortality rates, causing a 
short-term rise in mortality in the early to mid-nineteenth century. This was in part due to 
the direct effect industrialization had, with the shift towards textile employment probably 
leading to increased mortality from respiratory diseases especially amongst factory 
workers. The impact of industrialization also appears to have operated indirectly via the 
impetus it gave to urbanization and changes in the spatial distribution of the population that 
resulted in worsening sanitary conditions and increased exposure to infection. 
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CHAPTER ONE - INTRODUCTION 
Links between the economy and population change have long been propounded. 
In one of the earliest studies of this issue, Malthus (1798) identified food shortages as a 
positive check on population growth with mortality rising as famine spread. The 
relationship also works in the other direction, the ageing of the population seen in the 
twentieth century having major implications for western economies and societies. Of 
particular interest, though, is how this relationship operated during the demographic 
transition when, between the eighteenth and twentieth centuries, most countries in 
western Europe experienced unprecedented rates of population growth. This population 
expansion was generally the result of a decline in mortality rates preceding a fall in 
fertility levels. The relative importance of fertility, mortality and migration in the 
demographic transition has long been debated. For many years the decline in mortality 
was seen as the most important factor in population growth, a view strongly argued by 
McKeown (1976). However, emphasis shifted from the role played by mortality to that 
played by rising fertility levels, a standpoint most famously pronounced in Wrigley and 
Schofield's work on the demographic history of England, 1541-1871 (1981). The debate 
has continued, though, with Razzell (1994) recently indicating that the fall in mortality 
was the main factor. 
Whatever the relative importance of these demographic variables, what is of key 
significance is how these variables inter-reacted with economic changes. It is hard to 
imagine that it is mere coincidence that the demographic transition occurred at a time 
when countries were industrializing. As Wrigley and Schofield state, in Rotberg and 
Rabb (1986), 
"An understanding of the nature of the dynamic 
relationships between population and the economy, and of 
their transformation through industrialization, is, therefore, 
one of the grand themes of history, illuminating the 
1 
emergence of the modern world and providing a historical 
perspective in which the problems of contemporary 
agricultural societies can better be appreciated. " 
(Wrigley and Schofield in Rotberg and Rabb (1986). p. 1). 
This study aims to look at the one aspect of this relationship between economy 
and population by investigating the impact of industrialization on adult mortality in 
nineteenth-century eastern Scotland; namely in a selection of parishes in the counties of 
Fife and Angus (see figure 1.1). In this chapter the reasons for undertaking this specific 
investigation will be explained as previous work on both Scottish historical demography 
and, more specifically, mortality patterns in the past are considered, together with 
Scottish social and economic developments in this period. As we shall see, research on 
the historical demography of Scotland has tended to concentrate on fertility and 
migration. We shall be examining why so little work has been done on mortality, 
especially since, as we have seen, it is considered a very important variable in the 
demographic transition, and assessing where our current knowledge of mortality trends 
in nineteenth-century Scotland stands. Finally in this chapter we shall discuss the main 
aims of the thesis and outline what is covered in the subsequent chapters. We shall 
begin, then, with a look at the literature on Scottish historical demography. 
1.1 PREVIOUS STUDIES OF SCOTTISH HISTORICAL 
DEMOGRAPHY 
What is immediately obvious when examining the literature on Scottish historical 
demography is that the subject is in general under-researched, with recent studies of 
mortality being particularly scarce. Flinn's book on Scottish population history remains 
the main work, covering the period from the seventeenth century to the 1930s, (Flinn et 
al., 1977), and currently there is no other work devoted solely to all aspects of Scottish 
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FIGURE 1.1 Map of Scotland showing the location of the Counties of Fife and Angus 
historical demography. To some degree the subject has been relegated to being a branch 
of other disciplined, studies that examine past population trends in Scotland tending to 
be either a chapter in a book on Scottish history2, or a small part in a text on British or 
European population patterns3. There has been a tendency for works on "Britain" to be 
dominated by English demography, as can be seen in Szreter's work on the role of public 
This, though, does bring the benefit of an inter-disciplinary approach to the subject which is to 
be welcomed. 
2 See for example, Jones in Whittington and Whyte, (1983), Houston in Devine and Mitchison, 
(1988), and Anderson and Morse in Fraser and Morris, (1990). 
3 See Tranter (1985), Woods (1992), Houston (1992a), Anderson (1988), and Mitchison (1981). 
3 
health in Britain's mortality decline, (Szreter, 1988). This is, in part, owing to the fact 
that the historical demography of England, and to a lesser extent Wales, has been more 
thoroughly researched than that of Scotland4, but is also due to the more general 
identification of "England" with "Britain" that is not confined solely to historical 
demography. This leads us to an interesting area of comparison of Scottish population 
patterns with those of other countries. Previous works on Scotland suggest that its 
experience differs considerably from that of England and Wales. For instance, Anderson 
and Morse (1993) build on Teitelbaum's (1984) work on the British fertility decline, 
which noted the difference between England and Scotland, to try and explain why the 
latter experienced relatively higher levels of marital fertility, combined with lower levels 
of nuptiality. Similarly, migration may have been more important in the Scottish 
demographic regime, compared with Englands. Scotland experienced not only higher 
levels of emigration, but also much migration within the country. Ingram (1992), in her 
recent work on mobility in Angus c. 1780-1830, even views Scotland as having a 
migratory culture. Such differences may also be there for mortality, and, although this 
study will be in no way representative of all Scotland, it hopes to shed enough light on 
mortality levels and differentials to enable some comparisons to be made, not only with 
England, but also with other European countries. In particular, it aims to compare 
urban/rural differences and social class ones. 
As we have seen, studies examining all three aspects of Scotland's population 
patterns in the past (fertility, mortality and migration) for the country as a whole are 
few. However, there are a number of smaller-scale studies that deal with population 
patterns in a particular locality, usually a single parish, island or town6. In addition there 
are studies that concentrate on just one or two aspects of these patterns, be it fertility, 
4 There are numerous small-scale studies of English parishes in addition, for example, to the 
extensive work of Wrigley and Schofield (1981), McKeown (1976), Razzell (1994), Woods (1985) 
and Woods and Woodward (1984). 
5 This high level of mobility has been found by Ingram (1992), for Angus c. 1780-1830, by Whyte 
and Whyte (1984) for seventeenth-century rural communities and by Houston (1983) in 
nineteenth-century Greenlaw. 
6 Examples of such studies include Tranter (1980), Sheets (1984 and 1987), Clegg (1984) and 
Gardner (1986). 
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mobility or mortality, looking either at Scotland in general7 or, more commonly. 
focusing on a small area. From these works it can be seen that migration and fertility 
(including nuptiality) have received relatively more attention than mortality'. Few 
studies have dealt solely with Scottish mortality, but those that have include Houston's 
(1992b) work on advocates, and Brennan's (1983) study of pre-reproductive mortality 
for Sanday, Orkney Islands. However, Flinn considered mortality to be a major factor, 
possibly even the main one, in Scotland's demographic regime, in the seventeenth, 
eighteenth and nineteenth centuries, (Flinn, 1977, p. 4 , 
16,303 and 420 ). Such an 
important factor deserves further research. 
Some of the reasons why so little work has been done on Scotland may lie in the 
sources available to study. Flinn's work has been the starting point for other studies on 
Scottish demography since 1977 and it raises many interesting points9. To begin with 
Flinn has an in-depth review of the available sources for the study of Scottish 
demography, covering parish register data, vital registration from 1855 on, censuses, 
bills of mortality, the Statistical Accounts of the 1790s and 1830s, and a host of 
miscellaneous sources including hearth and poll taxes, and ecclesiastical listings. Later 
studies have drawn on all these sources. For example, Tyson uses hearth and poll taxes 
to estimate the population of Aberdeen in the 1690s, (Tyson, 1985). However, Flinn 
does raise question marks about these data sources, in particular the parish registers of 
births, marriages and burials that are the main sources for demographic study of the pre- 
1855 period. He states that there are fewer extant registers kept than in England and that 
they are of poorer quality, with problems of coverage and completeness. with few 
' Such studies are relatively few, but include Anderson and Morse's (1993) work on fertility and 
nuptiality, Morse on Scottish fertility (1988), and Houston's (1989) study of ages at marriage foe 
Scottish women. 
8 For a review of studies on migration see Ingram (1992). Main works in the area also include 
Whyte (1989a), Houston (1983 and 1985), Lockhard (1974,1982 and 1986), Whyte and Whyte 
(1984 and 1986), Harper (1988), Devine (1979 and 1983), Withers (1985 and 1986) and Brock 
(1989). 
Work on nuptiality and fertility, includes, in addition to those cited in note six above, Blaikie's 
(1993) study of illegitimacy in Northeast Scotland, 1750-1900, and Leneman and Nlitchison (1987 
and 1989) on illegitimacy. 
9 For instance Tranter (1985), Houston (1988) in Devine and Mitchison, Jones in Whittington and 
Whyte (1983), Woods (1992), and Houston (1992a), all rely heavily on Flinn (1977). 
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registers being kept before the seventeenth centurylO. The Lowlands, especially the 
southeastern areas, are much better served than the Highlands and Islands. 
Poor quality registers is a point that Houston (1992a) picks up on. However, he 
does suggest that in some respects Scottish registers have advantages over English ones, 
since women's maiden names are usually recorded, which is of immense value in record 
linkage studies, and, although burial records are sometimes only records of mortcloth 
dues, in the good quality registers poor people unable to pay are still recorded, (Houston 
1992a, p. 17). Furthermore, although the deficiencies identified by Flinn may cause 
problems for national studies, or studies of specific regions over long time periods, it 
may be the case that if parishes are carefully chosen, then good quality data can still be 
found and utilized for certain periods of time. Flinn may have under-estimated the 
usefulness of Scottish parish registers. This could be one reason why, when one would 
have expected Flinn's work to have generated considerable interest in research in this 
field, there have been only a few studies since its publication. This study hopes, as one 
of its aims, to evaluate the quality of burial registration in the parishes of Fife and Angus 
c. 1810-1860. With divisions in the church in this period there may be problems of 
under-registration which need to be assessed. In the next chapter we shall be taking a 
closer look at sources and methods that can be employed to gain the most information 
from what is available - to help in this we shall be looking at what work has been done 
on other countries. 
Having established the main areas of study in Scottish historical demography, 
with mortality being particularly under-researched, and looked at some reasons why so 
little has been done, as well as seeing that, within Britain at least, Scotland has a unique 
contribution to make to our understanding of population processes in the past, the 
remainder of this review will concentrate on the past trends in mortality in Scotland 
identified by these small-scale studies as well as the more general texts covering 
Scotland as a whole. This will be done with the purpose of evaluating where our 
10 See Flinn et al. (1977), pp. 46-48. 
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knowledge of Scottish historical mortality currently stands, discussing issues raised and 
identifying questions that need to be examined further, so as to gain a more , specific 
direction for this study. The survey will concentrate on the period prior to 1914, with 
particular emphasis on the late eighteenth and nineteenth centuries as this was the period 
when Scotland went through the first stages of the demographic transition. 
1.2 STUDIES OF SCOTTISH MORTALITY PATTERNS IN THE 
PAST 
Flinn's work reveals the seventeenth century as one characterised by mortality 
crises, both national and regional, to the extent that it is unlikely that the population 
grew, (Flinn et al., 1977). There was a reduction in this crisis mortality in the following 
century and the population began to rise. He then goes on to identify a general 
downwards trend in mortality in Scotland from the 1750s onwards. The total Scottish 
population experienced much growth during this period, increasing from 1.27 million in 
1755, to 2.89 in 1851, and 4.47 million in 1901, (Flinn, 1977, p. 302). Flinn suggests 
that there was a sharp increase in growth rates around 1800, with the years 1810-20 
seeing higher growth rates than the later years of the eighteenth century, (average 
decadal growth rate from 1755 to 1801 being 5.4% compared with rates of 12.3% and 
15.1% for the first two decades of the nineteenth century). Using data from the 1691 
hearth tax Tyson has estimated the population of Scotland for that year to be 1.23 
million (Tyson in Connolly, Houston and Morris (eds. ) 1995, p. 66). For the earlier 
period he conjectures that the late sixteenth and early seventeenth centuries may have 
witnessed the fastest growth, but with little information it is difficult to be more precise. 
As we have seen Flinn saw mortality as a key factor in these population patterns. 
so let us take a look at overall mortality levels. In Flinn (1977) Hollingsworth applies 
model life tables to Webster's census of 1755 and data from the Old Statistical Account 
of the 1790s to obtain crude death rates and life expectancies for these years. The crude 
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death rates per thousand were, for the respective years, 38.01 and 24.12, whilst life 
expectation at birth in years was 26.62 and 39.44, (Flinn 1977, p. 259 and 270)11. 
Mitchison has criticized Hollingsworth's method for 1755, in particular the ww a\ he 
interpreted Webster's figures to obtain the age-structure of the population. She has 
obtained revised values for this year of 31.6 years for life expectancy at birth and 30.7 
per thousand for the crude death rate per thousand, (Mitchison 1989, p. 71)12 . If we use 
Mitchison's values, which seem more reliable, then the improvement in mortality in the 
second half of the eighteenth century is less dramatic, but still fairly substantial. 
For the later period in Scotland, life expectancy for men had risen to 39.8 years 
by 1871 and 50.1 years by 1910-12, and for women to 42.1 and 53.2 respectively, 
(Anderson and Morse, 1990, p. 30). Flinn calculated the crude death rate for Scotland to 
be 21.5 per thousand in 1861,19.7 in 1881 and 17.9 by 1901, (Flinn 1977, p. 382)13. 
Obviously crude death rates are susceptible to changes in the age-structure of the 
population, but they can be a useful guide, and these figures point to an overall decline 
in mortality in Scotland in this period. The results are summarised in table 1.1 overleaf. 
Although there was a decline in mortality from the 1750s onwards this 
downward trend was not continuous as Flinn's (1977) work revealed. The early 
nineteenth century saw relatively low levels of mortality, with the exception of a measles 
crisis in 1801 and an increase in mortality in both rural and urban areas around 1818- 
1819 owing to a combination of measles, whooping cough, and typhus. As we saw 
above, at the start of the century the crude death rate was probably at levels below 
11 In fact Hollingsworth calculated two sets of figures for 1755, the other set being a crude death 
rate of 37.56 and expectation of life 26.9 years, (Flinn 1977, p. 259). He felt that the two sets 
should be treated as upper and lower bounds in which the true value probably lies. 
12 This compares with Wrigley and Schofield's estimates, using back-projection, for England for 
the period 1754-58 of 37.29 years for life expectation and 25.9 per thousand for the crude death 
rate, whilst for the years 1789-93 their figures were respectively 37.33 and 26.22 (Wrigley and 
Schofield 1981, p. 529). Clearly Scotland was experiencing worse mortality levels in the mid- 
eighteenth century, though by the 1790's the position may have reversed. 
13 Life expectancy in England for the years 1859-63 and 1869-73 has been estimated at, 
respectively, 41.19 41.31 years, with corresponding crude death rates of 21.88 and 21.92 years, 
(Wrigley and Schofield 1981, p. 529). Thus by this period mortality levels for the two countries 
had converged when compared with a century earlier. 
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TABLE 1.1 : Crude Death Rates and Life Expectation at Birth in Scotland and England 
in Eighteenth and Nineteenth Centuries. 
YEAR 1755 c. 1790 1861 1871 
C. D. R. 
Hollingsworth/Flinn 37.56 
38.01 
24.12 21.5 22.3 
Per 1000 Mitchison 30.7 
Wrigley and Schofield14 25.9 26.22 21.88 21.92 
Expectation 
Hollingsworth/Flinn 26.9 
26.62 
39.44 
Of Life Mitchison 31.6 
In Years Anderson and Morse 39.8 (M) 
42.1 (F) 
Wrigley and Schofield 37.29 37.33 41.19 41.31 
Sources: Flinn (1977) p. 259,270 and 382; Mitchison (1989) p. 71; Anderson and Morse (1990) p. 30; and 
Wrigley and Schofield (1981) p. 529. 
those of the mid-eighteenth century. However, during the 1830s and 1840s mortality 
levels rose with cholera and typhus epidemics and the situation did not improve until the 
1850s. Flinn's work on Glasgow shows the crude death rate per thousand increasing 
from 24.8 for the years 1821-4 to 31.5 for 1830-4 and 38.2 for 1850-4, (Flinn 1977 p. 
377). Indeed, as Anderson and Morse (1990) point out, it took a number of years for 
mortality to return to the levels witnessed at the start of the century. Both Flinn (1977) 
and Jones (1983), consider this interruption in the mortality decline to be unusual and it 
is important to examine this period more closely. 
14 These figures are actually for five-year periods centred on the years 1756,1861 and 1871 
respectively, (Wrigley and Schofield 1981, p. 529). 
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The period coincides with rapid industrialization and urbanization in Scotland 
and another of the themes these studies raise is questions of urban/rural differences. In 
general urban areas are comparatively well-studied, with Bennet (1992) considering a 
few of the main urban centres, and Gibb (1988) and McFarlane (1989) looking at 
Glasgow. This latter city also received much attention from nineteenth-century 
researchers such as, Cleland (1828), Watt (1844 and 1846), Cowan (1838 and 1840), On 
(1845 and 1846), and Strang (1853 and 1855). In addition, Flinn's (1977) work on the 
earlier period (pre-1855) relies significantly on mortality figures from Glasgow to 
examine crude as well as age-specific death rates. Edinburgh was studied by 
contemporaries, such as Stark (1846), as were other towns like Stirling (Hill, 1860), and 
Dundee (Maclagan, 1867), while Alison (1842) and Cleland (1836) took a wider look at 
several urban areas in Scotland. In part the urban areas, especially Edinburgh and 
Glasgow, have predominated in studies because of the good data source provided by 
their bills of mortality. In Glasgow especially, Cleland's work there in the nineteenth 
century ensured the establishment of good records. 
Less attention, though, has been given to rural areas and small towns. Works on 
the former have tended to be limited to islands, for example, Sheets (1984 and 1987) on 
Colonsay, Gardner (1986) and Clegg (1984) on St Kilda, and Brennan (1983) on the 
Orkney Islands. Tranter's (1980) work on Portpatrick is the only one concentrating 
solely on a small town. Perhaps one of the most important works relating to Scottish 
mortality is Patterson's (1989) study of the control of infectious diseases in Fife, c. 1855- 
1950, because it adopts a comparative method, examining the pattern of mortality from 
infectious diseases in large town districts, small town districts and rural districts using 
vital registration data. He identifies a decline of about 80% in mortality from infectious 
diseases over the period (Patterson 1989, p. 343). In particular the study assesses the role 
played by public health administration in this decline. Patterson finds that rates of 
mortality from infectious diseases in rural and urban areas converged over time, which 
agrees with the findings of Woods and Hinde (1987) for England and Wales. Woods 
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and Hinde (1987) find that life expectation was higher in the rural districts of the south 
of England than in the urban industrial centres of northern England in 1861 (50 years 
compared with 35 years, Woods and Hinde 1987, p. 40). However, it is interesting that 
for Fife in 1855 mortality rates from typhus, typhoid, diarrhoeal diseases, the airborne 
infectious diseases of childhood, and all forms of tuberculosis, were mainly higher in the 
rural districts but never in the small town districts. Patterson (1989) feels this may be 
because mortality rates in these rural districts were inflated because of problems in 
calculating the population of these districts. He further states that rates in rural districts 
were high because of the inclusion of landward mining areas and a sizeable burgh area in 
rural districts. These results provide some information on mortality differentials for the 
later nineteenth century but information on the earlier period is still lacking. 
This lack of detailed comparisons between areas experiencing different levels of 
industrialization and urbanization for the first half of the nineteenth century is a problem 
as previous work has raised some important questions that need to be addressed. In 
regard to this Woods (1992) believes that mortality must be considered in its urban 
context and identifies urban/rural differences as narrowing over the century. This is a 
point that Flinn (1977) noted for Scotland in the later nineteenth century and Anderson 
and Morse (1990) also emphasize. Flinn identifies crude death rates per 1,000 for 
"cities", "towns" and "rural areas", these being for 1860-2 respectively, 28.1,23.4,17.9, 
falling to 23.3,20.3 and 17.3. by 1880-2, and by 1910-12 16.6,15 and 14.2, (Flinn, 
1977, p. 382) 15. Thus we can see a decline in mortality from the 1860s that was most 
dramatic for the cities, but did occur in towns and rural areas too. This narrowing of the 
gap was in part due to shifting patterns of age- and sex-structures in different areas, but 
also to improved conditions in the towns and cities. To control for age and sex, 
Anderson and Morse looked at age-standardized rates for men, finding that for the 
principal towns the rate fell by 34% between the early 1870s and 1909-10, compared 
15 Flinn defines the "cities" as Aberdeen, Dundee, Edinburgh and Glasgow, whilst "tov, wns' are 
all towns with population over 5,000 each, with the e\ception of the four cities, and "rural area-" 
are the remainder of Scotland, (Flinn, 1977, p. 382). 
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with a decline of only 19% for rural areas, still showing a narrowing of the gap, though 
perhaps not as spectacular as crude rates at first indicated, (Anderson and Morse 1990, 
p. 28). Furthermore, by the late nineteenth century the smaller towns such as Montrose 
had the worst mortality rates, (Anderson and Morse, 1990. p. 26). This decline in 
mortality in the post-1855 period has also been noted by Brennan (1983) for infant and 
child mortality on Sanday, and by Gardner (1986) and Clegg (1984) for overall mortality 
on St Kilda. 
However, important questions remain unanswered for the earlier period which 
includes the interesting interruption in the overall decline in mortality in the nineteenth 
century. Flinn considers rates in the urban centres in the first half of the nineteenth 
century to be worse than rural areas, as he states: 
"It was clearly the towns, above all the large cities, that 
experienced the worst of the return of the mortality crises", 
(Flinn, 1977, p. 18). 
More precisely, though, how did cities, smaller towns and rural areas fare? Did 
the peaks in mortality affect urban areas more because of overcrowding and poor 
sanitary conditions? Flinn (1977), Jones (1983), Houston (1988), and Anderson and 
Morse (1990) all point to poor urban conditions resulting in higher mortality levels. Was 
it solely overcrowding and poor sanitation in cities that resulted in worse health, or could 
working conditions in the factories in these urban areas also have been a contributory 
factor? This study hopes to gain more insight into these questions by looking at areas 
with differing experiences of urbanization and industrialization. This will include the 
major urban centre, Dundee, in addition to smaller market towns like Cupar, and rural 
areas. Gardner's (1986) work on St Kilda , 
1856-1891, suggests that the isolation of 
islanders had an effect on their mortality experience. For instance, when a boat arrived 
the inhabitants generally fell victim to the influenza, to the point where the disease 
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became known as "boat cold" (Gardner, 1988, p. 30). He also points out that there were 
no endemic diseases on the island unlike mainland cities. Sheets (1984) and Flinn 
(1977) have both pointed out that epidemics seldom visited the islands. It may be worth 
analysing the spatial pattern of epidemics to see if some of the more isolated rural areas 
were either more dramatically affected by epidemics, because there was less likelihood 
of such diseases being endemic than in towns, or avoided them because of their 
isolation. 
This leads us to another area of interest, namely the relative importance of these 
peaks in mortality compared with the underlying trend in mortality. Several studies 
point to the decline in crisis mortality from the eighteenth century on, seeing 
improvements in poor relief, administration and transportation combined with good 
harvests and economic growth, as factors leading to the end of famines, particularly on a 
national scale16. Flinn uses a mortality index of annual burial totals to identify the major 
crises. However, both Anderson (1988) and Houston (1988) see the underlying trends in 
mortality, so-called "background mortality", as being of more importance. Houston 
points out that even when the number of crises is rising, overall death rates could be 
declining, going on to state that: 
"Overall, it seems unwise to equate evidence of mortality 
fluctuations or crises with overall levels of mortality, 
population trends or mechanisms of change. Peaks in 
mortality in some years do not mean that mortality over 
time was high except in the very short term. " 
(Houston, 1992b, p. 49. ). 
As this study is concentrating on the nineteenth century, when crisis mortality 
was of relatively less importance, it will aim to look specifically at these underlying 
16 See for example, Flinn (1977), Houston (1988) and Anderson (1988). 
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trends to see if the overall trend in mortality was downwards. Howw e% er, the epidemics 
of the period will also be analysed as they influence short-term trends. Landers (1993) 
has recently criticized crisis mortality analysis for disassociating crises from 
background mortality and so considering the two types of mortality to be generated b\ 
different sets of causes. He considers that it is difficult to define a crisis and that they 
should be seen as extremes, feeling that it would be better to employ the wider concept 
of the "instability of mortality", (Landers 1993, p. 22). Such an approach may be of more 
use in this study. 
So far we have been considering overall patterns in mortality, but what about the 
experience of different age groups? Infant and child mortality has been better- 
researched than adult mortality17. One of the outstanding features of mortality prior to 
the twentieth century is the very high levels of infant and child mortality. In the mid- 
eighteenth century between one fifth and a quarter of all deaths were those under one 
year, but by the 1790s this figure had improved to a sixth, (Houston, 1988, p. 14). Infant 
mortality remained at very high levels through the nineteenth century and it is generally 
believed that it did not decline significantly until the twentieth century (Trauter, 1985). 
For the post-1855 period Brennan and Sheets both found that for children it was the 
early years in life that proved most fatal. 18 For those aged I to 34 years the decline in 
mortality began prior to the 1870s, but for older people it did not begin until the 1870s, 
and for those aged 45 and above the extent of the fall lessened as age increased, (Flinn, 
1977). However, there were regional differences as Anderson and Morse (1990) note. 
Between 1871-3 and 1908-10 infant mortality fell in the towns, whilst remaining at 
lower, but more stable levels in rural areas. For those aged 5 to 29 years there was a 
decline in rural and urban areas, but most of the fall in rates for the middle age groups 
17 Brennan (1983) considers mortality only for those under 15 years of age, whilst Clegg (19S4), 
Gardner (1986), Sheets (1984 and 1987), and Tranter (1980) all give emphasis to infant and to a 
lesser extent child mortality, with only a passing interest in adult mortality. Graham (1994) has 
also looked at infant mortality in eastern Scotland, 1750-1830. 
18 Brennan (1983) found that between 1855 and 1974 79`0 of deaths to those under 15 Fears on 
Sanday occurred in the 0-4 age group. Sheets (1984) noted that between 1848 and 1891 24"o of all 
deaths were for those under ten years of age. This compares with Flinn's 1861 figure for 
Glasgow of 54"c of all deaths being to those aged under ten years, (Flinn 1977, p. 379). 
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came in the towns. However, the older age groups saw little change in levels, and urban 
rates remained higher than rural ones, mostly owing to an excess of deaths due to 
respiratory diseases, especially bronchitis. 
Again, we know almost nothing of age-differentials in mortality for the earlier 
period. What we do know tends to be for the cities, in particular Glasgow (Flinn, 1977, 
p. 378-9). During the 1820s mortality in Glasgow rose for the older age-groups. (over 40 
years), but for the younger ones, especially the under tens, the increase did not come 
until the 1830s, though patterns for males and females differed. 19 However, we must 
ask how typical is Glasgow's experience? For 1841 mortality in Glasgow, Aberdeen, 
Dundee, Edinburgh, Leith and Perth was very high for infants and children, though rates 
in Aberdeen were much lower than the others. For all ages Glasgow had the highest 
rates except for 30-39 years where it came second to Edinburgh, (Flinn, 1977, table 
5.5.4, p. 379). Thus Glasgow may not even be representative of other cities let alone 
rural areas and small towns. The work on Glasgow, though, does open up considerable 
areas of questioning, as the rise in mortality varied in its timing and extent for different 
ages and sexes. Did this pattern repeat itself in other areas? What reasons lay behind the 
different experiences of men and women? Other works have tended to show that in 
general for all ages the mortality risk is higher for men than women, but did these 
differentials widen in the 1820s? 
Some studies can shed a little light on this pre-1855 period for some of the 
islands. Using parish and death registers Gardner (1986) has found for St Kilda that 
infant mortality rates for the period 1830-40 were similar to those for 1856-91, whilst 
Sheets (1984) has noted for Colonsay that, for the period 1848-91, once people reached 
young adulthood they were likely to live well beyond their reproductive years. 
However, neither of these studies covers the critical period of the 1820s, and 
furthermore the former does not provide any insight into adult mortality pattern,,. 
19 For males there is evidence that the increase for those aged over 10 years began in the 1820's, 
but for females aged 10 to 29 years this increase did not come until the 1830's, (see Flinn, 1977, 
table 5.5.3 Fß. 378). 
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Indeed, there is only one study that concentrates on adult mortality in Scotland in the 
pre-1855 period, namely Houston's study of the life expectancy of advocates in Scotland, 
1532-1799, (Houston, 1992b). 
In this work Houston points to the need for direct evidence on mortality 
experience both to answer and raise new questions about Scottish demographic history. 
He seeks some direct evidence for one part of society by examining expectation of life of 
advocates from the early sixteenth century to the early nineteenth century, using data 
from F. J. Grant's biographical list of the Faculty of Advocates of Scotland from 1532- 
1943, (Grant, 1944). Problems with the data, such as missing information, are dealt with 
by excluding from the analysis those for whom date of entry into the list, date of birth or 
baptism, and date of death or burial are not known. For those remaining, Houston 
calculates mean years lived by advocates after entry to the Faculty. However, in his 
calculations he assumes that those people for whom age at entry is unknown entered at 
the mean age of those for whom that information is available. These figures on 
expectation of life show a decrease from the second half of the sixteenth century to the 
first half of the seventeenth century, then a slight rise during most of the seventeenth 
century, followed by a more dramatic increase in the late seventeenth and early 
eighteenth centuries, returning to only slight improvements for the remainder of the 
period. Part of this change, Houston believes, can be explained by changes in the age 
structure of the entrants, and possibly increases in the wealth of advocates in the 
seventeenth century, though he is dismissive of ideas that the origins of advocates could 
influence their chances of surviving after entry, which is perhaps too hasty a conclusion. 
Houston's study also leads us into questions about mortality differentials for 
various social classes and occupational groups, a vital issue that is at the centre of the 
search to identify the impact of industrialization on mortality. He compares his results 
with several other studies, including Hollingsworth's figures for the life expectancy of 
British peers (Hollingsworth, 1964), Henry's results on mortality of ancient Genevan 
families, (Henry, 1956), Zanetti's expectation of life for men in Milan in the seventeenth 
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and eighteenth centuries, (Zanetti, 1972), and Wrigley and Schofield's figures for 
England and Wales, (Wrigley and Schofield, 1981). He concludes that the mortality 
experience of advocates was similar to that of the British peerage, in terms of rates of 
change if not timing. It was also similar, in terms of trends, to Henry's Genevan 
families, despite the Scots having a lower life expectancy, as the mortality of both 
groups shows most improvement between the 1670s and the 1720s. According to 
Houston, Scottish advocates showed a fall in adult male mortality from 1650-1749, 
expectation of life at age 30 for those entering the profession between 1650 and 1699 
being 27.4 years, increasing to 33.9 years for those joining between 1700 and 1749. 
This decline in mortality he feels is possibly due to changes in the incidence of 
infectious diseases. He says that this fall in mortality was also experienced by Europe's 
elites, though at different stages between the mid-seventeenth and mid-eighteenth 
centuries. For adult males, the mortality of ordinary classes and the social elite in 
Britain began to diverge in the mid-eighteenth century, about a century after a similar 
experience in Geneva. If we compare Mitchison's value of 25.8 for life expectancy at 
age 30 for the general population in 1755 with Houston's figure of 33.9 years male 
advocates joining between 1700-49, we can see that the elite lawyers enjoyed a life 
expectancy about 8 years, or 31 %, better than the general population, (Mitchison, 1989, 
p. 71). 
Houston is aware of the limitations of his data and that much is speculation, but 
the work is valuable in showing that some important information can be gained from 
these small-scale studies. Certainly a look at a much wider array of occupations and 
social classes is needed to shed further light on this area of research. Such information 
can help us to examine existing beliefs about Scottish mortality patterns and raise 
additional questions for examination. Furthermore, the comparison with other European 
studies helps to put the Scottish experience in a wider context, and, with similar 
considerations in mind, work on mortality in other countries will be considered later in 
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this study. However, Houston's work does not help in answering questions about adult 
mortality in the early nineteenth century, a key area that is badly under-researched. 
Other works have touched on the issue of the mortality experience of certain 
social groups. As we have seen Hollingsworth's (1964) study of the British peerage 
examines mortality for this group, which includes, but does not isolate, Scottish peers. 
Hollingsworth states that during the Victorian era the British nobility enjoyed lower 
mortality levels than the general population of England and Wales, but that this 
difference was mainly for infants, children and women, though the comparison is not 
direct. For adult men there was little difference between the mortality of the nobility and 
general population after 1840. However, for adult women the nobility did have lower 
mortality than the general population, (Hollingsworth 1964, pp. 56-59). Overall there 
was a decline in the levels of adult and child mortality for the nobility from 1750, with 
expectation of life being 45 years for the cohort born between 1750 and 1774, increasing 
to 59 years for those born a century later. This decline was sharp at first and then more 
steady. For men aged 15 to 40 years mortality fell considerably around the mid- 
eighteenth century, followed by a steady fall. This pattern was mirrored by women aged 
over 40 years, the decline around 1750 being particularly dramatic. Mortality for men 
aged over 40 and women aged between 15 and 40 years also fell. As a result of these 
patterns, whereas before the mid-eighteenth century women aged over 40 years had 
higher mortality than men in the same age group, after they had lower mortality. 
Most studies, if they consider occupation or social class, tend to view it only in 
relation to standard of living, looking at how rising real wages in the late eighteenth and 
early nineteenth centuries improved people's nutritional level, housing conditions and 
clothing, (Houston, 1988 p. 16, and Tranter, 1985 p. 82). Furthermore, such studies tend 
to be more speculative and present no actual evidence of mortality levels for different 
social classes for Scotland. Also few studies for Scotland go a further step to ask about 
occupation-specific mortality to see if certain occupations had a higher risk regardless of 
income. Woods (1992 p. 58) does examine Farr's work on this topic stating that some 
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occupations were more dangerous or unhealthy, but again there is no direct evidence for 
Scotland. Houston in his work on Britain also says that increased female mortality 
owing to child-bearing can be set alongside higher male mortality owing to occupational 
risks, but again evidence is presented only for England, (Houston, 1992a p. 56). 
Some evidence is available from contemporary sources about the conditions of 
the labouring classes. Foremost amongst these is Chadwick's 1842 study of sanitary 
conditions in Great Britain, which included a substantial amount of information on 
Scotland, (Chadwick 1965)20. Chadwick dealt mainly with the connection of poor 
sanitation, inadequate drainage, unclean water supplies and overcrowding to high 
mortality levels, but also touched on conditions in the workplace. The Factory Reports 
of the 1830s also provide some information on working conditions in Scotland. 
However, there is still a great deal to learn about occupation- and class-specific 
mortality. Was class a more important factor in mortality levels than the type of work 
engaged in? In other words did wealthy manufacturers enjoy lower levels of mortality 
than poor agricultural workers? Did social class override the urban/rural differences'? 
Did the effect of changing occupation structure and work environment brought on by 
industrialization and the factory system affect occupation-specific mortality? What were 
the levels of mortality for certain occupations? 
Although the study of class- and occupation-specific mortality in Scotland has 
been very limited, the analysis of cause of death has not been so badly neglected. The 
general consensus is that it was a decline in infectious diseases that lay behind the long- 
term mortality decline21. To examine this issue Flinn (1977) uses information from 
parish registers, the Statistical Accounts and bills of mortality for the pre-1855 period 
and vital registration data after this date. It is important to identify patterns in cause- 
specific mortality as different diseases flourish in different circumstances. Hence, when 
seeking explanations for the decline in mortality we need to know what causes of death 
20 Alison's (1840) work on the poor in Scotland and Cowan's (1840) study of Glasgow are also 
useful. 
21 See Flinn (1977), Jones (1983), Mitchison (1986) and Anderson and Morse (1990). 
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were declining. For example, cholera is a water-borne disease, so if mortality from this 
illness falls it may be owing to an improvement in the cleanliness of the water supply. 
Thus more research needs to be done, especially for the pre-1855 period. For the 
eighteenth century Flinn considers only the causes most-easily identifiable - smallpox, 
measles, whooping cough, violence and childbirth. During the whole century smallpox 
was a major killer, especially of young children. The effectiveness of inoculation is 
debatable. However, the introduction of vaccination at the end of the century seems 
more definitely to have led to a decline in deaths from this disease in the early nineteenth 
century. Maternal mortality rates were probably very similar to those of the late 
nineteenth and early twentieth centuries (Flinn, 1977). 
For the first half of the nineteenth century Flinn again relies heavily on data from 
Glasgow. Despite problems with these sources, most notably the difficulties with 
identification of diseases and population figures that can not be age-standardized, he 
identifies that for much of the period 1800-65, in Glasgow, common infectious diseases 
accounted for over 60% of all deaths, with respiratory diseases, including tuberculosis, 
being the main killers. Deaths due to measles and smallpox declined over these years. 
For the later period, when vital registration data on deaths are available, Flinn is able to 
examine all regions of the country and standardize so as to allow for a changing age- 
structure. From this analysis he concludes that the pattern that was emerging in the 
second half of the nineteenth century was one of continuing heavy mortality from a 
group of diseases that had been serious before, but, being mainly endemic, had been 
overshadowed by other threats. 
So far we have examined previous studies of Scottish historical demography in 
order to see what we currently know of mortality trends and patterns in Scotland for the 
pre-twentieth-century period, and also what questions these studies have raised that need 
to be addressed and what areas are particularly under-researched. We have seen that, 
despite a general downward trend in mortality from the 1750s, there was an increase in 
the period 1830-50 that needs to be looked at more closely to see if these short-term 
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crises were sufficient to affect the underlying downward trend. Furthermore these levels 
and trends varied by region, (in particular by degree of urbanization in an area), by age, 
by sex, and by cause of death, with these factors all interacting. For example, the level 
of mortality from certain diseases changed over time, but this pattern varied for different 
age groups, and the experience of these age groups was not the same for urban and rural 
dwellers or for men and women. 
Having identified the gaps in our knowledge of Scottish mortality patterns in the 
past and the issues and questions that need more examination we must now turn more 
specifically to the question of why the period 1810-1860 is being studied. We have seen 
that it is a period which is under-researched, but also, from the little we know, is one that 
experienced some unusual developments in the mortality transition. More than this it is 
a period of dramatic change in Scotland's social and economic development as the 
country went through the Industrial Revolution and it is this social and economic change 
that we shall now look at more closely. 22 
The foundations of industrial growth were present in the mid-eighteenth century, 
with available supplies of raw materials and power, in addition to technical skills and a 
favourable social, political and financial infrastructure. For many years people had been 
engaged in such tasks as textile production (especially wool and linen), brewing, crafts, 
and coal and ironstone production, albeit on a small scale. Commerce expanded with 
the enhancement of important trade links with Europe and America. With the 
commercialization of agriculture in the later eighteenth and early nineteenth centuries 
and population growth, there was a pool of labour available for the growing industries to 
draw on. 
The last two decades of the eighteenth century witnessed the start of what 
Rostow terms the "take-off' phase of industrialization and in Scotland this take-off was 
spearheaded by the expansion of the cotton industry. Technological advances in both 
spinning and weaving helped this industry grow and there was a shift to factory-based 
22 A good overall view of social and economic change in Scotland can be found in Smout (1969 
and 1986). 
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production with increased use of water power. There were 19 cotton mills in Scotland in 
1787 and by 1795 this had increased to 91 (Gordon in Whittington and Whyte (eds. ) 
1983, p. 170). The growth of the cotton industry gave a boost to coal-mining, chemical 
manufacturing, commerce and finance. Numerous other industries, such as iron, sugar- 
refining at Greenock, soap-making, paper-making, and brewing, expanded as well. 
There was also an improvement in transport in this period, with the construction of 
canals, such as the Forth and Clyde, and roads, several turnpikes being built in the 
1790s. 
Along with other industries the cotton industry continued its growth into the 
nineteenth century. There was a rising number of cotton mills, employing mainly 
women and children, but many people continued to work at home as hand weavers. 
From 1810 there was an increased use of the power loom in weaving, but it was adopted 
only slowly. The linen industry also continued to be dominated by handloom weaving, 
power looms not being used much until the 1820s, and in Dundee not widely used until 
after 1830. We should not, however, exaggerate how far industrialization had 
progressed by 1830. Most people were still living and working in rural areas. The salt, 
iron and even cotton industries all hit trouble and real wages for unskilled workers were 
falling from the 1810s. 
If textiles dominated the early period of industrialization, they were later 
succeeded by the heavy industries, particularly iron and coal. The years 1830 to 1870 
saw a massive transformation, with the infant industries of the 1820s becoming giant. 
The growth in the iron industry is attributed to the discovery of deposits of high-quality 
blackband ironstone in Lanarkshire, and Neilson's 1828 invention of the hot-blast 
furnace which reduced costs. The success of this industry increased demand for coal and 
pits opened in the counties of Ayrshire, Fife, Lanarkshire and Stirlingshire. 
Transportation also improved with the building of railways particularly in the area. of 
Dundee, Arbroath, Glasgow and Edinburgh. During the late 1830s and 1840s the trunk 
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lines were promoted and the period 1840-1870 saw most development. This construction 
boosted other industries such as iron and coal. 
The period 1830-60 marked a relative decline in the cotton industry, although its 
absolute decline was less marked, as competition from other countries intensified. There 
were 192 cotton mills in 1839, by 1850 this had fallen to 168, employing 36,325 people, 
with the tendency being towards concentration and integration, (Campbell, 1985, p. 89). 
The switch to steam power continued and power-looms continued to replace hand- 
looms. The use of steam power meant that the location of the industry shifted, with 
Glasgow becoming more important. The wool industry expanded with continued 
specialization in tweeds, carpets and hosiery. However, in textiles the most important 
development was the rise of the jute industry in Dundee. By 1863 total imports of hemp, 
flax and jute were almost 1,500,000 cwt., with jute accounting for nearly two thirds of 
this. The demand for products rose with the onset of the Crimean War and the American 
Civil War. 
This process of industrialization was accompanied by dramatic social change as 
well. More and more Scots became concentrated in the urban areas and the general 
spatial redistribution of the people meant that they migrated from the Highlands and 
Borders into the Central Belt. 23 The percentage of the population living in centres of 
5,000 people and above rose from 21 % in 1801 to 39% by 1861 (Flinn 1977, p. 313). 
Work patterns became more organized. Paternalism weakened and class divisions 
hardened. Thus we can see the importance of this period in Scottish history in social as 
well as economic and demographic terms. These developments in Scotland were not 
independent of one another and it is thus necessary to place changing levels of mortality 
in their social and economic context, when seeking reasons for mortality patterns. So let 
us now turn to the dynamics that lay behind these patterns of mortality, to seek 
explanations for them, by examining previous literature. 
23 See Houston in Devine and Mitchison (1988) and Withers (1985,1986) for migration. For a 
summary of urbanization see Morris in Fraser and Morris (1990), Devine in Devine and 
Mitchison (1988), Smout (1986), Whyte (1989b) and Doherty and Gordon in Whittington and 
Whyte (1983) 
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Some of these factors that lie behind changing levels of mortality have been 
touched on already, namely the poor sanitation and overcrowding that accompanied 
urbanization, and the conditions of the working classes. Often researchers employ 
McKeown's (1976) framework for the analysis of the decline in mortality, examining the 
impact of improvements in medicine, public health and sanitation, and rising living 
standards leading to better personal hygiene and nutrition, together with autonomous 
changes in the characteristics of certain diseases24. It is generally thought that medical 
improvements played only a small part in explaining the decline in mortality. Mitchison 
(1981 and 1988) sees the extension of medical care under the nineteenth-century Poor 
Law, vaccination and isolation of infected patients, as playing a role, albeit a very 
limited one. Jones (1983) also sees medical advances as being of little use, except 
inoculation and vaccination against smallpox. This view is shared by Houston (1988) 
for the early nineteenth century, when, he states, the accessibility and effectiveness of 
medicine was limited in Scotland. 
Looking at improvements in public health and sanitation, we have seen how 
many researchers have viewed overcrowding and poor housing and sanitation in urban 
areas as problems that led to a rise in mortality in the first half of the nineteenth century, 
and were not adequately tackled until the second half of the century25. Jones (1983) sees 
pure water supplies, such as in Glasgow from 1859 and Dundee from 1875, and 
improved sewer systems as helping to lower mortality. Air pollution was another 
problem and Mitchison (1981), looking at urban/rural comparisons in Scotland, states 
that atmospheric pollution in the cities resulted in an increase in death from respiratory 
diseases. However, what role did public health and sanitation play in small towns and 
rural areas? Patterson (1989 p. 455) concluded that for Fife between 1855 and 1950 
about a quarter of the decline in mortality from infectious diseases was due to public 
health administration. 
24 Jones (1983), Tranter (1985), and Houston (1988) use such an approach and the model will be 
looked at more closely in the next section. 
25 For instance, see Tranter (1985), Flinn (1977), Houston (1988), and Anderson and Morse 
(1990). 
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On the other possible agents of changing mortality levels, although many authors 
allow for the fact that autonomous changes in the characteristics of certain diseases 
played a role, it is difficult to be more precise. There is, however, general agreement 
that the fall in mortality from scarlet fever was due to a decline in the virulence of the 
disease. On the role of improved personal hygiene Houston believes that, from the late 
eighteenth century, with rising real wages, washing and changing of clothes became 
more common. There is a need for more research in this area as there is still little direct 
evidence of increased personal hygiene and there is still doubt about whether real wages 
were rising. In the early years of the nineteenth century there was, if anything, a 
deterioration in real wages for most groups, particularly the unskilled. 
This doubt, over whether real wages were rising, also undermines the argument 
that improved diet caused a fall in mortality. Flinn (1977) supports the view that 
nutritional improvements were important to a decline in mortality, seeing increased food 
production, and improvement in transport and markets from the late eighteenth century, 
as helping to end death from starvation. Tranter (1985) also states that an increase in 
real wages in Scotland in the late eighteenth and early nineteenth centuries, combined 
with improved transport and marketing of food supplies, and especially improved 
administration and relief methods, enabled people to eat better in normal times and 
overcame the problem of starvation during hard times. 
For McKeown (1962-3), though, the importance of diet lay more in terms of 
increasing resistance to disease, rather than reducing starvation. Houston (1988), 
however, despite feeling that people in Scotland in the late eighteenth century were 
better fed than a century before, states that there is little direct evidence of a general 
connection between improved nutrition and diminished likelihood of dying. Some 
diseases, such as consumption, are sensitive to nutritional status, so we need to look 
more closely at changing patterns in cause-specific mortality. Jones (1983) sees an 
improvement in general living conditions, particularly diet, as being a critical factor for 
certain infectious diseases such as tuberculosis and typhus. However, Anderson (1988) 
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points out that, for Europe, mortality from tuberculosis increased over the period, and he 
also finds it implausible that improvements in nutrition occurred widely enough across 
Europe to explain similarities in the decline in mortality. Furthermore, Tranter (1985) 
believes evidence from the Old and New Statistical Accounts suggests that diet changed 
little between the 1790s and 1840s. Also regional differences in mortality raise 
problems. For example, as Mitchison (1981) points out, people in urban areas often had 
higher real wages than those in rural areas, but death rates were higher, so standard of 
living is not the only factor. Also in the later nineteenth century there were periods 
when standard of living did not improve and yet there was no reversal in the decline in 
mortality. It is thus clear that there are numerous factors that have to be considered 
when attempting to explain mortality trends and that mostly these factors have been 
viewed in relation to the overall decline in mortality. 
1.3 AIMS AND OUTLINE OF THE STUDY 
What this analysis of the literature reveals is that, whilst there are several 
explanations for the overall decline in mortality during the demographic transition, the 
only reason given for the increase in death rates in the first half of the nineteenth century 
is the worsening conditions in the towns. There is little explanation of how this fits in 
with the picture for other areas. Patterson's (1989) results for mortality from infectious 
diseases in Fife c. 1855-1950, where he finds that for many disease groups mortality was 
highest in the rural registration districts in 1855, suggest that this rise in mortality was 
not just an urban phenomenon. We need to be able to analyse the spatial relationships 
between changing levels of mortality. 
We have so far seen that little research has been done on past mortality trends in 
Scotland, especially for adults, but the work that has been done has identified that 
mortality was declining in Scotland from the 1750s onwards, a pattern temporarily 
interrupted in the 1830s and 1840s. Scotland was not alone in experiencing this 
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decline. From the mid-eighteenth century into the twentieth century most of western 
Europe went through the demographic transition by which there was rapid population 
growth as first mortality and then later fertility declined. This period coincided with 
tremendous social and economic developments in Scotland. Was this pure coincidence 
or were the two phenomena connected, and if so, in what way? This brings us back to 
the issues raised at the beginning of this chapter. Potential links between economic and 
social factors on the one hand, and demographic patterns on the other, are of key interest 
for this period. An investigation into the impact of industrialization on adult mortality in 
eastern Scotland would thus not only provide valuable information on mortality trends in 
a period that is under-researched but also contribute to our understanding of the links 
between population patterns and the economy. 
To look more closely at these issues we need to take a much broader perspective. 
We need to draw on studies from a much wider range than just Scotland in order to 
examine the theories and models that have been developed to explain changing 
population patterns in general and mortality trends in particular. It is these issues that 
we shall be addressing in the next chapter where our focus shifts away from the reasons 
why this study is being undertaken to how it can be carried out. Consequently, in 
Chapter 2, we shall be taking a critical look at the sources that are available for studying 
mortality in the crucial period of the early and middle nineteenth century for Scotland in 
general and for Angus and Fife in particular. Thus one aim of the study is to assess the 
quality of the data that is available to see how useful it is for studying mortality trends. 
Specifically we want to see if Flinn's (1977) view that parish registers are generally of 
poor quality applies at a local level as opposed to national one. Chapter 2 will conclude 
with a look at methods, models and theories that can be utilized to aid us in our 
investigation, these methods being dependent upon what data are available. It is hoped 
to adapt these methods and models so as to provide a framework for the analysis of the 
impact of industrialization on adult mortality in eastern Scotland that not only allow, the 
trends in mortality to be identified but also provides pointers to possible explanations. 
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Building on this , in Chapter 3, the concept of the urban hierarchy is used to help 
identify parishes in our study area that have varying experiences of urbanization and 
industrialization. This gives a spatial dimension to the analysis and by comparing 
mortality levels in these different areas we can gain some insight into how 
industrialization affected mortality. It also allows for some assessment of the part played 
by population density and migration, factors which are connected with the process of 
industrialization, in mortality patterns. In order to conduct such an analysis it will be 
necessary to identify the urban hierarchy in Fife and Angus in the nineteenth century and 
so this is another aim of the thesis. Because the basic unit of analysis in this study is the 
parish then this urban hierarchy has to be adapted to an 'urban parish hierarchy'. In order 
to identify this hierarchy we need to take a close look at economic and social 
developments in Fife and Angus c. 1810-1861, which we will do in Chapter 3. Finally 
in Chapter 3, the information obtained in Chapter 2 on which parishes have the best 
quality data will be combined with our knowledge of which parishes represent different 
levels of the urban parish hierarchy and have different experiences of industrialization, 
in the selection of specific parishes for which mortality patterns will be analysed in the 
later chapters. 
Having selected parishes with differing experiences of industrialization, in 
Chapter 4 we go on to discuss data collection and entry for these parishes before going 
on to identify overall trends in adult mortality. Mostly the data are from the parish 
registers of burials and the vital registers of deaths. Thus, throughout the thesis, the 
analysis is chiefly a quantitative one, although some qualitative sources are analysed to 
help explain the mortality patterns revealed by the quantitative analysis. 26 The impact of 
industrialization on mortality is assessed by comparing results from parishes with 
different degrees of industrialization and urbanization, and also by making temporal 
comparisons since industrialization matured over the period. The question of under- 
registration of burials in the parish records is examined and the thesis aims to measure 
26 It was felt that the primary aim of the thesis was to identify trends in adult mortality and then 
look at explanations for these trends. 
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under-registration in two small parishes so that some assessment of its extent in the 
region can be made. 27 
These overall trends are then disaggregated in Chapter 5 as we look at age-, sex-, 
cause- and occupation-specific mortality. This chapter approaches the assessment of the 
impact of industrialization in three ways. Firstly, it continues the theme of comparing 
mortality differentials between parishes with varying experiences of industrialization as 
well as the comparison of trends over time that were used in Chapter 4. In addition it 
examines the impact by looking at occupational mortality. Occupations are grouped in 
two ways, according to social class and by industrial class such as agriculture or textiles. 
Mortality in the various categories of these social and industrial classes is examined as 
well as mortality for a few selected occupations. 
This three-way approach to studying the effect on mortality of industrialization 
continues in Chapter 6 as seasonality of mortality is analysed. Overall seasonality is 
examined first and then it is broken down by cause of death, by age, by time period, by 
sex and by occupation. In addition to providing new insights into the impact of 
industrialization on adult mortality, the analysis of seasonality allows us to check some 
of the assumptions made in previous chapters. Throughout all the analyses in the 
various chapters the results of different sources are compared for internal consistency. 
This mainly consists of the results obtained from the vital registration data being used as 
a check on the results from the parish register data. In the final chapter the results from 
all the analyses are brought together to assess the impact of industrialization on adult 
mortality and to see what the implications of these results are for future research. We 
begin, though, in Chapter 2 by looking at the sources, methods and models that will be 
used for the analysis. 
27 For most of the analysis the question of under-registration is academic since the appraoch 
employed is mainly to look at mortality differentials such as between different age groups or 
social classes in which case it is just assumed that under-registration is constant across the 
groups (see Chapter 2 for more details). However, to assess crude death rates it is important to 
have some idea of the level of under-registration. 
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CHAPTER TWO - SOURCES. METHODS AND 
MODELS 
In the last chapter we looked at why this investigation into the impact of 
industrialization on adult mortality was being undertaken. It was felt that the study of 
past mortality trends in Scotland, especially adult mortality, is under-researched. 
Previous work, though, has established that there was a general downward trend in 
mortality from 1750 onwards with a short-term rise in the early to mid-nineteenth 
century that was thought to be due mainly to worsening conditions in urban areas. 
However, very little is known about mortality trends in this period for small towns and 
rural areas. Furthermore, whilst numerous possible causes for the overall decline in 
mortality in Scotland and other European countries have been explored little attention 
has been given to the factors that could have caused a short-term rise within this overall 
trend in the first half of the nineteenth century. This period is also one of great economic 
change in Scotland as industrialization proceeded. It was felt that an analysis of the 
impact of industrialization on adult mortality during this period, c. 1810-1861, would be 
of great interest in shedding light on the important relationship between the economy 
and demographic trends and gaining more insight into mortality patterns in Scotland. 
The years 1810 to 1861 cover both the time when Scottish industrialization moved from 
its early stages to a more mature phase and the period for which Flinn (1977) identifies a 
short-term rise in mortality in urban areas. Studying the period 1810-61 also means that, 
we will be able to supplement parish register data with the more accurate vital 
registration data towards the end of the period. Adult mortality was selected for analysis 
because more is known about infant and child mortality than adult mortality and 
because, if changing conditions at work did influence life expectancy, then it is adults 
who would be most affected. ' 
'Adults' were eventually defined as those aged fifteen years and over, party to match the age 
groups used in official reports and other studies, and partly to catch the important group of 
young adults who may be more susceptible to certain illnesses than older people 
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In this chapter we are going to turn to how this topic can be investigated by 
looking at available sources and methods, as well as models that might be employed. 
We shall begin by examining sources, considering what sources other people have used 
for Scotland and the problems they have encountered, before going on to look at what is 
available specifically for parishes in Angus and Fife. Following this we shall see what 
methods historical demographers have employed to study mortality and select those that 
are most-suited to our needs. In particular the relative merits of aggregative methods 
and record linkage techniques in examining adult mortality will be assessed. Finally we 
shall look at the models demographers have developed to see if any can be used or 
developed for our purposes. First then we shall look at sources. 
2.1 POTENTIAL SOURCES AND PROBLEMS PREVIOUSLY 
IDENTIFIED 
There are several sources available for the study of Scottish historical 
demography and Flinn (1977) provides a good detailed discussion of most of them. 
Other very useful texts are Steel's (1970) work on sources for Scottish genealogy, and, 
more recently, Sinclair's (1990) guide to ancestry research in Scotland. Here we are 
going to concentrate on what is available for investigating mortality and consider some 
of the problems with these sources that previous researchers have encountered. When 
looking at the information required to study mortality we can consider it as falling into 
three groups. The first consists of information about the people who have died, their 
numbers, age, sex, marital status, occupation, residence, cause of death and so on. The 
second group is data on the base population, the numbers 'exposed' to the risk of dying, 
similarly broken down by age and sex etc. With these two groups of information we can 
calculate various statistical measures of mortality, such as crude death rates. age-. sex- , 
cause- and occupation-specific rates of mortality, life tables, and expectation of life. 
This information alone will be enough to tell us the facts about the numbers dy ing. 
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Furthermore, by disaggregating by such factors as occupation, place of residence and 
cause of death we can gain some insight into the explanations for these mortality levels. 
However, to put some more flesh on the statistical 'bones, and help to understand the 
dynamics that lie behind the numbers, we need a third type of data that tells us about the 
general conditions that people lived in. This would include information on such topics 
as wages, prices, housing, occupations, workplace conditions, migration and disease 
diffusion, weather, and medical care; all things that can affect levels of mortality. 
The main problem with studying historical demography is that it is rare to find all 
this information. Indeed, for much of the past we have very little data to go on, though 
the nineteenth century, which is dealt with here, is relatively well documented. Some 
sources provide all three types of information, such as the Statistical Accounts, whilst 
others only cover one or two types. For the background information on living conditions 
there are numerous sources in addition to these accounts, including diaries, newspapers, 
journals, factory reports, apprenticeship and trades records, letters, hospital reports, 
doctors' journals, burgh records on such topics as water supplies, reports on sanitary 
conditions and the conditions of the working classes, and Poor Law reports. However, 
as our first concern is to establish the trends in adult mortality from 1810 to 1860, 
sources that provide information of the first two types, on those who died and the base 
population, shall be concentrated on here. 
For most countries in western Europe the systematic recording of vital events and 
population counts only began in the nineteenth century2. For Scotland the compulsory 
registration of births, marriages and deaths began in 1855. Although this is later than in 
England and Wales, where registration began in 1837, researchers of Scottish historical 
demography have an advantage in that it is relatively easy to gain access to these 
records. There has been no access to the civil registers of births, marriages and deaths in 
England and Wales since the early 1970s, with a few exceptions3, which ha,, been a 
2 For example, vital registration began in England and Wales in 1837 and Ireland in 1864. 
Anderson (1988) has a detailed discussion of this topic. 
3 Davies (1994) gained access to the civil registers of a parish in Wales for the nineteenth century. 
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considerable drawback in research. As Roger Schofield points out in a letter to the 
government minister William Waldegrave, 
"There is no public access to either the original registers. 
held in the offices of the local Superintendent Registrars or 
the copies of these registers which are held by the Office 
of Population Censuses and Surveys in London. For the 
purpose of our research, charting the demographic history 
of England and Wales in the last two centuries, access to 
the originals, or to the copies which have been made of 
them, is essential as we need to study the demographic 
history of whole communities. " 
(Schofield, Local Population Studies, 50. Spring 1993, 
correspondence, p. 76). 
For Scotland the civil registers are available for consultation in New Register 
House in Edinburgh, although academic researchers are now charged a fee. The 
registers provide a rich source of data, particularly those for 1855 when data on more 
variables were collected than in later years, (with the scope of the original schedule 
being too ambitious it proved overly time-consuming to collect and analyse data, so the 
form was shortened from 1856 onwards). Thus in 1855 the death register recorded: 
information on the deceased (name, age, sex, occupation place of birth, length of time in 
the district, parents' names and occupations, and, if married, spouse's name and 
occupation and children's names and ages); particulars of death (when died, where died, 
cause of death , 
how long the disease continued, medical attendant by whom certified 
and when he last saw the deceased, burial place, undertaker's name): signature of the 
informant; when and where registered; and the signature of the registrar. By 1856 
marital status of the deceased was being recorded, but information on spouse's name and 
children's names and ages had been dropped, along with place of birth and length of 
time in the district. 
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To relate these figures on mortality to the population there are the decadal 
censuses in Scotland, dating from 1801. The early censuses were more unreliable and 
contained far less information than the later ones, and it is only from 1841 that they are 
of great value4. Some of the detailed census returns prior to 1841, however, have 
survived for a few parishes. 5 Thus from the second half of the nineteenth century there 
is an abundance of information, for Scotland. For the earlier period, before vital 
registration, though, we face more problems. To obtain population figures for the whole 
country prior to the nineteenth century we are limited to a few sources. Prominent 
amongst these is Webster's census of 1755, which gives information on the age-structure 
for all of Scotland, as well the population of each parish6. There is another document 
giving population figures for most Scottish parishes in the late 1740s, but they are 
considered to be less accurate than Webster's figures.? The Statistical Accounts also 
give details of the population and these will be considered in more detail later. Tyson 
has used the hearth and poll taxes of the late seventeenth century to estimate the 
population of Aberdeenshire and Scotland in 1691, (Tyson 1985 and 1995). However, 
these sources are problematic, because people were reluctant to be counted for the 
purpose of being taxed, even if they felt that the money raised was going to a worthy 
cause, namely the armed forces. Also, for the hearth tax of 1691, as the tax only gives 
details of the number of households, there are difficulties in deciding what household 
size to use as a multiplier to give total population. In addition, assumptions have to be 
made about the proportion of households that paid the tax. The poll taxes also failed to 
cover all the people, as they excluded the poor and those under sixteen years of age, so 
again numerous assumptions have to be employed if an estimate of the population is to 
be made. 8 Despite these difficulties, if we remember that the figures are estimates, they 
t Lawton (1978), and Drake (1972) in Wrigley, have detailed accounts of what information % vas 
recorded in each census and the reports that have been published. 
5 See Flinn (1977) for a list of some of these parishes. 
6A transcript of the census can be found in Kyd (1952). 
7 The document can be found in the Scottish Record Office. For more details see Tyson (1957). 
8 The 1698 poll tax is even more restricted as it was only applued to the rich. See Flinn (1977) 
and Tyson (1985) for more details. 
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are still useful in providing some information for a period about which . "o 
little is known. 
There are also numerous listings of the inhabitants of areas of the country. including 
parishes, towns and estates. Most of these were carried out by the church, but there are 
others such as Cleland's census of Glasgow in 1820.9 
To obtain figures on the numbers dying in this earlier period we also face 
difficulties as there is no nationwide recording of deaths, and we are reliant on the parish 
registers of baptisms, marriages and burials, for demographic informationlO. Parish 
registers have been the main source for the study of population patterns in the pre- 
registration period for many countriesll and, as for other countries, the Scottish registers 
are problematic. As we saw in Chapter 1, Flinn (1977) was very critical of the Scottish 
parish registers as a source for historical demography, finding fault with their 
geographical and chronological coverage, and their increasing incompleteness as groups 
seceded from the established Church of Scotland, especially during the Disruption of 
1843. These problems can be considered ones of coverage, in that only a proportion of 
the population is covered by the parish registers and this proportion decreased over time 
as non-conformity and secularity grew. There is a further problem, that is one of 
content, in that, even for those who went through a ceremony in the established church, 
the recording of information about these people is not always accurate. Of course when 
nothing was recorded of the ceremony, then the problem of content is also one of 
coverage, but the distinction between the two is still useful. 12 With regard to content, 
Flinn (1977) is also critical. The records of baptisms and burials have to be used as 
surrogates for 'births' and 'deaths', respectively. Care must also be taken when looking at 
marriage registers as these are sometimes only proclamations of intent to marry, rather 
than a record of the actual marriage itself, and it is possible that the marriage never 
9 See Flinn 1977 for a more extensive review of the listings available and where to locate them. 
10 These parish registers can also be used to estimate the population of a parish. One such 
method is to multiply the number of baptisms over a certain period by a constan, but 
assumptions of constant birth rate may not be valid, (Cox-formula in Tyson 1985, p. 114) 
11 For instance they have formed the basis for Wrigley and Schofield's study of England (1981), 
and several works on France including Henry and Blayo (1975) and Blayo (197-5). 
12 These problems are not limited to Scottish parish registers, for example, Anglican registers 
have also been criticised, especially for the nineteenth century, (see Hinde 1987). 
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actually took place. Further, burial records are sometimes only registers of the use of the 
parish mortcloth. Whilst these criticisms are to a large extent justified, it is possible, as 
we saw in Chapter 1, that Flinn has been too pessimistic, so it is worth taking a closer 
look at the registers. 
Parochial registration of baptisms and proclamations of marriages was introduced 
in Scotland in 1551, but it was not until 1565 that registration of burials was called for 
when the Commissaries of Edinburgh requested that , 
"... every minister or reader, 
besides keeping a register of the names and residences of persons deceased in their 
respective parishes, and the dates of their death, should deliver a copy thereof to the 
procurator-fiscal", (Seton 1854, p. 6). This delay in instigating burial registration is 
perhaps indicative of an attitude that gave it lower priority than the other forms of 
registration, but the interval is only fourteen years. After this there were several calls by 
the Church for the keeping of parish registers, which can be interpreted, as Seton (1854) 
does, as a symptom of earlier requests not being complied with, or as a reflection of the 
importance placed on this issue. 13 Whatever the attributes of the very earliest registers 
by the late eighteenth century the quality of the parish registers was being criticised. The 
Old Statistical Account indicated that few parishes kept a burial register. In part this 
poor quality is blamed on splits in the Established Church, in particular the Secession in 
1732, as few Seceders registered events in the parish records, especially baptisms (Burn 
1862, p. 217). However, in the short term, the 1783 Act imposing a tax of three pence on 
every entry of a burial, baptism or marriage in the parish registers, had a worse effect, 
reducing the number of events registered in some parishes until its repeal in 1794. 
13 There were statements in 1574 and 1576 by the representatives of the Church and the Court of 
Session, respectively, calling for the names of the the deceased to be recorded and suggesting 
that this should be done by gravediggers . The General Assembly meeting in 1616 
further 
requested that burial registers be kept and this was reinforced by an Act of the Scottish Privy 
Council later that year providing for parish registers of births, marriages and deaths, (Seton, 
1854, pp. 7-10). In 1746 the General Assembly of the Church of Scotland passed an Act advising 
kirk-sessions to keep registers of the names of people dying within their respective parishes 
together with the time of death (Seton 1854, p. 12). 
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Further disparagement of the parish registers, though, occurred in the early 
nineteenth century. The Population Abstract published in 1801 reported that , of the 850 
parishes in Scotland that made returns to the Government, only 99 had regular parish 
registers. 14 So poor was the response that for the next two censuses the report on parish 
registers was limited to England and Wales. In 1810, in a report on parochial 
registration to the Commissioners of Public Records, the Deputy Clerk-Register of 
Scotland commented on the poor state of these records, stating that Dissenters were often 
excluded and, 
"It is, however, I believe, a matter of great regret, that the 
regular formation and safe custody of these small local 
Records have been hitherto so little attended to, and so 
imperfectly provided for. They are committed to the 
immediate care and superintendance of the Kirk Session of 
each parish, consisting of the minister and certain lay 
elders, and the Sessions Clerk (who is usually the 
established parochial schoolmaster), is the proper officer 
to whom not only the proper formation, but also the 
custody of this record is committed. " 
(T. Thomson quoted in Burn 1862, p. 216) 
The General Assembly of the Church of Scotland again considered the imperfect 
condition of parish registers in 1816, recommending that parishes keep three separate 
registers for baptisms, marriages and burials. Seton states that, " In consequence of this 
'recommendation', a few parishes appear to have commenced to keep registers of births 
and marriages, and in a good many instances, where they already existed, a record of 
deaths was also established for the first time", (Seton 1854, p. 102). It must be 
remembered that Seton, like other contemporary writers, such as Turnbull (1849), was 
arguing for the need for vital registration in Scotland and so can be expected to be highly 
14 Abstract of Answers and Returns under Act for taking Account of Population of G. B. (Parish 
Register Abstract), 1801 , (1801-2). 
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critical of the parish registers15. Thus it would seem genuine that, in a few places at 
least, registration improved in the early nineteenth century. 
Evidence on the state of parish registers for the mid-nineteenth century can be 
gleaned from the New Statistcal Account of the 1840s and the Crown agent's (1852) 
Return of the Number of Births, Deaths and Marriages registered in each parish of each 
county of Scotland, 1842 to 1850. Turnbull (1849) uses the former to examine the state 
of parochial registration. He managed also to obtain information on 47 of the 130 
parishes that did not make a return to the New Statistical Account. What emerges is the 
patchy state of registration, with some parishes having good records. In the Crown 
agent's report , which 
had returns from 865 of the 879 parishes, there were no burial 
entries in for 584 parishes in 1842, decreasing to 552 in 1850, (Seton 1854, p. 41)16. 
Several criticisms have been directed at the burial registers. As we have seen, a 
minority of parishes kept regular registers of burials in the early nineteenth century. For 
many parishes , even 
if there is a burial register, its commencement is later than that of 
marriage and, particularly, baptism records. Furthermore, Dissenters tended not to be 
covered. Also, often Catholics were not included. In some areas this was more of a 
problem because of the greater numbers of Catholics, such as the Highlands and urban 
areas, where a large number of Irish immigrants congregated. Paupers and unbaptized 
infants were occasionally omitted from the burial registers too (Turnbull, 1849). In 
addition burial records were sometimes only records of mortcloth dues. The poor were 
not always charged for the use of the mortcloth, so these burials would be missed in such 
records, as would those of people using a private mortcloth, 17 or none at all. Further, the 
mortcloth was not always used for children under ten years of age. In certain parishes, 
especially ones covering a large area, there were several burying places, and the parish 
15 Chambers (1830), Sykes et al. (1843), Stark (1853), Strang, (cited in Seton 1854, p. 69), Gavin, 
the superintending inspector of the General Board of Health, (cited in Seton 1854, p. 85), and the 
1840 meeting of the British Association, all criticised the quality of parochial registration in 
Scotland, drawing attention to the attendent problems this caused and the need for an improved 
system of registration, especially for statistical enquiries. 
16 It would seem that these figures were out of the original 879 parishes, thus including the non- 
returns, but Seton is unclear on this point. 
17 Such was the practice in Auchtermuchty, Fife, (Seton 1854, p. 51). 
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registers did not always cover them all. Also, if people had a long or difficult journey to 
their parish church they would often attend a church in a neighbouring parish if it ", as 
closer. This leads to problems in linking the numbers dying to a base population, a 
problem that is exacerbated by the tendency to bury people back in their native parish 
rather than the one they lived and/or died in. Other problems arise from the information 
given in the burial record as dates can be out of order, double entries are made, and a 
person's sex can not always be determined from their forename. 
On the other hand, whilst many of the criticisms of the registers, including burial 
ones, are applicable at a national level, at a local level good registers exist. Burn points 
out the high quality of the registers of Anstruther Wester and Pittenweem in Fife, (Burn 
1862, p. 218). Seton similarly finds Elie and Dysart in Fife, and Lochlee in Angus, to 
have good registers, (Seton 1854, p. 26,34, and 36). 18 
In addition to the civil registers of deaths and the parish registers of burials, 
information on deaths can be obtained from various other sources, such as bills of 
mortality, gravestone inscriptions, kirk-session minutes, non-conformist and Roman 
Catholic registers, the Old and New Statistical Accounts of the 1790s and 1840s 
respectively, and several miscellaneous sources. Bills of mortality , 
if we take Flinn's 
more exact definition, are reports on mortality totals, broken down by age and cause of 
death, that were issued to the public at regular intervals, usually weekly, monthly or 
annually, (Flinn et al., 1977). These were kept for some of the cities, most notably by 
James Cleland for Glasgow in the nineteenth century. The Glasgow bills are based on 
burials, so, like the parish registers, burials are being used as a surrogate for deaths. 
Also bills of mortality are not as widespread as the parish or civil registers, indeed they 
have only been found for some of the major cities, nor do they date back as far. 
However, it is felt that most of the bills are very accurate19, and Flinn (1977) uses them 
18 The Detailed List of the Old Parochial Registers of Scotland (1872) gives an outline of the years for 
which there are baptism, marriage and burial registers for each parish in Scotland, arranged 
alphabetically by county. However, this list is not accurate and should only be used as a guide. 
19 There are problems of quality and coverage with some bills of mortality, especially those of 
Edinburgh. Flinn thus concentrates on the Glasgow bills. 
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extensively, demonstrating how good data for a local area can provide a great deal of 
information. 
For some parishes there are also non-conformist registers and death/burial entries 
could appear either as a separate register or, occasionally, in the kirk session minutes. 
However, very few of these congregations have records of burials or deaths and, even 
when they do, generally only name and, sometimes, age are given20. There are also 
Roman Catholic records, most of which start in the early nineteenth century. Since a 
Catholic priest usually saw the dying person in order to administer the last sacrament, 
these records of deaths tend to give more information on the deceased, such as name. 
age, cause of death and marital status, than non-conformist registers21. 
Gravestone inscriptions also provide data about the dead. Again they are not a 
source that tells us about everyone who died in a parish. Very often they are biased 
towards the upper classes, as these people could afford a stone, and towards adults. Over 
the years many have been lost, or the inscriptions have worn away. Despite these 
drawbacks, though, they are a source that can be found in most areas of the country and 
the Scottish Genealogy Society has transcribed many of them. Furthermore, they can be 
used to give additional information about those who have died, such as occupation, age, 
spouse and children's names, and cause of death. 
Turning to look at the Statistical Accounts, the Old Statistical Account 
(henceforth OSA) was written in the 1790s, whilst the New Statistical Account (NSA) 
was written in the 1830s and early 1840s, being published in 1845. Both accounts 
contain individual reports on the parishes in Scotland, usually written by the parish 
minister in reply to a questionnaire, the projects being organized, for the OSA, by Sir 
John Sinclair, and by the General Assembly of the Church of Scotland for the NSA22. 
As sources for the number of deaths in a parish the Statistical Accounts are not of great 
20 It is worth noting that the kirk session minutes of the established church are also valuable 
sources, providing information on general conditions in the parish, as well as sometimes 
containing details on mortality, such as notes on epidemics in the parish and mortcloth dues. 
21 The Scottish Record Office's book on tracing your Scottish ancestors by Sinclair (1990), gives a 
very useful account of these sources, and others, and where to locate them. 
22 For the OSA reports were returned on 938 parishes, (Sinclair, 1983). 
40 
value, they tend merely to give summaries of the parish register data on the numbers 
who have been buried, though occasionally there are attempts to calculate a life table23. 
They are, however, of immense value in that they are also a source for the other two 
types of data being sought, namely information about the base population and also about 
general living conditions. With regard to population figures for parishes, the accounts 
generally give details on sex ratios and age distributions, in addition to total counts24. 
There is also a wealth of information on a variety of topics, such as causes of death, 
epidemics, standards of living, diet, housing, clothing, vaccination, and food shortages. 
One of the main problems with the accounts, though, is that the detail given varies from 
parish to parish and from topic to topic, depending on the diligence of the minister and 
his personal interests. 
There are numerous other sources that can be used to study mortality in Scotland. 
For example, obituary reports in the newspapers, (though again these are biased towards 
the higher social classes), hospital records, (which often give patient's age and 
sometimes date of death), doctors' reports, the Lord Advocates papers to 1895 (which 
include reports on fatal accidents and suspicious deaths such as suicide), and diaries. 
Also for certain groups in the population there are additional sources, though these 
groups tend to be people from a social elite. For instance, as we saw in Chapter 1, 
Houston (1992b) has used the list of advocates in The Faculty of Advocates in Scotland, 
1532-1943, (Grant 1944) to examine the mortality of these lawyers. The data are 
problematic because of missing information. It is debatable how representative of 
advocates the sample is, as only "those whose date of birth or baptism and/or date of 
death or burial are recorded along with their date of entry in Grant's list have been 
included in this study", (Houston 1992b, p. 49). This excludes about 2017% of entries and 
these are not uniformly distributed over the period 1532-1799, the eighteenth century 
having the best data, although Houston does not state the exact number excluded in each 
23 For instance, the Rev. David Wilkie calculated one for the parish of Cults in Fife for the OSA, 
though the method is dubious. 
24 Here the OSA is particularly useful as it predates the first census. 
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period. Thus the analysis assumes that the mortality experience of this group was the 
same as for those for whom data are available. The numbers excluded could be even 
higher if Grant's list of advocates is incomplete. The eighteenth century data are also 
better than the earlier periods in that, for the cases included in the study, a smaller 
percentage of birth/baptism dates, (and hence, presumably, ages at entry and death), are 
missing. However, even for that century mean age at entry, and consequently date of 
birth, has to be imputed for 43% of cases, using the mean age at entry for the advocates 
for whom a birth/baptism date is recorded25. This percentage increases dramatically for 
the earlier periods, being 68%, for the years 1650-99 and 88% between 1532 and 1649. 
Furthermore, the imputed mean age at entry for the 1532-1649 period is based on only 
22 cases, which is a small sample size. 
Mortality levels amongst other occupational groups could also be looked at. For 
example, the biographies of clergymen in the Fasti Ecclesiae Scoticanae, for the 
established Church, and the corresponding books for the dissenting churches, could be 
used to examine the mortality of this group as dates of birth and death, and age at death 
are usually given. 26 Similarly, some of the early entries in the register of doctors in 
Scotland include date of death, but this only runs from 1858, which overlaps vital 
registration. However, The Medical Directory for Scotland goes back to 1852 and 
includes biographical information about medical practitioners, which could be utilized to 
investigate the mortality of this elite group. There is also A Biographical Dictionary of 
British Architects 1600-1840 (Colvin), and publications that give biographies of 
members of parliament, which might contain the relevant data necessary to study 
mortality for these groups. 27 In addition, the superannuation records of the former 
inspectors of the linen industry up to 1859, occasionally record age or date of death. 
25 Houston (1992b, p. 51) actually divides the century into two periods, 1700-49 and 1750-99, to 
calculate imputed mean age at entry. 
26 For the dissenting churches see, History of the Congregations of the United Presbyterian Church, 
1733-1900, Annals and Statistics of the Original Secession Church, Annals of the Free Church of 
Scotland, and The Fasti of the United Free Church of Scotland, 1900-1929. 
27 Texts dealing with members of parliament include The Parliaments of Scotland: Burgh and Shire 
Commissioners (1991), covering the period up to 1707, and Members of Parliament, Scotland, 1357- 
1882. 
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Wills and testament records, which deal with the confirmation of executors. 
whether or not there is a will, usually give details about the deceased and so can be a 
useful source. However, not many people left a will, and those who did tended to be 
wealthy and of the higher social classes. Also, in cases where there was no will, many 
families failed to have an executor confirmed by the court. Thus the records only deal 
with a small, unrepresentative, section of the general population. They do have the 
advantage of dating back a long way though. Goldberg's (1988) work on mortality in 
York, 1390-1514, based on probate evidence, demonstrates the use of such data, but 
also shows some of their limitations, such as the bias towards wealthy adult males, and 
the consequent under-registration of certain causes of death such as famine, as well as 
problems in converting date of probate into date of death. 
From this survey it can be seen that there are plenty of potential sources available 
for studying mortality in Scotland and in the next section we shall be going on to see 
what is specifically available for Fife and Angus c. 1810-1861. 
2.2 SOURCES FOR THIS STUDY OF FIFE AND ANGUS 
From 1855 onwards there are death registers for all of Fife and Angus and few 
problems are encountered with these data. Occasionally there are missing entries in the 
microfiche, where a page in a register has not been photographed, so it is necessary to 
consult the original document. However, the only real difficulty with these records is 
that the registration district did not always correspond to the parish unit. For almost all 
parishes in our study the registration district refers to the same geographical area as the 
parish registers, namely the parish, except for Dundee, where by the 1860s the burgh had 
spread over two parishes, Dundee and the united parishes of Liff and Benvie. The town 
and the remainder of Dundee parish form the registration district of Dundee, whilst the 
district of Liff and Benvie is the parish less the area covered by the town of Dundee. 
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It is also necessary to check whether there are any parish or registration district 
boundary changes in the period 1810-1861, as any increase or decrease in the 
geographical area studied is likely to mean that a different population is covered. Thus 
any change in mortality levels could merely be the result of boundary alterations. There 
are various documents that can be used to check boundaries. There are several maps of 
each county in the nineteenth century, though the latter half of the century is much better 
served in terms of number of maps and detail with the Ordnance Survey maps of each 
county from mid-century. However, for the earlier period there are John Ainslie's maps 
of Angus (1794) and Fife (1827, published by John Thomas), as well as a map of Angus 
published by John Thomas in 1825 and maps of the city of Dundee, such as that by 
Woods in 1821. 
In addition to maps, literary sources also give information on parish boundaries. 
For instance the detailed censuses from 1841 onwards give a description of the area 
covered by each parish, and the summary volumes of the census returns from 1801 
onwards give some details on boundary changes, as do the Statistical Accounts. The 
New Statistical Account also contains maps of each county showing the parishes. The 
various gazetteers of Scotland give both maps and literary descriptions of the parishes. 28 
Some books also consider boundary changes, for example, Shennan (1892), though this 
deals more with boundary changes towards the end of the nineteenth century. Thus there 
are plenty of sources available to check boundaries. 
There are far more problems with the parish register data than for the death 
registers. For the parish registers of burials, the 1801 Population Abstract on Parish 
Registers shows that only four parishes in Fife, Carnock, Ceres, Strathmiglo and 
Torryburn, and one in Angus, Lundie, made returns. 29 This initially seems very 
discouraging, but is more a reflection of the lack of diligence in making returns, rather 
than a lack of registers as we shall see. The Return of Number of Births. Deaths and 
Marriages registered in each Parish of each county of Scotland, 1842-50, has a more 
28 See for example Wilson (1856), Fullarton (1842) and the Ordnance Gazatter of Scotland (1854). 
29 See note 13 in this chapter. 
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encouraging picture, showing burial entries for 4117, c of the parishes in Angus and 6817c of 
those in Fife. Also burial fees were recorded for 17 parishes in Fife, but only one in 
Angus. The recording of these fees tends to be a good indicator that the register is well- 
kept. As the Crown Agent states in his introduction, "as to the scale of fees, (I. ) the 
column heeded 'deaths' is not filled up, there being no proper register either of deaths or 
burials, and consequently no fees charged; ". 30 Further, the Detailed List of the Old 
Parochial Registers of Scotland (1872), indicates that for Fife 33 out of 61 parishes, or 
54%, have a burial register for all, or almost all, of the period 1810-54. Only thirteen 
parishes having no burial register at all, whilst of the remaining fifteen parishes most 
have records covering between twenty and thirty years. The situation in Angus, though, 
is not as good, as nearly half (27) of the 55 parishes have no burial register between 1810 
and 1854. Only eight parishes in the county have a burial register for all, or nearly all, of 
these years, but a further thirteen do have one covering about twenty to forty years of 
this period, meaning that about 38% of parishes in the county have fairly extensive 
burial registers in terms of the years covered. This list of registers, though, is not 
complete or fully accurate and Steel's (1970) work on sources for Scottish genealogy, 
reveals that there are some additional parish registers of burials for Monikie in Angus, 
and Dunfermline and Dunbog in Fife, extending the period we know burials to be 
registered in these three parishes by between twelve and twenty years. This information 
was combined with that from the Statistical Accounts and Turnbull's (1849) work, to 
provide a framework for assessing which parishes had the best data. 31 All the Old Parish 
Registers (OPR's) that were stated to have a burial register, as well as those which were 
said to be of good quality, even though there was no specific reference to a burial record, 
were looked at closely to see what data were available, the information recorded, its 
legibility, and the years covered. The comments in these works on the quality of the 
30 Return of Number of Births, Deaths and Marriages registered in each parish of each county of 
Scotland, 1842-50, (1852, p. 1) 
31 Turnbull managed to obtain returns on the quality of the registers for 52 of the 61 parishes in 
Fife and 50 of the 54 in Angus. For the 1872 Detailed List of the Old Parochial Registers of Scotland 
there are 55 parishes in Angus as Coupar Angus is included, whereas for the Statistical 
Accounts and Turnbull's work it is in the returns for Perthshire. 
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registers suggested that several parishes would have good quality burial registers. For 
the registers of Dunino in 1837 it was reported that, 
"From April 30,1643, in a regular series to the present 
time, there are eight volumes of parochial records in 
tolerable preservation. There is a register of deaths since 
the year 1752" 
(Turnbull, 1849, p. 69). 
Similarly for Maryton in Angus it was reported in 1833 that, "The parochial 
register begins in 1738, and has been regularly kept since that time", (Turnbull, 1849, p. 
82), and in 1843 for Kilrenny in Fife that, "Latterly, and for a considerable period, they 
(the parochial registers) have been kept with great accuracy", (Turnbull 1849, p. 73). 
For a number of other parishes there were similar encouraging comments on the quality 
of the registers. Thus despite problems with parish register data at a national level it 
seemed that for many individual parishes there are good quality registers. 
There are also problems with the census data for Fife and Angus, as for some 
parishes the original detailed abstracts for 1841 were lost, though the summary statistics 
are available. No private censuses have been found for the nineteenth century, though at 
least one of the detailed lists of earlier censuses has survived, that for the population of 
Abdie parish in 1821.32 
The question of non-conformity in Fife and Angus will be looked at in greater 
depth in Chapter 4, but with regard to churches other than the established one, there are 
several congregations, especially in the parishes with larger populations. For example 
records exist for the United Secession Church, the Relief Church, the Free Church, and 
the United Presbyterian Church. However, in these records there are no burial registers, 
only the occasional baptism or marriage register. There is a list of Quakers, c. 1622 to 
c. 1890, that gives the deceased's place of residence as well as occupation, age, date of 
32 This can be found in St. Andrews University library, (reference CH2/828). 
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death and sex. 33 In addition there are Roman Catholic registers of deaths for some 
parishes, most notably Dundee, where there was a significant Irish population. 
Bills of mortality were thought to have existed in Dundee, if only for the mid- 
nineteenth century, and possibly for Montrose, even if they have not survived to today. 
Flinn (1977) points to Sykes et al. 's (1843) work on mortality in urban areas, and 
Maitland's (1753) history of Edinburgh as evidence of this. However, Maitland (1753) 
only refers directly to a bill of mortality for Edinburgh. With reference to Dundee for 
the period 1729-35, he merely discusses the numbers buried as attested by the Session 
Clerk, and for Montrose, 1725-31, burials that were not even attested to. Whilst this 
does not exclude the existence of a bill of mortality, it is not evidence that the figures 
were taken from bills, they could easily have come from parish registers or cemetery 
records. Sykes' (1843) also does not refer to a bill of mortality for Dundee and no such 
bills were discovered in the course of this study, but it is possible they existed. There 
was a reference to a bill of mortality for the parish of Kettle in the OSA return for Cults, 
though it appears that the term 'bill of mortality' may have been applied loosely and this 
is probably just a reference to the parish register of burials. 34 
Cemetery records are extant, however, for Dundee and Dunfermline. The 
Statistical Accounts for Fife and Angus are generally of good quality, though detail 
varies from parish to parish. Gravestone inscriptions are also available and, for Fife, 
have been transcribed by Mitchell and Mitchell (1971 and 1972) for the genealogy 
society. They are a useful source as they can provide additional information not found 
in the parish registers as can be seen from the two illustrations on the following page. 
The first shows entries in the burial register of Cupar parish in Fife for the year 1837. 
The left hand column gives the date of burial (the year is listed at the top of the column). 
This is followed by the deceased's surname, forename, occupation, age and cause of 
death. Looking at the entry at the bottom, that for Joseph Player, a tobacconist, it can be 
33 SRO: "Society of Friends: Births, deaths and marriages of Quakers c. 1622 to c. 1890". Index 
prepared by A. Strath Maxwell, Aberdeen. 
34 See OSA (1978) volume 10, p. 193. 
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seen that he died aged 36 years of a spasm and was buried on the second of June 1837. 
His gravestone can be found in the parish churchyard and the second illustration shows 
this gravestone. The inscription reads, 
"Sacred 
to the memory of 
Joseph Player 
late tobacconest 
and candlemaker in Cupar 
who died May the 30 1837 
aged 36 years much regretted. 
Also his two children 
Samuel and Allen 
who died in infancy" 
This information on the gravestone confirms Joseph Player's age at death as 36 
years and provides the additional information that he was a candlemaker as well as a 
tobacconist, had at least two children and actually died on May 30th 1837. Special 
carvings on gravestones can also indicate the trade of the deceased. The Howff burial 
ground in Dundee, which used to be the meeting place for the various trades, contains a 
number of gravestones with such carvings and the illustration on the previous page 
shows a gravestone marked with the weavers sign. 35 Thus gravestone inscriptions can 
provide some very useful details. Other miscellaneous sources include health records for 
Fife and Angus36 and newspaper reports. 37 
35 See Nancy Davey's guide to the Howff for more details. Love (1989), Brown (1977) and 
Willsher (1985) are also useful as guides to Scottish graveyards and epitaphs. 
36 Patterson's (1992) index of Fife's medical records, 1830-1947, provides a good summary of 
these sources. Unfortunately most are for the post-1860 period. 
37A. J. Campbell's has studied the various Fife newspapers and collated information on deaths 
and on professions in two unpublished works. 
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Extract from Cupar Parish Burial Register. Note the entry at the bottom for Joseph 
Player. (Source: OPR 420/5 p. 312). 
Joseph Player's gravestone in Cupar parish churchyard 
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The sign at the entrance to the Howff burial ground in Dundee indicates that it was 
used by the incorporated trades until 1776. 
A gravestone in the Howff burial ground inscribed with the weavers sign (a shuttle 
held in the mouth of a leopard). 
50 
Thus for Fife and Angus c. 1810-1861 there are a variety of sources providing 
different quantities and qualities of data. For the analysis of mortality the parish 
registers will form the main source, combined with the census data, vital registration 
data, and the other numerous complementary sources. However, what methods of 
analysis can be used to make the most of the information available and overcome some 
of the imperfections in these data? It is this topic that we shall look at in the next section. 
2.3 METHODS FOR STUDYING MORTALITY 
Having established what data are available to study mortality patterns in 
nineteenth-century eastern Scotland and looked at their limitations, we shall now turn to 
the methods that can be employed in analysing these data. Special attention will be 
given to how the imperfections in the data can be circumvented or corrected for, 
especially with regard to the parish registers, as these have more problems than the death 
registers. As the analysis of Scottish sources faces similar problems to those 
encountered in other western countries, studies from various countries will be looked at 
to see what methods have been developed. 
In general, past studies that have examined historical population changes have 
depended largely on cross-sectional analyses at either the aggregate or individual parish 
level, and, for Scotland as well as other countries, these studies have provided 
considerable valuable information on the subject. For regional demographic patterns in 
Britain, examples of the aggregative studies include the work of Woods and his 
colleagues on the geography of fertility, marriage and mortality in England and Wales, 
using district data from the 1861,1891 and 1911 censuses, and Lawton's (1968) analysis 
of the components of population change between 1851 and 1911, also using registration 
district data. 38 There have been numerous studies involving individual-level data, often 
38 For the former see Woods (1982 and 1987), Woods and Smith (1983), and Woods and Hinde 
(1985 and 1987). 
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obtained from the censuses of 1841 through to 1881.39 These studies provided much 
information about demographic patterns. For example, for fertility in England we know 
from previous research that the decline in fertility was due almost entirely to a fall in 
fertility within marriage. 40 There are still many questions to investigate, though, such 
as social class and geographical variations in the timing and extent of the decline. These 
can best be investigated using individual-level longitudinal data. Similarly for 
migration, in order to examine the characteristics of out-migrants from an area we cannot 
use cross-sectional aggregate-level data, we would need to trace individuals from census 
to census. 41 Thus there has been an increased interest since the 1970s in methods that 
generate and use longitudinal data, principal of which has been nominal record linkage 
used in family reconstitution. 
Record linkage was developed in Germany in the 1920s, but reached prominence 
with Henry's work on France in the 1950s and 1960s. 42 Family reconstitution is a 
method applied mainly to parish register data, that links records of lifetime events 
pertaining to the same individual, such as baptism, marriage, birth of children, and 
burial. The method has been used mainly for the pre-nineteenth century period in 
England as the records for these years are considered to be more accurate than those for 
the nineteenth century, which saw increasing non-conformity. However, nominal record 
linkage can be applied to other sources as well as parish registers, such as estate records, 
poll books and censuses43. For the nineteenth century the deficiencies of the parish 
register data can be compensated for by linking in other records, most notably census 
ones. Where censuses and parish register data are linked the method has been referred to 
as community reconstruction, (Hinde 1987), and provides better coverage of the 
population than family reconstitution as only those who did not have a vital event 
recorded and who moved into and out of the region between censuses are missed. It 
39 A bibliography of studies based on the censuses may be found in Pearce and 'Tills (1982). 
40 See Teitelbaum (1984). 
41 Wojciechowska (1988). 
42 A brief summary of the work in Germany can be found in Knodel (1970). For France see 
Henry and Fleury (1956) and Henry (1967). 
43 See for example, Razzell (1972) and Wrigley (1975). 
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would thus appear that this method might be of use in analysing Scottish parish register 
and census data in the nineteenth century. 
However, there are drawbacks to the method of nominal record linkage. Firstly, 
it is very time consuming. Even with improvements in computing which have meant 
that the linkage no longer has to be done by hand it still takes a considerable time. 
Whilst it does allow an in-depth analysis of demographic characteristics for small 
localities, it is unsuitable for larger-scale studies because of the time it would require. 
Secondly, although the method gives a longitudinal data set to analyse, for both family 
reconstitution and community reconstruction, this is best-suited for investigating fertility 
and, for the latter, also migration. The technique is weakest for the analysis of mortality. 
In the case of family reconstitution it is only possible to obtain information on the 
population at risk for infants, (this can be estimated from baptisms). Adult mortality can 
be estimated to some extent either by examining the mortality experience of husbands 
and wives and then making assumptions about those who are not captured in the records, 
to obtain a range of values for mortality, or by fitting model life tables to observed infant 
mortality rates. 44 Although community reconstruction is more flexible in that adult 
mortality can be estimated, with under-registration being corrected for using information 
from the census, there are still problems in that no information is available on the 
mortality experience of out-migrants. Thus for studying mortality the relatively newer 
techniques are not as effective as for other areas of demography. In order to see how 
these two approaches, both record linkage and aggregative cross-sectional analysis, 
could be used for this study it is instructive to look at previous work on mortality. Such 
studies have employed these techniques either separately or together as a complement to 
each other. 
Flinn (1977) only used aggregative data to analyse mortality in Scotland. He felt 
that, because of the imperfections of the parish registers, it was not possible to examine 
long-run trends, but that they could be used to look at an important feature of mortality, 
44 See Wrigley (1968). 
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short-term fluctuations. In order to do this an annual index of mortality was calculated 
for both regional and national levels. The aims were to locate the major mortality crises 
in time and space, and to see how the character of crises changed over time. The index 
was devised to overcome problems of breaks in the registers, (meaning that there were 
different numbers of registers available at different times), under-registration, and the 
varying size of parishes. The assumption was made that under-registration did not vary 
in the short-term, an assumption that may be precarious for certain periods, such as the 
introduction of the tax in the late eighteenth century and secessions from the established 
church, especially the Disruption of 1843. For every parish with a good quality register, 
the number of burials in each month, quarter and year were aggregated. 45 For each 
parish the index was then calculated for each year by dividing the total number of burials 
in a given year by the mean number of burials for that parish for the whole period based 
on years with complete data, and multiplying by a hundred. The index for a region was 
the total number of burials in the region for that year for all the parishes with data for 
that year, divided by the sum of the mean number of burials for these parishes, 
multiplied by a hundred. This method thus allows for gaps in the registers, but fails to 
take full account of increasing population size46. Also, at times the figures are based on 
only a few parishes. The problem with simply looking at crisis mortality is also that an 
arbitrary level has to be chosen to separate a crisis year from a non-crisis one. Crisis 
analysis has proved popular in historical demography. 47 Often too much attention has 
45 Calendar years were used in preference to harvest ones, (Flinn 1977, p. 100). 
46 Some account is taken of changing population size in that the total number of burials for each 
year is divided by the overall mean for the whole period. If the population is rising over the 
period then most likely the number of burials a year will increase too. Hence the overall mean 
would be relatively larger when compared with the annual total of burials for a year near the 
beginning of the period than for one near the end of the period. In this way in calculating the 
index one is dividing by a larger denominator, relative to the numerator, in the early years than 
the later years. Obviously the reverse would be the case if the population was decling over the 
eriod. 
7 Local studies on crisis mortality include, Landers (1993) on London, Hatcher's (1986) study of 
monks in fifteenth-century Canterbury, Humphrey's (1987) examination of sixteenth-century 
Dorking, and Turner's (1973) work on seventeenth century Sussex. Also, at a national level, 
Wrigley and Schofield (1981) have looked at crisis mortality. 
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been placed on crises mortality and the importance of 'background' trends has been 
neglected. 
There are other methods to alleviate problems with the data. For instance, under- 
registration can be overcome by avoiding looking at absolute levels, concentrating 
instead on relative frequencies. For instance, by aggregating burial totals, and assuming 
under-registration to be constant throughout the year, it is possible to examine 
seasonality. In addition to overall seasonal patterns, seasonality can be examined for 
subgroups such as different causes of death. A similar approach can be used to look at 
occupational and social class differentials in mortality. With Mouzas, Landers examines 
burial seasonality and causes of death in London between 1670 and 1819, (Landers and 
Mouzas, 1988 and Landers 1993). Monthly aggregate of burial totals from the bills of 
mortality are transformed into an index showing the relative frequencies of burials for 
each month. Using multivariate techniques and regression analysis they conclude that 
high levels of mortality in London can be explained mainly in terms of 'winter diseases', 
with the exception of the later seventeenth century which witnessed very high summer 
mortality. There are problems with this though, in that burial seasonality may not be the 
same as the seasonality of mortality. However, Landers (1993) feels that this is more of 
a problem for infants than adults as for the latter changes in the population at risk are of 
little importance. 
Matossian (1985), like Landers, looks at death in London from 1750 to 1909, 
attempting to define trends using data from the annual London Bills of Mortality, and 
civil registration reports. Again there are problems with the data, for instance poor 
families are under-represented, diagnostic categories are not precise, and prior to 1841 
there are no reliable figures for total population size. Thus Matossian calculates how 
much , proportionally, each 
designated 'cause of death' contributed to total deaths. 
Results show a decline in mortality from 1750 to 1909, with the fall being greater from 
1750 to 1834 than from 1840 to 1909. Sharpest declines came in 1795-1834 and 1880- 
1909. She goes on to examine mortality from specific causes, including, convulsions 
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and diarrhoea, fevers, tuberculosis, and bronchitis and pneumonia. Deaths from 
convulsions and diarrhoea declined from 1780 to 1850, which may have been due to 
dietary changes among infants. Deaths due to fevers declined sharply from 1800 to 
1815. Consumption deaths as a proportion of total deaths also declined from 1825 to 
1850. However, mortality from bronchitis rose from 1840 to 1891. She concludes that 
the most rapid decline in mortality in London was between 1795 and 1839, with changes 
in the mortality of infants and children being responsible for most of the change for all 
diseases she considers except tuberculosis. 
Matossian's work is heavily criticised by Hardy in a more qualitative study, 
(Hardy, 1988). Hardy points to general problems in using statistical surveys to help in 
our understanding of historical mortality, but concentrates specifically on problems with 
diagnosis. She feels that for the pre-1830 period the pattern of deaths may reflect the 
addition of a number of deaths due to bronchitis to pulmonary tuberculosis deaths. 
Furthermore, Hardy feels that local studies have shown us that a wider variety of factors 
influenced regional tuberculosis mortality than Matossian considers, for instance, 
occupational influences should be taken into account More detailed local studies are 
also required to examine the relationship between diet and mortality. Thus great care 
must be taken with data on cause of death. Examining grouped of causes of death as 
McKeown (1976) suggests, rather than just individual ones, may be a beneficial 
approach since misdiagnosis of diseases between groups will be far less of a problem 
than between individual diseases. 
Wrigley and Schofield (1981) also realised that aggregated burial totals could be 
used to examine seasonality and short-term variations such as crisis mortality. However, 
they also wished to look at long-term trends and so needed to find another way to 
overcome the problems of under-registration. One such way is to correct for it and this 
is the approach adopted by Wrigley and Schofield (1981). They used several steps in 
this correction and relied on a number of assumptions. An algorithm was developed to 
establish which months were under-registered and estimates of 'true' values were 
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obtained by maintaining the trend shown between the periods just before and after a 
period of under-registration. Census information and model life tables were used to 
estimate under-registration levels in the nineteenth century and then estimate inflation 
figures for the earlier period. They also corrected for under-registration in the early 
years of vital registration, though for Scotland's death registers this is far less of a 
problem because the later introduction of registration meant that the problems 
encountered when registration was introduced in England and Wales could be learnt 
from. 
Wrigley and Schofield further corrected for problems caused by registers starting 
and finishing at different dates. They also had to allow for the relative contributions of 
parishes of differing geographical size to the total of events, by weighting the totals, and 
then choose an appropriate multiplier to convert re-weighted totals into national figures. 
These last two problems do not concern us as the parishes being studied are not being 
used to make inferences about a larger population. However, the need to allow for 
parish records covering different dates is a matter for our concern. Wrigley and 
Schofield (1981) checked that the parishes that had data for a period when other parishes 
did not, were typical of these other parishes in periods when they all had data. They then 
proportionately inflated the number of burials to compensate for the parishes for which 
data was missing. This method of compensating is designed for studying national totals, 
and it is felt that Flinn's (1977) approach to the problem, using an index rather than 
inflating totals, is more appropriate for this study as we are only looking at a region, and 
there would not be enough parishes to gain meaningful estimates for totals of burials for 
parishes with missing data. 
For analysing long-term trends Wrigley and Schofield (1981) realised that 
additional information on numbers at risk was required. They obtained monthly figures 
on burials between 1539 and 1837 from 404 parishes. Thus for much of their period 
there were no reliable figures on population. To overcome this problem they developed 
a technique called 'back projection', which was based on Lee's (1974) method of 'inverse' 
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projection, which was in turn a variant on population projection. Back projection had 
the advantage over inverse projection in that it moved backwards in time, and also did 
not rely on assumptions of a closed population, rather it took migration into account. 
Wrigley and Schofield (1981) used the method to obtain estimates of the size and age 
structure of the population for every five years from the mid-sixteenth century onwards. 
For our purposes, as good census data are available for much of the period, the need to 
estimate population size is less pressing. This aggregative analysis was used to 
investigate overall patterns in mortality by looking at crude death rates and expectation 
of life. Short-term variations were also examined by comparing fluctuations in an index 
of mortality with fluctuations in wage and climate indices. Galloway (1985,1986 and 
1988) also compares series of indices on economic and climatic variables with 
demographic ones. 
There have also been attempts to gain more insight into mortality patterns by 
using record linkage methods. Wrigley and Schofield (1981 and 1983) use family 
reconstitution on thirteen parishes to complement their aggregative analysis and this is a 
useful approach also adopted by Landers (1993) for studying mortality in London. In 
the latter, Landers uses family reconstitution to examine the mortality experience of 
Quakers, for whom there were better records than the parish registers provided for the 
population at large. For this unrepresentative group he estimates levels of infant, child 
and adult mortality. For the adults he uses both analysis of the mortality of husbands 
and wives and model life table techniques. However, for the general population, 
Landers has to rely on an aggregative analysis of the bills of mortality. He uses some of 
Wrigley and Schofield's correction factors for under-registration. He estimates rates of 
mortality and sees how consistent these results are with findings from other sources of 
evidence. This approach of checking internal consistency by employing complementary 
sources is extremely useful and a good way to approach the analysis as data sources are 
problematic, so reliance on only one would be unwise. 
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Numerous other studies have used record linkage techniques to examine 
mortality. These have been mostly for England and Wales and France. However, there 
are some for Scotland. Sheets (1984) uses family reconstitution techniques on data from 
old parish registers, censuses, gravestone inscriptions and vital registration, to examine 
child deaths with respect to birth order and completed family size, on Colonsay, the 
Inner Hebrides, between 1841 and 1891. He plots mortality frequency by death cohort 
for 1849-91 and concludes that age-specific mortality was dominated by child deaths. 
Tranter (1980) has also used methods of family reconstitution to examine the 
relationship between economic change, population growth and social structure in 
Portpatrick, Ayrshire, in the nineteenth century. He mainly considers age-specific 
marital fertility, but does suggest that infant and child mortality was higher in the second 
half of the century, especially for males. Brennan examines mortality of those aged 
under 15 years in Sanday, Orkney Islands, between 1855 and 1974, by linking civil 
records to provide a longitudinal data set. She traces a secular decline in mortality, 
caused mainly by a decline in deaths due to respiratory and infectious diseases, with 
risks of death being higher for males and younger age groups throughout the period, 
(Brennan, 1983). Depopulation in St. Kilda in the nineteenth century is studied by Clegg 
(1984), using family reconstitution. Migration, marriage and, to a lesser extent 
mortality, are examined. Clegg found that mortality was high for infants in the first few 
weeks of life. 
These studies show how record linkage can be applied to Scottish data to give us 
more information on demographic trends. However, they also show that the technique 
has not been used to study adult mortality in Scotland to any degree. This can not be due 
solely to problems with the technique when applied to looking at adult mortality as 
studies from other countries have used record linkage to help obtain measures of 
mortality for all the population and not just infants and children. Hinde looks at the 
population of Berwick St James in Wiltshire for the period 1841 to 1871, using family 
reconstruction methods, (Hinde, 1987 and 1988). Census and parish register data are 
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linked, enabling a detailed analysis of population processes in the village, including the 
calculation of a crude death rate. Hallam (1985) studies age at first marriage and age at 
death in the Lincolnshire Fenland between 1252 and 1478, using family reconstitution 
methods. Ages of men and women at death are calculated for the pre- and post- Black 
Death periods, with women having lower ages at death. 
There have also been various studies of other European countries that have used 
record linkage to examine adult mortality. Schellekens (1989) studies mortality and 
socio-economic status in two eighteenth-century Dutch villages, Gilze and Rijen, using 
family reconstitution techniques with data from church records on births and deaths and 
poll-tax records to obtain population listings. Three socio-economic groups are 
considered, farmers, cottagers and agricultural labourers, and when expectations of life 
are calculated they are found to vary between these groups, a finding that contradicts 
Sharlin's theory (Sharlin, 1978). Schellekens finds that differences in mortality were 
related in part to differences in hygiene, overcrowding and exposure, but less so to 
nutrition. Record linkage techniques could thus be applied to Scottish data to analyse 
adult mortality. What about the problems associated with the technique though? Once 
more work on other countries can be of help to us. 
Some of the weaknesses in using family reconstitution to study adult mortality 
have been examined by French researchers. 48 Blum (1989) estimates local adult 
mortality using a method which takes account of indications of a person's presence in a 
parish before they die or migrate. He points to the problems in estimating adult 
mortality from family reconstitution methods, mainly caused by migration and under- 
registration of deaths, and considers various methods proposed to overcome these 
problems. Some methods, such as Dupaquier's, are felt to produce biased results, so 
Blum uses new methods in order to examine the mortality of women married locally, for 
the villages of Champigny and Saint-Aignan. Since not all women can be traced from 
their marriage to date of departure or death it is necessary to estimate figures by using 
48 Problems with the technique have been identified and ways of overcoming them developed 
by Dupaquier (1978) and Blum (1989). 
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additional information on when a woman was in the parish, such as birth of a child. In 
the first method, the maximum estimate of mortality, women for whom no death is 
recorded are assumed to have left the parish immediately after their last recorded event. 
In this calculation of mortality, because the number of women present is underestimated, 
the mortality rate is overestimated. Blum (1989) compares these results with estimates 
of mortality based only on women who died in the village. A minimum estimate of 
mortality is also obtained, for which married women with no record of death are 
assumed to have left the parish immediately before the time they would be expected to 
appear in a record, i. e. immediately before their next child is expected to be born, say 2 
years after the birth of their last child. Blum thus obtains two extreme estimates of the 
mortality experience of these women, and since the difference between the two is small, 
good estimates of mortality can be obtained. 
Occasionally, unusually-detailed sources can provide the basis for a new method 
of studying mortality. One such example is that of Blum, Houdaille and Lamouche, who 
present a method of estimating mortality in France for the late eighteenth and early 
nineteenth centuries using some data relating to marriages in Paris, (Blum, Houdaille 
and Lamouche, 1990). Since general trends in overall mortality are fairly well 
established for the period after 1750, they feel that there is now a need to examine 
differential mortality, but acknowledge that usual methods such as comparing life 
expectancies for different social classes, occupations, etc, can rarely be used because of 
lack of detailed data. However, certain sources do enable some indirect estimates to be 
made, and their data on marriages for Paris in the early 1860s is one such case. The 
records indicated whether spouses' parents were alive or dead, and if the latter was the 
case, age at death was given. Information was also given on birthplaces of the bride and 
groom and parents' occupations. Life tables for men and women were constructed using 
methods of estimation designed to overcome some problems with bias. Geographical 
and social differentials in mortality were then analysed to see which were the most 
important factors affecting mortality. Regional differences were slight, with mortality 
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being highest in lie -de-France and lowest in Auvergne. For occupational differences the 
results are more striking. Here there were substantial differences between social groups 
based on occupations, with higher classes enjoying the better mortality experience, 
though the pattern varies slightly for men and women. Unfortunately records of this 
kind were not found for Angus and Fife in our period but the information on occupation 
and age at death in some of the parish registers will allow occupational mortality to be 
analysed and it will be interesting to compare the results for those of France . 
Thus, these relatively new techniques that enable a longitudinal data set to be 
compiled, can help in addressing some of the issues in mortality in nineteenth -century 
Scotland. As mortality in Scotland is so under-researched, and Flinn only made 
relatively superficial use of the data from the nine parishes analysed for Fife and Angus, 
it is felt that aggregative techniques should be used as the main method of analysis in 
this study. The techniques of looking at relative levels of mortality, be it by month or 
social class, rather than absolute levels will also be used. Thus various mortality 
differentials will be examined. However, in order to gain some idea of these absolute 
levels, record linkage will be used in a few of the smaller parishes to obtain estimates of 
under-registration. Information from other sources will also be used so that the analysis 
is one that uses complementary sources and internal checks of consistency. It is felt that 
this approach will make the most of the data that are available. However, the problems 
of these methods must be recognized and adjustments, such as those employed by Blum, 
may be necessary, (Blum, 1989). 
Having established what sources are available and what methods are best-suited 
to the analysis, we have seen how mortality in eastern Scotland can be studied. 
However, as we saw in Chapter 1, we want to go beyond this and seek the explanations 
behind these patterns. In order to do this it is necessary to develop a model or theory to 
explain the dynamics lying behind mortality patterns and this shall be considered in the 
following section. 
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2.4 EXPLANATIONS FOR THE DECLINE IN MORTALITY : 
MODELS AND THEORIES 
We saw in chapter one that Flinn (1977) identified a downward trend in mortality 
in Scotland from the 1750s onwards but that there was a short-term rise between c. 1820 
and c. 1850 that was thought to be due to worsening conditions in the towns. However, 
much of this conclusion was based on data from Glasgow, the situation in small towns 
and rural areas being less clear, though Flinn does state that mortality in rural areas was 
also pushed up by the epidemics of the period. Patterson's (1989) work on Fife indicates 
that mortality may also have been rising in rural areas since by 1855 rural registration 
districts had relatively high mortality. Little work has been done on the patterns of 
mortality in urban and rural areas in the first half of the nineteenth century and similarly 
the search for the causes lying behind this short-term increase has been neglected. It is 
intended that this thesis will identify the trends in adult mortality in both small and large 
towns as well as rural areas in eastern Scotland so as to see if these areas experienced a 
rise in mortality. In doing so it is proposed to test the hypothesis that, against the 
background of a long term decline in mortality, industrialization led to a short-term 
increase in adult death rates in the first half of the nineteenth century. We wish to 
explore whether short term upward fluctuations in death rates were limited to certain 
geographical locations, age groups, occupational groups and socio-economic classes. 
This hypothesis is represented in part by the figure below which shows the traditional 
view of the decline in mortality as expressed by demographic transition theory and the 
hypothesis to be tested here that there was a short-term increase. 
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FIGURE 2.1 Hypothesized shape of the decline in mortality, 1700-1990. 
To test the hypothesis we need not only to identify trends in mortality but also to 
try to explain them. In order to do this we must examine models and theories that have 
been developed to explain mortality trends to see if these can be adapted for our needs. 
Here we are less concerned with what Coleman and Schofield (1986 p. 7) refer to as 
'internal' theory, dealing with technical mathematical methods, but more with 'external' 
theory explaining population processes by their social, economic and biological causes. 
As we saw from the brief look at explanations for the decline in Scottish mortality from 
the Scottish literature in section 1.2, there are numerous factors that can affect mortality. 
Consequently, when examining these theories all factors will be considered. However, 
special attention will be given to how models and theories have linked economic and 
social developments to demographic changes as this is of particular interest to us at a 
time when Scotland was industrializing. 
In recent years attention has been drawn to the inadequacies of demographic 
theory. 4 As Schofield and Coleman (1986) state: 
49 See for example, Wunsch (1984) p. 1 
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"Any subject which finds it necessary, or indeed possible, 
to consider its material divorced from an appropriate body 
of theory must be in trouble. This seems to be the case 
with demography at present, " 
(Coleman and Schofield 1986, p. 1). 
In particular it is thought that theories associated with mortality have been 
neglected; as Landers states, ".. the recent theoretical development of the discipline has 
been concerned almost exclusively with fertility and - in particular - nuptiality and has 
relegated mortality to the conceptual margins", (Landers 1993, p. 4). We shall be looking 
later at some of the reasons why this may be the case, but let us first examine what has 
been done. 
Theories of population work at different levels according to their coverage. 
Some are grand universal theories that aim to explain population patterns in all 
circumstances. Others are more middle-range, dealing with a specific area of inquiry. 
One of the few universal theories is that of the 'demographic transition'. Although its 
origins lie in the work of, amongst others, Thompson (1929), the theory reached 
maturity with Notestein's writings in the 1940s and 1950s. Basically the theory states 
that the decline in mortality precedes that of fertility and this results in rapid population 
growth. The fall in mortality is explained by improvements in agriculture, industry, 
medicine and sanitary conditions, or more simply by 'modernization'. The lasting impact 
of this theory has been in its description of population patterns. Its explanations of these 
patterns though has been heavily questioned. Nevertheless, it is still important in that it 
tries to place demographic changes in the context of the wider social, political and 
economic environment and furthermore gives mortality a central place of importance. It 
demonstrates that much of western Europe went through this demographic transition 
from the eighteenth century to the twentieth century. Scotland was not unique in 
experiencing a fall in mortality, broadly similar patterns being experienced elsewhere in 
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Europe and America. So can we learn from this? Have theories of this mortality 
transition been developed elsewhere that could be used or modified to help explain the 
Scottish experience, or is there a need for a new model? Thus in this section attention 
will be directed at examining the theories and models of mortality that have been 
developed, in particular those that are aimed at explaining the decline in mortality in the 
late eighteenth and nineteenth centuries as this is the focus of this study. Of particular 
interest will be whether the theories use economic, social and political factors to explain 
mortality levels and trends as, in our period of study, Scotland went through the 
Industrial Revolution. 
One of the earliest attempts at an explanation for mortality trends was that by 
Thomas Malthus. Indeed his Essay on the Principle of Population (1798) is a universal 
population theory that demographic transition theory built on. Malthus's theory stated 
that population growth was checked when the number of people outstripped available 
resources causing famine50, what Malthus termed a positive check. Such a demographic 
regime dominated by mortality would be labelled a 'high pressure' one by today's 
theorists. In later editions he also elaborated on a preventative check, whereby marriage 
and fertility could be adjusted through 'moral restraint' thus limiting population growth 
so that living standards could be maintained before the positive check was reached; what 
theorists today would consider a 'low pressure' demographic regime. Malthus's positive 
check has been criticised as it did not recognize the dramatic improvements in 
agriculture in the late eighteenth and early nineteenth centuries that allowed increased 
production, although this is much easier to see with hindsight (Wrigley 1986). 
Nevertheless, the theory placed mortality at the centre of population change. It also 
linked it to the social and political context, considering it as an 'endogenous' variable and 
showed how the interaction of demographic variables must be considered. Earlier 
writers, for example, Halley (1693) and Deparcieux (1746), had also shown a great 
interest in mortality, partly because of the need for life tables to help with life annuities, 
S0Exacerbated by war and epidemics. 
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though their work was mainly mathematical as was Graunt's work on the London Bills 
of Mortality (Graunt 1662). Thus Malthus's interest in mortality must be seen as part of 
a more general view on the importance of this demographic variable. Other writers had 
also approached population questions via an interest in society and economy, such as 
Petty (1687) and Vauban (1696)51. Thus Malthus was not the first to see mortality in 
this context. However, he was the first to build it into a general theory and many 
demographers have used the theory as a basis for examining population change. Wrigley 
and Schofield (1981) argue that England shifted from a Malthusian demographic regime 
in the pre-industrial period, where the preventative check was the heart of the system, to 
a non-Malthusian one in the nineteenth century, where the positive check disappeared 
resulting in a rising population as marriage rates, and consequently fertility, increased. 
With the central role Malthus, and later demographic transition theory, gave to 
mortality further studies investigating this area of demography flourished. From this 
work two important theories emerged. The first dealt with crisis mortality in the pre- 
industrial period, and the second was McKeown's model to explain the decline in 
mortality during the demographic transition, a decline he felt was responsible for the 
growth in population. Turning to the former first, it can be seen that from the 1950s the 
emphasis in demographic studies was mainly on crisis mortality. Landers (1993) argues 
convincingly that this was because crisis mortality analysis was well-suited to the 
available data and methodology, especially for the pre-vital registration period. The lack 
of data on population figures and numbers of deaths meant that mortality rates were 
almost impossible to obtain. Thus aggregative techniques applied to burial data were 
best employed in identifying swings in mortality. Certainly for Scotland this was the 
case with Flinn's (1977) work, which relied heavily on mortality ratios. Studies of crisis 
mortality concentrated on Europe in the pre-industrialization period, drawing on a 
Malthusian concept of periodic checks on population growth. A loose model was 
developed that saw crises being caused by famine, epidemics, or war, or a combination 
51 For a more detailed review of all these works and others see Willigan and Lynch (19, S'2), 
Chapter 1. 
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of these factors (Flinn, 1981). Flinn went further to state that it was the stabilization of 
these crises that accounted for the initial decline in mortality in eighteenth-century 
Europe. The explanation for this stabilization was sought, once more, in terms of social 
and economic conditions, with improvements in agriculture, transportation. 
administration and food distribution all seen as playing a part (Flinn, 1981). 
As we have seen Landers (1993) has criticized what he terms 'crisis mortality 
theory' for making too great a distinction between crises and background mortality. He 
feels that Post's (1984,1990) revision of crisis theory is important because it bridges the 
artificial gap between crises mortality and background mortality that the emphasis on 
analysing only the former had engendered. In examining the impact of climatic change 
on mortality Post concentrates on intermediate causes of mortality (such as resistance to 
disease) through which primary causes (including nutritional status) operate. This places 
crisis and background mortality in the same context. He sees a crisis as just an extreme 
case of features ever-present in a demographic regime, in other words features that also 
lie behind background mortality. 
The other important theory to emerge was that of McKeown. His thesis on the 
mortality decline, developed over a series of works, is based mainly on data from 
England, especially the post-1837 period when vital registration data are available, 
although he does generalize his theory (McKeown and Brown 1955, McKeown and 
Record 1962, McKeown, Brown and Record 1972, McKeown 1971,1976,1983). By 
examining cause of death he believes that most of the decline in mortality was due to a 
decline in infectious diseases and consequently when seeking an explanation 
concentrates on these. He considers that there were four possible causes for the decline 
in deaths from infectious diseases: advances in medicine, improvements in public health 
and sanitation, autonomous changes in the characteristics of certain diseases, and a rising 
standard of living leading to improved nutrition and personal hygiene. His conclusion is 
that 259 of the decline was due to improvements in public health and sanitation, 25' to 
autonomous changes in the virulence of certain diseases, none due to medical 
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improvements before the 1930s or to improvements in personal hygiene, and, by 
elimination, 50% because of changes in diet and nutrition with rising standards of living. 
This methodology, of concluding that rising standards of living were resposible for most 
of the decline in mortality simply by eliminating other possible causes, is the weakest 
element in McKeown's study. Since then many researchers have challenged McKeown's 
conclusions, as there was little evidence of rising real wages in the period when 
mortality fell. The importance of McKeown's work lay in the framework it established 
for examining the decline of mortality, by looking at all these various causes of 
infectious diseases, and also in the controversy it initiated. The arguments are still going 
on as researchers debate which was the main cause for the fall52. However, for the 
moment our main concern is with McKeown's model, the value of which is its multi- 
causal approach to explaining the decline in mortality. It is important to note that the 
model also puts causes in an economic, social, and political setting, but further allows 
for 'exogenous' causes of mortality (particularly changes in the character of diseases) in 
addition to these 'endogenous' ones. 
Since McKeown' published his findings many researchers have used his 
framework to explain mortality patterns, as we saw for Scotland. Many others have 
examined one or two of his claims, especially the importance of rising living standards, 
often via real wages, on mortality53. Many of these researchers found no connection 
between mortality and economic cycles. Wrigley and Schofield (1981) found that for 
England there was no link between real wages and life expectancy. Furthermore, they 
argued that England was a 'low-pressure' demographic regime, with fertility and 
especially nuptiality being the agents linking population and economic growth. Landers 
suggests that this theory of Wrigley and Schofield, which is essentially neoclassical, 
effectively consigned mortality to the role of an exogenous variable. He further 
persuasively argues that such was the influence of this work that research became 
52 For example Razzell (1965), Preston (1976), Kunitz (1987), Szreter (1988,1994), Massimo Livi 
Bacci (1991), and Guha (1994). 
53 Wrigley and Schofield (1981), Lee (1981,1978) and Gallowav(1985,1986,1988) 
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focussed more on fertility and nuptiality in the 1980s, with research on mortality 
suffering, in particular in terms of theoretical developments as we saw earlier. This 
concentration on fertility and nuptiality as the important agents in population change can 
also be seen in Scotland. The interest in fertility, combined with problems in 
methodology, supposedly poor sources, and the fact that Flinn had done a substantial 
amount of work on mortality compared with the other demographic variables, helps 
explain why research on Scottish mortality became relatively neglected. 
Despite this situation, though, some researchers have been developing mortality 
theory. Kunitz (1983 and 1986) has looked at infectious and non-infectious diseases in 
America and Europe, linking mortality changes to society's ability to adapt, which in 
turn is dependent upon social, economic and political factors. He thus considers 
mortality to be endogenous. Furthermore, he has considered non-infectious diseases 
which, although not as important as infectious ones, must not be forgotten. He also 
examines both people's degree of exposure and level of resistance to disease. He 
concludes that spatial aspects of society played a very important role in the spread of 
infections, especially with economic integration leading to more communication. He 
feels that the effect of nutritional levels on resistance to disease only became important 
from the eighteenth century onwards as, with the mortality decline, nutritionally 
sensitive diseases became relatively more important. 
Landers (1993), in an attempt to put the study of mortality back in the context of 
social, economic and political life, has built on the work of Kunitz (1983), Post (1984 
and 1990), Durand (1967), Ladurie (1981), and McNeill (1977) to develop a model for 
explaining mortality levels in London in the eighteenth century. All these works 
examine the notion of 'exposure' to disease and how this is affected by spatial structure. 
Here migration and population density play an important role. In particular McNeill 
considered the interplay between urban centres and their hinterlands in the mortality 
regime. He felt that the hinterland with no endemic disease, would experience relatively 
low, but fluctuating, mortality levels. In the city, though, where population ývas dense 
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enough to mean that diseases were endemic, levels would be higher, but more stable. 
Landers takes this twofold idea of the degree of exposure and level of resistance to 
disease, linked to spatial patterns, to develop his own model. He feels that mortality 
levels are determined by social, economic and other structural factors on the one hand, 
and also by autonomous ones on the other. These affect exposure and resistance to 
disease. Figure 2.2 below presents his model in summary form. In this model Landers 
states that level of resistance to disease is affected mainly by nutritional status 
(determined by quality and quantity of food and a person's ability to digest this food) and 
immunological status. Exposure to infection is dependent upon the capacity of the 
environment to retain pathogens (what Landers terms 'retention') and the density of the 
pathways by which these pathogens can move to humans ('conduction'). Consequently 
exposure to infection is connected to changes in the spatial structure of the society. 
Diet 
Resistance 
potential -- Realised 
resistance 44, 
Exogenous Mortality 
factors Realised PP, 
exposure 
Exposure 
potential 
Bounding Retention Conduction 
FIGURE 2.2 Landers' structural model of mortality change (Landers 1993. p. 38). 
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These models are of great value in treating mortality as endogenous. However. 
there is still a need for a model aimed specifically at the increase of mortality in the early 
years of industrialization. This increase cannot be seen as just a return to the old crisis 
mortality. It is a new form. We need to link structural changes in economy and society 
to changes in mortality levels. For this we need to consider not just infectious diseases, 
although this area is most important, but also non-infectious causes of death since the 
latter may also be affected by changes in the economy such as accidental deaths related 
to work. Landers' model is designed to look at all factors that can influence mortality 
from infectious diseases. Our concern is with the effect on mortality of endogenous 
factors since industrialization could not have influenced autonomous changes in 
diseases. Essentially endogenous factors operate via their influence on resistance and 
exposure to disease. We can thus use Landers' model to see how industrialization 
influenced resistance and exposure to disease, but as we are also considering non- 
infectious causes of death we must employ a broad interpretation of the terms 'resistance' 
and 'exposure'. Hence 'exposure' will mean exposure to any risk of dying, whether it be, 
the risk of infection, the risk of heart disease or the risk of working with dangerous 
machinery. Similarly 'resistance' will not just be the ability of an individual to resist 
infectious illnesses but also other causes of death. In addition we need to modify 
Landers' model because he did not fully recognize the link between resistance and 
exposure. Exposure to non-fatal diseases results in people being ill, which lowers their 
resistance to other diseases, which in turn results in more people contracting illnesses 
leading to more carriers in the community and hence greater exposure to disease. 
The model was also adjusted by narrowing it down to consider specifically 
industrialization's impact on mortality. It was felt that it would be useful to consider the 
impact of industrialization on adult mortality by dividing people's lives into three areas. 
work, home and the wider community. Thus we can analyse how the changes that 
industrialization wrought on people's lives at work, home and the wider environment 
affected adult mortality trends. We can examine the impact industrialization had on 
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mortality via changes in the work environment, such as changing occupational patterns 
and the introduction of the factory system. In addition we must look at the way 
industrialization affected mortality patterns because of how it altered home-life and the 
wider community. Here we will be more concerned with such factors as changing 
sanitary conditions, as industrialization led to increased urbanization and poor housing 
conditions, as well as changing standards of living, which may have influenced people's 
diet and personal hygiene, and changing attitudes (since industrialization caused such 
economic change was it linked to wider social changes that was reflected in growing 
concerns about health? ). It is thus with respect to people's lives in the context of the 
wider community that our concern with the impact of the spatial aspects of society on 
mortality emerges. Industrialization caused a spatial redistribution of the economy and 
society. This spatial aspect affected mortality via its influence on the spread of 
infectious diseases and hence people's exposure to the risk of dying and is linked to 
urbanization. 
These three areas of life, work, home and the wider environment, can be grouped 
together under the heading of 'lifestyle'. Obviously the three-way division is in some 
ways artificial as many aspects of one area of a person's life overlap the other areas. For 
instance, many people worked at home. Also factors affecting mortality could operate in 
all three levels. In this way changes in the standard of living could have had 
implications for life at work, home and in the community at large. This model for 
approaching the study of the impact of industrialization on adult mortality is shown in 
Figure 2.3. 
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Industrialization 
Lifestyle 
1) Work 
2) Home 
Resistance 
Morbidity Mortality 
3) Wider 
Community Exposure 
FIGURE 2.3 Model to examine the impact of industrialization on adult mortality. 
This model thus provides us with a framework for explaining how 
industrialization affected adult mortality. It indicates that the direct effect of 
industrialization should be considered by looking at how conditions of work were altered 
by industrialization and how this in turn led to changes in mortality patterns. Further it 
implies that the indirect effects of industrialization on mortality must be considered. In 
this respect we should examine such factors as how industrial developments led to the 
geographical redistribution of people and hence altered people's level of exposure to 
disease. Also, how industrialization may have affected the standard of living in terms of 
diet and living conditions, must be considered. The question is how can these different 
factors be assessed. Occupational mortality will be analysed in order to examine the 
impact of industrialization on mortality via the changes it caused in the work 
environment. Furthermore, an analysis of social class differentials in mortality can help 
us in assessing the impact of industrialization via changes in the standard of living. To 
analyse the spatial aspects, though, we need to select geographical locations that had 
differing experiences of mortality. Here we want a range of experiences and not just a 
simple rural/urban split. It is the question of how we can do this that we shall be 
addressing in the next chapter. 
74 
CHAPTER THREE - INDUSTRIALIZATION, 
URBANIZATION AND POPULATION CHANGE IN 
FIFE AND ANGUS IN THE NINETEENTH 
CENTURY 
In order to examine the impact of industrialization on adult mortality in 
nineteenth-century eastern Scotland, it is desirable to make both temporal and spatial 
comparisons. For the former, examining changes in mortality patterns over time, one 
approach to determine the impact of industrialization would be to contrast a pre- 
industrial period with an industrial one, such as comparing mortality in the early 
eighteenth century with that of the mid-nineteenth century. Such an approach, though, 
was rejected for a number of reasons. Firstly, data for the earlier period are poorer in 
quality, as there is no census or vital registration data, and the parish registers are less 
complete. 1 Furthermore, when comparing two periods a number of years apart, it 
becomes more difficult to adjust for changes in mortality levels caused by factors other 
than industrialization, such as medical advances in inoculation and vaccination. Any 
observed changes in mortality can not be attributed to industrialization. Finally, 
industrialization is a process that develops over time and so it is likely that its effect on 
mortality will also change over the years. Just looking at one aspect of industrialization, 
the experience of work, it can be seen that in the early years of industrialization this was 
very different from that of the later years, as mechanization and the factory system did 
not become widespread in Scotland until after the 1830s. It is thus preferable to look at 
a relatively lengthy time period so as to encompass the different phases of 
industrialization. However, within the scope of a thesis, the longer the time period 
studied, the smaller the geographical area that can be examined. 
1 With the parish registers it is a problem of fewer registers existing than for the later period, as 
well as information on such variables as age, often not being recorded in the registers that do 
exist. 
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For these reasons it was decided not to use a simple dichotomous pre- 
industrial/industrial comparison, but rather to adopt an approach to examine the impact 
of industrialization on adult mortality that concentrated on the nineteenth century and the 
impact of industrialization as it developed over time. Thus the temporal analysis will be 
confined to one which examines industrialization as it moves from its early stages to its 
more mature phase, taking in the period of the introduction of the factory system. 
Within this period spatial comparisons will also made. Industrialization affected the 
whole of Angus and Fife in the nineteenth century. However, the experience varied 
across the region, with the impact of industrialization being much stronger in the urban 
centres, especially Dundee, compared with the rural areas. Consequently, parishes 
experiencing different levels of industrialization will be chosen so that the impact of this 
process on adult mortality can be assessed. Thus both temporal and spatial analyses will 
be used to investigate the impact of industrialization on mortality. The period chosen, c. 
1810 to 1861, has been selected to cover industrialization from its early years to its more 
mature phase, as well as providing data sources that can shed light on this topic. A full 
discussion of the choice of this period from the point of view of data quality has been 
given in Chapter 2, and an outline of industrialization in Scotland in these years and the 
reasons for studying its impact on adult mortality is presented in Chapter 1. However, 
building on the model for studying the impact of industrialization on adult mortality that 
was developed in the previous chapter, the question of selecting geographical areas 
within Fife and Angus, to represent different degrees of industrialization in this period, 
has yet to be addressed, and that is what will be the focus of this chapter. 
It was decided that, as most data sources pertain to individual parishes, the basic 
unit of analysis should be the parish. 2 The problem remains, though, as to which 
parishes to analyse. During the nineteenth century there was a close association between 
industrialization and urbanization in Scotland. Consequently, it was felt that the concept 
2 Throughout the thesis 'parish' refers to the civil parish boundaries, rather than ecclesiastical 
ones. The burial records, and most of the census data are recorded at the parish level. Also most 
of the registration districts introduced in 1855 for vital registration correspond to parishes, 
though there are some exceptions, for instance Dundee. 
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of the urban hierarchy, applied to the study region, would help to establish more 
precisely the different levels of industrialization experienced and provide a framework 
for the selection of parishes. This would allow us to explore the role played by spatial 
aspects of society in changes in patterns of mortality. Thus in this chapter the concept of 
the urban hierarchy is introduced and its development in the region discussed. This will 
help in achieving one of the purposes of this chapter, the selection of several parishes 
that will form the basis of the detailed examination of adult mortality, c. 1810-1861 in 
the following chapters. It will also contribute to the second aim of the chapter, to 
provide a detailed introduction to the study area, Fife and Angus in the nineteenth 
century, since, as the development of the urban hierarchy is examined, the economic, 
social, and demographic developments in the region will be traced, with particular 
emphasis on industrialization. Finally, the chapter provides a more in-depth introduction 
to the selected parishes by looking specifically at their geographical, social and 
economic characteristics. However, as urbanization is going to be used in assessing 
degree of industrialization, it is these two processes and their relationship that needs to 
be considered first. 
3.1 INDUSTRIALIZATION AND URBANIZATION 
To examine the association between urbanization and industrialization it is 
necessary to define what is meant by these two terms. Looking first at 'urbanization', 
generally the term is employed to describe a process by which an increasing proportion 
of a population lives in towns. Consequently this process involves not only the growth 
of urban centres, but the more general spatial redistribution of the population. However, 
even this relatively simple definition, involving notions of population size and density, 
has proved difficult to employ in practice, as the critical values of population size are 
hard to decide upon; for example should a city be defined as a settlement with more than 
5,000 or more than 10,000 people? Scholars differ in their choice of population 
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parameters, but a flexible approach to the choice of population size used in defining 
towns is necessary and welcome, as the experience of urbanization varies greatly over 
space and time. This basic definition of urbanization as a spatial concentration of 
people, has been the main defining characteristic of urbanization for many scholars over 
the years. 3 Other characteristics, though, have also been used as additional defining 
points of urbanization. For example, Smailes (in Jones, 1975), in his definition of 
urbanization, adds to this concept of a geographical concentration of people, the 
sociological notion that people living in towns adopt a distinctive way of life. 4 Such 
wider characteristics of urbanization are useful to remember in this study, as the 
changing pattern of work that was brought about by industrialization is one aspect of the 
different lifestyle that developed in towns. Other factors that affect mortality may also 
have a distinctly urban manifestation, such as attitude to sanitation, poor relief, political 
and social reform, and medical care. Furthermore, urbanization is closely tied to 
demographic patterns in that it involves the movement of people to urban centres, what 
de Vries (1984) refers to as "demographic urbanization". Migrants moving to towns 
tend not to be a cross-section of the population, it is a more selective process, with 
groups such as the young having a higher propensity to move. Such factors will 
influence the mortality levels experienced in both the towns and the countryside. 
Many of these studies of urbanization reveal the close connection between 
industrialization and urbanization. Although urbanization predates industrialization by 
many years it can be seen that changes in the role, size, character and spatial pattern of 
urban centres has always been closely linked with economic developments. The close 
association of urbanization and industrialization in part depends on how the former is 
defined. As de Vries points out, sometimes the term "urbanization" is limited to a 
description of the modern cities we have witnessed over the last two hundred years 
3 See for example, Germani (1973), Smailes in Jones (1975), Diederiks in Schmal (1981), and de 
Vries (1984). 
4 Germani (1973) also views urbanization in two ways, both the demographic one, dealing with 
population size and density in a specific geographical area, and the sociological one, stressing 
that urban society differs from non-urban society if political, economic, legal, social and 
psychological criteria are taken into account. 
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because of their seemingly unique and dynamic characteristics as centres of 
modernization, of which industrialization is an integral part (de Vries, 1984). With this 
definition the term urbanization is very closely associated with industrialization, and the 
fact that such a definition is used, suggests the importance of industrialization to 
urbanization. Even when scholars employ the general definition of urbanization as an 
increase in the proportion of the population living in towns, they often point out the 
unique effect that industrialization had on the urban scene. For example Lees and Lees 
(1976), state that, "... it is inconceivable that Europe would have urbanized to anything 
like the extent that it did without the Industrial Revolution" (Lees and Lees 1976, pp. ix- 
x). The effect of industrialization was not just one of extent, but also one of form. 
having social, political and economic consequences as well. The city of the industrial 
age was vastly different from anything that had gone before. Other works have stressed 
the importance of industrialization to urbanization. 5 The period of this study, c. 1810- 
1860, is no exception, for the Industrial Revolution had a profound impact on 
urbanization, affecting the character and even the existence of urban centres. However, 
urbanization also affected industrialization, in that commercial centres were a necessary 
pre-condition for industrialization. 
Building on the definition of urbanization, the urban history of Europe has been 
reasonably well researched for cities from Medieval times to the present day. From 
5 For instance, Schmal (1981) and Jones (1975) both examine the relationship between 
urbanization, industrialization and modernization, the latter seeing industrialization as being 
the "mainspring of urbanization", (Jones 1975, p. 2). Robson (1973), in a discussion of well- 
known urban typologies, looks at pre-industrial towns, industrial towns and post-industrial 
cities. Such a distinction, which hinges on the stage of industrial development, demonstrates 
how industrialization has been seen as a major influence on the nature of urbanization. De Vries 
(1984), also views industrialization as marking different developments in the urban system, with 
the early stages of the Industrial Revolution causing a distinct change in the pattern of urban 
development, in that it reversed the process of concentration in big cities, that had characterised 
the period from 1600 to 1750. He sees the period 1750 to 1800/50 as being marked by the 
growth of smaller cities as the Industrial Revolution took place in these small cities and rural 
areas. However, for the period post 1820/50 the situation was again reversed, as large cities 
grew with the development of a factory system, restoring the hierarchical characteristics that 
had been present in the 1600's. Finally, Vance (1977) links urbanization and the Industrial 
Revolution, seeing the latter as instigating radical change in the economic nature of towns, but 
also emphasising that, in terms of the physical, cultural and social aspects of urban centre, the 
change was far more evolutionary. 
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these works we can trace the development of urban centres from the autonomous. 
independent, commercial centres that were the cities of Medieval times, through the 
early modern period (c. 1500-c. 1800) when most cities' positions of independence were 
undermined as state power grew. With the slowing of both trade and population 
expansion in Europe in the seventeenth century and early eighteenth century, urban 
growth concentrated in large cities at the expense of smaller ones. However, in the 
eighteenth century, despite not growing, these small cities did change their character as 
they had to deal with the increased commercial opportunities that proto-industrialization 
brought as it spread through the countryside (de Vries, 1984). 
From the mid-eighteenth century the pattern of urban development began to 
change once more as population increased and technological and agricultural 
developments meant that most cities grew, especially the small ones, and new cities 
began to emerge. As the Industrial Revolution proceeded in these small cities and rural 
areas, they developed as centres for administration, marketing, retailing and services. 
With the advent of the factory system , 
however, the pattern reversed once more and the 
size and economic importance of large cities increased in the nineteenth century as they 
attracted more industry and people (de Vries, 1984). When tracing urbanization in 
Scotland in the period of industrialization, it will be compared with this general 
European pattern in order to see how the Scottish experience of urbanization differed 
from, or was similar to, that of other European countries. However, our main concern is 
urbanization's link to industrialization in Scotland. We have examined what the term 
urbanization means, but have yet to define industrialization, so this needs to be done 
before tracing the development of industrialization and urbanization in Scotland from the 
late eighteenth century to the mid-nineteenth century. 
During the eighteenth and nineteenth centuries Scotland and the rest of Britain 
went through the Industrial Revolution. 6 This industrialization represented economic 
6 Here the term 'Industrial Revolution', with capitals, refers to the British industrial revolution in 
the eighteenth and nineteenth centuries, whereas 'industrial revolution' refers more generally to 
economic modernization. 
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modernization, a movement away from agriculture towards industry. As a country 
industrializes, the percentage of the workforce engaged in agriculture diminishes, there 
being a move towards more people working in industry. This accompanies a shift in 
importance away from agricultural output towards industrial production, increased 
capital investment in industry, and rising consumption levels. Such a pattern can be seen 
in Scotland from about 1780 onwards. As the textile industry spearheaded this 'take-off 
phase of industrialization, linen production in Scotland per year increased from thirteen 
million yards in the early 1770s to thirty-one million yards by the early 1820s (Smout, 
1969, p. 233). The proportion of the male workforce in Scotland engaged in agriculture, 
forestry and fishing fell from 31% in 1841 to 27% by 1861 and 19% by 1881 (Lee, 
1979). This decline was due mainly to a fall in the number of agricultural labourers, 
whose numbers decreased by over 50% between 1851 and 1891, owing to the 
attractiveness of employment opportunities in the towns (Treble in Fraser and Morris, 
1990, p. 167). An outline of industrialization in Scotland from the mid-eighteenth 
century to the mid-nineteenth century has been given in chapter one, and the aim in this 
section is to examine this industrialization more closely, with particular emphasis on the 
spatial redistribution of industry and consequently of population. 
During the early years of industrialization, industry assumed a relatively 
dispersed spatial pattern. Traditional industries such as baking, tanning, shoemaking, 
and building had altered little by the 1820s and remained spread throughout rural 
communities as well as small towns and larger urban centres. Although agricultural 
developments, including the invention of Small's plough in 1763 and Bell's horse-drawn 
reaper in 1826, meant that work on the land was becoming less labour-intensive, by the 
1820s agriculture was still heavily dependent on labour. It was in the textile industries, 
specifically spinning, that change was occurring. Spinning had traditionally been carried 
out by women and girls working at home to supplement the family income and was. 
consequently, geographically dispersed. Early technological developments in the 
industry, such as the two-handed wheel, did little to alter this. However, as Smout 
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(1969) notes, the introduction of the Spinning Jenny in 1764 and Arkwright's waterframe 
in 1768, broke the pattern of location of the industry. In the 1780s larger jennies were 
grouped together in factories, such as at Spinningdale in Sutherland. The water frame's 
impact was even more dramatic since it relied on water power and this was a vital factor 
in the location of the industry. At Penicuik in 1778 and Rothesay in 1779 the first 
cotton spinning-mills in Scotland were started (Macphail, 1956). The new factories 
could still be located in rural areas, and consequently the industry remained 
geographically scattered. However, for the larger mills employing around a thousand 
people, an isolated rural setting posed a problem since the workforce needed to be 
housed nearby. As a result, new villages were built around the cotton spinning mills at 
Catrine, Deanston, and New Lanark in the late eighteenth century. These drew in labour 
from the surrounding agricultural areas. Such villages were also located near weaving 
centres, so as to be close to markets for the yarn produced. 
In the early nineteenth century there was a further development in spinning with 
the use of the steam-powered mule. This new source of power meant that these mule- 
spinning factories were located in the towns near the coalfields, thus being in close 
proximity to both a labour force and power source, and this development, in 
concentrating the industry in centres such as Glasgow (where coal could easily be 
transported from Monklands by canal) was a major influence on the spatial distribution 
of the spinning industry. As well as affecting the location of the spinning industry, the 
introduction of mule had an impact on the labour force. A certain amount of physical 
strength was needed to operate the mules so they were better-suited to an adult male 
workforce, rather than the traditional one of women and children. As industrialization 
progressed in the first three decades of the nineteenth century and technological 
improvements were introduced, a pattern thus emerged of a gradual shift from the 
dispersed nature of rural-based work at home, to rural-based work in the early factories 
which were still geographically scattered, to the more concentrated urban-based factory 
work. 
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Through the nineteenth century regional specializations in textiles became more 
marked. In the west of Scotland, on Clydeside, in Glasgow and Paisley, the cotton 
industry had displaced the linen industry. It was here that technological innovations and 
the development of a factory system in spinning were first applied in Scotland and 91 c7. 
of all Scotland's cotton mills were situated in Glasgow, Lanarkshire and Renfrewshire, 
by 1839 (Gordon in Whittington and Whyte, 1983, p. 171). As the methods were 
adapted for flax and wool, the factory system spread to the linen centres of Dunfermline. 
Kirkcaldy, Brechin, Dundee, Forfar, Montrose and Arbroath in the east, and the hosiery 
and woollen towns in the Borders. In linen, the first spinning mill in Scotland had been 
started in 1787 in Kincardineshire. However, the fibres proved unsuitable and it was not 
until improvements in the process were made by Kay in 1826 that machine-spinning in 
the linen industry really began to take off. Spinning mills were established in the Border 
towns of Hawick, Peebles, Galashiels and Innerleithen from the 1780s onwards. Thus, 
technical developments and temporal differences in their application to different regions, 
meant that the factory system developed at a pace which varied from region to region. 
Other processes associated with the textile industry, including heckling and 
carding, began to be carried out in factories. However, for one area of the textile 
industry, weaving, the move towards a factory system was much slower. In weaving 
there were problems in developing technology and it was not until the 1820s that the 
powerloom was used to any great extent. The number of powerlooms in use in Scotland 
increased from 2,000 in 1820 to 10,000 by 1829, with nearly all of these being used in 
the cotton industry, only a few in linen and none in woollens (Smout 1969, p. 379). 
Consequently, the powerloom was used more in the west of Scotland, where the cotton 
industry was centred. Powerlooms were introduced at the Catrine mill in 1807, and 
generally weaving factories tended to be located near spinning mills in the towns. 
However, the role of the powerloom by 1830 must not be over-emphasized even in the 
cotton industry. It was unsuitable for fine work, so the handloom still dominated the 
textile industry. Low wages in handloom weaving by the 1820s kept costs down and 
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thus meant that the introduction of the powerloom was further delayed. In 1820 there 
were 50,000 handlooms in Scotland, compared with the 2,000 power looms, (Smout, 
1969, p. 379). By the end of the 1830s the number of handlooms in Scotland had risen 
to 84,000 (Smout, 1969, p. 401). In the linen industry in the east of Scotland the 
adoption of machinery and factories was even slower. The powerloom was used first in 
the cotton industry in 1793 in Glasgow by James Robertson. However, in linen 
weaving, the powerloom was not adopted until 1810 when it was introduced by Wilson 
of Brechin, and did not become widespread until after 1850 (Macphail, 1956, pp. 77-78). 
Thus in the weaving industry, compared with spinning, the move towards factory-based 
work in the towns was much slower. Weaving tended to remain dispersed throughout 
the country, being located in rural areas as well as the towns. Many weavers worked at 
home, receiving their supply of yarn from manufacturers based in the towns, such as 
Glasgow, to whom they also sold their finished webs. Many weavers continued their 
cottage industry in rural villages and hamlets, where they could combine their weaving 
job with agricultural work. However, there were also numerous weavers in the weaving 
settlements of Paisley, Dunblane, Perth, Kinross, Kilsyth, Balfron and Auchterarder, for 
whom weaving became a full-time occupation. 
From the mid eighteenth century the expansion in textiles provided a boost for 
other industries. Bleaching encouraged the growth of the chemical industry, with a 
works opening at Prestonpans. The iron industry, construction, coal mining , transport, 
banking and commerce were also stimulated. Many of the raw materials for these 
industries were located in the central belt and economic concentration in this region 
grew? Thus the iron smelting plant at Canon, opened in 1759, was built near supplies 
of both ironstone and coal. From the 1830s as Scotland's industrialization matured the 
iron industry became the leading manufacturing industry, overtaking cotton. The 
blackband ironstones in Monklands in Lanarkshire combined with Neilson's blast 
7 Smout (1969), in Table I, p. 242, defines the central belt as the counties of Av-r, Clackmannan, 
Dumbarton, Fife, Lanark, the Lothians, Renfrew, Stirling and the city of Dundee; with North 
Scotland being the area north of this belt, and the remainder being South Scotland. The regions 
are shown in figure 3.1. 
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furnace, invented in 1828, meant that by 1834 Scotland was a low-cost producer of high- 
quality pig-iron. Production of pig-iron in Scotland rose from 40,000 tons in 1830 to 
one million tons by 1860 (Lythe and Butt, 1975, pp. 192-4). Although much of Scottish 
pig-iron was exported some was used in production of machinery and other goods. Such 
production, though, as Gordon shows, exhibited a more dispersed pattern than the 
spinning industry, because there was widespread demand for agricultural, railway and 
mining equipment (Gordon in Whittington and Whyte, 1983). 
The expansion in the iron industry increased the demand for coal and numerous 
pits were opened in Fife, Stirlingshire, Ayrshire and Lanarkshire, the central belt once 
more being the main location of the industry. By 1854 there were 368 collieries in 
Scotland, producing 7.5 million tons of coal (Lythe and Butt, 1975, p. 163). Improved 
transport in the central belt, including the Forth and Clyde Canal, which opened in 1790, 
and the railways built in the following century, both reflected and enhanced the 
importance of industry in this region. Many of the early railways were constructed to 
connect industrial areas and urban centres in the central belt, to aid in the transportation 
of heavy goods, though later passenger traffic became increasingly important. One of 
the earliest, the Monklands-Kirkintilloch railway, opened in 1826 to transport coal from 
the mines to the Forth and Clyde Canal. This railway was extended to Glasgow by the 
opening of the Garnkirk-Glasgow line in 1831. Railway construction reached a peak in 
the 1840s, by which time there was an extensive network, including lines reaching north, 
one of the first of which, the Dundee to Newtyle railway, opened in 1831. Other 
improvements in transport brought about by better roads, canals and steamboats, helped 
to integrate the developing settlement pattern. The construction also provided economic 
impetus to other industries, including iron, with locomotive construction being centred in 
Glasgow. In shipbuilding the Clydeside yards started to specialize in iron ships from 
the mid-nineteenth century. Concentration continued in the cotton industry. reflected in 
the fall in the number of mills from 1840, whilst in Dundee the jute industry came to 
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prominence, the coarse fabric being used to make sacking. Imports of jute rose from just 
over 1,000 tons in 1838 to over 58,000 tons by 1868 (Macphail, 1956, p. 188). 
Thus, during industrialization, technological developments and the exploitation 
of power sources, such as steam, led to large-scale production and the growth of the 
factory system. In Scotland it was developments in the textile industry that led this 
process. Hence industrialization sees a transformation of work and this transformation is 
associated with a changing spatial distribution of industry. Location of industry was 
influenced by presence of raw materials, a power source such as water, good 
transportation, and closeness to markets and workforce. As the factory system 
developed industry came more and more to be located in the major urban centres, and 
consequently, so did the population. Scotland's pattern of urbanization thus mirrors the 
general shape of European urbanization in this period, outlined by de Vries (1984) - an 
increase in the size and number of small towns during proto-industrialization and the 
early years of industrialization in the late eighteenth and early nineteenth centuries, when 
manufacturing had a diverse locational distribution; followed by an increase in the size 
of the large urban centres at the expense of the smaller ones, as industry came to be 
concentrated in these centres with the adoption of the steam-powered factory system, 
from the mid-nineteenth century onwards. These main urban centres were also vast 
markets, containing many people and creating a demand for the products of agriculture 
and industry. The spatial distribution of industry thus altered over time as 
industrialization progressed and it is closely connected with urbanization. 
This move to the geographical concentration of industry in factories in the main 
urban centres was, however, gradual and differed in pace, extent and timing from 
industry to industry and from region to region. It was not only technological 
developments and location of power sources and raw materials that affected this shift, 
economic conditions also did. In the late eighteenth and early nineteenth centuries, 
factory work proved unpopular because of the rigid organization of work, with stricter 
working conditions and hours. There were still plenty of employment opportunities in 
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the Lowlands, in agriculture or handloom weaving, which men found more attractive. It 
was, thus, mostly women and children who worked in the factories. However, after the 
Napoleonic Wars ended in 1815, the return of soldiers swelled the labour force. Prices 
began to fall and unemployment hit the rural workforce so that many were attracted to 
the towns and to factory work. Real wages fell for unskilled workers, with handloom 
weavers, who in the late eighteenth century had been the "aristocrats of labour", being 
particularly badly affected (Macphail, 1956, p. 77). In these economic conditions more 
people were pushed to factory work and consequently to the towns, whereas in the late 
eighteenth century, as Devine points out, it had been the attraction of high wages that 
had pulled people to the urban centres (Devine in Devine and Mitchison, 1988, p. 43). 
The population was also increasing at a rapid rate in the first few decades of the 
nineteenth century and this also meant a larger pool of labour. The population of 
Scotland rose by over 15% between 1811 and 1821, and by 13% in the following decade 
(Flinn, 1977, p. 302). In part the numbers were increased by immigrants but there was 
also considerable out-migration to other areas of Britain and overseas, especially to 
America, that may well have resulted in a net loss of population, though this is difficult 
to ascertain (Anderson and Morse, 1990). Many of the immigrants came from Ireland. 
Irishmen had been migrating to Scotland for many years to work in the textile, building, 
iron and coal industries. From 1818 steamboats made the journey from Ireland fast and 
cheap and by 1841 there were over 125,000 Irish-born people in Scotland, mostly in the 
west, around Glasgow (Macphail, 1956, p. 179). The potato famine in Ireland in the 
1840s dramatically increased these numbers and by 1851 there were 207,367 Irish-born 
people in Scotland, forming over 7% of the population. 8 The Highland Clearances, 
which were at their height around the middle of the nineteenth century, also led to an 
influx of people into the central belt. Industry and the towns in the central belt attracted 
people from the other areas of Scotland. It was not only a rising population that was an 
important factor in this period but also the geographical redistribution of these people; as 
8 Source: British Parliamentary Papers, Population Vol. 9: 1851 census of Great Britain, Irish 
University Press, 1970, p. 1038 
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Devine states, "But arguably more significant than actual increase was the redistribution 
of the population because this was also an important demonstration of the structural 
changes underway in society" (Devine in Devine and Mitchison, 1988, p. 4). During 
industrialization many Scots migrated from the Highlands and Borders into the central 
belt, especially into urban areas. In 1755 37% of the total Scottish population lived in 
the central belt, but by 1821 this had risen to 47%, mainly at the expense of northern 
Scotland whose share fell from 51 % to 41 % (Smout, 1969, Table I, p. 242). By 1861 the 
central belt's share had risen to 58%, an increase of 11 % from 1821. coming once more 
at the expense of the north, whose proportion fell by 9%, but also the south, which 
witnessed a 2% fall (Doherty in Whittington and Whyte, 1983, table 11.2, p. 246). This 
change in the percentage living in each region between 1755 and 1861 is represented in 
Figure 3.1. 
The proportion of the population living in towns of 10,000 people or more, rose 
from a sixth in 1800 to almost a third by 1850 (de Vries 1984, pp. 39-48). It can be seen 
how the restructuring of the space economy in the nineteenth century is closely 
identified with urbanization in this period. 9 As Doherty, when discussing the trends 
towards urban concentration, states, " More fundamentally, however, they must be seen 
as an integral part of the whole process of economic growth and expansion associated 
with the transition of Scotland during the course of the nineteenth century from an 
essentially agricultural society to a predominantly industrial society" (Doherty in 
Whittington and Whyte, 1983, p. 243). Devine further sees industrialization as the main 
cause of urban growth, indicating that, "In the long run, the expansion of manufacturing 
industry was even more critical for urbanization than the stimulus derived from 
international and interregional commerce" (Devine in Devine and Mitchison, 1988, p. 
3 1). Locating industry in the towns brought several advantages -a pool of labour was 
already there, it favoured interlinkages between industries, and the towns generally had 
good communications. 
9 The geographical redistribution of industry should not wholly be associated with urbanization 
as some of the changes occurred in rural locations. 
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FIGURE 3.1 Change in the Percentage of the Scottish Population in each Region Between 1755 and 
1861. 
Although the two were closely associated, urbanization in Scotland clearly pre- 
dated industrialization. By 1750 nearly 10% of the Scottish population already lived in 
towns with over 10,000 inhabitants (de Vries, 1984, pp. 39-48). However, the extent of 
urbanization by 1830 must not be exaggerated. By 1831 only 31% of the population 
lived in urban centres with over 5,000 inhabitants, increasing to nearly 4117c in the next 
thirty years (Flinn, 1977, p. 313). Thus in 1831 many Scots still lived in small towns or 
rural areas. However, industrialization still affected these people, with many of them 
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being engaged in non-agricultural occupations as Smout contends, "There was much 
industry diffused through the lowlands in handloom weaving and other occupations" 
(Smout, 1986, p. 9). Smout, though, does neglect the role of small towns in this 
assessment as Doherty's work reveals. In 1861 just over 13% of Scotland's population 
lived in towns with between two thousand and five thousand inhabitants, with an 
additional 11 % living in villages containing between 300 and 2,000 people (Doherty in 
Whittington and Whyte, 1983, Table 11.1, p. 246). Nevertheless the bulk of Scotland's 
urban population did live in the major centres, Glasgow, Edinburgh, Dundee, Aberdeen 
and Perth. 
There were two key features which characterized Scotland's urbanization in the 
first half of the nineteenth century: the regional nature of urban growth and its rapid 
pace. Many of the growing towns were concentrated in the central belt, particularly in 
the western area around the Clyde. Furthermore, de Vries's work on urbanization shows 
that Scotland moved from being the seventh most urbanized country in Western Europe 
in 1750, to being second a century later, its urban population in centres with over 10,000 
people tripling over that period (de Vries, 1984, pp. 39-48). The most rapid rate of 
increase in the nineteenth century came in the first four decades, when the urban 
population in towns with over 5,000 inhabitants rose by nearly one third every decade 
(Flinn, 1977, p. 313). This tremendously fast urbanization caused great social tensions 
and there was special concern amongst contemporaries about the health risks associated 
with living in the sprawling cities. 
Thus far, though, we have been looking at urbanization and people concentrating 
in individual urban centres over time. However, we are looking at mortality in a whole 
region, Fife and Angus, and, as we saw in chapter two, we want to look not only at 
temporal changes in mortality, but also at the effect that developments in the spatial 
distribution of the economy and society had on mortality patterns. '0 This thesis aims to 
examine spatial differences in mortality for several reasons. Firstly, «we have seen so far 
10 See for example, Lander's (1993) and McNeill's (1977) models of mortality that include this 
spatial dimension. The ideas are discussed more fullly in Chapter 2. 
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in this chapter how different areas of Scotland experienced different degrees of 
industrialization. Consequently one way to examine the impact of industrialization on 
mortality is to make a spatial comparison of areas with differing levels of 
industrialization and this is a key element of this thesis. However, taking a broader 
view, the spatial aspect of mortality reaches further than just differing levels of 
industrialization, to encompass variations in several factors that affect mortality, such as 
housing, sanitation and climate. 
Furthermore, and very importantly, the spatial component of mortality includes 
the actual geographical movement of people and its impact on mortality, via the 
transmission of diseases. A further reason for using a spatial approach is to take this 
dimension into account along with the geographical variations in other factors affecting 
mortality. When looking at the various models of mortality in chapter two, we saw from 
the work of McNeill (1977) and Landers (1993) the importance of incorporating this 
spatial dimension into any explanation of mortality patterns. They have drawn into their 
models ideas of how the spatial distribution of the population affected mortality levels 
via exposure to disease. Migration was a key factor here in two ways - it led to diseases 
being spread from one location to another and also changed the levels of population 
density. Previous studies suggest that a high population density, as witnessed in larger 
urban areas, results in certain diseases being endemic. 11 Long-term stayers in the town 
might acquire immunity to some of these diseases, which would have hampered the 
diseases' ability to remain endemic. However, as people migrated to the towns 
throughout the nineteenth century, often moving from rural areas, they were exposed to 
the endemic diseases and this enhanced the endemic nature of the diseases. Thus 
mortality patterns in urban areas began to differ from areas with a more dispersed 
population where diseases were not endemic. It can thus be seen how urbanization plays 
a key role in this spatial aspect of a model to explain mortality as it is directly linked to 
migration and population density. We have also seen how urbanization is closely 
11 See McNeill (1977). 
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connected with industrialization. Consequently a method that employs urbanization as a 
criterion for selecting localities is beneficial for many aspects of a spatial analysis of 
mortality because urbanization is strongly connected with the various threads of a spatial 
model of mortality. 
McNeill (1977) limited his consideration of spatial variations in mortality to 
examining towns and their hinterlands. This study aims to expand upon this and look at 
a much wider range of urban experience. Many studies of mortality have been 
concerned with the mortality levels in major towns and cities, with small towns being 
neglected. Having decided to employ urbanization as a criterion for selecting places to 
study, we thus further need a method of selection that will encompass a range of urban 
experience, from the major cities, through small towns , 
down to dispersed hamlets. 
'Additionally, we do not wish to consider settlements in isolation. We have seen from 
our examination of urbanization and industrialization in Scotland how settlements were 
connected by a network of economic relationships that became stronger and more 
complex as industrialization progressed. Consequently we need an approach that views 
urban settlements not in isolation, but as part of a whole region. One such approach 
utilizes the concept of the urban hierarchy. This concept also helps to identify 
settlements that represent different degrees of urbanization. Thus the urban hierarchy is 
ideal for our purposes as it uses extent of urbanization to differentiate different places, 
identifies a range of urban experience and views settlements as part of a whole network, 
and we shall be looking at the concept in greater depth in the next section. 
3.2 INDUSTRIALIZATION AND THE URBAN HIERARCHY - 
CONCEPTS AND THEORY 
Work on urbanization, in particular that of geographers who tend to examine the 
spatial aspect of the process, has emphasized the need to study not just isolated cities, 
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but rather to consider networks of urban centres. Consequently, researchers have 
developed the theory of 'urban systems' to examine this aspect. 12 An urban system is 
defined as all the towns in a region which are economically linked and interdependent 
(Pred 1977), and deals with the relationships both between urban centres and between 
the centres and their hinterlands. 13 Eisenstadt and Shachar (1987) consider that the 
links between interrelated towns can be societal and cultural, in addition to economic. 
Flows of money, people, goods, services, and ideas all connect the centres in an urban 
system. 
By analysing a system of cities, the experiences of those who migrate out of, as 
well as into, urban areas are studied too and a much wider geographical area is 
considered, rather than just the one city. This is important, as the experience of 
urbanization is not limited to the centres themselves. The rural area in the nineteenth 
century was affected by industrialization and was not the same as the rural areas of pre- 
industrial times. 14 This diffusion of an urban lifestyle is seen as being more a symptom 
of the highly industrialized societies of the twentieth century, being dependent upon 
advanced transportation and communication networks throughout the region. However, 
it can usefully be applied to the nineteenth-century as it serves as a recognition that the 
urban, and also the industrial, experience spread across a region and was not contained in 
separate units. Furthermore, Kearns and Withers (1991) talk of the need to recognize 
that it was not simply a matter of cities growing but that there was a more general 
urbanization of society. 
Urban systems are generally considered to be hierarchical in structure and this 
concept of them as 'urban hierarchies' is very usefu115. According to this concept, urban 
centres are seen as occupying a place in a hierarchy according to their level of 
12 There are numerous texts that discuss urban systems, including Berry (1967), Robson (1973), 
Pred (1977), Schmal (1981), de Vries (1984), Eisenstadt and Shachar (1987), and Kearns and 
Withers (1991). 
13 Here the term town includes cities. 
14 Here it is useful to differentiate urbanization from the urban process by which increasing 
numbers of people become involved in an urban way of life whether or not they live in towns, 
(Robson, 1973 p. 7). 
15 The concept of a hierarchy has its roots in Christaller's (1966) central place theory. 
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importance, with the major cities at the top ( population size and concentration as well 
as level of industrialization decreasing as you move down the hierarchy). This implies 
that there was a range of experiences of urbanization, from small urban areas right 
through to a giant metropolis, and that there was not a simple urban/rural division. The 
different levels of the hierarchy can be ascertained using various criteria; for example. 
rank-size ordering of towns uses population size to determine the different levels of the 
hierarchy. 16 Other criteria, such as the number of functions a town performs, could also 
be used. 
The concept of an urban hierarchy has been employed to useful effect by various 
researchers, most notably in recent years by de Vries (1984) in his ambitious work on 
European urbanization. A system of cities, or urban hierarchy, has been developing 
from the 1500s, according to de Vries, when an expansion in European trade as 
economies grew and increased bureaucratic control meant that the urban structure began 
to obtain an element of hierarchy (de Vries, 1984). This pattern was strengthened as the 
role of cities developed with proto-industrialization and later the Industrial Revolution 
widened the gaps between the different levels of the hierarchy as the importance of the 
major cities grew. 17 Borsay (1990) sees the structure of the urban hierarchy as one in 
which the main city is at the top, followed by, in descending order, the provincial 
capitals, regional centres, and lastly market and county towns. However, Borsay deals 
with eighteenth-century England and as Ingram (1992) points out, Scottish urbanization 
was different with regional centres having greater importance in the economy than they 
had in England because Edinburgh was relatively less dominant than London. 
Consequently, Ingram expands Borsay's structure downwards to include, suburbs, rural 
villages with a substantial manufacturing population, small villages and hamlets, and 
finally, rural parishes with dispersed populations, thus providing a very useful 
16 The relationship between a town's size, in terms of population, and its rank was already being 
studied by the early twentieth century (see Auerbach, 1913), although it was not until sohle 
years later that a precise theory on that relationship was given by Zipf (1949) in his rank-size 
rule. 
1' See note eight for a fuller discussion of de Vries (1984) work on the changes in the urban 
hierarchy. 
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framework for her analysis of migration patterns in Angus c. 1780-1830. Whyte (1989), 
looking at all of Scotland for the early-modern period and not just one region, has also 
examined the urban system as a whole, criticizing previous work for its focus on 
individual towns. 
This previous work on the urban hierarchy in Scotland needs to be built upon and 
adapted for the purposes of this study. When examining the impact of industrialization 
on adult mortality it is desirable to consider towns experiencing different levels of 
urbanization since they represent different aspects of industrialization. It will be useful 
to use the framework of the urban hierarchy as a means of sorting towns by their level of 
urbanization in order to select ones representing varying degrees of urbanization and 
hence getting a range of experience of industrialization. So let us now consider the 
urban hierarchy in eastern Scotland (Angus and Fife). In order to do this it is first 
necessary to look at what defining features are to be employed to determine the different 
levels of the hierarchy. 
De Vries (1984) employs four criteria for defining cities, namely, population 
size, population density, share of non-agricultural occupations and diversity of non- 
agricultural occupations. For cities, all these variables take high values. These criteria 
are commonly used in identifying urban areas. However, because of the unique nature 
of urbanization in Scotland, work on this country has had to employ additional variables 
relating to a town's role as an administrative and market centre. Hence, to identify the 
urban hierarchy in Angus c. 1790 Ingram uses the four characteristics which Whyte 
proposed to distinguish urban centres in Scotland in the late eighteenth century (Whyte, 
1989; Ingram, 1992); namely, a minimum population of 500 by the 1790s, a diversified 
occupational structure, the development of a corporate administrative structure such as a 
burgh council, and the existence of a functioning market. It was decided for this stud` to 
use the criteria employed in these works on Scotland, but to modify them using de 
Vries's definition since we are considering a slightly later period. Thus, in order to trace 
the development of an urban hierarchy in Fife and Angus in the nineteenth century we 
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shall begin, in the next section, by examining industrialization and urbanization in the 
region, with specific reference to population size and density, the diversity of 
occupations (including the proportion of people engaged in non-agricultural work). 
administrative structure and markets. This will establish a general outline of the urban 
hierarchy. So as to differentiate the levels of this hierarchy more precisely, we will then 
go on in section 3.5 to use the first criterion, population size, to establish where breaks in 
the hierarchy occur, by plotting the rank-size distribution of settlements. As we are 
dealing with a slightly later period a population size of over 1,000 will be used rather 
than 500, to define towns. This will give a firmer outline of the hierarchy, but it will 
need to be adjusted by taking into account the other criteria relating to occupational 
structure, administration and market functions. Finally in section 3.5, this urban 
hierarchy will have to be modified to form an 'urban parish hierarchy' so as to enable us 
to select parishes for the analysis of mortality. Before this more quantitative analysis, 
though, we shall start with a qualitative analysis of urbanization and industrialization in 
Fife and Angus which will also provide a general introduction to the study area. 
3.3 FIFE AND ANGUS : INDUSTRIALIZATION AND THE 
DEVELOPMENT OF AN URBAN HIERARCHY IN THE 
EIGHTEENTH AND NINETEENTH CENTURIES 
By the eighteenth century, although still dominated by agriculture, Eastern 
Scotland was developing the foundations for an industrial revolution. Various places 
had emerged as market towns, centres for local trade, mainly dealing in agricultural 
produce from their hinterlands. In these towns, which included Dundee, Dunfermline, 
Brechin, Arbroath and Cupar, merchants and artisans tended to be concentrated and the 
infrastructure necessary for industrialization, such as capital accumulation and business 
experience, was evolving (see Figure 3.2). There was already an element of hierarchy 
associated with these urban centres, Dundee being by far the most important town in 
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terms of population size and influence, with around 10,000 inhabitants in 1700. Indeed, 
Dundee was producing 1.5 million yards of linen as early as 1727 (Valentine. 1912, 
p. 61). It was well-situated in the centre of the region, on the River Tay, with a port that 
enabled it to trade local agricultural produce for goods such as timber and wine from 
Western Europe. Below this other towns (including Montrose. Dunfermline and 
Brechin) were also well-established, with a variety of economic activities ranging from 
shipping to textiles. 
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FIGURE 3.2 Main Towns in the Counties of Angus and Fife in the Mid-Nineteenth Century. 
During the eighteenth century the textile industry, in particular linen 
manufacture, began to spread throughout the region. Arbroath's expansion was based on 
the production of the cloth known as Osnaburgs, from 1738. Osnaburgs were also 
manufactured in Brechin and Forfar from the mid-eighteenth century. along with linen. 
Kirriernuir was a centre for brown linen production. Dunfermline was famous for its 
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damask manufacture, introduced to the town in 1718. The other main area for linen 
production in Fife was the group of towns in the south, Kirkcaldy, Dysart, Pathhead and 
Kinghorn. However, it would be wrong to view textile manufacturing as being 
concentrated solely in the major towns in these early years. Rather the industry was very 
dispersed, with spinning and weaving being cottage industries that supplemented 
agricultural work. There were also important links between town and country. The 
products of this rural industry, both yams and woven goods, were sent to the towns for 
sale, as was agricultural produce. Small market towns lay on transport routes, and goods 
brought to these towns, from their hinterlands, were often sent on to the larger centres of 
Dundee and Perth, for transportation down the Tay. A further factor connecting 
agriculture and the growing textile industry, and integrating the rural areas into the 
developing system of towns, was the growth of flax. The climate and soil of Angus and 
Fife were suited to flax growing, and, in the early years of the textile industry, weavers 
and spinners were dependent on rural-based home production of the raw material. Very 
often, a farmer would grow flax for his wife to spin and for him to weave in the winter 
when agricultural work was limited. However, home production of flax could not keep 
pace with demand and imports became more important, as was seen in Falkland parish in 
the late eighteenth century, 
"Flax too is raised, and in some years in considerable 
quantities. The whole produce, however, is not sufficient 
for the consumption of the inhabitants" 
(OSA Volume 10, p. 359). 
At the lower levels of the urban hierarchy, the rural linen industry did lead to the 
establishment of some villages as centres of production, usually situated on good 
transport routes such as the turnpike roads. Osnaburgh, or Dairsie, as it was to be known 
later, was one such town. In the parishes of Glamis, Kirkden, Dunnichen, and Mains, 
most people in the villages were engaged in weaving. By the end of the 
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eighteenth century textile production played an important part in the economies of many 
parishes, along with other, more traditional industries including quarrying. mining and 
fishing. Both counties had an extensive coastline, dotted by numerous ports that were 
the base for the fishing industry. In Angus there were large ports at Montrose and 
Dundee, as well as the smaller fisheries in Arbroath, Ferryden in Craig, and Ethie-haven 
in Inverkeilor . 
In Fife the harbours were more numerous, including Crail, Pittenweem, 
Elie, St. Monance and Anstruther around the East Neuk, though none were as large as 
Dundee's harbour. Both counties had many quarries. In Angus sandstone predominated, 
with quarries being located, in the late eighteenth century, in Aberlemno, Auchterhouse, 
Dunnichen, Glamis, Ruthven, and Liff and Benvie. Stones from the latter parish went 
mainly to build the harbour at Dundee. Fife, though, had much richer mineral reserves, 
with coal and iron being present as well as sandstone. Coal was mined mainly in the 
south-west, at Beath, Carnock, Dalgety, Scoonie, Dysart, Ballingry, Kirkcaldy and 
Dunfermline, but additional deposits were found in Cameron and Carnbee. Many of 
these parishes also had limestone supplies and there was ironstone at Dunfermline, 
Dysart, Kirkcaldy and Kettle. 
In the late eighteenth century there were numerous developments in agriculture, 
with more scientific methods of husbandry being introduced into rotation of crops and 
new technology including improved ploughs. This is noted in the OSA for Inverkeithing 
parish in Fife (the locations of the various parishes in Angus and Fife are shown in 
Figures 3.3 and 3.4 overleaf), 
"The farmers are, in general, wealthy, industrious, and 
active: They improve and cultivate their lands to great 
perfection and advantage: They mostly use the new 
constructed ploughs, drawn by two good horses without a 
driver: They manure and enrich their field with dung, lime, 
and earth, mixed together, with seaweed, when they can 
obtain it, and by summer fallow. " 
(OSA, Vol. 10, p. 396). 
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Similarly for Kennoway parish it was stated that, 
"The plough in use at present is said to be Small's. 
somewhat improved, i. e. altered. It was lately introduced 
from the coast of Angus, into the north side of Fife, and 
has become pretty general over the county. " 
(OSA, Vol. 10, p. 426). Kennoway 
These developments were not uniform though, being adopted more quickly and 
extensively in certain parishes. Largo parish had introduced many improvements by the 
1790s, 
"In improvements, it may be justly said that this parish has 
led the way to all the neighbourhood. An open field is 
scarcely to be met with. All is inclosed. either with stone, 
or with ditch and hedge. Drainage has not been 
neglected.... The implements of husbandry are much 
improved. A light well contrived plough is introduced. " 
(OSA, Vol. 10, p. 567). 
In Lintrathen, in contrast, improvements were slower in coming, 
"Few improvements have been made in agriculture. The 
old system prevails" 
(OSA, Vol. 13, p. 414). 
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FIGURE 3.3 Parishes in Angus in the mid-nineteenth century (Source : NSA Vol. 1 1). 
KEY 
I Liff 21 Carmyllie 41 Tannadice 
2 Dundee 22 Monikie 42 Oathlaw 
3 Monifieth 23 Muirhouse 43 Kirriemuir 
4 Barry 24 Inverarity 44 Airly 
5 Panbride 25 Tealing 45 Eassie 
6 St Vigeons 26 Mains 46 Ruthven 
7 Arbirlot 27 Strathmartin 47 Lintrathen 
8 Arbroath 28 Auchterhouse 48 Kingoldrum 
9 Inverkeilor 29 Lundie 49 Cortachie 
10 Lunan 30 Kettins 50 Lethnot 
II Maryton 31 Newtyle 51 Menmuir 
12 Craig 32 Nevay 52 Strickathro 
13 Dun 33 Glamis 53 Edzell 
14 Montrose 34 Kinnettles 54 Lochlee 
15 Louie Pert 35 Forfar 55 Clova 
16 Brechin 36 Dunnichen 56 Glenisla 
17 Fernell 37 Rescobie 
18 Kinnell 38 Aberlemno 
19 Guthrie 39 Careston 
20 Kirkden 40 Fearn 
I0 
FIGURE 3.4 Parishes in Fife in the mid-nineteenth century (Source: NSA Vol. 9) 
KEY 
I Torryburn 21 Newburn 
2 Carnock 22 Elie 
3 Saline 23 St Monance 
4 Dunfermline 24 Pittenweem 
5 Inverkeithing 25 Wester Anstruther 
6 Dalgety Bay 26 Easter Anstruther 
7 Beath 27 Kilrenny 
8 Ballingry 28 Crail 
9 Auchtertool 29 Kingsbarns 
10 Aberdour 30 Dunino 
11 Burntisland 31 Carnbee 
12 Kinghorn 32 Kilconquhar 
13 Abbotshall 33 Cameron 
14 Kirkcaldy 34 St Andrews 
15 Dysart 35 Ceres 
16 Wemyss 36 Cults 
17 Markinch 37 Kettle 
18 Kennoway 38 Falkland 
19 Scoonie 39 Kinglassie 
20 Largo 40 Auchterderran 
41 Leslie 
42 Strathmiglo 
43 Collessie 
44 Monimail 
45 Cupar 
46 Kemback 
47 Dairsie 
48 Leuchars 
49 Ferryport-on-Craig 
50 Forgan 
51 Balmerino 
52 Logie 
53 Kilmany 
54 Moonzie 
55 Creich 
56 Flisk 
57 Dunbog 
58 Abdie 
59 Auchtermuchty 
60 Newburgh 
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Generally, though, the tone of the OSA where agriculture is concerned is 
optimistic, as the return for Dunnichen parish states, "This parish, like the rest of the 
county, has of late received considerable improvements in agriculture" (OSA, Vol. 13. p. 
204). In the OSA, many parishes, including Auchtermuchty, Falkland, Anstruther and 
Creich, reported increased agricultural production and improvements during the later 
eighteenth century. In most parishes in Fife and Angus there was a mix of arable and 
livestock. The main crops were oats, barley, wheat, potatoes, turnips, flax, grass, pease 
and beans. Cattle, sheep. pigs and horses were also raised. In the north of Angus lie the 
Grampian mountains, which reach to over 3,000 feet (see Figure 3.2). In the parishes in 
this region, there tended to be more livestock, especially sheep, as the topography and 
climate rendered the land less suitable for arable use (see the illustration of Lochlee 
parish in northern Angus overleaf). Another area of high ground, the Sidlaw Hills. is in 
the south-east. Between the two ranges, in the centre of Angus, lies the Howe of Angus, 
a stretch of fertile lowland, that is well-suited for arable farming. Fife lies on a peninsula 
between the Firth of Forth and the Firth of Tay (see Figure 3.2). Much of the county is 
elevated, there being several groups of hills - the Ochils in the north-west; a series of 
hills in the centre, including the Lomonds on the west side; and a final group in the south 
-west, including Saline Hill. However, there are no mountains in Fife to rival the 
Grampians, and consequently the difficulties facing arable farming in northern Angus 
were not encountered in Fife (see the illustration of arable farming in Dunino. Fife 
overleaf). The main lowland area of Fife, the Howe of Fife, lies north of the central 
group of hills. 
Changes in agriculture also meant that, in general, the sizes of farms increased so 
fewer and fewer people were attached to the land. With improved methods, despite the 
increased production, there was less demand for agricultural labourers. Cottagers, who 
had previously not only helped farmers, but also had a small plot of land of their own to 
work, found themselves uprooted. This created a surplus of labour that could be 
employed in the growing industrial sector. By the 1790s many rural parishes were 
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Lochlee Parish in northern Angus (from the south-east). Notice the sheep farming in 
this mountainous region. 
" 
;r 
ý_ ý' ý3-- 
Dunino Parish in south-east Fife (from the north-west). The flatter land in Fife is more 
suitable to arable fanning. 
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recording population declines over the last forty years or so, and very often the reason 
given for such falls was inclosure of the land and increased farm size, which meant that 
people drifted from the land into urban settlements. This happened, for example in 
Glenisla, Beath 
, 
Airly, Dun and Carnbee. Within parishes people moved into villages 
and towns where trade concentrated. A typical comment is given for Airly in the 1790s, 
"The number of parishioners has decreased within these 40 
years, owing to the improvements of land and junction of 
farms, which have also greatly diminished the number of 
inhabited houses. " 
(OSA Vol. 13, p. 8) 
Similarly, for Eassie and Nevay, there are references to people being pushed off 
the land and into the towns, 
"The enlargement of farms is attended with some 
disadvantages. When cottages are demolished, their 
inhabitants are constrained to retire to towns in quest of 
lodging and subsistence. " 
(OSA, Vol. 13, p. 231) 
The reports in the OSA generally contain much information on agriculture and its 
improvement. Clearly the topic was of great interest to the authors and, as Cant (1978) 
argues, a sense that a rural-based society was best, prevails in many of the accounts. 
Consequently, reports on people leaving the countryside for towns are likely to be biased 
towards portraying this as a push off the land rather than an attraction to the towns. 
Despite this, though, the volume of evidence indicates that as opportunities in agriculture 
in Fife and Angus declined in the late eighteenth century, people did move to the urban 
centres to find work and this affected the settlement pattern of the region. 
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In terms of manufacturing, a tendency towards larger-scale production proceeded 
in the later eighteenth century, with the establishment of more mills. Flax-spinning mills 
opened at Glamis, Auchtermuchty, Arbroath and Brechin. Originally mills were ý. ater- 
driven and so dispersed throughout the region. Around the turn of the century about a 
third of the cereal mills along the Eden were converted to flax spinning (Jones, 1968). 
With such developments, manufacturing became more sophisticated and this served to 
consolidate the urban hierarchy by making the urban centres more inter-dependent, 
whilst at the same time modifying it as several centres grew at the expense of others. By 
the early nineteenth century several towns had emerged as leading manufacturing 
centres, with diverse economic bases and relatively large, increasing populations (see 
Table 3.1). 
TABLE 3.1 The population of the Main Towns in Angus and Fife in the 1790s: 
TOWN COUNTY POPULATION 
Dundee Angus 22500 
Montrose Angus 5194 
Dunfermline Fife 5192 
Arbroath Angus 5183 
Forfar Angus 3452 
Cupar Fife 3135 
Kirkcaldy Fife 2607 
St. Andrews Fife 2390 
Pathhead Fife 2089 
Dysart Fife 1827 
Abbotshall Fife 1660 
Kirriemuir Angus 1584 
Newburgh Fife 1552 
Inverkeithing Fife 1330 
Crail Fife 1301 
Source: OSA Volumes 10 and 13.18 
No figure for the total population of Brechin town could be found for the 17,90's, though the 
number of people aged seven and over in the east side of town was estimated at 1500 (OSA Vol. 
13, p. 92). 
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Most of these leading towns were market centres19. Dundee had the largest 
market area, befitting its position at the head of the urban hierarchy. Its market area 
reached from the base of the Grampians in the north, down to places in central and 
eastern Fife. Other towns had more local market areas, that overlapped each other and 
Dundee's. In Angus, Montrose had a fairly extensive market area, with those of Forfar, 
Arbroath and Brechin being slightly smaller. With its location at the base of the 
highland area of Angus, Kirriemuir was the main market town for this region and so had 
a market area larger than its population size would usually warrant (Ingram, 1992). In 
Fife Cupar, with its central location had the largest local market area, covering the 
central, eastern and northern parishes of the county. In the south-west, Dunfermline and 
Kirkcaldy were the major market towns. Newburgh's market area was also local, 
situated in the north-western corner of the county, whilst in the south-east the local 
market town was Anstruther Easter. Other small market areas included those of 
Auchtermuchty, Dysart and Kinghorn. Many of these towns' positions as market centres 
owed much to the historical privileges granted to them as royal burghs. 20 As royal 
burghs they also had town councils and were involved in selecting members of 
parliament. 21 They were consequently centres of administration. Thus the main towns 
in terms of population size (see Table 3.1) also had a corporate administrative structure 
and functioning markets, thus fulfilling two of our criteria for identifying the leading 
urban settlements in the hierarchy. Those with the larger market areas were at the top of 
this hierarchy. In many respects then, there was already a well-defined urban hierarchy 
in existence by the early nineteenth century and it was more in terms of our remaining 
criteria, population size and occupational diversity, that this hierarchy was to develop 
19 The Statistical Accounts provide useful information on the market towns and their trade 
areas. 
20 The royal burghs in Angus were Dundee, Forfar, Arbroath, Brechin and Montrose. In Fife 
Pittenweem, Anstruther Easter, Anstruther Weaster, Kilrennv, Crail, St. Andrews, Cupar, 
Dysart, Kirkcaldy, Kinghorn, Burntisland, Inverkeithing, Dunfermline and Newburgh were 
royal burghs. Thus all the main towns listed in table 3. lwere royal burghs except for Abbotshall 
and Pathhead. 
21 Newburgh is an exception here, for, although it was a royal burgh, it did not have the right to 
elect a representative to parliament. 
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over the next few decades. To examine the occupational structure of these towns and 
their population growth we need to know more about their economic development. 
Dundee was the most important town in the region with a population of 22.5 
thousand in 1791 (OSA, Vol., 13). It was a major harbour, with 116 vessels belonging 
to the port and dealing in the import of tea, coal, sugar, and the export of linen, thread, 
sailcloth, cotton bagging, barley and wheat. Its main manufacture was coarse linens, but 
its industry, and consequently occupational structure, was varied, with leather tanning, 
shoemaking, glass, salt, iron and soap manufacture also being carried out. Furthermore 
it was a banking and commercial centre, the Dundee Banking Company being 
established in 1763. The other market towns in Angus, namely Arbroath, Monifieth, 
Montrose, Brechin and Kirriemuir, were also prominent centres, though not on the scale 
of Dundee. Montrose was important for shipping and fishing, as well as thread 
manufacture, whilst Brechin and Arbroath were textile centres with flax spinning, 
weaving and bleaching. 
Amongst the towns of Fife, the centres in the south-west, where the mixture of 
the textile industry and coal mining provided a broad industrial base, proved to be of 
major importance. Dunfermline, Dysart and Kirkcaldy all had this diversity of 
manufacturing, combining such occupations as shipbuilding, brewing, nail manufacture 
and fishing, with the textiles and coal mining. Further north, lies the county town, 
Cupar. Its location in the Howe of Fife, in a central position, on good transportation 
routes to other parts of Fife as well as to Dundee and Edinburgh, helps explain its 
importance. It was a market town, with a variety of industry, ranging from textiles and 
tanning, to brick and tile manufacture. However, it had none of the heavier industries of 
the centres further south. It was, though, important as a focal point for the professions. 
Many of the traditional trades were found alongside the developing industries in these 
urban centres. Thus carpenters, masons and shoemakers were also located in the towns. 
as well as in villages and hamlets throughout the region. 
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As the nineteenth century progressed, the need for a wider market, raw materials. 
capital investment, business expertise and other requirements of industry, meant that 
these centres became more closely bound together. Products were often sent to the main 
ports, Dundee and Montrose, for export, whilst raw materials, such as flax, were 
imported and distributed to the region. In the 1830s, the experience of Tannadice parish, 
in central Angus, demonstrates this interconnection of the different levels of the 
developing urban hierarchy. The parish was obtaining flax from the ports at Dundee and 
Montrose for use in the two spinning mills. The yarn spun in Tannadice, along with 
yarn from the towns, was washed in the parish and then sent to Forfar and Kirriemuir to 
be woven into cloth, from whence it was sent back to the ports (NSA, Vol. 11). With 
production, especially of linen, still being relatively dispersed, the towns acted as 
manufacturing centres, controlling production in the surrounding district via agents. In 
Barry in Angus, in 1843, it was reported that, "The great bulk of the population, male 
and female, are more or less engaged in it, (linen production), being employed chiefly by 
the manufacturers of Dundee and Arbroath" (NSA, Vol. 11, p. 661). The weavers in the 
village of Lochgelly in Auchterderran were supplied with yarn by manufacturers in 
Kirkcaldy, to whom they also sent their cloth, and this was typical of many other small 
settlements. However, these manufacturers were not only based in the large urban 
centres, but also smaller ones. Hence, in the late 1838, the materials needed for the linen 
weaving industry in Cults in Fife, were supplied by manufacturers in Newburgh (NSA, 
Vol. 9). Some parishes also had resident manufacturers, as happened in Strathmiglo. 
Here handloom weavers were originally employed, via agents, by the manufacturers of 
Dunfermline, Kirkcaldy, and Dundee, but by the 1843 it was manufacturers resident in 
Strathmiglo who were conducting the trade. Creich parish relied on two resident 
manufacturers as well as the agents of manufacturers in Cupar and Newburgh. Thus all 
levels of the hierarchy were becoming interwoven and dependent on one another. 
By the 1830s, manufacturing industry was still widely spread throughout the 
region. For many places, though, this manufacturing was limited predominantly to 
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textile production. This was the case in Barry and Lochgelly as we saw above. Thus, 
with respect to the urban hierarchy, many settlements, despite having a large proportion 
of the workforce engaged in manufacturing, did not have the diversity of occupations to 
warrant their being in the higher echelons of the hierarchy. The spatial dispersion of 
manufacturing industry was mainly due to the fact that technological developments in 
this period tended to support this pattern. A growing number of spinning mills were 
established in the first few decades of the nineteenth century. These were predominantly 
water-powered and so meant that mills were dispersed across Fife and Angus, often 
being located in relatively rural locations, continuing the trend begun in the late 
eighteenth century. Hand-spinning had virtually died out by 1840 and this affected a 
change in occupation in rural areas, where many working at home switched to weaving 
but still combined this with agricultural work. This can be seen in Liff and Benvie by 
1842, when, 
"... hand-spinning has been almost wholly given up since 
the introduction of machinery, by means of which, this 
part of the work is performed with great accuracy. Young 
persons, of both sexes, are early trained to the loom; but 
many of them have recourse to out-door-work, and find 
employment in agricultural operations during spring and 
harvest, and many labourers apply themselves to the loom 
during winter. " 
(NSA, Vol. 11, p. 585) 
Flax spinning mills, sometimes with lint-mills and plash-mills for washing and 
preparing yarn, were established in the Howe of Fife in Ceres and Kemback, and in the 
south at Scoonie, Markinch, Largo and Kennoway. In Angus they were built in Tealing, 
Tannadice, Ruthven and Glamis. All these were mainly rural areas, near rivers. 
However, they tended also to be parishes grouped around the towns. Thus Glamis is 
near Forfar, Ceres next to Cupar and Markinch close to Dysart. However, the towns also 
became centres for the mills, often producing yarn to send out to weavers in the rural 
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villages. In Dunfermline there were seven spinning mills in 1836 (NSA, Vol. 9, p. 875). 
In Carmyllie, there were no spinning mills, but weavers were supplied with yarn by the 
spinners in towns, as was noted in 1836, when it was observed that many are. 
"... employed in weaving coarse linens, on account of merchants and mill-spinners in 
Arbroath and Dundee, from whom the yarns are obtained by carriers weekly" (NSA. 
Vol. 11, p. 371). 
Often the workforce in these mills was mostly women, as was observed in 
Ruthven in 1842 when the excess of females in the parish was explained as being, 
"Owing to the mills in the parish, where females are more employed than males" (NSA, 
Vol. 11, p. 416). Women also turned to weaving as an occupation as an alternative to 
spinning, since both could be done at home. An observation on this was made in 
Newtyle, when it was stated that, 
"Since the spinning-wheel gave place to the spinning-mill, 
females have betaken themselves to weaving, and there are 
now nearly as many women employed at the loom as men" 
(NSA, Vol. 11, p. 565). 
Handloom weaving still predominated in the industry, attempts to introduce the 
powerloom failing, as the coarse fabrics were unsuitable. Weavers were thus very 
dispersed, locating in areas at all levels of the urban hierarchy, from the major city, 
Dundee, to the rural areas. In Dunfermline the number of looms rose from about 1,500 
in 1818 to nearly 3,000 by 1837 (NSA, Vol. 9, p. 875). If we look at Figures 3.5 to 3.8, 
it can be seen that between the 1790s and the 1830s, the distribution of weaving did not 
alter much, and , 
if anything, it spread to more parishes over time. Work was generally 
done at home, weavers often grouped in villages and hamlets in the countryside, in 
parishes such as Kilmany and Kilconquhar in Fife, and Newtyle and Dunnichen in 
Angus. As Smout states, 
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"Many parts of southern Scotland (outside the extreme 
south-east and Galloway) were themselves deeply 
penetrated by industry even while remaining essentially 
rural. Angus, north Fife, and south Perthshire are good 
examples of this, for there handloom weaving villages 
were still thriving, and in Angus were still being 
constructed as planned settlements in the 1830s, despite 
competition from the factory towns: they were occupied 
by cottagers who spun flax into hanks of yarn or made 
coarse cloth in their own homes for sale to local linen 
factors" 
(Smout, 1986, p. 16). 
In addition the figures show how the northern part of Angus was mainly 
agricultural, as were several of the parishes just north of Dundee. The main industrial 
centres were the market towns and their suburbs. The suburbs of Arbroath spread into 
St. Vigeans parish. In Fife the main concentration of manufacturing in the south-west is 
evident in both periods. Cupar is the only other centre of great importance for industry, 
the smaller towns of Auchtermuchty and Leslie becoming less important by the 1830s. 
Agricultural parishes are more scattered throughout the county than in Angus, as are the 
parishes that are a mixture of agriculture and textile production (mainly weaving). In 
Angus, the latter type of parish tends to be clustered around the towns. The different 
pattern in Fife may be explained by the influence exerted by Dundee over parishes in the 
north of the county. 
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To examine the occupational structure of these parishes more closely information 
from the 1821 and 1831 censuses, Pigot's Commercial Directory of Great Britain, 1825 - 
6 and Campbell's work ion Fife trades was used. They reveal that the suburbs, such as St. 
Vigeons, lacked a diversified industrial base, with most people being engaged in textile 
manufacture. Consequently these settlements can not be placed at the top of the urban 
hierarchy despite having large populations. Industrial occupations predominated in the 
towns. Table 3.2 summarizes the proportion of men aged twenty years and over, 
engaged in the various sectors of the economy for selected parishes in Fife and Angus. 
TABLE 3.2 The Percentage of Men aged twenty years and over Employed in each 
Industrial Sector in 1831 for Selected Parishes in Angus and Fife: 
Agriculture Manufacturing Retail Capitalists, Labourers Servants Others 
Bankers, not in 
etc. agriculture 
Dundee 3 32 40 8 10 0 7 
Montrose 6 14 37 16 10 4 13 
Lintrathen 61 1 13 2 8 0 15 
Cupar 11 25 42 6 7 2 7 
Ceres 32 29 22 -3 10 0 4 
Logie 61 9 13 4 12 0 2 
Source: 1831 Census of Great Britain. 
In the parishes containing the towns, Dundee, Montrose and Cupar, very few of 
the men over twenty years of age were employed in agriculture (Cupar being the highest 
with I I%). For parishes containing only small villages and hamlets, however, the bulk 
of the male workforce was in agriculture (around 60% for Lintrathen in Angus and Logie 
in Fife). Ceres, with its large village falls in between the two extremes, with 32% 
117 
working in agriculture. Most of those in Ceres working in manufacturing industry were 
in textile production. Thus the parish had a limited range of occupations as ww ell as a 
relatively large agricultural workforce. Dundee parish, which consisted mainly of the 
city, had, not only a high proportion of people engaged in non-agricultural work, but also 
a wide variety of occupations, with men in manufacturing, retail and professional work. 
Compared with Dundee, Montrose had a larger proportion of professionals (16%) and 
servants (4%) but fewer in manufacturing, reflecting its role as a county town with a 
growing middle class. Cupar also had a smaller proportion of men working in 
manufacturing than Dundee, but more in agriculture since the parish had a large rural 
area in comparison with Dundee. Thus we can see how the towns and villages fell into 
an urban hierarchy in terms of the proportion engaged in non-agricultural work and 
diversity of occupations, with Dundee at the top of the hierarchy, followed by Montrose 
and Cupar, with Ceres below these. It is also necessary to consider our other criteria, 
population size and density. 
As agricultural improvements continued and the labour force grew, the 
population for the two counties increased from about 200,000 to over 350,000 between 
1811 and 1861 (see Table 3.3). People continued to move to the towns for work. 
However, with the linen industry faltering in the 1830s and wages falling, especially in 
handloom weaving, finding work proved difficult. In Kingoldrum parish in northern 
Angus, the population fell between 1821 and 1831, but then stabilized, and in 1842 it 
was reported that "The decrease of population has been principally owing to the removal 
of the smaller tenants to the neighbouring town, who have gone there in search of 
employment; but who, in many cases, have eventually returned to increase the 
population of our district" (NSA, Vol. 11, p. 616). The major industrial centres, though, 
did increase their population dramatically. Dundee's parish population had risen to 
45,355 by 1831, a 50% increase in ten years. Montrose parish saw a less dramatic 
population growth but it still rose by 20% between 1821 and 1831 to 12,055. Over the 
same period the populations of Dunfermline and Kirkcaldy parishes in Fife expanded by 
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25% and 13% to 17,068 and 5,034 respectively. These areas generally had a high 
population density too, for example the population of Kirkcaldy was contained in only 
870 Scotch acres (OSA, Vol. 10, p. 506). Anstruther Easter had a very high population 
density, the tiny parish being constituted entirely of the royal burgh, with 1,007 
inhabitants in 1831, making it the only entirely urban parish in the two counties. 
TABLE 3.3 The Population in Thousands of the Counties 
of Fife and Angus, 1811-1861: 
YEAR FIFE ANGUS 
1811 101 107 
1831 129 140 
1861 155 204 
Source: 1861 Census of Great Britain. 
Those centres with the most advantages for nurturing and facilitating industrial 
development tended to prosper as the Industrial Revolution took-off and matured in the 
first half of the nineteenth century, often leaving behind centres with characteristics that, 
whilst not preventing early small-scale manufacturing developments, were to be a 
handicap when it came to more widespread industrialization. An efficient transport 
system, such as turnpike roads, was one factor that was advantageous for industrial 
development. Cupar and Kirkcaldy benefited from being linked by turnpike roads to 
Edinburgh, as did smaller centres along the road, Dairsie being one such place to prosper 
from this. The turnpikes in Angus, running from Dundee to Aberdeen via Forfar, 
reinforced the urban hierarchy in the county. The major ports of Dundee, Montrose and 
Dunfermline, as trade centres, with extensive shipping, grew as a result. Howwwever. 
Cupar, being inland, was to suffer from the lack of a port. Many of the parish accounts 
in the NSA bemoan the lack of turnpike roads, highlighting the negative effect this had 
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on industry. The region became even more integrated with the introduction of 
steamboats for crossing the Tay Estuary in 1821. This improved transportation played 
an important role in the expansion of villages on the Estuary including Newport and 
Ferry port-on-Craig in Fife, and Broughty Ferry in Angus. 
Centres with good supplies of raw materials also expanded. For Dysart and 
Dunfermline it was coal, limestone and sandstone supplies that proved to be of 
enormous benefit in their industrial expansion. As towns grew, the population increase 
itself became a factor that attracted even more manufacturing, since the extensive local 
market and labour supply was very beneficial to industry. A financial and business 
infrastructure to support industrial expansion , as was 
found in Dundee with its banks 
and numerous merchants and businessmen, further promoted growth. A bank opened in 
Kirkcaldy in 1840, helping to raise the reputation of the town as a centre for industry. 
Less advantageous places that began to lose out included Crail, where manufacturing 
and trade faltered in the late eighteenth century because of the lack of a market and 
capital investment, as the OSA states 
"The natural migration of commerce from small towns, 
where the stock of the trader is inconsiderable, and the 
demand for consumption limited, to great towns, where the 
capitals of merchants are large, and the demands extensive 
and constant, has deprived Crail of any little portion of 
foreign trade which it formerly enjoyed" 
(OSA, Volume 10, Fife, p. 172). 
As the nineteenth century proceeded technological developments, such as the 
introduction of steam power, supported the concentration of industry and there was a 
gradual move towards a more factory-based mode of production. Textile manufacture 
became progressively concentrated in Dundee where five steam-driven flax mills had 
been established as early as the 1790s. Flax-spinning mills in Kirkcaldy also emplo` ed 
steam engines from 1807. Although handlooms still predominated in weaving, wwcavers 
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in the country became increasingly dependent on Dundee merchants for yarn supplies 
and sales of webs. Dundee acted as both port to import flax from the Baltic and the 
market and port to export the finished goods. Industrialization in the region was 
consolidated by continued transportation improvements. Turnpikes linked Dundee with 
Strathmore, Brechin with Aberdeen and Montrose, and Cupar with north Fife. Steam 
boats replaced sail boats as ferries across the Tay, and railroads linking Dundee, Forfar 
and Arbroath, and Dundee and Strathmore, opened in 1839 and 1831 respectively. 
By the 1830s, however, the linen industry was hitting trouble as imports of flax 
from Europe faltered. In Dysart in 1836, with regard to the manufacture of linen cloth, it 
was reported that "Formerly great quantities of it were made in the parish; but very few 
now" (NSA Vol. 9, p. 138). Of the 34 mills established in Dundee in the 1820s, 29 had 
failed by 1840 (Jones 1968, p. 155). Shortages of imported flax from Europe caused 
prices to fluctuate. The linen industry did continue in the region, Baxter Brothers of 
Dundee remaining the largest flax company in Britain. However, the region turned 
increasingly, if rather slowly, to jute production as there was a plentiful supply of the 
raw material at reasonable prices and existing machinery and trained workers could 
easily adapt to jute. Imports of raw jute rose from 4,000 bales in 1836 to 289,000 in 
1850 (Scott 1989, p. 56). A shift to jute further delayed the change to powerloom 
weaving for many workers. Powerloom weaving reached Dundee to a significant degree 
in the 1830s. However, it was used chiefly in the linen industry. Jute weaving was still 
carried out on handlooms. At first these people worked at home, but gradually weaving 
was brought into the growing factory system and in 1852, Cox's, Dundee's largest jute 
firm, built a new carpet factory for handloom weaving of carpets (Jones, 1968). Thus 
handloom weavers displaced from the linen industry could find work in jute. 
It was in the major towns that the move towards a factory system, using steam 
power, was to be found. By the 1820s steam power and flax spinning w ere firmly 
rooted in Dundee. The need for machinery in the spinning mills from the earl` 
nineteenth century boosted the engineering industry of Dundee. The machine makers 
121 
then became involved in producing railway locomotives, Gourlays of Dundee building 
the locomotives for the Dundee and Newtyle railway (Scott, 1989). However, foundries 
did survive in smaller centres, producing goods for local consumption, as there was still 
demand for water-powered machinery, and agricultural tools. The industry was 
increasingly associated with Dundee, though, with its advantages of capital 
accumulation, labour supplies, and transport facilities. From the mid-nineteenth century 
shipbuilding expanded in Dundee too. From 1854 the Dundee shipyards began to make 
iron ships, which came to dominate the industry along with wooden-hulled whalers. 
Unlike Montrose and Arbroath, Dundee had docks suitable for deep-water ships, 
warehouses for storage and good unloading facilities. So, by 1860, Dundee was pulling 
away as the leading urban centre of the region and it was here that industrialization had 
reached its full fruition. 
Hence, from the late eighteenth century through to the mid-nineteenth century 
the region witnessed increased manufacturing production and industrialization, based 
mainly on textiles, firstly linen and later jute. However, there were other industries 
including fishing, coal mining, quarrying, tanning, iron and brewing. As this 
industrialization progressed the existing urban hierarchy was modified as towns with the 
best resources for industrialization began to dominate and others became relatively less 
important. Fluctuations in economic experiences led to changes in the diversification of 
occupational structures and consequently the urban hierarchy. To examine this hierarchy 
further, let us look at the population sizes of the main towns in the two counties. 
3.4 DEFINING THE URBAN HIERARCHY : THE RANK-SIZE 
DISTRIBUTION OF SETTLEMENTS IN FIFE AND ANGUS 
We can see how settlements changed in relative importance over the period by 
examining population change. Ideally it would be best to examine urban populations 
over the whole period. However, there is a problem with a lack of sources providing 
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detail on the population size of towns. Some information on the populations of towns is 
given in the early censuses and the Statistical Accounts, but the first complete data for a 
whole county do not come until the 1841 census. It was consequently necessary to 
undertake this analysis of population change in three steps. To begin with, the 18-11 
census was thought to be a useful selection as it comes at a time when the hierarchy is 
fairly-well established, and is also roughly central to the time period being studied, 
1810-61. Thus it was decided to take a closer look at this urban hierarchy by plotting the 
rank-size distribution of settlements to see where breaks in the hierarchy occur. This 
hierarchy could then be adjusted with reference to our other criteria for defining urban 
settlements we examined in the previous section. Since we are analysing mortality by 
parish (as mortality data are recorded on a parish basis) this urban hierarchy was then 
adapted, in the second step, to form an 'urban parish hierarchy' based on the urban 
populations of parishes, which would help in the selection of parishes for further study. 
This had the additional benefit of allowing population changes over the period to be 
examined by extrapolating from parish urban populations to parish populations because 
figures for the latter are available for the whole period. Thus, after deriving the urban 
parish hierarchy, the rank size of parishes was examined over the whole period in the 
final stage of the analysis to identify what is termed the 'parish hierarchy'. We shall 
begin then by looking at the rank-size distribution of settlements in 1841. 
When considering the urban hierarchy in 1841 in Fife and Angus there are 
problems in that neither county separately or together, forms a complete region of 
influence surrounding a city. The county boundaries, in this sense, are artificial. Most 
of Angus and north Fife form a region centred on Dundee. However, south-west Fife 
comes into the sphere of influence of Edinburgh, whilst Perth exerts an influence over 
some parishes in eastern Angus and Fife. Bearing this in mind, it was decided to 
examine the settlement pattern in each county, both separately and in combination. For 
the purposes of the analysis it was decided to look at settlements with 1,000 or more 
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inhabitants. 22 To begin with the settlements were ranked in descending order of 
population size for each county separately (see Tables 3.4 and 3.5). 23 
TABLE 3.4: The Rank-Size of Towns in Angus, 1841: 
TOWN POPULATION RANK 
Dundee 60553 1 
Montrose 13402 2 
Forfar 8362 3 
Arbroath 7218 4 
Inverbrothock24 5195 5 
Brechin 3951 6 
Lochee 3693 7 
Kirriemuir 3067 8 
Broughty Ferry25 1980 9 
Carnoustie26 1268 10 
Southmuir 1048 11 
Source: Census of Great Britain, 1841. 
22 The list included all towns and villages listed in the census with populations over 1,000, in 
addition to quoad sacra, or ecclesiastical parishes, that had not been subdivided into their 
constituent villages, (where the populations of villages in quoad sacra were given, they were 
used in preference to the total population of the quoad sacra, as the latter may also include rural 
areas). There were just five quoad sacra for which no sub-populations in towns or villages were 
given - Inverbrothock, Carnoustie, Pathhead, Broughty Ferry and East quoad sacra in Brechin 
parish. The latter may have been included in the return for the burgh of Brechin, so was not 
included in the analysis. For the remaining four see footnotes twenty four to twenty seven 
below. 
23 For a full list of the towns in Fife and their populations and ranks in 1841 see Appendix One. 
24 The population figure is for the quoad sacra, or ecclesiastical parish, of Inverbrothock, but it 
was included in the analysis, as it is a suburb of Arbroath. 
25 In the census return Broughty Ferry is referred to as a quoad sacra, though no population 
figure is given. However, in the NSA, the population of the village of Broughtý' Ferry is given as 
1,980 in 1841, so this figure has been used. 
2t Carnoustie's population of 1268, is for the quoad sacra. In the NSA of 1843, though, the 
population of the village of Carnoustie was given as around 1200 It thus seems that the village 
forms most, and probably all of the quoad sacra, so the census figure was used unaltered. 
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TABLE 3.5 : The Rank-Size of the ten largest Towns in Fife 1841: 
TOWN POPULATION RANK 
Dunfermline 7865 1 
Kirkcaldy 4785 2 
Abbotshall 4100 3 
St. Andrews 3959 4 
Cupar 3567 5 
Pathhead27 2946 6 
Newburgh 2491 7 
Auchtermuchty 2394 8 
Dysart 1885 9 
Leven 1827 11 
Source: Census of Great Britain, 1841. 
The data were then plotted, and the results are presented in Figures 3.9 and 3.10 
below. 
27 Pathhead is entered in the census as a quoad sacra. It includes part of Sinclairtown and 
Pathhead. As it was not known how much of Sinclairtown lay in Pathhead quoad sacra, and 
how much in the landward part of Dysart parish, it was not wholly included in the analysis, 
only the part included in Pathhead was used. It is known that in 1841 Sinclairtown's population 
was 1,511. In the 1861 census, Sinclairtown contained a total of 1,646 inhabitants, (an increase of 
135), whilst there were 2,390 people in the town of Pathhead. Thus the total population of 
Sinclairtown and Pathhead town in 1861 was 4,036. As Sinclairtown had not grown much over 
the period 1841-61, if we assume that Pathhead town also grew little, then the figure of 2,946 for 
the quoad sacra of Pathhead in 1841 appears to be solely an urban population, and was thus 
used in the analysis. 
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FIGURE 3.9 The Rank-Size Distribution of Settlements in Angus with Population over 1000, in 1841 
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FIGURE 3.10 The Rank-Size Distribution of Settlements in Fife with Population over 1000, in 1841 
What is immediately obvious from these figures is the dominant position of the 
city of Dundee which it retained throughout the period. The other point to note about 
Angus is the small number of settlements with more than 1,000 inhabitants - there were 
only eleven, compared with twenty-six in Fife. Breaks in the settlement pattern of 
Angus come after the top-ranked town (Dundee), and after the ei ghth-ranked town, 
(Kirriemuir). This supports the fact that Dundee stood alone at the top of the hierarch`. 
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The towns in the group below Dundee are the other market towns of Angus. Forfar, 
Arbroath, Brechin, and Kirriemuir, in addition to two suburbs, Lochee lying next to 
Dundee, and Inverbrothock in St. Vigeans, being a suburb of Arbroath. The populations 
of settlements in this section range from 3,000 13,000 people. In the hierarchy these 
towns are followed by Broughty Ferry, which stands alone, with a population of nearly 
two thousand. In a final group come Carnoustie in Barry and Southmuir in Kirriemuir, 
with around one thousand inhabitants. If we extend the urban hierarchy down to include 
villages, with a population of between two hundred and a thousand people, and hamlets, 
having less than two hundred inhabitants, the urban hierarchy in Angus can be 
represented by Figure 3.11 (the suburbs have been placed below the major local centres 
because they had fewer functions). 
Level of Hierarchy Example Settlement 
Regional Dundee 
Centre 
Major Local Montrose 
Centres 
Suburbs Lochee 
a) 0 
C 
Minor Local Broughty Ferry 
ä Centres 
ä 
Large Carnoustie 
Villages 
Villages/Rural Glamis 
Hamlets 
FIGURE 3.11 The Urban Hierarchy in Angus, 1841. 
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Turning to Fife, the urban hierarchy was more developed here as there were far 
more towns in the county. Dunfermline was the main town in the county, but it did not 
dominate to anything like the extent of Dundee. In Fife the settlements below the 
leading town were relatively larger than their counterparts in Angus. A break in the 
hierarchy in Fife comes after the fifth-ranked town, Cupar. Thus the top group consists 
of major local centres with 3,500 or more inhabitants. St. Andrews was a slight oddity 
in the leading group, as its industry was not as advanced or extensive as the other 
centres. Its position here in the hierarchy is explained by its role as an educational 
centre, rather than a manufacturing one. Below this top group of towns are three 
settlements, Pathhead, Newburgh and Auchtermuchty, with populations ranging from 
2,500 to 3,000. Auchtermuchty was a traditional centre, a Royal Burgh, with a mix of 
industry. Newburgh, in the north of Fife, was also a Royal Burgh, being a centre for 
textiles, being close to Dundee, and the traditional trades of shoemaking, baking drapery, 
and carpentry. Pathhead, in Dysart, is different, though. It had a wider industrial base, 
built on textile and nail manufacturing, though the latter was in decline by 1841. 
Another break in the hierarchy comes after the fifteenth-ranked settlement, Buckhaven, 
with settlements in this group having between 1,500 and 2,000 inhabitants. These were 
mainly centres for weaving and fishing, though had a wider role as Royal Burghs. This 
group has been combined with Pathhead, Newburgh and Auchtermuchty to form the 
minor local centres, with populations ranging from 1,500 to 3,000. The last group of 
settlements shown in the rank-size distribution are large villages, having 1,000 to 1,500 
inhabitants. This hierarchy is shown in Figure 3.12. 
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Level of Example 
Hierarchy Settlement 
Major Local Dunfermline, Cupar 
CO Centres aý 
U 
a 
C 
0 
4- 
Minor Local 
Centres Newburgh, Kilrenny 0 a 
Large 
Villages Ceres 
Villages/Rural 
Hamlets Leuchars, Lindores 
FIGURE 3.12 The Urban Hierarchy in Fife, 1841. 
It should be noted that Fife lacks a large regional centre and the extensive 
suburbs that are seen in Angus, but does have far more towns of a lower order. There 
are some centres that are out of place in the smaller settlements, though, notably Dysart 
and Gallaton, both, like Pathhead, being in Dysart parish and also having fairly extensive 
manufacturing. In such parishes, where there are a number of towns in close proximity, 
forming a well-developed manufacturing centre, if the towns are ranked individually 
then, in a sense their placement in the hierarchy is incorrect. To solve this problem it 
was decided to examine the hierarchy by considering the urban population of parishes. 
This also was thought to be a useful approach since mortality is being analysed by 
parish. Consequently some industrial ordering of the parishes is required. 
To examine the urban populations of the parishes, the populations of all 
settlements with over 500 inhabitants were added together for each parish. Those toww ns 
which fell in more than one parish were assigned to the parish that contained most of the 
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town's population. 28 Thus an urban population figure was produced for each parish. 
The parishes with a total urban population of 1,000 people or more, were then analysed, 
by ranking them in descending order of size, and plotting the rank-size distribution. The 
results are shown in Table 3.6 and Figure 3.13. 
TABLE 3.6 The Rank-Size of Urban Populations of Parishes in Fife and Angus, 1841, 
(those with over 2,000 inhabitants shown), i. e. top 19 out of 34 shown: 
PARISH COUNTY RANK URBAN 
POPULATION 
Dundee Angus 1 60553 
Montrose Angus 2 13402 
Dunfermline Fife 3 10232 
Forfar Angus 4 8362 
Arbroath Angus 5 7218 
Dysart Fife 6 6029 
St. Vigeans Angus 7 5195 
Kirkcaldy Fife 8 4785 
Wemyss Fife 9 4332 
Kirriemuir Angus 10 41 15 
Abbotshall Fife 11 4100 
St. Andrews Fife 12 3959 
Brechin Angus 13 3952 
Liff and Benvie Angus 14 3693 
Cupar Fife 15 3567 
Auchtermuchty Fife 16 3040 
Markinch Fife 17 2965 
Newburgh Fife 18 2491 
Falkland Fife 19 2026 
28 Lochee fell in two parishes - Dundee, containing 1,254 people, but mostly' in Lift and Ben%"ie, 
which had 2,439 of Lochee's inhabitants. The suburb was thus included in the latter parish. 
Broughty Ferry quoad sacra fell in the parishes of Dundee and Monifieth. However, the figure 
of 1980 inhabitants in the town of Broughty Ferry were given as being in Monifieth parish and so 
were listed under that parish. Crossgates was the other village to belong to two parishes, in this 
case Dalgety and Dunfermline. As 549 of its 646 inhabitants were in the Dunfermline parish, the 
vviallage was listed with this parish. 
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FIGURE 3.13 The Rank-size of Urban Populations of Parishes in Fife and Angus, 1841 (for populations 
over 1,000). 
The results again show Dundee as being the dominant parish with the regional 
centre. After this come a group of parishes ranked two to fifteen, (Montrose down to 
Cupar), that mostly contains the large market towns, or major local centres, that have a 
well-developed, wide-range of industries. This group of parishes forms the second level 
of the urban parish hierarchy. Their urban populations range from about 3,500 to 
thirteen thousand. The top five of this group, Montrose, Dunfermline, Forfar, Arbroath, 
and Dysart, with populations above six thousand, are to some extent separate from the 
remainder, as they have a more advanced manufacturing industry, but there is no clear 
break in the hierarchy at this point. St. Vigeans does not have the range of industry and 
functions of the other parishes and so has been classified in suburbs, below the major 
local centres, as the third level of the hierarchy. Grouping by parish has had the effect of 
moving the parishes of Wemyss and Dysart up the hierarchy into the major local 
centres. 29 
2 In fact, Dysart's urban population should probably be slightly higher as only part of 
Sinclairtown has been included. 
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The next break in the distribution is after the eighteenth-ranked parish, 
Newburgh, resulting in a group that consists of only three parishes, Auchtermuchty. 
Markinch and Newburgh, with urban populations of from 2,500 to 3,000. These are 
followed by a group of parishes ranked from nineteen to twenty-six, (Falkland to 
Ferryport-on-Craig), with populations of between 1,500 and 2,000. For simplicity these 
two groups have been combined to form the fourth level of the parish hierarchy - those 
parishes containing minor local centres, with between 1,500 and 3,000 inhabitants. In 
this section of the hierarchy, if we compare it with the town population of the previous 
two analyses, Markinch, Falkland and Kinghorn have moved up the hierarchy into this 
group, whilst Dysart's urban population has moved into the group above. All but one of 
these parishes are in Fife. Angus lacks parishes with this level of urbanization. 
The remaining parishes are mostly those with small centres, for fishing or 
weaving, with about one thousand to 1,300 inhabitants. These have been classified as 
large villages in the urban parish hierarchy. If all these results are put together to draw- 
up an 'urban parish hierarchy' for Angus and Fife in the mid-nineteenth century, it can be 
represented by Figure 3.14. 
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Parish Example Parish 
Containing 
Regional Dundee 
Centre 
Montrose, Dunfermline, 
Major Local Cupar 
U) Centres 
T Suburbs Liff and Benvie, 
ö St. Vigeons 
C 0 
co Minor Local Monifieth, Kilrenny 
ö Centres 
a 
Large Carnoustie, Barry 
Villages 
Villages/Rural Glamis, Arbirlot, 
Hamlets Leuchars 
FIGURE 3.14 The Urban Parish Hierarchy in Fife and Angus, 1841 
It is worth gaining some insight into how this hierarchy developed over the 
century from 1755 to 1861. This can only be done by considering the total population of 
parishes, as data are not detailed enough in the earlier period to distinguish the 'urban' 
population of the parishes. Each parish was thus ranked according to its population size, 
at each decadal census from 1801 to 1861, and also at Webster's census in 1755 and the 
OSA in the 1790s, for Fife and Angus in combination. The position of each parish in the 
'parish hierarchy' at each point in time was then plotted so that a parish's movement in 
the hierarchy could be traced over time. A total of 109 parishes were included in the 
study, 48 from Angus, and 61 from Fife. 30 Figure 3.15 shows some of the results of this 
analysis, presenting the rankings of the top six parishes in 1861, over the period 1811 to 
1861. Since space does not allow full representation of this analysis in diagrammatic 
30 This means that all the parishes in Fife listed in the OSA are included. However, of the 54 
parishes listed in the OSA for Angus only 48 are included, the remaining six, Edzell, Kettins, Litt 
and Bervie, Lundie and Fowlis, Mains of Fintry, and Strathmartin, being excluded either because 
they partly fell in another county or were joined to another parish. 
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form the parishes were also ranked for each parish separately and the changes in these 
ranks between 1755 and 1861 for parishes in Angus and Fife are presented in Figures 
3.16 and 3.17. 
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FIGURE 3.15 Rank-Size of the Top Six Parishes in Angus and Fife, 1811-61. 
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Dundee 1 1 Dundee 
Montrose 2 2 Montrose 
Kirriemuir 3 3 Forfar 
Brechin 4 4 St. Vigeans 
Forfar 5 5 Arbroath 
Arbroath 6 6 Brechin 
Glenisla 7 7 Kirriemuir 
Glamis 8 8 Monifieth 
St. Vigeans 9 9 Barry 
Tannadice 10 10 Craig 
Monifieth 11 11 Glamis 
Monikie 12 12 Dunnichen 
Inverkeilor 13 13 Kirkden 
Panbride 14 14 Inverkeilor 
Cortachy & Clova 15 15 Logie Pert 
Lintrathen 16 16 Monikie 
Airlie 17 17 Tannadice 
Inverarity 18 18 Panbride 
Aberlemno 19 19 Carmyllie 
Craig 20 20 Newtyle 
Newtyle 21 21 Aberlemno 
Arbilot 22 22 Glenisla 
Rescobie 23 23 Inverarity 
Kingoldrum 24 24 Arbilot 
Kinnell 25 25 Lintrathen 
Carmyllie 26 26 Tealing 
Menmuir 27 27 Airlie 
Tealing 28 28 Kinnell 
Logie Pert 29 29 Menmuir 
Barry 30 30 Dun 
Lochlee 31 31 Murroes 
Dun 32 32 Eassie & Nevay 
Dunnichen 33 33 Rescobie 
Lethnot 34 34 Auchterhouse 
Maryton 35 35 Fernell 
Murroes 36 36 Cortachy 
Kinnettles 37 37 Stracathro 
Auchterhouse 38 38 Lochlee 
Kirkden 39 39 Guthrie 
Guthrie 40 40 Kingoldrum 
Stracathro 41 41 Kinnettles 
Fernell 42 42 Lethnot 
Eassie & Nevay 43 43 Feam 
Feam 44 44 Maryton 
Oathlaw 45 45 Oathlaw 
Ruthven 46 46 Ruthven 
Careston 47 47 Lunan 
Lunan 48 48 Careston 
1755 YEAR 1861 
FIGURE 3.16 Rank-Size of Parishes in Angus, 1755-1861 
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Dunfermline 1 
St. Andrews 2 
Wemyss 3 
Ceres 4 
Kinghom 5 
Dysart 6 
Kirkcaldy 7 
Cupar 8 
Markinch 9 
Grail 10 
Kilconquhar 11 
Fallland 12 
Inverkeithing & Rosyth 13 
Leuchars 14 
Torryburn 15 
Kettle 16 
Scoonie 17 
Largo 18 
Burntisland 19 
Abbotshall 20 
Kilrenny 21 
Newburgh 22 
Auchtermuchty 23 
Cameron 24 
Carnbee 25 
Saline 26 
Kennoway 27 
Aberdour 28 
Auchterderran 29 
Leslie 30 
Anstruther Easter 31 
Beath 32 
Strathmiglo 33 
Kinglassie 34 
Collessie 35 
Pittenweem 36 
Monimail 37 
Kingsbarns 38 
Abdie 39 
Kilmany 40 
St. Monance 41 
Dalgety 42 
Forgan 43 
Elie 44 
Ferryport-on-Craig 45 
Denino 46 
Camock 47 
Balmerino 48 
Dairsie 49 
Ballingry 50 
Cults 51 
Newburn 52 
Kemback 53 
Logie 54 
Auchtertool 55 
Anstruther Wester 56 
Creich 57 
St. Leonards 58 
Flisk 59 
Dunbog 60 
Moonzie 61 
1755 YEAR 
1 Dunfermline 
2 Dysart 
3 St. Andrews 
4 Cupar 
5 Kirkcaldy 
6 Wemyss 
7 Markinch 
8 Abbotshall 
g Leslie 
10 Burntisland 
11 Auchterderran 
12 Auchtermuchty 
13 Scoonie 
14 Inverkeithing 
15 Kinghorn 
16 Falkland 
17 Camock 
18 Ceres 
19 Newburgh 
20 Largo 
21 Kilrenny 
22 Kettle 
23 Kilconquhar 
24 Beath 
25 Strathmiglo 
26 Ferryport-on-Craig 
27 Kennoway 
28 Crail 
29 Leuchars 
30 Aberdour 
31 Pittenweem 
32 Saline 
33 Dalgety 
34 Collessie 
35 St. Monance 
36 Abdie 
37 Cameron 
38 Forgan 
39 Kinglassie 
40 Torryburn 
41 Carnbee 
42 Anstruther Easter 
43 Monimail 
44 Kingsbarns 
45 Kemback 
46 Elie 
47 Balmerino 
48 Cults 
49 Ballingry 
50 Kilmany 
51 Dairsie 
52 Auchtertool 
53 St. Leonards 
54 Anstruther Wester 
55 Logie 
56 Creich 
57 Newburn 
58 Denino 
59 Risk 
60 Dunbog 
61 Moonzie 
1861 
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We want to asses these diagrams with regard to the urban parish hierarchy we 
identified for 1841, in terms of the different levels, to see how population changes 
affected this parish hierarchy over the period. If we compare Angus and Fife by looking 
at the rank-size distribution of parishes from 1755 to 1861, shown in Figures 3.16 and 
3.17, it can be seen that in the former there was little movement between different levels 
of the hierarchy. Change was more common within the levels of the hierarchy. Fife, 
though, saw more movement both within and between levels of the hierarchy. 
Considering the top of the hierarchy first, it can be seen that those parishes with 
the highest population are the ones with the main manufacturing towns. In Angus 
throughout the period the same parishes dominated the top two levels of the hierarchy, 
though within in this group Kirriemuir experienced a relative decline. In Fife six 
parishes, Dunfermline, St. Andrews, Wemyss, Dysart, Kirkcaldy and Cupar, remained 
at the top of the hierarchy, containing major local centres from 1755 to 1861. Within 
this Cupar and Dysart rose in importance. For Dysart, it was the extensive coal works, 
other raw materials and textiles, that formed the basis for this growth, whilst Cupar built 
on its role as county town. However, some parishes dropped out of this group. Ceres 
declined from being ranked fourth in 1755 to eighteenth by 1861. When the two 
counties are considered in combination Ceres' decline was from being ranked eighth in 
1755, to sixteenth by 1801, then it stabilized until 1821, before declining rapidly once 
more, to be ranked only twenty-sixth by 1851. The OSA attributes the early fall in 
population to young men going off to join the army and navy. In the following years, 
although having some manufacturing, Ceres, because of its proximity to Cupar, never 
developed as a market centre and its geographical position and lack of raw materials 
were not beneficial to increased manufacturing. Thus it stagnated from 1821, a time 
when industrialization in the region was moving into its more mature phase. However, 
although it fell in the rankings, this did not mean a fall in population, the number of 
people living in Ceres parish rising slightly from around 2,200 in 1811 to 3,090 by 
1851, showing that its decline was relative. 
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When the two counties are considered as one region, as in Figure 3.15. it is 
evident that there is considerable stability at the top of the parish hierarchy from 1811 to 
1861, with Dundee being the regional centre throughout. Most movement comes with 
the relative growth of St. Vigeans, rising from being ranked ninth in 1811 to fifth by 
1861, even surpassing Arbroath by the end of the period and demonstrating how urban 
centres spread into the suburbs. However, the largest three parishes, Dundee, 
Dunfermline and Montrose do not change their positions at all. The plot also shows that 
parishes in Angus came to dominate the very top of the parish hierarchy. 31 In 1755, of 
the ten biggest parishes in terms of population size, there were five in Angus and five in 
Fife. However, by 1861, seven of the top ten parishes were in Angus. Looking at those 
parishes ranked eleven to thirty, Angus was better-represented in this group in 1755 than 
in 1861, with six of the twenty parishes in this range being in Angus in 1755, but only 
one (Monifieth) by 1861.32 This reinforces what was evident from the analysis of the 
towns and parishes in 1841, namely that Angus lacked minor local centres, its 
urbanization and industrialization being more concentrated. 
Turning to look more closely at the middle layers of the hierarchy, the minor 
local centres and large villages, again there is little movement between layers of the 
hierarchy. In Angus, Monifieth became a minor local centre when Broughty Ferry was 
established in the early nineteenth century. For Fife, Kinghorn declined from being a 
major to a minor local centre, whilst Ferryport-on-Craig rose from being a village to 
being a minor local centre. Kinghorn's population decline was not thought to be due to 
poor manufacturing. It was attributed instead to people leaving the countryside areas 
31 Although Angus has fewer parshes than Fife, 54 compared with 61, it covers a much larger 
area, being about 807 square miles, to Fife's 513 square miles. At first it might appear that the 
parishes in Angus would generally be larger in terms of area of land, and thus have larger 
populations, and this would explain the preponderance of parishes from Angus at the top of the 
hierarchy. However, the bulk of Angus's population is concentrated in its lowland areas. 
Furthermore, many of the most populous parishes have a small area, witness Dundee compared 
with Lochlee. The reasons for the positions in the hierarchy lie more in the location of industry. 
32 This level of discrepancy could not simply be explained by the fact that there are thirteen 
more parishes in Fife in the analysis than in Angus. Geographical size and number of parishes 
has some bearing on the distribution of parishes in the hierarchy, but not as much as economic 
factors. 
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because farms were being merged. The population even rose a little in 1821 as flax 
spinning was extended. Ferryport-on-Craig's movement up the hierarchy came mostly 
between 1750 and 1820. It was notable because it was mainly owing to the presence of 
the ferry across the Tay, providing good communications that enabled the parish to grow 
as the manufacture of linens expanded, with 76 weavers being employed by agents in 
Dundee (OSA, Vol. 10, p. 371). Other parishes also grew dramatically, notably Cannock, 
Auchterderran and Leslie, but lacked a significantly large centre with a variety of 
functions that would warrant them being classed as minor local centres. Auchterderran 
and Leslie had large villages, mainly centres for textile manufacture. They both started 
from the middle of the hierarchy and their main industry was linen weaving, bleaching 
and coal mining. Leslie in Fife was unusual, though, since, unlike most parishes, its 
improved ranking in the hierarchy was steady and uninterrupted over the whole period 
1750 to 1861. Carnock was more representative of other parishes in that its expansion 
came in two periods, 1755 to 1790 and 1811 to 1851, owing mostly to improved trade 
and manufacture, particularly of textiles. People concentrated in the main villages, 
Carnock and Cairney-hill, which were mainly centres for handloom weaving. However, 
Carnock had the additional advantage of coal mining and iron works and it was the 
establishment of the Forth Iron Works in the parish in the middle of the nineteenth 
century which led to it reaching such a high place in the hierarchy. 
Crail and Leuchars dropped out of the minor local centre category at the start of 
the period to being classified as parishes with a large village by 1861. Crail parish had a 
mixture of industry, with farming, fishing, weaving and shoemaking all being engaged 
in. Unfortunately its harbour was poor and the fishing industry declined. As regards its 
manufacturing, there is evidence from the OSA of how small towns were losing out to 
larger centres as early as the late eighteenth century, 
"The reader must not expect to hear of the flourishing state 
of trade and manufactures in this parish. They are indeed 
in a very languishing situation. The natural migration of 
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commerce from small towns, where the stock of the trader 
is inconsiderable, and the demand for consumption 
limited, to great towns, where the capitals of merchants are 
large, and the demands are extensive and constant, has 
deprived Crail of any little portion of foreign trade which 
it formerly enjoyed. The various mercantile articles which 
are required, are brought weekly by carriers from 
Edinburgh or Dundee, and occasionally from Leith by sea. 
Properly speaking, there is no manufacture established 
here" 
(OSA, Vol. 10, p. 172). 
Other parishes in the minor local centres category remained in this level during 
the period, although within this some declined, some rose, whilst others were fairly 
stable. Falkland declined slightly; Auchtermuchty, Burntisland and Scoonie rose; and 
Kilrenny, Newburgh and Inverkeithing remained relatively stable. Looking at one of 
these parishes as an example it can be seen that, in order to maintain its place in the 
hierarchy, Kilrenny's population rose from about 1,500 to 2,000. Its industrial base was 
fishing. Cellardyke town was a centre for fishing, using the market in Anstruther Easter 
for which it acted, in part, as a suburb. 
There was also movement within the large village level of the hierarchy in both 
Angus and Fife. If some parishes, such as Monimail and Kingsbarns, lost out in the 
restructuring of the hierarchy, other parishes, like Strathmiglo, Beath, Kirkden, 
Dunnichen and Barry improved their position in the rank order over the period, usually 
because of increased manufacturing. Indeed, from positions further down the hierarchy, 
some parishes made tremendous gains, with Strathmiglo, Beath, Barry, Kirkden and 
Dunnichen in Angus, being the most prominent movers. Their experience of growth and 
the factors behind it were very diverse and we shall consider a few of them as examples. 
Kirkden rose in the hierarchy in the periods 1755 to 1790s and 181 1 to 1851. The 
improved position of this parish was attributed to better trade and manufacture. in 
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particular in textiles. People concentrated in Friockheim, the main village. For Kirkden. 
it was stated that the increase in population from 563 in 1755 to 727 by 1790, was due 
to, "The flourishing state of manufactures" (OSA, Vol. 13, p. 346), and the continued 
rise to over one thousand by 1831 was owing to, "The increasing speculation in 
manufactures" (NSA, Vol. 11, p. 387). Dunnichen parish experienced most of its 
improvement in the hierarchy rankings before the nineteenth century. Dunnichen was 
similar to Kirkden, in that its industry was mainly the weaving of coarse linen. Thus, if 
we look at the rankings for Angus and Fife considered together, shown in Table 3.7, it 
can be seen that Kirkden reached rank forty-three by 1861, but Dunnichen had already 
got to forty-fifth position by 1801. 
TABLE 3.7 The Rank Position of Selected Parishes in Fife and Angus (Ranked for 
Angus and Fife combined). 
PARISH 1755 1790 1801 1811 1821 1831 1851 1861 
Carnock 87 54 66 67 49 51 20 25 
Leslie 46 38 31 26 23 18 17 17 
Ferryport 81 62 56 44 39 41 33 36 
Auchterderran 45 40 46 46 38 38 19 19 
Dunnichen 76 63 45 42 41 42 41 39 
Logie Pert 72 52 60 60 59 44 45 50 
Kirkden 85 72 78 77 74 62 44 43 
Turning finally to the villages and rural hamlets, only a few parishes, such as 
Carnock, moved up out of this level of the hierarchy. Like the top levels of the 
hierarchy there was also a lot of stability within this bottom level. It was here that we 
find the small rural parishes of Oathlaw, Lunan, Moonzie, Dunbog. Careston and Flisk, 
that had few advantages to promote industry. The exception in this was Ruthven, which 
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did have two mills for flax-spinning, erected in 1816 and 1834, and in the NSA it is 
stated that, "In consequence of the introduction of manufactures, the population of this 
parish is increasing" (NSA, Vol. 11, p. 416). However, as it was such a small parish in 
terms of area and population, with only 220 people in 1792 rising to 471 by 1841, the 
modest increase was not going to alter its position in the hierarchy. Some of the parishes 
with larger populations in this bottom level of the hierarchy also held their positions in 
the hierarchy. This was the case for Newtyle and Arbirlot in Angus, where a mixture of 
agriculture and weaving enabled them to maintain their positions. the former also having 
the railway connection to Dundee, which resulted in a new village being established 
where the line ended. Their populations remained at about one thousand people. 
Some parishes did move within the bottom level of the hierarchy. Examples of 
parishes that fell in relative terms over the period include Dunino in Fife and Glenisla, 
Cortachy and Clova and Kingoldrum in Angus. Various reasons lay behind this. 
Kingoldrum, Cortachy and Clova, Dunino and Glenisla, were predominantly agricultural 
parishes, and their populations declined as farm size increased and agricultural 
opportunities became more limited, thus causing people to seek work in the towns. In 
Cortachy and Clova the decrease in population from 1,233 in 1755 to 867 by 1841, 
representing an absolute as well as a relative decline, was explained as being, "chiefly 
owing to the removal of several families to the nearest manufacturing towns" (NSA, Vol. 
11, p. 447). Some rural parishes, though, did experience relative growth as was the case 
for Logie Pert in Angus. Logie Pert parish improved its position in the hierarchy in the 
two periods 1750-90 and 1820-30, in between either stabilizing or declining slightly. 
The decline in population from 1791 to 1801 was caused by farms being united and 
cottar houses being demolished. From then on there was, "an increase, doubtless, owing 
principally to the flourishing state of the two manufacturing establishments in the 
parish" (NSA Vol. 11, p. 265). These establishments, which consisted of bleachfields 
and flax-spinning mills established in the early nineteenth century. were at Logic and 
Craigo, both on the river Esk. This very much fits the pattern of early industrialization 
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with the establishment of spinning mills in rural locations. Logie Pert's rise in the 
hierarchy probably slowed as early as 1830 because of the move towards the 
concentration of spinning in urban centres around that time, whereas in Cannock and 
Kirkden the handloom weaving industry remained for longer. 
To summarize then, most parishes remained in the same level of the hierarchy 
throughout the period, though there were a few notable exceptions as some parishes did 
witness a very dramatic rise or fall. Within the hierarchy, the middle levels saw the most 
movement, whilst the top and bottom groups were relatively stable. This analysis of 
specific parishes has revealed that the different levels of this hierarchy represent 
different experiences of industrialization. In order to examine the impact of 
industrialization on adult mortality it is hoped to look at a centre from each level of the 
hierarchy so as to gain a spatial and temporal comparison. People engaged in the same 
occupations in towns at different levels of the hierarchy will have experienced different 
degrees of industrialization. For example in Dundee they may be in factories, whilst in 
other towns the work may be more home-based. The aim was to select parishes that 
represent a range of movement, both between and within the various levels of the 
hierarchy, for closer analysis. So now let us turn to the parishes that were chosen, based 
on this analysis of industrialization and the urban hierarchy, for the study of mortality. 
3.5 PARISHES SELECTED FOR STUDY 
When choosing the parishes for this study several factors were considered. It 
was felt that different levels of the urban/parish hierarchy should be included, as well as 
parishes that either rose or fell or remained stable within this hierarchy. It was also 
desirable to select parishes representing a range of industry, and a reasonable 
geographical spread. Dundee, as the regional capital and the most heavily industrialized 
area, had to be examined. 33 Below this, from the next level in the hierarchy it was 
33 Parishes were also chosen on the basis of the quality of their data. For more details on this see 
Chapters 2 and 4. 
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decided to select Montrose as the parish has a port which could be compared «ith 
Dundee, in addition to Cupar in Fife. Cupar was picked because it is a traditional 
regional centre with extensive and varied manufacturing. It was thought that Dundee 
would also represent the suburbs as the parish includes part of Lochee. All these 
parishes remain fairly stable in the hierarchy, and represent the industrial parishes. 
Kilrenny was selected as a minor local centre because it provided a useful 
comparison with Montrose as a centre for fishing. St Monance and Ceres represented 
the large village category, the former providing another fishing area, the latter an inland 
area, with a mix of agriculture and weaving, interestingly situated next to Cupar. St. 
Monance and Ceres further provide an interesting contrast as Ceres is declining over the 
period (moving between different levels of the hierarchy), whilst St. Monance is rising in 
the hierarchy. From the village section, Camock was picked for its mix of weaving and 
heavier industry in coal mining and the ironworks. This was also a rapidly rising parish 
that changes levels in the hierarchy to become a large village. Finally a number of rural 
parishes, with relatively dispersed populations, were chosen from the bottom of the 
hierarchy. These were Arbirlot, Maryton, Lintrathen, Lochlee, Kingoldrum, all in 
Angus, and Logie, Moonzie, Carnbee and Dunino in Fife. Agriculture was the mainstay 
of all these parishes, except Arbirlot, which also had a degree of weaving. They had 
differing experiences in terms of ranking, most falling, but some, namely Logie and 
Arbirlot being more stable. Figure 3.18 shows the parishes selected by position in the 
hierarchy, and Figure 3.19 shows their location in Fife and Angus. 
144 
Parish Containing Selected Parish 
Regional Centre A Dundee 
Major Local 
Centres 
aý U) 
Suburbs 
c 
.0 Minor Local Centres 
CL 
Large Villages -º 
Villages/Rural 
Hamlets 
Ceres, St. Monance 
Arbirlot, Carnock, Maryton, 
Kingoldrum, Lintrathen, 
Lochlee, Logie, Dunino, 
Moonzie, Carnbee 
FIGURE 3.18 The Position in the Hierarchy of Parishes Selected for closer analysis. 
Montrose, Cupar 
Kilrenny 
145 
Lochlee 
Lintr then Montrose 
Ki goidrum Maryton 
Arbirlot 
Dundee 
Logie 
oonzi 
c unin 
C 
rnbe 
Kilrenny 
St Monance 
Carnock 
0 
FIGURE 3.19 Parishes Selected for closer analysis. 
Table 3.8 summarizes the extent of industry found in each parish. As we saw 
above, the predominantly industrial parishes lay in the top two levels of the hierarchy. 
Dundee was considered to be the most industrialized and so was coded industrial group 
one. Below this, although Montrose and Cupar were in the same level of the hierarchy, 
it was believed that, as Cupar had a much smaller population with less industry, it should 
146 
be categorized below as industrial group three, with Montrose as industrial group two. 
After this were parishes that were mostly a mixture of agriculture and weaving, Arbirlot, 
Ceres and Carnock. There were then the agricultural and fishing parishes of Kilrenny 
and St. Monance, followed lastly by the agricultural parishes of Maryton, Kingoldrum, 
Lintrathen, Lochlee, Logie, Dunino, Moonzie and Carnbee. 
TABLE 3.8 Classification of Parishes 
Parish County ' Level of 
Hierarchy 
Industrial Category Movement within 
Hierarchy 
Dundee Angus 1 Industrial I Stable 
Montrose Fife 2 Industrial II Stable 
Cupar Fife 2 Industrial III Stable 
Arbirlot Angus 6 Agriculture/Weaving Stable 
Ceres Fife 2 to 5 Agriculture/Weaving Falling 
Cannock Fife 6 to 5 Agriculture/Weaving Rising 
Kilrenny Fife 4 Agriculture/Fishing Stable 
St. Monance Fife 5 Agriculture/Fishing Rising 
Maryton Angus 6 Agricultural Falling 
Kingoldrum Angus 6 Agricultural Falling 
Lintrathen Angus 6 Agricultural Falling 
Lochlee Angus 6 Agricultural Falling 
Logie Fife 6 Agricultural Stable 
Dunino Fife 6 Agricultural Falling 
Moonzie Fife 6 Agricultural Stable 
Carnbee Fife 6 Agricultural Falling 
Finally in this chapter we shall take a closer look at each of these parishes, 
considering them in their industrial groups, as a means of introduction before going on to 
trace overall trends in adult mortality in the next chapter. We shall look first at the most 
industrialized parish, Dundee. In the nineteenth century the main part of Dundee parish 
was situated in southern Angus on the Tay Estuary, with a smaller detached area lying 
just to the north of this. The parish was dominated by the city of Dundee, though there 
was a small landward portion to the parish. Between 1811 and 1861 the population rose 
dramatically, more than doubling from 30,000 to over 60,000, as the city grew. 
Manufactures were the main industry with some fishing (including an important whaling 
industry) and a small agricultural sector. With its harbour facilities and road and rail 
transport systems Dundee was a centre for commerce and trade. The first wet dock 
opened there in 1824. Shipbuilding expanded in the early decades of the nineteenth 
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century and there were numerous other manufactures including soap, tanning, machinery 
and candles. 
However, throughout the period 1810-1861, as we have seen, the textile industry, 
in particular linen and later jute, was the single most important industry in Dundee. The 
Lochee district of the town expanded rapidly as housing development proceeded in order 
to provide cheap accommodation near the mills for textile workers. There was a 
negative side to this expansion, though. Sanitation in the parish was very poor. The 
people of Dundee obtained their water from wells in the parish that were frequently 
polluted with sewage. It was not until the 1870s that piped water became widely 
available. People lived in poor quality housing that was severely overcrowded. Many 
people lived in one- or two-roomed dwellings that often formed part of a tenement. 
'Despite the massive increase in the population of the city only 568 houses were built 
between 1841 and 1861 (Whatley et. al., 1993, p. 106). Such conditions were 
detrimental to health. It was reported by a contemporary that At this time (1867 ) 
Dundee was wholly devoid of sanitation" (in Scott, 1992, p. 43). 
These poor social conditions as well as economic recession (in the early 
nineteenth century many poor weavers migrated from rural areas to Dundee in search of 
work) made Dundee a centre for the reform movement. Unrest led to riots in 1812 and 
1816. Reformers such as George Kinloch, tried to improve economic conditions, 
campaigning for harbour improvements and the Dundee-Newtyle railway. Medical 
improvements were made, the New Infirmary opening in 1855. However, little was 
done to improve sanitation until the 1870s. 
Conditions were not as bad in Montrose parish, situated on the coast in north-east 
Angus. In 1835 it was reported in the NSA that, 
"There are no diseases that can be considered endemic in 
the parish, though it certainly has its due share of catarrhs, 
rheumatisms, sore throats, and all the common epidemic. 
In the summer of 1833 we had a very gentle visitation of 
malignant cholera. Sporadic cases of typhus fever are of 
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frequent occurrence both in the town and neighbourhood: 
but this disease has not prevailed to any extent, nor 
assumed a malignant type since 1819, when the mortality 
attending it was very great. It has been remarked, that 
genuine Phthisis pulmonalis is less frequent here than in 
various other parts of the country, though other forms of 
scrofula are by no means uncommon. Calculous disorders 
seem also to be comparatively rare. Upon the whole, the 
parish must be considered healthy" 
(NSA vol. 11. p. 272). 
For Montrose parish, fishing, agriculture, shipbuilding, trade and commerce, 
textiles and banking were all important to the economy, though it was not as 
" industrialized as Dundee. Flax-spinning and weaving was the main industry, with 
people working in spinning mills that were steam powered by the mid-nineteenth 
century. Montrose's parish population nearly doubled between 1811 and 1861, 
increasing from almost 9,000 to nearly 16,000. Like Dundee it also had an infirmary. In 
comparison with Montrose, the other industrial parish, Cupar was smaller in terms of 
population size, its population rising from nearly 5,000 in 1811 to almost 7,000 by 1861. 
The parish also had a more rural setting as can be seen from the illustration of Cupar 
town. The town of Cupar was an important centre having a central location in Fife and 
good road communications (see illustration overleaf). Industries included agriculture, 
quarrying, brickmaking and several traditional manufacturing trades such as 
shoemaking, tanning and building. Once more, though, textiles were most important. In 
Cupar parish, however, unlike Dundee and, to a lesser extent Montrose, most textiles 
workers were home-based, as it was stated in 1836 that, "the number employed and 
earning a comfortable subsistence from this trade (linen) may be reckoned at 900, all 
living in their own houses and labouring in their own workshops" (NSA. vol. 9, p. 12). 
This also indicates that for weavers the economic situation had improved by the 1830s 
compared with the situation in the early years of the nineteenth century. In spinning 
more people worked in mills but the location was rural, unlike Dundee. 
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Cupar Town (from the south-east). Notice the rural setting of the town The parish 
church can be seen in the middle of the photograph.. 
.. ý; 5, = 
Lady Wynd Cupar (courtesy of North East Fife District Library). Cupar was an 
important retail centre in Fife with good communications by road. 
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Two of the agriculture/weaving parishes (or, for short, the 'weaving parishes') are 
situated in Fife, Carnock in the south-west and Ceres in the centre, just south of Cupar. 
Arbirlot parish is in the south-east of Angus, on the coast near Arbroath and its suburbs. 
All three parishes contained a village, Carnock and Cairney-hill in Carnock, Ceres 
village, and Bonnyton in Arbirlot. The picture of Ceres village overleaf illustrates the 
predominantly rural nature of these parishes. It also shows some of the stone cottages 
and houses that were lived in. Textile workers, mainly weavers, could be found not only 
in these villages, but also dispersed through the remainder of the parish. There were 205 
people employed in weaving in Carnock and between 700 and 900 in weaving and 
winding in Ceres (NSA vol. 9, p. 710 and p. 527). The spinning industry was located in 
mills, though. By 1837 there were three spinning mills in Ceres employing 150 people 
(NSA, vol. 9, p. 527) as well as a bleachfield. 
Agriculture and quarrying were also important in these parishes. In addition in 
Carnock, coal mining and iron production expanded from the middle of the century 
which led to a rise in the population from just under 1,000 in 1811 to about 3,000 by 
1861. In Ceres and Arbirlot the population remained at roughly the same level of about 
2,600 and 1,000 respectively. With a much more dispersed population in these parishes 
sanitation was not such a problem as in the towns. Evidence from the statistical 
accounts also suggests that personal hygiene was important. For Ceres in 1837 it was 
stated that, "Considerable attention to neatness and cleanliness may also be observed 
among them (the people)" (NSA, vol. 9, p. 525). 
The two fishing parishes (agriculture/fishing) are situated close together in the 
south-east of Fife. The chief occupations in both parishes were fishing, agriculture and 
weaving. The fishing communities were very self-contained. Often a fisherman would 
marry the daughter of a fisherman since she would know how to help repair the nets and 
lines. In Kilrenny the fishing industry was based in Cellardyke town where a fisher` 
was located. Cellardyke is situated near the town of Anstruther Easter which had a 
market that fishermen from Cellardyke used. Profits came mostly from the sale of 
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haddock and cod, though the NSA indicates that any gains from the sale of fish could 
easily be offset by damage caused to the lines. For St Monance parish, the harbour in St 
Monance village was the centre for the fishing industry (see illustration overleat-). 
Through this harbour coal and lime were imported and potatoes, cured cod and herrings 
were exported. The population of both parishes approximately doubled between 1811 
and 1861 being 1,500 in St Monance and 2,500 in Kilrenny by the end of the period. 
For the eight agricultural parishes changes in population size over the period 
varied, though in general they remained fairly stable. The illustrations overleaf of 
Lintrathen and Carnbee parishes again show how the land in Fife was better-suited to 
arable farming. Lochlee parish in northern Angus was the most isolated of the parishes, 
located in the foothills of the Grampian Mountains, with a relatively cold climate more 
suitable for the keeping of sheep or the growth of potatoes and turnips than corn. 
Lintrathen and Kingoldrum were in north-western Angus, whilst Maryton was in the east 
near Montrose. In Fife, Carnbee and Dunino were situated in the south-east, and 
Moonzie and Logie in the north. Maryton and the parishes in Fife were closer to 
population centres than the remaining parishes which made transporting agricultural 
produce to a market easier. The parishes themselves only contained small villages and 
hamlets where there were sometimes a few local tradesmen. Personal hygiene and 
housing was commented upon favourably in the NSA, it being reported for Lochlee in 
1833 that , 
"In general, the people are remarkably cleanly in their houses and persons; 
as also in their food, which is plain and substantial" (NSA vol. 11, p. 194). This 
tentatively suggests that these parishes may be more conducive to good health than the 
urban areas, particularly Dundee with its overcrowded housing and poor sanitation. For 
Dunino it was reported in the OSA of 1793 that the chief disorders were rheumatism and 
hysteric complaints, which suggests fairly benign disorders were more common than 
more fatal diseases such as consumption. However, it may also be that the author of the 
report knew little about diseases. Thus to examine mortality further we need to look 
beyond literary comments on illnesses and examine data on the numbers of people 
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dying. This we shall do in the next chapter when we examine overall trends in adult 
mortality. 
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Ceres Village (courtesy of North East Fife District Lihrary). 
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St Monance Harbour (from the west) 
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Carnbee Parish (from the east). 
Lintrathen Parish (from the north). 
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CHAPTER FOUR - OVERALL TRENDS IN 
ADULT MORTALITY 
In this and the following two chapters adult mortality in the parishes selected 
will be examined. In all three chapters we shall be looking at both temporal and 
spatial aspects of mortality by considering changes in mortality over time for the 
various parishes. In order to explore the impact of industrialization on adult 
mortality three approaches will be used. Firstly, with the temporal analysis, we shall 
study how mortality patterns changed as industrialization progressed over the period. 
We have already seen in Chapter 3 how, as industrialization developed, the 
experience of work changed. There was a movement toward increased mechanization 
and a factory system, particularly in areas of the textile industry. New industries, 
including jute production, were introduced. Industrialization also led to dramatic 
social changes over the years and these affected mortality. One of the main 
developments was the increased urbanization which led to overcrowding, poor 
sanitation and appalling housing conditions in some areas of the growing towns, all of 
which were hazardous to people's health. 
The second approach to studying the impact of industrialization on adult 
mortality is to compare and contrast the mortality levels and patterns seen in parishes 
representing different levels of the urban hierarchy and different experiences of 
industrialization, as identified in the Chapter 3. This approach will be used in this 
chapter as we explore the overall trends in adult mortality in the selected parishes. It 
will also be used in the next chapter when the overall trends are disaggregated by 
cause of death. However, Chapter 5 will also employ the third approach to examining 
the impact of industrialization on mortality, which uses information on occupation to 
see how the mortality experience of people employed in different occupations, 
different industrial groups and different social classes varies. Finally Chapter 6 also 
uses occupational data as well as the contrast between different levels of the urban 
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hierarchy to examine the seasonality of mortality. Our focus in this chapter. though, is 
on overall trends but, before looking at how these trends will be analysed, it is 
necessary to discuss briefly the data collected and how they were prepared for analysis. 
4.1 DATA COLLECTION AND ENTRY 
For the pre-1855 period, data on burials in each parish were collected from the 
old parish registers (here we are using the 'burial' as a surrogate for a death, though 
this is not really a problem since the gap between death and burial is too small to have 
a significant impact). For most of the parishes these are the burial registers of the 
established church, but there are exceptions. In the case of Dundee the data come 
'from the cemetery records covering a number of burial grounds, the main ones being 
the Howff and the New burial grounds. For Montrose, the records cover burials in 
the parish churchyard, Rosehill burying ground and Peter's Chapel yard. In Carnock, 
the parish register begins by covering burials in the parish churchyard and the burial 
ground at Cairneyhill. However, from 1836, the entries for the latter almost stopped 
completely. It was thus decided to supplement the data for Carnock with information 
from the gravestone inscriptions from Cairneyhill burial ground. This approach was 
also used for St. Monance where the parish registers of burials in St. Monance 
churchyard were collected, together with gravestone inscriptions for Abercrombie 
churchyard. 1 For the post-1855 period the data collected are from the civil death 
registers. These records form the basic data set for the analysis of mortality. 
Ideally, when looking at a parish at a point in time, we want to record only the 
deaths of the people who lived in that parish since the population at risk is all those 
people living in the parish at that time. However, it is well-known that there was a 
'traffic in corpses' with people living in one parish being buried in another (Razzell, 
I The gravestone inscriptions were obtained from Mitchell and Mitchell, 1971 and 1972. With 
this data source there is likely to be a bias towards the higher socio-economic groups and this 
has to be borne in mind when analysing mortality. 
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1994, p. 210 and Schofield, 1984). Thus the burial register of a parish catches those 
who lived outside the parish but were buried in it, as well as those who lived in the 
parish and are buried there. Further, some of the people living in the parish will be 
buried outside of it, and these people will in effect be missed. This situation is best 
represented in matrix form as in Table 4.1 below: 
TABLE 4.1 Place of Residence by Place of Burial. 
Buried in the Parish Buried out of the 
parish 
Living in Parish N 11 N12 
Living out of Parish N21 N22 
Ideally our concern is with people in the first row (Ni I and N12), but we 
actually catch those in the first column (Nil and N21). 2 It is thus necessary to 
assume that those people buried in the parish but resident elsewhere at time of death 
(N21) are representative of those living in the parish but buried in another parish 
(N12) in terms of numbers and characteristics. Razzell (1994) believes that this 
'traffic in corpses' is not a problem for aggregative analyses but is for family 
reconstitution as the latter, in linking events pertaining to the same individual, relies 
on events occurring in the place of residence. Thus for this study, which relies mainly 
on aggregative analyses, the issue is less critical. However, it is felt that it is still of 
importance and Razzell does not fully address the problem as he is discussing 
aggregating on a large-scale. For the purposes of this study it could present a problem 
2 People in the last cell, N-)-) do not concern us as they are neither buried nor living in the 
parish in question. For this reason for a parish that is being studied any people recorded in 
its register as being buried in another parish were e\cluded from the analysis. 
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if people buried outside their parish of residence form a large proportion of the total 
burials in any parish, particularly if they come from parishes from a different level of 
the urban hierarchy and hence with a different degree of industrialization. 
Consequently any information on place of residence in the burial registers will be 
analysed to address this problem. 
A similar situation arises with the death registers. In their case, the data are 
grouped by registration district (usually the civil parish) and entries are for all deaths 
registered in that district. Once more we want the death records of those who were 
resident in the parish. Although some deaths registered in a district are of people «"ho 
lived elsewhere, they number only a few and so there is no real problem. It seems that 
people's deaths were generally registered in their place of residence, although they 
may have been buried elsewhere. 
These records form the main data set. Once they had been collected the data 
had to be prepared for analysis. This involved coding much of the data so that they 
could be entered onto computer as a series of numeric variables for analysis. To enter 
the data onto computer a form was created using SPSS. This made data entry more 
reliable since valid rules and ranges of values for each variable could be specified. 
For example, a burial year had to fall within the range 1810 to 1854. The following 
variables (see Table 4.2) were entered for the various types of record (a '*' indicates 
that the variable was entered for that type of record): 
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TABLE 4.2 Variables entered on Computer. 
VARIABLE Burial Death Gravestone NOTES 
Record Record Record 
Type of Record * * * 
Code 1 for burial, 2 
for death, 3 for 
gravestone 
County * * * Angus or Fife 
Parish - 
Type of Parish * * * 
Indicates main type 
of industry3 
Level of Hierarchy * * * 
Position in urban 
hierarchy4 
Date of Burial * 
Recorded as day, 
month, year 
Date of Death * * * 
Recorded as day, 
month, year 
Year of Registration 
Sex * * * Coded 1 for male, 2 for female 
Age in Years at 
death/burial 
Marital Status * * * Coded 1 for 
married, 2 single, 3 
widowed 
Whose Occupation * * * Indicates whether 
it 
' is the deceased s 
own occupation or 
their husband's or 
father's 
Social Class * * * See chapter 
five for 
more detail 
Occupation * * * See chapter five 
Length of Time in * This was only 
the District recorded for 1855 
Whether the Residence * deceased lived in or 
out of the arish 
Cause of Death * * * See chapter five 
3 This followed the six categories outlined in chapter three; industrial categories one, two and 
three, agriculture/weaving, agriculture/fishing, and agriculture. 
4 This was coded according to the levels identified in chapter three. 
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From this table it can be seen that most of the coding was relatively 
straightforward, as was the case for sex and marital status. For the latter there was no 
need to include a value for 'divorced' as no such cases arose, which is unsurprising 
given the time period being studied. The most elaborate and consequently 
problematic coding was for cause of death, social class and occupation and these are 
discussed in Chapter 5 which deals with cause of death and occupational mortality. 
For all the variables missing values were left blank, with the exception of some 
missing values for age. For this variable, if age was missing, but a person was known 
to be an adult (as was the case if they had been married or died of old age) then the 
entry was left blank. However, if they were not definitely known to be an adult then 
age was coded 990. Also, if age was given as 'young' then it was coded 991. If the 
'deceased was described as a 'child' then it was assumed that they were under fifteen 
years of age so were not included in the analysis. 
As we noted in chapter three, the parishes were in part selected for their data 
quality. The vital registration records on deaths have excellent data. Problems in data 
quality related to the burial records. 5 In respect of good quality data it was 
particularly important to have data that gave age at death, occupation and cause of 
death. Most basically, age at death allows us to distinguish adults from children. 6 
This alone meant that good data on age at death was an essential criterion when 
selecting parishes since it is adult mortality that is being studied. Age at death also 
allows a far more rigorous analysis of mortality in that average ages at death for 
different parishes, occupations and causes can be calculated. Information on 
5 As the bulk of the pre-1855 data was from the old parish burial records, with the gravestone 
inscriptions merely being a supplement to this, then parishes were selected on the basis of the 
quality of the burial registers. 
6 Here 'adult' refers to anyone aged fifteen years or over. Fifteen at first may appear 
somewhat young to be considered as adult. However, this definition was employed because 
the census data on the population at risk that we need to use for the analysis are given in 
five year age groups. Thus the alternative was to take those aged twenty years and over. 
However, it was felt that this would exclude an important group of adults, those in their late 
teens who were old enough to marry and work. Furthermore, certain diseases, notably 
tuberculosis, are known to have affected young adults and so excluding this group %-,, as not 
desirable. Thus the 'fifteen years and above' definition of adults was used. 
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occupation was also very important because of its vital role in analysing the impact of 
industrialization on adult mortality. Finally, cause of death is useful, not only because 
it is of interest in itself, but also because it helps to know what people were dying of 
when trying to find reasons that could account for changes in mortality levels (it is no 
good seeking to explain a fall in mortality by improved diet if most people are dying 
from diseases that are not sensitive to nutritional status). Furthermore, it was hoped to 
be able to examine accidental deaths that could be related to work. This would 
include accidents ranging from pit explosions to fishing boats sinking. If the notion 
of occupational mortality was stretched to include motherhood, then deaths in 
pregnancy and childbirth would also be of interest. Thus parishes that had good data 
content were chosen. Good quality information on age being essential, whilst that on 
occupation and cause was highly desirable. However, it was not always possible to 
find parishes that had all three. When this desire for good data was combined with 
the other criteria for selecting parishes that we looked at in chapter three 
(geographical area, type of industry and position in the urban hierarchy) all the factors 
were weighed in order to arrive at the 'best' parishes for analysis. There was one 
further factor that was considered which also relates to data quality, coverage. In 
chapter two we saw that there is under-registration of deaths in the burial records, 
whether by people being buried in places not covered by the parish register, such as 
chapel burying grounds, or through burials in the parish graveyard simply being 
omitted from the register, and it is this problem that we shall address with respect to 
the chosen parishes in the next section. 
4.2 UNDER-REGISTRATION 
As we saw in Chapter 2 under-registration in the burial records is a problem. 
Since it is a problem that is difficult to overcome, the methodology we shall be using 
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partly circumvents this problem.? However, for some of the analysis, notably where 
we are trying to gauge changes in the actual level of background mortality. the 
problem of under-registration has to be faced. It was decided to tackle the issue in 
four ways. Firstly, the literary sources outlined in chapter two were analysed in order 
to assess which parishes had good records and this information was taken into account 
when choosing parishes to study. Thus for Cupar it was stated in 1836 that, 
"The registers of baptisms, deaths, and marriages, reach 
back to 1654, and are brought down regularly, and 
without interruption, to the present time" 
(Turnbull, 1849, p. 68). 
St Monance also had good quality registers as it was reported in 1837 that, 
"From that period (1707) there is a more regular 
register of marriages and baptisms, and also of burials. 
There is a heritor's book besides those strictly sessional, 
and all of them, during the late and present incumbency 
of session-clerk, have been kept with commendable 
accuracy. " 
(Turnbull, 1849, p. 65). 
Similar comments were made for Lochlee, where is was stated in 1833 that, 
"Parochial registers of marriages, baptisms, and burials, are now regularly kept. The 
age and diseases (if known) of all persons dying, are carefully recorded. " (Turnbull, 
1849, p. 82). In 1843, for Moonzie it was reported that, "Since 1821, births and 
baptisms, as well as marriages and deaths, have been regularly recorded. " (Turnbull, 
1849 p. 74), whilst the registers of Carnbee were described as being "well-kept" 
(NSA, Vol. 9, p. 919). For Carnock it was commented in 1843 that, 
This was also discussed in more detail in Chapter 2. 
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"The parochial registers, which consist of minutes of 
session, records of marriages, births, and burials, and 
accounts of collections and disbursements, commence 
in 1642, and come down, with a few intervals, to the 
present time.. . The principal 
blanks in the registers are 
from February 1662, to February 1665, and from March 
2,1693, to October 23,1699. " 
(Turnbull (1849), p. 67) 
As we saw in Chapter 2, Turnbull (1849) also reported that the registers for 
Dunino, Maryton and Kilrenny were of good quality and, because Turnbull wanted 
the introduction of vital registration, his positive comments on the quality of parish 
registers are likely to be reliable. 
Literary sources can also provide information on the degree of religious non- 
conformity in a parish, a factor that was a major contributor to under-registration. 
There have been several splits in the Church of Scotland. In 1690 it divided into 
Presbyterians and Episcopalians, the former continuing as the main Church of 
Scotland, the latter being strongest in the Northeast of Scotland. However, other 
groups were to split from the established church in the years to come. The first split 
came in 1733 with the Secession; the Seceders from the established Presbyterian 
movement forming the Original Secession Church of Burghers and Anti-Burghers in 
1747 (some of these seceders reunited in 1820 to form the United Secession Church) 
and the Relief Church in 1761. The Relief Church and the United Secession Church 
united in 1847 to form the United Presbyterian Church. A few years before this, 
though, in 1843, the main body of the Presbyterian Church of Scotland had again 
divided over the issue of appointment of ministers and this led to the creation of the 
Free Church. As well as all these Protestant denominations there were also Roman 
Catholics and some who do not adhere to any denomination. 8 Table 4.3 below shows 
the extent of non-conformity in the parishes being studied. 
8 Macphail (1956) gives a very good account of the history of the various Scottish Churches. 
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TABLE 4.3 Numbers of Families and Individuals Belonging to Different Churches in 
the Selected Parishes, c. 1833-1843: 
PARISH 
(and date of NSA 
report) 
Population 
in 1841 
Established 
Church No. of 
Families 
Established 
Church No. of 
Individuals 
Dissenters, 
Seceders and 
Episcopal No. 
of Families 
Dissenters, 
Seceders and 
Episcopal No. 
of Individuals 
Dundee (1832/33) 65087 approx. 7500 
Montrose (1835) 15096 2075 7449 
Cu par (1836) 6758 
Ceres (1837) 2944 434 172 
Cannock (1843) 1269 127 652 598 
Arbirlot (1834) 1046 All but 2 2 9 
Kilrenny (1843) 2039 approx. 22 less than 100 
St Monance 1837 1 157 approx. 25 
Maryton 1833 452 90 2 
Kingoldrum (1842) 440 All but 2 2 
Lintrathen 981 1 
Lochlee 1833 620 96 440 25 113 
Lo ie (1837) 419 approx. 30 
Dunino (1837) 471 2 or 3 
Moonzie (1843) 174 41 2 
Carnbee (1844) 143 few 
Source: NSA Vols. 9 and 11 and the 1841 census of Great Britain. 
9 There are a further 99 families of no religious persuasion. 
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This table reveals that for many of the parishes the proportion of the 
population not adhering to the Established Church is fairly small. These parishes tend 
to be the ones in the lower levels of the urban hierarchy. The exception is Lochlee, 
which had 113 non-conformists in 1833 (the total parish population being 553 in 
1831) forming about 20% of the population. They worshipped at the Episcopal 
Chapel in the parish which also attracted people from neighbouring parishes. The 
small number of Dissenters, Seceders and Episcopalians in the other parishes in the 
lower levels of the urban hierarchy sometimes went to meeting-houses or chapels in 
other parishes. Such was the case in Carnbee where it was reported that, "There has 
not hitherto been any dissenting meeting-house in the parish, the few Dissenters who 
reside within the bounds attending the Relief chapel at Pittenweem, or the Burgher 
chapel at Largo Ward" (NSA Vol. 9 p. 918). The eight Dissenters in Moonzie went to 
various churches in Cupar. Some of the parish churches also had people attending 
who came from other parishes. Arbirlot parish church drew worshippers from St 
Vigeans. People usually did this if their own parish church was a greater distance 
away or harder to travel too, in this case it was people from the detached portion of St 
Vigeans. Where the parish church was easily accessible to most of the population (as 
happened in Cupar, Carnock, Arbirlot, St Monance, Maryton, Kingoldrum, Lochlee, 
Dunino and Moonzie) then it is likely that under-registration was lower. Lintrathen 
was one of the few that was inconveniently situated. 
It is mostly amongst the parishes with larger populations that non-conformists 
form a much larger proportion of the population. In Montrose and Ceres the 
proportion of families not adhering to the Established Church was 26% and 28% 
respectively. Ceres had two meeting houses in the village. There was no record of a 
burial ground with these meeting houses so it is possible that non-conformists were 
buried in the parish churchyard and had the event registered in the parish records. 
Montrose had a burial ground and a chapel burying ground, as well as the parish 
churchyard, burials in all three grounds being recorded in the old parish registers. 
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Thus if dissenters and other non-conformists were being buried in the chapel burial 
ground and the town burial ground then they should be covered in the parish registers. 
Similarly, in Dundee, the parish registers are cemetery records which probably cover 
burials of people from most denominations. 10 In Carnock, the proportion of families 
not belonging to the Established Church was closer to half, though here there are also 
data from the burial ground at Cairneyhill which is hopefully catching the dissenters, 
most of whom attended the meeting-house in Cairneyhill village, though the 
remainder went to places of worship in Dundee. It is also possible that some non- 
conformists still have their vital events recorded in the parish registers as there is 
evidence that the Episcopalians and the sole Roman Catholic in Carnock attended the 
parish church. Unfortunately information on the number people belonging to the 
various churches is limited. However, as there were seven chapels belonging to 
various denominations then it is expected that these people were numerous. 11 It can 
thus be seen that for some parishes non-conformity may be a problem that leads to 
under-registration of burials. So other methods for dealing with under-registration 
will now be addressed. 
The next approach to dealing with the problem of under-registration relies on 
using the far more reliable death registers as a check on the burial records by 
comparing the final years of the burial records (1850 to 1854) with the early years of 
vital registration of deaths (c. 1855-61). 12 If there was suddenly a dramatic increase 
in the number of deaths in a parish between these two periods then it would indicate 
that the burial records are under-registering deaths. Of course such an increase could 
also be due to a dramatic rise in population, so the census data will have to be referred 
to as well. A rise could also be caused by a surge in mortality, though a dramatic 
increase in a parish would be unlikely unless there was an epidemic. Whether this is 
10 Groups, such as Roman Catholics and Jews, were probably recorded in their own register. 
11 The NSA for Cupar even reports that some people attended Dissenting Churches or failed 
to attend the parish church because it was too small to accommodate them. However, this 
would not prevent them registering a burial there (NSA Vol. 9, p. 13-14). 
12 For some parishes there is even an overlap between the two types of record as the burial 
registers continue into the 1860s. 
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the case can be assessed by looking at cause of death to see if cholera or typhus or 
other epidemic diseases were present in the parish. It is also worth checking other 
parishes and Flinn's (1977) observations on Scotland to see if there are similar surges 
in mortality. If other areas are not experiencing such an increase then it strengthens 
the case for believing that a rise in a single parish as we move from the burial records 
to the death registers is due to under-registration. This analysis to check under- 
registration will be done as we trace the overall trends (see sections 4.4 and 4.6) 
below. 
A further way of dealing with under-registration is to measure it. For the mid- 
nineteenth century onwards one way of assessing under-registration of the parish 
registers is to use census data. From the mid-nineteenth century, the census records 
place of birth. Thus people stated to have been born in the parish should have a 
baptism record. If nominal record linkage is used to link the census and baptism 
records, and the census is assumed to be correct, then the number of people said to be 
born in the parish for whom no baptism record is found can be used as a measure of 
baptismal under-registration. 13 This approach has been used for several studies of 
English parishes. Foremost amongst these is Razzell's (1972) work on assessing the 
accuracy of Anglican baptism records for various parishes, using the 1851 and 1861 
censuses. Levine (1976) and Wrigley (1975) use a similar approach to establish the 
comprehensiveness of parochial baptism registration, the former linking data from the 
1851 census to Anglican and Baptist registers for Shepshed, Leicestershire, whilst the 
latter concentrates on the Colyton area in Devon. More recently, Yasumoto (1985) 
has also employed the 1851 census as a means to establish the completeness of 
Methley baptism registration in the late eighteenth and early nineteenth centuries. 
The method has also been used to check burial registration. Davis (1981) employs the 
1851 census to check the accuracy of the burial and baptism registers in Newton St 
Loe, near Bath, before he goes on to look at net migration using both census and 
13 It is possible that some people stated on the census as being born in the parish were 
actually born elsewhere. 
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registration data. Hinde (1986 and 1987) has also used the technique to estimate 
burial under-registration and so calculate crude death rates in the Wiltshire village of 
Berwick St James. Basically the figures for under-registration of baptisms are 
assumed to be the same for burials. This is likely to be an overestimate of burial 
under-registration as it seems reasonable to assume that under-registration of baptisms 
is more severe than that of burials. For both baptisms and burials, under-registration 
could be due to people failing to record the event in the parish register or records 
being lost. For baptisms, though, there is an additional reason which is unlikely to 
apply to burials, namely that people decided not to have there child baptized (it seems 
improbable that people would decide not to have a relative buried). This measure of 
under-registration, albeit a likely overestimation, can be used to inflate the burial 
figures in order to obtain an estimate of the upper limits of total deaths. 
This method of estimating under-registration was used for two parishes in this 
study, Ceres and Moonzie. These parishes were chosen because the time-consuming 
nature of nominal record linkage meant that linking data for the larger industrial 
parishes was unrealistic. Thus Ceres represented the agricultural/weaving parishes 
lower down the urban hierarchy and had a reasonably sized population to provide a 
large sample for study, whilst Moonzie represented the agricultural parishes at the 
bottom of the urban hierarchy. For both parishes a record was made of all the 
children in the 1851 census who were under ten years of age and stated to have been 
born in the parish. A search was then made through the baptism registers of the 
parish for the baptism of each child. Information on the child's forename, age and 
parent's forenames, surnames and occupations was used in order to link a child's 
baptism record to its census record. For the variable 'age' a discrepancy of up to two 
years was allowed for the difference between the child's age at the time of the census 
and the number of years between date of baptism and date of census for all children 
aged over one year at the time of the census. For those infants under one year of age 
the discrepancy was cut to one year as it was felt that age reporting of infants at the 
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time of the census would be more accurate than for older children. Thus the baptism 
records were searched from 1839 through to 1852 . They were searched through to 
1852 instead of stopping at the date of the census in 1851 in order to allow for a gap 
between birth and baptism. 
For Ceres, of the 506 children stated in the census as being under ten years of 
age and born in the parish of Ceres baptism records were found in the Ceres registers 
for 279 or 55% of them. If this figure for baptism registration accuracy is broken 
down by enumeration district it can be seen that for districts seven and eight, which 
cover the area around Ceres village where the parish church was located the 
percentage of records links rises to 64% and 72% respectively. If migration amongst 
families with young children is low and hence they are unlikely to have moved 
between the birth of the child and the census, then it would appear that those people 
living nearer the parish church are more likely to have the baptism of their child 
recorded in the parish records. It is likely that people attended their nearest church. 
Thus, those living in the north and west of Ceres, districts five and six (where the 
percentage of children's baptism traced was as low as twenty-five and forty-four 
respectively) may have gone to Cupar parish church. For Moonzie, baptisms were 
found for 27 out of 35 children taken from the census, representing 77%. Moonzie is 
a much smaller parish in terms of area with most people living near the church. Thus 
for the decade 1841 to 1851 the proportions of children born in the parish but 
untraced in the registers were 45% for Ceres and 23% for Moonzie. This is the 
decade when we might expect under-registration to be at its worst because of the 
Disruption of 1843. As we expect burial registration to be higher than that of 
baptisms these figures for under-registration can be considered as 'worst-case 
scenarios'. These figures compare with Levine's (1976) work on Shepshed, where the 
42% of those born in the parish between 1841 and 1851 were not registered in the 
baptism record. 14 Looking at Razzell's (1994; p. 177) work, he obtains a figure of 
14 See Levine 1976, table 1, p. 110 for more details. Of those born between 1841 and 1851 40"o 
were found in the baptism register and the remaining 18% were presumed to be baptists. He 
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27.4% for the proportion not found in the register for 45 parishes in England and 
Wales, whilst Wrigley and Schofield's inflation ratios for baptisms are between 28% 
and 38% for the period 1800 to 1839. Thus the figures for the two parishes in 
Scotland compare favourably with those of the English parishes and suggest that the 
reputation of the Scottish registers for being very poor is unjustified, although there is 
great variations from parish to parish within both countries. 
Methods for directly checking burial registration have tended to concentrate 
on trying to trace the burials of people who made wills. Obviously this check is 
biased towards older men in the higher social classes as these were the people who 
generally made a will. These are the people one would expect to have their burials 
registered because of the legal requirements for property inheritance and the fact that 
they could afford the charges for having entries registered. 15 Razzell (1994) has 
found that burial records could not be traced in the registers for 28.1 % of 124 people 
buried in Colyton parish churchyard who made wills between 1554 and 1797. 
Boothman (1993) calculates a figure of 20.6% for the proportion of people in Long 
Melford who left wills during the period 1559 to 1610 but for whom no burial record 
could be found. As a means to check the above results for Moonzie it was decided to 
employ a similar approach to that of using wills to estimate under-registration of 
burials. In the case of Moonzie the data that were available were the obituary notices 
in the local newspapers, collected by A. J. Campbell. It was thought that those people 
with obituaries would be from the wealthier classes. For all those people who were 
stated in the newspapers reports as being buried in Moonzie parish, a search was made 
for their burial record in the parish register. Of nine such people six, or 67C/ . were 
also looks for the baptisms of those aged over ten years at the time of the census. For the 
older age groups the percentage of those stated to be born in the parish who were registered 
in the baptisms ranged from 55°ö to 83%. This is probably an indication of better registration 
in the earlier period. However, for the older age groups people are more likely' to have 
moved away between birth and the 1851 census, so the sample becomes more and more 
biased towards 'stayers', who may be more likely to have events registered. Also it becomes 
harder to link records as the time gap between them increases. For this reason the analysis 
used for Moonzie and Ceres concentrated on just the period 1841 to 1851. 
15 Boothman (1993) states that non-payment of burial fees was a possible explanation for the 
high level of under-registration of burials of the poor in Long Melford in Suffolk . 
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traced. This is only a tiny sample, but it is consistent with the results from the record 
linkage analysis of baptisms. Although only providing information on the burial 
registration of just one group of those who died, those in the higher social classes, it 
seems a useful method to use along with the other checks. It was felt that the best 
approach to adopt is one which uses various methods for checking under-registration 
in conjunction, in a sense a multiple check. This is a topic that requires further 
research, especially if analysis of mortality is to be done that uses methods that are 
highly sensitive to under-registration. Since it is impossible here to check under- 
registration in all the parishes being studied as record linkage is a very time- 
consuming technique, the methods used circumvent the problem to some extent. 
Where the issue of under-registration is important, the above analysis of Ceres and 
Moonzie could be used to provide some estimate of under-registration of burials. Let 
us now look more closely at the precise methods that will be used in this chapter to 
investigate the overall trends in adult mortality. 
4.3 METHODS USED FOR EXAMINING OVERALL TRENDS IN 
ADULT MORTALITY 
As outlined in Chapter 2, this analysis will use aggregative techniques. The 
data can be considered as falling into three groups, 'known adults', 'known children' 
and 'unknown cases' who could be adults but may be children. We need to establish 
how many 'unknown cases' there are and estimate how many of these are adults. Thus 
to begin with, in the following section (4.4), the annual totals of burials in each parish 
will be presented for all people known to be adults and for those known to be adults 
plus 'unknown cases'. Following this, in sections 4.5 and 4.6, the number of unknown 
cases estimated to be adults will be calculated and added to the known adults to 
produce adjusted annual totals of adult burials for each parish. Furthermore, the total 
number of adult deaths in each parish from the vital registration data from 1855-61 
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will also be plotted and compared with the burial figures to check for under- 
registration. This will give an overview of the trends in adult burials over the period 
1810-1861 in each parish. 
In order to assess the impact of industrialization on adult mortality, we will 
then go on in section 4.7 and 4.8 and look at the trends in the adjusted annual totals of 
adult burials for the various levels of the urban hierarchy. To do this, as we saw in 
chapter two, we shall use Flinn's (1977) index. This index will allow us to combine 
data from different parishes, even when these parishes do not cover exactly the same 
years. It also has the advantages of allowing for gaps in the data and weighting the 
contribution of each of the parishes in the index according to its size in terms of 
numbers of burials. This will allow us to compare the overall pattern of burials 
between the different levels of the hierarchy and hence see if places with different 
degrees of industrialization had different patterns of adult burials. In addition in 
section 4.9, moving averages of adjusted annual burial totals will be calculated for 
selected parishes in order to assess trends in adult mortality. 
If it is assumed that under-registration was constant over the period, both the 
previous two analyses (the overall totals and the indices) can be used to look at short- 
term fluctuations in mortality as well as the overall trend in mortality. What these 
analyses fail to do, however, is take into account the changes in the population size of 
each parish. Thus in the final part of the analysis of overall trends, in sections 4.10 
and 4.11, the population will be taken into account by calculating a 'crude burial rate' 
(CBuR) and an adult crude burial rate (AdCBuR) using the annual burial totals for all 
ages and the adjusted totals for adults. Furthermore, the assumption about a constant 
level of under-registration may be a little optimistic, as it is felt that under-registration 
may have worsened in our period after the Disruption of 1843. Registration may also 
have been poor in the early years c. 1810-1819, improving only after the General 
Assembly of the Church of Scotland's report and recommendations regarding parish 
registers in 1816. Thus the measures of under-registration calculated in the previous 
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section will be used to inflate the burial totals in order to arrive at totals of deaths and 
hence allow crude death rates (CDRs) to be calculated. We begin, though, with the 
annual totals of burials for each parish. 
4.4 ANNUAL TOTALS OF ADULT BURIALS IN EACH PARISH 
(KNOWN ADULTS AND UNKNOWN CASES) 
The first step in examining overall trends in adult mortality is to look at the 
annual totals of adult burials and deaths over the period 1810-61.16 Table 4.4 
summarises the years covered by each parish. 
16 Here 'burials' refers to the data gathered from the OPR burials and gravestone inscriptions 
used for the period 1810-54, and 'deaths' refers to the data obtained from the vital registration 
data from 1855 to 1861. 
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TABLE 4.4 Years for which Data were collected for each Parish 
PARISH YEARS COVERED 
Dundee 1821-6117 
Montrose 1820-6117 
Cu par 1810-61 
Ceres 1820-61 
Kilrenny 1827-61 
St Monance 1828-61 
Carnock 1810-37 & 1845-61 
Arbirlot 1819-27 & 1855-61 
Kin oldrum 1820-61 
Lintrathen 1831-61 
Lochlee 1814-38 & 1855-61 
Mar ton 1810-61 
Carnbee 1810-61 
Dunino 1810-61 
Logie 1817-51 & 1855-61 
Moonzie 1822-61 
We can thus see that not all parishes have data for the whole period, but nearly 
all the parishes have data for most of the period, the exception being Arbirlot which 
was kept in the analysis since it is the only agricultural/weaving parish in the sample 
which is in Angus. It is important to check that, for these parishes, the geographical 
17 For Dundee the registration district is not the parish, instead it covers all of Dundee parish 
plus the area of the burgh (both Royal and Parliamentary) lying in the parish of Liff and 
Benvie. In 1861 the parish poulation was 68,986 whilst that of the registration district was 
91,664. Thus when looking at the number of adult burials/deaths for Dundee it is very 
important to note that the data on annual totals of deaths from 1855 to 1861 will relate to a 
different population and so are not diectly comparable. Unfortunately the totals for just the 
parish could not be obtained as none of the three registration districts in Dundee coincided 
with the parish boundary. A similar problem arises for Montrose, although here there is very 
little difference between the parish and the registration district. In 1861 the parish population 
was 15,455 compared with the district's 15668 inhabitants. The registration district covers the 
parish of Montrose plus the small portion of the burgh of Montrose lying in Dun parish 
(though not Rossie Island in Craig parish). In the case of Montrose, though, the numbers of 
people involved are too small to effect any results. 
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area covered by the parish was the same throughout the period as any boundary 
changes would mean that the population at risk was different and any observed 
change in the number of burials/deaths could just be the result of boundary changes. 
Within boundaries that remain the same, the population will still have changed and we 
shall be looking at how to take this into account later on when we look at crude burial/ 
death rates in sections 4.10 and 4.11. Here, though, we will concentrate on boundary 
changes. 
The boundaries were checked using maps from the 1790s , 1821,1831, and 
1851, in addition to information from the censuses and the Statistical Accounts. 
Problems were found for three parishes, Dundee, Montrose and Dunino. For the first 
two parishes in question the problem was that the registration district which the death 
registers pertained to was not identical to the area covered by the parish. In both cases 
the registration district covered the parish as well as the area of the burgh lying in the 
neighbouring parish. For Dundee the difference in the population at risk between the 
parish and the registration district is substantial, but it was felt that the vital 
registration data could still be used provided this difference was remembered and 
great care was taken in making any comparisons in the two sets of data. For 
Montrose the difference between the parish and the district is so small that it does not 
affect any results. 17 In both cases the differences were taken into account when 
analysing the results. For example, when calculating crude death rates, the 
registration district population was used for the vital registration data, whilst the 
parish population was used for the burial data as we shall see in section 4.10 below. 
For Dunino the problem is that the area of the parish known as Kingsmuir was 
transferred to Crail in 1851. However, information in the records indicates that the 
inhabitants still used Dunino church. As the OSA states, "Its (Kingsmuir's) 
inhabitants have, nevertheless, either from their vicinity to our church, or the 
popularity of its ministers, always considered themselves as parishioners of Denino. 
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in the most decided preference to Crail" (OSA, Vol. 10, p. 262). Since the burial 
registers for Dunino are thus most likely still to cover this population, even post-1851, 
it was felt that the problem was best overcome by adjusting the population figures for 
Dunino post-1851 by adding the number of inhabitants living in Kingsmuir. 18 
Looking more closely at the pre-1855 data, it is evident that for some of the 
records there is no indication of whether the person who died was an adult or a child. 
This lack of precision in recording makes it necessary to divide the entries into three 
categories: 'known adults', 'known children' and 'unknown' (i. e it is unknown whether 
they are an adult or a child). The latter group can be considered as 'possible adults'. 
For the purposes of analysis, it is important to assess whether there are significant 
numbers of 'unknowns' in the data set. Consequently, the following graphs compare 
the number of known adults with totals inflated to take account of the unknowns. 19 
The annual number of known adult burials/deaths is thus plotted alongside the annual 
total number of known adult plus unknown burials/deaths for each parish. The results 
are shown in Figure 4.1 below and Appendix 2 gives the annual numbers of known 
adult, known child and unknown burials/deaths for each parish for the period 1810- 
61. 
18 In 1841 143 people lived in Kingsmuir. For 1851 and 1861 the exact number living in the 
area is unknown, but was estimated using the 1841 figure. Thus the population totals for 
Dunino in 1851 and 1861 were inflated by 143 to give adjusted totals for the population at 
risk. 
19 The latter is the number of known adults plus the unknowns and represents the 
'maximum' possible for adult burials recorded in a particular parish. 
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FIGURE 4.1 Line Charts showing the Annual totals of Known Adult Burials/Deaths 
and Known Adult plus Unknown Burials/Deaths for each Parish, 1810-61. 
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The first point to note about these plots in Figure 4.1 is that for most of the 
time there is very little, if any, difference between the number of known adults and 
known adults plus unknown cases. The numbers of unknowns is only a problem for 
certain parishes for specific years. For Montrose the number of unknowns is a 
problem for the years 1832,1837 and 1840. For Cupar, the period 1823 to 1826 when 
very little information on age at death was given, presents a difficulty, whilst for 
Cannock it is the years 1814 and 1816 that are problematic. A few other parishes also 
have a small number of years that pose difficulties with regard to this issue: Arbirlot 
for 1819 and 1820; Moonzie 1846 to 1848; Dunino 1831,1835 and 1852; Logie 1818 
and 1820 to 1823; and Kingoldrum for 1840. Overall, however, the problem is 
limited and for the vital registration data it is almost non-existent. The issue could 
'have been resolved by deleting the problematic years from the analysis but this 
approach was rejected as it would also throw away some valuable information and 
break-up the overall trends. It was thus decided to estimate the proportion of those in 
the unknown category who were likely to have been adults and, in this way to 
incorporate more realistic figures of total adult burials/deaths in the analysis for the 
small number of problematic years. 
4.5 ESTIMATION OF THE PROPORTION OF PEOPLE IN THE 
UNKNOWN CATEGORY WHO ARE ADULTS FOR EACH 
PARISH 
In order to estimate the proportion of people in the unknown category who 
were indeed adults, information on the percentage of total burials and deaths 
constituted by known adults can be used. Such information can be gleaned from the 
death registers and burial records for years where there are no unknown case,. 
Having calculated the proportion of total deaths that are adults for each parish, this 
value can then be used to estimate, for each year, the number of unknown cases which 
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are adults. This figure can then be added to the number of known adults to arrive at 
an adjusted number of adult deaths for each year (in effect the proportion of total 
deaths that are adults is being used as an inflation factor). It was felt that, in order to 
be consistent, even though for most parishes for most years the proportion of 
unknown cases is so small as to present no difficulties, the adjustment should be done 
for all years where there are unknown cases. 
TABLE 4.5 Percentages of All Burials/Deaths that are Known Adults for each parish 
PARISH 
VR Data :% 
of All Deaths 
that are 
Adults 
No. of Years of 
OPR Burial 
Data with no 
Possible Adults 
(i. e. complete 
years) 
% of all Burials 
that are Adults 
based on OPR 
Data for these 
Complete 
Years 
% of All 
Deaths/Burials 
that are adults 
for VR Data 
and complete 
OPR years 
Inflation Factor 
Used to 
calculate the 
number of 
Possible Adults 
that are Adults 
Dundee 43% 19 48% 46% 0.46 
Montrose 62% 0 55%20 57% 0.58 
Cupar 64% 31 64%21 64% 0.64 
Ceres 69% 27 73% 72% 0.72 
Carnock 22 44% a) 16 years a) 68% - a) 0.68 
(1810-37) 
b) 5 years b) 39% b) 42% b) 0.42 
(1845-54) 
20 For Montrose there are no OPR years without unknown cases. This is a reflection of the 
large number of burials in the parish (because of its large population) rather than its data 
being of poor quality (for most years the number of possible adults is only a small proportion 
of the total). Hence the figures for Montrose are based on years where the number of 
unknown cases is less than 10% of known adults and unknowns combined, which was the 
case for 23 years. These years give the proportion of known adults as 55% and known adults 
plus unknowns as 57°<,. Combining these OPR results with the vital registration data gives 
the percentage of known adults as 57%, whilst known adults plus unknowns is 58.3°,, (the 
results for known adults only are given in the table). The true percentage of adults lies 
between these two values so they were averaged to give a value of 57.7"o (rounded up to 
58°o) which was used as the inflation factor of 0.58. 
21 This figure of 64% breaks down into 57°ö for the period 1810-21 and 65°c for 1828-54. 
22 Since the data for Carnock are in two periods two inflation factors were calculated, one to 
adjust the total adult burials in the earlier period and one in the latter. For the former only 
the OPR data were used, , whilst for the latter period the OPR data were combined with the 
VR data. 
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PARISH VR Data :% 
of All Deaths 
that are 
Adults 
No. of Years of 
OPR Burial 
Data with no 
Possible Adults 
(i. e. complete 
years) 
% of all Burials 
that are Adults 
based on OPR 
Data for these 
Complete 
Years 
% of All 
Deaths/Burials 
that are adults 
for VR Data 
and complete 
OPR years 
Inflation Factor 
Used to 
calculate the 
number of 
Possible Adults 
that are Adults 
Arbirlot 61% 4 71% 65% 0.7123 
Kilrenny 49% 20 53% 52% 0.52 
St Monance 53% 13 67% 60% 0.60 
Kingoldrum 77% 34 61% 63 % 0.63 
Lintrathen 71% 13 69% 69% 0.69 
Lochlee 75% 21 71% 72% 0.7124 
Maryton 45% 36 72% 68% 0.69 
Carnbee 71% 43 84% 82% 0.82 
Dunino 66% 27 80% 77% 0.77 
Logie 47% 20 72% 65% 0.65 
Moonzie 62% 25 77% 75% 0.75 
For each parish the inflation factor was multiplied by the number of possible 
adults for each year and the result added to the number of definite adult deaths in that 
year to give an adjusted total number of adult burials/deaths. Appendix 2 lists the 
annual totals of adjusted adult burials/deaths in addition to the numbers of known 
adult, known child and unknown burials/deaths, for each parish. 
This method of adjusting adult totals was checked for Cupar parish using 
another technique. It was decided to look more closely at one of the worst years in 
terms of being able to identify adults deaths in the burial records, 1824. In this year 
there were 99 entries in the burial register - 39 children, 21 adults and 39 unknown 
cases. The names of the 39 cases where it was not known whether they were an adult 
or a child were noted and then a search was made in the baptism registers over the 
23 Since the data that needs to be adjusted for Arbirlot are for the 1819-27 then the proportion 
of adults calculated from the OPR data was used for the inflation factor since the vital 
registration data are for a much later period. In practice the same results are obtained for 
corrected adult totals whether 0.65 or 0.71 is used. 
24 The percentage of adults calculated from the OPR data was used as the inflation factor 
since the data to be correceted are for the period 1814-38. 
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previous fifteen years for these people. 25 Of the 39 unknown cases eight linked to a 
baptism record suggesting that they are likely to be child deaths (though it must be 
remembered that this is not a certainty as the link is based on names only). For the 
remaining 31 no baptism could be traced in the Cupar registers. This suggests that 
these people are adults when they die or they are children who die in Cupar in 
childhood but are either born in another parish or born in Cupar but without their 
baptism being registered. If they were all adults (which is likely to be an 
overestimate) then overall there would be 52 (i. e 21+31) adult deaths out of 99, or 
53%. The inflation factor for Cupar of 0.64 calculates that, of the 39 unknown cases, 
25 were adults. This underestimates the number by six when compared with the thirty 
one estimated using the linkage method. In the burial register of Cupar for 1824 
many of the child deaths are identified by age being recorded as 'child'. For adults, a 
specific age at death tends to be given. It could be that the unknown cases are more 
likely to be adults than children since it is more probable that specific age at death is 
unknown than whether or not the person was a child. However, it is also likely that 
there is under-registration in the baptism records in which case not all children in the 
unknown category in the burials will be linked to a baptism. 26 We can use the 
measure of under-registration calculated for the neighbouring parish of Ceres for the 
period 1841-51,45%, (see section 4.2), to correct for under-registration. This would 
mean that fifteen of the 39 unknown cases would be children and 24 adults (which is 
consistent with the figure of 25 adults obtained using the inflation factor). Hence, 
overall, 45 of the 99 burials, or 45% would be adults. Under-registration of baptisms 
25 My thanks to Dr Elspeth Graham for providing data files on families in Cupar for this 
period. The files have been created from computer record linkage of baptism and child burial 
records. The files can be sorted in alphabetical order of family surname. Thus it was possible 
to search through these files to see if any of the deaths of unknown cases could be linked to 
baptisms. The files also show if a child had already been linked to a known child death (i. e. 
this could not be the baptism of a child who had a possible adult death since they had been 
linked to a child death). 
26 It is also interesting to note that the chances of having a baptism registered and a burial 
recorded may not be independent. For instance, people attending dissenting chapels may 
have neither registered in the established church records. Hence a person with an un- 
registered baptism may be more likely to not have their burial registered than someone who 
does have their baptism recorded in the parish registers. 
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in Cupar may not have been the same as in Ceres. The figure of 45c''c of baptisms not 
registered may be too high when applied to Cupar in the 1820s since much of the data 
for Ceres on under-registration come from the period after the Disruption. Also, the 
assumption is being made that under-registration of baptisms of infants who died 
before age fifteen is the same as for those who survived to the census following their 
birth (there is some overlap between these two populations in that some children who 
survive to the following census will still die before age fifteen, but they are not 
exactly the same). There is an argument that infants who died soon after birth are 
likely to be missing from the baptism register since there was no time to baptize them. 
However, there is a contrary argument that suggests that, if a child was ill, the parents 
would arrange for a quick baptism so that the child did not die unbaptized. Whatever 
the merits of these arguments, if we assume that under-registration of baptism is the 
same regardless of age at death, then the value of 45% for under-registration can be 
seen as a worst-case scenario since it comes from a period when under-registration is 
likely to be higher (after the Disruption). In this way the number of unknown cases 
that are children is being maximized and hence the number who are adults minimized. 
Thus, using this correction for under-registration, which put the total number of adult 
burials for 1824 at 45, or 45% of all burials, gives a lower boundary on the estimate of 
the total number of adult burials for that year. The estimate of 52 total adult deaths 
obtained from linking deaths in the unknown category to the baptism registers without 
correcting for under-registration in the baptism records, can be considered an upper 
boundary. Thus it is likely that the true number of adult burials in Cupar in 1824 lies 
between 45 and 52, or between 45% and 53% of all burials. The estimate obtained 
from the inflation factor lies within this range. Since it lies nearer the lower limit it is 
likely that the inflation factor is under-estimating the total number of adult burials for 
this year, but if it is, it is not by many (this would also be in line with the conclusions 
suggested from the way age at death was recorded for many children as 'child' as 
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discussed above)27. These results are summarized in Table 4.6 below. The table 
includes results using the estimate of under-registration of baptisms obtained from 
Moonzie parish, 23%, which would likely be an under-estimate of under-registration 
in Cupar since non-conformity was higher in Cupar (this is indicated by the number of 
chapels in the parish). All the results are reasonably consistent with each other which 
suggests that the inflation factor is a good way of correcting for cases where age 
category is unknown. 
27 The same situation arises for the years 1825 and 1826 in Cupar, when the percentage of all 
deaths that are adults, based on adjusted totals, are 58% and 52% respectively. These values 
are below the general percentage of all deaths that are adults in Cupar, 64%, which suggests 
that in fact more of the burials of people not known to be an adults in Cupar in 1825 and 1826 
may actually be adults than this inflation factor method predicts. As we saw for 1824, many 
child burials record the child's age as 'child' for 1825 and 1826, which, as discussed for 1824, 
would suggest that more of the unknown cases are adults than predicted. However, this is 
merely speculation and the percentage of total deaths that are adults in years where there are 
no unknown cases does fall as low as 51% in 1816,52% in 1839 and 55% in 1850. Thus the 
figures obtained for 1824-26 from the inflation factor are not unusual. A similar situation 
arises for Montrose in 1832,1837 and 1840, when the percentage of all deaths that are adults 
lies between 52% and 53% and many child deaths are recorded as 'child'. Again, though, 
there are years with high quality data where the percentage of burials that are adults is as low 
as this (it was 52°0 in 1827,51°'0 in 1850,55% in 1855 and in 1850 and 58% in 1852). Thus the 
results from the inflation factor are consistent and there is no direct evidence to dispute them, 
but it is worth bearing in mind when analysing the results that in these particular cases it may 
be slightly under-estimating the true number of adult burials. 
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TABLE 4.6 Summary Results of the Various Methods Employed to Estimate the 
Total Number of Adult Burials in Cupar in 1824. 
Method of Estimation Number of Estimated Total Adjusted Adult 
Possible Adults Number of Adult Burials as a% of 
estimated to be Burials All Burials 
Adults 
Linkage to Baptisms (i. e. upper 31 52 53% 
limit) 
Correction for Under-registration 24 45 45% 
of Baptisms using 45% under- 
registration (i. e. lower limit) 
Correction for Under-registration 29 50 51% 
of baptisms using 23% under- 
registration 
Inflation Factor 25 46 46% 
Having calculated the adjusted annual totals of adult burials/deaths for each 
parish and assessed the results to be reasonably robust, the results can now be 
analysed by plotting these adjusted totals together. These results are presented in 
section 4.6 below. 
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4.6 ADJUSTED ANNUAL TOTALS OF ADULT BURIALS IN 
EACH PARISH 
FIGURE 4.2 Adjusted Annual Totals of Adult Burials/Deaths in each Parish. 
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These plots of the adjusted annual totals of adult burials/deaths in Figure 4.2 
compared with Figure 4.1 show once more that corrections for possible adults are not 
widespread, but limited to occasional years for certain parishes. Concentrating on the 
adjusted figures we can now go on to examine overall trends in adults burials and 
deaths in these parishes from 1810 to 1861. For all the parishes, the annual totals 
show no great change when moving from the OPR data to the vital registration data 
from 1855. In Dundee and Montrose the vital registration totals reveal a continuation 
of an upward trend that is evident in the burial data. This trend could be due to a 
general rise in the adult populations in these parishes. In St Monance the totals of 
adult deaths from 1855 also continue the upward trend in burials from 1837 onwards, 
though with smaller numbers involved than for Dundee and Montrose, there is the 
possibility that these could just be annual fluctuations. From 1827 to 1837 the annual 
adult burial totals for St Monance are fairly level (i. e. not exhibiting either a rising or 
falling trend), though there is a lot of annual fluctuation. Where data are available, for 
all the remaining parishes with the exception of Moonzie, the last few years of the 
burial data and the first few years of the vital registration totals present similar levels 
(Moonzie actually shows a drop from the early 1850s to the vital registration period, 
but the numbers involved are so small that it is difficult to draw firm conclusions, 
though we can at least say that there is no evidence for under-registration). 28 The 
maintenance of similar levels from burials to deaths indicates that under-registration 
in the burial records for the later years of the OPRs can not be very much, or else 
there would have been a break in the trend moving from the burial totals to the death 
ones. No such break occurs for any parish. For the parishes where the death totals are 
higher than the burials of the preceding years we have seen that this merely continues 
the trend in the burial records. No firm conclusion can be drawn, though , about 
under-registration in the early years of the period being studied. However, it was felt 
2 For Arbirlot and Lochlee the burial record data ends a number of years before vital 
registration so it is difficult to draw firm conclusions. The annual numbers of deaths are 
similar to the annual burial totals, but with the gap between the two this may not be evidence 
that under-registration of burials is low. 
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that the 1840s were likely to be poor because of the Disruption. Hence if these years 
are reasonably good then it is likely that the earlier years were too. These results 
confirm the evidence we examined earlier in Chapter 2 and in section 4.2 of this 
chapter, about the good quality of the parish registers for specific parishes. 
For many of these parishes, the same levels are maintained not just for the end 
of the period studied but for all of it. Such is the case for Ceres, Arbirlot, Kilrenny. 
Kingoldrum, Lintrathen, Carnbee and Logie (however, because Arbirlot has data for 
only a few years, it is harder to draw conclusions about overall trends in this parish). 
Within this longer term stability there are a lot of annual fluctuations, which for many 
of these parishes may simply be due to the small number of cases. This is particularly 
so for the parishes in the lower levels of the urban hierarchy. Severe annual 
fluctuations are much less evident for Dundee and Montrose. Other parishes show 
different trends over the whole period. We have already looked at Dundee, Montrose 
and St Monance, which had rising trends. In Cupar the number of burials per year 
remains roughly constant from 1810-1819, before rising to 1832/33 and then levelling 
off again to 1861. In Maryton and Moonzie there is evidence for a slight decline in 
overall levels of burials and deaths over the period. Lochlee shows a slightly rising 
trend from 1814 to the early 1820s and then levels off to 1837, maintaining these 
levels during the period 1855-61. Burials in Dunino remain level from 1810 to the 
early 1840s and then decline between 1842 and 1844/5 before levelling off again to 
1861. This drop may be due to the Disruption but the fact that similar levels continue 
during the vital registration period suggests that this is not the case. With such small 
numbers any trends identified must be viewed as tentative. 
Thus with these overall adjusted annual totals of adult burials/deaths we face a 
number of problems. Firstly, several parishes have only a few cases each year. To 
solve this problem we need to be able to combine the data from several parishes so 
that any trends identified are based on a reasonably large number of cases (at least 
about thirty per year would give more robust results). We also need to be able to 
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combine different levels of the hierarchy and different industrial groups so as to 
examine the impact of industrialization on adult mortality as outlined in chapter three. 
Finally, we do not know if any trends are genuine trends in adult mortality or if the`' 
are just reflections of population changes, in terms of population size and age- 
structure. To obtain information to help solve this problem we need to calculate crude 
and age-specific death rates and we shall be looking at the former in sections 4.10 and 
4.11 and the latter in the next chapter. To begin with, though, we can address the 
need to group parishes to tackle the first two problems in the next section. 
4.7 INDEX OF ADULT BURIALS FOR EACH LEVEL OF THE 
URBAN HIERARCHY 
For an individual parish Flinn's (1977) index measures fluctuations about the 
overall mean number of burials for that parish. The overall mean is the sum of all 
burials for all years for which data are complete, divided by the number of such years. 
The index for any one year is then the number of burials for that year divided by the 
mean and multiplied by one hundred. To combine data from different parishes, that 
have data for different years, Flinn (1977) calculated the index for a group of parishes, 
for any one year, as the total burials for that year for all parishes in the group that have 
complete data for that year, divided by the sum of the overall means of those parishes 
in the group that have complete data for that year, multiplied by a hundred. 29 The 
limitations of such an index are well known - its focus on crisis mortality, the fact that 
it is not very good for detecting trends in background mortality, and that it takes little 
account of changes in population size and none of changing age structures. To these 
must be added a reservation about its method of calculation, for Flinn's group index 
simply sums the means, so an alternative method for calculating the group index wk a,,, 
therefore, developed. To calculate this index alternative for a specific year. for all 
29See Flinn (1977) pp. 98-101 for a full description of the method. 
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parishes that had complete data for that year, the number of burials in a parish for that 
year is multiplied by the total number of years for which that parish has data (in effect 
the number of burials is being weighted according to the number of years for which 
that parish has data). These weighted totals are then summed for all the parishes that 
have data for that year and then divided by the sum of the total number of burials for 
those parishes over the whole period and multiplied by one hundred. The results of 
this index were then compared with those obtained using Flinn's (1977) method. 
However, in practice, it was found that there was very little difference between the 
two sets of indices. 30 It was thus decided to use Flinn's (1977) method as the results 
could be compared directly with Flinn's results. The indices were only calculated for 
the burial data. It was felt that it would be wrong to include the vital registration data 
in the index as combining data from different sources could be misleading. Unlike 
the previous analysis of the annual totals of adult burials and deaths, where the 
information from the vital registers was shown alongside and not combined with data 
from the parish registers, if the vital registration data had been included in the indices 
then the number of burials in a parish in a given year would have been divided by a 
mean that was calculated using both vital and parish registration data. Although the 
previous analysis of the numbers of adult burials and deaths each year showed that 
under-registration in the burial records was unlikely to be problematic for the later 
period there is still some doubt about the earlier period. Thus it was felt that it was 
best not to combine data from the two different sources and to just use the parish 
register data for the period 1810-54 to calculate mortality indices. At first the parishes 
were grouped according to levels of the urban parish hierarchy (or 'parish hierarchy') 
and these results are presented below, in Figure 4.3 before going on to look at them 
grouped according to industrial category. 
30 For an indivuidual parish the formulae give the same result. For parishes combined they 
are exactly the same only when the parishes have data for the same number of years. 
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FIGURE 4.3 Burial Indices for the Various Levels of the Urban Parish Hierarchy 
i) PARISH CONTAINING REGIONAL CENTRE (Dundee) 
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iii) PARISHES CONTAINING MINOR LOCAL CENTRES (Kilrenny) 
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iv) PARISHES CONTAINING LARGE VILLAGES (St Monance) 
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v) PARISHES CONTAINING VILLAGES AND RURAL HAMLETS (Arbirlot, 
Kingoldrum, Lintrathen, Lochlee, Maryton, Carnbee, Dunino, Logie, Moonzie) 
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vi) PARISHES THAT CHANGE POSITION IN THE HIERARCHY 
a) Cannock (climbing from a parish containing small villages to one containing a large 
village) 
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b) Ceres (declining from parish containing a major local centre to one containing a 
large village) 
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Looking first at the top of the hierarchy, Dundee, it can be seen that the index 
shows an overall upward trend, with fluctuations about the mean. There are mortality 
peaks in 1832,1843,1847 and 1849, and troughs in 1834,1841,1845 and 1852. 
There were cholera epidemics in the parish in 1832 and 1849 and typhus in 1847. 
After rising from 1821 to the early 1830s there is evidence from this index that the 
trend in number of burials levelled off more from 1833 onwards. Since population 
was still rising in this period it may be that mortality levels fell after the early years of 
industrialization. Looking at the major local centres, again there is an overall upward 
trend. Within this, the very early years show a level trend, before rising from the 
early 1820s to the early 1830s. From 1831 the trend then levels off as it did for 
Dundee, except for the crises precipitated by cholera and typhus epidemics in 1837 
and 1847-9. The peaks and troughs in mortality have a different temporal pattern than 
Dundee and this may be owing to the spatial pattern of disease dispersion. 
Interestingly, the peak seen in Dundee in 1832 is missing from the major local centres 
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level (this is mainly due to Montrose because Cupar shows a peak in mortality at this 
time due to cholera but in Montrose cholera appears later, in 1833). It is also worth 
noting that the 1849 peak in Dundee is relatively more extreme than that of the major 
local centres (notice the different scale). 
Further down the urban hierarchy, looking at minor local centres, the trend in 
the burial index is level, with mortality peaks in 1832 (due to cholera), 1837 and 
1848-9 (due to fever, most probably typhus, followed by a cholera epidemic). Like 
Dundee the peaks, except for the one in 1837, are quite extreme. For the large village 
level (St Monance), burials fluctuate less and seem to be low during the mid 1830s 
before rising in the 1840s. At the bottom of the hierarchy, though levels are lower in 
the 1820s than the 1830s and 1810s, which is an opposite pattern to that seen at the 
top levels of the hierarchy. It should also be noted that these parishes containing 
villages and rural hamlets show the least amount of annual variation (the annual 
fluctuations are relatively small compared with the higher levels of the hierarchy). 
Of the two parishes that change their position in the hierarchy, Cannock shows 
a level trend to the 1830s when burials start to decline. There is then a break in the 
data until 1845. From 1845 to 1854 there is a slight rise in the index. For Ceres the 
index remains fairly level, fluctuating about the mean. Mostly these two parishes are 
in the lower levels of the parish hierarchy and, like the other parishes from these 
levels, show less severe peaks than Dundee. 
For the parishes from the lowest level of the hierarchy the typhus and, in 
particular, cholera epidemics seem less of a factor in mortality patterns and this may 
be why the fluctuations in these parishes were less extreme. Similarly for St 
Monance, cholera does not seem to have been as important as it was in Kilrenny. 
Montrose, Cupar and Dundee, though typhus was, being chiefly responsible for the 
1848 peak in mortality in St Monance. Furthermore, it is only in the parishes in the 
top echelons of the parish hierarchy that we see a rise in burials at the end of the 
period owing to a cholera epidemic in 1853 for Dundee and 1854 for the major local 
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centres. An analysis of the different industrial groups in the following section may 
help in explaining these patterns. 
4.8 INDEX OF ADULT BURIALS FOR EACH INDUSTRIAL 
CATEGORY 
FIGURE 4.4 Burial Indices for the Various Industrial Categories 
i) INDUSTRIAL TYPE I (Dundee) 
See the index for Dundee shown in Figure 4.3 (i) above. 
ii) INDUSTRIAL TYPE II (Montrose) 
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iii) INDUSTRIAL TYPE III (Cupar) 
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iv) AGRICULTURE/WEAVING (Arbirlot, Cannock and Ceres) 
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v) AGRICULTURE/FISHING (Kilrenny and St Monance) 
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vi) AGRICULTURE (Carnbee, Dunino. Logie, Moonzie, Kingoldrum, Lintrathen, 
Lochlee and Maryton) 
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From the analysis of the index of adult burials for each level of the parish 
hierarchy it appeared that both the timing and the extent of cholera epidemics may 
have been linked to a parish's position in the hierarchy (and hence to population 
density and migration). Looking at the different industrial groups it can now be seen 
that the cholera epidemic in the 1850s appeared in Dundee before it appeared in 
Montrose. Cupar parish appears to have missed this epidemic. Cupar was declining 
in importance over the period because of the limitations on industrial expansion. 
notably the town lacked a port. This lack of industrial growth and accompanying 
urbanization may have been a factor in the last cholera epidemic missing Cupar. In 
effect by the end of the period there is evidence that Cupar is beginning to resemble 
the parishes that are less industrialized and also lower down the urban hierarchy. 
However, Cupar was still an important centre so it may be that the cholera epidemic 
was linked more to population density than population movement. The timing of the 
cholera epidemic in the early 1830s is slightly more complicated. Cholera reached 
Cupar in 1831 and peaked in 1832. The disease peaked in Dundee in 1832. 
However, from the evidence of the NSA we looked at in the last chapter, the visitation 
of cholera in Montrose came later, in 1833, and was only mild. From the timing of 
these outbreaks it appears that the disease spread northwards. This epidemic seems to 
be linked more to population movement. 
Looking at the burial index for the other industrial groups it is interesting to 
note that for the parishes engaged in agriculture, and for those engaged in a mix of 
agriculture and weaving, the trend in the index is fairly level and the annual 
fluctuations are small in comparison with Dundee, Montrose and Cupar. The fishing 
parishes have quite large fluctuations in a few years, but the trend is again fairly flat. 
Flinn's index is designed to examine crisis mortality. It has been useful for our 
purposes to identify peaks and troughs in mortality and for combining data from 
different parishes. Epidemics have been identified, the timing of which correspond to 
the epidemics Flinn (1977) identified for Scotland in general. It has been interesting 
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to see how the timing and extent of these epidemics varied for the different industrial 
groups and different levels of the hierarchy. The index also gives some indication of 
trends in adult burials in eastern Scotland. However, in this area of overall trends it is 
very limited. Thus for our purposes a different method is required to look at overall 
trends. One way is to use a moving average and this approach will be employed in 
the next section. 
4.9 TRENDS IN ADULT BURIALS : MOVING AVERAGES 
Using the adjusted adult burial totals, five-year and seven-year moving 
averages were calculated for the parishes of Dundee, Montrose, Cupar and Ceres. 
These parishes were used as they have a large number of adult burials for each year 
(over thirty burials per year was felt to be large enough to give reasonable results). 31 
The results of the five-year moving averages are presented below (the seven-year 
moving averages gave similar results so only the five-year moving averages are 
shown here). The moving average was calculated using the parish register and vital 
registration data, as opposed to the index in the previous section which only used the 
former type of data. When under-registration was examined earlier in section 4.4 it 
was felt that it was not too big a problem in the latter period as there was no great 
difference in the number of burials during the last few years of parish register data 
compared with the number of deaths in the early years of vital registration. 
Consequently, as a moving average only combines data from the vital registers with 
that from burials for a few of the transition years, it was felt that combining the 
different sources of data would be acceptable in this case. 32 The moving averages are 
31 To examine the other parishes, data from different parishes would have had to be 
combined. This would have required the numbers of burials to be weighted by parish 
population size. It was felt that if information on adult population were to be used then it 
was best employed in calculting crude adult burial rates as is done in section 4.11. 
32 For the index, where the two types of data would have been combined over the whole 
period, 1811-61, since there is no way to measure under-registration in the early years of the 
period, the two different data sources were not combined. Hence the index only runs to 1854. 
In a way the moving average plots are similar to the plots of adult burial totals where the 
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shown on a log scale because, since the values for Dundee are so much larger than for 
the other parishes comparison is difficult using an ordinary scale. It must also be 
remembered that the vital registration data for Dundee and Montrose refer to a 
different area than the parish. For Montrose there is very little difference, but for 
Dundee the registration district includes part of the parish of Liff and Benvie in 
addition to Dundee parish. Thus the moving averages for Dundee from 1855 onwards 
are highly likely to be higher simply because there is a larger population at risk and 
these results must be viewed with caution and are not directly comparable with the 
pre-1855 results. Figure 4.5 below shows the five-year moving averages. 
vital registration data are also presented with the burial data - it must be remembered in both 
cases that they are two different data sources. 
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This plot still shows some of the cyclical variations in burials that were 
evident in the indices calculated in the preceding section. From these moving 
averages it is easy to see that all four parishes show a cyclical pattern that is very 
similar from c. 1838 onwards, with a peak in the late 1830s, followed by a trough in 
the early 1840s, a peak in the late 1840s and another trough in the early 1850s. The 
timing of these cycles is slightly different from parish to parish. The trough in burials 
in the early 1850s, for example, occurs in Dundee and Montrose a few years before 
Cupar and Ceres. This could be associated with the urban hierarchy, the spatial 
distribution of people affecting the spread of disease. The increase in deaths in each 
parish in the late 1840s is remarkably similar in its timing. This was a period when 
many people were leaving Ireland to escape the famine there. Could there have been 
food shortages in Scotland too? When we examine mortality trends by social class 
and cause of death in the next chapter we may be able to answer this question. 
If we just compare the moving averages of Cupar and Ceres it can be seen that 
the peaks and troughs in Ceres parish always lag behind those in Cupar by about a 
year. This is possibly due to the fact that Ceres parish is adjacent to Cupar. Also by 
the late 1830s Ceres represents a lower level of the urban hierarchy than Cupar. The 
movement of people in and out of Cupar would thus have been greater than in Ceres, 
since the larger centre of Cupar town provided more services, including a market. 
Hence diseases may have been carried to Cupar from other centres such as Edinburgh, 
and then spread to surrounding areas. This may explain the difference in the timing of 
epidemics in the various centres. Geographical location combines with level of the 
urban hierarchy in this spread of disease. Parishes containing large urban centres are 
likely to experience the epidemic before their hinterlands but it is also possible that if, 
say, a disease was being spread from Edinburgh, then there may be ageneral 
progression of the disease northward through Fife and Angus. 
More importantly, though, these moving averages also show clearly the trend 
in adult burials in these parishes. In Dundee and Montrose, burials have an upward 
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trend throughout the period. For Dundee this rise is steepest in the earls' `'ears, 1822 
to 1834. In Montrose the rise in the early period is much more gentle, most of the 
increase coming after 1834. Cupar sees a steep rise during the 1820s before levelling 
out at a higher rate, whilst Ceres remains relatively stable. These moving averages of 
adult burials are an improvement on the index for identifying background trends 
rather than annual variations. However, they are still limited in that these are only 
trends in numbers of burials/deaths and no account has yet been taken of changes in 
population size. As we can see from plotting the total population alongside the 
moving average for these parishes in Figure 4.6a to 4.6d below, much of the increase 
in burials could be explained by the rise in population. 33 There are some interesting 
points though where the trends in burials differ from the population trends. For all 
three parishes the increase in mortality in the late 1840s is more dramatic than any 
rise in population. In addition, in Dundee the rate of increase in burials from around 
1830-35 seems to be slightly higher than the population rate of increase. In Cupar a 
steep rise in burials in the 1820s is not matched by a similarly dramatic population 
expansion. With the exception of the fall in burials in the early 1840s, burial trends in 
Ceres follow a similar trend to the population though they lag behind slightly in 
temporal terms. It must be noted, however, that these are figures for the total 
population, though, and are thus only a guide when placed alongside burials that 
relate only to adults. Total parish population figures should either be combined with 
data on total burials in a parish or, ideally, disaggregated to yield estimates of age- 
specific death rates. To relate population changes to adult burials it is really necessary 
to see what was happening to the adult population in these parishes. In the following 
33 The population data are drawn from the decadal censuses. The figures given relate to the 
parish except for Montrose and Dundee for the period 1855-61 where the population is given 
for the registration district as that is the area that the death data relates to. An adjustment 
was also made to the 1841 census figure for Dundee as the census mistakenly included pert of 
the parish of Liff and Benvie in the count for Dundee. The population figure for this region, 
part of Lochee, has thus been subtracted from the overall 1841 census total for Dundee parish 
to give a more accurate figure for the parish population. For all the parishes the population 
figures for the inter-censal years were calculated by assuming that population 
increase /decrease between the censuses was uniform. For more details on this and a 
complete list of population figures for each parish see section 4.10 and Appendix three. 
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two sections we will be looking at this more closely as crude burial (death) rates and 
crude adult burial rates are calculated before going on in the next chapter to look at 
age-specific death rates.. 
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FIGURE 4.6 a Five-Year Moving Average of Adult Burials/Deaths in Dundee, and the Total 
Population, 1821-61. 
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FIGURE 4.6b Five-Year Moving Average of Adult Burials/Deaths in Montrose, and the Total 
Population, 1820-61. 
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FIGURE 4.6c Five-Year Moving Average of Adult Burials/Deaths in Cupar, and the Total Population, 
1810-61. 
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FIGURE 4.6e Five-Year Moving Average of Adult Burials/Deaths in Ceres, and the Total Population, 
1820-61. 
4.10 TRENDS IN OVERALL MORTALITY : CRUDE BURIAL 
AND DEATH RATES 
Information on the total population of these areas for the nineteenth century is 
limited as we saw in Chapters 2 and 3. Figures for adults are even scarcer. Another 
problem in dealing solely with adults is that there are only a few comparable studies 
that results can be measured against. For these reasons it was felt that it would be 
useful to start with figures relating to total burials and total population in order to 
calculate a 'crude burial rate' before going on to concentrate on adults in the next 
section. The term 'crude burial rate' (CBuR), as opposed to 'crude death rate' (CDR), 
is used here because, for most of the period, it is burial figures that are being used (for 
the period 1855-61 there is no problem as the figures relate to deaths, so it i,, easy to 
calculate a crude death rate for these years). Where under-registration is a problem 
with the burial records, the number of actual deaths will be under-estimated for the 
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period 1810-54. Hence, it must be remembered that any rates calculated using the 
burial totals as they stand will under-estimate mortality. Using the term 'crude burial 
rate' helps us to remember this. If under-registration is assumed to be constant over 
time and across regions then the crude burial rates can be compared against each 
other. However, from the analysis of under-registration conducted in section 4.2 
above, we know that under-registration levels differ between parishes and probably 
differ within parishes over time. Thus any comparisons must be carefully made. 
When comparing the results we must bear in mind that the period around the 
Disruption in 1843 may be worse for under-registration. Also those parishes with 
high levels of non-conformity are likely to have experienced higher levels of under- 
registration. Consequently the knowledge gained from the analysis of under- 
registration will be used when interpreting the crude burial rates. Furthermore, for 
two parishes, Ceres and Moonzie, we have a measure of under-registration . 
Thus 
burial figures for these two parishes will be inflated to give estimates of the number of 
deaths. These figures will then be used to calculate crude death rates. Assuming that 
Moonzie is representative of other agricultural parishes in terms of under-registration 
(which seems a reasonable assumption in view of the analysis of non-conformity and 
under-registration in the various parishes) then a crude death rate for these parishes 
can also be estimated. Firstly, though, we shall calculate the crude burial rate. In 
order to do this, data on total populations are required and we shall begin by looking 
at this. 
The total population of each parish was obtained from the decadal censuses 
from 1801 to 1861. Table 4.7 below shows these figures. 
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TABLE 4.7 Parish Population Figures, 1801-61. 
PARISH Population 
in 1801 
Population 
in 1811 
Population 
in 1821 
Population 
in 1831 
Population 
in 1841 
Population 
in 1851 
Population 
in 1861 
Dundee 26804 29616 30575 45355 62794 62545 6898634 
Montrose 7974 8955 10338 12055 15096 15822 1545535 
Cupar 4463 4758 5892 6473 6758 7427 6750 
Ceres 2352 2407 2840 2762 2944 2833 2723 
Camock 860 884 1136 1202 1269 3191 2925 
Arbirlot 1038 1054 1052 1086 1046 990 960 
Kilrenny 1043 1233 1494 1705 2039 2194 2534 
St Monance 852 849 912 1110 1157 1241 1498 
Maryton 596 473 476 419 452 366 417 
Kingoldrum 577 537 517 444 440 429 473 
Lintrathen 919 958 941 998 981 926 898 
Lochlee 541 521 572 553 622 615 495 
Logie 339 369 440 430 419 467 410 
Dunino 326 294 343 383 471 289 370 
Moonzie 201 183 209 188 174 198 179 
Cambee 1083 1098 1048 1079 1043 1129 1157 
Source: 1851 Census of Great Britain: Numbers of inhabitants 1801-51, and the 1861 Census of 
Scotland. 
For all but three parishes, these population figures could be applied directly to 
the burial and death data, 1810 to 1861, to calculate crude burial rates. However, for 
Dundee, Montrose and Dunino some adjustments had to be made. As we saw in 
34 The figure given here is for the parish. The registration district of Dundee had a 
population of 91,664 in 1861. 
5 Again the population given is for the parish of Montrose, the registration district had a 
population in 1861 of 15,668. 
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section 4.4 above, the part of Dunino parish known as Kingsmuir was transferred to 
Crail parish in 1851. Since it was felt that people in this area would still use Dunino 
parish church it was decided to adjust the population figures for 185 1 and 1861 to 
include Kingsmuir. Unfortunately neither the 1851 or 1861 census return states the 
number of people in Kingsmuir. However, in 1841 the number was 143 inhabitants. 
Since neither the population of Crail or Dunino was changing rapidly in this period it 
was decided simply to add 143 to the population figures for Dunino in 1851 and 1861 
as the best way to adjust the population figures. This gives values of 432 and 51.3 
respectively. For Dundee, the 1841 census figure mistakenly included part of the 
parish of Liff and Benvie so the population from that area (amounting to 1,254 
people) was subtracted from the parish total to give a new value for the population of 
Dundee parish of 61,540. For all the parishes, the parish populations for each year 
between censuses was then estimated by assuming that population increase/decrease 
between the censuses was uniformly spread over the ten years. Thus for each parish 
annual parish population figures were arrived at and a full list of these figures is given 
in Appendix three. There is a further factor that had to be taken into account. For 
both Dundee and Montrose, for the years of vital registration, 1855-61, we really need 
the population of the registration districts rather than the parishes because data on 
deaths are returned by registration district. For 1861 these values are given, being 
91,664 for Dundee and 15,668 for Montrose. To estimate the populations in these 
districts in 1851, the percentage increase/decrease in the parish population between 
1851 and 1861 was applied to the 1861 registration district population. This gives 
estimates of the registration district populations in 1851 for Dundee and Montrose 
respectively . 
Then, using the same method as was applied to the inter-censal years, 
the increase/decrease in district population between 1851 and 1861 was assumed to be 
uniformly distributed over the ten years in order to estimate the district populations 
for the years 1855-61. For the other years (1851-54), the parish figures were used 
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since the burial figures relate to the parish. Again a table of the estimated district 
populations for Montrose and Dundee is given in Appendix three. 
Having obtained annual population figures for each parish the period 1810-61, 
it was then possible to calculate crude burial rates (CBuR) for the period 1810-54 and 
crude death rates for the years 1855-61. These CBuRs were calculated for the 
different levels of the parish hierarchy and the different industrial categories, as was 
done for the index of burials. 36 Appendix four gives the annual CBuRs for all these 
groups. For simplicity only the results for the industrial categories are presented here 
because there is a lot of overlap between the parish hierarchy and the industrial 
categories, with results thus being somewhat repetitive. Dundee, Montrose, and 
Cupar are shown separately, representing the three types of industrial parishes (they 
will be referred to by their parish name rather than industrial groups I. II and 111)37. It 
was felt that keeping Montrose and Cupar separate was preferable to grouping them as 
level two of the parish hierarchy because previous results have already shown the 
pattern of burials in the two parishes to be different. Also, it is still possible to draw 
conclusions about this level of the parish hierarchy from the separate plots. St 
Monance and Kilrenny are grouped as the agricultural/fishing, or simply 'fishing', 
parishes (this also represents the middle levels of the parish hierarchy). The six 
agricultural parishes are combined and their results can also be taken as representing 
the lower level of the parish hierarchy since, as can be seen from Appendix four, the 
CBuRs hardly differ from those for level six of the parish hierarchy. 38 Finally, data 
from the agricultural/weaving (henceforth 'weaving') parishes of Ceres, Carnock and 
Arbirlot, are aggregated, these results being mostly the parishes that move between 
different levels of the parish hierarchy. Figure 4.7 shows the annual CBuRs for all 
36 It would not have been worth calculating CBuRs for every parish separately because, for 
the smaller parishes, the annual number of burials is too small to give robust results. 
37 For Dundee, because the burial records were of good quality, though lacking information 
on age at death for the period 1810-20, it was felt that it would be worth looking at the crude 
burial rate for all ages from 1810 instead of only from 1821 onwards when age becomes 
available. 
38 This is not surprising as the only difference between the two is that level six of the 
hierarchy also included Arbirlot and this parish only has data for a few years. 
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six of these industrial groups. This plot helps in comparing the relative mortality 
levels experienced by each group. However, because the graph is too crowded it is 
difficult to discern the mortality trend of each group, so the results are also shown for 
the three industrial groups in Figure 4.8 and the weaving, fishing and agricultural 
groups in Figure 4.9 below. In addition, crude burial rates for three-year averages of 
burials centred on the census years were calculated for each parish and the results are 
shown in Table 4.8, along with the crude death for the years 1855-61 (centred on 
1858). 
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TABLE 4.8 Crude Burial Rates for the Three-Year Period centred on each Census 
Year and the average annual Crude Death Rate for the years 1855-61 (centred on 
1858). 
PARISH CBuR 
1811 
CBuR 
1821 
CBuR 
1831 
CBuR 
1841 
CBuR 
1851 
CDR 
1858 
Dundee 21.3 22.0 28.8 24.3 25.8 27.0 
Montrose 21.9 22.3 21.7 19.2 24.2 
Cupar 8.2 8.7 24.0 15.5 15.7 18.4 
Ceres 13.9 17.3 16.4 16.8 13.3 
Cannock 26.0 19.4 11.1 13.2 16.7 
Arbirlot 14.0 
Kilrenny 21.1 17.3 33.4 15.4 
St Monance 14.1 10.1 17.2 20.5 
Ma ton 24.0 25.2 15.1 21.4 13.7 16.7 
Kingoldrum 10.3 9.8 20.5 10.9 9.6 
Lintrathen 12.6 13.0 15.1 
Lochlee 17.5 17.5 14.0 
Logie 16.7 14.8 12.8 12.7 
Dunino 24.9 18.5 12.2 14.2 5.4 9.3 
Moonzie 40.8 36.4 21.9 16.2 
Cambee 9.7 15.3 7.8 14.4 11.2 9.8 
Source: OPR 1810-54, VR 1855-61 and Census of Great Britain 1811-61 (see Appendix 2 for the 
number of burials for each parish in each year and Appendix 3 for the population figures). 
We shall start by considering the overall trend over the period in each of these 
industrial categories, before going on to compare their CBuRs relative to one another. 
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If it is assumed that under-registration is constant over the period then each of these 
CBuR series shows overall trends in mortality, though they will be under-estimating 
the absolute levels of mortality. From the previous work in Chapter 2 the validity of 
such an assumption is questionable. Under-registration is likely to be worse in the 
period before 1820, when the church called for improvements in the registration of 
baptisms, marriages and burials, and also around the Disruption of 1843. Thus, when 
looking at trends in the CBuRs we would expect (if mortality rates remained the 
same) that the CBuRs would still show a rise between about 1818 and 1821, then a 
levelling off to around 1843 when the rates would fall, followed by a rise in 1855 
when vital registration is introduced (from 1855-61 we effectively have a crude death 
rate). 39 In view of this let us look at the results. 
Looking first at Dundee and Figures 4.7 and 4.8, mortality rates increase 
slightly over the period 1810-61. From the trends in the three-year CBuR in Table 
4.8, has, the parish has, in general, the highest crude burial and death rates. Rates rise 
from about 20%o in the 1810s and 1820s to 35%o by 1837. Dundee has the highest 
rates of mortality in the 1830s of all the parishes. Rates then fall to about 25%c by the 
early 1840s and then level off at this higher level (compared with the 1810s and 
1820s). There are short-term fluctuations such as in the late 1840s before a slight 
increase that led to levels of about 27%c by 1861. 
For Montrose, the series begins in 1820, when burial registration should be 
reasonably good. Taking the period as a whole, the rates for Montrose remain 
relatively level. This is supported by the three-year CBuRs centred on census years 
shown in Table 4.8, which are around 22%c (these are calculated by taking the mean 
number of burials in a parish over the three years around a census year, dividing by 
the population at that census and multiplying by 1,000). Between 1820 and 1828 
there is evidence of a slight decline in mortality from a CBuR of about 237c to under 
18%(-. The rates begin to increase from 1828 to 1838/9 (but not as much as in 
3`) Because the registration district poulations have been used in the calculations for Dundee 
and Montrose for 1855-61, then these rates are comparable with the burial rates. 
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Dundee), returning to the levels seen in 1820 by 1838/9 with a CBuR of 21.5"I( in 
1838 and 24%c in 1839. The CBuR then levels out at this higher rate, fluctuating at 
around 20-23%c until the end of the period. There are short-term fluctuations within 
this pattern, such as the cholera epidemic in the late 1840s, which is predictably 
followed by a lull in mortality in the early 1850s (the epidemic killing people who 
otherwise would have died in the next few years) and another cholera epidemic in 
1854. Population figures indicate that the increase could not have been due to a rush 
of in-migrants because of food shortages in the west. If the Disruption caused under- 
registration to worsen, then these epidemic peaks are, if anything, under-estimated. 
The death rates of 1855-61 are very slightly higher than the background burial rates of 
the preceding years, but not much, and this may simply be due to the greater 
completeness of the death registers. 
Overall trends in mortality in Cupar contrast with those in Montrose. The 
level of background mortality in Cupar shows much greater change over the whole 
period than it does in Montrose. For the early period, 1810-19, CBuRs for Cupar 
parish are low at between 6%c and 15%0, but fluctuate a lot from year to year despite 
the general trend being roughly level. It seems likely that absolute levels of mortality 
would not have been as low as the 8%o shown in Table 4.8 so it appears that under- 
registration is a problem in this period as we suspected. However, there is no reason 
to suppose that under-registration was not constant between 1810 and 1819, the 
improvement coming with the new register in 1820. Thus it is likely that the trend in 
mortality in this early period was flat, neither rising nor falling. In the early 1820s the 
CBuRs begin to climb, which is not unexpected given the improvement in 
registration. However, this rising trend continues until the mid- 1830s. The CBuR 
increases from about 12`x« in the early 1820s to over 20%c in the 1830s (this is when 
the cholera epidemic of 1832, where rates rose to 28`7(, is ignored). This rise through 
the 1820s is very unlikely to be caused by a continued improvement in registration 
since all evidence on under-registration indicates that there is little reason to doubt 
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that it was constant from 1820 to the early 1840s. Thus it is likely that mortality was 
rising in Cupar from the early 1820s to the early 1830s. If anything, in Montrose 
mortality declined during the 1820s in complete contrast to what was happening in 
Cupar. From 1833 the rate in Cupar then levels off at about 22%( until 1840, 
following a similar level and trend to that seen in Montrose, with the exception that 
Cupar misses the epidemic of 1837. However, whereas Montrose's rate remained 
reasonably level to the end of the period, that of Cupar begins to decline rapidly from 
1840 to 1843, falling from about 20%c to 12%c in 1842. This fall predates the 
Disruption so cannot be due solely to a change in the level of under-registration. It is 
very likely that there was a fall in the death rate in the early 1840s. If the epidemic of 
the late 1840s is ignored then the rate rises a little from the trough of 1842, but levels 
off at a rate about 18%0, lower than that witnessed in the 1830s and lower than rates in 
Montrose at this time (the crude death rate taken over the seven years 1855-61, is 
18.43%o for Cupar, which provides further evidence to confirm that this lower rate is 
not just due to under-registration from 1843-54). 
If we now look at Figure 4.9 which shows the annual CBuRs for the weaving, 
fishing and agricultural parishes, it can be seen that for the weaving parishes the 
overall trend in the CBuR is downwards from 1810 to the mid-1840s, from about 
25%o to about 15%0, (with the exception of an increase in levels from 1834 to 1840) 
before levelling off at this lower rate to the end of the period. Looking at Table 4.8 
this seems to be due mainly to a fall in the CBuR for Carnock. Of the three groups for 
which there are rates for the period 1810-20 (Cupar, weaving parishes, and 
agricultural parishes) the weaving parishes are the only one to show a decline in rates 
for these years. The agricultural parishes show a more level trend overall, with a 
slight fall in the 1820s followed by an increase in the 1830s and another decline from 
the late 1830s to the mid-1840s, before levelling of at rates similar to those seen 
between 1810 and 1830 of about 14%c. In fact between 1831 and 1841 the 
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agricultural parishes show very similar levels and trends to those of the weaving 
parishes. 
Unfortunately the series for the fishing parishes (which are also the parishes 
from the middle levels of the parish hierarchy) only begins in 1828. The trend 
remains fairly level from 1828 to 1861 at about 1691(. Generally this group has very 
low rates like the agricultural parishes, though within this Kilrenny has higher CBuRs 
than St Monance as can be seen in Table 4.8 and Appendix four. The fact that 
Kilrenny, which represents a higher level of the urban hierarchy, has worse mortality 
than St Monance indicates that it is not only type of industry that is important, but 
also degree of urbanization. 
Finally, looking at the fishing parishes, of all the groups, the most dramatic 
fluctuations in CBuRs are seen in the fishing parishes, with very high peaks of 
mortality in epidemic years such as 1848. This becomes even more obvious when 
looking at Figure 4.7 which shows the CBuRs for all the categories on the one plot. If 
we assume that under-registration is the same for each parish then these CBuRs can 
be used to compare relative levels of mortality in the six industrial groups. However, 
we know from our previous work that such an assumption is not valid, since it was 
found that under-registration was worse in Ceres than Moonzie. Moonzie is an 
agricultural parish where most inhabitants lived within easy distance of the church 
and religious non-conformity was low. Its level of under-registration is likely to be 
typical of parishes with these characteristics. This would include all of the 
agricultural parishes except Lochlee, where non-conformity was quite extensive. It is 
thus reasonable to assume that under-registration in these parishes was about 23%. 
Ceres is most likely to be similar to the other weaving parishes, though possibly 
under-registration was higher in Carnock as more people did not adhere to the 
established church. It is again most likely that under-registration was higher in the 
weaving parishes than the agricultural ones, or worse in the parishes higher up the 
parish hierarchy. As density of population increases then it becomes more likely that 
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a burial is not recorded. On this basis we would expect under-registration to be worst 
in Dundee and Montrose. However, this is speculation and to assume levels of under- 
registration in these two parishes to be the same as, or worse than, those in Ceres 
would be to extrapolate too far. It is more realistic to assume that Cupar, with its 
close proximity to Ceres, had under-registration running at a similar level. 
Furthermore, the fishing parishes being close-knit communities with people living 
fairly close to the Church are more likely to have had low levels of under-registration, 
like the agricultural parishes. 
Bearing all this in mind, if we look at Figure 4.7 showing the CBuRs of all the 
parishes, then the fact that, for most of the period (the exception being the early 
years), Dundee has the highest CBuRs indicates that it experienced the worst 
mortality levels. Montrose had the next highest mortality . 
Below this come Cupar 
and the weaving parishes. In the early period, 1810-30, it is, surprisingly, the 
weaving parishes that have higher mortality than Cupar. After this, Cupar's mortality 
is generally worse than that of the weaving parishes (almost matching the rates seen in 
Montrose through the 1830s) though at times, such as the early 1840s, the rates in the 
weaving parishes are similar to those in Cupar. The lowest levels of CBuRs are seen 
in the agricultural and fishing parishes, the former having the lowest overall levels of 
all. It thus seems that the more industrialized a parish, the higher its mortality. From 
the early 1840s, as mortality in the weaving parishes declines, then the rates tend 
towards those seen in the fishing parishes, though still higher than the agricultural 
parishes. Of all the groups, the fishing parishes have the most dramatic fluctuations in 
mortality. Since it is probable that under-registration is lower in the fishing and 
agricultural parishes than the other groups we have looked at, then the actual levels of 
mortality in the fishing and weaving parishes is likely to be even lower relative to the 
other groups. This may in part explain why, in the early period 1810-22, it is Cupar 
that has the lowest CBuRs, in that, if under-registration is worse in Cupar than the 
agricultural parishes, then its mortality rates could in fact be higher. However, it may 
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also be due to genuinely low mortality in Cupar in these years. To look at this further 
we need to use the measures of under-registration obtained in section 4.2 above to 
estimate crude death rates. 
We can use the measures of under-registration to inflate the burial figures for 
the agricultural and weaving parishes as well as Cupar and the fishing parishes, using 
the value obtained for Moonzie for the agricultural and fishing parishes, and that for 
Ceres for the weaving parishes and Cupar. This will give us crude death rates (CDRs) 
for these groups. As was stated above, Dundee and Montrose are so different from 
the rest that it would be wrong to assume a specific value for under-registration in 
these parishes. Thus, they have not been used in calculating CDRs, although it is 
probable that under-registration was worst in the major burghs. This would mean that 
the position of Dundee and Montrose as having overall the highest CBuRs would 
translate to them having the worst mortality levels. The burial figures were inflated 
for the agricultural parishes using 23%, and for Ceres and Cupar using 45% as the 
measure of under-registration for the years 1810-54. The resultant CDRs and their 
five-year moving averages are presented in Figures 4.10 and 4.11 below. 
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FIGURE 4.10. Crude Death Rates for Cupar. Ceres and the Agricultural Parishes. 1810-61. 
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From these results it can be seen that between 1810 and 1822 actual mortality 
rates in Cupar and the agricultural parishes were probably very similar, both being 
low, with CDRs of around 20% (the annual CDRs are listed in Appendix 5). 40 
Mortality in Cupar then rises steeply to CDRs of around 40% in the 1830s. In the 
I 820s it is Ceres that has the worst CDRs of the three. This may be because, in the 
early period Ceres, was in a higher level of the parish hierarchy than it was in later 
years. Most importantly, what all three series show is that there is little evidence of a 
secular decline in mortality until the 1850s. These CDRs can be compared with 
previous works on mortality. Flinn's (1977) work showed a decline in mortality from 
1861 in cities, towns and rural areas, the decline in the former being most dramatic. 
Also, cities were found to have the worst levels of mortality. followed by towns and 
0 Since the rates were inflated using a measure of under-registration derived from baptismal 
under-registration in the 1840s, for reasons dicussed in section 4.2 above, this is likely to be an 
over-estimate of burial registration over the period. Hence these CDRs can be seen as an 
upper limit on the true level of mortality and the CBuR s as a lower limit, the true value lying 
between the two , most likely nearer the upper 
limit. 
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then rural areas. In general, the results presented here for Fife and Angus agree with 
Flinn as they show that, overall, the cities had the worst mortality, followed by 
parishes with small towns like Cupar, whilst agricultural and fishing parishes had the 
lowest rates. However, there are some patterns that contradict Flinn's conclusions. 
There is evidence that some rural areas with an extensive amount of weaving had high 
mortality in the early period, especially 1810-20, but that these mortality rates were 
falling from 1810 onwards. Furthermore, in this early period Cupar parish, with its 
town, had low rates of mortality. There is also evidence that the secular decline in 
mortality began in Cupar from 1850 onwards (but for the epidemics in the late 1840s 
the decline could have been dated from 1840). The fact that in Montrose rates were 
declining slightly in the 1820s and were low in Cupar in the early period suggests that 
for industrial parishes it may have been the middle phase of industrialization, from the 
mid-1820s into the 1830s that was associated with worsening mortality in the 1830s. 
Comparing the CDRs from the parishes in this study with those Flinn (1977) 
obtained for Glasgow, it can be seen that in Glasgow the rate increased from 25'%c in 
1821-4, to 31.5%o in 1830-4 and 38%( in 1850-4. In Cupar the corresponding rates 
rose from 21%0o to 42%0, then fell to 30%. It seems that in Cupar the fall in mortality 
came earlier than in Glasgow. There is also evidence that in Montrose rates levelled 
off from the late 1830s and did not continue to rise as they did in Glasgow. We can 
also look at Flinn's (1977) CDR of 24.1 for Scotland in the 1790s and compare it with 
the crude rates available for the early period of this study. The CDRs in Cupar and 
the agricultural parishes from 1810-20 are mostly lower than 24%c, being around 
20%. This may mean that mortality was declining between the 1790s and 1810-20. 
However, we have no figures for cities between 1810 and 1820. As cities generally 
have worse mortality than the agricultural parishes and small towns, we would expect 
rates for Cupar and the agricultural parishes to be lower than the national figure. 
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We have identified trends in overall mortality for all ages. However, we now 
wish to see if adult mortality followed similar patterns. We shall be looking at this in 
the next section. 
4.11 TRENDS IN ADULT MORTALITY : CRUDE ADULT 
BURIAL RATES 
In order to calculate crude burial rates for adults (AdCBuRs) we need the 
number of adults in each parish. These data are available for all parishes (or 
registration districts for Dundee and Montrose) for 1861 and for some of the main 
parishes (Dundee, Montrose, Cupar, Ceres and Kilrenny) in 1841. Additional 
information on the adult population of some parishes is given in the OSA and NSA 
(Carnock, Lochlee, Maryton, Logie and Moonzie). All this information was used to 
obtain estimates of the adult population for the years where it is not known. A full 
account of the method used is given in Appendix 3, together with the annual numbers 
of adults estimated for each parish. Table 4.9 below gives the estimated adult 
population in each parish for the census years, 1811 to 1861. 
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Table 4.9 Adult Population in Each Parish, 1811-61. 
PARISH Adult 
Population 
in 1811 
Adult 
Population 
in 1821 
Adult 
Population 
in 1831 
Adult 
Population 
in 1841 
Adult 
Population 
in 1851 
Adult 
Population 
in 1861 
Dundee 19623 29109 39496 40692 60468 
Montrose 6656 7761 9719 10301 10314 
Cupar 3135 3882 4264 4452 4895 4451 
Ceres 1790 1741 1856 1788 1720 
Cannock 505 649 687 726 1797 1622 
Arbirlot 652 595 
Kilrenny 1015 1214 1328 1559 
St Monance 663 691 741 895 
Maryton 297 299 263 258 254 261 
Kingoldrum 345 332 285 283 276 304 
Lintrathen 623 612 649 638 602 584 
Lochlee 380 417 403 420 393 324 
Logie 238 284 277 279 286 259 
Dunino 187 218 243 299 274 326 
Moonzie 104 118 106 98 113 107 
Carnbee 660 630 648 627 678 695 
The data on adult population were used with the figures on adult burials and 
deaths to calculate crude adult burial rates (AdCBuRs) for each parish (once more for 
Dundee and Montrose the figures are for the registration districts for the years 1855- 
61). The annual AdCBuRs for each group of parishes are given in Appendix six. The 
rates were plotted for the same groups as the CBuRs in section 4.10 above, and the 
results are shown below in Figures 4.12 to 4.14. 
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Looking first at the trends in each group it can be seen that, in Dundee, the 
AdCBuR between 1821 and 1861 remains fairly level. There is a very slight rise from 
1821 to 1837, followed by a slight fall from 1837 to 1841. Rates then level out to 
1861 with the exception of epidemics in the late 1840s. Since the coverage of the 
death registers is likely to be better than that of the burial ones, it is probable that in 
fact mortality continued to decline in the later years. Turning to Montrose, like 
Dundee the overall trend is reasonably level. Unlike Dundee, however, rates in 
Montrose fall slightly from 1820 to the early 1840s and then rise to 1861, though this 
rise may be exaggerated by the better registration from 1855-61. This pattern is a bit 
different from the CBuR, mostly in terms of the timing of the increase for adults being 
later than that for all ages. In Cupar, though, the AdCBuR follows a very similar 
pattern to the CBuR. Overall the trend rises in the first half of the period and then 
levels off. Within this there is a lot of change. In the early years rates are very low. 
They begin to rise around the early 1820s and continue this upward trend till the early 
1830s when they level off at this higher rate. Levels then fall in the early 1840s 
before levelling off at a rate slightly lower than that seen in the 1830s. From the 
1830s to the mid-1850s the AdCBuRs in Cupar are as high as those seen in Montrose. 
For the other years, though , they are generally much 
lower. Dundee and Montrose 
show similar levels overall. 
Looking at the lower levels of the parish hierarchy, the less-industrialized 
parishes, for the weaving parishes we can again see the overall decline in rates that 
was evident for all ages is apparent for adults too. The AdCBuR moves from being 
the highest in the early years to one of the lowest by the end of the period (the very 
low rates in Cupar are probably relatively too low when compared with the weaving 
and agricultural parishes because of the likelihood that under-registration is worse 
there). The fishing parishes again have one of the lowest overall rates of mortality, 
with a fairly level overall trend although the adult rates, like the all-age ones, show 
very high levels in epidemic years. The agricultural parishes show a level trend in the 
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early years followed by a decline in the later years. What is surprising is that the 
AdCBuRs for these agricultural parishes is relatively high in the 1830s when 
compared with the other groups. It was decided not to inflate the crude adult burial 
rates to obtain crude death rates for adults since it is probable that under-registration 
of adult burials is likely to be lower than that of the general population and thus our 
inflation factors would be too high. Furthermore, just by looking at the trends in the 
AdCBuRs we gain some idea of how under-registration might affect these rates. The 
issue we really need to address is how changes in the age structure of the population 
may have led to some of the changes in mortality patterns and this we shall look at in 
the next chapter, along with cause of death and occupational mortality, in an attempt 
to explain these overall trends in adult mortality. Before doing this, however, we shall 
look at the main conclusions of the analysis in this chapter and see how the results 
compare with other studies. 
In summary, we have identified the main mortality crises in our parishes 
between 1810 and 1861 using Flinn's (1977) mortality index. The results show that 
adults in eastern Scotland, in general, experienced the major cholera and typhus 
epidemics that Flinn (1977) identified for Scotland at a national level for all ages. 
However, in eastern Scotland there were important differences in the timing and 
extent of these crises between parishes experiencing different degrees of 
industrialization and representing different levels of the parish hierarchy. As the 
period progressed there is evidence that the severity of the epidemics declined, thus, 
as Flinn (1977) found, the 1854 cholera epidemic was not as severe as the ones in 
1832 and 1849. From the analysis of eastern Scotland it is apparent that the 1854 
epidemic was confined mostly to the two most industrialized parishes and this may be 
linked to the poor sanitary condition of these areas, as we saw in Chapter 3, as well as 
their position in the urban hierarchy (the high levels of movement of people both 
within and between these major industrial centres aiding the spread of infectious 
disease). The less industrialized parishes almost entirely miss the 1854 cholera 
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epidemic. Furthermore the earlier epidemics appear to have affected the most 
industrialized areas more in terms of the severity of the crisis. This suggests that the 
diseases were not endemic. Of the less industrialized parishes it is only the fishing 
parishes that have very high mortality levels from these epidemics in the 1830s and 
1840s and this is probably because population in these areas was more concentrated 
(these parishes representing the middle levels of the urban parish hierarchy). These 
results partially support McNeill's (1977) ideas about the interplay between 
population density and migration and mortality levels. They are in accordance with 
McNeill's theory of higher levels of mortality in more densely populated areas, but do 
not support the theory that mortality levels in such places would be more stable than 
in their hinterlands. 
Turning to look at the results obtained from the analysis of crude burial rates, 
it was found that crude burial rates for all ages were generally higher in the 
industrialized areas and rising over the period in these areas. For the less 
industrialized parishes mortality either remained at low levels or declined to low 
levels over the period. The crude burial rate in Dundee rose from about 22%o to 27%o 
between 1810 and 1861. For Montrose the rate rose from 22%o in 1831 to 24%o by 
1861. In Cupar rates fell between 1831 and 1861 from about 24%o to 18%0. Rates 
also fell in the weaving and agricultural parishes, from about 18%o to about 14%0. In 
the fishing parishes the crude burial rate remained low over the period at between 
14%o and 20%0. Comparing our estimates of the crude burial rates with other studies, 
it can be seen that the crude burial rates at the start of our period are lower in all 
parishes than Flinn's (1977) figure of 24.1%o for the CDR. This would suggest that 
possibly mortality was falling in the early years of the nineteenth century. The rates 
are also lower than Wrigley and Schofield's (1981) value for England and Wales c. 
1790 of 26.2, indicating mortality rates in eastern Scotland were probably lower than 
in England and Wales. By 1861 Flinn (1977) calculates the CDR for Scotland to be 
21.5, whilst Wrigley and Schofield (1981) have a slightly higher value of 21.9 for 
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England and Wales in 1861. For our parishes, the two main industrial parishes, 
Dundee and Montrose, have higher CDRs than Scotland as a whole but the less 
industrialized areas all have a CDR that is lower than the national CDR. 
For adults in Dundee, mortality rates remained fairly high and level. In 
Montrose they increased between 1840 and 1861. In Cupar the AdCBuR rose slightly 
early on and then levelled off, whilst rates fell in the agricultural and weaving 
parishes. For the fishing parishes rates remained fairly level and low. In general 
Dundee had the highest rates and the agricultural and fishing parishes the lowest. 
Comparing our results with those from other countries, it has been found for Sweden 
(Anderson 1988) that any decline in adult mortality did not come until the post-1840s 
period. In the early part of the nineteenth century mortality rates were rising for the 
older age groups. This is in line with our findings for the more industrialized areas of 
eastern Scotland, of rising rates in the early to mid-nineteenth century, though in 
Scotland the decline may have come even later. In France, the nineteenth century saw 
a fall in mortality at all ages up to 50 years (Anderson, 1988). This may be connected 
with the fact that France's industrialization was unique in that a large proportion of the 
population remained in agriculture. Possibly the increase seen in Sweden and certain 
areas of Scotland was due to industrialization bringing about a change in the pattern 
of work and the location of industry as people moved off the land and into urban areas 
to take up jobs in manufacturing industries. To explore this issue more closely we 
shall go on in the next chapter to look at occupational mortality and cause of death. 
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CHAPTER FIVE - AGE AT DEATH, CAUSE OF 
DEATH AND OCCUPATIONAL MORTALITY 
Having examined overall patterns of adult mortality in the previous chapter this 
chapter will seek to disaggregate those trends by looking at mortality amongst different 
occupational groups and from different causes (of death). Two general approaches to 
investigating the impact of industrialization on adult mortality are employed. Firstly, we 
shall continue using the classification of parishes by level of the urban hierarchy and by 
industrial type as were used in chapter four for the overall trends in mortality. Thus we 
shall be looking at age at death in the different groups to see if it varies between different 
levels of the urban hierarchy or parishes with different industrial bases. We shall then be 
looking at how cause of death varies between these hierarchy groups. Examining cause of 
death may help in explaining the overall trends in mortality identified in chapter four since 
different diseases have different causes (we not only want to identify proximate causes of 
death but also gain some understanding of their underlying causes). For example, it may 
be that higher mortality in the urban centres is linked to diseases associated with poverty, 
or overcrowding and poor sanitary conditions which may be less of a problem in rural 
areas. Furthermore, respiratory diseases may be worse in the parishes where people work 
in factories. Thus the analysis of cause of death will provide important pointers to 
explaining adult mortality patterns in eastern Scotland. 
The second approach in this chapter to examining the impact of industrialization on 
adult mortality is to look at occupational mortality. A person's occupation can influence 
their health and hence their mortality in two general ways. To begin with, the job itself 
with its associated working conditions has an effect (this can be termed a 'work effect'). 
Mining is a good example of this since it is a dangerous job in that accidents sometimes 
occur and also the dust causes lung diseases. Other occupations may be more healthy . 
We need to examine changes in the experience of work brought on by industrialization to 
scc if they had an impact on adult mortality Furthermore, occupation also affects a 
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person's chances of life in terms of the standard of living it generates. In this way the 
associated standard of living affects not only the individual who is in that particular job, 
but in many cases their family too. The standard of living will influence chances of life via 
such factors as diet, housing conditions and hygiene. We thus need to be able to analyse 
how occupation influences mortality levels via both the 'work effect' and the 'standard of 
living effect'. We shall be looking at the methods that will be used to do this later on, but 
first we need to address some general points relating to the analysis adopted in this and the 
next chapter. 
To begin with, it should be noted that all the results presented in this chapter and 
the next are based on all the years for which data are available for each parish between 
1810 and 1854 (see chapter four for a complete list of the years for each parish) except for 
Dundee. For Dundee, because of the volume of data, it was only possible to use selected 
years. It was decided to use the census years of 1821,1831,1841 and 1851. The vital 
registration results are shown separately. For all parishes vital registration data are for the 
years 1855-1861, except for Montrose and Dundee where, again for logistical reasons, 
only the years 1855 and 1860, and 1855 respectively were used. In addition, so as not to 
bias results, it was decided to delete all cases where there was doubt about whether the 
recorded death was that of an adult (i. e. the 'unknown' cases). 1 If we assume that adults 
who cannot be identified as such have the same characteristics as known adults, then we 
1 These people are either adults or children. If all are included then we would have some 
children in the analysis which would bias results. The seasonality of mortality is one case in 
point since for children it is different from that for adults, as previous research has indicated 
(see for example, Landers (1993, p. 229), and Fridlizius in Bengtsson, Fridlizius and Ohlsson 
(1984, pp. 71-114)). Thus we cannot include these cases. This problem can be overcome by 
excluding all cases where it is not known whether the person is an adult or a child. In doing 
this we will be losing some data on adults. If we assume that those adults who cannot be 
identified as adults have the same general characteristics as known adults, then the analysis 
can go ahead based on the data for known adults. It was felt that this approach was best. An 
alternative would have been just to delete the estimated number of children amongst this 
'unknown' group as was done in chapter four. In doing this, though, we could only have decided 
which to delete and which to keep in by matching on the characteristics of the known adults 
(e. g if 50% of known adults were males then 50% of the unknowns who were included would be 
males). This in effect would not alter our results and is reliant on the same assumption that 
the adults who cannot be identified as adults have the same characteristics as known adults. 
It is thus simpler just to use the data for known adults. Furthermore, for the people who cannot 
be identified as adults, there is generally very little information, usually only sex and date of 
death. Hence for much of the analysis these people would be redundant anyway. 
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can conduct the analysis of mortality in this and the following chapter using the data for 
known adults only. The validity of our assumption was checked by comparing summary 
statistics for each variable for two data sets, one where the unknown cases were included 
and one where they were excluded (differences in the summary statistics for the two sets 
of data proved negligible). Furthermore, the vital registration data, where almost all adults 
can be identified, will once more be used to check the results obtained from the OPR data. 
There is a particular problem concerning seasonality of mortality, when within a year the 
bulk of the cases where it is not known if the person is an adult or a child are concentrated 
within specific months, rather than being spread over the year. In such a situation the 
whole year had to be deleted from the analysis as including it would have biased results. 2 
This was the case for Cupar parish where the years 1822-27 inclusive had to be deleted. 
For the other parishes, though, there was little problem, and the proportion of unknown 
cases was very small, generally less than 5% of all cases. So let us start then by looking, 
in the following section, at age at death. 
5.1 AGE AT DEATH 
As was stated in the introduction, we shall be comparing age at death for parishes 
representing different experiences of industrialization (i. e. different industrial types and 
different levels of the parish urban hierarchy) to examine the impact of industrialization on 
adult mortality. In Chapter 4 we saw that, for simplicity, it was best to use the industrial 
category for the analysis since it was easy to derive the results for the parish hierarchy 
from these. Effectively conclusions about both the hierarchy and the industrial group can 
be gleaned from the analysis of the latter because of the close association between the two 
types of grouping (the parishes forming the lower levels of the parish hierarchy being 
2 For example, if most of our unknown cases fell in autumn then including that year would bias 
results on seasonality of mortality with the deaths in autumn being under-estimated. Also it 
may bias results on average age of death since adults dying in autumn, when diseases such as 
cholera are prevalent, are likely to be younger, on average, than those dying in winter when 
older people may form the bulk of deaths. 
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mostly agricultural, with the more industrial parishes forming the upper levels of the 
hierarchy). 3 This close association is due to the fact that parish hierarchy and industrial 
category are measuring similar, but not identical, concepts. This does mean that it is 
difficult to separate completely the impact of each on adult mortality. Nevertheless. some 
important conclusions can be drawn so both groupings will be considered here as before. 
Indeed, it is important to consider both since, together, they help to explain mortality 
patterns. By comparing the two sets of results we can assess to some degree the relative 
effects on mortality of type of industry against population density and mobility. We shall 
begin then by looking at the pattern of age at death and mean age at death. 4 
Figures 5.1a to 5. If below show the histograms of age at death for the different 
industrial groups between 1810 and 1854. The histograms show similar overall patterns 
except for Dundee. For most of the industrial groups, amongst the younger age groups 
(less than 35 years) most deaths generally occur in the 15-24 year age group. Dundee is 
different from the other parishes in that this peak in the young age groups is missing, with 
the number of deaths rising as age increases from 15 to 74 years. In the two other 
industrial parishes the peak in the early years is less marked than for the non-industrial 
groups (in Cupar there are in fact more deaths in the age group 35-44 years than in the 15- 
24 years group). It is possible that in these parishes there is very high infant and child 
mortality so that fewer children are surviving to age fifteen resulting in fewer deaths in the 
15-24 years age group. In most of the industrial groups the number of deaths then rises, 
usually peaking in the 65-74 year age group (the exception being the agricultural parishes 
where the majority of deaths occur to those aged 75-84 years), and then falls rapidly 
(mainly because few people would survive to the older ages). It is possible that the 'peak' 
in the 15-24 year age group is due to consumption which tended to afflict young women in 
particular. What is also evident is that, for those surviving to age 15 years, a lot survive to 
3 When referring to the industrial types of parish, the parishes that are a mi\ture of 
agriculture and fishing or agriculture and weaving will sometimes be referred to Simply as 
fishing or weaving parishes for the sake of brevity. 
t It should once more be noted that for much of the OPR data this could be age at burial, 
though the difference between age at death and burial is likely to be so small as to be of little 
significance. 
251 
old age (over 70 years). For these adults the median age at death is 60 years in Montrose 
and Cupar, 63 in the weaving parishes, 59 in the fishing parishes and 65 in the agricultural 
ones. Once more Dundee is somewhat different with a median age at death for adults of 
52 years. This suggests that Dundee and, to a lesser extent, the fishing parishes have the 
worst mortality and the agricultural parishes the best. We shall now go on to see if an 
examination of the mean age at death shows a similar result. 
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FIGURE 5.1 Histograms of Age at Death for the various Industrial Groups 
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Turning to examine mean age at death in these parishes for the years 1810-54. 
Table 5.1 shows the overall mean as well as that for each sex. 
TABLE 5.1 Overall Mean Age at Death, 1810-54, and mean age by sex, for each Type 
of Parish. 
PARISH Mean Age Standard Number of Number of Mean Age Mean Age 
at Death Error of valid cases missing at death for at Death 
Mean (N) cases (N*) Men for 
Women 
Dundee5 51.62 0.407 2380 8 50.93 52.13 
Montrose 56.33 0.283 5503 175 54.99 57.46 
Cupar 56.11 0.398 2732 11 55.04 56.95 
Ag/Weaving 57.02 0.519 1778 76 56.05 57.96 
Ag/Fishing 54.43 0.81 734 101 52.76 55.76 
A 'cultural 58.8 0.543 1687 60 58.27 59.25 
What these Figures in Table 5.1 above immediately reveal is that Dundee had the 
lowest mean age at death (51.6 years) followed by the fishing parishes (54.4 years), with 
the agricultural ones having the highest mean age at death (nearly sixty years). The other 
two industrial parishes, Montrose and Cupar, have similar values of around 56 years. The 
pattern is repeated for the two sexes with women having a higher mean age at death than 
men in all parishes. This is what we would expect and so tends to confirm our confidence 
in the data. The differential between the mean age at death for men and women (about one 
to three years) is in line with Blum et. al. 's (1990) estimates of life expectation at age 
twenty for men and women in France in the late eighteenth and early nineteenth centuries, 
of 40.3 years and 38.7 years. The low age at death for women in Dundee (52.1 years) 
5 Figures based on data for the years 1821,1831,1841 and 1851. 
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compared with the other parishes, may be due to the large numbers of young women 
working in the textile industry in Dundee. In the fishing parishes, the gap between the 
mean age at death for men and women is relatively large (three years) which may be the 
result of boating accidents in the fishing industry causing the deaths of a number of young 
men. The differences between the means were tested using a t-test and the results are 
summarised in Table 5.2 below: 
TABLE 5.2 T-values for Tests of the Difference between the Overall Mean Ages at 
Death, 1810-54, for each combination of type of parish. 
'PARISH' Dundee Montrose Cu par A eavin A /Fishin Agricultural 
Dundee - 9.5 * 7.9* 8.2* 3.1 * 10.6* 
Montrose 9.5* - 0.45 1.17 2.21 * 4.04* 
Cupar 7.9* 0.45 - 1.39 2.53* 4.0* 
Ag/Weaving 8.2* 1.17 1.39 - 2.69* 2.37* 
Ag/Fishing 3.1 * 2.21 * 2.53* 2.69* - 
Agricultural 10.6* 4.04* 4.0* 2.37* 4.48* - 
Note :* Significant at 5% level. 
If we want to use our parishes for a more general interpretation (although it must 
be stressed that these are not randomly selected parishes) then the t-tests show that the 
agricultural parishes have a significantly higher mean age at death compared with the other 
types of parish, whilst Dundee has a significantly lower mean age at death (at the 5% 
significance level). The fishing parishes, have a mean age at death that, despite being 
significantly higher than the mean age at death in Dundee, is significantly lower than all the 
other types of parish. The other two industrial parishes (Montrose and Cupar) and 
agricultural/weaving parishes do not differ significantly from each other. Since the 
weaving parishes represent parishes that (although they move categories in the urban 
257 
hierarchy over the period) are from lower levels of the parish urban hierarchy than the 
main industrial parishes but have similar mean ages at death, then this suggests that 
something other than placement in this hierarchy is affecting their mortality experience. 
The results also tend to indicate that Dundee and the fishing parishes had the worst 
mortality and agricultural parishes the best. However, this does not necessarily follow 
since it is possible that these differences could be due to other factors. For instance, we 
saw above that men have a lower mean age at death than women so that variations in the 
sex ratio between parishes could explain the differences (a large proportion of men in a 
parish would result in the mean age at death for both sexes combined being relatively 
low). An examination of the sex-ratio for adults in the 1841 and 1861 censuses, however, 
reveals that, in fact, the fishing parishes had a similar proportion of men to the agricultural 
ones in 1841 (about 46%) and a lower proportion by 1861 (45% compared with 50%), 
whilst in Dundee men formed an even smaller percentage of the population at both 
censuses (slightly less than 44% and 41 % respectively). The industrial parishes tend to 
have the lowest proportion of men (between 38% and 43.5%) which would lead to the 
expectation that mean age at death for both sexes combined would be higher here than in 
the fishing and agricultural parishes, all else being equal. 6 
Another important factor that could explain these results is a different age structure 
from parish to parish. If the population is very young (i. e. a very high proportion of the 
population was under thirty years of age), then mean age at death may be low (simply 
because very few people in the population are in the older age groups) indicating 
(incorrectly) a poor mortality experience. However, overall crude death rates would show 
mortality levels to be low in a parish with a young population contradicting the 
6 If the smaller proportion of men was due to there being very few men in the young age groups 
offsetting a larger number of men in the higher age groups (mortality rates being likely to be 
higher in the older age groups) then higher mortality rates in a parish could still be due to 
there being a relatively large proportion of men in the age groups most likely to have high 
mortality. However, if we look at the percentage of men in each age group for each parish the 
low proportion of men seen in Dundee and Montrose is present for all adult age groups so the sex 
ratio cannot explain the higher mortality rates seen in these parishes. Ideally age-and sex- 
specific death rates should be calculated but, by subdividing by two variables, the number of 
cases in each category becomes somewhat small for a number of the industrial groups and make 
meaningful analysis impossible. 
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implications of the mean age at death. Hence if we can compare the mean ages at death 
with the overall trends identified in the previous chapter we are in a better position to 
assess the implications of the results. The other, and better, way to allow for differing 
age-structures is to calculate age-specific death rates. This we will be examining below . 
but first let us compare these results on mean age at death with those of Chapter 4. 
The overall trends in mortality showed the fishing and agricultural parishes as 
having the lowest mortality rates. This implies that the low mean age at death seen in the 
fishing parishes may be due to them having a young population. The fact that the 
agricultural parishes have both low crude rates of mortality and a high mean age at death 
indicates that these parishes may have indeed had the best mortality experience. Possibly 
the high crude rates seen in the industrial parishes were due to an older population (hence a 
higher mean age at death). The overall trends also showed how Cupar had relatively low 
levels of mortality in the early years, whilst for the same period the weaving parishes had 
quite high levels before falling. These patterns can be examined further by looking at 
mean age at death by decade, as shown in Table 5.3 below: 
259 
TABLE 5.3 Mean Age at Death for each Decade for each Type of Parish. (The valid N is 
given underneath, followed by missing N given in brackets). 
Years 1810s 1820s 1830s 1840s 1850-54 1855-61 
Dundee 54.1 54.8 50.4 48.8 50.26* 
331 (6) 658 (1) 606 (0) 785 (1) 7288 (18) 
Montrose 56.9 56.3 55.9 56.5 55.3 * 
1243 (36) 1465 (57) 1785 (58) 1010 (24) 1660(6) 
Cupar 55.7 58.7 55.9 55.7 56.6 58.2 
313 (8) 199 (2) 948 (0) 863 (1) 409 (0) 574(l) 
Ag/Weaving 56.0 57.0 57.9 57.3 55.4 56.0 
102 (50) 569 (16) 438(2) 418(7) 251 (1) 3880) 
Ag/Fishing 57.0 52.8 54.4 56.0 56.3 
68(19) 234(36) 299(35) 133(11) 235 (1) 
Agricultural 58.4 57.1 59.7 59.1 59.2 61.3 
1252(9) 337(13) 506(22) 419(11) 173 5) 258(2) 
* Estimated using grouped data on age at death. 
The number of missing cases is problematic for the weaving parishes in the 181 Os 
and the fishing parishes in the 1820s, and to a lesser extent the 1830s and 1840s (this is 
mainly due to cases from St. Monance). Nevertheless the data for which age is known 
give consistent results. If we compare the results based on the OPR data with the vital 
registration data, it can be seen that the OPR results for the early 1850s are in line with the 
registration results for the late 1850s. It can also be seen that the high mean age at death of 
the agricultural parishes spans the whole period except for the 1820s when Cupar has the 
highest mean (58.7 years). The highest means seen in the agricultural parishes are from 
the 1830s onwards. The low overall mean age at death in the fishing parishes is mainly 
due to the values for the 1830s and 1840s, with the mean for the other decades being 
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similar to that of the other parishes, with the exception of Dundee. Dundee has the lowest 
mean age at death of all the parishes in each decade except the 1830s when only the value 
for the fishing parishes was lower. The low overall mean age at death in Dundee is due 
mainly to the post-1840 period. Of the three types of industrial parish, Dundee has by far 
the lowest mean age at death, falling from around 54 years in 1821 and 1831 to about 50 
years in the later period.? The mean age at death worsens in Dundee in the 1840s and 
1850s but not in Montrose. It was during this period that the factory system was being 
established in Dundee and this may explain the worsening mortality here. Cupar and 
Montrose had similar mean ages at death from the 1830s onwards (about 56 years). 
Comparing Cupar with the weaving parishes. it can be seen that their mean age at death is 
almost the same in the early years, rising a little in the 1820s, but then mean for the 
weaving parishes levels out before falling in the 1850s, contrasting with Cupar, where it 
falls in the 1830s and 1840s before rising again in the 1850s. This would support the 
different overall trends in mortality we saw in chapter four, with Cupar's rates worsening 
in the middle years of the period as the weaving parishes improved. Thus the main point 
to not from this analysis is that, in general, the mean age at death was lower in the more 
industrialized parishes of Dundee and Montrose and for Dundee it worsened over the 
period. We questioned earlier how much of these observed differences were due to the 
age-structure of the population in each parish. We shall now examine that further by 
looking at age-specific death rates. 
7 The variation in mean age death in Dundee may be explained by the fact that each decade 
up to 1855 is represented by just a single year, 1821,1831,1841 and 1851. If, for example, these 
years had been unususal, with say a major epidemic. However, this is not the case. The only 
possible exception is 1831 which saw the beginning of a cholera epidemic that peaked in 1832. 
However, this would tend to indicate that, if anything, the mean age at death in 1831 would 
be lower than in more 'normal' years since cholera kills both young and old. Yet the mean age 
at death in Dundee is higher in 1831 than in any of the other years examined. 
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The age-structure of the population of each parish is available for the years 1841 
and 1861. Figures 5.2 and 5.3 above show the age structure of the population of selected 
parishes in 1841 and 1861. These plots show that all the parishes have the profile of a 
young population compared with age structures in developed countries today. However, 
within this general pattern there are notable differences. It appears that in 1841 Dundee, 
and Kilrenny had the youngest populations with the agricultural parishes and Ceres having 
older populations and Montrose and Cupar in between. By 1861 the populations of all the 
parishes had generally aged. Within this, Dundee again had a relatively young population 
compared with the other parishes, with Ceres and Cupar having older populations. In 
order to take account of these changes in the age structure, it was decided to calculate two 
sets of age-specific death rates based on the age-structures obtained from these census 
years. The number of burials was averaged over the years 1838 to 1844 and applied to the 
1841 census, whilst the age-structure obtained from the 1861 census was used in 
conjunction with numbers of deaths averaged over the years 1855-61.8 There were no 
figures on the age-structure of the individual agricultural parishes in 1841 so the figures 
for the rest of Fife and Angus (excluding the towns) were used. 9 Since the data for the 
years 1838-1844 come from seven of our eight agricultural parishes (there being none for 
Lochlee) then only the population figures for these parishes were used in the calculations 
of the age-specific death rates. 10 For Dundee the 1841 census figures were adjusted to 
remove the numbers included by mistake by census officials (once more they were 
8 Since, for the parishes included in this analysis, the data is extant for both periods being 
considered, a simple seven year mean was used. 
9 The results were checked against known information on the total number of adults aged over 
twenty years in each parish in 1841. From the census we know that, for our eight agricultural 
parishes, there were 2406 adults aged over twenty years. If we total the number of adults we 
calculate to be in each age group using the 1841 age structure for the rest of Fife and Angus, ww"e 
obtain an estimate of 2445 people being aged over twenty years in these parishes (to estimate 
this, half of the people aged 15-24 were assumed to be aged twenty and over. It is likely that 
this would be a slight overestimate since the birth rate is probably stable but there is 
mortality and migration of young adults. Hence our estimate is in line with the know-, "n total). 
10 Thus the base population refers to the parishes for which ww-e have burial data for a given 
year as was done for the crude rates calculated in the previous chapter. 
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subtracted in proportion to the numbers in each age group)11. Similarly the population 
figures for Dunino in 1861 were adjusted to include Kingsmuir (see Chapter 4 for more 
details). To calculate the age-specific death rates for the years 1855-61 (centred on 1858), 
the age structure from the 1861 census was applied to the estimated populations in 1858 
and the number of deaths was averaged over the seven years 1855-61. The population 
counts were also adjusted to include people with missing age when necessary (again see 
Chapter 4 for more detail on these adjustments). The results are shown in Tables 5.4 and 
5.5 below. 
TABLE 5.4 Age-Specific Death Rates per thousand for each Type of Parish, 1841 
(based on number of deaths over the seven years 1838-44). 
15-24 25-34 35-44 45-54 55-64 65-74 75+ 
Dundee12 6.08 8.01 11.91 20.57 30.16 80.84 145.79 
Montrose 5.67 6.73 9.3 16.74 21.98 57.57 120.57 
Cupar 6.14 5.98 11.37 15.62 22.66 58.82 185.24 
Ceres 8.43 4.05 9.49 14.82 22.6 73.43 157.14 
Kilrenny 4.15 5.6 6.97 4.86 17.32 53.27 147.78 
Agricultural 7.77 7.86 9.13 12.42 30.7 50.48 219.32 
Missing ages for the years 1838-44 were not a problem. There were only three 
missing cases for Kilrenny and none for Cupar, Ceres or the agricultural parishes. 
However, there were 52 cases where age was missing for Montrose. Since it was felt that 
this number was such that the age-specific death rates would be under-estimated, then, for 
Montrose, the number of deaths in each age group was adjusted to include the people for 
whom age was missing (the numbers were added in proportion to the percentage of deaths 
in each age group for those where age is known). For the vital registration data only a feww 
11 See section 4.10 in Chapter 4. 
12 Based on data for the year 1841 only. 
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cases had missing age so no adjustments were necessary. 13 The figures for Kilrenny in 
1841 and the agricultural parishes in 1858 for age groups 25-54 must be viewed with a 
little caution as the numbers of deaths they are based on is small. 
TABLE 5.5 Age-Specific Death Rates per thousand for each Industrial Type of Parish, 
1858 (based on number of deaths over the seven years 1855-61). 
15-24 25-34 35-44 45-54 55-64 65-74 75+ 
Dundee14 7.74 9.71 13.99 20.55 35.77 85.89 189.24 
Montrose 9.27 11.7 14.56 19.47 30.1 62.96 189.8 
Cupar 6.55 9.55 7.16 11.68 24.17 56.40 125.52 
Ag/Weaving 5.88 7.3 6.24 10.66 18.53 50.38 115.76 
Ag/Fishing 5.16 7.89 8.09 12.38 15.18 36.73 163.64 
Agricultural 4.56 4.04 5.74 4.89 19.34 41.85 164.1 
Looking first at the 1841 age-specific death rates we can see for the fishing 
parishes and weaving parishes data are only available for Kilrenny and Ceres respectively, 
there being no age-structure information for St Monance, Cannock or Arbirlot. However, 
the available age-specific death rates show that Kilrenny has very low rates of mortality 
compared with the other parishes supporting the results of the analysis of overall trends in 
mortality in Chapter 4. Thus the low mean age at death identified for fishing parishes is 
due to the age-structure of the population. In fact Kilrenny has the lowest rates at all ages 
except the group 65-74 years where the agricultural parishes have the best mortality. The 
agricultural parishes also have low rates of mortality generally, though they are high for 
the age groups 55-64 years and over 75 years. The group 55-64 years for these parishes 
is something of an anomaly. Although the agricultural parishes have the second worst 
13 There was one such case for Cupar, six for Montrose, 18 for Dundee, one each for the weaving 
and fishing parishes and two for the agricultural parishes. 
14 Based on data for the year 1841 only. 
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rates in the two youngest age groups, the rates are still very low. They have the second 
best rates in the age groups 35-54 and the best in the age group 65-74 years. The high rate 
in the oldest age group may be explained by the trade in burials. Figures suggest that the 
agricultural parishes have a higher proportion of burials of people from other parishes than 
is the case in the more industrialized parishes. In Cupar, data are available for only 97 
cases but of these 91 % were resident in the parish. In St Monance and Kilrenny 94% and 
96% of cases were resident in the parish (for 65 and 515 cases respectively). For parishes 
at the bottom of the parish hierarchy, however, the proportions being resident in the parish 
are lower and more varied. In Carnbee, of 469 cases, 73% were resident in the parish but 
in Maryton, of 241 people, only 31 % lived in Maryton. The records show that a number 
of people being buried in Maryton were from Montrose and the geographical proximity of 
the two parishes may explain this. In more remote agricultural parishes such as Lochlee 
(where 76% of 34 burials were of residents of the parish) the proportion is higher. The 
records suggest that some people are returning to their parish of birth to be buried (entries 
record people who at one time lived in the parish, moved to a town such as Montrose and 
then returned to their former place of residence, either before or after their death). It may 
be that older people, nearing death, were the most likely to make arrangements to be 
buried in their native parish. Hence there would appear to be a very high death rate in the 
oldest age group in these parishes. However, such conclusions are tentative because of 
the problematic nature of information on place of residence at time of death. It is 
sometimes very difficult to know whether it is residence that is being recorded as opposed 
to place of birth or former place of residence. Information on cause of death may help in 
explaining the 55-64 year group. 
For all parishes, the mortality rates increase dramatically from age 55 onwards as 
would be expected (the oldest age group having the highest rates of well over one hundred 
deaths per thousand). For the fishing and agricultural parishes the lowest death rates are 
seen in the youngest age group. For Cupar and Ceres, though, the 25-34 age group has 
lower rates than the 15-24 years group. This may be connected with the extensive 
267 
weaving industry in these parishes resulting in higher deaths from consumption in the 
youngest age groups. It may also be the result of the figures for the youngest age group 
being inflated by the 'trade in burials'. It may also be the result of children being buried in 
Cupar and Ceres who were from families living elsewhere15 (many of the younger people 
in the 15-24 year age group may still have been living with their parents and been regarded 
as children). Generally, for the younger age groups (15-44 years), the different types of 
parishes have similar rates of mortality (between four and twelve deaths per thousand). 
The differentials between the parishes becomes most pronounced from aged 45 years 
onwards, when the industrial and weaving parishes have the worst rates except for those 
aged over 75 years. Within the industrial categories it is Dundee, the most industrialized 
parish, that emerges as the one with the worst mortality for all the older age groups except 
the over 75 years category and the 55-64 years when agricultural parishes have a slightly 
higher level. There is even some evidence to suggest that Dundee begins to diverge from 
the other parishes for ages as young as 35 years. It is possible that the comparatively low 
levels of mortality for the younger age groups in the industrial and weaving parishes is due 
to higher levels of infant and child mortality in these parishes compared with the 
agricultural and fishing ones (those more 'vulnerable' to disease dying before they reach 
adulthood thus leaving a higher proportion of people with a better resistance to disease, 
possibly through acquired immunity, in the younger adult age groups than would be the 
case in the agricultural and fishing parishes16). For our parishes the only figure available 
for infant and child mortality is that for Dundee where Flinn (1977), using data from the 
15 Dr Graham has found some evidence of this. 
16 This might be the case especially in places such as Dundee, where diseases were more 
likely to be endemic (in his situation parishes that are from the higher levels of the urban 
parish hierarchy are more likely to have endemic diseases because of the density and 
mobility of the population). To some extent it depends on what people of different ages were 
dying of. For instance, if a higher proportion of younger adults die of infectious diseases than 
older adults then the extensive exposure to diseases in childhood, such as in places where the 
disease is endemic, resulting in acquired immunity, may help explain these comparatively low 
levels of mortality for young adults in the industrial parishes. If most young adults are dying 
of, say, heart related illnesses then it is harder to see how higher infant and child mortality 
rates could explain the pattern of adult mortality. However, this theory does not take account 
of migration. Even with the possible immunity aquired by those young adults who grew up in 
the industrial parishes there would still be a large number of in-migrants from rural areas of 
people in these age groups. 
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report on the large towns of Scotland by Sykes et al. (1842), has calculated infant 
mortality to be 137%o and child mortality for ages one to four years to be 52.917c( which are 
fairly high rates so adding weight to our hypothesis. 17 Of further interest are the high 
rates of death in Ceres for these older age groups which tends to imply that the type of 
industry and not just position in the urban hierarchy is playing a part. The low rates in 
Kilrenny, which represents the middle level of the parish hierarchy, suggest that its role as 
a centre is not leading to high mortality as is seen in the other urban centres. 
If we compare these results with those for 1858, it can be seen that mortality is still 
low in the agricultural and fishing parishes, this time the former having the lowest rates up 
to age 55 years. Once more the rates for all parishes rise dramatically in the older age 
groups again seeing rates of roughly between 120 and 190 deaths per thousand in the 
oldest age group. Mortality has improved in the weaving parishes where rates at all ages 
except the 25-34 years group, have fallen. The weaving and agricultural parishes in 1858 
have mortality rates more in line with the fishing parishes than is the case in 1841, with 
rates of around five to ten deaths for ages under 55 years, rising to nearly twenty for those 
aged 55-64 years. This again fits in with the declining overall rate seen in weaving 
parishes in the previous chapter. 
The industrial parishes again have worse mortality but this time the difference is 
marked at all ages in 1858, rather than just the older age groups we saw in 1841. Another 
change is that by 1858, of the industrial parishes, it is Dundee and Montrose that have 
similar rates of mortality, with Cupar having lower rates that fall between those for the two 
most industrialized parishes and the non-industrial parishes (i. e. the agricultural, fishing 
and weaving parishes), whereas in 1841 Cupar and Montrose had similar rates somewhat 
below those seen in Dundee. In 1858, generally, the rates in Dundee and Montrose are 
about twice as high as those in the non-industrial parishes (between seven and fifteen per 
thousand in the former compared with four to eight per thousand in the latter for ages 15- 
44 years, and between twenty and ninety compared with five to fift`' per thousand for 
17 See Flinn (1977) table 5.5.4 p. 379. 
269 
those aged 45 to 74 years). Furthermore, the rates in Dundee and Montrose are worse 
than in 1841 at all ages with the exception of the age group 45-54 years in Dundee where 
rates stayed the same. In particular, Montrose has moved closer to the rates seen in 
Dundee. In fact by 1858, of all the types of parish, Montrose has the worst mortality rates 
for ages 15-44, whilst Dundee has the highest levels for those aged 45-74 years. 
Unlike Montrose and Dundee where mostly the mortality rates worsened between 
1 841 and 1858, in Cupar there was a more mixed change over time. Here mortality rates 
rose for those aged 25-34 years, but fell for those aged 35-54 and over 75 years, 
remaining fairly stable for the other age groups. The rates in the agricultural parishes fell 
between 1841 and 1858, whilst, in the fishing parishes, mortality worsened slightly for 
ages up to 54 years, but improved for ages 55-74 years. 
In summary then, in both 1841 and 1858 mortality rates generally increase with 
age, with the exception of the younger age groups in Ceres and Cupar in 1841. In 
addition, by 1858, if we look at the industrial groups, it can be seen that, the more 
industrial the parish the higher its mortality rates. In 1841 there is a similar pattern but it is 
not as clear, the contrast being more between Dundee, with its high mortality, and the 
remaining parishes with lower mortality. To help simplify the results, age-standardised 
crude death rates were calculated for the various industrial categories in 1841 and 1858. 
The rates were standardized on the 1841 population of Cupar and are shown in Table 5.6 
below. 
The results of the standardized death rates show clearly that Dundee had the worst 
mortality in both periods and that mortality in Montrose rose between 1841 and 1858 to be 
nearly as high as the rate in Dundee by 1858 (20.7 compared with 26.4). In 1841 
Montrose is more like Cupar and Ceres in terms of mortality. Mortality increases over the 
period in Dundee, Montrose and, to a lesser extent, the fishing parishes but declines in 
Cupar and the weaving and agricultural parishes. 18 By 1858, mortality is much higher in 
the main industrial centres than the other parishes. These parishes also represent the top 
18 This pattern cannot be the result of under-registration alone or we would have also seen an 
increase in Cupar and the weaving and agricultural parishes. 
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levels of the parish hierarchy and thus population density and numbers may also be having 
an effect on mortality. However, it should be noted that this cannot be the sole 
explanation as Cupar has relatively low levels of mortality. A final point of interest is the 
relatively high standardised death rate in the agricultural parishes in 1841. This may be 
linked to economic hardship in these parishes in the period. It may also be that these 
parishes had the least amount of under-registration. It should also be noted that much of 
this relatively high value of 17.5 is due to the high mortality rate in agricultural parishes 
for the oldest age group. What lay behind these differences in mortality between the 
different industrial types of parish? Was it connected to the working and living conditions 
in each parish? Before going on to examine this by looking at occupational mortality we 
first need to find out more about what diseases people were dying of over the period. 
TABLE 5.6 Age-Standardized Crude Death Rates, 1841 and 1858. 
Industrial Group Standardized Death 
Rate in 1841 
Standardized Death 
Rate in 1858 
Dundee 18.7 21.6 
Montrose 14.6 20.7 
Cupar 16.4 14.8 
Ceres/Weaving 16.2 12.8 
Kilrenny/Fishing 11.9 13 
Agricultural 17.5 11.5 
5.2 CAUSE OF DEATH 
We saw in the last section how mortality rates were higher in the most 
industrialized areas and that, for these parishes, the rates worsened over time. In order to 
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try to explain these patterns looking at cause of death may help us. Identifying cause of 
death plays an important role in assessing even the basic pattern of mortality. Just to 
distinguish the main epidemics that led to short-term rises in the death rate, diseases such 
as typhus, measles, cholera and smallpox have to be recognised. More research into cause 
of death is needed to obtain a better understanding of mortality during this period in 
eastern Scotland. In trying to answer questions about the mortality experience of different 
social classes and occupational groups and evaluate the reasons for the decline in 
mortality, the identification of cause of death is vital, since different measures, such as 
improved nutritional status, affect different illnesses. As McKeown states, "Assessment 
of reasons for the reduction of mortality since the eighteenth century requires identification 
of the diseases associated with the decline" (T. McKeown, 1976, p. 50). Caselli also 
stresses this point, saying "..., it is only by looking at changes in diseases which cause 
death that we shall be able to identify the external causes which have resulted in falling 
mortality" (G. Caselli in R. Schofield et al., 1991, p. 69). 
Thus it can be seen that analysing trends and patterns in mortality from specific 
diseases is important. However, there are problems, most notably that cause of death was 
only registered in a few countries in the nineteenth century, and then only from mid- 
century. In England and Wales, although there was vital registration from 1837, 
certification of cause of death was not complete until 1848, so McKeown examines the 
years from 1848 (McKeown, 1976). In Scotland, registration began in 1855 and 
information on cause of death is available from then onwards. There are other sources of 
data that can be used, however, in order to examine cause of death in the pre-registration- 
period. Bills of mortality exist for a few cities, most notably Glasgow, where from 1835 
cause of death was recorded, and Flinn has used this source to examine cause-specific 
mortality (Flinn et al., 1977). Some parish registers also contain information on cause of 
death. As we have seen in this study, certain parishes have very good records and a 
reasonable quality of data can be obtained which can be used to provide information on 
changing patterns in cause of death for the earlier period to compare with studies using 
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vital registration data for the latter period. Flinn, when looking at Glasgow, uses parish 
register data for the early part of the nineteenth century alongside data from the Bills of 
Mortality and the civil registration returns, but stresses the caution needed when 
interpreting figures taken from different sources (Flinn et al., 1977). John Landers has 
also used data from Bills of Mortality and parish registers as a basis for examining 
mortality in London between 1670 and 1830 (Landers, 1993). 
Even if information on cause of death can be obtained there are still numerous 
problems with the quality of the data, as Flinn puts it, "Recording of cause of death in 
burial registers was not common in Scotland before the nineteenth century, and even when 
it became more usual was subject to the severe limitations of contemporary diagnosis. " 
(Flinn, et al., 1977, p. 387). Anne Hardy sees neither the London Bills of Mortality, nor 
the Registrar-General's statistical series as "models of diagnostic accuracy"' (Hardy, 
1988). There are numerous entries in the parish registers that record cause of death as 'old 
age' or 'frailty', which are so vague that their use is limited. Terms such as 'fever' and 
'convulsions' could cover numerous conditions. 'Consumption' was often used to mean 
respiratory tuberculosis, but could also be a general term for "wasting". a condition that 
could be caused not only by tuberculosis, but also by other diseases, such as cancer. 
'Consumption' and 'phthisis' often also included deaths from bronchitis. As diagnostic 
skills improved over the century these problems were not constant over time. For 
example, the category 'typhus fever' in the vital registration data included typhoid fever 
until 1869. Added to all these difficulties are problems of nineteenth-century terminology, 
for instance, 'flux' was often used for 'dysentery'. 
So how can these problems be overcome? Nineteenth-century medical dictionaries 
can help us to identify what exactly some of the contemporary terminology referred to. To 
help overcome poor diagnosis, researchers often look at groups of diseases. Here it is 
useful to use the International Classification of Diseases, first introduced in the late 
nineteenth century, as this provides consistency and the groups compare well with the 
Registrar-General's groups. Even a simple split into infectious and non-infectious 
273 
diseases, as McKeown employed, can be of great value (McKeown, 1976). For entering 
the data onto computer for analysis it was decided to code cause of death numerically. An 
individual code was assigned to each 'disease' so that conditions such as 'general drops}''. 
that could be due to heart failure or kidney failure, or other diseases, could be analysed 
separately or included in different groups. For example, the category 'diseases of the 
circulatory system' could be analysed with 'dropsy' included or excluded. This code 
would also enable us to look separately at individual diseases that have a reasonable degree 
of diagnostic accuracy in our time period, such as smallpox. 19 
Other contemporary medical works also help in making us aware of when different 
diseases were accurately identified and separated from other groups. Just being aware of 
these developments is important as it allows us to account for changes in mortality from 
different diseases. The identification of bronchitis as a separate disease around 1810, 
means that any decline in deaths due to consumption and phthisis at this time may simply 
be due to this change in classification. We may also be alerted to these changes in 
classification by looking at the seasonality of diseases. Any dramatic change in the 
seasonality of a disease category may be due to the inclusion or exclusion of a specific 
disease because of improved diagnosis, and so should be interpreted with care. Finally, 
we should also remember that the nineteenth century did see improvements in diagnosis, 
and, in general, medical practitioners had greater experience of certain infectious diseases 
than they do today, so identification of cause of death may in some cases have been more 
accurate than we realise. 
In the following analysis of adult mortality in our selected parishes in Angus and 
Fife, cause of death has been coded using the International Classification of Diseases 
Ninth Revision, 1978. It was thought that this would give the code a good scientific 
basis, rather than it just being arbitrary. Each disease is coded individually with a three- 
19 For much of the parish register data cause of death was reported by a relative. However, 
nearly all the vital registration data has cause of death certified by a medical practitioner 
making it more accurate. 
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digit code. 20 The first digit of this code represents the group that that disease is coded 
under. These groups are as follows: 
Group One : Infectious and Parasitic Diseases (or 'infectious' for short) 
Group Two : Diseases of the Circulatory System (circulatory) 
Group Three : Diseases of the Respiratory System (respiratory) 
Group Four : Diseases of the Digestive System (digestive) 
Group Five : Diseases of the Genitourinary System (genito-urinary) 
Group Six : Complications of Pregnancy, Childbirth and the Puerperium 
(pregnancy) 
Group Seven : Diseases of Other Organs and Systems (other systems) 
Group Eight : Symptoms, Signs and Ill-Defined Conditions (ill-defined) 
Group Nine : Accidents and Violent Deaths (accidents) 
This code was also designed to enable groups of diseases to be examined easily, 
whilst also having the flexibility to look at individual diseases. It was also borne in mind 
that it would have to be comparable with the Registrar-General's Reports and other 
research. As was stated in the introduction to this chapter, we shall be examining the 
impact of industrialization on adult mortality by looking at differentials between parishes 
representing different industrial experiences and different levels of the parish urban 
hierarchy. Consequently, we shall begin the analysis of cause of death by looking at the 
proportion of people dying from the different causes in each industrial group. Table 5.7 
summarises, for cases where cause of death is given, the percentage attributed to each 
disease group for the period 1810-54, for each industrial group (i. e column percents are 
given). Multiplying these by ten would give a cause-specific crude death rate per 
thousand. See later in this section for more on crude rates). The table also gives the total 
number of cases where cause of death was given (n) and the number of missing cases 
20 See appendix seven for cause of death codes. 
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(n*). The actual number of deaths for each cause group for the different industrial 
categories is given in the next table, Table 5.8. These figures are presented 
diagramatically in the pie charts in Figures 5.4i to 5.4vi. which show the relative 
contribution of each cause group to the total number of deaths from all causes (again the 
total is the total number of cases for which cause of death was given). For clarity and 
because of small numbers for most parishes the disease categories digestive, genito- 
urinary and pregnancy have been collapsed to form a single group entitled 'abdominal 
diseases' for the pie charts. 21 
21As table 5.7a shows there are a small number of cases for all the parishes for deaths due to 
genito-urinary diseases and for the fishing and agricultural parishes for deaths related to 
pregnancy. Thus, in much of the following analysis groups are combined. However, it wa. " 
thought that it would be useful to show the separate counts to begin with. 
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TABLE 5.7 % of Deaths due to each Cause for each Industrial Group, 1810-54. 
Disease Group Dundee Montrose Cu par Weaving Fishing Agricultural 
Infectious 35.2 23.7 32.9 30.1 26.5 34.9 
Circulatory 10.3 10.4 6.7 4.6 8.2 6.8 
Respiratory 13.2 6.8 4.4 4.0 5.4 5.9 
Digestive 3.8 4.2 2.8 2.3 4.5 4.0 
Genitourinary 0.9 0.6 0.7 0.5 0.5 0.9 
Pregnancy 1.9 1.2 1.3 3.0 2.0 3.2 
Other Systems 5.2 9.0 8.0 4.6 11.3 8.7 
111-Defined 26.2 40.9 40.7 48.3 32.7 29.4 
Accidents 3.3 3.1 2.6 2.6 8.9 6.2 
Valid cases (n) 2188 2559 2708 1198 559 530 
Missing Cases (n*) 200 3119 35 656 276 1217 
TABLE 5.8 No. of Deaths due to Each Cause for Each Industrial Group, 1810-54. 
Disease Group Dundee Montrose Cupar Weaving Fishing Agricultural 
Infectious 770 607 891 360 148 185 
Circulatory 226 267 181 55 46 36 
Respiratory 289 175 119 48 30 31 
Digestive 83 108 75 28 25 21 
Genitourinary 19 16 20 6 3 5 
Pregnancy 42 30 34 36 11 17 
Other Systems 114 231 217 55 63 46 
111-Defined 573 1046 1102 578 183 156 
Accidents 72 79 69 32 50 33 
Valid cases (n) 2188 2559 2708 1198 559 530 
_Missing 
Cases (n*) 200 3119 35 656 276 1217 
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FIGURES 5.4 (i) to 5.4 (vi) Pie Charts Showing the proportion of Deaths due to 
each Cause Category for the Industrial Groups, 1810-54. 
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Before looking at these results it is first necessary to say a few words about the 
number of cases for which no information on causes of death was given. For Dundee and 
Cupar there are only a few such cases so there is no problem. Montrose, though, has a lot 
of missing cases. Most of these are for the years 1820 to 1836, the recording of cause of 
death being fairly extensive from then on. For the fishing parishes, Kilrenny has more 
complete data on cause of death than St Monance, but both are good with the number of 
missing cases being reasonably small. Nearly all the cases in the 1820s and 1830s have 
cause of death, the completeness declining in the 1840s and 1850s. For the weaving and 
agricultural parishes the number of missing cases is due to the fact that some parishes have 
very little data on cause of death. It is generally the case that if cause of death is recorded 
in a parish then it is there for most people. Thus, for the weaving parishes, almost all the 
cases where cause is given are for Ceres, where cause is recorded for 1,158 of the 1,233 
cases. For the agricultural parishes the data on cause of death are mainly coming from the 
parishes of Kingoldrum, Lintrathen, Lochlee, Logie and Moonzie. Thus for all the 
industrial groups the fact that there are missing cases does not mean that the recording of 
cause of death is biased towards certain occupational or social class groups or to a certain 
sex. Rather for Montrose and the fishing parishes it is a bias towards certain years (a 
factor that must be borne in mind when analysing results), and for the weaving and 
agricultural parishes it is a bias towards certain parishes within these groups which should 
not be a problem since these parishes are still representative of their industrial group. So 
let us now turn to examining the results given in Tables 5.7 and 5.8 above. 
The most obvious point that these tables and pie charts show is that most people 
are dying from infectious diseases or ill-defined causes, these two categories accounting 
for nearly 62% of all deaths (28% and 34% respectively for all the parishes combined). 
The ill-defined category consists mainly of deaths due to 'old age', 'debility/deca`' and 
general symptoms. The main infectious diseases are consumption, fevers, and cholera. 
The proportion of deaths in Montrose due to infectious diseases appears low at 24(/c. 
Conversely, the ill-defined category for this parish is large when compared with the other 
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main industrial parish, Dundee (40% compared with 26%). A closer look at individual 
diseases in these categories shows that there were 199 people in Montrose who died of 
'decline', a cause that is included in the ill-defined group. 'Decline' was often used as a 
euphemism for consumption. The mean age at death for these 199 people dying of decline 
was 36 years which is very similar to the mean age at death in Montrose for consumption, 
35 years (see analysis below). It thus seems plausible that in fact these people should be 
included in the infectious disease category which would mean that category accounting for 
31.5% of all deaths, and ill-defined category falling to 33% of all deaths. Something 
similar may also be happening in the weaving and fishing parishes, with 113 and 39 cases 
respectively being described as decline and probably being consumption. Moving these 
cases to the infectious diseases category would mean that for the weaving parishes the 
percentage dying from infectious diseases would rise to 39% and the percentage dying 
from ill-defined causes would fall to 39%, whilst for the fishing parishes the values would 
be 33% and 26% respectively. 
The pie charts reveal much similarity between the different industrial groups in 
terms of cause of death, but there are also some differences. It can be seen that the 
proportion of deaths from respiratory diseases (including asthma, influenza, pneumonia, 
bronchitis, and water in the chest) are higher (almost twice as high) in the most 
industrialized parish, Dundee, than in the other groups mainly owing to the large number 
of deaths from asthma (195). In the fishing parishes the proportion of deaths from 
diseases of other systems (mostly cancers and diseases of the nervous system) is higher 
than in the other industrial groups. 
Several other points emerge from these results. Firstly, the diseases of the 
circulatory, respiratory. digestive and genito-urinary systems account for about a fifth to a 
quarter of all deaths in each industrial group, except for the weaving parishes where they 
only take about an eighth of the share (though once again some deaths due to these causes 
where probably not diagnosed and so fall into the ill-defined group since this group is 
again comparatively large). Deaths due to complications of pregnancy and childbirth form 
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a significant group, especially when it is remembered that only women between the ages 
of fifteen and about fifty are at risk, which would be below half the population being 
considered here. Accidents are also an interesting group, generally accounting for about 
3% of deaths. However, for the agricultural parishes and especially the fishing parishes 
this figure is much higher at 6% and 9% respectively. Most of these accidental deaths in 
the fishing parishes are due to fishermen drowning. Drowning in general, and not just 
work related, was the largest cause of accidental death (twice as many people dying from 
this than any other single accidental cause). This was followed by suicide and then deaths 
related to falls. There were the occasional deaths related to work, such as deaths in the 
mining industry and railways. Nevertheless, even allowing for the fact that not all such 
deaths were identified in the records22, it appears that fishing was the single most 
hazardous occupation at this time, though the numbers engaged in such occupations must 
be taken into account (the numbers for work-related drownings may be high simply 
because of the large numbers of fishermen). 
These results were checked once more against the vital registration data. Table 5.9 
below shows the percentages dying from each main cause for the years 1855-6 1. These 
results are similar to those for our parish register data. Most people are dying from 
infectious diseases (about 30%). The unknown category is much lower (generally down 
by 20%). However, diseases of the circulatory, respiratory, digestive, genito-urinary and 
other systems are all about twice as high. The percentage of deaths due to pregnancy is 
about the same, whilst for accidental deaths, the percentage is a little higher for some 
parishes such as the agricultural ones. These results suggest that the ill-defined group in 
the parish register data generally consists of causes in proportion to their numbers in the 
well-defined categories, except for infectious diseases which are slightly under- 
represented in the ill-defined cause group (perhaps because diseases such as cholera and 
consumption were easier to recognise). In other words, our analysis of the parish register 
22 In general, though, the entries of burials tend to explain at length any unusual death so it 
would be likely that a death due to a pit fall would be identified as such and not just enternd 
as 'fractures to the head', say. 
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data is probably under-emphasising other causes of death relative to infectious diseases. 
However, it could also be that infectious diseases were declining in importance and hence 
by 1855 other causes were becoming more important. An analysis of seasonal patterns of 
cause of death will help to explain what diseases are most likely to be in the ill-defined 
group. However, it does appear that the parish register data are robust enough to allow a 
relative comparison of causes of death although absolute measures will under-estimate the 
true level of mortality from specific diseases because of the numbers of ill-defined causes. 
TABLE 5.9 % of Deaths due to each Cause for each Industrial Groun. 1855-61. 
Disease Group Dundee Montrose Cu par Weaving Fishing Agricultural 
Infectious 26.1 29.6 26.2 30.7 34.5 20.5 
Circulatory 18.7 12.9 16.4 11.8 11.4 14.9 
Respiratory 14.6 12.3 9.4 11.3 6.6 10.4 
Digestive 4.0 6.9 5.3 5.0 3.9 10.4 
Genitourinary 1.7 3.0 0.6 1.6 0.9 2.4 
Pregnancy 1.7 0.4 1.0 2.1 0.9 1.6 
Other Systems 10.3 16.4 13.9 9.2 18.3 14.1 
111-Defined 19.8 15.0 24.0 22.8 14.4 23.3 
Accidents 3.3 3.6 3.3 5.5 9.2 2.4 
Valid cases (n) 825 506 512 381 229 249 
Missing Cases (n*) 160 6 62 8 7 11 
In order to examine further the different industrial types of parishes with respect to 
cause of death, it is useful to look at mean age at death. Table 5.10 below gives the 
average age at death for the main groups of diseases as well as a few selected specific 
causes for each type of parish. For the specific diseases the number of cases is also given 
in brackets beneath each mean. 
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TABLE 5.10 Mean Age at Death in Years for each Industrial Group for the main Cause 
of Death categories, All Causes and Selected specific Causes, 1810-54. 
Cause of Death Dundee Montrose Cu par Weaving Fishing Agricultural All Parishes 
Infectious 38.4 40.4 40.0 50.1 42.6 38.8 40.9 
Circulatory 49.7 54.0 51.6 57.4 63.7 60.1 53.2 
Respiratory 52.7 59.0 53.4 58.6 56.0 62.3 55.4 
Digestive 51.7 54.5 50.1 51.5 55.4* 56.4* 52.7 
Genitourinary 53.6* 67.7* 65.4* 71.0* 70.5* 65.4* 63.3 
Pregnancy 32.2 35.6 31.3 32.3 30.8* 31.4* 32.5 
Other Systems 47.8 57.8 55.4 54.8 59.3 49.0 54.8 
Ill-Defined 71.8 64.5 71.5 65.2 59.4 69.6 67.9 
Accidents 38.1 45.1 50.2 44.1 31.8 42.8 42.7 
All Causes 51.2 55.3 56.0 57.7 52.0 52.4 54.5 
Missing Cases (n*) 3 26 6 2 52 15 104 
Old Age 76.5 78.5 76.7 76.4 80.7* 81.1 77.4 
(470) (645) (798) (32) (25) (75) 
Decline 44.4* 36.3 60.5 38.0 33.5 67.8* 42.3 
(17) (199) (52) (113) (39) (12) 
Consumption 35.8 34.8 35.6 55.8 33.4 35.0 38.5 
(438) (264) (503) (237) (31) (90) 
Typhus 41 40.5* 40.5 35.4* 36.7* 41.1 * 40.5 
(155) (15) (78) (5) (14) (22) 
Fever 39.4 40.5 49.1 38.5 43.5 44.9 42.6 
(89) (138) (137) (109) (31) (35) 
Note: The missing number of cases refers (for those where cause of death is given) to deaths for which age 
is missing. 
* indicates the mean is based on data from a small number of cases (less than 30). 
For the specific diseases the number of cases is given in brackets below each mean. 
Several points emerge from the analysis of mean age at death for the different 
causes of death. To begin with, the categories that have the lowest mean age at death are 
accidents, deaths associated with pregnancy and childbirth, and infectious diseases. For 
infectious diseases the mean age at death for the various industrial groups 
is generally 
around 40 years, but for the weaving parishes is somewhat higher at 50 y cars. The mean 
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age at death for accidents is more varied between industrial groups (the very low value of 
32 years for the fishing parishes being of particular interest), but averages out at an overall 
mean of 43 years which is similar to the 41 years for infectious diseases. It is the deaths 
related to pregnancy that have the lowest overall mean age of 32.5 years. However, since 
deaths due to infectious diseases form such a large proportion of total deaths, it is the low 
mean age for this group that has the biggest impact on lowering the mean age at death for 
all causes. Most of the other cause of death groups have similar mean ages at death of 
about 53 to 55 years (genito-urinary diseases have a mean as high as 63 years but these 
values are based on a small number of cases, less than thirty). The main exception to this 
is the ill-defined category where mean age at death is between 59 years and 72 years 
(averaging 68 years overall). This is quite a high age at death and it is one that a large 
proportion of adults are reaching as the pie charts above show. This category consists 
mainly of deaths due to old age, debility, decline, general symptoms and sudden deaths of 
which old age is by far the largest except in the weaving parishes where 'debility' (with a 
mean age at death of 76 years) is more numerous. If we look more closely at the mean age 
at death for those dying of old age we can gain valuable information about what sort of age 
people of this time considered 'old' to be. The values from each type of parish range from 
76 years to 81 years. These ages would be considered old even by today's standard. 
Also within the ill-defined group are deaths due to decline. In Dundee, Montrose, 
and the weaving and fishing parishes the mean age at death for this cause is low, ranging 
from 33 to 44 years. 'Decline' was often used to mean 'consumption' (or respiratory 
tuberculosis) and from the results it can be seen that these mean ages are very similar to 
those for consumption where the mean age at death is about 35 years (the only exception 
being the weaving parishes). This tends to suggest that in these parishes, 'decline' is 
likely to refer to deaths from consumption. It is possible that some are due to cancer but 
generally the mean age at death for cancer is higher (usually over 50 gears), so 
consumption is more likely. In the other parishes, Cupar and the agricultural ones. the 
mean age is much higher suggesting something other than tuberculosis. The relatively 
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high mean age at death for consumption in the weaving parishes. 56 years, indicates that 
deaths due other diseases were possibly incorrectly ascribed to consumption. The pie 
charts above show that this group of parishes had a low proportion of deaths in the 
circulatory, respiratory, digestive and other systems categories (all with a mean age at 
death in the fifties), whilst the proportion for infectious diseases corrected for 'decline' 
(39%) is high. Thus, any cause of death incorrectly described as consumption could fall 
in any of these other categories. Finally, in this analysis of mean age at death we have 
looked at two of the other main causes of death, typhus fever and fever. Once more it can 
be seen how low the mean is, around 40 years, though not as low as that for 
consumption. These results were checked against the vital registration data and as Table 
5.11 below shows, mean ages at death for the main cause groups for the period 1855-61 
mirrored those seen for the earlier period. For infectious diseases the average age at death 
was about 40 years, which is very similar to the values given by the parish register data. 
The mean ages at death for diseases of the circulatory, respiratory, digestive and genito- 
urinary and other systems were about 53 to 64 years for the period 1855-61, again 
matching the values seen for the pre-1855 period. Similarly for deaths due to pregnancy, 
accidents and ill-defined causes the mean ages at death were approximately the same as the 
values given by the parish register data. This adds weight to our belief that the parish 
register data are a good source for studying demographic trends in the earlier period. 
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TABLE 5.11 Mean Age at Death for each Cause group for each Industrial Category. 
1855-61. 
Cause of Death Dundee Montrose Cu par Weaving Fishing Agricultural 
Infectious 38.7 42.5 39.0 40.2 43.7 39.2 
Circulatory 52.9 58.1 40.8 63.5 64.5 64.7 
Respiratory 53.5 60.7 61.1 59.3 71.3 67.3 
Digestive 43.3 59.4 57.6 54.5 54.8 60.7 
Genitourinary 52.9 52.5 60.3 58.2 44.0 70.7 
Pregnancy 33.2 21.0 30.2 28.3 24.0 29.0 
Other Systems 52.7 51.5 59.5 59.5 66.5 67.8 
Ill-Defined 64.4 76.8 74.6 77.6 74.7 76.1 
Accidents 38.7 56.6 42.7 45.0 33.8 45.3 
Whilst the pie charts and average age at death give us an idea of the similarities and 
the differences between the types of industrial parishes in terms of cause of death, a more 
specific test is required to show exactly where these differences lie. Consequently, chi- 
squared tests were carried out on the data. The first of these tests uses the six categories 
of type of industry cross tabulated against cause of death split into the seven categories 
employed in the pie charts, namely, infectious, circulatory, respiratory, abdominal 
(digestive, urinary and pregnancy combined), other systems, ill-defined, and accidental. 
Additionally, for the reasons looked at before, when considering mean age at death for 
certain diseases, deaths due to 'decline' have been included in infectious diseases for 
Dundee, Montrose, and the weaving and fishing parishes. The results are shown below. 
Chi-Squared Test of Disease Group against Degree of Industrialization, 1810-54 
Ho: There is no association between cause of death and degree of industrialization. 
H 1: There is an association between cause of death and degree of industrialization. 
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TABLE 5.12 Chi-Squared Test of Cause of Death against Degree of Industrialization, 
1810-54 (Expected counts are shown below Observed counts). 
Disease Group Dundee Montrose Cu ar Weaving Fishing Agri cultural Total 
787 806 891 473 187 185 
Infectious 748 874 925 409 191 181 3329 
226 267 181 55 46 36 
Circulatory 182 213 225 100 47 44 811 
289 175 119 48 30 31 
Res irato 155 182 192 85 40 38 692 
144 154 129 70 39 43 
Abdominal 130 152 161 71 33 32 579 
114 231 217 55 63 46 
Other Systems 163 191 202 89 42 40 726 
556 847 1102 465 144 156 
Ill-Defined 734 859 909 402 188 178 3270 
72 79 69 32 50 33 
Accidents 75 88 93 41 19 18 335 
Total 2188 2559 2708 1198 559 530 
1 19742 
Note: Deaths due to decline are included in infectious diseases. 
Since the value of chi-square of 477 is greater than the value from the tables for 30 
d. f. (53.7) we reject the null hypothesis in favour of the alternative at the 1% level of 
significance i. e. it is highly likely that there is an association between cause of death and 
industrial group. By looking more closely at the amount each cell contributes to the 
overall value of chi-square we can see where the association is strongest. The largest 
single contribution, accounting for about a quarter of the association, comes from 
respiratory diseases in Dundee. There are many more people dying of this group of 
diseases in the most industrialized parish than would be expected if there was no 
association between cause of death and degree of industrialization. For the other types of 
parish there are fewer deaths from respiratory diseases than expected especially in Cupar 
(industrial group three). Other cells that contribute a lot to the association are the ill- 
defined diseases in Dundee and Cupar (in the former the observed number in the ill- 
defined category is smaller than expected but in the latter it is greater than expected). It is 
possible that good identification of cause of death in Dundee resulted in deaths due to 
respiratory diseases being recognised rather than being categorised as ill-defined. 
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Conversely, in Cupar poor diagnosis may have meant that some deaths caused by 
respiratory diseases were not identified as such and so fall in the ill-defined category. 
However, this would not be sufficient to explain completely the excess deaths due to 
respiratory diseases in Dundee since this is a much larger factor in the association. The 
second main factor is the high number of accidents in the fishing parishes (mainly 
drownings as we saw above). Another factor accounting for the connection between 
cause of death and degree of industrialization is the low number of observed deaths due to 
circulatory diseases in the weaving parishes 
It was decided to examine the effect of degree of industrialization on cause of death 
further by looking at a simple industrial/non-industrial dichotomy. This will provide a 
contrast between the two ends of the industrial spectrum by looking at two economic 
groups, an industrial one and a non-industrial one. For the industrial group the data for 
Dundee and Montrose were combined (Cupar was excluded since it is not as industrialized 
as either Dundee or Montrose and the earlier work on overall mortality trends has shown it 
to have a different mortality pattern). The weaving, fishing and agricultural parishes were 
combined to form the non-industrial group. Table 5.13 below shows the observed and 
expected counts for this chi-square analysis. The abdominal diseases were also combined 
with the other systems to make one large 'other systems' group because the results above 
on the association between cause of death and degree of industrialization show that neither 
of these groups contributed greatly to the overall chi-square. 
Chi-Squared Test of the association between Disease Group and Economic Group, 1810- 
54 
Ho: There is no association between cause of death and economic group. 
H 1: There is an association between cause of death and economic group. 
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TABLE 5.13 Chi-Squared Test of Cause of Death against Economic Group, 1810-54 
(Expected counts are shown below Observed counts). 
Disease Group Industrial Non-Industrial Total 
1593 845 
Infectious 1645 793 2438 
493 137 
Circulatory 425 205 630 
464 109 
Respiratory 387 186 573 
643 316 
Other Systems* 647 312 959 
1403 765 
111-Defined 1463 705 2168 
151 115 
Accidents 180 861 
1 
266 
Total 4747 2287 
1 1 
7034 
Note: 'Decline" included in infectious diseases for Dundee, Montrose and the 
weaving and fishing parishes. * 'Other systems' consists of the digestive, genito- 
urinary, pregnancy and other systems categories from the original groups. 
The chi-squared value of 108 is greater than the value from the tables for five d. f 
(16.75) so we reject the null hypothesis in favour of the alternative at the I% level, i. e. it 
is highly likely that there is an association between cause of death and economic group. 
The cells that contribute most to the chi-square total are the ones for the respiratory and 
circulatory diseases. For the non-industrial group there are fewer deaths than would be 
expected if there was no association, whilst for the industrial group there are more deaths 
than would be expected. The largest single contributor is the respiratory diseases for the 
non-industrial group, such diseases being under-represented in these parishes. Another 
cell that makes a reasonable contribution is the accidental deaths in the non-industrial 
group, where the observed counts are higher than the expected. There is thus evidence to 
indicate that mortality from respiratory and circulatory diseases was worse in the industrial 
group than the non-industrial, but that the latter had more accidental deaths (mainly 
drownings in the fishing parishes as we saw earlier). This in part agrees with Woods and 
Hinde's (1987) findings for rural/urban differentials in mortality in late-Victorian England 
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and Wales (c. 1860-1911). They identified higher mortality in urban areas for the period 
(which is what was noted for eastern Scotland c. 1810-61 in Chapter 4). Differentials 
between urban and rural rates in England and Wales converged over the period 1861-1911 
as rates fell faster in the urban areas. What Woods and Hinde found when looking at 
cause of death was that, for the period 1861-1871, excess mortality in urban areas was 
due to scarlet fever, diarrhoea and dysentery, and lung diseases being more important in 
the urban environment. Since they are looking at all ages the importance of scarlet fever is 
probably related to infant and child mortality. What is of significance is that they found 
lung diseases to be causing higher mortality in urban areas as we have discovered for 
eastern Scotland. Furthermore, the analysis of Angus and Fife has shown that mortality 
from respiratory diseases was worse in the main urban centres c. 1810-54 when compared 
with small town areas such as Cupar. These differentials are still to be found for the 
1855-61 period, although it must be noted that the gap between the industrial areas and the 
less industrialized ones has narrowed. The results for Fife, showing lower mortality in 
rural areas disagree with Patterson's (1989) findings for the county for the post-1855 
period. 
We saw earlier that, generally, the industrial parishes had the worst mortality rates 
both in terms of overall trends and age-specific death rates than the other parishes. 
However, these differentials changed over time with mortality rates in the two most 
industrialized parishes worsening whilst improving in the other parishes. The analysis of 
cause of death has so far revealed that it may be high mortality from respiratory diseases 
that in part explains this. Possibly, worse conditions in the major city in terms of working 
and living environments were detrimental to health particularly in relation to poor air 
quality in factories affecting respiratory diseases. However, it must be stressed that the 
chi-square tests only show an association between cause of death and degree of 
industrialization, there is not necessarily a causal relationship. It could be that different 
age structures in the different industrial places cause the mortality differentials with respect 
to cause of death. Thus we need to be able to look at age- and cause-specific death rate,,. 
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Before doing this though, we have also seen how mortality rates changed over time so it is 
worth investigating if there was any change in patterns of cause of death over the period. 
It was decided to retain the industrial/non-industrial dichotomy to do this since the analysis 
has shown the mortality of these groups to be different. Thus time period (divided into 
decades) was tabulated against cause of death for these two groups and the results are 
shown below (data for the, 1810s for the non-industrial parishes were not included because 
numbers were small and also it would make it easier to compare with the industrial 
parishes since data only begin for these in 1820). 
Chi-Squared Test of Disease Group against Time Period, 1820-54, for Non-Industrial 
Parishes 
Ho: There is no association between cause of death and time period for the non-industrial 
parishes. 
H1: There is an association between cause of death and time period for the non-industrial 
parishes. 
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TABLE 5.14 Chi-Squared Test of Cause of Death against Time Period, 1810-54, for 
the Non-Industrial Parishes (Expected counts are shown below Observed counts). 
Disease Group 1820s 1830s 1840s 1850s Total 
295 241 221 75 
Infectious 197 288 241 107 832 
29 46 48 12 
Circulatory 32 47 39 17 135 
7 52 35 15 
Respiratory 25 38 32 14 109 
65 87 97 59 
Other Systems* 73 106 89 40 308 
114 321 215 114 
Ill-Defined 181 264 221 98 764 
25 35 38 16 
Accidents 27 39 33 151 
1 
114 
Total 535 782 654 291 
1 1 
2262 
Note: 'Decline" included in infectious diseases for the weaving and fishing parishes. * 
'Other systems' consists of the digestive, genito-urinary, pregnancy and other systems 
categories from the original groups. 
Since the value of chi-square of 147 is greater than the value from the tables for 15 
d. f. (32.8) we reject the null hypothesis in favour of the alternative at the 1% level of 
significance i. e. it is highly likely that there is an association between cause of death and 
time period for the non-industrial parishes. This association is due mainly to the higher 
than expected deaths from infectious diseases in the 1820s. Mortality from these 
infectious diseases declines from 1830 onwards as can be seen from the lower than 
expected deaths in the 1830s, 1840s and, in particular, the 1850s (and this is despite the 
fact that the major cholera and typhus epidemics came in the 1830s and 1840s). The 
percentage of all deaths (for which cause of death is given) who die of infectious diseases 
falls from 55% in the 1820s to 31% in the 1830s, 34% in the 1840s and 26% in the 
1850s. Conversely deaths due to respiratory diseases are low in the 1820s (this cell 
making the third largest contribution to the overall association) but increase in the 1830s 
(rising from 1.3% of all reported causes of death in the 1820s to 6.6% in the 1830s. 
though the first figure is based on a small number of cases so must be interpreted with 
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caution). There is also some evidence of a rise in deaths from diseases of the other 
systems in the 1850s. Let us now look at the industrial parishes of Dundee and Montrose 
to see if they show a similar pattern of cause of death over time. 
Chi-Squared Test of Disease Group against Time Period, 1820-54, for the two main 
Industrial Parishes (Dundee and Montrose) 
Ho: There is no association between cause of death and time period for the industrial 
parishes. 
HI: There is an association between cause of death and time period for the industrial 
parishes. 
TABLE 5.15 Chi-Squared Test of Cause of Death against Time Period, 1810-54 
(Expected counts are shown below Observed counts). 
Disease Group 1820s 1830s 1840s 1850s Total 
93 345 581 574 
Infectious 62 281 686 564 1593 
8 38 218 229 
Circulatory 19 87 212 174 493 
3 106 200 155 
Respiratory 17 82 200 164 464 
9 32 138 119/ 
Other Systems* 12 53 128 105 298 
69 287 836 556 
Ill-Defined 68 309 753 619 1748 
2 30 72 47 
Accidents 6 27 65 53 151 
Total 184 838 2045 1680 4747 
Note: 'Decline" included in infectious diseases for Dundee and Montrose. * 'Other systems' 
consists of the digestive, genito-urinary, pregnancy and other systems categories from the 
original groups. 
Since the value of chi-square of 151 is greater than the value from the tables for 15 
d. f. (32.8) we reject the null hypothesis in favour of the alternative at the 1% level of 
significance i. e. it is highly likely that there is an association between cause of death and 
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time period for the industrial parishes. Once again infectious diseases are accounting for a 
lot of the association. In the 1820s the observed number of deaths is much higher than 
would be expected if there was no change in the pattern of cause of death over time. 
However, this time the observed number of deaths is still much higher than expected in the 
1830s (although lower than in the 1820s) and it is not until the 1840s that deaths from 
these causes fall to much lower levels, before approximately levelling out in the 1850s. In 
the 1820s infectious diseases in the two main industrial parishes accounted for over 50% 
of deaths from all causes (for those where cause is known), falling to 41 % in the 1830s, 
28% in the 1840s and 34% in the 1850s. 
There is also evidence once more for an increase in deaths due to respiratory 
diseases from the 1820s, when they accounted for 1.6% of deaths for which cause is 
given, to the 1830s when the corresponding figure was 12.6%, before a slight drop in the 
following two decades to about 9.5% (though again the figure for the 1820s is based on a 
small number of cases). This is the same pattern as seen in the non-industrial parishes, 
though the levels are higher in the industrial parishes. 23 Similarly like the non-industrial 
parishes, there is some slight evidence for a rise in deaths due to diseases of the 'other 
systems', though this time the rise comes earlier, in the 1840s and the levels, as a 
percentage of all deaths, are lower (in the non-industrial parishes the percentage of deaths 
due to other systems rose from 12% in the 1820s to 20% in the 1850s, but in the industrial 
parishes the corresponding rise was from 5% to 8%). However, the industrial parishes 
differ from the non-industrial ones with respect to deaths from diseases of the circulatory 
system. In the non-industrial parishes these diseases account for between 4% and 7% of 
all deaths and there is little variation over the period. However, in the industrial parishes 
the percentage of deaths from circulatory diseases rises from about 4.5% in the 1820s and 
1830s to 11 % in the 1840s and 13.6% in the 1850s. The figures for the 1830s and 1850s 
23 To see if changes in the proportion of people dying from ill-defined causes over time was 
hiding possible changes in mortality from respiratory diseases it was decided to look at all 
ill-defined causes that could possibly be respiratory diseases. Patterns of mortality from such 
diseases followed similar trends to those seen for respiratory diseases so it appears that the 
findings for respiratory diseases are genuine. 
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contribute the highest two amounts to the overall chi-square value, in the former decade 
the number of cases being lower than expected, whilst in the latter they were higher. Thus 
we see a pattern in both types of parish of falling deaths from infectious diseases over the 
period (though in the industrial parishes this decline took longer), but rising deaths from 
respiratory diseases and, for the industrial parishes, from circulatory diseases too. Since 
infectious diseases account for a lot of deaths it was decided to examine two of the main 
diseases within this group, consumption (or respiratory tuberculosis) and fevers including 
typhus. Table 5.16 shows how the proportion of deaths due to these diseases changed 
over the period for the two main industrial parishes, the non-industrial parishes and 
Cupar. Once more, for Montrose, Dundee, and the fishing and weaving parishes decline 
was included with consumption. 
Table 5.16 Percentage of Deaths from all Causes due to Consumption and Fevers for 
each Decade for the different Industrial Groups. 
Cause Parishes 1810s 1820s 1830s 1840s 1850s 
Industrial 17 18 21 13 
Consumption (including 
decline) Cu par 24 12 18.5 17 21 
Non- 
Industrial 32 41 17 15.5 19 
Industrial 14 6.5 4 9 
Fever (including typhus) Cu par 16 12* 8 7.5 2* 
Non- 
Industrial 20 12.5 8 10 5 
Note: * Based on fewer than thirty observations. 
As can be seen from the table, both fevers and consumption decline over the period 
for all industrial groups. However, the timing and extent of the decline varies. Looking at 
consumption it can be seen that in the non-industrial parishes the fall came between the 
1820s and 1830s and then levelled out at about 18%, fluctuating a little. In the industrial 
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parishes it was not until the 1850s that there was a drop, though the percentage of death-, 
due to consumption was lower than in the non-industrial parishes so it is possible that a 
decline occurred before the 1820s. It may also be that deaths due to bronchitis are more 
likely to be wrongly diagnosed as consumption than in the cities (possibly with there being 
more cases in the cities because of the higher number of overall deaths it was easier to 
differentiate the diseases). This may also explain to some extent the higher rate of deaths 
due to respiratory diseases seen in the two main industrial parishes. However, it cannot 
explain it all since, as we saw above, deaths from respiratory diseases were rising from 
the 1820s on in the industrial parishes. This rise was not accompanied by a fall in deaths 
from consumption so any increase in respiratory diseases cannot simply be attributed to a 
change in classification of disease with bronchitis no longer being confused with 
consumption. In Cupar, the pattern of deaths from consumption is unusual. Initially it 
declines at an early period, from the 1810s to the 1820s, to a very low level and then rises 
in the 1830s to be at similar levels as the other groups of parishes. For fevers, all the 
parish groups show a reasonably steady decline over the whole period. The study of these 
two causes shows that the decline in infectious diseases was likely due to a decline in most 
of the diseases in this group rather than specifically a decline in just consumption. Also 
the fall seems to have occurred mostly by 1830 for both fevers and consumption. The 
pattern of the decline was different, though, with consumption falling more dramatically in 
a short period before fluctuating around a lower level whilst fevers fell more steadily over 
the whole period. 
To try to explain the patterns in cause-specific mortality we also examined cause of 
death for infectious diseases according to method of transmission. Thus we looked at 
diseases that were animal-borne (typhus), food- and water-borne (typhoid, diarrhoea. 
cholera and dysentery), and air-borne (smallpox, measles, scarlet fever, pneumonia and 
respiratory tuberculosis). We also looked at asthma and bronchitis, two of the main 
respiratory diseases, separately. The results showed that mortality from animal-borne 
diseases fluctuated over the period. For water- and food-borne illnesses deaths due to 
297 
these diseases (as a percentage of all causes) generally increased over the period in the 
industrial parishes but in the non-industrial parishes they rose in the early period before 
starting to decline. Air-borne infections declined in both industrial and non-industrial 
areas. However, deaths due to bronchitis and asthma rose in both areas. 
McKeown (1976) found for England that there were substantial reductions in 
mortality from water- and food-borne illnesses from the second half of the nineteenth 
century. The high rates seen in the mid-nineteenth century fit in with the results for 
eastern Scotland in that rates were relatively high for these diseases in the mid-nineteenth 
century in Fife and Angus. Patterson's (1989) work suggests that in Fife, like England, 
such diseases declined, partly due to sanitary reforms, from 1855 onwards. However, 
our results show that during the first half of the nineteenth century it was likely that deaths 
from such illnesses were rising before they began to fall and that this decline began in the 
non-industrial parishes before the industrial ones. This would be linked to poor 
sanitation, with polluted water and food and poor sewage disposal. The rising mortality 
due to bronchitis and asthma is possibly due to the poor air quality especially in textile 
factories. 
It was speculated earlier, that changes in the age structure could explain some of 
the changing mortality patterns. Consumption is regarded as a disease of young adults, 
for instance. It is thus worth looking at age- and cause-specific death rates. To do this 
two parishes with very high quality data on cause of death were selected, namely Dundee 
and Ceres, the former representing a high degree of industrialization, the latter a 
predominantly rural parish with a dispersed weaving industry. Only years in which all or 
nearly all cases had cause of death recorded were used (hence 1821 was not used for 
Dundee). The mean number of deaths for each cause group and age group was calculated 
and then the death rate calculated by dividing this average number of burials by the 
population within that age group for that parish for the year 1841 and multiplied by a 
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hundred thousand. 24 The death rates so calculated are presented in Tables 5.17 and 5.1 
below, the total number of burials for all the years being given below each rate (to obtain 
the means simply divide this total by three for Dundee and thirty-five for Ceres since these 
are the number of years on which the totals are based). Table 5.19 then goes on to 
compare the results obtained for Dundee and Ceres with Flinn's (1977) rates for Scotland 
1861-70 for selected diseases. 
TABLE 5.17 Age- and Cause-Specific Death Rates per hundred thousand of the living 
population in each age group for Dundee, 1831,1841 and 1851 combined (total number 
of cases given below the death rate), calculated using the 1841 population. 
Disease/Age Group 15-24 25-34 35-44 45-54 55-64 65+ 
1)Infectious 346 521 703 977 1,017 613 
133 164 156 124 83 34 
2)Circulatory 40 83 176 323 698 703 
16 26 39 41 57 39 
3)Respiratory 40 83 135 449 1,139 1,135 
17 26 30 57 93 63 
4)Other Systems* 65 140 198 362 527 757 
25 44 44 46 43 42 
5)111-Defined 10 29 27 110 466 7,568 
4 9 6 14 38 420 
6)Accidents 39 38 81 150 37 72 
15 12 18 19 3 4 
All Cause except 1&5 190 343 591 1,284 2,401 2,667 
73 108 131 163 196 148 
Consumption & Decline 237 350 370 449 539 108 
91 110 82 57 44 6 
Diarrhoea & Dysentery 13 13 41 87 86 108 
5 4 9 11 7 6 
Typhus 52 73 212 339 196 108 
20 23 47 43 16 6 
Fever 26 67 68 87 123 144 
10 21 15 11 10 8 
Influenza 5 13 9 39 147 126 
2 4 2 5 12 7 
Total Population 12821 10483 7391 4230 2721 1850 
Note: 'Decline" included in infectious diseases. * 'Other systems' consists of the digestive. 
genito-urinary, pregnancy and other systems categories from the original groups. 
24 1841 population figures were used since they are roughly central to the time period tor each 
parish. Dundee's population figures have again been adjusted to allow for the mistaken 
inclusion of some people from Liff and Benvie (see chapter four for more details). 
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TABLE 5.18 Age- and Cause-Specific Death Rates per hundred thousand of the living 
population in each age group for Ceres, 1820-54 (total number of cases given below the 
death rate), calculated using the 1841 population. 
Disease/Age Grou 15-24 25-34 35-44 45-54 55-64 65+ 
1)Infectious 536 365 522 620 985 2,275 
108 54 55 46 61 133 
2)Circulatory 10 34 57 108 194 325 
2 5 6 8 12 19 
3)Respiratory 5 0 57 135 210 256 
1 0 6 10 13 15 
4)Other Systems* 79 101 266 108 291 513 
16 15 28 8 18 30 
5)111-Defined 35 61 95 256 759 6,296 
7 9 10 19 47 368 
6)Accidents 25 41 28 67 81 103 
5 6 3 5 5 6 
All Cause except I&5 119 176 408 418 775 1,198 
24 26 43 31 48 70 
Consumption & Decline 337 250 408 458 694 2,002 
32 37 43 34 43 117 
Diarrhoea & Dysentery 0 0 0 0 0 0 
0 0 0 0 0 0 
Typhus 10 7 0 13 16 0 
2 1 0 1 1 0 
Fever 188 101 95 135 258 240 
38 15 10 10 16 14 
Influenza 0 0 19 40 32 137 
0 0 2 3 2 8 
Total Population 576 423 301 212 177 167 
Note: 'Decline" included in infectious diseases. * 'Other systems' consists of the digestive, 
genito-urinary, pregnancy and other systems categories from the original groups. 
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TABLE 5.19 Age-Specific Death Rates from Selected diseases per hundred thousand of 
the living population in each age group, Dundee 1831-51, Ceres 1820-54, and Flinn's 
(1977) results for Scotland 1861-70. 
DISEASE AREA 15-24 25-34 35-44 45-54 55+ 
Dundee, 
1831-51 346 521 703 977 853 
All Infectious Ceres, 
1820-54 536 365 522 620 1,611 
Scotland, 
1861-70 534 552 511 490 537 
Dundee, 
1831-51 237 350 370 449 365 
Ceres, 
Tuberculosis 1820-54 337 250 408 458 1,329 
Scotland, 
1861-70 403 432 363 299 198 
Dundee, 
1831-51 13 13 41 87 95 
Diarrhoea & Ceres, 
Dysentery 1820-54 0 0 0 0 0 
Scotland, 
1861-70 5 9 15 28 137 
Dundee, 
1831-51 78 140 280 426 291 
Typhus & Ceres, 
Fever25 1820-54 198 108 95 148 257 
Scotland, 
1861-70 97 90 115 137 147 
Dundee, 
1831-51 5 13 9 39 139 
Ceres, 
Influenza 1820-54 0 0 19 40 83 
Scotland, 
1861-70 1 1 2 5 39 
Source: 1861-70 figures are taken from Flinn (1977) Table 5.6.7, p. 405. Figures for Dundee and Ceres 
are from Tables 5.17 and 5.18 above. 
Comparing the age- and cause-specific rates for Dundee and Ceres it is evident that 
the high death rates from infectious diseases are common to all ages. Dundee has higher 
death rates for this disease group at all ages except the youngest and oldest groups. Once 
more immunity acquired in childhood may explain the lower death rate in Dundee for ages 
25 This compares with Flinn's (1977) 'typhus group' category. 
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15-24 years (infectious diseases being more likely to be endemic in the cities as opposed to 
rural areas like Ceres). In Ceres the pattern of deaths from infectious diseases falls from 
536 per hundred thousand for the youngest age group to 365 for those aged 25-34 years 
and then climbs steadily to high levels in the older age groups. In Dundee the pattern is 
different in that it rises from the youngest age group to age 64 years and then declines for 
the oldest age group. Deaths from consumption and decline (which can be considered as 
respiratory tuberculosis) in each parish mirror the pattern for all infectious diseases. The 
high rate of deaths from consumption in Ceres for those aged 15-24 years conforms to the 
classic pattern of it being a disease that affects young adults. However, in Dundee this age 
group witnesses the lowest death rates from consumption. This could either be because 
the 'weak' are being killed off in childhood or it is evidence of a disease in decline. 
For the ill-defined group rates rise as age increases for both parishes, Ceres having 
the higher rates at all ages except the eldest age group. However, the number of cases that 
these rates are based on is small for all age groups under 55 years. This suggests that the 
problem of causes of death being poorly identified is confined mainly to the oldest age 
groups. Consequently the results for age groups up to 55 years are fairly robust in terms 
of the pattern of mortality over the age groups. 26 Because of the small number of cases 
deaths from the remaining cause of deaths groups have been combined. Deaths from these 
diseases rise with age for both parishes, the lower rates being seen in Ceres. Looking at 
the separate cause groups making up this category, circulatory, respiratory and other 
systems, (and bearing in mind the small number of cases), this pattern of rising deaths 
with age is found in all three groups. In Dundee, deaths from respiratory diseases are the 
same or slightly lower than deaths from circulatory diseases up to age 45 years after which 
deaths from the former rise more dramatically than the latter to be nearly twice as high. In 
Ceres, though, the rise with age in deaths from respiratory diseases is not so dramatic and 
death rates from this group of diseases remain at similar levels to deaths from circulatory 
26 The problem of under-registraion remains, though, meaning that comparison of absolute 
rates is less reliable. If, as was suspected in chapter two, under-registration is worse in the 
cities than in rural areas such as Ceres, then it is likely that the rates in Dundee were in 
reality higher. 
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diseases. Any rise in death rates from respiratory diseases over the period in the most 
industrialized parishes would thus appear to be mostly affecting those aged over 45 years. 
Turning to compare these results with those that Flinn (1977) calculated for 
Scotland 1861-70 (see Table 5.19), for diarrhoea and dysentery, typhus, and influenza. 
Dundee generally has higher rates of death than Scotland as a whole for the later period, 
with Ceres usually being in between (though there are very few cases for Ceres for 
influenza and none for diarrhoea and dysentery). For infectious diseases and for 
tuberculosis separately the rates for the different places cross as age rises. For all 
infectious diseases Dundee has the lowest rate for the youngest age group, but by age 
groups 35-54 years it has the highest rates. The rates for Scotland move from being the 
worst or almost the worst in the youngest age groups to being the best for the older age 
groups. The position of Ceres fluctuates. The pattern of the rates over the age group is 
different for the three places. In Dundee they rise steadily as age increases only falling 
slightly in the eldest age group. For Ceres, the rates are fairly level except for a fall in the 
age group 25-34 years and a steep rise in the eldest group. For Scotland, the rates remain 
fairly steady. For tuberculosis Ceres has the worst rates for ages over 35 years and 
Scotland 1861-70 the best rates. However, for the two youngest age groups the situation 
is reversed with Scotland having the worst rates. In Dundee rates once more rise with 
age. In Ceres rates fall and then rise with age, whilst for Scotland rates fall from age 35 
onwards. 
Finally, before going on to look at occupational mortality, some mention must be 
made of the relative patterns of cause of death for men and women. Chi-square tests of 
cause of death27 against sex were significant at the I% level for both the industrial 
parishes (Dundee and Montrose) and the non-industrial, with values of 53 and 63 
respectively for 4 d. f. These differences were due almost wholly to accidental deaths. 
where the number of men dying from accidents was much higher than expected and the 
number of women much lower for both industrial groups. If accidental deaths were 
-' The groups used were infectious, circulatory, respiratory, all other systems (digestive, 
genito-urinary, pregnany and other systems), ill-defined and accidental. 
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excluded from the analysis then the results were only just significant at the 1% level for the 
industrial parishes and 5% for the non-industrial. For the former the chi-square value of 
16 was due mainly to fewer men and more women being in the ill-defined cause of death 
group than would be expected if there were no differences in cause of death bem een the 
sexes. This may be a reflection of more women reaching old age than men (ý, wwe saw earlier 
that women have a higher mean age at death) or less care being given to identifying cause 
of death for women. In the non-industrial parishes the chi-square value of 12.7 (4 d. f) 
was also due to women being more likely to be in the ill-defined category than men, but 
also to the lower than expected number of women and higher than expected number of 
men dying from respiratory diseases. It thus appears that men are more likely to die from 
accidents and respiratory diseases than women unless some of the excess number of 
deaths of women due to ill-defined causes are in fact due to respiratory diseases and 
accidents. It would seem unlikely that deaths to women from respiratory diseases would 
fall into the ill-defined category, they would be more likely to be ascribed to consumption 
if less care was being taken, but this does not appear to be the case since deaths from 
infectious diseases do not appear to be unusually high for women. Also accidents, 
because of their 'novelty' tend to get good coverage in the records. Thus, if the 
differences are real and not due to misclassification, and since the men and women live in 
the same environment, the discrepancies may be explained by differences in the working 
environment. Consequently it is worth looking at occupational mortality to see how cause 
of death varies between different occupational groups. It is to occupational mortality that 
we shall turn in the next section. 
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5.3 OCCUPATIONAL MORTALITY 
The study of occupational mortality dates back to Ramazzini's (1700) treatise on 
the diseases of workers, though there had been a few studies about the hazards of 
individual occupations prior to this. Thackrah (1832) also looked systematically at 
occupational diseases and mortality. These works point to specific hazards such as the 
polluted atmosphere various workers were exposed to. In order to examine occupational 
mortality there are two aspects that we need to be able to isolate. The first is the social 
position and standard of living that a man derives from his occupation. This is closely 
connected with income and general living conditions and can be regarded as 'social class'. 
The second aspect of work that we need to be able to isolate is the type of work that is 
done which will be connected with a persons working environment. In this respect we are 
measuring what type of industry a person is working in. This should not be confused 
with the industrial groups that we used to classify the parishes, which were effectively 
measuring the extent of industry in each parish. To save confusion, the term industrial 
class will be used when talking about the type of work that an individual is engaged in. 
To enter information onto computer a numerical code was employed. The Booth- 
Armstrong (1972) system of coding was adapted to suit our purposes. Effectively the 
code for an occupation consisted of a four digit number. The first digit indicated social 
class, the second industrial class, whilst the remaining two digits identified a specific 
occupation. 28 Social class was divided into six categories: 
28 See appendix eight for occupational codes 
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1) Professional and educated 
2) Employer or master in trade or agriculture 
3) Self-employed or of indeterminate employment status 
4) Journeyman employee or apprentice 
5) Unskilled 
6) Other (including members of the armed forces, students paupers and 
pensioners) 
The industrial class categories were: 
1) Agriculture 
2) Sea-related 
3) Heavy industry (mining, quarrying and building) 
4) Textile manufacture 
5) Public service and professional 
6) Dealing 
7) Other manufacture 
8) Other (including servants, transport workers, labourers of unspecified industry 
and gentlemen) 
The data on occupation were thus coded ready for analysis. For Dundee 
occupation was recorded for 771 men and 97 women. There was a total of 1,029 men in 
our Dundee data so there is information on the occupation of 75% of these, the most 
complete data coming in the 1840s and 1850s. Montrose has much poorer data on 
occupation. It is only recorded for 313 people, 302 men and 11 women. The total 
number of men buried in this parish is 2,579 so there are only data on 12% of them, the 
1830s giving the best data. Cupar, on the other hand, has good quality data with 
occupation being recorded for 983 out of 1,253 men (78%), though there are only data on 
76 women. The data for men are almost complete from the 1830s onward,,. In the 
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weaving parishes the data come mainly from Cannock parish, with 167 of the 188 men for 
whom occupation is given living in that parish. There are data for 66% of men dying in 
Carnock. However, occupation is only given for six women. The fishing parishes have 
occupation noted for 71% of men who die (197 in Kilrenny and 71 in St Monance, the 
former having the most complete coverage), but only eight women. In the agricultural 
parishes there is a similar situation as in the weaving parishes, in that the data come mainly 
from some of the parishes. In this case it is Kingoldrum, Lintrathen, Carnbee and Logie 
that contribute most of the data and for these parishes occupation is given for 67% of all 
men buried in these four parishes. It was decided to concentrate the analysis of 
occupational mortality on men since no parish had good quality data on women's 
occupation. There is good data on occupation for men for nearly all the types of parish, 
though the weaving and agricultural parishes rely on data from only about half of their 
constituent parishes. For these parishes, data on occupation for men are fairly complete 
with between 66% and 78% of men buried having occupation recorded. The only 
problem is Montrose where we only have data for 12% of men. Having looked at which 
parishes contribute most of the information on occupation we shall now go on to analyse 
occupational mortality. 
The analysis of occupational mortality will begin by looking at what proportions of 
male deaths fall in each social class and industrial class for the various industrial types of 
parish. Table 5.20 below shows the percentage of male deaths in each social class for all 
those for whom occupation was given. The first two social classes, professional and 
educated and employers or masters in trade or agriculture, have been combined to form an 
upper social class. This is followed by the intermediate class29 consisting of self- 
employed people or those of indeterminate employment status and journeyman/apprentice 
employees, and the lower class of unskilled workers. Finally there is the 'other' class 
consisting mainly of students, pensioners and paupers. This group forms only a small 
29 The term 'intermediate class' is used in preferance to 'middle class' so as to avoid contusing 
this occupational group with the emerging middle class referred to in much of the literature on 
Scottish history for this period. The class of people these works are referring to consists 
partly of our second social class group whom we have placed in the upper classes. 
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percentage of total deaths (between 1 and 717c). As the results show most men fall in the 
intermediate social class. It can be seen how Montrose has a higher proportion of deaths 
to men in the upper social classes, reflecting its position as a count` town with a large 
proportion of professional men. The high proportion of men in the upper classes in the 
agricultural parishes is somewhat misleading and is really a reflection of the problem of 
coding social class of farmers discussed earlier. The pie chart (Figure 5.5) shows the 
proportions of male burials in each social class for all the parishes combined. It can easily 
be seen how the middle class dominates and how the upper and lower classes are of 
roughly equal size. 
TABLE 5.20 Proportion of Male Deaths in Each Social Class for each Type of Parish 
(as a percentage of total male deaths for whom occupation is given), 1810-54. The 
number of cases is given in brackets below each percentage. 
Social Class Dundee Montrose Cu par Weaving Fishing Agricultural 
Upper 8.5 31.4 15.5 14.9 10.8 35 65 95 152 28 (29) (116) 
Intermediate 74 54.4 57.4 83.5 69.4 33.5 570 164 564 (157 186 (111) 
Lower 15.8 10.6 21.9 0 18.7 24.8 122 (32 215 (0 (50) (82) 
Other 1.8 3.6 5.3 1.6 1.1 6.7 
14 11 52 3 (3) (22) 
Total Number 771 302 983 188 268 331 
of Cases (n) 
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Figure 5.5 Pie Chart Showing the proportions of Male Deaths in each Social Class, for All Parishes, 
1810-54. 
Turning now to look at the proportions on male deaths in each industrial class, 
Table 5.21 below shows how manufacturing industry, in particular textiles dominates in 
Dundee, accounting for over 50% of the occupations. In Montrose manufacturing is still 
important but not so dominant. The textile industry accounts for a much smaller 
proportion of all occupations, 12.6% compared with 33% in Dundee. However, the 
public service and professional class is much larger (19% compared with 5r%%) and fishing 
and shipping is relatively more important. In Cupar, the least economically developed of 
the industrial parishes, manufacturing forms about 43% of all occupations. In all three 
industrial parishes there is also a large group who worked in dealing. In the weaving 
parishes it can be seen that textiles are as important as in Cupar (17%) but that far fewer 
are engaged in other manufacturing, the economic diversity being lacking in these 
parishes. The high proportion in heavy industries in the weaving parishes is mainly due to 
309 
INTERMEDIATE 
the miners in Carnock. The proportion of male burials for whom occupation is given that 
are in agriculture is very small for the industrial parishes, but increases for the fishing and 
weaving parishes and reaches a high of 23% in the wholly agricultural parishes. For the 
fishing parishes the fishing industry forms 56% of occupations for those who die. The 
non-industrial parishes generally have far fewer working in manufacture and dealing. The 
pie charts in Figures 5.6 and 5.7 below summarise the contrast between the industrial and 
non-industrial parishes. The importance of agriculture, fishing and other industries 
(mainly servants, labourers, who are most likely agricultural workers in these parishes, 
paupers and transport workers) in the non-industrial parishes is evident, as is the 
dominance of manufacturing in the industrial parishes. 
TABLE 5.21 Proportion of Male Deaths in Each Industrial Class for each Type of 
Parish, 1810-54, as a percentage of all male deaths for whom occupation is recorded 
(number of cases is given in brackets below each percentage). 
Industrial Dundee Montrose Cupar Weaving Fishing Agricultural All 
Class Parishes 
1 2 2 7 3.5 9 7.8 23 5.84 Agricultural . 9 . 8 34 17 (21 (77) (166) 
4 8 12.3 0.6 0 56 0 9.1 Sea-Related . (65) 37 (6) (0) (150) (0) (258) 
4 9 4 6 7.3 13.8 1.9 5.4 6.1 Heavy . (38) . (14) (72) (26) (5) (18) (173) 
Industry 
33 12 6 17 17 0.8 6.7 18.1 Textiles 254 . 38 (167) 32 (2) (22) 15) 1 
2 5 19 2 10.1 5.9 4.1 10.3 8.9 Public & . (40) . (58) (99) (11) (11) (34) (253) 
Professional 
10 13 3 9 2.7 3.4 3.3 8.1 Dealing 
(77) . 40 88 5 (9) (11) (23w 
21 9 22 2 26.4 13.8 11.2 15.7 21.2 Other . 
( 169) 
. (67) (259) (26) (30) i52) (603) 
Manufacture 
4 15 13 3 26.3 37.8 14.9 35.4 22.7 Other . 119 . (40) (258 (71) (40) (117) (645) 
Total Cases 771 1302 983 188 268 311 2843 
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These results reflect what we would expect about these parishes from the analysis 
conducted in chapter three. However, they tell us little about the mortality differentials 
between the different social and industrial classes. For instance, the higher proportion of 
burials to textile workers in Dundee does not mean that this was necessarily a more 
hazardous occupation than agriculture, but rather that more people worked in this industry 
in Dundee. The results do suggest that the occupation data that we have from these 
parishes are representative, since the proportions in each class for the different types of 
parish are in line with what we would expect. In order to calculate mortality rates for each 
class we would need to know the numbers of people in each social and industrial class for 
each parish amongst the general population, preferably by age group. However, 
occupational data have only been summarized for the whole of Fife and Angus and to 
calculate the proportions from the census enumerator's returns for each parish would be 
too lengthy a process for the scope of this thesis. 30 It would be unrealistic to assume that 
the occupational composition of our parishes is the same as for Fife and Angus as a 
whole. However, it is more plausible to assume that the age structure of the workforce for 
our parishes is the same as for all of Fife and Angus (i. e if agricultural workers tend to be 
young in all of Fife and Angus then it is reasonable to assume they would be young in our 
sample parishes). 31 Thus we can compare information on the mean age of men working 
in each social and industrial class in the general population of Fife and Angus with the 
mean age at death for men in these groups in our parishes. This then overcomes the 
problems of just looking at the mean age at death in each social and industrial group since 
we can control for average age of men in the relative population at risk. So let us take a 
closer look at the mean age at death of men buried in our parishes, 1810-54. 
30 An analysis was made of the proportions engaged in each industrial and social class for Fife 
and Angus based on the 1851 census. However, it is evident from this analysis that our group of 
parishes is not representative of all Fife and Angus in that the industrial parishes and fishing 
parishes are over-represented and the agricultural ones under-represented. Hence the base 
population figures for each class do not match the burial data. 
31 This assumption seems all the more valid in the light of the analysis of the age structure of 
the various parishes in 1841 (which included the 'remainder of Fife and Angus') and 1861 
which showed that the different parishes had similar age-structures. 
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For all the parishes combined the mean age at death in each social and industrial 
class was calculated for men buried between 1810 and 1854.32 The corresponding mean 
ages of men in each social and industrial group in the general population of Fife and 
Angus in 1851 were estimated from the numbers in each ten year age group for every 
occupation. The results were as follows. 
TABLE 5.22 Mean Age at Death (1810-54) and Mean Age in the General Population 
(1851) of Men in each Social Class. 
Social Class Mean Age in 
Population 
Mean Age at 
Death 
1)Professional & Educated 48.2 61.0 
2)Employer or Master 33.3 59.7 
3)Self-Employed 36.0 53.6 
4)Journeyman or apprentice 37.0 49.8 
5)Unskilled 36.4 57.3 
6)Other 36.8 62.6 
Source: 1851 Census of Great Britain 
From Table 5.22 it can be seen that men in the first social class have the highest 
mean age both at death and in the general population. This may reflect that those in this 
group live a relatively long time. However, some of this apparent longevity could be 
explained by the fact that it takes time for men to achieve this high rank in society. For 
example a man may be waiting for an inheritance or training to be a surgeon or a teacher. 
This would explain why those in the first social class are on average older than workers in 
other groups. Such a reason could not, however, explain the high mean age at death for 
32 Combining data from all the parishes has the benefit of making the burial information most 
comparable with the base population data and also overcomes the problem of small numbers of 
cases in some social and industrial classses for the separate parish types. 
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men in social class two relative to the mean age of this group in the population. Although 
it may take a number of years for a mason to become a master of his trade the results show 
that this class has the lowest mean age in the population but the second highest mean age at 
death. This indicates that the mortality rates of this upper social class are relatively good. 
This evidence suggests that the mortality experience of the higher social class is better than 
the lower classes. The other social classes have a similar mean age in the population of 36 
to 37 years, but their mean ages at death vary from 49.8 to 62.6 years. Social class eight 
is a miscellaneous group and it is difficult to interpret their high mean age at death relative 
to a low mean age in the population (which indicates a low mortality rate). It appears that 
men in social classes three and four have the worst mortality, particularly group four. A 
simple picture of worse mortality as social class declines is not the case, though, since the 
unskilled workers (social class five) have a high mean age at death relative to their mean 
age in the general population. There may be some interaction here with type of work done 
since it is likely that the biggest group amongst social class five, labourers, are agricultural 
workers, whilst most of those in classes three and four would be in manufacturing. Thus 
let us now look at the results for the different industrial classes. 
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TABLE 5.23 Mean Age at Death and Mean Age in the General Population of Men in 
each Industrial Class, 1810-54 
Industrial Class Mean Age in 
Population 
Mean Age at 
Death 
Agriculture 38.2 66.2 
Sea-Related 35.7 51.4 
Heavy Industry 34.8 50.3 
Textiles 37.4 54.4 
Public Service & Professional 42.0 54.9 
Dealing 35.4 51.1 
Other Manufacture 34.6 53.1 
Other 38.9 60.0 
Source: 1851 Census of Great Britain 
Comparing the mean age at death with the mean age in the population for the 
different industrial classes it can be seen that agricultural workers and, to a lesser extent, 
those in the 'other' category, have good mortality rates in that they have a high mean age at 
death compared with the average age of these workers in the general population. It is 
likely that a lot of those in the 'other' class are agricultural labourers (simply described in 
the records as labourers) so this may be a general pattern of better mortality for those 
engaged in agricultural work which may also be connected to living environment. Textile 
workers who are on average only slightly younger than agricultural workers have a much 
lower mean age at death than agricultural workers (54 years compared with 66 years). Of 
the other classes, those in sea-related industries, heavy industry (mining, building), 
dealing and other manufacture have similar mean ages of male workers in the general 
population (34 to 35 years) and similar mean ages at death (50 to 53 years). Of these 
those in other manufacture fair best. The final group, public service and professionals 
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have a surprisingly low mean age at death. This is most likely due to the inclusion in this 
group of members of the army and navy. 
It would thus appear that there is interaction between social class and industrial 
class in terms of their effect on adult male mortality. It appears that agricultural workers 
fair best of all the industrial groups to the extent that, even though they are from the lower 
social class, they have a high mean age at death. Generally those in the upper social 
classes have better mortality than those in the middle class. Of these middle classes textile 
workers appear to have the worst mortality. To examine these differences further we need 
to look at cause of death for the various occupational groups and this we shall turn to now. 
Once more data on male burials for those for whom occupation was recorded were 
combined for all the parishes. The number of deaths was then tabulated for both social 
class and industrial class by cause of death group. Chi-square tests were then carried out 
to see if there was any association between cause of death and social or industrial class. 
Once more for Dundee, Montrose, and the weaving and fishing parishes decline was 
included in infectious diseases. Originally tests were done for all the cause groups and 
both the test of cause against social class and cause against industrial class were 
significant, the biggest contribution coming from accidental deaths for fishermen (social 
class three and industrial group two) This result was expected because the previous 
analysis on cause of death revealed this. Thus the accidental group was removed from the 
analysis and the results are as below. 
Chi-Squared Test of the association between Disease Group and Social Class of Adult 
Males. 1810-54 
Ho: There is no association between cause of death and social class. 
H 1: There is an association between cause of death and social class. 
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TABLE 5.24 Chi-Squared Test of Cause of Death against Social Class for adult males, 
1810-54 (Expected counts are shown below Observed counts). 
Social Class/Disease Infectious Circulatory Respiratory Other 111-Defined 
Systems * 
1)Professional & 57 19 9 31 65 
Educated 66.7 17.4 18.2 24.5 54.2 
37 9 5 24 35 
2)Em lo er or Master 40.5 10.6 11.1 14.9 32.9 
436 106 126 151 299 
3)Self-Em lo ed 411.7 107.7 123.7 151.2 334.7 
4)Journeyman or 63 13 9 23 33 
apprentice 51.9 13.6 14.2 19.1 42.2 
122 38 49 33 137 
5)Unskilled 139.6 36.5 38.2 51.3 113.5 
23 8 4 9 31 
6)Other 27.6 7.2 7.6 10.1 22.5 
Note: 'Decline" included in infectious diseases for Dundee, Montrose, and fishing and 
weaving parishes. * 'Other systems' consists of the digestive, genito-urinary, pregnancy and 
other systems categories from the original groups. 
Since the value of chi-square of 56.3 is greater than the value from the tables for 
20 d. f. (40) we reject the null hypothesis in favour of the alternative at the 1% level of 
significance i. e. it is likely that there is an association between cause of death and social 
class. There is no single cell that contributes to a lot of the association. Rather a lot of 
cells contribute a little. Of these the main contributors are: fewer unskilled workers dying 
of diseases of the 'other systems' than would be expected, but more dying from ill-defined 
causes; more workers in social class two dying from diseases of the other systems; and 
fewer than expected men from the professional and educated class dying of respiratory 
diseases. There is very little difference between the social classes in terms of infectious 
and circulatory diseases. There is only some slight evidence that fewer men than expected 
die of infectious diseases in the highest social class and the 'other' social class, but more 
die from this group of diseases in social class four (journeymen and apprentices). Turning 
to the industrial classes the results were as shown below. 
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Chi-Squared Test of the association between Disease Group and Industrial Class, 1810-54 
Ho: There is no association between cause of death and industrial class. 
H I: There is an association between cause of death and industrial class. 
TABLE 5.25 Chi-Squared Test of Cause of Death against Industrial Class, adult Males, 
1810-54 (Expected counts are shown below Observed counts). 
Disease/Age Group Infectious Circulatory Respiratory Other 111-Defined 
Systems* 
16 6 6 16 31 
Agriculture 27.5 7.2 7.6 10.1 22.5 
67 17 14 26 37 
Sea-Related 59.1 15.5 16.2 21.8 48.4 
37 9 13 20 31 
Heavy Industry 40.4 10.6 11.1 14.9 33.0 
171 38 66 46 104 
Textiles 156.1 40.9 42.8 57.5 127.7 
Public Service & 69 19 11 29 45 
Professional 63.5 16.7 17.4 23.4 52.0 
64 24 17 32 43 
Dealing 66.1 17.3 18.1 24.3 54.1 
184 43 36 63 137 
Other manufacture 170.0 44.6 46.7 62.6 139.1 
128 37 39 39 174 
Other 153.2 40.2 42.0 56.4 125.3 
Note: 'Decline" included in infectious diseases for Dundee, Montrose, fishing and weaving 
parishes. * 'Other systems' consists of the digestive, genito-urinary, pregnancy and other 
systems categories from the original groups. 
Since the value of chi-square of 85.9 is greater than the value from the tables for 
28 d. f. (51) we reject the null hypothesis in favour of the alternative at the 1% level of 
significance i. e. it is highly likely that there is an association between cause of death and 
industrial class. Most of this association is due to there being a higher than expected 
number of men from industrial class 'other' dying from ill-defined causes, and more 
textile workers dying from respiratory diseases. The latter group may be the key one since 
it is possible that the large number of men in industrial class 'other' with an ill-defined 
cause of death is simply due to the fact that these are people for whom data were in general 
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poorly recorded. Thus their occupation was not clearly explained, for instance they may 
have been described just as a labourer without specifying the type of work, and their cause 
of death was ill-defined. It is possible, though, that a large number in this industrial group 
were dying of 'old age'(hence the high mean age at death) which is an ill-defined cause 
death, and this may be because, as was speculated earlier, the group includes a lot of 
agricultural labourers. There is some evidence to indicate that agricultural workers also 
have a higher than expected number of deaths in the ill-defined category and fewer in the 
infectious disease group, just as we see for the 'other' industrial class. It is thus possible 
that agricultural workers are less likely to die from infectious diseases. However, the 
strongest association still lies in the fact that textile workers seem more likely to die from 
respiratory diseases. Thus it appears that industrial class has a stronger association with 
cause of death than social class. 
If we concentrate on textile workers and compare the percentage dying from 
respiratory diseases, then it can be seen that, in a very industrialized parish the percentage 
is much higher than in a less industrialized parish. Thus 21 % of deaths from all causes to 
male textile workers were due to respiratory diseases in Dundee but only 6% in Cupar. It 
thus appears that it is not only the type of work engaged in that has an affect on mortality 
but also the specific work environment. Hence in Dundee, textile workers were subjected 
to poorer working conditions in the textile factories, whereas textile workers in Cupar, 
often working from home, had much better conditions. 
In summary then, several points have emerged from this analysis of disaggregated 
mortality trends. We have found that, for adults, men died, on average two years earlier 
than women. Age-specific death rates revealed that mortality was generally higher in the 
industrial parishes for most ages and that these rates increased over the period for Dundee 
and, especially Montrose, whilst for the non-industrial parishes mortality rates fell in 
general. In all parishes most people died from infectious diseases but for all parishes 
mortality from these diseases was declining over the period (the decline coming later in the 
more industrialized parishes). Respiratory illnesses, on the other hand, increased over the 
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Handloom Weaver at work, Kirriemuir (courtesy of The George Washington 
Wilson Collection, Aberdeen University Library) 
"Reddin' the lines" at Elie, Fife (courtesy of The George Washington Wilson 
Collection, Aberdeen University Library) 
320 
period for all parishes, being particularly high in Dundee. For the industrial parishes 
deaths from circulatory diseases also rose. When these trends were analysed by 
occupational group it emerged that textile workers were badly affected by respiratory 
diseases, especially if they worked in a highly industrialized environment rather than a 
more rural setting. There were some problems in the analysis, notably with the large 
number of ill-defined causes of death. It is hoped that the one key aspect of patterns of 
mortality that we have not yet examined with regard to cause of death and occupation, 
namely seasonality, will help to overcome these problems and it is this that we shall look 
at in the next chapter. 
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CHAPTER SIX - SEASONALITY 
In the previous two chapters we have traced overall trends in adult mortality and seen 
how these trends disaggregated by age, sex, cause of death and occupation. Overall, 
generally, the adult crude death rates in the industrial parishes were higher than in the non- 
industrial parishes. Rates in Dundee rose between 1821 and the late 1830s then fell slightly 
before levelling off to 1861. In Montrose, conversely, rates fell between 1820 and 1840 and 
then rose to 1861. Cupar parish saw mortality rates rising from 1810 to the 1830s (though 
the increase in the first two decades may have been due to better registration) then levelling off 
to 1840 before falling. Amongst the non-industrial parishes in the weaving areas adult 
mortality fell from high levels in the early nineteenth century to low levels by 1840. In the 
fishing parishes rates were low from the late 1820s (when our data begin) to 1861, although 
some annual fluctuations were high. The agricultural parishes had low, slightly declining, 
rates from 1810 to 1861. Within these general trends, there were short-term rises in mortality 
in the 1830s and 1840s, in part due to the cholera and typhus epidemics of these years. The 
exception to this are the fishing parishes in the 1830s where mortality stayed fairly low. 
Age-standardised death rates confirmed these trends in the crude death rates of adults. 
Dundee had the highest mortality rates in both 1841 and 1861, with levels worsening over the 
period. Montrose's rates worsened considerably from 1841 to be nearly as bad as Dundee's 
by 1861. In Cupar, the weaving parishes and the agricultural parishes mortality improved 
between 1841 and 1861, whilst in the fishing parishes, despite worsening slightly, rates were 
low in both years. By 1861 the non-industrial parishes had the lowest mortality rates with 
Cupar lying between them and the industrial parishes. Examining cause of death showed that 
most people were dying from infectious diseases. Over the period 1810-54 these infectious 
diseases declined in all parishes, the fall coming slightly earlier in the non-industrial parishes 
than in the industrial ones (the 1830s compared with the 1840s). On the other hand. death,, 
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due to respiratory diseases increased in both the industrial and non-industrial parishes, the 
rates in Dundee being notably higher than in other parishes. Circulatory diseases also rose in 
the industrial parishes over the period 1820-54. Generally, death rates from all diseases 
increased with age. There were some exceptions to this though, such as accidental deaths. 
which were highest amongst those of middle age (35 to 54 years), and consumption, for 
which death rates in some parishes fell in the age group 25 to 34 years. Finally, the analysis 
of occupational mortality revealed that men in the higher social classes appeared to live longer 
than those from the lower social classes. This class effect, though, interacted with the 
industrial group of the worker. Thus, agricultural workers, despite being from a low social 
class, had a relatively high mean age at death. Furthermore, the environment in which a man 
lived and worked also played a part. Hence, deaths due to respiratory diseases were high 
amongst textile workers, this pattern being more marked for textile workers in Dundee (with 
its well-developed factory system and crowded city living conditions), than for those in Cupar 
where the textile industry was relatively more dispersed and home-based with its few mills 
being in rural locations. 
These results already tell us a great deal about the impact of industrialization on adult 
mortality. The fact that mortality was higher in the industrial parishes, combined with the fact 
that the process of industrialization concentrated people in these areas (as they migrated to find 
employment) meant that industrialization resulted in higher overall mortality rates at least in the 
short-term. 1 Had more people stayed in rural agricultural areas, where death rates were 
lower, then mortality rates for the whole of Fife and Angus would probably have been 
somewhat lower in the middle of the nineteenth century than they actually were. The question 
of why rates in the industrial areas were higher is more debatable. To some extent the 
worsening living conditions in the expanding industrial centres must have played a part. The 
1 It could be argued that in the long-term industrialization with the resultant modernization led 
to a much higher standard of living and health care in the twentieth century than had ever been 
seen in a pre-industrial society and this led to a fall in mortality rates. 
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density of population and cramped tenement accommodation caused infectious diseases to 
spread very quickly as we can see from the fact that epidemics in Dundee and Montrose have a 
much shorter cycle than in the more rural areas where it took a longer time for infections to 
spread and where it was more likely that a part of the population would miss the epidemic (as 
in the fishing parishes). This ties in with a parish's position in the urban hierarchy, the 
parishes at the top of this hierarchy having a higher population and a higher level of both inter- 
and intra-migration. Thus not only did an epidemic spread more quickly once it reached the 
parish but it was also more likely to be brought into the parish as many people moved to the 
city. Furthermore, the new migrants provided a constant pool of people who had not 
previously been exposed to a certain disease. Thus diseases became endemic in the cities. 
Hence people in these industrial parishes, in particular Dundee, had a greater 'exposure' to 
disease than their rural counterparts. 
However, the higher mortality rates seen in the industrial parishes could not just be 
due to the fact that the industrial parishes were more crowded with cramped accommodation 
and poor sanitation, although this must have played its part. Had this been the sole factor then 
mortality rates would have been similar across the various industrial classes of occupation, but 
more disparate for different social classes, the richer classes being able to afford better 
housing and nutrition. However, we saw that textiles workers were more susceptible to 
respiratory diseases compared with workers of a similar social class in a different industry. 
This would suggest that it was their work environment that was responsible for the raised 
mortality rates from these respiratory diseases. This conclusion is further supported by the 
fact that textile workers in the less industrialized parishes had lower rates of mortality from 
these diseases. It would seem that the poor atmosphere of the large textile factories in Dundee 
was detrimental to the health of the workers, whereas the more cottage-based industry 
provided healthier working environment despite the fact that the standard of living in terms of 
income would be similar. 
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The analysis so far has furnished a lot of information on the impact of industrialization 
on adult mortality and has confirmed the detrimental effect of some facets of industrialization 
on adult health. We still face some problems of interpretation, however, and it is in respect of 
these that an analysis of the seasonality of deaths can be of help. To begin with, when 
analysing cause of death there were a number of cases for whom no cause was given. It was 
assumed that these people died of causes that were distributed in the same proportions as for 
those for whom cause of death was given. An examination of the seasonality of adult 
mortality can be used to check this assumption. Different diseases tend to have different 
seasonalities. Thus, if the assumption is correct, we would expect the seasonality of all 
deaths where cause is given to be the same as that where no cause is given. We can also use 
seasonality to tell us something about the ill-defined causes. We may be able to see what 
causes these are most likely to have been based on their seasonality. In the previous chapter 
we deduced that, from the descriptions given of these ill-defined causes, it is likely that only a 
few could in fact be due to respiratory diseases (hence the increase in deaths due to respiratory 
diseases could not be due to better definition of cause of death). We can check this further by 
examining seasonality. 
Another important benefit that an analysis of seasonality provides is that it can help in 
explaining the underlying causes of changes in mortality trends. For example, a peak in 
deaths in late summer is possibly due to a harvest failure in the previous year, resulting in 
people being very short of food by the following summer and hence increasing deaths, not 
only from starvation but also from other causes as people's resistance weakens with 
malnutrition. Similarly a peak in winter may be associated with cold weather weakening 
people's resistance to infection. In addition, if we use our various industrial types of parish 
and our data on occupational mortality we can examine the impact of industrialization on adult 
mortality as we did in the previous chapter, but this time concentrating on seasonality. 
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Finally, looking at seasonality provides us with further results that can be compared with 
other work on mortality, helping to put our results for eastern Scotland in a wider context. 
In order to analyse seasonality the method employed here is that used by Wrigley and 
Schofield (1981, p. 286). In this method the number of burials in a month is expressed in 
terms of an index. In calculating this index account is taken of the different number of days in 
each month. 2 The index is calculated by dividing the observed number of burials in a month 
by the number expected if the total number of burials were evenly distributed across all twelve 
months, and then multiplying by a hundred. Hence, an index value of 100 for a month 
indicates that the number of burials observed for that month is what would be expected if 
burials were evenly spread over the year. An index of 90 implies that a month had 1017, - fewer 
burials than would be expected. Since the length of time between death and burial is very 
small (for our parishes, where both day of death and burial is given, the mean interval is 2.6 
days with a range of between zero to eight days) then the seasonal pattern of burials from the 
OPR data are a very good estimate of the seasonality of deaths. 3 Although the OPR data will 
form the main part of the analysis they will be checked against the vital registration data. For 
the specific years for which data are available for each parish see the introduction to Chapter 
5. There is one difference between the data used in this chapter and those used in Chapter 5. 
This involves the data for Dundee parish. In the previous chapter only the census years were 
used to examine disaggregated trends in Dundee, unlike Chapter 4 where data for all years 
1821 to 1854 were used in the analysis of overall trends. 4 For the analysis of overall 
seasonality, data were collected for Dundee for all years from 1821 to 1854. However, once 
more, when disaggregating seasonality by cause of death, age, sex and occupation, data only 
refer to the census years of 1821,1831,1841 and 1851. This does mean, though, that the 
2 February is taken to have 28.25 days and a year 365.25 days in order to take account of leap 
ears. 
Where date of death is given it is used in the analysis. 
`This was because time only permitted detailed information on Dundee (including age, sex and 
cause of death) to be entered on computer for the years 1821,1831,1841 and 1851. 
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representativeness of the census years for Dundee can be assessed by comparing the overall 
seasonality of all years 1821-54 with that for the four census years alone. 
It is the analysis of overall seasonality for each type of industrial parish that begins our 
investigation of seasonality of death in section 6.1. It is for these overall trends that the vital 
registration data will be used as a check against which to compare the results obtained from 
the OPR data. The following section will then go on to examine the seasonality of different 
causes of death, the results of which will help us to interpret the seasonal patterns we see in 
the first section. Analysing seasonal patterns for different age groups will form the basis of 
section 6.3 and then the next section will look at seasonality over time for the two sexes. 
Finally in this chapter we will look at the seasonality of different occupations and social and 
industrial classes. Throughout the analysis we will employ our distinction between groups of 
parishes based on their main economic activity to examine the impact of industrialization on 
adult mortality as in previous chapters. We shall begin then with overall seasonality. 
6.1 OVERALL SEASONALITY OF BURIALS 
Monthly totals of adult burials for each type of parish were collected and summed for 
all years for which data were available, namely 1810-54. For each industrial group an index 
of burials for each month was calculated and the results are shown in Figures 6.1 a to 6.3. 
The first figure, 6.1a, shows all six industrial groups on the one plot to allow a comparison to 
be made between all the groups. However, because such a plot is somewhat cluttered, 
Figures 6.2 and 6.3 show the same information but just for three of the industrial groups at a 
time in order that the specific pattern of seasonality for each industrial group can be seen 
clearly. In order to check the data, the seasonality of burials for each parish was also plotted 
for the period 1855-61 using information from the vital registration and this is shown in 
Figure 6.1b Looking first at Figure 6.1a, the main point to note about seasonality is that for 
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all the types of parish there is a definite winter peak and summer trough in burials. 5 In winter 
the number of burials is about 10% to 20% higher than would be expected, whilst in summer 
it is about 10% to 20% lower. Figure 6-lb for the vital registration data shows a similar 
winter peak/summer low that is about 10% to 20% above/below average. This tends to 
indicate that the OPR data are reliable. Within this general pattern there are some variation,, 
between the six industrial groups of parishes, most notably for the fishing parishes. Figure 
6.1b reveals a summer peak in burials for the fishing parishes 1855-61 and Figure 6. la 
shows clearly the peak in burials in the fishing parishes in September (possibly due to 
accidental deaths, something that will be analysed in the following section). but in order to 
look more closely at each industrial group it is easier to also examine Figures 6.2 and 6.3. 
5 It should be noted that for this analysis 'winter' refers to the three months December to 
February, 'spring' is March to May, 'summer' is June to August, and 'autumn' is September to 
November. 
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FIGURE 6.2 Monthly Burial Index for Adults for Industrial Groups One (Dundee), Two (Montrose) and 
Three (Cupar). 
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FIGURE 6.3 Monthly Burial Index for Adults for Industrial Groups Four (Weaving), Five (Fishing) and Six 
(Agricultural). 
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Concentrating on the period 1810-54 and Figures 6.2 and 6.3, it can be seen that, for 
Dundee, burials peak in January (being 30% higher than expected) and then fall ý'teadily- to 
reach a low in early summer (20% lower than expected), before rising once more. This U- 
shape in the seasonal pattern is only interrupted by a local peak in August. The other types of 
parish do not have this August peak. Furthermore, in the other parishes the summer low 
comes in mid to late summer (July/August), whereas in Dundee it is in early summer 
(June/July). 
Like Dundee, burials peak in January in Montrose and in the fishing and agricultural 
parishes. However, in Cupar and the weaving parishes the peak is in later winter (Februar\'). 
Whereas Dundee has a local peak in August, Montrose has one in September and the weaving 
parishes in October, though Cupar has none and follows an uninterrupted U-shaped 
distribution. The less industrialized parishes have even more local peaks. The fishing 
parishes have ones in May and September, and the agricultural parishes in March, June and 
November. The figures also show how burials are more evenly distributed between months 
in Montrose than in the weaving parishes where the peaks are much higher and the troughs are 
much lower (40% more than expected in January and February and 30% lower in July). This 
can be measured more accurately for each group of parishes by calculating the mean absolute 
deviation and the results are given in Table 6.1 below (absolute deviations from 100 are 
averaged over the twelve months). These results show how burials have a more even 
monthly distribution in Montrose, Dundee and the agricultural parishes than they do in Cupar, 
the fishing and, in particular, the weaving parishes. 
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TABLE 6.1 Mean Absolute Deviation of the Burial Index for Each Industrial Group: 
Industrial Group Mean Absolute 
Deviation 
Dundee 12.4 
Montrose 10.4 
Cupar 17.0 
Weaving 18.7 
Fishing 16.4 
Agricultural 13.2 
In order to summarize these seasonal patterns, burial indices were calculated for the 
two main industrial parishes combined (Dundee and Montrose) and for the non-industrial 
parishes (the weaving, fishing and agricultural parishes). Furthermore, in order to put these 
results into perspective they were plotted against Wrigley and Schofield's (1981) results for 
England and Wales for the period 1800-34 (this was the closest period to the years covered in 
this study, 1810-54). However, it must be remembered that, whereas the results for eastern 
Scotland are for adults, Wrigley and Schofield's refer to all ages. The three series of burial 
indices are presented in figure 6.4. 
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FIGURE 6.4 Monthly Burial Index for Adults for the Industrial and Non-Industrial parishes. 1810-54, 
compared with Wrigley and Schofield's national figure for All Ages for England and Wales. 1800-34. 
(Source: Wrigley and Schofield (1989) Table 8.3. p. 294). 
Once more it is the similarity between these seasonal patterns that is most striking, 
with higher mortality in winter and lower mortality in summer. Both the industrial and non- 
industrial groups show a peak in January. For England and Wales the peak is early spring 
(March), but levels are also high in winter with the number of burials in February being 14' < 
more than expected compared with 17% more than expected in March (Wrigley and Schofield 
(1981) p. 294). The results for eastern Scotland show a more diverse monthly distribution 
than those for England and Wales (most likely because of the inclusion of infants and children 
in the latter since they have a different mortality seasonality to adults). The industrial and non- 
industrial parishes show a similar pattern to each other. The only difference is that the non- 
industrial parishes have a higher number of burials in January and February than the industrial 
parishes, but the latter have higher mortality in late autumn and in December and August. 
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It is useful to compare these results with some other studies. Humphreys (1987), for 
example, found a different seasonal pattern of mortality for sixteenth century Dorking. He 
discovered peaks in mortality in spring, autumn and early winter, though there was. similarly. 
a trough in summer. This different pattern of peaks is most likely due to different causes of 
death being prevalent in the sixteenth century, most notably plague. Nelson (1991) also 
found mortality peaks in spring, autumn and winter and a summer trough for mid-Sussex. 
1606-1640. Hatcher's (1986) work on the mortality of monks in Canterbury in the fifteenth 
century, provides a rare example of the study of seasonality of adult burials (the monks being 
aged sixteen years and above). For the pre-1450 period he finds winter and autumn peaks in 
mortality and, for the post-1450 period, peaks in March, summer and early autumn. These 
studies show how varied seasonal patterns in mortality can be. However, since they are from 
a 'much earlier period with vastly different conditions both in terms of economic life and 
causes of death, it is inappropriate to compare them directly with the results of the present 
study. Three studies, in addition to that of Wrigley and Schofield (1981) are more 
comparable - Jannetta's (1992) study of mortality in Japan in the first half of the nineteenth 
century, Jacobs's (1992) study of Ruislip, 1695-1840, and Landers's (1993) work on 
London. Janetta's results (for all ages) show, for the period 1801-50, a fairly even 
distribution of deaths with a slight peak in the coldest months. However, for the famine year 
of 1837 there is a peak in mid- to late-summer, just before the harvest (as food supplies 
dwindled in late summer people began to starve). Jacobs's (1992) results for burial 
seasonality for all ages for the rural area of Ruislip, 1800-36, reveals peaks in spring and 
autumn. For the period 1800-1824 Landers's (1993), using the London Bills of Mortality, 
finds a peak in total burials in late winter and late autumn and a trough in summer. This 
pattern is close to that observed for eastern Scotland, 1810-54, with the exception of the 
autumn peak, though once more this could be due to the different age groups considered. 
Before looking at age-specific seasonality, though, we first need to establish the seasonal 
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pattern of different causes of death so as to explain the overall patterns we have observed in 
this section. This issue will be addressed in the next section. 
6.2 SEASONALITY AND CAUSE OF DEATH 
To begin the analysis of seasonality by cause of death it was decided to combine data 
on cause of death for all sixteen parishes. An index of monthly burial seasonality was then 
calculated for each of the six main cause of death groups: infectious diseases; circulatory 
diseases; respiratory diseases; diseases of the other systems (consisting of diseases of the 
digestive and genito-urinary systems, causes related to pregnancy and diseases of other 
systems); ill-defined causes; and finally accidental deaths. 6 A three-month moving average 
was then taken of these indices and the results are plotted in Figure 6.5 below (it should be 
noted that for this plot the y-axis starts at 40 thus differences on this scale are emphasised 
compared with previous plots). 
6See Chapter 5 section 5.2 for more detail on the different cause of death groups 
336 
U) 
o Ü 
U- 
r 
0 
D 
cr 
r 
0 
w 
r 
2 
U) w 
H 
r 
W 
Z 
W -J 
r 
U) 
Q 
0 
< 
  I I I 
. 
f/ 
IIl__- 
oo0 
00 (0 lt 
TTr 
om ö 
00 
PCN 
LD 
d3S 
2 
H 
mnr 
Nnr 
Avvq 
EJdd 
EVVN 
83-4 
Nvr 
N 
CIO 
er) 
oOooO 
NO OD (0 le 
rr 
X30NI 
As Figure 6.5 shows, it is diseases of the respiratory system that show the clearest 
seasonal pattern, with a winter peak and summer/early autumn low. The difference between 
the peak and trough for this group is very marked. Deaths in winter from respiratory diseases 
are about 60% higher than expected if the split was even and in summer about 40% lower than 
expected. Turning to the remaining cause groups the seasonal distribution of deaths is more 
even than for respiratory diseases. Both diseases of the circulatory system and ill-defined 
causes follow a similar winter peak summer trough pattern which would suggest that the ill- 
defined group may, in part, be deaths due to circulatory or respiratory diseases. When we 
looked closely at the ill-defined causes in Chapter 5 it appeared that very few seemed likely to 
have been respiratory diseases. There were some described as 'inflammation' (possibly 
pneumonia if it is inflammation of the lungs) and symptoms involving the respiratory system 
that were thought could be respiratory diseases. However, it was found that if these were 
considered as respiratory illnesses then this reinforced the view that deaths due to respiratory 
diseases increased over time in the industrial parishes.? Similarly, for the non-industrial 
parishes, it reinforced the view that mortality from respiratory diseases rose in the 1830s and 
then fell slightly, though never being as bad as in the industrial parishes. What about the 
residual deaths from ill-defined causes, though? If the seasonal pattern of deaths from ill- 
defined causes is compared with the seasonal pattern of deaths from all other causes combined 
(i. e the well-defined causes) there is a difference in the seasonality, notably deaths from all 
other causes do not show such a pronounced winter peak as that seen for ill-defined causes 
but do show a rise in autumn that is not there for ill-defined causes. This would suggest that 
the ill-defined group is not just made up of the various specified causes of death in the same 
proportions as seen in the well-defined group. It is probable that certain diseases are more or 
7 With these possible respiratory diseases included with respiratory ones then the percentage of 
deaths due to respiratory causes in Dundee and Montrose rises from 7.6"O in the 1820s to 
15.60, a in 
the 1830s, 14.9% in the 1840s and 12% in the 1850s. For the non-industrial parishes the inclusion of 
these possible respiratory deaths results in there being a slight rise in deaths 
due to respiratory 
diseases in the 1830s then a slight decline. 
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less likely to be in the ill-defined group. Originally it was thought these were unlikely to be 
respiratory diseases, but the seasonal pattern for all ill-defined suggests they may be (it would 
seem unlikely that what was previously identified as a relatively small number of possible 
respiratory diseases in the ill-defined group could set the overall seasonal pattern for this 
group; it would seem more likely that other ill-defined causes follow a similar seasonality). 
These questions will be examined further below when we look at the seasonality of some 
individual causes of death. However, this alone may not solve the problem. Since many of 
those dying of ill-defined causes are old people there may be a contributory factor associated 
with age such that old people's resistance to illness was weakened in the cold season 
producing mortality from a range of causes. Thus the ill-defined group could follow a 
seasonal pattern similar to that for respiratory and circulatory diseases but they may in fact be 
dying from rather different diseases with the major influence on mortality seasonality for this 
group being age and not cause of death. In order to examine this further it will be necessary 
to look at age- and cause-specific seasonality which we shall be doing later. 
Returning to our look at Figure 6.5 it can be seen that infectious diseases have a low in 
early summer followed by an autumn peak. Diseases of other systems, on the other hand, 
show a winter peak and spring trough, though overall the pattern is fairly flat when compared 
with the other groups. Finally accidental deaths have a bi-modal distribution with highs in late 
winter and summer (the only group to have a summer peak). Although it is not sufficient to 
cause a September peak in the seasonality of all accidents, there was a boating accident in 
September in Kilrenny in 1828 that killed six people. This in part contributes to the 
September peak for these parishes. However, when the seasonality of the main cause of 
death groups was calculated for each industrial group this revealed that no single cause was 
responsible for the September peak in the fishing parishes, rather it was due to a combination 
of high deaths from infectious diseases, accidents and diseases of other systems. 
339 
Thus it can be seen that several of the cause of death groups have winter peaks and 
summer troughs, especially respiratory and circulatory diseases and diseases of the other 
systems. However, within these groups individual causes may have different seasonality so. 
having established the general seasonal pattern of deaths for the main cause groups, let us 
now go on to look more carefully at some specific diseases in order to answer some of the 
questions raised above. 
Looking first at the infectious diseases, which are responsible for a large proportion of 
deaths, Figures 6.6 to 6.8 show the seasonality of, respectively, typhus, cholera and 
consumption (including deaths due to decline), for the two main industrial parishes combined 
(Dundee and Montrose), Cupar and the non-industrial parishes. 
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FIGURE 6.6 Seasonality of Deaths due to Typhus, 1810-54 for different industrial groups. 
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FIGURE 6.7 Seasonality of Deaths due to Cholera. 18 I 0-54 for different industrial groups. 
140 
120 
100 
80 
60 
40 
20 
0 
0 INDUSTRIAL Q CUPAR NON-INDUSTRIAL 
FIGURE 6.8 Seasonality of Deaths due to Consumption (Respiratory Tuhcrculu, -i>i. Itiltl-S-4 Ior viii cicnt 
industrial groups. 
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From these seasonality plots in Figures 6.6 to 6.8 it is evident that the autumn peak in 
infectious diseases is mainly due to cholera which almost exclusively appears in these months. 
What is of further interest when looking at the seasonality of cholera is how, for the industrial 
parishes of Dundee and Montrose, this peak in cholera mortality occurs before those in the 
other parishes (in September as opposed to October for Cupar and the non-industrial parishes) 
and is more concentrated. This suggests that cholera is reaching the main industrial centres 
first and peaks very quickly, most likely as a result of the high population mobility and 
density in these parishes. In parishes lower down the parish hierarchy, the distribution of 
cholera deaths is spread more over time, which is to be expected as, in the parishes with a 
more dispersed population, it takes longer for the disease to move through the parish. An 
analysis was made of the seasonal pattern of other water- and food-borne diseases, including 
typhoid, diarrhoea and dysentery, for all the parishes combined, and this showed that these 
diseases also had an autumn peak which is present at all ages. It is highly likely that such 
diseases peaked following the warm summer weather which would have resulted in the spread 
of the bacteria in water and food supplies. 
Typhus deaths are more evenly distributed across the months than those from cholera 
but do have peaks in winter and late spring/early summer. The seasonality of consumption is 
more varied between the different types of parish. In the industrial parishes and Cupar it 
peaks in the winter months and May, whereas in the non-industrial parishes it peaks in 
September and March. All parishes show a low in deaths from consumption in the summer, 
though. Comparing this to Landers's (1993, pp. 210-11) results for consumption. it can be 
seen that London also saw low mortality from consumption in the summer but high level", 
from November to April inclusive. This pattern most closely resembles that for our industrial 
parishes where the high period runs from November to May. This suggests that major 
industrial centres exhibited a similar seasonal pattern of deaths from consumption but that this 
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differed from the seasonality seen in the less industrialized areas. Could economic 
development and industrialization have played a part in this" Since the London data are based 
on a slightly earlier period, 1775-1799 (more a proto-industrialization phase), it may be that it 
was connected more with the population density than with the maturing of the economy and 
changing working environment associated with industrialization. 
Another main cause of death group is the ill-defined group and earlier wie were trying 
to assess what causes of death this group could have comprised, speculating that they could 
be a mixture of causes associated with respiratory and circulatory systems. To examine this 
further let us look at the main cause of death in this ill-defined group, deaths due to 'old age'. 
Figure 6.9 below shows the seasonality of such deaths for the different industrial group. 
(Dundee and Montrose combined as the industrial parishes, Cupar. and the remaining non- 
industrial parishes grouped). 
160 
140 
120 
X 100 
p 80 
z 
- 60 
40 
20 
0 
0 INDUSTRIAL Q CUPAR NON-INDUSTRIAL 
FIGURE 6.9 Seasonality of Deaths due to Old Age, 1810-54, for different industrial groups. 
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Figure 6.9 shows that deaths due to old age exhibit a peak from October to ApriUMlay 
and a summer low, for all types of parish. Specifically, for the industrial parishes, a peak 
occurs in winter with a localized peak in May. For Cupar there is a peak in late winter. In the 
non-industrial parishes though, the peak occurs in early spring (March/April) and autumn 
(October/November). The most striking point about this pattern is how closely it follows the 
seasonal pattern of deaths from consumption, the only difference being that a May peak in 
deaths from old age in Cupar is missing. The seasonality of deaths due to consumption is 
slightly more evenly distributed than that for old age but this may just reflect the greater 
susceptibility of older people to diseases in cold weather. This would suggest that the role of 
consumption in high mortality rates in these years may have been under-estimated. To 
examine this further we need to look at age-specific patterns in the seasonality of certain 
causes which we will be doing in the next section. First, though, let us use these results on 
causes of death in three ways: firstly, to try to explain the seasonal patterns of mortality in the 
various parishes; secondly, to examine seasonality in Dundee more closely; and finally, to 
compare the seasonal pattern of mortality for those for whom cause of death is given against 
that for those where it is not recorded. 
It would appear that the August peak in mortality in Dundee is due to a combination of 
mortality from infectious diseases and diseases of the other systems, as well as, possibly, 
accidental deaths. In Montrose the peak in September is due mainly to infectious diseases, 
possibly cholera. The October peak in mortality in the weaving parishes is most likely to be 
from cholera, other water- and food-borne diseases and consumption. In the fishing parishes, 
the May peak is possibly due to a rise in deaths from respiratory diseases, while the 
September one is due to deaths from accidents, diseases of the other systems and infectious 
diseases. The rises in mortality in the agricultural parishes in March and June are mainly due 
to respiratory causes, but it is diseases of the other systems that account for the November 
increase. 
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The final two points we need to consider here are checks that need to be made in order 
to assess the degree of confidence we can have in the above results. The first is to check the 
seasonality of deaths in Dundee for all years 1821-54 (on which the overall seasonality figures 
are based) against that for the census years (on which disaggregated trends are based) as 
suggested in the introduction. It is felt that our analysis of the seasonality of cause of death 
now puts us in the position of being able to explain any discrepancies between the two. 
Figure 6.10 shows the seasonality of the two data sets for Dundee. 
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FIGURE 6.10 Seasonality of Deaths in Dundee for all years 1821-54 and for just the census years (1821, 
1831,1841 and 1851). 
From Figure 6.10 it is evident that, when just the census years are considered, deaths 
in May are over-represented but those in late summer and early autumn are under-represented. 
From the analysis of cause of death it would seem most likely that deaths from consumption 
are slightly over-estimated, whilst those from cholera are under-estimated. However, when 
looking at the disease groups this would make little difference since both are infectious 
diseases. Also the discrepancy between the two series is not very great which su` gents that 
the census year data can be taken as reasonably representative. 
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Finally, the seasonal patterns of burials for people for whom cause of death was given 
was compared with that for those where no cause was reported. This allows us to check the 
representativeness of our data on cause of death. Figure 6.11 shows the seasonal patterns for 
the two groups. The patterns are very similar. However, it does appear that, in our cause of 
death data, deaths in autumn are slightly over-represented whilst those for the rest of the year 
are slightly under-represented. Most likely it is deaths from the water- and food-borne 
diseases that are over-represented and this may be because illnesses, such as cholera, were 
easier to identify. Also, with its epidemic nature and the speed with which it killed, cholera 
caught people's attention, making it more likely to be recorded. It is probable that most other 
diseases were slightly under-registered in comparison with cholera and that this under- 
registration was not focused on one or two specific diseases. Overall, it seems safe to 
conclude that the cause of death data are fairly representative of causes of death in the whole 
sample. 
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FIGURE 6.11 Seasonality of Burials for those for whom Cause was recorded (All Cause) and those 
for 
whom it was not (No Cause), all parishes, 1810-54. 
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We saw earlier that an analysis of seasonality by age, especially for certain causes of 
death, would be useful in explaining the results we have thus far seen. Thus this issue will be 
the subject of the next section. 
6.3 BURIAL SEASONALITY BY AGE AT DEATH 
It was suggested earlier that the seasonal pattern of deaths due to ill-defined causes 
might be a result of these causes being primarily diseases of the respiratory and circulatory 
systems since these follow a similar pattern of a winter peak and summer trough. However, it 
was also found that consumption (an infectious disease) follows a very similar pattern to that 
of deaths due to old age (the single largest ill-defined cause). Hence it could be that 
respiratory tuberculosis (consumption) lies behind many of these ill-defined causes of death. 
It was also speculated that the seasonal pattern of ill-defined deaths may in fact be the result of 
the fact that many people dying in this category are old. If the elderly are more susceptible to 
cold weather then their mortality from a range of diseases may follow a winter peak trend, 
whereas that for younger age groups may not. 
In order to examine these issues we need to trace the seasonality of different causes for 
different age groups. First, though, we have merely speculated that the mortality of older 
people has a winter peak. Thus let us start by establishing the overall seasonality of deaths for 
different age groups. It was decided to analyse three age groups: those aged 15 to 29 years 
(this young age group might be expected to be particularly susceptible to consumption and 
their seasonal pattern may reflect this); those aged between 30 and 59 years; and those aged 
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over 60 years. 8 The seasonality of burials for these three age groups was analysed for each 
type of parish by calculating the index. Indices were also calculated for Dundee and Montrose 
combined (the industrial parishes as they will be referred to) and for the weaving, fishing and 
agricultural parishes combined (known as the non-industrial parishes). Three-month moving 
averages of these indices were then calculated in order to smooth the trend in seasonality and it 
is these results that are presented here since they neatly summarize the whole analysis. Figure 
6.12 shows the three-month moving average of the burial seasonality for the each age group 
for the industrial parishes and Figure 6.13 shows the same for the non-industrial parishes. 
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FIGURE 6.12 Three-Month Moving Average of the Seasonal Burial Index by Age Group for the Industrial 
Parishes, 1810-54. 
8 These age groups were chosen partly because they represent the 'young', 'middle-aged', and 
'older' age groups, it being easier, when looking at seasonality, to assimilate the information from 
results based on just a simple three category split as opposed to the ten-year age groups used to 
calculate, say age-specific death rates in Chapter 5. The groups were also selected because they 
best correspond to age groups employed in other seasonality studies. Finally, it is generally 
thought that the mortality experience of the 'young'. 'middle aged' and 'elderly' is different (for 
instance, it would be rare to find young people dying of heart disease) and this may 
be reflected in 
the seasonal patterns. 
348 
ui <2Q2- 
0W! ) ZO LL 
140 
X 
a 
120 
>z 
100 20 
1C 
80 
zQ gW 
60 
M 
40+ 
z 
BURIAL MONTH 
15-29 113 30-59 0 60+ 
FIGURE 6.13 Three-Month Moving Average of the Seasonal Burial Index by Age Group for the Non- 
Industrial Parishes, 1810-54. 
The main point to note from Figures 6.12 and 6.13 is that, in both the industrial and 
the non-industrial parishes, the oldest age group shows the strongest seasonal pattern of a 
peak in winter and a trough in summer, the winter peak being higher (about 30% above the 
average) and summer trough lower (about 20% below the mean) in the non-industrial parishes 
compared to the industrial ones. In the industrial parishes this pattern of a winter 
peak/summer trough is also visible for those aged 30-59 years, although not as pronounced as 
for the oldest age group. For the 30-59 year-olds in the non-industrial parishes the 
seasonality is different, being quite flat for most of the year, April to December, although 
there is a fall in deaths in November and a rise later in the winter during January, February 
and March. Finally, the youngest age group shows an autumn peak and summer low in the 
non-industrial parishes whilst in the industrial parishes, the seasonal pattern of this group i` 
flatter and, although there is a summer low, the peak comes in early spring. There i,, some 
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evidence of a slight peak in March in the non-industrial parishes for this youngest age group 
which, on closer examination, is found to be due mostly to the agricultural parishes and, to a 
lesser extent, the fishing parishes. 
It is interesting to note that the seasonality of deaths by age in Cupar (not shown here) 
seems to fall between the experience of the industrial and non-industrial parishes for those 
aged 15-29 years in that there is a summer low and peaks in both spring and autumn. Cupar 
also shows the very pronounced winter peak and summer trough for those aged sixty years 
and above and, like the industrial parishes, a similar less marked pattern for the 30-59 year 
group. Furthermore it should be noted that the pattern observed for the industrial parishes 
combined is still evident when both parishes are considered separately. There is more variety 
in patterns of seasonality between parishes in the non-industrial group. For the youngest and 
oldest age groups in the populations of non-industrial parishes the overall patterns are 
reflected in all three types of parish (weaving, fishing and agricultural) with the exception of 
the rise in March in burials for those aged 15-29 which, as we have seen, is due mostly to a 
rise in the agricultural parishes. For those aged 30-59, however, the picture is more complex. 
The late winter/early spring peak apparent in Figure 6.13 is due to an increase in deaths in 
these months in the fishing and weaving parishes. The flat nature of the seasonal pattern for 
the rest of the year, though, is the result of a number of trends. The weaving parishes show a 
flat trend from March to December that is mostly just below the average. The fishing parishes 
show a summer trough and autumn peak in these months, with this autumn peak possibly 
mirroring that seen in the youngest age group in the non-industrial parishes. The agricultural 
parishes have a more even spread of burials across all months, the index generally being just 
above average from January to July (the peak in fact falls in June) and below average from 
August to December. It appears that the contradictory experiences of the fishing and 
agricultural parishes in summer and autumn cancel each other out when the data are 
amalgamated. Thus it is apparent that the seasonality of 30-59 year old,, in the fishing and 
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weaving parishes is more like that of the same age group in the industrial parishes, being 
higher in winter and lower in summer. It is the agricultural parishes that are more unusual. 
We can compare these results with other work. Jacobs (1992) in his study of Ruislip 
looked at seasonality by age group for the period 1811-1840, in order to explain the unusual 
pattern of peaks in burials in spring and autumn. For those aged sixty years and above he 
finds there is a definite winter peak and summer low in mortality which supports the results 
obtained for eastern Scotland. For the age group 10-59 years there are two peaks in Ruislip, 
in spring and autumn, with troughs in summer and winter. Our results would suggest that 
this pattern is being influenced mostly by the youngest people within this group (those under 
thirty years of age) since it is closer to the seasonality of those aged 15-29 than those aged 30- 
59 years in our study. Jacobs also notes that, for those under ten years of age, mortality 
peaked in late summer-early autumn, suggesting that young children were more susceptible to 
diseases associated with hot weather whilst the elderly were more susceptible to illnesses 
related to cold weather. He feels that both factors played their part in the seasonality seen for 
the middle age group. In Chapter 5 we found that the elderly in Dundee and Ceres died 
mainly from infectious, respiratory and ill-defined causes, whilst the young adults died mainly 
from infectious diseases. We have also found that the elderly had a seasonal pattern of 
mortality that was high in winter and low in summer, whilst those aged 15-29 years had 
mortality peaks in spring and autumn (though this varied depending on degree of 
industrialization). Those aged 30-59 years had a more complex pattern but generally followed 
a winter peak/summer trough pattern that was less extreme than that for the oldest age group. 
Having established the overall seasonal patterns of mortality for different age groups 
and the seasonality of different diseases, we now want to examine how these factors relate to 
one another. Was the winter peak for old people the result of a range of illnesses or just a few 
main causes? What seasonal pattern did ill-defined causes of death follow for the elderly 
compared with younger people? Was the seasonal pattern seen amongst young people the 
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result of one major cause? To answer these questions, as we saw earlier, we need to look at 
the seasonality of cause of death for the different age groups. Consequently seasonality' 
indices were calculated for some of the major causes of death for each age group using data 
from all parishes (it was felt that, as there was very little difference between the industrial 
groups in terms of seasonality by age group - most discrepancies being for the younger age 
groups in the agricultural parishes - then little information would be lost by collapsing the data 
since the younger age groups in the agricultural parishes represent only a small proportion of 
all deaths. Much could be gained, however, by collapsing the data since they provide a large 
enough data set to examine mortality by cause). A three-month moving average was then 
taken and these results are shown in Figures 6.14a to 6.14d (all indices are shown on the 
same scale to make comparison easier). 
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FIGURE 6.14a Three-Month Moving Average of the Seasonal Burial Index by Age Group for Infectious 
Diseases, 1810-54. 
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FIGURE 6.14b Three-Month Moving Average of the Seasonal Burial Index by Age Group for Respiratory 
Diseases, 1810-54. 
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FIGURE 6.14c Three-Month Moving Average of the Seasonal Burial Index by Age Group for Ill-Defined 
Causes, 1810-54. 
(3 X 200-- 
zö 180 
>z 160-- 0 
U- 140 
/"ý.. 
=W 120 " Zä 100 --m 
0 CC 80-- 
w 60-- 
40. 
z co ac 
3 U- 
"ýý 
- 
CC z -i 
ä9n 
BURIAL MONTH 
' 15-29 v-30-59 60+ 
FIGURE 6.14d Three-Month Moving Average of the Seasonal Burial Index by Agee Group for 
Consumption, 1810-54. 
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Looking first at infectious diseases, Figure 6.14a shows that for all age groups there is 
a peak in mortality in autumn and that for the remainder of the year mortality is fairly evenly 
distributed with the lowest mortality coming in late spring or early summer. The pattern i` 
most pronounced for those over 60 years. Respiratory diseases show a vastly different 
seasonality with all ages having a definite winter peak and summer low (there is also a local 
peak in March for the youngest age group but there is only a small number of cases in this age 
group so more fluctuation is to be expected). For these first two cause groups, the oldest age 
group seems no more prone to dying in winter than younger people. For respiratory diseases, 
however, the winter peak comes earlier, in December, for those aged 60 years and over, 
compared with January for the youngest group and February for the 30 to 59 year group. It 
may be that these diseases kill the most vulnerable first. For the ill-defined causes, the pattern 
of seasonality is different for the three age groups. For the youngest two groups the peak is 
in spring and is more pronounced for the youngest group. Deaths throughout the remainder 
of the year are relatively evenly spread, though in the middle age group deaths are slightly 
higher in autumn and winter than in summer. For the older age group, though, there is once 
more a winter peak and summer trough. This pattern of age-specific seasonality does not 
match that seen for all well-specified causes by age for the youngest two age groups, so it is 
likely that the ill-defined group is not simply a mix of causes in the same proportions as seen 
in the well-defined causes of death group (i. e. all causes less the ill-defined group) but rather 
that certain diseases, or groups of diseases, are more significant. Thus we should compare 
the age-specific seasonal pattern for ill-defined causes with that of the other main causes. 
Although the seasonal pattern for the eldest group for the ill-defined category is similar 
to that of respiratory diseases for the same age group, it is not nearly so pronounced. For 
respiratory diseases the peak is about 80% above the mean and the low 50 7 below the mean. 
For the ill-defined causes, however, the corresponding figures of about 40 and 2O`'7 are not 
as large. This, combined with the fact that for the other two arge groups the seasonal pattern It 7 
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for ill-defined causes does not match that for respiratory diseases, suggests that respiratory 
diseases may not be the prime factor in ill-defined causes. It is possible that diseases that are 
poorly described in the records for the older age group are rather different from those that are 
poorly identified for the younger age groups. However, the overall seasonality for each age 
group shows that the pattern for those aged 30-59 years had a similar winter peak and summer 
low as the oldest age group. Hence, although it may be that the youngest group dies from 
different causes to the elderly even in the ill-defined cause group, it is expected that there 
would not be too much difference between the two oldest groups. Thus it is worth checking 
the seasonality of the other main cause of death that we thought earlier might also form the 
bulk of ill-defined causes - consumption. 
The final figure, 6.14d, shows the seasonality of consumption by age group. For the 
younger age groups the seasonal pattern has a spring peak (for the middle age group there is 
also a winter peak). Once more this spring peak is higher for the younger age group. This 
pattern is very similar to that seen for ill-defined causes, not only in terms of the shape of the 
curve but also the degree of the fluctuations over the year (all points lying at most about 20% 
away from the mean). For the older age group the pattern shows a high from January to 
March, peaking in the latter month, and then continues fairly level to December. These peaks 
and troughs are of similar magnitude to those seen in the seasonality of ill-defined causes. 
The pattern is the same as that for ill-defined causes but is two months ahead (i. e. the January 
peak in ill-defined deaths corresponds to the March peak for consumption). It is possible that 
the peak in consumption deaths moves backwards as age increases. Hence for the youngest 
group it comes in April but, for the oldest group, in March. For the middle age group there is 
evidence that the high in consumption deaths is spread through winter and spring. It is 
speculated that, of all the main causes of death, it is consumption that most closely matches 
the ill-defined group. 9 It is thus likely that this disease is the main one amongst the ill-defined 
9 Typhus and fevers were also examined but these peak in winter and have a summer trough for all 
ages. 
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causes of death for all ages. It is probably mixed with some deaths due to respiratory diseases 
and other miscellaneous causes, resulting in the peak falling earlier. It is also possible that, as 
mortality from consumption peaked earlier as age increased, then. for the oldest age group 
many deaths in the winter months caused by consumption may have been difficult to 
differentiate from some caused by other respiratory diseases, with the result that a vague or 
obscure cause of death was given. Alternatively, perhaps nineteenth century observers 
expected consumption deaths to rise in spring and so were less likely to recognise it as a cause 
of death in winter. One further way to look at the problem is to compare the seasonality of the 
remaining cause of death groups for the oldest age group and also to look at different causes 
within the ill-defined category. 
It was decided to compare deaths due to 'old age' on the one hand and the remaining 
ill-defined causes on the other hand directly with deaths from consumption for the oldest age 
group. The results are shown in Figure 6.15 and indicate that both deaths due to 'old age' 
and those due to the remaining ill-defined causes had a very similar seasonal pattern that is 
quite close to that of consumption. The seasonalities of circulatory diseases and of diseases of 
the other systems were also examined for those aged sixty years and above. Deaths from 
diseases of the other systems peak in December and January and remain fairly flat for the rest 
of the year, a pattern that does not match the ill-defined deaths. The circulatory diseases were 
high from November to April, peaking in March and December and being low for the 
remainder of the year. The pattern is similar to that for deaths from ill-defined causes, though 
as for consumption, the peak came in March, slightly later than the ill-defined peak. Becau. e 
of the closeness of the match it was worth considering the other age groups. For the younger 
age groups the seasonal pattern for circulatory diseases did not match that for ill-defined 
causes so well. For the 30-59 year-olds there was a peak in February that is not seen for ill- 
defined causes. For those aged 15-29 the pattern is a closer match but the peak occurs in 
March for circulatory diseases compared with the prolonged high mortality from April to June 
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for ill-defined causes. Nevertheless, along with consumption, circulatory diseases have the 
closest match. Thus the ill-defined group are probably mainly deaths due to consumption and 
circulatory diseases with some respiratory causes, as well as a few miscellaneous illnesses. It 
would thus seem very likely that the increase in deaths from respiratory diseases over the 
period which was identified in Chapter 5, is genuine and not a result of better diagnosis 
resulting in deaths due to respiratory diseases being classified as ill-defined in the early 
period, but not later on. This conclusion is further supported by the fact that the rise in 
respiratory diseases happened for all age groups and that (very obviously for the youngest 
two age groups) the seasonal pattern of ill-defined causes differed from that for respiratory 
illnesses. 
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FIGURE 6.15 Three-Month Moving Average of the Seasonal Burial Index by Selected Cause for those Aged 
Sixty Years and above, 1810-54. 
We have now established the main seasonal patterns by cause of death and by age and 
used this information to help explain mortality patterns and the causes lying behind them as 
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well as to check some of the previous analyses. Before leaving the analysis of seasonality 
though, there are three further aspects of seasonality which deserve attention; namely, gender. 
temporal and occupational differences in seasonality. These we shall look at briefly in the 
next two sections. 
6.4 SEASONALITY OVER TIME FOR EACH SEX 
To examine the seasonal patterns over time for the two sexes burials from all parishes 
were combined for each sex for the two periods 1810-34 and 1835-54. These periods were 
selected in part because they match Wrigley and Schofield's (1981) periods and also because 
they represent an early industrial phase before the full-blown factory system emerged and a 
later more mature industrial phase. Indices were then calculated and the results are presented 
in Figures 6.16 and 6.17 below. 
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FIGURE 6.16 Seasonal Burial Index by Sex for 1810-34. 
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FIGURE 6.17 Seasonal Burial Index by Sex for 1834-54. 
What is immediately apparent from these figures is that seasonality of burials is very 
similar for the two sexes and there is little change in the pattern over time. Both sexes show a 
winter peak and summer trough in both 1810-34 and 1835-54. However, there are some 
differences within this broad trend. The seasonal distribution of burials is more even across 
the months for men than women, the pattern becoming more extreme for women over time. 
The mean deviation of the burial index for men is 11.6 for the period 1810-34, falling slightly 
to 11.4 for the later period. The corresponding values for women are 12.4 rising to 15.9 by 
1835-54. The winter peak for women is becoming higher and the summer trough lower over 
time. In the first period the winter peak for women is about 20% above average but this rises 
to about 30% above the mean (looking at all three months, December to February. together) in 
the later period. The summer trough increases from being about 15% below the mean to 2017c 
by 1835-54. 
In addition, if we look at the first period it can be seen that the winter peak for women 
comes earlier, in January, than for men (February). For spring and autumn, though, the 
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situation is reversed with male deaths being relatively higher in April and September/October 
but lower in May and November. However, it should be stressed that for this period there is 
very little difference between the seasonal patterns of each sex. For the later period, however, 
it is apparent that a far greater proportion of female deaths than male deaths occur in winter. 
Male deaths, on the other hand, are more pronounced in late spring and early summer, 
especially with the local peak in May. What could lie behind these changes? It may be that as 
the population ages and since women tend to live longer, then a greater proportion of women 
are dying from diseases of these older age groups, such as old age, which, as we saw in 
section 6.3, have a winter peak and summer low. In addition, since many of the workers in 
the textile mills were women, textile employees being more prone to die from respiratory 
diseases, and respiratory diseases had a winter peak then the rise in mortality from infectious 
diseases could explain this more pronounced winter peak in deaths for women over time. 
Furthermore, the peak in male deaths in May could be the result of a rise in deaths from 
consumption for men. There may also be a link to accidental deaths which pertain mostly to 
men and are evenly spread over the year which would have the effect of making the seasonal 
pattern for men flatter, though the number of accidental deaths is relatively small so the effect 
must have been limited. 
We have been postulating that some of these changes in mortality seasonality over time 
may be linked to employment patterns. It was thought, in particular, that textile workers, 
because of their increased risk of dying from respiratory diseases, may exhibit a seasonal 
pattern of mortality that differs from other occupational groups. We shall be examining these 
hypotheses in the final section as we look at seasonal patterns of mortality by occupational 
group. 
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6.5 BURIAL SEASONALITY BY OCCUPATION 
To answer some of the questions raised above about how occupational mortality may 
lie behind changing patterns of mortality seasonality over time, we shall examine in this 
section the seasonality of burials for selected occupational groups. In previous work in 
Chapters 5 and 6 we have identified textile workers, because of their high mortality linked to 
respiratory diseases, and agricultural workers, because of their low mortality, as two groups 
of particular interest. Thus data on the number of burial each month for these two groups 
were combined for all parishes and the burial index was calculated. For comparison, an index 
was also calculated for all other workers combined. A three-month moving average of this 
index was taken and the resulting seasonal trends are shown in Figure 6.18. 
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FIGURE 6.18 Three-month Moving Average of the Seasonal Burial Index for Selected Occupational 
Groups, 1810-54. 
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Figure 6.18 confirms our suspicion that textile workers would have a different 
seasonal pattern of mortality. This group of workers show a winter peak and summer trough 
as well as a local peak in spring. Values are low from May to November. Workers in all 
other industries (all industries except textiles and agriculture), whilst having a seasonal pattern 
of burials with a winter peak and summer low do not have the spring peak seen for textile 
workers. Also the burials are more evenly spread, with the winter peak not being as high as 
that for textile workers (about 20% above average compared with 30%). These patterns 
would be consistent with a higher proportion of workers in the textile industry dying of 
respiratory diseases (hence the high winter peak) and consumption (spring peak), than other 
workers. It is also worth noting that textile workers have relatively fewer deaths in autumn 
which would suggest they are less prone to deaths from water- and food-borne diseases, but 
why this should be so is unclear. 
Turning to look at agricultural workers, this group has a high peak of deaths in winter, 
once more about 30% above average, falling to a low in spring with burials then fluctuating 
around the average to November. The winter high may be connected with economic hardship 
for this group of workers because of the lack of work or low wages combined with upward 
fluctuations in food prices in winter months. It may also be the result of them taking work in 
the textile industry in winter months, possibly with some handloom weaving at home, which 
a number of agricultural workers did. Thus in winter months they may be more susceptible to 
air-borne infectious diseases such as respiratory ones. However, our previous work indicated 
that textile workers in the main industrial centres, most probably employed in factories, were 
more likely to suffer from respiratory diseases than cottage-based rural workers. Also the dip 
in mortality in spring would indicate that agricultural workers are less likely to die from 
consumption. However, it is possible that, because of the labour intensive nature of 
agricultural work, there is a'healthy worker effect' here with agricultural workers contracting 
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the illness taking up another occupation (i. e. possibly only healthy people can do agricultural 
work because of its labour-intensive nature). 
Finally in this section we want to look briefly at seasonality of death for the different 
social classes to examine the hypothesis that standard of living may effect seasonality via 
cause of death. Burial indices were calculated using data from all parishes for the upper, 
intermediate and lower social classes which will allow comparison of seasonality but not 
relative levels of mortality. 10 Once more a three-month moving average was taken and the 
results plotted in Figure 6.19 below. 
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FIGURE 6.19 Three-month Moving Average of the Seasonal Burial Index by Social Class. 1810-54 
Overall the seasonal pattern of the three social classes is very similar, suggesting that 
standard of living had little effect on overall seasonality. Where differences do occur, it is in 
the second half of the year. The three series follow almost exactly the same course from 
December to June. From June to October the intermediate and lower classes remain very 
10 See Chapter 5 for more information on the classification of both industrial and social clasp. 
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close but the seasonal pattern for the upper class diverges with a rise in mortality in late 
summer/early autumn. This group then converges on the other two series in mid-autumn only 
to fall below them to the end of the year. It is from October to December that mortality for the 
lower classes becomes relatively higher than the other two classes with the intermediate class 
falling between the upper and lower classes. Thus we see very similar seasonal patterns for 
the three groups from January to June. This is followed by mortality for the upper classes 
being relatively higher in summer but lower in late autumn, the lower social classes having a 
higher proportion of deaths in these months. The late autumn bulge in mortality for the lower 
social classes may be associated with this group having poorer sanitary conditions and so 
being more susceptible to water- and food-borne diseases such as cholera. The relatively high 
proportion of deaths in summer for the upper social classes is somewhat harder to explain 
since no cause that peaks in summer has been found. 
This analysis of seasonality has helped in explaining the patterns of adult mortality 
identified in Chapters 4 and 5. It has helped to explain factors lying behind mortality 
differentials, especially in terms of cause of death, which in turn helps us understand the 
underlying causes of mortality. In the final chapter we shall draw all these results together to 
discuss the main findings and look at the implications for future research. 
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CONCLUSION 
From this analysis of the impact of industrialization on adult mortality in eastern 
Scotland, c. 1810-61, it has been revealed that, within the framework of a decline in 
overall mortality from the 1750s, the period from the early to the mid-nineteenth century 
saw short-term rises in adult mortality, the timing and extent of which varied from parish 
to parish. Using the concept of the urban hierarchy to establish areas with differing 
experiences of industrialization, it was found that the most industrialized parishes 
experienced the worst mortality rates. The crude burial rates for the total parish 
populations showed that Dundee had the highest mortality and that the rates increased as 
industrialization proceeded, the CBuR rising from 22-23%o in the 1820s to 25%o by 1861, 
peaking in the 1830s and late 1840s with rates of about 35%0. The next most 
industrialized parish, Montrose, had the second highest mortality rates which again saw an 
increase over the period, especially in the 1830s. The pattern is repeated for the crude 
burial rates for adults, with the less industrialized areas having lower mortality that 
declined over the period, whilst higher rates were experienced by the main industrial 
centres. 
It appears that mortality was declining generally but that industrialization had a 
negative effect in the short-term pushing up adult mortality rates in the mid-nineteenth 
century as areas developed. Thus the timing of the increase in Montrose was slightly later 
than that in Dundee because in Dundee the process of industrialization was more advanced 
at an earlier period compared with Montrose. This is further supported by evidence from 
Cupar, a parish that was relatively more important in economic terms at the start of our 
period as a major local centre but declined later because of hindrances to economic 
expansion such as the absence of a port. Here crude mortality rates for all ages declined 
from 20%o in the 1830s to below 18%o by 1861. This pattern of lower mortality rates for 
areas that are less industrialized carries on down through the weaving parishes (where 
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CBuRs fell over the period from 25%o to about 15%0) to the fishing and agricultural 
parishes. These last two groups of parishes had low mortality throughout the period 
(though annual fluctuations even for adults could be extreme) with the fishing parishes 
having a CBuR of about l6%o and the agricultural ones 14%0. It would thus appear that 
the gap in mortality rates between industrialized and less industrialized areas widened over 
the period. 
Comparing these results with England it is apparent that the crude burial rates 
suggest that the industrial areas in eastern Scotland had higher mortality than England as a 
whole, whilst the less industrialized areas had rates below the national average seen in 
England. Woods and Hinde (1987) found that mortality rates in England were higher in 
urban areas compared with rural ones in the late nineteenth century and that the gap 
between these rates had narrowed considerably by 1911. It is likely that the earlier 
nineteenth century in England had seen the gap between mortality rates in urban and rural 
areas widening before it began to narrow in the latter part of the century, though there is a 
lack of detail for England about trends in adult mortality in the early to mid-nineteenth 
century, especially for small towns. These underlying trends in adult mortality in eastern 
Scotland can also be compared with the analysis of crisis mortality. It can be seen that as 
epidemics declined in importance this decline occurred first in the rural areas indicating 
that trends in crisis mortality for adults are linked to those of background mortality. This 
suggests that Landers (1993) was correct in thinking that crises should be viewed in 
association with underlying trends. 
The same pattern of higher mortality in the more industrialized areas for nearly all 
adult age groups (especially those aged between 35 and 74 years) is found when age- 
specific death rates are examined. Dundee shows the worst mortality overall followed by 
Montrose, where mortality rates dramatically increase between the 1840s and 1861, 
pushing it towards the high levels seen in Dundee. Cupar has the next highest rates, 
followed by the weaving, fishing and agricultural parishes. Age standardized death rates, 
whilst showing increases for Dundee and, especially, Montrose, fell for Cupar, and the 
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weaving and agricultural parishes, with just a slight rise in the rates in the fishing 
parishes. The increase in the two main industrial parishes occurred for all adult age 
groups. Similarly, the decline in the agricultural parishes and the weaving parishes was 
for all adult age groups. However, in Cupar and the fishing parishes the fall in mortality 
over the period was limited to the older age groups (35 to 54 years in Cupar and 55 to 74 
years in the fishing parishes). 
When these trends were disaggregated by cause of death and occupation it became 
apparent that the increase in adult mortality in the most industrialized parishes was due to 
increasing mortality from respiratory diseases, particularly amongst textile workers. This 
may be connected to the poor air quality generally present in major urban centres in the late 
nineteenth century as Mitchison (1981) suggests. However, because of the high incidence 
of such diseases amongst textile workers in towns compared with other occupational 
groups, it is probable that poor air quality within a specific working environment like the 
textile factories, led to higher mortality from respiratory diseases. For the period as a 
whole most people died from infectious diseases but adult mortality from these illnesses 
(including fevers and respiratory tuberculosis) was declining over the period. When 
infectious diseases were examined by their mode of transmission it was further discovered 
that deaths from food- and water-borne diseases increased over the period in all parishes, 
although by the end of the period there is evidence that rates were starting to fall in the 
rural areas. 
The increased deaths from these food- and water-borne infections is probably due 
to the poor sanitary conditions especially in densely populated areas. These conditions 
were exacerbated by industrialization as economic change led to a spatial redistribution of 
the population that not only led to overcrowding in the urban areas but also increased 
levels of exposure to disease because infections were spread as people moved around. 
This indicates that Landers' model for analysing mortality patterns, which incorporates a 
spatial dimension, is very useful. There was only partial evidence to support a vieýk that 
rising standards of living influenced mortality experience, with those in the higher social 
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classes having a higher mean age at death. However, this was inter-related with the type 
of industry in which adults were employed. Thus, those in the loww er social classes 
engaged in agriculture had relatively low mortality rates. It appears that type of work was 
a more important factor than social class at this time. An analysis of seasonality supported 
these results. 
These results give some idea of the underlying causes of changes in adult mortalit% 
levels. However, there is still much that is unclear and more work is needed on small- 
scale studies of mortality, such as in a single parish, that could investigate further the 
conditions in factories and general sanitation as well as establishing the value of real 
wages over the period (although sources for the latter may be scarce). In particular, more 
research on Dundee would be very beneficial. Furthermore, future research on this topic 
could make more use of qualitative data on conditions in the various areas, including 
newspaper reports, factory reports and hospital records, as here we have only been able to 
touch the surface of these sources. 
It must be stressed that these results are somewhat tentative. There are problems 
with the data, notably under-registration of burials in the parish records. However, the 
consistency of the results, both internally and when compared with the results of studies 
of other countries, suggests that the results are reasonably robust. Hence, one of the most 
important conclusions to emerge from this study is that it has shown that Flinn's negative 
comments on the quality of parochial registration in Scotland, where he states that, " ... 
their (parish registers) paucity and relatively poor quality imposes a severe limit to their 
capacity to yield generalisations of an acceptable standard of reliability. ''. (Flinn, 1977, 
p. 1), are overly pessimistic. The results from this analysis of sixteen parishes in Angus 
and Fife, based mainly on data from parish registers of burials, are consistent not only 
with each other, but also with results obtained using vital registration data on deaths and 
with information on mortality patterns in other countries for this period. If the data had 
been seriously deficient or biased, the results obtained would have been inconsistent and 
very unusual. Although, on a national level, parochial registration may be deficient for the 
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purposes of studying demographic trends, at a local level, if parishes are carefully 
selected, the parish registers can be an important source in the analysis of historical 
population trends. Further research could be done on measuring under-registration in the 
parish registers in the nineteenth century by using census data and information from other 
sources such as newspapers and record linkage techniques. The two parishes for which 
such an examination was undertaken in this study, Moonzie and Ceres, show that under- 
registration was at levels similar to those seen in England and Wales, again suggesting that 
some of the Scottish registers are at least as good as their English counterparts. 
In conclusion then, it would appear that there were strong links between the 
economy and population patterns in eastern Scotland in the nineteenth century. It seems 
that industrialization had a negative impact on adult mortality in the early to mid-nineteenth 
century. This appears to have been a direct impact with the shift towards textile 
employment leading to increased mortality from respiratory diseases. This was especially 
linked to the development of a factory system since textile workers in a more rural setting 
had better mortality levels. This is probably due to the poor air quality in factories. The 
impact of industrialization also appears to have operated indirectly via the impetus it gave 
to urbanization and the accompanying poor housing and sanitary conditions that resulted 
from over-crowding with the density of population being a crucial factor. Little sanitary 
reform was undertaken in our period so the worse conditions seen in the towns compared 
with rural areas had a negative effect on mortality especially from infectious diseases. 
Hopefully, future research can build on these results so that a more detailed explanation of 
the adult mortality trends identified in this study can be obtained. 
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APPENDIX ONE 
Settlements in Fife with over 1,000 inhabitants. 1841: 
TOWN RANK POPULATION 
Dunfermline 1 7 865 
Kirkcaldy 2 4785 
Abbotshall 3 4100 
St. Andrews 4 3959 
Cupar 5 3567 
Pathhead (Dysart) 6 2946 
Newburgh 7 2491 
Auchtermuchty 8 2394 
Dysart 9 1885 
Leven (Scoonie) 10 1827 
Inverkeithing 11 1674 
Kilrenny 12 1652 
Burntisland 13 1572 
Ferryport-on-Craig 14 1556 
Buckhaven (Wemyss) 15 1526 
Kinghorn 16 1389 
Pittenweem 17 1320 
Markinch 18 1315 
Falkland 19 1313 
Strathmiglo 20 1304 
Crail 21 1221 
Leslie 22 1207 
Gallaton (Dysart) 23 1198 
Kennoway 24 1101 
Ceres 25 1079 
St. Monance 26 1029 
Source: 1841 Census of Great Britain 
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Urban Populations of Fife and Angus. 1841: 
PARISH RANK URBAN POPULATION 
Dundee 1 60553 
Montrose 2 13402 
Dunfermline 3 10232 
Forfar 4 8362 
Arbroath 5 7218 
Dysart 6 6029 
St. Vigeons 7 5195 
Kirkcaldy 8 4785 
Wemyss 9 4332 
Kirriemuir 10 4115 
Abbotshall 11 4100 
St. Andrews 12 3959 
Brechin 13 3952 
Liff and Benvie 14 3693 
Cupar 15 3567 
Auchtermuchty 16 3040 
Markinch 17 2965 
Newburgh 18 2491 
Falkland 19 2026 
Monifieth 20 1980 
Kinghorn 21 1957 
Scoonie 22 1827 
Inverkeithing 23 1674 
Kilrenny 24 1652 
Burntisland 25 1572 
Ferryport-on-Craig 26 1556 
Pittenweem 27 1320 
Strathmiglo 28 1304 
Barry 29 1268 
Crail 30 1221 
Leslie 31 1207 
Kennoway 32 1101 
Ceres 33 1079 
St. Monance 34 1029 
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APPENDIX TWO 
Totals of known adult burials in each parish 
Dundee Montrose Cupar Ceres Camock Arbirlot Kilrenny St Monance 
1810 21 18 
1811 33 12 
1812 
. 
30 14 
1813 40 14 
1814 48 11 
1815 29 17 
1816 29 9 
1817 39 14 
1818 34 15 
1819 18 16 
1820 137 21 20 9 
1821 338 120 29 32 8 
1822 425 113 32 24 27 
1823 376 120 44 33 16 
1824 396 113 21 55 19 
1825 397 138 25 45 13 
1826 535 141 27 34 18 
1827 448 131 31 21 20 
1828 441 124 67 30 14 
1829 604 142 84 40 15 
1830 572 132 79 36 12 
1831 662 160 98 38 7 
1832 1003 83 131 39 7 
1833 743 151 96 28 8 
1834 718 144 79 25 10 
1835 738 166 88 39 4 
1836 858 134 86 39 7 
1837 845 235 116 49 10 
1838 726 162 90 40 
1839 661 155 85 43 
1840 627 126 79 44 
1841 607 143 67 30 
1842 672 156 49 21 
1843 904 151 60 32 
1844 647 167 78 27 
1845 639 168 80 38 7 
1846 783 224 89 42 19 
1847 1528 236 127 42 13 
1848 960 241 125 39 9 
1849 1290 231 110 47 15 
1850 642 176 77 41 17 
1851 785 175 77 38 15 
1852 697 183 79 30 27 
1853 943 196 86 27 15 
1854 759 304 90 26 16 
14 
10 
9 
17 
14 
9 
7 
12 
14 
27 
25 
18 
10 
46 
13 
13 
14 
15 
25 
16 
14 
18 
16 
16 
17 
8 
15 
18 
16 
44 
42 
18 
19 
18 
19 
18 
4 
13 
18 
4 
12 
15 
17 
11 
6 
7 
2 
7 
5 
8 
7 
8 
13 
8 
9 
21 
13 
21 
16 
11 
11 
7 
10 
13 
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1855 982 263 72 28 26 8 27 14 
1856 907 194 73 20 24 8 19 7 
1857 1040 220 96 27 14 12 16 18 
1858 1015 238 85 29 27 5 14 12 
1859 1046 244 79 30 30 7 22 19 
1860 1183 237 89 21 24 12 21 26 
1861 1109 265 77 22 9 6 10 12 
Dunino Carnbee Moonzie Logie Kingoldrum Lintrathen Lochlee Maryton 
1810 9 6 15 
1811 3 7 4 
1812 1 14 11 
1813 4 11 5 
1814 8 8 3 12 
1815 6 10 2 10 
1816 5 11 2 13 
1817 5 10 3 4 2 
1818 3 11 2 5 10 
1819 5 6 1 6 8 
1820 6 20 0 4 9 12 
1821 3 11 6 5 5 8 
1822 5 11 3 4 1 4 8 
1823 1 7 6 3 1 4 4 
1824 9 13 7 1 1 9 0 
1825 2 14 10 1 2 8 2 
1826 6 11 8 0 5 8 0 
1827 7 8 8 0 1 8 2 
1828 2 5 7 1 3 6 0 
1829 2 6 3 1 6 6 0 
1830 4 4 5 5 6 7 7 
1831 4 7 6 3 1 11 7 4 
1832 1 13 4 3 2 6 8 3 
1833 3 8 8 6 5 17 4 9 
1834 6 17 4 7 4 7 3 6 
1835 5 16 9 4 4 8 10 3 
1836 7 8 8 4 3 11 4 7 
1837 5 7 11 11 11 10 10 8 
1838 6 12 8 2 3 7 7 7 
1839 7 12 4 8 4 15 6 
1840 4 13 8 7 4 10 5 
1841 7 10 3 3 5 10 3 
1842 5 16 4 2 6 5 9 
1843 3 16 5 3 5 13 4 
1844 3 11 5 2 2 11 10 
1845 1 7 3 0 2 13 2 
1846 2 12 5 3 4 10 4 
1847 2 10 3 1 3 14 2 
1848 5 8 3 2 3 15 
1849 2 13 6 1 5 17 10 
1850 3 11 4 2 3 9 3 
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1851 1 9 4 1 1 6 2 
1852 1 11 5 5 17 3 
1853 1 17 4 7 9 8 
1854 1 3 5 2 15 5 
1855 3 10 0 2 6 10 6 5 
1856 1 3 0 4 3 11 6 1 
1857 4 10 5 4 4 7 4 3 
1858 3 5 2 3 2 11 6 0 
1859 4 8 2 1 1 11 8 3 
1860 2 12 1 1 5 14 4 5 
1861 4 8 3 3 3 4 5 4 
Totals of 'unknown' burials in each parish 
Dundee Montrose Cupar Ceres Cannock Arbirlot Kilrenny St Monance 
1810 0 0 
1811 2 0 
1812 1 3 
1813 0 0 
1814 3 6 
1815 1 1 
1816 0 8 
1817 0 1 
1818 2 2 
1819 0 0 6 
1820 9 0 1 1 2 
1821 7 14 0 0 2 0 
1822 7 18 10 0 1 1 
1823 3 23 30 0 0 0 
1824 0 25 39 0 0 1 
1825 3 6 32 0 4 1 
1826 1 11 26 0 0 0 
1827 1 8 3 1 0 0 0 
1828 2 4 0 0 0 0 0 
1829 3 2 0 0 0 1 0 
1830 1 13 0 1 0 1 0 
1831 6 16 0 0 0 0 0 
1832 2 62 0 0 1 1 0 
1833 1 18 0 1 0 0 2 
1834 1 16 0 2 0 0 0 
1835 0 4 1 0 0 0 0 
1836 0 17 1 0 2 0 0 
1837 0 38 0 0 0 3 0 
1838 0 22 0 1 0 1 
1839 0 23 0 1 3 2 
1840 0 45 1 0 0 5 
1841 0 7 0 0 0 2 
1842 0 12 0 0 1 1 
1843 0 12 0 1 1 4 
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1844 0 5 0 0 1 4 
1845 0 5 0 0 1 0 0 
1846 0 4 0 0 0 0 3 
1847 0 12 0 0 1 0 0 
1848 0 2 0 0 0 0 1 
1849 0 5 0 0 4 2 1 
1850 0 2 0 0 0 0 2 
1851 0 1 0 0 1 0 0 
1852 1 2 0 0 0 1 2 
1853 1 2 0 0 0 0 1 
1854 0 1 0 1 1 0 1 
1855 6 0 0 0 0 0 0 0 
1856 3 2 0 0 0 0 0 0 
1857 0 1 0 0 0 0 0 0 
1858 2 1 0 0 0 0 0 0 
1859 9 0 1 0 0 0 0 0 
1860 4 1 0 0 0 0 0 0 
1861 0 1 0 0 0 0 0 0 
Dunino Cambee Moonzie Logie Kingoldrum Lintrathen Lochlee Maryton 
1810 1 0 0 
1811 0 0 0 
1812 0 0 1 
1813 1 0 0 
1814 1 0 0 0 
1815 0 0 0 0 
1816 1 0 0 0 
1817 0 0 1 0 0 
1818 0 0 2 0 0 
1819 0 0 0 0 0 
1820 1 0 3 0 0 1 
1821 0 0 3 0 0 0 
1822 2 0 0 3 0 1 0 
1823 0 0 0 2 0 0 1 
1824 1 0 0 1 0 0 0 
1825 1 0 0 0 0 0 0 
1826 0 0 0 0 0 0 0 
1827 1 0 0 0 0 0 0 
1828 0 0 1 1 0 0 0 
1829 0 0 0 1 0 0 1 
1830 1 0 0 0 0 0 0 
1831 3 0 0 1 0 1 0 0 
1832 0 0 0 1 0 1 1 1 
1833 0 0 0 0 0 1 0 0 
1834 1 0 0 0 0 0 0 0 
1835 2 0 0 2 0 0 0 1 
1836 0 0 1 1 0 1 0 0 
1837 0 0 0 0 0 1 0 0 
1838 0 0 0 0 0 0 1 1 
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1839 0 0 0 0 0 1 0 
1840 1 0 0 0 2 0 0 
1841 0 0 0 1 0 1 0 
1842 1 0 0 0 0 1 1 
1843 0 0 0 0 0 0 0 
1844 0 0 1 1 0 0 1 
1845 0 0 1 0 0 0 0 
1846 0 0 3 0 0 0 0 
1847 1 0 3 0 0 0 0 
1848 0 0 5 0 0 1 0 
1849 0 1 0 0 0 1 0 
1850 0 0 0 0 0 0 0 
1851 0 0 0 0 0 0 0 
1852 2 1 0 0 0 0 
1853 0 0 0 0 0 0 
1854 0 0 1 0 1 0 
1855 0 0 0 0 0 0 0 0 
1856 0 0 0 0 0 0 0 0 
1857 0 0 0 0 0 0 0 0 
1858 0 0 0 0 0 0 0 0 
1859 0 0 0 0 0 0 0 0 
1860 0 0 0 0 0 0 0 0 
1861 0 0 0 0 0 0 0 0 
Total burials in each parish 
Dundee Montrose Cupar 
1810 31 
1811 41 
1812 45 
1813 67 
1814 75 
1815 35 
1816 57 
1817 74 
1818 53 
1819 33 
1820 233 35 
1821 612 222 48 
1822 756 223 71 
1823 623 249 91 
1824 660 213 99 
1825 745 222 77 
1826 870 218 84 
1827 715 261 60 
1828 757 204 102 
1829 966 230 129 
1830 1244 251 116 
1831 1170 324 167 
Ceres Cannock Arbirlot Kilrenny St Monance 
20 
21 
28 
22 
22 
25 
25 
20 
19 
29 
40 18 
42 13 
36 35 
39 18 
81 26 
62 23 
50 24 
51 29 
41 20 
59 23 
54 16 
46 13 
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25 
19 
16 
25 
17 
17 
18 
17 
19 
30 
43 
27 
24 
5 
17 
,2 
8 
21 
1832 1508 231 183 43 11 57 18 
1833 1454 293 131 38 16 22 25 
1834 1631 310 149 62 14 26 14 
1835 1654 298 146 63 8 41 6 
1836 1905 281 127 63 10 21 8 
1837 1933 486 148 66 16 51 2 
1838 1498 306 138 72 37 13 
1839 1749 347 164 64 33 10 
1840 1419 294 122 59 42 14 
1841 1448 333 111 45 36 9 
1842 1548 356 82 41 28 12 
1843 1628 311 96 55 30 18 
1844 1249 321 130 35 18 20 
1845 1424 319 123 46 11 24 18 
1846 1639 377 135 52 45 33 29 
1847 2609 369 180 52 25 35 24 
1848 2145 542 189 58 38 61 36 
1849 2314 425 187 69 46 86 34 
1850 1484 304 141 64 40 33 28 
1851 1632 290 107 42 37 35 23 
1852 1728 316 101 37 49 42 13 
1853 1745 295 108 32 49 40 19 
1854 1679 522 152 30 54 32 20 
1855 2151 478 106 40 47 15 55 33 
1856 2446 339 128 34 53 12 27 17 
1857 2242 335 148 42 49 13 40 25 
1858 2335 347 118 43 72 9 35 37 
1859 2269 474 142 42 61 18 40 23 
1860 2903 347 130 25 43 17 37 53 
1861 2499 353 125 31 27 11 28 16 
Carnbee Dunino Logie Moonzie Kingoldrum Lintrathen Lochlee Maryton 
1810 10 16 15 
1811 8 5 4 
1812 14 1 15 
1813 14 5 8 
1814 8 10 5 13 
1815 12 8 5 15 
1816 14 6 4 17 
1817 15 7 4 6 6 
1818 12 3 6 5 14 
1819 8 7 3 6 11 
1820 21 8 4 6 12 14 
1821 13 3 10 6 8 12 
1822 14 8 8 4 4 10 10 
1823 8 2 5 7 2 8 11 
1824 13 13 2 10 4 14 0 
1825 14 3 1 12 2 9 2 
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1826 12 7 0 10 6 9 
1827 8 10 0 9 2 10 
1828 5 2 2 9 5 6 0 
1829 6 2 4 6 10 10 1 
1830 4 5 5 6 8 7 7 
1831 7 8 8 12 3 19 9 5 
1832 14 1 6 5 2 10 13 7 
1833 10 4 9 9 6 19 6 11 
1834 21 7 8 7 6 8 5 9 
1835 20 9 6 10 13 17 12 6 
1836 10 7 5 10 7 18 4 8 
1837 11 9 11 11 13 14 23 11 
1838 18 9 3 10 8 18 10 8 
1839 13 8 13 8 12 21 8 
1840 14 5 9 10 10 16 8 
1841 13 8 5 4 8 13 8 
1842 18 7 2 5 9 8 13 
1843 23 3 7 6 5 18 4 
1844 15 3 3 8 3 15 14 
1845 7 1 2 5 3 18 6 
1846 12 2 4 9 5 14 4 
1847 12 4 2 6 4 22 4 
1848 13 6 2 8 9 32 8 
1849 22 5 1 7 6 25 16 
1850 15 3 4 4 5 9 4 
1851 9 1 1 4 3 7 6 
1852 14 3 5 6 20 5 
1853 19 1 7 11 13 9 
1854 4 1 7 3 23 6 
1855 12 5 3 1 8 17 10 8 
1856 11 3 12 2 5 13 8 7 
1857 13 5 7 6 5 8 5 5 
1858 9 3 5 4 2 19 8 7 
1859 10 5 4 2 2 13 9 7 
1860 13 4 2 1 6 22 6 6 
1861 11 7 5 5 3 4 6 7 
Adjusted adult burial totals for each parish 
Dundee Montrose Cupar Ceres Camock Arbirlot Kilrenny St Monance 
1810 21 18 
1811 34 12 
1812 31 16 
1813 40 14 
1814 50 15 
1815 30 18 
1816 29 14 
1817 39 15 
1818 35 16 
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1819 18 16 18 
1820 142 21 21 10 11 
1821 341 128 29 32 9 9 
1822 428 123 38 24 28 18 
1823 377 133 63 33 16 14 
1824 396 128 46 55 19 10 
1825 398 141 45 45 16 8 
1826 535 147 44 34 18 12 
1827 448 136 33 22 20 14 4 
1828 442 126 67 30 14 27 13 
1829 605 143 84 40 15 26 18 
1830 572 140 79 37 12 19 4 
1831 665 169 98 38 7 10 12 
1832 1004 119 131 39 8 47 15 
1833 743 161 96 29 8 13 18 
1834 718 153 79 26 10 13 11 
1835 738 168 89 39 4 14 6 
1836 858 144 87 39 8 15 7 
1837 845 257 116 49 10 27 2 
1838 726 175 90 41 16 8 
1839 661 168 85 44 16 6 
1840 627 152 80 44 18 11 
1841 607 147 67 30 16 8 
1842 672 163 49 21 17 10 
1843 904 158 60 33 18 15 
1844 647 170 78 27 9 10 
1845 639 171 80 38 7 15 9 
1846 783 226 89 42 19 18 23 
1847 1528 243 127 42 13 16 13 
1848 960 242 125 39 9 44 22 
1849 1290 234 110 47 17 43 17 
1850 642 177 77 41 17 18 12 
1851 785 176 77 38 15 19 11 
1852 697 184 79 30 27 19 8 
1853 943 197 86 27 15 19 11 
1854 759 305 90 27 16 18 14 
1855 985 263 72 28 26 8 27 14 
1856 908 195 73 20 24 8 19 7 
1857 1040 221 96 27 14 12 16 18 
1858 1016 239 85 29 27 5 14 12 
1859 1050 244 80 30 30 7 22 19 
1860 1185 238 89 21 24 12 21 2( 
1861 1109 266 77 22 9 6 10 12 
Logie Dunino Moonzie Cambee Kingoldrum Lintrathen Lochlee Mary ton 
1810 10 6 1-S 
1811 3 7 4 
1812 1 14 12 
1813 5 11 5 
1814 9 8 3 12 
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1815 6 10 2 10 
1816 6 11 2 13 
1817 4 5 10 4 2 
1818 3 3 11 5 10 
1819 1 5 6 6 8 
1820 2 7 20 4 9 13 
1821 8 3 11 5 5 8 
1822 6 7 3 11 1 5 8 
1823 4 1 6 7 1 4 5 
1824 2 10 7 13 1 9 0 
1825 1 3 10 14 2 8 2 
1826 0 6 8 11 5 8 0 
1827 0 8 8 8 1 8 2 
1828 2 2 8 5 3 6 0 
1829 2 2 3 6 6 6 1 
1830 5 5 5 4 6 7 7 
1831 4 6 6 7 1 12 7 4 
1832 4 1 4 13 2 7 9 4 
1833 6 3 8 8 5 18 4 9 
1834 7 7 4 17 4 7 3 6 
1835 5 7 9 16 4 8 10 4 
1836 5 7 9 8 3 12 4 7 
1837 11 5 11 7 11 11 10 8 
1838 2 6 8 12 3 7 8 8 
1839 8 7 4 12 4 16 6 
1840 7 5 8 13 5 10 5 
1841 4 7 3 10 5 11 3 
1842 2 6 4 16 6 6 10 
1843 3 3 5 16 5 13 4 
1844 3 3 6 11 2 11 11 
1845 0 1 4 7 2 13 2 
1846 3 2 7 12 4 10 4 
1847 1 3 5 10 3 14 2 
1848 2 5 7 8 3 16 5 
1849 1 2 6 14 5 18 10 
1850 2 3 4 11 3 9 3 
1851 1 1 4 9 1 6 2 
1852 3 5 12 5 17 3 
1853 1 4 17 7 9 8 
1854 1 6 3 2 16 5 
1855 2 3 0 10 6 10 6 5 
1856 4 1 0 3 3 11 6 1 
1857 4 4 5 10 4 7 4 3 
1858 3 3 2 5 2 11 6 0 
1859 1 4 2 8 1 11 8 3 
1860 1 2 1 12 5 14 4 5 
1861 3 4 3 8 3 4 5 4 
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APPENDIX THREE 
Total population figures for each parish 
Dundee Montrose Cupar Ceres Cannock Kilrenny St Monance Arbirlot 
1810 4729 882 1052 
1811 8955 4758 2407 884 1233 849 1054 
1812 4871 909 1054 
1813 4985 934 1054 
1814 5098 960 1053 
1815 5212 985 1053 
1816 5325 1010 1053 
1817 5438 1035 1053 
1818 5552 1060 1053 
1819 5665 1086 1052 
1820 10200 5779 2797 1111 1052 
1821 30575 10338 5892 2840 1136 1494 912 1052 
1822 32053 10510 5950 2832 1143 1055 
1823 33531 10681 6008 2824 1149 1059 
1824 35009 10853 6066 2817 1156 1062 
1825 36487 11025 6124 2809 1162 1066 
1826 37965 11197 6183 2801 1169 1069 
1827 39443 11368 6241 2793 1176 1031 1072 
1828 40921 11540 6299 2785 1182 1642 1051 1076 
1829 42399 11712 6357 2778 1189 1663 1070 1079 
1830 43877 11883 6415 2770 1195 1684 1090 1083 
1831 45355 12055 6473 2762 1202 1705 1110 1086 
1832 46974 12359 6502 2780 1209 1738 1115 1082 
1833 48593 12663 6530 2798 1216 1772 1119 1078 
1834 50212 12967 6559 2817 1222 1805 1124 1074 
1835 51831 13271 6587 2835 1229 1839 1129 1070 
1836 53450 13576 6616 2853 1236 1872 1134 1066 
1837 55069 13880 6644 2871 1243 1905 1138 1061 
1838 56688 14184 6673 2889 1250 1939 1143 1057 
1839 58307 14488 6701 2908 1256 1972 1148 1053 
1840 59926 14792 6730 2926 1263 2006 1152 1049 
1841 61540 15096 6758 2944 1270 2039 1157 1045 
1842 61641 15169 6825 2933 1462 2055 1165 1040 
1843 61741 15241 6892 2922 1654 2070 1174 1034 
1844 61842 15314 6959 2911 1846 2086 1182 1029 
1845 61942 15386 7026 2900 2038 2101 1191 1023 
1846 62043 15459 7093 2889 2231 2117 1199 1018 
1847 62143 15532 7159 2877 2423 2132 1207 1012 
1848 62244 15604 7226 2866 2615 2148 1216 1007 
1849 62344 15677 7293 2855 2807 2163 1224 1001 
1850 62445 15749 7360 2844 2999 2179 1233 996 
1851 62545 15822 7427 2833 3191 2194 1241 990 
1852 63189 15785 7359 2822 3164 2228 1267 987 
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1853 63833 15749 7292 2811 3138 2262 1292 984 
1854 64477 15712 7224 2800 3111 2296 1318 981 
1855 86528 15891 7156 2789 3085 2330 1344 978 
1856 87384 15854 7089 2778 3058 2364 1370 975 
1857 88240 15817 7021 2767 3031 2398 1395 972 
1858 89096 15780 6953 2756 3005 2432 1421 969 
1859 89952 15742 6885 2745 2978 2466 1447 966 
1860 90808 15705 6818 2734 2952 2500 1472 963 
1861 91664 15668 6750 2723 2925 2534 1498 960 
Logie Dunino Moonzie Carnbee Kingoldrum Lintrathen Lochlee Maryton 
1810 297 1097 485 
1811 369 294 183 1098 537 958 521 473 
1812 376 299 186 1093 535 956 526 473 
1813 383 304 188 1088 533 955 531 474 
1814 390 309 191 1083 531 953 536 474 
1815 397 314 193 1078 529 951 541 474 
1816 405 319 196 1073 527 950 547 475 
1817 412 323 199 1068 525 948 552 475 
1818 419 328 201 1063 523 946 557 475 
1819 426 333 204 1058 521 944 562 475 
1820 433 338 206 1053 519 943 567 476 
1821 440 343 209 1048 517 941 572 476 
1822 439 347 207 1051 510 947 570 470 
1823 438 351 205 1054 502 952 568 465 
1824 437 355 203 1057 495 958 566 459 
1825 436 359 201 1060 488 964 564 453 
1826 435 363 199 1064 481 970 563 448 
1827 434 367 196 1067 473 975 561 442 
1828 433 371 194 1070 466 981 559 436 
1829 432 375 192 1073 459 987 557 430 
1830 431 379 190 1076 451 992 555 425 
1831 430 383 188 1079 444 998 553 419 
1832 429 392 187 1075 444 996 560 422 
1833 428 401 185 1072 443 995 567 426 
1834 427 409 184 1068 443 993 574 429 
1835 426 418 182 1065 442 991 581 432 
1836 425 427 181 1061 442 990 588 436 
1837 423 436 180 1057 442 988 594 439 
1838 422 445 178 1054 441 986 601 442 
1839 421 453 177 1050 441 984 608 445 
1840 420 462 175 1047 440 983 615 449 
1841 419 471 174 1043 440 981 622 452 
1842 424 467 176 1052 439 976 621 443 
1843 429 463 179 1060 438 970 621 435 
1844 433 459 181 1069 437 965 620 426 
1845 438 455 184 1077 436 959 619 418 
1846 443 452 186 1086 435 954 619 409 
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1847 448 448 188 1095 433 948 618 400 
1848 453 444 191 1103 432 943 617 392 
1849 457 440 193 1112 431 937 616 383 
1850 462 436 196 1120 430 932 616 375 
1851 467 432 198 1129 429 926 615 366 
1852 461 440 196 1132 433 923 603 371 
1853 456 448 194 1135 438 920 591 376 
1854 450 456 192 1137 442 918 579 381 
1855 444 464 190 1140 447 915 567 386 
1856 439 473 189 1143 451 912 555 392 
1857 433 481' 187 1146 455 909 543 397 
1858 427 489 185 1149 460 906 531 402 
1859 421 497 183 1151 464 904 519 407 
1860 416 505 181 1154 469 901 507 412 
1861 410 513 179 1157 473 898 495 417 
Method to estimate adult population 
The table below shows the percentage of adults in each parish for the census years 
1811-61.1 The figures given in italics are estimates derived from the proportions 
calculated for the years where actual numbers of adults are known. Below is a detailed 
account of how the estimates were calculated. These figures on the proportions of adults 
were used to obtain annual estimates of the numbers of adults in each parish. 
I The 1861 figures for Dundee and Montrose come from the registration district data. 
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TABLE 1 Percentage of Total Population that are Adults, 1811-61 (figures in italics are 
estimates). 
PARISH %of %of %of %of %of %of 
Adults in Adults in Adults in Adults in Adults in Adults in 
Dundee 
Montrose 
Cupar 
Ceres 
Camock 
Arbirlot 
Kilrenny 
St Monance 
Maryton 
Kingoldrum 
Lintrathen 
Lochlee 
Logie 
Dunino 
Moonzie 
Cambee 
64.18 
64.38 
65.88 
63.04 
57.14 
61.98 
59.54 
59.75 
62.75 
64.27 
65.03 
72.88 
64.18 
64.38 
65.88 
63.04 
57.14 
61.98 
59.54 
59.75 
62.75 
64.27 
65.03 
72.88 
64.49 64.49 
63.51 
56.59 
60.07 
63.51 
56.59 
60.07 
64.18 
64.38 
65.88 
63.04 
57.14 
61.98 
59.54 
59.75 
62.752 
c. 1833 
64.27 
65.03 
72.88 
64.49 
c. 1837 
63.51 
56.59 
60.07 
64.18 
64.38 
65.88 
63.04 
57.14 
61.98 
59.54 
59.75 
64.27 
65.03 
63.51 
56.59 
60.07 
65.08 
65.11 
65.91 
63.11 
56.3 
61.98 
60.53 
59.75 
62.67 
c. 1847 
64.27 
65.03 
69.17 
c. 1846 
63.83 
c. 1849 
63.51 
58.19 
60.07 
65.97 
65.83 
65.94 
63.17 
55.45 
61.98 
61.52 
59.75 
62.59 
64.27 
65.03 
65.45 
63.17 
63.51 
59.78 
60.07 
Source: 1841 Census of Great Britain, 1861 census of Scotland, and the NSA. 
2 This is from the NSA c. 1833. 
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Before estimating the number of adults for each year it was first necessary to deal 
with the problem of people of unknown age in the censuses. For Dundee in the 1841 
census and Montrose in the 1861 census there were a significant number (i. e. greater than 
1%) of people for whom age was unknown. The proportion of adults was thus calculated 
from only those where age was known. This proportion was then multiplied by the 
number of people of unknown age and the resultant value added to the number of known 
adults to obtain an estimate of the true number of adults. Where the number of unknown 
age was small they were all counted as adults, there being no need to adjust the totals as it 
would not effect the results. It was then possible to go on and calculate the number of 
adults for each year in each parish. 
To calculate the number of adults for each parish where both the number of adults 
in 1841 and 1861 is known (Dundee, Montrose, Cupar, Ceres, Kilrenny and Carnock), 
the proportion of adults in 1841 and 1861 was averaged and multipled by the total 
population in 1851 to give an estimate of the adult population in 1851.3 The increase or 
decrease in the number of adults was then assumed to be uniform between these censuses 
to give annual totals of adults for the years in between. For the years prior to 1841 the 
proprtion of adults in 1841 was used to estimate the number of adults. For parishes 
where the number of adults was given in the NSA a similar approach was used. These 
parishes were Lochlee, Maryton, Logie and Moonzie. The proportion of adults in the 
NSA and the proportion in 1861 were then averaged to give an estimate of the proportion, 
and hence number, of adults in the year mid-way between the NSA and 1861 (the year 
varied from parish to parish because the year for which information on the numbers of 
adults was given varied in the NSA. For Lochlee it was 1831, for Maryton 1833, for 
Logie 1837 and for Moonzie 1843). The increase or decrease in the number of adults 
between these years was then assumed to be uniform. The proportion of adults in the 
NSA was then used to calculate the number of adults for the prceeding years. Finally, for 
3 Unfortunately it would have been too time-consuming to go through the 1851 census returns for 
each parish to obtain the exact number of adults and it was felt that over such a short period 
dramatic changes in the numbers of adults would be unlikely, so the estimate Evas 
felt to be 
accurate enough. 
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parishes where only the number of adults in 1861 was known (Arbirlot, St. Monance. 
Kingoldrum, Lintrathen, Carnbee and Dunino), then the 1861 proportion was applied to 
estimate the numbers of adults in the preceeding years, based on the assumption that the 
proportion of adults did not change over the period. The validitity of this assumption can 
be checked using information on the proportion of all men in a parish who are aged twenty 
years and above. This information is available for all parishes for the years 1831,1841 
and 1861 and is shown in table 2 below. 
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TABLE 2 Percentage of males in the population 
PARISH % of Males 
in 1831 
% of Males 
in 1841 
% of Males 
in 1861 
Dundee 50.5 51.0 50.9 
Montrose 43.1 49.7 50.1 
Cupar 49.8 50.9 50.0 
Ceres 50.1 51.1 48.8 
Camock 47.2 47.4 44.7 
Arbirlot 47.4 47.6 48.5 
Kilrenny 51.3 46.4 50.6 
St Monance 43.1 49.4 43.6 
Maryton 55.5 50.0 50.2 
Kingoldrum 52.7 48.5 53.3 
Lintrathen 55.1 52.0 52.4 
Lochlee 57.0 51.5 53.8 
Logie 50.5 52.9 53.5 
Dunino 54.1 42.1 64.7 
Moonzie 52.6 57.1 42.4 
Cambee 48.5 48.9 47.6 
Source: 1831 and 1841 Censuses of Great Britain, 1861 census of Scotland. 
As can be seen from this table there is not much of a change in the proportion of 
men aged twenty years and above between 1831 and 1861 for Arbirlot, Kingoldrum, 
Carnbee and Lintrathen and this supports our assumption of a constant proportion of 
adults over the period. The assumption is more questionable for St Monance where the 
proportion rises in 1841, and especially for Dunino where it varies quite a lot. For the 
parishes where the 1841 census figure was used to calculate the number of adults in the 
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preceeding years, we can look at whether the proportion of men aged twent\ \ears and 
above in these parishes changed much between 1831 and 1841. For Dundee, Cupar, 
Ceres and Carnock it remains very stable. It is just for Montrose, where the proportion 
increases from 43% to 49.6%, and Kirenny, where it falls from 51% to 461 , that the 
assumption of a constant proportion is problematic. Thus for most of our parishes the 
assumptions that the calculations are based on are reasonably valid from 1831. 
For the period before 1831 the only data we can use to check our assumptions are 
for the counties of Fife and Angus, rather than individual parishes. We know that the 
percentage of men aged twenty and above remained at 49% in Fife in 1821,1841 and 
1861, whilst in Angus it changed only very slightly, rising from 49% in 1821 to 50% in 
1841 and 1861. This information again supports our assumptions. For Fife in 1821 we 
have also have the proportin of adults for each of the main districts. In Cupar district, 
which includes the parishes of Ceres (63%), Cupar (66%), Moonzie (57%) and Logie 
(64%), the percentage of adults was 63%, for Dunfermline District, which contains 
Carnock parish (57%), it was 59%, and for St Andrews district, in which the parishes of 
Carnbee (60%), Dunino, (64%), Kilrenny (60%) and St Monance (60%) lie, it was 647c 
(the values given in brackets after each parish are the actual percentage of adults obtained 
from either the NSA, or 1841 or 1861 censuses, that was used to calculate the number of 
adults in the period before 1841). There is only Moonzie for which the 1841 value differs 
a lot from 1821 district value. This again suggests that the results are generally robust. 
389 
Adult population figures for each parish 
Dundee Montrose Cupar Ceres Cannock Kilrenny St Monance Arbirlot 
1810 3115 504 
1811 3135 505 
1812 3209 520 
1813 3284 534 
1814 3359 548 
1815 3433 563 
1816 3508 577 
1817 3583 592 
1818 3658 606 
1819 3732 620 652 
1820 6567 3807 1763 635 652 
1821 19623 6656 3882 1790 649 652 
1822 20572 6766 3920 1785 653 654 
1823 21520 6877 3958 1781 657 656 
1824 22469 6987 3996 1776 660 658 
1825 23417 7098 4035 1771 664 660 
1826 24366 7208 4073 1766 668 663 
1827 25315 7319 4111 1761 672 616 665 
1828 26263 7429 4150 1756 676 977 628 
1829 27212 7540 4188 1751 679 990 640 
1830 28160 7650 4226 1746 683 1003 651 
1831 29109 7761 4264 1741 687 1015 663 
1832 30148 7957 4283 1753 691 1035 666 
1833 31187 8153 4302 1764 695 1055 669 
1834 32226 8348 4321 1776 698 1075 672 
1835 33265 8544 4340 1787 702 1095 674 
1836 34304 8740 4358 1799 706 1115 677 
1837 35343 8936 4377 1810 710 1134 680 
1838 36382 9131 4396 1821 714 1154 683 
1839 37421 9327 4415 1833 718 1174 686 
1840 38461 9523 4433 1844 722 1194 688 
1841 39496 9719 4452 1856 726 1214 691 
1842 39616 9777 4496 1849 833 1225 696 
1843 39735 9835 4541 1842 940 1237 701 
1844 39855 9894 4585 1836 1047 1248 706 
1845 39974 9952 4629 1829 1154 1260 711 
1846 40094 10010 4674 1822 1262 1271 716 
1847 40214 10068 4718 1815 1369 1282 721 
1848 40333 10126 4762 1808 1476 1294 726 
1849 40453 10185 4806 1802 1583 1305 731 
1850 40572 10243 4851 1795 1690 1317 736 
1851 40692 10301 4895 1788 1797 1328 741 
1852 41111 10288 4851 1781 1780 1351 757 
1853 41530 10276 4806 1774 1762 1374 772 
1854 41949 10263 4762 1768 1745 1397 788 
1855 56295 10391 4717 1761 1727 1420 803 606 
1856 56852 10379 4673 1754 1710 1444 818 604 
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1857 57409 10366 4629 1747 1692 1467 834 602 
1858 57966 10353 4584 1740 1675 1490 849 601 
1859 58523 10340 4540 1734 1657 1513 864 599 
1860 59080 10327 4495 1727 1640 1536 880 597 
1861 60468 10314 4451 1720 1622 1559 895 595 
Logie Dunino Moonzie Cambee Kingoldrum Lintrathen Lochlee Maryton 
1810 189 659 
1811 238 187 104 660 345 623 380 297 
1812 243 190 105 657 344 622 383 297 
1813 247 193 107 654 343 621 387 297 
1814 252 196 108 651 341 620 391 297 
1815 256 199 109 648 340 619 395 298 
1816 261 202 111 645 339 617 398 298 
1817 265 205 112 642 337 616 402 298 
1818 270 209 114 639 336 615 406 298 
1819 275 212 115 636 335 614 409 298 
1820 279 215 117 633 334 613 413 299 
1821 284 218 118 630 332 612 417 299 
1822 283 220 117 631 328 616 415 295 
1823 282 223 116 633 323 619 414 292 
1824 282 225 115 635 318 623 413 288 
1825 281 228 114 637 314 627 411 284 
1826 281 231 112 639 309 630 410 281 
1827 280 233 111 641 304 634 409 277 
1828 279 236 110 643 299 638 407 274 
1829 279 238 109 644 295 642 406 270 
1830 278 241 108 646 290 645 404 266 
1831 277 243 106 648 285 649 403 263 
1832 277 249 106 646 285 648 405 265 
1833 276 254 105 644 285 647 406 267 
1834 275 260 104 642 285 646 408 266 
1835 274 266 103 640 284 645 410 265 
1836 274 271 102 637 284 643 411 264 
1837 273 277 102 635 284 642 413 263 
1838 275 282 101 633 284 641 415 261 
1839 276 288 100 631 283 640 416 260 
1840 278 294 99 629 283 639 418 259 
1841 279 299 98 627 283 638 420 258 
1842 281 297 100 632 282 634 421 257 
1843 282 294 101 637 281 631 423 256 
1844 284 292 103 642 281 627 425 255 
1845 286 289 104 647 280 624 426 253 
1846 287 287 106 652 279 620 428 252 
1847 289 284 107 658 279 616 421 251 
1848 290 282 108 663 278 613 414 252 
1849 292 279 110 668 277 609 407 252 
1850 289 277 111 673 276 606 400 253 
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1851 286 274 113 678 276 602 393 254 
1852 284 280 114 680 279 600 386 255 
1853 281 285 113 682 281 599 379 255 
1854 278 290 113 683 284 597 372 256 
1855 275 295 112 685 287 595 365 257 
1856 273 300 111 687 290 593 358 257 
1857 270 305 110 688 293 591 352 258 
1858 267 310 109 690 296 589 345 259 
1859 264 316 109 692 298 588 338 259 
1860 262 321 108 693 301 586 331 260 
1861 259 326, 107 695 304 584 324 261 
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APPENDIX FOUR 
Crude burial rates for different levels of the parish hierarchy and different industrial 
groups 
Dundee Montrose Cupar Ceres Cannock Weaving 
1810 6.56 22.69 22.69 
1811 8.62 23.76 23.76 
1812 9.24 30.80 30.80 
1813 13.44 23.54 23.54 
1814 14.71 22.93 22.93 
1815 6.72 25.39 25.39 
1816 10.70 24.75 24.75 
1817 13.61 19.32 19.32 
1818 9.55 17.92 17.92 
1819 5.83 26.71 25.26 
1820 22.84 6.06 14.30 16.20 15.53 
1821 20.02 21.47 8.15 14.79 11.44 14.12 
1822 23.59 21.22 11.93 12.71 30.63 19.08 
1823 18.58 23.31 15.15 13.81 15.66 14.70 
1824 18.85 19.63 16.32 28.76 22.50 24.63 
1825 20.42 20.14 12.57 22.07 19.79 20.45 
1826 22.92 19.47 13.59 17.85 20.53 18.06 
1827 18.13 22.96 9.61 18.26 24.67 19.64 
1828 18.50 17.68 16.19 14.72 16.92 15.37 
1829 22.78 19.64 20.29 21.24 19.35 20.67 
1830 28.35 21.12 18.08 19.50 13.38 17.65 
1831 25.80 26.88 25.80 16.65 10.82 14.88 
1832 32.10 18.69 28.15 15.47 9.10 13.54 
1833 29.92 23.14 20.06 13.58 13.16 13.45 
1834 32.48 23.91 22.72 22.01 11.45 18.82 
1835 31.91 22.45 22.16 22.22 6.51 17.47 
1836 35.64 20.70 19.20 22.08 8.09 17.85 
1837 35.10 35.02 22.28 22.99 12.87 19.93 
1838 26.43 21.57 20.68 24.92 24.92 
1839 30.00 23.95 24.47 22.01 22.01 
1840 23.68 19.88 18.13 20.17 20.17 
1841 23.53 22.06 16.42 15.29 15.29 
1842 25.11 23.47 12.01 13.98 13.98 
1843 26.37 20.41 13.93 18.82 18.82 
1844 20.20 20.96 18.68 12.02 12.02 
1845 22.99 20.73 17.51 15.86 5.40 11.54 
1846 26.42 24.39 19.03 18.00 20.17 18.95 
1847 41.98 23.76 25.14 18.07 10.32 14.53 
1848 34.46 34.73 26.15 20.24 14.53 17.52 
1849 37.12 27.11 25.64 24.17 16.39 20.31 
1850 23.77 19.30 19.16 22.50 13.34 17.80 
1851 26.09 18.33 14.41 14.83 11.60 13-11 
1852 27.35 20.02 13.72 13.11 15.48 14.37 
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1853 27.34 18.73 14.81 11.38 15.62 13.62 
1854 26.04 33.22 21.04 10.71 17.36 14.21 
1855 24.86 30.08 14.81 14.34 15.24 14.89 
1856 27.99 21.38 18.06 12.24 17.33 14.54 
1857 25.41 21.18 21.08 15.18 16.16 15.36 
1858 26.21 21.99 16.97 15.60 23.96 18.43 
1859 25.22 30.11 20.62 15.30 20.48 18.09 
1860 31.97 22.09 19.07 9.14 14.57 12.78 
1861 27.26 22.53 18.52 11.38 9.23 10.44 
Fishing Agriculture Level 6 Level 5 Level 4 
1810 21.82 21.82 
1811 9.12 9.12 
1812 16.08 16.08 
1813 14.47 14.47 
1814 14.99 14.99 
1815 16.62 16.62 
1816 16.99 16.99 
1817 13.43 13.43 
1818 14.08 14.08 
1819 12.26 15.36 
1820 19.20 18.93 
1821 15.31 15.29 
1822 16.14 17.85 
1823 12.00 12.93 
1824 15.68 15.75 
1825 12.07 13.18 
1826 12.96 13.64 
1827 11.58 13.01 4.85 
1828 17.46 8.22 8.22 16.18 18.27 
1829 23.78 11.09 11.09 20.55 25.86 
1830 12.62 11.98 11.98 7.34 16.03 
1831 15.99 15.80 15.80 18.92 14.08 
1832 26.29 12.88 12.88 16.15 32.79 
1833 16.26 16.61 16.61 22.33 12.42 
1834 13.66 15.69 15.69 12.45 14.40 
1835 15.84 20.50 20.50 5.32 22.30 
1836 9.65 15.17 15.17 7.06 11.22 
1837 17.41 22.59 22.59 1.76 26.77 
1838 16.22 18.38 18.38 11.37 19.08 
1839 13.78 20.90 20.90 8.71 16.73 
1840 17.73 18.11 18.11 12.15 20.94 
1841 14.08 14.82 14.82 7.78 17.66 
1842 12.42 15.59 15.65 10.30 13.63 
1843 14.80 16.61 16.73 15.33 14.49 
1844 11.63 15.36 15.53 16.92 8.63 
1845 12.76 10.59 10.74 15.12 11.42 
1846 18.70 12.62 12.85 24.19 15.59 
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1847 17.67 13.64 13.94 19.88 16.42 
1848 28.84 19.71 20.22 29.61 28.41 
1849 35.43 20.74 21.36 27.77 39.76 
1850 17.88 11.14 11.51 22.72 15.15 
1851 16.89 7.85 8.15 18.53 15.95 
1852 15.74 15.16 15.81 10.26 18.85 
1853 16.60 17.09 17.81 14.70 17.68 
1854 14.39 12.47 13.00 15.17 13.94 
1855 23.95 14.05 14.28 24.56 23.61 
1856 11.79 13.40 13.21 12.41 11.42 
1857 17.14 11.87 12.13 17.92 16.68 
1858 18.69 12.53 11.96 26.04 14.39 
1859 16.10 11.44 12.70 15.90 16.22 
1860 22.66 13.20 13.98 36.00 14.80 
1861 10.91 10.57 10.72 10.68 11.05 
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APPENDIX FIVE 
Crude death rates for Cupar. Ceres and the agricultural parishes 
Cupar Ceres Agricultural 
1810 11.92 28.34 
1811 15.67 11.84 
1812 16.80 20.89 
1813 24.44 18.80 
1814 26.75 19.47 
1815 12.21 21.58 
1816 19.46 22.07 
1817 24.74 17.44 
1818 17.36 18.28 
1819 10.59 15.93 
1820 11.01 26.00 24.93 
1821 14.81 26.89 19.89 
1822 21.70 23.11 20.96 
1823 27.54 25.11 15.58 
1824 29.67 52.29 20.36 
1825 22.86 40.13 15.68 
1826 24.70 32.46 16.83 
1827 17.48 33.20 15.04 
1828 29.44 26.76 10.67 
1829 36.90 38.62 14.40 
1830 32.88 35.45 15.55 
1831 46.91 30.28 20.52 
1832 51.18 28.12 16.72 
1833 36.48 24.69 21.57 
1834 41.31 40.02 20.37 
1835 40.30 40.41 26.62 
1836 34.90 40.15 19.70 
1837 40.50 41.79 29.34 
1838 37.60 45.31 23.87 
1839 44.50 40.02 27.14 
1840 32.96 36.66 23.52 
1841 29.86 27.79 19.25 
1842 21.85 25.42 20.25 
1843 25.33 34.23 21.57 
1844 33.97 21.86 19.95 
1845 31.83 28.84 13.75 
1846 34.61 32.73 16.38 
1847 45.71 32.86 17.71 
1848 47.55 36.79 25.60 
1849 46.62 43.94 26.94 
1850 34.83 40.91 14.47 
1851 26.19 26.96 10.20 
1852 24.95 23.84 19.69 
1853 26.93 20.70 22.19 
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1854 38.26 19.48 16.20 
1855 14.81 14.34 14.05 
1856 18.06 12.24 13.40 
1857 21.08 15.18 11.87 
1858 16.97 15.60 12.53 
1859 20.62 15.30 11.44 
1860 19.07 9.14 13.20 
1861 18.52 11.38 10.57 
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APPENDIX SIX 
Crude adult burial rates for different levels of the parish hierarchy and different industrial 
groups 
Dundee Montrose Cupar Ceres Camock Weaving 
1810 6.74 35.73 35.73 
1811 10.85 23.76 23.76 
1812 9.66 30.80 30.80 
1813 12.18 26.22 26.22 
1814 14.89 27.36 27.36 
1815 8.74 31.99 31.99 
1816 8.27 24.26 24.26 
1817 10.89 25.36 25.36 
1818 9.57 26.41 26.41 
1819 4.82 25.79 26.72 
1820 21.62 5.52 11.91 15.76 13.77 
1821 17.38 19.23 7.47 17.87 13.87 16.17 
1822 20.81 18.18 9.69 13.44 42.89 22.64 
1823 17.52 19.34 15.92 18.53 24.37 20.37 
1824 17.62 18.32 11.51 30.98 28.77 27.15 
1825 17.00 19.87 11.15 25.41 24.09 22.29 
1826 21.96 20.39 10.80 19.26 26.95 20.67 
1827 17.70 18.58 8.03 12.49 29.77 18.08 
1828 16.83 16.96 16.15 17.09 20.73 18.10 
1829 22.23 18.97 20.06 22.84 22.08 22.63 
1830 20.31 18.30 18.69 21.19 17.57 20.17 
1831 22.85 21.78 22.98 21.82 10.19 18.53 
1832 33.30 14.96 30.58 22.25 11.58 19.24 
1833 23.82 19.75 22.32 16.44 11.52 15.05 
1834 22.28 18.33 18.28 14.64 14.32 14.55 
1835 22.19 19.66 20.51 21.82 5.70 17.27 
1836 25.01 16.48 19.96 21.68 11.33 18.76 
1837 23.91 28.76 26.50 27.07 14.08 23.41 
1838 19.95 19.16 20.47 22.51 22.51 
1839 17.66 18.01 19.25 24.01 
24.01 
1840 16.30 15.96 18.04 23.86 
23.86 
1841 15.37 15.13 15.05 16.16 
16.16 
1842 16.96 16.67 10.90 11.36 
11.36 
1843 22.75 16.06 13.21 17.91 
17.91 
1844 16.23 17.18 17.01 14.71 
14.71 
1845 15.99 17.18 17.28 20.78 6.06 
15.08 
1846 19.53 22.58 19.04 23.05 15.06 
19.78 
1847 38.00 24.14 26.92 23.14 9.50 
17.27 
1848 23.80 23.90 26.25 21.57 6.10 
14.62 
1849 31.89 22.98 22.89 26.09 10.74 
18.91 
1850 15.82 17.28 15.87 22.84 10.06 
16-64 
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1851 19.29 17.09 15.73 21.25 8.35 1-4.78 
1852 16.95 17.88 16.29 16.84 15.17 16.01 
1853 22.71 19.17 17.89 15.22 8.51 11.88 
1854 18.09 29.72 18.90 15.27 9.17 1224 
1855 17.50 25.31 15.26 15.90 15.06 15.14 
1856 15.97 18.79 15.62 11.40 14.04 12-78 
1857 18.12 21.32 20.74 15.45 8.27 13.11 
1858 17.53 23.09 18.54 16.66 16.12 15.19 
1859 17.94 23.60 17.62 17.31 18.11 16.79 
1860 20.06 23.05 19.80 12.16 14.64 14.38 
1861 18.34 25.79 17.30 12.79 5.55 9.40 
Fishing Agricultural Level 4 Level 5 Level 6 
1810 36.58 36.58 
1811 12.25 12.25 
1812 23.61 23.61 
1813 18.36 18.36 
1814 20.85 20.85 
1815 18.20 18.20 
1816 20.74 20.74 
1817 13.79 13.79 
1818 17.57 17.57 
1819 14.21 17.73 
1820 25.33 23.37 
1821 18.36 17.31 
1822 17.90 20.04 
1823 12.26 14.29 
1824 18.45 17.72 
1825 17.63 16.39 
1826 16.80 17.10 
1827 15.52 6.49 16.78 
1828 24.92 11.57 27.62 20.71 11.57 
1829 27.00 11.60 26.26 28.14 11.60 
1830 13.91 17.46 18.95 6.14 17.46 
1831 13.11 16.35 9.85 18.09 16.35 
1832 36.45 15.28 45.41 22.52 15.28 
1833 17.98 21.15 12.32 26.91 21.15 
1834 13.74 19.06 12.10 16.38 19.06 
1835 11.30 21.83 12.79 8.90 21.83 
1836 12.28 19.05 13.46 10.34 19.05 
1837 15.98 25.62 23.80 2.94 25.62 
1838 13.06 18.67 13.86 11.72 18.67 
1839 11.83 23.00 13.63 8.75 23.00 
1840 15.40 21.37 15.07 15.98 21.37 
1841 12.60 17.32 13.18 11.57 17.32 
1842 14.05 20.14 13.87 14.36 20.14 
1843 17.03 19.74 14.55 21.39 19.74 
1844 9.72 18.93 7.21 14.16 18.93 
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1845 12.18 11.68 11.91 12.65 11.68 
1846 20.63 16.91 14.16 32.10 16.91 
1847 14.47 15.30 12.48 18.02 15.30 
1848 32.67 18.51 34.01 30.28 18.51 
1849 29.46 22.51 32.95 23.24 22.51 
1850 14.61 14.08 13.67 16.29 14.08 
1851 14.50 9.66 14.31 14.83 9.66 
1852 12.81 20.39 14.06 10.57 20.39 
1853 13.98 20.77 13.83 14.24 20.77 
1854 14.65 14.85 12.88 17.78 14.85 
1855 18.44 14.63 19.01 17.44 14.38 
1856 11.50 10.11 13.16 8.55 10.65 
1857 14.78 14.30 10.91 21.59 15.28 
1858 11.12 11.17 9.40 14.13 10.68 
1859 17.25 13.27 14.54 21.98 13.00 
1860 19.46 15.38 13.67 29.56 16.19 
1861 8.96 11.89 6.41 13.41 11.58 
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APPENDIX SEVEN CAUSE OF DEATH CODES 
These codes are listed in cause of death groups. My thanks to Dr Peter Brambleby 
for his help in coding these diseases. 
GROUP ONE : INFECTIOUS AND PARASITIC DISEASES 
I) INTESTINAL INFECTIONS 
1) Cholera 
CHOLERA (Malignant Asiatic, British) 
CHOLOROSIS 
2) Typhoid 
TYPHOID FEVER (spotted) 
3) Dysentery 
DYSENTERY 
4) Other / ill defined 
DIARRHOEA 
FLEUS (FLUX? ) 
ENTERITIS 
FEVER - gastric, gastric interic 
GASTRIC ENTERITIS 
INFLAMMATION OF BOWELS 
2) TUBERCULOSIS 
111 
112 
113 
114 
0) Primary tuberculous infection 120 
TUBERCULAR DISEASE 
1) Pulmonary consumption 121 
CONSUMPTION PULMONARY 
2) Pulmonary phthisis 122 
PHTHISIS (pulmonalis, haemoptysis) 
PHTHISIS WITH CARCIFIED LUNGS 
3) Consumption 123 
CONSUMPTION 
4) Phthisis 124 
PHTHISIS 
1? 5 5) Other respiratory tuberculosis 
6) Tuberculosis of intestines, peritoneum and mesenteric glands 126 
ABDOMINAL CONSUMPTION 
SCROPHULUS DISEASE OF STOMACH AND BOWELS 
7) Tuberculosis of bones and joints 127 
CARRIES OF THE SPINE 
8) Other tuberculosis (e. g. of nervous system, genitourinary system, ether) 12 
SCROFULA 
SCROFULOUS INFLAMMATION 
KINGS EVIL 
3) OTHER BACTERIAL DISEASES 
1) Whooping cough 
Fl 
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2)Scarlet fever 1 3, 
SCARLATINA (maligna) 
SCARLET FEVER 
3) Erysipelas 1331 
PHLEGMONSUS EUPLEPILAS (Skin infection) 
PHLEGMENOUS ERYSEPHELAS 
ERYSIPELIS (of leg, arms) 
4)Tetanus 1 ;1 
TETANUS 
LOCKJAW 
TRISMUS 
5) Septicaemia 135 
PUTRID FEVER 
6)Diphtheria 136 
7) Zoomotic bacterial diseases 111; 
8) Other bacterial diseases 138 
ABSCESS (of lungs, facial, in the ascilla, abdominal) 
LEPROSY 
INTERNAL ABSCESS 
4) VIRAL DISEASES ACCOMPANIED BY EXANTHEM 
1) Smallpox 141 
2) Cowpox 142 
3) Chickenpox 143 
4) Herpes 144 
5) Measles 145 
5) ARTHROPOD-BORNE DISEASES 
1) Typhus 1 ý1 
TYPHUS FEVER 
2) Malaria 152 
MAELAERIA 
AGUE 
3) Arthropod-borne viral diseases 153 
YELLOW FEVER 
4) Other arthropod-borne diseases 114 
6) OTHER VIRAL DISEASES 
1) Other non-arthropod-borne viral diseases of nervous system 
e. g polio, meningitis 161 
2) Viral hepatitis 1(2 
3) Rabies 1 (I 
4) Mumps I (A 
7) SYPHILIS AND OTHER VENEREAL DISEASES 
1) Syphilis 171 
2)Other venereal diseases 
I S2 
8) OTHER INFECTIOUS AND PARASITIC DISEASES 
1) Fever 1s1 
FEVER 
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2) Fever - irritative 
3) Fever - nervous 
1 3 
4) Fever - bilious 
18 183 
5) Fever - inflamatory 
1 
1 6 6) Fever - Heetic 
8 
18 6 7) Fever - lingering / slow 187 
GROUP TWO : DISEASES OF THE CIRCULATORY SYSTEM 
1) DROPSY 
1) General 2 11 
DROPSY (general, of belly) 
DROPSICAL COMPLAINT 
ANASARCA (general dropsy) 
ADEMA HOLLID 
WATER IN BODY 
2) Of other parts of body 212 
ODEMA OF LIMBS 
2) RHEUMATIC FEVER AND RHEUMATIC HEART DISEASE 
1) Rheumatic fever and Rheumatic Chorea 221 
RHEUMATIC FEVER 
ST. VITUS'S DANC 
2) Other 222 
3) ISCHAEMIC HEART DISEASE 
1) Angina 231 
ANGINA 
2) Other (includes "aneurism") 232 
ANEURISM OF HEART 
4) DISEASES OF PULMONARY CIRCULATION 
1) Pulmonary heart disease and other diseases of pulmonary circulation 241 
5) OTHER FORMS OF HEART DISEASE 
1) Diseases of the pericardium and endocardium 251 
HYDROTHORAX OF HEART 
DROPSY of the peridardium 
PERICARDITIS (Chronic) 
2) Other and ill-defined heart disease 252 
CAEDIAC DISEASE 
HEART DISEASE 
MORBUS CORDIS 
MORT CORDIS 
ENLARGEMENT OF HEART (with osification) 
HYPERTROPHY OF HEART 
CLOSURE OF DUCTUS COMMUNIOCH OF OLDOUS 
HEART GROWTH 
WATER IN HEART 
OSSIFICATION OF HEART 
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6) CEREBROVASCULAR DISEASE 
1) Other and ill-defined 261 
APPOPLEXY (pulmonary, cerebral) 
APPOPLEXIA 
EFFUSION OF BLOOD ON BRAIN / EFFUSION OF BRAIN / 
CEREBRAL EFFUSION 
CONGESTION OF BRAIN 
PARALYTIC STROKE 
PARALYTIC SHOCK 
STROKE 
BLOOD FLOW IN HEAD 
BURST BLOOD VESSEL IN HEAD 
APOPLECTIC FIT 
7) DISEASES OF ARTERIES 
1) Other 
AORTAL / AORTA RUPTURE 
ANEURYSM 
8) DISEASES OF VEINS AND LYMPHATICS AND OTHER DISEASES OF THE 
CIRCULATORY SYSTEM 
271 
1) Phlebiitis and thrombo phlebitis (includes phllegmaasia alba dolens not 
complicated by pregnancy 281 
2) Other 282 
HEMORRHAGE 
RUPTURE OF BLOOD VESSEL 
BURST BLOOD VESSEL 
OVERFLOW OF BLOOD 
ELEPHANTIASIS 
GROUP THREE : DISEASES OF THE RESPIRATORY SYSTEM 
1) INFLUENZA 
1)Influenza unqualified 311 
INFLUENZA 
BAD COLD 
2) PNEUMONIA 
1)Pneumonia 321 
HEPATIZATION OF LUNGS 
INFLAMMATION (of lung) 
PNEUMONIA (double, acute) 
3) BRONCHITIS 
1) Bronchitis (unqualified) 331 
BRONCHITIS (Puruleal, Capilliary) 
SUPERVERMIGOR (bronchitis) 
2) Bronchitis (Chronic) 332 
BRONCHITIS Chronic 
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3) Bronchitis (Acute) 333 
BRONCHITIS Acute 
4) EMPHYSEMA AND ASTHMA 
1) Emphysema 341 
EMPHYTEMA OF LUNGS 
2) Asthma 342 
ASTHMA 
ASTHMATIC COMPLAINT 
5) OTHER DISEASES OF THE UPPER RESPIRATORY TRACT 
1) Tonsilllitis 
2) Other 
TONSILLITES 351 
INFLAMMATION OF THROAT 352 
SORE THROAT 
DISEASE OF THROAT 
6) OTHER DISEASES OF THE RESPIRATORY SYSTEM 
1) Empyema 361 
EMPYEMA 
2) Pleurisy 362 
PLEURA 
PLEURISY 
PLEURITIS 
HYDROTHORAX 
DROPSY OF CHEST 
3) Abscess of lung 363 
ABSCESS OF LUNGS 
4) Pulmonary congestion 364 
PULMONARY CONGESTION 
CONGESTION OF LUNGS 
WATER IN CHEST 
5) Other 365 
HEMOPLYSIS 
HAIMOPTYSIS 
HOEMOPLYEIS 
HOMOPLYSIS 
MARASONUS FROM AFFECTION OF CHEST 
INFLAMMATION OF CHEST 
DISEASE OF CHEST 
INFLAMMATION OF WINDPIPE 
PULMONIC AFFECTION 
PULMONARY DISEASE 
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GROUP FOUR : DISEASES OF THE DIGESTIVE SYSTEM 
1) DISEASES OF THE ORAL CAVITY AND JAWS 
2)DISEASES OF THE OESOPHAGUS, STOMACH AND DUODENUM 
1) Ulcer (includes gastric and duodenal ulcers) 421 
ULCERATION of stomach 
ULCER of belly 
STOMACH DISEASE ULCERATION OF STOMACH 
2) Diseases of the oesophagus 422 
3) Gastritis and duodenitis 423 
GASTRITES 
INFLAMMATION OF STOMACH 
DUODENTUS 
4) Disorders of the function of the stomach 424 
DYSPEPSIA 
GASTRIC IRRITATION 
IRRITATION OF STOMACH 
5) Other disorders of stomach and duodenum 425 
STOMACH COMPLAINT 
STOMACH DISEASE 
3) APPENDICITIS 
4) HERNIA OF ABDOMINAL CAVITY 441 
FEMARAL HERNIA 
HERNIA 
RUPTURE 
5) NONINFECTIVE ENTERITIS AND COLITIS 
6) OTHER DISEASES OF INTESTINES AND PERITONEUM 
1) Obstruction 461 
OBSTRUCTION OF THE BOWELS 
CONSTIPATION (of bowels) 
INTUSUSEPTIC 
2) Peritonitis 462 
PERRITONITIS (Acute) (Inflammation of the membrane of the 
abdominal cavity) 
3) Other disorders of peritoneum 463 
4) Other disorders of intestine 464 
BOWEL DISEASE (AND URINARY ORGANS) 
PERFORATION OF BOWEL 
GLAVIS OF BOWEL 
IRRATATIVE BOWELS 
IRRITATION OF BOWELS 
ULCERATION OF BOWELS 
ILEAC PASSION 
BOWEL COMPLAINT 
SPASM OF BOWEL 
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7) OTHER DISEASES OF DIGESTIVE SYSTEM 
1) Liver disease 471 
HEPATITIS (Chronic) 
HEPATITIS ATROPHY 
LIVER DISEASE (Chronic) 
CIROSIS OF LIIVER 
ABSCESS OF LIVER 
LIVER DISEASE 
JAUNDICE 
LIVER COMPLAINT 
2) Disorders of gallbladder 472 
BILIOUS CHOLIC 
GALLSTONE 
3) Other disorders of billiary tract 473 
BILIARY DERANGEMENT 
BILLIOUS DISEASE 
BILLIOUS COMPLAINT 
4) Diseases of pancreas 474 
DISEASE OF PANCRAS 
5) Gastrointestinal haemorrhage 475 
HOEMATEMMESIS 
VOMITTING OF BLOOD 
GROUP FIVE : DISEASES OF THE GENITOURINARY SYSTEM 
1) DISEASES OF THE URINARY SYSTEM 
1) Diseases of Urinary System 511 
BRIGHT"S DISEASE (Nephritir 
GRAVEL 
KIDNEY DISEASE 
RENAL DISEASE 
CYSTITIS 
BLADDER DISEASE 
STONE (BLADDER OR KIDNEY) 
STONE 
2) DISEASES OF MALE GENITAL ORGANS 
1) Prostate diseases 521 
2) Disorders of penis 522 
3) Other disorders of male genital organs 523 
DISEASED TESTICLE 
3) DISEASES OF FEMALE PELVIC ORGANS AND GENITAL TRACT 
1) Diseases of ovary, fallopian tube 531 
OVARIAN DISEASE 
2) Diseases of uterus, cervix 532 
DISEASE OF UTERUS 
INFLAMMATION OF WOMB 
3) Disorders of menstruation and other abnormal bleeding from 
female genital tract 533 
MEORRHAGE 
MINORRHAGIA 
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4) Breast diseases 
INFLAMMATION OF BREAST 
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GROUP SIX : COMPLICATIONS OF PREGNANCY, CHILDBIRTH AND THE PUERPERIUM 
1) PREGNANCY WITH ABORTIVE OUTCOME 
ABORTION 
2) COMPLICATIONS MAINLY RELATED TO PREGNANCY 
1) Premature labour'/ confinement 621 
PREMATURE LABOUR 
PREMATURE CONFINEMENT 
3) COMPLICATIONS OCCURRING MAINLY IN THE COURSE OF LABOUR AND 
DELIVERY 
4) COMPLICATIONS OF THE PUERPERIUM 
1) Major puerperal infection (e. g. puerperal fever) 641 
PUERPERAL FEVER 
PUERPERAL INFLAMMATION 
DECLINE AFTER BIRTH OF CHILD 
2) Venous complcations in pregnancy (e. g. phlegmasia alba dolens) 642 
PHLEGMANA DOLENS 
PHLEGMASIA DOLENS 
PHLEGMASIA DALEUS 
3) Obstetrical pulmonary embolism 643 
4) Other unspecified complications of the puerperium 644 
CHILD BED 
PUERPERAL CONVULSIONS 
GROUP SEVEN : DISEASES OF OTHER SYSTEMS I ORGANS 
1) ENDOCRINE, NUTRITIONAL AND METABOLIC DISEASES AND IMMUNITY 
DISORDERS 
1) Disorders of thyroid gland 711 
2) Diseases of other endocrine glands 712 
DIABETES 
DIPSOMANIA 
2) NEOPLASMS 
1) Malignant neoplasm of lip, oral cavity and pharynx 721 
CANCER TONGUE 
ULCERATION OF THROAT 
2) Malignant neoplasm of digestive organs and peritoneum 722 
TUMOUR IN ABDOMAN 
CANCER STOMACH 
CARCINOMA (stomach) 
GROWTH IN STOMACH 
CANCER IN LIVER 
GROWTH IN LIVER 
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3) Malignant neoplasm of respiratory and inthhrathoracic organs 723 
ULCERATION OF LARYNX 
4) Malignant neoplasm of bone, connective tissue and skin 724 
CANCER JAW 
RODENT ULCER 
5) Malignant neoplasm of breast 725 
CANCER BREAST 
CARCESSIRIA OF MANMA 
SCIRRHZJS OF THE BREAST 
SCIRRHUS MAMMA 
6) Malignant neoplasm of genital organs 726 
UThRUS 
CARCINOMA (uterine) 
ULCERATION OF UTERUS 
7) Malignant neoplasm of urinary organs 727 
8) Malignant neoplasm of other and unspecified sites 728 
CANCER FACE 
CANCER NECK 
CANCER CARBUNCLE (of face) 
CARCINOMA (internal) 
GROWTH INWARDLY 
CANCER 
TUMORE ON ARM 
9) Other 729 
3) DISEASES OF BLOOD AND BLOOD FORMING - ORGANS 
1) Anemia 731 
ANEOMIA 
ANAEMIA 
2) Other 732 
GLANDULAR DISEASE 
4) MENTAL DISORDERS 
1) Psychoses 741 
MANIA 
APHATITI MANIA 
LUNACY 
INSANITY 
2) Neurotic disorders, personality disorders and other 
nonpsychotic mental disorders 742 
BROKEN HEART 
CATALEPSY 
HYSTERICAL FITS 
NERVOUS EXHAUSTION 
NERVOUS DEBILITY 
NERVOUS DISEASE 
NERVOUS AFFECTION 
NERVOUS COMPLAINT 
NERVOUS FITS 
CONVULSIVE FITS BROUGHT ON BY GRIEF 
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5) DISEASES OF THE NERVOUS SYSTEM AND SENSE ORGANS 
1) Inflammatory diseases of the central nervous system (e. g. meningitis) 
MENINGITIS 
BRAIN FEVER 
INFLAMMATION OF BRAIN 
INFLAMMATION IN HEAD 
2) Hereditary and degenerative diseases of the central nervous system 75 2 
WATER IN HEAD 
WATER IN BRAIN (HYDROCEPHALUS) 
3) Hemiplegia ; ý3 
HEMIPLEGIA 
PARALYSIS HEMIPLEGIA 
4) Palsy 
5) Paraplegia 
6) Epilepsy 
PALSY (of right side) 
PARALYSIS (facial) 
PARAPLEGIA 
EPILEPSY 
7) Other disorders of the central nervous system 
SOFTENING OF BRAIN 
BRAIN DISEASE 
DISEASE OF NERVOUS SYSTEM 
8) Disorders of the peripheral nervous system 
9) Disorders of the eye 
0) Disorders of the ear 
NECROSSIS OF BONES IN EAR 
TYMPANITIS 
PAIN IN EAR 
/! 4 
755 
756 
757 
758 
759 
7-50 
6) DISEASES OF THE SKIN AND SUBCUTANNEOUS TISSUE 
1) Infections of skin and subcutaneous tissue 761 
ABSCESS facial, abdominal 
2) Other 762 
ULCERATED LEG 
ULCER IN BACK 
SKIN DISEASE 
7) DISEASES OF THE MUSCULOSKELETAL SYSTEM AND CONNECTIVE TISSUE 
1) Arthropathies and related disorders 71 
DISEASE OF KNEE JOINT 
JOINT DISEASE 
2) Dorsopathies "ý 
3) Rheumatism, excluding the back 773 
CRAMP 
SORE LEG 
SORE MUSCLES 
RHEUMATISM 
4) Osteopathies, chondropathies and acquired 
musculoskeletal deformities ^ ýý 
LUMBER ABSCESS 
SPINAL DISEASE 
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8) CONGENITAL ANOMALIES 781 
DEFORMED 
GROUP EIGHT : SYMPTOMS, SIGNS AND ILL- DEFINED CONDITIONS 
1) SYMPTOMS 
0) General symptoms 810 
EXHAUSTION (general) 
INWARD (pains) 
COMA (caused by hypertrophy) 
CONVULSIONS 
LYNCOPE 
SIGNCOPE 
SOFT SWELLING 
SWELLING 
CONVULSIVE FITS 
INFLAMMATION 
DELERIUM 
1) Symptoms involving nervous and musculoskeletal systems 811 
SPASM 
2) Symptoms involving skin and other integumentary tissue 812 
3) Symptoms concerning nutrition, metabolism and development 813 
4) Symptoms involving head and neck 814 
DISEASE OF HEAD 
BLEEDING OF NOSE 
5) Symptoms involving cardiovascular system 815 
MORTIFICATION (of arms, jaw) 
MORTIFICATION 
GANGRENE 
6) Symptoms involving respiratiory system and other chest symptoms 816 
DIFFICULTY BREATHING 
CHEST PAIN 
7) Symptoms involving digestive system and abdomen 817 
ABDOMONAL DISEASE 
DISEASE OF ABDOMINAL VISCERA 
ASCITES 
INFLAMMATION (of abdoman) 
INFLAMMATION OF SIDE 
8) Symptoms involving urinary system 818 
2) ILL-DEFINED AND UNKNOWN CAUSES 
1) Old age 
AGE 
OLD AGE 
FAILINGS OF AGE 
INFIRMITIES OF AGE 
WORN OUT WITH AGE 
821 
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2) Decay / Frailty 
DECAY (Natural) 
GENERAL BREAKING UP 
DEBILITY (General) 
FRAILTY 
FAILING OF NATURE 
FAILING 
WORN OUT 
3) Lingering illness 
LINGERING ILLNESS 
LONG ILLNESS 
LONG INFIRMITY 
4) Sudden illness / death 
SUDDEN DEATH 
SHORT ILLNESS 
5) Wasting 
6) Other 
9) Unknown 
ATROPHY 
CACHEXIA 
MARASMUS 
MORIBUND 
SYNOCHUS 
ASPHYXIA 
HYPERTROPHY 
INFLAMMATION 
MEDULLARY 
POLYPUSUTEN 
VISCERAL DISEASE 
WATER 
INWARD DISEASE 
CLERA MORBUS 
FISHCAL 
BILE 
VIOLENT SICKNESS 
WATER COMPLAINT 
BLOOD 
BODILY DISTEMPER 
INCURABLE DISEASE 
COMPLICATION OF DISEASES 
RUNNINGS 
GENERAL DISEASE 
UNKNOWN 
FOUND DEAD 
UNSEEN 
FOUND IN WATER 
FOUND IN MILL LODE 
822 
823 
824 
825 
826 
829 
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GROUP NINE : EXTERNAL INJURY, POISONING. ACCIDENTS AND VIOLENT DEATHS 
NOT KNOWN TO BE WORK-RELATED 
1) FRACTURES, INTERNAL AND EXTERNAL INJURIES AND WOUNDS 
1) Head 911 
COMPRESSION OF BRAIN 
CONCUSSION OF BRAIN 
FRACTURE OF HEAD 
2) Other parts of body / unknown 912 
FRACTURE (of spine) 
LACERATION OF HANDS AND ARM 
2) BURNS 921 
BURNT 
3) DROWNING AND OTHER NATURE 
1) Drowned 931 
3) Lightening 933 
4) Gale 934 
4) POISON 
1) Alcohol related 941 
INTOXICATION 
ALCOHOL 
DELERIUM TREMERS 
5) VIOLENT 
1) Suicide 951 
SUICIDE (drug overdose, cutting of throat, hanging, drowning) 
2) Homicide 952 
3) Executed 9 
6) OTHER ACCIDENTAL 
1) Fall 961 
FELL FROM BED 
FELL DOWN PRECIPICE 
FALL 
FELL FROM CART 
2) Cart Y62 
KILLED BY A CART 
3) Accidentally shot / stabbed 963 
4) Fight ""4 
5) Killed by an animal 9h; 
KILLED BY A HORSE 
KILLED BY AN OX 
6) Crushed bv a falling object 9Ob 
CRUSHED BY A FALLING WALL 
CRUSHED BY A FALLING WOODPILE 
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7) Killed in thrashing mill 967 
8) Killed in a quarry 968 
9) Accidentally Other 969 
8) OTHER 
1) Hypothermia 981 
EXPOSURE TO COLD 
IN SNOW 
GROUP ZERO ; EXTERNAL INJURY, POISONING, ACCIDENTS AND VIOLENT DEATHS 
WORK-RELATED 
1) FRACTURES, INTERNAL AND EXTERNAL INJURIES AND WOUNDS 
1) Mining 011 
ACCIDENT related to work (injuries from pit explosion, crushed by 
wheel of coal engine, crushed by pit lift) 
2) Quarrying / Building 012 
STONE FELL ON HEAD 
KILLED BY A SAWMILL 
3) Fishing 013 
4) Railway 014 
5) Road 015 
ACCIDENT related to work (fall from a cart) 
6) Textiles 016 
7) Other 017 
2) BURNS 021 
3) DROWNING 
1) Fishing boat accident 
031 
DROWNING (related to fishing) 
4) POISON 
1) Painting 
041 
PAINTER'S COLIC 
414 
APPENDIX EIGHT OCCUPATIONAL CODE 
These codes are listed in order of industrial class. The first digit shown is the 
industrial class, this is followed by the social class and then the full occupational code. 
AGRICULTURE 
AGRICULTURALIST 
NURSERYMAN 
SEEDSMAN 
FARRIER 
VET 
COW DOCTOR 
AGRICULTURAL LABOURER 
AGRICULTURAL WORKER 
FARM LABOURER 
FIELD LABOURER 
LAND LABOURER 
AGRICULTURAL SERVANT 
FARM SERVANT 
FARM GREIVE 
FARM OVERSEER 
LAND OVERSEER 
LAND STEWARD 
PLOUGHMAN 
CATTLEMAN 
CATTLE FEEDER 
COW FEEDER 
SHEPHERD 
GRAZIER 
TENENT FARMER 
TENENT 
LIFE RENTER 
CROFTER 
PORTIONER 
FARMER 
SMALL FARMER 
FORRESTER 
WOOD FORRESTER 
HEDGER 
12 101 
13 104 
13 106 
1 5 111 
1 5 
1 5 
1 5 
1 5 
1 5 112 
1 5 
1 2 114 
1 2 
1 2 115 
1 2 
1 3 118 
1 5 119 
1 5 
1 5 
1 5 
1 5 
1 2 121 
1 2 
1 2 
1 1 122 
1 2 
1 -5 
133 
1 5 
1 5 
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HUNTSMAN / WHIPPER IN 15 135 
CATTLE DEALER 13 140 
HORSE DEALER 
SEA-RELATED 
FISH CURER 2 3 M 
SHIPBUILDER 2 3 M 
SHIP MAKER 2 3 M 
BOAT BUILDER 2 3 M 
SAW MILLER TO SHIP BUILDER 2 3 M 
BLOCKMAKER 2 3 M 
SHIP CARPENTER (J) 2 3 M 
ROPE MANUFACTURER 2 2 M 
ROPEMAKER (J) 2 3 M 
ROPESPINNER 2 3 M 
ROPE AND SAIL MAKER (J) 2 3 M 
SAIL MAKER 2 3 M 
NET MAKER 2 3 M 
FISHING HOOK MAKER 2 3 M 
SHIP CAPTAIN 2 2 T 
SHIP MASTER 2 2 T 
CHIEF OFFICER TO SHIP 2 2 T 
MARINER (M) 2 4 T 
SEAMAN/SAILOR 2 4 T 
COOK AND STEWARD ON SHIP 2 5 T 
SHIP MASTER MERCHANT SERVICE 2 2 T 
SHIPMASTER MERCHANT SERVICE 2 2 T 
MARINER MERCHANT SERVICE 2 4 T 
MERCHANT SEAMAN 2 4 T 
MS 2 4 T 
SAILOR MERCHANT SERVICE 2 4 T 
SEAMAN (M) MERCHANT SERVICE 2 4 T 
SUPERANUATED SEAMAN 
MERCHANT SERVICE 2 4 T 
SEAMAN COOK MERCHANT SERVICE 2 5 T 
DOCK GATE KEEPER 2 3 T 
SUB HARBOUR MASTER 2 3 T 
SHORE MASTER 2 2 T 
HARBOUR LABOURER 2 5 T 
HARBOUR PORTER 2 5 T 
SHORE LABOURER 2 5 T 
SHORE PORTER 2 5 T 
201 
205 
207 
208 
209 
211 
212 
213 
214 
222 
223 
244 
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BOATMAN 2 5 T 228 
FISHERMAN 2 4 AG 233 
HEAVY INDUSTRY (MINING, QUARRYING AND BUILDING) 
LAND MEASURER 3 1 B 301 
LAND SURVEYOR 3 1 B 
SURVEYORS ASSISTANT 3 1 B 
ARCHITECT 3 1 B 
CIVIL ENGINEER 3 2 B 302 
CONTRACTOR 3 3 B 310 
ROAD CONTRACTOR 3 3 B 
BUILDER 3 3 B 311 
RAILWAY LABOURER 3 5 B 313 
RAILWAY PLATE LAYER 3 5 B 
ROAD LABOURER 3 5 B 315 
SURFACE MAN ON ROADS 3 5 B 
PAVIOR 3 3 B 316 
NAVIE 3 5 B 319 
MASON MASTER 3 2 B 322 
STONE MASON FOREMAN 3 2 B 
STONE MASON MASTER 3 2 B 
MASON 3 3 B 
STONE MASON 3 3 B 
MASON JOURNEYMAN 3 4 B 
MASON'S LABOURER 3 5 B 
BRICKLAYER 3 3 B 325 
SLATER 3 3 B 326 
SLATER JOURNEYMAN 3 4 B 
HOUSEWRIGHT 3 3 B 329 
CARPENTER 3 3 B 333 
CARPENTER APPRENTICE 3 4 B 
JOINER MASTER 3 2 B 335 
HOUSE JOINER 3 3 B 
JOINER 3 3 B 
JOINER JOURNEYMAN 3 4 B 
WOOD CARVER 3 3 B 339 
WOOD CARVER JOURNEYMAN 3 4 B 
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HOUSE PAINTER 3 3 
PAINTER 3 3 
PLASTERER 3 3 
PLUMBER 3 3 
COAL MASTER 3 2 
COALPIT BANKS MAN 3 3 
UNDER GRIEVE AT COLLIERY 3 3 
COAL MINER 3 5 
COLLIER 3 5 
COLLIERY LABOURER 3 5 
IRONSTONE MINER 3 5 
OVERSEER FORTH IRON WORKS 3 2 
FORTH IRON WORKS 3 5 
LABOURER FORTH IRON WORKS 3 5 
MINER FORTH IRON WORKS 3 5 
MINER 3 5 
LIME AGENT 3 3 
LIME MINER 3 5 
LIME QUARRIER 3 5 
QUARRY MASTER 3 2 
QUARRIER 3 5 
QUARRY LABOURER 3 5 
QUARRYMAN 3 5 
STONE CUTTER 3 5 
STONE MINER 3 5 
STONE QUARRYMAN 3 5 
BRICK MAKER 3 3 
BRICKWORK OVERSEER 3 2 
TEXTILE MANUFACTURE 
LINEN AND WOOLLEN MANUFACTURER 4 
LINEN MANUFACTURER 4 
FLAX MANUFACTURER 4 
MANUFACTURER OF TICKS 4 
FLAX MILL MANAGER 4 
FLAXMILL OVERSEER 4 
FOREMAN CANVAS FACTORY 4 
FOREMAN AT POWERLOOM FACTORY 4 
LINEN FACTORY CLERK 4 
POWER LOOM LODGE KEEPER 4 
2 
2 
2 
2 
2 
2 
2 
2 
3 
3 
B 
B 
B 
B 
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350 
355 
366 
368 
367 
369 
370 
371 
377 
380 
401 
404 
407 
341 
343 
345 
418 
HECKLES 4 3 410 
HECKLER 
HECKLING MACHINE WORKER 4 3 411 
SPINNER 4 3 414 
MILLSPINNER 4 3 415 
FLAX SPINNER IN MILL 4 3 416 
FLAX SPINNING MILL WORKER 4 4 418 
STOKER IN A FLAX SPINNING MILL 4 3 
FLAX SPINNING MILL PACKER 4 5 
YARN MILLER 4 3 420 
FLAX MILLER/LINT MILLER 4 3 
YARN WINDER 4 3 423 
BOBBIN WINDER 4 3 
PERN WINDER 4 3 
PERN WINDER 4 3 
WINDER 4 3 
LINEN YARN WINDER 4 3 
WARPER 4 3 426 
WEAVER 4 3 432 
LINEN WEAVER 4 3 433 
BROWN LINEN WEAVER 4 3 
FLAX WEAVER 4 3 
SACKING WEAVER 4 3 
SHEETING WEAVER 4 3 
DAMASK WEAVER 4 3 
CANVASS WEAVER 4 3 
DORNOCH WEAVER 4 3 
STOCKING WEAVER 4 3 434 
WOOLLEN WEAVER 4 3 
CARPET WEAVER 4 3 
FLOORCLOTH WEAVER 4 3 435 
HANDLOOM WEAVER 4 3 443 
HANDLOOM LINEN WEAVER 4 3 444 
HANDLOOM LINEN WEAVER MASTER 4 2 
BROAD LOOM LINEN WEAVER 4 3 
HANDLOOM FLAX WEAVER 4 3 
SILK HANDLOOM WEAVER 4 3 446 
POWER LOOM WEAVER 4 3 455 
POWER LOOM WORKER 4 3 456 
LINEN FACTORY POWER LOOM WORKER 4 3 
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FULLER 4 3 460 
WALKER 1 3 
LAPPER 4 3 462 
LAPPER IN FACTORY 4 3 463 
LINEN FACTORY CLOTH LAPPER 4 3 
LAPPER AT LINEN WORKS 4 3 
LINEN FACTORY INSPECTOR OF CLOTH 4 3 465 
LINEN FACTORY WAREHOUSEMAN 4 4 
FLAX WAREHOUSE MAN 4 4 
FLAX PORTER 4 5 
LINEN FACTORY WORKER 4 4 469 
FLAX MILL WORKER 4 4 
TENTER IN FACTORY 4 3 471 
TENTOR IN LINEN FACTORY 4 3 
MECHANIC IN LINEN FACTORY 4 3 472 
TWISTER IN A LINEN FACTORY 4 3 473 
FLAX STRAW STEEPER 4 3 476 
FLAXDRESSER (M) 4 3 478 
WOOL COMBER 4 3 479 
FLOOR-CLOTH PRINTER 4 3 481 
FLOOR-CLOTH FACTORY LAB 4 5 469 
CALICO PRINTER 4 3 481 
DYER 4 3 482 
STARCH MANUFACTURER 4 2 485 
STARCHER 4 3 
YARN BLEACHER 4 3 488 
BLEACHER 4 3 
BLEACHFIELD WATCHMAN 4 3 
PUBLIC SERVICE AND PROFESSIONAL 
CIVIL ASSISTANT ORDNANCE SURVEY 
OF SCOTLAND 5 1 501 
PROVOST OF BURGH 5 1 
EAST INDIA SERVICE 5 1 
PROC. FISCAL OF FIFE 5 1 
SHERIFF CLERK 5 1 
SHERIFF CLERK DEPUTE 5 1 
SHERIFF MAN 5 1 
SHERIFF OFFICER 5 1 
SUB INSPECTOR OF POOR 5 1 
SUB INSPECTOR PAROCHIAL BOARD 5 1 
SUB REGISTER 5 1 
TOWN OFFICER 5 1 
TOWN CLERK 5 1 
TOWN TREASURER 5 1 
BEADLE 5 3 502 
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FIREMAN 5 3 503 
SCAVENGER 5 5 504 
MOLE CATCHER 5 5 505 
POST OFFICE CLERK 5 3 507 
POSTMISTRESS 5 3 
POSTMATE 5 5 
POSTMAN 5 5 508 
LETTER CARRIER 5 5 
POST RIDER 5 5 
POST RUNNER 5 5 
MESSENGER 5 5 
COLLECTOR OF CUSTOMS 5 1 510 
CUSTOM HOUSE OFFICER 5 1 
EXCISE OFFICER 5 1 
SUPERVISOR OF EXCISE 5 1 
SEARCHER OF CUSTOMS 5 1 
LANDING SURVEYOR OF H. M. CUSTOMS 5 1 
CLERK IN H. M. CUSTOMS 5 3 
SUPERNUMERACY TIDE WATER HMC 5 3 
CUSTOM HOUSE BOATMAN 5 5 
CAPT. 5 8 511 
COL 5 1 512 
GENERAL 5 1 
CORPORAL 52 FOOT REGIMENT 5 8 
LIEUTENANT COL. 5 8 
GROUND OFFICER 5 8 
SERGEANT 5 8 
SERGANT MAJER 5 8 
DRUM MAJOR 5 8 
PRIVATE 87 REGIMENT 5 8 513 
SAPPER 5 8 
SOLDIER 5 8 
CHELSEA PENSIONER 5 8 
CORPORAL (PENSIONER) 5 8 
PENSIONER ROYAL ARTILLARY 5 8 
SERGEANT FIFE MILITIA 5 8 515 
PEACE OFFICER 5 8 
LIEUTENANT ROYAL NAVY 5 8 516 
ABLE SEAMAN ROYAL NAVY 5 8 517 
SEAMAN R. N. 5 8 
SEAMAN ROYAL NAVY 5 8 
GUNNER R. N. 5 8 
SAILOR ROYAL NAVY 5 8 
GREENWICH PENSIONER 5 8 
COAST GUARD 5 3 519 
COAST GUARD SERVICE 5 3 
GOVERN. OF JAIL 5 1 520 
CHIEF CONSTABLE 5 1 
POLICE CLERK 5 3 
GAOLEWR 5 5 
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LAWYER/LLD/SOLICITOR(WRITER) 5 1 525 
MAGISTRATE 5 1 526 
MD 5 1 530 
MD SURGEON TO FORCES 5 1 
PHYSICIAN 5 1 
SURGEON 5 1 
HERB DOCTOR 5 1 531 
DRUGGIST 5 1 
OPTICIAN 5 1 
NURSE 5 1 532 
MIDWIFE 5 1 533 
MUSICIAN 5 3 540 
ACTOR 5 3 
NEWSPAPER EDITOR 5 1 550 
WRITER 5 1 
WRITERS CLERK 5 3 551 
GOVERNESS 5 1 560 
PRINCIPAL OF ST MARY COLLEGE 5 1 561 
RECTOR OF GRAMMER SCHOOL 5 1 
PAROCHIAL SCHOOLMASTER 5 1 
SCHOOL MASTER 5 1 
SCHOOLMISTRESS 5 1 
SESSIONAL SCHOOL TEACHER 5 1 
TEACHER 5 1 
PUPIL TEACHER 5 1 
ASSISTANT CLASSICAL & 
MASTER MONTROSE ACADEMY 5 1 562 
TEACHER OF DRAWING 5 1 563 
TEACHER OF DANCING 5 1 564 
DANCING MASTER 5 1 
GRAVE DIGGER 5 5 570 
RESIDENTER 5 1 571 
TOWN MISSIONARY 5 1 572 
SEXTON 5 2 573 
KIRK OFFICER 5 2 574 
SESSION CLERK 5 2 575 
BISHOP EPISCOPAL CHURCH 5 1 577 
EPISCOPAL CLERGYMAN 5 1 
MINISTER 5 1 
MINISTER (EPISCOPAL) 5 1 
MINISTER U. P. 5 1 
RELIEF MINISTER 5 1 
REV. 5 1 
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DEALING 
COAL MERCHANT 6 2 601 
CORN MERCHANT 6 2 604 
GRAIN MERCHANT 6 2 
MEAL SELLER 6 3 
FLOUR STOREKEEPER 6 3 605 
GRANARYMAN 6 3 
GRAIN STORE LABOURER 6 5 
TIMBER MERCHANT 6 2 607 
WOOD MERCHANT 6 2 
WOOD MERCHANT'S LABOURER 6 5 
CLOTH MERCHANT 6 2 610 
WOOL MERCHANT'S MANAGER 6 2 611 
LEATHER MERCHANT 6 2 612 
DRAPER 6 3 614 
LINEN DRAPER 6 3 
WOOLLEN DRAPER 6 3 
DRAPERS ASSISTANT 6 4 
CLOTHIER 6 3 
HOSIER 6 3 
BUTCHER MASTER 6 2 621 
FLESHER MASTER 6 2 
BUTCHER 6 3 
FLESHER 6 3 
FLESHER SERVANT 6 5 
FOOD DEALER(FISH, DAIRY) 6 3 623 
MERCHANT (GROCER & SPIRIT DEALER) 6 2 625 
MERCHANT (GROCER) 6 2 
GROCER 6 3 
GROCER AND SPIRIT DEALER 6 3 
TOBACCONIST 6 3 630 
TOBACCONIST JOURNEYMAN 6 4 
SPIRIT MERCHANT 6 2 631 
WINE MERCHANT 6 2 
VINTNER 6 3 
SPIRIT DEALER 6 3 
SPIRIT MERCHANT'S PORTER 6 5 
HOTEL KEEPER 6 2 633 
INNKEEPER 6 3 
TAVERN KEEPER 6 3 
KEEPER OF PUBLIC HOUSE 6 3 
BARWOMAN/WAITER 6 5 
LODGING HOUSE KEEPER 6 3 634 
MATRON OF PAROCHIAL LODGING 
HOUSE 6 3 
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BOOK AGENT 6 3 641 
BOOKSELLER 6 3 
ASSISTANT BOOKSELLER 6 4 
BOOK HAWKER 6 5 
CLOCK CANVASSER AND STATIONER 6 3 643 
CHINA MERCHANT 6 2 651 
STONEWARE MERCHANT 6 2 
IRONMONGER 6 3 653 
IRONMONGER JOURNEYMAN 6 4 
CLOCK DEALER 6 3 655 
SHOPKEEPER 6 3 661 
STOREKEEPER 6 3 
SHOPMAN 6 4 
SHOP PORTER 6 5 
TRADESMAN 6 3 662 
PAWNBROKER 6 3 
HAWKER 6 5 664 
CADGER 6 5 
PEDLER 6 5 
TRAVELLING PACKMAN 6 5 
COMMERCIAL TRAVELLER 6 5 
AUCTIONEER 6 2 670 
BROKER 6 2 671 
AGENT 6 3 
GENERAL AGENT 6 3 
COMMISSION AGENT 6 3 
FACTOR 6 3 672 
GENERAL MERCHANT 6 2 677 
MERCHANT 6 2 
TRAVELLING MERCHANT 6 2 
MERCANTILE CLERK 6 3 678 
MERCHANT'S CLERK 6 3 
MERCHANTILE CLERK 6 3 
COMMERCIAL CLERK 6 3 679 
OTHER MANUFACTURE 
MILLWRIGHT MASTER 7 2 701 
MILLWRIGHT 7 3 
BOILER MAKER 7 3 702 
MACHINE MAKER 7 3 703 
REEDMAKER 7 3 704 
CUTLER MASTER 7 2 705 
CUTLER 7 3 
OTHER TOOLS (SIEVEWRIGHT, 7 3 706 
GUNSMITH, BRACEMAKER) 
BLACKSMITH MASTER 7 2 707 
BLACKSMITH/ SMITH 7 3 
BLACKSMITH JOURNEYMAN 7 4 
NAILER 7 3 709 
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NAILMAKER 7 3 
TURNER IN IRON 7 3 710 
MOULDER 7 3 717 
IRON FOUNDERY MOULDER 7 3 711 
FOUNDERY LABOURER 7 5 718 
IRON FOUNDERY LABOURER 7 5 712 
LABOURER ON AN IRON FOUNDERY 7 5 
STOKER /FURNACENL4, N IN 
IRON FOUNDRY 7 5 714 
FURNACEMAN 7 5 720 
HAMMERMAN 7 3 719 
BRASS TONNDER 7 3 724 
BRASSFOUNDER 7 3 
TINSMITH MASTER 7 2 726 
TINSMITH 7 3 
TINSMITH JOURNEYMAN 7 4 
SILVERSMITH /JEWELLER 7 3 727 
MANAGER OF GAS WORK 7 2 728 
FOREMAN AT CHEMICAL WORKS 7 2 729 
CHINA MANUFACTURER 7 2 730 
POTTER 7 3 731 
POTTERY LABOURER 7 5 
TILE MAKER 7 3 732 
SKINNER 7 3 733 
TANNER 7 3 734 
CURRIER MASTER 7 2 735 
CURRIER 7 3 
CAILERMAKER 7 3 736 
CANDLEMAKER 7 3 
BRUSH MANUFACTURER 7 2 738 
BRUSH MANUFACTURER MASTER 7 2 
SAWYER 7 3 740 
SAW MILLER 7 3 
TURNER IN WOOD 7 3 741 
LATH SPLITTER 7 3 
TENCE MAKER 7 3 742 
COOPER (M) 7 2 743 
COOPER 7 3 
WRIGHT AND COOPER 7 3 
BASKET MAKER 7 3 744 
CABINET MAKER 7 3 745 
CABINET MAKER APPRENTICE 7 4 
CABINET MAKER JOURNEYMAN 7 4 
CARVER AND GILDER 7 3 746 
GILDER 7 3 
UPHOLSSTERER 7 3 747 
FRENCH POLISHER 7 3 
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COACH BUILDER (M) 7 2 751 
COACH BUILDER/COACHWRIGHT 7 3 
COACH TRIMMER 7 3 
CART AND PLOUGHWRIGHT 7 3 752 
CARTWRIGHT 7 3 
WHEELWRIGHT 7 3 753 
COACH PAINTER 7 3 754 
SADDLER 7 3 755 
PAPER MANUFACTURER 7 2 758 
BOOT MAKER MASTER 7 2 761 
SHOEMAKER MASTER 7 2 
BOOT MAKER 7 3 
SHOEMAKER 7 3 
SHOEMAKER JOURNEYMAN 7 4 
SHOE LABOURER 7 5 
TAILOR MASTER 7 2 763 
TAILER/CUTTER 7 3 
TAILOR 7 3 
TAILOR JOURNEYMAN 7 4 
TAILOR APPRENTICE 7 4 
DRESSMAKER 7 3 764 
DRESSMAKER APPRENTICE 7 4 
SEAMSTRESS 7 5 
SEMPSTRESS 7 5 
GLOVE MAKER 7 3 765 
GLOVER 7 3 
HATTER 7 3 766 
MILLINER 7 3 
CORN MILLER 7 3 771 
FLOUR MILLER 7 3 
FARINA MAKER 7 3 
LINK MILLAR 7 3 
MEAL MILLER 7 3 
MEAL MOLLER 7 3 
MELLER 7 3 772 
MILLER 7 3 
MILLER'S SERVANT 7 5 
BAKER MASTER 7 2 774 
BAKER 7 3 
BAKER JOURNEYMAN 7 4 
CONFECTIONER 7 3 775 
FOREMAN AT DISTILLERY 7 2 777 
BREWER 7 3 
BREWER AND MALTMAN 7 3 
MALTSMAN 7 3 778 
MALTSTER 7 3 
PIPE MAKER 7 3 789 
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CLOCKMAKER 7 3 781 
CLOCKSMITH 7 3 
WATCHMAKER 7 3 
WATCHMAKER JOURNEYMAN 7 4 
BOOKBINDER 7 3 783 
PRINTER /PRESSMAN 7 3 784 
PRINTER JOURNEYMAN 7 4 
MANUFACTURER 7 2 790 
FOREMAN/GRIEVE/OVERSEER 7 2 791 
MILL MANAGER/MILL MASTER 7 2 792 
MILL OVERSEER 7 2 
MILL WORKER 7 4 
FACTORY WORKER 7 4 793 
MECHANIC 7 3 794 
MECHANIC MACHINE SHOP 7 3 
MECHANIC JOURNEYMAN 7 4 
WRIGHT MASTER 7 2 795 
WRIGHT 7 3 
WRIGHT APPRENTICE 7 4 
WRIGHT JOURNEYMAN 7 4 
ENGINE DRIVER ENGINE FITTER 7 3 796 
ENGINE KEEPER/OSTLER 7 3 
ENGINE MAN 7 3 
ENGINEER 7 3 797 
TURNER 7 3 798 
SEATER (J) 7 9 799 
OTHER 
(DS is domestic servant, IS is industrial service, T is transport and PO is property owner) 
BUTLER 8 5 DS 801 
COOK 8 5 DS 
DOMESTIC SERVANT 8 5 DS 
GENTLEMAN'S SERVANT 8 5 DS 
HOUSE SERVANT 8 5 DS 
HOUSEKEEPER 8 5 DS 
HOUSEMAID 8 5 DS 
LADIES MAID 8 5 DS 
MAID 8 5 DS 
VALET 8 5 DS 
SERVANT 8 5 DS 809 
COACH DRIVER 8 3 DS 810 
COACHMAN 8 3 DS 
CROOM 8 3 DS 811 
GROOM 8 3 DS 
GAMEKEEPER 8 3 DS 812 
GARDENER/ PLANTER 8 5 DS 813 
GATE KEEPER 8 5 DS 814 
OUTDOOR SERVANT 8 5 DS 815 
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BARBER 8 3 DS 821 
HAIRDRESSER 8 3 DS 
CHIMNEY SWEEPER 8 5 DS 822 
WASHERWOMAN 8 5 DS 823 
LAUNDRESS 8 5 DS 
ACCOUNTANT 8 1 is 830 
BANKER 8 1 IS 831 
BANK AGENT 8 3 is 
BANK CLERK 8 3 is 
CASHIER 8 3 IS 
CASNIER 8 3 is 
BANKER'S APPRENTICE 8 4 IS 
CLERK OF WORKS 8 3 is 832 
CLERK 8 3 is 833 
GENERAL LABOURER 8 5 is 841 
HEAD LABOURER 8 5 is 
LABOURER 8 5 is 
DAY LABOURER 1 5 is 842 
OUTDOOR WORKER 8 5 is 843 
OUTDOOR WORKMAN 8 5 is 
WORKMAN 8 5 IS 844 
WATCHMAN 8 5 is 845 
ANNUITANT 8 1 PO 851 
BARONET 8 1 PO 852 
COUNTESS 8 1 PO 
GENTLEMAN/LADY/SIR/ESQUIRE 8 1 PO 853 
LANDED PROPRIETOR 8 1 PO 854 
LANDOWNER 8 1 PO 
PROPRIETOR 8 2 PO 855 
MILL OWNER 8 1 PO 856 
SHIP OWNER 8 1 PO 857 
SHIPOWNER 8 1 PO 
FEEUUEER 8 3 PO 859 
FEUAR 8 3 PO 
FEWAR 8 3 PO 
TACKSMAN OF SALMON FISHING 8 3 PO 860 
RAILWAY STATION MASTER 8 2 T 871 
CLERK ON RAILWAY 8 3 T 
RAILWAY CLERK 8 3 T 
RAILWAY PORTER 8 5 T 
RAILWAY GUARD 8 5 T 
CARTER MASTER 8 2 T 873 
CARRIER 8 5 T 
CARTER 8 5 T 
TOLLKEEPER 8 3 T 875 
PORTER 8 5 T 876 
STREET PORTER 8 5 T 
TERAL PORTER 8 5 T 
WAREHOUSEMAN 8 3 T 877 
LOCH KEEPER CANAL 8 3 T 878 
LUNATIC 8 8 880 
PAUPER/BEGGAR/VAGRANT/ALMS 8 8 881 
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PENSIONER 8 8 882 
PRIVATE PUPIL 8 8 885 
STUDENT 8 8 886 
PARISH ELDER 8 8 888 
BUNDEER 8 8 890 
CASIVLENTER 8 8 
GERAINER 8 8 
HEASON 8 8 
LEMPER 8 8 
SPINSTER 8 8 
TAILABOUT 8 8 
PERCENTER 8 8 
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