Recasting the N -point one loop scalar integral from Feynman to Schwinger parameters gives an integrand with a Gaussian form. By application of a Fourier transform, it is easy to derive explicit expressions for the two, three and four-point functions. The Fourier transformation disentangles singularities in the complex plane and extract their contribution as two-point functions in two dimensions. We explicitly derive a one dimensional expression for the (4D) four-point function whose integrand involves only square root and arcsine functions. This report is a condensed version of the approach developed in [1] which does not make use of probabilistic jargon.
Introduction
There exists a large literature on the problem of N-point one loop scalar integrals. In [2] , an application of Mellin Barnes lemma allowed a general series representation for the N-point function in terms of Lauricella hypergeometric function F D N or its generalised version. In [3] , it is shown that the negative dimension approach, Mellin Barnes representation and Feynman parameters yield the same expression for the N-point function. [4] used a recurrence relation between N-point functions in different dimensions to give an explicit representation of the 2-,3-, and 4-point functions in general dimensions n. Specifically the 4-point function (or box diagram) has received a lot of attention. [5] [6] [7] [8] [9] perform integration of the Feynman parameters to produce results in terms of a varying number of polylogarithms with real or complex values of the masses. [6, 8] shows how to find expressions that are also numerically stable for computer implementation. More recently, the four-point function with complex internal masses has been revisited in [10, 11] . In [12] the problem is written as a problem of hyperbolic geometry involving the computation of the volume of a simplex in n dimensions. This is obtained when the N-point function is cast into the problem of finding the volume of the positive part of an ellipsoid (the volume for which the coordinates are positive). This has been pursued more recently in [13] to reduce the number of variables in term of which results are written. The same problem can actually be understood probabilistically and describe the probability that a Gaussian random vector has all its components positive as shown in [1] . In [12] , the geometrical interpretation was pushed as far as N = 4 but the probabilistic approach in [1] can easily handle cases of N > 4 and produce results as integrals of square roots and arcsine functions. In the following we give a general integral formula for the N-point scalar function in n dimensions and show how to derive an explicit result for the four-point function in four dimensions.
N-point one loop scalar integral
We consider the N-point one loop scalar integral in n dimensions and with each propagator having power ν i
which after introduction of Feynman parameters takes the following form [12] J N (n; ν; Σ) = 1
Using the relation Γ(α)
Eq.(3) is rewritten as
We change the variable τ to v such that τ = v 2 2 and obtain J N (n; ν; Σ) = (−1)
We make the change of variable x i = vu i and get
We can rewrite the delta function as
which forces us to set v = N i=1
x i in the integrand. We have
with R = Σ −1 and N = (2π)
The exponential in the integrand is the probability density of the multivariate normal distribution also known as multivariate Gaussian function.
Explicit evaluation of N-point functions
To find explicit expressions we follow the method of [15] where Fourier transform methods are used. Recall Eq.(18)
where
and its inverse is
both Fourier transform of the unit step(unidimensional) and Gaussian functions (multidimensional) are known [16, 17] 
In the following, the limit (ǫ → 0) is assumed even if not written explicitly. Moreover the Fourier transform satisfies
The Parseval relation states
so we get
The Fourier integral we need to compute is (with R = Σ −1 )
The matrix R has components
Two terms are null because they involve an odd power of w i and the product of the two delta functions gives a constant
We have [15, reproduced here in the appendix]
The two-point function is
where we have used
to get the last line, which is exactly the same expression as Eq. (4.3) derived in [12] (modulo an iπ n 2 factor that we included in our definition of J N (n, ν, Σ)).
3.2 Three-point function in dimension n = 3
In Eq.(26), 4 terms are null and we get a constant and 3 terms that are exactly like the 2 point integral
Using the relation Eq.(32) and the notation in [12] cos
we get
exactly as Eq.(5.6) in [12] .
Three-point function in 2D
In this case in Eq. (18), the term (
x i ) ν−n contributes to the integral.
We expand and keep the non zero terms
,
In [18, section 4.2], the 3-point function in 2D is also written as a sum of three terms. Each term looks like a 2-point function in 2D. The 3-point function in 3D is a linear combination of 2D 2-point functions with coefficients written using the τ jℓ variables. Eq.(40) looks very similar, but written explicitly in terms of the c jℓ variables which are directly linked to the kinematical invariants. [18] also presents results for the 3-point function in dimension n = 4, 5.
Four-point function in dimension n = 4
We write |Σ|
In Eq.(26), 8 terms are null and we get a constant and 6 terms that are exactly like the 2 point integral plus a integral that involves all the variables ω i . we have
In the appendix it is shown that I 1234 is the sum of 3 integrals 
∆ ij is the (i, j) cofactor of the matrix Σ. This formula is not explicitly symmetric with respect to the indices (1, 2, 3, 4) because we have chosen to transform the denominator ω 1 . The final result represents three integrals of arcsine and square root functions whose values in the complex plane are known. In [12] , the geometrical interpretation worked easily for the 2-and 3-point functions. For the 4-point function in dimension 4, the computation of the volume of a four dimensional tetrahedron is quite complicated. Using Fourier transforms, allows us to circumvent difficult geometrical decomposition. For N ≥ 5, the geometrical interpretations seems to become unrealisable, while Fourier transform still performs well [1] . The Fourier approach distangles the singularity in the Fourier space to produce contributions to the 4-point function that can be recognised as 2-point functions in dimension n = 2. In [13] , splitting of the simplex allowed writing the final result in term of hypergeometriuc functions of 3 variables for the 4-point function in dimension n. In our case, specialising to n = 4, our final result is a sum of univariate functions and one dimensional integrals. We recall the behaviour of the arcsine function (principal values) in the complex plane [14, (Eq.)4.23.19-21]
When z = x + iy and z / ∈ ]1, ∞[, we can compute the real and imaginary part of arcsin(z) [14, (Eq.)4.23.34] arcsin(z) = arcsin(β) + isign(y) ln α + (α 2 − 1)
Conclusion
Recasting the N-point function into a Gaussian integral and using Fourier transforms, it was possible to compute N-point functions in integer dimension. Explicit formulae were presented for N = 2, 3, 4. The main achievement is the simple expression derived for the four-point function. The final result is a sum of arsine functions and one dimensional integrals involving square root and arcsine functions. The analytical continuation of the arcsine function in well known in the complex plane. We hope to write a program to implement the result on a computer. Following this approach [1] it is possible to get ǫ expansions as well as computing tensor integrals.
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A Computation of I ij
We define
We change variable w m → wm √ Rmm
For a function f (ρ) we can write
where in our case the function f (ρ) is I ij as a function of ρ ij . For ρ ij = 0, I ij is zero, so we are left with
(ω 2 i +ω 2
We rescale the ω variable so that the matrix R has unit numbers in the diagonal
which combined with the already existing ω 2 i in the exponential gives
with (no assumed summation of repeated indices)
where ∆ mn is the (m, n) cofactor of the matrix Σ.
We set the functions
and perform an integration by part whose first contribution is zero and the remaining integral is 1
We integrate first the ω variables that don't appear in the denominator and get
we obtain 
