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Abst ract - -Th is  paper is concerned with the analytic and numerical dissipativity of nonlinear 
integro-differential equations (IDEs). A dissipativity criteria for IDEs is given. It is shown that any 
A-stable linear 0-method for the systems is dissipative. Numerical examples are given to confirm the 
theoretical results. © 2006 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Many dynamical systems are characterized by the property of possessing a bounded absorbing 
set which all trajectories enter in a finite time and thereafter remain inside. In the study of 
dissipative systems, it is often the asymptotic behaviour of the system that is of interest, and so 
it is highly desirable to have numerical methods that retain the dissipativity of the underlying 
system. 
In 1994, Humphries and Stuart [1,2] first studied the dissipativity of P~unge-Kutta methods 
for inltiM value problems (IVPs) of ordinary differential equations (ODEs). Later, many results 
on the dissipativity of numerical methods for ODEs have already been found [3-5]. For the 
delay differential equations (DDEs) with constant delay, Huang [6] gave a sufficient condition for 
the dissipativity of theoretical solutions, and investigated the dissipativity of (k, /)-algebraically 
stable [7] Runge-Kutta methods. Huang and Chen [8] and Huang [9], in addition, obtained some 
results about the dissipativity of linear 0-methods and G(c,p,0)-algebraically stable [10] one-leg 
methods, respectively. In 2004, Tian [11] studied the dissipativity of DDEs with a bounded 
variable lag and the numerical dissipativity of 0-method. Moreover, Wen [12] discussed the 
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dissipativity of Volterra functional differential equations, and further investigated the dissipativity 
of DDEs with piecewise delays and a class of linear multistep methods. 
Volterra integro-differential equations (VIDEs) arise widely in environmental modelling (in 
models of evolution, population, pollution) as well as in engineering and the physical sciences. 
Many authors have been primarily concerned with stability of solutions of VIDEs. Brunner and 
Lambert [13] considered a stability analysis of linear multistep methods for 
f0 t y'(t) = (y(t)  + ~? y(s) ds. 
Jackiewicz [14] studied the stability of the 0-method for functional differential equations. Bellen 
et al. [15] investigated the Runge-Kutta pproximation of the integral 
f0 t y(t) = 1 + [3~ + a(t - s)y(s)] ds. 
As far as we know, no results of dissipativity for integro-differential equation (IDE) of the form 
( f l  ) y'(t) = f y(t), g(t, s ,y(s))  ds 
T 
and its discrete counterpart have been presented in the literature. In this paper, we investigate 
analytic and numerical dissipativity of nonlinear IDEs. This paper is organized as follows. In 
Section 2, a sufficient condition is presented to ensure that the IDEs is dissipative. In Section 3, 
an adaptation of 0-methods for IDEs is introduced. It is shown that any A-stable 0-method can 
inherit the dissipativity of underlying system. In Section 4, several numerical examples are given 
to confirm theoretical results presented in previous ections. 
2. D ISS IPAT IV ITY  OF  
INTEGRO-DIFFERENTIAL  EQUATIONS 
Let H be a complex Hilbert space with the inner product (., .) and If" II the corresponding 
norm, X be a dense continuously imbedded subspace of H. Consider integro-differential equations 
(IDEs) 
(/,' ) y'(t) = f y(t), - ,g ( t ' s 'y (s ) )ds  , t >_ O, (2.1) 
y(t) = ~(t), t <__ o, 
where ~- is a positive constant, qo(t) is a continuous function, f : X x X --~ H is a locally Lipschitz 
continuous function, g : [0, +e¢) x [ -r ,  +c¢) x X --+ X is a continuous function, f and g satisfy 
the following conditions: 
Re(u , f (u ,v ) )  < ~ + o~llull 2 + ~llvllL u ,v  e x ,  (2.2a) 
and 
IIg(t,~,u)ll ~ ~11~11, t • [o,+c~), s e [-~-,+c~), u e x ,  (2.2b) 
where % c~, j3, and c are constants. 
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DEFINITION 2.1. (See [6].) The evolutionary equation (2.1) is said to be dissipative in H if there 
is a bounded set 13 C H such that for a11 bounded sets • C H there is a t ime to = to(q~), such 
that for all initial functions ~(t) contained in q~, the corresponding solution y(t) is contained in t3 
for all t > to. 13 is called an absorbing set in H. 
PROPOSITION 2.2. (2.2a) implies that/3 > 0 and 3' >- 0. 
LEMMA 2.3. Suppose 
/ \ 
Y ' ( t )  < 2 {3" + aY( t )  -4-/3"r2c 2 max Y(s)/ t > o, (2.3) 
t - ' r<s<t  / ' -- \ 
with a +/3~2c2 < 0 and/3 > 0, G = 2 supt<o Y(t)  > O. Then 
where #* > 0 is defined as 
PROOF. Let 
Y(t)  <__ 3" O~ -b/3T2C 2 + Ge-U*t' t >__ O, (2.4) 
#* + 2a + 2~m2c2e u*~ = a +/3~-2c2. (2.5) 
H(#) = # + 2c~ + 2flz2c2e ~ - a - fl~-2c2, 
we have H(0) = a+/3T2C 2 < 0, H(+oo) = -boo and H'(/~) -= 1 -b2fl'r3c2e ~ > 0. Therefore, there 
is a unique ~* > 0 such that H(#*) = 0, that is, (2.5) holds. 
Now we will prove by contradiction that (2.4) is true. Suppose there is some { > 0 such that 
Y( t )  > 3" 4_Ge-,*~. 
a +/3z2e 2
Let Z(t) = -3" / (~ +/~2~)  + Ge-~' t ,  ~(t )  = Z(t) - Y(t), a~d 
= inf{t > 0: Z(t) - Y(t )  < 0}. (2.6) 
It is obvious that w(0) > 0, w( t )  < 0. Therefore, there is ¢ > 0 such that w(¢) = Z(Q-Y(¢)  --- 0 
and 
~'(¢) = z' (¢)  - v ' (¢)  < o. (2.7) 
On the other hand, it follows from (2.3) that 
w'(~) = z ' (~) - v ' (~)  _> -V /e - " '~  - 2 (3" + ~V(~) +/3~-~e ~ ~a~ Y(s ) ' ) .  (2.S) 
\ . ~-~<s_<~ / 
(i) If ~ - T >_ O, it follows from (2.8) that 
~'(~) _> -Gz*e  -" '¢ - 23' - 2~Z(~) - 2/3~2d max Z(s)  
~--~'_<8<_~ 
= _Gtt*e-U*q _ 23' _ 2o~ ( 3' * )  c~ + 13m2c 2 + Ge-U ¢ 
_ 2/3.r2 c2 ( 3" ) 
c~ -4-/3"r2c 2 + Ge-U*(~-r) 
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=-Ge-~'¢(#*+2a+2/3r2c2e "*~-) 
= -ae-" '~ (~ +/3,-~e ~) 
> O, 
which contradicts (2.7). 
(ii) If q - T < 0, it follows from (2.8) that  
( 
w'(q) > -G~*e  -u*~ - 23` - 2aZ(q) - 2/3T2C 2max ,~ max Z(s), max Y(s) 
- to<~<¢ s<0 J 
( , ) >_ -G#*e -u'~ - 27 - 2aZ(¢) - 2/3T2C ~ a +/3T2C 2 + G 
: --(~e -/~*g (0~ +/3T2C 2) 
>0,  
a +/3T2e 2 + G 
which contradicts (2.7). Therefore, we have 
Y(t) <_ 3  `
O~ ---[-/3T2C 2 + Ge-V'*t' t _> 0. 
The proof is completed. 
THEOREM 2.4. Suppose y(t) is a solution of (2.1) where f satisfies (2.2) and a + 13T2C 2 < O. 
Then for any given e > 0 there exists t = ~(~, e), ~ = supt_< o II~(t)ll =, such that ~or all t > t, 
Ily(t)ll 2 < 3` (2.9) 
a +/3r2d  + e. 
Hence, the system is dissipative, the open ball B = B(0, x / -3` / (a  +/3~'2c2) + e ) is an absorbing 
set for any e > O. 
PROOF. Define 
v(t )  :--Ily(t)ll2 = (y(t), y(t)). (2.1o) 
Then 
Y ' ( t )= 2Re(y(t),y'(t)) = 2Re (y ( t ) , f  (y(t), fet_ g(t,s,y(s))ds)  
( /,: <2 7 + ally(t)ll2 +/3 g(t ,s ,y (s ) )ds  
( (z: -<2 3` + ~[[y(t)[[2 +/3 [[g(t,s,y(s))llds 
T 
= 2 (3` + ~Y(t)+/3~e~ t-._<s<,m~x Y(s)) . /  
If/3 > 0, the conclusion follows directly from (2.11) and Lemma 2.3. 
If/3 = 0, (2.11) yields 
e -2~t (Y'(t) - 2aY(t))  _< 27e -2~t. 
(2.11) 
(2.12) 
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Integrating (2.12) from 0 to t gives 
Y( t )  <_ e2'~ty(o) + (1 - e 2~t) 7 , 
- -Ol  
t>0,  
which shows that (2.9) holds for any t > ~. The proof is completed. 
COROLLARY 2.5. Assume that the following system: 
( f '  ) y ' ( t )=f  y(t), y(s) ds , t>_O, 
--'r 
y(t) = ~o(t), t <<_ O, 
satisfies (2.2a) and a + fl'r 2 < O, then the system is dissipative. 
REMARK 2.6. Theorem 2.4 is different from the dissipativity results obtained by Wen [12]. Wen 
investigated the dissipativity of functional differential equations 
y'(t) = f(t ,  y(t), y), t >_ 0, 
y(t) = ~(t), t <_ O, 
where f satisfies 
2Re(u,f(t,u,¢)) <_.~(t)+a(t)llull2+/3(t) max II¢(t)[I 2. 
t-~2(t)<_~<_t-~l(t)  
The studies in [12] were restricted to the case /~o) > 0, where #(10) = info<t<+~/zz(t). It is 
obvious that problem (2.1) does not belong to the above system. 
REMARK 2.7. Specializing Theorem 2.4 to the case of/3 = 0 and real inner product spaces, we 
can obtain the corresponding result which is accordant with that obtained by Humphries and 
Stuart [2]. 
REMARK 2.8. There exist some important differences between condition (2.2a) and the mono- 
tonicity conditions [16,17] 
Re(u1  - u2, f (u l ,v )  - f (u2,v)} < a i lu l  - ~2112, 
l i f (u ,v~)  - f(~,v~)ll ~ b l lv~ - v211, 
t :> O, u l ,u2,v  E X,  (2.13) 
t >_ O, u, vl, v2 c X.  
In fact, as an example without delays, Humphries and Stuart [2] proved that after translation of 
the origin, the Lorenz equations are dissipative, but do not satisfy condition (2.13). 
3. D ISS IPAT IV ITY  OF  L INEAR 0 -METHODS 
In this section, we focus on the dissipativity of A-stable linear 0-methods for dynamical systems 
in finite-dimensional spaces. We always assume that H -- X = C g. 
By approximating the integrand in (2.1) with linear interpolation, we can obtain an adaptation 
of 0-methods for (2.1): 
Y~+z ---- Y~ + h(1 - O)f(y,~, G~) q- hOf(yn+z, Gn+l), n = 0, 1 ,2 , . . . ,  (3.1) 
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where h > 0 is the stepsize, Yn is an approximation to the exact solution y(t~) with tn -- nh, Gn 
is an approximation to ft~_ r g(t, s, y(s))ds that is obtained by the following process [18]: 
Gn h(1 -  5) 5 h (2 -  2 
-- 2 g(tn,t . . . .  Yn -m)÷ ~ 5  ) g(tn,tn--m+l,yn--m+l) 
(3.2) 
h t + h E g(tn, tn--m+k, Y~-m+k) + ~g(tn, n, yn). 
k=2 
Here yt = ~(lh) for l < O, T = (m - 5)h with integer m _> 1 and 5 E [0, 1). 
DEFINITION 3.1. A numerical method is said to be dissipative if, when the method is applied to 
(2.1),(2.2) with a + j~T2C 2 <: O, there exists a constant r such that, for any initial function 9~(t), 
there exists an no, dependent only on 9~(t) and h, such that 
Ily ll n > no, (3.3) 
holds. 
THEOREM 3.2. Any A-stable O-method is dissipative. 
PROOF.  A-stability of 0-methods implies that 0 _> 1/2. It follows from (3.1) that 
Y,~+I - hOf(yn+l, G,~+I) = Yn - hOf(y,~, Gn) + hf(y,~, Gn), 
which yields 
IIY,~+I - hOf(yn+l, O,~+l)[I 5 = [lYn - hOf(y,,  Cn)ll 2 ÷ hS(1 - 20)Hf(y~ , Cn)H 5 
+ 2h Re(y,~, f (y , ,  G,)> 
<- HY~ - hOf(y~, G~)II 2 + 2h (7 + allynH 2 ÷ ]~llGnll2) • 
(3.4) 
Taking the inner products of (3.2) with itself, using (2.2b), 
h(1 - 5) 2 h(2 - 52)  h 
+ ~  +(m- -2)h+g=T 
and Cauchy-Schwarz inequality, we thus obtain 
h(1 - 5) 2 h(2 - 52) ]lg(t~, tn_m+l ' Yn_m+l)H2 
m--1 ) 
+ h E IIg(t~'t~-m+k'Y~-'~+a)ll2 + hllg(t~'tn'Yn)H5 
k~2 
_< 7c 5 h(1 -2 5)5 IlY~-mll5 + h(2~-  55)Ily~_m+lH 2 + h E [lY'~-m+kl[2 + Ilynll5 
k=2 
A combination of (3.4), (3.5) and "r = (m - 5)h leads to 
n--1 
Ily~ - hOf(y,~, a~)ll 2 - 2h (a + ~T2c 2) E llYJ 115 
j=0 
< IlYo - hOf(yo,Co)ll 2+ 2nh'r + 2mht3T2c 2 max Ilyjll 2. 
- -  -m<_ j<O 
(3.5) 
(3.6) 
If 7 = 0, it follows from (3.6) that 
lim IlY,~I[ ---- 0. 
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Consequently, for any e > 0, there is no > 0 such that 
IlY,~II < e, n > no, 7=0.  
Therefore, A-stable P-method is dissipative when V = 0. 
If 7 > 0, using the techniques imilar to that presented in [8], we can conclude that there are 
r > 0 and positive integer no such that 
Ilynll <_ r, n > no, 
where 
with 
/d l  + 2(L1 + 2mh~r2e2dl) + 4(T + 2h)7 
r 
V 1 - 2hO(a + flT2C 2) 
Lo + 2mhflT2c2do 
no = t -2m+ 1, 
2hv 
do= max IlyjN 2, Lo= sup I lu-hOf(u,v)N 2, u, veX ,  
-m<_j_<o II~ll<v~o 
IMl<v~o 
4(m + 1)3, , +Z 2d sup  II -hO/( ,v)ll 2, 
I1~11<_ v~7 
II~tl< J-dg 
Therefore, A-stable P-method is also dissipative when ~ > 0. This completes the proof. 
COROLLARY 3.3. The backward Euler method is dissipative. 
COROLLARY 3.4. The trapezoidal rule is dissipative. 
4.  NUMERICAL  EXAMPLES 
Consider the following nonlinear problems: 
~t tb y(s) ds 
y'(t) = --ay(t) + N, t >_ O, 
1 + y(s) ds 
T 
y( t )  = 
where a > 0 and b are real parameters, N is an even positive integer. This equation is a modi- 
t fication of the model [19] for respiratory diseases. The term y(t - ~-) is replaced by f~_~ y(s) ds. 
For N = 2, 4, an application of Theorem 2.1 in [20] gives that system (4.1) is asymptotically 
stable when Ibl < a. On the other hand, for certain values of the parameters and of the delay, 
the solution is oscillatory, and sometimes it oscillates even chaotically. In these cases, the system 
is not asymptotically stable. However, for any c E (0, a), we can choose c~ = -a  + c, fl = 0, 
~/= b2/(4c) such that (2.2a) holds. Therefore, the system is dissipative. 
We apply the adaptation (3.1),(3.2) of P-methods to problem (4.1). For N = 2, the numerical 
results axe shown in Figures 1-3, where a = 1, b = -20,  h = 0.1, qo(t) = t 3 - 2t + 5. Figures 1-3 
show that the problem (4.1) with the given parameters i dissipative. Therefore, these numerical 
examples confirm our theoretical results. 
N=2, a=l, b=-20, h=0.1, 8-~.5, initial function ~(t)=t3-2t+5 
1 
0 
-1 
-2 
-3 
- i  t 
0 
1 
0 
Figure 1. Numerical results of 0 ---- 0.5. 
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Figure 2. Numerical results of 0 ---- 0.75. 
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N=2, a=l ,  b=-20, h=0.1, 0=1, initial function ¢(t)=ta-2t+5 
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Figure 3. Numerical results of O = 1. 
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