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.4 theorem is given which demonstrates that solutions of a stochastic differen- 
tial equation decay to zero at least as fast as a function 4(t) provided L[ln V] < 
(d/dt)(ln t,b), where V is a Liapunov-like function and L is the operator associated 
with the stochastic equation. The result is an extension of a recent result of 
A. Friedman and M. Pinsky, A further generalization is discussed. 
1. INTRODUCTION 
Many authors have treated aimost sure asymptotic stability of solutions of the 
It6 stochastic differential equation 
dx = a(t, x) dt + b(t, x) d/3, (1) 
where X, and a(t, X) = (a,(t, x)) are n-vectors, b(t, x) = (&(t, x)) is an 71 X m 
matrix, and /3 = (p) is an m-dimensional Brownian motion process. (See, for 
example, [4-71.) More recently Pinsky [8] has summarized some work by him 
and Friedman in which the autonomous version of (1) is treated. It is the purpose 
of this paper to extend some of the stability results of [8] to equations of form (1) 
using the method of integrating a differential inequality involving a Liapunov- 
type function. The main result given here not only demonstrates almost sure 
asymptotic stability for solutions of (1) but also explicitly indicates a uniform 
minimal rate at which the sample paths decay. Some examples are given which 
indicate the relationship between our result and the corresponding result in [8]. 
We begin with some basic assumptions assuring existence and uniqueness of 
solutions .X(t) of (1) satisfying the initial condition 
-qO) = x0 9 x0 E R”, (2) 
Although more general conditions are known (see, for example, [2, 9]), the most 
common are: ai and b+i are Bore1 measurable in (t, .x) and there is some constant 
K > 0, such that for each t, 
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It will be assumed that the functions V, f, and 4 satisfy the following con- 
ditions. 
(A) l- is a positive ?Yz function on R”\{O) and V(x) --f 0 if and only if 
x --+ 0. 
(B) .f is an increasing g2 function on (0, co) and f(u) - -a as u ---f 0. 
(C) 4 is a positive differentiable function on (0, co) and 4(t) -+ 0 as 
t-F cc. 
DEFINITIOS. A function 6’(t) on [0, CD) approaches zero relative to the pair 
(P, f) z&h Yate at least #(t) if 
p$fC w(wf(w)) 2 1. 
If (3) holds for V(x) = ] x I and f(x) = 1 n x we say that F(t) approaches zero 
mith rate at least 4(t). 
The following trivial example justifies the terminology. Suppose the positive 
function G(t) + 0 as t + CO. Then [c?(t)]” approaches zero with rate at least 
&f(t) if and only if p 3 1. 
2 
In this section we give the main theorem, and show that the result is sharp 
for one-dimensional equations which are linear in the spatial variable. 
LEMMA 1 . Suppose $(t) satis$es 
(2t log log t)l/2 = o@(t)) as t--t co. 
Then W(t)/+(t) ---f 0 as t - co, where W(t) is a Brownian motion process. 
Proof. The law of the iterated logarithm for Brownian motion is 
k (2t lo;/;; q/2 ~ l. 
If W(t) is a Brownian motion, so is -W(t); hence from (5) we obtain 
lim W(t) 
7 
t-n (2t log log ty = -;!t (2t l;g;i)t)l,2 ~ - 1. 
(5) 
(6) 
From (5) and (6) we know that given E > 0 there is T such that for all t > T 
(-1 - c) (2t log log tyl” < W(t) < (1 f G) (2t log log t)‘!“. (7) 
Dividing the inequalities in (7) by d(t) and letting t - 03 obtains the result. 
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DEFINITION. Nondecreasing functions satisfying (4) will be called admissible. 
We note here that 4(t) = t”, p > & is admissible. 
The following result is given for the case d(t) = t by Friedman and Pinsky [ 1, 
Lemma 1.31. The proof is essentially the same for the more general case, with 
4(t) any admissible function; for the sake of completeness we include it. 
LEMMA 2. Let u(t) be a nonanticipative functional of v(t): t > O> with 
I +)I < K. Th en f or any admissible function d(t), 
(W(t)) J’b 4s) d/W - 0 as. as t--t co. (8) 
Proof. Let M > K and define 
Tt = (l/W + MY) St (u(s) + rCf)z 4
0 
Ti-’ 
4) = i (4s) i W d/W 
u(t) is well defined since o + M > 0. By [3, p. 321, (a(t): t > 0) is a Brownian 
motion process. Consequently, a(t)/+(t) - 0 or a( T#$( Tt) + 0 as t + CO. NOW 
T, < (l/(K + M)2) (K + M)2 t = t. 
Since $ is nondecreasing +(TJ < C(t). Thus 
4”dMW = W(t)) Lt (4 + M> 4%) - 0. (9) 
Since p(t)/+(t) + 0 as t - 00 by Lemma 1, (9) implies that (8) holds. 
We can now give the main result in this section. 
THEOREM 1. Assume V, f, and IJI are scalar functions satisfying (A), (B), and 
(C), respectively. Further suppose 
(D) there is a constant B > 0 such that 
each i and j, 
and 
(E) -f (#(t)) is admissible. 
If 
(F) L[fo VI < (d/W (f (4(t))), x E R”\(O), t > 0, where 
L = C a;(t, x) (i3/&,) + 4 C bik(t, 3) r?ik(t, x) (a2/8xi axj), 
1 i,,i,k 
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then the sohtion X(t) of(l), (2) pp a roaches zero a.s. relative to the pair (V, f) with 
rate at least G(t). 
Proof. We apply Ito’s formula to the function f (V) and the process X(t) to 
obtain 
f ( V(-WN 
= f (V(x)) t t f j” (f ‘(Wax,) &‘I (s, x’(4) d/q) + j;L[f 0 V] (X(s)) 
j-1 &l 0 
Carrying out the last integration and dividing by f(#(t)), where t is chosen so 
large that f (4(t)) < 0, we have 
f (V(WN 
.f MtN 
> f (V(x)) 
’ m + j&y z j” (f’ g bC) 0, X(4) d/W + 1 - ;a. 
3.2 0 
(10) 
Now, by (D) and conditions on b, f ‘(aV/3xi) bj is a bounded nonanticipating 
functional of #?(t): t > 0) for each j, and each i. Together with assumption (E), 
this implies that Lemma 2 can be applied to the second term on the right-hand 
side of (10). Thus we can see from (10) that given E > 0, there is a T > 0 such 
that for all t > T 
f (VGWMW) 3 1 - E. 
The proof is complete. 
Pinsky essentially takes f (u) = In u, and 4(t) = e-t to obtain the asymptotic 
stability with rate at least e& for the autonomous equation. Case 1 of the next 
example is given in his paper. Observe that in this case (F) has the form 
L[ln V] < -1. 
Case 2 of Example 1 shows that our theorem can be applied without L[ln V] 
being uniformly bounded below zero for nonautonomous equations. Example 2 
demonstrates the benefit of being able to choose auxiliary functions f other than 
In. 
EXAMPLE 1. Let p be a constant with 4 < p < 1. Consider the stochastic 
differential equation and initial value given by 
dx = (4 - p(t + l)P-l) x dt + x d/3, (11) 
x(0) = x0 . WI 
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Case 1. (p = 1). The solution for x0 # 0 of (11), (12) is X(t) = 
x,, exp(B(t) - t), t 3 0, which approaches zero with rate at least exp(-t). 
Case 2. (p < 1). PP’e apply the theorem with V(x) = / x j , f(u) = In u, 
and 4(t) = exp(-(t + 1)r). Observe that -f(#(t)) == (t + l)?‘, which is 
admissible. Also we have, for x # 0, 
L[ln 1 x I] = (+ -- p(t + I)‘-‘) x (A) (fi) + +-x2 (- f (5)‘) 
= f - p(t + 1),-l - ; 
= -p(t + l)P-1 
= (d/f&) (ln(exp - (t + 1)“). 
The result verifies (F) and so the theorem can be applied to yield that the 
solution of (ll), (12) approaches zero with rate at least exp(-(t + l)*). 
To see that the result obtained here is sharp, we note that the solution of (1 l), 
(12) can be explicitly given as 
X(t) = x0 exp(P(t) - (t + ljp), 
and that if q > p, 
x0 # 0 
In I -WI lnlxol B(t) (t+lP 
In(exp(-P)) = - t* ---t”+tg 
ln I x0 I <--- B(t) tq -g + P-q + t-9. 
(13) 
Noting that ,fl(t)/t” + 0 as t + cc by Lemma 1, we see that In i X(t)]!ln(exp(- tq)) 
is not bounded below by 1 - E for t sufficiently large. 
The next example shows the value of being able to choose functions other 
than In for f. 
EXAMPLE 2. Assume there are positive numbers B andp > l/21/2 such that 
xa(t, x) < -ptp2-l I x jPt2, (14) 
I w, 41 < B I x I*+l> (15) 
for all t > 0, x # 0. Then the solution of (I), (2) approaches zero relative to 
the pair (I x / , -u-*) with rate at least t- r’. This means that given E > 0, there 
is a T > 0 such that for t > T, 
or 
- 1 X(t)l-P/-P2 2 1 - E (16) 
I X(t)’ < (1 - <)-l/p (l/P). (17) 
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To verify (16) we show that (14) and (15) imply that the hypotheses of our 
theorem are fulfilled with V(x) = j x j , f(u) = --UP, and #(t) = t-p. First, 
observe that, by (15) 
1 df(;y) b(t, x) 1 = 1 p / x p-1 (&j b(t, x) 1 
<p / x 1-P-l. B 1 .x jPrl = Bp. 
Thus (D) is satisfied. Also we have -f(#(t)) = (t-1’))” = tljB which is admis- 
sible since p > 1/2l/*. Finally, for x f 0, 
= 46 x) (P I x l--B--l (x/l x I)) + gqt, x) (-p(p + 1) I x I--D--2 (x/l x I)“) 
-5 a(t, x) (p 1 x I--n-l (x/l x I)) < -pw-1 
making use of (14). Thus (F) is also verified. 
3 
Example 3 demonstrates the difficulty in applying Theorem 1 to nonlinear 
equations. The following theorem assumes only that the conditions (A) to (F) 
hold locally in x and gives a uniform minimal rate of approach to zero in pro- 
bability rather than almost surely. Since for linear equations asymptotic stability 
in probability is equivalent to global almost sure asymptotic stability, the theorem 
below extends Theorem 1 for linear to nonlinear equations. 
THEOREM 2. Suppose f and t/ are scalar functions satisfying (B), (C), and (E). 
Assume further that V is a scalarfunction and V, f, and 1,4 satisfy (A), (D), and(F) 
for all t > 0, with x E U\(O) rather than R”\(O), for some neighborhood U of 0. 
Then given E > 0, there is a neighborhood W of 0 such that if x0 E W\(O) 
p lim f (v(x(t)) > 1 > 1 - 
i 1 zz f (/J(t)) ’ ’ EY 
i.e., the solution X(t) of (1) (2) pp a roaches zero in probability relative to the pair 
(V, f) with rate at least #(t). 
Proof. Let 7z0 = inf{t: X(t)+ U} (Recall that X(0) = x0 .) We show that 
there is a neighborhood W of 0 such that for x0 E W\(O), 
Since the argument of Theorem 1 applies for sample paths with 720 = co, 
verification of (18) proves the theorem. 
4x9/61/1-11 
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Toward obtaining (18) we construct a function @(t, X) satisfying bi > 0 and 
L@ < 0 for all t > 0, and x E U\{Oj. To do this, first let A(t) be any positive 
increasing differentiable function satisfying for all t > 0 
Then we define 




p*(t) = (mn’B*P) Lt h(s) ds i .f(W) 
@(t, x) r= exp(h(t) [f(v(x)) - p(t)]>. 
Clearly @ > 0 for all t > 0, and s E U\(O). Furthermore, a calculation yields 
By replacing U, if necessary, by a smaller neighborhood we can assumef( V) < 0 
on U\{O}. Then by (F), (D), the definition of p, and the positivity of X and @, we 
obtain from (20) 
L@ < h’@[f(V) - p]. (21) 
Using the negativity of f(V) in W\(O), the definition of @ and positivity of A’ 
we have 
L@ < -xp exp(-Ap). (22) 
We now show that the existence of such a function @ implies (18). we begin 
by applying Ito’s formula to @ and the solution X(t): 
@(t, X(t)) = @(O, x0) i 1 f (bLi z, (s, X(s)) d/?+) + f’L@(s, X(s)) ds. 
i,j 0 ’ . 1 ‘0 
(23) 
Now let n be a positive integer, and replace t in (23) by ~~~ A n, the minimum 
of 720 and n. By (F) the integrand in each stochastic integral in (23) is bounded 
by a constant times A, which is, of course, square integrable on each compact 
interval. Thus the expected value of each such integral vanishes. (See, for 
example, [3, p. 291.) Hence, we have, using (22), 
E{@(T, A % X(Tq A n))} < @(O, x0) - E ]/o’a*n(A’p exp(-hp.)) (s) ds/ . 
Letting n+ a, and rearranging terms 
E /@(TV” , X(T,J) -(- [‘“” (h’p exp(-Ap)) (s) C/S: T:~,) < CO; < qo, x0). (24) 
‘0 
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Now we claim that ?P(~%co) = @(Tag, X(,%0)) + J> (x’p exp(--hr/,)) (s) ds is 
bounded below by a positive number 6 independent of x0 for x0 E U\(O). To see 
this choose T > 0 and consider the following cases: 
(a) if 7z > T, 
!?f(Tr,) > f- (h’p exp(--h/.&)) (s) ds = 6, > 0, 
0 
(b) if T,~ < T, letting 
JZ =: min{f( V(x)): x E au>, 
M = max{p(t): 0 < t < Tj, 
Y(~qJ > @(Tq ? X(T&) > exp(/\(T) [M - m]) = 6, > 0. 
Letting S = 6, A 6, verifies the claim. Returning to (24) we have then 
W, ll < co> .<< qo, x0). (25) 
Since @ ---f 0 as x0 ---f 0, we can choose a neighborhood W such that @(O, x0) < SE 
in W\(O). Then (25) shows that 
p{T50 <CO}<C for x0 E W\(O), 
completing the proof. 
EXAMPLE 3. Returning to Example 2 of the previous section, suppose (14) 
(15) hold for all t >- 0, and x E U\(O) f or some neighborhood U of 0. Applying 
Theorem 2, we conclude that given positive numbers l 1 , c2, there is a neigh- 
borhood W of 0, and a positive number T dependent on <I and Ed , respectively, 
such that, for all t > T 
P{ I X(t)1 < (1 - E&l/z (l/P)} > 1 - E1 . 
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