Abstract We investigate the stability and critical velocity of a weakly interacting Bose gas flowing in a random potential. By applying the Bogoliubov theory to a disordered Bose system with a steady flow, the condensate density and the superfluid density are determined as functions of the disorder strength, flow velocity, and temperature. The critical velocity, at which the steady flow becomes unstable, is calculated from the spectrum of hydrodynamic excitation. We also show that in two dimensions the critical velocity strongly depends on the system size.
Introduction
The superfluidity, which is one of the most remarkable properties of interacting Bose systems, is characterized by the manifestation of a nondissipative flow. When its flow velocity exceeds a critical velocity V c , the superfluidity is broken and dissipation sets in. The breakdown of superfluidity has been observed in experiments with liquid 4 He [1] and cold atomic gases [2, 3, 4, 5, 6, 7, 8] in the presence of a defect potential or an optical lattice. These experiments imply that the nucleation of solitons or vortices is responsible for the breakdown of superfluidity.
The stability of flowing Bose systems has been studied theoretically by using the Gross-Pitaevskii (GP) equation [9, 10, 11, 12, 13, 14, 15, 16, 17, 18] . One can distinguish two types of stability [19, 20, 21] . The first is Landau stability, and the criterion for this is that a change in the energy functional with respect to a small perturbation in the condensate wave function always be positive. If the system is Landau unstable, it can lower its energy by emitting phonon-like excitations to a thermal cloud surrounding the condensate. In a homogeneous environment, the critical velocity corresponding to the Landau instability is equal to the velocity of sound [20] . The second type is dynamical stability, and the criterion for this is that the linearized time-dependent GP equation has no complex eigenvalues. If the system is dynamically unstable, a small fluctuation around the original state grows exponentially in time and, eventually, solitons or vortices are nucleated. In other words, Landau instability is caused by the transfer of energy from the condensate to the thermal excitations, while dynamical instability is caused by the collective modulation of the condensate. Thus, in the low temperature regime, dynamical instability plays a dominant role in the breakdown of a superfluid [4] . It is worth noting that the critical velocity corresponding to Landau instability is lower than that corresponding to dynamical instability.
In this paper, we consider the Landau and dynamical stability of a superfluid Bose gas flowing in a random potential. Recently, the transport property of a superfluid Bose gas in a disordered environment has attracted considerable attention. The decay of supercurrents in the presence of disorder T. Haga Department of Physics, Kyoto University, Kyoto 606-8502, Japan E-mail: haga@scphys.kyoto-u.ac.jp is experimentally observed by studying the damping of dipole oscillations in quasi-one-dimensional systems [22, 23] . The stability of superfluid is investigated theoretically for one-dimensional disordered Bose gases by using the GP equation in Refs. [24] and [25] . Although in one dimension supercurrents decay at any flow velocity due to phase slip induced by quantum fluctuations [26, 27] , the qualitative behavior of a velocity-dependent damping coefficient predicted from the GP equation is similar to that observed in experiments. Unfortunately, these studies in Refs. [24] and [25] cannot be extended to higher-dimensional systems, because they rely on a peculiarity of the one-dimensional GP equation. Furthermore, the GP equation cannot take into account the effect of thermal excitation at finite temperature.
The purpose of this study is to develop a general approach for treating a Bose gas flowing in a random potential and to determine the critical velocity for weak and moderate disorder. We consider the Bose-Hubbard model with a random potential that obeys a Gaussian distribution. By applying the Bogoliubov theory to the disordered Bose-Hubbard model with a steady flow, we determine the condensate density and the superfluid density as functions of the strength of the random potential, flow velocity, and temperature. We discuss the Landau and dynamical stability of the steady flow by investigating the spectrum of hydrodynamic collective excitation. The critical velocity is determined as the flow velocity at which the steady flow becomes unstable. It is a decreasing function with respect to the disorder strength and temperature. Furthermore, the system size dependence of the critical velocity is investigated in two dimensions, and we find that it decreases as the system size increases.
This paper is organized as follows: In Sec. 2, we introduce the Bose-Hubbard model with a random potential and summarize its phase structure in equilibrium. In Sec. 3, we review the Bogoliubov theory for a disordered Bose gas in equilibrium. We emphasize that there are two types of formulations depending on how to decompose the field operator. In Sec. 4, we develop the Bogoliubov theory for the disordered Bose-Hubbard model in the presence of a flow. The condensate density and the momentum distribution function of the noncondensed particles are expressed as functions of the strength of the random potential, flow velocity, and temperature. We also discuss the conditions for Landau and dynamical stability. In Sec. 5, we calculate the critical velocity as a function of the strength of the random potential and temperature in two dimensions. The system size dependence of the critical velocity is also discussed. In Sec. 6, we summarize our results.
Model
We consider the Bose-Hubbard model with a random potential:
whereb i denotes the annihilation operator at site i, ij indicates the nearest-neighbor sites on a ddimensional hypercubic lattice, and the positive parameters J and U are the hopping energy and the interaction energy, respectively. The random potential V i obeys a Gaussian distribution with
where ... denotes the average with respect to the random potential. The number operator at site i is defined byn i =b † ib i . We also denote n as the mean number density
is the number of sites, and ... represents the total average,
For later convenience, we also introduce the notation of the thermal average,
which is a function of the random potential. An advantage of lattice systems is that they are free from the ambiguities associated with ultraviolet divergences that are found in continuous systems with contact interactions. The phase structure of the disordered Bose-Hubbard model has been extensively investigated theoretically [28, 29, 30, 31, 32, 33, 34, 35, 36] and experimentally [37, 38, 39] . It has three distinct phases: the superfluid phase, the Bose glass phase, and the Mott phase. For small U/J and V 0 /J, the system is a superfluid. When V 0 /J is sufficiently large, the superfluid phase is broken and the Bose glass phase appears. This insulating phase is characterized by a finite compressibility and the absence of a gap in the one-particle spectrum. When the distribution of the random potential is bounded and the mean number density n is an integer, for large U/J and U/V 0 the system becomes a Mott insulator. Note that for the Gaussian distributed random potential, there does not exist any gapped insulating phase because the presence of the unbounded disorder inevitably closes the energy gap. In our study, we consider a weakly interacting system satisfying U n/J ≪ 1 for which the Bogoliubov theory is valid. This condition also means that the healing length ∼ J/(U n) is much larger than the correlation length of the random potential.
Bogoliubov theory with disorder
In this section, we review the Bogoliubov theory for a disordered Bose gas in equilibrium. The main ideas of the Bogoliubov theory are (i) to decompose the field operatorb i into a condensate wave function and a fluctuation around it, (ii) to expand the Hamiltonian up to quadratic order of the fluctuation, (iii) to diagonalize it by using the Bogoliubov transformation [40] . For homogeneous cases, this decomposition into a uniform condensate and a quantum fluctuationb i = √ n 0 +ψ i is unique and well-defined. In contrast, in the presence of the random potential, an ambiguity arises in the decomposition because there are two types of "fluctuations". To clarify this subtle point, we formally decompose the field operator into a uniform background, the deformation of the condensate due to the random potential, and the quantum fluctuation,
where two fluctuationsψ R,i andψ Q,i satisfy
Thus, we have two types of decomposition schemes depending on whetherψ R,i is considered as background or fluctuation.
In the first scheme, we decomposeb i into the deformed condensate and the quantum fluctuation,
where φ i = √ n 0 +ψ R,i andψ 1,i =ψ Q,i . In equilibrium, φ i can be assumed to be real without loss of generality. The condition Eq. (6) implies that the condensate wave function φ i satisfies the discretized GP equation,
where we have introduced the chemical potential µ. The notation j i means the nearest-neighbor sites of i. By substituting Eq. (7) into the original Hamiltonian, in the leading order, we have
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By diagonalizing this Hamiltonian, we obtain the excitation spectrum for quasi-particles.
In the second scheme, we decomposeb i into a uniform background and a fluctuation around it,
whereψ 2,i =ψ R,i +ψ Q,i . From the condition Eq. (6), the uniform background satisfies
where z is the coordination number of the lattice. By substituting Eq. (10) into the original Hamiltonian, in the leading order, we have
where the term V iψ † 2,iψ 2,i has been omitted because it is negligible compared to the term √ n 0 V iψ2,i . Unfortunately, in general, these two decomposition schemes yield different results. The reason is that the formal decomposition Eq. (5) is not well-defined. Since the effects of the disorder and the quantum fluctuation are mutually coupled in a complicated way, one cannot split them in terms of the decomposition of the field operator. For example, one can check that, in the lowest-order of the strength of the interaction and the disorder, these two decomposition schemes yield same deformed condensate wave functions φ i and √ n 0 + ψ 2,i H , but different energy densities. To the best of our knowledge, there is no systematic study making a detailed comparison between these schemes.
The first decomposition scheme is expected to be preferable when the random potential varies slowly in space; the correlation length of the random potential is larger than the healing length of the condensate. The reason is that in such cases the condensate can be readily deformed according to a given configuration of the random potential. In addition, the first decomposition scheme is also useful to investigate the short length scale structure of the quasi-particle excitation modes [41, 42, 43, 44, 45] . The short length scale means the length scale comparable to the correlation length of the random potential. The disadvantage of this scheme is its analytical intractability. In fact, since Eq. (9) cannot be diagonalized analytically, we have to employ a computationally demanding numerical method, which limits the system sizes we can consider. Furthermore, it is hard to take into account the effect of the higher order terms within the framework of this scheme.
The second decomposition scheme has been often employed in early studies because Eq. (12) can be easily diagonalized by the standard Bogoliubov transformation. This approach was first applied to a weakly interacting disordered Bose gas by Huang and Meng [46] , who considered the cases of asymptotically weak disorder. The advantage of this decomposition scheme is that it can be extended to the case of finite temperature, interaction, and disorder by taking into account the effects of the higher order terms in a systematic way [47, 48, 49] . Considering this analytical tractability, we employ this decomposition scheme in this study. We expect that, for the short-range random potential whose correlation length is much smaller than the healing length of the condensate, this scheme yields reasonable results for the thermodynamic quantities and the long-wavelength excitation spectrum because the local structure of the random potential may not have major influence on the large-scale behavior.
Finally, note that there is also an ambiguity in the definition of "condensed" and "noncondensed" particles. In the first decomposition scheme, particles scattered from the zero-momentum state by the random potential are included in "condensed" particles, while in the second decomposition scheme, they are considered as "noncondensed" particles.
General formalism

Failure of the Landau criterion
In this study, we calculate the critical velocity of the disordered Bose-Hubbard model. According to the usual Landau criterion, the critical velocity is identical to the sound velocity at equilibrium. Thus, one may consider that the main problem is simply to calculate the sound velocity as a function of the disorder. However, this approach can lead to qualitatively incorrect results even if the disorder is weak. In what follows, we discuss why the usual Landau criterion is not appropriate for evaluating the critical velocity in the presence of the disorder.
For an interacting Bose gas at rest, the spectrum of excitation is given by Ω rest (q) = c 0 |q| near q = 0, where c 0 is the sound velocity at equilibrium. In a homogeneous environment, the spectrum of excitation for the system flowing at a velocity v = ve x is given by
in the moving frame. For v > c 0 , since Ω move (q) has negative values, the superfluid becomes Landau unstable. This is the usual Landau criterion, which states that the critical velocity is identical to the sound velocity at equilibrium, v c = c 0 . Note that this criterion is valid only when there are infinitesimally small defects. In the presence of a finite amount of disorder, Eq. (13) is incorrect because the translational symmetry of the system is broken. Thus, the critical velocity can be different from the sound velocity at equilibrium.
Bogoliubov shift to the field operator
In the following, we determine the critical velocity by considering the stability of a steady flow. In order to calculate the spectrum of excitation Ω move (q) directly, we extend the disordered Bogoliubov theory to situations in which a flow is present. Since the Bogoliubov theory is invalid when the condensate fraction n 0 /n is small, we restrict our attention to the weak and moderate disorder regime. According to the second decomposition scheme mentioned in the previous section, we decompose the field operator into a uniform background with a momentum K and a fluctuation around it,
where n 0 denotes the density of the condensed particles, R j is the position of site j, √ n 0 e iK·R j is the wave function of the condensed particles, andψ j is the operator of the noncondensed particles in the moving frame. The condensate wave function and the operatorψ j are taken to be mutually orthogonal:
In the following, the flow is assumed to be parallel to the x-direction, K = Ke x . Substituting Eq. (14) into the Hamiltonian (1), we havê
whereĤ (n) are the terms containing the products of n operators. By introducingψ q = N −1/2 s jψ j e −iq·R j , the quadratic term is given bŷ
and the quartic term is given byĤ
where the prime on the summation sign means that k = 0, p = 0, k − q = 0, and p + q = 0. The wave number takes the values
where L is system size. ǫ q ≡ −2J µ cosq µ is the kinetic energy of a free particle, andĤ ext denotes the contribution from the random potential,Ĥ
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Hartree-Fock-Bogoliubov approximation
The fraction of the noncondensed particles is not small, due to the presence of the random potential. Thus, we cannot ignoreĤ (4) , which represents the interaction between the noncondensed particles, in spite of the small interaction energy U/J ≪ 1.
We simplify the nonlinear termsĤ (3) andĤ (4) by means of the Hartree-Fock-Bogoliubov (HFB) approximation [48] . First, we ignore the third-order term;Ĥ (3) = 0. In order to express the result for the termĤ (4) in a compact form, we introduce the momentum distribution of the noncondensed particles
and the momentum distribution of paired particles
The noncondensate density and the anomalous density are given by
respectively, and n = n 0 + n 1 . In the HFB approximation,Ĥ (4) is rewritten aŝ
While the HFB approximation is simple, it suffers from a notorious problem related to the existence of a gap in the one-particle excitation spectrum [50] , which is forbidden in the superfluid regime, according to the Hugenholtz-Pines theorem [40] . To avoid this problem, we employ the representative statistical ensemble approach [51, 52] . In this approach, we introduce two chemical potentials, µ 0 and µ 1 , which are associated with n 0 and n 1 , respectively. The grand Hamiltonian is defined aŝ
The grand thermodynamic potential is given by
The chemical potential µ 0 , which controls the number of condensed particles, is determined from
The other chemical potential, µ 1 , which controls the number of noncondensed particles, is chosen such that the one-particle spectrum is gapless. Thus, Eq. (24) can be rewritten as follows:
where ω q and ∆ are defined by
and
respectively. E HFB is given by
Stochastic mean-field approximation
Next, we reorganize Eq. (19) , which describes the interaction of particles with the external random potential. The linear terms in Eq. (19) correspond to the scattering processes between condensed and noncondensed particles, due to the random potential. The nonlinear terms correspond to scattering processes among noncondensed particles. For weak disorder, one can omit the nonlinear terms, as was done by Huang and Meng [46] . Since we consider a situation with moderate disorder, we must retain these terms, and so we use the stochastic mean-field approximation [48] .
In the stochastic mean-field approximation, we define
where ... H denotes the thermal average for a fixed random potential V i . Note α i is a function of V i and it satisfies α i = 0. Using this α i , each term in the second summation in Eq. (19) can be approximated as
We introduce the effective random potential as
and then Eq. (19) can be rewritten aŝ
where E ext is given by
4.5 Self-consistent equations
We employ the Bogoliubov transformation
where u q , v q are assumed to be real and satisfy u q = u −q , v q = v −q . Substituting these into the Hamiltonian, u q , v q , and α q are determined such that the off-diagonal terms and linear terms vanish. Finally, we haveĤ
and u q , v q are calculated as
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By requiring that the spectrum be gapless, lim q→0 E q = 0, the chemical potential of the noncondensed particles is determined as
Thus, Eq. (28) can be reduced to
α q is given by
where we have introduced the following symbols,
α q is determined self-consistently from Eqs. (33) and (43) as a function of V q . The momentum distributions are calculated as
where
We call ρ G (q) and σ G (q) the glassy components, since they are analogous to the Edwards-Anderson parameter in spin glass theory [48] . We also define the normal fraction and glassy fraction as
respectively. Note that n 1 = n N + n G and σ 1 = σ N + σ G . Eqs. (29), (33), (43), (44), (45) , and (46) compose a set of self-consistent equations. This set can be solved as follows: For a fixed ∆, γ q and δ q are calculated using Eq. (44) . By solving Eqs. (33) and (43), we obtain α q as a functional of V q . Then, we have n 0 = n − n 1 and σ 1 as functions of ∆ from Eqs. (45) and (46) . Thus, Eq. (29) becomes a nonlinear equation with respect to ∆. By solving this equation, we can calculate ∆, n 0 , and ρ(q) as functions of the strength of the disorder V 0 and the flow velocity K.
Next, let us calculate the chemical potential of the condensed particles µ 0 , the current density j, and the superfluid density n s for later convenience. From Eq. (26), we have
By using Eqs. (33) and (43), the last terms are calculated as V −q α q ≃ − √ n 0 (γ q + δ q )V 2 0 . Thus, µ 0 is given by
The current density operator is defined bŷ
From Eq. (14), the averaged current density j is given by
We define the superfluid density n s in the presence of a finite flow by using the averaged current density Eq. (55):
which is simply the response of the current density with respect to a velocity boost. The conventional superfluid density at equilibrium can be obtained by taking the limit K → 0 in Eq. (56).
Landau and dynamical instability
In order to derive the conditions for Landau and dynamical instability, we use the hydrodynamic approach [19] . It is valid for an excitation for which the wavelength is much larger than the correlation length of the random potential. Let us introduce an average particle densityn(r), an average phasē φ(r), and an average momentumK(r) = ∇φ(r), where the average is taken over a volume having linear dimensions much larger than the correlation length of the random potential. We now derive the hydrodynamic equations forn(r) andK(r). Let µ 0 (n,K) and j(n,K) be the chemical potential of the condensed particles and the current density, respectively. The phase evolves according to the Josephson equation, ∂φ/∂t = −µ 0 , which leads to the equation for the average momentum,
We also have the equation of continuity,
In order to obtain the hydrodynamic excitations, we linearize Eqs. (57) and (58). For simplicity, we will consider the one-dimensional case. For a steady staten(x) = n andK(x) = K, we denote small changes in the density by δn(x) and those in the momentum by δK(x). If one considers solutions varying in space and time as exp[i(qx − Ω q t)], one finds that
where the derivatives are to be evaluated for the steady state. From the above equations, we obtain the spectrum of hydrodynamic excitation,
When V 0 = 0 and T = 0, we have µ 0 = ∂e(n, K)/∂n and j = ∂e(n, K)/∂K, where e(n, k) ≡ H /N s is the total energy density. Then, we obtain
which is also derived in Ref. [19] . Although Eq. (62) is useful for the weak disorder and low temperature regime, in what follows, we use the general formula Eq. (61). Note that Ω q , which is the spectrum of hydrodynamic collective excitation, differs from E q in Eq. (39), which is the spectrum of one-particle excitation. When K = 0, Ω q is given by
because ∂µ 0 /∂K, ∂j/∂n ∝ K for small K. Thus, the sound velocity at equilibrium is given by
where the derivatives are to be evaluated at K = 0. In the absence of disorder, the sound velocity s 0 should be identical to c 0 = √ 2J∆, which is obtained from the spectrum of one-particle excitation E q in Eq. (39), at zero temperature [53] . However, note that within the framework of our theory the sound velocity corresponding to hydrodynamic excitation does not exactly agree with that corresponding to one-particle excitation even if V 0 = 0 and T = 0. Although this is an artifact of the HFB approximation, the deviation between them is quite small for the weak interaction.
Landau instability occurs when there exists a wave number q such that the spectrum Ω q is negative. Thus, the condition for the onset of Landau instability is written as
Dynamical instability occurs when there exists a wave number q such that the spectrum Ω q has an imaginary part. Thus, the condition for the onset of dynamical instability is written as
By solving the set of self-consistent equations given in Sec. 4.5 and using Eqs. (53) and (55), we can obtain µ 0 (n, K) and j(n, K). From the conditions given in Eqs. (65) and (66), we can calculate the critical velocities as functions of the strength of the random potential V 0 and temperature T .
Results
Approximation
In this section, we numerically solve the set of self-consistent equations derived in Sec. 4.5. Since it is hard to solve Eqs. (33) and (43), we employ some approximations. First, the effective random potential ϕ q is approximated to the second order:
Then, we have ≡ lim q→0 ϕ q ϕ −q , respectively. This simplification is justified by assuming that in the summation in Eq. (51), the main contributions come from the region of small momenta. Thus, we have
By using this approximation, ρ G (q) and σ G (q) are calculated as
If we introduce simple notations
we have n 0 as a function of ∆,
where we have used n G = N −1 s q =0 ρ G (q) and n 0 + n N + n G = n. By using this equation, σ 1 is also calculated as
Insertion of Eqs. (73) and (74) into Eq. (29) leads to a self-consistent equation of ∆. Once ∆ is determined, the other quantities can be also calculated.
In the following calculations, we consider a two-dimensional system with an interaction U = 0.2 and total density n = 1. Interaction energy U , strength of the random potential V 0 , and temperature T are measured in units of J.
Equilibrium case
First, we consider the case in which K = 0. Fig. 1 shows the condensate density n 0 , the glassy fraction n G , and the superfluid density n s as functions of the strength of the random potential V 0 at zero temperature. The system size is L = 50. n s is calculated by taking the limit K → 0 in Eq. (56) . n 0 and n s decrease with increasing V 0 ; eventually, n s vanishes at V 0 = V ′ 0c . Although this behavior is reminiscent of the superfluid-Bose-glass transition, we emphasize that the Bogoliubov theory is incapable of describing this transition. Since the superfluid-Bose-glass transition is caused by the percolation of localized condensates, it cannot be captured in the framework of the Bogoliubov theory, which is a perturbation theory around a single macroscopic condensate. In fact, in the strong disorder regime, the behaviors shown in Fig. 1 are inconsistent with those found in the previous studies. At the superfluid-Bose-glass transition point, n 0 and n s should vanish simultaneously [36] , while in our calculation, n 0 has a finite value at V ′ 0c . Furthermore, V ′ 0c ≃ 1.55 is much lower than the actual transition point V 0c ≃ 20 √ U t ≃ 9, which was obtained from a quantum Monte Carlo (QMC) study [34] . In this QMC study, it was observed that in the strong disorder regime, there is a wide region in which n 0 /n and n s /n have extremely small values. The Bogoliubov theory breaks down in such a fragile superfluid state, which is why V ′ 0c is much lower than V 0c . However, we can expect that our theory is correct for weak and moderate disorder. In the small-V 0 regime, n s is larger than n 0 , while in the large-V 0 regime, n s falls below n 0 . This behavior was pointed out in early studies [46] . In our calculation, n s is slightly smaller than n = 1 at V 0 = 0 because the dispersion relation ǫ q is not completely parabolic.
Dynamical phase diagram
Next, we consider the cases in which K = 0. One can distinguish three "critical" momenta, which are denoted as K L , K D , and K is defined by Eq. (66). K ′ D is the critical momentum above which the self-consistent equation has no solution. We expect that these critical momenta satisfy Fig. 2 shows the dynamical phase diagram with respect to the strength of the random potential V 0 and the flow momentum K at zero temperature. The system size is L = 30. The red solid line and the blue dotted line represent
. In fact, if we consider a continuous system in which the kinetic energy of a free particle is given by a parabolic function, the self-consistent solution exists for an arbitrary velocity in the absence of the disorder;
We have confirmed that the following relation holds,
with high accuracy. Thus, the condition for the onset of dynamical instability Eq. (66) can be reduced to
which means that the inverse of the effective mass vanishes [19] . We found that K D is very close to K ′ D . Thus, in the following, we consider K
For sufficiently low temperatures, since dynamical instability plays a dominant role in the breakdown of superfluidity [4, 21] 
approximates the observable critical velocity. It is worth noting that
This behavior contrasts with that of superfluid Bose gases flowing past an obstacle in one dimension, in which the critical momentum drops to K c = K c0 − cg 2/3 , where g is the strength of the obstacle potential [10] .
K L and K ′ D are expected to vanish at the superfluid-Bose-glass transition point V 0 = V 0c . In fact, it was demonstrated in numerical simulations that, near this transition point, the superfluid flow breaks down even when the current is quite small [54] . Fig. 3 shows the condensate density n 0 and the superfluid density n s as functions of K for weak and moderate disorder; n 0 and n s are plotted up to K ′ D (V 0 ). They decrease with increasing K because the condensed particles are more strongly scattered by the random potential. Note that n 0 and n s have non-zero values at K = K ′ D (V 0 ). Above the critical momentum, the steady flow becomes unstable, and we speculate that this is where the transition to turbulent flow occurs. This transition is not thermodynamic, and so n 0 and n s do not necessarily vanish, in contrast to the second-order transition at equilibrium. 
where f (V 0 ) is an increasing function satisfying f (0) = 0. This logarithmic dependence can be understood as follows. By using Eqs. (33), (43) , and (48), we obtain
for weak disorder. When K = 0, from Eq. (44), we obtain
which is regular at q = 0. Thus, n G = N −1 s q =0 ρ G (q) converges to a finite value in the thermodynamic limit L → ∞. In contrast, when K = 0, γ q and δ q behave near q = 0 as
q are the nondivergent parts. Note that K s is the momentum corresponding to the sound velocity of the one-particle excitation Eq. (39). Thus, from Eq. (78), we find that ρ G (q) has a singularity of the form q −2 :
). In two dimensions, this singularity ρ G (q) ∼ q −2 leads to a logarithmic dependence,
where c(K 2 ) is a function of K 2 . This logarithmic size dependence is carried over to the critical momenta, as shown in Eq. (77). On the other hand, in three dimensions, since the integral of ρ G (q) converges to a finite value in the limit L → ∞, we expect that the critical momenta are independent of the system size.
If we accept Eq. (77) literally, the critical momenta should vanish in the thermodynamic limit, even when the disorder is infinitesimally weak,
It is worth noting that the vanishing of the critical momenta does not contradict the fact that the system has a non-zero superfluid density at equilibrium. For example, in one-dimensional Bose gas without disorder, the critical velocity is zero despite the presence of a non-zero superfluid density at zero-temperature [55] . Within the framework of our theory, it is difficult to give a clear answer to the question whether the critical velocity of the two-dimensional disordered Bose gas vanishes in the thermodynamic limit. Small critical velocity is a consequence of the low condensate fraction. However, the Bogoliubov theory is invalid when the condensate fraction is extremely small, n 0 /n ≪ 1. Thus, it is not reliable for large system sizes. Furthermore, there is a possibility that the higher-order terms O(V 4 0 ) in Eq. (81) have stronger singularities of the form q −2n with n ≥ 2. The effect of these higher-order singularities, which are ignored in this calculation, is unclear at this time. To establish the validity of Eqs. (77) and (83), further investigation is required.
Finite temperature case
Finally, we consider the finite temperature case. Fig. 5 shows the temperature dependence of K L and K ′ D . Since the thermal excitation reduces the condensate density, the critical velocity decreases with temperature. It is worth noting that even in the absence of disorder, the Landau critical momentum K L (V 0 = 0) is lower than the momentum corresponding to the sound velocity at equilibrium [56] . This fact can be understood as follows. At zero-temperature, the spectrum of excitation for the moving state is given by Eq. (13) due to the Galilean invariance of the system. At finite temperature, since the presence of a thermal cloud around the condensate breaks the Galilean invariance, the spectrum is no longer given by Eq. (13) . Thus, the Landau critical velocity can be different from the sound velocity at equilibrium. 
Summary and Discussions
This paper was devoted to the development of a general approach for treating a weakly interacting Bose gas flowing in a random potential. By employing the Bogoliubov theory and the hydrodynamic approach, we discussed the stability of the steady flow in the presence of weak or moderate disorder. The critical velocity, at which the steady flow becomes unstable, was calculated as a function of the disorder strength and temperature. We found that the momentum distribution function of the noncondensed particles exhibits a singularity of the form ρ(q) ∼ q −2 near q = 0, even at zero-temperature. This singular behavior leads to the strong system size dependence of the critical velocity in two dimensions.
In this study, the stable superfluid state is defined as the hydrodynamically stable state. This means that this state is stable with respect to a hydrodynamic excitation whose wavelength is much larger than the correlation length of the random potential. The hydrodynamically stable state is not necessarily dissipationless and time independent, because rugged local configurations of the random potential, whose length-scale is comparable to the correlation length of the random potential, can cause the nucleation of defects and lead to a finite amount of dissipation.
It is difficult to make a direct comparison of our results with the results of previous studies that dealt with one-dimensional Bose gases flowing in a random potential [25, 24] . In those studies, the critical velocity was defined as the flow velocity above which there exists no stable solution for the "microscopic" GP equation, which is the conventional GP equation with a single realization of the random potential V (r). Thus, one can distinguish two critical velocities: the microscopic critical velocity and the hydrodynamic critical velocity. From the definition, the former is smaller than the latter. The microscopic critical velocity is sensitive to each realization of V (r) because it is closely related to an extreme valueV = max r V (r). Furthermore, for an unbounded disorder, it always vanishes in the thermodynamic limit because for larger system one has more chance to encounter rugged local configurations of the random potential, which cause the nucleation of defects. In contrast, for sufficiently large system sizes, the hydrodynamic critical velocity is almost independent of each realization of V (r). The critical velocity that can be observed in experiments is expected to be the hydrodynamic one.
It is known that the thermal activation process and quantum tunneling play crucial roles in the occurrence of phase slip, which is responsible for the onset of dissipation [26, 27] . Because of such effects, the phase boundary of the stable superfluid can be smeared, and this broadening of the dynamical transition is substantial for one-dimensional systems. Since the Bogoliubov theory just accounts for small fluctuations around the condensate, it cannot describe the phase slip process, in which the drastic change of the condensate wave function takes place. Thus, our theory cannot predict the broadening of the dynamical transition resulting from the phase slip.
Finally, as mentioned in Sec. 3, recall that there are two approaches in the Bogoliubov theory for a disordered Bose gas depending on how to decompose the field operator. In the first scheme, the field operator is decomposed into a spatially deformed condensate and a quantum fluctuation, while in the second scheme, it is decomposed into a uniform background and a fluctuation around it. Not only thermodynamic quantities at equilibrium, but also the critical velocity can depend on the decomposition scheme. For strong disorder, the first decomposition scheme is expected to be preferable. In the future study, we will try to investigate the behavior of the critical velocity near the superfluidBose-glass transition point by employing this scheme.
