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We outline a novel chiral kinetic theory framework for systematic computations of the Chiral
Magnetic Effect (CME) in ultrarelativistic heavy-ion collisions. The real part of the fermion deter-
minant in the QCD effective action is expressed as a supersymmetric world-line action of spinning,
colored, Grassmanian point particles in background gauge fields, with equations of motion that are
covariant generalizations of the Bargmann-Michel-Telegdi and Wong equations. Berry’s phase is
obtained in a consistent non-relativistic adiabatic limit. The chiral anomaly, in contrast, arises from
the phase of the fermion determinant; its topological properties are therefore distinct from those
of the Berry phase. We show that the imaginary contribution to the fermion determinant too can
be expressed as a point particle world-line path integral and derive the corresponding anomalous
axial vector current. Our results can be used to derive a covariant relativistic chiral kinetic theory
including the effects of topological fluctuations that has overlap with classical-statistical simulations
of the CME at early times and anomalous hydrodynamics at late times.
The possibility that topological sphaleron transitions
can be identified in heavy-ion collision experiments has
aroused great interest. Besides the information they pro-
vide about the non-perturbative real time dynamics of
the QCD vacuum, sphaleron transitions are conjectured
to play a role in electroweak baryogenesis [1, 2]. A strik-
ing manifestation of the role of topology is the Chiral
Magnetic Effect (CME) where, as a consequence of the
chiral anomaly, an induced current is generated in the
direction of the external magnetic field [3, 4]. Whether
such an effect is seen in heavy-ion collisions is still unclear
and is a focus of experimental research in the field [5, 6].
We note that the CME has been observed in condensed
matter systems [7].
For the CME to be large enough to be observed, it
must be generated at the earliest times in the heavy-ion
collision where the magnetic fields are very large initially
before dying off rapidly [8, 9]. First principles weak cou-
pling computations of sphaleron transitions [10] in the
non-equilibrium Glasma matter produced indicate that
the sphaleron transition rate is signficantly larger [11]
than the corresponding equilibrium rate [12]. Because
the occupancies of gluons in the Glasma are large,
classical-statistical simulations can be employed [13] to
compute ab initio, in a sphaleron background, and in the
presence of external magnetic fields [14, 15], the devel-
opment of a chiral magnetic, and accompanying “chiral
separation”, wave [16, 17].
Detailed thermalization scenarios however suggest that
thermalization occurs at parametrically later times [18,
19]. Because the gluon occupancy is of order unity or
lower in this regime, kinetic theory provides the ap-
propriate description of quark-gluon dynamics and the
classical-statistical simulations of the CME must there-
fore be matched to this framework. Likewise, at the later
times when the quark-gluon matter is strongly coupled,
the kinetic description of chiral currents must be matched
to anomalous hydrodynamics [20, 21].
There has been a considerable amount of recent work
on chiral kinetic theory, and of the role therein of the well
known Berry phase [22] and of the chiral anomaly [23–
36]. However, despite significant progress, much work
remains to complete a first principles derivation of a rel-
ativistically covariant kinetic theory from QCD (or even
QED). This is especially true for the treatment of topo-
logical fluctuations which the chiral current will experi-
ence as it traverses the fireball. Further, as first observed
by Fujikawa, there is often a conflation of the topology
of Berry’s phase with that of the chiral anomaly [37–39].
In this letter, we will outline the elements of a first
principles world-line derivation of relativistic chiral ki-
netic theory. The real part of the fermion determinant
can be expressed exactly in terms of the supersymmet-
ric quantum mechanical path integral for point particle
world-lines [40–47], where the internal spin and color de-
grees of freedom are expressed in terms of Grassmann
variables [48, 49]. We will demonstrate how Berry’s phase
arises in a specific non-relativistic and adiabatic limit of
the corresponding Euler-Lagrange equations of motion
for the spinning and colored Grassmanian fields [50–54].
In contrast, explicit identification of a Berry phase is not
relevant in ultrarelativistic contexts; the semi-classical
phase space description of world-line trajectories provides
all the essential elements in the construction of a covari-
ant chiral kinetic theory.
The fermion determinant has a relative phase that
is well known to be related to the physics of the chi-
ral anomaly [55–58]. We will here adapt a trick due to
D’Hoker and Gagne´ [59, 60] to express this phase as a
point particle path integral nearly identical to the one
obtained for the real part. The only difference is that
the gauge fields are multiplied by a parameter that reg-
2ulates chiral symmetry breaking. We will outline how
the anomaly arises in this context and clearly demon-
strate that its origin is distinct from the Berry phase.
The vector and axial vector current are treated on the
same footing and are essential elements in constructing a
chiral kinetic theory. Many details of our computations,
and several new results, will be given in an accompanying
longer paper [61].
We begin with the Euclidean action for massless
fermion fields in the background of a vector (A) and an
auxilliary Abelian axial-vector (B) field [62]
SF [A,B] =
∫
d4x ψ¯
(
i/∂ + /A+ γ5 /B
)
ψ, (1)
and allow the fermion fields to transform under internal
(gauge) symmetry. Performing the path integral over the
fermion fields, one obtains the effective action
−W [A,B] = log det(θ) θ = i/∂ + /A+ γ5 /B (2)
The determinant of θ carries a relative phase. One can
therefore formally split Eq.(2) into real and imaginary
parts,
W [A,B] =WR[A,B] + iWI[A,B] . (3)
The real part of the effective action can expressed as
WR = −1
2
log det
(
θ†θ
)
. (4)
As shown in [59, 60], this can be rewritten as
WR = −1
8
log det(Σ˜2) = −1
8
Tr log(Σ˜2) . (5)
Here Σ˜2 is a sixteen dimensional matrix given by
Σ˜2 = (p−A)2 I8 + i
2
ΓµΓνFµν [A] , (6)
with I8 the 8-dimensional identity matrix and
Γµ =
(
0 γµ
γµ 0
)
, Γ5 =
(
0 γ5
γ5 0
)
, Γ6 =
(
0 iI4
−iI4 0
)
,
(7)
are 8×8 dimensional gamma matrices. We further define
a Γ7 matrix anti-commuting with all other elements of
the algebra,
Γ7 = −i
6∏
A=1
ΓA =
(
I4 0
0 −I4
)
. (8)
The gauge fields in Eq.(5) that appear explicitly and in
the field-strength tensor Fµν [A] can be split into left-right
chiral structures with the 2× 2 dimensional matrix form
[63],
A =
(
A+B 0
0 A−B
)
. (9)
Σ˜2 admits a manifestly positive definite heat-kernel reg-
ularization. Therefore using Schwinger’s proper-time
scheme, the real part of the effective action can be rewrit-
ten as
WR =
1
8
∞∫
0
dT
T
Tr16 e
−E2 T Σ˜
2
, (10)
where E is the einbein, to be discussed further later.
This 16-dimensional representation of Σ˜2 is useful be-
cause it is conveniently cast into a path integral in terms
of Grassmanian variables. These variables are eigenval-
ues of coherent states of creation/annihilation operators
that generate finite dimensional representations of the
internal symmetries of the theory [48, 49]. One obtains
after some algebra,
WR =
1
8
∞∫
0
dT
T
N (T )
∫
P
Dx
∫
AP
DψDλ†Dλ J (λ†λ)
×

e−
T∫
0
dτ LL(τ)
+ e
−
T∫
0
dτ LR(τ)

 . (11)
Some details of this derivation are given in [61]. The
point particle Lagrangian for left/right chiralities is
LL/R(τ) = x˙
2
2E +
1
2
ψaψ˙a + λ
†λ˙
− λ†
[
ix˙µ(A±B)µ − iE
2
ψµψνFµν [A±B]
]
λ , (12)
with the normalizationN (T ) = ∫ Dp e− E2
T∫
0
dτ p2(τ)
. Here
ψa =
√
2 〈ψ|Γa|ψ〉, with a = 1, · · · , 6 are Grassmann
variables, which are defined over a real vector space,
where |ψ〉 represents a coherent state basis of the Clif-
ford algebra. Likewise, λ† and λ are independent Grass-
manian eigenvalues respectively of creation and annihila-
tion Fermion operators that generate finite dimensional
representation of SU(Nc), where Nc is the number of
colors. The factor J (λ†λ) = ( piT )Nc
∑
φ exp[iφ(λ
†λ +
Nc/2 − 1)] is required to project intermediate states in
the path integral on to coherent states with unit occu-
pancy [60]. The labels P and AP denote periodic and
anti-periodic boundary conditions for the configuration
space and Grassmanian variables respectively. Hence-
forth, the Abelian reduction of Eq.(11) will be sufficient
for our purposes; the extension of our discussion to color
degrees of freedom is straightforward [50–52].
Varying the real part of the effective action with re-
spect to the vector gauge field gives the vector current,
〈jVµ (y)〉 =
δΓR
δAµ(y)
= − i
8
∞∫
0
dT
T
N
∫
P
Dx
∫
AP
Dψ jV,clµ
×
(
e
−
T∫
0
dτ LL(τ)
+ e
−
T∫
0
dτ LR(τ)
)
, (13)
3with jV,clµ (y) =
∫ T
0
dτ [Eψνψµ∂ν − x˙µ]δ4
(
x(τ) − y). This
satisfies both ∂µj
V,cl
µ = 0 and ∂µ〈jVµ 〉 = 0.
The imaginary relative phase in the effective action can
be written as
WI = −1
2
arg det[Ω], Ω =
(
0 θ
θ 0
)
, (14)
where θ is given in Eq.(2) and the matrix Ω is
Ω = Γµ(pµ −Aµ)− iΓ7ΓµΓ5Γ6Bµ . (15)
The D’Hoker and Gagne´ [59, 60] trick consists of in-
troducing a parameter that regulates chiral symmetry
breaking — distinct from those employed previously [58]
— to write WI as
WI =
iE
64
1∫
−1
dα
∞∫
0
dT Tr
{
Mˆe−
E
2 T Σ˜
2
(α)
}
, (16)
with a trace insertion
Mˆ = Γ7 (2Γ5Γ6[∂µ, Bµ] + [Γµ,Γν ]{∂µ, Bν}Γ5Γ6) I2 ,
(17)
that is linear in the axial-vector field and diagonal in the
two dimensional field representation space introduced in
Eq.(9). Σ˜2(α) is identical to the expression in Eq.(6), with
B → αB, where α breaks chiral symmetry explicitly for
α 6= ±1.
This form of the phase of the fermion determinant is
useful because it has a heat-kernel structure that can be
computed, in a manner identical to the real part, using
Grassmanian path integrals [48, 49]. The path integral
representation of WI is given in [61]; it is further shown
explicitly there that this representation gives the well-
known anomaly relation
∂µ〈j5µ(y)〉 ≡ ∂µ
iδWI
δBµ(y)
∣∣∣
B=0
= − 1
16π2
ǫµνρσFµν(y)Fρσ(y) .
(18)
We will now show how Berry’s phase arises from tak-
ing a non-relativistic and adiabatic limit of the real
part of the effective action WR. Our starting point
[64] is the world-line Lagrangian in Eq.(12) continued
to Minkowskian metric (g = diag[−,+,+,+]). We pro-
ceed by introducing Lagrange multipliers in Eq.(12) to
i) impose the mass-shell constraint and ii) to project
out unphysical spin degrees of freedom for both mass-
less and massive point particles. After imposing all con-
straints, and eliminating thereby unphysical degrees of
freedom [65], the Lagrangian can be written as S =∫ T
0
dτL (setting τ = ct√1− v2/c2, with xµ = (ct, ~x),
defining z =
√−x˙2 and putting the auxilliary field
B = 0),
L = −mR c z
2
(
1 +
m2
m2R
)
+
i
2
(
ψψ˙ − ψ0ψ˙0
)
+
x˙µA
µ(x)
c
− iz
mR c
ψ0F0iψ
i − iz
2mR c
ψiFijψ
j , (19)
where m2R = m
2 + iψµFµνψ
ν/c2 is the effective mass for
the spinning world-line. The spin three-vector can be de-
fined as Si = − i2ǫijkψjψk, where ǫijk is the Levi-Civita
symbol. Likewise, the magnetic field Bi = 12ǫ
ijkF jk and
the electric field Ei = F 0i. The corresponding equa-
tions of motion are the covariant form of the Bargmann-
Michel-Telegdi equations [66] for spinning particles (and
likewise, Wong equations for colored particles [67]) [50–
54]. The last two terms in Eq.(19) are respectively,
−iψ0F0iψi = S · (pi ×E)
cπ0
; − i
2
ψiFijψ
j = S ·B . (20)
Here πµ ≡ pµ−Aµ, where pµ is the canonical momentum.
To take the non-relativistic limit, we expand the effective
mass as mR ≈ m (1+X) with X = −(S ·(pi×E)/[cπ0]+
S · B)/(2m2c2). Observing that X ∝ (v/c)2, where ~v
is the three-velocity of the spinning world-line, one can
expand Eq.(19) to obtain
LNR = −mc2 + 1
2
mv2 +
i
2
(
ψψ˙ − ψ0ψ˙0
)
−A0 + v
c
·A
+
S · ([v/c−A/(mc2)]×E)
mc
+
S ·B
m
+O
(
v3
c3
)
.
(21)
Compactly expressing the non-relativistic action as S =∫
dt
(
p · x˙+ i2ψ · ψ˙−H
)
, the corresponding Hamiltonian
is [68]
H ≡ mc2 +
(
p− Ac
)2
2m
+A0(x)
− S · (
[
v/c−A/(mc2)]×E)
2mc
− B · S
m
. (22)
Expressed in this form, the non-relativistic point particle
Hamiltonian is familiar [69]; the penultimate term is the
spin-orbit interaction energy from Thomas precession,
while the final term is the Larmor interaction energy.
In atomic physics their combined effect is of course to
reduce the Larmor energy by the famous “Thomas 1/2”.
In the following, we will show how the system de-
scribed by Eq.(22) contains, in an adiabatic approxima-
tion, a Berry phase; in this limit, it has the monopole
form postulated in [23–25, 27]. To recover the expres-
sions in [23, 24] we re-quantize the spin, by promoting
the spin (phase-space) variables ψ to the Hilbert space
operators ψi →
√
~
2σi ≡ ψˆi and Si → ~2σi ≡ Sˆk,
where σ are the Pauli matrices and hats indicate op-
erators. Further, to describe the finite phase space of
4Grasmannian variables ψ, we define the two dimensional
Hilbert space for a spin-1/2 particle at every point in
phase space (p,x) by the eigenstates |ψ±〉 = |ψ±(p)〉.
Defining n = p|p| ≡ (sin θ cosφ, sin θ sinφ, cos θ), one has
two choices
|ψ(1)+ (p)〉 =
N
2
(1 + n · σ)
(
1
0
)
=
(
cos θ2
eiφ sin θ2
)
(23)
|ψ(2)+ (p)〉 =
N
2
(1 + n · σ)
(
0
1
)
=
(
e−iφ cos θ2
sin θ2
)
, (24)
for the “spin up” + basis vectors (where N is a normal-
ization factor) and similarly for the “spin down” basis
vectors (see also [70]). The two choices of basis vectors
are not defined globally for all p with Eq.(23) (Eq.(24))
ill defined for the south (north) pole for θ = π (0). One
set can however be used for the northern hemisphere
and the other for the southern one, and are related as
|ψ(1)+ (p)〉 = eiφ|ψ(2)+ (p)〉 [70].
These basis states allow us to derive a path integral
formulation in the adiabatic limit of the theory defined by
Eq.(22). The transition amplitude for the Hamiltonian
operator corresponding to Eq.(22) from an initial state
|ψ+(pi)〉 at time ti to the state with momentum pf at
finite time tf is
T (pf ,pi,+) ≡ 〈pf , ψ+(pf )|e−iHˆ(tf−ti)|pi, ψ+(pi)〉 .
(25)
The construction of the path integral for this amplitude
requires insertions of complete sets of intermediate states
satisfying I =
∫
d3xk |xk〉〈xk| =
∫
d3pk |pk〉〈pk|, as
well as one for the two dimensional spin-Hilbert space:
I2 = |ψ+〉〈ψ+|+ |ψ−〉〈ψ−|. The adiabatic approximation
corresponds to B·S2m ≈ 0. Therefore in this limit we can
neglect the second term |ψ−〉〈ψ−|, thereby constraining
the dynamical spin degrees of freedom.
The transition matrix element can thus be written as
T (pf ,pi,+) =
∫ (N−1∏
k=1
d3pk
)(
N∏
l=1
d3xl
)
×
N∏
j=1
1
(2π)3
e−ixj ·(pj−pj−1)−iHj∆〈ψ+(pj)|ψ+(pj−1)〉 ,
(26)
where ∆ ≡ (tf − ti)/N and Hj is Eq.(22) evalu-
ated at (xj ,pj). Taylor expanding |ψ+(pj−1)〉 =
{1 + [pj − pj−1] ·∇p} |ψ+(pj)〉 + · · · , it is straightfor-
ward to show in the continuum limit that one obtains
Berry’s phase,
N∏
j=1
〈ψ+(pj)|ψ+(pj−1)〉 → exp
(
i
∫
dt p˙ ·A(p)
)
. (27)
whereA(p) ≡ −i〈ψ+(p)|∇p|ψ+(p)〉 is the Berry connec-
tion. The final expression for the path integral is
T (pf ,pi,+) =
∫
DxDp exp
(
i
∫
dt
[
x˙ · p− H˜
])
,
(28)
with H˜ = mc2 + (p−A/c)
2
2m +A
0(x) − p˙ ·A(p).
Eq.(28) is closely related to a similar formulation in
[23–25, 27].
We note a few crucial points in our derivation and in-
terpretation for systems where the chemical potential is
much smaller than the rest mass. Firstly, as we showed,
the structure of Berry’s phase is restricted to the non-
relativistic adiabatic limit where the Larmor interaction
energy is much smaller than the rest energy. It is ill-
defined in the massless case albeit the spin basis vectors
in Eq.(23) look similar to Weyl spinors. An exception
holds for massless systems with a large chemical poten-
tial; the latter in that case takes over the role of the
mass [61]. Our derivation further makes it clear that the
topological structure of Berry’s phase [71] is distinct from
that of the chiral anomaly. The former arises from real
part of the QED/QCD effective action while the latter
can be traced to its relative phase [72].
Since the CME dynamics in heavy-ion collisions is rel-
ativistic, and far from adiabatic, kinetic theory construc-
tions that explicitly incorporate the Berry phase along
the lines of Eq.(28) are insufficient for this case [73]. Our
world-line expressions in Eq.(13) for the vector current,
and for the axial vector current 〈j5µ(y)〉 ≡ 〈 iδWIδBµ(y) 〉
∣∣∣
B=0
in Eq.(18) are key ingredients in a real-time many-body
world-line kinetic theory. While Berry’s phase is not rel-
evant, the effects of the axial anomaly are transparently
introduced through j5µ(y).
The real-time formulation [74] of a pseudo-classical
kinetic theory from a world-line action was worked
out for spinless colored particles in [44]; the non-
Abelian Boltzmann-Langevin Bo¨deker kinetic theory of
hot QCD [75, 76] including both noise and collision terms
is recovered. In a follow-up work, the formalism devel-
oped here will be worked out along similar lines to derive
the analogous “anomalous” Bo¨deker theory [77–79]. As
alluded to previously, these can then be matched to re-
sults from classical-statistical simulations at early times
and to anomalous hydrodynamics at late times.
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