Abstract-Extract, transform and load (ETL) is a critical process used by industrial organisations to shift data from one database to another, such as from an operational system to a data warehouse. With the increasing amount of data stored by industrial organisations, some ETL processes can take in excess of 12 hours to complete; this can leave decision makers stranded while they wait for the data needed to support their decisions. After designing the ETL processes, inevitably data requirements can change, and much of the data that goes through the ETL process may not ever be used or needed. This paper therefore proposes a framework for dynamically detecting and predicting unnecessary data and preventing it from slowing down ETL processes -either by removing it entirely or deprioritizing it. Other advantages of the framework include being able to prioritise data cleansing tasks and determining what data should be processed first and placed into fast access memory. We show existing example algorithms that can be used for each component of the framework, and present some initial testing results as part of our research to determine whether the framework can help to reduce ETL time.
INTRODUCTION
Data warehouses are currently a critical infrastructure used to underpin the operational, reporting and data analytics capabilities of many leading industrial organisations. In order to populate data warehouses, data goes through a process known as extract, transform and load (ETL). ETL extracts data from various source systems, transforms it as required, and loads it into the data warehouse, or any "target" system. One example use of ETL is to integrate data throughout the supply chain, see for example, [1] . Another example ETL process could be the transfer of a batch of engineering parts, which have been requested by engineers in one system, to the procurement system that is used to select suppliers for the orders of the parts. These orders may then also be transferred by ETL into the order release system, ready to send to the suppliers. Moreover, for reporting, these orders may be sent via ETL to a data warehouse that is used by managers to, for example, scrutinise various orders over the last month.
However, the problem is that ETL is a time-consuming and expensive process, which can leave decision makers in industrial organisations waiting for the critical data they need to make decisions and carry out their operations. In the previous example, if an ETL process does not transfer the required orders to the order release system in time, then the end result could be that there are delays while the assembly line waits for the parts to be available. Moreover, this could cost the business further, if the price for the parts increases in the time it takes to release the orders.
The standard approach is to design the data warehouse and ETL procedures so that they only transfer the necessary data [2] . However, data requirements can change over time, rendering the initial ETL designs obsolete. To avoid the problem of not having transferred the data they need, we observed that industrial organisations often deliberately ETL more data than the initial requirements dictate; the advantage is that the ETL process does not need to be changed every time a decision maker requests new data, which is a problem for companies, because the ETL code can be very difficult to change especially when external consultants were the developers, and managing the ETL code is a research area in itself [3] . The effect of this, however, is that ETL processes can take a long time to complete the data transfer. Although this is still a problem, many organisations prefer to make the whole set of data available to the decision makers, at the expense of the time taken for the ETL process to complete and the risk of receiving data too late.
We therefore investigated the problem of determining whether it is possible to have the necessary data available to decision-makers on-time, while ensuring that they can access all the data they need. In this paper we introduce a framework that can detect unnecessary or low priority data and either prevent it from being transferred into a data warehouse -or arrange for it to be transferred in a lower priority second phase of the ETL process -so that decision makers have only the necessary data, and no unnecessary data has slowed down the ETL process. The framework detects unnecessary data in systems dynamically (i.e. continually and as the systems is used), rather than statically at design time or redesign time. This paper presents our research-in-progress towards developing and evaluating this framework. In this paper, we introduce the framework and various algorithms that can be applied to each part of the framework, thereby showing that it is realisable. Using an industrial example, we also show some initial results that illustrate that it is possible to detect unnecessary data and infer what new data is likely to be unnecessary before it is extracted, transformed and loaded into other systems.
We argue that our approach improves on the current practice of designing ETL procedures that either ETL all data (and slow the ETL) or choose the relevant subset of data to ETL (that force the ETL procedures to be updated if requirements change). With our approach the aim is that industrial organisations can continue to develop ETL processes that include all data, so all data is potentially available to the decision maker, without incurring increased ETL execution time.
Reducing unnecessary data in systems has additional benefits besides reducing ETL time and ensuring that decisionmakers receive data on-time: such as, reducing unnecessary data storage costs, and research from Gartner argues that companies are spending 20% more than necessary by backing up superfluous data [4] . Moreover, with only the necessary data, any data cleansing tasks will be focussed on correcting only the most important data. This paper first describes the relevant definitions and assumptions for the research in section two before reporting the related work that comes closest to identifying unnecessary data and reducing ETL time in section three. Sections four and five describe our framework and some initial testing results of an implementation of the framework using fictitious data based on an industrial example. Finally, we describe the conclusions of our paper.
II. DEFINITIONS AND ASSUMPTIONS
We define unnecessary data as data that is not needed by the users of an information system for any of their tasks/decisions. To make this concrete, for this paper we consider any database field and/or record that does not affect the result of a user's query (e.g. SQL query) to be unnecessary for that user. This extends to: any field and/or record that does not affect any user queries (for all users and all queries) is unnecessary. Note that a record may not affect a query due to errors in the record's values, and we discuss this later in the paper.
An important assumption for this work concerns the use of data warehouses (or the target system): we assume that the target system has a static set of queries that do not change (i.e. are not ad hoc queries). This is the case for reporting systems that issue the same queries to the data over time, and only the underlying data changes rather than the queries. Real examples of this are when engineering parts orders are transferred to a reporting system and the manager always views a report of the most expensive parts ordered over the last month.
III. RELATED WORK
The area of information overload is related to this work as it aims to reduce the amount of information the decision maker is exposed to [5] . Suggestions in this area include using publish and subscribe ("push" technologies) to reduce unnecessary data by allowing users to choose what data they subscribe to. Our approach builds on this work by looking at the problem at a finer level of granularity, in particular, at the actual records of data and whether these are relevant or not.
Record linkage merge/purge solutions [6] could also be seen as ways of removing unnecessary data. However, it is not only duplicate records that can be unnecessary, and therefore our approach extends the scope of this work.
Incremental loading [7] is one technique that could also reduce the time it takes to ETL data. Our framework can be used to support incremental load techniques for data warehouses, because it reports, for each item of data, how many reports will need the data. Incremental load techniques predict when data needs to be transferred and our technique predicts what data needs to be transferred.
Other approaches that attempt to reduce the time to ETL data are related to the management of the ETL code [3] . These attempt to make it easy to edit and maintain the ETL procedures; therefore, they also make it easier to modify the ETL to remove the unnecessary data transmitted each time new data requirements appear.
IV. A FRAMEWORK FOR DETECTING AND REMOVING UNNECESSARY DATA
The proposed approach to detecting and predicting unnecessary data consists of six stages: Detect, Trace, Document, Model, Predict and Apply (as shown in Figure 1 ). Each of these stages is described in the following subsections.
A. Detect
Using the current set of data in the target system and the queries that are applied to the data, the first stage detects which fields and records are necessary. To detect unnecessary records, data lineage methods [8] can be used for this stage if we consider that data is unnecessary if the user never sees the data as part of their view of the system. For example, the user may run three queries against the data and see a view (the query result) for each query. Any data that does not contribute to all views is considered unnecessary, and lineage methods are designed to detect these "contributing" records. Another method to detect what records contribute to a query result is to use a sensitivity analysis: in testing our approach, we implemented a sensitivity analysis for this stage that iteratively removed individual records from the target and tested to see if the query result was affected in any way. removed, and the result was unaffected, the considered to be unnecessary. Any record tha for all queries on the target was considered for the user. Note that to detect different "wit individually a record does not affect the re with other records it does, it is possible to sensitivity analysis (n > 1) to detect each ca analysis was implemented because it is a develop. However, in practice, the lineage m likely to be appropriate in most operational e that although an n-order sensitivity analysis i the advantage that it does not need an SQL (which many of the lineage methods require is possible to observe the result and chan sensitivity analysis can detect unnecessary da is therefore suitable for systems that employ and application specific queries or filteri mining programs that filter the records via SQL queries.
Detecting fields is considerably easier bec to check for the presence of the name of the f Any field that was not present in all queries i unnecessary for the user. Note that no data n the target system to detect unnecessary field queries is needed.
B. Trace
The trace step involves finding the re records in the source that were extracted, loaded to the target system. ETL transform name of a field; for example, "name" in th converted to "surname" in the target, an involves discovering the name of the rele source. Note that, depending on the transfo might contribute both to a necessary field an field in the target. So the requirement is t fields in the source contribute only to the unn the target.
Similarly, the records in the target will h from records in the source. Cui and Widom different ways in which target records can source records, which equate to the follow many-to-one, and many-to-many. The trace discovering which records in the source only necessary records in the target.
Note that determining the field mapping have to be done dynamically if the fields in same; it can be defined by the user once a mapping document. The trace stage can document to map the target field names names. Tracing the relevant records is, complicated and needs to be done dynami records in most systems change daily. Cui a part of their lineage research also developed the lineage of records that have been th transform such as an ETL transform, an methods can be used to determine the unnecessary records. In our initial test imple . If a record was en this record was at was unnecessary to be unnecessary tnesses" [8] 
C. Document
From the results of the unnecessary fields and records if there is more than one) sho implementation, we simply doc a text file and append an extra indicates whether the record operational system, appending therefore storing the identitie externally is an alternative appr 
D. Model
The model stage uses the do records (note: the unnecessary classification model that can b source records are likely to be u implementation, we used a data to build this model. The trainin records in the source system label (necessary/unnecessary) a
E. Predict
When new records are adde its daily operation (such a transactions, new customers, n from the previous stage can be records are likely to be unnece ms, and hence do not implement as future work. detect and tracing stages, the in the source (and each source, ould be documented. In our test cument the unnecessary fields in a field to the source system that is unnecessary or not. In an fields may not be possible and es of the unnecessary records roach.
tect and predict unnecessary data ocumentation of the unnecessary fields are not needed) to build a be used to predict which other unnecessary in the target. In our a mining classification algorithm ng set for the model is the set of with the relevant classification appended to each record.
ed to the source system as part of as, new orders, point-of-sale new suppliers etc.), the model e used to determine which new essary in the target system. The input to the model is the set of new records in the source system and the classification model should output the predicted label for each record (i.e. whether it is necessary/unnecessary).
F. Apply
Once the unnecessary records have been predicted and the unnecessary fields have been documented, it is possible to apply some countermeasure to mitigate the effects of the unnecessary data. Such countermeasures include preventing the data from being extracted, transformed and loaded into the target system (for example, by pointing the ETL to a view of the source that excludes the unnecessary records and fields), or prioritising the necessary data in the ETL process over the unnecessary data etc.
V. INITIAL TESTING OF THE FRAMEWORK USING AN INDUSTRIAL SCENARIO
So far, the Detect, Document, Model and Predict stages of the framework have been implemented. This is convenient because it is possible to determine which data is unnecessary and predict which new data is unnecessary without the complexity of dealing with ETL transformations. Using a real industrial case example from a large manufacturing organisation as a start point, we generated fictitious data that could be used to test our framework. We worked with professionals of the organisation to ensure that the data and the queries used are relevant and realistic to a real-world scenario.
A. Experimental Setup
We tested the Detect, Document, Model and Predict stages on an automatically generated dataset that contains "goods received" data, which is a list of parts delivered to an organisation (see the table in Figure 2 , note that the "contributes" field has been generated by the Detect stage and is not part of the original dataset). We used random number generators to generate the unitSize, noOfUnits (quantity) and unitCost fields. The list of part numbers and part descriptions were obtained from a publically available online catalogue of light-aircraft parts, and itemIndex is the unique identifier for each delivered part. The deliveryNo field indicates when the parts were delivered (for instance, deliveryNo "1" was the first delivery, and deliveryNo "2" was the second delivery etc.). Note that in the case of record 4, it has a zero noOfUnits, which indicates that it was expected to be delivered in deliveryNo 1, but was actually delivered in deliveryNo 2.
This dataset (containing 86 records) was partitioned into two equal parts, where the second partition acted as the "new" data that is in the source system, but has yet to be extracted, transformed and loaded into the target. The following two queries, that represent two typical reports that a user of the system would want to observe each day, were issued to the first partition.
1. SELECT partNo, sum(unitCost*noOfUnits) as total FROM 
B. Results For the Industrial Scenario
After these queries were issued, the first partition has therefore been "used" and the Detection stage can be applied to detect unnecessary data for these two queries. Figure 2 shows a screenshot of an application that implements the sensitivity analysis algorithm. It has appended the "contributes" field to the dataset; this column indicates the number of query results each record contributes to. It shows that record 4 is unnecessary. Intuitively, this is the case because the noOfUnits is zero and hence it will not affect query 1 and its unitCost is less than 25, so it will not feature in the results for query 2. Record 1 features in both query results (hence the "2" in the contributes field), and record 7 features in the results for query 2 only (hence the "1" in the contributes field). The unused fields (attributes) are also listed at the bottom of the application in Figure 2 after having checked for the presence of each field in the two queries issued to the dataset. In order to develop the model for predicting what data in the second partition is useful, the table shown in Figure 2 (only 13 records are shown in this table because of space limitations) was used as a training set to build a data mining classification model (with the "contributes" field being the classification label). RapidMiner (http://rapidminer.com/) version 5.2.008 was used to build this model using a decision tree that operates in a similar manner to the C4.5 algorithm [10] . The resulting decision tree is shown in Figure 3 . Note that the first query does not fetch records with a noOfUnits equal to 0, and the second query only fetches records with a unit cost greater than 25. The decision tree has only been trained on a small sample of data (43 records), and so one can expect that the thresholds used to predict the "contributes" values will converge on the correct thresholds as more data is used to build the model. However, for this sample of data, the prediction is incorrect, for records where the noOfUnits is "1" or the unitCost is between 25 and 28.5 exclusive. In our second dataset partition (i.e. the new data), this amounted to two prediction errors in 45 records. Table I shows a sample of the results where the second circuit breaker and the "OH switch" records do form part of the query answer for both queries, but the prediction incorrectly states that they are only needed for one query.
VI. CONCLUSION
Predicting what data is unnecessary for industrial organisations is becoming increasingly critical with the increase in the amount of data companies must sift through. We presented a framework to reduce this burden and help to optimise ETL data processing tasks by focussing them only on the necessary data. Our framework has numerous potential benefits including: being able to reduce ETL processing time and therefore get data to decision makers faster, and reducing the need to store unnecessary data and therefore the costs of memory and speed of queries. In addition to improving the ETL process, our framework can give an indication of data that users do not know exists. For example, a data quality problem could be causing a record to not appear in the query results, and the users will therefore never know about this data until the data quality problem is corrected. Hence, our approach provides a way to target data quality improvement initiatives as well as discover data that could be useful but is never being seen. It could also give an indication of how much information an organization gains from a particular dataset.
