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Abstract. Let S be a set of linear inequalities that determine a bounded polyhedron P. The 
closure of S is the smallest set of inequalities that contains S and is closed under two opera- 
tions: (i) taking linear combinations of inequalities, (ii) replacing an inequality C uixi 5 a~, 
wRere uI, a2, . . . . an are integers, by the inequality Cajxj <_ a with o 2 [a~]. Obviously, if in- 
tegersxl, x2, . . . . xn satisfy all the inequalities in S, then they satisfy also all inequalities in the 
closure of S. Conversely, let Zcixi < CO hold for al’1 choices of integers x1, x2, . . . . X8$ that sat- 
isfy all the inequalitities in S. Then we prove that ‘ccixi _ < CO belongs to the closure of S. To each 
integer linear programming problem, we assign a nonnegative integer, called its rank. (The rank 
is the minimum number of iterations of the operation (ii) that are required in order to eliminate 
the integrality constraint.) We prove that there is no upper bound on the rank of problems 
arising from the search for largest independent sets in graphs. 
1. Characterizations and good characterizations 
Let us examine the formal structure uf the followhg theorems. 
Theorem 1 .l (Tutte [ 171). Let G be a (finite undirected) graph. Then! 
the two following conditions are equivalent. 
(i) G has a perjimt matching (that is, a set oj’pairwise disjoint edges 
that cover all-the ve,rtices of G), 
(ii) if an arbitrary set S of vertices is deleted from 6, then the number 
k,(G\S) of odd component5 (that is, components having an odd ~sum- 
ber of vertices each) of the re!;ulting graph G\S does not exceed ISI. 
Theorem 1.2 (Gallai [ 1 ] ). Let G be a Cfinite undirected) graph. Then 
the two following conditions are equivalent: 
(i) G is k-colorabl’e, 
(ii) fhe edges of G can be directed in such a W./Y that the resulting 
* Original version received 9 May 1972. 
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directed graph contairrs no (simple directed) path having k edges. 
Both cf these theorems, asserting the equivalence of (i) and (ii), are 
characterizations. Yet there is a considerisble formal difference between 
the two. Theorem 1 ., 1 gives necessary and sufficient conditions for ?he 
existence of a certai:n structure (perfect matching in G) in terms of the 
absence of another structure (a set S with ko(G\S) > PI). On the other 
hand, Theorem 1.2 gives necessary and sufficient conditions for the ex- 
istence of a certain structure (k-coloring of G) m terms of the existence 
of another structure (the directions of the edges of G). Another aspect 
of this difference can be ihuminated as follows.. It is easy to convince 
one’s supervisor that G has a perfect matching. To do this, one only 
has to exhibit the mar:ching. (The question of the difficulty of finding 
the matching is irrelevant fc;* our diccussion.) It is equally easy (with 
the help of Theorem 1.1) to convince the supervisor that G has no per- 
fect matching- one has to exhibit a set S with k,(C\S) > 1SI. On tl~ 
other hand, while it is easy to convice the supervisor that G has a k- 
coloring, Theorem 1.2 gives no easy way of showing that G has no k- 
coloring. 
Apparently Edmonds 161 has been the first to turn attention to this 
feature of characterizations; heintroduced the term “good characteri- 
zations” for the th.eorems of the first t:fpe. Hence Tutte’s theorem is 
a go03 characterizaiion while Gallai’$, theorem is not. Needless to say, 
the words “good characterization” form a nonseparable entity with- 
out any reference to the emotional charge of the adjective “good”. The 
statement “Gallai’s theorem is not a good characterization” asserts 
nothing whatsoever about the quality and depth of the theorem. 
In our further considerations, the duality theorem of linear program- 
ming will play an important role. It expresses the maximum of a linear 
form Z CiXi subject to a set of constraints (primal problem) as a min- 
imum of another form ZQJ~ subject o other constraints (dual probl- 
em). Hence to show that a feasible primal solution (x1 , x2, . . . , x, ) is 
optimal, one only has to exhibit a feasible dual solution 01 1 , y2, . . . , ym ) 
with X c~xX~ = 2biyi. In a way, the duality theorem of linear program- 
ming is a prototype of a good characterization. 
Our last sentence ‘has more into it than meets the eye. Actually, Ed- 
monds [ ‘71 has shlown how to relate Theorem 1.1 to the duality theorem 
$2. Edmonds poly topes 307 
and made it clear that his approach can be adopted in many different 
settings. It is the purpose of this paper to study various questions re- 
lated to Edmonds’ technique. 
2. Edmonds polytopes 
Let G be a graph with vertices ~1, u2, . . . . u, and edges e1 , e2, . . . . P, ; 
for each i = 1,2, . . . . PPZ we set S(i) = (i: ui is an endpoint of ei ) . The 
problem of finding a perfect matching in G can be formulated as the 
following integer linear programming problem: Maximize 
(2.1) 5 Xi 
i= 1 
subject to the constraints 
(2.2) Xi >_ 0 
_- 
---- /---- 
(i = 1, 2, . . . . n), I 
(2.3) C Xi 5 1 
iE S(f) 
(j = 1,2, . . . . m), 
(2.4) Xi = integer (i = 1, 2, . . . . n). 
Obviously, every characteristic vector (..x~, x2, . . . , xrI ) of a set of pairwise 
disjoint edges satisfies (2.2)-(2.4). Vice versa, every vector (x 1 , x2, . . . , xn) 
that satisfies (2.2)-(2.4) turns out to be a characteristic vector of a set 
of pairwise disjoint edges of G. Hence G has a perfect matching if and 
only if the maximum of (2.1) subject to (2.2)-(2.4) equals km. 
Because of the integrality constraint (2.4), we cannot express the 
maximum of (2.1) in terms of the minimum of a dual problem. Besides, 
if (2.4) is dropped then the maximum of (2.1) can increase. For instance, 
if G is a triangle then x1 = x2 = _-x~ == $ satisfies (2.2) (2.3) and yields 
Z Xi =$. However, the maximum of (2.1) subject to (2.2)-(2.4) equals 
one in this case. Nevertheless, there is a standard way of getting around 
the inequality constraint. One can think of the poly tope P (in the IZ- 
dimensional Euclidean space) determined by (2.2) (2.3). The set F of 
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lattice points inside P is finite and its convex hull E(P) is another poly- 
tape. PA moment’s reflection shows that the maximum of (2.1) over F 
equals the max.imum of (2.1) over E(P). Indeed, 4;‘ is a subset of E(p) 
~9.. the extremusn points of E(P) come from F. More generally, for 
any gdytope P and any linear form C CiXi, the problem of maxim- 
izing 2 ci Xi over the lattice points inside P reduces into the problem 
of maximizing Z C,iXi over E(P). The latter is an ordinary (noninteger) 
linear programming problem that offers the advantage of using the 
dluality theorem as long as the list of facets of E(P) is known. 
In general, itseems t:xtremely difficult to determine all facets of 
E&F’) from those SW However, in the above case - Ivhen P is de- 
fined by (2.2), (2.3) - the list of facets of E(P) is available. Indeed, 
Eldmonds [ 71 proved that all the inequalities that determine E(P) are 
(2.2), (2.3), and 
Here S runs through1 ah sets of 2k+l vertices (k arbitrary) and each 
edge is interpreted as a two-point set. Now, the maximum of (2.1) sub- 
ject to (2.2)-(2.4) equ.& the maximum of (2.1) subject o (2.2), (2.3), 
(2’S), which is, in turn, equal to the minimum of the corresponding 
dual program. Therefoire Edmonds’ theorem (combined with the duality 
theorem) yields instantly a good characterization of graphs without a 
perfect mat&G-rg as follows. A graph C has no perfect matching if and 
only if then: are nonnegative real numbers al, a2, . . . , a, and b(S), 
where !C ranges through all odd-cardinality sets of vertices, such that 
for each edge e w:ith endpoints ui, uk the ineq,uality 
aj “+ ak + c;; b(S) 2 1 
ecS 
is satisfied and 
m 
7-7 
>A Qi + 
i=l 
F $(W-‘I) b(S)< sm. 
Besides, Edmonds [ 81 proved that the ai and b(S) can be chosen to 
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be zero or one. Under this added assumption, the above characteriza- 
tion reduces into Tutte’s theorem. Of course, Edmonds theorem is 
more general; it provides a max-min formula for any weighte#d match- 
ing problem. Edmonds also generalized these results to the case of 
optimurn-weighted degree-constrained subgraphs of a given graph (see 
[ 71, Section VIII and also [9] ). Since these are the only cases when 
E(P) is azproper subset of P but the description of the facets of E(P) is 
known, ‘we call E(P) the Edmonds polytope of P. 
We have seen that the knowledge of the facets of E(P) yields im- 
mediately a max-min formula for the corresponding integer linear pro- 
gramming problem. Next, we will study the relations between the facets 
of E(P) and those of P. 
3. The main theorem 
It is easy to see how (2.3) and (2.4) imply (2.5). Indeed,, let S be any 
set of 2k+l vertices of G. Summing the inequalities (2.3) for all j with 
uj E S we obtain 
2,Fs Xi52k+1’ 
i 
or 
C XiLk+k. 
PiC S 
By (2.4), the left-hand side of the last inequality is an integer and so 
(2.5) follows. This observation leads us to the definition of a closure 
of a set S of linear inequalities. We shall say that an inequality 
Z ajxj < b belongs to the el’ementary cibsure of S if there are inequalit- 
ies 
(i = 1, 2, . . . . m) 
in S and positive real numbers X, , h, , . r,, X, such that 
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ex iCZij = aj = integer o= 1,2 ,..., n), 
i=l 
(here [.K] denotes the integer part of x). The set of all inequalities be- 
longing to the elementary closur:: of S will be denoted by e1 (S); for 
any integer k > 1 we define ek(S) recmsively by ek(S) = e(S u ekwl (S)). 
Finally, we set 
c(S) = jl cjk(s); = 
the set C(S) will be called the closvfe of S. Evidently, all vectors (x1, 
X2 , . . . , A::, ) satisfying al 1 the inL;rualities in S plus the integrality con- 
straint 
Xi = integer (i = 1, 2, . . . . 12) 
satisfy also all the inequalities in c(S), A conmrse is given by our next 
resu!t. 
Theorem 3.1. Let the inequalities 
(3.1) (i = Ii, 2, . . . . m) 
(where aijv bi are real numbers) determine 2 hbounded polyhedron in 
?he n-dimensional Euclidean .6 trace. Let co, cl , . ,. , c, be integers such 
that 
holds for any choice of integers x1 , x2, . . . , x, satisfying (3.1). Then (3.2) 
belongs to the closure of (3.1). 
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In the proof, we will use the following auxiliary result. 
Lemma 3.2. Let (3.1) and (3.2) be as in Theorem 3.1; let c be an a’n- 
teger SM,.% that C cj Xj < c + 1 fur every choice of reals x1, x2, . . . . A-,, 
satisfying (3.1 j. Then the inequalit)) lZ cj Xj 5 c belongs to the closure 
of (3.1). 
Proof. Let C* be the maximum of Z Cj Xj subject to the constraints 
(3.1). By one of the versions of the duality theorem (see [ 13, Theorem 
8.3.1]), there are nonnegative reals h, , A,, . . . . A,, such that ZZ hiaij = 
Cj 0' = 1,2, . . . . mj and Z Xi bi = c *. Since c*< c+ 1, we have [c”] 5 c 
and the conclusion follows. 
Proof of Theorem 3.1. Let C* be the maximum of Z Ci Xi subject to 
(3.1); set c =: [C *] . By Lemma 3.2, the inequality E ci Xi 5 c belongs 
to the closure of (3.1). If c <_ co, ~ then we are done. Next, we will as- 
sume c > co and prove that the inequality C c,. Xi 5 c - 1 beiongs toI 
the closure of (3.1). R.epeating this process c--co times, we arrive at 
* the desired conclusion. 
Since (3.1) determines a bounded polyhedron, there is an integer 
M with iXil <_ M whenever (3.1) is satisfied. By Lemma 3.2, the inequal- 
ities 
-Xi <_ M (I’ = 1 , 2, . ..) n), 
Xi <M (,: = 1 , 2, . ..! nj 
belong to the closure of (3.1). Given a vector (sI , s2, . ..? sk 1); where 
OLk<nandsiE {-M,-M+l,. .,M} , we construct a linear form 
. 
(in the Xi's) L, (sl 9 s2, . . , sk) alhid a number R(sl , 5, . . . , Sk) recursiv- 
ely as follows. Firstly, for the zero-length vector 0, we set 
L(@) = C Ci Xi, I?(@) ‘= C-1. 
Secondly, we set 
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L(q, “2, ..“, Sk) = (.d4+1++)L(s,, $2, . . . . Sk-1 )-xk , 
R&e x2, ..s, Sk)=(JW~l+Sk)R(Sl,s’,,...,Sk_l)+M. 
4. 
It follows direct]:{ from the (Ilefinition that 
L(Q) S%, . . . . Sk) = L($$, . . . . sk_&+L(sI, 9, . . . . Sk-f), 
R(s,, s29 . . . . Sk) =6:($+ . ., Sk-l )-l-R&, 82, . . . . Sk-l) 
whenever Sk > -M. ‘Now, it is easy to establish (by induction on k) 
that 
us,.sp -*,Sk)’ E C$‘i+s ,C, L(Sg,S2, saspSi-l)- C X. 
(3.3) 
i - Si’_&f I’ 
R(s,. s2, s.., sk)=(“w~)+s ,C, R(s, 3 82, em., si-I)+ C M. 
i - Si' -M 
Our next observation is essential for the proof. 
Claim Let (s, , s2, . . , Sk ) be any vector with 0 <_ k <_ n and 
Si E (-M, -M+l) . . ..Mj- . If 
mps, r--e,Si-l)=‘R(S]tS~, . ..pSi--l) (Si # -M) , 
(3.4) -Xi =: M (si = -M) , 
c CiXi =’ Cy 
then Xi = Si fOP all i = 1,2, . . . . k. 
Proof of the ClaW We proceed by inductior:. on k. The Claim is trivial- 
ly true for k = 0. By the induction assumption, the Claim holds for the 
vector (sl, s2 , . . . . Sk-1 ) and so tie equatiorns {3& with i # k imply 
xi = Si for all i = 1,2, . . . . k-l. Ifs, = -M KIWI WC are done. If 
Sk f -,v then we argue as fo!!lows. The equations (3.3) and (3.4) imply 
that 
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By definition, we have 
L(q ,s2, -a-, sk--l)=:(M+sA)L(sl, Y~,...,s~_~)-x~ , 
WI, s21 a.., Sk -lj=+"+S,)R(S,,S2 . . ..S&+M. 
Using the last three equations and (3.4) with i = k we deduce Xk = sk 
which is the desired result. Thus the Claim is proved. 
Now, we are ready for the final coup de grace. Inductively, we shall 
sweep through the entire set of inequalities 
(3.5) L(sr, s2, *.*, Sk)<--R(s,.+..Jk) 
in a specified order, and prove that each of these belongs to the closure 
of (3.1). (In particular, the inequality L(g) 5 R(g)--which comes last 
in our ordering - is the one we want.) The linear order is a lexicographic 
one with each blank - corresponding to sk+l, ski2, . . . , s, - interpreted 
as M+l . More precisely, we say that (3.5) precedes the meyuali It)* 
L(t,, !2> . ..) t,) L WI 9 t2, . . . . t,) if and only if either si < Q or 1~ +II = j 
<_ k, where 1 is the largest subscript with si = + for all i <. j. 
Case 1. k = n. (This case includes the very first inequality in our set, 
one with s1 = s2 = . . . = s, = -M.) By the induction assumption, all the 
inequalities 
(3.6) Usr 9 s2, .*., Si-1) 5 R(s~ 9 ~2, . . . . si-1) (Si f --At) 
belong to the closure of (3.1). Moreover, the inequalities 
(3.7) -Xi <_ A4 (“i =-M), 
(3.8) CciXi <_ C 
belong to the closure of (3.1). Summing up (3.6)--(3.81 and using (3.3) 
we arrive at the inequality 6 
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This inequality holds for every choice of reals x1, x2, . . ., x, that obey 
(3.6)-(3.8). Besides, our Claim implies that equality in (3.9) can occur 
only if xi = si (i = 1,2, . ., n) and Z CiXi = C. However, these n + 1 equa- 
tions are inconsistent with at least one of the constraints (3 1) - other- 
wise the assumption of Thleorem 3.1 is violated. Therefore 
L(q, s2, se-, s,)<: R(sl,s2,...,sn)+ ‘I 
holds for any choice of reals x1, x2, . . . . x, sati:ifying (3.1), (3.6)-(3.8). 
By Eemmd 3.2, the inequality 
(3.10) L(s,, 9, --*, Se) 5 R(s,, zi29 -e-B Sn) 
belong to the closure of (3.1), (3.6)-(3.8). 14s (3.6)-(3.8) belong to the 
closure of (3.1) themselves, we conclude that (3.10) belongs to the clo- * 
su.re of (3.1). 
Case 2. k < n. By the induction assumption, the inequahty 
L(s,, sp . . . . sk,M)<R(s1,s2 ,..., sk,J!) 
belongs to the closure of (3.1). This inequal:ity san be written as 
W+l) L(sr 9 9, .a*, sk)--xk <_ (2M+l)!?(s1, s2, . . . . sk) +M. 
Besides, the inequahty xk 3 ( M belongs to tl:rz closure of (3.1). Adding 
the last two inequalities and dividing by 2M -+ I we obtain 
t 
kl;.i, ) s2, . . . . Sk) 5 R(sl, s2, . . . . Sk) t 2%!/(2ibf +1). 
Therefore 
.~(s,.s2....,sk)<~R(sl,s2 ,... ,sk) 
belongs to the closure of (3.1). 
Now, we have pr*oved th.at all the inequaiities (3.59, including 
Z: CiXi <_ c - 1, belong to the closure of (3.1 1. Relpeating this argument 
c-cc times (as mentioned above) WT prove that ((3.2) belongs to the 
closure of (3.1) and finish thus the proof oi Theorem 3.1. 
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One more remarlk. It is easy to see that the Edmonds polytope 
of P can be described by inequalities 
n 
C a$xj 5 bi* 
j=l 
(i == 1, 2, . . . . m*) 
where all the a$ ‘s and b: ‘s are integers. Hence ‘Fheorem 3.1 can be 
restated as follows. 
Corollary 3.3. If (3.1) defines a bounded po/y&~dron P then the c.!osure 
of (3.1) determines E(P). 
4. The Boolean case and branch-and-bouitlrd llmefhod 
Among the integer linear programming problems, those with tlrle 
constraints 
xi k= 0 or 1 I[r =: 1, 2, ..,, n) 
are particularly important. The problems1 arising from colmbiriato,*ial 
considerations have nearly always this form; the xl’s usually repn sent 
the characteristic vector of a set satisfying specilfied conditions. 111 this 
section, we turn our attention to tthese pl-oblens. ‘We shall considl;r 
polyhedra defined by inequalities 
O<Xi<l - 
(4.1) n . 
C aijxj <_ bi 
j=l 
(i := 1,2, . . . . n) , 
(i t= 1,2, . . . . ~2) 
and present an alternative proof of Theozm 3.1 within this mestr icted 
class. The proof may be found to be mor e direct a.nd transpa renl than 
the one given above; besides, t is related in an amusing way 1 o tI.e 
branch and bound method. AS in the pre~xding; section, we olaly have 
to prove the following statement, 
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Let “1) 9, . . . . c, anA c be integers uch that: 
(i) the inequality Z: CiXi _: 4 c belongs to the closure of (4.1), 
(ii) there are n0 integers x1, x2, . . , xn satisfying (4. I ) and X cI: xI = c. 
Then the inequality Z: Ci Xi < C- 1 belongs to the closure Of (4.1). 
Actually, we are going to prove that all the inequalities 
(4.2) &x+cx I 1 i i 
-= . 
ran i- ‘E Xi(C-1 + IAl, 
itf B 
where A. B are disjoint subsets of { 1,2, .,., n) 9 belong to the closure of 
(4.1). The proof goes by backward induction on IA I$- IBl ; the inequal- 
ity (4.2) with A = B = (9 is the one we want. The induction step is easy. 
If IAl + @I < n then there is a subscript k $ A U B ;ind, by the induc- 
tion assumption, both inequalities 
xk+ C~ixi+C~i-rjXi<_c-1+lA41+1~ 
A A!? 
‘-Xk * Z:CjXi + &Xj- 7 
A 
CXi<C4 +I& 
B 
belong to the closure* of (4.1). Adding them and dividing by two we 
obtain 
and conclude that (4.2) belongs to the closure of (4.1). It remains to 
verify that all the inequalities (4.2) Gth IAl I f IBI = n belong to the 
closure of (4.1). Mere, we distirguish two cases. 
Cbse 1. :C jEA njj 5 bi for all i’ = 1,2, . . . . IT:. In this case, we have 
for otherwise (ii) is violated by 
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L 1 i-I, Xi = 0 iE 8’. 
Se,r ting M = max ICi 1, we have 
(M+Ci)Xi 5 M+ci (i E .,4), 
(M-Ci)(-Xi)' 0 - (,i E a), 
(M-l) Ccixi<_(M-B)C. 
Adding these inequalities and dividing by M, \::.‘e obtain 
G Ci Xi + C Xi-C Xi :< C + I,!(! 1 +jlf- ’ k:-C + z Ci) 
A B A 
and conclude that (4.2) belongs to the clc sure of i(4.1). 
Case 2.X jEA aii > bi for some i. set :ing M = max ILZijl we halve 
(M-a,) xi < M-aq - 
(M+aii)(-xi) 5 0 
Caij Xj <_ bi . 
(j61i A) , 
qc:r B) ) 
Adding these inequalities and divil.Gng by 114, we obtain 
** 
c c x .  < IAI+,w 
jEA *j-jEB 1  - 
‘bi ..- 1 2  a. .  
jE! A ‘I, 
and conclude that 
belongs to the closure of (41.1). Therefi~r~ (4.2) also belongs to the clo- 
sure of (4.1). 
The proof is finished. The reader ma, 111 krave noticed that not all the 
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inequzrfities (4.2 j are required for the induction leading to C cd xi <: c- 1. 
indeed, we can restrict ourselves only to those with 
A uB= {1,2,...,1AI+ImI l 
Then th,e induction is performed along a binary tree with n -I- 1 levels. 
All the 2k vertices of the kth level are labellecl by distinct zero-one 
vectors (2, , z2, . ..., zk ) a:nd assoiciated with inequalities 
k 
2 EiXi+k (22i-l)XisC-1 +C Zi. 
i=l i=l i=ll 
Each vertex labelied (z 1 ,22, ,. . , zk) with k <c n has two successors label- 
led (zr ,Q, . . . . zk9@ and(z1,z29...,zk9 1 j. The inequality assigned to a 
parent vertex is obtained by adding the inequalities at its two successors, 
dividing by two and rounding the right&and side down to the nearest 
integer_ (Since the right-hand slides of the successors differ in parity, 
the rounding always cuts down exactly one half.) The inequalities at 
the terminal vertks are obtained in one of two different ways, ac- 
cording to whejh :r (21 ~2, .. . . z, ) is feasible with respect o (4.1) or 
not. 
The whole picku-e rather resembles a binary search (in vain) for a 
feasible vector (zJ * z2, . . . . , Z, ) th.at would satisfy E Ci Zi = C. Actually, 
it turns out that our method is a translation of the branch-z nd-bound 
method [ 1 ] into) the lalqguage of linear inequalities. During the search, 
we are after the ineyuali ty X Ci Xi 5 c-l. Therefore we split all pos- 
sibk choices of integers .x1 , x2, ,,., x, into two classes (corresponding 
tox1 = 0 and x1 = 1) and proceed to prove the inequalit v in each clas’s 
separately. The two classes correspond to the two first-le vel inequalitifes. 
Indeed, the inequality 
is just another way of saying: “if x 1 = 0 then C CiXi C_ c-l ; if x 1 = 1 
then gossibly Z ci Xi = c”. Simikarly, the inequ.ality 
“I + c CiXi<Cy 
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reads: “if x1 = 0 then possibly Z ci Xi = C; if x1 = 1 then necessarily 
’ C ci Xi 5 c-l .” The dichotomy between x1 = 0 and x1 = 1 is taken 
care of by the rounding device. We go on like this, step by step, and 
require one more Xi at each step to be fixed at a specified value (zero 
or one) until we hit the level where all the Xi’s are fixed. If they are 
feasible (Case 1) then they cannot sstisfy Z Ci Xi = C; if they are not 
feasible (Case 2) then they cannot be reached at all. 
(Often, it happens that a k* level inequality (k < n) belongs to the 
dementary closure of the inequalities (4.1) and X Ci Xi 5 C. In that case, 
we can stop branching out from the corresponding vertex and simplify 
the proof considerably. In the following section, we illustrate this situa- 
tion (Example 5.1). 
5. Combinatorial applications: indpendent sets in hypergra@:s 
Many extremal combinatorial problems can be formulated as >rob- 
lems of finding the largest independent set in a hypergraph. A h:vper- 
graph H is an ordered pair (V, E), where V is a set and E a collection 
of subsets of Y (see [2]). A set X c V is calle:d independent (in H) if 
there is no A E E with A C X. If v’ is finite then the problem of find- 
ing the largest set X independent in H is the following zero-one linear 
programming problem: Maximize XiE V Xi :;:.rbject to 
O<Xi<_l 
(5.1) - 
c Xi <_ IAl- 
Ed 
(iE 0, 
(A E E) 9 
(5.2) Xi = integer (iE V). 
Theorem 3.1 guarantees that each inequality Xi, V x,: C_ x0 valid under 
constraints (5. 1 ), (5.2) belongs to the closure of (5. I ). 
Example 5.1: Hamiltonian circuits in graphs. The problem of determin- 
ing whether a given graph G” = (V”, E”) ha6 a Hamiltonian circuit is one 
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Fig. 1. 
of the above Find. The corresponding hypergraph H = ( V, E) has V =: Pk 
aqd the collection 1I: includes two different kinds of sets A : 
(i) those consistirlg of three distinct edges of G” that have all one 
vertex In common; 
(ii) thos-:? consisting of circuits in G* having ‘less than 1 V”l edges. 
It is q&e easy to see that each independent set of size 1 PI in H con- 
stitutes a Hamiltonian circuit in G* and vice versa. Thus G* has a Hamil- 
tonian circuit if anil only if the corresponding tero-one linear programm- 
ing problem has a kasible soWion with 
As an example, we consider i-he Petersen gra;)h with edges enumerat- 
ed as in Fig. 1. Setting up the linear programmi ng probleril, we arrive at 
constraints 
(5.3) - O<Xi<_l (i = I, 2, . ..3 15) , 
ten “star constraints” of the type (i), that is 
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{1,9,14), d 
Fig. 2. 
r1,141, 12,5,9) 
11,5,141, 12,91 
~1,2,5,14~, 191 
11,91, 14.13.14; 
Il,l?,91, (4,141 
i1,4,9), (13,141 
11,4,9,131, 1141 
19,141, 11.4.151 
I9,14,151, 11.41 
i4.9.141, il,lSI 
{~,9,14,15?, Cl11 
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and many ‘%ircuit constrairds” of the type (ii), that is 
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Xl +x2 +x3 +x4 +x5 54 9 
WI 
x1 +x* +xg +x14 +x1() +x5 5:; 5, etc. 
It is notoriously well-known that the Peters:n graph has no Hamiltonian 
circut. Equivalently, one has 
15 
(5.6) C XiS9 
E=l 
for every choice of integers x1, x2, ..‘, xl5 Wisfying (5.3)-(U). The! 
inte,grality const;raint isessential here - incl~:~~d, setting xi = 3 (i = 1, 
2 9 .‘“9 15) we sati:sf!j (5.3)-(U) and violate 15.6). We are going to show 
that (5.6) belone;s to the closure of (5.3)~(_’ .5), giving thus a pi*oof of 
the nonexistence: sf a Hamil tonian cilrcui t in the Petersen graph, 
Let us consider the binary tree in Fig. 2. ‘:?i th each of its vertices 
(labelled A, B), we associate an inequality 
15 
c Xi + c XViEB I- c x*<9+lAl. 
i=l &A 
It is not difficult to prove that the incqualiti 3s assigned to the trsrmin al 
vertices belong tct the closure of (5.3)-(5.5) For instance, the inequ& 
ity corresponding to A = { 9,14,1) , B = (b is obtained as the: sum of the 
ine!qualities . 
x9 +x13 +x15 5 2, x1 9x5 +x6 “- 2, 
x10 +x11 +x14 52, x1 +x2+x752. 
‘Yihe inequality corresponding to A = Q 1,9) , B = (4, 13, 14) is H :;um 
of the inequalities 
$0 -11 +x14 52, xl +x5 +x&2, 
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x.1 +x2 +x7 52, XfJ <_ 1, -x14 L Q, 
x3 +x* +x12 +x15 +xg 54. 
Similarly, every other inequality corresponding to a terminal vertex 
of our tree c<an be obtained as a sum of a subset of (5.3)-(5.5). As in 
Section 4, the inequality at each parental vertex (labelled A, B) can be 
obtained by taking the sum of the two inequalities ass@ed to its de- 
sclendants (labelled A U {k) , B and A. B U {k)), dividing by two and 
rounding the right-hand side down. Thus we conclude that (5.6) be- 
longs to es (S) where S is the set of inequalities (5.3)~(5 S). 
The application of this tecl-nique to the problelms of t:xistlence of
Hamiltonian circuits is discussed in detail in [S] . In partcular, [ 51 con- 
tains the fo%.lowing “one-two-three theorem”. C&en any graph G - 
(V, E) consider the S of inequalities 
O<_Xi<_ 1 (i E E), 
:E xx2 
NEi ‘- 
(WC I/, o< lWl< WI). 
If the maximum of EigE Xi subject o the constraints S and SO called 
“comb inequalities” (which belong to e* (S)) equals I F/l then G has the 
following properties: 
(i) deletion of k vertices from G always results in a graph with at 
most bc omponents (in other words, G is l-tough), 
(ii) I/ can be covered by pairwise disjoint circuits (in other words, 
G has a 2=f;actor), 
(iii) given any U, u, w E V there is a circuit in G that ;la.sses through 
alil three u, u, w (in other words, G is 3-cyclable). 
Example 5.2: Moser’s cube problem. Let us consider the three-dimen- 
sional tick-tack-toe cube with1 27 points (0, O! 0),, (0, 0, 1 ), . . . . (2, 2,2). 
C)ur objective is to select as many of these 27 points as ipossible with- 
out choosing three collinear 8nes. Assigning to each point (n, b, c) a 
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arariable Xi with i g 9a + 36 + c + 1 (see Fig. 3) we arrive at the follotv- 
-27 ing integer programming formulation of the problem: Maximize iri= 1 Xi 
subject o 
(i = 1,2, . . . . 27) , 
x4 +xg +x(j <, 2, 
(5.7) f 
x1 +xg +xg <_ 2, 
. 
x1 +;q4 +x27 <_ 2, 
Xi =I integer (i = 1, 2, . . . . 27) . 
(Altogether? we have 49 constraints of the form Xi +x~ +xk C 2,, corre= - 
spending Co 99 collinear triples.) Setting Xi = Gj (i = I, 2, . . . . Z7) wt“ sat- 
isfy all the inequP,llities (5.7) and obtain ZXi = 18. However, it can be 
shown that every ahoice of 17 points out of our 27 always comains a 
collinear triple. Equivalently, the inequality Z Xi <_ 16 belongs to thz 
closure of (5.7). This can be shown as follows. We have 
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Adding these inequalities up ‘we conclude that 
2(X~+X3+x,+x9) +(x2+x4+x6+x8) +x5 5 [y] = 8 
belongs to the closure of (5.7). Multiplying the kast inequality bjr 8 and 
adding the inequalities 
we find that 
(5.8) %X1+X3+X7+x9) + (x2tx4+x&Q’J) 9’ 2x, < [apl “t’ $ 
belongs to the closure of (5.7). Now, we set 
Hence A is the sum of variab;ies assigned to the corners of the cube, I? 
corresponds to edges, C to fases and D toi the cznmrelr of the cube; The 
inequality (5.8) applies to thli: points in the: bot;om horizontal plane. 
Adding up nine inequalities of this sort (corres~!onding to nine p%zlnes 
perpendicular to one of the coordirrate axes) WC: cpbtain 
6A -+ 4B + 4C + 61’) 5 72. 
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Aoding up all the 12 constraints corresponding to lines that join centers 
of edges rria centers of faces, we obtain 
Dividing the sum of the last two inequalities by six we arrive at 
~xi=A+B+C+Dc ‘6 -- 
which is the desired result. 
t&fore generally, !_ne can consider the 3”-cube and ask for the largest 
size f(n) of its subset containing no three collinear points. It is easy to 
show that f( 1) = 2, f(2) = 6, fj3) =r 16; recently Chandra proved that 
f(4) = 43. It is not difficult to show that f(n) a c: 3”/&z (see [4]). 
Moser [ 16 ] conjectured that f(n) == o(3n); this, apparently difficult, 
problem is still uns:e%led. Perhaps the technique indicated here could 
help to solve MOW’S conjecture. 
6. Combinatorial pplications: coloring of hypergraphs 
A k-coloring of a hypergraph H = f. V, E) is a partition 
V=C, UC, IJ...Wc, 
such that each c’ is independ’ent in H. In a coloring problem, one asks 
for the ~~lallest k such that H admits a k-coloring. The coloring prob 
lems include the celebrated four-color conjecture as well as the prob- 
lems of RSlamsey9s type [ 31. At first, it seems that the coloring prob- 
II ,:rns are different from those considered in the previous ection. Yet 
there is an easy way of reducing them to the previous type., Given a 
hypergraph .!! = (17, E) and a positive integer k, we consider the hyper- 
graph H* = (V*, E*) where V” = V x { 1,2, ._., k)and E* includes two 
kinds of sets A “: 
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(i) all the sets A * = 14x Cj),whereAEE, l<_jck, 
(ii) all the couples A * = ((u, i), (u, j) ) , where u E I/, i # 1. 
A moment’s reflection shows that H is k-colorable if and only if H* 
contains and independent set of size 1 VI. 
Example 6.1: Ramsey’s theorem. It is well-known that, whenever one 
colors the 15 edges of a complete graph with six vertices by two colors 
(customarily, red and blue are used), a monochromatic triangle is bound 
to pop out. Guided by the philosophy explained above, we can formul- 
ate this statement as follows. ‘Ihe maximum of 
T= x 
l<i<j<6 
Cxij + Yii) 
subject to 
Xij ’ Xjk ’ Xik <_ 2, 
Yij 'Yjk fyika< 2, 
(l<i<i<k<6) - 
(6.1) -Xij 5 0, 
-- Yij < 0, - (l<iCj<6) - 
Xij + _,Yij 5 1) 
xij = integer, Yij = integer 
does not exceed 14. (Here Xii == 1corresponds to the edge (i, j) lcololred 
day-glow orange [ 191 and yij == 1corresponds to {i, j} colored vermi- 
lion .) 
We proceed to show that T *s 14 belongs to the closure of (6.1). We 
easily find that T <_ 15 does so. Indeed, this is just the sum of all the 
ineqttalities *Xi/ + Yij 5 1. Actually, the maximum of 7 subject to (6.1) 
equals 15 and can be attained by setting Xii =: Yij = f . 
Now, adding up the inequalities 
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X13 +*i4 +X34 5 2, Y23 +Y24 +Y34 C_ 29 
Xii 4Yij $ 1 (ij # 23,24,34), 
T ‘= 15, 
we obtain the inequality 
. 21T+.qj* +q;j +x14)< 35. 
Hence 
belongs to the closure of (6.1). In trle same way, we deduce 
T+ ‘x)-J +x13 +q5 <_ 17, 
Ttx,* fX14 +X15 5 179 
T+X13 4-X14 +X15 <= 17. 
Adding up the last four inequalities and 2T <_ 30 on the top, we ob- 
tain 
Therefore 
2T+x,2 +x13 +x14 +x15 <_ 32 
belongs to the closure of (6.1 j,, SimilarQ, we obtain 
2T+q t +x13 +x14 +xj6 5 32, 27+xlz +x13 f+ +x16 <_ 32, 
2T+X,;j! +x,4 ++ +X16 <_ 32, 2T+x, 3 +x14 +xlS 4x16 5 32. 
Adding up the last five inequalities and 2T 5 30, we arrive at 
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4(3T++ ++J ++ +x15 +X16) 5 190, 
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blelongs to the clcxure of (6.1). By the same series of arguments, the 
inequality 
3T+Y12 +Yl3 +YlJ +Yas “Yl6 5 47 
belongs to the closure of (6.1). Adding up thesle two inequalitks and all 
(2 5 i < i <= fi), -- 
we arrive at 7T 5 104. Therefore T < 14 belongs to the closure of 
(6.1). 
The astute reader has noticed that our proof simulates the si:andard 
one. We investigated collorings where some of thle edges can be left un- 
colored but no monochromatic triangle occurs; the total number of 
colored edges is T. We start by observing that x 1 2 = x1 3 = xl4 I= 1 is 
incompatible with T = 15 (in other words, if in ;EI full coloring all three 
edges { 1,2) , { 1,3:) , { 1,4) are colored day-glow orange then we run 
into a contradiction - either one of the triangles 123, 124, 134 is day- 
glow orange or else 234 is vermilion). Equivalently, T-f- xl 2+x 1 3+x 1 4 
<_17.Thusonlytwoofthethreeedges(1,2}, {1,3}, (!,4)canbe 
colored day-glow orange. Now, symmetry and common sense show thy7f 
only twoofthefiveedges {1,2), (1,3), {1,4}, {1,5), (1,6} can 
be colored day-glow orange (3T+x,z +x13 +x14 +.x15 +-+j <_ 47). 
However, the process of getting this inequality from T + x li + x li + xl k 
<_ 17 is painfully slow. Similarly, only two out of the five edges ( 1, i} 
can be colored vermilion (3T+y,, +yt3 +y14 +yls +_ttIe; <_ 47) and 
SO the coloring can never be full (T *s I 4). Along tJhe same’ lines, one 
can translate the entire proof of Ramsey’s theorem into the closure 
operation language. 
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7. A hierarchy of combirw torial problems 
* We have shown that each disc&e (integer) linear programming prob- 
; 
Iem can be reduced into a continuous (non-integer) one by a finite num- 
ber of applications of the elementary closure operation. Hence tne pro- 
cess of solving a typical combinatorial (that is, O-1 linear programming) 
_oroblcm can be seen as consisting of two phases: 
(i) generating a number of new rinear constraints that belong to the 
closure of the original ones. 
(ii) solving the resui ting non-integer linear programming problem. 
The complexity of phase (i) depends on the divisibility properties of 
linear combinations of the coefficients in the original ctimstraints. This 
phase has a number-theoretical character while the other one belongs 
to the realm of continuous mathematics. .Aslogan to advertise our The- 
orem 3. I might read: 
Li-.. * combmatorics== number theory + linear programming ---1 
Yaw, let us consider a typical integer linear programming prolblem: 
Maximize 2kixi subset to the set of S of linear constraints 
(74 CaijXj <_ bi 
(7. J ) x; = integer I o’= I,2 ,..., n). 
We shall assume that S defines a bounded polyhedron. By Theorem 3.1, 
there is an integer k such that the maximum of ZCjXj subject o S and 
integrality equals the maximum of Z CjXi subject o ek(S). The sma:llest 
szh k will be called the rank of the problem (7.1). Obviously, the rank 
of each one-variabk Frobfem is at most one. However, the two-variable 
problems can have an Erbitrarily high rank:. One of the simplest e!xamples 
of ?kse is due to Prof. Bandy: maximi.Te;v subject o: 
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--cx+_v 5 1, 
&.X +y <, t + 1, 
x’, y = integer. 
(Here t is an arbitrary positive number.) 
We can define the rank of any c:ombinatorial problem that can be 
formulated as a zero-,one linear programming problem. However, unless 
the linear programming formulation is stated explicitly, such a defini- 
tion can be ambiguous. For instance, the problek;! of finding the largest 
independent (stable) set of vertices in a graph G =: (r/l, E’) admits at least 
two different linear programming fotmulationr; ( CT = i l_ 2, ,..., II ) , C is 
the set of all cliques in G): 
(A) maximize ZyZl xi subject to: 
O<Xj< 1 O;E n, 
Xi + Xj <= 1 i {i, j3 E E) , 
xj = integer W 0. 
(B) maximize X7_= 1 xi subject to: 
If G is complete! then (A) has rank :I>_ log1 (IZ-- 1) while (B) has rank zero. 
In the following, we will show that there is no universal upper bound on 
the rank of(B). 
An inequality E aj -Xi_ <_ b will be called positive rcguktr if ai > 0 
(-j = 1, 2, *.*, n) and b >_ msx(al,.az, . . . . a, ) > 0. A strength of si.\ch an 
inequality is the ratio (Z aj) b- 1 . A linear inequality will be called near- 
ive regular if it reads -Xj <, 0. 
I.~mma 7.1. Ler S be a set ojf lineair inequalirky 
(i = 1, 2, .._+ ~72) 
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where, for each i = I, 2, . . . . II, the i1.h inequ:llity reads -Xi 5 0 and, for 
each i = n + 1, rd + 2, . . . . m, the i’h inequalitdr is positive regular of strength 
5 s. Let the inequ&ty 
(7.3) e 
,j=l 
UjXj 5 b 
belong to el (S). TIten (7.3) caiys be written as a linear combination of 
the negative re;@a,r inequalities in S and a positive regular inequality of 
strength < 2s that belongs to e1 (S). 
Proof. There are nsnurr:g;;itks numbers X, , A,, . . . , Am such that 
m 
aj=i__l m i”ij = -5 + 2 i-n+1 AiiZij “’ iIlte@T (f= 1,2, . . . . n), 
set 
Then a01 the pi’s a::: mmcgative and (‘7.3) can be written as a SQ.WI of
inequali,ttes 
For each j = 1 , 2, . . ., n ‘Me have 
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Besides, we have 5 - [$I < 1 and XEn,+1 Xi aii 2 0. Therefore each 
9 = z;E1 pi aij is a. nonnegative integer. If (?j = 0 for at1 *;= II, 2, . . . . II 
then (7.3) is a sum of inequalities (7.4) and we are done. Next, we 
$SSU~f? ck >_ 1 for SOme k. SinCe bi 2 aii for ai.! i :” y1+ 1, PZ -II- 2, .a., Wf and i 
j= 1, 2, . . . . n, we have 
for each j and so b 2 cj Cx each j. Hence (‘7.5) is positi ve regular and 
b 2 1. Then 2b = 2[ E X,bi] > % Xibi am!. SC) 
2~. b > E Y\i (sbi) > 5 Ai (.fi a,,) 
iv + 1 - i=n+l - 
Hence (7.5) has strength < 2~ and the proof is fklishec!!. 
Let us note that tlhe bound given by ternma 7,l. is ‘:Jest possible. In- 
deed, if n > E- 1, then the inequality 
2Fl- 1 
C Xi<_1 
i=l 
has strenght greater then (2-+z but b&longs to the eltzmentary closure; 
of inequalities 
C-Xi<_1 
&A 
(A c (1 2, . . . . 2fi--13, I/AI =n) 
that all have strenght n. 
A repeated application of Lemma 7. ‘1 yields 
Theorem 7.2. Let S be a set of regular irregualitres; let k be a positive 
integer. Then each ivlequulity that belorags to ek: (S) call be written as 
a linear combinariosz of negative regular inequa!.Vies that belong to S 
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and positive regular inequality rhat belong;+ toek: (S).. Besides, if all 
positive regular Jneq u&ies in S have strength 5 s then all positive reg- 
uhr inequalities in 6 ‘(s) have strength < Zk l s. 
Corollary 7.3. Given any N there ts a girnph G such that (B) has rank 
greater than N. 
Proof. Erd(is [ IfI] htas hown that given an!r n threre is a graph G with 
more than 2@ vertices that contains neither a~ complete subgraph with 
n vertices nor an intitependent set of n vertices. Let k be the rank of (B) 
correspondin,g toC. Tfien the maximum of ZXi subject o ek(S) does 
not exceed n - 1 and so, by Lem.ma 3.2, the inequality 
C x&n--l 
i65 V 
belongs to e k+ l(S). By Theorem 7.2, the strength of each positive reg- 
ular inequality in ek + ‘(5”) is smaller than (II -- 1) 2k* 1 . Hence we have 
I’Vl l ~ru-I)--’ < (W-1) 2k+l 
and so 
2k+l > 24 9 (n-1)-2 . 
EFn is sufficiently large (with respect o IV) then the last inequality im- 
plies k > N which is the desired conclusion 
The rank of a prcbblem feasure3 the conr@exity of the first phase of 
its solution, that is the complexity of its reduction into a continuous 
problem. It indicates the “degree of discre&ness”. If discreteness i  
what makes discrete mathematics hard., then the rank should relate to 
computational complexity. mere seems toi be an indication of such a 
r&&ion. Indeed, a number of combinatorial problems have rank zero 
[ I‘$; 18 ] ; these i:ncluiie integral net wor’k flows and bipartite matching 
problems. Edmonds theory sh.ow that mat&ing problems in general 
have rank at mo!rt one. All these prjoblems cbf small rank a.re known to 
a,dmit poiynomi~~&ti~me algorithms I[ 8; 9A; 9 4AI a On the other hand, 
the class (B) of thi s z;;Mion has unbound;,d rank .and belongs to the 
class of “hard” problems introducted by ‘Zook [ %B] and Karp [ 1 SA] . 
One may be tempted to believe that each class of zero-one linear pro- 
gramming problems having a bounded ra r,k possesses a polynomial-time 
algorith. If this were true then, in parti r.:ular, there would be a poly- 
nomial-time algorit’hcn searching for the I:ilrgest independent sets in per- 
fect graphs. (Indeed, these are exactly those graphs for which (B) has 
rank. zero. The proof of’ the equivalence, based 01~ the theory of anti- 
blocking polyhedra [ MA], has been knc’wn to Professor D.R. Fulker- 
son; it can be found in [ 16A]. An altern ;Itive proof, based on the re- 
sults of Lov&z [ 1 SB . 1 SC] is given in [ 5 k] .) 
In t?& context, it. may be interesting t cl note that each class of in- 
teger linear programnning problems wit:h bounded rank admits a good 
characterization. More precisely, if (7.1) hasI optimum x0 and rank at 
most k then there is a string of at most I + II’ + . . . f nk+ 1 linear inequal- 
ities such that 
(i) each of them ltrelongs either to S 01 to th(: elementary closure of 
(at most n of) the preceding ones, 
(ii) the last one reads I: CiXi <_ ~0. 
8. Appemdix: Relations to Gomory ‘s algwithm 
An alternative proof of Theorem 3.2 tc;an be based on Gomory’s in- 
teger programming ;llg<:irithm .! 123 . Herci! we begin with a set of inequal- 
i ties 
(8-l) n 
c 
j=l 
aij Xj ‘*; ‘* bi 9 
(8.2) 5 c;‘yi<&-J, 
j=l 
where aij. bi, Cj are :integers, the polyhetlron defined by (8.1) in; bounded 
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strd (8.2) holds for every choice cf inlegers x1, x2, ._., x, that satisfy 
(8. I ), C~mory describes away of generating new contraints, called 
rlzcts, that are satisfied by every &oice of integers x1, x2, . . . -_ x, satisfy- 
ing (S. I) as well as all the prewisusly generated cuts. It turns out that 
tl-.ese cuts belong to the closure of (8.1 j; an account of this is given by 
1%~ 115, Section 13.31. Gomory proves that, after a fiuite ntznber of 
co~a!~ re generated in a systematic fashion, the maximum of 1X Ci Xi, 
sub+ject to(8.1) and the added cuts, can be attained by in tegzrs x 1 , 
x2, . . . . x, . Therefore, by the duality theorem, ( 8.2) bellsngs to the 
ctfosur~ of (8. I).. Wow, to prove Theorem 3.1 in its full generility, one 
has to get rid of the inequalities xi 2 0 in (8.1) as well as to get around 
the integrality assumption placed upon "ii, bi. However, these modifi- 
cations can be carried out ial quite a routine manner.. 
I want tc, :hank two people! who helped me during my work on this 
paper. Frofes~or Jack Edmonds helped me to gain insight into the prob- 
lems discussed here; he also brought Gomory’s algorithm to my atten- 
tiqn. At a later :<tage, 1 benefited greatly from the encouragement and 
inspiration giver to me by Professor George B. Dantzig. 
[ t J E. BaLas, A note on the branch-and-bound principle, Operations Res. 16 (191158) 443-44s. 
[ 2 j C. Berge. Graphes et hypergraphs (Dunod, Paris, 1?70). 
[ 3 J V. Chv&d. Hypcrgraphs and Ramseyian theorems, Proc. Am. Math. SOL‘. 27 (1971) 434- 
440. 
145 V. Chvital, Remarks on a problem of Moser, Canad. Math. BuU. 15 (1972) 19-21. 
ISI V. ChGtal, Edmonds polytopes and weakly Hamiltonian p:+hs, Math. Programming, to 
appmr. 
(4A 1 V. C’hv&al, On certain poly ..opes associateld with graphs, submitted to J. Combin. Theory. 
l5BI S.A. Cook, The ccmpiexity of theorem-proving procedures, An: Confkrence record of third 
ACM symposium on theory of computing Il970) I52 - t 58. 
[Bf J. Edmonds, Minimum part$tion of a matrloid into independent subsc:ts, J. Res. Nat. Bur. 
Stand.ar& Sect. B 69 (1965) 67-72. 
[?J 1. Edmonds, Maximum matching and a poJyh&on with 0, l-vertices., J. Res. Nat. Bur. 
Standards Sect _ B 169 (1965) 125 - 130. 
[ 8J i. Edmonds, Paths, tree and flo~en, Canad. J, Math., 17 (1965) 449-467. 
iReferences : 37 
PI 
PAI 
I[101 
[ 104 
Ill11 
I[121 
‘[ 131 
II 141 
[ 144 
WI 
WA1 
IJW 
[UC] 
W] 
w41 
1171 
WI 
WI 
J. Edmonds and E.L. johnson, Matching: A well-solved class of integer linear programs, 
in: R.K. GUY et al., etl!i., Combinatorial structures and their applications (Gordon and 
Breach, Mew York, 19 70). 
J. Edmonds and R.M.. :Karp, Theoretical improvements in algorithmic efficiency for net- 
work flow problems, in: R.K. Guy et al., 2ds., Combinatorial structures and their applica- 
tions (Gordon and Brc;lch, New York, 1970). 
P. Erdbs, Some rerxurks on the theory of graphs,, Bull. Amer. Math. Sot. 53 (1947) 292- 
294. 
D.R. Fulkerson, :titi blocking polyhedra. 1. Combin. Theory 12 (1972) 50-71. 
T. Gallai, On directed: paths and circuits, in: P. Erdiis and G. Katona, eds., Theory of 
graphs (Akademiai K liac!O, Budapest, 1968). 
R.E. Gomory, An algorithm for integer solutionp; to linear programs, Princeton IBM 
Math. Report (Nov. 1958); also in: R.L. Graves and P. Wolfe, eds., Recent advances in 
‘Irlathemaiical progratnming (McGraw-Hill, New York, 1963). 
‘U. Hall, Jr., Combinal torial tlheory (Blaisdell, Wal tham, Mass., 1967). 
A.J. Hoffman and J.1’. Kruskal, Integral boundary points of convex polyhedra, in: H.W. 
Kuhn and A.W. Tuckl::r, eds., Linear inequalities and related systems, Ann. of Math. 
Study 38 (Princeton IJniversity Press, Princeton, N.J. 1956). 
!. Hopcroft and R.M. Karp, A .5/2 algorithm for rfiaximum matchings in bipairtite graphs, 
im: Twelfth annual sylmposium on switching and automata theory (1971) 122.‘.i 25. 
T.C. Hu, Integer programming and network flows (Addison-Wesley, Reading, Mass., 
1969). 
R.M. Karp, Reducibility among combinatorial problems, in: R.E. Miller et al., cds., 
Complexity of complllter computations (Plenum Press, New York, 1972). 
L. Lovisz, Normal hyfpergraphs and the perfect graph conjecture, Discrete Math. 2 ( 1972) 
253-268. 
L. Lo&z, A characterization of perfect graphs, ,d. C’ombin. Theory II 3 (1972) 35-98. 
L. Moser, Problem P. 170, C;anad. Math. Bull. 13 (I 970) 268. 
L.E. Trotter, Jr., Sol Ition chlaracteristics and alg jrithms for the vertex-l?ackinh problem, 
Thesis, Cornell Univc rsity (1973). 
W.T. Tutte, The factr.rrizatilo n i linear graphs, J. London Math. Sot. 22 ( 1947 1 !07 - 
111. 
A.F. V?,inott, Jr., and G.B. Dantzig, Integer extreme points, SIAM Review IO ( 1968) 
371-372. 
T. Wolf, The electric lkool-acid acid test (Bantam Books, 1969). 
