Abstract Political leaders in numerous nations argue for an upper limit of the global average surface temperature of 2 K above the pre-industrial level, in order to attempt to avoid the most serious impacts of climate change. This paper analyzes what this limit implies in terms of radiative forcing, emissions pathways and abatement costs, for a range of assumptions on rate of ocean heat uptake and climate sensitivity.
Introduction
The objective of the United Nations Framework Convention (UFNCCC), stated in Article 2, is to stabilize the concentration of greenhouse gases in the atmosphere at a level "that would prevent dangerous anthropogenic interference with the climate system". Numerous papers address how to transform this value-laden objective into more hands-on climate targets; see for example Azar and Rodhe (1997) , O'Neill and Oppenheimer (2002) , Oppenheimer and Petsonk (2005) and Harvey (2007a, b) . A common starting point for the discussion of what constitutes dangerous anthropogenic interference is that the global average surface temperature should be kept below a certain level above the pre-industrial level; see Azar and Rodhe (1997) , O'Neill and Oppenheimer (2002) for examples. Given the large uncertainties in climate sensitivity, it is overly hard to judge which atmospheric concentrations and greenhouse gas emissions pathways are consistent with a specific temperature target.
Recent papers have argued that, for a finite period of time, radiative forcing could overshoot the long-term equilibrium level consistent with a temperature limit and a given climate sensitivity; see den Elzen and van Vuuren (2007) , Harvey (2007b) and Matthews and Caldeira (2008) . Such overshoots are possible due to the inertia of the climate system; see den Elzen and van Vuuren (2007) and Wigley (2004) . This inertia is mainly a result of the large heat uptake by the oceans (Hansen et al. 1985 (Hansen et al. , 2005 Harvey and Schneider 1985; Stouffer 2004; Wigley and Schlesinger 1985; Meehl et al. 2005; Wigley 2005) .
den Elzen and van Vuuren (2007) , Harvey (2007b) and Matthews and Caldeira (2008) analyze the importance of climate inertia for temperature stabilization scenarios. den Elzen and van Vuuren (2007) argue that, given a target below or at which the increase in global average surface temperature above the pre-industrial level is to be kept, it is cost-effective to let the radiative forcing overshoot its long-run equilibrium level. Hence, in their analysis, climate inertia implies that emission reductions can, in part, be postponed; the Net Present Value (NPV) costs are reduced when overshoot pathways are considered, since future costs are discounted. Harvey (2007b) argue that the peak realized warming will be less than the peak equilibrium warming related to the peak radiative forcing and that this allows the CO 2 concentration to overshoot the long run equilibrium level needed to avoid dangerous anthropogenic interference by 10-40 ppm in 2100. Matthews and Caldeira (2008) argue that a stable global temperature is not necessarily equivalent to a stable radiative forcing level; instead, a stable temperature may have an overshoot in forcing that subsequently decreases. They also argue that a stable temperature in the long run requires that CO 2 emissions must decrease to (nearly) zero. Baker and Roe (2009) argue that ocean heat uptake can be seen as a transient negative climate feedback. In addition, by using an Energy Balance Model (EBM) and Monte Carlo analysis, they analyze the relative importance of climate sensitivity versus ocean heat uptake for the evolution of the global average surface temperature response to a set of radiative forcing profiles. They conclude that climate sensitivity is more important than ocean heat uptake for determining the temperature response of a forcing profile. Allen et al. (2009) argue for cumulative CO 2 emissions targets instead of concentration (or radiative forcing) stabilization targets. Their arguments are related to arguments for overshoot scenarios and they reason that the temperature response of cumulative emissions targets is better constrained than that of concentration stabilization targets. They also argue that cumulative emissions targets are less complicated from a policy perspective than overshoot targets. On the other hand, cumulative emissions targets may not be suitable for short-lived greenhouse agents such as methane and black carbon.
Overshoot scenarios have also been analyzed in O' Neill and Oppenheimer (2004) and Schneider and Mastrandrea (2005) . These papers conclude that for a given radiative forcing stabilization level, overshoot scenarios enhance the risk of dangerous anthropogenic interference. Note that O' Neill and Oppenheimer (2004) also argue that overshoot scenarios may imply a higher rate of temperature change which in turn may have negative consequences.
No study has yet analyzed how different rates of ocean heat uptake influence the tolerable level of radiative forcing overshoot given stabilization of the global average surface temperature at a specific level. This study seeks to do so. We analyze how different levels of effective heat diffusivity influence the level of radiative forcing overshoot, given a stabilization of the global mean surface temperature at 2 K above the pre-industrial level at lowest possible cost in net present value terms. A reasonable hypothesis in conjunction with this issue is that the level of cost-effective radiative forcing overshoot increases with increasing effective heat diffusivity. The question is, by how much?
In this study, climate inertia is limited to the inertia caused by the heat uptake of the oceans. The oceans account for roughly 90% of the energy uptake by the climate system between 1961 and 2003 (Bindoff et al. 2007 ). The analysis is carried out by using an optimizing climate-economy model, MiMiC, and systematic sensitivity analyses (Monte Carlo analyses) concerning the effective heat diffusivity and climate sensitivity. In this paper we do not take a risk-based approach, as, for example, Allen et al. (2009) and Meinshausen et al. (2009) do, rather, our aim is to analyze the level of overshoot given different assumptions on climate sensitivity and effective heat diffusivity.
The 2 K limit is not a scientific target, but a political target involving value judgments, but it is also well-accepted among many scientists (Allan et al. 2007; Azar and Rodhe 1997; Oppenheimer and Petsonk 2005) and has recently been given support by the G8, G20 and Major Economics Forum countries. Currently, countries that constitute a majority of the world's population have expressed support for a 2 K target, manifested, for example, by the Copenhagen Accord.
1 However, given all the uncertainties in the climate system, this limit should be interpreted as an indication rather than a strict level on what global mean surface temperature increase may be considered dangerous. Serious climate impacts may occur below a 2 K level; see for example O'Neill and Oppenheimer (2002) , Lenton et al. (2008) and Smith et al. (2009) .
Section 2 presents the numerical model, Section 3 presents the results, and we conclude and discuss in Section 4.
Methodology
In order to generate plausible multigas emissions stabilization scenarios assuming a range of values for the effective heat diffusivity and climate sensitivity, we use a timediscrete climate-economy model. Emissions of carbon dioxide, methane and nitrous oxide are determined endogenously in the model so as to minimize the net present value abatement cost of stabilizing the global average surface temperature at 2 K above the pre-industrial level. The trade-offs among the different greenhouse gases are not constrained by their Global Warming Potentials (GWPs); the abatement of the emissions of each gas is determined to achieve the lowest cost of temperature stabilization; see Manne and Richels (2001) and Johansson et al. (2006) .
The numerical model is an updated version of the MiMiC model presented and used in Johansson et al. (2006 Johansson et al. ( , 2008 . The main differences between the model used here and the versions in Johansson et al. (2006 Johansson et al. ( , 2008 are that the energy balance model has been improved (by the use of a three-box energy balance model that is calibrated to an upwelling-diffusion energy balance model), the carbon cycle representation has been recalibrated, climate-feedbacks in the carbon cycle are taken into account, and updated data have been used to initialize and fit the model to the historical global average radiative forcing and surface temperature levels. In this paper we discuss the major changes in the model that have been made for the specific purpose of the study and refer to Johansson et al. (2006) for a general presentation.
The model runs between 1880 and 2600 with annual time steps over the period 1880 to 2004 and 5-year time-steps over the period 2005 to 2600. The period 1880 to 2004 is used to calibrate the forcing strength of aerosols (both direct and indirect effects) and to initialize the carbon cycle and energy balance model.
Scenario and economic module
Baseline emissions for the well-mixed greenhouse gases CO 2 , CH 4 , and N 2 O for the period 2015-2100 are taken from the IIASA A2r scenario, which is an updated version of the SRES A2; see Riahi et al. (2006) and IIASA (2009) . The A2r scenario can be characterized as a scenario with high population growth, low per capita economic growth and reliance on fossil fuel technologies. After 2100 the baseline emissions are assumed to remain constant and eventually decline due to a constraint that the cumulative carbon emissions from fossil sources cannot exceed 5000 Gton C due to limitations on extractable fossil fuel resources. However, this constraint will never be binding in the stabilization scenarios studied in this paper; the cumulative carbon emissions are considerably less than 5000 Gton C. CO 2 emissions from land use change follow the A2r baseline scenario.
The economic module is simple and gives only rough indications on the costs of reducing emissions of greenhouse gases. The main use of the economic model in this paper is to generate plausible stabilization scenarios. Abatement of emissions is only allowed from the year 2015 and onwards. The costs of abatement are modeled by use of abatement cost functions, see Eqs. 1, 2 and 3, Table 1 and Johansson et al. (2006) for details on these functions. For the sake of simplicity the abatement cost functions are assumed to be constant over time. The level of abatement a CO2; a N2O and a CH4 is abatement of each gas in relative terms compared to the baseline 
(1)
Constraints on how fast emissions can be reduced are implemented in the model. The ratio of actual emissions to baseline emissions can decline at a maximum of 4 percentage points per year. In addition, there is a constraint that implies that it takes at least 10 years to reach this maximum level of the rate of relative abatement decline. These constraints are very weak. In practice they imply that the emissions of CO 2 (from fossil sources), CH 4 , and N 2 O can be reduced to zero by year 2045 (although at a very high cost). The reason for having such weak constraints is that we want to have as many feasible solutions in the optimization as possible, yet exclude the most unrealistic emissions pathways. The radiative forcing for halocarbons and aerosols is assumed to decline over time. For halocarbons, the radiative forcing declines at 1% per year. This decline rate corresponds to the inverse of the atmospheric lifetime of the radiatively most important CFC, i.e., CFC-12. Note that most other halocarbons making a nonnegligible contribution to radiative forcing have shorter life-times than this. For HFC's there is a low-cost abatement potential, see USEPA (2006) . However, if these gases are not targeted by policies, their contribution to radiative forcing could become large; see Velders et al. (2009) . For aerosols, the radiative impact is constant at the 2000 level up to 2015 and then declines at 3% per year. This is a reasonable scenario for the aerosol forcing given the strong interdependence with fossil CO 2 emissions (which decline in the model in order to meet the temperature target).
Choosing a discount rate to deflate future abatement cost is contentious. Basically, there are two main approaches to choosing a long-term discount rate: either a prescriptive approach based on ethics and assumptions regarding future growth in consumption (Dasgupta 2008) , or a descriptive approach based on assumptions regarding future returns to capital (Nordhaus 2008) . In this model we use a discount rate of 4% per year and do not delve into this controversial issue. To deal with the problems of choosing a long-term discount rate, the model is also analyzed with two alternative discount rates, 2% and 6% per year, respectively. The low rate is slightly higher than the rates used by for example Stern (2006) and the high rate is in line with the rates used by for example Nordhaus (2008) .
Energy balance model
The energy balance model used to calculate the temperature response within the optimization is a globally averaged box model with three boxes. This three-box model consists of a mixed ocean-atmosphere layer, an intermediate ocean layer and a deep ocean layer. This model is calibrated to emulate a linear Upwelling Diffusion Energy Balance Model (UDEBM) with polar overturning; see Appendices 1 and 2. The equivalent heat capacities of the boxes and the transfer coefficient between them are, in the three box model, set to imitate the surface temperature response of the UDEBM; see Appendix 2.
The reason for using a calibrated three-box EBM instead of the UDEBM within the optimization algorithm is to speed up the model solution time and to avoid problems with numerical instability. The error generated by the use of the three-box EBM instead of the UDEBM is insignificant; see Appendix 2.
The base case assumptions include a climate sensitivity (CS) of 3 K for a doubling of the atmospheric CO 2 concentration, an upwelling rate of 4 m/year and a ratio of polar water warming to average ocean warming of 0.2; see Appendix 1 for more details and additional assumptions. An upwelling of 4 m/yr corresponds to a downwelling/upwelling of water into the deep oceans of about 45 Sv (1 Sv = 10 6 m 3 /s). This value is higher, in general, than downwelling estimates based on observations presented in Harvey (1996) , Munk and Wunsch (1998), and Whitworth et al. (1999) , but in line with upwelling estimates presented in Whitworth et al. (1999) , and a standard assumption in many other UDEBM, see for example Munk (1966) , Hoffert et al. (1980) , Harvey and Huang (2001) , Wigley and Raper (2001) , Lowe et al. (2009), and Meinshausen et al. (2009) . In order to analyze different rates of ocean heat uptake, different values for the effective heat diffusivity is assumed. This is the most common way of representing different rates of ocean heat uptake in UDEBMs; see Raper et al. (2001) , Wigley and Raper (2001) , Lowe et al. (2009), and Meinshausen et al. (2009) . For the effective heat diffusivity we test for three values, 0.5, 1.5 and 3 cm 2 /s. The rationales for choosing these values are:
1. An effective diffusivity of 0.5 to 1 cm 2 /s is required to give a good fit between the global average depth dependent temperature profile of the oceans as reported by Levitus (1982) and simple UDEBMs with similar structure and parameterization as the model used in this paper, see e.g. Hoffert et al. (1980) , Harvey and Huang (2001) and Raper et al. (2001) . This has also been tested and confirmed with the model used in this study. Accordingly, we set the low value of the effective diffusivity to 0.5 cm 2 /s. 2. To mimic the transient surface temperature change and the change in the global average depth-dependent temperature profile of the oceans that are generated in AOGCMS when the radiative forcing is changed, higher diffusivities are often needed than those reported in bullet 1 above; see Raper et al. (2001) . For this reason we also set the effective diffusivity to 1.5 and 3 cm 2 /s as our medium and high values, respectively; see also Meinshausen et al. (2008) concerning calibration of the effective diffusivity.
Carbon cycle and other greenhouse gases
To model the sink of atmospheric CO 2 , linear impulse response functions based on Joos et al. (1996) and Tanaka (2008) are used; see Appendix 3 for details. For the forward looking modeling, the impulse response function is linearized around an atmospheric CO 2 concentration of 450 ppm, while for the initialization of our carbon cycle model the impulse response is linearized around an atmospheric CO 2 concentration of 325 ppm. Given the limited non-linearities in the carbon cycle for atmospheric levels below a doubling of the pre-industrial level (Hooss et al. 2001) , the linearization procedure used here gives only small deviations from results obtained using the non-linear carbon cycle representation. Further, the climatecarbon cycle feedbacks are also taken into account based on results in Matthews (2006) , Plattner et al. (2008) , Thorn and Harte (2006) and Frank et al. (2010) ; see Appendix 3 for details.
CH 4 and N 2 O concentrations are modeled using the global mean mass-balance equations in Prather et al. (2001) , taking the feedback effect CH 4 has on its own atmospheric lifetime into account. The equations for radiative forcing are the expressions given in Ramaswamy et al. (2001) . We also include the indirect effect of methane on tropospheric ozone and stratospheric water vapor (Wigley et al. 2002) .
Calibration
The global average surface temperature and the heat uptake in the three-box energy balance model are initiated and calibrated so as to fit the historical temperature by adjusting the radiative forcing contribution from aerosols (the sum of direct and indirect radiative forcing from both reflecting and absorbing aerosols) given different exogenously set values for the climate sensitivity and effective heat diffusivity. In the calibration, the strength of the aerosol forcing is determined by minimization of the least square difference between the modeled global average surface temperature and the measured historical global average surface temperature. This is a simple approach of determining the radiative forcing strength of aerosols, and it serves to make the historic simulation and the scenario consistent for a large range of assumptions on the effective heat diffusivity and climate sensitivity.
For the calibration of net aerosol forcing and initialization of the energy balance model, the historical radiative forcing contributions from CO 2 , CH 4 (both direct and indirect effects), N 2 O, Halocarbons, changes in solar activity, and the radiative impacts of volcanoes are considered. The historical forcing contributions from CO 2 , CH 4 , N 2 O are calculated by using the approach described in Section 2.3 together with historical atmospheric concentrations presented in NASA GISS (2009a). The radiative forcing contributions from Halocarbons, changes in solar activity, and volcanoes are from NASA GISS (2009a). Data on the global average surface temperature are from NASA GISS (2009b). Other forcing changes since pre-industrial times, such as non-CH 4 -induced tropospheric O 3 leading to an increase in radiative forcing, and changes in surface albedo leading to a net decrease in radiative forcing, are assumed to balance; see Forster et al. (2007) .
The model is run as follows:
1. Set the climate sensitivity and the effective heat diffusivity. 2. Calibrate the three-box EBM to the UDBM for a step forcing of 4 W/m 2 .
3. Initiate the carbon cycle model with historic CO 2 emissions from CDIAC (2010). 4. Calibrate the radiative strength of the net aerosol forcing so as to minimize the squared difference between modeled global average surface temperature and measured historical global average surface temperature. The ocean heat content is calculated in the calibration procedure. 5. Run the forward looking optimization model to determine cost-effective emissions pathways leading to a stabilization of the global average surface temperature at 2 K above the pre-industrial level.
Uncertainty analysis
In order to corroborate the results we performed a range of sensitivity tests. We test the model specifically to two parameters in the economic module, the discount rate and the baseline emissions scenario, respectively; see Section 3.4 for details. In addition, we perform a Monte Carlo Analysis where random numbers for the climate sensitivity and the effective heat diffusivity are drawn.
Obviously, other assumptions in the model, such as the carbon cycle specification and rate of upwelling, are also important for the overall results and are uncertain. However, since the main aim is to study the combined importance of effective heat diffusivity and climate sensitivity for pathways resulting in stabilization of global average surface temperature, the Monte Carlo analyses are limited to these two parameters.
The probability distribution for the climate sensitivity is assumed to be log-normal with the 17th percentile being equal to 2 K and the 83rd percentile being equal to 4.5 K. This corresponds to a cautious interpretation of the likely span for the climate sensitivity as presented in Meehl et al. (2007) . Also, with the long upper tail generated by the log-normal distribution the problem of constraining the climate sensitivity upward is taken into account, see Hegerl et al. (2007) , Randall et al. (2007) , Roe and Baker (2007) and Knutti and Hegerl (2008) . In addition, climate sensitivity is limited upward to 10 K. In practice, this has no effect on the model results since the optimization model will never find any feasible solution for climate sensitivities above about 5 K. For the effective heat diffusivity, the 17th and 83rd percentile are set to 0.5 and 3.0 cm 2 /s and a maximum value of 6 cm 2 /s is assumed. This is in line with the heat diffusivities used in MAGICC when emulating AOGCMS; see Cubasch et al. (2001) , Wigley and Raper (2001) , Meehl et al. (2007) , Meinshausen (2006) and Meinshausen et al. (2008 Meinshausen et al. ( , 2009 . As discussed by Forest et al. (2006) and Andrews and Allen (2008) , some AOGCMs tend to show a too high heat uptake and consequently a too slow temperature response when compared to historical estimates. Therefore, slightly higher probabilities for low diffusivities are assumed than in for example Wigley and Raper (2001) .
The constraints on how fast emissions can drop are removed in the Monte Carlo analysis. This is done to simplify the interpretation of the results concerning the importance of the climate sensitivity and effective heat diffusivity.
As in the main runs, the negative radiative forcing contribution from aerosols is estimated for each set of values for climate sensitivity and effective heat diffusivity by minimization of the squared error of the modeled temperature to the measured temperature for the time period 1880 to 2004.
For illustrative purposes and to show that the model is well-behaved, the relationships between climate sensitivity, effective heat diffusivity, aerosol forcing strength, 
Results

Radiative forcing pathways leading to temperature stabilization
The uptake of heat in the oceans results in the temperature responding slowly to changes in radiative forcing. As a consequence of this heat uptake, the radiative forcing can substantially overshoot the long-run equilibrium level, see Fig. 1 . The equilibrium radiative forcing must eventually be reached in order to stabilize the temperature at a certain level, in our case at the 2 K limit. The equilibrium is reached beyond 2400, while the global average surface temperature is stabilized at 2 K above the pre-industrial level around 2070-2080; see Fig. 2 . The level of overshoot increases with increasing rate of effective heat diffusivity; see Fig. 1 .
2 This is a result of the transient and total heat uptake being higher, the higher the effective diffusivity; see also Appendix 6. The maximum level of overshoot for the high heat diffusivity (3 cm 2 /s) is more than 1 W/m 2 above the longrun equilibrium level 3 in our base case with a climate sensitivity of 3 K (see also Temperature profile for different levels of the effective heat diffusivity all leading to a stabilization at 2 K above the pre-industrial level, given a climate sensitivity of 3 K Section 3.4.2 for Monte Carlo analysis involving a span of different sensitivities). For the low heat diffusivity (0.5 cm 2 /s), the maximum level of overshoot is still slightly above 0.5 W/m 2 ; see Fig. 1 . Note also that the temperature during the twenty-first century is higher, the lower the effective diffusivity; see Fig. 2 . This result would be expected if the forcing were equal in the three cases, but the forcing is lower, the lower the diffusivity; see Fig. 1 .
The three different radiative forcing pathways presented in Fig. 1 converge over time. The long-term overshoot value that the different radiative forcing pathways converges to strongly depends on the relative warming of the downwelling water in polar regions to that of global average sea surface warming; see Hoffert et al. (1980) and Jarvis and Li (2010) for related studies. As seen in Fig. 1 , in year 2400, the level of overshoot is still about 0.3 W/m 2 above the equilibrium level and not strongly dependent on the effective heat diffusivity.
3.2 CO 2 -equivalent emissions pathways leading to temperature stabilization The increased potential for radiative forcing overshoot with increasing levels of effective heat diffusivity implies that more CO 2 -equivalent emissions (using GWP's calculated over 100 years) can be emitted during the twenty-first century the higher the effective diffusivity; see Fig. 3 . The difference in cumulative emissions for the high and low diffusivity case is about 170 GtC-equivalents. This is slightly larger than the amount of carbon stored in global oil reserves reported by BP (2009).
The concentration level of greenhouse gases is higher at the end of the twentyfirst century, the more the "extra emission space" generated by ocean heat uptake is used; see Figs. 1 and 3. Since the atmospheric life times of many of the important greenhouse gases are long, over 100 years, emissions must be slightly lower in subsequent centuries when this "extra emission space" is used in order to stabilize the temperature at a given level and with a given climate sensitivity. However, since the asymptotic cumulative heat uptake increases with increasing diffusivity, more heat will go down into the oceans when the diffusivity is high; see the discussion in Appendix 6. As a consequence, the high emissions in the twenty-first century only need to be compensated for in part in the subsequent centuries. Note that although the effective heat diffusivity is important in determining emissions levels this century, for a given temperature stabilization limit, it is less important than the climate sensitivity; compare Figs. 3 and 4.
Also note that the numbers presented in this section and Figs. 3 and 4 have to be interpreted with some care since they are based on the use of the GWP concept, which is inappropriate for a more detailed analysis, but they still serve for illustrative purposes.
Sensitivity analysis
Sensitivity of the level of overshoot with respect to the discount rate
The discount rate is important for the timing of emissions reductions in a cost minimization model. The higher the discount rate, the more the emissions reductions will be postponed in order to minimize the costs of abatement in net present value terms. As a consequence, one should expect the level of overshoot to increase in the near term in a model such as the one used here, when increasing the discount rate. This is also what we see in the model results; the level of overshoot in 2050 (which should be considered near-term in this context) increases with increasing discount rates; see Table 2 .
As discussed in Appendix 6, the asymptotic level of the cumulative heat uptake is fixed for a certain temperature limit and effective diffusivity. Hence, increasing levels of overshoot in radiative forcing in the near term (2050) would come at the expense of lower levels of overshoot in the longer term (2100 and 2300). The reason for this is that higher levels of heating in the twenty-first century would imply a higher temperature of the interior and deep ocean at the end of the century. As a consequence, less heat could be taken up by the ocean in subsequent centuries since the asymptotic cumulative heat uptake is fixed for a certain parameterization and temperature limit. This is also observed, although rather weakly, in the model, see Table 2 . The level of overshoot in 2100 declines slightly with increasing discount rate as expected, while the overshoot in 2300 is in principle independent of the discount rate. Table 2 The level of radiative forcing overshoot depending on discount rate and effective heat diffusivity Radiative forcing overshoot (W/m 2 ) 2050 2100 2300 The level of overshoot is more sensitive to the value of the discount rate, the higher the effective heat diffusivity is. The reason for this is that the higher the diffusivity is, the larger is both the rate of the uptake of heat by the oceans and the asymptotic cumulative heat uptake. In consequence, the flexibility of the radiative forcing pathway leading to a stabilization of the temperature is enhanced the higher the diffusivity. This flexibility is in turn exploited in the economic model in order to minimize the NPV abatement costs.
Sensitivity of the level of overshoot with respect to the baseline scenario
The model is also run with a different baseline scenario in order to corroborate the robustness of the results. The IIASA B2 scenario, which is an updated version of SRES B2; see Riahi et al. (2006) and IIASA (2009) is used as an alternative baseline scenario. The B2 scenario can be characterized as a 'dynamics as usual' rates of change scenario. Compared to the A2r scenario, it includes lower population growth, higher per capita economic growth and lower level of greenhouse gas emissions, see Riahi et al. (2006) and IIASA (2009) for details.
Baseline emissions beyond 2100 are assumed to remain constant, except that fossil CO 2 baseline emissions will eventually decline due to the constraint that the cumulative carbon emissions from fossil sources cannot exceed 5000 G ton C due to limitations on extractable fossil fuel resources.
The same marginal abatement cost functions are used as in the base case; note though that the marginal abatement cost depends on the relative abatement of the baseline emissions, implying that the marginal abatement costs and total abatement Radiative forcing pathways (net of gases and aerosols) generated with the B2 baseline scenario leading to a stabilization of the temperature at 2 K, given a climate sensitivity of 3 K and no temperature overshoot costs of reducing a certain absolute amount of emissions will differ between the two scenarios.
As seen in Fig. 5 , the radiative forcing profile generated with the B2 scenario and a 2 K target will be close to identical to the result using the A2r scenario as baseline scenario, see in Fig. 1 . The difference between the radiative forcing in each year and for each assumption on the effective diffusivity is less 0.08 W/m 2 . Beyond year 2100 the difference in each year is less 0.01 W/m 2 . The reason for the small difference between the different baseline scenarios is that given current emissions and atmospheric stock of greenhouse gases together with the constraint on how fast emissions may decline and the 2 K target, the forcing profile and emissions levels (generated with a cost minimization approach) are to a large extent determined by the geophysical factors such as the climate sensitivity, effective diffusivity and the carbon cycle. The forcing profile and emissions levels depend to a lesser degree on the details of the baseline emissions scenario and abatement costs (given reasonable assumptions on these).
Monte Carlo analysis
The Monte Carlo runs are used to estimate and illustrate the relative importance of the uncertainty in climate sensitivity to that of the uncertainty in effective heat diffusivity, in determining levels of radiative forcing in 2050, 2100, and 2300 and the NPV stabilization abatement cost. The analyses and presentation of the results are limited to climate sensitivities below 5 K per CO 2 eq. doubling. Very few feasible solutions are generated for higher climate sensitivities and a stabilization target of 2 K above the pre-industrial level.
Radiative forcing overshoot in 2050, 2100, and 2300
In Figs. 6, 7, and 8, the net radiative forcing of anthropogenic agents considered in the model in 2050, 2100, and 2300 are plotted and compared with equilibrium radiative forcing for a range of climate sensitivity values when the global average surface temperature is stabilized at 2 K above the pre-industrial level.
For high and medium level climate sensitivities, there are large overshoots in the radiative forcing above the equilibrium level in both 2050 and 2100, while, on average, smaller ones in 2300. This is in line with the results presented in Fig. 1 and discussed in Section 3.1. When the climate sensitivity is above 2 K per CO 2 eq. doubling (which it is likely to be according to Meehl et al. (2007) ), the level of overshoot is, in general, above 0.2 W/m 2 (for low heat diffusivities) and up to about 1 W/m 2 (for high diffusivities), in both 2050 and 2100. In 2300, the forcing overshoot range is much smaller, and the overshoot is about 0.3 W/m 2 and not strongly dependent on diffusivity; see also the results in Section 3.1. 4 For climate sensitivity values below 1.5 K per CO 2 eq. doubling (which the climate sensitivity is very likely not to be according to Meehl et al. (2007) ), the level of overshoot is relatively small in 2100 because the maximum overshoot takes place between 2100 and 2300. For these cases with low climate sensitivity values, the radiative forcing level is below the long-run equilibrium level in 2050 since the baseline emissions result in a radiative forcing that is below the long-run equilibrium level, see Fig. 6 . 
NPV Abatement Cost (% of NPV GDP) Climate Sensitivity (K)
The model is infeasible for higher climate sensitivities without considering overshoots 1 1.5 2 2.5 3 3.5 4 4.5 5 Fig. 9 NPV cost of stabilizing the temperature at 2 K above the pre-industrial level as a function of climate sensitivity. The spread (of the dots) is due to differences in ocean heat uptake, while the solid line is the NPV cost for stabilization at the equilibrium radiative forcing level, without overshoot
Note that the relative overshoot (radiative forcing divided by the equilibrium radiative forcing) increases with climate sensitivity, see Figs. 6, 7, and 8. Measured in relative terms, the level of radiative forcing overshoot above its long-run equilibrium level is 20% to 60% for high levels of climate sensitivity (i.e., about 4.5 K) and 8% to 30% for low values of climate sensitivity (i.e., about 2 K) in 2100. This is related to the result that the time to reach a certain fraction of the equilibrium warming (often measured as the e-folding time) grows with climate sensitivity, see Hansen et al. (1985) , Wigley and Schlesinger (1985) and Harvey (1986) .
Net present value abatement cost
As illustrated in Figs. 3 and 4, climate sensitivity is more important than effective heat diffusivity for determining necessary emissions reductions in the coming century. In line with this, the net present value abatement cost of stabilizing the global average surface temperature at the 2 K limit is strongly related to climate sensitivity and to a lesser degree to effective heat diffusivity, see Fig. 9 where the twenty-first century NPV abatement cost as share as the NPV of global baseline GDP over the twentyfirst century as obtained in the A2r scenario (IIASA 2009) is shown. The importance of the effective heat diffusivity can be seen in the spread of the NPV costs for each and every value of the climate sensitivity. For each given climate sensitivity value, low (high) values for the effective heat diffusivity result in NPV abatement costs that are in the upper (lower) contour of the spread in Fig. 9 . obvious but is related to the timing of emission reductions and the convexity characteristics of the discount factor and the abatement costs. 6 As seen in Fig. 9 and discussed above, the cost of stabilizing the temperature is influenced by the effective heat diffusivity. What is perhaps more important from a policy perspective is that, irrespective of the level of diffusivity, the cost of temperature stabilization including (a small or a large) overshoot in radiative forcing is considerably lower than the cost of stabilizing the radiative forcing at its equilibrium level without any overshoot, see Fig. 9 . Relatedly, a 2 K target would not be physically attainable for a large range of possible climate sensitivity values without overshoots in radiative forcing.
Discussion and conclusion
Radiative forcing and emissions pathways for, and NPV costs of, stabilizing the global average surface temperature at 2 K above the pre-industrial level have been analyzed. The main aim has been to understand the role of ocean heat uptake and how this uptake affects the possibility for radiative forcing profiles that temporarily overshoot the equilibrium level associated with a given limit on global average temperature and climate sensitivity. We have found that the level of overshoot increases with increasing effective heat diffusivity. For high diffusivity values, the overshoot can remain above 1 W/m 2 over the present century and decline over the subsequent centuries. As late as 2300, the level of overshoot in the model is, in general, above 0.3 W/m 2 for a wide range of heat diffusivity and climate sensitivity values. While the level of overshoot during the present century strongly depends on the level of the effective heat diffusivity, the level of overshoot in the long-run does not. Although not explicitly analyzed in this paper, the long-term overshoot in radiative forcing is strongly dependent on the warming of the water downwelling into the deep oceans. The general results that the radiative forcing overshoot may be both substantial and persistent hold when the discount rate is altered and when a different baseline scenario is used.
In addition, although the effective heat diffusivity is important for radiative forcing and emissions pathways and the corresponding NPV abatement costs, the heat diffusivity is less important than the climate sensitivity in determining these 6 The mechanisms can be understood with the aid of Figs. 6, 7, and 8. The level of radiative forcing overshoot is roughly independent of climate sensitivity for sensitivities above 2 K. When climate sensitivity is high (low), the concentration levels will be comparably low (high); consequently emissions need to be reduced more and at an earlier date, the higher the climate sensitivity. In addition, both the discounting factor (which declines geometrically with time) and the abatement cost functions are convex. Also, the marginal cost increases at a higher rate, the higher the level of abatement. Given that emissions need to be reduced more and at an earlier date when climate sensitivity is high, the NPV cost becomes more sensitive to (small) changes in the emissions level that follow from different assumptions on the effective diffusivity. This effect is somewhat weakened by the fact that the relationships of concentration to radiative-forcing, for the three main greenhouse gases CO 2 , CH 4 , and N 2 O, are concave. Given concavity of the radiative forcing functions, the marginal radiative forcing (usually referred to as radiative efficiency) decreases with concentration, which implies that for an equal overshoot in radiative forcing, the additional "emissions opportunity" caused by this overshoot is smaller the lower level of concentrations. Still, the convexity characteristics of the abatement cost and discounting are more important in determining the NPV abatement cost.
variables. However, due to non-linearities in the economic system (i.e., pertaining to the marginal abatement cost functions and discounting) the importance of the value of the effective heat diffusivity for the NPV stabilization cost increases with increasing climate sensitivity.
The results in this study concerning the level and duration of the overshoot may not directly be applicable to stabilization targets for the global average surface temperature higher than the 2 K limit. The possible non-linearities in the climate system, such as the climate sensitivity and the ocean circulation, become progressively more important the more the climate is changing, see for example Randall et al. (2007) and Knutti and Hegerl (2008) .
In this study, we have only analyzed the role of the effective heat diffusivity for the global mean surface temperature change. The importance of the heat uptake for thermal expansion of the oceans has not been assessed in detail. A higher diffusivity implies that more heat will be taken up by the oceans; consequently the thermal expansion of the oceans will be more pronounced. Given the strong correlation between cumulative heat uptake and thermosteric sea level rise, the relative difference in thermosteric sea level rise that follows from an increase of global average surface temperature of 2 K between the high(k = 3 cm 2 /s) and low (k = 0.5 cm 2 /s) diffusivity is roughly about two. 7 This effect on the sea level rise runs contrary to the socially advantageous aspects a high effective heat diffusivity has on the cost of stabilization and on necessary emission reductions in the coming decades when meeting a temperature stabilization target.
Also, overshoot scenarios as such enhance the risk for dangerous climate change relative to direct stabilization without overshoot as discussed by O'Neill and Oppenheimer (2004) and Schneider and Mastrandrea (2005) . Radiative forcing overshoot scenarios imply a higher rate of temperature change and an enhanced risk for temperature overshoots when compared to scenarios that directly stabilize at the equilibrium radiative forcing associated with a certain climate sensitivity and global temperature target. On the other hand, overshoot scenarios reduce the NPV cost of stabilization considerably. These risk-benefit trade-offs need to be studied further.
The majority of integrated assessment models are programmed to meet concentration or radiative forcing targets by 2100. We show that the level of radiative forcing overshoot may still be substantial in 2100 and beyond, for a 2 K limit. This implies that models set to meet a radiative forcing target based on a temperature limit and a given climate sensitivity are likely to overstate the necessary emissions reductions during the twenty-first century as well as stabilization abatement costs. However, these integrated assessment models do not in general take into account effects which should lead to a smaller emissions space over the present century, for example climate-carbon cycle feedbacks and positive albedo feedbacks not included in climate sensitivity. Hence, climate dynamics and those feedbacks not included in climate sensitivity may need to be better represented in these models.
The direct policy implications of the results are that concentration or radiative forcing stabilization without overshoot is an excessively costly approach to formulating climate targets; see also den Elzen and van Vuuren (2007) . Economically, it makes much more sense to accept a level of radiative forcing overshoot above a longrun stabilization level. As argued by Allen et al. (2009) , overshoot targets may be complicated to formulate since the uncertain degree and duration of the overshoot has to be settled; they suggest cumulative CO 2 emissions targets which have fewer degrees of freedom. However, as they briefly discuss, cumulative targets based on CO 2 -equivalent emissions are not especially suitable for non-CO 2 greenhouse gases such as methane, due to the large differences in the atmospheric life time of the different greenhouse gases. The aim of this paper has been to present information about the degree and duration of overshoots consistent with a 2 K limit. Within the scope of this analysis, these overshoots are found to be both persistent and rather large. However, the model approach in this paper is simple, and more studies are needed to challenge the results presented in order to understand if these results are robust or model dependent. Also, more research is needed on how best to tackle the issue of overshoot targets and cumulative emissions targets, given the multi-gas approach to climate change mitigation.
Finally, as always concerning climate change and integrated assessment models, the calculations are inherently uncertain due to both parametric and structural uncertainties and immense simplifications of the integrated economic and geophysical system. Processes that govern ocean mixing are unduly complicated and hard to represent even in AOGCMs. However, eventhough the energy balance model used here, which is based on an upwelling diffusion model, is a highly aggregated approach it may still be useful. An indication of this is the frequent use of upwelling diffusion energy balance models in the IPCC WG1 assessment reports. Consequently, even if the results should be interpreted with care, they illustrate the important role of ocean heat uptake for radiative forcing pathways, the necessary greenhouse emissions reductions over the coming centuries, and abatement costs if the global mean surface temperature is to be stabilized at 2 K above the pre-industrial level.
water to that of the global average surface ocean temperature are all prescribed. Further, the model is assumed to be linear and time invariant, hence all parameters remain constant over time and are independent of the state of the climate. However, complex AOGCMs usually show a decline in ocean circulation for increases in global average surface temperature and an increase in effective climate sensitivity, over time as well as for higher increases in the global average surface temperature. However, these effects are limited when considering a relatively small increase in the global average surface temperature, as we do in the stabilization scenarios; see Raper et al. (2001) , Randall et al. (2007) and Knutti and Hegerl (2008) .
The model divides the surface of the globe in two parts, one part for the ocean and the troposphere above it and one part for the land surface and troposphere above it. The heat capacity of the land surface and the troposphere above is small and set to zero, as in Raper et al. (2001) , Wigley and Raper (2001) and Meinshausen et al. (2008) .
In the standard set-up, climate sensitivity is set to 3 K for a doubling of the atmospheric CO 2 stock, the upwelling rate to 4 m/year, and the heat diffusivity to 1.5 cm 2 /s, with two main alternatives, 0.5 and 3 cm 2 /s. The equilibrium temperature change is assumed to be 30% higher for the surface air over land than over the ocean surface, in line with Meinshausen et al. (2009) . See Joshi et al. (2008) for a discussion of the mechanisms behind the land/ocean temperature contrast. Further, we take into account that the marine surface air temperature increase is higher than the ocean surface temperature increase due to retreating sea ice cover by assuming that the air temperature increase is 30% higher than the sea surface temperature increase, in line with Raper et al. (2001) . These assumptions are basically standard assumptions in UD-EBMs and similar models; see Hoffert et al. (1980) , Raper et al. (2001) , Shine et al. (2005) , Meinshausen et al. (2008 Meinshausen et al. ( , 2009 ) and Baker and Roe (2009) .
The model is discretized over time and over the depth of the interior and deep ocean. The surface layer of the ocean is assumed to be 70 m, while the interior ocean is divided into 30 identical layers of 130 m each. For the numerical integration, an Euler scheme with a time step of 0.2 years is used. The choice of time step and ocean layer thickness results in numerical stability.
Appendix 2-Calibration of the three box energy balance model to the upwelling diffusion energy balance model
Calibrating response functions from climate models such as AOGCMs or UDEBMs is a common and simple approach for taking into account the thermal inertia in aggregate models. This is a suitable approach because for any linear and timeinvariant system, the dynamics of the system can be described by the impulse response function. Even though the climate system is not linear and time-invariant, we may in our case reasonably assume that the global average surface temperature change is time-invariant and linear in radiative forcing; see Appendix 1. The reason is that we constrain the global average surface temperature to 2 K above the preindustrial level and the potential non-linearities become more important for larger changes in the global average surface temperature.
So as to keep the response function tractable, the number of exponential terms in the response function should be as small as possible but still give an accurate response for the system. Jarvis and Li (2010) argue that the sum of three exponential Fig. 10 Comparison of the temperature response of the UDEBM and the calibrated three-box EBM for the first 100 years for a 1 W/m 2 step in radiative forcing. The climate sensitivity is set to 3 K. For comparison, the equilibrium temperature change to a 1 W/ m 2 step is 0.81 K terms with three corresponding time constants emulates the temperature response of UDEBMs and AOGCMs. Further, both Grieser and Schönwise (2001) and Li and Jarvis (2009) successfully emulate the temperature response of AOGCMs with this approach. This is also our starting point. However, since this three-term impulse response function is numerically equivalent to a differential model with three boxes we choose to calibrate a three-box EBM to the UDEBM; see Li and Jarvis (2009), Grieser and Schönwiese (2001) and Hooss et al. (2001) for similar approaches. Figure 10 illustrates the fit between the global average surface temperature generated by the three box model and the UDEBM following a 1 W/m 2 step in the radiative forcing and a climate sensitivity of 3 K and an ocean heat diffusivity of 1.5 cm 2 /s. The (relative) root mean square error of the three-box EBM to the UDEBM over a time horizon of 100 years is about 1%, and the error declines with longer time horizons. Also, as presented in Appendices 4 and 5, the model gives reasonable results when calibrating the aerosol forcing from historical radiative forcing and temperature data, and when initializing the heat content of the oceans.
Appendix 3-Carbon cycle
To model the net land and ocean uptake of CO 2 , two different response functions are applied. One response function is linearised around an atmospheric CO 2 level of 325 ppm and the other around 450 ppm; see Harvey (1989) and Wigley (1991) for Joos et al. (1996) and Tanaka (2008) ; see Eq. 4 and Table 3 . For the calibration of our response functions, the carbon fertilization factor β is set to 0.25, and the carbon fertilization is logarithmically dependent on the atmospheric CO 2 concentration.
A range of papers have pointed to the fact that the ocean and land/biomass sink of carbon is strongly tied to the state of the climate with the effect that the net uptake of carbon in oceans and land/biomass decreases with increasing global average surface temperature (Friedlingstein et al. 2006; Matthews 2006; Plattner et al. 2008; Frank et al. 2010) . To simulate this, we assume that the positive feedback has been negligible up until the present (2005) but will be a factor that needs to be taken into account for global average surface temperature increases greater than about 0.75 K above the pre-industrial level (the initial global average surface temperature in the optimization). We assume that 10 ppm CO 2 is added to the atmosphere for every degree C increase in global average surface temperature above the 2005 level. This is estimated from results presented in Matthews (2006) , Plattner et al. (2008) , Thorn and Harte (2006) and Frank et al. (2010) .
Appendix 4-Calibration of net aerosol forcing
The calibration of the net aerosol strength gives a forcing in line with those presented in Forster et al. (2007) ; see Fig. 11. 8 Similar to results presented in other papers (e.g., Andreae et al. 2005) there is a strong statistical correlation between climate sensitivity and net tropospheric aerosol forcing. The higher the climate sensitivity, the more negative the net aerosol forcing has to be in order to emulate the historical temperature. The importance of the ocean heat diffusivity for the calibration of the net aerosol strength can be seen in the spread of the aerosol forcing for a given climate sensitivity. When assuming a low (high) diffusivity in the calibration against historical temperature and forcing data, the estimated net aerosol forcing tends to be in the upper (lower) contour of the relationship between climate sensitivity and net aerosol forcing shown in Fig. 11 . The reasons for this is that a low (high) heat diffusivity implies a faster (slower) temperature response and in order to fit the modeled global average surface temperature change to the measured global average 
Fig. 11
The net aerosol forcing (including both direct and indirect forcing) that gives the best fit for the modeled global average surface temperature change to the measured temperature change since 1880, given exogenous assumptions on climate sensitivity, heat diffusivity and other major radiative forcing gases/agents surface temperature above the pre-industrial level the negative net aerosol forcing has to be relatively large (small) for a given value of the climate sensitivity.
Appendix 5-Initialization of ocean heat uptake
As discussed in Appendix 6 there is a direct link between ocean heat uptake and effective heat diffusivity. The higher the effective heat diffusivity, the more heat is taken up by the oceans for a given period of time and forcing profile, see Fig. 13 . This also has implications for the historical uptake of heat by the oceans. The total energy uptake by the climate system between 1961 and 2003 is estimated in Bindoff et al. (2007) to be about 16·10 22 J, where the uptake in the ocean accounts for about 90% of this, i.e., slightly more than 14·10 22 J. However, more recent analysis points toward higher heat uptake due to changes in the interpretation of measurements. Domingues et al. (2008) present results that the heat uptake between 1961 and 2003 down to a depth of 3,000 m is 16·10 22 J, and as much as 8·10 22 J may have been taken up below 3,000 m. However, the number concerning the heat uptake below 3000 is rather speculative. Consequently, low values for the heat diffusivity (less than about 0.5 cm 2 /s) tend to result in a heat uptake that is too small, while diffusivities above about 4 to 5 cm 2 /s may result in a heat uptake that is too high to match the historical estimates, see Fig. 12 . 9 9 The odd distribution of results for the heat uptake for an effective heat diffusivity of 6 cm 2 /s is a result of that we constrained the upper tail of the log normal distribution of the effective heat diffusivity to 6 cm 2 /s. 
Appendix 6-Asymptotic heat uptake
In this appendix the importance of the effective diffusivity for the ocean heat uptake after a step in the radiative forcing equal to 1 W/m 2 is illustrated and discussed. With heat diffusivity set to 1.5 cm 2 /s and climate sensitivity set to 3 K, about 90 W year/m 2 have been taken up cumulatively by the ocean after 1,000 years. To reach energy balance with the cumulative forcing of 1,000 W year/m 2 , the remaining 910 W year/m 2 are due to outgoing heat radiation at the top of the atmosphere. For shorter time horizons, a larger fraction of the forcing is used to heat up the oceans; e.g., over a 200 year time period slightly less than 50 W year/m 2 is driven into the oceans, while a little more than 150 W year/m 2 leaves as outgoing radiation. As seen in Fig. 13 , the fraction of the energy that is driven down into the oceans is larger the higher the effective heat diffusivity. As a consequence, the global mean surface temperature will increase slower, the higher the diffusivity.
The cumulative heat uptake will asymptotically approach 67, 101 or 136 W year/m 2 , when the effective diffusivity is 0.5, 1.5 or 3 cm 2 /s, respectively.
