Analyses of skill are widely used for assessing weather predictions, but the time scale and lack of validation data mean that it is not generally possible to investigate the predictive skill of today's climate models on the multidecadal time scale. The predictions made with early climate models can, however, be analyzed, and here we show that one such forecast did have skill. It seems reasonable to expect that predictions based on today's more advanced models will be at least as skillful. In general, assessments of predictions based on today's climate models should use Bayesian methods, in which the inevitable subjective decisions are made explicit. For the AR4, the Intergovernmental Panel on Climate Change (IPCC) recommended the Bayesian paradigm for making estimates of uncertainty and probabilistic statements, and here we analyze the way in which uncertainty was actually addressed in the report. Analysis of the ensemble of general circulation models (GCMs) used in the last IPCC report suggests there is little evidence to support the popular notion that the multimodel ensemble is underdispersive, which would imply that the spread of the ensemble may be a reasonable starting point for estimating uncertainty. It is important that the field of uncertainty estimation is developed in order that the best use is made of current scientific knowledge in making predictions of future climate. At the same time, it is only by better understanding the processes and inclusion of these processes in the models, the best estimates of future climate will be closer to the truth .  2010 John Wiley & Sons, Ltd. WIREs Clim Change I n order to make probabilistic predictions of future climate, the quality of forecasts from climate models must be assessed. We have, however, no future climate with which to validate today's models, and the expectation is that future climate is out of sample compared with both the historical period, and those paleoclimate epochs for which we have the most robust proxy records. Consequently, traditional techniques commonly used in numerical weather prediction (NWP), which require multiple realizations of the forecast period, such as calculations of forecast skill, cannot readily be used. Here, we compare the concepts of model skill and uncertainty and calculate the skill for one of the few climate predictions for which this is possible. For predictions being made today, the out of sample nature of future climate change means that there is a sufficiently high degree of * Correspondence to: jules@jamstec.go.jp RIGC/JAMSTEC, 3173-25 Showa-machi, Kanazawa-ku, Yokohama, Kanagawa, 236-0001, Japan DOI: 10.1002/wcc.58 uncertainty in the predictions that Bayesian methods in which the uncertainty can be made explicit, and so tested for robustness, are a necessity. The Intergovernmental Panel on Climate Change (IPCC) reports have had considerable influence on the way uncertainty is considered and communicated. In this paper, we discuss the recommendations made to the authors and the different approaches taken by the chapter authors of the 4th assessment report (AR4). We further consider the potential for using the AR4 general circulation models (GCMs) in probabilistic calculations.
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THE DIFFERENCE BETWEEN SKILL AND UNCERTAINTY

Skill
In the NWP context, skill is generally defined as the performance of a particular forecast system in comparison with some other reference technique-usually a simple null hypothesis such as persistence-to see which has lower errors. A typical example would be the definition from the AMS glossary 1 :
Skill: A statistical evaluation of the accuracy of forecasts or the effectiveness of detection techniques. Several simple formulations are commonly used in meteorology. The skill score (SS) is useful for evaluating predictions of temperatures, pressures, or the numerical values of other parameters. It compares a forecaster's root-mean-squared or mean-absolute prediction errors, E f , over a period of time, with those of a reference technique, E refr , such as forecasts based entirely on climatology or persistence, which involve no analysis of synoptic weather conditions:
If SS > 0, the forecaster or technique is deemed to possess some skill compared with the reference technique.
It is hard to apply this sort of approach to longterm predictions from climate models as there are very few opportunities to compare model predictions with actual outcomes. Although some climate scientists have used the term skill to refer to how well the model field for some climatological variable compares with the null hypothesis of a flat mean field, this is not an equivalent test of skill to that used in NWP as it does not evaluate the model's predictive capability against independent observations. There is, however, one historical example of a prediction that we may analyze along these conventional lines. In 1988, James Hansen presented to the US Congress what was perhaps the first prediction of global climate change over decadal time scales using a numerical climate model, a work which was later published as Hansen et al. 2 We now present an analysis of this prediction.
The Hansen Forecast
Climate model results in the IPCC reports are generally presented as projections, which are defined as predictions conditional upon the forcing scenario. Several forcing scenarios (including greenhouse gas and aerosol concentrations or emissions) are run for each model, and no indication is given as to which scenario may be most likely. However, of the three model simulations generated (based on three different forcing scenarios) in the work presented by Hansen, one was described as the most realistic, with the others primarily treated as sensitivity tests. This trajectory for the forcings has also turned out rather close to observations. We consider it reasonable, therefore, to conduct a test of the skill treating the scenario and projection from this central case ('Scenario B' which is plotted in Figure 1 ), together as a prediction. Although it would be interesting to consider other variables and a more regional analysis, efforts to reproduce the original model runs have not yet been successful, and the only output which is available from this run is the globally averaged surface temperature anomaly.
There is no question of the model predicting the actual year-to-year temperatures which depend on internal variability rather than external forcing, so we consider only the trend over the 20-year period (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) To evaluate the statistical significance of this result, we can again bootstrap over the historical data to determine the variability of climate trends over 20-year periods. Only 3% of the 120 overlapping 20-year intervals from 1850 to 1988 had a trend as great as that observed, which implies that if the variation of the climate was really caused solely by natural variability with external forcing playing a negligible role, it is very unlikely (probability <5%) that reality would have measured up so well against the forecast. A detailed analysis using detection and attribution techniques would provide a rather more robust and thorough evaluation of this result. 6 There are several factors that contribute to the Hansen forecast being a little too high. The model had an equilibrium sensitivity to doubled CO 2 of 4.2
• C which is toward the high end of the range considered likely today. Furthermore, the simplified nature of the ocean component of the model results in a transient climate response that is even more extreme. This model also omits the cooling effect of sulfate aerosols, which were poorly understood at that time. Therefore, we can reasonably hope for modern GCMs to give predictions of globally averaged annual temperature that are at least as skillful over similar time spans in the future, although this cannot yet be directly tested against independent data in the manner we have presented here. Furthermore, today's models have more interacting components and are of higher resolution, so the global temperature response is only a first-order test of model performance.
Uncertainty
As there is no direct way of assessing the predictive skill of today's climate models, researchers instead tend to talk in terms of uncertainty in the models and predictions. In contrast with skill, the concept of uncertainty in climate science has neither such an unambiguous definition nor a clear mathematical framework, although an explicitly Bayesian framework is increasingly popular.
Computer models of the climate system are intended to be numerical representations of the processes which govern climate variability and change. They can be run with different forcing conditions to make predictive statements about parts of the climate system for which there is, as yet, no observational data. This could take the form of variables which have not been measured, paleoclimates and paleoclimate change for which there is not yet much data, and future change for which there is no data at all. They are, however, subject to computational constraints and so are limited in resolution and complexity. Many choices must be made when constructing a climate model about the way processes are represented (due to computational cost, they must be parameterized) and then, once the parameterizations are chosen, choices must also be made for the values of the multitude of parameters, which are often not well known. It is not computationally feasible to test all possible choices, so after constructing a working model utilizing scientific expertise to make the decisions, uncertainty remains as to whether the model is an adequate representation of our understanding of the climate system. That there is still substantial uncertainty can most clearly be seen in the spread of results from the ensembles created through the Model Intercomparison Projects (MIPs). These ensembles are created by each member of the project submitting to the database predefined sets of variables from runs made with their own models using common boundary conditions. There have been over 30 such MIPs over the past couple of decades, focusing on different aspects of the earth system. The spread in the ensembles produced may be considered a guide to the uncertainty in the scientific community's understanding of the behavior of the climate system, and in particular its response to certain forcings. Through analysis of the MIP databases, and comparison with data, the ability of the models to reproduce different aspects of the climate system for present and past climates, and the relative strengths and weaknesses of the different models can be assessed. While large parametric sensitivity experiments with simpler models and intermediate complexity models (EMICs  7 ) are relatively plentiful, a smaller number of studies have assessed parametric uncertainty in individual GCMs. [8] [9] [10] No matter how much the models are improved in their ability to reproduce past and present climates, additional uncertainty arises in the model projections of future climate change due to the possibility that processes important for future climate change have been completely omitted. Some processes are excluded from models, either because they are considered to have a small effect or because scientific understanding is too low for them to be reasonably incorporated into the numerics of the model. Others may be entirely unknown. While testing the models against data that has not been used in the construction of the model, particularly for climates quite different from today, can build confidence in the predictive ability of the model, the magnitude of this uncertainty cannot readily be defined, and thus remains a subjective component of any probabilistic calculation. It is, therefore, natural to adopt the formalism of Bayesian rather than frequentist statistics, as Bayesian statistics are based on the interpretation of probability as the degree of belief. 11 Use of the Bayesian paradigm makes it clear that there exists no such thing as 'the uncertainty', alluded to, for example, in Chapter 11 of the AR4. 12 Instead, in Bayesian statistics we have 'our uncertainty'; there is recognition of the subjective elements, and the final probabilistic statement is a property of the researcher doing the calculation. An advantage of the Bayesian paradigm is that all the uncertainties can be made explicit in the calculation, 28 enabling the robustness of the calculation to the assumptions to be calculated.
UNCERTAINTY IN THE AR4
As a basis for an overview of uncertainty in the context of the recent state of the art in climate modeling, we use the IPCC AR4. 13 Because of the desire to communicate uncertainty in a coherent way to policymakers which is consistent across the three working groups (i.e., across all disciplines related to climate change studies), the IPCC report process has caused some thought to be given to the way uncertainties are expressed. The guidance to authors has evolved somewhat, 14, 15 with the AR4 guidance primarily recommending a Bayesian approach, and that in the case where there is sufficient consensus and evidence for a quantitative assessment, either the terms 'confidence' or 'likelihood' should be used, where confidence expresses the judgment as to the 'correctness of a model, an analysis or a statement', and likelihood relates to a probabilistic assessment about whether something will occur in the future. Although the word 'correctness' is used in the IPCC guidance, strictly speaking, statements about how likely a model is to be correct are not meaningful since a model is always an approximation and so is never correct. Perhaps, 'adequacy' would have been a better choice of word. This choice of word would also make clearer the subjectivity implicit in the assessment. One other potential confusion of the system proposed by the IPCC is the use of the word 'likelihood' to express probability, concepts which are not synonymous in the Bayesian framework. There is, however, some similarity here with the aspects of uncertainty we identified in the previous section and it would seem that 'confidence' in these terms may be more appropriate for expressing the uncertainty as to whether the models adequately represent the climate system as we understand it, while 'likelihood' may be used when assessing uncertainty in the climate model projections of future change.
A search of the text shows that Chapter 8 of the AR4 (Climate models and their evaluation 16 ) uses words related to confidence twice as often as those related to likelihood, although it completely avoids the calibrated language recommended by IPCC. 15 This suggests that the authors of that chapter did not find it easy to put a quantitative value on the confidence in the models themselves, preferring instead to talk in general terms of increasing confidence relative to previous generations of models. In contrast, Chapters 10 and 11 of the AR4 (Global and regional model projections 12, 17 ) mention words related to likelihood five or six times more often than those related to confidence, and freely use the quantitative language associated with this paradigm. While it is understandable that such a dichotomy may arise when chapters are written independently, this is a somewhat uncomfortable situation since quantification of the confidence in models would appear to be a prerequisite for making probabilistic Bayesian calculations based on the models.
Chapter 8 of the AR4 concentrates principally on the physical climate system, which is mostly built on well-understood physical principles. When we move to look at Chapter 7 (Couplings between changes in the climate system and biogeochemistry 18 ), things are rather different. Many aspects of biogeochemistry are highly uncertain, and the models rely to a greater extent on empirically derived relationships rather than physical laws. In addition, there is arguably less useful data with which to constrain the models. As a result, the addition of biogeochemistry components to climate models has the effect of increasing the uncertainty in both the models and their predictions. A promising way to approach this problem might be to focus research on the areas of greatest uncertainty while building models in such a way that they can be more readily compared with data that are available. 19 Some consideration has been given as to how well the AR4 models represent uncertainty, and whether the distribution should be wider or narrower. The question we are addressing here is not whether the uncertainty is 'correct' in some physical sense, but rather whether the ensemble of projections from the AR4 can be reasonably interpreted as a probabilistic prediction that provides at least an approximate description of our beliefs about the climate system. One simple method to evaluate ensemble spread can be drawn from the field of NWP. If the ensemble is 'reliable' in the (standard) sense that the truth can be treated as being drawn from the same distribution as the ensemble members, then when n models are ordered according to any statistic of interest, thus dividing the number line up into n + 1 intervals (including the two semi-open ends), we should expect observations to fall equiprobably in each interval, this being the basis of the rank histogram evaluation of Talagrand et al. 20 For an underdispersive ensemble, the rank histogram of observations will too frequently lie towards the edges or outside the bounds of the ensemble, giving a U-shaped rank histogram, and for an overdispersive ensemble, the rank histogram will have a central dome. Chapter 8 of the AR4 16 contains an overview of the GCM ensemble performance compared with many aspects of the physical climate system, including the mean climate state, temporal variability, extremes, and abrupt change. It seems clear that in most if not all cases, the observational estimates lie toward the median of the range of the ensemble spread, which suggests an overdispersive ensemble. A more rigorous analysis 21 which analyzed rank histograms derived from the CMIP3 ensemble of temperature, precipitation, and sea level pressure for both annual and seasonal means supports this suggestion. If one makes the (large) assumption that there is a robust relationship between past and future model performance, then the indication is that it may be justifiable to make more precise probabilistic predictions than those made by a direct interpretation of model spread.
INCREASING CONFIDENCE IN CLIMATE FORECASTS
Models can never be perfect, 22, 23 so there will always be uncertainty in their predictions. The production of a climate model projection with no uncertainty estimate is, therefore, of limited value. 24 While in principle it would be possible to use ensemble methods to explore the parametric uncertainty in individual GCMs, these models are engineered with high complexity and resolution, up to the limits of available computer power, which makes ensemble experiments impractical. On the other hand, increasing computational power has enabled some ensemble experiments to be performed using slightly dated or lower resolution versions of GCMs. [8] [9] [10] While these experiments can be very useful for exploring the sensitivity of models to parametric uncertainty, there may be limitations to their usefulness for producing estimates of uncertainty in climate projections. For example, Yokohata et al. 25 showed that ensembles from single models with varied parameters may exhibit inconsistent behaviors. Furthermore, tracing the behavior of even slightly dated model versions to the latest versions is not always straightforward (Ref 26, Section 5). While the concept of a hierarchy of models 27 is attractive, typically different models with different resolutions and complexities have different strengths and weaknesses and may, therefore, be best used for exploring different aspects of the climate system. A computationally less expensive method for investigating uncertainty in individual models may be to build a simpler model designed specifically to emulate components of the more complex model. [28] [29] [30] As discussed in the previous section, there is some evidence that the CMIP3 ensemble of models is reliable and can therefore be considered to provide a reasonable estimate of our uncertainty. This has, however, only been tested using steady-state climate statistics, and it is not immediately clear how relevant this is to predictions of future change. In order to increase confidence in the ensemble reliability for future scenarios, scientists have started to look at the recent past and paleoclimate simulations and look for correlations with the simulations of future climate projections (e.g., see Refs 31-33). The hope is that if, for some particular variable in some location, two models are found to be similar for both the past and projected future modeled climate, then the goodness of fit to the observations in that time and place can be used as an guide to the goodness of the model projection. Some have used historical data to try to narrow down the CMIP ensemble by assigning a 'metric' to each model based on their performance with respect to data (e.g., see Refs 31and [33] [34] [35] . This is equivalent to treating the CMIP ensemble as a prior estimate, and then re-weighting it according to some cost function. If the CMIP ensemble is found to be overdispersive, then this may be a justifiable line of approach, although the possibility of a too narrow ensemble resulting in an over-confident prediction remains a danger unless the resulting probability distribution function can be shown to be robust. It seems that metrics specific to a particular problem may be more likely to find favor than a single universal metric to be used in all circumstances, partly because the weightings given to the different variables included in the metric are subjective, and different models are better at reproducing different aspects of the climate.
Some recent studies have taken a direct approach and used historical data to re-scale or reject the ensemble members that do not reproduce the feature under study adequately. 36, 37 Such an approach is especially powerful when it uses observations that are unlikely to have been used during the model development. 38 Such experiments are fundamentally equivalent to using some sort of metric to re-weight the ensemble and are also open to exhibiting the same problem of false confidence caused by a too narrow ensemble. It is important, therefore, that a theoretical framework for these sort of calculations is developed so that scientists can develop some confidence in using multimodel ensembles to make predictions for future climate change for different anthropogenic scenarios.
Despite the relative paucity of climate data deeper in the past, assessment of models by simulating paleoclimate epochs can do much to increase confidence in the model projections as it is only in the deeper past that climates very different from today have occurred. Here, correlations between simulated past, present, and future climate states in the PMIP and PMIP2 (Paleoclimate MIPs) model ensembles as well as ensembles made from a single model have been analyzed. For this purpose, the Last Glacial Maximum (LGM) has been most intensively studied because it is a time when the climate state and the CO 2 level were both at quasi-equilibrium levels quite different from that of the modern climate. As yet there is little evidence that the LGM can be used to constrain large-scale variables such as climate sensitivity more tightly than the AR4 models already do, 39, 40 but there is hope that using paleoclimate to better understand and model the relevant physical processess, can be expected to improve the individual model predictions. 41 As more and better data become available (for example, the MARGO seas surface temperature 42 ), a more quantitative approach with respect to paleoclimates should become possible. The PMIP community is also extending its reach to include other climate epochs such as the warm, high CO 2 Pliocene epoch, 43 and periods of transient climate change, which should be very valuable. Another way in which paleoclimates can prove very valuable is in those few instances where it is possible to make a prediction of the past climate before data for validation becomes available. 44, 45 While directly relating the results from simpler models to the more complex GCMs appears to be difficult, EMICS can also be used to investigate uncertainty. These models have varying degrees of complexity, but typically run faster, having lower resolution and simpler representation of physical processes, although they may include more coupled components than contemporary state-of-theart GCMs. The simplified processes make them more highly parameterized, so that, for example, it may be relatively simple to use them to more thoroughly investigate how robust scientific results are to model differences (e.g., see . Given automatic methods based on data assimilation techniques, possibly using such computationally lighter models, it is possible in principle to use cross-validation techniques in which the model is tuned to a subset of the data, with the withheld data being used as validation. 50 While there are limited opportunities for this on the multidecadal time scale of the historical record for which anthropogenic forcing has been significant, this technique may nevertheless play a part in improving confidence in the models.
CONCLUSION
In the first section, it was argued that it is impossible to assess the skill (in the conventional sense) of current climate forecasts. Analysis of the Hansen forecast of 1988 does, however, give reasons to be hopeful that predictions from current climate models are skillful, at least in terms of the globally averaged temperature trend. Uncertainty in climate modeling and climate model predictions was considered, highlighting the importance of using the Bayesian framework to progress from model confidence to probabilistic predictions. The second section summarized the way uncertainty was treated in the last IPCC report, highlighting the difficulty of quantifying model confidence, but finding evidence to suggest that the ensemble of IPCC models provides a useful basis for a probabilistic calculation. One challenge for those studying uncertainty is the ongoing incorporation of additional poorly understood feedbacks in the models which provide more sources of uncertainty to be investigated. In the third section, we discussed recent work on attempts to improve confidence in the models, by further constraining the multimodel ensemble and investigating links between past and future climate changes. In order to be meaningful, estimates of climate change must include uncertainty estimates. At present, it seems that direct use of the CMIP ensemble may be the best route to follow and research is required to develop methods for understanding the behavior of the ensemble of models in a more coherent way. Bayesian predictions of future change will be obtained by combining all lines of evidence: the multimodel ensembles run for past, present, future and transient experiments; additional expert opinion; data from the present day, historical record, and paleoclimates. Although small steps have been made toward this goal, 51, 52 more serious attempts analyzing a broader range of variables than climate sensitivity should be a high priority.
The aim of climate prediction is not just quantifying, but also reducing, our uncertainty. Uncertainty analysis is a powerful, and under utilized, tool which can place bounds on the state of current knowledge and point the way for future research, but it is only by better understanding the processes and inclusion of these processes in the models that the best models can provide predictions that are both more credible and closer to the truth.
