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Abstract
In this paper, we introduce a model of Brownian polymer in a con-
tinuous random environment. The asymptotic behavior of the parti-
tion function associated to this polymer measure is studied, and we
are able to separate a weak and strong disorder regime under some
reasonable assumptions on the spatial covariance of the environment.
Some further developments, concerning some concentration inequali-
ties for the partition function, are given for the weak disorder regime.
Keywords: Polymer measure, random environment, stochastic analysis.
MSC:82D60, 60K37, 60H07.
1Partially done while the author was visiting the Universite´ Paris 13 with a CIRIT
grant. Partially supported by DGES grant BFM2003-01345 .
1 Introduction
The directed polymer model in a random environment first appeared in the
Mathematical Physics literature, as a canonical model of inhomogeneous sys-
tems (see e.g. [11], [15] for results in that direction). After some interesting
relationships between this object and many other natural models of non-
equilibrium dynamics have been established, the study of the polymer mea-
sure has been undertaken by Mathematicians, and a great amount of rigorous
results is now available on the topic. These results concern basically the so-
called partition function, the fluctuations and wandering exponents of the
model, as well as the superdiffusive behavior of the polymer under the in-
fluence of the random media. On the other hand, a wide range of contexts
have been explored: discrete random walks (see [1], [2], [3], [15], [23]), Brow-
nian motion in a discrete potential (see [7], [8]), or Brownian motion in a
Poisson-type potential ([6] or [29], [22] for an undirected polymer).
This paper proposes to begin the study of a model which, from our point of
view, is also worth considering, namely the Brownian polymer in a continuous
Gaussian potential. More specifically, a complete description of our model
can be given as follows:
1. Our polymer will be modelized by a d-dimensional Brownian path {ωt;
t ≥ 0}, defined on a complete probability space (Ωˆ, Fˆ , Pˆ ) equipped
with a filtration {Fˆt; t ≥ 0}. We will denote by Eω the expectation
with respect to Pˆ , that will be considered as the Wiener measure. We
will also set Pˆ x for the Wiener measure shifted by a constant x ∈ Rd,
which is of course the measure of a Wiener process with initial condition
x ∈ Rd.
2. The random environment will be defined by a Gaussian landscape B on
R+×R
d, with rough fluctuations in time, and homogeneous with respect
to the space coordinate: B will be given, on some probability space
(Ω,F ,P), as a centered Gaussian process whose covariance structure
is
E [B(t, x)B(s, y)] = (s ∧ t)Q(x− y),
where Q is a homogeneous covariance function such that Q(0) < ∞
(which implies that Q is bounded).
Notice thatQ can also be represented by a Fourier transform procedure: there
exists (see e.g. [5] for further details) a Gaussian independently scattered
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measure M on R+ × R
d such that
B(t, x) =
∫
R+×Rd
1[0,t](s)e
ιλxM(ds, dλ),
where λx stands for the inner product of λ and x in Rd, and where the law
of M is defined by the following covariance structure: for any test functions
f, g : R+ × R
d → C, we have
E
[∫
R+×Rd
f(s, λ)M(ds, dλ)
∫
R+×Rd
g(s, λ)M(ds, dλ)
]
=
∫
R+×Rd
f(s, λ)g(s, λ)Qˆ(dλ)ds,
and the finite (real) measure Qˆ is the Fourier transform of Q. With this
notation in mind, we can complete the description of our polymer measure
by
3. For any t > 0, the energy of a given path (or configuration) ω on [0, t]
will be given by
−Ht(ω) =
∫ t
0
B(ds, ωs) =
∫ t
0
∫
Rd
eιλωsM(ds, dλ).
Notice that, for any fixed path ω, Ht(ω) is a centered Gaussian random
variable with variance tQ(0).
Based on this Hamiltonian, for any x ∈ Rd, and a given constant β
(interpreted as the inverse of the temperature of the system), we will
define our (random) polymer measure by
dGxt (ω) =
e−βHt(ω)
Zxt
dPˆ x(ω), with Zxt = E
x
ω
[
e−βHt(ω)
]
.
In the sequel, we will also consider the Gibbs average with respect to the
polymer measure, defined as follows: for all t ≥ 0, n ≥ 1, and for any
bounded measurable functional f : (C([0, t];Rd))n → R, we set
〈f〉t =
Exω
[
f(ω1, . . . , ωn)e−β
∑
l≤nHt(ω
l)
]
Znt
, (1)
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where the ωl, 1 ≤ l ≤ n, are understood as independent Brownian configura-
tions.
Our paper will be mainly concerned with the study of the partition func-
tion Zt of the model described above, and let us mention already that, for the
results we have obtained so far, the relevant parameters for our model will
be the covariance function Q, and the inverse of the temperature β. Based
on these parameters, we will get the following results:
• A concentration inequality and the almost sure limit for 1
t
log(Zt).
• A natural definition of the weak and strong disorder regime for our
polymer (see Definition 2.7)
• In the case of a covariance function Q(x) that can be written as Q˜(|x|)
with Q˜ : R+ → R+, for d ≥ 3, we will show that a sufficient condition
in order to be in the weak disorder regime is
∫∞
0
uQ˜(u)du < ∞ and β
small enough.
• For the weak disorder regime, we will show some refined concentra-
tion results for 1
t
log(Zt), using some general techniques taken from the
random media literature (cf [24], [3]).
• We will show that, for any d ≥ 1, if c1(1 + |x|
2)−λ ≤ Q(x) ≤ c2(1 +
|x|2)−λˆ for some constants c1 > 0, c2 > 0 and 0 < λˆ ≤ λ <
1
2
, then the
polymer will be in the strong disorder regime, regardless of the value
of β > 0.
Of course, many problems remain open for this model: behavior of the wan-
dering and fluctuation exponents, existence of a covariance function Q for
which a phase transition can be seen as β grows to ∞, computations involv-
ing the overlap function associated to the model (which will be defined by
equation (14)), etc. We plan to report on these issues in a subsequent paper.
It is also worth mentioning that we have chosen to deal with this specific
model for two main reasons:
1. The continuous Gaussian model, which is physically a reasonable choi-
ce, allows us to use the huge amount of techniques available for this kind
of processes (stochastic calculus, concentration inequalities, Malliavin
calculus, among others), leading to some quite simple proofs of the
main results contained in this paper.
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2. It is well known that Zt behaves, in law, like the Feynman-Kac repre-
sentation of u(t, 0), where u(t, x) is the mild solution to the stochastic
PDE
∂tu(t, x) = ∆u(t, x) + βu(t, x)W˙ (dt, dx), t ≥ 0, x ∈ R
d, (2)
understood in the Stratonovich sense, with u(0, x) = 1, and thus
lim
t→∞
1
t
log(Zt)
can be interpreted as the Lyapounov exponent for this equation. Our
problem is thus closely related to the one considered in [5], [25], [26]
(see also [4] and [9] for the discrete case), and though the questions
adressed here are not exactly the same as in the latter papers, we
believe that the present article gives some more insight on the (rather)
old problem of the Lyapounov exponent for equation (2). For instance,
to our knowledge, the existence of this Lyapounov exponent had never
been proven before, and its exact computation for d ≥ 3 had never
been performed either.
Our paper will be organized as follows: at Section 2, we recall some basic
notions and theorems of stochastc analysis that will be used in the sequel,
we give some results on the alomost sure behavior of 1
t
log(Zt), and we define
our notions of weak and strong disorder. At Section 3, we study in detail
the weak disorder regime. At Section 4, we give a basic example of a strong
disorder situation.
2 Almost sure limit of the partition function
In this section, we will give some basic results about the almost sure conver-
gence of Zt, and some rough bounds on its limit. This will allow us to define
precisely a notion of weak and strong disorder for the polymer measure. First
of all, we will introduce some notation on Malliavin calculus for the Gaussian
measure M , that we will use throughout the paper.
2.1 Malliavin calculus preliminaries
We will give here some notations and basic results, taken mainly from [17],
[18] and [27]. Let us specify first the Wiener space we will consider: for any
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test functions f, g : Rd → C, set
(f, g) =
∫
Rd×Rd
f(λ)g(λ)Qˆ(dλ).
Call H the completion of C∞c (R
d) with respect to that positive bilinear form,
and (·, ·)H the corresponding inner product. Set also H = L
2(R+;H). The
Gaussian processM can be seen as a zero-mean Gaussian family {M(h); h ∈
H} satisfying
E
[
M(h1)M(h2)
]
= (h1, h2)H ≡
∫
R+
(h1(t), h2(t))H dt, h1, h2 ∈ H,
where we have set, for h ∈ H,
M(h) =
∫
R+×Rd
h(σ, λ)M(dσ, dλ).
Furthermore, we will assume that F is generated by M . Then (M,H,P)
defines a Wiener space on C(R+ × R
d;C), on which the traditional tools of
Malliavin calculus can be introduced. Let us recall some of them for sake of
completeness: a smooth functional of M will be of the form
F = f (M(u1), . . . ,M(um)) , m ≥ 1, uj ∈ H, f ∈ C
∞(Cm), (3)
and we will denote by S the set of such functionals. Now, for F as in (3),
the Malliavin derivative of F will be defined, as an element of H, by
Dt,λF =
m∑
j=1
∂xjf (M(u1), . . . ,M(um))uj(t, λ). (4)
Then it can be shown that the operator D : S → H is closable, and, as
usual, for any p ∈ [1,∞], we will denote by D1,p the Sobolev space obtained
by completing S with respect to the norm
‖F‖p1,p = E [|F |
p] + E [|DF |pH] .
Notice that the following chain rule is available for functionals F in D1,p: if
ϕ : R → R is a smooth function such that ϕ(F ), ϕ′(F ) ∈ Lα(Ω) for any
α > 0, then ϕ(F ) ∈ D1,r for any r < p, and
Dϕ(F ) = ϕ′(F )DF. (5)
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Let us also mention that, among all the elaborated integration by parts
formulae of the Malliavin calculus, we will only use the following basic one
in the sequel: if F ∈ D1,2 and u is a deterministic element of H, then
E [F M(u)] = E [(DF, u)H] . (6)
Concentration inequalities are a useful tool in random system theory, and
we will use the following one, taken from [27]:
Proposition 2.1 Let F ∈ D1,p for some p > 1, and suppose that DF ∈
L∞(Ω;H). Set m = E[F ] and σ2 = ‖DF‖∞. Then we have, for any c ≥ 0,
P (|F | ≥ c) ≤ 2 exp
(
−
(c−m)2
2σ2
)
.
We will also need a refinement of Proposition 2.1, for which we have to
introduce a little more notation and a 0-1 type law, that we learned from
[28]:
Lemma 2.2 Let J be a measurable set in M , such that J +H ⊂ J . Then
P (J) ∈ {0, 1}.
Proof: It is well known (see [18, page 31]) that F = 1J is an element of D
1,2
iff P (J) ∈ {0, 1}. However if J +H ⊂ J , we also have J +H = J , and this
easily yields D1J = 0 and thus 1J ∈ D
1,2. 
For h ∈ H, set h˜t =
∫ t
0
hsds. For a measurable subset A of (M,H,P) and
m ∈M , define
qA(m) = inf
{
|h|H; m+ h˜ ∈ A
}
.
Then we claim that:
Lemma 2.3 Suppose P(A) ≥ p > 0. Then, for any u > 0,
P
(
qA > u+ (2 log(2/p))
1
2
)
≤ 2 exp
(
−
u2
2
)
.
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Proof: Let us prove first that |DqA|H ≤ 1 (see [13] for further details on
this functional). First, by Lemma 2.2, qA is almost surely finite. Indeed, if
J = {ω; qA(ω) < ∞}, then it is easily checked that J + H ⊂ J , and thus
P(J) ∈ {0, 1}. On the other hand, A ⊂ J , and by assumption P(A) > 0,
which gives the finiteness of qA. Furthermore, if l ∈ H, by the usual triangular
inequality, we have almost surely
qA(m+ l˜) ≤ qA(m) + |l|H,
and hence qA is a Lipschitz functional onM with Lipschitz constant 1, which
yields, in particular, |DqA|H ≤ 1. Then applying Proposition 2.1, we obtain
that for any u > 0,
P (|qA − E[qA]| > u) ≤ 2 exp
(
−
u2
2
)
.
The proof now follows the lines of Talagrand [24] (see also [3]): if u < E[qA],
we have
p ≤ P(A) ≤ P (|qA − E[qA]| > u) ≤ 2 exp
(
−
u2
2
)
,
which yields that E[qA] ≤ (2 log(2/p))
1
2 , and the proof is now easily com-
pleted.

2.2 Almost sure behavior
Let us begin with a Markov type decomposition for Zxt : for x, y ∈ R
d, and
t, h ≥ 0, set
Zt,t+h(x, y, B) = E
x
ω
[
eβ
∫ t+h
0 B(ds,ωs) |ωt = y
]
,
Zt(x,B) = E
x
ω
[
eβ
∫ t
0
B(ds,ωs)
]
.
Then the following property holds true:
Lemma 2.4 Let pt be the heat kernel on R
d at time t ≥ 0, and set, for
t, s ∈ R+ and x ∈ R
d, θtB(s, x) = B(s + t, x). Then, for any t, h ≥ 0, we
have
Zt+h(x,B) =
∫
Rd
Zh(y, θtB)Zt,t(x, y, B)pt(dy).
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Proof: Notice first the relationship
Zt+h(x,B) =
∫
Rd
Zt,t+h(x, y, B)pt(dy)
=
∫
Rd
Exω
[
eβ
∫ t
0
B(ds,ωs)eβ
∫ t+h
t
B(ds,ωs)
∣∣∣ωt = y] pt(dy).
Thus, we have that
Zt+h(x,B) = E
x
ω
[
Exω
[
eβ
∫ t
0
B(ds,ωs)eβ
∫ t+h
t
B(ds,ωs)
∣∣∣Fˆt]]
= Exω
[
eβ
∫ t
0 B(ds,ωs)Eωtω̂
[
eβ
∫ h
0 (θtB)(ds,ω̂s)
]]
=
∫
Rd
Exω
[
eβ
∫ t
0
B(ds,ωs)Eyω̂
[
eβ
∫ h
0
(θtB)(ds,ω̂s)
] ∣∣∣ωt = y] pt(dy)
=
∫
Rd
Zh(y, θtB)Zt,t(x, y, B)pt(dy),
where ωˆ denotes a d-dimensional Brownian path, independent of ω.

As usual in disordered systems theory, the free energy, defined by
pt(β) =
1
t
E [log (Zxt )] ,
will play an important role in the qualitative description of the asymptotic
behavior of the system. Note that, taking into account the space homogeneity
of B, E[log(Zxt )] will be independent of the parameter x ∈ R
d. This is why
we will concentrate now on this quantity for x = 0. In fact, from now, x
will be understood as 0 when not specified, and Eω, Zt will stand for E
0
ω, Z
0
t ,
etc. We are now in position to state a first basic result about the limit of the
quantity pt(β).
Proposition 2.5 For all β > 0 there exists a constant p(β) > 0 such that
p(β) ≡ lim
t→∞
pt(β) = sup
t≥0
pt(β).
Proof: This result is presumably fairly standard, but we include its proof
for sake of readability: for t, h ≥ 0, invoking Lemma 2.4, Jensen’s inequality,
9
and the independence of the time increments of B, we get
E [logZt+h(0, B)]
= E
[
log
∫
Rd
Zh(y, θtB)Zt,t(0, y, B)pt(dy)
]
= E [logZt(0, B)] + E
[
log
∫
Rd
Zh(y, θtB)
Zt,t(0, y, B)
Zt(0, B)
pt(dy)
]
≥ E [logZt(0, B)] + E
[∫
Rd
(
logZh(y, θtB)
)Zt,t(0, y, B)
Zt(0, B)
pt(dy)
]
= E [logZt(0, B)] +
∫
Rd
E [logZh(y, θtB)]E
[
Zt,t(0, y, B)
Zt(0, B)
]
pt(dy)
= E [logZt(0, B)] + E [logZh(0, θtB)]E
[∫
Rd
Zt,t(0, y, B)
Zt(0, B)
pt(dy)
]
= E [logZt(0, B)] + E [logZh(0, B)] .
Notice that, in the above inequality, we have also used the fact that, for any
y ∈ Rd,
E[logZh(y, θtB)] = E[logZh(0, θtB)],
thanks to the space homogeneity of B. Thus, for all t, h ≥ 0,
(t + h)pt+h(β) ≥ tpt(β) + hph(β).
This easily yields
lim
t→∞
pt(β) = sup
t≥0
pt(β) := p(β)
by a superadditivity argument.

We will now summarize some elementary properties of p(β):
Proposition 2.6 The function p introduced at Proposition 2.5 satisfies:
1. The map β 7→ p(β) is a convex nondecreasing function on R+.
2. The following upper bound holds true:
p(β) ≤
β2
2
Q(0). (7)
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3. P-almost surely, we have
lim
t→∞
1
t
logZt = p(β). (8)
Proof: We will divide this proof in several steps.
Step 1: The convexity of p is a trivial consequence of Ho¨lder’s inequality.
Step 2: In order to prove the third point of the proposition, let us compute
first the Malliavin derivative of Ut ≡
1
t
log(Zt): since Zt is Ft-adapted, we
have Dτ,λUt = 0 if τ > t, and if τ ≤ t, according to (5), we get Ut ∈ D
1,2 and
Dτ,λ(log(Zt))
t
=
Dτ,λ(Zt)
tZt
=
βEω
[
eιλωτ e−βHt(ω)
]
tZt
=
β
〈
eιλωτ
〉
t
t
,
where we have used (4) in order to differentiate e−βHt(ω). Notice also that
the order of D and Eω can be interchanged by a simple uniform convergence
argument. Hence, by definition of the inner product in H,
|DUt|
2
H =
(
β
t
)2 ∫ t
0
∫
Rd
〈
eιλωτ
〉
t
〈
e−ιλωτ
〉
t
Qˆ(dλ)dτ
=
(
β
t
)2 ∫ t
0
〈∫
Rd
eιλ(ω
1
τ−ω
2
τ )Qˆ(dλ)
〉
t
dτ
=
(
β
t
)2 ∫ t
0
〈
Q
(
ω1τ − ω
2
τ
)〉
t
dτ.
Observe that, in the above expression, ω1 and ω2 are understood as two
independent configurations under the polymer measure, and that we have
also used the notation (1). In particular,
|DUt|
2
H ≤
β2Q(0)
t
,
almost surely. Hence, as a direct consequence of Proposition 2.1, we get
P
(∣∣∣∣1t logZt − pt(β)
∣∣∣∣ > c) ≤ 2 exp(− tc24Q(0)β2
)
, (9)
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from which (8) can be deduced by a standard Borel-Cantelli argument.
Step 3: In order to prove the bound (7), let us just observe that Jensen’s
inequality trivially yields
pt(β) ≤
1
t
logE[Zt].
However, the computation of E[Zt(β)] is an easy task: for any fixed ω,
−Ht(ω) is a Gaussian random variable, and hence
E
[
e−βHt(ω)
]
= exp
(
β2E[(Ht(ω))
2]
2
)
= e
β2Q(0)t
2 . (10)
Thus, for any β ≥ 0,
pt(β) ≤
β2Q(0)
2
. (11)

2.3 Weak and strong disorder
The amount of influence of the environment B on the path ω is usually
captured through the behavior of Zt (see [6], [3]). More specifically, we can
argue as follows: recall that relation (7) states that p(β) ≤ β
2Q(0)
2
. The weak
disorder regime is then naturally characterized by the relation
p(β) =
β2Q(0)
2
i.e. lim
t→∞
1
t
E [log(Zt)] = lim
t→∞
1
t
log (E [Zt]) ,
while the strong disorder phase should be defined by p(β) < β
2Q(0)
2
. However,
it will be more convenient to define the weak and strong disorder regimes
through an associated process: set, for t ≥ 0,
Wt = Zt exp
(
−
β2Q(0)t
2
)
. (12)
Then it is easily seen that W is a positive Ft-martingale, that converges
almost surely. Set then
W∞ = lim
t→∞
Wt.
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By Kolmogorov’s 0-1 law and an easy elaboration of [2, Lemma 2] , we have
P (W∞ = 0) ∈ {0, 1}.
Observe that if W∞ > 0 almost surely, then log(W∞) is finite almost surely,
and hence
a.s.− lim
t→∞
(
log(Zt)−
β2tQ(0)
2
)
= log(W∞),
which yields
a.s.− lim
t→∞
log(Zt)
t
=
β2Q(0)
2
,
and hence
p(β) =
β2Q(0)
2
. (13)
In other words, W∞ > 0 implies p(β) =
β2Q(0)
2
, and hence a weak disor-
der type behavior of the polymer. This is why we will adopt the following
definition:
Definition 2.7 We will say that the polymer is in a strong disorder regime
if W∞ = 0 almost surely, while the weak disorder phase will be defined by
W∞ > 0 almost surely.
Another relevant quantity for the study of disordered systems is the so-
called overlap, that measures the similarity of two independent configurations
under the considered random measure. In our case, this overlap is of the form
1
t
∫ t
0
〈
Q(ω1s − ω
2
s)
〉
s
ds, (14)
and observe that, since Q(x) is usually a decreasing function of |x|, the last
quantity really measures how close ω1 is from ω2. One is then also allowed
to relate the behavior of Wt and of the overlap in the following way:
Proposition 2.8 Let Wt be defined by (12) for t > 0, and consider the
statements:
1. W∞ > 0 almost surely.
2.
∫∞
0
〈Q(ω1s − ω
2
s)〉sds <∞.
3. L1 − limt→∞Wt =W∞.
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Then 1. and 2. are equivalent, and are both a consequence of statement
3.
Proof: Let us check first that 3. implies 1. The convergence in L1 that we
are assuming implies that
E(W∞) = lim
t→∞
E(Wt) = 1.
Using Kolmogorov’s 0-1 law, we get P (W∞ > 0) = 1.
Let us prove now the equivalence between 1 and 2: for t ≥ 0, set
Nt = β
∫ t
0
∫
Rd
eιλωsM(ds, dλ).
Then, for any fixed configuration ω, Nt is a martingale, whose quadratic
variation process is given by
[N ]t = β
2
∫ t
0
∫
Rd
Qˆ(dλ) = β2Q(0)t.
Furthermore, we have
Wt = Eω
[
exp
(
Nt −
β2Q(0)t
2
)]
,
and Itoˆ’s formula applied to ϕ(x) = ex gives the following martingale decom-
position for W :
Wt = 1+β
∫ t
0
∫
Rd
Eω
[
eιλωs exp
(
Ns −
β2Q(0)s
2
)]
M(ds, dλ), t ≥ 0. (15)
The process Wt is also almost surely strictly positive. Hence, one can apply
again Itoˆ’s formula to the function ψ(x) = log(x) to get
log(Wt) =
∫ t
0
dWs
Ws
−
1
2
∫ t
0
d[W ]s
W 2s
=Mt −
1
2
At,
with
Mt = β
∫ t
0
∫
Rd
〈
eιλωs
〉
s
M(ds, dλ)
At = β
2
∫ t
0
∫
Rd
〈
eιλ(ω
1
s−ω
2
s)
〉
s
Qˆ(dλ)ds = β2
∫ t
0
〈
Q
(
ω1s − ω
2
s
)〉
s
ds.
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Moreover, notice that {Mt; t ≥ 0} is a martingale with quadratic variation
At, and that we can write
log(Wt) = At
(
Mt
At
−
1
2
)
. (16)
Now one can argue as follows:
(a) Assume that A∞ = ∞. We can now apply the strong law of large
numbers for continuous martingales (see for instance [20]), that implies
Mt
At
→ 0, almost surely. Then expression (16) gives us that W∞ = 0.
(b) Assume that A∞ < ∞. If A∞ < ∞ then we have that Mt is a L
2-
bounded martingale which converges almost surely toM∞ when t goes
to ∞. So M∞ < ∞ almost surely, which clearly yields that logW∞ >
−∞ almost surely.

3 The weak disorder regime
In this section, we will give a sufficient condition under which the polymer is
in the weak disorder phase. It is usually satisfied when ω is transient under Pˆ ,
and Q rapidly decays at infinity, as we will see in some examples. Eventually,
we will show that the concentration of 1
t
log(Zt) below
βQ(0)
2
occurs at a higher
speed than the one indicated by (9). For sake of readability, we will make,
in this section, the following assumption:
(H) Q is a symmetric function from Rd to R and β a positive constant
satisfying
Eω
[
e
β2
2
I∞(Q)
]
<∞, where I∞(Q) =
∫ ∞
0
Q(ωs)ds
Let us begin with our sufficient condition ensuring the weak disorder regime:
Proposition 3.1 Under hypothesis (H), we have
P(W∞ > 0) = 1 and p(β) =
β2Q(0)
2
.
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Proof: We will divide this proof in two steps
Step 1: Let us compute E[Z2t ]: notice that
Z2t = Eω
[
eβ
∫ t
0 B(ds,ω
1
s)+B(ds,ω
2
s )
]
,
and hence, using the fact that
∫ t
0
B(ds, ω1s)+B(ds, ω
2
s) is a Gaussian random
variable for any fixed ω1 and ω2, we get
E
[
Z2t
]
= Eω
[
exp
(
β2
2
E
[∣∣∣∣∫ t
0
B(ds, ω1s) +B(ds, ω
2
s)
∣∣∣∣2
])]
.
On the other hand, since∫ t
0
B(ds, ω1s) +B(ds, ω
2
s) =
∫ t
0
∫
Rd
(
eιλω
1
s + eιλω
2
s
)
M(ds, dλ),
we get
E
[∣∣∣∣∫ t
0
B(ds, ω1s) +B(ds, ω
2
s)
∣∣∣∣2
]
=
∫ t
0
∫
Rd
(
eιλω
1
s + eιλω
2
s
)(
e−ιλω
1
s + e−ιλω
2
s
)
Qˆ(dλ)ds
= 2
(
Q(0)t+
∫ t
0
Q(ω1s − ω
2
s)ds
)
.
Thus
E
[
Z2t
]
= Eω
[
eβ
2(Q(0)t+
∫ t
0
Q(ω1s−ω
2
s)ds)
]
. (17)
Step 2: Recall now thatWt = Zte
2−1βQ(0)t. Thus, using the fact that ω1−ω2
can be written, in law, as 21/2ω, where ω is again a Pˆ -Brownian motion, we
get
E
[
W 2t
]
= Eω
[
eβ
2
∫ t
0
Q(ω1s−ω
2
s)ds
]
≤ Eω
[
e
β2
2
I∞(Q)
]
.
Hence, under assumption (H),Wt is a bounded martingale in L
2 with E[Wt] =
1, which yields in particular E[W∞] = 1, and thus P(W∞ > 0) = 1. The fact
that p(β) = β
2Q(0)
2
is now easily seen from (13).
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Of course, Proposition 3.1 would be meaningless without some simple
sufficient conditions onQ ensuring hypothesis (H). Those sufficient conditions
will be given in the following
Proposition 3.2 Assume d ≥ 3, that Q is a positive radial function from
R
d to R, and write Q(x) = Q˜(|x|) for x ∈ Rd, where Q˜ is a positive function
from R to R. Assume that β is small enough and that∫ ∞
0
xQ˜(x)dx <∞.
Then hypothesis (H) is satisfied.
Proof: We will recall first some results presented in [30]: let us denote by
Rd the Bessel process in dimension d, by {l
x
t (Rd); x > 0, t ≥ 0} the local time
of the Bessel process, and by X a standard planar Brownian Motion (we will
assume that all those objects can be defined on (Ωˆ, Fˆ , Pˆ )). Then we have,
for d ≥ 3,
{lx∞(Rd); x > 0}
(L)
=
{
1
(d− 2)xd−3
|Xxd−2|
2; x > 0
}
.
Now, obviously, if Q(x) = Q˜(|x|), we have
I∞(Q) =
∫ ∞
0
Qˆ(Rd(s))ds =
∫ ∞
0
Qˆ(x)lx∞(Rd)dx.
Hence, by changing variables, we get
Eω
[
e
β2
2
I∞(Q)
]
= Eω
[
exp
(
β2
2
∫ ∞
0
Qˆ(x)lx∞(Rd)dx
)]
= Eω
[
exp
(∫ ∞
0
β2S(v)|Xv|
2dv
)]
=
∏
i≤2
Eω
[
exp
(∫ ∞
0
β2S(v)|X iv|
2dv
)]
,
where
S(v) =
Q˜(v
1
d−2 )
2(d− 2)2v
2(d−3)
d−2
.
Observe now that, following Fernique’s definitions and results (see [12]),
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1. ϕ 7→ N(ϕ) = (
∫∞
0
S(v)ϕ2(v)dv)1/2 is a gauge on C(R+) (see [12, Defi-
nition 1.2.1]). Indeed, the only fact that has to be checked is to show
that N is lower semi-continuous, ie that all the sets {ϕ;N(ϕ) ≤ M}
are closed in C(R+), for any value of M ≤ 0. But this point is a direct
consequence of Fatou’s lemma.
2. Since, for i = 1, 2, X is is a Gaussian process, if N(X
i) < ∞ almost
surely and β is small enough, then Eω[e
β2N(Xi)] <∞ (cf [12, Theorem
1.2.3]).
Thus, condition (H) is now implied, for β small enough, by the condition
Pˆ
(∫ ∞
0
S(v)|X1v |
2 <∞
)
= 1.
However, by [19, Proposition 2.2], this occurs iff
∫∞
0
vS(v)dv <∞, which is
equivalent to
∫∞
0
xQ˜(x)dx <∞ by an elementary change of variables.

We can now state an improved concentration result below β
2Q(0)
2
in the
weak disorder regime:
Proposition 3.3 Assume (H) is satisfied, and that
Eω
[
I∞(Q) e
β2
2
I∞(Q)
]
<∞.
Then there exists a positive constant K1 depending on β and Q such that
P
(
log(Zt) ≤
β2
2
tQ(0)− u
)
≤ K1 exp
(
−
u2
K1
)
,
for all u, t > 0.
Proof: This proof will be again divided in two steps.
Step 1: Some moment inequalities.
Using (17) and (10) we have, under assumption (H),
E [Z2t ]
(E[Zt])
2 = Eω
[
eβ
2
∫ t
0 Q(ω
1
s−ω
2
s)ds
]
≤ K1,
18
for some positive constant K1. Then Paley-Zygmund’s inequality gives us
sup
t
P
(
Zt ≥
1
2
E[Zt]
)
≤ sup
t
1
4
(E[Zt])
2
E (Z2t )
≥ K2,
for some positive constant K2. For t > 0, set I
(2)
t (Q) =
∫ t
0
Q(ω1s − ω
2
s)ds.
Given another positive constant K3, and recalling notation (1), we are now
able to compute
P
(
Zt ≥
1
2
E[Zt], 〈I
(2)
t (Q)〉t ≤ K3
)
≥ P
(
Zt ≥
1
2
E[Zt], Eω
[
I
(2)
t (Q)e
β
∑2
i=1
∫ t
0
B(ds,ωis)
]
≤
K3 (E[Zt])
2
4
)
≥ P
(
Zt ≥
1
2
E[Zt]
)
− 1
+P
(
Eω
[
I
(2)
t (Q)e
β
∑2
i=1
∫ t
0 B(ds,ω
i
s)
]
≤
K3 (E[Zt])
2
4
)
.
However, Chebychev’s inequality yields
P
(
Eω
[
I
(2)
t (Q)e
β
∑2
i=1
∫ t
0 B(ds,ω
i
s)
]
>
K3 (E[Zt])
2
4
)
≤
4
K3 (E[Zt])
2E
[
Eω
[
I
(2)
t (Q)e
β
∑2
i=1
∫ t
0
B(ds,ωis)
]]
=
4
K3 (E[Zt])
2Eω
[
I
(2)
t (Q)E
[
eβ
∑2
i=1
∫ t
0
B(ds,ωis)
]]
.
Since
E
[
eβ
∑2
i=1
∫ t
0
B(ds,ωis)
]
= (E[Zt])
2 eβ
2I
(2)
t (Q),
we finally obtain
P
(
Zt ≥
1
2
E[Zt], 〈I
(2)
t (Q)〉t ≤ K3
)
≥ K2 −
4
K3
Eω
[
I
(2)
t (Q)e
β2I
(2)
t (Q)
]
.
So, our assumptions imply that, choosing K3 large enough, we have
P
(
Zt ≥
1
2
E[Zt], 〈I
(2)
t (Q)〉t ≤ K3
)
≥
1
K3
. (18)
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Step 2: Application of the concentration inequalities.
For a given Gaussian landscape B, that can be considered as an element of
M , set
Zt(B) = Eω
[
eβ
∫ t
0 B(ds,ωs)
]
,
and
〈f(ω1, ω2)〉Bt :=
Eω
(
f(ω1, ω2)eβ
∑2
i=1
∫ t
0
B(ds,ωis)
)
Z2t (B)
.
For the constant K3 used for inequality (18), we can now consider the set
A :=
{
g ∈M ; Zt(g) ≥
1
2
E[Zt], 〈I
(2)
t (Q)〉
g
t ≤ K3
}
,
and we have checked that
P (B ∈ A) ≥
1
K3
.
Applying Lemma 2.3, this yields that, for all u > 0,
P (qA > u+K4) ≤ 2 exp
(
−
u2
2
)
, (19)
with K4 = (2 log(2K3))
1
2 .
Consider now another Gaussian landscape B¯, but keep the notation Zt =
Zt(B). We can write
Zt = Eω
[
eβ
∫ t
0 B(ds,ωs)
]
= Eω
[
eβ
∫ t
0
B(ds,ωs)−B¯(ds,ωs)eβ
∫ t
0
B¯(ds,ωs)
]
= Zt(B¯)〈e
β
∫ t
0
B(ds,ωs)−B¯(ds,ωs)〉B¯t
≥ Zt(B¯)e
β〈
∫ t
0
B(ds,ωs)−B¯(ds,ωs)〉B¯t , (20)
where in the last step we have used Jensen’s inequality. Suppose now that
B − B¯ = g˜, where g˜(t) =
∫ t
0
g(s)ds and g is the inverse Fourier transform of
an element of H. Notice that g admits the representation
g(s, x) =
∫
Rd
eιλxh(s, λ)Qˆ(dλ), with |h|2H =
∫ ∞
0
∫
Rd
|h(s, λ)|2Qˆ(dλ)ds <∞.
20
Furthermore,∣∣∣∣∣
〈∫ t
0
B(ds, ωs)− B¯(ds, ωs)
〉B¯
t
∣∣∣∣∣ =
∣∣∣∣∫ t
0
∫
Rd
〈
eιλωs
〉B¯
t
h(s, λ)Qˆ(dλ)ds
∣∣∣∣
≤ |h|H
(∫ t
0
∫
Rd
〈
eιλ(ω
1
s−ω
2
s)
〉B¯
t
Qˆ(dλ)ds
)1/2
= |h|H
(〈
I
(2)
t (Q)
〉B¯
t
)1/2
. (21)
Thus, putting together (20) and (21), we get, if B¯ ∈ A and B − B¯ = g˜,
log(Zt) ≥ log
(
Zt(B¯)
)
+ β
〈∫ t
0
B(ds, ωs)− B¯(ds, ωs)
〉B¯
t
≥ log(E[Zt])− log(2)− β|h|HK
1
2
3
=
β2tQ(0)
2
− log(2)− β|h|HK
1
2
3 .
Obviously, one can choose, in the above inequality, the norm |h|H as close as
desired to qA. Thus, we get
log(Zt) ≥
β2tQ(0)
2
− log(2)− βqAK
1
2
3 ,
and using (19) we have that, for all u > 0, the event
log(Zt) ≥
β2tQ(0)
2
− log(2)− βK
1
2
3 (u+K4)
holds with probability larger than 1 − exp(−u
2
2
). The proof is now easily
completed.

4 The strong disorder regime
In this section, we will give some examples of Gaussian polymers in the
strong disorder regime. We will begin with a general sufficient condition.
Recall that Q is the covariance of our noise B.
Theorem 4.1 Let p > 1 be a constant, {Λs; s ∈ R
+} a family of subsets of
R
d and
κ =
1
2
β2Q(0)(1− 4q)2q−1,
21
where q is the conjugate exponent of p. Based on these notations, set
v(s) = inf
x∈Λs
Q(x)
w(s) =
(
inf
x∈Λs
Q(x)
)
Pˆ
1
p (ω1s − ω
2
s ∈ Λ
c
s) e
κs,
and assume that
(H1)
∫∞
0
v(s) =∞ and
∫∞
0
w(s) <∞.
Then
P(W∞ = 0) = 1.
Proof: Since W∞ ≥ 0, we have, for any θ > 0,
E[W θ∞] = E[lim inf
t→∞
W θt ] ≤ lim inf
t→∞
E[W θt ].
Thus, it is enough to check that
lim inf
t→∞
E[W θt ] = 0.
Recall now the martingale decomposition we got for W at (15): setting
Xs = exp
(
Ns −
β2Q(0)s
2
)
,
one can write, for t ≥ 0,
Wt = 1 + β
∫ t
0
∫
Rd
Eω
[
eιλωsXs
]
M(ds, dλ).
Pick now 0 < θ < 1. An application of Itoˆ’s formula gives
W θt = 1 + βθ
∫ t
0
∫
Rd
W θ−1s Eω
[
Xse
ιλωs
]
M(ds, dλ)
−
β2
2
θ(1− θ)
∫ t
0
∫
Rd
W θ−2s
(
Eω
[
Xse
ιλωs
])2
Qˆ(dλ)ds.
22
Then, taking expectations, we obtain
E
[
W θt
]
= 1−
β2
2
θ(1− θ)E
[∫ t
0
∫
Rd
W θ−2s
(
Eω
[
Xse
ιλωs
])2
Qˆ(dλ)ds
]
= 1−
β2
2
θ(1− θ)E
[∫ t
0
W θ−2s Eω
[
X1sX
2
sQ(ω
1
s − ω
2
s)
]
ds
]
.
Hence
E
[
W θ−2s Eω
[
X1sX
2
sQ(ω
1
s − ω
2
s)
]]
≥
(
inf
Λs
Q
)
E
[
W θ−2s Eω
[
X1sX
2
s1{ω1s−ω2s∈Λs}
]]
=
(
inf
Λs
Q
)
E
[
W θs
]
−
(
inf
Λs
Q
)
E
[
W θ−2s Eω
[
X1sX
2
s1{ω1s−ω2s∈Λcs}
]]
. (22)
On the other hand, Ho¨lder’s inequality yields, for any conjugate exponents
p, q,
E
[
W θ−2s Eω
[
X1sX
2
s1{ω1s−ω2s∈Λcs}
]]
= Eω
[
1{ω1s−ω2s∈Λcs}E
[
W θ−2s X
1
sX
2
s
]]
≤ Pˆ
1
p
(
ω1s − ω
2
s ∈ Λ
c
s
)
E
1
q
ω
[
Eq
[
W θ−2s X
1
sX
2
s
]]
. (23)
In particular, if q = θ−1, invoking the fact that E [Xρ] ≤ Eρ [X ] for ρ ≤ 1
and X ≥ 0, we get that
Eω
[
Eq
[
W θ−2s X
1
sX
2
s
]]
= e−
β2
2
sQ(0)Eω
[
Eq
[
Eθ−2ω
[
eβ
∫ s
0 B(du,ωu)
]
eβ
∫ s
0 B(du,ω
1
u)eβ
∫ s
0 B(du,ω
2
u)
]]
≤ e−
β2
2
sQ(0)Eω
[
E
[
Eq(θ−2)ω
[
eβ
∫ s
0 B(du,ωu)
]
eqβ
∫ s
0 B(du,ω
1
u)+B(du,ω
2
u)
]]
(24)
≤ e−
β2
2
sQ(0)E
[
Eω
[
eqβ(
∫ s
0
B(du,ω1u)+B(du,ω
2
u))+(1−2q)β
∫ s
0
B(du,ω3u)
]]
≤ eqκs.
Then, putting together (22), (23) and (24), we obtain
E
[
W θ−2s Eω
[
X1sX
2
sQ(ω
1
s − ω
2
s)
]]
≥ v(s)E
[
W θs
]
− w(s),
Consequently,
E
[
W θt
]
≤ 1−
β2
2
θ(1− θ)
∫ t
0
v(s)E
[
W θs
]
ds
+
β2
2
θ(1− θ)
∫ t
0
w(s)ds.
23
However, using our assuptions (H1) and setting
γ =
β2
2
θ(1− θ), and δ = 1 + γ
∫ ∞
0
w(s)ds,
we get
E
[
W θt
]
≤ δ − γ
∫ t
0
v(s)E
[
W θs
]
ds,
and by a standard comparison argument for ordinary differential equations,
this yields
E
[
W θt
]
≤ δe−γ
∫ t
0
v(s)ds,
and hence, invoking again Hypotesis (H1),
lim
t→∞
E
[
W θt
]
= 0,
which proves our claim.

Example 4.2 Consider d ≥ 1, and assume that the covariance function Q
satisfies
c1(1 + |x|
2)−λ ≤ Q(x) ≤ c2(1 + |x|
2)−λˆ, (25)
for some constants c1 > 0, c2 > 0 and 0 < λˆ ≤ λ <
1
2
. Then the polymer will
be in the strong disorder regime for any value of β > 0.
Proof: Observe that there exist some positive definite functions Q satisfying
(25), since a function of the type c1(1 + |x|
2)−λ is the Fourier transform of a
tempered measure (see [14, page 288]).
Now, Theorem 4.1 can be applied with an arbitrary constant p > 1, by
choosing the set Λs as the centered ball of radius s
α in Rd, with α > 1 such
that αλ < 1
2
. Indeed, it is easily seen in this case that
v(s) ≥ c1(s
2α + 1)−λ,
and
w(s) ≤ c2(s
2α + 1)−λˆ exp
(
−
s2α−1
8p
+ κs
)
,
which proves that the assumption (H1) is verified.

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