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In this paper, a modification of the iris recog-
nition approach by Daugman (2004) is pre-
sented. Traditionally, each cell in an iris tem-
plate consists of a matrix of two-bit values,
extracted from a normalized iris image. An
existing iris recognition system was modified,
in order to allow for extraction of an arbitrary
amount of bits per cell. This paper explains
how the original iris recognition system works
and how it was modified. Also, a statistical
analysis of the impact on recognition quality
is presented, which turned out to be limited.
1 Introduction
While the earliest known examples of biometric iden-
tification date back to the 1870s, widespread adop-
tion is a relatively recent trend (Wayman et al.,
2005). In this paper, we focus on iris recognition,
which was developed in the 1990s. Daugman pio-
neered the field and introducedDaugman (2004) an
approach that is still the basis of most contemporary
iris recognition systems.
Iris recognition has many advantages over other
biometric authentication methods, such as extremely
good recognition performance, the fact that the iris
does not noticeably change over time and that no
physical contact with the user is required. Disadvan-
tages include that additional live tissue verification
is needed. It is currently deployed in al multitude
of different usage scenarios, such as border control,
access-control and very recently also in smartphone
authentication (Planet Biometrics, 2015).
In this paper we explore a modification to the tra-
ditional way of extracting information from an image
of the iris. First, a general overview of Daugman’s
design is presented in section 2. This is followed by a
description of the modifications to an existing system
in section 3 in order to be able to measure the impact
on the performance of the system. The obtained sta-
tistical results are discussed in section 4, followed by
a conclusion in section 5.
As a basis for our modification, it was decided to
use a Matlab implementation by Masek et al. (2003).
The choice for this implementation was made because
of the readability of the code, the recognition quality
and ease of modification. Masek’s algorithm is close
to Daugman’s design, and as such, representative for
many iris recognition solutions.
The paper contains several snippets of pseudocode.
Although the code aims to be understandable, details
about the exact implementation may be omitted for
readability.
2 Methods
The algorithm consists of several steps: segmenta-
tion, normalization and feature encoding. In the
following subsections, each step will be briefly ex-
plained.
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Figure 1: Iris, pupil, eyelid and eyelash detection in
an example image from the CASIA database (Masek
et al., 2003)
2.1 Segmentation
The purpose of the segmentation step is to identify
the portions of an image that are usable for iris recog-
nition. This is done in three steps: iris/pupil recog-
nition, eyelid recognition and reflection recognition.
After the segmentation step, the area of the image
on which the iris is visible has been determined. An
illustration of all of the segmentation steps is visual-
ized in Figure 1.
Iris and pupil recognition
The iris is identified by finding a partial circle with
a radius close to some expected value. Libor Masek
uses edge detection combined with the Hough (1962)
transform in order to identify the circular iris, after
which the pupil is identified using the same function,
constrained to the area within the iris. The pupil
generally has its centre close to the centre of the iris,
but due to natural asymmetry and slight optical dis-
tortion it is necessary to determine the centre of the
pupil separately.
Eyelid recognition
After identifying the centre and radius of the iris, the
eyelids are detected using line detection within the
areas above and below the pupil.
Figure 2: Daugman’s rubber sheet model (Daugman,
2004)
Eyelash recognition
On many images, the eyelashes will cover small parts
of the iris. As these areas should not be used for
matching, they are removed from the image1. The
detection of the eyelashes is done by considering a
certain threshold value, very dark values are assumed
to be eyelashes.
Specular reflection recognition
While Libor Masek’s implementation does not deal
with reflection, this may be a requirement for iris
recognition systems that use visible light2. Often,
reflection recognition may be done using thresholds,
removing areas with high brightness.
2.2 Normalization
In the normalization step, the iris on the source image
is transformed into a rectangular fingerprint matrix.
This is done by using Daugman’s rubber sheet model
(see Figure 2), which remaps each point within the
iris to a polar coordinate. The centre of the pupil is
considered the centre of the polar space, and a num-
ber of radial vectors are drawn from the centre to the
edge of the iris. The number of radial vectors de-
termines the horizontal ‘resolution’ of the resulting
1This is done by assigning them a NaN value.
2Generally, near-infrared light is used. This has the advan-
tage of being unaffected by pigments on the iris, as well as
causing less reflections on the cornea and being less intrusive
to the user.
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fingerprint. For each vector, a fixed number of points
are chosen between pupil and outer iris border. This
number determines the vertical resolution of the fin-
gerprint. The resulting set of two-dimensional points
is mapped to a matrix, in which each column repre-
sents the points on a radial vector.
A mask is constructed, using the information from
the segmentation step. The mask is a bitmap with
identical dimensions as the fingerprint matrix, initial-
ized to 0 for each cell. The areas that were marked
during segmentation as not usable for matching3 are
set to 1. The resulting mask will later be used to
perform iris matching only on the relevant parts of
the image.
2.3 Feature encoding
Now that the relevant parts of the source image have
been determined, the distinguishing features of the
iris are extracted. This is done using a Gabor wavelet
transform (see Figure 3), which results in a complex
matrix containing local amplitude and phase infor-
mation about the iris pattern. Cells with very low
amplitude are discarded, as the phase information
bears very little relevance and is likely to be biased by
noise. Amplitude information is discarded4, only the
phase information is used for template creation. This
is done by mapping each complex value to a ‘quad-
rant’, a two bit value indicating the sign of both the
real and the imaginary part of the value.
Libor Masek’s implementation stores each bit in a
different cell. So, the two-bit cells are split in two
one-bit cells, which doubles the number of columns.
Thus, the two bit value derived for polar cell (x, y) is
stored in fingerprint cells (2x, y), (2x+ 1, y).
Above steps result in a generated iris fingerprint
matrix and a mask, visualized in Figure 4. One
or multiple enrolment samples may be stored in a
database and used for matching at a later stage, as
discussed in the following section.
3Thus, the pupil, upper and lower eyelids, eyelashes and
reflections
4Amplitude information is highly dependent on illumina-
tion and sensor characteristics and is, as such, less suitable for
matching.
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nate the iris pattern. In NIR wavelengths, even darkly pigmented
irises reveal rich and compl x features.
The author’s algorithms [8]–[10] for encoding and recog-
nizing iris pat erns have be n the executable software us d i
all iris recognition systems so far deploye commercially r in
tests, including those by British Telecom, Sandia Labs, U.K.
National Physical Lab, Panasonic, LG, Oki, EyeTicket, Sensar,
Sarnoff, IBM, SchipholGroup, Siemens, Sagem, IriScan, and
Iridian. All testing organizations have reported a false match rate
of 0 in their tests, some of which involved millions of iris pair-
ings. This paper explains how the algorithms work and presents
new ata on the statistical properties and singularity of iris pat-
terns based on 9.1 million comparisons.
II. FINDING AN IRIS IN AN IMAGE
To capture the rich details of iris patterns, an imaging system
should resolve a minimum of 70 pixels in iris radius. In the field
trials to date, a resolved iris radius of 80–130 pixels has been
more typical. Monochrome CCD cameras (480 640) ve
been used b cause NIR illumination in the 700–900-nm band
was required for imaging to be unintrusive to humans. Some
imaging platforms deployed a wide-angle camera for coarse lo-
calization of eyes in faces, to steer the optics of a narrow-angle
pan/tilt camera that acquired higher resolution images of eyes.
There exist many alternative methods for finding and tracking
facial features such as the eyes, and this well-researched topic
will not be discussed further here. In these trials, most imaging
was done without active pan/tilt camera optics, but instead
exploited visual feedback via a mirror or video image to enable
cooperating Subjects to position their own eyes within the field
of view of a single narrow-a gle camera.
Image focus assessment is performed in re l time (faster than
video frame rate) by measuring spectral power in middle and
upper frequency bands of the 2-D Fourier spectrum of each
image frame and seeking to maximize this quantity either by
moving an active lens or by providing audio feedback to Sub-
jects to adjust their range appropriately. The video rate execu-
tion speed of focus assessment (i.e., within 15 ms) is achieved
by using a band ass 2-D filter kernel requiring only summa-
tion and differencing of pixels, and no multiplications, within
the 2-D convolution necessary to estimate power in he selected
2-D spectral bands. Details are provided in the Appendix.
Images passing a minimum focus criterion are then analyzed
to find the iris, with precise localization of its boundaries using a
coarse-to-fine strategy terminati g in single-pixel pr cision es-
timates of the center coordinates and radius of both the iris and
the pupil. Although the results of the iris search greatly constrain
the pupil search, concentricity of these boundaries cannot be as-
sumed. Very often the pupil center is nasal, and inferior, to the
iris center. Its radius can range from 0.1 to 0.8 of the iris radius.
Thus, all three parameters defining the pupillary circle must be
estimated separately from those of the iris. A very effective in-
tegrodifferential operator for determining these parameters is
(1)
Fig. 2. The phase demodulation process used to encode iris patterns. Local
regions of an iris are projected (2) onto quadrature 2-D Gabor wavelets,
generating complex-valued coefficients whose real and imaginary parts specify
the coordinates of a phasor in the complex plane. The angle of each phasor is
quantized to one of the four quadrants, setting two bits of phase information.
This process is repeated all across the iris with many wavelet sizes, frequencies,
and orientations to extract 2048 bits.
where is an image such as Fig. 1 containing an eye. The
operator searches over the image domain ( ) for the max-
imum in the blurred partial derivative with respect to increasing
radius , of the normalized contour integral of along a
circular arc of radius and center coordinates ( ). The
symbol denotes convolution and is a smoothing func-
tion such as a Gaussian of scale . The complete operator be-
haves as a circular edge detector, blurred at a scale set by ,
searching iteratively for the maximal contour integral derivative
at successively finer scales of analysis through the three param-
eter space of center coordinates and radius ( ) defining
a path of contour integration.
The operator in (1) serves to find both the pupillary boundary
and the outer (limbus) boundary of the iris, although the initial
search for the limbus also incorporates evidence of an interior
pupil to improve its robustness since the limbic boundary itself
usually has extremely soft contrast when long wavelength NIR
illumination is used. Once the coarse-to-fine iterative searches
for both these boundaries have reached single-pixel precision,
then a similar approach to detecting curvilinear edges is used to
localize both the upper and lower eyelid boundaries. The path
of contour integration in (1) is changed from circular to arcuate,
with spline parameters fitted by statistical estimation methods
to model each eyelid boundary. Images with less than 50% of
the iris visible between the fitted eyelid splines are deemed in-
adequate, e.g., in blink. The result of all these localization op-
erations is the isolation of iris tissue from other image regions,
as illustrated in Fig. 1 by the graphical overlay on the eye.
III. IRIS FEATURE ENCODING BY 2-D WAVELET
DEMODULATION
Each isolated iris pattern is then demodulated to extract its
phase information using quadrature 2-D Gabor wavelets [6], [7],
[11]. This encoding process is illustrated in Fig. 2. It amounts
to a patch-wise phase quantization of the iris pattern, by iden-
tifying in which quadrant of the complex plane each resultant
igure 3: Daugman’s feature encoding (Daugman,
2004)
Figure 4: Visualisation of a fingerprint. Derived from
the normalized iris image shown in Figure 1. Masked
areas are rendered as black, while greyscales repre-
sent different fingerprint cell values.
2.4 Matching
Matching of an imag s against an existing finger-
print/mask pair f , m is done by first deriving the
fingerprint from the source image. This is done by
performing the segmentation, normalization and fea-
ture encoding steps, resulting in a source image fin-
gerprint fs and source image mask ms.
The matching score between both fingerprints is
computed using the Hamming Distance function
shown in Algorithm 1. From the result, all cells that
a e mask d are removed.
The overall mask is computed to be the union of
both masks. Thus, a cell that is marked as irrelevant
(mask value equals 1) in either mask is not considered
in the matching score. As the value in each cell of the
template is either a 0 or a 1, the xor function is used
to compute the Hamming Distance.
In order t improve recognition quality, ab ve
matching algorithm is com uted multiple times for
different shift offsets of f , m. Shifting all column
vectors in f , m compensates for rotational differ-
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Algorithm 1 Hamming Distance
1: procedure HD(mask1, mask2, tmplt1, tmplt2)
pre maski ∈ Zn×m2 , tmplti ∈ Zn×m
. Combine both masks
2: mask← mask1 | mask2
. Compute number of usable bits
3: nbits ← n ·m
4: nmasked bits ←
∑n
i=0
∑m
j=0 maski,j
5: nusable bits ← nbits − nmasked bits
. Get total distance
6: C ← tmplt1 ⊕ tmplt2
7: C ← C & ¬mask
8: ndiff bits =
∑n
i=0
∑m
j=0 Ci,j
9: return ndiff bits/nusable bits
ences between both source images. For each offset,
the matching score is computed. The highest match-
ing score is considered to be the best fit, and is the
resulting matching score of the source image against
the known fingerprint5.
3 Modifications
The modification involves extracting more than two
bits of information per cell from the normalized iris
image. The number of bits is configurable by set-
ting the parameter bpc (Bits Per Cell) to the desired
value. In order to facilitate this, changes had to be
made to various parts of the algorithm, most notably
to the feature encoding (subsection 2.3) and match-
ing (subsection 2.4) steps. These modifications are
presented below.
5Libor Masek’s implementation contains a flaw regarding
the way shifts are handled. If a template/mask is shifted by a
certain amount, columns filled with zeroes are added on either
the right or left side. These columns are thus considered for
matching, which is undesirable as the template does not con-
tain sensible information in these cells. It was decided not to
fix this bug, as it would bias the comparison between the orig-
inal implementation and the higher bit-per-cell modification.
As pointed out in subsection 2.3, the output of the
Gabor convolve function is a complex matrix. When
extracting a two-bit value from each cell, one can
suffice with evaluating the sign of both the real and
complex part of the cell. However, when one wishes
to extract a configurable amount of bits from a cell,
this is no longer possible. The extraction function
was thus rewriten. The complex value is considered
a coordinate in a cartesian coordinate system. This
coordinate is mapped to polar coordinates, resulting
in an angle θ and an amplitude ρ. As 0 ≤ θ < 2pi, a n-
bit value is computed by mapping the real values for
the angles θ from the range (0, 2pi) to integers within
the range (0, 2bpc−1). As was the case with the orig-
inal implementation, values with very low amplitude
ρ are ignored, as they are most susceptible to noise.
Another modification is required. Hamming dis-
tance (computed in the original system using the xor
operation)6 is no longer an appropriate distance func-
tion when comparing template values, as the poten-
tial difference of two values is higher than 1. It is
now needed to compute the difference between num-
bers modulo 2bpc, as we are working with values de-
rived from angles. As an example: the distance be-
tween 0 and 2bpc − 1 should be 1. The xor function
was thus replaced by a different distance function,
moddif (Algorithm 2), that properly computes the
distance between two integer values under modulo.
The difference between values can never be more than
2bpc−1.
We thus compute the difference between two num-
bers in ‘both directions’, and then choose the smallest
distance. For the sake of brevity and readability, the
code that implements the shifts and ‘best fit’ function
as discussed in subsection 2.4 has been left out.
4 Results
As a dataset, to be able to test our modifications,
the CASIA dataset version 1 is used, which consists
of iris images of 108 individual eyes. Per eye seven
6While the original implementation stores 2 bits per pixel
of the source image, this is stored as two adjacent 1-bit cells,
and as such, xor does indeed compute the hamming distance.
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(a) hd (b) bpc: 4
Figure 5: Histograms of sets S (matches) and D (non-matches)
Algorithm 2 Modular Difference
1: procedure moddiff(lhs, rhs, mod)
pre lhs, rhs ∈ Rn×m, mod ∈ R
. Compute both difference values under modulo
2: diff← lhs− rhs
3: diff’← mod− diff1
. Zero out the longer distances
4: for all 0 ≤ i < n, 0 ≤ j < m do
5: if diffi,j < diff’i,j then
6: diff’i,j ← 0
7: else
8: diffi,j ← 0
9: return diff’ + diff
images are present, taken in two sessions (three in
the first, four in the second).
To compare the original method with our modi-
fied version, the dataset is split into a training and a
test set, three iris images per individual are used for
determining a threshold and four iris images per indi-
vidual are used for validation. The pairwise distances
between all images are computed, out of which n
(e.g. 1000) random matches (set S) and non-matches
bpc µS σS µD σD dof
hd 0.3069 0.0613 0.4694 0.0143 1219
1 0.3097 0.0615 0.4688 0.0144 1197
2 0.3070 0.0614 0.4694 0.0143 1222
3 0.3071 0.0616 0.4698 0.0142 1238
4 0.3071 0.0615 0.4699 0.0142 1240
5 0.3072 0.0615 0.4700 0.0141 1245
6 0.3072 0.0616 0.4700 0.0142 1243
7 0.3073 0.0615 0.4700 0.0141 1244
8 0.3071 0.0615 0.4700 0.0142 1242
Table 1: Properties of sets S and D.
(set D) are picked for training, this is done to not
get matches outnumbered by non-matches (Dubitzky
et al., 2007). To get an idea of the distribution in Fig-
ure 5 the histograms of sets S and D when using hd
and with bpc equal to 4 can be found. Furthermore,
for reference, the mean (µ), standard deviation (σ)
and the degrees of freedom (dof) for sets S and D
can be found in Table 1. The threshold is obtained
from the Equal Error Rate (eer) i.e. where the False
Acception Rate (far) and the False Rejection Rate
(frr) are equal.
When validating, not only the far, frr and ac-
curacy are computed, but to give a more complete
view of the performance also precision and recall are
5
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bpc far frr accuracy precision recall
hd 0.0243 0.0292 0.9733 0.9756 0.9708
1 0.0273 0.0293 0.9717 0.9726 0.9707
2 0.0244 0.0294 0.9731 0.9755 0.9706
3 0.0254 0.0265 0.9741 0.9746 0.9735
4 0.0249 0.0263 0.9744 0.9751 0.9737
5 0.0248 0.0262 0.9745 0.9752 0.9738
6 0.0246 0.0262 0.9746 0.9754 0.9738
7 0.0247 0.0265 0.9744 0.9752 0.9735
8 0.0247 0.0263 0.9745 0.9753 0.9737
Table 2: far, frr, accuracy, precision and recall for
different bpc. Note that hd is statistically the same
as bpc equal to 2, the implementation differs slightly.
bpc equal to 1 is added for completeness.
added. This is done because a classifier might have
a high accuracy, but still performs bad because of a
low precision or recall (Perry et al., 1955). However,
this strongly depends on the application for which
the classifier is used.
In Table 2 the validation results for the use of hd
and for 1 to 8 bits per cell (bpc) is shown.
5 Conclusion
Analysis of the testing results clearly shows that gen-
eral performance does not significantly improve when
using higher bpc templates. An interesting fact is
that while the far slightly increases (1.2 - 4.5% de-
pending on bpc) with higher bpc, the frr decreases
an approximate 10%. This implies that, in scenarios
where a low frr is important, the proposed modifi-
cations might indeed be advantageous.
Although when using higher values for bpc, we find
a slight improvement in terms of accuracy, precision
and recall, this is not a significant improvement over
the original implementation7. The fact that increas-
ing bpc results in a linear increase in required stor-
7The difference between the original implementation and
the best performing bpc in terms of accuracy, precision and
recall never exceeds 0.5%.
age space8 and processing time, the (slight) improve-
ments offered by our modification is only of interest
in practise under very specific circumstances, where
minimizing the frr is very important.
References
Daugman, J. (2004). How iris recognition works.
Circuits and Systems for Video Technology, IEEE
Transactions on, 14(1):21–30.
Dubitzky, W., Granzow, M., and Berrar, D. P.
(2007). Fundamentals of data mining in genomics
and proteomics. Springer Science & Business Me-
dia.
Hough, P. V. (1962). Method and means for recog-
nizing complex patterns. Technical report.
Planet Biometrics (2015). Microsoft brings iris recog-
nition to the masses with new lumia. www.
planetbiometrics.com. Accessed: 29-03-
2016.
Masek, L. et al. (2003). Recognition of human iris
patterns for biometric identification. The Univer-
sity of Western Australia, 2.
Perry, J. W., Kent, A., and Berry, M. M. (1955). Ma-
chine literature searching x. machine language; fac-
tors underlying its design and development. Amer-
ican Documentation, 6(4):242–254.
Wayman, J., Jain, A., Maltoni, D., and Maio, D.
(2005). An introduction to biometric authentica-
tion systems. Springer.
8An optimized implementation is assumed. The storage
overhead of higher bpc values is irrelevant for the current pro-
totype, as it stores the bpc-bits values in default, 64-bits float-
ing point numbers.
6
University of Twente Students Journal Of Computer Vision and Pattern Recognition 2016
