I. INTRODUCTION
The fast ignition ͑FI͒ scheme for inertial confinement fusion was first proposed by Tabak et al. 1 in 1994 and has received considerable world wide interest and attention since then. In the FI scheme, an intense laser pulse ͑containing many tens of kilojoules of energy in a pulse duration of ϳten picoseconds͒ interacts with plasma that has been precompressed to ultrahigh density using nanosecond-duration laser beams. At peak compression of the deuterium-tritium fuel, copious numbers of fast electrons are generated by the interaction between the intense laser light and the plasma at the relativistic corrected critical density surface. These electrons are directed toward compressed plasma core and slowed down and eventually stopped in the dense plasma so that the fast electron energy is transferred to the background plasma. This must occur on a timescale so short that the plasma has little time to respond hydrodynamically. The plasma in the hot spark region is heated to thermonuclear ignition temperatures that eventually generate an off-center fusion burn wave.
The advantage of fast ignition is considerable: The fusion gain is much larger than central spark ignition for the same drive energy and the symmetry requirements needed to assemble the fuel to high density are significantly relaxed. Clearly, it is essential to characterize the fast electron energy distribution as a function of irradiance on target. If the average fast electron is too high, then their range is too large in the compressed plasma and more energy is needed to heat the compressed hot spark region. 2 If the energy of the electrons is too low, then the electrons may not reach the spark region in the compressed matter, as they prone to large angle scattering when they have to traverse dense gold in coneguided geometries. 3 The fast electrons that can escape the target to spectrometers located some distance away on the target chamber wall represent only a small fraction of the total population that are generated. Those that do escape charge up the target and allow the generation of large electrostatic sheath fields on the front and back of the targets. 4 The fields are responsible for the acceleration of protons and ions. Nevertheless, it was found in early experiments [5] [6] [7] [8] [9] [10] that the fast electron energy was consistent with ponderomotive scaling of the fast electron energy, as first proposed by Wilks et al. 11 with some component due to plasma wave generation. 12 More recently, however, Chen 13 reported a discrepancy between the ob- served electron spectra ͑measured in an electron spectrometer with a range between 0.1 and 4 MeV͒ and the ponderomotive potential energy, particularly at the highest intensity on target. She reported that the electron temperature was lower than the ponderomotive potential energy there by a factor of 2. The limited number of data points available called for systematic investigation into the behavior of fast electrons escaping the target. In addition, Chen 14 has also reported a fast electron temperature scaling of I 1/3 from bremsstrahlung radiation measurements of fast electrons entering the target.
Detailed measurements are reported here of the fast electron spectra ͑those electrons that escaped the target to a magnetic spectrometer located on the chamber wall͒ in the range of 10 18 -10 21 W cm −2 . The measurements were made on two different petawatt ͑PW͒ facilities in the United Kingdom and Japan. The pulse duration was varied from 0.5 to 5 ps and the incident angle and polarization varied from normal incidence to 40°p-polarized. These are in the range that are relevant to fast ignition. The measurements confirm that Chen's observation of a reduction in scaling of the fast electron energy with intensity on target is robust and occurs under a range of irradiation conditions. A simple model that relates the fast momentum and energy conservation is presented that reproduces the data. Nevertheless, new onedimensional Vlasov simulations confirm that the spectrum of fast electron energy entering the target is complex and that the simple model requires cautious application to realistic laser-plasma interactions.
II. EXPERIMENTAL SETUP
The experiments were performed using both the VUL-CAN petawatt ͑VULCAN PW͒ ͑Ref. 15͒ and GEKKO XII petawatt ͑GXII PW͒ laser systems. 16 The VULCAN PW has a measured intensity contrast ratio of 4 ϫ 10 −8 and delivered pulses in the range 500 fs-5 ps. Laser pulses with up to 300 J were delivered on target. The wavelength was 1.054 m. The laser was focused onto target using an f / 3 parabola and the spot size was 7 m full width at half maximum ͑FWHM͒. 20% of the laser energy was contained within that focal region. 17 The laser intensity is changed from 10 18 to 10 21 W cm −2 by varying the energy delivered and the pulse duration. The laser was incident at both normal ͑0°͒ and p-polarized 40°. The GXII PW has a measured intensity contrast ratio of 1.5ϫ 10 −8 . The pulse duration was between from 0.6 to 0.7 ps. Up to 100 J was delivered on target. The wavelength is 1.053 m. The laser was focused onto target using an f / 7.6 parabola and the spot size was 15 m FWHM. The laser intensity was from 10 18 to 10 19 W cm −2 . The laser was incident at an angle of 26°to the target normal. 18 These experiments used a variety of target materials in both single and multilayer structures. The interaction surfaces of target were Cu, Au, Al, and Ti and the target thickness ranged from 5 to 100 m. Two different electron spectrometers ͑ESMs͒ were used for the fast electron spectrum characterization. Both have been extensively tested and calibrated on other laser-plasma interaction experiments. 7, 8 The ESM was placed behind the target and measured the fast electron energy spectra. Fujifilm imaging plates were used as the detectors. In spite of such broad range of conditions, only the laser intensity shows a clear dependence. Figure 1 shows typical signals recorded on the image plate detectors using two ESMs. The electron signal was restricted to a 5 mm strip by the placement of lead collimators before the entrance to the electromagnet. The background noise was estimated by measurement of the signal on the image plate adjacent to the electron signal. The short and long signals correspond to the low and high electron energies taken at two different laser intensities: ͑a͒ 6 ϫ 10 18 W cm −2 and ͑b͒ 3 ϫ 10 20 W cm −2 . The signal was transformed from photostimulated luminescence to intensity using a standard image processing package. The intensity of the image was then converted to electron number from knowledge of the solid angle subtended from the source to detector distance ͑taking into account the collimator size͒ and calibration of the image with electron energy. 7 Electron spectra measured along the laser axis are shown in Figs. 2͑a͒ and 2͑b͒. In Fig. 2͑a͒ the GXII PW was used at an intensity at 6 ϫ 10 18 W cm −2 on 100 m thick Al. In Fig.  2͑b͒ the VULCAN PW was used at an intensity of 3 ϫ 10 20 W cm −2 on 25 m thick Cu. The longitudinal axes are the electron numbers and the horizontal axes are the electron energy. The dots represent the experimental results. The measured energy spectra were fitted with an approximation of relativistic Maxwellian distribution with the electron temperature T of the form 9, 19 
III. EXPERIMENTAL RESULTS AND DISCUSSION
Here N 0 , E, and T are the electron number, the electron energy, and the electron temperature, respectively. The fast electron spectra indicate good agreements with these relativistic Maxwellian distributions. A wide energy range of fast electrons may be generated at the irradiation spot 10 those electrons are subject to the static potential formation especially of low energy less than 1 MeV. 9 A warmer component is seen in Fig. 2͑a͒ . However, based on our data reduction the figure has the line of background noise level as shown in the figure. This curve may cover the warmer population appearing at above 10 MeV in Fig. 2͑a͒ and the data above 30 MeV in Fig. 2͑b͒ . These components may not be suitable for the discussion. We have estimated the values taking account of the solid angle and angular divergence of fast electrons. The Vulcan case corresponds to 0.018% and the Osaka case 0.008% of conversion efficiency compared to the incident laser energy assuming an average divergence angle of 40°. Only small fraction of electrons can escape from the targets due to the static potential and Alfven limit. where T, I 18 , and m are the electron temperature, the laser intensity in units of 10 18 W cm −2 , and the wavelength in microns, respectively. The dotted line is the calculation of the electron temperature from this ponderomotive scaling. The line shows a least square fitting on the data.
In Fig. 3 the data show a clear departure from the Wilks' scaling and a good consistency with that Chen's observation of a reduction in the fast electron temperature compared with the ponderomotive potential energy is robust under a range of different irradiation conditions. In a most recent study of fast electrons measured both within targets and at ESMs show that the spectra are very much alike. 20 It is of great importance to point out here that this scaling is in favor for fast ignition upcoming integral experiments; rather high irradiation laser intensity can be used to generate fast electrons within a modest slope temperature. Those experiments will use 1 -10 ps ultraintense laser pulse to fast heat a highly compressed fuel to achieve several keV core temperature. 21, 22 A least squares fit to the experimental points provides almost the I 1/3 fit, as shown in Fig. 3 , but some consideration is needed in the interpretation of this scaling. What sort of electron energy distribution is generated within the absorption region? This question is of particular concern since a number of recent computational studies have shown the fast electron spectrum softens with time. Those simulations indicate that this softening results from the preformed plasma in the corona being swept away by the ponderomotive force early in the interaction, even with picosecond duration pulses. Thereafter, the excursion distance of electrons pulled from the skin layer is much smaller than the full laser wavelength, resulting in the reduced mean energy. 23, 24 We believe that the main part of the acceleration is performed by the v ϫ B ponderomotive force even though we believe that our experiments suffer little effect of preplasmas. Especially the relatively long laser pulse may sweep up any plasma in front of the solid surface and then the laser starts facing its effective critical density plasma whose charge states are determined by the laser heated temperature at the area. If this situation is realized, the fast electron temperature may drop further. 23, 24 As discussed in several works, the prepulse may alter the characteristics of ultraintense laser matter interactions drastically. 25, 26 Prepulse level of this experiment can be seen in Fig. 10 in Ref. 27 which shows that the interactions should occur at the effective critical density.
To test this new understanding, simulations were performed using a new Vlasov simulation code that is one dimensional in space and two dimensional ͑2D͒ in momentum. A similar numerical approach has been used successfully to model the measured absorption fraction recently reported by Ping et al. 28 Remarkable agreement over six orders of magnitude in intensity was obtained for the absorption fraction between experiment and the modeling.
In the new simulations presented here, pulses of length of 40 fs, at an intensity of 2 ϫ 10 19 W cm −2 , were sent at normal incidence onto overdense plasma. While this pulse duration is much shorter than the experimental condition reported here, it does yield information on the electron distribution entering the overdense plasma that one may expect to see later in the interaction, after profile steepening has occurred. 24 To mimic this steepening, the size of the plasma on the front surface of the target was much less than the laser wavelength.
The code solves the relativistic Vlasov equation for electrons and ions, coupled to Maxwell's equations for the electromagnetic field. The numerical scheme is based on Ghizzo's recent 2D algorithm with a novel feature for solving the electrostatic part of Maxwell's equations as an advection equation. 22 The electromagnetic field is advected with cubic spline interpolation, while the distribution function is advected with a second-order flux corrected transport algorithm.
The absorption was measured in the simulations by calculating the incident and reflected Pointing fluxes. Since fast electron generation is a time-dependent process, the electron energy spectrum was time averaged over one laser period at a point 1 m inside the solid target. The simulations confirm that the bulk of the fast electrons are at a temperature of 150 keV as shown in Fig. 4 , which is significantly smaller than the ponderomotive potential energy, with a smaller number of highly energetic electrons that cutoff at 4 MeV. Of course, this is a one-dimensional simulation and an exact correspondence with experiment requires the extension to 2D and 3D, which are computationally much more demanding. However, regardless of dimensionality, a mean energy value of 150 keV is required in order to satisfy energy conservation in a good qualitative agreement with the lower temperature scaling shown in Fig. 3 . The intention is here to show that using a different computational method to particle-in-cell, 24 that similar conclusions can be drawn. That is to say, as a result of profile steepening and hole boring by the ponderomotive pressure of the laser pulse, the fast electrons entering the solid density target are reduced compared with the laser pulse' ponderomotive potential energy after the preformed plasma has been removed.
A novel explanation for the I 1/3 intensity scaling in Fig.  3 , one that reproduces previous results up to 10 19 W cm −2 ͑Ref. 29͒ as well as more recent bremsstrahlung radiation measurements of electron entering the target up to 10 21 W cm −2 , 13 is briefly reviewed. The laser-plasma interaction region is treated as a one-dimensional "black box," the thickness of which is a few collision less skin depths. Relativistic conservation equations are then applied to this region, rather in the same way as in a shock transition. This very simple model leads to t h = ͑1+2 1/2 a 0 ͒ 1/2 −1 ͑Haines relativistic model͒, where t h is the normalized electron temperature, a 0 is the dimensionless magnetic vector potential associated with the laser electric field amplitude Ẽ 0 which has an angular laser frequency , a 0 ϵ eẼ 0 / m e c. This model is discussed in detail in Ref. 30 . The scaling based on the relativistic model shows very good consistency with the experiment within the laser intensity range between a 0 =1 and a 0 =30 ͑see Fig. 5 and caption͒.
IV. CONCLUSION
In conclusion, the electron temperature of fast electron escaping to an electron spectrometer located on the target chamber wall has been measured for a variety of different laser conditions using two different petawatt laser facilities. These new results are consistent with both bremsstrahlung radiation measurements generated from electrons entering 
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Tanimoto et al. Phys. Plasmas 16, 062703 ͑2009͒ the overdense plasma 13 as well as analytic models that include both energy and momentum conservation. 30 It has been found that the departure from the ponderomotive scaling of the fast electron temperature as a function of intensity on target is robust and occurs under a range of different irradiation conditions. The obtained scaling gives a wider range of laser intensity window for modest temperature of fast electrons that could be utilized for designing upcoming integral fast ignition experiments compared to the one based on the ponderomotive scaling.
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