So as a parting perspective of a soon to be ex-Co-Editor-inChief, let me expound upon a number of topics from these years:
1) The 'Curse of Innovation' Sometimes 'innovation' seems to be more valued than 'utility'. This problem is seen both in manuscripts submission guidelines (for any journal) as well as in many grant funding guidelines. Particularly in cases where ground truth is not known, a common summary of the main point of many manuscripts and grants is often: BI can't show that [my approach] is better, but I can argue that it's different^. We, as a field, need to make sure that our innovations are also improvements, and to make sure that we couch the improvements relative to the work that has preceded them.
2) Best-case Scenario
The sub-discipline of neuroimaging, as a field, ought to offer one of the best ecosystems in which the advancements in technology can finally be brought to establish an end-to-end information management system (from data acquisition to published claim) that can be put into routine use. Massive amounts of neuroimaging data are being acquired; there are good data formats and standards; there are ample data and results hosting platforms freely available 4 ; there is a large, but tractable, number of outcome measures (and tools to generate these) that are routinely used. Despite lots of investment in the neuroimaging informatics infrastructure, the majority of neuroimaging publications are not associated with a specific data archive, a precise analysis workflow specification, and complete results. There remains a 'last mile' problem, whereby the barriers to accomplishing these important reproducibility tasks remain too labor intensive for routine use. One would think that the neuroimaging subfield has the greatest potential to overcome these limitations, and, due to the size of the field, the most to gain from doing so. 3) Everything (at least in psychiatric neuroimaging) is Underpowered Can we just admit that everything in psychiatric neuroimaging is underpowered?
5 If we admit this, there are then a number of logical consequences that we know, but tend to forget. In the underpowered regime, our studies are more subject to false positive and false negative findings. As we tend to publish positive findings, these (sometimes false positive findings) aggregate in the literature and there is little opportunity to update/refine/dampen out these observations so they tend to persist. 6 There are two main lines of solution to this type of problem: promote the publication of negative findings (in order to provide a counter observation to the false positives), and promote the pooling of data in order to create subsequent (less underpowered) observations in order to observe how the original findings evolve as a function of amount of data (i.e. number of subjects).
With respect to data pooling, a subsequent tenet is, therefore, that the funders of these original underpowered studies should be obligated to support the capability of pooling of these observations with future observations; not to do so dooms the initial result to be forever underpowered. But of course, it is routinely announced that data management costs are permitted by most funders. So the corollary of this tenet is that it is the research investigators themselves who should be obligated to support the future pooling of their observations; since not to do so dooms the initial result to be forever underpowered, and would constitute an irresponsible use of funds and a breach of the implied contract with the research study participant to maximize the value of their contribution. While some data pooling advocates are awaiting the time when the 'Data Management Plan' (or Resource Sharing Plan) becomes officially score-able (and actionable) in U.S. National Institutes of Health (NIH) grants, it can be argued that, to the savvy reviewer, it already is. Within the context of the NIH review, there is a provision for an explicit evaluation of 'rigor and reliability' in the context of the 'Approach' section review. I challenge more reviewers to ask themselves: BHow can it be rigorous or reliable to not provide for the preservation and pooling of newly acquired data?^The NIH already provides for the evaluation of the 'significance' of a study. I challenge more reviewers to ask themselves: BHow can a research result be 'significant' if provision is not made for the preservation and integration of that result?4 ) The 10% Argument It has been argued (and I've not seen it refuted), that the 'cost' of data preservation may be expected to be roughly 10% of the cost of the primary data acquisition.
7 For a given funding amount, to do (and preserve) 90% of an underpowered study that will generate a small number of potentially falsepositive findings that can be integrated with other studies must be more valuable than doing 100% of an underpowered study that will generate a small number of potentially false-positive findings that will then be lost to future use. In general, funding agencies to do not want to become committed to devoting vast parts of their limited resources to the perpetual funding of infrastructure. The 10% preservation cost, when borne by the clinical and basic science proposals that that incur the data acquisition costs, preserves the appearance of funding the critical science of our times, while also guiding resources to the needed infrastructure to preserve and amplify the investment. 5) Take Control of the Future! The funding agencies only have so much money; the community cannot ask (or wait) for a new source of money to be thrown at solving the data preservation and research reproducibility issues. The community, encompassing each of the many roles that an individual plays, has to solve it with the resources they already have. Grant reviewers have to hold the grant applicants responsible for planning for the sustainability of their research activity; the grant agencies have to monitor and hold accountable their funding recipients to the sustainability of their research activities; the reviewers of grants and publications have to ask if this finding is being reported in a reproducible fashion; the journals, editors and publishers have to promote the best practices of reproducibility; we all have to be part of the solution to guarantee that all available resources are being used to foster a field of neuroscience that builds upon itself, and results in stronger, better results, faster.
