The weakly nonlinear theory for modelling flows away from the bifurcation point developed by the authors in their previous work (Suslov & Paolucci 1997 ) is generalized for flows of variable-density fluids in open systems. It is shown that special treatment of the continuity equation is necessary to perform the analysis of such flows and to account for the potential total fluid mass variation in the domain. The stability analysis of non-Boussinesq mixed convection flow of air in a vertical channel is then performed for a wide range of temperature differences between the walls, and Grashof and Reynolds numbers. A cubic Landau equation, which governs the evolution of a disturbance amplitude, is derived and used to identify regions of subcritical and supercritical bifurcations to periodic flows. Equilibrium disturbance amplitudes are computed for regions of supercritical bifurcations.
Introduction
The mixed convection flows considered in this paper typically exist in such technical applications as chemical vapour deposition reactors, heat exchangers, thermal insulation systems and others. In many of these applications, the characteristic temperature difference is comparable with the average temperature of the fluid and the temperature gradients are sufficiently large to cause essential fluid property variations (Chenoweth & Paolucci 1985 , 1986 Suslov & Paolucci 1995b) which cannot be neglected. Quantitative predictions of flow characteristics such as heat transfer rate or mass flux through these systems is a non-trivial task (Suslov & Paolucci 1995a , b, 1997 . Indeed, when the properties of a fluid are allowed to vary with temperature and pressure, the momentum and energy equations, which are used to describe the flow of the fluid, become substantially more complicated due to additional nonlinearities arising from density, viscosity, thermal conductivity and specific heat variations. The property variations lead to the appearance of additional governing parameters in the problem. Thus the cost of direct numerical simulations of such flows for all regimes of interest is prohibitively increased. For this reason we have undertaken to study the character of such flows as a function of the important dimensionless parameters using weakly nonlinear analysis.
In our earlier works (Suslov & Paolucci 1995a, b) we successfully used the lowMach-number approximation of the Navier-Stokes equations, instead of the Boussi-nesq model, to account for the fluid properties variations and analyse the linear stability of the conduction state in a vertical cavity and open channel. It was shown that the stability characteristics such as the critical Grashof number and the disturbance wave speed depend strongly on the temperature difference when fluid properties are allowed to vary. Moreover, the large density variations, caused by a large temperature difference between the walls, can lead to the appearance of a new buoyant instability which competes with the shear-driven one predicted by the linear analysis of Boussinesq flows.
Linear theory is a universal and powerful technique used to find the location of bifurcations in parameter space, as well as to predict the form of developing disturbances. Unfortunately, one cannot obtain the amplitudes of such disturbances using linear theory and, consequently, provide any quantitative information about a disturbed flow. Thus, it is necessary to consider nonlinearities in order to close the problem. Weakly nonlinear theories developed to date (Stuart 1960; Watson 1960; Stewartson & Stuart 1971) , and their modifications (Reynolds & Potter 1967; Sen & Venkateswarlu 1983) , have been shown to be very powerful tools for the analysis of stability of various flows. The term 'weakly' is used in the application of nonlinear theories to emphasize that such theories use certain expansion procedures and require the presence of some 'small parameter', the powers of which are used to construct recursively systems of relatively simple (linear) equations whose solutions constitute the terms of asymptotic series. These time-dependent series, if convergent, represent developing disturbances superposed on the primary flow. The choice of a small expansion parameter varies from one approach to another: linear amplification rate, relative distance from the marginal stability surface in the governing parameter space, and the disturbance amplitude itself. Although in the vicinity of a bifurcation point all these approaches lead to similar results, the ranges of convergence of the asymptotic series (and of validity of the analysis) depend strongly on the choice of the expansion (Yao & Rogers 1992) . Moreover, the relative distance from the neutral stability curve cannot be used as a small parameter when linear analysis shows that the basic flow is always stable and no neutral surface exists, such as in plane Couette or pipe Poiseuille flows. The same restriction applies when the linear amplification rate is assumed small, since this would be so only close to the marginal stability surface. The most natural and general approach seems to be when expansions are made based on a small disturbance amplitude assumption. Since disturbance amplitudes can possibly remain small for relatively large distances from the bifurcation point, such a technique could potentially remain valid for larger parameter ranges and it can be applied even to flows for which marginal surfaces do not exist (Davey & Nguyen 1971) . The validity of the small-amplitude assumption has to be checked a posteriori when nonlinear equilibrium states are formally computed. The application of an amplitude expansion (Watson 1960 ) is typically done in conjunction with a multiple-timescale technique where the fast timescale corresponds to the exponential disturbance time development as predicted by linear analysis. Slower timescales correspond to stages when the growth or decay of the disturbances is influenced by nonlinearities of different orders. Frequently, it is argued that the introduction of multiple timescales is reasonable only when linear disturbances change slowly with time, i.e. when their linear amplification or decay rates are small, since in this case the linear development stage is sufficiently long. We should note here that the length of the linear stage is not a factor defining the validity of the introduction of multiple timescales. The multiple-timescale approach is valid no matter how large the linear amplification rate is, provided that the amplitude dynamics changes substantially as the disturbance develops. This is always the case if an equilibrium state exists. Then the fast timescale corresponds to the amplitude dynamics away from saturation, while slow scales are introduced for nearly equilibrium regimes.
After amplitude and multiple-timescale expansions are made, separation of different orders in amplitude leads to successive sets of linear equations. An integral solvability condition must be satisfied in order to find a solution close to the marginal stability surface (Stewartson & Stuart 1971; Stuart 1960; Watson 1960) . This approach is used to find the value of the constant entering the Landau equation which describes the time-dependent behaviour of the disturbance amplitude. The value of the Landau constant typically is found using appropriate integrals of the eigenfunctions computed at the critical point. This automatically limits the applicability of nonlinear theories to a close vicinity of the bifurcation point. On other hand the eigenfunctions of the linearized problem and their integrals can be computed at an arbitrary point in parameter space regardless of the actual location of the criticality. This suggests using them to determine the Landau constant for an arbitrary set of governing parameters. Unfortunately, this approach faces an inherent difficulty. As was first noted by Herbert (1983) , the equations at third order in amplitude become unconditionally solvable when the linear amplification rate is not equal to zero. Thus the application of a solvability condition for the evaluation of the Landau constant becomes meaningless. In order to avoid this difficulty in determining the Landau constant, Herbert proposed fixing the disturbance at some particular spatial point such that it is determined completely by the eigenfunction of the linear problem. We have shown in Suslov & Paolucci (1997) that this procedure leads to an inconsistency in the definition of the equilibrium disturbance amplitude and, subsequently, we have proposed replacing the solvability condition with an appropriate orthogonality condition when analysing supercritical or subcritical flows. The idea of orthogonalizing the solutions of successive systems of equations resulting from weakly nonlinear analysis can be found in Sen & Venkateswarlu (1983) , but in Suslov & Paolucci (1997) it was shown rigorously that it is not only desirable, but also necessary. Thus the theory we developed in Suslov & Paolucci (1997) does not require amplitude expansions to be based on the eigenfunctions of the linearized problem computed at the critical point, but rather at a particular point of interest in the parameter space. Consequently, a typical limitation of weakly nonlinear theories to the relatively small neighbourhood of the bifurcation point is relaxed such that, presumably, our approach remains valid for larger distances from criticality.
There are two major differences between Boussinesq and non-Boussinesq flows in the light of the weakly nonlinear analysis. First, in the Boussinesq limit, where fluid properties are assumed to be constant, the governing equations have a quadratic nonlinearity. However, in non-Boussinesq regimes the nonlinear character of the equations is largely governed by the form of the constitutive equations for the fluid, and in general it is not even of polynomial character. This is the case, for example, when the well-known Sutherland formulae are used to describe viscosity and thermal conductivity variations with temperature. Recently, the present authors extended the application of Watson's (1960) theory to the stability of the flow of a general fluid (Suslov & Paolucci 1997) . The form of the expansion was rigorously derived based on Taylor expansions of properties about the reference distributions. This enabled us to examine successfully the stability of non-Boussinesq natural convection in a vertical cavity subjected to large temperature differences (Suslov & Paolucci 1997) and to predict mean flow characteristics and disturbance amplitudes at substantial distances from the critical points.
Second, in contrast to the Boussinesq case, under non-Boussinesq conditions the density of the fluid can change with time. This means that in general the total mass of the fluid in an open system changes. Such a situation requires a special treatment in the weakly nonlinear analysis, which to the authors' knowledge has not been discussed properly in the literature to date. In the present paper an important modification of the continuity equation valid for low-Mach-number flows is proposed in order to extend our previously derived theory to flows in open geometries. In this case the total mass of the fluid can vary because of disturbance development. This total mass change affects the mean flow of the fluid and, consequently, the average characteristics of the flow which are of primary interest to engineers.
The amplitude expansion method has been used successfully for supercritical flows. Severe difficulties arise though in applying it in subcritical regimes where the linear amplification rate is negative. Mathematically it becomes impossible to solve the system of linear equations at certain points in wavenumber space. These points correspond to so-called mean flow resonances. Physically this means that there is a strong interaction between the mean flow variation induced by the finite-amplitude periodic disturbance and the time-dependent mean flow itself. The more subcritical the flow is, the more resonance points exist (Davey & Nguyen 1971) . Reynolds & Potter (1967) , to get around this difficulty, proposed considering the 'false problem' for subcritical flows where the time evolution of disturbances is neglected and only steady equilibrium amplitudes are sought (assuming they exist). Mathematically this approach does not lead to any difficulties when, for example, threshold amplitudes for the subcritical plane Poiseuille flow are estimated. On other hand, the values predicted are in poor agreement with experimental results (e.g. by Nishioka, Iida & Ichikawa 1975) . One of the reasons for the disagreement could be that this proposed mathematically simple approach does not account for important physical mechanisms which are present in real flows. Thus, in the present work, the authors prefer to use the 'true problem' approach where complete amplitude dynamics is considered. However, in treating subcritical regimes, we stay away from the resonant points where the present single mode analysis is not adequate. We note that the effects of resonances could be analysed by using a system of the coupled Landau equations, but this is beyond the scope of the present work.
Finally, we note that in Suslov & Paolucci (1995b) we carried out a linear stability analysis of non-Boussinesq mixed convection flow in a vertical channel and determined the bifurcation points, where transitions from parallel shear flows to periodic flows occur, for a complete range of governing parameters. A number of physically distinct instabilities not found in Boussinesq flows, as well as codimension-2 points, where instability modes compete with each other, were identified. In the first part of the present paper we augment the previous findings with the analysis of bifurcations and quantitative estimations of equilibrium disturbance amplitudes in post-bifurcation states while in the second part (Suslov & Paolucci 1999) we discuss mean flow distributions and energetics corresponding to different modes of instability.
This part of the paper is organized as follows. First, the problem is formulated for two physically distinct cases: fixed average longitudinal pressure gradient and fixed average mass flux through the channel. Next, the expansion procedure is outlined and properties of the resulting system of equations are discussed. Special attention is paid to the treatment of the mean flow in a system with variable total mass. Finally, the theory is applied to the non-Boussinesq mixed convection flow of air in a vertical channel. Results are given for a wide range of Grashof and Reynolds numbers, and temperature differences between the walls.
Problem definition and governing equations
We consider a two-dimensional mixed convection flow between two vertical infinite plates separated by a distance H. We limit ourselves to two-dimensional flows since linear stability analysis (Suslov & Paolucci 1995b) shows that the mixed convection flow becomes first unstable with respect to two-dimensional disturbances. The plates are isothermal and maintained at the different temperatures T * h and T * c (<T * h ) respectively (asterisks denote dimensional quantities). The channel is placed into a uniform vertical gravitational field g. Since we are interested primarily in the case of large temperature differences ∆T = T * h − T * c , the conventional Boussinesq approximation is not applicable and we adopt the low-Mach-number approximation (Paolucci 1982) for the Navier-Stokes equations in order to describe such a flow:
where
Here u i = (u, v) and x i = (x, y) are velocity components and coordinates in the horizontal and vertical directions respectively, and n i = (0, −1) is a unit vector in the direction of gravity. The boundary conditions for the problem are u = v = 0 and T = 1 ± at x = 0, 1.
The above system is complemented by the equation of state and property variations
where ρ is the fluid density, µ is the dynamic viscosity, k is the thermal conductivity, and c p is the specific heat at constant pressure, all dependent on the local temperature T . The equations are non-dimensionalized by the use of channel width H, reference temperature T r = (T * h + T * c )/2, and viscous speed u r = µ r /(ρ r H). All properties of the fluid are made dimensionless using their respective values at the reference temperature. Note that since we assume that the channel is open to the atmosphere, the total mass of the fluid in the channel in general can change with time. The inletoutlet conditions for the problem can be of two types: fixed average longitudinal pressure gradient or fixed average mass flux through the channel. Let us assume that away from the ends the flow is periodic in the longitudinal direction with wavelength λ. Then, the dynamic pressure gradient averaged over the cross-section is
where the overbar denotes integration over the channel width. Averaging over the wavelength in the longitudinal direction gives
for the constant average pressure gradient case. Consequently, we can write
where Π is periodic in the y-direction. For the case of constant mass flux, condition (8) is replaced by
The first of these two conditions generally leads to an unknown mass flux through the channel when the disturbances modify the primary flow, while the second condition leads to a variation of an unknown average vertical pressure gradientΠ associated with the development of the secondary flow. The latter situation is somewhat similar to the flow in a closed cavity where in that caseṁ ≡ 0 (see Suslov & Paolucci 1997) , although in the open channel the mass flux generally is not zero for non-Boussinesq conditions. The dimensionless parameters appearing in the equations are respectively the Grashof number, the temperature difference, and the Prandtl number:
where β r is the coefficient of thermal expansion evaluated at the reference temperature. Another dimensionless parameter entering the system through the inflow-outflow boundary conditions is the Reynolds number
It is associated with the characteristic longitudinal velocity
induced by the imposed pressure gradientΠ * when the constant pressure gradient case is considered. Alternatively the characteristic speed is given by
when the mass flux is fixed. Definitions (13) and (14) result in identical values only in the Boussinesq limit when the fluid density is constant. Thus, in non-Boussinesq regimes when the fluid density varies across the channel the two definitions of U r lead to two different values of the Reynolds number for the same flow. This is also discussed in Suslov & Paolucci (1995b) . We assume that the working fluid in our problem is air with a reference temperature T r = 300 K. The air obeys the ideal gas equation of state and the Sutherland laws for the transport properties:
where, according to White (1974) ,
We also take c p = 1 (see discussion in Suslov & Paolucci 1995a ) and P r = 0.71.
Expansions and resulting equations
In our previous work (Suslov & Paolucci 1997) we developed an expansion procedure and multiple-timescale analysis for the system of equations describing a Newtonian fluid with general properties. We assume that a small-amplitude periodic disturbance is superimposed on the fully developed basic flow, which is steady and does not depend on the longitudinal coordinate. We then look for the solution of the problem (1)-(6) in the separable Fourier-decomposed form (truncated at the third order in amplitude and where only the first two Fourier components are retained):
where E = exp (iαy) is a Fourier component of the disturbance corresponding to wavenumber α, ε is a formal parameter introduced to facilitate the expansion procedure, and c.c. denotes the complex conjugate of the preceding expression in the brackets. The first subscript corresponds to the order of amplitude entering the specific term in the expansion while the second one denotes the order of the Fourier component E. The termsΠ m0 y in the expansion for the dynamic pressure are necessary in order to take into account the constant vertical pressure gradient required to maintain a fixed average mass flux through the channel when disturbances are developing. In the case of a fixed longitudinal pressure gradientΠ 00 =Π andΠ m0 = 0 for m > 0. If we introduce the property vector g = (ρ, c p , µ, k) T , it can be expanded similarly:
where the components of g 00 (x) = g(T 00 (x)) correspond to the fluid properties of the basic flow,
and subscript T denotes partial differentiation with respect to the basic flow temperature T 00 (x) of the corresponding property variation equation. Note that, as discussed earlier, for air we take c p = 1. Although for generality we include the specific heat in the expanded property vector, the actual results will be given for c p00 = 1 and c p11 = c p20 = c p22 = c p31 = 0. Now we assume the existence of multiple timescales so
, where we take
so that
Note that, as shown in Suslov & Paolucci (1997) , the disturbance dynamics does not depend on the first slow time t 1 = εt. Substituting expansions (16)- (19) into system (1)- (10) we obtain a set of equations at each order ε m and for each mode E n . Since the equations for E n and E −n are complex conjugates of each other, we limit our consideration to the equations for positive values of n. Note that w * mn = w m−n .
Basic flow equations
At zeroth orders of ε and E we recover the basic flow equations
and Π 00 =Π = −12Re if the pressure gradient is fixed, ρ 00 v 00 =ṁ = Re if the mass flux is fixed,
where D ≡ d/dx. Note that integration of the x-momentum equation gives Π 00 = const. Detailed discussions of the basic flow solution and necessary conditions for its existence are given in Chenoweth & Paolucci (1985 , 1986 and Suslov & Paolucci (1995b) . Equations (24)- (30) are solved numerically using a Chebyshev collocation spatial discretization (see Suslov & Paolucci 1995a , b for details and comparison with the analytical solution). From here on, it is implicitly understood that all operators which are obtained and discussed in subsequent sections are spatially discretized using the same Chebyshev collocation method.
Linear disturbances At order ε
1 E 1 we obtain the linear disturbance equations, which can be given in vector form as
where w 11 = (u 11 , v 11 , T 11 , Π 11 ) T , u 11 = v 11 = T 11 = 0 at x = 0, 1, and the elements of A α and B are given in Suslov & Paolucci (1997) . This system of linear differential equations has a solution of the form Aw 11 , where A =Ã(t 0 , t 2 , . . .) e iσ I t 0 ,Ã satisfies the linear equation
and σ = σ R + iσ I and w 11 are respectively complex eigenvalues and eigenvectors of the generalized eigenvalue problem
Eigensystem (33) was solved for a wide range of , Gr, and Re in Suslov & Paolucci (1995b) . Here we normalize the eigenvectors in such a way that max |v 11 | = max |v 00 |.
For the purpose of further simplification we redefine E(y) = exp (iαy) → E(y, t 0 ) = exp [iα(y − c 11 t 0 )], where c 11 = −σ I /α is the linear disturbance wave speed, and consequently, we then haveÃ → A.
The discrete system (33) is an algebraic eigenvalue problem. It is convenient to define the corresponding matrix operator
11 is the discrete adjoint eigenvector normalized in such a way that
The inner product of two discrete N-component vectors a and b, denoted by angle brackets, is defined as
3.3. Mean flow correction The order-ε 2 E 0 terms contribute to the mean flow correction. The corresponding system of equations can be written as
The mean flow correction equation must be treated differently for the two physically different situations corresponding to fixed average vertical pressure gradient and fixed average mass flux. In the first case we haveΠ 20 = 0, while in the second case we generally have a non-zero pressure gradientΠ 20 , the magnitude of which is implicitly defined by the constant mass flux conditionṁ 20 = 0, wherė
and Re {·} denotes the real part of the expression. Next, we note that since the channel is open, the thermodynamic pressure inside the channel is in equilibrium with that outside under low-Mach-number conditions (here we take the outside pressure to be constant). This can be the case only if the total mass of the fluid inside is allowed to vary as the disturbance develops. In fact, the amount of fluid which escapes or enters the channel portion corresponding to the disturbance wavelength λ = 2π/α has to be
where M 0 is the initial mass of the fluid in the same channel portion. Since the disturbance density is a function of temperature only, and the temperature distribution symmetry is broken under the non-Boussinesq conditions, the above expression is not zero in general. The fluid can escape or enter the channel through the inlet or outlet as well as in the spanwise directions if the flow between two plates is considered. This is possible only if, during the transient period, ∂v 20 /∂y = 0 and/or the transverse disturbance velocity w 20 is not zero, while these terms must vanish when the quasisteady state is again reached. Thus, when disturbances develop, the flow in an open channel cannot be represented by the expansions (16)- (20). On other hand, the weakly nonlinear theory of a selected disturbance mode, by its very nature, only tells us about the asymptotic long-time behaviour of the flow. The only long lasting effect of the transient development which we must take into account is the permanent fluid mass change in the flow domain. To accomplish this we introduce the spatially uniform mass source term |A| 2 S ρ20 into the continuity equation so that at the order considered it becomes ∂|A|
Integrating (40) over the channel width and taking into account the no-slip nopenetration boundary conditions we obtain
or
In order to justify the spatial uniformity of the mass source term, we note that any local temperature change leads to an instantaneous change in the local thermodynamic pressure. This causes acoustic waves to propagate at a speed which is assumed to be much greater than the characteristic speed of the fluid inside the channel. Indeed, in the low-Mach-number approximation, the acoustic speed is infinite. Thus, the acoustic disturbance reaches the inlet, outlet or spanwise openings instantly and causes a fast fluid discharge or inflow such that the thermodynamic pressure inside the channel equilibrates with the ambient one. Physically, the characteristic time necessary for the acoustic disturbance to reach the end of the channel is L/a, where L is the channel length and a = √ γ r RT r is the reference sound speed. On other hand, the characteristic time for the disturbance development is (H/u r )/|σ R |. Thus, in order to justify the introduction of the spatially uniform mass source term, we need to have
where η = L/H is the channel aspect ratio, and Ma = u r /a is the reference Mach number. The estimate for a fully developed flow for η 40 in a channel of width H = 10 cm at T r = 300 K gives |σ R | 5.7 × 10 2 . For all computed results we find |σ R | 10 2 . Thus the approximation of a spatially uniform mass source is very good for the flow considered.
The necessity of a spatially uniform mass source term when the low-Mach-number equations are used to describe the flow in an open system was first recognized in Fröhlich, Laure & Peyret (1992) , although there the source term was introduced only in the continuity equation. Apparently that led to inconsistent momentum and energy equations. If one proceeds consistently from the complete set of equations (1)-(3) written in conservative form, then one needs to include additional convective terms in the momentum and thermal energy equations. The resulting equations in operator form are 
)
T are given in the Appendix, and f 20 = (u 00 , v 00 , c p00 T 00 , 1)
T . The detailed solutions of (45) for a wide range of governing parameters are presented in Part 2 (Suslov & Paolucci 1999) .
Note that at this order, equation (45) is real since all terms involving the imaginary parts drop out identically.
Periodic second-order terms
Collecting terms of order ε 2 E 2 , we obtain 
22 , f
)
T are given in Suslov (1997) . Note that the equations for the mean flow correction (45) and the second harmonic (46) can be easily solved for non-resonant conditions. A derivation of the resonance conditions and detailed discussion of the resonances arising at second order in amplitude are given in Suslov & Paolucci (1997) .
Amplitude equation
When the disturbance amplitude is very small, it varies exponentially with time. In order to assess the possible saturation when the amplitude becomes finite, we proceed to examine the system, which results at order
)
T are given in Suslov (1997) , and f 31 = (u 11 , v 11 , c p00 T 11 + c p11 T 00 , 0)
T . Considering the inner product of (47) with w † 11 and using (36) we obtain
Since the left-hand side and the second term on the right-hand side of (48) have a similar structure, subsequently we must have that
where K 1 is the Landau constant. If σ R → 0, then the left-hand side of (48) vanishes and thus we must have
This is the conventional solvability condition. Whenever the flow is considered away from the marginal stability surface (σ R = 0), the left-hand side of (48) does not vanish and remains unknown. In this case, as shown in Suslov & Paolucci (1997) , the proper choice of the first Landau constant is determined by the orthogonality condition w 11 , w 31 = 0 and is given by
with boundary conditions u χ = v χ = T χ = 0 at x = 0, 1. Now reconstituting the time derivative of the amplitude using (23), (32) and (50) we have
Since ε is just a formal order parameter we redefine εA → A and, neglecting the higherorder terms in amplitude, we obtain the cubic Landau equation for the disturbance
The equilibrium amplitudes are A e = 0 and |A e | 2 = a 
Results
All numerical results were obtained using 50 spectral modes (see Suslov & Paolucci 1995b for a description of the numerical approximation) and double-precision versions of appropriate IMSL routines (IMSL 1989) : NEQNF to solve for the basic flow, GVCCG and GVLRG to solve the generalized eigenvalue problem for α > 0 and α = 0 respectively, LSBRR to solve the mean flow correction equations, and LSACG to solve equations for the second harmonic and for χ.
Bifurcations
The cubic Landau equation predicts an equilibrium disturbance amplitude if the flow bifurcates supercritically. In the case of a subcritical bifurcation the Landau equation provides some useful information about the disturbance dynamics while the amplitude is sufficiently small, but in general cannot provide any information about the saturation state unless a fifth-order term in amplitude is included and its coefficient has the proper sign. Otherwise still higher orders would be required to obtain the equilibrium state. Since the derivation and analysis of higher-order Landau equations is beyond the scope of the present work, first we establish ranges of Reynolds number where the bifurcation is supercritical and thus the cubic Landau equation can be used to estimate the equilibrium amplitude. In order to do this, we look at the real part of the first Landau constant K 1 evaluated for different values of Gr, Re, and . Note that the actual value of K 1 changes as we move away from criticality and, strictly speaking, it has to be computed for each set of parameters (Re, Gr, ; α). On other hand, our investigation shows that the qualitative character of the results presented below remains the same for substantial distances away form the critical points (at least up to |δ| = 0.2, where δ ≡ P /P c − 1, P represents a governing parameter, typically Re or Gr, and the subscript c denotes the critical value).
The first Landau constant for Re = 0 (natural convection) is presented in figures 1(b) and 1(c) as a function of for Gr = Gr c ( ) which is shown in figure 1(a) . The picture is quite similar to the one presented for convection in a closed cavity (see Suslov & Paolucci 1997) ; that is, for the shear mode, K R 1 < 0 up to ≈ 0.536 predicting the existence of a supercritical bifurcation. One can notice the slight difference in the behaviour of the first Landau constant for the buoyant mode at higher values of : its real part becomes positive for slightly below 0.6 while it is always negative for the closed cavity in the parameter range considered. The major physical difference between flows in a closed cavity and an open channel is that in the latter case the fluid Sen can enter the channel or discharge from it as disturbances develop. Consequently, removal of the global mass conservation constraint in the natural convection flow in an open channel leads to the appearance of a subcritically bifurcating buoyant instability mode in highly non-Boussinesq regimes. Note that in the Boussinesq limit → 0, consistent with previous works (Mizushima & Gotoh 1983; Fujimura & Mizushima 1987) , K I 1 → 0 meaning that growing disturbances remain stationary (and symmetric) when the temperature difference between the walls approaches zero. Note also that in the Boussinesq limit the open channel results for fixed pressure gradient and fixed mass flux cases are identical because of the symmetries of the basic flow and disturbance distributions across the channel. Additionally, when Re = 0 the results are identical to those obtained in the Boussinesq limit for natural convection flow in a tall enclosure (Suslov & Paolucci 1997) .
Values of the first Landau constant for forced convection flow (Poiseuille-type flow, Gr = 0) are presented in figures 2(b) and 2(c) for different values of and Re = Re c ( ) which is shown in figure 2(a) . Note that the actual values of the Landau constant depend on the chosen normalization (see (34)) and cannot be compared directly to results of other authors. On other hand, the ratio K I 1 /K R 1 is invariant with respect to any normalization. This ratio provides an accuracy check for our numerical results. For the critical point (Gr c , Re c , α c ) ≈ (0, 7696.3, 2.0411) for Poiseuille flow in the Boussinesq limit → 0 (here we take = 10 −5 ) in the case of fixed pressure gradient, we obtain K I 1 /K R 1 = −4.8416 which is reasonably close to the value of −4.87 reported by Sen & Venkateswarlu (1983) . Similar ratios given in the literature (Reynolds & Potter 1967; Davey, Hocking & Stewartson 1974; Fujimura 1989) for the case of fixed mass flux range from −5.62 up to −5.58. To the authors' knowledge, the most accurate value obtained in this case is that of Fujimura (1989) R | α = 2.04 = −π 2 , is satisfied, where, as can be shown in the Boussinesq limit, σ n = −(n 2 π 2 ) and σ n = −(n 2 π 2 )/P r, n = 1, 2, . . . are the eigenvalues of problem (33) associated with the momentum and thermal energy equations, respectively, for α = 0 in case of fixed pressure gradient. This type of resonance limits the applicability of the one-mode analysis of Watson in subcritical regimes (see discussions in Davey & Nguyen 1971; Herbert 1983; Sen & Venkateswarlu 1983) . Although not identical, our reduction scheme is similar to Watson's method and has similar limitations (we also obtain a singularity at the resonant point, see table 1).
Note that the analysis of subcritical flows when the average mass flux is fixed is less restricted since the eigenvalues associated with the momentum equations in the Boussinesq limit at α = 0 are −4(n 2 π 2 ), n = 1, 2, . . . . Recently, the present authors (Suslov & Paolucci 1997) noted that this difficulty can be avoided within a 'true problem' approach by considering the interaction with the mean flow modes. This would require derivation of a system of the coupled amplitude equations and the corresponding coupled Landau series in the vicinity of the resonant point. Note that the cubic Landau equation considered in the present paper is a low-order truncation of the infinite-order Landau equation representing the temporal evolution of the disturbance amplitude. It is accurate only if this amplitude is sufficiently small. As discussed in Davey & Nguyen (1971) and Herbert (1983) , when the infinite Landau series is considered for a subcritical flow with σ R < 0, it is practically impossible to choose the governing parameters to avoid all higher-order mean flow resonances. The single-mode infinite Landau series is inevitably divergent since at least one of its coefficients becomes infinite (see figure 2c , d in Suslov & Paolucci 1997 ) as a reflection of inherently multimode interaction during the decay of disturbances.
Thus, in general, the infinite system of coupled Landau equations is necessary to describe adequately the physics of subcritical flows and to derive corresponding convergent Landau series. On the other hand it is relatively easy to locate the lowestorder resonant points (there exists only a finite number of them) and consider the dynamics in the parameter ranges away from them. In this case the Landau equations would be necessary to define only the higher order Landau constants which are multiplied by higher powers of the amplitude in the infinite coupled Landau series. If the disturbance amplitude is sufficiently small, neglecting these higher-order terms in the infinite Landau series (now convergent with finite coefficients obtained from the mode coupling) would not lead to a large error. It can be shown then that the cubic Landau equation obtained by the low-order truncation of the infinite-order coupled Landau equations is identical to the one derived from a single-mode analysis discussed in detail in this paper if the first mean flow resonance occurs at the order |A| 4 or higher (see also discussion on page 18 in Suslov & Paolucci 1997) . Thus in the present paper we will report results only for regions away from the lowest-order resonances assuming that the disturbance amplitude is small enough so that the derived cubic Landau equation is a reasonable approximation of the infinite-order coupled Landau equations. This assumption has a simple physical interpretation. While for the fundamental disturbance mode the decay rate is σ R < 0, for the disturbance resonating with the mean flow mode it is much faster, 2mσ R , m > 1. In order for this resonant interaction to have a noticeable effect, the initial amplitude of the resonant mode must be large enough to persist for sufficiently long time. If the amplitude is small, then the mode decays so quickly that the contribution due to the resonance is negligible. The general indication that higher-order resonances may not affect strongly the qualitative behaviour of the solution can be found in the literature (see, for example, Glendinning 1984); however, further investigation of this theoretical aspect is required.
We should note that on the surface, the 'false problem' approach suggested by Reynolds & Potter circumvents the difficulties mentioned above and thus one is able to estimate the Landau constant in subcritical regimes. The fact that no singularities arise in this method is typically used as an argument for the superiority of this method for subcritical flows (see, for example, Sen & Venkateswarlu 1983) . On other hand, the failure of Watson's approach indicates the presence of a strong mean flow interaction among the decaying disturbances, a mechanism which does not play an important role in supercritical flows. By its nature, Reynolds & Potter's approach does not take this interaction into account. As shown in Suslov & Paolucci (1997) , coexistence of different disturbance modes, even in the case when their linear amplification (or decay) rates are substantially different, could lead to a stable mixed state with equilibrium amplitudes different from the ones predicted by the one-mode analysis. Moreover, the results obtained by Sen & Venkateswarlu (1983) for Poiseuille flow using Reynolds & Potter's approach are not in a good agreement with the available experimental data by Nishioka et al. (1975) (see the discussion in the next subsection). Thus we choose to stay with the Watson-type reduction scheme, which from our point of view retains more physical features of the original problem.
As seen from figure 2, the value of K R 1 remains positive and increases monotonically with . Thus, the forced convection flow, although substantially stabilized according to linear theory, always bifurcates subcritically, and, consequently, higher-order expansions are necessary to give an adequate Landau model for such a flow. Note that lines corresponding to the fixed average pressure gradient and to the fixed average mass flux conditions in figure 2(b) are very close to each other and cannot be distinguished in the figure. Figure 3 presents the results for mixed convection in the Boussinesq limit → 0 (for which = 0.005 is taken in our computations). Since in the Boussinesq limit the results are symmetric with respect to the inversion of the sign of the Reynolds number, only values for Re > 0 are presented. From figure 3(b) we see that the bifurcation in the Boussinesq mixed convection flow remains supercritical along line 1-2 (point 1 represents natural convection) up to |Re| ≈ 1.12 × 10 4 (|Re| ≈ 1.17 × 10 4 ) when the pressure gradient (mass flux) is kept fixed. For Poiseuille-type flows (line 3-2) the situation is the opposite: the bifurcation is subcritical for purely forced convection (point 3) and changes to supercritical as the Grashof number increases. From figure 4 we see that the symmetry is completely broken in the non-Boussinesq regime at = 0.3. The bifurcation remains supercritical for negative and relatively small positive Reynolds numbers and becomes subcritical for Re & 3400 (Re & 4900) when the force associated with the applied pressure gradient opposes the buoyancy in the region close to the cold wall, where the disturbance maximum is located (see Suslov & Paolucci 1995b , 1997 . Thus the range of Reynolds numbers where the cubic Landau equation models the complete dynamics of the disturbances adequately becomes substantially smaller when fluid properties are allowed to vary with temperature.
From figures 1-4 we notice that for fixed and Re the value of |K R 1 | obtained for the case of fixed average pressure gradient is generally smaller than the corresponding value for the case of fixed average mass flux. Since the magnitude of the equilibrium disturbance amplitude is inversely proportional to |K R 1 | 1/2 we conclude that fixing the pressure gradient is slightly less constraining than fixing the mass flux in the sense that disturbances should be more easily observable in the former case. Otherwise, the results for both cases are similar. Thus, in further discussions we limit ourselves primarily to the fixed pressure gradient case. In figure 5 we show values of the first Landau constant for the case of fixed pressure gradient and = 0.3 for a much larger Reynolds number range. Note that the shear instability mode which becomes dominant for Re . −5180 (see Suslov & Paolucci 1995b ) always bifurcates supercritically (line 3-4 in figure 5b ). Since the corresponding value of |K discussed in Suslov & Paolucci (1995b) . Note also that points 1 and 5 in figure 5 are equivalent to each other since they represent the same purely forced flow profiles (Gr = 0), but with velocities in opposite directions.
In the strongly non-Boussinesq regime with = 0.6, the buoyant instability mode discussed in Suslov & Paolucci (1995b) bifurcates supercritically for Re . −10. As seen from figure 6, this range covers a substantial part of the region where, according to linear theory, it dominates the shear-driven instability. The shear mode always bifurcates subcritically as seen from figure 7. Note that lines similar to 2-3 in figure  3 and 1-2 in figure 5 which correspond to dominant forced convection are not presented in figures 6 and 7 since the linear instability in this case occurs at extremely large Reynolds numbers (see figure 2 and Suslov & Paolucci 1995b) . Summarizing, we conclude that the non-Boussinesq effects have a strong influence on the stability characteristics of the primary flow. Not only do the values of critical parameters predicted by linear stability analysis deviate substantially from the Boussinesq predictions, but also the character of bifurcation changes qualitatively as the temperature difference between the walls increases.
Disturbance amplitudes
While the periodic disturbances discussed in Suslov & Paolucci (1995b) and mean flow correction distributions (see Part 2) represent the spatial form of the flow fields beyond the bifurcation, they do not provide any information on the actual size of the disturbances or on how the disturbances develop. Thus in this section we analyse the solutions for the disturbance amplitude satisfying the Landau equation (55). The current reduction scheme enabled us to derive the Landau equation which governs the dynamics of the disturbance amplitude away from the bifurcation point. Typically, in weakly nonlinear theory, when the relative distance from the critical point is taken as a small expansion parameter, the constants entering the Landau equation are evaluated at the critical point. Then the equilibrium amplitude for a disturbance wave is estimated as ( , Re, Gr) = (0.3, 25960, 0) , and codimension-2 points at (b) ( , Re, Gr) = (0.005, 12850, 442730) , (c) ( , Re, Gr) = (0.3, −5150, 524640) , and (d) ( , Re, Gr) = (0.6, 95032) . Dotted lines represent the approximate bifurcation diagrams obtained using the value of the first Landau constant at the corresponding critical points (δ = 0).
for Poiseuille-type flows and for natural or mixed convection flows, respectively. In this approach one implicitly assumes that the Landau constant does not change with δ. From figure 8 we see that this is not the case in general. Thus, a conclusion we draw in analysing the bifurcation diagrams in figure 8 is that one should be careful when trying to sum the higher-order terms in the Stuart-Landau series in order to predict an equilibrium amplitude away from the bifurcation point as done, for instance, in Sen & Venkateswarlu (1983) . The correction due to the higher-order terms in the Stuart-Landau series in some cases can be of the same order as the error introduced when the variation of the Landau constants with δ is neglected.
The bifurcation diagrams presented in figure 8 show the equilibrium amplitudes when the bifurcations are supercritical, and the threshold amplitudes which limit the basin of attraction of the undisturbed parallel flow when the bifurcations are subcritical, both for periodic wave disturbances with wavenumbers corresponding to those of maximum linear growth rate. Values of critical parameters were found in our earlier work on linear stability of mixed convection flow (Suslov & Paolucci 1995b) . From figure 8(a) we conclude that Poiseuille-type flows become much more sensitive to the size of disturbances when the temperature difference is increased since the threshold amplitude is substantially decreased. The threshold amplitude corresponding to = 0.3 is difficult to obtain for larger values of |δ| because a mean flow resonance (Suslov & Paolucci 1997 ) occurs just beyond the curve truncation point in the figure. The situation is even worse for the mixed convection flow in the vicinity of the codimension-2 point in the Boussinesq limit (as discussed in Suslov & Paolucci 1995b) , two different shear instability modes with α = 1.6815 and α = 2.1074 compete here) which is shown in figure 8(b) : the influence of the mean flow resonance extends very close to the bifurcation point such that only the approximate values of the threshold amplitudes based on the Landau constant estimated for δ = 0 are presented for the subcritically bifurcating short-wavelength instability mode. Note that although the values of δ are negative, the long-wavelength instability bifurcates supercritically (K R 1 < 0 as can be seen from figure 3b). The negative values of δ arise since the flow is destabilized when the value of the Grashof number is decreased below Gr c (down from point 2 and below line 2-3 in figure 3a ). Figure 8(b) indicates that the equilibrium long-wavelength disturbance amplitude remains smaller than the threshold amplitude for the shorter wave. This fact suggests that the longer wave should represent a stable state in the vicinity of the codimension-2 point in the Boussinesq limit, although mode coupling must be taken into account to complete the investigation of pattern selection (see Suslov & Paolucci 1997) . From figure 8(c) we see that at = 0.3 two shear modes (see Suslov & Paolucci 1995b ) bifurcate supercritically in the vicinity of the codimension-2 point (our computations show that K R < 0 at points 4 and 4 in figure 5b ). Again the long shear instability wave (α = 0.0800) is expected to play a dominant role since it is characterized by a much larger equilibrium amplitude than that for the short wave (α = 1.1828). However, this can only be confirmed by examining the coupled equations near the codimension-2 point, which is beyond the scope of the present work. The short-wave disturbance equilibrium amplitude is smaller since the dissipation is more intense for smaller cells. From figure 8(d) we see that in the strongly non-Boussinesq regime at = 0.6, the interaction is between the shear (α = 0.6285) and buoyant (α = 0.1000) modes (see Suslov & Paolucci 1995b) . For the downward flow the former is subcritical and the latter is supercritical (see figures 6b and 7b), while for the upward flow both bifurcations are subcritical. The individual bifurcation diagrams shown in figure 8(d) for the codimension-2 point correspond to the downward flow case. It is expected that for Grashof numbers smaller than the critical value, sufficiently large initial disturbances will lead to the shear type of instability. For larger Grashof numbers, the basic flow could initially be destabilized by buoyant disturbances which could then excite the shear instability so that finally it becomes dominant or leads to some mixed state depending on the specific choice of parameters. The codimension-2 analysis can be performed by deriving the coupled Landau equations as in Suslov & Paolucci (1997) . This has not been done at this point.
Evaluations of equilibrium disturbance amplitudes are necessary in order to quantitatively predict such important characteristics of the disturbed flow as the average heat transfer rate or the average mass flux. Thus, it is instructive to compare predictions based on the proposed reduction scheme with experimental results. Unfortunately, experiments in the vicinity of criticality, where weakly nonlinear theory is most accurate, are generally very difficult to perform owing to very small and, consequently, hard to detect deviations from the undisturbed state. One experiment where special care was taken to control accurately the disturbance amplitude was performed by Nishioka et al. (1975) in the subcritical Poiseuille flow. Although this relatively simple flow has been studied extensively for decades, to date attempts to predict the threshold amplitude using weakly nonlinear theory (see Sen & Venkateswarlu 1983; Zhou 1982 ) have led to substantially overestimated values in comparison with the experimental data. It is argued in Sen & Venkateswarlu (1983) and Zhou (1982) that this difference is due to three-dimensional effects which are not taken into account by the weakly nonlinear theories which they discuss (see also the discussion in Hocking et al. 1972) rather than due to the deficiency of the reduction schemes used to model the flow. On other hand, the disturbances introduced into the flow in the experiment by Nishioka et al. (1975) were generated by a ribbon vibrating across the complete channel width. This means that the initial excitation was essentially two-dimensional. Very small disturbance variations in the spanwise direction just repeated the form of imperfections of the primary flow which are attributed to minor warping of the top wall when machining access slits. Moreover, according to the scenario described in Nishioka & Asai (1984) , the first step in transition is the amplification of a primary two-dimensional disturbance wave when the ribbon oscillation amplitude exceeds a certain threshold value. Only after this does the secondary bifurcation leading to three-dimensional distortions of the primary disturbance wave occur. This is also in accordance with the experiments by Karnitz, Potter & Smith (1974) who observed that in subcritical Poiseuille flow the sinusoidal disturbance wave with a frequency close to the one predicted by two-dimensional linear stability theory preceded a turbulent burst with an essentially flat front. Thus we believe that these experimental observations make the two-dimensional consideration of the initial stage of transition in plane Poiseuille flow and, in particular, determination of a threshold disturbance amplitude for two-dimensional disturbance waves reasonable.
In figure 9 (a) we sketch the experimental threshold r.m.s. disturbance magnitude as a function of the non-dimensional excitation frequency f(α) = |σ I (α)|/(3Re) given by Nishioka et al. (1975) for Reynolds number 5000 if non-dimensionalization is made using the maximum flow speed and the channel half-width (corresponding to our Reynolds number which is larger by a factor 4/3). Symbols denote our predictions for threshold amplitudes |A| = (−σ R /K R 1 ) 1/2 obtained for plane disturbance waves at the corresponding frequencies. Note that according to Nishioka et al. (1975) the degree of basic flow three-dimensionality in their experiment was less than 6% in the worst case for Reynolds number 7500 which is beyond the linear stability boundary. For smaller Reynolds numbers the spanwise variation was substantially weaker. Thus comparison of their experimental results for the threshold amplitudes with our predictions based on a two-dimensional model is reasonable. Our results are in considerably better quantitative agreement with the experiment than those reported by Sen & Venkateswarlu (1983) , and the form of the dependence of |A(f)|, for 0.26 . f . 0.34, resembles the one given by Zhou (1982) in his figure 1(a) (two-dimensional disturbances as well were considered in both Sen & Venkateswarlu 1983 and Zhou 1982) . On other hand, our results have some scatter. The scatter can be directly attributed to the influence of multiple resonances which exist between the mean flow correction and the α = 0 harmonics (Suslov & Paolucci 1997 ) and which are not accounted for in the present analysis. The resonant frequencies are easily found at the intersections of lines σ R = −n 2 π 2 /2, n = 1, 2, . . . with the σ R (f) curve for the leading eigenvalue shown in figure 9 theoretical results and the experimental results in resonance-free frequency intervals is satisfactory, and thus we expect that our predictions for supercritical (σ R (α) > 0) flows, where no mean flow resonances exist, are sufficiently accurate.
Note also that the theory developed in Suslov & Paolucci (1997) enables one to model the evolution of a disturbance wave not necessarily corresponding to the wavenumber α (or frequency f) of the maximum linear amplification rate σ R . In other words disturbance quantities can be computed and expansions can be made based on eigenfunctions of the linearized problem whose spatial period (and frequency of oscillation) differ from the critical ones. This enables us to consider a forced system where the frequency of the disturbances is prescribed by external means. Our calculations of K R 1 for Poiseuille flow at Re = 4/3 × 5000 (not presented here) show that it becomes negative for f . 0.22 and f & 0.40, which means that plane wave disturbances at these frequencies must decay no matter how big their initial amplitudes are. Thus, consistent with figure 10 in Sen & Venkateswarlu (1983) , the predicted threshold amplitude increases rapidly outside the interval 0.22 . f . 0.40, and no threshold amplitudes are computed for frequencies beyond this range as shown in figure 9a ). The decrease in the experimental threshold amplitude outside this frequency range can be attributed to the development of localized rather than periodic disturbances. Turbulent spots in the laminar flow were observed in the experiment by Nishioka et al. (1975) in this frequency range, but they cannot be modelled within a discrete wave approach and require consideration of spatially modulated disturbance waves and wave packets.
Summary
We have developed a weakly nonlinear theory for the analysis of flows in open domains where the total mass of fluid might not be conserved. The theory is applied to the non-Boussinesq mixed convection flow of air in an open vertical channel with differentially heated walls. It is shown that constant mass flux and constant pressure gradient formulations result in distinct problems, which lead to qualitatively similar but quantitatively different results. The cubic Landau equation is shown to model the evolution of the disturbance amplitude for a wide range of governing parameters. Based on this equation the regions of supercritical and subcritical bifurcations are identified. Comparison of the present theory with those developed by Watson (1960) and Reynolds & Potter (1967) demonstrates the advantage of the current approach which is capable of providing better quantitative predictions for super-and subcritical flow regimes further from the marginally stable state.
