This paper performs a quantitative comparison of open-source data available on the Internet for the fine-grain mapping of land use. Three points of interest (POI) data sources-Google Places, Bing Maps, and the Yellow Pages-and one volunteered geographic information data source-Open Street Map (OSM)-are compared with each other at the parcel level for San Francisco with respect to a proposed fine-grain land-use taxonomy. The sources are also compared to coarse-grain authoritative data which we consider to be the ground truth. Results show limited agreement among the data sources as well as limited accuracy with respect to the authoritative data even at coarse class granularity. We conclude that POI and OSM data do not appear to be sufficient alone for fine-grain land-use mapping.
INTRODUCTION
Land use information plays an important role in urban planning and can inform city design and utility distribution [2] . Land use refers to the function of the land, which is shaped by human activities [14] , such as education, retail, etc. It is different from land cover, such as vegetation, built-up areas, etc., which is determined by the land's physical attributes. Remote sensing can be used to determine land cover; mapping land use, however, is much more challenging. The most accurate method for assessing land use has traditionally Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. UrbanGIS '17, Nov. 2017 , Redondo Beach, CA, USA © 2017 Association for Computing Machinery. ACM ISBN 978-1-4503-5495-0/17/11. . . $15.00 https://doi.org/10.1145/3152178.3152182 been through surveys. This is labor intensive and time consuming, and is soon outdated. More automated methods for mapping land use are needed.
Land use and land cover are often treated together. There are many combined land use and land cover (LULC) classification systems but they typically blur the distinction between the two super classes and tend to be relatively coarse grain. The European Urban Atlas (UA) project 1 is one example. UA provides consistent LULC data for urban zones with more than one hundred thousand people across Europe. It has a well defined mapping methodology and a hierarchical taxonomy of 17 urban and 10 rural classes. To our knowledge, no LULC mapping effort at this scale and even this relatively coarse granularity exists in the United States. The evaluation performed in this paper is a step towards an automated method for fine-grain LU classification in the United States and beyond. Significantly, we undertake the key step in this paper of establishing a LU class taxonomy that is finer grained than any previous system and whose classes are distinct from LC.
A range of techniques have been developed for automated LULC classification, including using remote sensing imagery [6] , social media [20] , cell phone data [17] , and points of interest [18] , or combinations of sources [12] . Classification based on remote sensing imagery has perhaps the longest history but the resulting products tend to confuse land use and land cover and are coarse grain [1, 13, 16 ]. More recently, ground-level imagery has been investigated for LU classification [11, 20] . The different and close-up perspective of this imagery has the potential to detect function, particularly indoors. However, this approach is limited by the availability of georeferenced ground-level images.
Points of interest (POI) data is a particularly promising source of data for LU mapping. It is readily available online, often through well-developed application programming interfaces (APIs), and typically consists of geographic coordinates and a specific type or category such as restaurant, bank, etc. Previous work has investigated POI data for LU mapping [10, 18] or well as other applications such as mapping population [5] . A key challenge in evaluating LU classification is the lack of ground truth. POI data has therefore also been used as reference set [14] although its validity as ground truth is not clear.
Another source of data for land use mapping is volunteered geographic information (VGI), a term introduced by Goodchild [8] in 2007 to refer to geographic data that is created, assembled, and disseminated voluntarily by individuals. Open Street Map (OSM) is perhaps the most well-known example of VGI. The LU information available in OSM has been compared with authoritative LU data [3] but this study was limited to Germany where OSM data is more complete. OSM is much less complete outside Europe, particularly in the United States [21] and in China, where 94% of the country had little or no data as of 2014 [19] .
A wide range of open-source data has been used for mapping LU. However, it is not clear how these sources differ. We therefore undertake the first comparison, to our knowledge, of these different sources. We do this with respect to a new, fine-grain LU class taxonomy which we introduce. We focus on POI and VGI data as these seem to be the most promising sources for LU mapping. We compare the sources to each other as well as to a coarse-grain authoritative LU map.
We summarize our contributions as follows:
• We introduce a new, fine-grain LU class taxonomy based on the American Planning Association's Land Based Classification Standard [4] . This taxonomy characterizes function. It is hierarchical with 9 level-one classes, 47 level-two classes, and 159 level-three classes. We refer to this as the LBCS LU classes. The LBCS hierarchy relevant to this study is shown in the first four columns of table 5 and the first two columns of table 6. • We compare three POI sources, Google Places, Bing Maps, and the Yellow Pages, and one VGI source, OSM, with respect to mapping the LBCS classes at the parcel footprint level for the city of San Francisco. We compare the sources to each other as well as to a coarse-grain authoritative LU map. This is the first time, to our knowledge, that such a number of sources has been compared.
OVERVIEW OF THE STUDY
A data source can be deficient in a number of ways for mapping LU with respect to a particular class taxonomy over a given geographic region. The source's classes might not align with the target classes. That is, classes could be missing or not at same taxonomic level. The location information of the data might not be accurate. And, the spatial coverage could be sparse. Ground truth would allow a data source to be quantitatively assessed along these three dimensions.
No ground truth exists for our LBCS classes and so we instead compare our sources to each other to provide insight into their individual deficiencies. We first align each source with the LBCS taxonomy. This is a difficult undertaking since the sources were not created for LU classification. They also differ significantly among each other with respect to their taxonomic structure. We then use the geographic locations of the source data to assign LBCS classes to the parcel footprints. This allows us to assess the spatial and taxonomic coverage of the individual data sources. We also quantitatively compare them at the footprint scale.
We do have access to coarse-grain authoritative LU information at the parcel footprint level for the study region. We compare each of the sources with this information.
DATASETS
This section describes the datasets used in the study. We download POI data from Google Places [9] using its API, from Bing Maps [15] using its API, and from the Yellow Pages website 2 . We download 2 https://www.yellowpages.com/ 
POI
We obtain 55,126 records from the Google Places API for 74 relevant place types (out of 91) for San Francisco City. Examples of relevant place types include "bank", "museum", and "restaurant". We obtain 7,601 records from the Bing Maps API using 39 relevant entity types (out of 69). Examples of entity types include "shopping", "hotel", and "ATM". We obtain 42,183 records from the Yellow Pages website by searching for the 74 Google Places place types. We wrote our own script to parse the Yellow Pages search results.
OSM
OSM data can be accessed either through its own API or thirdparty open-source tools. We used QGIS, an application which can download OSM data in XML format and convert it to ESRI shapefiles. We extract 31,784 points and 161,285 polygons in a bounding box of San Francisco City. Unlike the POI data, OSM attributes do not have a fixed set of values. Instead, contributors are free to use any description and even create new attributes. Examples of OSM attributes for San Francisco include "land use", "building", "railway", and "shop". The values assigned to these attributes often overlap. Of the 193,069 records downloaded from OSM, only 10,439 have non-empty relevant attribute values.
Authoritative Data
We download the parcel footprints as ESRI shapefiles for San Francisco from DataSF [7] . There are a total of 245,003 parcel polygons. This data also includes coarse-grain LULC labels for each footprint. This flat taxonomy contains 12 classes, 10 of which are relevant to land use. These 10 classes are listed in table 1.
METHODOLOGY
This section describes how the POI and OSM data is used to assign LBCS classes to the parcel footprints. Figure 1 shows a flowchart of the overall study. 
Mapping POI Data
We first manually align the POI data with the LBCS classes. This alignment is shown in tables 5 and 6. The first few columns of these tables show the target LBCS classes. The last three columns show the assignment of the Google Places, Bing Maps, and Yellow Pages POI data. Once we have associated an LBCS class with each POI, we label the footprints using the workflow shown in figure 2 . The POI's LBCS class is assigned to whichever footprint the POI falls in. If the POI does not fall in any footprint, we assign its class to the nearest footprint in a 10m radius. POIs that do not fall within 10m of a footprint are ignored. Note that a footprint can thus be labeled with multiple LBCS classes by a single source. This makes sense because a parcel can have more than one land use.
Mapping OSM Data
We again first manually align the OSM data with the LBCS classes. The challenge here is that OSM data does not have a fixed set of attributes (keys) and values. We therefore first identify a set of commonly used keys relevant to our application. This includes keys such as "amenity", "building", and "land use". We then identify a set of relevant values for these keys and associate them with the Table 2 shows the alignment between OSM keys and key values and LBCS classes.
OSM data consists of points and polygons. Points are used to label footprints the same way as the POI data above. Polygons are used to label footprints using shape intersection. Labels are assigned if there is a non-zero intersection between the OSM polygon and a footprint. 
OSM

QUANTITATIVE EVALUATION
This section presents our quantitative evaluation. This includes comparing the different sources with each other as well as with the authoritative data. Figure 4 shows the number of records that remain after spatially mapping the data to the footprints. The reduction in valid (that within 10m of a parcel) data is likely due to several factors. First, is simple errors in the location information. Also, some of the records correspond to features which do not fall within footprints such as taxi stands and bus stops. Significantly, none of the data sources contains more than 50,000 valid records. This means that less than 20% of our target set of 245,003 footprints can be labeled with any one source. Our first finding is thus that both the POI and OSM datasets are sparse at the footprint scale. Columns 2 through 5 of table 4 show the breakdown of valid data for each of the sources with respect to the LBCS hierarchy.
Spatially Valid Data
Pairwise Comparisons of Data Sources
We perform pairwise comparisons between the data sources to determine their level of agreement. High levels of agreement between table 4 show the number of parcels labeled by each of the datasets for each class. Columns 6 through 11 show the agreement between pairs of data sources and column 12 shows the agreement between all of the sources. These columns indicate the number of parcels labeled consistently by the combinations of sources (their agreement). The number in parentheses is this number divided by the total number parcels labeled by either or both datasets (intersection over union) reported as a percentage. For example, according to the first row, Google Places labeled 586 parcels and Bing Maps labeled 167 parcels with class 1000. 113 of these are in agreement. This represents 17.66% of the parcels labeled as class 1000 by either Google or Bing or by both.
We make the following observations based on the results in table 4. Google Places and the Yellow Pages tend to have the highest agreement. This is as high as 49.33% agreement at level-one of the class hierarchy for class 2000 General Sales or Services. They also have agreements above 20% for many level-two and level-three classes.
There is little agreement between Bing Maps and the other data sources. This is mostly due to the small size of the Bing Maps dataset.
The agreement between OSM and Google Places or the Yellow Pages is mixed. This agreement can be high for some classes. However, there is a clear mismatch between OSM and the other sources in terms of the class taxonomies. For example, OSM labels a large number of parcels with class 1000 Residence or Accommodation but these are nearly all in subclass 1100 Private Household. In contrast, all of the parcels labeled by Google Places or the Yellow Pages with class 1000 are in subclass 1300 Hotels, Motels, of Other Accommodation Services. This difference reflects the fact that Google Places and the Yellow Pages provide POIs while OSM contains information about residential areas.
Comparison with Authoritative Data
We here compare the data sources with the coarse-grain authoritative data. This requires aligning our LBCS classes with the 10 classes of the authoritative data shown in table 1. To do this, we assign classes 2100, 5200, and 5300 to RETAIL/ENT; classes 6100
Quantitative Comparison of Open-Source Data for Fine-Grain Mapping of Land Use UrbanGIS'17, Nov. 2017, Redondo Beach, CA, USA and 6600 to CIE; classes 6200 and 6300 to MIPS; class 1100 to RESI-DENT; class 1300 to VISITOR; and class 6500 to MED. Some of the LBCS classes are not assigned due to the mismatch between the two taxonomies. We do not use authoritative classes MIXED and MIXRES due to how broad and ambiguous they are. We also do not use class PDR since our data sources do not cover this class. Table 3 shows the comparison between each of the data sources and the authoritative data. These results are calculated differently than in table 4 since we treat the authoritative data as the ground truth. The second column shows the counts of parcels labeled with the authoritative data classes. For each data source, we report the number of parcels labeled correctly by that source as well as the precision and recall. For example, 38 of 68 parcels labeled by Bing Maps as CIE are correct according to the authoritative data. This represents a precision of 0.56 and a recall of 0.01.
Google Places and the Yellow Pages are seen to be the best datasets in terms of precision and recall. However, even at this coarse granularity, neither of them achieves precision or recall rates above 0.5 for any class. Bing has very low recall due to its small size. OSM has higher precision than recall and is able to achieve precision above 0.8 for classes VISITOR and RESIDENT. This again emphasizes its difference with the POI data.
CONCLUSION AND FUTURE WORK
We compared four open-source data sources for fine-grain land-use mapping at the parcel level for San Francisco. We observed limited agreement among the data sources as well as limited accuracy with respect to coarse-grain authoritative data. These results suggest that, at least, the four sources considered are not sufficient for mapping land use over a large geographic region particularly with respect to the proposed fine-grain land-use taxonomy.
This motivates future work on investigating and integrating additional data sources especially ones with dense spatial coverage.
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