lower-level expression of SAE1 and SAE2 had significantly better metastasis-free survival than those with higher SAE1 and SAE2 (Fig. 4D , left panel, P = 0.01 log-rank test). By contrast, lowerlevel expression of SAE1 and SAE2 did not correlate with outcome in patients with Myc-low tumors (Fig. 4D, right panel). This suggests that Myc hyperactivation leads to an increased dependency on SAE1 and SAE2 in human breast cancers.
lower-level expression of SAE1 and SAE2 had significantly better metastasis-free survival than those with higher SAE1 and SAE2 (Fig. 4D , left panel, P = 0.01 log-rank test). By contrast, lowerlevel expression of SAE1 and SAE2 did not correlate with outcome in patients with Myc-low tumors (Fig. 4D, right panel) . This suggests that Myc hyperactivation leads to an increased dependency on SAE1 and SAE2 in human breast cancers.
We have shown here that the E1 SAE 1 and 2 enable cells to tolerate Myc hyperactivation. SAE1 and SAE2 represent enzymatic examples of the "non-oncogene addiction" concept, and their discovery illustrates the power of unbiased genetic screens for identifying potential new leads for cancer therapeutics. Loss of SUMOylation leads to substantial mitotic catastrophe and cell death by switching a subprogram of Myc transcriptional targets that support mitotic spindle function. Thus, inactivation of SAE2 mimics the mitotic disruption caused by spindle poisons, but in a genotype-specific way (i.e., selectively in cells that harbor oncogenic Myc activation). Notably, mitotic interference is a mainstay of cancer therapeutics, and agents such as taxanes that disrupt proper spindle function are used to treat a wide variety of cancers. However, a major limitation of this class of therapeutics is their toxicity to nontumor organ systems, thus limiting their therapeutic window. Our observation that inhibition of SUMOylation can mimic spindle poisons selectively in cells expressing hyperactivated Myc raises the possibility that drugs targeting the SUMO pathway may have the antitumor effects of spindle poisons with fewer side effects.
Myc promotes a balance of pro-and antitumorigenic properties, and mutations in Myc can shift this balance in pro-and anti-oncogenic Myc functions, demonstrating that distinct transcriptional (or other biochemical) functions of Myc may be segregated (15, 16) . We propose that the Myc transcriptional program can be shifted to favor the anti-oncogenic state. Specifically, our data suggest that the inactivation of SAE2 drives synthetic lethality with the Myc oncogene by altering a subprogram of Myc transcriptional targets that supports proper mitosis and thus cell viability, a subprogram we term SUMOylation-dependent Myc switchers, or SMS genes. This SMS program is highly enriched in proteins that control spindle integrity, and the Myc-SAE2 synthetic lethal interaction elicits frequent aberrations in the mitotic spindle and eventual cell death. SUMOylation may thus contribute to Myc-induced oncogenesis at least in part by cooperating with Myc to maintain expression of Myc target genes involved in mitotic fidelity. These observations highlight the idea that altering distinct subprograms of Myc transcription (by SAE2 inactivation or other mechanisms) may be exploited as a therapeutic strategy in Myc-driven cancers, and more broadly, suggest that subverting transcriptional programs may be a general strategy in treating cancers driven by oncogenic transcription factors that are notoriously difficult to target therapeutically.
Locally Synchronized Synaptic Inputs
Naoya Takahashi, 1 Kazuo Kitamura, 2,3 Naoki Matsuo, 3, 4 Mark Mayford, 5 Masanobu Kano, 2 Norio Matsuki, 1 Yuji Ikegaya 1,3 * Synaptic inputs on dendrites are nonlinearly converted to action potential outputs, yet the spatiotemporal patterns of dendritic activation remain to be elucidated at single-synapse resolution. In rodents, we optically imaged synaptic activities from hundreds of dendritic spines in hippocampal and neocortical pyramidal neurons ex vivo and in vivo. Adjacent spines were frequently synchronized in spontaneously active networks, thereby forming dendritic foci that received locally convergent inputs from presynaptic cell assemblies. This precise subcellular geometry manifested itself during N-methyl-D-aspartate receptor-dependent circuit remodeling. Thus, clustered synaptic plasticity is innately programmed to compartmentalize correlated inputs along dendrites and may reify nonlinear synaptic integration.
C ortical microcircuits are nonrandomly intertwined and form cell assemblies that fire in a spatiotemporally orchestrated manner. This patterned activity is decoded by the dendrites of downstream neurons. Dendrites are arborized and electrically active (1), which allows them to exhibit local nonlinear membrane potential dynamics (2) (3) (4) and to transform different spatiotemporal sequences of incoming inputs into different output patterns (5, 6) . Therefore, knowing whether synaptic inputs are clustered or dispersed over dendrites at a given time ( fig. S1 ) is critical for determining the dendritic computational power (7, 8) ; however, these dynamics are still poorly understood.
We monitored spontaneous synaptic inputs using dual patch-clamp recordings under confocal visualization from different apical dendritic branches of individual CA3 pyramidal cells in rat hippocampal slices that were cultured for 12 to 19 days ( fig. S2A) (9) . Large postsynaptic potentials (that is, putative synchronized inputs) often occurred in only one branch ( fig. S2B ). The Euclidean distance in membrane potentials between two branches was distributed with a long tail ( fig. S2C ), suggesting that dendrites received spatially biased synchronous inputs.
Next, we intracellularly injected CA3 pyramidal cells with Fluo-5F through somatic patchclamp pipettes (Fig. 1A) (10) . We voltage-clamped a neuron at -30 mV and imaged the dendrites in an area of approximately 100 × 100 mm 2 that contained an average of 98.5 T 16.7 spines (mean T SD, ranging from 52 to 235 spines) (Fig. 1B) . Transient calcium elevations occurred spontaneously in the spines (Fig. 1 , C and D, and movie S1). These activities were spatially restricted within the spines (Fig. 1C) and were time-locked to the occurrence of spontaneous excitatory postsynaptic currents (EPSCs) in the patched neurons ( fig. S3A ). The local application of 1 mM L,D-2-amino-5-phosphonopentanoic acid (AP5), an N-methyl-D-aspartate (NMDA) receptor antagonist, abolished spine calcium events without affecting the overall frequency of the spontaneous EPSCs ( fig. S3 , B to G). The mean frequency Top) The probability of observing spines coactivated within 100 ms as a function of the distance from a given spine ( n = 11 videos from 11 neurons). The chance level and its 95% confidence intervals (purple) were estimated from the distribution of distances of more than 10 mm.
(Bottom) Spine coactivation in response to electrical stimulation of the CA3 stratum radiatum (n = 16 videos from 10 neurons of spine activities was 1.5 events/min, which was approximately half the mean firing rate of the presynaptic neuron population ( fig. S4 ). This difference may result from stochastic synaptic transmission, with a probability of about 50% between CA3 pyramidal cells ex vivo (11) , as well as from false-negative detection of a fraction of spine calcium events. The locations of spines were three-dimensionally determined post hoc to measure the path length from the soma along the dendrites. The spines did not differ with respect to activity levels between the basal and radial oblique dendrites or between the proximal and distal dendrites (Fig.  1E) . Therefore, all data were pooled in the following analyses. The Gini coefficient of the spine activity was 0.78; approximately 20% of the spines exhibited 80% of the calcium activity (Fig. 1F) . The activity frequency and the spine head size, each of which approximated a log-normal distribution, correlated only weakly with each other (Fig. 1G , Spearman's rank r = 0.15, P = 5.9 × 10
−7
). We calculated the spatial correlations of spontaneous spine activities; for a given activity in a "focused" spine, the probability of observing activity in other spines in a time window of 100 ms was plotted as a function of the path length from the focused spine ( Fig. 2A, top ; n = 11 videos from 11 neurons in 11 slices). The probability was compensated with the spine density observed at a given distance to avoid sampling bias caused by the limited lengths of monitored dendritic segments. Spine coactivation was significantly more frequent within interspine intervals of 8 mm as compared to the chance level, which is defined here as the mean probability of observing spine activity at distances greater than 10 mm (|Z| ≥ 5.77, P ≤ 8.0 × 10
, Z-test for a population mean). The spatially clustered spine activation was also significant as compared to randomized surrogates ( fig. S5A , P < 0.01). We did not observe clustered synaptic inputs in fastspiking parvalbumin-positive interneurons in the CA3 stratum pyramidale ( fig. S6 , |Z| ≥ 0.63, P ≤ 0.53; fig. S5B ; n = 11 videos from eight neurons).
To examine the synaptic activation patterns in vivo, we conducted somatic whole-cell patchclamp recordings (12) and two-photon calcium imaging from spines of layer 2/3 pyramidal cells in the barrel cortex of anesthetized young adult mice. Calcium activities were simultaneously monitored from 31.6 T 13.7 spines (ranging from 16 to 48 spines) from 10 apical or basal dendrites of four cells (Fig. 3, A and B) . Spontaneous activities frequently occurred in neighboring spines; the probability of observing the coactive spines significantly increased within 6 mm along the dendrites ( S7C) ;(iv) spatial segregation of spine excitation by local dendritic inhibition (fig. S7D) ; or (v) local depolarizationinduced increase in a chance of calcium influx in neighboring spines. We can rule out mechanisms ii to v on the basis of the results of the three following experiments ex vivo. First, we applied electrical field stimulation to the CA3 stratum radiatum and produced synchronized network activity. The stimulation intensity was set to evoke a compound EPSC with an amplitude greater than 400 pA in the patched neurons. This cell assemblyirrelevant artificial synchronization did not generate spatially clustered spine activation ( Fig. 2A , bottom, |Z| ≥ 0.45, P ≤ 0.65; fig. S5D ; n = 16 videos from 10 neurons). This result is inconsistent with ii, iii, and v. Second, we can also rule out mechanism ii because biocytin reconstructions of synaptically connected neurons revealed that 51 of 55 (92.7%) putative synapses arising from 12 presynaptic neurons contacted single spines ( fig. S8 ). Finally, we can exclude mechanism iv because spine activation remained clustered in dendrites that were disinhibited by the local application of 1 mM picrotoxin ( fig. S9 , |Z| ≥ 3.97, P ≤ 7.2 × 10
; fig. S5E ; n = 8 videos from eight neurons). Therefore, mechanism i appeared to be the most plausible mechanism (fig. S1A).
To intuitively depict the observed spine coactivation, we defined an "assemblet" as a cluster of synchronized spine activities in which the distance from any spine in the cluster to the next nearest spine in the cluster was less than 10 mm (Fig. 2B ). In the entire sample of 11 videos ex vivo, 31.5% of the spines participated in at least one assemblet, and assemblet activity accounted for 29.5% of the total spine activity. In single assemblet events, an average of 3.6 T 0.7 spines, ranging from 2 to 12 spines, were activated during a period of 59 T 33 ms and within an area of 4.7 T 3.3 mm (Fig. 2C ). Twenty-eight percent of the assemblets appeared more than once, and a portion of them repeated up to 30 times (Fig. 2D) , whereas 58.9% of the spines that participated in one assemblet participated in other assemblets. The assemblet sizes and the numbers of repetitions were greater than the chance values expected by event-interval shuffling (Fig. 2 , C and D, purple; P < 0.001), in which the time intervals between successive calcium events were randomly exchanged within each spine to collapse the time correlations between spines (13).
In regard to the population dynamics, 85.0% of the assemblets occurred sporadically, whereas the remaining 15.0% occurred in synchrony with other assemblets ( fig. S10A ). When synchronized, the assemblets tended to appear more than 80 mm apart from one other (fig. S10B).
Dendrites were spatially heterogeneous in emitting assemblets (Fig. 2 , E and F). Therefore, we defined a hot zone as a continuous dendritic segment where a single assemblet or multiple assemblets that shared at least one spine occurred. The hot zones had an average area of 7.7 T 6.7 mm, Early calcium sparks in immature dendritic shafts were excluded from data analysis. The control is the same as in Fig. 2A . (14), but we rarely observed calcium sparks in the dendritic shafts, which may possibly be due to a lowered spine density in slice cultures ( fig. S13B ) as compared to cortical neurons in vivo.
Spines that participated in assemblets were larger in head size than nonparticipants ( fig. S12 ), which suggests that assemblets are shaped by long-term synaptic plasticity (15) . Indeed, adjacent spines were less synchronized in slices cultivated in the presence of 100 mM AP5 for 12 to 19 days (Fig. 4A , |Z| ≥ 1.05, P ≤ 0.30; fig. S5F ; n = 8 videos from 8 neurons) and in immature slices cultivated for 3 to 4 days (Fig. 4B , |Z| ≥ 1.51, P ≤ 0.13; fig. S5G ; n = 14 videos from 14 neurons) as compared to control mature slices (P < 0.01 each; Kolmogorov-Smirnov test). Neither the spine density nor the spontaneous or miniature EPSC levels differed between control and AP5-treated cultures ( fig. S13 ). Thus, functional synaptic clustering is likely to develop through NMDA receptor-dependent circuit remodeling.
Consistent with this idea, we found that glutamate receptors were preferentially inserted into neighboring spines after behavioral exploration in vivo, using adult transgenic mice in which GFP-GluR1 is expressed under control of the c-fos promoter (figs. S5H and S14) (16) . Thus, the loci of synaptic plasticity are spatially clustered over dendrites. The clustered plasticity may result from interspine interactions that heterosynaptically modulate the threshold for long-term potentiation, such as local depolarization-induced Mg 2+ unblock of nearby NMDA receptors or intracellular diffusion of plasticity-associated molecules (17) (18) (19) (20) .
We found that synaptic inputs were frequently synchronized within a group of spines in the immediate vicinity of one another. Given that ex vivo networks are subject to massive axon reorganization during cultivation without external inputs, our data indicate that the locally convergent connectivity that generates assemblets emerges through self-organization ( fig. S15) . Thus, the default principle for designing circuit topology is biased to facilitate dendritic compartmentalization (21) . The resultant clustered synchrony may offer opportunities for associative learning, because vicinal spines encode different information (22, 23) .
Because the video frame rate of our spine imaging was limited to a maximum of 20 Hz to maintain the signal-to-noise ratio, we could not determine the internal structure of assemblets; however, given that the ex vivo hippocampal network synchrony accompanies sharp waves and ripples (24) , assemblets are expected to coordinate temporal activity sequences (25) . Such sequential activation would facilitate nonlinear synaptic integration and enhance the computational power of a single neuron (5) .
Note added in proof: Two recent studies have reported phenomena partly related to those described here, demonstrating activity-dependent clustering of synaptic inputs to developing dendrites of hippocampal slice cultures (26) and clustered synaptic plasticity in the developing somatosensory cortex (27) Figure S12 Spines that participate in assemblets have large heads Figure S13 Chronic blockade of NMDA receptors does not affect synaptic activity Figure S14 Clustered synaptic plasticity in behaving adult mice Figure S15 A possible mechanism underlying the emergence of assemblets Movie S1 Time-lapse confocal imaging of calcium activity from spines 3. References
MATERIALS and METHODS
Experiments were performed with the approval of the animal experiment ethics committee at the University of Tokyo (approval number: 19-43) according to the University of Tokyo guidelines for the care and use of laboratory animals.
We report all averaged values as the means ± S.D. unless otherwise specified.
Slice culture preparation
Organotypic slice cultures were used for functional spine imaging because the transparency of this tissue allowed optical access to a large number of spines en masse. Entorhinal-hippocampal organotypic slices were prepared from 7-d-old Wistar/ST rats (S1). Rat pups were anesthetized by hypothermia and decapitated. The brains were removed and placed in aerated ice-cold Gey's balanced salt solution supplemented with 25 mM glucose. Horizontal entorhinal-hippocampal slices were cut at a thickness of 300 µm using a vibratome. The slices were placed on Omnipore membrane filters and incubated in 5% CO 2 at 37ºC. The culture medium, which was composed of 50% minimal essential medium, 25% Hanks' balanced salt solution, 25% horse serum, and antibiotics, was changed every 3.5 d. In some experiments, slices were cultivated in the same medium with the addition of 100 µM L,D-2-amino-5-phosphonopentanoic acid (AP5) from day 0 in vitro. Experiments were performed at 12-19 d in vitro unless otherwise specified.
Electrophysiology
An entorhinal-hippocampal slice was placed in a recording chamber and perfused at [30] [31] [32] o C at a rate of 3-4 ml/min with artificial cerebrospinal fluid (aCSF) consisting of 127 mM NaCl, 26 mM and 50 µM picrotoxin. In some experiments, electrical field stimulation (50 µs, 3−6 V) was applied every 5 s using monopolar tungsten electrodes to generate synchronous inputs to a patched neuron. Electrodes were placed in the CA3 striatum radiatum at least 300 µm away from the imaged dendrites of the patched cells. During stimulation, a low concentration (2 nM) of TTX was perfused to reduce the spontaneous firing of surrounding neurons.
Ex vivo calcium imaging of synaptic inputs
Pyramidal cells and interneurons were voltage-clamped at −30 mV and −70 mV, respectively, to facilitate channel currents mediated by NMDA receptors and calcium-permeable AMPA receptors.
Images were acquired at 10-20 frames/s for 120−300 s using a Nipkow-disk confocal unit, a back-illuminated EM-CCD camera (512×512 pixels), and a water-immersion objective lens (40×, 
Ex vivo calcium imaging of neuronal outputs
For calcium imaging of CA3 neurons, a glass pipette (4-6 MΩ) for dye loading was filled with aCSF that consisted of 100 μM OGB1-AM, 15% Pluronic F-127, and 10% DMSO. The tip of the pipette was inserted into the stratum pyramidale, and the dye solution was injected by manually controlling a 1-ml syringe pressurizer (10-30 hPa for 1-3 min). Images were acquired at 100 frames/s with a Nipkow-disk confocal unit, a high-speed back-illuminated CCD camera, a water-immersion objective lens (16×, 0.80 NA, Nikon, Tokyo, Japan), and Solis software (Andor).
Fluorophores were excited at 488 nm and visualized with a 507 nm long-pass emission filter. In each cell body, the fluorescence change ΔF/F was calculated as (F t -F 0 )/F 0 where F t is the fluorescence intensity at frame time t and F 0 is the baseline. Spike timings were determined as the onset of individual Ca 2+ transients with an automatic machine-learning algorithm that could accurately detect the timings with zero-or one-frame-jitter errors (S3).
In vivo calcium imaging of synaptic inputs
C57BL/6N mice (P30−35) were anesthetized by 1.5 mg/kg urethane. Depth of anesthesia was monitored regularly by observing whisker movements and the pinch withdrawal reflex of the hindlimb; additional doses of anaesthetic were given as needed. Body temperature was monitored by a rectal temperature probe and maintained at 37 ± 1°C using a heating pad. After removing the skin, a small craniotomy (2−3 mm in diameter) was performed above the barrel cortex (3 mm lateral to the midline and 1.5 mm posterior to the bregma). The dura was removed and exposed brain surface was subsequently covered by 1. Fluorescence was divided into green (Fluo-5F) and red (Alexa 594) channels through a dichroic mirror and detected by a pair of photomultiplier tubes. Images were acquired at 6−8 frames/s.
Transgenic mouse and behavioral task
The GFP-GluR1/c-fos transgenic mice were described previously (S6). Briefly, c-fos-tTA and tetO-GFP-GluR1 transgenes were microinjected into BALB/cByJ and C57BL/6J F2 hybrid embryos and implanted into pseudo-pregnant females. All transgenic mice were maintained as heterozygotes and were backcrossed to C57BL/6J mice. Mice were fed on a Dox diet (40 mg/kg of mouse chow) from the time of weaning (3−4 w old) and were used for experiments at 11−14 w of age. Only males were used for our experiments. Mice were individually housed for 1 w and deprived of Dox for 4 d prior to the experiments. On the experimental day, mice were placed in a novel rectangular chamber and allowed to explore it for 500 s. The mice were subsequently returned to their home cages and treated with a high dose of Dox (6 g/kg) to rapidly suppress additional expression of GFP-GluR1. After 24 h, the brains were sagittally sectioned at a thickness of 100 µm using a vibratome and fixed with 4% paraformaldehyde (PFA) for 1 h. Without permeabilization, the slices were incubated with a rabbit anti-GFP antibody at 4˚C overnight and with GFP levels that exceeded 1×SD of the mean GFP level across all spines were defined as GFP-positive spines.
Immunohistochemistry
After recording, the slices were fixed with 4% PFA in PBS at 4˚C overnight. The slices were blocked with 5% normal goat serum and 0.1% Triton X-100 in PBS at room temperature for 15 min and were incubated in primary anti-parvalbumin rabbit IgG antibody at 4˚C overnight.
Following incubation in the primary antibody, the slices were rinsed and treated with an Alexa
Fluor 594-conjugated goat anti-rabbit secondary antibody at room temperature for 5 h.
Biocytin reconstruction
To enhance the probability of synaptic transmission, the extracellular solution of 2. 
Note:
The mean ± S.D. of the event frequency from 699 neurons was 3.6 ± 10.3 min -1 . Because the activity rate of 1,084 spines was 1.5 ± 3.8 min -1 (Fig. 1E,G) , the frequency of spine events was 58% lower than that of the soma events. Conversely, the rate of transmitter release or action potential propagation failure (S7) during the patch-clamp recordings from synaptically connected pairs of CA3 pyramidal neurons in the slice cultures is approximately 50% (S8). Therefore, the activity frequency of the spines was consistent with the firing rates of the neurons, which indicates that our spine imaging captured the majority of the synaptic inputs (S9). . The same conclusion was drawn from the reshuffling simulation (Fig. S5B) .
Note: Inhibitory interneurons exhibited highly localized calcium activity in their aspiny dendrites, as reported previously (S10, 11). Because they are highly excitable and can fire in response to a single excitatory input (S12), they may not require dendritic integration via synaptic clustering. Field stimulation of CA3 stratum radiatum evoked massive activation of fibers passing near the stimulating electrode tip and mimicked network synchronization. This synchronization consisted of artificially selected neurons and did not reflect intrinsically occurring cell assembly dynamics. If mechanism B or C is true, even stimulation-evoked synchronization would produce spatially clustered spine activity. In fact, stimulation did not evoke clustered activity ( Fig. 2A bottom, S5D ). Thus, mechanisms B and C are unlikely.
(ii) Anatomical reconstruction of synaptic contacts. The site where an axon fiber approaches a dendritic spine (an axo-dendritic proximity) is a candidate location for where the axon makes synaptic contacts. Biocytin was injected into synaptically connected neurons and post hoc labeled with avidin and diaminobenzidine, and the neuronal morphology was inspected by optical microscopy. We found that only 7.7% of the analyzed synapses had multiple contact sites (Fig. S8) . Given that 31.5% of the spines participated in assemblets, mechanism B cannot fully explain the assemblet dynamics. (iii) Local blocking of GABAergic inhibitory inputs. Picrotoxin was locally applied to the imaged dendrites to block inhibitory transmission. Even under disinhibited conditions, clustered spine activation was intact (Fig. S5E, S9 ). This result excludes mechanism D. Note that mechanism D is also inconsistent with the sparseness of assemblets; assemblets usually appeared alone (Fig. S10A ) and were unlikely to result from segregation by inhibition. The probability of observing co-activated spines (|Z| ≥ 3.97, p ≤ 7.2×10 -5 ; n = 8 videos from 8 neurons). The control is the same as in Fig. 2A . The Kolmogorov-Smirnov test indicated no significant difference between control and picrotoxin-treated dendrites (p > 0.1). The same conclusion was obtained from the reshuffling simulation (Fig. S5E) . Note: Newly synthesized AMPA receptors are preferentially inserted into previously activated spines and contribute to long-term potentiation. Therefore, we used GFP-GluR1 to probe a part of spines that underwent long-term potentiation.
Figure S15
A possible mechanism underlying the emergence of assemblets.
Step 1: Individual neurons in groups of synchronized neurons (cell assemblies 1 and 2) make synapses with postsynaptic dendrites in a spatially non-selective manner (non-selective innervation).
Step 2:
NMDA-dependent long-term potentiation occurs simultaneously in spines that receive synchronized inputs in spatially narrow dendritic regions (clustered plasticity), inducing spine enlargement (S16).
Step 3: Synapses that did not exhibit long-term potentiation are weakened or eliminated (pruning). During this network-wide reorganization of synaptic competition, convergently synchronized synapses become predominant.
Note: This model was inspired by the concepts proposed by Govindarajan et al. (S17), DeBello (S18), and Larkum and Nevian (S19). Clustered plasticity may be induced by a synchronous input-induced massive depolarization of a small dendritic segment and/or by intracellular diffusion of plasticity-associated molecules to nearby spines (S20-24).
Movie S1 Time-lapse confocal imaging of calcium activity from spines. A neuron was loaded with Fluo-5F. The changes in the fluorescent signal are shown in a pseudo-color scale and superimposed onto a time-averaged Fluo-5F image.
