Abstract A formal description of a quantum abacus based encoding system is presented. This way of representing data for processing purposes is based on a quantum algorithm for counting qubits introduced by Lesovik et al. [1] and Suslov et al. [2] , but formally developed in this work. Finally, in order to illustrate the potential of this proposal, the implementation of the basic quantum array operations through this encoding system is presented.
Introduction
Quantum computing paradigm is currently one of the most active and promising research area. From the first contributions, in areas such as cryptography [3] or speeding-up some classical algorithms [4, 5, 6, 7, 8] , up to present, many works have laid the foundations about how to represent and process data under the rules of quantum mechanics. There are many reasons for this increasing interest, some of them were pointed out by Feynmann in his well-known dissertation [9] , but all of them can be summarized just in one: the Quantum computer is the only way of overcoming the limitations imposed to the Classical one by Moore's Law. Differents approaches have been proposed for carrying out this great challenge [10] . The most accepted, the standard model, defines the quantum computer as a circuit-based computing system where a sequence of unitary gates act coherently on an input register of qubits [11] . The aim of this work is to contribute from this last perspective providing an efficient quantum circuit for encoding and processing quantum data. The quantum encoding system presented in this work is based on the Quantum Abacus (QA), a quantum algorithm for counting qubits introduced by Lesovik et al. [1] and Suslov et al. [2] but formally described in our work in terms of a deterministic QFT based Phase Estimation Algorithm. The main idea can be merely described as follows: since the output of the QA circuit is the number of qubits in a sequence, then the underlying representation can be used for encoding any integer number. In this case, the underlying representation is a set of phase shifts standing for the QFT of the output. The key point is how the QA circuit allows to infer easely a compact expression for these phase shifts in terms of elementary quantum gates, the encoding circuit, and how this one can be used, for instance, to implement the basic operations of a simple quantum data structure.
The paper has been organized as follows: In section 2 a deterministic Phase Estimation Algorithm schema (PEA) based on QFT is described. In this regard, the zero failure rate condition is achieved and used for implementing the case when the number of input qubits is equal to the number of ancillary qubits. In section 3, the Quantum Abacus circuit is formally described in terms of a PEA schema. In section 4, the framework for quantum encoding, by means of a QA, is presented. In section 5, in order to shed light on how to use this proposal, the implementation of creating and updating Quantum array operation are presented. Finally, in section 6, a brief set of conclusions summarize the contributions of this paper.
2 The QFT based Phase Estimation Algorithm: the zero failure rate condition Let us suppose a 2 n × 2 n unitary operator U defined in terms of the problem to be solved. If |ψ j and λ j are eigenvectors and eigenvalues of U respectively in such a way that:
The Phase Estimation Algorithm (PEA) is defined as the process of estimating φ j with a specific precision when the input is a register containing the corresponding eigenvector |ψ j of U . In this work, a formulation of the PEA based on QFT will be considered [12] and is shown in Figure 1 .
Under this schema, the estimation process is efficiently carried out according to the following steps:
1. The ancillary register is prepared containing an evenly distributed superposition. The number of qubits of the ancillary register determines the estimation accuracy. 2. Given a particular eigenvector |ψ j of U as an input, the next step consists on kicking the corresponding phases in front of the ancillary register through the action of the controlled powers of U denoted as c U 2 l for l = m − 1, . . . , 0, being m the number of qubits of the ancillary register. 3. In order to make φ j an observable quantity in the computational basis, the inverse of QFT is applied on the ancillary register. 4. Then, a measurement process determines φ j with a high probability and a precision lower than 1/2 m . Adding up steps 1 to 4, a summarized formal description is presented:
As can be observed in equation (3), the phase shift is kicked in front of the ancillary register and the eigenvector |ψ j remains unchanged. Equation (3) can be rewritten as:
then applying the inverse of the QFT to the state described in equation (4) we figure out the probability to measure an individual output j over the ancillary register given by:
In equation (5), j/2 m may be considered as a good estimator of φ j . Since certainty occurs when P j = 1 then, from equation (5), the algorithm becomes deterministic when
is fulfilled; the so called zero theoretical failure rate condition. That situation takes place when φ j is expressed as a finite binary expansion by means of m bits.
2.1
The case of m = n: a simple example
As a first approach for working out the set of unitary operators satisfaying the zero theoretical failure rate condition we face up the case where the number of ancillary states m, and the number of input quantum states n, are equal, m = n. Under this condition φ j is written as follows:
It is worth it noticing that for any j k fullfilling k − n + l ≥ 0 there will be no contribution to the kicked phase shift. Therefore, equation (6), can be rewritten as its principal value which is given by:
Now, imposing equation (7) to equation (3), the ancillary register becomes the QFT of the eigenvector |ψ j = |j n−1 j n−2 · · · j 1 j 0 :
In Figure 2 , a PEA schema with a set c U 2 l of operators fulfilling equation (7) is implemented in terms of a tensor composition of controlled z-rotation gates R k that act in the following way: Fig. 2 Detailed schema of a zero failure rate PEA using controlled z-rotation gates According to that, U 2 0 can be represented as a diagonal matrix whose eigenvectors are the elements of the standard basis and its corresponding eigen-values (diagonal elements) are phase shifts. The particular case of U 2 0 for n = 2 is presented in Table 1 . 3 A deterministic dircuit for counting qubits: the Quantum Abacus
The key point now is to implement a deterministic PEA based quantum circuit for counting how many qubits there are in a sequence. From a computational point of view this problem can be reduced to describe the circuit for counting how many 1's and 0's there are in the mentioned sequence given the current computational state of the qubit. In fact, this circuit can be considered as the composition of two independent circuits, once for counting 1's and another one for counting 0's. Since both circuits are formally equivalents, just one will be considered for our research purposes. As it was seen in the previous section, the way to tackle this problem involves a specific definition of parameter φ j in terms of the problem to be solved. If |q n−1 q n−2 · · · q 1 q 0 is the input register containing a sequence of n qubits, then the number of qubits with 1's, N |1 , or the number of qubits with 0's, N |0 , in this sequence is described in decimal form as:
For the sake of simplicity and since both are formally identical, just one, the case when the qubit is |1 , will be explicitly worked out. Then φ |1 is defined as:
where
where m is the number of qubits of the ancillary register such that m = ⌈(log 2 n)⌉. This condition is introduced in order to guarantee an optimal binary representation of the number of 1's after the measuring process. From the zero theoretical failure rate condition φ |1 − j/2 m = 0, so, the next identity is yielded:
Equation (12) expresses how a PEA based circuit defined with a phase according to equation (11) will return, after applying the inverse of QFT, the binary representation of the number of 1's in the input sequence of qubits. Following the previous ideas it is not difficult to build the corresponding chain of transformations for a U 2 l satisfying (11):
where the ancillary register takes the form:
Again, a tensor composition of controlled z-rotation gates is involved to reproduce the corresponding phase shift addition. In order to yield a correct representation of counting register a set of Swap gates are placed after the inverse QFT. The circuit corresponding to equation (15) is scalable and its algorithmic complexity is easely worked out just taking into account the following issues:
-there is an arrangement of O(log n) dashed boxes -each dashed box contains exactly n quantun rotational gates This gives an amount of O(n log n) quantum gates as it is shown in Figure 3 where, a deterministic quantum circuit for counting 1's from a register containing a sequence of n qubits, is drawn.
In Table 2 , the particular case of U 2 0 when n = 3 for the previous circuit, is presented.
Given the ambiguity of who controls whom that occurs in those quantum circuits where controlled-U gates are involved ( Figure 5 ), an equivalent circuit for counting 1's may be proposed (Figure 4 ) reorganizing the circuit in Figure  3 . In this case the controlled z-Rotation gates are applied directly on the ancillary qubits. Fig. 3 The deterministic circuit for counting how many 1's there are in a particular sequence of qubits This arrangement presents interesting similitudes with a classical abacus device where controlled shifts, applied on the ancillary qubits, play the role of tokens for counting. As it will be seen in the next section, this special feature becomes the base of an encoding system for integer numbers. Fig. 4 An equivalent circuit for counting 1's
Fig. 5 Ambiguity of who controls whom
4 Building the framework for quantum encoding
The previous schema, without the control qubits, may be used for building the framework for quantum encoding since, any binary number, may be encoded in terms of shifts. The unitary operator associated to this circuit will be denoted, from now on, as U c . The set of transformations for this encoding process over a n qubits quantum register is written as follows:
From equation (16), the encoding process is carried out through the phase 2πφ d (l) where the factor φ d (l) 1 is given by:
1 From now on, and for sake of simplicity, we will refer to the factor φ d (l) as the phase
In equation (18), d is the decimal representation of the encoded data. Obviously, φ l can be rewritten as:
In equation (19), φ d (l) is the phase yielded as a result of applying the QFT to a register containing the binary representation of d. Then, if the inverse of QFT, followed by a set of Swap gates, are applied over the register the binary representation of the encoded data is retrieval.
The general quantum encoding circuit (QC) and an instance representing number 5 are shown in Figures 6 and 7. Fig. 7 b) Codification of number 5 and the retrieval process to archieve its binary representation.
Implementation of a Quantum Array using the quantum encoding Circuit
An application of this encoding system is related to the implementation of a quantum data structure that we called as a quantum array. From a classical point of view an array, also known as vector, is a data structure where stored data of a specific type is accessible through an index. This description can be used in the quantum context defining the corresponding storage structure and its fundamental operations. In the quantum world, a collection of data may be stored in a single register through an evenly distributed superposition of states. This way of storage comprises 2 m classical states on just one m qubit register. The quantum array can be implemented from a superposition of states dividing the register in two different logical parts. The first one storages the most significant qubits and denotes the index that will be used for accessing to the data while, the second one, the logical part with the less significant ones, makes reference to the data itself. The number of qubits of each part will depend on the number of elements of the database and the size of the data respectively. For the sake of simplicity, the number of elements of the array will be always a power of two. In practice, this is not a problem since the array can be padded with zeros. So, if the quantum array size is M = 2 m then the index will be stood for through m qubits in such a way that, if p is the necessary number of qubits for a suitable representation of data, then the quantum register structure takes this form:
Given this basic structure, the creating and updating operations are defined as follows 2 :
Creating a Quantum Array The following steps are involved for creating a specific quantum array:
1. An initial ancillary register of m + p qubits is set to 0 and a set of m + p Hadamard gates are applied on each ancillary qubit in order to generate the initial superposition. 2. Next, the corresponding U c operator is applied to encode the data. 3. Finally, the application of the inverse of QFT on this latter qubits to retrieve the binary representation of data.
It is important to remark that U c operator can be implemented combining both, multiple controlled shift gates and just unary shift gates. In the former case, the control action is achieved through the index qubits in such a way that each superposition state generated on the former m qubits is linked to a specific phase shift encoding, in this manner:
where d j is the decimal representation of data stored in the j position of the quantum array. The encoding process is carried out through the corresponding phase shift (φ j + φ) l such that φ j , dependent shift phase of j, is achieved through the multiple controlled phase shift gates and the parameter φ 3 , wether elementary phase shift gates are involved. Both phases are expressed through equation (18). In Figures 8 and 9 , two schematic circuits summarizing the previous description for storing numbers are presented:
a) The first one stores any four numbers that may represent, for instance, a contact list. b) The second one stores the first four odd numbers. Fig. 8 a) the corresponding one storing the numbers 1,2,0,5 according to this order (|0, 1 + |1, 2 + |2, 0 + |3, 5 ).
It is important to realize that, when the information to be stored is described by an arithmetic series (latter example), the quantum array can be implemented taking advantage of quantum parallelism. Fig. 9 b) the corresponding one storing the first four odd numbers (|0, 1 + |1, 3 + |2, 5 + |3, 7 ).
Updating a Quantum Array. Once the quantum array is created any element within it may be modified. In fact, through the encoding system, a subset of the quantum array states or all of them may be modified simultaneously. In Figure 10 4 , a quantum circuit for adding a number, for instance 1, just over the even positions of a predefined quantum array, is described. This operation is performed simultaneously over all the involved states. In order to clarify 
Conclusions
Our contribution on this paper has been to provide a quantum framework for manipulating data on a quantum data structure. This framework, the Quantum Abacus based enconding system, allows to work with any integer numbers in terms of phase shifts instead of its corresponding binary representation. In this context, a Quantum Abacus is a circuit for counting qubits depending on its current computational state. A formal description of this latter circuit, in terms of a QFT based PEA schema, is also presented. In order to show the possibilities of this framework, the implementation of creating and updating operations of a quantum data structure (Quantum Array) has been achieved, taking advantage, when it has been possible, of quantum parallelism.
