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Abstract
Suppose (B,β) is an operator ideal, and A is a linear space of operators between Banach spaces X
and Y . Modifying the classical notion of hyperreflexivity, we say that A is calledB-hyperreflexive if there
exists a constant C such that, for any T ∈ B(X,Y ) with α = supβ(qT i) < ∞ (the supremum runs over
all isometric embeddings i into X, and all quotient maps of Y , satisfying qAi = 0), there exists a ∈ A,
for which β(T − a)  Cα. In this paper, we give examples of B-hyperreflexive spaces, as well as of
spaces failing this property. In the last section, we apply SE -hyperreflexivity of operator algebras (SE is a
regular symmetrically normed operator ideal) to constructing operator spaces with prescribed families of
completely bounded maps.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Main definitions
In the early 1970s, the notions of hyperreflexivity of operator algebras (and, more generally,
of subspaces of B(H), where H is a Hilbert space) was introduced by W. Arveson [3], in order
to compute the distance to nest algebras. Later, the notion of hyperreflexivity was expanded to
subspaces of B(X,Y ), where X and Y are Banach spaces.
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ideals. More precisely: suppose X is a class of Banach spaces, stable under taking subspaces and
quotients. SupposeB is a maximal Banach operator ideal, defined for members of X . That is, for
any X,Y ∈ X , B(X,Y ) is a subset of B(X,Y ), equipped with the norm β(·). (B(X,Y ),β) is a
Banach space. The ideal property means that, for any X0,X,Y,Y0 ∈X , and every T ∈B(X,Y ),
TX ∈ B(X0,X), and TY ∈ B(Y,Y0), we have β(TY T TX)  ‖TY ‖β(T )‖TX‖. Maximality of
B means that, for every T ∈ B(X,Y ), β(T ) = supβ(qT i), where i :E → X is an injection,
q :Y → F is a quotient, and the spaces E,F ∈X are finite-dimensional. For further information
about operator ideals, see [13,14,37,47].
We say that a maximal Banach ideal B is nice if there exists a sequence of positive scalars
βn ↗ ∞, so that for any n-dimensional E ∈ X and any T ∈ B(E,Y ), β(T )  βn whenever
‖T e‖ 1 for any e ∈ E. By Dvoretzky Theorem, this is equivalent to the existence of a sequence
of positive scalars β ′n ↗ ∞ such that β(T ) β ′n whenever T ∈ B(n2, Y ) is such that ‖T e‖ 1
for any e ∈ n2.
A number of well-known operator ideals turns out to be nice. Recall that, for 1 q  p ∞,
the (p, q)-summing norm of T ∈ B(X,Y ) (denoted by πpq ) is defined as the smallest positive
constant c such that, for every x1, . . . , xn ∈ X,
(∑
i
‖T xi‖p
)1/p
 c sup
x∗∈X∗,‖x∗‖1
(∑
i
∣∣x∗(xi)∣∣q
)1/q
.
The ideal of (p, q)-summing operators is denoted by Πpq . If p = q , we speak of p-summing
operators. The norm and the ideal are then denoted by πp and Πp , respectively. It turns out that
(see e.g. [14, p. 207]) Πpq is nice if p ∈ [1,∞), and 1/q−1/p < 1/2. In particular, the ideal Πp
is nice for p ∈ [1,∞). The ideal Ip of p-integral maps is nice for p ∈ [1,∞) (to see this, compare
the p-summing and p-integral norms). The ideal Dp of p-dominated maps (p ∈ [1,∞)) is nice
by [37, 17.4.3 and 17.4.7]. On the other hand, the ideal Γp of p-factorable operators is maximal
(see e.g. [14, Chapter 9]), but not nice.
Suppose A is a non-empty absolutely convex subset of B(X,Y ), closed in the weak operator
topology (that is, in the topology determined by the family of seminorms px,y∗(T ) = y∗(T x),
with x ∈ X and y∗ ∈ Y ∗). Denote the Minkowski gauge functional, associated with A, by
ρA (or simply by ρ, if there is no possibility of confusion). Suppose B is an operator ideal.
For T ∈ B(X,Y ) denote by dA,B(T ) the infimum of all λ > 0 with the property that, for
any γ  1, β(uT v)  λγ whenever the contractions v :E → X and u :Y → F (E,F ∈ X
are finite-dimensional) satisfy β(uav)  γ for every a ∈ A. For C > 0, we say that A is
C −B-Azoff–Shehada hyperreflexive (C −B-ASHR, for short) if, for any T ∈ B(X,Y ) with
dA,B(T ) finite, and any ε > 0, we can write T = a + b, with a ∈ FA, b ∈ B(X,Y ), and
ρ(a)+ β(b) (C + ε)dA,B(T ).
Throughout the paper, we work with maximal Banach ideals. In this case, the condition that
E and F are finite-dimensional is redundant.
If A ↪→ B(X,Y ) (throughout the paper, we use the notation “Z1 ↪→ Z2” to mean “Z1 is
a closed linear subspace of a Banach space Z2”) is C −B-ASHR (or B-ASHR), we simply
say that A is C −B-hyperreflexive (respectively B-hyperreflexive). The space A is C −B-
hyperreflexive iff we have
distB(T ,A) := inf β(T − a)CdA,B(T ),
a∈A
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dA,B(T ) = supβ(uT v), (1.1)
with the sup taken over all finite rank contractions u and v with uAv = 0. Note that dA,B(T ) =
supβ(qT i), where the supremum runs over all injections i :E → X and quotient maps q :Y → F
for which E,F ∈X are finite-dimensional and qAi = 0. Indeed, for u and v as in (1.1), take
E = ranv, and G = keru. Denote by v′ the restriction of v to E, and by u′ the operator on
F = Y/G, defined by u′(qy) = uy. Let i be the embedding of E into X, and let q :Y → F be
the quotient map. Then qAi = 0, and u′qT iv′ = uT v for any T ∈ B(X,Y ). As u′ and v′ are
contractions, we have β(uT v) β(qT i).
The simplest example of aB-ASHR subset of B(X,Y ) (B is a maximal Banach ideal) is {0}.
Other examples and counterexamples are found in Sections 2 and 3.
To indicate the connection with the classical definition of hyperreflexivity (see e.g. [12,30]),
recall that a subspace A of B(X,Y ) is C-hyperreflexive if, for every T ∈ B(X,Y ),
inf
a∈A
‖T − a‖C sup
x∈X,‖x‖=1
d(T x,Ax) (1.2)
(d stands for the distance in Y ). A subspaceA is called hyperreflexive if it is C-hyperreflexive for
some C. SupposeB is the ideal of bounded linear maps. Denote by ix the canonical embedding
of Cx into X, and by qx the quotient map Y → Y/Ax. Then the right-hand side of (1.2) is
nothing but C supx∈X ‖qxT ix‖, while the left-hand side equals distB(T ,A). On the other hand,
suppose i :E → X and q :Y → Y/G are an embedding and a quotient map, respectively, such
that qAi = 0. Pick ε > 0, and find a norm one x ∈ E such that ‖qT ix‖ > (1 − ε)‖qT ix‖. Then
Ax ⊂ G, hence (in the above notation)
‖qxT ix‖ ‖qT ix‖ > (1 − ε)‖qT ix‖.
Thus, the left-hand side of (1.2) becomes left-hand side of (1.2) when we take B to be the ideal
of bounded operators.
Over the last thirty years, a lot of information about hyperreflexivity has been accumu-
lated (see e.g. [11]). For instance, by [44], that any one-dimensional subspace of B(X,Y ) is
3-hyperreflexive (1-hyperreflexive if X and Y are Hilbert spaces, see [4]). More generally,
by [30], any reflexive finite-dimensional space of operators is hyperreflexive. In the case of
B-hyperreflexivity, this is false. By Theorem 2.12 and Proposition 2.14, for many pairs of
infinite-dimensional Banach spaces (X,Y ), and many nice ideals B, there exists T ∈ B(X,Y )
such that FT is not B-hyperreflexive (here, F stands for the field of scalars, either R or C).
Moreover, by Theorem 2.15, for many nice ideals B (such as Γp for 1 < p < ∞, and Πq for
1  q < 2) there exists a Banach space X such that FIX is not B-hyperreflexive. However, by
Theorem 2.1, FIX is Πq2-hyperreflexive (for 2  q ∞) for any Banach space X. Moreover,
if B is a nice operator ideal, and X is a Lp space (1  p ∞), then FIX is B-hyperreflexive
(Theorem 2.9).
In Section 3, we consider spaces of operators between complex Hilbert spaces. In particular,
Theorem 3.1 shows that any von Neumann algebra is SE -hyperreflexive, when E is a reflexive
symmetric sequence space (the question of whether every von Neumann algebra is hyperreflexive
is open). By Theorem 3.3, the linear span of a non-compact operator is SE -hyperreflexive. On the
other hand, the nest algebras with infinite nests, and the algebras of analytic Toeplitz or Laurent
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(Theorems 3.4, 3.5).
In Section 4, we apply B-hyperreflexivity to the problem of constructing operator spaces
with prescribed sets of c.b. maps. Theorem 4.1 shows: suppose E is a symmetric sequence space
satisfying certain properties, SE is the corresponding operator ideal, H is a separable Hilbert
space, and A is an absolutely convex SE -ASHR subspace of the unit ball of B(H), containing
the identity IH . The H can be equipped with an operator space structure X, such that CB(X) =
CA+ SE .
Remark 1.1. (1) The term “Azoff–Shehada hyperreflexivity” is inspired by the works of E. Azoff
and H. Shehada (see e.g. [5]) on reflexivity of convex sets.
(2) By changing the above definitions slightly, we define d ′A,B(T ) (A ⊂ B(X,Y ), T ∈
B(X,Y )) as the infimum of all λ > 0 with the property that, for any γ > 0 (as opposed to
“γ  1” in the definition of dA,B(T )), β(vT u)  λγ whenever the contractions u :E → X
and v :Y → F (E,F ∈ X are finite-dimensional) satisfy β(vau) γ for every a ∈A. Clearly,
d ′A,B(T )  dA,B(T ). For any C > 1, we may have d ′A,B(T )  CdA,B(T ) (consider, for in-
stance, the case of X = Y = F, T = IF, and A= {λIF | |λ| C−1}).
We say that A is (C − B)′-Azoff–Shehada hyperreflexive if for any T ∈ B(X,Y ) with
d ′A,B(T ) finite, and any ε > 0, we can write T = a + b, with a ∈ FA, b ∈ B(X,Y ), and
ρ(a)+β(b) (C + ε)d ′A,B(T ). It is not clear whether the notion of (C −B)′-ASHR is strictly
weaker than of C −B-ASHR. In this paper, we mostly consider B-hyperreflexivity of spaces
of operators, in which case, the distinction between the two versions of versions of ASHR is
irrelevant. We selected our definition of ASHR over the possible alternatives for the sake of
applications to the theory of operator spaces (Section 4).
Remark 1.2. In this paper, all the ideals are assumed to be normed. Many proofs will also go
through for quasi-normed ideals. Indeed, suppose first that (B,β) is a normed ideal. If T is a
rank n contraction, then it factors contractively through an n-dimensional space, and therefore,
by the existence of an Auerbach basis, it can be represented as a sum of rank 1 contractions
T1, . . . , Tm, with m  n. By [37, 6.1.5], β(Tk) = ‖Tk‖ for each k, hence β(T )  n. Therefore,
β(T ) ‖T ‖ rankT for any finite rank operator T .
Now suppose the ideal (B,β) is quasi-normed. By [37, Section 6.2] (and passing to an equiva-
lent ideal norm if necessary), we can assume the existence of r ∈ (0,1] such that β(∑mk=1 Sk)r ∑m
k=1 Skβ(Sk)r for any S1, . . . , Sm ∈B. Then β(T ) ‖T ‖(rankT )1/r . The proofs where find-
ing an upper estimate for β(T ) (for a finite rank T ) is important can be done in this setting, too.
Thus, Theorems 2.1, 2.12, 2.15, and Corollary 2.2 still hold in the quasi-normed setting. On the
other hand, we cannot establish Lemma 2.11 without assuming that the ideal involved is normed.
We do not know if Theorems 2.9 and 2.10 remain valid for quasi-normed ideals.
1.2. Preliminaries
We make some observations, to be used throughout the paper. First, we prove that B-hyper-
reflexivity, andB-ASHR, are stable under isomorphisms.
Proposition 1.3. Suppose X1, X2, Y1, and Y2 are Banach spaces, (B,β) is a maximal ideal,
U :X1 → X2 and V :Y1 → Y2 are isomorphisms, and A ↪→ B(X1, Y1) is C −B-hyperreflexive.
Then A′ = VAU−1 is a ‖V ‖‖V −1‖C‖U‖‖U−1‖ −B-hyperreflexive subspace of B(X2, Y2).
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B ′ satisfy A′(VAU−1)B ′ = 0. We have to show that distB(T ,A′) < ‖V ‖‖V −1‖C‖U‖‖U−1‖.
To this end, consider S = V −1T U , and note that β(ASB) < λ‖U‖‖V−1‖ whenever B :E →
Y1 and A :X1 → F are contractions with AAB = 0. Indeed, B ′ = UB/‖U‖ and A′ =
AV −1/‖V −1‖ are also contractions, and A′A′B ′ = 0. Moreover, ASB = ‖U‖‖V−1‖A′T B ′.
Thus, β(ASB) < λ‖U‖‖V −1‖, hence there exists a ∈ A such that β(S − a) < C‖U‖‖V −1‖.
Let a′ = V aU−1. Then
β(T − a′) ‖V ‖∥∥U−1∥∥β(S − a) < C‖U‖∥∥V −1∥∥‖V ‖∥∥U−1∥∥
(here, we use the identity T = V SU−1). 
A similar statement holds for Azoff–Shehada hyperreflexivity.
Proposition 1.4. Suppose X1, X2, Y1, and Y2 are Banach spaces, (B,β) is a maximal ideal,
U :X1 → X2 and V :Y1 → Y2 are isomorphisms, and A ⊂ B(X1, Y1) is B-Azoff–Shehada hy-
perreflexive. Then A′ = VAU−1 ⊂ B(X2, Y2) isB-Azoff–Shehada hyperreflexive.
The proof of this proposition is similar to that of Proposition 1.3. We do not compute the
B-Azoff–Shehada hyperreflexivity constant explicitly, since we never need it.
Similarly, we show that “deformations” of sets of operators preserve their B-Azoff–Shehada
hyperreflexivity.
Proposition 1.5. Suppose A and A′ are non-empty absolutely convex subsets of B(X,Y ), and
A is C −B-Azoff–Shehada hyperreflexive. Suppose, furthermore, that C1A ⊂A′ ⊂ C2A (0 <
C1 <C2). Then A′ is C max{1,C−11 }max{1,C2} −B-ASHR.
Proof. Suppose T ∈ B(X,Y ) is such that, for any γ  1, and any pair of finite rank contrac-
tions u,v with β(uav)  γ for any a ∈ A′, we have β(uT v)  γ . Fix γ ′  1, and suppose
the finite rank contractions u and v are such that β(uav)  γ ′ for any a ∈ A. Then β(uav) 
max{1,C2}γ ′ for any a ∈A′, and therefore, β(uT v)max{1,C2}γ ′. Thus, for every ε > 0 we
can write T = a + b, with ρA(a) + β(b) < C max{1,C2} + ε. However, ρA′(a)  ρA(a)/C1,
hence
ρA′(a)+ β(b) < max
{
1,C−11
}(
ρA(a)+ β(b)
)
max
{
1,C−11
}(
C max{1,C2} + ε
)
.
ε can be arbitrarily small, hence we are done. 
We also need to mention a connection between B-hyperreflexivity of subspaces, and B-
Azoff–Shehada hyperreflexivity of their unit balls. Clearly, if A is a WOT closed subspace of
B(X,Y ), then its closed unit ball Ba(A) is also WOT closed.
Proposition 1.6. Suppose (B,β) is a maximal ideal, and let A be a subspace of B(X,Y ), closed
in the weak operator topology, is C −B-hyperreflexive. Then Ba(A) is (2C + 1) −B-Azoff–
Shehada hyperreflexive.
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that, for any ε > 0, we can write T = a+b, with a ∈A, b ∈ B(X,Y ), ‖b‖ <C, and ‖a‖ C+1.
Indeed, β(qT i) dBa(A),B(T ) < 1 whenever qAi = 0. AsA is C−B-hyper reflexive, there
exist a ∈A and b ∈ B(X,Y ) such that T = a+b, and β(b) < C. We shall how that ‖a‖ C+1.
Indeed, otherwise there exist norm 1 x ∈ X and y∗ ∈ Y ∗ such that y∗(ax) > C + 1. Denote by
i the embedding of Fx into X, and by q the quotient map Y → Y/kery∗. Then qai is a rank 1
map, hence ‖qai‖ = β(qai) C + 1. Similarly,
β(qa0i) = ‖qa0i‖ ‖q‖‖a0‖‖i‖ 1
for any a0 ∈ Ba(A). But, by the triangle inequality,
β(qT i) β(qai)− β(qbi) > C + 1 − β(b) > 1,
a contradiction. Thus, ‖a‖C + 1. 
Finally, we introduce several Banach space definitions, with an eye for stating a version of the
“principle of small perturbations.”
A family of finite-dimensional subspaces (Fn)n∈N of a Banach space X is said to be a finite-
dimensional decomposition (FDD, for short) if X = spann∈N Fn, and supn ‖Pn‖ < ∞, where Pn
is the projection onto span[Fi | i  n], with kerPn = span[Fi | i > n]. The number supn ‖Pn‖ is
called the FDD constant of (Fn). We say that a sequence (Fn) of subspaces of X is an FDD
sequence if it is an FDD of spann∈N Fn.
A sequence (xn)n∈N in a Banach space X is called a basis (respectively, a basic sequence)
if (Fxn)n∈N is an FDD (respectively FDD sequence) in X. The FDD constant in this case is
called the basic constant. A basis (or a basic sequence) (xi) is called C-unconditional if, for
any eventually null sequence (αi)i∈N of scalars, and for any sequence (ωi)i∈N with |ωi | = 1
for every i, we have ‖∑i αiωixi‖  C‖∑i αixi‖. The infimum of all such C’s is called the
unconditionality constant of (xn). The basis (xn) is called normalized if ‖xn‖ = 1 for each n.
We denote by ν1(T ) the nuclear norm of an operator T . It is known that the set of nuclear
operators is a Banach ideal, but not a maximal ideal. For any Banach ideal (B,β), and any
operator T , we have ‖T ‖ β(T ) ν1(T ).
Lemma 1.7. Suppose (Fn) is a C-FDD sequence in a Banach space X. Suppose, furthermore,
that the operators T ∈ B(X) and Tn ∈ B(Fn) (n ∈ N) satisfy ∑n dimFn · ν1(T |Fn − Tn) < ∞.
Then there exists T˜ ∈ B(X) such that T˜ |Fn = Tn, and ν1(T˜ −T ) 2C
∑
n dimFn ·ν1(T |Fn −Tn).
Proof. Set Y = span[F1,F2, . . .], and let Pn :Y → span[F1, . . . ,Fn] be a projection with
kerPn = span[Fi | i > n]. Let Q1 = P1, and Qn = Pn − Pn−1 for n  2. Then ‖Qn‖  2C for
each n. Clearly, Qn extends to a projection Q˜n from X onto Fn, with ‖Q˜n‖  ‖Qn‖dimFn.
Then T˜ = T −∑∞n=1(T − Tn)Q˜n has the desired properties. 
2. The Banach space case
2.1. The Banach space case: positive results
In this subsection, we give examples ofB-hyperreflexive spaces of operators.
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Πq2-hyperreflexive, where C is an absolute constant (independent of X and q).
It is easy to see that, for any linear operator u, π∞2(u) = ‖u‖. By [30], every 1-dimensional
space is hyperreflexive. Thus, only the case of 2 q < ∞ needs to be considered.
Before proving the theorem, we state and prove its corollary.
Corollary 2.2. Suppose P and Q are infinite rank projections in Banach spaces X and Y , respec-
tively. Suppose, furthermore, that A ∈ B(X,Y ) is such that QAP is invertible as a linear map
from ranP to ranQ, and A(kerP) ⊂ kerQ. Then, for 2 q ∞, FA is Πq2-hyperreflexive.
Proof. We shall use C0,C1, . . . to denote constants, depending only on P , Q, and A. Let X2 =
kerP and Y2 = kerQ. Any T ∈ B(X,Y ) can be written as T = QTP + (I −Q)T P +QT (I −
P)+ (I −Q)T (I −P). Suppose dFA,Πq2(T ) < 1. Viewing QAP as an invertible operator from
ranP to ranQ, we conclude that dFQAP,Πq2(QT P ) < 1. By Theorem 2.1 and Proposition 1.3,
there exists λ ∈ F such that πq2(QT P − λQAP) < C0. We shall show that πq2(T − λA) < C1.
Without loss of generality, we can assume that λ = 0.
Note first that
πq2
(
(I −Q)T P ) ‖I −Q‖‖P ‖πq2
(
I −Q
‖I −Q‖T
P
‖P ‖
)
 ‖I −Q‖‖P ‖dFA,Πq2(T ) < ‖I −Q‖‖P ‖
(we use the fact that (I −Q)AP = 0). Similarly, πq2(QT (I − P)) < ‖Q‖‖I − P ‖.
To handle (I − Q)T (I − P), pick c ∈ (0,πq2((I − Q)T (I − P))), and prove that c  C2.
Indeed, if its not so, then there exists w :n2 → X such that πq2((I − Q)T (I − P)w) > c. Let
v1 = (I − P)w/‖I − P ‖. Then πq2((I −Q)T v1) > c/‖I − P ‖. We estimate the left-hand side
from above.
By [14, p. 207], limn πq2(In2 ) = ∞, hence, by Dvoretzky Theorem, QTP is strictly singu-
lar. Perturbing T slightly (cf. Lemma 1.7), we can assume the existence of an n-dimensional
subspace F ↪→ ranP such that T |F = 0, and d(n2,F ) < 2. Find a contraction v2 :n2 → F
such that ‖v2‖−1 < 2. Then v = (v1 + v2)/2 is a contraction. Let q :Y → Y/A(ranv) be a
quotient map. We shall show that πq2(qT v) > C3c. To this end, observe that, for any η ∈ n2,
Av1η = Av1 ◦ (v−12 A−1) ◦Av2η, hence
‖Av1η‖ C4‖Av2η‖, with C4 = 2‖A‖2
∥∥(A|ranP )−1∥∥.
Therefore, for any ξ ∈ n2 ,
2‖qT vξ‖ = inf
η∈n2
∥∥T (v1 + v2)ξ −A(v1 + v2)η∥∥
max
{
1
‖P ‖‖Av2η‖,
1
‖I − P ‖‖T v1ξ −Av1η‖
}
 1 sup max
{
t,‖T v1ξ‖ −C4t
}
2‖P ‖ t
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2‖P ‖
(
C4
C4 + 1 t +
1
C4 + 1
(‖T v1ξ‖ −C4t)
)
 2C3‖T v1ξ‖.
Thus, by definition of Πq2, πq2(qT v) C3πq2(T v1) > C3c. But qAv = 0, hence πq2(qT v) 1,
which yields the desired estimate for c. 
To prove Theorem 2.1, we need a series of lemmas. The first one is a part of the Banach space
lore.
Lemma 2.3. Suppose E is a finite-dimensional subspace of an infinite-dimensional Banach
space X, and ε > 0. Then X contains a finite-codimensional subspace Y , so that ‖e + y‖ 
max{(1 + ε)−1‖e‖, (2 + ε)−1‖y‖} for every e ∈ E and y ∈ Y .
The next result is very easy to verify.
Lemma 2.4. Suppose (xn) is a normalized basic sequence in a Banach space X, with a basic
constant c. Suppose, furthermore, that T ∈ B(X) is such that, for every n ∈ N, ‖T xn‖ < γn,
where
∑
k γk < ∞. Then, for any x ∈ span[xk | k  n], we have ‖T x‖ 2c‖x‖
∑∞
k=n γk .
Proof. Write x =∑∞k=n αkxk . Then, for any m n, ‖∑mk=n αkxk‖ c‖x‖, and therefore,
|αm| =
∥∥∥∥∥
m∑
k=n
αkxk −
m−1∑
k=n
αkxk
∥∥∥∥∥ 2c‖x‖.
We conclude the proof by observing that ‖T x‖∑∞k=n |αk|γk . 
The following result seems to be well known, too. We sketch the proof for the sake of com-
pleteness.
Lemma 2.5. Suppose X is an infinite-dimensional complex Banach space, and (γn) is a se-
quence of positive numbers. Then for every T ∈ B(X) there exists λ ∈ C and a normalized
basic sequence (xn) in X, such that limn(T − λ)xn = 0, and, for each n ∈ N, ‖∑nk=1 αkxk‖ 
(1 + γn)‖∑∞k=1 αkxk‖ whenever α1, α2, . . . is an eventually null sequence of scalars.
Sketch of the proof. By Lemma 2.3, it suffices to prove that, for some λ ∈ C, T − λ is not
an isomorphism on any finite-codimensional subspace of X. Indeed, otherwise the generalized
Fredholm index i(T − λ) is defined for every λ. By the continuity of the generalized Fredholm
index (see [1, Section 4.4]), i(T −λ) is independent of λ. But T −λ is an isomorphism on X for
|λ| > ‖T ‖, hence T − λ is a Fredholm operator of index 0 for each λ ∈ C. Thus, σess(T ) = ∅, a
contradiction. 
Corollary 2.6. Suppose X is an infinite-dimensional complex Banach space. Then for every
T ∈ B(X) there exists λ ∈ C so that, for every finite-dimensional subspace E of X, ε > 0, and
n ∈ N, there exists λ ∈ C, and a subspace F of X, (1 + ε)-isomorphic to n2 , and such that
(i) ‖(T − λ)f ‖ ε‖f ‖ for any f ∈ F , and
(ii) for any e ∈ E and f ∈ F , ‖e + f ‖max{(1 + ε)−1‖e‖, (2 + ε)−1‖f ‖}.
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than 2, such that ‖(T − λ)xn‖ < 1/(5 · 4n+1). By Lemma 2.4, ‖(T − λ)y‖ < 4−n for every
y ∈ Yn = span[xi | i > n]. This yields an infinite-dimensional Y ↪→ X such that ‖(T − λ)y‖ < ε
for every y ∈ Y . An application of Lemma 2.3 completes the proof. 
Proof of Theorem 2.1, the complex case. Suppose dCIX,Πq2(T ) < 1, and show that πq2(T −
λIX)  36, with λ ∈ C from Corollary 2.6. Clearly, it suffices to assume that λ = 0, and prove
that πq2(T ) 36.
Pick c ∈ (0,πq2(T )). By [47, Chapter 11], there exists a contraction u :n2 → X such that
πq2(T u) > c. Perturbing T slightly and applying Corollary 2.6, we prove the existence of an
n-dimensional F ↪→ X, such that d(F, n2) < 2, T |F = 0, and ‖e + f ‖max{‖e‖,‖f ‖}/3 for
any f ∈ F and e ∈ E = span[ranu, ranT u]. Find u1 :n2 → F such that ‖u1‖ = 1, ‖u−11 ‖ < 2.
Then v = (u+ u1)/6 is a contraction.
Denote by q the quotient map X → X/ ranv. Then, for every ξ ∈ n2,
‖qT vξ‖ ‖T uξ‖/36. (2.1)
Indeed, any element of ranv can be written uniquely as e+f , with e ∈ E, f ∈ F , and ‖f ‖ ‖e‖.
Then
∥∥T vξ − (e + f )∥∥= ∥∥(T vξ − e)+ f ∥∥ 1
3
max
{‖T vξ − e‖,‖f ‖}.
If ‖f ‖  ‖T vξ‖/2, then ‖T vξ − e‖  ‖T vξ‖ − ‖e‖  ‖T vξ‖/2, and ‖T vξ − (e + f )‖ 
‖T vξ‖/6. If ‖f ‖  ‖T vξ‖/2, the same inequality also holds. Therefore, for any ξ ∈ n2,‖qT vξ‖ ‖T vξ‖/6. Moreover, T vξ = T uξ/6, which yields (2.1).
By definition of the (q,2)-summing norm, πq2(qT v)  c/36. However, qv = 0, hence
πq2(qT v) dCIX,Πq2(T ) < 1, and we are done. 
We next handle the real case of Theorem 2.1. For a real Banach space X define its complexi-
fication Xc as a complex Banach space, isomorphic to X ⊕X as a real space. Multiplication by
i = √−1 is defined as i(x, y) = (−y, x). The norm is defined by∥∥(x, y)∥∥
Xc
= max
φ∈[0,2π]
‖ cosφ · x + sinφ · y‖X.
Consequently,
max
{‖x‖,‖y‖} ∥∥(x, y)∥∥
Xc
 ‖x‖ + ‖y‖. (2.2)
It is well known (see e.g. [1, Section 1.1]) that Xc is indeed a complex Banach space. Henceforth,
we identify (x, y) ∈ Xc with x + iy. For T ∈ B(X,Y ), its complexification Tc ∈ B(Xc,Yc) is
defined by setting Tc(x + iy) = T x + iT y.
Since we are working with direct sums of Banach spaces, we need the following lemma.
Lemma 2.7. Suppose X1 and X2 are infinite-dimensional Banach spaces. Denote by P1 and P2
the canonical projections from X1 ⊕∞ X2 onto X1 and X2, respectively. Then every infinite-
dimensional subspace Y of X1 ⊕∞ X2 contains an infinite-dimensional subspaces Z such that
either P1|Z or P2|Z is invertible.
T. Oikhberg / Journal of Functional Analysis 246 (2007) 242–280 251Proof. Suppose that, for any infinite-dimensional Z ↪→ Y , P1|Z is not invertible. Then there
exists a normalized basic sequence (xn), with the basic constant less than 2, and such that
‖P1xn‖ < 2−(n+2) for each n. We shall show that P2 is an isometry on Z = span[xn | n ∈ N].
Indeed, by Lemma 2.4, ‖P1x‖ < ‖x‖ for every x ∈ Z. However, ‖x‖ = max{‖P1x‖,‖P2x‖},
hence ‖P2x‖ = ‖x‖ for any x ∈ Z. 
Lemma 2.8. Suppose Xc is the complexification of a real Banach space, T ∈ B(X), and a norm
one vector z = x + iy ∈ Xc (with x, y ∈ X) satisfies ‖Tcz− iz‖ < 1/20 (here, Tc is the complexi-
fication of T ). Then, for any a, b ∈ R, ‖ax + by‖C max{|a|, |b|}, where C = 1/(4(‖T ‖+ 4)).
Proof. By (2.2), 1/2max{‖x‖,‖y‖} 1. By definitions of Xc and Tc, Tcz = T x + iT y, and
iz = −y + ix, hence Tcz− iz = (T x + y)+ i(T y − x). By (2.2) again,
max
{‖T x + y‖,‖Ty − x‖}< 1/20.
Show first that ‖x + by‖ C for each b ∈ R. Indeed, suppose ‖x + by‖ < γ < 1. Then |b|‖y‖
‖x + by‖ + ‖x‖ < 2, hence |b| 4. Therefore,
∥∥T (x + by)− (−y + bx)∥∥ ‖T x + y‖ + |b|‖Ty − x‖ < 1
4
,
hence
‖−y + bx‖ ‖T ‖‖x + by‖ + ∥∥T (x + by)− (−y + bx)∥∥< ‖T ‖γ + 1
4
.
Therefore,
1
2

(
1 + b2)‖y‖ = ∥∥b(x + by)− (−y + bx)∥∥
 |b|‖x + by‖ + ‖−y + bx‖ < (4 + ‖T ‖)γ + 1
4
,
and therefore, γ  1/(4(‖T ‖ + 4)). This show that ‖ax + by‖ C|a|. Similarly, we show that
‖ax + by‖ C|b|. 
Proof of Theorem 2.1, the real case. Consider T ∈ B(X), with dRIX,Π2(T ) < 1. By Lemma 2.5,
for any T ∈ B(X) there exists λ = α + iβ ∈ C (α,β ∈ R) such that the restriction of Tc − λIXc
to an infinite-dimensional subspace Z of Xc is compact. We shall show that β = 0. This would
imply the existence of infinite-dimensional Y ↪→ X such that (T −αI)|Y is compact. Indeed, we
can view Z as a subspace of X⊕X, and denote by P1 and P2 the projections onto the first and the
second copies of X (the “real” and “imaginary” parts of Xc, respectively). By Lemma 2.7, we can
assume the existence of c > 0, and of an infinite-dimensional Z0 ↪→ Z such that ‖P1z‖ c‖z‖
for each z ∈ Z0. Find a normalized basic sequence (zn)n∈N in Z0, such that ‖(T −αI)zn‖ < 4−n.
Let yn = P1zn. Note that ‖yn‖ c for each n, and (yn)n∈N is a basic sequence in Y . Moreover,
by (2.2),
∥∥(T − αIX)yn∥∥ ∥∥(Tc − αIXc)zn∥∥ 4−nc−1‖yn‖
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completed as in the complex case.
By considering T − αIX instead of T , we can assume that α = 0. We need to establish that,
if the restriction of (Tc − iβIXc) to an infinite-dimensional subspace of Xc is compact, and
dRIX,Π2(T ) is finite, then β = 0.
Indeed, otherwise we can assume that β = 1. We are going to find (inductively) a normalized
sequence zn = xn + iyn ∈ Xc (xn, yn ∈ X) such that ‖Tczn − izn‖ < 1/(8 · 4n+1(‖T ‖ + 4)), and
the spaces Fn = span[xn, yn] form an FDD sequence with constant less than 2.
First note that, by Lemma 2.5, there exists a normalized sequence z′n ∈ X, which has basic
constant less than 2, and such that ‖Tcz′n − iz′n‖ < 1/(4n+4(‖T ‖ + 4)) for each n. Let z1 = z′1.
Suppose we have already selected zk ∈ span[z′m | m k] for 1 k  n. To pick zn+1 ∈ span[z′m |
m> n], find a finite collection F of norm 1 linear functionals in X∗, such that maxf∈F f (x) >
(1 + 4−(n+1))−1‖x‖ for any x ∈ span[F1, . . . ,Fn]. Consider
Y =
( ⋂
f∈F
kerf
)
∩
( ⋂
f∈F
ker
(
T ∗f
))
↪→ X.
As dim(X/Y ) < ∞, Y ∩ P1(span[z′m | m > n]) is non-trivial (as before, P1 is the “real part”
projection from Xc to X, that is, P1(x + iy) = x). Below we prove that any norm 1 zn+1 =
xn+1 + iyn+1 ∈ span[z′m |m > n], with xn+1 ∈ Y , has the desired properties. By Lemma 2.4,
‖Tczn+1 − izn+1‖ < 1/(8 · 4n+1(‖T ‖ + 4)). To show that (Fn) is an FDD sequence, prove first
that
‖w +w′‖ (1 − 2 · 4−(n+1))‖w‖ (2.3)
for any w′ ∈ Fn+1], and w ∈ span[F1, . . . ,Fn]. Clearly, we can assume ‖w‖ = 1. If ‖w′‖  2,
there is nothing to prove. Otherwise, write w′ = axn+1 + byn+1, where a, b ∈ R, and (by
Lemma 2.8) max{|a|, |b|}  8(‖T ‖ + 4). By (2.2), ‖T xn+1 − yn+1‖ < 1/(8 · 4n+1(‖T ‖ + 4)).
Note that, for any f ∈F , f (xn+1) = f (T xn+1) = 0, hence
f (w′) = af (xn+1)+ b
(
f (T xn+1)+ f (yn+1 − T xn+1)
)= bf (yn+1 − T xn+1),
and therefore, |f (w′)| |b|‖yn+1 − T xn+1‖ < 4−(n+1). (2.3) now follows from
‖w +w′‖max
f∈F
∣∣f (w +w′)∣∣max
f∈F
∣∣f (w)∣∣− max
f∈F
∣∣f (w′)∣∣> 1 − 2 · 4−(n+1).
Next consider a sequence (wk)Nk=1, with wk ∈ Fk . By (2.3),
∏N
j=m+1(1 − 2 · 4−j )−1 ×
‖∑Nk=1 wk‖ ‖∑mk=1 wk‖ for 1m<N . However, ln((1 − ε)−1) < 1 + 1.2ε for ε ∈ (0,1/8],
hence
ln
( ∞∏
j=2
(
1 − 2 · 4−j )−1
)
< 2.4
∞∑
j=2
4−j = 0.2 < ln 1.25.
Therefore, ‖∑mk=1 wk‖  1.25‖∑Nk=1 wk‖, hence (Fn)n∈N is an FDD sequence, with constant
not exceeding 1.25.
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ν1(T |Fn − Tn), define projections P1,P2 ∈ B(Fn) by setting P1xn = xn, P1yn = 0, P2yn = yn,
and P2xn = 0. By Lemma 2.8, ‖P1‖,‖P2‖ C = 4(‖T ‖ + 4). As P1 + P2 = IFn , we have
ν1(T |Fn − Tn) ν1
(
(T |Fn − Tn)P1
)+ ν1((T |Fn − Tn)P2)
 ‖P1‖ν1
(
(T − Tn)|ranP1
)+ ‖P2‖ν1((T − Tn)|ranP2)
 C
(∥∥∥∥(T − Tn) xn‖xn‖
∥∥∥∥+
∥∥∥∥(T − Tn) yn‖yn‖
∥∥∥∥
)
 2C
(∥∥(T − Tn)xn∥∥+ ∥∥(T − Tn)yn∥∥)
= 2C(‖T xn + yn‖ + ‖Tyn − xn‖) 4C‖Tczn − izn‖ < 4−n.
Applying Lemma 1.7, we can find T˜ ∈ B(X) such that ν1(T − T˜ ) < 2, and T˜ |Fn = Tn for each n.
Let Y = span[Fn | n ∈ N], and denote by S the operator T˜ |Y (viewed as acting into Y ). Clearly,
S2 = −IY . Find a 2n-dimensional subspace of E ↪→ Y , for which there exists a contraction
u :2n2 → E with ‖u−1‖ < 2. By [46, Lemma 3.4], there exists an n-dimensional G ↪→ 2n2 such
that ‖PG⊥u−1Suξ‖ ‖ξ‖ for each ξ ∈ G (PG⊥ stands for the orthogonal projection onto G⊥).
That is, ‖u−1Suξ + η‖ ‖ξ‖ for any ξ, η ∈ G. Therefore, ‖Suξ + uη‖ ‖ξ‖/2 for such η and
ξ .
Denote by q the quotient of X by u(G). Then, for any ξ ∈ G, ‖qT˜ uξ‖ ‖ξ‖/2. Therefore,
by [47, Proposition 19.1],
dRIX,Πq2(T˜ ) πq2(qT˜ u)
1
2
πq2(In2 )
n1/q
4
,
hence, for every n ∈ N,
dRIX,Πq2(T ) dRIX,Πq2(T˜ )− πq2(T − T˜ )
n1/q
4
− 2,
which yields a contradiction. 
As seen from the proof above, the ideals Πq2 are special, due to their connection to the Hilbert
spaces (and due to Dvoretzky Theorem). For an arbitrary nice ideal B, FIX can be shown to be
B-hyperreflexive if X has some “structure.”
Theorem 2.9. If X is an Lp,κ -space (1 p ∞, κ  1), andB is a maximal ideal, then FIX is
C −B-hyperreflexive, with C dependent only on κ .
We say that a basis (ei) is a Banach space E is self-repeating if there exists C  1 such that,
for any N ∈ N, and for any infinite S ⊂ N, there exist i1, . . . , iN in S , so that κ−1‖∑Nj=1 αjej‖
‖∑Nj=1 αjeij ‖ κ‖∑Nj=1 αjej‖ for all α1, . . . , αn ∈ F. It is easy to observe that every subsym-
metric basis is self-repeating.
Theorem 2.10. Suppose X is a Banach space with a self-repeating unconditional basis, and B
is a maximal ideal. Then FIX isB-hyperreflexive.
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hyperreflexivity of FIX (see Theorem 2.15).
We start the proof of the two preceding theorems by learning to “diagonalize” operators. If X
is a Banach space with an unconditional basis (ei)i∈I , we call T ∈ B(X) diagonal if, for every
i ∈ I , T ei = tiei (ti ∈ F).
Lemma 2.11. SupposeB is a maximal ideal, X is a Banach space with a C-unconditional basis
(ei)
N
i=1 (N ∈ N ∪ {∞}), and T ∈ B(X) is such that dFIX,B(T ) is finite. Then there exists a
diagonal T1 ∈ B(X) such that β(T − T1) 4C2β(T ), and dFIX,B(T1) (4C2 + 1)β(T ).
Proof. By homogeneity, we can assume that dFIX,B(T ) < 1. We shall only consider the case of
infinite-dimensional X (the finite-dimensional one is tackled similarly).
Denote by fi the functional biorthogonal to ei , let ti = fi(T ei), and denote by T1 the linear
operator on X, defined by T1ei = tiei . We shall show that β(T − T1) 4C2.
For F ⊂ N, define the projection PF by setting
PFei =
{
ei i ∈F ,
0 i /∈F .
For simplicity, we denote P{1,...,n} by Qn. Observe that
QnT1Qn = QnTQn − 22−n
∑
F⊂{1,...,n}
(Qn − PF )T PF .
However, (Qn − PF )PF = 0, hence
β
(
(Qn − PF )T PF
)
 ‖Qn − PF‖‖PF‖ <C2,
and therefore, β(QnTQn −QnT1Qn) < 4C2 for each n.
It remains to show that β(T − T1)  4C2. To this end, it suffices to prove that an op-
erator S ∈ B(X) satisfies β(S)  1 whenever β(QnSQn) < 1 for each n. Indeed, for every
ε ∈ (0,β(S)) there exist finite rank contractions A and B such that β(ASB) > β(S) − ε.
Note that limm ν1(QmB − B) = 0, hence, by a small perturbation argument, we can assume
that QmB = B . By a small perturbation once again, we can assume that, for some n  m,
QnSQm = SQm. Thus,
1 > β(QnSQn) β(AQnSQnB) = β(ASB) > β(S)− ε.
Since ε is arbitrary, we get the desired estimate. 
Proof of Theorem 2.9. In this proof, C0,C1, . . . stand for constants, which depend only on κ
(we do not keep track on the rate of growth of our constants Ci as κ → ∞, but it appears to be
polynomial).
By [25], X contains an increasing net of finite-dimensional subspaces (Xi)i∈I (ordered by
inclusion), such that d(Xi, Kip ) < C0 (Ki is even), X =⋃i∈I Xi , and, for each i, there exists a
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basis (e(i)j )
Ki
j=1 in Xi , such that, for any sequence of scalars (αj )
Ki
j=1,
C−10
∥∥∥∥∥
Ki∑
j=1
αje
(i)
j
∥∥∥∥∥
∥∥∥∥∥
Ki∑
j=1
αj δj
∥∥∥∥∥ C0
∥∥∥∥∥
Ki∑
j=1
αje
(i)
j
∥∥∥∥∥ (2.4)
((δj )Kij=1 is the canonical basis in Kip ).
Suppose T ∈ B(X) is such that β(AT B) < 1 whenever A and B are finite rank contractions
with AB = 0. For each i consider Ti = PiT Pi as an operator on Xi . For any pair of finite rank
contractions B : E → Xi and A : Xi → F , β(ATiB) = β(APiTiB) < C0 whenever AB = 0 (we
view B as taking E to X, and APi as mapping X to F ). By Lemma 2.11, there exists an operator
Si ∈ B(X), diagonal with respect to (e(i)j )Kij=1, such that β(Ti |Xi − Si) < C1. We shall show that
there exists s(i) ∈ F such that
β
(
Si − s(i)IXi
)
<C2. (2.5)
Consider the real case first. We have Sie(i)j = sj e(i)j . By changing the enumeration, we can
assume that s1  s2  · · · sKi . Pick s = s(i) ∈ [sKi/2+1, sKi/2] (in other words, s(i) is a median
of the sequence (sj )), and show that (2.5) holds for this value of s(i). To achieve this, consider
the maps B :Ki/2p → Xi and A :Xi → Ki/2p , defined as follows:
Bδj = 12C0 (ej + eKi−j ), Aej =
δj
2C0
, AeKi−j = −
δj
2C0
(1 j Ki/2) (2.6)
((δj )Ki/2j=1 is the canonical basis for Ki/2p ). Clearly, max{‖A‖,‖B‖} 1, and AB = 0. Therefore,
β(ASiB) β(ATiB)+ β(Ti − Si) < C0 +C1.
On the other hand, 4C20ASiBδj = (sj − sKi−j )δj . Denote by Λ, Λ1, and Λ2 the diagonal oper-
ators on Ki/2p , whose diagonal entries are, respectively, (sj − sKi−j ), (sj − s), and (s − sKi−j ).
Then Λ = 4C20ASiB , hence β(Λ) 4C20β(ASiB) C3. Moreover, there exist (diagonal) con-
tractions U1,U2 ∈ B(Ki/2p ) such that Λr = UrΛ (r = 1,2). Therefore, β(Λr) β(Λ). Finally,
Si − sIXi = W1Λ1V1 +W2Λ2V2, with
V1 :Xi → Ki/2p : ej →
{
δj j Ki/2,
0 j >Ki/2,
W1 :
Ki/2
p → Xi : δj → ej ,
and V2,W2 defined similarly. By (2.4), ‖Vr‖,‖Wr‖ C0. This implies
β(Si − sIXi )
2∑
r=1
‖Wr‖‖Vr‖β(Λr) < C2,
hence (2.5) holds.
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medians of (αj ) and (βj ), respectively. As above, it suffices to show that the diagonal operators
(αj − α) and (βj − β), acting on Xi , have β-norms bounded by a constant C2/2. Now suppose
α1  α2  · · · αKi . With A and B as in (2.6), we show that the
β
(
diag
(
αj − αKi−j + i(βj − βKi−j )
)Ki/2
j=1
)
<C5.
Here, diag(tj )Ki/2j=1 is viewed as a diagonal operator on 
Ki/2
p . If |tj |  |t ′j | for 1  j  Ki/2,
then β(diag(tj )) β(diag(t ′j )). Therefore, β(diag(αj − αKi−j )Ki/2j=1 ) < C5. As in the real case,
we conclude that β(diag(αj −α)Ki/2j=1 ) < C5. Similarly, we show that β(diag(βj −β)Ki/2j=1 ) < C5.
Thus, (2.5) holds, with s(i) = α + iβ , and C2 = 2C5.
The inequality (2.5), and the reasoning preceding it, imply that
β
((
PiT Pi − s(i)Pi
)∣∣
Xi
)
 β(PiT Pi |Xi − Si)+ β
(
Si − s(i)IXi
)
<C1 +C2 = C6.
But (IX − Pi)IXPi = 0, hence
β
(
(IX − Pi)T Pi
)
 ‖IX − Pi‖‖Pi‖C < (C0 + 1)C0C.
Therefore,
β
((
T − s(i)IX
)∣∣
Xi
)
 β
((
PiT − s(i)IX
)∣∣
Xi
)+ β((IX − Pi)T Pi)<C7.
Passing to a subnet of I if necessary, we can assume that limi s(i) = s exists. We shall show
that β(T − sIX) < C7. Indeed, suppose j  i. Then
β
((
T − s(j)IX
)∣∣
Xi
)
 β
((
T − s(j)IX
)∣∣
Xj
)
<C7.
Taking the limit, we see that for each i, β((T − sIX)|Xi ) C7. Therefore,
β(T − sIX) = sup
i
β
(
(T − sIX)|Xi
)
 C7,
and we are done. 
Proof of Theorem 2.10. Suppose (ei) is a self-repeating unconditional basis in a Banach
space X. By renorming, we can assume that this basis is 1-unconditional, and normalized.
Consider T ∈ B(X) with dFIX,B(T ) < 1, and show that β(T − sIX)  C0 for some s ∈ F (in
this proof, C0 and C1 denote constants, depending only on the “self-repeating constant” κ). By
Lemma 2.11, there exists a diagonal operator S such that β(S − T ) < C0. We use the notation
S = diag(s1, s2, . . .) (that is, Sei = siei ). Let s be a cluster point of the sequence (si), and show
that β(S − sIX) C1.
Without loss of generality, assume s = 0. Denote by Qn the nth basis projection (Qnei = ei
if i  n, Qnei = 0 if i > n). As in the proof of the previous theorem, it suffices to show
that β(SQn − sQn) < C1 for each n. By a small perturbation method, and using the defini-
tion of the self-repeating basis, we can assume the existence of in > · · · > i1 > n, such that
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1  j  n. Let E = span[e1, . . . , en], and consider B :E → X : ej → (ej + eij )/(2κ). Define
A :X → E by setting Aej = ej /(2κ), Aeij = −ej /(2κ), Aek = 0 if k /∈ {1, . . . , n, i1, . . . , in}.
Clearly, A and B are contractions, and AB = 0. Moreover, ASBej = (sj − s)/(4κ2)ej . Identi-
fying E with ranQn, we obtain QnS = ABQn/(4κ2). Thus, β(QnS) 4κ2β(ASB) 4κ2, and
we are done. 
2.2. The Banach space case: counterexamples
It is known (see e.g. [30]) that every 1-dimensional space is hyperreflexive (more generally,
every reflexive finite-dimensional space of operators is hyperreflexive). In this subsection, we
give examples of 1-dimensional spaces which are notB-hyperreflexive.
Theorem 2.12. Suppose X and Y are Banach spaces, andB is a maximal Banach ideal.
(1) Suppose the norms ‖ · ‖ and β(·) are not equivalent on F(X,Y ). Then there exists an ap-
proximable T ∈ B(X,Y ), for which FT is notB-hyperreflexive.
(2) For every C > 0 there exists T ∈ B(X) such that FT is not C −B-hyperreflexive.
Remark 2.13. G. Pisier (see e.g. [39,40]) constructed an example of a Banach space XP on
which every approximable operator is nuclear. We do not know whether there exists T ∈ B(XP )
for which FT is notB-hyperreflexive.
Proof. (1) For n ∈ N let us define φ(n) = supranku=n β(u)/‖u‖ (note that 1  φ(n)  n, and
limn φ(n) = ∞). Find a sequence of 4-tuples (αk, nk, uk,Fk)k∈N, where, for each k, αk > 0, nk ∈
N, uk ∈ B(X,Y ) is a contraction of rank not exceeding nk , Fk is a finite-dimensional subspace
of X, and the following collection of inequalities is satisfied:
(1) β(uk) β(uk|Fk ) > φ(nk)/2.
(2) αk+1 < 2−6(k+1) min
jk
αj
(
max{dimFj ,4nj }
)−1
.
(3) φ(nk+1) > 2 · 10kα−1k+1
(
k∑
j=1
nj + 10k
)
.
(2.7)
Indeed, the selection of such 4 tuples can be done inductively. First let α1 = 2−6, n1 = 10, and
pick u1 and F1 to satisfy (2.7(1)). If the first k 4-tuples have already been selected, find αk+1 > 0
for which (2.7(2)) holds. Then find nk+1 to satisfy (2.7(3)). Finally, we pick uk+1 and Fk+1
satisfying (2.7(1)).
Consider T =∑∞k=1 αkuk (the sum converges in B(X,Y ), since 0 < αk  2−6k). We claim
that FT is notB-hyperreflexive. To this end, show first that T /∈B(X,Y ). Indeed, for each k > 1,
β(T ) β(T |Fk ) αkβ(uk|Fk )−
k−1∑
αjβ(uj |Fk )−
∞∑
αjβ(uj |Fk ). (2.8)
j=1 j=k+1
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∑k−1
j=1 αjβ(uj |Fk ) 
∑k−1
j=1 nj . On the
other hand, for j > k, β(uj |Fk ) dimFk . By (2.7(2)), αj dimFk < 2−6jαk . Finally, by (2.7(3)),
αkβ(uk|Fk ) > αkφ(nk)/2. Therefore, (2.8) and (2.7(3)) imply
β(T ) β(T |Fk ) 102k + 10k
k−1∑
j=1
nj −
k−1∑
j=1
nj − αk
∞∑
j=k+1
2−6j > 10k.
But k > 1 may be arbitrarily large, hence T /∈B(X,Y ).
Therefore, for k > 1, distB(αkuk,FT ) = αkβ(uk) > αkφ(nk)/2 > 102k . Next we estimate
dFT ,B(αkuk) from above. To this end, suppose A and B are contractions, and ATB = 0. Then
−αkAukB =
k−1∑
j=1
αjAujB +
∞∑
j=k+1
αjAujB,
and therefore,
β(αkAukB)
k−1∑
j=1
αjβ(uj )+ β
( ∞∑
j=k+1
αjAujB
)
. (2.9)
But β(uj ) φ(nj ). Moreover, by (2.7(2)),∥∥∥∥∥
∞∑
j=k+1
αjAujB
∥∥∥∥∥
∞∑
j=k+1
αj 
αk
4nk
∞∑
j=k+1
2−6j  αk
26k+1nk
,
and
rank
( ∞∑
j=k+1
αjAujB
)
= rank
(
k∑
j=1
αjAujB
)

k∑
j=1
nj < 2nk.
Therefore,
β
( ∞∑
j=k+1
αjAujB
)

∥∥∥∥∥
∞∑
j=k+1
αjAujB
∥∥∥∥∥ rank
(
k∑
j=1
αjAujB
)
 αk
26k
.
Thus, by (2.9) and (2.7),
β(αkAukB)
k−1∑
j=1
nj + αk26k <
αkφ(nk)
10k−1
+ αk
26k
<
αkφ(nk)
2k+1
.
Therefore,
dFT ,B(αkuk) <
αkφ(nk)
k+1 <
β(αkuk)
k
.2 2
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(2) Pick a finite rank S ∈ B(X) with β(S) > C, and let T = S − λIX , where λ ∈
(0, (rank(S))−1). Then T /∈ B(X), hence distB(S,FT ) = β(S). On the other hand, suppose
the contractions A and B satisfy ATB = 0. Then ASB = λAB , and β(ASB) = λβ(AB) 
λ rank(ASB) λ rank(S) < 1. 
Proposition 2.14. Suppose B is a nice ideal, and a pair X, Y of infinite-dimensional Banach
spaces satisfies one of the following conditions:
(1) X = Y has the Bounded Approximation Property.
(2) There exists C > 0 such that, for every n, X contains a C-complemented C-isomorphic copy
of n2 .
(3) X has a complemented infinite-dimensional K-convex subspace.
Then the norms β(·) and ‖ · ‖ are not equivalent, and, by Theorem 2.12(1), there exists T ∈
B(X,Y ) so that FT is notB-hyperreflexive.
Proof. (1) By definition of the Bounded Approximation Property, there exists a constant C with
the property that for any finite-dimensional subspace E of X, there exists a finite rank u ∈ B(X),
such that u|E = IE , and ‖u‖  C. The ideal (B,β) is nice, hence for every λ > 0 there exists
a finite-dimensional E ↪→ X such that β(IE) > Cλ. Therefore, β(u)/‖u‖ can be as large as
possible, for finite rank u ∈ B(X).
To prove (2), fix n, and select En ↪→ X, C-isomorphic to n2, for which there exists a projection
Pn :X → En ‖Pn‖ C. Find Fn ↪→ Y such that d(Fn, n2) < 2. Then there exists un :En → Fn
of norm less than 2C, such that u−1n is a contraction. Then ‖unPn‖  2C, while β(unPn) 
φ(n) ↗ ∞. Finally, (2) implies (3) by [38]. 
Theorem 2.15. Suppose (B,β) is a maximal Banach ideal, such that either
lim
p↘2 limn→∞
β(Inp )
β(In2 )
= ∞,
or
lim
p↗2 limn→∞
β(Inp )
β(In2 )
= ∞.
Then there exists a Banach space X with an unconditional basis such that FIX is not B-
hyperreflexive.
Remark 2.16. Examples of ideals covered by the previous theorem include Ip (1 p < 2), and
Πpq (q ∈ [1,2), 1/p − 1/q + 1/2  0), and Γp (1 < p < ∞). In particular, the case of Πq
(q ∈ [1,2)) is covered.
The cases of Ip and Γp follow by [37, Chapter 22]. To deal with Πpq , observe that, by
[14, p. 207], πpq(In) = n1/p−1/q+1/2. Moreover, πpq(In)  n1/p−1/q+1/u′ (here u > 2 and2 u
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Then
sup
x∗∈X∗,‖x∗‖1
(∑
i
∣∣x∗(ei)∣∣q
)1/q
= n1/q−1/u′ ,
and (
∑
i ‖ei‖p)1/p = n1/p .
Proof. We only deal with the case of
lim
p↘2 limn→∞
β(Inp )
β(In2 )
= ∞,
as the second one is handled similarly. We consider the space
X =
( ∞∑
i=1
nipi
)
2
,
with pi ↘ 2, and ni ↗ ∞. More precisely:
(1) ni ’s increase very fast: for each k,
ck = β(Inkpk ) 100
k+1
k−1∑
i=1
ni, 6−1 · 100−(k+1)ck > dk = β(I

2nk
2
)
(this is possible since for m ∈ N and j  2m, β(Im2 ) β(I2m2 ) 2β(Im2 )).
(2) pk’s approach 2 “even faster”: for each k, 52nk(1/2−1/pk+1) < 2.
The space X was introduced by W. Johnson [20] (see also [27, pp. 112–113]). He proved that
all subspaces of X have the Bounded Approximation Property, although X is not isomorphic to
a Hilbert space.
Denote by Pi the natural contractive projection onto Xi = nipi . Then β(Pi) ci . To complete
the proof, we have to show that dFIX,B(Pi)
∑i−1
k=1 nk + 6di . Assuming the above inequality is
true, we would have, for each i
β(Pi)
dFIX,B(Pi)
 ci
ci/100i+1 + ci/100i+1 > 100
i ,
which, by definition, means that FIX is notB-hyperreflexive.
Fix i, and show that, for any subspace E of X, β(qEPiiE) 
∑i−1
k=1 nk + 6di , where iE is
the injection of E into X, and qE : X → X/E is the quotient map. To achieve this, let Q =
IX −∑ik=1 Pk . Clearly, −qEPiiE = qE(∑i−1k=1 Pk)iE + qEQiE , hence
β(qEPiiE) β
(
qE
(
i−1∑
Pk
)
iE
)
+ β(qEQiE). (2.10)k=1
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β
(
qE
(
i−1∑
k=1
Pk
)
iE
)
 rank
(
qE
(
i−1∑
k=1
Pk
)
iE
)

i−1∑
k=1
nk.
To estimate β(qEQiE), note that qEQiE = −qE(∑ik=1 Pk)iE , hence rank(qEQiE)  2ni . Let
Y = ranQ, and consider F = Q(E) and Z = ker(qEQ) as subspaces of Y . Then qEQiE =
(qEQ)(QiE) factors canonically (contractively) via qZiF (where iF :F → Y and qZ :Y → Y/Z
are an injection and a quotient map, respectively), and dimF/(F ∩ Z)  2ni . By [27, p. 112]
or [20], G = qZ(F ) is 3-isomorphic to G1/G2, where G1 is a subspace of Y , of dimension not
exceeding 52ni . But then (cf. [23], or [21]) G1 is 2-isomorphic to a Hilbert space. Therefore,
d(G,dimG2 ) 6, and
β(qEQiE) β(IG) 6β(IdimG2 ) 6di,
Going back to (2.10), we obtain the result. 
Remark 2.17. In [22], D. Larson proposed the following generalization of hyperreflexivity from
algebras of operators to general Banach algebra. We say that a subspace A of a Banach algebra
U is C-Larson hyperreflexive (C-LHR, for short) if, for any u ∈ U , we have
inf
a∈A
‖u− a‖C sup{‖vuw‖ ∣∣ v,w ∈ U, vAw = 0, max{‖v‖,‖w‖} 1}.
We say that A is Larson hyperreflexive (LHR) if it is C-Larson hyperreflexive for some C. The
motivation for this definition comes from the following observation: a subspace of U = B(X) (X
being a Banach space) is C-Larson hyperreflexive iff it is C-hyperreflexive in the usual sense.
As noted above, every one-dimensional subspace of B(X) is hyperreflexive. This is not the
case if we consider Larson hyperreflexivity.
Corollary 2.18. There exists a Banach algebra U with the identity I , such that CI is not Larson
hyperreflexive.
Proof. Find an infinite-dimensional Banach space X and a maximal Banach ideal B such that
CIX is not B-hyperreflexive (the existence of such X and B was established in Theorem 2.15).
Define U as CIX ⊕1B(X) (for λ ∈ C and T ∈B(X), we set ‖λIX ⊕1 T ‖U = |λ| + β(T )). We
can view U as a subalgebra of B(X), with the usual operator multiplication, but with a different
norm. It remains to show that CI is not Larson hyperreflexive. Indeed, for any n ∈ N there exists
T ∈B(X) such that β(T ) > n, and β(vT w) < 1 whenever v and w are contractions satisfying
vw = 0. Then
inf
λ∈C‖T − λIX‖U = β(T ) > n.
On the other hand, if v,w ∈ U are such that max{‖v‖U ,‖w‖U } 1, then v and w belong to the
unit ball of B(X). Therefore,
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{‖vT w‖U ∣∣ v,w ∈ U, vw = 0, max{‖v‖U ,‖w‖U} 1}
 sup
{
β(vT w)
∣∣ v,w ∈ B(X), vw = 0, max{‖v‖B(X),‖w‖B(X)} 1}< 1.
As n can be arbitrarily large, CI is not Larson hyperreflexive. 
Remark 2.19. One can strengthen the statements of Theorems 2.12 and 2.15 by considering the
ampliations of the operators involved. For T ∈ B(X,Y ) and n ∈ N ∪ {∞}, the nth ampliation of
T is defined as T (n) = In2 ⊗ T ∈ B(n2(X), n2(Y )). For A⊂ B(X,Y ), set A(n) = {T (n) | T ∈A}.
The proofs of the theorems yield, respectively:
(1) Suppose X and Y are Banach spaces, andB is a maximal Banach ideal, for which the norms
‖·‖ and β(·) are not equivalent on F(X,Y ). Then there exists an approximable T ∈ B(X,Y ),
for which FT (n) is notB-hyperreflexive for any n ∈ N.
(2) Suppose (B,β) is a maximal Banach ideal, and either limp↘2 limn→∞
β(Inp
)
β(In2
)
= ∞, or
limp↗2 limn→∞
β(Inp
)
β(In2
)
= ∞. Then there exists a Banach space X with an unconditional
basis such that FIn2(X) is notB-hyperreflexive for any n ∈ N.
This contrasts sharply with the classical setting: by [24], if A is an n-dimensional subspace
of B(X,Y ), then A(2n) is reflexive, and therefore, by [30], hyperreflexive.
3. The Hilbert space case
3.1. The Hilbert space case: introduction
In this section, we deal with the class of Hilbert spaces, and the separable symmetrically
normed ideals (see [17,45] for general information on the topic). To describe these ideals, sup-
pose E is a symmetric sequence space, that is, a Banach space of sequences of complex scalars,
such that, for any sequence (αi)i∈N of scalars, any sequence (ωi)i∈N of scalars with |ωi | = 1,
and any permutation π of N, we have ‖(αi)i∈N‖E = ‖(ωiαπ(i))i∈N‖E . Henceforth, we assume
that ‖(1,0,0, . . .)‖E = 1. Then SE consists of all compact operators T with (sj (T ))j∈N ∈ SE
(s1(T ) s2(T ) · · · 0 are the singular values of T ), with the norm ‖T ‖E = ‖(sj (T ))j∈N‖E .
Suppose a symmetric normed space E coincides with E0 = span[en | n ∈ N] ↪→ E , where
en = (0, . . . ,0,1,0, . . .) (1 occupies nth position). It is known [17, Section III.6] that SE is a
separable symmetrically normed ideal. Conversely, if S is a separable symmetrically normed
ideal, then S = SE , for a symmetrically normed space E satisfying E = E0.
As an analogue of maximality, we require the space E to be mononormalizing (the term
comes from [17, p. 88]; in [45], such spaces are called regular). That is, we require that two
conditions be satisfied: (i) if limn ‖(x1, . . . , xn,0,0, . . .)‖E = C < ∞, then (xi)i∈N ∈ E , and
‖(xi)i∈N‖E = C; and (ii) if (xi)i∈N ∈ E , then limn ‖(xn, xn+1, . . .)‖E = 0. Note that these two
conditions guarantee E = E0. As before, we say that the symmetric sequence space E , and the
corresponding ideal SE , are nice, if E is mononormalizing, and limn ‖In2‖E = ∞, or equivalently,
limn cE (n) = ∞, where cE (n) = ‖(1, . . . ,1,0, . . .)‖E (n 1’s followed by 0’s). In other words, a
symmetric mononormalizing sequence space E is nice if the formal identity map I :E → c0 is
not an isomorphism.
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dA,E (T ) = sup‖P⊥A(ranQ)TQ‖E , where the supremum is taken over all orthogonal projec-
tions Q, and P⊥A(ranQ) is the orthogonal projection with kernel A(ranQ). In particular, if
A ↪→ B(H) is a unital operator algebra, then dA,E (T ) = sup‖Q⊥TQ‖E , with the supremum
taken over all orthogonal projections Q onto invariant subspaces of A.
3.2. The Hilbert space case: main results
As in the Banach space setting, the differences between the classical hyperreflexivity and SE -
hyperreflexivity are numerous. For instance, it is unknown whether every von Neumann algebra
is hyperreflexive (this question is equivalent to the famous Kadison Similarity Problem, see e.g.
[41, Section 27]). However, we have:
Theorem 3.1. Suppose E is a nice sequence space.
(1) If E is reflexive, or equals 1, then any von Neumann algebra is 8 − SE -hyperreflexive.
(2) If H and K are Hilbert spaces, then B(K)⊗ IH is 4 − SE -hyperreflexive.
Remark 3.2. E. Christensen [7] (see also [11, Section 9]) proved that any injective von Neumann
algebra is hyperreflexive. See [8] for more examples of hyperreflexive von Neumann algebras,
and for the connections to other open problems.
By Theorem 3.1, CIH is 4 − SE -hyperreflexive for any Hilbert space H . By Theorem 2.12,
not every 1-dimensional subspace of B(H) is SE -hyperreflexive. However, many such subspaces
are:
Theorem 3.3. If E is a nice sequence space, and A ∈ B(H,K) is not compact, then CA is
4(2 + ‖A‖‖A‖−1ess)− SE -hyperreflexive.
On the other hand, it is known (see e.g. [3,11]) that any nest algebra is hyperreflexive. The
algebras of analytic Toeplitz and analytic Laurent operators are hyperreflexive ([10,43], respec-
tively). By contrast, we have:
Theorem 3.4. Suppose E is a nice sequence space. Then a nest algebra A is SE -hyperreflexive
if and only if the corresponding nest contains finitely many projections.
The algebra L of analytic Laurent operators is the algebra of multiplication operators Mφ (φ ∈
H∞), acting on L2(T), where the unit circle T is equipped with the normalized Haar measure.
One can view L as the weak∗-closed subalgebra of B(L2) generated by the bilateral shift.
Now denote by P (H) the orthogonal projection from L2(T) onto the Hardy space H2. The
algebra T consists of analytic Toeplitz operators Tφ = P (H)Mφ |H2 (as before, φ ∈ H∞). Clearly,
both L and T are algebraically isomorphic, and weak∗ isometric to H∞.
Theorem 3.5. Suppose A is either the algebra of analytic Toeplitz operators, or the algebra of
analytic Laurent operators, n ∈ N, and E is a nice symmetric sequence space. Then A(n) is not
SE -hyperreflexive.
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Proposition 3.16, A(∞) is E-hyperreflexive whenever E is nice, and A is a unital weak∗ closed
subalgebra of B(H) (H is a Hilbert space).
Proof of Theorem 3.1. (1) We use the standard connection between derivations and hyperreflex-
ivity. Consider a von Neumann sub-algebra N of B(H) (H is a Hilbert space). Suppose T ∈
B(H) is such that, for any N -invariant orthogonal projection P , we have ‖(I − P)T P ‖E  1.
We shall show that there exists a ∈ N such that ‖T − a‖E  8. To this end, introduce a map
δ :N ′ → SE :b → bT − T b (N ′ is the commutant of N ). To check that δ is bounded, note that,
for any P ∈ N ′,
‖δP ‖E = ‖PT − T P ‖E =
∥∥PT (I − P)− (I − P)T P∥∥E

∥∥PT (I − P)∥∥E + ∥∥(I − P)T P∥∥E  2.
Therefore, ‖δU‖E  4 if U is self-adjoint unitary, which, in turn, implies that ‖δ‖ 8. By [19]
there exists S ∈ SE , such that ‖S‖E  8, and δb = bS − Sb for any b ∈ N ′. In particular, bS −
Sb = bT − T b for any b ∈ N ′, hence b(T − S) = (T − S)b, and, by the double commutant
theorem, T − S ∈ N .
(2) It suffices to consider the case of H being finite-dimensional, that is, H = n2 . Suppose
T ∈ n2(K) satisfies dB(K)(n),E (T ) < 1, and show the existence of A ∈ B(K) such that ‖A(n) −
T ‖E < 4. Denote by P1, . . . ,Pn the orthogonal projections from n2(K) onto the copies of K .
Let Ai = PiT Pi , viewed as acting on K , and write T =∑ni=1,j Eij ⊗Aij , where (Eij )ni,j=1 are
matrix units in B(n2). Let n1 = n/2, n2 = n − n1. Consider the Grassman manifold G of n1-
dimensional subspaces of n2 , equipped with the rotation-invariant probability measure. By [34,
Lemma 4.6],∫
G
(
(In2
− P)⊗ IK
)
(Eii ⊗Aii)(P ⊗ IK)dP = n1n2
n2 − 1
(
Eii − 1
n
In2
)
⊗Aii
for each i, and ∫
G
(
(In2
− P)⊗ IK
)
(Eij ⊗Aij )(P ⊗ IK)dP = n1n2
n2 − 1Eij ⊗Aij
when i = j . Let A =∑ni=1 Aii/n. Then∫
G
(
(In2
− P)⊗ IK
)
T (P ⊗ IK)dP = n1n2
n2 − 1 (T − In2 ⊗A).
But ((In2 − P)⊗ IK)B(K)(n)(P ⊗ IK) = 0 for each P ∈ G, hence∥∥((In2 − P)⊗ IK)T (P ⊗ IK)∥∥E  dB(K)(n),E (T ) < 1.
Therefore, ‖T −A(n)‖E < (n2 − 1)/(n1n2) 4. 
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κ with the property that, for two disjointly supported vectors x, y ∈ E , we have ‖x + y‖ 
κ max{‖x‖,‖y‖} (for instance, if E = p , then κ = 21/p works). Then, in the above proof, we
have
∥∥PT (I − P)− (I − P)T P∥∥E  κ max{∥∥PT (I − P)∥∥E ,∥∥(I − P)T P∥∥E},
and we conclude that any von Neumann algebra is 4κ − SE -hyperreflexive.
Proof of Theorem 3.3. Suppose, without loss of generality, that A ∈ B(H,K) satisfies
‖A‖ess < 1. Pick c ∈ (0,‖A‖ess). Suppose T0 ∈ B(H,K) is such that dCA,E (T0) < 1. We shall
show the existence of λ ∈ C for which ‖T0 − λA‖E  8 + 4‖A‖c−1.
Use polar decomposition to find orthogonal projections P ∈ B(H) and Q ∈ B(K) such that
A = QAP + (I − Q)A(I − P), ‖(I − Q)A(I − P)h‖ 1, and ‖QAPξ‖ c‖ξ‖ for any ξ ∈
ranP . Observe that QA(I − P) = (I −Q)AP = 0, hence
∥∥T0 − (QT0P + (I −Q)T0(I − P))∥∥E  ∥∥QT0(I − P)∥∥E + ∥∥(I −Q)T0P∥∥E
 2dCA,E (T0) < 2.
Let T = QT0P + (I − Q)T0(I − P). It remains to prove that ‖T − λA‖E  6 + 4‖A‖c−1 for
some λ ∈ C.
By Theorem 3.1(2), CP ↪→ B(ranP) is 4 − SE -hyperreflexive. Moreover, QAP (viewed
as an operator from ranP to ranQ) has an inverse of norm not exceeding c−1. Hence, by
Proposition 1.3, CQAP is 4‖A‖c−1 − SE -hyperreflexive. If the contractions v :H → ranP and
u : ranQ → K satisfy u(QAP)v = 0, then
‖uQT Pv‖E = ‖uQT0Pv‖E  dCA,E (T0) < 1.
Therefore, there exists λ ∈ C such that ‖QTP − λQAP ‖E < 4‖A‖c−1. Passing from T to T −
λA if necessary, we may assume that λ = 0.
Next we estimate ‖(I − Q)T (I − P)‖E . For every ε > 0 there exists an n-dimensional sub-
space E1 of ran(I − P) such that ‖(I − Q)T (I − P)|E1‖E > ‖(I − Q)T (I − P)‖E − ε. As‖A‖ess < 1, and QTP is compact, we can assume (by perturbing T slightly) the existence of
an n-dimensional E2 ↪→ ranP such that ‖A|E2‖ < 1, and T |E2 = 0. Consider the isometries
uj : n2 → Ej (j = 1,2), and let u = (u1 + u2)/
√
2. Let E = ranu, and let R be the orthogonal
projection onto A(E)⊥. We shall show that, for any ξ ∈ n2, ‖RT uξ‖ ‖T u1ξ‖/2. Indeed,
2‖RT uξ‖2 = 2 inf
η∈n2
‖T uξ +Auη‖2 = inf
η∈n2
(‖T u1ξ +Au1η‖2 + ‖Au2η‖2)
 inf
η∈n2
((‖T u1ξ‖ − ‖Au1η‖)2 + ‖Au2η‖2).
However, ‖Au2η‖ c‖η‖, while ‖Au1η‖ c‖η‖. Therefore,
2‖RT uξ‖2  inf ((‖T u1ξ‖ − t)2 + t2)= ‖T u1ξ‖2/2.
t
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RAu = 0, hence ‖RT u‖E  dCA,E (T0) + ‖T − T0‖E < 3. Then ‖(I − Q)T (I − P)‖E <
‖T u1‖E + ε  2‖RT u‖E + ε. As ε > 0 is arbitrary, we conclude that ‖(I −Q)T (I −P)‖E  6,
and
‖T ‖E  ‖QTP ‖E +
∥∥(I −Q)T (I − P)∥∥E  6 + 4‖A‖c−1.
Therefore, ‖T0‖E  8 + 4‖A‖c−1. The constant c can be arbitrarily close to ‖A‖ess, hence the
desired estimate for distE (T ,CA). 
Proof of Theorem 3.4. The case of a finite nest is easy to handle. If a nest on a Hilbert space H
is infinite, find a strictly increasing sequence of projections 0 = P0 <P1 < · · · <Pn < Pn+1 = I
in the nest. For 1 k  n, pick unit vectors ηk ∈ ran(Pk+1 −Pk), ξk ∈ ran(Pk −Pk−1). Consider
T =∑nk=1 ξk ⊗ ηk . That is, for h ∈ H , T h =∑nk=1〈h, ξk〉ηk . Clearly, ‖T ‖ = 1, and rankT = n.
We shall show that
distE (T ,A) cE (n) =
∥∥(1, . . . ,1,0, . . .)∥∥E (3.1)
(the sequence on the right contains n 1’s, followed by 0’s), and, for any projection P from the
nest,
rank
(
(I − P)T P ) 2. (3.2)
Assuming these two inequalities hold, we complete the proof by observing that
∥∥(I − P)T P∥∥E  ‖T ‖ rank((I − P)T P ) 2,
hence distE (T ,A)/dA,E (T ) cE (n)/2, and letting n to grow without a bound.
To handle (3.1), denote by P and Q the orthogonal projections onto span[ηk | 1 k  n] and
span[ξk | 1 k  n], respectively. For a ∈A, ‖T − a‖E  ‖PTQ − PaQ‖E (here, we identify
PB(H)Q with n× n matrices). We can view PTQ−PaQ as an n× n matrix (the bases in the
range space and in the domain space are (ηk) and (ξk), respectively). Under this identification,
PaQ is a strictly upper triangular matrix, and PTQ is the identity matrix I . By the pinching
inequality ([6, (IV.52)], or [45, Theorem 1.19]), ‖PTQ−PaQ‖E  ‖I‖E = cE (n), hence (3.1).
To deal with (3.2), pick P from the nest, and find i ∈ {1, . . . , n} such that Pi−1  P  Pi .
Then, for h ∈ h,
(I − P)T Ph =
n∑
k=1
〈h,P ξk〉(I − P)ηk.
But Pξk = 0 for k  i − 1, while (I −P)ηk = 0 for i  k. Hence, only two terms in the centered
sum above do not vanish. 
Proof of Theorem 3.5. For the sake of brevity, we use the notation L[k]2 and H
[k]
2 for L2 ⊗2 k2,
respectively H2 ⊗2 k . Define fj ∈ L∞ (j ∈ Z) by setting fj (z) = zj . Consider the case of the2
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or [35, Section 3.1]), any invariant subspace for T consists of functions
{
z → U(z)f (z) ∣∣ f ∈ H [m]2 },
where z → U(z) ∈ B(m2 , n2) is analytic on T, U(z) is an isometry for every z, and m  n.
Denote by PU the corresponding projection.
Let T be the left shift (of multiplicity n) on H [n]2 —that is, for j ∈ {0,1, . . .} and h ∈ n2 ,
T (fj ⊗ h) =
{
fj−1 ⊗ h j  1,
0 j = 0.
In other words, T = P (H)Mf−1 |H2 ⊗ I2 . As in the proof of Theorem 3.4, we can show that
T − a /∈ SE for any a ∈ T . It remains to show that, for any U as above, ‖(I − PU)T PU‖E  n.
To this end, denote by (ek)mk=1 the canonical basis in 
m
2 . Then (fj ⊗ Uek) (j  0, 1 k m)
form an orthonormal basis in PU(H [n]2 ). It is easy to see that, for 1  k  m, and j  1, g :
z → fj (z)U(z)ek is an analytic function, and g(0) = 0. The function T g : z → fj−1(z)U(z)ek
belongs to ranPU , hence (I − PU)T (fj ⊗ Uek) = 0. Thus, ran((I − PU)T PU) n. As T is a
contraction, we conclude that ‖(I − PU)T PU‖E  n.
Now deal with the analytic Laurent algebra L. In this case, by [18], or by [35, Section 3.1]),
we have invariant subspaces of two types. First, there are those consisting of functions
{
z → U(z)f (z) ∣∣ f ∈ H [m]2 },
where m  n, and U : T → B(m2 , n2) is a measurable map, such that U(z) is an isometry for
any z ∈ T. Denote by PU the orthogonal projection onto such subspace. Then, there are invariant
subspaces of the form
{
z → U(z)f (z) ∣∣ f ∈ L[m]2 },
with U as above. The corresponding orthogonal projection will be denoted by QU . Consider the
left shift T = Mf−1 ⊗ In2 (that is, for h ∈ n2, T (fj ⊗ h) = fj−1 ⊗ h). As before, T − a /∈ SE for
any a ∈ L, and ‖(I − PU)T PU‖E  n for any U . Moreover, ranQU is invariant under T , hence
(I −QU)TQU = 0. Thus, ‖(I −P)T P ‖E  n for any L-invariant orthogonal projection P , and
we are done. 
Next we study optimal hyperreflexivity constants. By [28], any 1-dimensional space of oper-
ators on a Hilbert space is 1-hyperreflexive. The situation is different for SE -hyperreflexivity.
Proposition 3.8. Suppose H and K are Hilbert spaces, SE is a nice ideal, and A is a C − E-
hyperreflexive subspace of B(H,K), which does not contain any non-zero elements of SE .
(1) Then C √2.
(2) If, in addition, A contains an orthogonal projection, then C  2.
Remark 3.9. The condition A ∩ SE = ∅ is important. Indeed, denote by (ei)∞i=1 the canonical
basis in 2, and let A = {T ∈ B(2) | 〈T e1, e1〉 = 0}. In other words, A is the set of infinite
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e1 ⊗ e1 ∈ B(2) (that is, T h = 〈h, e1〉e1 for any h ∈ 2). Clearly, distE (T ,A) = 1. Now denote
by P the orthogonal projection onto span[e1], and observe that ‖PT P ‖E = 1, while PAP = 0.
Proof. (1) Fix c ∈ (0,1), and find a ∈ A and e ∈ H with ‖a‖ = 1 = ‖e‖, and ‖ae‖ > c. Let
f = ae/‖ae‖, and consider the finite rank operator T = e⊗ f (that is, T h = 〈h, e〉f for h ∈ H ).
By assumption, A ∩ SE = {0}, hence dist(T ,A) = ‖T ‖E = ‖T ‖ = 1 (here, we use the fact that
T is a rank 1 operator). Furthermore, if P and Q are orthogonal projections, then QTP = Pe⊗
Qf again has rank 1 (that is, for h ∈ H , QTPh = 〈h,P e〉Qf ). Thus, ‖QTP ‖E = ‖QTP ‖ =
‖Pe‖‖Qf ‖. To complete the proof, it suffices to show that
‖Pe‖‖Qf ‖ 1√
2‖ae‖ (3.3)
for any pair of orthogonal projections P and Q, satisfying QaP = 0.
Suppose P and Q are as above. Write Pe = λe + e′, where λ is a scalar, and e ⊥ e′. Then
0 = 〈Pe, e − Pe〉 = 〈λe + e′, (1 − λ)e − e′〉= λ− |λ|2 − ‖e′‖2,
hence λ ∈ [0,1]. Moreover, ‖e′‖ = √λ(1 − λ), and ‖Pe‖2 = λ2 +‖e′‖2 = λ. If λ 1/2, then the
inequality (3.3) is satisfied. Otherwise, write aPe = μf +ae′, where μ = λ‖ae‖. As QaPe = 0,
for any g ∈ ranQ we have μ〈g,f 〉 = −〈g,ae′〉. In particular,
‖Qf ‖2 = 〈Qf,Qf 〉 = 〈Qf,f 〉 = −μ−1〈Qf,ae′〉 μ−1‖Qf ‖‖ae′‖,
hence ‖Qf ‖ μ−1‖e′‖. But ‖e′‖ = √λ(1 − λ), hence
‖Pe‖‖Qf ‖√λ ·μ−1√λ(1 − λ) =
√
1 − λ
‖ae‖ 
1√
2‖ae‖
(recall that here, λ 1/2). Thus, (3.3) holds.
(2) Suppose A contains an orthogonal projection R. Find e ∈ ranR, and consider T = e ⊗ e.
As in part (a), it suffices to show that ‖QTP ‖ 1/2 if Q and P are orthogonal projections with
QRP = 0.
Denote by P1 and P2 the orthogonal projections onto RP(H) and (I −R)P (H), respectively.
Then RP2 = 0, and QRP1 = QR ◦RP1 = 0 (to see this, approximate the elements of ranP1 by
those in ran(RP )). In fact, ranP1 is a closed subspace of ranR. Therefore, RP1 = P1, hence
QP1 = 0, that is, I − P1 Q.
On the other hand, P1 + P2  P , hence ‖QTP ‖  ‖QT (P1 + P2)‖. But e is orthogonal
to ranP2 ↪→ ran(I − R), hence T P2 = 0, and therefore, ‖QT (P1 + P2)‖ = ‖QTP1‖  ‖(I −
P1)T P1‖. Thus, it suffices to prove that, for any orthogonal projection P , ‖(I − P)T P ‖ 1/2.
To achieve this, note that
T = PT P + (I − P)T P + PT (I − P)+ (I − P)T (I − P),
and therefore,
1 = ‖T ‖22 = ‖PT P ‖22 +
∥∥(I − P)T P∥∥2 + ∥∥PT (I − P)∥∥2 + ∥∥(I − P)T (I − P)∥∥2,2 2 2
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∥∥(I − P)T P∥∥22 = 2∥∥PT (I − P)∥∥22 = 1 − (‖PT P ‖22 + ∥∥(I − P)T (I − P)∥∥22). (3.4)
Denoting the canonical trace on B(H) by tr, we have:
1 = trT = tr(PT P )+ tr((I − P)T (I − P))= ‖PT P ‖2 + ∥∥(I − P)T (I − P)∥∥2
(we use the fact that all the operators involved have rank 1). By the arithmetic–geometric mean
inequality, ‖PT P ‖22 + ‖(I − P)T (I − P)‖22  1/2, and (3.4) yields the desired estimate for‖(I − P)T P ‖. 
We now modify the construction of Theorem 2.12 to give examples of 1-dimensional sub-
spaces of B(H) which are not SE -hyperreflexive.
Proposition 3.10. Suppose E is a nice symmetric sequence space, and T is a compact operator
in B(H,K), with singular numbers t1  t2  · · · > 0.
(1) If T /∈ SE , and
lim sup
n
‖(t1, . . . , tn,0,0, . . .)‖E
‖(tn+1, . . . , t2n,0,0, . . .)‖E = ∞,
then CT is not E-hyperreflexive.
(2) If T ∈ SE , and
lim sup
n
‖(tn+1, tn+2, . . .)‖E
‖(tn+1, . . . , t2n,0,0, . . .)‖E = ∞,
then CT is not E-hyperreflexive.
Proof. Write T =∑∞i=1 tiei ⊗ fi , where (ei) and (fi) are orthonormal systems in H and K ,
respectively. That is, T h = ∑∞i=1 ti〈h, ei〉fi for any h ∈ H . Fix C > 0, and show that
CT is not C − E-hyperreflexive. In proving both (a) and (b), we shall use the operator
Tn = ∑ni=1 tiei ⊗ fi (n ∈ N), and positive numbers τ(n) = ‖(t1, . . . , tn,0,0, . . .)‖E , τ ′(n) =‖(tn+1, . . . , t2n,0,0, . . .)‖E .
(1) Find n ∈ N with τ(n) > Cτ ′(n). As Tn ∈ SE and T /∈ SE , distE (Tn,CT ) = ‖Tn‖E = τ(n).
It remains to show that ‖uTnv‖E  τ ′(n) whenever the contractions u and v satisfy uT v = 0.
Indeed, for such u and v, uTnv = u(Tn − T )v. Thus, the singular values of uTnv (call them s1 
s2  · · · 0) are dominated by those of Tn − T . That is, sj  tn+j for every j ∈ N. Moreover,
rank(uTnv) rankTn = n, hence sj = 0 for j > n. Therefore,
‖uTnv‖E =
∥∥(s1, . . . , sn,0, . . .)∥∥E  ∥∥(tn+1, . . . , t2n,0, . . .)∥∥E = τ ′(n).
(2) Without loss of generality, assume that τ(1) = ‖T ‖E = 1. For n ∈ N let τ ′′(n) =
‖(tn+1, tn+2, . . .)‖E . The space E is mononormalizing, hence limn τ ′′(n) = 0. Find n for which
2Cτ ′(n) < τ ′′(n) < 1/2. Then, by the triangle inequality, τ(n) ‖T ‖E − τ ′′(n) > 1/2, hence
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λ∈C
∥∥(λt1, . . . , λtn, (1 − λ)tn+1, (1 − λ)tn+2, . . .)∥∥E
 inf
λ∈Cmax
{|λ|τ(n), (1 − |λ|)τ ′′(n)} τ ′′(n)/2
(to see the last inequality, consider the cases of |λ| 1/2 and |λ| > 1/2 separately). It remains
to show that ‖u(T − Tn)v‖E  τ ′(n) whenever the contractions u and v satisfy uT v = 0. To this
end, denote the singular values of u(T − Tn)v by s1  s2  · · · 0. Then sj  tn+j for any j .
Moreover, rank(u(T − Tn)v) = rank(uTnv) n, hence sj = 0 for j > n. This implies∥∥u(T − Tn)v∥∥E = ∥∥(s1, . . . , sn,0,0, . . .)∥∥E  τ ′(n),
and we are done. 
Remark 3.11. Suppose T ∈ B(H,K). It is easy to see that, for every m ∈ N and T as in Propo-
sition 3.10, T (m) is not SE -hyperreflexive. This contrasts with the results of [30], where it was
shown that, for any n-dimensional subspace S ↪→ B(H,K), S(
√
2n) is hyperreflexive.
Corollary 3.12. Consider 1 p < ∞.
(1) Suppose an operator T ∈ B(H,K) (H and K are Hilbert spaces) belongs to Sp∞, but not
to Sp . Then CT is not Sp-hyperreflexive.
(2) There exists an operator T ∈ Sp , such that CT is not Sp-hyperreflexive.
Proof. (1) As in Proposition 3.10, write T = ∑∞i=1 tiei ⊗ fi , with ∑∞k=1 tpk = ∞. Without
loss of generality, assume that supk∈N tkk1/p = 1. In the notation of the previous
proposition, supn τ (n) = ∞ (otherwise, T ∈ Sp). On the other hand, for each n, τ ′(n) 
(
∑2n
k=n+1 |tk|p)1/p < 1. An application of Proposition 3.10(1) completes the proof.
(2) Define a sequence (tk) by setting t1 = 1, and tk = (j + 1)−22−j/p for k ∈ [2j + 1,2j+1]
(j  0). Then, in the notation of Proposition 3.10, τ ′(2j ) = (j + 1)−2, and
τ ′′
(
2j
)=
( ∞∑
n=j
(j + 1)−2p
)1/p
 c(j + 1)1/p−2,
where c is a constant. We apply Proposition 3.10(2) to finish the proof. 
3.3. Some common constructions, and an example
In this section, we show that many classical constructions of operator theory (such as direct
sums and ampliations) preserve the SE -hyperreflexivity. We finish the section by proving that
the unit ball of the second of the James quasi-reflexive space, viewed as a subset of the diagonal
operators on 2, is S2-ASHR.
Proposition 3.13. Suppose E is a nice sequence space, I and J are finite sets, and (Hi)i∈I ,
(Kj )j∈J are Hilbert spaces. Suppose, furthermore, that, for any (i, j) ∈ I × J , Aij is a non-
empty WOT closed absolutely convex C − E-ASHR subset of B(Hi,Hj ). Let H = (∑i∈I Hi)2,
K = (∑j∈J Kj)2, and denote by A the set of all T ∈ B(H,K) for which QjT Pi ∈ Aij for
T. Oikhberg / Journal of Functional Analysis 246 (2007) 242–280 271any (i, j) ∈ I × J (Pi and Qj stand for the orthogonal projections onto Hi and Kj , respec-
tively). Then A is C(1 + |I||J |) − E-ASHR. Moreover, if E = p (1  p < ∞), then A is
C(1 + (|I||J |)α)− E-ASHR, with α = max{1/p,1/2}.
Proof. Suppose T ∈ B(H,K) is such that ‖uT v‖E < γ whenever γ  1, and the contrac-
tions v ∈ B(H) and u ∈ B(K) satisfy ‖uav‖E  γ for any a ∈ A. Restricting ourselves to
the case when ranv ⊂ Hi and (keru)⊥ ⊂ Kj , we conclude that, for each ε > 0, we can write
QjT Pi = aij + bij , with ρ(aij )+‖bij‖E <C + ε/(|I||J |), QjaijPi = aij , and QjbijPi = bij .
Let a =∑i,j aij and b =∑i,j bij . Then ρ(a) = maxi,j ρ(aij ) C, and ‖b‖E ∑i,j ‖bij‖E <
C|I||J | + ε. In case of SE = Sp , the lemma below yields a better upper estimate on ‖b‖E . 
Lemma 3.14. Suppose 1  p ∞, and let q = min{p,2}. Suppose, furthermore, that H and
K are Hilbert spaces, and (Pi)i∈I and (Qj )j∈J are families of mutually orthogonal projec-
tions, such that IH = ∑i Pi , and IK = ∑j Qj . Then ‖T ‖p  (∑i,j ‖QjT Pi‖qp)1/q for any
T ∈ B(H,K).
Proof. Denote by (Eij ) the matrix units in the space of |I|×|J | matrices. Consider the operator
Φ :
( ∑
i∈I,j∈J
Sp(ranPi, ranQj)
)
q
→ Sp(H,K) : (Tij )i,j →
∑
i,j
Eij ⊗ Tij .
By complex interpolation of non-commutative Lp-spaces (see e.g. [42]), it suffices to show that
Φ is a contraction when p ∈ {1,2,∞}. For p = 1,2, this is obvious. To tackle the case of p =
∞, fix ε > 0, and consider unit vectors ξ ∈ H and η ∈ K , such that 〈T ξ,η〉 > ‖T ‖ − ε. For
i ∈ I and j ∈ J , let ξi = Piξ , and ηj = Qjη. Using the convention 0/0 = 0, we observe that
‖QjT Pi‖ |〈QjT Piξi, ηj 〉|/(‖ξi‖‖ηj‖). Moreover, ∑i,j (‖ξi‖‖ηj‖)2 = 1, hence
(∑
i,j
‖QjT Pi‖2
)1/2

(∑
i,j
|〈T ξi, ηj 〉|2
‖ξi‖2‖ηj‖2
)1/2

∑
i,j
‖ξi‖‖ηj‖ · |〈T ξi, ηj 〉|‖ξi‖‖ηj‖
=
∑
i,j
∣∣〈T ξi, ηj 〉∣∣
∣∣∣∣∑
i,j
〈T ξi, ηj 〉
∣∣∣∣= ∣∣〈T ξ,η〉∣∣> ‖T ‖ − ε
(we used Buniakovsky–Cauchy–Schwarz Inequality here). 
Proposition 3.15. Suppose (Hi)i∈I , (Ki)i∈I are families of Hilbert spaces, and, for each i ∈ I ,
Ai is an absolutely convex subset of B(Hi,Ki), closed in the weak operator topology. Denote
by H and K the 2 direct sums of (Hi) and (Ki), respectively, and let A = (∑Ai )∞ be a
“diagonal” subset of B(H,K). Then:
(1) If E is a nice sequence space, and A is C − SE -Azoff–Shehada hyperreflexive, then Ai is
C − SE -Azoff–Shehada hyperreflexive for each i.
(2) If 1 p < ∞, and, for each i, Ai is C − Sp-hyperreflexive subspace of B(X,Y ), then A is
(5C + 4)− Sp-hyperreflexive.
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dA,E (T ) < 1. Define T˜ ∈ B(H,K) by setting T˜ |Hi = T , T˜ |H⊥i = 0. Then ‖AT˜ B‖E < 1 when-
ever A and B are contractions. Therefore, there exist a ∈ CA and b ∈ SE such that T˜ = a + b,
and ρ(a)+ ‖b‖E C. Clearly, one can assume that a ∈Ai .
(2) Suppose Ai is C − Sp-hyperreflexive for each i. Consider T ∈ B(H,K), such that
dA,p(T ) < ∞. We shall show that distp(T ,A) < 5C + 4.
Show first that T is an Sp-perturbation of a “block-diagonal” operator. More precisely, denote
by Pi (Qi ) the orthogonal projection from H onto Hi (respectively, from K onto Ki ). Let T˜ =∑
i QiT Pi . For any finite S ⊂ I , let P (S) =
∑
i∈S Pi , and Q(S) =
∑
i∈S Qi . Note that
‖T − T˜ ‖p = sup
S
∥∥Q(S)(T − T˜ )P (S)∥∥
p
.
Moreover,
Q(S)(T − T˜ )P (S) = 4AveQ(S\F)(T − T˜ )P (F),
where the average is taken over all subsets F of S. But Q(S\F)AP (F) = 0, hence ‖Q(S\F)(T −
T˜ )P (F)‖p < 1, and therefore, ‖T − T˜ ‖p < 4.
Then we show that each of the Ti ’s is an Sp-perturbation of a member of Ai . Indeed, consider
orthogonal projections P ∈ B(Hi) and Q ∈ B(Ki) such that QAiP = 0. Identifying Q and P
with orthogonal projections on H and K , we see that ‖QTP ‖E  1. Thus, di = distp(Ti,Ai ) <
C. Fix ε > 0, and write Ti = ai + bi , with ai ∈Ai , bi ∈ B(Hi,Ki), and ‖bi‖p < (1 + ε)di . Let
a =∑ai , and b˜ =∑i bi . Clearly, a ∈A. We show next that ‖b˜‖p < 5(1 + ε)2C.
Indeed, for each i we can find orthogonal projections P ′i ∈ B(Hi) and Q′i ∈ B(Ki), such that
Q′iAiP ′i = 0, and ∥∥Q′iTiP ′i ∥∥p = ∥∥Q′ibiP ′i ∥∥p > (1 + ε)−1C−1di.
Let P =∑i P ′i , and Q =∑i Q′i . Then QAP = 0, and
‖QT˜ P ‖p =
(∑
i
∥∥Q′iTiP ′i ∥∥pp
)1/p
> (1 − ε)C−1d,
where d = (∑i dpi )1/p . Therefore,
‖QTP ‖p  ‖QT˜ P ‖p − ‖T − T˜ ‖p > (1 + ε)−1C−1d − 4.
But, as noted above, QAP = 0, hence ‖QTP ‖p < 1, and therefore, (1 + ε)−1C−1d < 5. This
yields the desired estimate for ‖b˜‖p .
‖b˜‖pp =
∑
i
‖bi‖pp < (1 + ε)pdp < 5p(1 + ε)2pCpdp.
Now recall that T = a + (b˜ + (T − T˜ )), and∥∥b˜ + (T − T˜ )∥∥
p
 ‖b˜‖p + ‖T − T˜ ‖p < 5C(1 + ε)2 + 4.
Since ε > 0 is arbitrary, we conclude that distp(T ,A) 5C + 4. 
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that A(∞) is hyperreflexive when A is a weak∗ closed subspace of B(H,K). A similar statement
holds in our setting, too.
Proposition 3.16.
(1) If A is a weak∗ closed subset of B(H,K), then A(∞) is 5 − SE -ASHR.
(2) If A⊂ B(H,K) is C − SE -ASHR, then A(n) is (9Cn+ 8)− SE -ASHR.
(3) IfA is C−Sp-hyperreflexive subspace of B(H,K) (1 p < ∞), thenA(n) is (25C+24)−
Sp-hyperreflexive.
Proof. (1) Suppose T ∈ B(2(H), 2(K)) is such that dA(∞),E (T ) < 1 − σ , where σ > 0. We
shall show that there exists a ∈A such that ‖T − a(∞)‖E  4.
First we prove the existence of a ∈ B(H,K) as above. To this end, let X = H ⊕2 K , and
denote by j the “natural” embedding of B(2(H), 2(K)) into a “corner” of B(2(X)). We shall
show that j (T ) is a SE -perturbation of j (a(∞)), for some a ∈ B(H,K). To this end, denote by B
the von Neumann algebra B(X) ⊗ I2 . Observe that ‖vj (T )u‖E < 1 − σ whenever u :X0 → X
and v :Y → Y0 are contractions, and vBu = 0. Indeed, denote by P and Q the orthogonal pro-
jections onto ran(PHu) and (kerv ∩K)⊥, respectively. Clearly, QaP = 0 for any a ∈ B(H,K),
hence ‖vj (T )u‖E  dA(∞),E (T ). Therefore, by Theorem 3.1, there exists a ∈ B(X) such that
‖j (T )− a(∞)‖E < 4(1 − σ).
In fact, this a must belong to B(H,K). Indeed, let PH and PK denote the orthogonal
projections from H ⊕2 K onto H and K , respectively, and let P⊥H and P⊥K be their orthog-
onal complements. If a /∈ B(H,K), then either P⊥K a or aP⊥H is non-zero. In the first case,
(P⊥K ⊗ I2)(a(∞) − j (T )) = P⊥K a ⊗ I2 is not compact, a contradiction. The second case is
handled similarly.
Next we show that ρ(a)  1 (that is, a ∈A). Indeed, otherwise there exist C > 0, a norm 1
φ ∈ B(H,K)∗ such that φ(a) > C, yet φ(b) C for any b ∈A (we are using the fact that A is
weak∗ closed).
The canonical identification of B(H,K)∗ with trace class operators allows us to write φ =∑∞
i=1 α2i ξi ⊗ ηi (that is, for any b ∈ B(H,K), φ(b) =
∑∞
i=1 α2i 〈bξi, ηi〉), where (ξi)∈N ⊂ H and
(ηi)∈N ⊂ K are orthonormal systems, and the non-negative numbers (αi)∈N satisfy ∑i α2i = 1.
Then |∑∞i=1 α2i 〈bξi, ηi〉| C for any b ∈A, yet ∑∞i=1 α2i 〈aξi, ηi〉 >C.
To proceed, we identify 2 with 2 ⊗2 2. Denote by (δi)i∈N the canonical orthonormal basis
in 2. Select m ∈ N such that CcE (m) > 1, where, as before, cE (m) = ‖(1, . . . ,1,0, . . .)‖E , with
m 1’s (such a selection is possible, since cE (m) ↗ ∞, and cE (1) = 1). For 1  s  m, define
hs =∑∞i=1 αiξi ⊗ δi ⊗ δs+N , and ks =∑∞i=1 αiηi ⊗ δi ⊗ δs+N , where N is selected to be so
large that ∥∥(T − a(∞))∣∣
H⊗2⊗span[δj |j>N ]
∥∥E < σC.
Denote by P and Q the orthogonal projections onto span[hs | 1  s  m] and span[ks | 1 
s  m], respectively. We complete the proof by estimating ‖QTP ‖E from below, and ‖Q(b ⊗
I2)P ‖E (b ∈A) from above.
Note that, for any b ∈ B(H,K), and 1 s, t m,
〈
(b ⊗ I2⊗22)hs, kt
〉= {φ(b) =∑∞i=1 α2i 〈bξi, ηi〉, s = t,
0, s = t.
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diagonal, and 0’s away from it. Thus, ‖Q(b ⊗ I2⊗22)P ‖E = cE (m)|φ(b)|. In particular,‖Q(b ⊗ I2⊗22)P ‖E  cE (m)C for b ∈A. On the other hand,
‖QTP ‖E 
∥∥Q(a ⊗ I2⊗22)P∥∥E − ‖T |ranP ‖E >CcE (m)−Cσ  CcE (m)(1 − σ).
However, let γ = cE (m)C. Then
‖QTP ‖E  dA(∞),E (T )γ < (1 − σ)γ,
a contradiction.
(2) Suppose that for T ∈ B(n2(H), n2(K)) there exists σ ∈ (0,1/2) such that ‖uT v‖E <
(1−2σ)γ whenever the contractions u and v are such that ‖ua(n)v‖E  γ (as before, γ  1). As
in part (1), we use Theorem 3.1 to show that there exists a0 ∈ B(H,K) such that ‖T − a(n)0 ‖E <
8(1 − σ). Consequently,
‖ua(n)0 v‖E  ‖uT v‖E +
∥∥T − a(n)0 ∥∥E < 8(1 − σ)+ (1 − 2σ)γ  9(1 − σ)γ (3.5)
whenever γ  1, and the finite rank contractions u and v are such that ‖ua(n)v‖E  γ for every
a ∈A.
Moreover, fix i ∈ {1, . . . , n}, and restrict our attention to the contractions u and v such that
ranu ⊂ H ⊗ ei , and (kerv)⊥ ⊂ K ⊗ ei (e1, . . . , en is the canonical basis for n2). Identify H ⊗ ei
and K ⊗ ei with H and K , respectively. Then, by (3.5), for every ε > 0 there exist a ∈ A and
b ∈ B(H,K) such that a0 = a + b˜, and ρ(a)+ ‖b˜‖E < 9C.
Let b = b˜(n) + (T − a(n)0 ). Note that
‖b‖SE 
∥∥b˜(n)∥∥E + ∥∥T − a(n)0 ∥∥E  n∥∥b˜(n)∥∥E + 8.
Then T = a ⊗ In2 + b, with
ρA(n)
(
a(n)
)+ ‖b‖E  ρA(a)+ n‖b˜‖E + 8 n(ρA(a)+ ‖b˜‖E)+ 8 < 9Cn+ 8.
Thus, A(n) is (9Cn+ 8)− SE -ASHR.
(3) Consider T ∈ B(n2(H), n2(K)) with dA(n),p(T ) < 1. By Proposition 3.15, there exist
a1, . . . , an ∈A such that ‖T0 −T ‖p < 5C+4, where T0 =∑ni=1 Eii ⊗ai . Here, as before, (Eij )
denote the matrix units in B(n2). Let n1 = n/2, and n2 = n− n1. Using [34, Lemma 4.6] as in
the proof of Theorem 3.1(3) (and keeping the same notation), we get∫
G
(
(In2
− P)⊗ IH
)
T0(P ⊗ IH )dP = n1n2
n2 − 1 (T0 − In2 ⊗ a),
where a = (∑ni=1 ai)/n ∈A. But ((In2 − P)⊗ IH )A(n)(P ⊗ IH ) = 0 for each P ∈ G, hence∥∥((In2 − P)⊗ IH )T0(P ⊗ IH )∥∥p  dA(n),p(T )+ ‖T0 − T ‖p < 5C + 5,
hence ‖T0 − a(n)‖p < 20C + 20. 
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proof of Proposition 3.16(1) shows that A(∞) is 4 − SE -hyperreflexive.
Recall that one can turn a space of operators into an operator algebra, by embedding it into an
off-diagonal corner. More precisely, consider A ↪→ B(H1,H2) (H1,H2 are Hilbert spaces). Let
H = H2 ⊕2 H1, and define A˜ ↪→ B(H) as consisting of
( λIH2 A
0 μIH1
)
, with λ,μ ∈ C, and A ∈A.
Clearly, A˜ is a unital operator algebra.
Proposition 3.18. Suppose E is a nice sequence space, and A, A˜ are as above. Then:
(1) If A is C − SE -hyperreflexive, then A˜ is (9 +C)− SE -hyperreflexive.
(2) If A˜ is C − SE -hyperreflexive, then A is C − SE -hyperreflexive.
Proof. Denote by Ps the orthogonal projection from H onto Hs (s = 1,2).
(1) Suppose A is C − SE -hyperreflexive, and T ∈ B(H) is such that dA˜,E (T ) < 1. We shall
show that distE (T , A˜) < 9 + C. Clearly, dPrA˜Ps,E (PrT Ps) < 1 whenever r, s ∈ {0,1}. This al-
lows us to consider each of the four blocks of B(H) separately.
By definition of A˜, P1A˜P2 = 0, hence ‖P1T P2‖E  dA˜,E (T ) < 1. P2A˜P1 = A is C − SE -
hyperreflexive, hence there exists A ∈ A satisfying ‖P2T P1 − A‖E < C. By Theorem 3.1,
P1A˜P1 = CIH1 is 4−SE -hyperreflexive, hence there exists λ1 ∈ C with ‖P1T P1 −λ1P1‖E < 4.
Similarly, there exists λ2 ∈ C with ‖P2T P2 − λ2P2‖E < 4. Letting A˜ =
( λ2IH2 A
0 λ1IH1
)
, we con-
clude that ‖T − A˜‖E < 9 +C.
(2) Suppose A˜ is C − SE -hyperreflexive. We have to prove that distE (T ,A) < C whenever
T ∈ B(H1,H2) satisfies dA,E (T ) < 1. To this end, consider T˜ =
( 0 T
0 0
) ∈ B(H). By [9, Proposi-
tion 56.4], K ↪→ H is an invariant subspace for A˜ iff K = K2 ⊕2K1, where Ks ↪→ Hs (s = 1,2),
and AK1 ⊂ K2. Denoting the orthogonal projections onto K , K1, and K2 by Q, Q1, and Q2,
respectively, we see that
d
A˜,E (T˜ ) = sup
Q
∥∥(I −Q)T˜Q∥∥E = sup
Q1,Q2
∥∥(I −Q2)T˜ Q1∥∥E < 1
(the suprema run over all the projections Q, Q1, and Q2, arising from invariant subspaces in a
manner described above). Therefore, there exist λ1, λ2 ∈ C and A ∈A such that ‖T˜ − A˜‖E <C
for A˜ = ( λ2IH2 A0 λ1IH1 ). Then ‖T −A‖E  ‖P2(T˜ − A˜)P1‖E <C, which is what we need. 
To finish this section, we consider the James quasi-reflexive space, and its second dual. For
x = (xi)∞i=1 ∈ ∞ define
‖x‖J = sup
i1<i2<···<i2n
max
{(
n∑
j=1
|xi2j+1 − xi2j |2
)1/2
,
(
n∑
j=1
|xi2j−1 − xi2j |2
)1/2}
(we identify i2n+1 with i1). The James space J is the completion of c00 (the space of all even-
tually null sequences) with respect to the norm ‖ · ‖J It is known (see e.g. [26, Section 1.d], or
[16]) that dimJ ∗∗/J = 1. Most remarkably, it turns out that J ∗∗ is isomorphic to J (in fact, for
a certain equivalent norm on J , J and J ∗∗ are isometric).
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‖x‖′ = sup{‖xy‖J ∣∣ y ∈ c00,‖y‖J  1}
(here xy refers to the pointwise product of the two sequences). Denote by B the set of all x ∈ ∞
for which ‖x‖′ < ∞. It is shown in [2] that B = span[J,1], where 1 = (1,1, . . .) ∈ ∞, and
moreover, B is isomorphic to J ∗∗.
We can view B as a subset of the diagonal of B(2). More precisely, denote the canonical
basis of 2 by (en)n∈N, and define π :B → B(2) by setting π(b)en = bnen, for each n. Let
A= π(BaB). In this notation, we have:
Proposition 3.19. The set A is 15 − S2-Azoff–Shehada hyperreflexive.
Remark 3.20. We do not know whether A is SE -ASHR for other ideals SE .
Proof. Recall some estimates for the norms of elements of B. Note first that, for any x ∈ B,
‖x‖′  ‖x‖∞. Indeed, fix n ∈ N, and consider y = (0, . . . ,0,1,0,0, . . .) ∈ c00 (1 in the nth
position). Then ‖y‖J = 1, and ‖xy‖J = |xn|.
Less trivially, by [2], ‖x‖′  ‖x‖J /2 for any x ∈ ∞, and ‖x‖′  2‖x‖J for any x ∈ J .
Now suppose T ∈ B(2) satisfies dA,2(T ) < 1. Let T0 =
∑
n〈T en, en〉en, and T1 = T − T0.
For S ⊂ N, we have PSaPN\S = 0 for each a ∈ A, hence ‖PST PN\S‖2  1. But PST1PN\S =
PST PN\S , hence ‖T1‖2  4. If u and v are contractions, and ‖uav‖2  γ (γ  1) for any a ∈A,
then
‖uT0v‖2  ‖uT v‖2 + ‖T1‖2  5γ. (3.6)
For convenience, let tn = 〈T en, en〉. Abusing the notation somewhat, we identify T0 with
(tn)n∈N ∈ ∞, and write things like ‖T0‖′.
Now consider i1 < i2 < · · · < i2n. For 1  j  n, let ξj = (ei2j−1 − ei2j )/
√
2, and ηj =
(ei2j−1 + ei2j )/
√
2. Let P and Q be orthogonal projections onto span[ξj | 1  j  n] and
span[ηj | 1  j  n], respectively. If S ∈ B(2) is a diagonal operator (that is, Sen = snen for
each n), then QSPξj = 2−1(s2j−1 − s2j )ej , for 1 j  n. Thus,
‖QSP ‖22 =
n∑
j=1
|s2j−1 − s2j |2/4.
In particular, ‖Qπ(b)P‖2  ‖b‖J /2 for any b ∈ B. Therefore, ‖QaP ‖2  1 for any a ∈A (as
noted above, ‖b‖J  2‖b‖′). By (3.6), (∑nj=1 |ti2j−1 − ti2j |2)1/2  5.
Similarly, we show that (
∑n
j=1 |ti2j+1 − ti2j |2)1/2  5.
Moreover, for n ∈ N, consider the projection Rn onto span[en]. As noted in the beginning of
the proof, ‖RnaRn‖2 = ‖RnaRn‖ 1 for each a ∈A. Therefore, |tn| = ‖RnT Rn‖2 < 1. If t is a
cluster point of the sequence (tn), then |t | 1. Moreover,
‖T0 − t1‖J = sup
i1<i2<···<i2n
max
{(
n∑
|ti2j+1 − ti2j |2
)1/2
,
(
n∑
|ti2j−1 − ti2j |2
)1/2}
 5.
j=1 j=1
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that ρA(T0)+ ‖T1‖2  15. 
4. Applications to operator spaces
In this section, we apply SE − AS-hyperreflexivity to constructing Hilbertian operator spaces
with prescribed families of c.b. maps (see e.g. [31–34] for other work in this direction). The
reader is referred to e.g. [15,36,41] for general information on operator spaces.
Theorem 4.1. Suppose H is a separable operator space, E is a nice sequence space such that
the formal identity 2 → E is contractive, and A is a subset of the unit ball of B(H) such that:
(i) A is C − SE -ASHR,
(ii) A contains the identity IH , and
(iii) if a, b ∈A, then ab ∈A. Moreover, if λ,μ ∈ C satisfy |λ| + |μ| 1, then λa +μb ∈A.
Then there exists an operator space X, isometric to H , such that:
(1) if b ∈ B(H) belongs to SE , then ‖b‖cb  ‖b‖E . If a ∈A, then ‖a‖cb  ρ(a);
(2) for every ε > 0, every T ∈ CB(X) can be written as T = a + b, with a ∈ CA, b ∈ SE , and
ρ(a)+ ‖b‖E < 4C‖T ‖cb + ε.
This theorem, together with the results of the previous sections, provides a way of producing
operator spaces with prescribed families of completely bounded maps (and, consequently, with
interesting properties). In [31], we used ampliations (as in Proposition 3.16(1)), while in [32],
we worked with the Banach algebra arising from the James space (as in Proposition 3.19). Here
we provide one more example.
Corollary 4.2. Suppose (Hi)ni=1 are separable Hilbert spaces, E is a sequence space as in the
statement of Theorem 4.1, and the SE -hyperreflexive subspaces Aij of B(Hi,Hj ) (1 i, j  n)
are such that
(i) Aii is a unital operator algebras for any i, and
(ii) AkjAij ⊂Aik whenever 1 i, j, k  n.
Then there exists an operator space X, isometric to (
∑
i Hi)2, such that T ∈ B(X) is completely
bounded if and only if there exists a ∈ B(H) such that T −a ∈ SE , and PjaPi ∈Aij for any pair
(i, j) (Pi denotes the orthogonal projection from H onto Hi ). In particular, Hi ’s are completely
complemented subspaces of X, and T ∈ B(Hi,Hj ) is completely bounded if and only if it is a
SE -perturbation of an element of Aij .
Proof. Let H = (∑i Hi)2, and denote by A the set of all T ∈ B(H) such that PjT Pi ∈ Aij
whenever 1  i, j  n. By Proposition 3.13, A is SE -hyperreflexive. Therefore, by Proposi-
tions 1.6 and 1.5, the unit ball of A (call it A1) is SE -hyperreflexive. An application of Theo-
rem 4.1 completes the proof. 
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(this can be achieved if, say, A21 = {0}). Then there exist operator spaces H1 and H2 such that
T ∈ B(Hi,Hj ) is completely bounded iff it is a SE -perturbation of an element of Aij . This
complements the results of [29].
The proof of Theorem 4.1 uses some ideas of [31]. To define the space X, pick a sequence
(ni)
∞
i=1 ⊂ N, in which every positive integer occurs infinitely many times. By [34], there exists a
family (Ei)∞i=1 of finite-dimensional operator spaces such that: (i) Ei is isometric to ni2 , and (ii)
for any operator u :E∗i →Ej , we have ‖u‖1/(4 + 2−i )  ‖u‖cb  ‖u‖1 if i = j , ‖u‖cb = ‖u‖2
if i = j . Denote by E ′ the dual space of E . Find a sequence of operators ui :H→ni2 such that‖ui‖E ′ = 1 and, for any ε > 0, n ∈ N, and u :H→n2 , there exists i ∈ N for which ni = n and‖ui − u‖1 < ε. On the Banach space level, we identify the range of ui with Ei described above.
Denote by K0 the space of compact operators on 2 with finitely many non-zero entries. We
define the operator space X as follows: for x ∈ H ⊗K0, let
‖x‖X⊗K0 = sup
{∥∥(uia ⊗ IK0)x∥∥Ei⊗K0 ∣∣ i ∈ N, a ∈A}. (4.1)
X is an operator space, since Ruan’s axioms are satisfied. It is easy to see that X is isometric to
H (as a Banach space). Moreover, all operators on X, belonging to the class SE , are completely
bounded:
Lemma 4.3. If Y is an operator space isometric to 2, and T :Y→X belongs to SE , then ‖T ‖cb 
‖T ‖E .
Proof. By the duality between SE and SE ′ (see [17, Section III.12], or [45, Section 1.8]),
‖uiaT ‖1  ‖ui‖E ′ ‖a‖‖T ‖E = ‖T ‖E . Thus, by (4.1),
‖T ‖cb = sup
{‖uiaT ‖cb ∣∣ i ∈ N, a ∈A} sup{‖uiaT ‖1 ∣∣ i ∈ N, a ∈A} ‖T ‖E . 
To estimate the cb norms of operators from below, we need:
Lemma 4.4. Suppose Y is a subspace of X. Consider the operators T :Y→X, u :X→n2 ,
and v :n2→Y , such that ‖u‖E ′ = ‖v‖ = 1. Let C = sup{‖uav‖1 | a ∈ A}. Then ‖T ‖cb ‖uT v‖1/(4 max{C,1}).
Proof. Fix ε > 0, and find i ∈ N such that n = ni , and ‖u− ui‖1 < ε, and 4−i < ε (we identify
n2 with Ei ). We view u and v as maps from X to Ei and from E∗i to Y , respectively. By (4.1),
‖v‖cb = sup
{‖ujav‖cb ∣∣ j ∈ N, a ∈A}.
If i = j , then, for any a ∈A,
‖uiav‖cb  ‖uiav‖1  ‖uav‖1 + ‖u− ui‖1 = C + ε.
If j = i,
‖ujav‖cb  ‖ujav‖2  ‖uj‖2‖a‖‖v‖ ‖uj‖E ′ ‖a‖‖v‖ = 1.
Therefore, ‖v‖cb max{C + ε,1}.
T. Oikhberg / Journal of Functional Analysis 246 (2007) 242–280 279By (4.1), ‖ui‖cb = 1, hence ‖u‖cb  ‖ui‖cb + ‖u− ui‖1 < 1 + ε. Therefore,
‖T ‖cb  ‖uT v‖cb‖u‖cb‖v‖cb 
‖uT v‖1
(1 + ε)(4 + ε)max{C + ε,1} .
However, ε can be chosen to be arbitrarily small. 
Proof of Theorem 4.1. By (4.1) and the remark following it, a is completely contractive when-
ever a ∈A. By Lemma 4.3, ‖b‖cb  ‖b‖E for any b ∈ SE . This proves part (1) of the theorem.
To prove part (2), pick T ∈ CB(X) with ‖T ‖cb  1, and show that, for every ε > 0, there
exist a ∈ CA and b ∈ SE satisfying ρ(a) + ‖b‖E < 4C + ε, and T = a + b. Indeed, otherwise
there exist γ  1, and contractions u0, v0 ∈ B(H), such that ‖u0av0‖E  γ for any a ∈A, yet
‖u0T v0‖E > 4γ . By the duality between E and E ′, there exist n ∈ N, v1 ∈ B(n2,X), and u1 ∈
B(X,n2), such that ‖v1‖ = 1 = ‖u1‖E ′ , and ‖u1u0T v0v1‖1 > 4γ . Let u = u1u0, and v = v0v1.
Then ‖u‖E ′  1, ‖v‖ 1, and therefore, for any a ∈A,
‖uav‖1 = ‖u1u0av0v1‖1  ‖u1‖E ′ ‖u0av0‖E‖v1‖ γ.
By Lemma 4.4, ‖T ‖cb > 1, a contradiction. 
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