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In this Article, I review the development of computer simulation techniques for studying radiation effects
in materials from 1946 until 2018. These developments were often closely intertwined with associated
experimental developments, which are also briefly discussed in conjunction with the simulations. The
focus is on methods that either deal directly with the primary radiation damage generation event, or
with such defects or phase changes that typically occur due to radiation. The methods discussed at some
length are, in order of historical appearance: Reaction rate theory or rate equations (RE), Monte Carlo
neutronics calculations (MCN), Metropolis Monte Carlo (MMC), Molecular Dynamics (MD), Binary
Collision Approximation (BCA), Kinetic Monte Carlo (KMC), Discrete Dislocation Dynamics (DDD), Time-
Dependent Density Functional Theory (TDDFT), and Finite Element Modelling (FEM). For each method, I
present the origins of the methods, some key developments after this, as well as give some opinions on
possible future development paths.
© 2019 The Author. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).Contents
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In this Article, I review the development of computer simulation
techniques for studying radiation effects in materials. The topic ofnder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295274“radiation” is in this article understood as ionizing radiation or
atomic collision processes, i.e. effects of particles with energies high
enough to cause ionization and/or permanent defect production in
solid materials (i.e. effects of visible light radiation are excluded). In
general, the study of radiation effects of course predates the exis-
tence of electronic computers and evenmechanical computers. The
first report of scientific study of radiation effects can be considered
to be fromGrove in 1852 [1], and the history of modern physics was
closely related to the development of radiation effects science
[2e7].
Study of radiation effects also had a profound influence on the
much broader field of computational science, as the very first
computer simulations ever performed in any field of science, were
on radiation effects. Also, the developments on radiation effect
simulations were often closely intertwined with experimental de-
velopments, and relevant experiments are also briefly mentioned
in conjunction with the simulations.
The focus of this article is on methods that either deal directly
with the primary radiation damage generation event, or with such
defects or phase changes that typically occur due to radiation, but
less often in near-equilibrium materials processing. General in-
troductions to computer simulationmethods in physics are given in
several books, e.g. Refs. [8e10], however, in this article we focus on
radiation-relevant methods. For this topic, also several books have
been previously written (e.g. Refs. [8,11,12], however, these did not
deal with all of the methods discussed in this review article.
Each method is presented in a separate section, organized as
follows. At first I give a very brief summary of the basic idea of the
method is given, with references to review articles or books where
muchmore detail is given. Then I present the origins of the method
are given, with an attempt to provide the original scientific refer-
ence to each method. After this, instead of an attempt at a
comprehensive review, I present a few key milestones in the
method development, up to the present date. I also give a personal,
and necessarily partly subjective, opinion on the outlook for the use
of the methods in the future. For those methods which are typically
run with a few well-established computer codes, I also mention
these.
The methods discussed at length are, in order of historical
appearance: Rate theory or rate equations (RE, section 3), Monte
Carlo neutronics calculations (MCN, section 4), Metropolis Monte
Carlo (MMC, section 5), Molecular Dynamics (MD, section 6), Binary
Collision Approximation (BCA, section 7), Kinetic Monte Carlo
(KMC, section 7), Discrete Dislocation Dynamics (DDD, section 9),
Density Functional Theory (DFT, section 10), Time-Dependent
Density Functional Theory (TDDFT, section 11), and Finite Element
Modelling (FEM, section 12).
While preparing the article, I also considered the crystal plas-
ticity (CP) [13] and phase field modelling (PFM) [14] methods. The
number of works on these methods and irradiation using the same
search criteria as for the other methods was, however, relatively
small, so that I considered it premature to include them separately
in a historical review (some of the CPworks are included in the FEM
statistics, as the methods are related). Their use and importance for
studies of radiation effects is, however, likely to increase in the
coming years.
It is important to realize that many of these methods are in
much wider use outside the radiation effects community. In
particular, molecular dynamics is used very extensively in the
general chemistry and biophysics communities, and density func-
tional theory both in chemistry and materials physics. The finite-
element method is again very widely used in continuum me-
chanics and engineering. As a simple numerical comparison of the
relative importance of radiation effect studies, in 2017 about 14 000
Web of Science-indexed publications were published related toeither molecular dynamics or density functional theory. Out of
these, about 500 were also related to radiation effects (purely
coincidentally, in 2017 the numbers are about the same for both
methods). In other words, for these methods, the radiation effects
studies are only about 3.5% of the total.
I note that the topic of the origin of these simulation methods is
interesting not only for radiation effects specialists, but also for the
development of computational physics and numerical mathematics
in general. Examples of this are given for some of the methods
below.
In the remainder of the article, for the methods listed above, I
give a very brief description of how the method works is given; for
each of the methods, there are textbook-length treatments avail-
able, so giving a comprehensive description is not possible in a
limited-length review article. For each method, my best knowledge
of their history is given, followed by some highlights of their
development over the years. The total number of publications un-
derlying the data on the methods and radiation in Fig. 3 is 19600,
and I do not attempt a comprehensive review of this vast body of
work.
At the end of the article, there is also a general discussion about
how the use of the methods has developed over the years, and
some general outlook for the future.
2. Overview of physics and methods
In an attempt to give a reader a view how the different methods
relate to each other, I first give a very brief overview of radiation
effects, linking the physics stages to different simulation methods.
Other articles in this anniversary volume discuss the physics of the
different stages in greater detail. Radiation effects physics is also
discussed at much wider extent e.g. in Refs. [12,15e17]. This section
is organized as the frames in Fig. 1, which are referred to in the
following with uppercase letters A-F. The methods relevant to each
stage are mentioned briefly with the abbreviations here, while the
detailed method descriptions are given in the following Sections
4e12.
A) In the bulk, a radiation damage event is initiated by a passing
high-energy particle. This may be a high-energy (100's of
keV's or MeV's) ion, neutron or electron. The passing particle
occasionally collides strongly with an atom in the material. If
the energy transfer to this primary knock-on atom (PKA) ex-
ceeds the threshold displacement energy [18,19], it starts
moving ballistically between other lattice atoms. It will in
turn collide with other atoms (secondary knock-on atoms),
and so on. The sequence of collisions is called a collision
cascade. This initial stage is not a thermodynamic system,
since the time scale of the high-energy collisions  10 fs) is
much shorter than the lattice vibration frequency of solids 
300 fs [20]).
The motion of the high-energy particle can be treated with the
MCNmethod, if it is a neutron, and the BCA or MD if it is an ion. The
energy loss to electronic excitations (electronic stopping) can be
treated with either traditional empirical electronic stopping the-
ories or tabulations [21e23] or with TDDFT methods. The collision
cascade itself can be treated by BCA or MD simulations.
B) After about 0.2 ps, both BCA and MD simulations show that
all the recoiled ions have slowed down to kinetic energies
below the threshold displacement energy,  10 eV. At this
stage, two outcomes are possible. In case the material has a
low density [8,24], the knock-on atoms move largely inde-
pendent of each other. In this case, the damage remaining is
Fig. 1. (Color online) Schematic description of the time scales and physical processes occurring during irradiation of bulk materials. Frames A-C indicate a single primary damage
process, D the ensuing defect mobility. E-F illustrate high-dose damage, i.e. what may happen when multiple primary damage events overlap. The dashed boxes indicate which
simulation methods are relevant to model which time scale. Abbreviations are MCN¼Monte Carlo neutronics calculations, MMC¼Metropolis Monte Carlo), MD¼Molecular
Dynamics, BCA ¼ Binary Collision Approximation, KMC ¼ Kinetic Monte Carlo, DDD¼Discrete Dislocation Dynamics (DDD), DFT¼Density Functional Theory, TDDFT¼ Time-
Dependent DFT, RE¼ Rate equations, FEM ¼ Finite Element Method, PFM ¼ Phase field modelling. When the method is in parenthesis, this indicates that the method can describe
only some aspect of the problem, as discussed more extensively in the main text. Figure is original work for this article. (For interpretation of the references to color in this figure
legend, the reader is referred to the Web version of this article.)
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these. In densematerials, however, the sequence of collisions
typically occur so close to each other that after about 1 ps,
there are regions of atoms with kinetic energy around 1 eV
right next to each other undergoing complex many-body
collisions.MD simulations have shown that the kinetic energy distribu-
tions of these atoms is a Maxwell-Boltzmann one, i.e. the system
can be considered to be in a thermodynamic liquid-like state [25].
This state is called a heat spike or thermal spike or displacement
spike. Because the system is clearly out of thermodynamic equi-
librium, and the processes are so rapid that thermal equilibration
Fig. 2. (Color online) Schematic description of the development in time of the use of
some key methods in radiation effects, The bars start at the very first use of the
method in any field of science. The color (gray) shading strength are a subjective view
by the author on the relative importance of the method in radiation effects studies.
Figure is original work for this article. (For interpretation of the references to color in
this figure legend, the reader is referred to the Web version of this article.)
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way to treat the system is by MD simulations in the microcanonical
thermodynamic ensemble. In other words, MD should be ran as
direct solution of the equation of motion without any temperature
or pressure control in the collisional region.
C) After about 10e100 ps (depending on thermal conductivity
of the material), any collision cascade has cooled down to the
ambient temperature, leaving behind some damage.
The same MD simulations that can be used to describe the
cascade in stage 2 will somehow describe also the damage forma-
tion. However, there are major methodological uncertainties in
what the exact form of the damage produced is [26] due to un-
certainties in how well the interatomic potentials describe the
defect energetics. DFT is much more reliable in this regard, and
hence can be used to calibrate or discriminate interatomic
potentials.
D) After the single primary damage event, i.e. stages A)-C), the
defects produced are mobile on some time scale. This
mobility is determined by equilibrium thermodynamics
(except if an additional cascade happens to hit the same re-
gion of the material).
In practically all cases, MD is too slow to describe this mobility,
however, either DFT or MD can be useful in determining the
diffusivity of individual defects. Both methods can be used to
determine themigration energy barrier (typically using the nudged
elastic band (NEB) method [27]) for both point defects and also
extended defects, at least if these are not too complicated. Also the
migration prefactor can be determined, either from analysis of vi-
bration modes [28] or by dynamic simulations [29]. After the
migration properties of all relevant defects are known, either KMC
or RE methods can be used to simulate their diffusion.
E) In many cases of practical interest, the radiation fluence is so
high that any given region in the material is affected by several
recoils. In non-amorphizable metals, the damage after a high
dose almost invariably is in the form of dislocation loops [30],
and sometimes also voids [31]. In semiconductors, even a single
recoil event can produce disordered (‘amorphous') zones
[32,33]. Hence, under prolonged irradiation it is natural that
these build up to for increasingly large amorphous zones, which
may lead finally to complete amorphization [34e36]. In some
ceramics, also phase transitions from one crystalline phase to
another have been observed [37].
The formation of dislocations and amorphization due to damage
buildup can be readily simulated with MD [38,39]. For longer time
scale damage buildup, KMC or RE's are appropriate tools, and for
the dislocation mobility, DDD. The MMC method may be useful for
examining relative phase stability.
F) After really prolonged irradiation, or if the irradiated system is
also under a mechanical load, in metals the dislocation struc-
tures tend to grow, and under stress may be mobile. The only
method that can certainly simulate dislocation mobility explic-
itly on the mesoscale is DDD, although also KMC after extension
with elastic interactions may give this possibility in the future.
FEM or RE's with suitable parametrization of materials proper-
ties that depends on dislocation concentration can be used to
simulate a material with dislocation in an averaged manner. The
RE approach can also be very useful for simulating void and He
bubble growth.3. Reaction rate theory or rate equations (RE)
The term ‘reaction rate theory’ or ‘rate equations' is in general
used to mean solving continuum differential equations of defect
densities to simulate their diffusion. Thus themethod is in principle
as old as diffusion theory itself, dating back to the 1850's [40]. The
rate theory approach [41e44] has the advantage that it can span
very large time, spatial, and energy ranges, from defect production
in cascades to changes in macroscopic properties. The disadvantage
is that it only gives average defect concentration information. In
principle the KMC approach (section 8) could do the same including
descriptions of each individual defect. However, the RE approach is,
at least if limited to a one-dimensional space description, many
orders of magnitude more efficient than KMC, and hence remain
still in use. The methods do share the common characteristic that
the inputs to RE's can be the same experimental, MD or DFT data as
to KMC.
The approach has been used under several different terms, since
solution of differential equations for diffusion can be done and
called by many names. The publication statistics in Fig. 3 is shown
for the terms “rate theory” or “rate equations”, but is likely an
underestimation due to the naming differences. For defects in
solids, rate theory was used without electronic computers for
instance by Cottrell to examine how carbon atoms form the “Cot-
trell atmosphere” around dislocations to slow them down [45].
Somewhat later, in 1957, Waite used rate equations to examine
diffusion under a radiation boundary conditions [46], and the
following year Dienes and Damask used it to examine radiation
enhanced diffusion [47]. Dworschak considered in the 1960s
different kinds of trap models with analytical solution of rate
equations [48].
The origin of the use of rate theory computer modelling specific
to radiation effects occurred around 1970, according to a review
article by one of the pioneers in the field, Brailsford [42], who cites a
paper from1970 byWiedersich as the original computer simulation
one [49]. Also from other sources, it is clear that the field had a
surge of activity starting in 1970e1971, see Ref. [41] and references
therein. This was mainly motivated by the desire to understand the
recently discovered phenomena of void swelling and radiation
induced segregation in structural alloys (for proposed fast breeder
reactor cladding/duct applications).
Fig. 3. (Color online) Publication statistics on the usage of different simulation
methods with respect to radiation effects. The data is obtained as a search on publi-
cation mentioning each method (without the abbreviation) and the key words ‘radi-
ation* OR irradiation* OR sputtering* OR cascade*’ in a Web of Science topic search on
Sep 3, 2018. Note that some publications may not be exactly on ionizing radiation, e.g.
the key word radiation may also give articles on solar radiation. However, a manual
checking of the titles of the most recent publication indicated that at least most papers
found with these keywords are related to some sort of ionizing radiation. The FEM
statistics is to a large extent on light radiation, however. Note also that due to varia-
tions in naming conventions, especially some early work is missing. The data and
figures are original work for this article. (For interpretation of the references to color in
this figure legend, the reader is referred to the Web version of this article.)
Fig. 4. Fraction of radiation defects that are annihilated at sinks as a function of
temperature, as modelled by rate equations in 1972 with a model that did not include
defect clustering. The different curves are different sink annihilation probabilities.
From Ref. [50]. Copyright Taylor and Francis (1972).
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295 277A key point in rate theory is which defects to include and what
the trap (sink) strengths are. The results are naturally sensitive to
which defects are included, what the associated sink strengths are,
and how they are treated [51,52]. Already in 1972, Wiedersich
simulated the fraction of defects which are annihilated at sinks in
Ni using rate theory as a function of the sink annihilation proba-
bility, see Fig. 4. In this early work, defect clustering was neglected.
Later on, around 1990Wiedersich considered also the role of defect
clusters formed directly in cascades, and showed that if these are
formed in a cascade, they become under many circumstances the
dominant sinks for mobile defects [43]. In 1981 Brailsford and
Bullough presented a thorough mathematical theory for how to
treat the sink strengths of non-saturable defect sinks [52]. Around
2000, Gan et al. used rate theory to model loop formation in light-
water reactor steels using [53]. They found that agreement with
experiments was obtained only when the possibility of in-cascade
interstitial cluster formation was included in the model. Similarly,
the results of Katoh et al. [54] also point to the importance of
cascade clusters for microstructure evolution, and more recently
for Zr by Barashev et al. [55]. Singh et al. considered also the pos-
sibility that clusters produced in cascades decorate grown-in
dislocation so that they cannot act as dislocation courses [56].
These results are well in line with MD simulations that show direct
cluster formation in cascades (cf. section 6).Trinkaus developed a rate theory for the nucleation of multi-
component precipitates, although this was not specific to radiation
effects [57].
A rate theory approach to ordering and pattern selection was
developed by Walgraef et al. [58]. This approach allowed to predict
the formation of ordered vacancy loop microstructures under
irradiation. Brailsford and Mansur used in 1977 a rate theory
approach to analyze void swelling for comparison of ion, electron
and neutron irradiation conditions, concluding that one should use
caution when comparing ion and neutron irradiation results [59].
Here it is worth noting that still in 2018, forty years later, the extent
to which ion irradiation can be used to mimic neutron ones is being
debated. Miller considered in 1979 in detail how dislocation bias (a
measure of the preference for interstitial absorption at dislocations
[60]) is related to the point defect relaxation volumes, and hence
swelling [61].
Odette et al. used in 1988 a rate-theory approach in an attempt
to explain the low swelling of ferritic martensitic steels compared
to austenitic ones, and attributed it to high self-diffusion and low
helium generation rates [62]. It is interesting to compare this result
with the MD one cited in 9, where the high radiation hardness of
these steels is attributed to Cr slowing down dislocations [63]; it is
not obvious whether these effects are complementary or in
contradiction to each other. Golubov et al. compared void swelling
in fcc and bcc metals, highlighting that differences in 1D diffusion
of defect clusters can have an important effect on the reaction ki-
netics [64].
The rate theory approach can also be very useful for studying He
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295278effects. In 1983 Ghoniem et al. examined He migration in Ni using
analytical methods and rate theory, and raised the possibility that
He migration is enhanced by migration in a He-divacancy complex.
Stoller et al. implemented in 1985 a helium bubble equation of state
into rate theory and calculated swelling due to the He in stainless
steel based on this [65]. Somewhat later, Katoh et al. [66] studied
the effects of He to dpa ration on bubble number density in stain-
less steels. The swelling was found to be a complex function of
irradiation temperature, He/dpa ration and displacement rate. The
authors concluded from this, that simple extrapolation of fission
reactor damage results to fusion reactors is unlikely to be accurate.
For studying the diffusion of defects and impurities, rate theory
and KMC are in principle complementary. A very thorough com-
parison was presented in Ref. [67], which showed that the RE and
OKMC agree well for irradiation conditions that produce a high
density of defects (lower temperature and higher displacement
rate) and for materials that have a relatively high density of fixed
sinks such as dislocations, see Fig. 5.
Rate equations are also widely used to simulate the fusion
reactor plasma-material interactions [68e71].
As a final note on rate theory, we mention that the formation of
ordered nanostructure arrays on surfaces (“ripples”) [72e75] has
been described with an differential equation approach mathe-
matically somewhat similar to the defect rate theory. This was first
done by Sigmund [76] and later Bradley and Harper for sputter-
induced ripple formation [77]. More recently, strong evidence has
emerged that at least in amorphousmaterials, ripple formation is in
fact dominated by atom redistribution [78e81].
4. Monte Carlo neutronics calculations (MCN)
TheMCNmethod is very interesting in that its development was
a milestone in all of electronic computing; the very first computer
simulation ever was a neutronics calculation done by Fermi in 1946.
The first declassified publications on the topic appeared in 1948
and 1949 [82,83], but a much later historical paper by Metropolis
revealed the first calculationswere already done in 1946 on the first
electronic computer, the ENIAC [84]. The calculations were about
following neutron passage in fissile matter based on random initial
positions and collecting statistics. This approach still is the basis of
Monte Carlo neutronics calculations.Fig. 5. Number of vacancies (vac) and self-interstitials (SIA) in clusters as a function of
irradiation dose in dpa as predicted by rate theory and object kinetic Monte Carlo
simulations. From Ref. [67]. Reprinted with permission from publisher. Copyright
Elsevier (2008).The same historical paper [84] also reveals the origin of the
peculiar name ‘Monte Carlo’ for using random numbers in com-
puter simulations. Obviously this name does not have any moti-
vation in physics terminology. Instead, it was coined by Metropolis
due to an uncle of Stanislav Ulam apparently having a gambling
affliction, and the most famous casino in the world being Monte
Carlo in the Principality of Monaco [84]. I note that the more sci-
entific term “stochastic” could very well be used to describe any
simulations employing random numbers, and appears to be the
dominant term in mathematics. Physicists seem to prefer the term
‘Monte Carlo’, presumably because of no other reason than the
more exciting mental images it may conjure.
After its early origins, the MCN methods have developed to be a
routine and key method in design and optimization of nuclear
fission power plants, with still expanding use, see Fig. 3. The pub-
lication numbers are, however, a severe underestimation of the
width of the use of the method, since much of the routine MCN
work in fission power plants is not published (not to mention the
likely use of the approach in design nuclear device for military
purposes). I do not attempt here a comprehensive review of the
long history of the MCN method, but merely refer to a few highly
cited papers and important codes in the field.
The first paper on MCN simulations in a regular journal were
published in 1950 by Kahn, who used the method to address
neutron attenuation [85]. About a decade later, Kalos introduced
the use of importance sampling to speed up neutronics calcula-
tions; this method is now a standard approach in all kinds of MC
simulations. Around 1970, MCN simulations were also taken into
use in medicine [86].
At first, the calculations only dealt with the neutron motion, but
later were extended also to be able to provide the recoil energies
the atoms received (PKA in stage A in the schematic Fig. 1), thus
setting a basis for calculations of neutron damage in materials
[87e89]. Very recently, the damage calculations have been
extended to deal with complex geometries and multiple stages of
neutron transmutation [90,91].
As the MCN field matured, the solutions were incorporated into
a few codes that have become dominant in the field. The likely most
used code is the MCNP code developed at Los Alamos. The devel-
opment of the code can be traced back to 1957 [92], and it has been
updated ever since, the latest version being released in 2018 when
this article is being written [93]. Another code still under active use
and development is the TRIPOLI code developed most recently by
Petit et al. [94]. The PHITS code by Iwase et al. is interesting in that it
can also handle passage of other heavy elements developed [95].
Recently, the entirely new SERPENT code has attracted interest due
to its modern speedup algorithms [96]. Many neutronics codes are
only available to scientists in OECDmember countries via the OECD
Nuclear Energy Agency code database. MIT does publish a modern
open source code OpenMOC [97].
5. Metropolis Monte Carlo (MMC)
The same Metropolis who coined the name Monte Carlo,
developed together with two Rosenbluths and twoTellers in 1953 a
completely different random number method for thermodynamic
calculations [98]. In this approach atoms in a system are given
random displacements one at a time, and the potential energy
difference associated with the shift is determined. If the shift is
negative (energetically beneficial), it is always accepted, and if it is
positive, the shift may still be accepted with a probability decaying
as a Boltzmann factor [98]. This approach leads the atomic system
to an equilibrium canonical (NVT) ensemble [99]. The potential
energy is obtained from interatomic potentials [100e102].
The original use of this method was to simulate melting of hard
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that it showed that an appropriately selected weighted random
sampling can be used to simulate any interacting atom system in
the NVT thermodynamic ensemble [99]. Moreover, an even greater
value of the approach came from the fact that the same approach
can be very useful for searching for global minima of in principle
any system, that can be characterized with a continuous variable to
be optimized, and a temperature-like variable that characterizes
the system state. This starts from an analogy with annealing in
materials processing: a real system can be driven to a low-energy
equilibrium state by starting with a high temperature and then
slowly cooling it down to 0 K, whichwill optimize the EðTÞ function.
Since the Metropolis MC method simulates the NVT ensemble, the
annealing can readily be done on a computer by letting T/ 0. If
then any other system simulated on a computer can be character-
ized by something analogous to E and T, it can also be optimized
with the MMC annealing approach. This has given the generalised
version of the MMCmethod extremely wide use in statistics, where
it is mostly known as Markov chain Monte Carlo [103].
For simulating radiation effects, the MMC method is by contrast
used relatively little, see Fig. 3. This is because as an equilibrium
simulation method, it cannot be used to simulate the highly
nonequilibrium cascade conditions. However, it can be useful in
simulations of materials driven first into a nonequilibrium states by
irradiation, where MMC can be used to examine the phase stability
and aging when these materials are driven back towards equilib-
rium (frame E in Fig. 1). An important example of such a case is the
study of the phase diagram of FeCr, which is the key model alloy
behind ferritic stainless steels. For this system, electron irradiation
speeded up aging was used to show that the standard textbook
phase diagram is wrong [104]. MMC simulations have been used to
examine this phase stability for different interatomic potentials
[105,106] (for a more detailed discussion of this specific case, see
Ref. [107]).
MMC has also been used to study the stable atom configurations
on sputtered surfaces [108], the balance of Cr atoms and vacancies
in FeCr alloys [109], and segregation of atoms at grain boundaries
[110].Fig. 6. Image describing simulation setup for the first MMC simulation of melting of a
hard sphere system. From Ref. [98]. Reprinted with permission from AIP publishing.
Copyright (1953) the American Institute of Physics.6. Molecular dynamics (MD)
Molecular dynamics simulations are a way to simulate the
motion of atoms in molecules or solids [111e113]. The crucial
physics input to the method are the forces acting between atoms.
These can be obtained either from an analytical interatomic po-
tential (which may be the same as for the MMC method) or from a
quantum mechanical calculation method, such as DFT.
Molecular dynamics was initially developed to simulate vibra-
tions in diatomic molecules by Alder and Wainwright in 1957
[114,115], and its widest usage area is in fact in molecular and
biophysics [112,116,117]. Very soon after 1957 the method was
taken into use also in radiation physics. In 1960, Gibson et al. used it
to simulate collision sequences in copper, and already in this very
first work, found the effect of “recoil collision sequences” (RCS), see
Fig. 7. This is still recognized as one of the mechanisms by which
interstitials and vacancies can become separated to form stable
Frenkel pairs (later works have shown that it is by no means the
only one [24,118]). Very soon afterwards, MD simulations were
used to examine the threshold displacement energy surface
[119,120]. As a special historical observation, I note that the first
paper in the Journal of Nuclear Materials with thewords “computer
simulation” in the title was a paper on MD simulations of threshold
energies in Cu from 1978 [121].
In those days, computer capacity was of course very limited.
Hence the early simulations involved only a couple o hundred
atoms, had the outer atoms forced inwards, and were run with
purely repulsive interatomic potentials. By current standards, this
kind of simulations would be considered completely unphysical. In
this regard, it is amusing to note that the MD simulation value for
the average threshold energy in Fe obtained in 1964 by Erginsoy
et al. of 40 eV appears to be the source of even an official ASTM
standard [122]. There were several experimental values on the
threshold in Fe for specific crystal directions [123e125] around
20e30 eV, but Lucasson chose in Ref. [18] to cite the MD value of
44 eV for the average. Moreover, due to this value being cited as anFig. 7. Image describing the motion of atoms from the first MD simulation of radiation
effects [144]. Reprinted figure with permission from [J. B. Gibson et al., Physical Review
120, 1229 (1960)] Copyright (1960) by the American Physical Society.
Fig. 8. Top (a): Original conceptual picture of a heat spike from 1954 by Brinkman et al.
[154]. Bottom (b): first image showing underdensification in a heat spike in MD sim-
ulations by Diaz de la Rubia et al. [153]. a) Reprinted from Ref. [154] with permission
from the American Institute of Physics. b) Reprinted figure with permission from [T.
Diaz de la Rubia et al., Physical Review Letters 60, 76 (1987)]. Copyright (1987) by the
American Physical Society.
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Ref. [18]), it is sometimes even confused to be an experimental
value.
On the other hand, analytical potential MD simulations with
much more advanced modern simulation methods actually give an
average threshold that is very close to 40 eV [19]. However, DFT-MD
simulations, which should be clearly more reliable than any clas-
sical potential, give a value of about 30 eV, indicating that the old
value of 40 eV is in fact an overestimation [126].
The computer capacity limitation to a few hundred atoms pre-
vented use of MD simulations for studying radiation effects by
higher-energy ions for a couple of decades. However, in the 1980's
computers started to become efficient enough to simulate radiation
effects also at higher energies. In the early 1980's, Webb, Harrison,
Garrison, and coworkers managed simulations of a couple of
thousand of atoms, which was enough to simulate sputtering and
pit formation at surfaces [127e129]. This lead to a long line of
studies of sputtering, first in simple metals and elemental carbon
[130e132], and later to more complex systems such as fullerene
bombardment [133,134] and sputtering of complex organic mole-
cules [135]. Later on, as interatomic potentials became more
advanced such that they could describe chemical bonds in a
reasonable way [101,136], MD simulations also started treating
chemical sputtering [137e143].
When computers in the 1990's became efficient enough to
simulate first tens of thousands, and later millions, of atoms, the
surface simulations also could model explosive emission of atoms
of atoms and cratering [145e150]. The cratering studies raised the
obvious question of whether the craters formed form by the same
mechanism as those on planets and moons. Aderjan and Urbassek
first showed in 2000 that craters produced by single ions do not
form by the same mechanism [151], but rather by flow of a heat
spike liquid to the surface [146]. Slightly later, Samela and Nordlund
showed that when the projectile size is increased from a single
atom to an atom cluster withmore than 10 000 atoms, the cratering
mechanism does become the same as the macroscopic one, i.e.
explosion of a high-pressure zone formed under the projectile to
the surface and vacuum [152].
In 1987 Diaz de la Rubia et al. made a breakthrough for under-
standing bulk radiation effects, when they were able to simulate a
system of more than 10000 atoms. This enabled simulating the full
development of 5 keV collision cascades inside a material [153],
which showed that a heat spike has an underdense core and a
overdense shell, just as conceptually envisioned by Brinkman
already in 1954 [154], see Fig. 8. Since this work, a large amount of
work has been done on understanding bulk heat spikes inmetals by
MD (see e.g. Refs. [25,155e165]), basically giving all the insights on
their nature described above in Section 2. However, it is important
to point out that there is also direct experimental evidence for the
existence of heat spikes [37,166e168].
Out of themany historical developments in defect production by
heat spikes in metals, I only mention one development in more
detail. The issue of howdislocation loops form has been studied to a
great extent. Experiments show that at least vacancy-type stacking
fault tetrahedra can form directly in collision cascades [169,170]. In
1999 Nordlund and Gao reproduced this effect in MD [171], and
slightly later Nordlund et al. showed that the SFT production is
strongly enhanced near surfaces [172]. I 1991, Diaz de la Rubia et al.
claimed to have observed the production of interstitial dislocation
loops directly by loop punching in a cascade [156], however, in 1996
the same lead author admitted that this observations was an
artefact of a too short analysis time [173]. More recently, new sys-
tematic experiments of irradiated W have shown that in this very
dense material, at least vacancy-type dislocation loops can form
directly in collision cascades, and that simulated and experimentalcluster size distributions agree well with each other [168], see
Fig. 9.
The inclusion of electronic effects (electronic stopping [21,22] and
electron-phonon coupling [174]) in the MD simulations has a
somewhat curious history. Some of the very first MD simulations did
already include electron-phonon coupling [175,176], and several
groups have routinely included at least electronic stopping since the
mid-1990's [24,177e185] in numerous materials. However, for some
reason the groups working on damage in Fe have generally not
included electronic stopping [118,159,186]. At high energies, com-
parison of range profiles with experiments [183,187e189] show that
the electronic stopping can be very well treated as a frictional force
(how to include a frictional force can be included in MD is well
established [113]). For lower ion energies, the electronic excitations
start to couple to the phonons and one enters the electron-phonon
regime. It is perfectly possible, and even relatively straightforward
to include also lower-energy electronic effects in heat spike simu-
lations. However, the exact way how the electron-phonon coupling
should be done, and/or what the associated parameters in the model
should be, remains unclear in the heat spike regime to this day
[190e193]. The TDDFT method holds great promise for giving
further insights on this (cf. section 11).
MD simulations of radiation effects have of course not been
solely related to metals. Numerous studies have been performed on
Fig. 9. Good agreement between experimental and simulated cluster size distribution
scaling power law exponents for 150 keV and 400 keVW ion irradiation of W thin foils
[168]. The y axis shows the frequency of occurrence of defect clusters of the given size.
Reprinted with permission to be obtained. Reprinted with permission from publisher.
Copyright (2015) IOP publishing.
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These generally all reproduce the key difference between damage
in metals and semiconductors: while elemental metals remain
crystalline, irradiation of semiconductors leads to production of
first amorphous pockets [202] and later on full amorphization
[38,203]. The basic reason to this dramatic difference in behaviour
is the much higher recrystallization velocity of elemental metals
[24,204].
Radiation effects in ceramics have also been examined exten-
sively by MD, see e.g. Refs. [205e217]. These generally show that
the behaviour is complicated and somewhere between metals and
semiconductors: some ceramic materials amorphize readily, while
others do not [210,211].
The early MD simulations cited above were, out of rather
obvious reasons, considering either bulk materials, or a smooth
surface. However, as nanoscience became the rage in the 2000's, a
large amount of MD simulations studies have also considered
irradiation of nanostructures. Due to the large fraction of surface in
these, their response to radiation can be quite different from that in
the bulk. The damage is naturally enhanced at the surface [218], and
the sputtering yield can lead to truly massive nonlinear enhance-
ment of sputtering yields [219].
In carbon nanostructures such as graphene and nanotubes, the
defects may be very different from those in a bulk material
[220,221]. It is interesting to note here that many of the radiation
effects in carbon nanotubes were first predicted in simulations and
then confirmed by experiments. For instance, MD simulations
predicted that there are no proper interstitials in carbon nanotubes,
but a 2-fold bonded adatom is a rapidly-moving defect analogous to
the interstitial in bulk [222]. This prediction was confirmed by
experiments observing rapidly moving surface atoms in graphene
[223].
Extensive reviews of radiation effects in nanostructures are
available e.g. in Refs. [224e226] and we refer the reader interested
in more details on irradiation of nanostructures to these.A fairly recent development is the MD simulation of high-dose
irradiation effects by simulating numerous overlapping cascades.
In Si, Ge, GaAs and SiO2 such simulations are in good agreement
with the experimental amorphization doses and damage buildup
[38,203,214]. Also the amorphization of Ge nanoclusters
embedded in silica matrices have been well reproduced [227].
However, for GaN such MD simulations fail in describing the
complex experimentally observed 3-stage amorphization behav-
iour [199]. In metals, simulations of overlapping cascades can
reproduce fairly well the experimentally observed difference be-
tween elemental Ni and Ni alloys [228,229]. These good agree-
ments are remarkable considering that the overlapping damage
MD simulations overestimate the experimental dose rates by
many orders of magnitude.
Due to its versatility, MD based on either classical or quantum
mechanical interactions, will certainly remain a key method of
radiation effect studies for a long time to come. Accelerated MD
schemes have already extended the time scales that can be handled
to also cover defect migration partly (part D in Fig. 1) [230e236].
The uncertainties with interatomic potentials will likely be reduced
significantly by machine-learning potentials [237e240]. However,
we note that their current construction schemes do not include
short interatomic distances, and hence their development needs to
be extended to the repulsive potential region before they can be
reliably used in radiation effect simulations.
For a long time, the radiation effects MD simulations were car-
ried out with a wide range of different codes that were developed
with one group, or a few collaborating groups. These include e.g.
the SPUT code developed by Harrison, Garrison et al. [241,242], the
MOLDY suite of codes developed by Finnis et al. originally at
HARWELL [243,244], the MOLDYCASK code based on MOLDY
developed by Diaz de la Rubia et al. at LLNL [245], the DYMOKA
code by Becquart et al. [246] and the PARCAS code by Nordlund
et al. [247]. Since about 2010, the dominant MD code for simula-
tions of hard condensed matter in general has started to be the
LAMMPS code developed at Los Alamos [248]. Although originally
the code was not particularly well suited for radiation effects, more
recent versions do support high-energy repulsive potentials and
have a combined electronic-stopping-electron phonon coupling
model. Hence it seems that LAMMPS is becoming the dominant MD
code also for radiation effects studies.6.1. MD in recoil interaction approximation (RIA)
The recoil interaction approximation (RIA) is a special variety of
MD for simulating ion penetration profiles efficiently. In this
approach, all interactions of an ion or recoil with lattice atoms are
treated according to the molecular dynamics algorithm, but lattice
atom-lattice atom interactions are not calculated. Moreover, the
lattice is always generated around the ion/recoil as it moves for-
ward, making it enough to have only a few hundred atoms in the
simulations.
The MD-RIA was first developed by Karpuzov and Yurasova in
1971 [249], but the use of the method did not continue in that
group. It was then later reinvented by Nordlund [178], whose group
took it into wide use. Another implementation was made by
Beardmore et al. [188]. The MD-RIA approach has proven to be
useful especially for understanding channeling effects, both the
reduction of electronic stopping in channels [179,183,189,250] and
for systematic analysis of in which crystal directions channeling
takes place, using so called ‘channeling maps’ [251].
MD-RIA is available in the open source MDRANGE code
[252,253].
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In the binary collision collision approximation, the motion of an
ion or recoil in a material is treated as a sequence of independent
binary collisions. For each collision, the classical scattering integral
is solved to give the scattering angle and energy loss to sample
atoms. This allows for a very efficient treatment of ion passage in
materials (frame A in Fig. 1).
The BCA approach was first developed by Robinson and Oen in
1963 [254]. Even though they authors used, by current standards,
fairly crude interatomic potentials, they obtained remarkably good
agreement with experimental range profiles, see Fig. 10. Very soon
after this initial study, the BCA approach was extended to be able to
also deal with ions moving in a crystalline structure. These simu-
lations discovered the ion channeling effect [255,256], which was
soon afterwards confirmed experimentally [257,258]. This likely is
one of the first cases ever where an atomistic computer simulation
successfully predicted a physical effect.
The BCA simulations can be further categorised by how they
treat the structure of the material in which the ion moves:
1. The by far most used approach is to select the position of the
next colliding atom randomly, in a Monte Carlo approach
[22,254,259]. This approach is set up to ensure the material has
the correct density, but otherwise has no information on the
structure of thematerial. Naturally, it treats ion passage in a fully
amorphous material.Fig. 10. Top (a): Original picture of a sequence of binary collision and the associated
range concepts [254]. Bottom (b): Reasonable agreement with experimental range
profiles obtained in the very first BCA simulations, for 60 keV Na ion in Al. [254].
Reprinted with permission from AIP publishing. Copyright (1963) the American
Institute of Physics.2. It is also possible to set up BCA for ions moving in a perfect
crystal [255,256,260e262], possibly with thermal displace-
ments obtained from the Debye model [263].
3. Very recently, an approach was introduced where BCA is run on
arbitrary atoms positions read in from a file, existing for the
entire penetration depth of the ion [264]. For typical ion ranges
in the 10e100 nm range, doing this requires millions to hun-
dreds of millions of atoms, which is entirely feasible to handle
with modern computer memory capacity. This approach allows
taking complex defective structures from MD and simulating
either ion passage or backscattering from these positions
[214,229].
Another important distinction in BCA methods is whether they
are run for the ion only, or whether also the recoils are followed.
The latter, so called ‘full cascade’mode can describe linear collision
cascades fully. Such amode is implemented in two of the most used
BCA codes, MARLOWE [260] and TRIM/SRIM [22,265,266].
In spite of the basic idea of binary collisions, there are actually
varieties of BCA where several binary collisions are treated simul-
taneously [260,267]. This may be necessary to treat some chan-
neling conditions correctly, but the way to implement “multiple
binary collisions” is not unique, and different approaches do not
give quite the same results [267,268].
After the start, the BCA approach became a very widely used
method for simulating range profiles, sputtering, and energy
deposition in materials, see e.g. Refs. [262,269e278]. Most recently,
its use has been extended to nanostructures [279e281].
When the MD-RIA simulations became available, it also became
possible to test the lower-energy limit of BCA. Roughly speaking, for
heavy ions, BCA is valid down to energies of a few 100 eV, while for
light ones it may be fairly accurate even down to energies of a few
tens of eV's [282,283].
The original BCA code, MARLOWE [260], is still in active use
[267,276,284,285], i n spite of being originally written in the 1960's
in a very peculiar Fortran variety known as Mortran. However, BCA
is by far most used in the Stopping and Range of Ions in Matter
(SRIM) code, which has an executable that is freely available has a
very easy to use graphical user interface for Windows systems
[23,266]. SRIM is originally based on the TRIM code [22,265], which
also has other derivatives: TRIDYN [259], SDTrimSP [286], Crystal-
TRIM [261]. Other, independently developed BCA codes include
SASAMAL [287] and CASWIN [288,289].
Some uses of the BCA method can be considered outdated by
now. Even though BCA simulations can give some sort of numbers
of vacancies, these numbers are not unique [290], and BCA cannot
in any reliable way describe production of vacancy or interstitial
clusters, as this is driven by thermodynamic processes. Hence for
simulations of defect production, MD can be considered to have
superseded BCA. A bit similarly, for simulating channeling under
conditions where multiple collisions are significant, the MD-RIA
approach is usually sufficiently fast, reducing the need for a BCA
approach. However, BCA does remain a very efficient and accurate
method for calculating ion ranges, energy deposition profiles, recoil
spectra, and when properly calibrated, also sputtering. For this kind
of uses, the approach is likely to remain important far into the
future.
7.1. Kinetic Monte Carlo (KMC)
The KMC method is in the most general term a way to simulate
the time evolution of any system with known rates, provided the
subsequent transitions are not correlated with each other and are
Poisson processes [291]. If all possible transitions and their rates are
known, then the KMC algorithm always picks one transition to
Fig. 11. KMC results on the fraction of electrically activated B defects in Si as a function
of annealing time compared to experiments. The two different simulation curves are
results on two model varieties, with and without large boron-interstitial clusters. From
Ref. [307]. Reprinted with permission from AIP publishing. Copyright (2011) the
American Institute of Physics.
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proportional to the rate. The time is then advanced after each
transition with the simple equation
t¼ t  ln u
R
(1)
where u is a randomnumber between 0 and 1, and R is the sum over
all rates. The KMC algorithm is very powerful in that in case all
input rates are correct and the transitions are independent Poisson
processes, it is actually an exact algorithm, i.e. it would simulate the
real stochastic time evolution perfectly correctly [291].
The Kinetic Monte Carlo method has an interesting history, in
that almost exactly the same algorithm appears to have been
independently invented at least three times. The basic aim of the
KMC approach is to simulate atomic jump or transition processes
with a realistic time scale (note that the MMC method does not
have a physical time). The first attempted development of such an
approach was by Flinn and McManus in 1961 [292]. The crucial
time advancement algorithm that takes into account the sum of all
rates was developed by Young and Elcock in 1966 [293] for simu-
lating vacancy migration in binary alloys (i.e. a radiation effect).
Apparently independently of this, Bortz, Kalos and Lebowitz
developed in 1975 an approach to simulate the time development
of spin systems with the same time advancement scheme [294].
Finally, in 1976 Gillespie also reinvented essentially the same time
advancement scheme for simulation of chemical reactions. Due to
the varied origins of the KMC method, it has been used with many
names: Kinetic Monte Carlo, Dynamic Monte Carlo, the n-fold way,
the BKL algorithm [294] or the Gillespie algorithm. Recently it
seems the naming convention is converging towards the KMC term,
perhaps because the wikipedia page on the method uses that as the
title.
The original KMC approach was one where each atom in a
system was simulated [293], an approach now called Atomic KMC
(AKMC) and often used to simulate vacancy migration in alloys and
surface reactions [295,296]. Another approach is to simulate only
‘objects' that are assumed to move in a ‘background’ of perfect
crystal, an approach now called Object KMC or OKMC [297]. In the
OKMC approaches, the background perfect crystal atoms are not
explicitly included in the software arrays, saving a huge amount of
memory.
The reason the KMC method is very interesting for radiation
effects, is that radiation defect and impurity migration typically
fulfils the KMC precondition of being uncorrelated Poisson pro-
cesses [28]. Hence, OKMC can be used to simulate the defect or
impurity mobility after a cascade, frame D in Fig. 1. Moreover, KMC
has the major advantage compared to MD, that the time scale is not
dependent on atom vibrations, but rather depends inversely on the
jump rates. In other words, the slower the defect migration rates,
the longer the time steps in KMC become.
The major weakness of KMC is that all possible jumps and re-
actions between defects have to be known in advance, and coded or
parameterized into the KMC. This, however, is where the lower-
level simulations can come in: either BCA or MD can be used to
simulate the defect production, and MD or DFT the defect jump
rates and reactions (if not known experimentally).
The OKMC method has been widely used to simulate radiation
effects since the 1990's. Heinisch started in 1990 simulating dam-
age production in BCA full cascade simulations, and then the defect
migration by KMC [298,299]. This line of simulations has proven to
be particularly useful for simulations of ion beam processing of Si,
since there the post-implantation annealing crucially involves
point defect and impurity migration [276,300,301]. Particularly
noteworthy is the very advanced KMC simulator of the ion beamprocessing of Si, with inputs on hundreds of rates from other
methods, that has been developed by Pelaz et al. [197,302e304].
This simulator can simulate the behaviour of defects and impurities
in Si up to the final electrical activation that is crucial for the device
functionality [305e307], see Fig. 11.
Another big thrust in OKMC use has been the study of defect
migration including impurity effects in Fe. A quite good under-
standing of interstitial and di-interstitial mobility has been ach-
ieved with KMC simulations [308]. Related modelling has also
shown that even low concentrations of carbon impurities have a
major effect on defect structure growth in Fe [309,310]. KMC has
also been used to examine the migration and bubble formation by
He inW [311,312]. By extending the base KMC algorithms to surface
roughening, this line of simulations has enabled providing a
reasonable explanation to the mechanism and time and tempera-
ture dependence of bubble formation in W [313] and the so called
fuzz growth in W by He irradiation [314,315].
In the 2000's, several interesting further developments of the
basic AKMC and OKMC algorithms have emerged.
The AKMC approach has also been very important in studying
ordering reactions in metal alloys [31,316]. For instance, Enrique
and Bellon showed around 2000 how a balance of radiation dis-
ordering and chemical ordering effects can lead to compositional
patterning in CuAg alloys [295,317]. In 2010 Clouet and Soisson
used AKMC to determine the radii of Cu precipitates in FeCu alloys,
finding very good agreement with experiments [318]. Even more
recently, Messina et al. showed in studies of Mn and Ni solute atoms
in steels that increasing the solute content has a stabilizing effect on
that vacancy clusters [319].
AKMC on defect migration in alloys has the problem that for
each different elemental composition around a defect leads to a
different migration energy. The amount of different energies goes
up to the millions even in a binary alloy. Two approaches have been
taken into efficiently determining barrier energies without having
to explicitly precalculate all of them. Djurabekova et al. introduced
using artificial intelligence (neural networks), which as least for
bulk binary alloys seems to work quitewell [320,321]. A completely
different approach is ‘on the fly’-KMC, where barriers are deter-
mined as needed during an AKMC run [322,323].
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the simulation time goes into simulating a few rapidly moving
defects (typically interstitials) that very slowly proceed by random
walk from one area to another. To overcame this computational
limitation, two approaches have been developed. Event KMC aims
at skipping the slowmotion and model only the “events” i.e. defect
reactions of interest [324]. The other approach for the same pur-
pose, which appears to be more rigorously formulated, is First-
passage KMC, FPKMC [325].
All the basic KMC approaches assume that a defect is moving by
a random walk, except when it is reacting with another defect.
However, in reality defects have a relaxation volume [326,327],
which means that they also have a strain field and an elastic
interaction energy associated with it [328]. Hence e.g. defects with
relaxation volume of the same sign will repel each other, and pairs
with opposite sign, attract. Recently, the first KMC code that in-
corporates such elastic interaction effects has been developed
[329].
Since there are many KMC varieties, that from a programming
point of view are not naturally compatible, there are not really any
wide-use general-purpose KMC codes (such as LAMMPS is for MD).
For OKMC, there is a new open source code MMonCa that is quite
adaptable to different systems, and hence has potential to become a
wide-use OKMC code [330], and for AKMC surface simulations the
KiMOCS code is available open source [331].
8. Discrete Dislocation Dynamics (DDD)
Discrete dislocation dynamics is a much newer method than the
ones cited above. In this method, dislocations [332] are treated as a
connected set of lines or curve segments, which interact with each
other via the elastic strain energy [333]. The energy gives an elastic
force between the segments, and a molecular-dynamics like algo-
rithm can then be used to simulate the motion of the dislocations.
DDD was first developed for two-dimensional systems by Lep-
inoux and Kubin as recently as 1987 [334]. The theoretical formu-
lation for realistic dislocations was formulated and applied for 2D
simulations by Amodeo and Ghoniem in 1990 [335,336]. The
approach and extended to three dimensions in 1992 by Kubin and
Canova [337].
Since the strain field around defects decays slowly, the method
is rather computationally heavy, as it needs to in principle sum all
interactions from all other dislocations.
The most common DDD approach solves the interaction be-
tween segments using the elastic equations for an isotropic me-
dium [333]. However, since common metals are highly elastically
anisotropic [338], this is not fully realistic. In 2010, Fitzgerald et al.
implemented anisotropic elasticity in DDD [339,340].
The method has gained wide use in modelling mechanical
deformation of materials, see e.g. Refs. [341e345]. The relevance for
simulating radiation effects comes from the fact that after pro-
longed irradiation, damage in metals is dominated by dislocations
(frames E, F in Fig. 1), and their behaviour will determine the final
mechanical property change of the material. Hence for a complete
simulation capability of radiation damage inmetals, some variety of
DDD will be crucial.
The first studies of irradiation effects by DDD were done around
2000 by Diaz de la Rubia et al. [346,347], and gave a reasonable-
seeming explanation to plastic flow localization in materials.
Another example of a similar study, including a comparison with
experimental data [343], is shown in Fig.12. However, it seems now
clear that to simulate dislocations in realistic materials, one needs
to include several effects that are not included in basic dislocation
theory. This includes at least how dislocation motion is slowed
down by low-concentration impurity atoms such as C and N(always present in real metals), how dislocations interact with
precipitates, and with each other. Due to this, extensive efforts are
underway to use classical MD to deduce how dislocations interact
with other objects and each other, and then introduce this into the
DDD codes, [63,348e356]. For instance, Terentyev et al. deduced
fromMD simulations of dislocation mobility in FeCr alloys that one
of the reasons to the high radiation hardness of ferritic-martensitic
steels is that Cr strongly slows down interstitial dislocation loop
mobility [63]. In another recent advance, Lehtinen et al. deduced
from MD how dislocations interact with spherical obstacles, and
introduced this into the DDD code ParaDis [357,358].
All of these studies are at least indirectly relevant to irradiation,
even though many of them do not actually explicitly mention the
term “radiation”. This is one reason why the publication statistics
on DDD and radiation gives quite low values (Fig. 3). However, due
to the crucial role of dislocations on both radiation effects and
mechanical properties of metals, it seems clear that the use of DDD
to study radiation effects will extend, as the method matures. For
instance, very recently in 2018, Cui et al. used DDD to show that
plastic flow localization can, depending on size scale, be either
irradiation-controlled or dislocation source-controlled [359].
Implementing the long-range elastic displacement field is rather
complicated, and hence there are not too many 3D DDD codes
available. The perhapsmost used code is ParaDis, developed at LLNL
by Bulatov et al. [360,361]. Other codes include microMegas
maintained at CNRS-ONERA [337,362], NumoDis/Tridis by Fivel
et al. [363e365], as well as a code developed byWeygand et al. that
does not apparently have a definite name, but is sometimes called
the “Karlsruhe dislocation tool” [366,367].
9. Density functional theory (DFT)
The idea for DFT was originally developed in 1964 and 1965 by
Hohenberg, Kohn and Sham [368,369], and has since then devel-
oped to be such a key method in physics, chemistry and materials
science that Kohn got the Nobel prize in chemistry for it in 1998. To
put it in a simplifiedway, DFT solves a Schr€odinger-like equation for
the electron densities (rather than the many-body wave functions)
of non-interacting electrons, then uses a special “exchange-corre-
lation” functional to correct for the error associated with the initial
use of hypothetical non-interacting electrons. After 5 decades of
development, the DFT algorithms have become quite accurate for a
wide range of solid-state and molecular systems; although it is
important to be aware that it has serious problems in describing e.g.
some molecular transition barriers [370].
DFT is by definition an electronic ground state method
[371e373] and hence not directly suitable for simulation of
nonequilibrium radiation effects. Moreover, it is computationally
very demanding, and hence most DFT simulations even today still
only involve a few hundred atoms. However, DFT is also widely
used related to radiation effects, as is evident from the publication
statistics in Fig. 3. It can be used in many ways to benefit under-
standing of radiation effects.
1. DFT is the de facto standard method for studying the properties
of point defects: their formation energy, relaxation volume, etc.
etc. We do not attempt to review the vast literature on DFT
studies of defect properties, as there are many other recent
comprehensive reviews on the topic [370,374,375]. This usage
are is, of course, not limited to radiation effects, but the results
are valid regardless of how defect were produced. On the other
hand, many kinds of defects, especially interstitial-like ones, are
typically produced mainly by irradiation, and hence the DFT
defect studies are often motivated by radiation effects. Such DFT
defect results can be very useful for selection or constructing
Fig. 12. Example of capabilities of DDD. a) DDD simulation model of steel after loading. b) experimental image of steep after thermal fatigue loading. From Ref. [343]. Copyright
Taylor and Francis (2004).
Fig. 13. DFTMD results of defect formation in Si. The image sequence shows the
electron density in a 110 plane around a replacement collision sequence in Si that is
observed for recoils in the 111 direction. Atom no. 1 is initially given a recoil in the 111
direction, which results in atom no. 2 falling into a tetrahedral interstitial position,
leaving a vacancy behind at its original lattice site. Red indicates low electron density.
From Ref. [387]. Reprinted figure with permission from [E. Holmstr€om et al., Physical
Review B 78, 045202 (2008)] Copyright (2008) by the American Physical Society. (For
interpretation of the references to color in this figure legend, the reader is referred to
the Web version of this article.)
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sical MD studies of radiation effects.
2. The DFT defect calculations can also be extended to determine
transition barriers between two different defect positions, i.e.
the migration energy of the defect. [376,377]. This can be ach-
ieved with one of several transition calculation approaches
[27,378]. This is a very important approach to get input for KMC
or RE studies of the long-term defect migration [69,379].
3. Due to the limitation to a few hundred atoms, it is challenging to
use DFT for studies of extended defects. However, by selecting a
suitable cell symmetry, it can be used to study the core structure
and energetics of dislocations and stacking faults [380e386].
4. As noted above in section 6, molecular dynamics can also be run
with forces obtained fromDFT (DFT-MD). So far, due to the small
number of atoms involved, such simulations have been mainly
limited to studies of the threshold displacement energy
[126,216,387e389]. An example of a near-threshold defect for-
mation process is shown in Fig. 13.
Also other, more approximate but efficient quantummechanical
methods such as tight-bindingMD (TBMD) have been used to study
threshold displacements [390,391]. TBMD has also been used to
study surface impacts [392,393].
As computers became more efficient, and DFT methods further
optimized, I foresee that soon DFTMD will be able to be used to
simulate full collision cascades at least for keV energies. This should
be very helpful in resolving some of the remaining uncertainties
about choosing interatomic potentials in classical MD.
Since DFT is a very widely used method, there also is a wide
range of different codes. In the field of radiation damage studies,
some widely used codes are VASP [394], SIESTA [395] and Quan-
tumEspresso [396,397].
10. Time-Dependent Density Functional Theory (TDDFT)
The TDDFT method aims to solve the time-dependent
Schr€odinger equation for a system of atoms and electrons. How-
ever, just like the time-independent DFT method, the equation
solved is not the true Schr€odinger-equation, but an approximation
to it. Hence it is not guaranteed that the solution corresponds to
reality.
TDDFT is based on a generalization of the DFT method by Runge
and Cross from 1984 [398]. To simulate atom motion (TDDFT-MD),
one can use the approach coupled to Ehrenfest dynamics
[399e401], and the method has gotten wide use to simulate elec-
tronic excitations in materials and molecules. The method is veryinteresting for radiation effects because it could, at least in princi-
ple, describe electronic stopping and electron phonon coupling
fully from first principles. Due to this, its use to study radiation
effects has increased strongly since 1995, see Fig. 3 (although a
large fraction of the papers deals with radiation effects from non-
ionizing electromagnetic radiation).
TDDFT is a computationally extremely heavymethod, and hence
TDDFT simulations tend to be limited to 100 atoms or less. This
naturally makes simulation of electronic stopping or electron-
phonon coupling very challenging. The first calculations of elec-
tronic stopping by TDDFT were thus done on nanostructures with
limited number of atoms. Kunert et al. studied projectiles impacting
on fullerenes already in 2001 by TDDFT [402], and Nazarov et al. in
2005 the model system of a homogeneous electron gas [403].
Starting in 2007, Krasheninnikov and coworkers have system-
atically used TDDFT to examine electronic stopping in graphene,
first for protons and more recently also for heavier ions [404,405].
These simulations seem to be give stopping powers that are on
average consistent with experimental values. However, they can be
extremely useful for explicitly deducing how electronic stopping
varies in individual trajectories.
For bulkmaterials, several studies in the early 2000's considered
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295286the issue of what the low-energy limit of electronic stopping is, in
association with contemporary experimental studies. Both simu-
lation [406,407] and experimental [408-411] works now give
strong evidence that at energies below roughly 1 keV, electronic
stopping is weaker than in the standard velocity-proportional
Lindhard model.
Since around 2012, several studies have started to determine the
electronic stopping in bulk materials [401,412e414]. These simu-
lations can be very valuable in giving insight on how the electron
density is modified by individual projectiles, see Fig. 14. Most
recently, TDDFT simulations were also used to start to get insight
into electron-phonon coupling [193], although the small number of
atoms the simulations can handle, makes it challenging to model
phonons. From such recent exciting and insight-providing de-
velopments, it is clear that the use of TDDFT methods will keep
increasing in radiation effects simulations.
Since the TDDFT method is still under strong development, one
cannot state that there would be widely used “standard codes” for
it.11. Finite element methods (FEM)
In FEM space is divided into a set of elements, typically trian-
gular (2D) or prism-shaped (3D) all connected to each other in the
corners, and a given equation system is solved in this grid. The
solution can be either static or dynamic. The finite-element method
developed from several approaches in structural mechanics in the
1930e1950's. A crucial step towards the modern FEMmethods was
done by Turner et al., who introduced the approach to divide space
into triangular segments [415]. The term “finite element method”
was first used in 1960 [416]. From the radiation damage point of
view, the most relevant use of FEM is that where the equationsFig. 14. Example of how TDDFT can be useful for understanding electronic excitations in s
different positions at different velocities in crystalline Ni. The surfaces are iso-electron densi
(2017).solved are the elastoplastic ones describing the response of a ma-
terial to external stress. Out of all the methods described in this
review, FEM is by a far margin the most widely used in general, as it
is the standard method for structural design in mechanical engi-
neering. FEM is, because of this wide use, very reliable for
describing stresses and deformation in standard engineering ma-
terials (steels, aluminum, etc.) under usual processing conditions.
The radiation condition is not a usual one, and due to all the
physics effects described in this Article, after irradiation the elas-
toplastic response (constitutive equations) of a material will be
significantly different from the initial one. Currently the radiation
effects are introduced into FEM based on empirical inputs, see e.g.
Refs. [417,418] and Fig. 15.
One of the key aims of radiation damage modelling is to be able
to use all the lower-level methods to formulate physics-based input
laws including all radiation effects for FEM. While this goal still is
far away, a very promising step forward was obtained recently,
when Dudarev et al. showedMD data of how radiation defects alter
the elastic properties of metals, can be transferred directly to FEM
[419].
FEM modelling is in practise to a very large extent done with
commercial codes.12. Comparative discussion
The breadth of the use of the methods reviewed in this article is
naturally to a large extent determined by the available computer
capacity. Rate theory (RE) analysis of defect diffusion can to some
extent be done analytically or with traditional numerical integra-
tionwithout computers, and hence this method predates the use of
computers. The other methods can only be of practical use with
electronic computers, and hence emerged after the 1940's. The REpecific ion trajectories. The images show Ni moving either in jellium (left side) or in
ties. From Ref. [401]. Reprinted with open access permission. Copyright Springer Nature
Fig. 15. Comparison of experimental ‘NMRS’ and FEM results on the stress distribution in non-irradiated and ion-irradiated SiC. From Ref. [418]. Reprinted with permission from
publisher. Copyright Elsevier (2017).
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others treat discrete particles (or in case of DDD, dislocation seg-
ments). To be of relevance for radiation effects, one can roughly say
that these methods need to be able to treat at least of the order of
100 particles (nuclei, atoms, electrons or dislocation segments). The
MCN, MMC, MD, BCA and KMC approaches can be implemented for
 100 particle systems even with quite limited computer capacity,
and hence their use for radiation effects started already more than
60 years ago. On the other hand, the quantum mechanical DFT and
TDDFT methods reached the stage of being able to treat 100-
particle (atom core þ valence electrons) systems only around the
1980's, and hence it is natural that their use for radiation effects is
more recent. On the other hand, the DDD method was only
invented around the 1980's.
Computers have become dramatically more efficient over the
last 70 years, and the development is still going on at least via
increasing the parallelization and alternative architectures [420].
This does not, however, mean that a newer, physically more accu-
ratemethod is likely to completely replace an older one. This is well
reflected in the statistics in Fig. 3: even though by now the
analytical potential MD method (section 6) in principle can do
practically all of the tasks of BCA (section 7), the use of BCA still
keeps slowly increasing. The reason to this is simply that for some
purposes (such as range distributions in amorphousmaterials), BCA
is accurate enough, and hence there is no need to use the slower
MD method. On the other hand, this kind of BCA calculations are
rather routine, and for gaining new scientific insights, the MD
method clearly is more important in contemporary use.
The comparison of DFT-based MD (section 10) with analytical
potential MD (section 6) might at first glance suggest that DFT-MD
would soon replace analytical potential MD for cutting-edge sci-
ence. While this may indeed happen, the transition is likely to be
much more gradual and slower, since the computer capacity
requirement of most DFT methods scale as N2 or N3 with the
number of particles, while analytical potentials scale as N or
N logðNÞ. Hence simulating large collision cascades, which requires
handling millions of atoms, is likely to remain out of the reach of
DFT-MD still for a long time to come. On the other hand, if an
efficient and reliable parallellized linear-scaling DFT approach is
developed, then DFT-MD may well replace classical MD on exas-
cale, and beyond, supercomputers.Somewhat similarly, the KMC approach in principle can do all
that the RE can. However, for very large systems and ones where
the time scales vary widely, it seems likely that also the RE
approach will stay in use for a very long time.
The use of TDDFT methods for understanding electronic exci-
tations during irradiation is clearly on the rise, as is the use of the CP
and PFM approaches for modelling complex radiation-driven
microstructure development issues.
Finally, I note that while this review has been focused on the
basic research developments of the methods, some of the ap-
proaches are also in wide industrial use. The MCN approach is of
course in wide use in the nuclear industry. The largest industrial
use of radiation effects modelling is, however, likely in the semi-
conductor processing field. The SRIM BCA software is widely used
also for modelling industrial semiconductor ion implantation. Since
the software is free, this does not have direct commercial value. On
the other hand, at least RE-like solution of differential equations,
DFT, MD, BCA and KMC are included in commercial Si “Technology
computer aided design (TCAD)” manufacturing codes [421,422].
The market for these codes is very significant (the revenue for the
largest company in the field, Synopsys, was 3.1 billion USD in 2018
[423]), although the share of this relevant to radiation effects is of
course only a fraction of the total. Nevertheless, this example shows
that radiation effects modelling methods have developed from
basic research into an industrially significant endeavour.13. Conclusions
In conclusion, in this article I have reviewed the historic
development of the use of nine different simulation methods in
modelling radiation effects, and given a personal view on how they
are likely to develop in the future (cf. Fig. 2 and section 12).
All of the methods reviewed will clearly remain in use for a long
term to come. The relative importance of the BCA method for basic
science is declining, as the more versatile classical MD simulations
can now handle most of the cases originally studied by BCA. On the
other hand, the quantum-mechanical DFT-MD and TDDFT-MD
show great promise in resolving the uncertainties associated with
the choice of interatomic potential and electronic excitation model,
respectively, in classical MD simulations. Advanced KMC simulation
approaches show great promise for being able to address
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295288increasingly complicated microstructure development issues.
Finally, the capabilities to use the atom-level DFT, MD and KMC
methods to parameterize mesoscale DDD and macroscale FEM
simulations are clearly advancing.
In semiconductors, a predictive capability of the multiscale
modelling has already been achieved at least for the typical Si
processing conditions. I am optimistic that also for metals, the
combination of advancing simulation efforts will enable predictive
simulations of thematerials response to irradiationwithin a decade
or two.
Acknowledgements
This work has been partly carried out within the framework of
the EUROfusion Consortium and has received funding from the
Euratom research and training programme 2014e2018 and
2019e2020 under grant agreement No 633053. The views and
opinions expressed herein do not necessarily reflect those of the
European Commission. I am grateful to Prof. R. S. Averback for good
viewpoints on the early history of heat spikes and electron-phonon
coupling and Dr. S. J. Zinkle for input on the motivation for rate
theory studies.
References
[1] W.R. Grove, On the electro-chemical polarity of gases, Phil. Trans. Roy. Soc.
Lond. 142 (1852) 87.
[2] M. Sklodowska Curie, G. Lippmann, Rayons emis par les composes de l’ura-
nium et du thorium, Gauthier-Villars, 1898, p. 1101.
[3] A. Einstein, Concerning an heuristic point of view toward the emission and
transformation of light, Ann. Phys. 17 (1905) 132e148.
[4] W.H. Bragg, R. Kleeman, On the alpha particles of radium, and their loss of
range in passing through various atoms and molecules, Phil. Mag. 10 (1905)
318.
[5] E. Rutherford, The scattering of a and b rays by matter and the structure of
the atom, Phil. Mag. 6 (1911) 31.
[6] N. Bohr, On the theory of the decrease of velocity of moving electrified
particles on passing through matter, Phil. Mag. 25 (1913) 10.
[7] W.H. Bragg, W.L. Bragg, The reflection of X-rays by crystals, Proc. Roy. Soc.
88A (1913) 428.
[8] J.R. Beeler, Radiation Effects Computer Experiments, North Holland,
Amsterdam, 1983.
[9] D.W. Heermann, Computer Simulation Methods in Theoretical Physics,
Springer, Berlin, 1986.
[10] P. Stoltze, Simulation Methods in Atomic-Scale Materials Physics, Poly-
teknisk Forlag, Lyngby, Denmark, 1997.
[11] W. Eckstein, Computer Simulations of Ion-Solid Interactions, Springer, Berlin,
1991, p. 40.
[12] R. Smith (Ed.), Atomic & Ion Collisions in Solids and at Surfaces: Theory,
Simulation and Applications, Cambridge University Prss, Cambridge, UK,
1997.
[13] F. Roters, P. Eisenlohr, L. Hantcherli, D.D. Tjahjanto, T.R. Bieler, D. Raabe,
Overview of constitutive laws, kinematics, homogenization and multiscale
methods in crystal plasticity finite-element modeling: theory, experiments,
applications, Acta Mater. 58 (4) (2010) 1152e1211.
[14] H. Emmerich, Advances of and by phase-field modelling in condensed-
matter physics, Adv. Phys. 57 (1) (2008) 1e87.
[15] G.S. Was, Fundamentals of Radiation Materials Science, Springer, Berlin,
2012.
[16] K. Nordlund, S.J. Zinkle, T. Suzudo, R.S. Averback, A. Meinander, F. Granberg,
L. Malerba, R. Stoller, F. Banhart, B. Weber, F. Willaime, S. Dudarev,
D. Simeone, Primary Radiation Damage in Materials: Review of Current
Understanding and Proposed New Standard Displacement Damage Model to
Incorporate In-Cascade Mixing and Defect Production Efficiency Effects,
OECD Nuclear Energy Agency, Paris, France, 2015 available online at, https://
www.oecd-nea.org/science/docs/2015/nsc-doc2015-9.pdf.
[17] K. Nordlund, S.J. Zinkle, A.E. Sand, F. Granberg, R.S. Averback, R. Stoller,
T. Suzudo, L. Malerba, F. Banhart, W.J. Weber, F. Willaime, S. Dudarev,
D. Simeone, Primary radiation damage: a review of current understanding
and models, J. Nucl. Mater. 512 (2018) 450e479.
[18] P. Lucasson, The production of Frenkel defects in metals, in: M.T. Robinson,
F.N. Young Jr. (Eds.), Fundamental Aspects of Radiation Damage in Metals,
ORNL, Springfield, 1975, pp. 42e65.
[19] K. Nordlund, J. Wallenius, L. Malerba, Molecular dynamics simulations of
threshold energies in Fe, Nucl. Instrum. Methods Phys. Res. B 246 (2) (2005)
322e332.
[20] N.W. Ashcroft, N.D. Mermin, Solid State Physics, Saunders College,Philadelphia, 1976.
[21] J. Lindhard, M. Scharff, H.E. Schiøtt, Range concepts and heavy ion ranges,
Kgl. Danske Vid. Selskab, Mat.- Fys. Medd. 33 (14) (1963) 1e42.
[22] J.F. Ziegler, J.P. Biersack, U. Littmark, The Stopping and Range of Ions in
Matter, Pergamon, New York, 1985.
[23] J. F. Ziegler, SRIM-2013 Software Package, available online at http://
www.srim.org.
[24] K. Nordlund, M. Ghaly, R.S. Averback, M. Caturla, T. Diaz de la Rubia, J. Tarus,
Defect production in collision cascades in elemental semiconductors and FCC
metals, Phys. Rev. B 57 (13) (1998) 7556e7570.
[25] H. Zhu, R.S. Averback, M. Nastasi, Molecular dynamics simulations of a 10
keV cascade in b-NiAl, Phil. Mag. 71 (4) (1995) 735.
[26] L. Malerba, Molecular dynamics simulation of displacement cascades in a-Fe:
a critical review, J. Nucl. Mater. 351 (2006) 28e38.
[27] M. Villarba, H. Jonsson, Diffusion mechanisms relevant to metal crystal
growth: Pt/Pt(111), Surf. Sci. 317 (1994) 15. G. Mills, H. Jonsson and G. K.
Schenter, Surf. Sci. 324 (1995) 305.
[28] G.H. Vineyard, Frequency factors and isotope effects in solid state rate pro-
cesses, J. Phys. Chem. Solids 3 (1957) 121e127.
[29] K. Nordlund, R.S. Averback, The role of self-interstitial atoms on the high
temperature properties of metals, Phys. Rev. Lett. 80 (19) (1998) 4201e4204.
[30] M.L. Jenkins, M.A. Kirk, W.J. Phythian, Experimental studies of cascade
phenomena in metals, J. Nucl. Mater. 205 (1993) 16.
[31] A.D. Marwick, Segregation in irradiated alloys: the inverse Kirkendall effect
and the effect of constitution on void swelling, J. Phys. F. 8 (9) (1978) 1849.
[32] M.O. Ruault, J. Chaumont, J.M. Penisson, A. Bourret, High resolution and in
situ investigation of defects in Bi-irradiated Si, Phil. Mag. 50 (5) (1984) 667.
[33] M.W. Bench, I.M. Robertson, M.A. Kirk, I. Jencic, Production of amorphous
zones in GaAs by the direct impact of energetic heavy ions, J. Appl. Phys. 87
(1) (2000) 49e56.
[34] F. Gao, W.J. Weber, Cascade overlap and amorphization in 3C-SiC: defect
accumulation, topological features and disordering, Phys. Rev. B 66 (2002),
024106.
[35] T. Motooka, O.W. Holland, Amorphization process in self-ion-implanted Si:
dose dependence, Appl. Phys. Lett. 58 (21) (1991) 2360.
[36] E. Chason, S.T. Picraux, M. Poate, J.O. Borland, M.I. Current, T. Diaz de la Rubia,
D.J. Eaglesham, O.W. Holland, M.E. Law, C.W. Magee, J.W. Mayer,
J. Melngailis, A.F. Tasch, Ion beams in silicon processing and characterization,
J. Appl. Phys. 81 (10) (1997) 6513e6561.
[37] A. Meldrum, S.J. Zinkle, L.A. Boatner, R.C. Ewing, A transient liquid-like phase
in the displacement cascades in zircon, hafnon and thorite, Nature 395
(1998) 56e58.
[38] J. Nord, K. Nordlund, J. Keinonen, Amorphization mechanism and defect
structures in ion beam amorphized Si, Ge and GaAs, Phys. Rev. B 65 (2002)
165329.
[39] F. Granberg, K. Nordlund, M.W. Ullah, K. Jin, C. Lu, H. Bei, L.M. Wang,
F. Djurabekova, W.J. Weber, Y. Zhang, Mechanism of radiation damage
reduction in equiatomic multicomponent single phase alloys, Phys. Rev. Lett.
116 (2016) 135504.
[40] A. Fick, Über diffusion, Annalen der Physic 95 (1855) 59.
[41] G.R. Odette, Modeling of microstructural evolution under irradiation, J. Nucl.
Mater. 85&86 (1979) 533e545.
[42] A.D. Brailsford, Reaction rate theory perspectives on some problems in ma-
terials science, Metall. Trans. 20A (1989) 2583.
[43] H. Wiedersich, The effect of defect clusters formed in cascades on the sink
strength of irradiated materials, Nucl. Instrum. Methods Phys. Res. B 59/60
(1991) 51e56.
[44] L.K. Mansur, The reaction rate theory of radiation effects, J. Miner. Met.
Mater. Soc. 48 (1996) 28e32.
[45] A.H. Cottrell, B.A. Bilby, Dislocation theory of yielding and strain ageing of
iron, Proc. Phys. Soc. 62 (1949) 49.
[46] T.R. Waite, Theoretical treatment of the kinetics of diffusion-limited re-
actions, Phys. Rev. 107 (1957) 463e470, https://doi.org/10.1103/Phys-
Rev.107.463. https://link.aps.org/doi/10.1103/PhysRev.107.463.
[47] G.J. Dienes, A.C. Damask, Radiation enhanced diffusion in solids, J. Appl. Phys.
29 (12) (1958) 1713e1721, https://doi.org/10.1063/1.1723032. https://doi.
org/10.1063/1.1723032.
[48] F. Dworschak, H. Schuster, H. Wollenberger, J. Wurm, Analysis of point defect
states in copper .I. Influence of point defect state on irradiation damage rate
at 80 degrees K, Phys. Status Solidi 29 (1) (1968) 75.
[49] H. Wiedersich, X, in: Proc. 2nd Conf. On the Strength of Metals and Alloys, 2,
ASM, Cleveland, Ohio, 1970, pp. 142e152.
[50] H. Wiedersich, On the theory of void formation during irradiation, Radiat. Eff.
12 (1972) 111.
[51] A.D. Brailsford, Influence of point defect trapping on sink strengths, J. Nucl.
Mater. 102 (1981) 77e86.
[52] A.D. Brailsford, R. Bullough, The theory of sink strengths, Phil. Trans. Roy. Soc.
Lond. Math. Phys. Sci. 302 (1465) (1981) 87.
[53] J. Gan, G.S. Was, R.E. Stoller, Modeling of microstructure evolution in
austenitic stainless steels irradiated under light water reactor condition,
J. Nucl. Mater. 299 (2001) 53.
[54] Yutai Katoh, Roger E. Stoller, Akira Kohyama, Rate theory investigation of
influence of cascade cluster formation and solute trapping on point defect
agglomeration and extended defect evolution, J. Nucl. Mater. 212e215
(1994) 179e185.
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295 289[55] A.V. Barashev, S.I. Golubov, R.E. Stoller, Theoretical investigation of micro-
structure evolution and deformation of zirconium under neutron irradiation,
J. Nucl. Mater. 461 (2015) 85e94.
[56] B. Singh, A. Foreman, H. Trinkaus, Radiation hardening revisited: role of
intracascade clustering, J. Nucl. Mater. 249 (2e3) (1997) 103e115.
[57] H. Trinkaus, Theory of the nucleation of multicomponent precipitates, Phys.
Rev. B 27 (12) (1983) 7372e7378.
[58] D. Walgraef, J. Lauzeral, N.M. Ghoniem, Theory and numerical simulations of
defect ordering in irradiated materials, Phys. Rev. B 53 (22) (1996) 14782.
[59] A.D. Brailsford, L.K. Mansur, Effect of self-ion injection in simulation studies
of void swelling, J. Nucl. Mater. 71 (1977) 110e116.
[60] R.O. Scattergood, Bias factors for dislocations, J. Met. 32 (8) (1980) 56.
[61] K.M. Miller, Dislocation bias and point-defect relaxation volumes, J. Nucl.
Mater. 84 (1979) 167e172.
[62] G.R. Odette, On mechanisms controlling swelling in ferritic and martensitic
alloys, J. Nucl. Mater. 155e157 (1988) 921e927.
[63] D. Terentyev, M. Klimenkov, L. Malerba, Confinement of motion of interstitial
clusters and dislocation loops in bcc fe-cr alloys, J. Nucl. Mater. 393 (1)
(2009) 30e35.
[64] S. Golubov, B. Singh, H. Trinkaus, Defect accumulation in fee and bcc metals
and alloys under cascade damage conditions - towards a generalisation of
the production bias model, J. Nucl. Mater. 276 (2000) 78e89.
[65] R.E. Stoller, G.R. Odette, Analytical solutions for helium bubble and critical
radius parameters using a hard sphere equation of state, J. Nucl. Mater. 131
(1985) 118e125.
[66] Yutai Katoh, Roger E. Stoller, Yutaka Kohno, Akira Kohyama, The influence of
He/dpa ratio and displacement rate on microstructural evolution: a com-
parison of theory and experiment, J. Nucl. Mater. 210 (1994) 290e302.
[67] R.E. Stoller, S.I. Golubov, C. Domain, C.S. Becquart, Mean field rate theory and
object kinetic Monte Carlo: a comparison of kinetic models, J. Nucl. Mater.
382 (2e3) (2008) 77e90.
[68] K. Schmid, T. Schwarz-Selinger, W. Jacob, R. Dux, T.A. U. Team, The impli-
cations of high-Z first-wall materials on noble gas wall recycling, Nucl.
Fusion 47 (2007) 1e6.
[69] K. Heinola, T. Ahlgren, K. Nordlund, J. Keinonen, Hydrogen interaction with
point defects in tungsten, Phys. Rev. B 82 (2010), 094102, https://doi.org/
10.1103/PhysRevB.82.094102.
[70] B. Lipschultz, J. Roth, J.W. Davis, R.P. Doerner, A.A. Haasz, A. Kalenbach,
A. Kirschner, R.D. Kolasinski, A. Loarte, V. Philipps, K. Schmid, W.R. Wampler,
G.M. Wright, D.G. Whyte, An assessment of the current data affecting tritium
retention and its use to project towards T retention in ITER, Tech. Rep. (2010)
1e59. PSFC/RR-10-4, MIT.
[71] T. Ahlgren, K. Heinola, K. V€ortler, J. Keinonen, Simulation of irradiation
induced deuterium trapping in tungsten, J. Nucl. Mater. 427 (2012) 152e161.
[72] R.L. Cunningham, P. Haymann, C. Lecomte, W.J. Moore, J.J. Trillat, Etching of
surfaces with 8-kev argon ions, J. Appl. Phys. 31 (5) (1960) 839e842, https://
doi.org/10.1063/1.1735705.
[73] M. Navez, C. Sella, D. Chaperot, Etude de l’attaque du verre par bombarde-
ment ionique, Comptes Rendus Acad. Sci. Paris 254 (1962) 240.
[74] J. Erlebacher, M.J. Aziz, E. Chason, M.B. Sinclair, J.A. Floro, Spontaneous
pattern formation on ion bombarded Si(001), Phys. Rev. Lett. 82 (11) (1999)
2330.
[75] S. Facsko, T. Dekorsy, C. Koerdt, C. Trappe, H. Kurz, A. Vogt, H.L. Nartnagel,
formation of ordered nanoscale semiconductor dots by ion sputtering, Sci-
ence 285 (1999) 1551.
[76] P. Sigmund, A mechanism of surface micro-roughening by ion bombard-
ment, J. Mater. Sci. 8 (1973) 1545.
[77] R.M. Bradley, J.M.E. Harper, Theory of ripple topography induced by ion-
bombardment, J. Vac. Sci. Technol. A 6 (4) (1988) 2390e2395, https://doi.org/
10.1116/1.575561.
[78] G. Carter, G. Vishnyakov, Roughening and ripple instabilities on ion-
bombarded si, Phys. Rev. B 54 (24) (1996) 17647e17653.
[79] S.A. Norris, M.P. Brenner, M.J. Aziz, From crater functions to partial differ-
ential equations: a new approach to ion bombardment induced nonequi-
librium pattern formation, J. Phys. Condens. Matter 21 (22) (2009) 224017.
[80] S.A. Norris, J. Samela, C.S. Madi, M.P. Brenner, L. Bukonte, M. Backman,
F. Djurabekova, K. Nordlund, M.J. Aziz, MD-predicted phase diagrams for
pattern formation, Nat. Commun. 2 (2011) 276.
[81] A. Lopez-Cazalilla, A. Ilinov, K. Nordlund, D. Chowdhury, S.R. Bhattacharyya,
D. Ghose, S. Mondal, P. Barman, F. Djurabekova, S. Norris, Pattern formation
on ion-irradiated Si surface at energies where sputtering is negligible, J. Appl.
Phys. 123 (2018) 235108.
[82] E. Fermi, R.D. Richtmyer, Note on Census-Taking in Monte Carlo Calculations,
A Declassified Report by Enrico Fermi, From the Los Alamos Archive, 1948.
[83] N. Metropolis, S. Ulam, The Monte Carlo method, J. Am. Stat. Assoc. 44, 335.
[84] N. Metropolis, The beginning of the Monte Carlo method, Los Alamos Sci. 15
(1987) 125.
[85] H. Kahn, Random sampling (monte-carlo) techniques in neutron attenuation
problems.1, Nucleonics 6 (5) (1950) 27.
[86] C.R. Porter, A.H. Robinson, Monte Carlo predictions of anti-scatter grid per-
formance in neutron radiography, Mater. Eval. 28 (9) (1970) A28.
[87] L.R. Greenwood, Neutron source characterization and radiation damage
calculations for material studies, J. Nucl. Mater. 108e109 (1982) 21e27.
[88] L.R. Greenwood, Neutron interactions and atomic recoil spectra, J. Nucl.
Mater. 216 (1994) 29e44.[89] F.P. Espel, M.N. Avramova, K.N. Ivanov, S. Misu, New developments of the
mcnp/ctf/nem/njoy code system - Monte Carlo based coupled code for high
accuracy modeling, Ann. Nucl. Energy 51 (2013) 18e26.
[90] M.R. Gilbert, S.L. Dudarev, S. Zheng, L.W. Packer, J.C. Sublet, An integrated
model for materials in a fusion power plant: transmutation, gas production,
and helium embrittlement under neutron irradiation, Nucl. Fusion 52 (8)
(2012), 083019.
[91] M.R. Gilbert, S.L. Dudarev, D. Nguyen-Manh, S. Zheng, L.W. Packer, J.C. Sublet,
Neutron-induced dpa, transmutations, gas production, and helium embrit-
tlement of fusion materials, J. Nucl. Mater. 442 (2013) S755eS760.
[92] E.D. Cashwell, C.J. Everett, A practical manual on the Monte Carlo method for
random walk problems, Tech. Rep. (1957) 1e228. LA-2120, Los Alamos Na-
tional Laboratory.
[93] C.J. Werner, J.S. Bull, C.J. Solomon, F.B. Brown, G.W. McKinney, M.E. Rising,
D.A. Dixon, R.L. Martz, H.G. Hughes, L.J. Cox, A.J. Zukaitis, J.C. Armstrong,
R.A. Forster, L. Casswell, MCNP version 6.2 release notes, Tech. Rep. (2018)
1e39. LA-UR-18-20808, Los Alamos National Laboratory.
[94] O. Petit, N. Huot, C. Jouanne, Implementation of photonuclear reactions in
the Monte Carlo transport code tripoli-4 and its first validation in waste
package field, Prog. Nucl. Sci. Technol. 2 (2011) 798.
[95] H. Iwase, K. Niita, T. Nakamura, Development of general-purpose particle and
heavy ion transport Monte Carlo code, J. Nucl. Sci. Technol. 39 (11) (2002)
1142e1151.
[96] J. Lepp€anen, Performance of woodcock delta-tracking in lattice physics ap-
plications using the serpent Monte Carlo reactor physics burnup calculation
code, Ann. Nucl. Energy 37 (2010) 712.
[97] W. Boyd, S. Shaner, L. Li, B. Forget, K. Smith, The openmoc method of char-
acteristics neutral particle transport code, Ann. Nucl. Energy 68 (2014)
43e52.
[98] N. Metropolis, A.W. Rosenbluth, M.N. Rosenbluth, A.H. Teller, E. Teller,
Equation of state calculations by fast computing machines, J. Chem. Phys. 21
(6) (1953) 1087.
[99] F. Mandl, Statistical Physics, second ed., Wiley, Chichester, UK, 1988.
[100] I.M. Torrens, Interatomic Potentials, Academic Press, New York, 1972.
[101] D.W. Brenner, The art and science of an analytical potential, Phys. Status
Solidi 217 (2000) 23.
[102] K. Nordlund, S.L. Dudarev, Interatomic potentials for simulating radiation
damage effects in metals, Compt. Rendus Phys. 9 (3e4) (2008) 343e352,
https://doi.org/10.1016/j.crhy.2007.10.012.
[103] W. Hastings, Monte-Carlo sampling methods using Markov chains and their
applications, Biometrika 57 (1) (1970) 97.
[104] N.P. Filippova, V.A. Shabashov, A.L. Nikolaev, Mossbauer study of irradiation-
accelerated short-range ordering in binary Fe-Cr alloys, Phys. Met. Metallogr.
90 (2000) 145.
[105] P. Olsson, J. Wallenius, C. Domain, K. Nordlund, L. Malerba, Two-band
modeling of a-prime phase formation in Fe-Cr, Phys. Rev. B 72 (2005)
214119, see also Erratum, Phys. Rev. B 74, 229906 (2006).
[106] P. Erhart, A. Caro, M. Caro, B. Sadigh, Short-range order and precipitation in
Fe-rich Fe-Cr alloys, Phys. Rev. B 77 (2008) 134206.
[107] L. Malerba, A. Caro, J. Wallenius, Multiscale modelling of radiation damage
and phase transformations: the challenge of FeCr alloys, J. Nucl. Mater. 382
(2008) 112e125.
[108] E. Zhurkin, A. Kolesnikov, Atomic scale modelling of Al and Ni(111) surface
erosion under cluster impact, Nucl. Instrum. Methods Phys. Res. B 202 (2003)
269e277.
[109] J. Kwon, T. Toyama, Y.M. Kim, W. Kim, J.H. Hong, Effects of radiation-induced
defects on microstructural evolution of Fe-Cr model alloys, J. Nucl. Mater.
386e88 (2009) 165e168.
[110] D. Terentyev, X. He, E. Zhurkin, A. Bakaev, Segregation of Cr at tilt grain
boundaries in Fe-Cr alloys: a Metropolis Monte Carlo study, J. Nucl. Mater.
408 (2) (2011) 161e170.
[111] D.C. Rapaport, The Art of Molecular Dynamics Simulation, second ed. Edition,
Cambridge University Press, Cambridge, UK, 2004.
[112] A.R. Leach, Molecular Modelling: Principles and Applications, second ed.,
Pearson Education, Harlow, England, 2001.
[113] M.P. Allen, D.J. Tildesley, Computer Simulation of Liquids, Oxford University
Press, Oxford, England, 1989.
[114] B.J. Alder, T.E. Wainwright, Molecular dynamics by electronic computers, in:
Proc. Intern. Symposium on Transport Processes in Statistical Mechanics,
Wiley Interscience, New York, 1957, p. 97.
[115] B.J. Alder, T.E. Wainwright, Studies in molecular dynamics. I. General
method, J. Chem. Phys. 31 (2) (1959) 459.
[116] D. Frenkel, B. Smit, Understanding Molecular Simulation: from Algoritms to
Applications, second ed., Academic Press, San Diego, 2002.
[117] T. Rog, M. Pasenkiewicz-Gierula, I. Vattulainen, M. Karttunen, Ordering ef-
fects of cholesterol and its analogues, Biochim. Biophys. Acta Biomembr.
1788 (1) (2009) 97e121.
[118] A.F. Calder, D.J. Bacon, A.V. Barashev, Y.N. Osetsky, On the origin of large
interstitial clusters in iron, Phil. Mag. 90 (2010) 863.
[119] C. Erginsoy, G.H. Vineyard, A. Englert, Dynamics of radiation damage in a
body-centered cubic lattice, Phys. Rev. 133 (2) (1964) A595.
[120] V. Agranovich, V. Kirsanov, Atom-atom collision chain models in a body-
centered cubic crystal in a wide temperature range, Sov. Phys. Solid State
12 (3) (1971) 2147.
[121] J. Schiffgens, R. Bourquin, Computer simulations of low-energy displacement
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295290cascades in a face-centered cubic lattice, J. Nucl. Mater. 69 (1e2) (1978) 790.
[122] ASTM Standard E693-94, Standard Practice for Characterising Neutron
Exposure in Iron and Low Alloy Steels in Terms of Displacements Per Atom
(Dpa), 1994.
[123] P.G. Lucasson, R.M. Walker, Production and recovery of electron-induced
radiation damage in a number of metals, Phys. Rev. 127 (1962) 485.
[124] J.N. Lomer, M. Pepper, Anisotropy of defect production in electron irradiated
iron, Phil. Mag. 16 (1967) 119.
[125] F. Maury, M. Biget, P. Vajda, A. Lucasson, P. Lucasson, Anisotropy of defect
creation in electron-irradiated iron crystals, Phys. Rev. B 14 (12) (1976) 5303.
[126] P. Olsson, C.S. Becquart, C. Domain, Ab initio threshold displacement en-
ergies in iron, Mater. Res. Lett. 4 (2016) 216. https://doi.org/10.1080/
21663831.2016.1181680.
[127] R.P. Webb, D.E. Harrison Jr., Bombardment-induced cascade mixing and the
importance of post-cascade relaxation, Nucl. Instrum. Methods Phys. Res.
218 (1983) 697e702.
[128] R.P. Webb, D.E. Harrison Jr., Computer simulation of pit formation in metals
by ion bombardment, Phys. Rev. Lett. 50 (1983) 1478e1481.
[129] R.P. Webb, D.E. Harrison Jr., K.M. Barfoot, Microscopic phase transitions in
molecular dynamics simulations of low energy ion irradiations of metals,
Nucl. Instrum. Methods Phys. Res. B 7/8 (1985) 143e146.
[130] M.M. Jakas, D.E. Harrison Jr., Many-body effects in atomic-collision cascades,
Phys. Rev. Lett. 55 (17) (1985) 1782e1785.
[131] D.E. Harrison Jr., P. Avouris, R. Walkup, Classical trajectory study of atom and
molecule ejection during low energy bombardment of copper by oxygen,
Nucl. Instrum. Methods Phys. Res. B 18 (1987) 349.
[132] R. Smith, D.E. Harrison Jr., B.J. Garrison, keV particle bombardment of
semiconductors: a molecular dynamics simulation, Phys. Rev. B 40 (1) (1989)
93.
[133] Z. Postawa, B. Czerwinski, M. Szewczyk, E.J. Smiley, N. Winograd,
B.J. Garrison, Enhancement of sputtering yields due to C60 versus Ga
bombardment of Ag111 as explored by molecular dynamics simulations,
Anal. Chem. 75 (2003) 4402e4407.
[134] R. Webb, A. Chatzipanagiotou, The computer simulation of cluster induced
desorption of molecules, Nucl. Instrum. Methods Phys. Res. B 242 (1e2)
(2006) 413e416.
[135] A. Delcorte, X.V. Eynde, P. Bertrand, J.C. Vickerman, B.J. Garrison, Kilo-
electronvolt particle-induced emission and fragmentation of polystyrene
molecules adsorbed on silver: insights from molecular dynamics, J. Phys.
Chem. 104 (2000) 2673e2691.
[136] D.W. Brenner, Empirical potential for hydrocarbons for use in simulating the
chemical vapor deposition of diamond films, Phys. Rev. B 42 (15) (1990)
9458, idem, 46, 1948 (1992).
[137] H. Feil, J. Dieleman, B.J. Garrison, Chemical sputtering of Si related to
roughness formation of a Cl-passivated Si surface, J. Appl. Phys. 74 (2) (1993)
1303e1309.
[138] E. Salonen, K. Nordlund, J. Tarus, T. Ahlgren, J. Keinonen, C.H. Wu, Suppres-
sion of carbon erosion by hydrogen shielding during high-flux hydrogen
bombardment, Phys. Rev. B 60 (1999) 14005.
[139] E. Salonen, K. Nordlund, J. Keinonen, C.H. Wu, Swift chemical sputtering of
amorphous hydrogenated carbon, Phys. Rev. B 63 (2001) 195415.
[140] K. Nordlund, E. Salonen, A.V. Krasheninnikov, J. Keinonen, Swift chemical
sputtering of covalently bonded materials, Pure Appl. Chem. 78 (6) (2006)
1203e1212.
[141] J. Marian, L.A. Zepeda-Ruiz, N. Couto, E.M. Bringa, G.H. Gilmer, P.C. Stangeby,
T.D. Rognlien, X, J. Appl. Phys. 101 (2007), 044506.
[142] P.N. Maya, U. von Toussaint, C. Hopf, Synergistic erosion process of hydro-
carbon films: a molecular dynamics study, New J. Phys. 10 (2008), 023002.
[143] E.D. de Rooij, U. von Toussaint, A.W. Kleyn, W.J. Goedheer, Molecular dy-
namics simulations of amorphous hydrogenated carbon under high
hydrogen fluxes, Phys. Chem. Chem. Phys. 11 (42) (2009) 9823.
[144] J.B. Gibson, A.N. Goland, M. Milgram, G.H. Vineyard, Dynamics of radiation
damage, Phys. Rev. 120 (4) (1960) 1229e1253.
[145] H.M. Urbassek, K.T. Waldeer, Spikes in condensed rare gases induced by kev-
atom bombardment, Phys. Rev. Lett. 67 (1) (1991) 105.
[146] M. Ghaly, R.S. Averback, Effect of viscous flow on ion damage near solid
surfaces, Phys. Rev. Lett. 72 (3) (1994) 364e367.
[147] M. Ghaly, K. Nordlund, R.S. Averback, Molecular dynamics investigations of
surface damage produced by keV self-bombardment of solids, Phil. Mag. 79
(4) (1999) 795.
[148] T.J. Colla, R. Aderjan, R. Kissel, H.M. Urbassek, Sputtering of Au (111) induced
by 16-keV Au cluster bombardment: spikes, craters, late emission, and
fluctuations, Phys. Rev. B 62 (12) (2000) 8487e8493.
[149] E.M. Bringa, R. Papaleo, R.E. Johnson, Crater scaling for bombardment at an
angle, Nucl. Instrum. Methods Phys. Res. B. 193 (2002) 734e738.
[150] E. Bringa, K. Nordlund, J. Keinonen, Cratering-energy regimes: from linear
collision cascades to heat spikes to macroscopic impacts, Phys. Rev. B 64
(2001) 235426.
[151] R. Aderjan, H.M. Urbassek, Molecular-dynamics study of craters formed by
energetic Cu cluster impact on Cu, Nucl. Instrum. Methods Phys. Res. B
164e165 (2000) 697e704.
[152] J. Samela, K. Nordlund, Atomistic simulation of the transition from atomistic
to macroscopic cratering, Phys. Rev. Lett. 101 (2008), 027601 and cover of
issue 2. Also selected to Virtual Journal of Nanoscale Science & Technology
Vol. 18 Issue 3 (2008).[153] T. Diaz de la Rubia, R.S. Averback, R. Benedek, W.E. King, Role of thermal
spikes in energetic collision cascades, Phys. Rev. Lett. 59 (1987) 1930e1933,
see also erratum: Phys. Rev. Lett. 60 (1988) 76.
[154] J.A. Brinkman, On the nature of radiation damage in metals, J. Appl. Phys. 25
(1954) 961.
[155] H. Hsieh, T. Diaz de la Rubia, R.S. Averback, R. Benedek, Effect of temperature
on the dynamics of energetic displacement cascades: a molecular dynamics
study, Phys. Rev. B 40 (14) (1989) 9986.
[156] T. Diaz de la Rubia, M.W. Guinan, New mechanism of defect production in
metals: a molecular-dynamics study of interstitial-dislocation-loop forma-
tion at high-energy displacement cascades, Phys. Rev. Lett. 66 (1991) 2766.
[157] W.J. Phythian, C.A. English, D.H. Yellen, D.J. Bacon, Collapse of displacement
cascades in h.c.p. metals, Phil. Mag. 63 (5) (1991) 821.
[158] A.J.E. Foreman, W.J. Phythian, C.A. English, Molecular Dynamics simulation of
irradiation damage cascades in copper using a many-body potential, Radiat.
Eff. Defect Solid 129 (1e2) (1994) 25.
[159] W.J. Phythian, R.E. Stoller, A.J.E. Foreman, A.F. Calder, D.J. Bacon,
A comparison of displacement cascades in copper and iron by molecular
dynamics and its application to microstructural evolution, J. Nucl. Mater. 223
(1995) 245.
[160] W.G. Kapinos, D.J. Bacon, Effect of melting and electron-phonon coupling on
the collapse of depleted zones in copper, nickel and a-iron, Phys. Rev. B 53
(13) (1996) 8287.
[161] H. Gades, H.M. Urbassek, Simulation of ion-induced mixing of metals, Phys.
Rev. B 51 (1995) 14559.
[162] A.F. Calder, D.J. Bacon, A.V. Barashev, Y.N. Osetsky, Computer simulation of
cascade damage in alpha-iron with carbon in solution, J. Nucl. Mater. 382
(2e3) (2008) 91e95.
[163] R.E. Stoller, Primary radiation damage formation, Compr. Nucl. Mater. 1
(2012) 293.
[164] H. Xu, R.E. Stoller, Y.N. Osetsky, D. Terentyev, Solving the puzzle of ¡ 100 ¿
interstitial loop formation in bcc iron, Phys. Rev. Lett. 110 (2013) 265503.
[165] A.E. Sand, K. Nordlund, S.L. Dudarev, Radiation damage production in
massive cascades initiated by fusion neutrons in tungsten, J. Nucl. Mater. 455
(2014) 207e211.
[166] A.E. Stuchbery, E. Bezakova, Thermal-spike lifetime from picosecond-
duration preequilibrium effects in hyperfine magnetic fields following ion
implantation, Phys. Rev. Lett. 82 (18) (1999) 3637.
[167] R.C. Birtcher, S.E. Donnelly, Plastic flow produced by single ion impacts on
metals, Nucl. Instrum. Methods Phys. Res. B 148 (1999) 194e199.
[168] X. Yi, A.E. Sand, D.R. Mason, M.A. Kirk, S.G. Roberts, K. Nordlund,
S.L. Dudarev, Direct observation of size scaling and elastic interaction be-
tween nano-scale defects in collision cascades, Europhys. Lett. 110 (2015)
36001.
[169] K. Kitagawa, K. Yamakawa, H. Fukushima, T. Yoshiie, Y. Hayashi, H. Yoshida,
Y. Shimomura, M. Kiritani, Ion-irradiation experiment for the experimental
studies of damage evolution of fusion materials, J. Nucl. Mater. 133&134
(1985) 395e399.
[170] M.A. Kirk, I.M. Robertson, M.L. Jenkins, C.A. English, T.J. Black, J.S. Vetrano,
The collapse of defect cascades to dislocation loops, J. Nucl. Mater. 149
(1987) 21.
[171] K. Nordlund, F. Gao, Formation of stacking fault tetrahedra in collision cas-
cades, Appl. Phys. Lett. 74 (18) (1999) 2720e2722.
[172] K. Nordlund, J. Keinonen, M. Ghaly, R.S. Averback, Coherent displacement of
atoms during ion irradiation, Nature 398 (6722) (1999) 49e51.
[173] T. Diaz de la Rubia, Defect production mechanisms in metals and covalent
semiconductors, Nucl. Instrum. Methods Phys. Res. B 120 (1996) 19.
[174] C.P. Flynn, R.S. Averback, Electron-phonon interactions in energetic
displacement cascades, Phys. Rev. B 38 (1988) 7118.
[175] A. Caro, M. Victoria, Ion-electron interaction in molecular-dynamics cas-
cades, Phys. Rev. 40 (5) (1989) 2287e2291.
[176] S. Pronnecke, A. Caro, M. Victoria, T. Diaz de la Rubia, M.W. Guinan, The effect
of electronic energy loss on the dynamics of thermal spikes in Cu, J. Mater.
Res. 6 (3) (1991) 483e491.
[177] M.W. Finnis, P. Agnew, A.J.E. Foreman, Thermal excitation of electrons in
energetic displacement cascades, Phys. Rev. B 44 (2) (1991) 44.
[178] K. Nordlund, Molecular dynamics simulation of ion ranges in the 1 e 100 keV
energy range, Comput. Mater. Sci. 3 (1995) 448.
[179] D. Cai, C.M. Snell, K.M. Beardmore, N. Grønbech-Jensen, Simulation of
phosphorus implantation into silicon with a single parameter electronic
stopping power model, Int. J. Mod. Phys. C 9 (3) (1998) 459.
[180] Q. Hou, M. Hou, L. Bardotti, B. Prevel, P. Melinon, A. Perez, Deposition of AuN
clusters on Au(111) surfaces. I. Atomic-scale modeling, Phys. Rev. B 62 (4)
(2000) 2825e2834.
[181] D.M. Duffy, A.M. Rutherford, Including the effects of electronic stopping and
electron-ion interactions in radiation damage simulations, J. Phys. Condens.
Matter 19 (2007), 016207.
[182] A. Duvenbeck, O. Weingart, V. Buss, A. Wucher, Electron promotion and
electronic friction in atomic collision cascades, New J. Phys. 9 (2007) 38.
[183] J. Sillanp€a€a, J. Peltola, K. Nordlund, J. Keinonen, M.J. Puska, Electronic stop-
ping calculated using explicit phase shift factors, Phys. Rev. B 63 (2001)
134113.
[184] L. Sandoval, H.M. Urbassek, Influence of electronic stopping on sputtering
induced by cluster impact on metallic targets, Phys. Rev. B 79 (14) (2009),
144115.
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295 291[185] E. Zarkadoula, D. M. Duffy, K. Nordlund, M. Seaton, I. T. Todorov, W. J. Weber,
K. Trachenko, Electronic effects in high-energy radiation damage in tungsten,
J. Phys. Condens. Matter 27 135401.
[186] D.J. Bacon, F. Gao, Y. Osetsky, Computer simulation of displacement cascades
and the defects they generate in metals, Nucl. Instrum. Methods Phys. Res. B
153 (1999) 87e98.
[187] P. Torri, J. Keinonen, K. Nordlund, A low-level detection system for hydrogen
analysis with the reaction 1H(15N,ag)12C, Nucl. Instrum. Methods Phys. Res. B
84 (1994) 105.
[188] K.M. Beardmore, N. Grønbech-Jensen, An efficient molecular dynamics
scheme for the calculation of dopant profiles due to ion implantation, Phys.
Rev. E 57 (1998) 7278.
[189] J. Peltola, K. Nordlund, J. Keinonen, Electronic stopping power calculation
method for molecular dynamics simulations using local Firsov and free
electron-gas models, Radiat. Eff. Defect Solid 161 (9) (2006) 511e521.
[190] K. Nordlund, L. Wei, Y. Zhong, R.S. Averback, Role of electron-phonon
coupling on collision cascade development in Ni, Pd and Pt, Phys. Rev. B
57 (1998) 13965e13968.
[191] C. Bj€orkas, K. Nordlund, Assessment of the relation between ion beam
mixing, electron-phonon coupling, and damage production in Fe, Nucl. Ins-
trum. Methods Phys. Res. B 267 (2009) 1830e1836.
[192] A. Tamm, G. Samolyuk, A.A. Correa, M. Klintenberg, A. Aabloo, A. Caro,
Electron-phonon interaction within classical molecular dynamics, Phys. Rev.
B 94 (2016), 024305, https://doi.org/10.1103/PhysRevB.94.024305. http://
link.aps.org/doi/10.1103/PhysRevB.94.024305.
[193] A. Tamm, M. Caro, A. Caro, G. Samolyuk, M. Klintenberg, A.A. Correa, Lan-
gevin dynamics with spatial correlations as a model for electron-phonon
coupling, Phys. Rev. Lett. 120 (2018) 185501.
[194] M.-J. Caturla, T. Diaz de la Rubia, G.H. Gilmer, Point defect production, ge-
ometry and stability in Silicon: a molecular dynamics simulation study,
Mater. Res. Soc. Symp. Proc. 316 (1994) 141.
[195] L.A. Marques, M.-J. Caturla, H. Huang, T. Diaz de la Rubia, Molecular dynamics
studies of the ion beam induced crystallization in silicon, Mater. Res. Soc.
Symp. Proc. 396 (1994) 201.
[196] K. Nordlund, J. Keinonen, A. Kuronen, Effect of the interatomic Si-Si-potential
on vacancy production during ion implantation of Si, Phys. Scripta T54
(1994) 34.
[197] L. Pelaz, L.A. Marques, M. Aboy, J. Barbolla, G.H. Gilmer, Atomistic modeling
of amorphization and recrystallization in silicon, Appl. Phys. Lett. 82 (13)
(2003) 2038.
[198] I. Santos, L.A. Marques, L. Pelaz, P. Lopez, Molecular dynamics study of
amorphous pocket formation in Si at low energies and its application to
improve binary collision models, Nucl. Instrum. Methods Phys. Res. Sect. B
Beam Interact. Mater. Atoms 255 (1) (2007) 110e113, https://doi.org/
10.1016/j.nimb.2006.11.034. http://www.sciencedirect.com/science/article/
pii/S0168583X06010755.
[199] J. Nord, K. Nordlund, J. Keinonen, A molecular dynamics study of damage
accumulation in GaN during ion beam irradiation, Phys. Rev. B 68 (2003)
184104.
[200] C. Bj€orkas, K. Nordlund, K. Arstila, J. Keinonen, V.D.S. Dhaka, M. Pessa,
Damage production in GaAs and GaAsN induced by light and heavy ions,
J. Appl. Phys. 100 (2006), 053516.
[201] P.A. Karaseov, K.V. Karabeshkin, E.E. Mongo, A.I. Titov, M.W. Ullah,
A. Kuronen, F. Djurabekova, K. Nordlund, Experimental study and MD
simulation of damage formation in GaN under atomic and molecular ion
irradiation, Vacuum 129 (2016) 166e169.
[202] T. Diaz de la Rubia, G.H. Gilmer, Structural transformations and defect pro-
duction in ion implanted silicon: a molecular dynamics simulation study,
Phys. Rev. Lett. 74 (13) (1995) 2507e2510.
[203] M. Timonova, B.J. Thijsse, Molecular dynamics simulations of the formation
and crystallization of amorphous si, Comput. Mater. Sci. 50 (8) (2011)
2380e2390.
[204] R.S. Averback, T. Diaz de la Rubia, Displacement damage in irradiated metals
and semiconductors, in: H. Ehrenfest, F. Spaepen (Eds.), Solid State Physics,
51, Academic Press, New York, 1998, pp. 281e402.
[205] R. Devanathan, W.J. Weber, T. Diaz de la Rubia, Computer simulation of a 10
keV Si displacement cascade in SiC, Nucl. Instrum. Methods Phys. Res. B 141
(1e4) (1998) 118e122.
[206] W.J. Weber, Models and mechanisms of irradiation-induced amorphization
in ceramics, Nucl. Instrum. Methods Phys. Res. B 166e167 (2000) 98e106.
[207] R. Devanathan, W.J. Weber, F. Gao, Atomic scale simulation of defect pro-
duction in irradiated 3C-SiC, J. Appl. Phys. 90 (5) (2001) 2303.
[208] L.R. Corrales, W.J. Weber, State of theory and computer simulations of ra-
diation effects in ceramics, Curr. Opin. Solid State Mater. Sci. 7 (2003) 35e40.
[209] R. Devanathan, L.R. Corrales, W.J. Weber, A. Chartier, C. Meis, Molecular
dynamics simulation of defect production in collision cascades in zircon,
Nucl. Instrum. Methods Phys. Res. B 228 (2005) 299e303.
[210] K. Trachenko, J.M. Pruneda, E. Artacho, M.T. Dove, How the nature of the
chemical bond governs resistance to amorphization by radiation damage,
Phys. Rev. B 71 (2005) 184104.
[211] K. Trachenko, M.T. Dove, E. Artacho, I.T. Todorov, W. Smith, Atomistic sim-
ulations of resistance to amorphization by radiation damage, Phys. Rev. B 73
(2006) 174207.
[212] C. Bj€orkas, K. V€ortler, K. Nordlund, Major elemental assymetry and recom-
bination effects in irradiated WC, Phys. Rev. B 74 (2006) 140103.[213] F. Djurabekova, M. Backman, O.H. Pakarinen, K. Nordlund, L. Araujo,
M. Ridgway, Amorphization of Ge nanocrystals embedded in amorphous
silica under ion irradiation, Nucl. Instrum. Methods Phys. Res. B 267 (2009)
1235e1238.
[214] S. Zhang, O.H. Pakarinen, M. Backholm, F. Djurabekova, K. Nordlund,
J. Keinonen, T.S. Wang, Absence of single critical dose for the amorphization
of quartz under ion irradiation, J. Phys. Condens. Matter 30 (1) (2018),
015403.
[215] N. Swaminathan, P. Kamenski, D. Morgan, I. Szlufarska, Effects of grain size
and grain boundaries on defect production in nanocrystalline 3C-SiC, Acta
Mater. 58 (2010) 2843e2853.
[216] F. Gao, H. Xiao, W. Weber, Ab initio molecular dynamics simulations of low
energy recoil events in ceramics, Nucl. Instrum. Methods Phys. Res. B 269
(14) (2011) 1693e1697, https://doi.org/10.1016/j.nimb.2011.01.131. http://
www.sciencedirect.com/science/article/pii/S0168583X11001649.
[217] W.J. Weber, E. Zarkadoula, O.H. Pakarinen, R. Sachan, M.F. Chisholm, P. Liu,
H. Xue, K. Jin, Y. Zhang, Synergy of elastic and inelastic energy loss on ion
track formation in SrTiO3, Sci. Rep. 5 (2015) 7726.
[218] W. Ren, A. Kuronen, K. Nordlund, Molecular dynamics of irradiation-induced
defect production in GaN nanowires, Phys. Rev. B 86 (2012) 104114.
[219] G. Greaves, J.A. Hinks, P. Busby, N.J. Mellors, A. Ilinov, A. Kuronen,
K. Nordlund, S.E. Donnelly, Giant sputtering yields from single-ion impacts
on gold nanorods, Phys. Rev. Lett. 111 (2013), 065504.
[220] A.V. Krasheninnikov, K. Nordlund, Irradiation effects in carbon nanotubes,
Nucl. Instrum. Methods Phys. Res. B 216 (2004) 355.
[221] F. Banhart, J. Kotakoski, A.V. Krasheninnikov, Structural defects in graphene,
ACS Nano 5 (2011) 26.
[222] A.V. Krasheninnikov, K. Nordlund, P.O. Lehtinen, A.S. Foster, A. Ayuela,
R.M. Nieminen, Adsorption and migration of carbon adatoms on carbon
nanotubes, Phys. Rev. B 69 (2004), 073402.
[223] A. Kimura-Hashimoto, K. Suenaga, A. Gloter, K. Urita, S. Iijima, Direct evi-
dence for atomic defects in graphene layers, Nature 430 (7002) (2004)
870e873.
[224] A.V. Krasheninnikov, K. Nordlund, Ion and electron irradiation-induced ef-
fects in nanostructured materials, J. Appl. Phys. 107 (2010), 071301.
[225] K. Nordlund, F. Djurabekova, Multiscale modelling of irradiation in nano-
structures, J. Comput. Electron. 13 (1) (2014) 122 (invited review paper for
special issue on device modelling).
[226] A.A. Leino, F. Djurabekova, K. Nordlund, Radiation effects in nanoclusters
embedded in solids, Eur. Phys. J. B 87 (2014) 242.
[227] M. Backman, F. Djurabekova, O.H. Pakarinen, K. Nordlund, L.L. Araujo,
M.C. Ridgway, Amorphization of Ge and Si nanocrystals embedded in
amorphous SiO2 by ion irradiation, Phys. Rev. B 80 (2009) 144109.
[228] F. Granberg, F. Djurabekova, E. Levo, K. Nordlund, Damage buildup and edge
dislocation mobility in equiatomic multicomponent alloys, Nucl. Instrum.
Methods Phys. Res. B 393 (2017) 114.
[229] S. Zhang, K. Nordlund, F. Djurabekova, F. Granberg, Y. Zhang, T.S. Wang,
Radiation damage buildup by athermal defect reactions in nickel and
concentrated nickel alloys, Mater. Res. Lett. 5 (6) (2017) 433e439. https://
doi.org/10.1080/21663831.2017.1311284.
[230] A.F. Voter, Hyperdynamics: accelerated molecular dynamics of infrequent
events, Phys. Rev. Lett. 78 (20) (1997) 3908e3911.
[231] A.F. Voter, M.R. Sorensen, Accelerating atomistic simulations of defect dy-
namics: hyperdynamics, parallell replica dynamics, and temperature-
accelerated dynamics, in: V.V. Bulatov, T.D. de la Rubia, R. Phillips,
E. Kaxiras, N. Ghoniem (Eds.), Multiscale Modelling of Materials, Vol. 538 of
MRS Symp. Proc, Materials Research Society, Pittsburgh, 1999, p. 427.
[232] M. Kaukonen, J. Per€ajoki, R.M. Nieminen, Locally activated Monte Carlo
method for long-time-scale simulations, Phys. Rev. B 61 (2) (2000) 980e987.
[233] A.F. Voter, F. Montalenti, T.C. Germann, Extending the time scale in atomistic
simulation of materials, Annu. Rev. Mater. Res. 32 (2002) 321e346.
[234] G. Csanyi, T. Albaret, M.C. Payne, A.D. Vita, “Learn on the fly”: a hybrid
classical and quantum mechanical molecular dynamics simulation, Phys.
Rev. Lett. 93 (17) (2004) 175503.
[235] R.A. Miron, K.A. Fichthorn, Multiple-time scale accelerated molecular dy-
namics: addressing the small-barrier problem, Phys. Rev. Lett. 93 (12) (2004)
128301e1e4.
[236] K.M. Bak, E.C. Neyts, Merging metadynamics into hyperdynamics: acceler-
ated molecular simulations reaching time scales from microseconds to sec-
onds, J. Chem. Theory Comput. 11 (2015) 4545e4554.
[237] A.P. Bartok, R. Kondor, G. Csanyi, Gaussian approximation potentials: the
accuracy of quantum mechanics, without the electrons, Phys. Rev. Lett. 104
(2010) 136403.
[238] A.P. Bartok, M.C. Payne, R. Kondor, G. Csanyi, On representing chemical en-
vironments, Phys. Rev. B 87 (2013) 184115.
[239] J. Behler, Perspective: machine learning potentials for atomistic simulations,
J. Chem. Phys. 145 (2016) 170901.
[240] S. Hajinazar, J. Shao, A.N. Kolmogorov, Stratified construction of neural
network based interatomic models for multicomponent materials, Phys. Rev.
B 95 (2017), 014114.
[241] D.E. Harrison, P. Kelly, B.J. Garrison, N. Winograd, Low energy ion impact
phenomena on single crystal surfaces, Surf. Sci. 76 (2) (1978) 311e322.
https://doi.org/10.1016/0039-6028(78)90100-0. http://www.sciencedirect.
com/science/article/pii/0039602878901000.
[242] B.J. Garrison, A. Delcorte, K.D. Krantzman, Molecule liftoff from surfaces,
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295292Accounts Chem. Res. 33 (2) (2000) 69e77.
[243] M.W. Finnis, A.H. Harker, Moldy6 - a molecular dynamics program for
simulation of pure metals, Tech. Rep. (1988) 1e24. AERE R-13182, UK AEA
Harwell Laboratory.
[244] G.J. Ackland, K. D Mellow, S.L. Daraszewicz, D.J. Hepburn, M. Uhrin,
K. Stratford, The MOLDY short-range molecular dynamics package, Comput.
Phys. Commun. 182 (2011) 2587e2604.
[245] T. Diaz de la Rubia, M.W. Guinan, Progress in the development of a molecular
dynamics code for high-energy cascade studies, J. Nucl. Mater. 174 (1990)
151e157.
[246] C.S. Becquart, K.M. Decker, C. Domain, J. Ruste, Y. Souffez, J.C. Turbatte,
J.C.V. Duysen, Massively parallel molecular dynamics simulations with eam
potentials, Radiat. Eff. Defect Solid 142 (1e4) (1997) 9e21.
[247] K. Nordlund, Parcas Computer Code. The Main Principles of the Molecular
Dynamics Algorithms Are Presented in [24, 147]. The Adaptive Time Step
and Electronic Stopping Algorithms Are the Same as in [178]. The 2016
Version of the Code Is Published in the Supplementary Material to Ref. [39],
2016.
[248] S. Plimpton, Fast parallel algorithms for short-range molecular dynamics,
J. Comput. Phys. 115 (1-4) (1995) 468e472. https://doi.org/10.1006/jcph.
1995.1039. http://www.sciencedirect.com/science/article/pii/
S002199918571039X.
[249] D.S. Karpuzov, V.E. Yurasova, The reflection of low-energy ions from a single
crystal simulated by different models, Phys. Status Solidi 47 (1971) 41.
[250] J. Sillanp€a€a, K. Nordlund, J. Keinonen, Electronic stopping of silicon from a 3D
charge distribution, Phys. Rev. B 62 (2000) 3109.
[251] K. Nordlund, F. Djurabekova, G. Hobler, Large fraction of crystal directions
leads to ion channeling, Phys. Rev. B 94 (2016) 214109.
[252] A presentation of the MDRANGE computer code is available on at http://
beam.acclab.helsinki.fi/knordlun/mdh/mdh_program.html .
[253] The Full C Language Source Code for the MDRANGE Computer Code Is
Available from the Author. E-Mail Requests Should Be Directed to
kai.nordlundhelsinki.Fi.
[254] O.S. Oen, D.K. Holmes, M.T. Robinson, Ranges of energetic atoms in solids,
J. Appl. Phys. 34 (1963) 302.
[255] O.S. Oen, M.T. Robinson, The effect of channeling on displacement cascade
theory, Appl. Phys. Lett. 2 (4) (1963) 83e85.
[256] M.T. Robinson, O.S. Oen, The channeling of energetic atoms in crystal lattices,
Appl. Phys. Lett. 2 (4) (1963) 30.
[257] E.V. Kornelsen, F. Brown, J.A. Davies, B. Domeij, G.R. Piercy, Penetration of
heavy ions of keV energies into monocrystalline tungsten, Phys. Rev. 136
(3A) (1964) 849.
[258] L. Eriksson, J.A. Davies, P. Jespersgaard, Range measurements in oriented
tungsten single crystals (0.1-1.0 MeV). I. Electronic and nuclear stopping
powers, Phys. Rev. 161 (2) (1967) 219.
[259] W. M€oller, W. Eckstein, TRIDYN - a TRIM simulation code including dynamic
composition changes, Nucl. Instrum. Methods Phys. Res. B 2 (1984)
814e818.
[260] M.T. Robinson, I.M. Torrens, Computer Simulation of atomic-displacement
cascades in solids in the binary-collision approximation, Phys. Rev. B 9
(12) (1974) 5008e5024.
[261] M. Posselt, J.P. Biersack, Computer-simulation of ion-implantation into
crystalline targets, Nucl. Instrum. Methods Phys. Res. B 64 (1992) 706.
[262] M. Hautala, I. Koponen, Distributions of implanted ions in solids, Defect
Diffusion Forum 57e58 (1988) 61.
[263] D.S. Gemmell, Channeling and related effects in the motion of charged
particles through crystals, Rev. Mod. Phys. 46 (1974) 129.
[264] S. Zhang, K. Nordlund, F. Djurabekova, Y. Zhang, G. Velisa, T.S. Wang,
Simulation of Rutherford backscattering spectrometry from arbitrary atom
structures, Phys. Rev. E 94 (2016), 043319.
[265] J.P. Biersack, L.G. Haggmark, A Monte Carlo computer program for the
transport of energetic ions in amorphous targets, Nucl. Instrum. Methods
174 (1980) 257.
[266] J.F. Ziegler, J.P. Biersack, M.D. Ziegler, SRIM - the Stopping and Range of Ions
in Matter, SRIM Co., Chester, Maryland, USA, 2008.
[267] K. G€artner, M. Nitschke, W. Eckstein, Computer simulation studies of low
energy B implantation into amorphous and crystalline silicon, Nucl. Instrum.
Methods Phys. Res. B 83 (1993) 87.
[268] K. G€artner, D. Stock, B. Weber, G. Betz, M. Hautala, G. Hobler, M. Hou, S. Arite,
W. Eckstein, J.J. Jimenez-Rodríguez, A.M.C. Perez-Martín, E.P. Andribet,
V. Konoplev, A. Gras-Marti, M. Posselt, M.H. Shapiro, T.A. Tombrello,
H.M. Urbassek, H. Hensel, Y. Yamamura, W. Takeuchi, Round robin computer
simulation of ion transmission through crystalline layers, Nucl. Instrum.
Methods Phys. Res. B 102 (1e4) (1995) 183.
[269] O. Oen, M. Robinson, Computer-simulation of reflection of hydrogen and
sputtering of hydrogen from metal-hydrides, J. Nucl. Mater. 76e7 (1e2)
(1978) 370e377.
[270] J. Likonen, M. Hautala, Binary collision lattice simulation study of model
parameters in monocrystalline sputtering, J. Phys. Condens. Matter 1 (1989)
4697.
[271] H.L. Heinisch, Computer simulation of high energy displacement cascades,
Radiat. Eff. Defect Solid 113 (1990) 53e73.
[272] M.T. Robinson, The temporal development of collision cascades in the
binary-collision approximation, Nucl. Instrum. Methods Phys. Res. B 48
(1990) 408.[273] M.T. Robinson, Computer simulation studies of high-energy collision cas-
cades, Nucl. Instrum. Methods Phys. Res. B 67 (1992) 396.
[274] R.G. Vichev, D.S. Karpuzov, Time evolution of ion slowing-down in amor-
phous solids, Nucl. Instrum. Methods Phys. Res. B 83 (1993) 345.
[275] M.T. Robinson, The statistics of sputtering, Nucl. Instrum. Methods Phys. Res.
B 90 (1994) 509e512.
[276] M. Jaraiz, G.H. Gilmer, J.M. Poate, T. Diaz de la Rubia, Atomistic calculations of
ion implantation in Si: point defect and transient enhanced diffusion phe-
nomena, Appl. Phys. Lett. 68 (3) (1996) 409.
[277] T.S. Pugacheva, F.G. Djurabekova, S.K. Valiev, Effects of cascade mixing,
sputtering and diffusion by high dose light ion irradiation of boron nitride,
Nucl. Instrum. Methods Phys. Res. B 141 (1998) 99e104.
[278] I. Santos, L.A. Marques, L. Pelaz, P. Lopez, Improved atomistic damage gen-
eration model for binary collision simulations, J. Appl. Phys. 105 (8) (2009),
083530.
[279] W. M€oller, TRI3DYN e collisional computer simulation of the dynamic
evolution of 3-dimensional nanostructures under ion irradiation, Nucl. Ins-
trum. Methods Phys. Res. B 322 (2014) 23e33.
[280] H. Holland-Moritz, S. Scheeler, C. Stanglmair, C. Pacholski, C. Ronning,
Enhanced sputter yields of ion irradiated Au nano particles: energy and size
dependence, Nanotechnology 26 (2015) 325301.
[281] P. Klaver, S. Zhang, K. Nordlund, MD and BCA simulations of He and H
bombardment of fuzz in bcc elements, J. Nucl. Mater. 492 (2017) 113.
[282] G. Hobler, G. Betz, On the useful range of application of molecular dynamics
simulations in the recoil interaction approximation, Nucl. Instrum. Methods
Phys. Res. B 180 (2001) 203e208.
[283] G. Hobler, K. Nordlund, Channeling maps for si ions in si: assessing the bi-
nary collision approximation, Nucl. Instr. Meth. Phys. Res. BCOSIRES (2018)
proceedings, accepted for publication).
[284] G. Bourque, B. Terreault, 1 keV hydrogen implantation in a-Si and c-Si:
physical vs. computational modeling, Nucl. Instrum. Methods Phys. Res.
115(1e4) 468e472.
[285] C. Ortiz, A. Souidi, C. Becquart, C. Domain, M. Hou, Recent radiation damage
studies and developments of the marlowe code, Radiat. Eff. Defect Solid 169
(2014) 592e602, https://doi.org/10.1080/10420150.2014.920018.
[286] Andreas Mutzke, Ralf Schneider, Wolfgang Eckstein, Renate Dohmen,
SDTrimSP version 5.00, Tech. Rep. (2011) 1e70. IPP report 12/8, Max-Planck-
Institut fur Plasmaphysik.
[287] Y. Miyagawa, H. Nakadate, F. Djurabekova, S. Nakao, S. Miyagawa, Dynamic-
sasamal: simulation software for high dose ion implantation, Surf. Coating.
Technol. 87 (2002) 158.
[288] F. Djurabekova, T.S. Pugacheva, F. Umarov, S.V. Yugay, Computer Simulation
of Ion Implantation with Visual Observation of the Implantation Profiles,
IEEE Xplore, 2000, p. 2282000 (International conference on ion implantation
technology, proceedings).
[289] L. Bukonte, F. Djurabekova, J. Samela, K. Nordlund, S.A. Norris, M.J. Aziz,
Comparison of molecular dynamics and binary collision approximation
simulations for atom displacement analysis, Nucl. Instrum. Methods Phys.
Res. B 297 (2013) 23e28.
[290] R.E. Stoller, M.B. Toloczko, G.S. Was, A.G. Certain, S. Dwaraknath, F. Garner,
On the use of SRIM for computing radiation damage exposure, Nucl. Instrum.
Methods Phys. Res. B 310 (2013) 75.
[291] K.A. Fichthorn, W.H. Weinberg, Theoretical foundations of dynamical Monte
Carlo simulations, J. Chem. Phys. 95 (2) (1991) 1090.
[292] P.A. Flinn, G.M. McManus, X, Phys. Rev. 124 (1) (1961) 54.
[293] W.M. Young, E.W. Elcock, Monte Carlo studies of vacancy migration in binary
ordered alloys: I, Proc. Phys. Soc. 89 (1966) 735e746.
[294] A.B. Bortz, M.H. Kalos, J.L. Lebowitz, A new algorithm for Monte Carlo
simulation of ising spin systems, J. Computational Physics 17 (1975) 10e18.
[295] R.A. Enrique, P. Bellon, Compositional patterning in immiscible alloys driven
by irradiation, Phys. Rev. B 63 (2001) 134111.
[296] V. Jansson, E. Baibuz, F. Djurabekova, Long-term stability of Cu surface
nanotips, Nanotechnology 27 (2016) 265708.
[297] C.S. Becquart, C. Domain, U. Sarkar, A. DeBacker, M. Hou, Microstructural
evolution of irradiated tungsten: ab initio parameterisation of an OKMC
model, J. Nucl. Mater. 403 (1e3) (2010) 75e88.
[298] D. Heinemann, A. Rosen, B. Fricke, Solution of the Hartree-Fock equations for
atoms and diatomic molecules with the finite element method, Phys. Scripta
42 (1990) 692.
[299] H.L. Heinisch, B.N. Singh, T. Diaz de la Rubia, Calibrating a multi-model
approach to defect production in high-energy collision cascades, J. Nucl.
Mater. 212e215 (1994) 127.
[300] P.J. Bedrossian, M.-J. Caturla, T. Diaz de la Rubia, Damage evolution and
surface defect segregation in low-energy ion-implanted silicon, Appl. Phys.
Lett. 70 (1997) 176.
[301] B. Sadigh, T.J. Lenosky, S.K. Theiss, M.-J. Caturla, T. Diaz de la Rubia,
M.A. Foad, Mechanism of boron diffusion in silicon: an ab initio and kinetic
Monte Carlo study, Phys. Rev. Lett. 83 (1999) 4341.
[302] L. Pelaz, M. Jaraiz, H.H. Gilmer, H.-J. Gossman, C.S. Rafferty, D.J. Eaglesham,
J.M. Poate, B diffusion and clustering in ion implanted Si: the role of B cluster
precursors, Appl. Phys. Lett. 70 (17) (1997) 2285.
[303] L. Pelaz, L.A. Marques, J. Barbolla, Ion-beam-induced amorphization and
recrystallization in silicon, J. Appl. Phys. 96 (11) (2004) 5947e5976.
[304] L.A. Marques, L. Pelaz, P. Lopez, M. Aboy, I. Santos, J. Barbolla, Atomistic
simulations in Si processing: bridging the gap between atoms and
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295 293experiments, Mater. Sci. Eng. B 124e125 (2005) 72.
[305] M. Aboy, L. Pelaz, L.A. Marques, L. Enriquez, J. Barbolla, Atomistic analysis of
defect evolution and transient enhanced diffusion in silicon, J. Appl. Phys. 94
(2) (2003) 1013.
[306] P. Lopez, L. Pelaz, L.A. Marques, I. Santos, M. Aboy, J. Barbolla, Atomistic
modeling of defect evolution in Si for amorphizing and subamorphizing
implants, Mater. Sci. Eng. B 114e115 (2004) 82e87.
[307] M. Aboy, L. Pelaz, E. Bruno, S. Mirabella, S. Boninelli, Kinetics of large B
clusters in crystalline and preamorphized silicon, J. Appl. Phys. 110 (2011),
073524.
[308] C.-C. Fu, F. Willaime, P. Ordejon, Multiscale modelling of defect kinetics in
irradiated iron, Nat. Mater. 4 (2004) 68.
[309] M. Victoria, S. Dudarev, J.L. Boutard, E. Diegele, R. L€asser, A. Almazouzi,
M.J. Caturla, C.C. Fu, J. K€allne, L. Malerba, K. Nordlund, M. Perlado, M. Rieth,
M. Samaras, R. Schaeublin, B. Singh, F. Willaime, Modeling irradiation effects
in fusion materials, Fusion Eng. Des. 82 (2007) 2413e2421.
[310] C.J. Ortiz, M.J. Caturla, C.C. Fu, F. Willaime, He diffusion in irradiated alpha-fe:
an ab-initio-based rate theory model, Phys. Rev. B 75 (10) (2007) 100102.
[311] K.O.E. Henriksson, K. Nordlund, J. Keinonen, Molecular dynamics simulations
of helium cluster formation in tungsten, Nucl. Instrum. Methods Phys. Res. B.
244 (2006) 377e391.
[312] K.O.E. Henriksson, K. Nordlund, A. Krasheninnikov, J. Keinonen, The depths
of hydrogen and helium bubbles in tungsten - a comparison, Fusion Sci.
Technol. 50 (2006) 43e57.
[313] E. Gao, N.M. Ghoniem, A coupled rate theory-Monte Carlo model of helium
bubble evolution in plasma-facing micro-engineered tungsten, J. Nucl.
Mater. 509 (2018) 577e590.
[314] A. Lasa, S.K. T€ahtinen, K. Nordlund, Loop punching and bubble rupture
causing surface roughening - a model for W fuzz growth, Europhys. Lett. 105
(2014) 25002.
[315] G. Valles, I. Martin-Bragado, K. Nordlund, A. Lasa, C. Bjorkas, E. Safi,
J.M. Perlado, A. Rivera, Temperature dependence of underdense nano-
structure formation in tungsten under helium irradiation, J. Nucl. Mater. 490
(2017) 108.
[316] G. Martin, P. Bellon, F. Soisson, Alloys under irradiation, J. Nucl. Mater. 251
(1997) 86.
[317] R.A. Enrique, P. Bellon, Self-organized Cu Ag nanocomposites synthesized by
intermediate temperature ion-beam mixing, Appl. Phys. Lett. 78 (26) (2001)
4178e4180.
[318] E. Clouet, F. Soisson, Atomic simulations of diffusional phase trans-
formations, Compt. Rendus Phys. 11 (3e4) (2010) 226e235.
[319] L. Messina, L. Malerba, P. Olsson, Stability and mobility of small vacancy-
solute complexes in fe-mnni and dilute fe-x alloys: a kinetic Monte Carlo
study, Nucl. Instrum. Methods Phys. Res. B 352 (2015) 61e66.
[320] F.G. Djurabekova, R. Domingos, G. Cerchiara, N. Castin, L. Malerba, Artificial
intelligence applied to atomistic kinetic Monte Carlo simulations in Fe-Cu
alloys, Nucl. Instrum. Methods Phys. Res. B 255 (1) (2007) 8e12.
[321] N. Castin, L. Messina, C. Domain, R.C. Pasianot, P. Olsson, Improved atomistic
Monte Carlo models based on ab-initio-trained neural networks: application
to fecu and fecr alloys, Phys. Rev. B 95 (2017) 214117, https://doi.org/
10.1103/PhysRevB.95.214117. https://link.aps.org/doi/10.1103/PhysRevB.95.
214117.
[322] H. Xu, Y.N. Osetsky, R.E. Stoller, Self-evolving atomistic kinetic Monte Carlo:
fundamentals and applications, J. Phys. Condens. Matter 24 (37) (2012),
375402.
[323] L.K. Beland, P. Brommer, F. El-Mellouhi, J.-F. Joly, N. Mousseau, Kinetic
activation-relaxation technique, Phys. Rev. E 84 (2011), 046704, https://
doi.org/10.1103/PhysRevE.84.046704. https://link.aps.org/doi/10.1103/
PhysRevE.84.046704.
[324] J. Dalla Torre, J. Bocquet, N.V. Doan, E. Adam, A. Barbu, JERK, an event-based
Kinetic Monte Carlo model to predict microstructure evolution of materials
under irradiation, Phil. Mag. 85 (2005) 549.
[325] T. Opplestrup, V.V. Bulatov, G.H. Gilmer, M.H. Kalos, B. Sadigh, First-passage
Monte Carlo algorithm: diffusion without all the hops, Phys. Rev. Lett. 97
(2006) 230602.
[326] W. Schilling, Self-interstitial atoms in metals, J. Nucl. Mater. 69 & 70 (1978)
465.
[327] R.W. Siegel, Vacancy concentrations in metals, J. Nucl. Mater. 69 & 70 (1978)
117.
[328] J.D. Eshelby, The Continuum Theory of Lattice Defects, Vol. 3 of Solid State
Physics, Academic, New York, 1956, pp. 78e144.
[329] D. Mason, X. Yi, M. A Kirk, S. Dudarev, Elastic trapping of dislocation loops in
cascades in ion-irradiated tungsten foils, J. Phys. Condens. Matter 26 (2014),
375701.
[330] I. Martin-Bragado, A. Rivera, G. Valles, J.L. Gomez-Selles, M.J. Caturla,
Mmonca: an object kinetic Monte Carlo simulator for damage irradiation
evolution and defect diffusion, Comput. Phys. Commun. 184 (12) (2013)
2703e2710. https://doi.org/10.1016/j.cpc.2013.07.011. http://www.
sciencedirect.com/science/article/pii/S0010465513002397.
[331] E. Baibuz, S. Vigonski, J. Lahtinen, J. Zhao, V. Jansson, V. Zadin, F. Djurabekova,
Migration barriers for surface diffusion on a rigid lattice: challenges and
solutions, Comput. Mater. Sci. 146 (2018) 287e302. KiMOCS code available
at, https://gitlab.com/vjansson/Kimocs.
[332] D. Hull, D.J. Bacon, Introduction to Dislocations, fourth ed., Butterworth,
Heinemann, Oxford, UK, 2001.[333] J.P. Hirth, J. Lothe, Theory of Dislocations, second ed., Krieger, Malabar,
Florida, 1992.
[334] J. Lepinoux, L.P. Kubin, The dynamic organization of dislocation structures: a
simulation, Scripta Metall. 21 (1987) 833.
[335] R. Amodeo, N. Ghoniem, Dislocation dynamics .1. a proposed methodology
for deformation micromechanics, Phys. Rev. B 41 (1990) 6958e6967.
[336] R. Amodeo, N. Ghoniem, Dislocation dynamics .2. applications to the for-
mation of persistent slip bands, planar arrays and dislocation cells, Phys. Rev.
B 41 (1990) 6968e6976.
[337] L.P. Kubin, G. Canova, The modelling of dislocation patterns, Scripta Metall.
27 (1992) 957.
[338] C. Kittel, Introduction to Solid State Physics, third ed., John Wiley & Sons,
New York, 1968.
[339] S.P. Fitzgerald, S. Aubry, Self-force on dislocation segments in anisotropic
crystals, J. Phys. Condens. Matter 22 (29) (2010), 295403.
[340] S.P. Fitzgerald, S. Aubry, S.L. Dudarev, W. Cai, Dislocation dynamics simula-
tion of Frank-Read sources in anisotropic alpha-Fe, Model. Simulat. Mater.
Sci. Eng. 20 (4) (2012), 045022.
[341] H. Zbib, M. Rhee, J. Hirth, On plastic deformation and the dynamics of 3D
dislocations, Int. J. Mech. Sci. 40 (2e3) (1998) 113e127.
[342] D. Mordehai, M.F.E. Clouetab, M. Verdier, Introducing dislocation climb by
bulk diffusion in discrete dislocation dynamics, Phil. Mag. 88 (6) (2008)
899e925.
[343] C. Depres, C. Robertson, M. Fivel, Low-strain fatigue in AISI 316L steel surface
grains: a three-dimensional discrete dislocation dynamics modelling of the
early cycles - I. Dislocation microstructures and mechanical behaviour, Phil.
Mag. 84 (22) (2004) 2257e2275.
[344] O. Kraft, P.A. Gruber, R. Moenig, D. Weygand, Plast. Confined Dimens. 40
(2010) 293e317.
[345] S. Queyreau, G. Monnet, B. Devincre, Orowan strengthening and forest
hardening superposition examined by dislocation dynamics simulations,
Acta Mater. 58 (17) (2010) 5586.
[346] T. Diaz de la Rubia, H.M. Zbib, T.A. Khraishi, B.D. Wirth, M. Victoria,
M.J. Caturla, Multiscale modelling of plastic flow localization in irradiated
materials, Nature 406 (2000) 871e874.
[347] H. Zbib, T. Diaz de la Rubia, A multiscale model of plasticity, Int. J. Plast. 18 (9)
(2002) 1133e1163.
[348] S.M.H. Haghighat, M.C. Fivel, J. Fikar, R. Schaeublin, Dislocation-void inter-
action in Fe: a comparison between molecular dynamics and dislocation
dynamics, J. Nucl. Mater. 386e88 (2009) 102e105.
[349] M. Kabir, T.T. Lau, D. Rodney, S. Yip, K.J. Van Vliet, Predicting dislocation
climb and creep from explicit atomistic details, Phys. Rev. Lett. 105 (2010),
095501.
[350] A. Stukowski, V.V. Bulatov, A. Arsenlis, Automated identification and
indexing of dislocations in crystal interfaces, Model. Simulat. Mater. Sci. Eng.
20 (8) (2012), 085007.
[351] T.D. Swinburne, S.L. Dudarev, S.P. Fitzgerald, M.R. Gilbert, A.P. Sutton, Theory
and simulation of the diffusion of kinks on dislocations in bcc metals, Phys.
Rev. B 87 (2013), 064108.
[352] F. Granberg, D. Terentyev, K. Nordlund, Molecular dynamics investigation of
the interaction of dislocations with carbides in BCC Fe, Nucl. Instrum.
Methods Phys. Res. B 352 (2014) 77.
[353] T.D. Swinburne, S.L. Dudarev, Phonon drag force acting on a mobile crystal
defect: full treatment of discreteness and nonlinearity, Phys. Rev. B 92 (13)
(2015) 134302.
[354] J.-P. Du, Y.-J. Wang, Y.-C. Lo, L. Wan, S. Ogata, Mechanism transition and
strong temperature dependence of dislocation nucleation from grain
boundaries: an accelerated molecular dynamics study, Phys. Rev. B 94 (10)
(2016), 104110.
[355] J. Byggm€astar, F. Granberg, K. Nordlund, Molecular dynamics simulations of
thermally activated edge dislocation unpinning from voids in alpha-Fe, Phys.
Rev. Mater. 1 (2017), 053603.
[356] T.D. Swinburne, S.L. Dudarev, Kink-limited orowan strengthening explains
the brittle to ductile transition of irradiated and unirradiated bcc metals,
Phys. Rev. Materials 2 (2018), 073608. https://link.aps.org/doi/10.1103/
PhysRevMaterials.2.073608.
[357] A. Lehtinen, F. Granberg, L. Laurson, K. Nordlund, M.J. Alava, Multi-scale
modeling of dislocation-precipitate interactions in Fe: from molecular dy-
namics to discrete dislocations, Phys. Rev. E 93 (2016) 3309.
[358] A. Lehtinen, L. Laurson, F. Granberg, K. Nordlund, M. J. Alava, Effects of
precipitates and dislocation loops on mechanical properties of irradiated
iron, Sci. Rep. 8 6914.
[359] Y. Cui, G. Po, N. Ghoniem, Size-tuned plastic flow localization in irradiated
materials at the submicron scale, Phys. Rev. Lett. 120 (21) (2018) 215501.
[360] W. Cai, V.V. Bulatov, Mobility laws in dislocation dynamics simulations,
Mater. Sci. Eng. 387 (2004) 277.
[361] D. Garner, C. Woodward, D. Reynolds, G. Hommes, S. Aubry, A. Arsenlis,
Implicit integrators for dislocation dynamics, Model. Simulat. Mater. Sci. Eng.
23 (2015), 025006.
[362] S. Groh, E.B. Marin, M.F. Horstemeyer, H.M. Zbib, Multiscale modeling of the
plasticity in an aluminum single crystal, Int. J. Plast. 25 (2009) 1456.
[363] M. Fivel, Etudes numeriques a differentes echelles de la deformation plas-
tique des monocristaux de structure cfc, Ph.D. thesis, INP Grenoble, 1997.
[364] NumoDis project presented at, https://www.researchgate.net/publication/
281884231_The_NUMODIS_project.
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295294[365] S. Gao, M. Fivel, A. Ma, A. Hartmaier, 3D discrete dislocation dynamics study
of creep behavior in Ni-base single crystal superalloys by a combined
dislocation climb and vacancy diffusion model, J. Mech. Phys. Solids 102
(2017) 209e223.
[366] D. Weygand, L.H. Friedman, E. Van der Giessen, A. Needleman, Aspects of
boundary-value problem solutions with three-dimensional dislocation dy-
namics, Model. Simulat. Mater. Sci. Eng. 10 (2002) 437e468, very detailed
description of their DDD approach).
[367] E. Bayerschen, M. Stricker, S. Wulfinghoff, D. Weygand, T. Boehlke, Equiva-
lent plastic strain gradient plasticity with grain boundary hardening and
comparison to discrete dislocation dynamics, Proc. Roy. Soc. A. 471 (2184)
(2015) 0388.
[368] P. Hohenberg, W. Kohn, Inhomogeneous electron gas, Phys. Rev. 136 (1964)
B864eB871, https://doi.org/10.1103/PhysRev.136.B864. URL, https://link.
aps.org/doi/10.1103/PhysRev.136.B864.
[369] W. Kohn, L.J. Sham, Self-consistent equations including exchange and cor-
relation effects, Phys. Rev. 140 (1965), https://doi.org/10.1103/Phys-
Rev.140.A1133. A1133eA1138, https://link.aps.org/doi/10.1103/PhysRev.
140.A1133.
[370] R.J. Meier, Are DFT level calculations the answer to real-world molecular
systems, Comput. Mater. Sci. 27 (2003) 219e223.
[371] R. O Jones, Density functional theory: its origins, rise to prominence, and
future, Rev. Mod. Phys. 87 (2015) 897.
[372] R.O. Jones, O. Gunnarsson, The density functional formalism, its applications
and prospects, Rev. Mod. Phys. 61 (1989) 689.
[373] R. Jones, O. Gunnarsson, Rev. Mod. Phys. 61 (1989) 689.
[374] M.J. Puska, S. P€oykk€o, M. Pesola, R.M. Nieminen, Convergence of supercell
calculations for point defects in semiconductors: vacancy in silicon, Phys.
Rev. B 58 (1998) 1318e1325.
[375] W. Kohn, Nobel Lecture: electronic structure of matter wave functions and
density functionals, Rev. Mod. Phys. 71 (1999) 1253.
[376] F. Willaime, Impact of electronic structure calculations on the study of
diffusion in metals, Rev. Metall. 98 (12) (2001) 1065e1071.
[377] C.-C. Fu, F. Willaime, P. Ordejon, Stability and mobility of mono- and di-
interstitials in a-Fe, Phys. Rev. Lett. 92 (17) (2004), 175503e1.
[378] G. Henkelman, H. Jonsson, A dimer method for finding saddle points on high
dimensional potential surfaces using only first derivatives, J. Chem. Phys. 111
(1999) 7010.
[379] J. Kotakoski, A.V. Krasheninnikov, K. Nordlund, Kinetic Monte Carlo simu-
lations of the response of carbon nanotubes to electron irradiation,
J. Comput. Theor. Nanosci. 4 (2007) 1153e1159.
[380] Y. Juan, E. Kaxiras, Generalized stacking fault energy surfaces and dislocation
properties of silicon: a first-principles theoretical study, Philos. Mag. A 74 (6)
(1996) 1367.
[381] J. Zimmerman, H. Gao, F. Abraham, Generalized stacking fault energies for
embedded atom FCC metals, Model. Simulat. Mater. Sci. Eng. 8 (2) (2000)
103.
[382] S. Frederiksen, K. Jacobsen, Density functional theory studies of screw
dislocation core structures in bcc metals, Phil. Mag. 83 (3) (2003) 365.
[383] C. Woodward, D.R. Trinkle, L.G. Hector Jr., D.L. Olmsted, Prediction of dislo-
cation cores in aluminum from density functional theory, Phys. Rev. Lett. 100
(4) (2008), 045507.
[384] L. Ventelon, F. Willaime, Core structure and Peierls potential of screw dis-
locations in alpha-Fe from first principles: cluster versus dipole approaches,
J. Comput. Aided Mater. Des. 14 (1) (2007) 85.
[385] L. Ventelon, F. Willaime, Generalized stacking-faults and screw-dislocation
core-structure in bcc iron: a comparison between ab initio calculations
and empirical potentials, Phil. Mag. 90 (7e8) (2010) 1063. SI.
[386] D. Cereceda, A. Stukowski, M.R. Gilbert, S. Queyreau, L. Ventelon, M.-
C. Marinica, J.M. Perlado, J. Marian, Assessment of interatomic potentials for
atomistic analysis of static and dynamic properties of screw dislocations in
W, J. Phys. Condens. Matter 25 (2013), 085702.
[387] E. Holmstr€om, A. Kuronen, K. Nordlund, Threshold defect production in sil-
icon determined by density functional theory molecular dynamics simula-
tions, Phys. Rev. B 78 (4) (2008), 045202.
[388] E. Holmstr€om, K. Nordlund, A. Kuronen, Threshold defect production in
germanium determined by density functional theory molecular dynamics
simulations, Phys. Scripta 81 (2010), 035601.
[389] J. Kotakoski, J.C. Meyer, S. Kurasch, D. Santos-Cottin, U. Kaiser,
A.V. Krasheninnikov, Stone-Wales-type transformations in carbon nano-
structures driven by electron irradiation, Phys. Rev. B 83 (24) (2011) 245420.
[390] S. Uhlmann, T. Frauenheim, K.J. Boyd, D. Marton, J.W. Rabalais, Elementary
processes during low-energy self-bombardment of Si(100) 2 2 - a molec-
ular dynamics study, Radiat. Eff. Defect Solid 141 (1997) 185.
[391] W. Windl, T.J. Lenosky, J.D. Kress, A.F. Voter, First-principles investigation of
radiation induced defects in Si and SiC, Nucl. Instrum. Methods B 141 (1998)
61e65.
[392] G. Galli, F. Mauri, Large scale quantum simulations: C60 impacts on a semi-
conducting surface, Phys. Rev. Lett. 73 (25) (1994) 3471.
[393] P. Tr€askelin, E. Salonen, K. Nordlund, A.V. Krasheninnikov, J. Keinonen,
C.H. Wu, Molecular dynamics simulations of CH3 sticking on carbon surfaces,
J. Appl. Phys. 93 (3) (2003) 1826.
[394] G. Kresse, et al., Ab initio molecular dynamics for liquid metals, Phys. Rev. B
47 (1993) 558, ibid., Phys. Rev. B, 49 (1994) 14251; Comput. Mat. Sci., 6
(1996) 15; Phys. Rev. B, 54 (1996) 11169.[395] J.M. Sole, E. Artacho, J.D. Gale, A. Garcia, J. Junquera, P. Ordejon, D. Sanchez-
Portal, The Siesta method for ab initio order-N materials simulation, J. Phys.
Condens. Matter 14 (2002) 2745.
[396] P. Giannozzi, S. Baroni, N. Bonini, M. Calandra, R. Car, C. Cavazzoni,
D. Ceresoli, G.L. Chiarotti, M. Cococcioni, I. Dabo, A. Dal Corso, S. de Gironcoli,
S. Fabris, G. Fratesi, R. Gebauer, U. Gerstmann, C. Gougoussis, A. Kokalj,
M. Lazzeri, L. Martin-Samos, N. Marzari, F. Mauri, R. Mazzarello, S. Paolini,
A. Pasquarello, L. Paulatto, C. Sbraccia, S. Scandolo, G. Sclauzero,
A.P. Seitsonen, A. Smogunov, P. Umari, R.M. Wentzcovitch, Quantum
espresso: a modular and open-source software project for quantum simu-
lations of materials, J. Phys. Condens. Matter 21 (39) (2009) 395502. http://
www.quantum-espresso.org.
[397] P. Giannozzi, O. Andreussi, T. Brumme, O. Bunau, M.B. Nardelli, M. Calandra,
R. Car, C. Cavazzoni, D. Ceresoli, M. Cococcioni, N. Colonna, I. Carnimeo,
A.D. Corso, S. de Gironcoli, P. Delugas, R.A.D. Jr, A. Ferretti, A. Floris, G. Fratesi,
G. Fugallo, R. Gebauer, U. Gerstmann, F. Giustino, T. Gorni, J. Jia,
M. Kawamura, H.-Y. Ko, A. Kokalj, E. Küçükbenli, M. Lazzeri, M. Marsili,
N. Marzari, F. Mauri, N.L. Nguyen, H.-V. Nguyen, A.O. de-la Roza, L. Paulatto,
S. Ponce, D. Rocca, R. Sabatini, B. Santra, M. Schlipf, A.P. Seitsonen,
A. Smogunov, I. Timrov, T. Thonhauser, P. Umari, N. Vast, X. Wu, S. Baroni,
Advanced capabilities for materials modelling with quantum espresso,
J. Phys. Condens. Matter 29 (46) (2017) 465901. http://stacks.iop.org/0953-
8984/29/i¼46/a¼465901.
[398] E. Runge, E.K.U. Cross, Density-functional theory for time-dependent sys-
tems, Phys. Rev. Lett. 52 (1984) 997.
[399] D. Marx, An introduction to ab initio molecular dynamics simulations, NIC
Series 31 (2006) 195e244.
[400] J. le Page, D.R. Mason, W.M.C. Foulkes, The Ehrenfest approximation for
electrons coupled to a phonon system, J. Phys. Condens. Matter 20 (2008)
125212.
[401] M. Caro, A.A. Correa, E. Artacho, A. Caro, Stopping power beyond the adia-
batic approximation, Sci. Rep. 7 (2017) 2618.
[402] T. Kunert, R. Schmidt, Excitations and fragmentation mechanisms in ion-
fullere collisions, Phys. Rev. Lett. 86 (2001) 5258e5261.
[403] V.U. Nazarov, J.M. Pitarke, C.S. Kim, Y. Takada, Time-dependent density-
functional theory for the stopping power of an interacting electron gas for
slow ions, Phys. Rev. B 71 (2005), 121106(R).
[404] A.V. Krasheninnikov, Y. Miyamoto, D. Tomanek, Role of electronic excitations
in ion collisions with carbon nanostructures, Phys. Rev. Lett. 99 (2007),
016104.
[405] A. Ojanper€a, A.V. Krasheninnikov, M. Puska, Electronic stopping power from
first-principles calculations with account for core electron excitations and
projectile ionization, Phys. Rev. B 89 (2014), 035120.
[406] J.M. Pruneda, D. Sanchez-Portal, A. Arnau, J.I. Juaristi, E. Artacho, Electronic
stopping power in LiF from first principles, Phys. Rev. Lett. 99 (2007) 235501,
https://doi.org/10.1103/PhysRevLett.99.235501.
[407] M.A. Zeb, J. Kohanoff, D. Sanchez-Portal, A. Arnau, J.I. Juaristi, E. Artacho,
Electronic stopping power in gold: the role of d electrons and the H¼He
anomaly, Phys. Rev. Lett. 108 (2012) 225504.
[408] J.E. Valdes, C. Parra, J. Diaz-Valdes, C.D. Denton, C. Agurto, F. Ortega,
N.R. Arista, P. Vargas, Experimental energy loss of slow hþand ih2þn
channeling conditions, Phys. Rev. 68 (2003), 064901, https://doi.org/
10.1103/PhysRevA.68.064901. http://link.aps.org/doi/10.1103/PhysRevA.68.
064901.
[409] M. Draxler, S.P. Chenakin, S.N. Markin, P. Bauer, Apparent velocity threshold
in the electronic stopping of slow hydrogen ions in lif, Phys. Rev. Lett. 95
(2005) 113201, https://doi.org/10.1103/PhysRevLett.95.113201. http://link.
aps.org/doi/10.1103/PhysRevLett.95.113201.
[410] L.N. Serkovic Loli, E.A. Sanchez, O. Grizzi, N.R. Arista, Stopping power of
fluorides and semiconductor organic films for low-velocity protons, Phys.
Rev. 81 (2) (2010), 022902, https://doi.org/10.1103/PhysRevA.81.022902.
[411] D. Primetzhofer, Inelastic energy loss of medium energy H and He ions in Au
and Pt: deviations from velocity proportionality, Phys. Rev. B 86 (2012),
094102.
[412] A.A. Correa, J. Kohanoff, E. Artacho, D. Sanchez-Portal, A. Caro, Nonadiabatic
forces in ion-solid interactions: the initial stages of radiation damage, Phys.
Rev. Lett. 108 (21) (2012) 213201.
[413] D. Mason, Incorporating non-adiabatic effects in embedded atom potentials
for radiation damage cascade simulations, J. Phys. Condens. Matter 27 (14)
(2015) 145401.
[414] A. Lim, W.M.C. Foulkes, A.P. Horsfield, D.R. Mason, A. Schleife, E.W. Draeger,
A.A. Correa, The electron elevator: excitations across the band gap via a
dynamical gap state, Phys. Rev. Lett. 116 (2016), 043201.
[415] M.J. Turner, R.W. Clough, H.C. Martin, L.T. Topp, Stiffness and deflection
analysis of complex structures, J. Aeronaut. Sci. 25 (1956) 802e823.
[416] R.W. Clough, The finite element method, in plane stress analysis, in: Pro-
ceedings of the 2nd A.S.C.E Conference on Electronic Comp, A.S.C.E, Pitts-
burgh, PA, 1960.
[417] T. Uwaba, S. Ukai, The secondary stress analyses in the fuel pin cladding due
to the swelling gradient across the wall thickness, J. Nucl. Mater. 305 (1)
(2002) 21e28.
[418] D.P. Mohanty, H. Wang, M. Okuniewski, V. Tomar, A nanomechanical Raman
spectroscopy based assessment of stress distribution in irradiated and
corroded SiC, J. Nucl. Mater. 497 (2017) 128e138.
[419] S.L. Dudarev, D.R. Mason, E. Tarleton, P.-W. Ma, A.E. Sand, A multi-scale
K. Nordlund / Journal of Nuclear Materials 520 (2019) 273e295 295model for stresses, strains and swelling of reactor components under irra-
diation, Nucl. Fusion 58 (2018) 126002.
[420] T.N. Theis, H.S.P. Wong, The end of moore's law: a new beginning for in-
formation technology, Comput. Sci. Eng. 19 (2) (2017) 41e50.
[421] Synopsys TCAD Software Descriptions. www.synopsys.com.[422] J. Schneider, J. Hamaekers, S.T. Chill, S. Smidstrup, J. Bulin, R. Thesen, A. Blom,
K. Stokbro, ATK-ForceField: a new generation molecular dynamics software
package, Model. Simulat. Mater. Sci. Eng. 25 (8) (2017), 085007.
[423] Yahoo Finance Web Page. https://finance.yahoo.com/quote/SNPS/financials/.
(Accessed 24 March 2019).
