Abstract. Recent papers have shown that a small systematic redshift shift (∆z ∼ 10 −5 ) in measurements of type Ia supernovae can cause a significant bias (∼1%) in the recovery of cosmological parameters. Such a redshift shift could be caused, for example, by a gravitational redshift due to the density of our local environment. The sensitivity of supernova data to redshift shifts means supernovae make excellent probes of inhomogeneities. We therefore invert the analysis, and try to diagnose the nature of our local gravitational environment by fitting for ∆z as an extra free parameter alongside the usual cosmological parameters.
Introduction
The cosmological principle has so far been a successful basis for our understanding of the universe. However as technology and observational techniques improve, we must begin to reevaluate the validity of past assumptions. Although the universe is statistically homogeneous over scales larger than about 100 Mpc [1] , in detail there are large local variations. Matter tends to clump together with intersecting filaments, while leaving large volumes, known as voids, with relatively little matter. This has an impact on our observations, which are inherently location dependent. Gravitational lensing and peculiar velocities are two well studied examples that are generally accounted for when fitting for cosmology. Gravitational redshifts, on the other hand, have generally been overlooked as they were considered negligible.
However, recent papers have shown that even small gravitational redshifts can have quite a large impact on supernova cosmology [2] [3] [4] [5] [6] . A systematic redshift shift of only ∼ 2×10 −5 can shift the best fit cosmological parameters by a few percent in a cosmological constant plus colddark matter cosmological model (ΛCDM) [6] . The effect is larger for more complex models, as a dark energy equation of state that differs from w = −1 or a dark energy that varies with time, can mimic some of the behaviour of a redshift shift. Futhermore, gravitational redshifts have the potential to delude observers into choosing the incorrect cosmological model for the universe. For example, [5] show that there is an intrinsic limit to how well we can measure cosmological parameters in an inhomogeneous universe and that observers will detect a redshift-dependent w in a flat ΛCDM universe if they assume the metric surrounding them is FLRW, that is, they assume homogeneity and isotropy. It is important to clarify that though the papers cited above place an emphasis on gravitational redshifts, any systematic redshift bias would be able to produce a similarly significant result.
Gravitational redshifts on the order of 4 × 10 −5 have been measured in galaxy clusters [7] [8] [9] , meaning that it is possible that gravitational redshifts are hidden in the supernovae dataset. If this is the case, then we expect that our best fit cosmological parameters derived from supernovae would also be affected. Thus with modern data we need to account for possible gravitational redshifts and evaluate any possible biasing effects, as they may no longer be considered negligible.
Recent cosmological results obtained from the three main cosmological probes have revealed a slight tension in the value of Hubble's constant. Results from Type Ia supernovae disagree with the value of Hubble's constant from the Cosmic Microwave Background (CMB) and Baryon Acoustic Oscillations (BAO) [10] . The value of the Hubble constant determined from the distance ladder (megamasers, Cepheids, and Type 1a supernovae) of H 0 = 73.03 ± 1.79 km s −1 Mpc −1 [13] disagrees with the Planck 2015 result of H 0 = 67.51 ± 0.64 km s −1 Mpc −1 [12] . By introducing a redshift bias parameter we alleviate some of this tension, as we show in Sect 4.2.
The gravitational redshift from individual supernovae in different locations will average out somewhat, because of the diversity of host environments. However, the one gravitational redshift that would be common to all supernovae we observe is the gravitational redshift due to our own local environment. Given the high sensitivity supernovae exhibit as a response from gravitational redshifts, we have the opportunity to probe our local environment in a new way. In this paper we assess whether the current supernova data is strong enough to reveal whether we live in a local over-or under-density. We do this by adding a systematic redshift shift of ∆z as an extra parameter to our cosmological fit.
Theory
The Friedmann equations of cosmology are derived using the cosmological principle in the form of a perfect fluid, which is homogeneous and isotropic. This is substituted into the stress-energy-momentum tensor in the Einstein field equations for General Relativity, which then leads to the familiar equations for cosmological models such as ΛCDM. By definition every location in this model has the same gravitational potential. This assumption remained valid for many purposes until recently, but now more of our observational capabilities are becoming precise enough to be sensitive to the fluctuations about this mean.
The structure of the universe is defined by the cosmic web of interweaving filaments and large, low density voids. These contrasting environments give rise to a diverse range of gravitational environments. Redshift offsets will be seen whenever the gravitational potential of the emitter and observer differ. The gravitational potentials of most importance are the large super-cluster-sized density fluctuations upon which galaxies are small perturbations, so even galaxies that appear very similar in mass and size can have different gravitational potentials [6] . The light emanating from galaxies in large over-densities will become redshifted as it climbs out of the gravitational potential well in which the galaxy resides. If an observer resides in a region of the cosmic web which is under-dense compared to the universal mean, they will observe a systematic redshift bias as the light from distant sources loses energy to reach the observer.
The present day comoving distance of an object at some redshift, z, is given by the expression
where H(z) is the Hubble constant as a function of redshift, c is the speed of light, χ is the comoving coordinate, and R 0 is the scale factor at the present day. The redshiftz in this equation is assumed to be purely cosmological, arising solely from the expansion of the universe. In reality, the redshift that the observer actually measures is a combination of the true cosmological redshift as well as any redshift due to the peculiar velocity of the galaxy (z gal pec ), the peculiar velocity of the observer (z pec ), the gravitational redshifts of the galaxy (z gal φ ) and observer (z φ ), and of course any observational error. For our purposes we are only interested in a systematic observational error (z sys ) because random errors are already taken into account in the cosmological fitting. Thus the total redshift the light experiences between source and earth (i.e. geocentric) is, 2) and once the systematic observational error has been included the observed redshift would be (without statistical error),
Our peculiar motion is easily accounted for by using the CMB as a reference frame. Typically the measured redshift is initially reported in the heliocentric frame, z hel ≈ z geo , where corrections on the order of <30km s −1 have usually been automatically applied to correct for the Earth's motion around the Sun. These are then further transformed using the well-known CMB dipole velocity into the CMB reference frame, where the aim is for the resulting z cmb to be exactly equivalent to the cosmological redshiftz. We summarise all these different redshift contributions in Table 1 .
When determining the luminosity distance one subtlety is often overlooked, namely that two different redshifts should be used in different parts of the equation. Luminosity distance is a combination of the true comoving distance that would have been measured in the absence of peculiar velocities and gravitational redshifts, with a factor of (1 + z) that occurs due to relativistic beaming and time-dilation (each contributing a factor of √ 1 + z). These latter two effects care about the total relative motion of the source and observer, and therefore should use the geocentric redshift,
This equation is then used for fitting SN Ia and determining the cosmological parameters. Mistakenly usingz in both causes only a very small error, but using z geo for both would cause an error that significantly impacts the cosmological parameter estimate [14] . Therefore it is important to convert from the observed redshift to the cosmological redshift (z) before calculating the comoving distance to the supernova. Unfortunately we only know one of the terms on the right of Eq. 2.2, namely z pec (our velocity with respect to the CMB). If the other terms are non-negligible then it can bias our cosmological results.
Methodology
We use the Joint Light-curve Analysis (JLA) sample [11] for the basis of this investigation. The dataset contains 740 spectroscopically confirmed SN Ia in a redshift range of 0.01 < z < 1.3 from the Sloan Digital Sky Survey II (SDSS-II) [15] , the Supernova Legacy Survey (SNLS) [16, 17] , the Hubble Space Telescope (HST) [18, 19] , and low-redshift samples [20] [21] [22] [23] [24] [25] .
The Distance Modulus and Covariance Matrix
To calibrate SN Ia as standard candles one needs to account for the correlations between the peak luminosity and the width of the SN Ia light curve [26, 27] , and between dust extinction and colour [28] . Several methods have been used to perform this calibration; the JLA sample calculates the distance modulus as,
where each supernova is described by the combination of (m B , X 1 , C), with m B representing its apparent rest-frame B-band magnitude, X 1 its stretch (light curve witdth), and C its colour, which encapsulates both intrinsic colour variation and the extinction due to the intervening gas and dust. The parameters (M B , α, β) are common to the entire sample, and are treated as nuisance parameters during the cosmological fit. It has been found that both M B and β are dependent on the host galaxy properties, and this effect is reconciled by introducing another nuisance parameter ∆ M such that,
This theoretical distance modulus is,
is a function of the cosmological parameters of interest. A fiducial value of H 0 = 70kms −1 Mpc −1 is used, as in [11] , but since we marginalise over absolute magnitude this fiducial value has no impact on the resulting cosmological parameters. There are correlations between the distance moduli of supernovae as a function of their stretch and colour properties, so it is crucial to take these into account during the likelihood analysis. In the JLA analysis the statistical and systematic uncertainties are combined into a single 3N SN × 3N SN covariance matrix, C, where N SN represents the number of supernovae in the sample.
This covariance matrix takes into account uncertainties and correlations due to lightcurve fitting, calibration, the light-curve model, bias correction, host mass, dust, and peculiar velocities. These are added to diagonal uncertainties contributed by the dispersion in redshifts, lensing, and coherent scatter. The best fit model is then the one that minimises,
whereμ and µ ΛCDM are the vectorised luminosity distances defined by equations (3.1) and (3.3) respectively. For more detail see Section 5 of [11] . In our analysis we choose the simplest viable cosmological model -a flat ΛCDM universe -and add to this an extra parameter which encapsulates a redshift bias. The flat ΛCDM model is described by a single parameter, the matter density Ω m (as well as the Hubble parameter H 0 , which we effectively marginalise over in supernova analyses). We implement the additional redshift bias parameter, ∆z, by assuming the redshift we actually observe is
(3.5) 
Redshift observed; should be equivalent to z geo in absence of unaccounted for systematics. z Cosmological Redshift due to the expansion of the universe; equivalent to z cmb in absence of systematics. ∆z Systematic Systematic redshift offset, due to gravitational redshift or measurement systematic error. z pec Our peculiar velocity Redshift due to our peculiar velocity with respect to the CMB.
Source peculiar velocity Redshift due to source's velocity with respect to the CMB. z φ Our gravitational Redshift due to our gravitational potential
Source gravitational Redshift due to source's gravitational potential. Table 2 . The tabulated results from the analysis on the JLA sample by [11] , followed by the analysis that we conducted with an additional ∆z parameter. The slight difference between the original JLA results [11] (first row) and our analysis of the same data (second row) arises because we corrected the redshift terms in the luminosity distance (Eq. 2.4). Adding ∆z has a very small effect on the nuisance parameters, but a more significant effect on the parameter of most interest, Ω m . Constraints involving CMB data are obtained by simply using a Gaussian matter density prior of Ω m = 0.3121 ± 0.0087 to reflect the results of Planck [12] .
0.295 ± 0. And consequently, after correcting for the observed dipole in the CMB we would derive our redshift with respect to the CMB frame to be
Here we are emphasising that our observed redshift, and thus the CMB redshift that is derived from it, deviate slightly from the redshifts that should be used when calculating the luminosity distance specified in equation (2.4) . Namely,mwe measure D L = (1 + z obs )D(z cmb ) but usually analyse it as though we had observed D L = (1 + z geo )D(z). Here we assess the impact of that assumption on the resulting cosmological parameters and search for a redshift bias by allowing ∆z to be a free parameter. The full set of parameters that we fit for is therefore {Ω m , ∆z; α, β, M 1 B , ∆ M }, where we marginalise over the parameters after the semicolon.
Results and Discussion
The main results of our analysis are shown in Fig. 1 and Table 2 . 1 The addition of ∆z to the fit causes a change in the value of matter density from Ω m = 0.296 We find a best fit value of ∆z = (2.6
, which is still consistent with zero to within 1σ. Most of the nuisance parameters are unaffected, but there is a small shift in M 1 B (see Fig. 2 ). Interestingly, including ∆z shifts the best fit matter density toward the Planck CMB [12] result of Ω m = 0.3121 ± 0.0087.
Much of the constraining power on ∆z arises from low-redshift supernovae. Introducing a low-redshift cutoff of z = 0.02 halves the precision with which we can measure ∆z.
To assess whether complicating our cosmological model with the addition ∆z is justified we turn to Information Criteria (IC) tests. The Bayesian Information Criterion (BIC) [29] and the Akaike Information Criterion (AIC) [30] are two heavily used statistical tests for model selection, and are given by
where k is the number of parameters used in the fitting and N is the number of data points in the sample. For both BIC and AIC the model with the lowest information criterion score is considered to be the better model for explaining a given dataset. They thus attempt to encapsulate Occam's razor by rewarding models with low χ 2 while penalising models that require many parameters. An improvement in AIC or BIC of 2 considered positive evidence for the model with lower IC while a difference of 6 is considered strong evidence.
To test whether the addition of the extra parameter ∆z is warranted we measure the AIC and BIC with and without ∆z for both the JLA sample alone and the JLA and CMB data combined. The results are presented in Table 3 . Adding ∆z increases the IC in both cases, so we find no evidence to support the addition of ∆z as an extension of the flat ΛCDM model. This does not necessarily mean ∆z ≡ 0, it simply means the current level of precision of the data is insufficient to show what (if any) ∆z is required. As the number of SN Ia increase, so too will the importance of any systematic redshift offset introduced by gravitational redshifts [4] . So we should revisit this calculation as supernova constraints on the cosmological parameters tighten toward the percent level. The effect from a gravitational redshift would mimic a time-varying dark energy model even if we live in a universe where dark energy is a cosmological constant, and cause tensions between standard candle and standard ruler measurements. Thus it will be important for the next generation of SN Ia surveys to consider potential biases caused by gravitational redshifts or other redshift errors.
Interpretations of a redshift bias
The value of ∆z we have found is much larger than expected for a gravitational redshift in the standard cosmology, and would amount to a Doppler shift caused by a velocity on the order of 100 km s −1 away from us. Even from the most extreme clusters, we would expect a Results of fitting the ΛCDM model to supernova data with (green) and without (blue) adding the ∆z parameter, compared to the matter density measured from the CMB by Planck [12] (red). Allowing for a non-zero ∆z naturally moves the best fit from supernovae more in line with the CMB data. The matter density constraints for the CMB, SN Ia + CMB, and SN Ia with ∆z + CMB overlap each other. Note that no CMB information is used in generating the SN Ia with ∆z fit.
gravitational redshift to be no more than ∆z ∼ −10 −4 [see 6, Fig. 3 ]. If ∆z is positive it would mean that the observed redshift is higher than the cosmological one, and thus the light would have shifted more towards the red as it reached the observer than the purely cosmological redshift would allow. If this redshift bias was due to our gravitational environment, it would mean that we are located in an under-dense region in the cosmic web. The magnitude of ∆z is more comparable with typical peculiar velocities, such as the heliocentric to CMB correction (∼ 370km s −1 ). However, there are no mechanisms in the standard model to produce such velocities, unless our local under density is large enough to affect most of the low-z supernovae in the sample. This would be consistent with the Milky-way being in an under-density, as we expect outflow from under-densities as galaxies are gravitationally attracted to the more dense regions further away from us. So both the gravitational redshift and the peculiar velocities would contribute extra positive redshift. However, knowing the sizes of typical density fluctuations predicted in ΛCDM, we would expect that the supernovae in our sample are distant enough to be far from any local under density that could contribute a monopole term (a Hubble bubble).
If the redshift bias ∆z that we have fitted for in this paper is due to a local under- density, its size would have to be limited to the closest SN Ia samples in the JLA catalogue. We can only be sensitive to the biasing effects from gravitational redshifts if the supernovae are located outside of our local over or under-density. Since the low redshift supernovae provide most of the constraining power on ∆z, it is fair to assume that they would be located in a different gravitational environment to our own, thus setting an upper limit on the size of our own gravitational environment. For z 1 we can find the distance to an object using
Choosing a redshift in the range of z ∼ 0.02−0.03 to be the edge of the void would correspond to a distance of roughly 60 -90 h −1 Mpc. We can determine the density contrast between the void and the surrounding universe using the expression [6] 
where z φ is the gravitational redshift and R is the radius of the void. For the best fit value of the redshift bias the expected density contrast between the void and the average density of the universe would be on the order of δ R ∼ −4.3 to δ R ∼ −2.0. As a point of comparison, the profile of this void is more drastic than the super-void found in the CMB, where R = (220 ± 50) h −1 Mpc and δ ≈ −0.14 ± 0.04, which corresponds to a gravitational redshift of z φ = 1.1 × 10 −4 for an observer located at its centre [31] .
Note that this simple test of plausibility ignores the effects of peculiar velocities on the supernovae. Clearly if we were located in a large under-density, the peculiar velocities of host galaxies will also cause a large systematic bias. Nearby galaxies will be gravitationally attracted towards structure located outside of our local under-density, causing additional redshifting of their light. This signal would mix in with the gravitational effects from the local under-density, but should diminish as the low redshift cut off is increased.
Another possibility is that the ∆z signal is not due to extra-galactic effects, but something more mundane. It is possible to reproduce the appearance of a gravitational redshift or peculiar velocity bias by simply making systematic errors during observations. If redshifting software produces a systematic shift in the redshift values, say due to sub-pixel rounding errors, it could appear as a signal in the analysis stage. In fact, most of the heliocentric redshift measurements in the JLA sample are only quoted to 3 decimal places. If this is indeed the best accuracy with which the redshift could be determined, then when correcting to the CMB frame the inaccuracy would persist. The CMB redshift is used to define a range of integration in equation (2.1), and hence a small change in this value can significantly change the luminosity distance, particularly at low redshift. It is possible that the redshift bias that we have found is due solely to the lack of precision with which the heliocentric frame redshifts are measured.
Accurate redshifts are particularly important for low-redshift supernovae; ∆z gets most of its constraining power at low redshift, since the slope of the magnitude-redshift relation is steepest there and a small shift in redshift results in a large shift in magnitude [see 6, Fig. 4 ]. Although the redshift bias is relatively small, its impact on the best fit matter density will inevitably affect the best fit values of parameters that correlate with the matter density. Such parameters as the growth rate of structure (f ), the strength of clustering (σ 8 ), and Hubble's constant (H 0 ) are expected to deviate along with the matter density. Next we assess whether this could possibly explain the discrepancy between the value of Hubble's constant derived from SN Ia (73.03 ± 1.79 kms −1 Mpc −1 [13] ) and the Planck 2015 result of H 0 = 67.51 ± 0.64
The dependence of Hubble's constant on a redshift bias
Here we assess the impact a redshift bias would have on the measurement of the Hubble constant using nearby (z < ∼ 0.1) standard candles. We create a fake set of distance modulus data as a function of cosmological redshift,z, for a flat ΛCDM model with Ω m = 0.3. We then pretend that the redshifts we measure have been biased by ∆z, so we infer (1 + z cmb ) = The bias on H 0 is strongest for low-redshift objects. This shows that a very small shift in redshift, can have a large impact on the derivation of the Hubble parameter. Lower: Our prediction for direct comparison with Figure 13 of [13] . They calculate H 0 by averaging over a window of 0.15 in redshift, where the minimum redshift is given on the horizontal axis. We (and they) plot the ratio between H 0 as a function of the minimum redshift included in the calculation, and H 0 with minimum redshift set to z min = 0.0233, i.e. H 0 (z min )/H 0 (z min ≡ 0.0233). Since redshift bias has a greater impact on lower-redshift objects, the offset from the true value becomes smaller when low-redshift objects are excluded. Our result shows that if redshift bias is responsible for a high value of H 0 , then that should decrease as the minimum redshift increases, but [13] Fig. 13 shows the opposite trend.
(1 +z)(1 + ∆z). These redshift values are then used to determine Hubble's constant using
where D i is the proper distance to the ith object, which is given by the measured luminosity distance according to
The velocity is not directly observable, so we infer it from the measured redshift z i according to,
following Riess et al. 2016 [13] , where the deceleration parameter q 0 = −0.55 and jerk j 0 = 1.0 for standard ΛCDM with (Ω m , Ω Λ ) ∼ (0.3, 0.7), [13, 32] . This formula approximates velocity as a function of redshift well for z < ∼ 0.1 for most viable cosmological models (it is is only very weakly sensitive to the cosmological parameters such as Ω m and Ω Λ ).
The bias due to a redshift shift is strongest at low redshift, as seen in Fig. 3 , where each dot represents an example measurement of H 0,i from a single measurement of distance Figure 4 . Results of measurements of Hubble's constant from a sample of data that has a systematic bias in redshift given by the value on the horizontal axis. Data points are spread evenly from 0.0 < z < 0.1. The observed redshift is given by the true cosmological redshift multiplied by a redshift bias as marked on the the horizontal axis, i.e. z obs = (1 +z)(1 + ∆z) − 1. Note the redshift axis has been multiplied by 10 4 , so the range is from −4 × 10 −4 < z < 4 × 10 −4 . The red dashed line and blue dot-dashed line show how the effect is diminished when you remove low-redshift data points, with z min = 0.01 and z min = 0.0233 respectively. The solid point marks the error that would be made if ∆z = 2.6 × 10 −4 but it was assumed to be zero.
and redshift with ∆z = 2.6 × 10 −4 . Then the inferred value of H 0 for the sample is the average of all the H 0,i . We find that a sample evenly distributed in redshift out to z < 0.1 would overestimate Hubble's constant by ∼1 kms −1 Mpc −1 if there was a redshift bias of ∆z = 2.6 × 10 −4 . Implementing a low-redshift cutoff to the data so that 0.0233 < z < 0.1 would reduce the overestimation to ∼0.3 kms −1 Mpc −1 .
Dependence on lowest redshift
Clearly the overall value of H 0 that is inferred will depend on the redshift range used in the average of H 0,i . Riess et al. [13] test for redshift-range effects by using a sliding window of redshift width 0.15 and then recalculate H 0 as they increase the lower end of that window from z = 0.0233 to z min = 0.25. They find an increase in their inferred H 0 of approximately 0.05% over that range. We repeat that test for our fake data with a redshift offset, and show the results in the lower panel of Figure 3 . We also find a shift of approximately 0.05% with this test in the presence of a redshift bias of ∆z = 2.6×10 −4 , but in the opposite direction to [13] (decreasing H 0 with increasing redshift window). Therefore we conclude that although this effect is of the correct order of magnitude, its direction is in the opposite sense to that found by [13] and so is unlikely to be the cause of the discrepancy. Figure 4 shows the offset in H 0 expected for a range of ∆z values and low-z cutoffs.
Our results are in line with a more detailed analysis provided by [33] , who study the effect of inhomogeneities on the calculation of Hubble's constant using mock observations and N -body simulations. In their analysis they find that the sign of the change in Hubble's constant due to inhomogeneities is dependent on the observer being located in gravitationally over or under-dense regions in the cosmic web, where a higher local Hubble's constant is measured by observers in under-dense regions [33] .
Conclusion
In this paper we looked for evidence of a redshift bias in the Joint Light-curve Analysis SN Ia dataset by [11] , either due to gravitational redshifts or systematic errors. We introduce the redshift bias parameter ∆z, which is added as a free parameter to the fitting process. We find a best fit value of ∆z = (2.6 +2.7 −2.8 ) × 10 −4 . If interpreted as a gravitational redshift, the best fit value indicates that we would be located in an under-dense region in the cosmic web. Although this value is consistent with zero to within 1σ, allowing this extra freedom in the fit changes the best fit value of matter density by just under 0.5σ, from Ω m = 0.296
to Ω m = 0.313
−0.040 . The shifted matter density value closely matches the value obtained from the CMB in the Planck 2015 results, who find the value to be Ω m = 0.3121 ± 0.0087 [12] . These shifts are not large enough to be a major concern for the current data set, but demonstrate the importance of accurate supernova redshifts when doing supernova cosmology.
Our aim in doing this measurement was to test whether supernovae can be used to diagnose whether we live in a local under-or over-density. Information criteria tests show that the current precision of the data is insufficient to support the inclusion of this extra parameter. However, it is clear that supernovae can be sensitive probes of the local environment when redshifts are measured sufficiently accurately. Current high redshift supernova samples typically have redshift uncertainties quoted to three decimal places, although roughly 90% of the low redshift (z < 0.1) supernovae have redshifts quoted with 4 to 5 decimal places. We have shown that systematic errors have to be controlled to the level of at least four decimal places (preferably five [6] ) to avoid biasing cosmological parameters. This is mostly being done for the low redshift supernovae at present, however as supernovae numbers increase at higher redshifts the accuracy that they are quoted to will become more important if there exists some underlying systematic biases.
The fact that the SN best-fit matter density aligns better with the measurement from the CMB after we allowed ∆z to vary could be interesting but is likely to be a statistical fluke. If the ∆z is non-negligible and truly does originate due to an under-density then that would be consistent with local supernova measurements that indicate a higher Hubble constant than measured in the CMB. This is not due to local outflows, but because we lack knowledge of our local environment and do not account for it.
However, the best fit ∆z we measure exceeds the most extreme density fluctuation we would expect in ΛCDM. While that does not preclude a larger-than-expected density fluctuation as the source (we are after all using these measurements to test ΛCDM), we conclude that a more likely explanation is a small systematic error in the data -or simply a statistical fluctuation. There are many ways in which a 10 −4 systematic shift could have snuck into redshift measurements (software precision, rounding errors, pixel-to-wavelength mapping). We therefore stress the importance of accurate redshift measurements when determining supernova cosmology. We recommend that the redshift values be quoted to at least 5 decimal values to reduce the possibility of contamination from systematic software or calculation biases.
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A Kinematic and cosmological redshifts in the definition of luminosity distance
Luminosity distance (D L ) is a distance measure defined such that the observed flux (F : energy per area per unit time) obeys an inverse square law relationship with the luminosity (L: energy per unit time),
In flat, non-expanding space, luminosity distance would be equal to the proper distance. In the expanding universe, which can also have curved space, the relationship is more complex.
In the Friedmann-Robertson-Walker metric, defined by
where S k (χ) = sin χ, χ, sinh χ in closed, flat and open universes respectively, the infinitesimal surface area elements (along a surface with dt = dχ = 0) are ds θ = R(t)S k (χ)dθ and ds φ = R(t)S k (χ) sin θdφ. Combining these to get the surface area gives, A(t, χ(z)) = R 2 (t)S The time of relevance is the time of observation, so R(t) = R 0 . Moreover, this area is entirely dependent on how much the universe has expanded between the time of emission and observation, and doesn't care about how fast the emitter and observer were travelling, nor their relative environmental densities. 2 So the redshift that should go into calculating the comoving coordinate is the cosmological redshift,z. Thus,
The flux is also diminished by two other factors. Firstly, the light is redshifted, and therefore the energy diminished by a factor of (1+z). Secondly, there is time dilation, which contributes another factor of (1 + z). Both the energy loss and the time dilation are related to the actual redshift the light experiences, no matter how that redshift was generated. So peculiar velocities and gravitational potentials, which change the redshift, also change both these factors of (1 + z). Therefore the redshift in these terms needs to be z obs .
As a result of all these effects, the flux that is actually observed is Plot demonstrating the importance of using the correct redshifts (blue) in the equation for luminosity distance (Eq. 2.4). Using only heliocentric redshifts (green) gives a clear and significant error -which is well known and is why redshifts are (almost) always converted to the CMB frame before doing cosmological fits. Using only CMB redshifts (red) is the most common way to calculate luminosity distance, and even with the JLA sample only causes a marginal difference compared to the correct method, which uses a combination of heliocentric and CMB redshifts. With future samples of thousands of supernovae it may become important to take into account the difference between z geo andz in the equation for luminosity distance to avoid bias in cosmological inferences.
In Figure 5 we show the impact on the ΛCDM cosmological fit when luminosity distance is calculated using various redshifts. Not correcting redshifts to the CMB frame (z) has a well-known important effect. Until now it has been safe to usez in all terms in D L , and indeed the difference will only become important if the precision of the measurements is improved by almost an order of magnitude. Nevertheless, with supernova surveys soon to deliver thousands of supernovae we should pay attention to these details.
