We describe Charm, an extensible framework for rapidly prototyping cryptographic systems. Charm provides a number of features that explicitly support the development of new protocols, including support for modular composition of cryptographic building blocks, infrastructure for developing interactive protocols, and an extensive library of re-usable code. Our framework also provides a series of specialized tools that enable different cryptosystems to interoperate. We implemented over 40 cryptographic schemes using Charm, including some new ones that, to our knowledge, have never been built in practice. This paper describes our modular architecture, which includes a built-in benchmarking module to compare the performance of Charm primitives to existing C implementations. We show that in many cases our techniques result in an order of magnitude decrease in code size, while inducing an acceptable performance impact. Lastly, the Charm framework is freely available to the research community and to date, we have developed a large, active user base.
Introduction
Recent developments in cryptography have the potential to greatly impact real world systems. Advances in lattices and pairings have driven new paradigms for securely processing and protecting sensitive information such as identity-based encryption [17, 19, 27, 57, 76] and attribute-based encryption [14, 58, 69, 77] , and privacy-preserving schemes such as ring signatures [22, 36] , group signatures [18, 25] and anonymous credentials [29, 30] . Without these kind of advances, a number of results in top security conferences would not be possible [15, 64, 79] .
Unfortunately, many potentially useful and novel schemes exist only in research papers and have not actually been implemented. A few of these schemes find their way into isolated C libraries that are maintained purely by their creator, executed only as proof of concept and are operated solely in their own limited domain. While elliptic curves and lattices enabled some of these advances, they also substantially increased the complexity: writing software for cryptosystems no longer involves only number theory and modular arithmetic. This is doubly problematic because the size of typical C implementations makes bugs likely and audits hard. The barrier to usage, consequently, remains very high.
There have been a handful of elegant implementations of a small number of new primitives [13, 61, 73] as well as some tools for protocol development [5, 49, 55, 56, 62, 63] . These systems serve their special purposes well, but are not interoperable, and so developers wishing to build a system using multiple primitives must write non-cohesive glue code to piece their implementations together.
In practice, libraries such as Sage [71] , the Stanford Pairing-Based Crypto (PBC) [61] and MIRACL [70] fulfill an important role of providing implementations of advanced mathematics for algebra, number theory, and elliptic curves just to name a few. While these libraries provide a solid foundation for developing advanced cryptography, they were not designed with usability or interoperability in mind in terms of composing, structuring, and reusing cryptographic primitives. Although this may seem like an engineering detail, serious theoretical issues can arise from the improper combination of cryptographic primitives. Therefore, great care must be taken to accommodate the theoretical foundations of underlying primitives when designing a system that provides robust, composable, and modular cryptography.
Our contribution We present Charm 1 [4] , a new, extensible and unified framework for rapidly prototyping experimental cryptographic schemes and leveraging them in system applications. Charm is built around the concepts of extensibility, composability, and modularity. The framework is implemented in Python, a well-supported high-level language, designed to reduce development time and code complexity while promoting component re-use. Computationallyintensive mathematical operations are implemented as native modules, enabling performant schemes and protocols while preserving the advantages of high-level languages for scheme implementations. Although Charm is written in a dynamically typed interpreted language, the concepts and abstractions developed in this paper can be realized in variety of programming languages.
The design goals of Charm are: Enabling efficient, extensible numeric computation New primitives are invented and existing implementations of primitives are optimized on a regular basis. For example, the PBC library [61] , one of the original libraries providing pairings, has been supplanted in terms of performance by alternative libraries such as MIRACL [70] and RELIC [6] . Similarly, lattice-based cryptographic operations are an increasingly desirable feature in scheme development. In practice, the math libraries supporting any given cryptographic operation are subject to change. The challenge is how to enable these changes without disrupting the higher-level scheme.
Supporting succinct cryptographic protocols Although cryptographic protocols only capture the mathematical formulas on paper, in practice network protocols must embed the necessary logic required for message serialization, data transmission, state transitions, error handling, and the execution of subprotocols. Protocols involving zero-knowledge proof statements are particularly problematic: concrete implementations require explicit information not usually present in an algorithmic sketch. The challenge is to provide an interface 1 Project webpage: http://charm-crypto.com.
for wire protocols roughly equivalent to the way the protocols are specified in research papers.
Supporting scheme composition Composing cryptographic algorithms allows for the rapid creation of new schemes, protocols and facilitates code reuse. Not only does this make implementers more efficient, it improves the security of the system by ensuring there is one canonical version of a given scheme or technique. However, composability creates its own set of hurdles: schemes may use different plaintext and ciphertext spaces, security assumptions and security models. The challenge is abstracting away these differences while preserving the schemes' underlying security and functionality.
Providing measurement capability Benchmarking and profiling are particularly important, both from a theoretical perspective and an implementation standpoint for complex schemes (e.g., homomorphic encryption). Simple benchmarking allows quick prototyping and comparison of novel variations of naïve implementations of schemes. Profiling enables in-depth optimization of full-fledged schemes with fine-grained performance data. The difficulty is providing both seamless benchmarking and in-depth profiling while maintaining component modularity.
Allowing application embedding Rapid prototyping and ease of use require that the framework be written in a user-friendly, high-level language. If developers outside of the cryptographic community are to build applications with advanced cryptographic constructs, the choice of language is critical. The dilemma is how to provide a level of abstraction (or embedding API) to outside systems without unduly limiting the expressiveness of the framework.
Allowing cryptographic algorithm agility As noted by Acar et al. [2] , cryptographic algorithms have a limited shelf life. For example, once exhaustive search rendered DES keys insecure, DES was replaced by AES. Similarly, MD5 and SHA1 were discovered to contain vulnerabilities [74, 75] . A system must be designed such that algorithms can be replaced when necessary [3] . Cipher algorithm replacement must be done without compromising security, without breaking functionality, and if possible, without requiring keys to change.
Background
We briefly provide an overview of the concepts discussed in this work. Identity-based encryption (IBE) [17, 19] , first introduced notionally by Adi Shamir in 1984, is a form of public-key encryption where the public-key is a string. Attribute-based encryption (ABE) [14, 58, 77] (introduced by Sahai and Waters [69] ) is a generalization of IBE where the public-key is a set of attributes. Users can only decrypt if the attributes associated with their private key matches certain attributes specified in the ciphertext.
Practical implementations of these recent forms of encryption typically involve the use of bilinear maps (also called pairings). A pairing is an efficient mapping e : G×G → G T over two multiplicative cyclic groups G and G T of prime order p . Moreover, a pairing has two properties: bilinearity and non-degenerate maps. Bilinearity is that given a generator g ∈ G and a, b ∈ Z p it holds that e(g a , g b ) = e(g, g) ab . Non-degenerate maps ensures that e(g, g) = 1. Lastly, cryptographic primitives that utilize lattices are an exciting area of research that hold promise for post-quantum cryptography. We briefly mention lattices in this paper, but defer to Regev's work [67] for an in-depth introduction.
We also discuss techniques for performing transformations over cryptographic primitives to achieve desired security properties. For example, Naor [40] proposed a technique for converting an IBE scheme into a public-key signature scheme. Canetti et al. [34] proposed a technique for transforming any IBE scheme into one that is secure against adaptive chosen-ciphertext attacks. In general, we refer to these types of techniques as adapters in this work.
Finally, we refer to Zero-knowledge Proofs of Knowledge [47] , which allow one party to prove knowledge of a secret to another party without revealing the secret.
Approach
Charm realizes the afore-mentioned goals at the architectural level through various components and levels of modularization as depicted in Fig. 1 .
We now describe the building blocks of the Charm framework. The lower-level components, at the bottom of Fig. 1 , are optimized for efficiency, while the ones at the top focus on ease of use and interoperability. One of the primary drivers of our approach is our objective to simplify the code written by cryptographers who utilize the framework. Our modular component architecture reflects this.
Scheme Annotation and Adapters In practice, implementations of different cryptosystems may be incompatible even if their APIs are the same. For example, two systems might have different input and output requirements. Consider that many public key encryption schemes require plaintexts to be pre-encoded as elements of a cyclic group G, or as strings of some fixed size. These requirements frequently depend on how the scheme is configured, e.g., depending on parameters used. Different developers are unlikely to make all of the same choices in their implementations, so even if they build their code with a standard API template, their systems are unlikely to interoperate cleanly.
More subtle incompatibilities may arise when schemes of a given class provide differing security guarantees: for example, public-key encryption schemes can provide either IND-CPA or IND-CCA2 security. These properties become more relevant whenever the scheme is used as a building block for a more complex protocol.
Meta-information To address these issues, Charm must provide some mechanism to identify the pertinent information inherent in each scheme, including (but not limited to) input/output space, security definition, complexity assumptions, computational model, and performance characteristics. We defer the discussion of whether this should be done automatically or by the programmer to Sect. 4 .
Capability matching Once this meta-information is collected, Charm uses it to facilitate compatibility among schemes. First, it provides tools to programmatically interrogate a scheme to determine whether the scheme satisfies certain criteria. This makes it easy to substitute schemes into a protocol at runtime, since the protocol can simply specify its requirements (e.g., EU-CMA signature scheme) and Charm will ensure that they are met. To make this workable, Charm includes a dictionary of security definitions and complexity assumptions, as well as the implications between them. Thus, a protocol that requires only an EU-CMA signature scheme will be satisfied if instantiated with an SU-CMA signature, but not vice versa. However, the implication can be bypassed in some cases, e.g., if EU-CMA is required and SU-CMA is not suitable for a given composition where re-randomizable signatures are required. 
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EU-CMA Signature (DBDH, ROM) Fig. 3 Example of an adapter chain converting the Boneh-Boyen selective-ID secure IBE [17] into a signature scheme using Naor's technique [40] . The scheme carries meta-information including the complexity assumptions and computational model used in its security proof
Structured interfaces
To facilitate scheme composition and reuse, Charm provides a set of APIs for common cryptographic primitives such as digital signatures, bit commitment, encryption, and related functions. Schemes with identical APIs are identified and are interchangeable in our framework. For example, DSA can be used instead of RSA-PSS within a larger protocol with a simple, almost trivial change to the code.
Scheme interfaces are implemented using standard objectoriented programming techniques. The current Charm interface hierarchy appears in Fig. 2 . This list is sufficient for the schemes we have currently implemented (see Fig. 1 ), but we expect it to expand with the addition of new cryptosystems.
Adapters Since we now have enough information to safely and securely compose schemes, Charm includes adapters for this purpose and for handling mismatches between schemes. Adapters are code wrappers implemented as thin classes. For example, they permit developers to bridge the gap between primitives with disparate message/output spaces or security requirements. In our experience so far, the most common use of adapters is to convert an input type so that a scheme can be used for a specific application. For example, we use adapters to encode messages or in the case of hybrid encryption, to expand the message space of a public key encryption scheme.
Adapters can perform even more sophisticated functions, such as modifying a scheme's security properties. In Fig. 3 , we illustrate an adapter using a hash function to perform a conversion from a selectively-secure IBE scheme into one that is adaptively secure (note here that the hash function is modeled as a random oracle).
Adapters can also combine schemes to produce entirely different cryptosystems. This means that there are implicit schemes in Charm that do not physically appear in the scheme
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Adapter chain converting the Boneh-Boyen selective-ID secure IBE [17] into a CCA-secure public-key hybrid encryption scheme via the CHK transform [34] . {sig} stands for the complexity assumptions added by the signature scheme library, demonstrating Charm's success at the goal of composability. Figure 4 provides another example of such a conversion.
Extensible numeric computation
The mathematics underlying modern cryptography has changed considerably, driven by advances in lattices and pairings, and is sure to continue in this trend. It is fundamentally important that any system that wishes to maintain relevancy be able to incorporate these advances. By necessity, these libraries are implemented in C and require a certain specialty and expertise to implement correctly (e.g., elliptic curves). Charm provides domain separation by incorporating four base modules that implement the core cryptographic routines. This shelters developers from having to deal with very domain-specific concepts like elliptic curves. For performance reasons, these base modules are written in C/C++ and include integermath, ecmath (elliptic curve subgroups), and pairingmath. 2 The cryptobase module provides efficient implementations of basic cryptographic primitives such as hash functions and block ciphers. These modules include code from standard C libraries including libgmp, OpenSSL, libpbc, and PyCrypto [46, 60, 61, 73] . To maximize code readability, the module interfaces employ language features such as operator overloading. Finally, Charm provides high-level Python interfaces for constructs such as algebraic groups and fields.
The base modules implement only those lower-level routines, where implementation in C is crucial for performance. Charm also provides an extensive toolbox of useful Python routines including secret sharing, encryption padding, group parameter generation, message encoding, and ciphertext parsing.We are continuously adding routines to the toolbox, and future releases will include contributions from external developers.
Protocol engine Interactive protocols often seem simple on paper, but in reality require a variety of different considerations. Zero-knowledge proofs are especially tricky as they often utilize information that is not specified in the documentation. General protocol implementations must include network communications, data serialization, error handling, and state machine transition. Charm simplifies development by providing all of these features as part of a reusable pro-tocol engine. An implementation in our framework consists of a list of parties, a description of states and transitions, and the core logic for each state. Serialization, transmission and error handling are handled at the lower levels and are available freely to the developer.
Our protocol engine provides native support for the execution of sub-protocols and supports recursion. We have found subprotocols to be particularly useful in constructions that use interactive proofs of knowledge.
Given a protocol implementation, an application executes it by selecting a party type and optional initial state, and by providing a collection of socket connections to the remote parties. Sockets in Python are an abstract interface and can be extended to support various communication mechanisms.
ZKP Compiler Zero-knowledge proofs of knowledge allow a Prover to demonstrate knowledge of a secret without revealing it to a Verifier. Such proofs are common in privacypreserving protocols such as the idemix anonymous credential system and Direct Anonymous Attestation [24, 33] . These proofs may be interactive or non-interactive (via the Fiat-Shamir heuristic, or using new bilinear-map based techniques [43, 48] ). Regardless of the underlying mechanism, it has become common in the literature to describe such proofs using the notation of Camenisch and Stadler [32] . For instance,
denotes a proof of knowledge of two integers x, y that satisfy both h = g x and j = g y . All values not enclosed in parentheses are assumed to be known to the verifier. Converting these statements into working protocols is challenging, even for expert developers. To assist implementation, Charm borrows from the techniques of ZKPDL and CACE [5, 63] , providing native support for honest verifier Schnorr-type proofs via an automated protocol compiler.
Benchmarking system Performance is often critical when designing and implementing real-world cryptosystems. Therefore, developers are frequently interested in the efficiency of their schemes, both from a timing and computational perspective. They also might wonder how changes they make can affect these important aspects and how their schemes compare to others. In order to help developers measure the performance of a prototype implementation, Charm incorporates a native benchmark module to collect information on a scheme's performance. This module collects and aggregates statistics on a set of operations defined by the user. All of the operations in the core modules are instrumented separately, allowing for detailed profiling including total operation counts, average operation time for various critical operations, and network bandwidth (for interactive protocols). Users can define their own measurements within a given implementation (e.g., a scheme or subroutine). When these measurements involve timing, the benchmarking module automatically performs and collects timing information. Many of our experiments in Sect. 6 were performed using the benchmarking system. The benchmarking system is easy to switch on or off and has minimal impact on the system when it is not in use. An example of using the benchmarking system is provided in Sect. 4.
Implementation
In this section, we describe our implementation and provide further details on components of our architecture. In Sect. 4.1 below, we reference an example comparing a protocol description from the literature to one implemented in our system. The code fragment shown in Fig. 5 is a good overall example of using Charm and is worth studying at this point to understand our approach.
Language features Python provides many useful features that simplify development for programmers using Charm. Benefits include support for object-oriented programming, dynamic typing, overloading of mathematical operators, automatic memory allocation and garbage collection.
The language also provides useful built-in data structures such as tuples and dictionaries (essentially, key-value stores) useful for common tasks such as storing ciphertexts and public keys. These values can be automatically serialized and deserialized, eliminating the need for custom parsing code. To read legacy files with a specific binary format, we use the python struct module, which performs packing and unpacking of binary data. Our decision to use Python is supported by the fact that much of the effort in a typical C implementation relates to laboriously defining and serializing data structures.
Python also supports dynamic generation of code. This feature is particularly useful in constructing a Zero-Knowledge proof compiler (see Sect. 4.3). The features discussed here are not unique to Python and can be found in other highlevel languages. 3 However, Python has a large and devoted user base and provides a good balance between usability, stability, and performance. 4 Low-level Python/C modules As discussed in Sect. 3, for performance reasons, our implementation of Charm supports a variety of C math libraries including GMP [46] , OpenSSL [73] , RELIC [6] , MIRACL [70] and the PBC library [61] . We provide Python/C extensions for these libraries.
Our base modules expose arithmetic operations using standard mathematical operators such as * , + and * * [38] . The top box shows the description of the algorithm in the published paper while the bottom box reflects the Charm code. Charm is designed to enable cryptographers to implement their schemes using mathematical notation that mirrors the paper description (exponentiation). 5 Besides group operations, our base modules also perform essential functions such as element serialization and encoding.
In addition to the base modules, we provide a cryptobase module that includes fast routines for bitstring manipulation, evaluation of block ciphers, MACs, and hash functions. Supported ciphers include AES, DES, and 3DES. Moreover, this module implements several standard modes of operation such as CBC and CTR (drawn from PyCrypto [60] and libTomCrypt [39] ) that facilitate encryption of arbitrary amounts of data.
Benchmark module As described in Sect. 3, we provide a benchmark module for measuring computation time and counting operations, such as exponentiations and multiplications, in a given snippet of code at runtime. Our benchmark module provides a consistent interface that developers can use to perform these measurements. Each base module inherits the benchmark interface and is incorporated into a cryptographic scheme as follows: As stated earlier, benchmarking can be easily removed or disabled after measurements are complete and introduces negligible overhead.
Algebraic groups and fields While our base modules provide low-level numerical functions, there are still differences in how each module handles serializing elements, encoding messages, and generating group parameters. For instance, for the ecmath module, we employ subgroups of elliptic curves over a finite field, whereas the integermath module implements integer groups, rings, and fields. To reconcile these differences, we provide a thin Python interface to encapsulate differences in group/field parameter generation, serialization, message encoding, and hashing. This interface allows us to standardize calls to the underlying base modules from a developer's perspective.
With this approach, cryptographers are able to adjust the algebraic setting (standard EC, integer or pairing groups) on the fly without having to re-implement the scheme. For instance, our implementations of DSA, El Gamal and Cramer-Shoup [38, 42, 65] can be instantiated in any group with an appropriate structure.
Schemes
To demonstrate the potential of our framework, we implemented a number of standard and experimental cryptosystems. We provide a collection of implemented schemes that includes a variety of encryption schemes, signatures, commitments, and interactive protocols. 6 Most of the implementations consist of fewer than 100 lines of code (see Table 1 for a listing).
We provide several examples to illustrate code in Charm. Figure 5 shows the encryption and decryption algorithms for the Cramer-Shoup [38] scheme, and the corresponding Charm code. We provide the remaining algorithms, along with some additional examples, in Appendix. We note that our framework was designed to minimize the differences between published algorithms and code (as shown in Fig. 5 ), in the hope of lowering the barriers to implementation.
Protocol engine
Every protocol implementation in Charm is a subclass of the Protocol base class. This interface provides all of the core protocol functionality, including functions to support protocol implementations, a database for maintaining state, serialization, network I/O, and a state machine for driving the protocol progression.
Creating a new interactive protocol is straightforward. The implementation must provide a description of the parties, protocol states and transitions (including error transitions for caught exceptions), as well as the core functionality for each state. State functions accept and return Python dictionaries containing the passed parameters. Socket I/O and data serialization are handled transparently before and after each state function runs. Developers have the option to implement their own serialization functionality for protocols with a custom message format. Public parameters may either be passed into the protocol or defined in the init function. Finally, we provide templates for some common protocol types (such as -protocols). Figure 6 contains an example of a machinegenerated Protocol subclass.
Executing protocols and subprotocols Executing a protocol consists of two calls to the Protocol interface. First, the application calls Setup() to configure the protocol with an identifier of one of the parties in the protocol, optional initial state, public parameters, a list of remote parties, and a collection of open sockets. It then calls Execute() to initiate communication.
We also provide support for the execution of subprotocols. Launching a subprotocol is simpler than an initial execution, since the protocol engine already has information on the remote parties. The caller simply identifies for the server the role played by each of the parties in the subprotocol (e.g., the Server party may be remapped to be the Prover for the subprotocol), and instructs the protocol engine to run the subprotocol via the Execute() method.
Our engine currently supports only synchronous operation. Asynchronous protocol runs must be handled by the application itself using Python's threading capabilities. Callback functions may be supplied by passing function references as part of the public parameters. We plan to provide more complete support for asynchronous execution in future releases.
ZKP compiler
Many advanced cryptographic protocols (e.g., [18, 28, 31] ) employ zero-knowledge or witness-indistinguishable proofs as part of their protocol structure. The notation of Camenisch and Stadler [32] has become the de facto standard in the cryptography literature. This notation, while elegant, stands in for a complex interactive or non-interactive subprotocol that must be derived before the base protocol can be implemented.
To handle such complex protocols, Charm includes an automated compiler for common ZK proof statements. Such compilers have been implemented in the past by Meiklejohn et al. (ZKPDL) [63] and Bangerter et al. (CACE) [9] . Our compiler interprets Camenisch-Stadler style proof descriptions at runtime and derives an executable honest-verifier protocol. At present, our compiler handles a limited set of discrete-log statements, and is not currently as rich as ZKPDL or CACE. However, it offers some advantages over those systems.
First, as Python is an interpreted language, we do not require a custom interpreter for the compiled proofs, as ZKPDL does. Instead, we exploit Python's ability to dynamically generate and execute code at runtime. We employ this feature to convert Camenisch-Stadler proof statements into Charm code, which we feed directly to the interpreter and protocol engine. 7 Second, since our compiler has access to the public and secret 8 In the interactive case, we provide support routines to generate the class definition, compile the generated code into Python bytecode, initialize communication with sockets provided by the caller, and execute the proof of knowledge. The code below illustrates a typical interactive proof execution from the Prover: # prover public = {'h':g ** x, 'g':g, 'j':g ** y} secret = {'x':x, 'y':y} result = executeIntZKProof(public, secret, ''(h = gˆx) and (j = gˆy)'', party_info) Figure 6 shows a generated Protocol subclass for the proof goal h = g x . The runtime technique is useful for developers who require compact, readable code. However, we note that since our protocol produces Python code, it can also be used to compile static protocol code which may be added to a project.
At present, our compiler is intended as a proof of concept because it lacks support for many types of statements (e.g. Boolean-OR) and proof settings. Our compiler is less sophisticated than CACE and ZKPDL. For example, in addition to supporting more complex conjunctions and statement types, CACE includes formal verification of proofs. We believe that our approach is complementary to these projects, and we hope to establish collaborations to extend Charm's capabilities in future versions.
Meta-information and adapters
Charm provides the ability to label schemes so that they carry meta-information about their input/output space and security definitions. Wherever possible, this information is derived automatically, e.g., from the scheme type or function definitions. Optionally, developers can provide other details such as the complexity assumption and computational models used in the scheme's security proof via a standard annotation interface. This information allows developers to compare and check compatibility between schemes.
All schemes descend from the Scheme class, which provides tools to record and evaluate meta-information. Developers use the setProperty() method to specify important properties. For example, the init function of an Identity-Based Encryption scheme might include a call of this form:
# Set the scheme's security definition, # ID space, and message space. setProperty(self, secdef=IND_ID_CPA, id=str, messageSpace=str)
Schemes with more restrictive parameters, e.g., group elements and/or strings of limited length, can specify these requirements as well. 9 Once each scheme is labeled with the appropriate metadata, we can programmatically extract this information at run-time to verify a given set of criteria.
Adapter example To illustrate how this functionality works in practice, we consider the process of constructing adapters between different schemes. In Sect. 3, we proposed an adapter chain to convert the Boneh-Boyen IND-sID-CPAsecure signature scheme [17] into an EU-CMA signature (see Fig. 3 ). This transformation requires two adapters: one to convert the selectively-secure IBE scheme into an adaptivelysecure IBE scheme (in the random oracle model), and another to transform the resulting IBE into a signature using the technique of Naor [40] .
The Hash Identity adapter has an explicit and implicit function. Explicitly, it applies a hash function to the BonehBoyen IBE, which accepts identities in the group Z r , 10 thus altering the identity-space to {0, 1} * . Implicitly, it converts the security definition of the resulting IBE scheme from INDsID-CPA to the stronger IND-ID-CPA definition and updates the meta-information to note that the security analysis is in the random oracle model. 11 The adapter itself is implemented as a subclass of IBEnc (see Fig. 9a in Appendix). It accepts the Boneh-Boyen IBE (also an IBEnc class) as input to its constructor. At construction time, the adapter must verify the properties of the given scheme using the checkProperty() call. It then advertises its own identity space and security information. This code is contained within the adapter's init routine and appears as follows:
The IBE-to-Sig adapter converts any adaptively-secure IBE scheme into an EU-CMA signature. 12 This adapter is implemented as a subclass of PKSig. It accepts an object derived from IBEnc and verifies that it advertises at least IND-ID-CPA security (IND-sID-CPA is not sufficient, hence our use of the previous adapter) and possesses an appropriate message space. With this check satisfied, this adapter inherits the security model of the underlying IBE, adopts the IBE's identity space as the message space for the signature, and advertises the EU-CMA security definition.
In future versions of the library, we hope to significantly extend the usefulness of this meta-data, and to include detailed information on performance (gathered through automatic testing). We also intend to provide tools for automatically constructing useful adapter chains based on specific requirements.
Type checking and conversion
Python programs are dynamically typed. In general, we believe that this is a benefit for a rapid prototyping system: dynamic typing makes it possible to assemble and modify complex data structures (e.g., ciphertexts) "on the fly" without the need for detailed structure definitions.
Of course, the lack of static typing has disadvantages. For example, type errors may not be detected until runtime. Furthermore, it can limit the utility of adapters that depend on having a priori knowledge about a scheme's input or output characteristics.
To address these issues, Charm provides optional support for static typing using the Python annotation interface. When it is provided, Charm uses this type information to validate the inputs provided to a cryptographic algorithm and, in cases where the inputs are of the wrong type, to automatically convert them. For the latter purpose, Charm provides a standard library designed to encode values to and from a variety of standard types, including bit strings and various types of group elements. An example of the Charm typing syntax is provided below:
...
We believe that support for explicit typing also provides a foundation for adding formal verification techniques to Charm, though we leave such verification to future work.
Using Charm in C applications
To enable the use of Charm schemes in existing C applications, we provide an embed API for integrating Charm schemes without burdening developers. Our approach achieves two important goals. First, the embed API is easyto-use, intuitive, and straightforward for developers to use a scheme based on its scheme type API (e.g., keygen, encrypt/decrypt). Second, the API allows C applications to interchange primitives of the same type with minimal modifications.
To embed a scheme, the application first calls the InitializeCharm() function to setup the Charm environment. Once Charm is setup, the application creates a group object for instantiating a scheme. This is accomplished by calling the group initialization function for a given setting such as InitPairingGroup(), InitIntegerGroup(), etc. Next, the application calls InitScheme() and includes the scheme file name, class name, and the group object handle returned from the previous call. To call any function within the scheme, the application uses the CallMethod() and supplies the arguments for the target function. Finally, we provide serialization methods (objectToBytes() and bytesToObject()) for converting Charm objects to/from base-64 encoded binary strings. We believe our simple embed API enables Charm to be seamlessly integrated into a variety of applications that require advanced cryptographic constructs. For a detailed example, see Fig. 8 in Appendix.
Goals and challenges
The goal of the Charm framework is to provide a usable, extensible, and modular architecture to support rapid prototyping of a variety of cryptographic primitives and protocols. Our implementation provides the necessary building blocks to achieve this central goal. For example, at the lowest level, we provide abstract C/C++ interfaces around the C math libraries to make them interchangeable at build time. This allows cryptographers to evaluate their scheme implementations against different libraries by only changing the Charm install configuration. With the pairingmath module, for instance, we can evaluate the performance of schemes against the PBC, MIRACL, and RELIC libraries without changing the scheme itself. It is relatively easy to extend our framework with new math libraries that adhere to our C/C++ abstract interface. Moreover, we are able to extend our platform to diverse environments with relatively low effort and without affecting the higher level components in Charm. Thus, all of these features enable Charm to provide a test bed for rapidly prototyping and evaluating advanced cryptosystems against any appropriate underlying C library.
While the Charm architecture addresses a number of issues to facilitate rapid implementations of modern cryptography, it did not come without technical challenges. Our first challenge was determining the interface that should be exposed in Python for building schemes and protocols in a way that is standard and comprehensive. The second challenge was conforming the math libraries to this interface. This was not a significant issue for well-established math libraries, such as GMP, OpenSSL, PBC, and MIRACL. However, for more recent research libraries such as RELIC, this presented challenges due to missing functionality (e.g., serialization) and the alpha software quality of the pairings interface. But given the optimizations available in RELIC for pairings, it has the potential to become the standard for pairing-based cryptography in the near future.
Performance
Charm is primarily intended for rapid prototyping, with an emphasis on compactness of source code and similarity between standard protocol notation and code. These properties all favor the developer and are qualities designed to facilitate more semantically correct, robust, and secure code. However, we recognize that achieving these properties is likely to come at a tradeoff in performance.
As such, in this section, we report representative performance metrics collected through the use of Charm's built-in benchmarking system. These metrics are quantitatively compared against detailed timing experiments of two existing C cryptographic system implementations. We observe that the performance cost of using Charm is variable, and it is directly dependent on the nature of the scheme implementation.
Comparison with C implementations
We conducted detailed timing experiments on two of the cryptosystems we implemented: EC-DSA and a CP-ABE scheme due to Bethencourt, Sahai, and Waters [14] . We chose these two because of their available C implementations, thus realistic choices against which to compare. Our experiments comprise two different points on a spectrum: our EC-DSA experiment considers Charm's performance in an algorithm with very fast operation times, and our CP-ABE experiment considered a scheme with a high computational burden (to stress this, we instantiated the scheme with a 50-element policy).
Experimental setup We used the benchmark module to collect timings for our Charm implementation of the EC-DSA Sign and Verify algorithms. This provided us with total operation time for both algorithms. We then collected total operation times for OpenSSL's implementation of the same algorithms using the built-in speed command.
For CP-ABE, we used benchmark again to collect measurements for our ABE key generation, encryption and decryption implementations (omitting the setup routine). For key generation, we extracted a key containing 50 attributes (1, . . . , 50) . We next encrypted a random message (in the group G T ) under a policy consisting solely of AND gates: (1 and 2 and . . . and 50). Finally, we decrypted the message using the extracted key. For each experiment, we measured total time and repeated these experiments using John Bethencourt's library (available from [1] ) to obtain the C time.
We conducted our experiments on a Macbook Pro with a 2.4Ghz Intel i5 with 8GB of RAM running Mac OS 10.7 and Python v3.2.3. All of our experiments were performed on a single core of the processor. For all experiments (Charm and C), we used either OpenSSL v1.0.1c library or libpbc 0.5.12 to perform the underlying mathematical operations. Our EC-DSA experiments used the standard NIST P-192 elliptic curve. For CP-ABE, we used a 512-bit supersingular curve (with embedding degree k = 2) from libpbc. All of our timing results are the average of ten experimental runs.
Experimental results The results of our experiments are presented in Fig. 7 . Unsurprisingly, our Charm implementation of EC-DSA suffered a substantial performance penalty when compared to the OpenSSL version. This is unavoidable given the relatively low overall time required for EC-DSA operations-even small interpretation inefficiencies add up to a large percentage of the total cost. Our results with CP-ABE (and 50 attributes) are encouraging. For the CP-ABE algorithms, Charm is competitive with the C implementation. As a result, we believe that Charm can be a primary tool for cryptographers wishing to approximate the performance of their schemes or protocols in practice [68] . For additional performance measurements, see our technical report [4] .
Related work
Our work builds upon previous efforts to provide software libraries for developers who use cryptography. We describe four different types of libraries below.
Cryptographic (primitive) libraries The first widely available general purpose library for commonly used cryptographic functions was Jack Lacey's CryptoLib [54] . Following CryptoLib, many other packages were developed, including Peter Guttman's similarly named CryptLib 13 , RSA's Bsafe Crypto-C 14 , and more recently JAVA libraries such as Cryptix 15 , BouncyCastle 16 . While these libraries have been useful for application developers, they were designed for specific and mostly isolated purposes. Moreover, they only implement commonly used and standardized cryptographic functions.
There have not been as many implementations of cryptosystems such as IBE, ABE, and related advanced primi- 13 http://www.cs.auckland.ac.nz/~pgut001/cryptlib/.
14 http://www.rsa.com/rsalabs/node.asp?id=2301. 15 http://www.cryptix.org/. 16 http://www.bouncycastle.org/. [14] , which provides an API for ciphertext policy ABE. This package is part of the Advanced Crypto Software collection (ACSC) [1] , which, in addition to this ABE library, includes separate packages for other advanced application-based primitives such as forward-secure signatures and broadcast encryption. Our Charm architecture provides a comprehensive and unified framework that is both usable and developer friendly for rapid prototyping of advanced primitives.
Math libraries
The GNU Multiple Precision Arithmetic Library (GMP) [46] is a free, high-precision mathematics library, specifically optimized for speed of cryptographic algorithms. The Stanford Pairing-Based Cryptography (PBC) library [61] is free, written in C, and built on top of GMP to provide abstractions for developing pairing algorithms. PBC was built for expressiveness, but not designed for usability or performance. RELIC [6] , also an open source library which relies on GMP, was built for speed and portability with support for big number arithmetic, traditional elliptic curves and pairings. While RELIC is highly configurable and supports a variety of cryptographic optimizations, it was not primarily built for usability.
The Multiprecision Integer and Rational Arithmetic Library (MIRACL) [70] is written in C/C++ and provides APIs for big number arithmetic, elliptic curve cryptography, block ciphers and hash functions. Similar to RELIC, MIR-ACL is a highly optimized library that is compatible with a variety of architectures and is quite expressive in terms of functionality. However, MIRACL places a secondary focus on usability. Using the library effectively requires knowledge of its inner workings. Our Charm framework shields developers from dealing with these libraries directly via layers of abstractions. Instead, cryptographers can utilize our abstractions to implement their schemes or protocols using standard notation and evaluate them against any of the math libraries supported in Charm.
Cryptographic compilers and frameworks Ben Laurie's Stupid programming language [55] compiles into C and Haskell and is intended for constructs like ciphers and hash functions. Cryptol [56] compiles to a VHDL circuit for use with an FPGA. More recently, Dan Bernstein's NaCl (or "salt") [12] software library in C/C++ provides an easy-touse interface (e.g., encryption, decryption, signatures, etc.) to build higher-level cryptographic tools.
Protocol and secure function evaluation compilers The authors of the Zero Knowledge Proof Descriptive Language (ZKPDL) [63] offer a language and an interpreter for implementing privacy-preserving protocols. Their example application is electronic cash, but their descriptive language is more general. A similar approach is provided by FairPlay [62] , which provides a language-based system for secure multi-party computations. The authors of FairPlay provide a Secure Function Definition Language (SFDL), which can be used by programmers to specify code for multi-party computations. Charm takes a similar approach but with a focus on providing a simple language in the Camenisch and Stadler [32] notation for specifying high-level proof statements. From this proof statement, our compiler automatically generates the interactive protocol details.
A software package called Tool for Automating Secure Two-Party Computations (TASTY) [49] allows protocol designers to specify a high-level description of a computation that is to be performed on encrypted data. TASTY then generates protocols based on the specification, and compares the efficiency of different protocols. Similarly, the Computer Aided Cryptography Engineering (CACE) project has also developed a system that specifies a language for zero knowledge proofs [9, 8] . In this system, a compiler translates zero-knowledge protocol specifications into Java code or L A T E X statements. The CACE ZK compiler has many features, optimizations, and performance benefits. Our framework is certainly compatible with the CACE design and we intend on leveraging CACE as a building block in Charm.
Availability
The Charm framework is freely available at http://charmcrypto.com/Download.html with extensive documentation 17 for how to use it. To make Charm easy-to-use, we provide automated installers for various platforms such as Windows, Mac OS X and Linux. Additionally, to support embedded environments, we have ported the framework to mobile platforms such as Android. Our end goal is to enable Charm on as many platforms as possible.
Conclusion
This paper describes Charm, a framework for rapidly prototyping cryptographic systems. We believe that the approaches outlined in this paper, together with the Python implementation, constitute a solution to many of the theoretical and practical shortcomings of existing cryptographic prototyping tools. We believe that the framework is easy enough to not deter implementers yet powerful enough to capture many of the recent developments in cryptography. It is our aim to encourage others to develop schemes and to contribute them to the framework.
An open area is to develop automated compilers for performing various operations on cryptographic schemes. One such example is the translation of schemes between various settings, e.g., composite-order to prime-order bilinear groups. Both David Freeman [44] and Alison Lewko [59] have recently proposed tools for this type of translation; however, all of these tools currently require human intervention. We believe that Charm provides an excellent platform for implementing techniques that automatically translate such schemes (represented in a domain-specific language) to working implementations.
On the engineering side, there are a number of issues related to improving Charm for applications that require extremely high performance. For example, the current Python threading model is not ideal for applications that would benefit from substantial parallel processing (e.g., lattice-based fully-homomorphic encryption schemes [45] ). One of our major open problems is to find ways to take full advantage of multi-core systems. Finally, we understand that there may be instances where development requirements cannot support a high-level interpreted language such as Python. To address this, we plan to examine the possibility of compiling Charm code directly to languages such as Haskell and C, using tools such as Shedskin [41] . Fig. 10 Keygen in the Cramer-Shoup scheme [38] . We exclude group parameter generation Fig. 11 Setup and Keygen in the Bethencourt, Sahai, and Waters scheme [14] . We exclude group parameter generation Fig. 12 Encryption and decryption in the Bethencourt, Sahai, and Waters ABE scheme [14] . The Charm toolbox provides several utility routines that are shared by different ABE schemes Fig. 13 CL signatures [30] are a useful building block for anonymous credential systems. We provide a full scheme description and Charm code, but exclude group parameter generation
