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Abstract. We consider three dimensional Turing patterns and their isoconcentration
surfaces corresponding to the equilibrium concentration of the reaction kinetics. We
call these surfaces equilibrium concentration surfaces (EC surfaces). They are the
interfaces between the regions of “high” and “low” concentrations in Turing patterns.
We give alternate characterizations of EC surfaces by means of two variational
principles, one of them being that they are optimal for diffusive transport. Several
examples of EC surfaces are considered. Remarkably, they are often very well
approximated by certain minimal surfaces. We give a dynamical explanation for the
emergence of Scherk’s surface in certain cases, a structure that has been observed
numerically previously in [De Wit et al., 1997].
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1. Introduction
Since Turing first showed in the early 1950s that the interplay of diffusion and reactions
of chemicals can give rise to self-organizing patterns of chemical concentrations in
[Turing, 1952], there has been much interest in this pattern formation mechanism
by both mathematicians and physicists.
(See for instance [Murray, 2002] and
references therein.)
Experimentally, however, the Turing mechanism was first
observed unambiguously in a chemical system in the early 1990s [Castets et al., 1990,
Ouyang and Swinney, 1991].
The basic idea of the Turing mechanism is that a homogeneous equilibrium
concentration of the reaction kinetics can become unstable in the presence of diffusion,
leading to heterogeneous distributions of the chemicals involved, which is somewhat
surprising considering that diffusion normally smooths out concentration fluctuations.
Many models of biological phenomena have been explained in terms of a Turing-type
mechanism giving rise to the pattern observed in nature. Most prominent is probably
the patterning of animals coats [Murray, 2002], but Turing-type mechanisms have also
been used to explain the appearance of feather buds and fish skin [Shoji et al., 2002].
Turing-type models for the emergence of skeletal patterns in embryonic vertebrate
limb buds have also been proposed [Newman and Frisch, 1979], that have recently
been supported by more biologically based reaction-diffusion models of limb skeletal
patterning [Hentschel et al., 2004, Miura and Maini, 2004, Izaguirre et al., 2004].
It is noteworthy that although the general mathematical methodologies such
as nonlinear stability analysis, bifurcation theory and singular perturbation theory
are valid in any spatial dimension, most of the modeling work that has been
done is two dimensional. Three-dimensional Turing patterns in a cube and their
stability have, however, been studied with both periodic boundary conditions
[Callahan and Knobloch, 1997, Callahan and Knobloch, 1999], as well as the more
biologically plausible case of no-flux boundary conditions [Alber et al., 2005].
In two dimensions, patterns can easily be visualized as density plots of the chemical
concentrations. In three dimensions, one can correspondingly visualize patterns by
means of a series of density plots of cross-sections, taken at regular height intervals,
or by the lattice of local maxima and minima of concentration. Here we propose
to study the interfaces between regions of high concentration and regions of low
concentrations. More precisely, in Turing patterns, one can consider the isoconcentration
surfaces corresponding to the equilibrium concentration of the Turing kinetics. In the
following, we call these isoconcentration surfaces equilibrium concentration surfaces, or
EC surfaces.
An interesting numerical study of three dimensional Turing patterns was conducted
in [De Wit et al., 1997], which found, among other structures, “twisted” lamellar
structures in the Brusselator model. The EC surfaces in this “twisted” stationary Turing
structure had a striking resemblance to Scherk’s first surface, a minimal surface wellknown in differential geometry. (For a brief reminder on minimal surfaces see Section 2
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below.) Similar structures were recently also found numerically in the Gray-Scott
model [Leppänen et al., 2004]. [De Wit et al., 1997] concluded that “in physicochemical
systems driven out of equilibrium, our vision of 3D self-organization may be enriched
by emphasizing isoconcentration surfaces, for which the salient variable is curvature,
instead of the more traditional crystalline skeletal lattice of extrema of concentrations.
These complementary and mutually supporting views open up a new path in the field
of dissipative crystallography that should help in deciphering the experimental 3D
textures.”
In this paper, we aim to follow this suggestion and conduct an investigation of EC
surfaces in three dimensional Turing patterns. We prove that they can be characterized
by means of various variational principles. These principles are valid in two situations,
namely they hold close to the equilibrium for general Turing patterns, and they hold
far from equilibrium for a certain class of reaction kinetics. The most important of
these principles states that EC surfaces are optimal for diffusive transport across the
surface. We also give examples for EC surfaces of known Turing patterns. Interestingly,
these EC surfaces are very close to minimal surfaces, an observation that was already
implicit in [De Wit et al., 1997]. Scherk’s surface has been mentioned before, but in
the other Turing patterns we consider, the EC surfaces are planes (sometimes with selfintersections), or periodic surfaces that approximates Schwarz’ P-surface very closely,
another well-known minimal surface. As a step towards a mathematical explanation
of this interesting connection between EC surfaces and minimal surfaces, we use the
variational principle for EC surfaces to derive a rough bound for the area difference
between EC surfaces and minimal surfaces with the same boundary. Our assumptions
are, however, very general, and so we found it hard to derive more conclusive information
about the “closeness” of minimal surfaces and EC surfaces. We believe, however, that
this is a promising avenue, and research should aim in the direction of which additional
assumptions guarantee this “closeness.”
We also anticipate that our results can be useful for the study of three dimensional
biological structures, for example biological membranes [Meyer et al., 1990], or skeletal
patterns in Echinoidea, where periodic surfaces resembling for instance the Schwarz Psurface have been reported [Pawson and Donnay, 1969, Nissen, 1969]. It seems possible
that these structures could be formed by a Turing mechanism. Indeed, in particular the
result that these surfaces are optimal for diffusive transport is an interesting property
in connection with the study of transport across membranes and its connection to their
biological function. We also note that the optimal transport criterion is similar to
other variational criteria concerning for example interfaces of two phase systems in
material science. It has been shown for instance that certain periodic minimal surfaces
are extremal for simultaneous transport of heat and electricity in two phase systems
[Torquato et al., 2002].
In order to be as self-contained as possible, we give a very brief reminder on
the differential geometry of regular surfaces, and on minimal surfaces in particular,
in Section 2. In Section 3, we briefly remind the reader of the Turing mechanism,
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and then formulate and prove the variational principle for the EC surfaces. We give
a “geometric” as well as a “chemical” formulation of the variational principles. In
the first, one varies the shape of the surface, and keeps the chemical concentration
constant; in the second, one varies the chemical concentration, albeit only allowing a
certain subclass of perturbations. Based on this variational principle, we also derive
a rough estimate for the area difference between an EC surface and minimal surfaces.
In Section 4, we give a short overview of the EC surfaces in known three dimensional
Turing patterns, partly based on the previous paper [Alber et al., 2005], which treated
the stability of Turing patterns in a the cube [0, π]3 . In the last Section, we finally aim to
investigate the appearance and relative stability of the “Scherk-like” structure reported
in[De Wit et al., 1997]. Using linear stability analysis and Fourier analysis, we show
how one can expect this structure to evolve from a certain class of initial conditions
close to the equilibrium in a box [0, 2π]2 × [−απ, απ], where α is a parameter. Our
analysis yields that this emergence is best seen if α is approximately equal to the wave
length of the Turing pattern.
2. The Geometry of Surfaces and Minimal Surfaces
In the following section, we give a brief reminder on the geometry of surfaces in R3 and
on minimal surfaces in particular. We also state a useful formula for the mean curvature
of level sets.
2.1. Regular surfaces
Let S ⊆ R3 be a regular surface in R3 . This means that we have a domain D ⊆ R2 and
a parametrization
X : D → S ⊆ R3 , (r, s) →
7 X(r, s),
which is of class at least C 2 and is a bijection onto S. The surface is regular if the
Jacobian DX(r, s) = (Xr Xs ) has full rank two at each (r, s) ∈ D. (Subscripts “r” and
“s” denote differentiation here and in the following.)
At each point, the normal N = Xr ×Xs /|Xr ×Xs | is well defined and independent of
the parametrization X. (Here “×” denotes the usual cross product in R3 .) By definition,
the tangent space Tx S to the surface S at x is perpendicular to N(x). Likewise, the
tangent space TN(x) S 2 of S 2 , the surface of the unit ball in R3 , at the point N(x)
is perpendicular to N(x). Thus the two tangent space are canonically isomorphic:
Tx S ' TN(x) S 2 . It follows that the differential T Nx : Tx S → TN(x) S 2 can be seen as
an endomorphism of Tx S. With respect to the basis {Xr , Xs }, this mapping has the
matrix B = {bij }i,j=1,2 , where the defining equations for the matrix elements are
Nr = b11 Xr + b12 Xs
Ns = b21 Xr + b22 Xs
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The eigenvalues of B are usually denoted by κ1 and κ2 and called the principal
curvatures. Other measures of local curvature are the following celebrated two
quantities:
K = det B = κ1 · κ2 Gauss curvature
1
1
H = Trace B = (κ1 + κ2 ) mean curvature
2
2
We will be concerned mostly with the mean curvature of implicitly defined surfaces in the
following. Recall that if u(x, y, z) is a C 2 scalar function, and (x0 , y0 , z0 ) is a point with
u(x0 , y0 , z0 ) = 0 and |∇u(x0 , y0 , z0 )| =
6 0, then there is a neighborhood Ω of (x0 , y0 , z0 )
such that the equation u(x, y, z) = 0 defines a regular surface S = {(x, y, z) : u(x, y, z) =
0} in Ω. Its normal at (x, y, z) ∈ S is given by the normed gradient N = ∇u/|∇u|. One
computes that the mean curvature is given by

∇u
1
1
=
∇2 u − Hessu[N, N]
H = div
2
|∇u|
2|∇u|

(1)

P
Here ∇2 = i ∂i2 is the Laplacian and Hessu = {∂ij u} the Hessian.
Returning to the general theory of surfaces, the area element of S is given as
R
dS = |Xr × Xs |dr ds. So the integral of a function f over S is given by S f (x) dS =
R
f (X(r, s))|Xr × Xs |dr ds.
D
2.2. Minimal surfaces
The basic idea behind minimal surfaces is of course that these are those surfaces that
minimize area. Traditionally, however, the term minimal surface has come to denote a
slightly larger class of surfaces, namely those which are critical points (maxima, minima
R
or saddle points) of the area functional S 7→ S dS. It is a classical result, dating back
to Lagrange in 1760 and Meusnier in 1776, that these are precisely those surfaces for
which the mean curvatures H vanishes everywhere.
The subject of minimal surfaces has been a subject of intense study for almost 250
years. In the 20th century, it was in particular Plateau’s problem (i.e., the problem of
finding a minimal surface which spans a given closed curve γ ⊆ R3 ) which has driven
research in this area. In the last 20 years, the dramatic increase in computational power
has opened a new world for scientific imaging and invigorated research on minimal
surfaces. We will not make any attempt to summarize the vast literature here, but
point to the many excellent textbooks on the subject, for example [Dierkes et al., 1992],
[Nitsche, 1989] and [Osserman, 1986].
Let us mention, however, that minimal surfaces can be found in nature in many
different settings. Classically, of course, they can be realized as soap films on wire models
(this is how Plateau studied them), and they have also been found as interfaces that
separate the polymer types in block polymers. In the simplest case, a block copolymer
consists of two polymer chains A and B. At low temperatures, the components separate
into two domains to minimize the energetically unfavorable contacts between polymers
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A and B. They cannot separate completely, however, because they are chemically bound.
To minimize the contact, the interfaces must be (at least approximately) locally areaminimizing under the constraint of keeping the volumes on the two sides of the surface
fixed. This problem is known as the isoperimetric problem and the corresponding
surfaces have constant mean curvature. If the constant mean curvature is zero, they
are minimal surfaces in the classical sense. For a brief, but very informative review
article, see [Thomas, 1999]. [Hoffman, 1996] gives a short overview of the area with
some critical remarks about its mathematical rigor. A good recent review article on the
isoperimetric problem is [Ros, 2005].
3. Variational Principles for Equilibrium Concentration Surfaces of Turing
Patterns
Here we state and prove variational principles for the surfaces of constant equilibrium
concentration in three dimensional Turing patterns. These variational principles
are valid in two situations: approximately for Turing patterns close to the Turing
bifurcation, and exactly for a certain class of reaction kinetics. There are two similar
formulations: A “geometric” formulation, where we fix the chemical field and vary the
shape of the surface, and a “chemical formulation”, where we consider variations of the
chemical field. (A certain additional constraint is imposed on the admissible variations
of the chemical field in this formulation.)
Let u(x), x ∈ Ω, denote the chemical concentration for the Turing pattern in a
three dimensional domain Ω. We denote the corresponding equilibrium concentration
surface by S0 = {x ∈ Ω : u(x) = u0 }, where u0 is the equilibrium concentration of the
reaction kinetics considered without the diffusion term. To formulate the variational
principle, we consider local variations S of S0 . That is, we fix a closed curve γ on
S0 and consider surfaces S which are equal to S0 outside of the domain bounded by
γ, but which may differ from S0 within this domain. We prove that for Dirichlet or
Neumann (no-flux) boundary conditions on ∂Ω, the surface S0 maximizes the integral
R
∇u(x) · NdS among all such surfaces S. Here N is the normal of S. (The orientation
S
of N is chosen essentially such that the chemical concentration increases in the direction
of N, for more details see page 10.)
Note that the integral is just the diffusive flux of the chemical u. So our result says
that if we seek to maximize the diffusive flux through a surface, then we have to choose
the EC surface S0 .
We also show in a related characterization that S0 is a critical point of the functional
R
S 7→ S |∇u(x)|dS. Under certain conditions, we show that S0 minimizes this functional,
although for Dirichlet or Neumann conditions, it probably typically is a saddle point.
These previous variational principles are “geometric” in the sense that we
considered variations of the surface shape for a fixed concentration function u(x). We
also give a brief “chemical” formulation of the variational principle, where it is the
chemical concentration which is varied.
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3.1. Turing patterns
Consider a system of nonlinear reaction-diffusion equations in a 3-dimensional domain
Ω ⊆ R3 ,
∂u
= F(u) + D∇2 u.
(2)
∂t
Here u = (u1 , . . . , um ) : Ω → Rm , and F = (F1 , . . . , Fm ), m ≥ 2, is a family
of sufficiently smooth vector-valued mappings. D = diag (d1 , . . . , dm ) is a constant
diagonal m × m matrix, where the diagonal elements di are all positive.
Such systems arise in the description of chemicals which diffuse and react with
each other. The matrix D contains the diffusion coefficients for each chemical, and the
function F(u) describes the reaction kinetics.
It is an idea dating back to the work of Turing on morphogenesis in the early
1950s that such a system can “generically” exhibit self-organizing behavior and produce
spatial patterns [Turing, 1952]. To understand these ideas, we assume that there exists
a constant steady state u0 of system (2), that is, we have F(u0 ) = 0. We assume
without any loss of generality that u0 = 0 = (0, . . . , 0); this can easily be achieved
via a translation of the concentration vector u. Moreover, this steady state is stable
with respect to spatially homogeneous pertubations, that is, all the eigenvalues of the
linearization matrix ∂F/∂u(0) have negative real parts.
Let us denote
∂F
(u0 ).
A=
∂u
Then in the vicinity of u0 = 0, system (2) can be approximated by the linearized
equation

∂u
= A + D∇2 u.
(3)
∂t
The solution of the linearized system (3) can be written down quite explicitly. Let kν2
denote the eigenvalues of the operator −∇2 on Ω, indexed by ν = 0, 1, 2, . . .. (These
eigenvalues depend on the chosen boundary conditions; note that the corresponding
eigenspaces can be of course of dimension 2 or higher.) The solutions of (3) are linear
combinations of the form
X
u(t, x) =
cν eµν t Wν (x) · vν ,
(4)
ν

where µν = µ(kν2 ) is an eigenvalue of A − kν2 D with eigenvector vν , and the function
Wν (x) lies in the eigenspace of kν2 . The constants cν are determined by a Fourier
expansion of the initial conditions in terms of the modes Wν (x) · vν . The constant µν
is the eigenvalue which determines temporal growth. If the real part of µν is positive,
then the corresponding mode Wν (x) · vν will be subject to exponential growth in the
linearized equations, and so a spatial pattern corresponding to the mode Wν (x) · vν will
form. A necessary condition for the mode Wν (x)·vν to be subject to exponential growth
is that the matrix A − kν2 D has an eigenvalue with positive real part. Let us denote by
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µmax (k 2 ) the largest eigenvalue of the matrix A − k 2 D. For certain configurations of the
parameters, there is some interval Kmax > k 2 > Kmin where µmax (k 2 ) > 0, and so a
mode (m, n) will be subject to exponential growth if kν2 falls into this interval.
Far from the equilibrium, nonlinear effects in the full equation (2) will typically
slow down this growth and the chemical concentrations will form a steady state u(x)
which thus satisfies
(5)
0 = F(u(x)) + D∇2 u(x).
Typically, this steady state will resemble the eigenfunction Wνi∗ (x) which corresponds to
the eigenvalue kν2 with the maximum positive growth rate µν . If the interval [Kmax , Kmin ]
of resonant wave numbers is “small”, one can deal with the situation analytically using
bifurcation analysis. This is done for the cube [0, π]3 in [Alber et al., 2005]. In this case,
the “resemblance” to the eigenfunctions can be made more precise by noting that this
is the first order approximation of u(x) with respect to the bifurcation parameter. That
is, if we assume that the Turing bifurcation occurs for the wave number k∗2 , we may
write then
u(x) = εu · v∗ + O(ε2 ),
(6)
where u(x) lies in the eigenspace of the eigenvalue k∗2 , and ε is a small parameter, and
v∗ lies in the kernel of the matrix ∂F
(u0 ) − k∗2 D, evaluated at the parameter where the
∂u
Turing bifurcation occurs. (For more details see Section 4 below.)
If the interval [Kmax , Kmin ] is large, however, we are in the “far-from equilibrium”
range. In this case, the situation can sometimes be analyzed by singular perturbation
theory, which treats the case that the diffusion coefficient of the activator da tends to
zero. While the one-dimensional situation is well-understood, this is presently not the
case for dimensions 2 and higher. One known result is that for sufficiently small da , the
steady state must be unstable [Nishiura and Suzuki, 1998, Nishiura, 2002].
In the following, we aim to investigate the zero level sets of the steady state u(x)
defined by (5). We will work with a slightly simpler form.
In the following subsections, we consider a scalar function u ∈ C 2 (Ω), that satisfies
the equation
∇2 u(x) = −ϕ(u(x))
(x ∈ Ω ⊆ R3 ),
(7)
where ϕ : R → R is a function of class C 2 with ϕ(z) = 0 iff z = 0, and ϕ0 (0) 6= 0.
This assumption is relevant to the study of the Turing patterns u(x) defined by (5)
in two ways, namely either as a first order approximation close to the Turing bifurcation
in the general case, or as the exact solution for a certain class of reaction kinetics. More
precisely, we have the following two situations:
(i) Assume we are considering the situation close to the Turing bifurcation; suppose
the Turing bifurcation occurs for the wave number k∗2 . Choose ϕ(z) = k∗2 z, and let
u satisfy (7). Then by (6), u(x) ≈ εu(x)v∗ is a first order approximation.
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(ii) Consider a special class of reaction kinetics F, namely those that satisfy
F(z · e) = ϕ(z)De

for all z ∈ R,

(8)

where e ∈ Rm is a constant vector. (Note that this assumption restricts the function
F only on the line R · e ⊆ Rm . The condition ϕ(0) = 0 follows from the general
assumptions that F(0) = 0.)
Make the ansatz u(x) = u(x)e. Then (5) reduces to (7).
As an example for a case when the condition (8) is satisfied, consider reaction
kinetics of the form
F(u, v) = (A · (u, v) + P (u, v), B · (u, v) − P (u, v)),
where A, B ∈ R2 are constant vectors, and P is a polynomial of degree ≥ 2. (The
well-known Gray-Scott and Brusselator kinetics are of this type.) Suppose the
diffusion matrix is given by D = diag(d1 , d2 ), and let e = (1, −d1 /d2 ). If e·(A+B) =
0, then the condition (8) is satisfied with ϕ(z) = (zA · e + P (z, −zd1 /d2 ))/d1 .
Let us finally add an observation on the function ϕ in general. We could either
have ϕ0 (0) > 0 or ϕ0 (0) < 0. As we will see in the next section, these two cases are quite
different. The following lemma says that certain (very common) boundary conditions
force the case ϕ0 (0) > 0, which is thus the more important one.
Lemma 3.1. Let u be a function that satisfies (7). Suppose u ≡ 0 on the boundary ∂Ω,
∂u
or ∂N
≡ 0 on ∂Ω (where N is the normal to the boundary). Then we have ϕ0 (0) > 0.
Proof. If we assume the above boundary conditions, we get by Gauss’ Divergence
Theorem
Z
Z
Z
2
− uϕ(u)dx =
u∇ udx = − |∇u|2 dx
Ω

Ω

Ω

By the assumptions on ϕ in (7), z and ϕ(z) either have the same sign for any z ∈ R
(this is the case iff ϕ0 (0) > 0), or opposite signs (this is the case iff ϕ0 (0) < 0). By the
above equality, u and ϕ(u) have to have the same sign, and so ϕ0 (0) > 0.
3.2. Variational principles: Geometric formulation
As in the previous section, let u(x) be a function that satisfies (7). We denote the
equilibrium concentration level set of u by
S0 = {u ≡ 0} = {x ∈ Ω : u(x) = 0}.

(9)

The set S0 ∩ {x ∈ Ω : |∇u(x)| > 0} is a regular surface with normal
NS0 (x) =

∇u
|∇u|

(x ∈ S0 ).

(10)
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u > 0 ⇐⇒ ϕ(u) < 0 ⇐⇒ ∇2 u > 0
B

B+
NZǫ
S0 = {u = 0}
B−
B+
Zǫ
−NS0
u < 0 ⇐⇒ ϕ(u) > 0 ⇐⇒ ∇2 u < 0

Figure 1. Schematic cross section for the case ϕ0 (0) < 0. Pictured are the domain B,
the zero level surface S0 and a variation Zε .

In the following, we formulate two variational principle for the surface S0 . For this, we
have to formulate a concept of variation of S0 first. One problem here is that we have
to avoid critical points of u, i.e. points where ∇u = 0.
We let B ⊆ Ω be any open set homeomorphic to a ball with the following properties:
(i) |∇u| > 0 on the closure B
(ii) B \ S0 has exactly two components
(iii) ∂B ∩ S0 is a piecewise C 1 curve homeomorphic to the boundary of the unit disk in
R2
Let D ⊆ R2 be a domain, and let
X : D → B ⊆ Ω ⊆ R3
be a regular parameterization of the zero level set S0 ∩ B.
In the following, we consider families of surfaces of the form
Z : D × (−ε0 , ε0 ) → R3

(ε0 > 0)

such that Z(·, ε = 0) = X, and Z(·, ε) = S0 ∩ ∂B on the boundary ∂B. We will also
write Zε for the surface Z(·, ε).
For each ε, the surface Zε ∪ X is the boundary of two collections of domains B+
and B− , where B+ ⊆ B ∩ {u > 0} and B− ⊆ B ∩ {u < 0}. (See Figure 1.) We choose
the orientation of the normal NZε such that the collection NZε ∪ (−NS0 ) is a normal
field for the boundaries of B+ and B− . (The normal NZε thus points inwards for B−
and outwards for B+ .)
With these preparations, we can now formulate the following two variational
principles:
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Theorem 3.2. (i) Consider the functional
Z
∇u · NZε dS,

Zε 7→ G1 (Zε ) =
Zε

defined for all surfaces Zε with normal NZε as constructed in the preceding
paragraph.
Then the zero level surface X = S0 ∩ B minimizes G1 if ϕ0 (0) < 0. The surface X
maximizes G1 if ϕ0 (0) > 0.
(ii) Consider the functional
Z
Zε 7→ G2 (Zε ) =

|∇u| dS.
Zε

We restrict ourselves to surfaces Zε constructed as in the preceding paragraph such
that the projection of Zε to X along the normals NX = NS0 is 1 − 1.
Then X = S0 ∩ B is a critical point of G2 , i.e., for any such family Zε , we have
∂
∂ε

G2 (Zε ) = 0.

(11)

ε=0

Moreover, if ϕ0 (0) < 0, then X minimizes G2 .
Proof. (i) The proof is an application of Gauss’ Divergence Theorem. We will show this
for the case ϕ0 (0) < 0 only. The case ϕ0 (0) > 0 can be treated analogously with only
very slight modifications.
Since z = 0 is the only root of ϕ(z), the assumption ϕ0 (0) < 0 implies that ϕ(z) > 0
iff z < 0 and ϕ(z) < 0 iff z > 0. Using (7), one sees that thus ∇2 u > 0 iff u > 0. Recall
the definitions of the domains B+ ⊆ B ∩ {u > 0} and B− ⊆ B ∩ {u < 0} on page 10.
(The stuation is illustrated in Figure 1.) Using the divergence theorem, we have
Z
Z
Z
Z
2
0≤
∇ u dx =
∇u · N∂B+ dS =
∇u · NZε dS −
∇u · NS0 dS.
B+

∂B+ ∩Zε

∂B+

∂B+ ∩S0

(12)
Likewise, we get
Z
Z
2
0≥
∇ u dx =
B−

Z
∇u · N∂B− dS = −

∇u · NZε dS +
∂B− ∩Zε

∂B−

Z
∇u · NS0 dS.
∂B− ∩S0

(13)
Subtracting (13) from (12) yields
Z
Z
0≤
∇u · NZε dS −
Zε

∇u · NS0 dS = G1 (Zε ) − G1 (X),

B∩S0

where we note that of course B ∩ S0 = X. Note that equality holds above if and only if
Zε = X. This establishes the claim.
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(ii) We first prove the second claim that X minimizes A2 if ϕ0 (0) < 0. This follows
almost immediately from (i). Indeed, we have for any surface Zε ,
Z
Z
Z
Z
G2 (X) =
|∇u| dS =
∇u · NS0 dS = G1 (X) ≤ G1 (Zε ) =
∇u · NZε dS ≤
|∇u| dS = G2 (Zε ),
X

X

Zε

Zε

where again we have equality if and only if Zε = X.
For the case ϕ0 (0) > 0, the above idea doesn’t work, and so we prove the weaker
statement (11).
To avoid excessive subscripts, let in the following N = NS0 denote the normal of
S0 as defined in (10). By our assumptions, there is a function h(r, s) such that
Zε (r, s) = X(r, s) + ε h(r, s)N(r, s) + O(ε2 ).
One computes that the surface area element of Zε is given by
|(Zε )r × (Zε )s | = (1 + 2ε h H) |Xr × Xs | + O(ε2 ).
Here H is the mean curvature of X, and we have used the well-known formula
Xr × Ns + Nr × Xs = 2H (Xr × Xs ).
One also computes the following expansion:
|∇u(Zε )| = |∇u(X)| + εh

1
Hess u(X)[N, ∇u(X)] + O(ε2 )
|∇u(X)|

= |∇u(X)| − 2ε h H |∇u(X)| + O(ε2 ).
Here we used the formula (1) for the mean curvature of the level set X = S0 ∩ B; note
that ∇2 u = 0 on X by (7).
With these expansions, we can now compute the first variation of G2 as follows:
Z
G2 (Zε ) =
|∇u(Zε (r, s))| |(Zε )r × (Zε )s | dr ds
ZD
= (|∇u(X)| − 2ε h H |∇u(X)|) (1 + 2ε h H) |Xr × Xs |) dr ds + O(ε2 )
ZD
=
|∇u(X)| |Xr × Xs | dr ds + O(ε2 ) = G2 (X) + O(ε2 ).
D

This proves (11).
The result of the first part of Theorem 3.2 can be summarized by saying that if
we seek a surface through which the diffusive flux of u is minimal (for ϕ0 (0) < 0), or
maximal (for ϕ0 (0) > 0), then the solution is just the equilibrium concentration surface.
Likewise, the result for the case ϕ0 (0) < 0 in part (i) says that if we seek to
R
minimize the integral G2 (S) = S |∇u| dS over a surface S, then again, the equilibrium
concentration surface is our solution. In the (more important) case ϕ0 (0) > 0, it is
not completely clear whether the level surface is a minimum or saddle point for the
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functional A2 , although we strongly expect it to be a saddle point in light of the result
of Theorem 3.2(ii).
The extremality of the functional A2 gives an intuitive argument why the
equilibrium concentration surface S0 can be “close” to an area minimizing surface:
R
Indeed, if we try to minimize the integral S |∇u| dS, a good guess would be a surface
whose area is as small as possible, in particular if the gradients ∇u do not vary much
over the region we are considering. This argumentation can be made quantitative as
follows: Suppose we consider a minimal surface Sm and (a part of) the zero level
set S0 that span the same closed curve γ, and such that Area(Sm ) < Area(S0 ), but
R
R
|∇u| dS > S0 |∇u| dS. Then it is not hard to see that we get the following upper
Sm
bound for the area difference of S0 and Sm relative to the area of Sm :
minS0 |∇u|
Area(S0 ) − Area(Sm )
≤1−
.
Area(S0 )
maxSm |∇u|
Clearly, in the case that the modulus of the gradient |∇u| is close to constant, one expects
a good fit between the minimal surface and the equilibrium concentration surface then.
3.3. Variational principles: Chemical formulation
In the previous subsection, we kept the chemical concentration u(x) fixed. We showed
that in order to maximize (for ϕ0 (0) > 0) or to minimize (for ϕ0 (0) < 0) the gradient
flux through a surface S, we should choose the zero level surface S0 . Since we considered
variations of this surface, this is a “geometric” result.
In this subsection, we give a “chemical” variational principles, which is essentially
a variation of the previous result. Namely, we now consider variations of the chemical
concentration u. As before, let u be a function satisfying (7), and let S0 be its zero level
surface. In the following, we prove the analogous statement to Theorem 3.2.
To define variations of u, let B ⊆ Ω be an open set as in section 3.2; recall that
the main property of B is that we have |∇u| > 0 on B. In the following, we consider
variations of u of the form
wε (x) = u(x) + ε η(x)

(x ∈ B, ε ∈ R),

(14)

where η(x) is a C 2 −function with compact support in the open set B, and with the
additional orthogonality condition that
∇η · ∇u = 0 on S0 ∩ B.
Theorem 3.3. Consider the functional C defined via
Z
wε = u + ε η 7→ C(wε ) =
|∇wε | dS,

(15)

(16)

Sε

where η(x) is a function satisfying (15) as defined in the preceding paragraph, and
Sε = {x ∈ B : wε (x) = 0} is the zero level surface of the function wε .
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Then C(wε ) is well-defined for small enough |ε|, and u is a critical point of C. That
is, we have
∂
C(wε ) = 0.
(17)
∂ε ε=0
Proof. Clearly, as |∇u| > 0 on B, we have |∇wε | > 0 on B if |ε| is small enough, and so
Sε is a regular surface then. Thus the integral (16) is well-defined if |ε| is small enough.
We next show that for small enough |ε|, there is a real function k(ε, x) defined for
x ∈ S0 ∩ B, such that the map
ψε : S0 ∩ B → Sε = {x ∈ B : wε (x) = 0},

x 7→ x + k(ε, x) NS0 (x)

is a bijection. (I.e., the projection Sε → S0 along the normals NS0 is 1 − 1. In the
following, we will write N for NS0 to avoid excessive subscripts.)
In order to construct the function k(ε, x), let x0 ∈ Sε . Then for |ε| small
enough, there is a unique point x ∈ S0 and a unique number k(ε, x) such that
x0 = x + k(ε, x) N(x). This defines implicitly for all small enough |ε| an assignment
x 7→ k(ε, x), defined for all x ∈ S0 . Note that this assignment x 7→ k(ε, x) may a priori
be a multi map, i.e., the same x can correspond to several numbers k(ε, x) for fixed ε.
In order to prove that the map ψε is bijective, we just need to show that the assignment
x 7→ k(ε, x) defines a function on S0 ∩ B for sufficiently small ε (i.e., that every x has a
unique image k(ε, x)).
In order to do so, note first that
∂
∂λ

(u + ε η)(x + λ N(x)) = |∇u(x)| > 0.
λ=0

(Here we used the condition ∇η · ∇u = 0.) So if we choose ε0 > 0 small enough, we can
find a δ > 0 such that
∂
(u + ε η)(x + λ N(x)) > 0 for all |λ| < δ, |ε| < ε0 .
∂λ
It follows immediately that the equation (u + ε η)(x + λ N(x)) = 0 has at most one
solution in λ for |λ| < δ, |ε| < ε0 . This solution is of course given by λ = k(ε, x), by
definition of k(ε, x). One infers that for small enough |ε|, every x ∈ S0 ∩ B has a unique
image k(ε, x). This proves that the map ψε is indeed a bijection.
To find the first order approximation of k(ε, x) in ε, we compute
0=

∂
∂ε

(u + ε η)(x + k(ε, x)N) = η(x) + |∇u|
ε=0

∂
∂ε

k(ε, x),
ε=0

η(x)
and so k(ε, x) = −ε |∇u(x)|
+ O(ε2 ).
So if X(r, s) is a regular parameterization of S0 ∩ B as in Section 3.2, then

Zε (r, s) = X(r, s) + k(ε, X(r, s)) N(r, s) = X − ε

η(X)
N + O(ε2 )
|∇u(X)|
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is a parameterization of the surface Sε = {wε ≡ 0}.
The rest of the proof is carried out a lot like the corresponding part (ii) in
η(x)
. (See page 12.) The surface element of Sε is
Theorem 3.2 with h(x) = −ε |∇u(x)|
|(Zε )r × (Zε )s | = (1 − 2ε

η(x)
H) |Xr × Xs | + O(ε2 ).
|∇u(x)|

Furthermore, one computes
|∇wε (Zε )| = |∇(u + ε η)(X − ε

η
N + O(ε2 ))| = |∇u(X)| + 2ε ηH + O(ε2 ).
|∇u|

Here we used again the fact that ∇η · ∇u = 0 on S0 ∩ B, and the formula (1) for the
mean curvature of the level set S0 ∩ B.
With these expansions, we can now compute the first variation of C as follows:
Z
C(wε ) =
|∇wε (Zε (r, s))| |(Zε )r × (Zε )s | dr ds
D
Z
|∇u(X)| |Xr × Xs | dr ds + O(ε2 ) = C(u) + O(ε2 ).
=
D

This proves (17).
There is again an interesting thermodynamic interpretation of the statement of
Theorem 3.3. Recall that in a Turing pattern, the reaction kinetics and diffusion balance
each other to produce patterns. If we were able to “turn off” the reaction kinetics, the
system would of course equilibrate to the equilibrium concentration 0 under the influence
of diffusion alone. If a chemical distribution is given by the function w(x), x ∈ Ω, then
R
the larger the diffusive flux S ∇w · N dS through a surface S, the faster we reach the
equilibrium. The zero level surface {w ≡ 0} is of course the interface between the
regions of “low” and “high” concentration, and the diffusive flux through it is given by
R
R
∇w · N dS = {w≡0} |∇w|dS So the variational principle in Theorem 3.3 states,
{w≡0}
loosely speaking, that the regions of “low” and “high” concentration in Turing patterns
are situated in such a way that the diffusive flux from high to low is at a critical value
with respect to local variations of the chemical concentration.
4. Patterns close to the Turing Bifurcation in a Box
In this section, we briefly investigate the equilibrium concentration surfaces of patterns
close to the Turing bifurcation. Recall the discussion of the emergence of Turing
patterns in section 3.1. In this section, we are interested in patterns close to the Turing
bifurcation. For this, consider the reaction-diffusion system
∂u
= F(u, λ) + D∇2 u
∂t

(18)

as in (2), where now the reaction kinetics F depend on the bifurcation parameter λ.
A Turing bifurcation occurs at λ = λ0 if the constant steady state u = 0 becomes
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(0, λ) − k 2 D has only
unstable; i.e. if there is a wave number k02 such that the matrix ∂F
∂u
negative eigenvalues for λ < λ0 and all k 2 ≥ 0, but ∂F
(0, λ = λ0 ) − k02 D has a a zero
∂u
eigenvalue.
In this case, one may introduce a small parameter ε and write the bifurcating branch
u and the corresponding bifurcation parameter as
uε (x) = ε u1 (x)v0 + ε2 u2 (x) + · · ·
λε = λ0 + ελ1 + · · · .
Here u1 (x) is a solution of the eigenvalue equation ∇2 u1 = −k02 u1 with appropriate
boundary conditions, and v0 is a zero eigenvector of the matrix ∂F
(0, λ = λ0 ) − k02 D.
∂u
This standard perturbative technique is carried out e.g. in [Alber et al., 2005], where
the stability of 3D Turing patterns with symmetry is investigated.
Consider the special case that the domain Ω is a parallelepiped, Ω = [0, L1 ]×[0, L2 ]×
[0, L3 ]. We impose no-flux (Neumann) conditions on the boundary, i.e. ∂u/∂N = 0 on
∂Ω, where N is the normal. Then the solutions of the equation ∇2 u1 = −k02 u1 are linear
combinations of functions of the form






`2 π
`3 π
`1 π
w`1 ,`2 ,`3 (x, y, z) = cos
x cos
y cos
z ,
(19)
L1
L2
L3
where `1 , `2 , `3 = 0, 1, 2, . . . are such that
2 
2 
2

`2 π
`3 π
`1 π
+
+
= k02 .
L1
L2
L3
“Generically”, two of the `’s are zero, say `2 = `3 = 0 and the corresponding pattern
is simply the “sheet” or “lamallae” pattern cos (π`1 x/L1 ) . If the domain has certain
symmetries (more precisely, if the length ratios are rational numbers), there can be
other solutions, and in this case, we have several linearly independent functions (19).
In this case, the patterns can be more complex.
In the following two subsections, we give two examples for such patterns and
show how the equilibrium concentration surfaces of the first order approximation u1 (x)
resembles certain minimal surfaces.
4.1. Turing bifurcation in the cube: Nodules versus Lamallae
In this subsection, we follow here the study in [Alber et al., 2005], where the domain is
the cube Ω = [0, π]×[0, π]×[0, π] with no-flux boundary conditions, and the wavenumber
at which bifurcation occurs is normed to k02 = 1. Thus the first order approximations
of Turing patterns are given by
u1 (x) = s1 cos x + s2 cos y + s3 cos z,

(20)

where s1 , s2 , s3 are real parameters. In [Alber et al., 2005], it was shown that there are
only three possible cases (up to permutations of x, y, z):
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Figure 2. Zero level surfaces of the functions (i) cos x, (ii) cos x + cos y, and (iii)
cos x + cos y + cos z (from left to right) in the cube [0, 2π]3 . In the third picture, a
fundamental domain F0 bounded by straight line segments is shown. The whole surface
can be obtained from reflections of this piece.

(i) s1 6= 0; s2 = s3 = 0
(ii) |s1 | = |s2 | =
6 0; s3 = 0
(iii) |s1 | = |s2 | = |s3 | =
6 0

(a “sheet” or “lamallae”)
(a “cylinder”)
(a “nodule”)

Here we have indicated the shapes of the corresponding patterns. Using bifurcation
analysis at a multiple eigenvalue, it was shown that under certain conditions, the cases
(i) and (iii) can be linearly stable, but not at the same time. The case (ii) cannot be
stable for any set of parameters.
Figure 2 shows plots of the equilibrium surfaces for the function cos x, cos x + cos y
and cos x + cos y + cos z in the cube [0, 2π]3 . In the first two cases, these surfaces are
simply planes (in the neighborhoods of regular points), and thus in particular locally
minimal surfaces.
The interseting case is the case cos x + cos y + cos z. The equilibrium concentration
has a striking resemblance to Schwarz’ P-surface, a triply periodic minimal surface first
discovered by R.A. Schwarz in the 1880s. This resemblance has been noted before in
a different context in [Lambert et al., 1996]. There, the function cos x + cos y + cos z
shows up as the lowest Fourier term of the potential of a collection of point charges
whose arrangement in R3 has the same symmetries as the P-surface. The surface is
taken as an approximation of the interface between two domains of a block copolymer.
(See the discussion at the end of section 2.2.)
Periodic surfaces resembling the Schwarz P-surface have been reported in cell
membranes of a strain of streptomyces, bacteria which resemble fungi in their branching
filamentous structure. We hope that our results can be used for the study of three
dimensional biological structures, for example biological membranes [Meyer et al., 1990],
or skeletal patterns in Echinoidea, where periodic surfaces resembling for instance the
Schwarz P-surface have been reported [Pawson and Donnay, 1969, Nissen, 1969].
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π/2

0
2π

z
3π/2
3π

π/2
π
x
3π/2
π/2
y
0

0
− 0.05
− 0.1
H
− 0.15
− 0.2

π/2

x

π
3π/2

Figure 3. The fundamental surface element from Figure 2 and a plot of its mean
curvature as a function of the projection of the surface to the xy−plane.

The surface can be obtained by reflections of a fundamental surface element F0
shown in Figure 2. This surface element is spanned by a skew polygon, i.e. the sides
are straight lines. We used K. Brakke’s Surface Evolver (see [Brakke, 1992]) to compute
the surface area of the minimal surface Fmin spanned by this polytope. The difference
is given by
Area(F0 ) − Area(Fmin )
≈ 0.0028,
Area(Fmin )
an amazingly close fit. One computes that the mean curvature at a point (x, y, z) is
given by
3
cos x cos y cos z
H=
.
2 (3 − cos2 x − cos2 y − cos2 z)3/2
Figure 3 shows a plot of the fundamental surface element from Figure 2, along with a
plot of its mean curvature. The fact that the mean curvature is close to zero everywhere
reflects the good fit to the minimal surface.
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4.2. Other examples
The previous subsection treated the case k02 = 1 on the cube [0, π]3 with no-flux boundary
conditions exhaustively, in the sense that we considered all possible bifurcating Turing
patterns close to the equilibrium that can arise in this case. In the present subsection,
we merely wish to report briefly and without any pretense of depth on an interesting
find for more general cases.
Plotting linear combinations of the form (19) for a fixed wave number k 2 suggests
that many of these patterns resemble minimal surfaces, especially when the coefficients
of the functions (19) have the same modulus, although they often have singular points
(i.e., “corners” and self-intersections). An example is plotted in Figure 4 for the function
√
u1 (x, y, z) = cos(x) cos(y) + cos( 2 z);
so k 2 = 2. Again, this surface can be constructed from rotations and translations of a
fundamental surface element F1 , also pictured in Figure 4. Note that the surface is not
regular everywhere, but has a number of “corners”. We computed the surface area of
the minimal surface that spans the same polytope as the fundamental surface element
F1 using Brakke’s Evolver. Here the difference is
Area(F1 ) − Area(Fmin )
≈ 0.0130.
Area(Fmin )
This is of course merely an example, and we hope to return to a more thorough
investigation in a future publication.
5. An analytic explanation for the appearance of Scherk’s surface
In the very interesting paper [De Wit et al., 1997], the authors reported on numerical
results of Turing structures in the Brusselator reaction-diffusion model. They observed
that with the “right” initial conditions, a structure emerged whose equilibrium level
surface closely resembled Scherk’s surface, a well-known minimal surface. (See Figure 5.)
This was verified numerically recently in [Leppänen et al., 2004]. [De Wit et al., 1997]
gives a heuristic explanation why certain types of initial conditions should lead to a
Scherk-like steady state structure, by making the analogy to the bending of lamellar
structures.
The purpose of this section is to give a dynamical explanation of the emergence
of “Scherk-like” structures for a certain class of initial conditions by means of linear
stability analysis and Fourier analysis. For this, we consider a box
Ω = [0, 2π]2 × [−απ, απ],

(21)

where α ≥ 1 is some constant. Our results indicate that the appearance of Scherklike structures can best be observed if the height of the box is roughly equal to the
wavelength of the Turing-lamallae. This condition was satisfied in De Wit et al. ’s
numerical example (see [De Wit et al., 1997]).
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π

2π/√ 2

0

π/√ 2
0
π

√
Figure 4. Zero√level surfaces of the function cos x cos y + cos( 2 z) in the rectangle
[0, 2π]2 × [0, 2π/ 2] (left) and its fundamental surface element.

y

z

x

Figure 5. Scherk’s first surface, implicitly given by ez cos x = − cos y.

Isoconcentration surfaces of Turing patterns

21

The (first) Scherk surface is given implicitly by the equation ez cos x = − cos y.†
(See Figure 5.)
It provides a minimal surface “interpolation” between lamellae
perpendicular to the y−axis (for z → −∞) to lamellae perpendicular to the x−axis
(for z → +∞). Since both these lamellar structures are possible Turing patterns in the
cube by Section 4.1, it is maybe not surprising that with the “right” initial conditions,
one gets a Turing pattern which interpolates between the two in the above sense, but
what is surely interesting is that this interpolation seems to appear naturally by means
of a minimal-surface-like structure. Note that the corresponding pattern is a far-fromequilibrium effect in the sense that it cannot be obtained via the bifurcation analysis of
Section 4.1; indeed, it cannot be written as a linear combination of the functions (19).
For our set-up, recall the discussion in Section 3.1. We consider the reactiondiffusion equation (2) with no-flux boundary conditions on the parallelepiped Ω defined
(0) the Jacobian of the reaction kinetics at
as above in (21). We denote again by A = ∂F
∂u
the equilibrium 0. An eigenmode with wave vector k (and corresponding wave number
|k|2 = k 2 ) is subject to exponential growth in the linearized equation (3) if the dispersion
relation
(A − k 2 D)v(k 2 ) = µ(k 2 ) v(k 2 )
(22)
is satisfied for some eigenvector v(k) with positive eigenvalue µ(k 2 ). Suppose that the
2
maximum positive eigenvalue µ+
0 > 0 appears at k = 1, and that the other eigenvalue
of the matrix A − D is negative. We denote this negative eigenvalue by µ−
0 . Assume we
have expansions
2
2
2
3
µ+ (k 2 ) = µ+
0 − (k − 1) µ̄ + O((k − 1) )
2
µ− (k 2 ) = µ−
0 + O((k − 1))

(µ+
0 , µ̄ > 0)

(µ−
0 < 0)

v+ (k 2 ) = v0+ + (k 2 − 1)v1+ + O((k 2 − 1)2 ),
where v+ (k 2 ) is the eigenvector for the eigenvalue branch µ+ (k 2 ).
Suppose we now set up the initial conditions such that we connect lamellar
structures perpendicular to the y−axis for z ≈ −απ to lamellar structures perpendicular
to the x−axis for z ≈ +απ. For these initial conditions, we thus make the ansatz
δ
u0 (x) = u(x, y, z, t = 0) = (cos x + cos y + ψ(z) (cos x − cos y))v0+ ,
2

(23)

where δ << 1 is a “small” constant, and ψ(z) is a montone increasing odd function with
ψ(−απ) = −1, ψ(+απ) = +1, ψ 0 (−απ) = ψ 0 (+απ) = 0.
Remark 5.1. Consider the choice ψ(z) = (exp z−1)/(exp z+1). (This function satisfies
the boundary conditions strictly speaking of course only in the limit α → ∞.) Then
the zero level set of the initial concentration u0 is given implicitly via ez cos x = − cos y,
and so this is Scherk’s surface.
† Introducing the shift y 0 = y−π, one recovers the more common form ez cos x = cos y 0 of this equation.
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Let ψ̂(`) be the `th Fourier coefficient of ψ with respect to the basis sin((2` +
1)z/(2α)) (` = 0, 1, . . .), i.e.


Z +απ
1
(2` + 1)z
dz,
` = 0, 1, . . .
ψ̂(`) =
ψ(z) sin
απ −απ
2α
R +απ
1
Note that the first coefficient satisfies 0 ≤ ψ̂(0) ≤ απ
sin (z/2α) dz = 4/π. The
−απ
case ψ̂(1) = 4/π is attained for the discontinuous choice ψ(z) = z/|z|.
The solution of the linearized version of the reaction-diffusion equation (18) with
initial condition (23) is given by the expansion (4). In our case, this reads
+
δ
u(x, t) = (cos x + cos y)eµ0 t v0+
2
∞
X
δ
4
4
µ+
t
0
+ (cos x − cos y)e
ψ̂(`)e−ε (2`+1) µ̄t sin (ε(2` + 1)z) (v0+ + O(ε2 ))
2
`=0
−

+ eµ0 t G(x, t).
−

Here we wrote ε = 1/2α ≤ 1/2, and the remainder eµ0 t G(x, t) denotes a term which
+
decays exponentially with time. Because of the factor eµ0 t , we will see the emergence
of patterns. If there were no nonlinear terms in (18), the term (cos x + cos y)v0+ would
dominate this pattern in the limit t → ∞. The relative decays of the second and third
4
4
terms are given by the factors ε−ε µ̄t and ε−81ε µ̄t , respectively. So for shorter times t,
the relative decay of the second term is typically still relatively small, whereas decay of
the third and higher terms is much faster, so that it is reasonable to approximate the
emerging pattern as
(cos x + cos y)v0+ + (cos x − cos y)ψ̂(0) sin(εz)(1 − ε4 µ̄t)(v0+ + O(ε2 )).
So the zero level sets are given implicitly via the equation
1 + f (ε)ψ̂(0) sin(εz)
1 − f (ε)ψ̂(0) sin(εz)

cos x = − cos y,

where f (ε) = 1 + O(ε2 ). We compare this level surface with the Scherk surface
ez cos x = − cos y. If z >> 0, we need to have cos x ≈ 0, and if z << 0, we need
to have cos y ≈ 0 in both cases. The interesting region is thus z ≈ 0. We develop the
difference of the z−dependent functions into a Taylor series at z = 0 to get
1 + f (ε)ψ̂(0) sin(εz)

1
1 1
−ez = (−1+2εF )z− (1−(2εF )2 )z 2 −( + ε3 F −2(εF )3 )z 3 +O(z 4 ),
2
6 3
1 − f (ε)ψ̂(0) sin(εz)
where F = F (ε) = f (ε)ψ̂(0). The above fit is clearly best if 2εF = 1; it is then of the
1
form − 12
(1 − 1/2F 2 )z 3 + O(z 4 ). Recall that 0 ≤ ψ̂(0) ≤ 4/π, where the maximum is
attained for ψ(z) = z/|z|. If the derivative ψ 0 (0) is sufficiently steep, we get ψ̂(0) ≈ 1.
Noting that ε = 1/2α, we get best fit of the zero level surface to Scherk’s surface for
α ≈ 1.

Isoconcentration surfaces of Turing patterns

23

(This is to be taken as a rough estimate because our previous argumentation relied of
course on ε = 1/2α being “small”.) Nevertheless the argumentation gives a clear idea
that the fit to Scherk’s surface ought to be best if the width of the box is approximately
equal to the wavelength of the Turing pattern.
Of course it is not possible with linear analysis to show rigorously that a “Scherklike” structure is a possible Turing pattern in this situation, but the above argument
supports the existence of the numerically obtained results in [De Wit et al., 1997] and
[Leppänen et al., 2004]. It would be interesting to get a rigorous construction of this
pattern.
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