We consider univariate regression estimation from an individual (non-random) sequence (x 1 , y 1 ), (x 2 , y 2 ), . . . ∈ IR×IR, which is stable in the sense that for each interval A ⊆ IR, (i) the limiting relative frequency of A under x 1 , x 2 , . . . is governed by an unknown probability distribution µ, and (ii) the limiting average of those y i with x i ∈ A is governed by an unknown regression function m(·).
Introduction
Individual numerical sequences (binary and real-valued) have played an important role in the theory of data compression and computational complexity. The theory of lossless data compression developed by Ziv and Lempel [12] , Ziv [24] , and the complexity theory of Kolmogorov [8, 9] and Chaitin [3] are both formulated within a purely deterministic framework that is built around individual sequences. Subsequent work in these areas has considered useful notions of randomness, compressibility, and predictability. More recently, individual sequences have been studied in the context of statistical learning theory. In spite of the above research, there has been little consideration of individual sequences in the context of classical statistical estimation.
It is common in statistics to treat data, for the purposes of analysis, as a sequence of (typically independent) identically distributed random variables. This stochastic point of view collapses when one is faced with a particular collection of data, which is a fixed sequence of numbers or vectors from which we hope to learn something about the state of nature.
It is natural then to (re)formulate some classical statistical problems in terms of individual sequences. We concern ourselves here with the important problem of regression estimation. In the common statistical setting one is given n independent replicates (X 1 , Y 1 ), . . . , (X n , Y n ) of a jointly distributed pair (X, Y ) ∈ IR × IR, and asked to find an estimate of the regression function m(x) = E[Y |X = x]. Justification for estimation of m(x) comes from the fact that it minimizes E(h(X) − Y ) 2 over all functions h(·) of X. Thus m(·) is the least squares estimate of Y given X.
In this paper we present and analyze a simple regression estimation procedure that is applicable in a purely deterministic setting. By applying our estimates to individual sample paths, we easily establish their almost-sure consistency for ergodic processes having suitable one-dimensional distributions (the dependence structure of the process is unimportant). The approach and results of this paper are motivated by, and closely related to, recent results of [17] on density estimation from individual sequences.
For independent and weakly dependent stochastic data, a variety of estimation schemes have been proposed, including procedures based on histograms, kernels, neu-ral networks, orthogonal series, wavelets, and nearest neighbors. For a description of some of these methods see, for example, Györfi, Härdle, Sarda, and Vieu [6] , Roussas [20] , Devroye, Krzyzak [5] and the references therein. Kulkarni and Posner [11] studied nearest neighbor regression estimates in the case where x 1 , x 2 , . . . are deterministic, but Y 1 , Y 2 , . . . are random and conditionally independent given the x i 's.
Yakowitz et al. [23] considered a family of truncated histogram regression estimates for processes with vector-valued covariates. For each constant L > 0 they exhibit a sequence of estimates that is almost surely pointwise consistent for every ergodic process {(X i , Y i )} whose regression function satisfies a Lipschitz condition of the form
In practice, the constant L is known and fixed in advance of the data. Related work has been done in the area of nonparametric forecasting for a stationary process X i . Cover [4] posed some natural questions which have been addressed by Bailey [2] , Ryabko [21] , and Ornstein [18] , and more recently by Algoet [1] , Morvai, Yakowitz, Györfi [15] and Morvai, Yakowitz, Algoet [14] . Nobel [16] has shown that no regression procedure is consistent for every bivariate ergodic process, even if one assumes that X i is bounded and Y i is binary valued. A similar negative result for individual sequences is established in Theorem 2 below.
In order to study regression estimation in a deterministic setting one must first specify how an individual sequence (x 1 , y 1 ), (x 2 , y 2 ), . . . can contain information about a regression function. In the present paper, following [17] , it is required that suitable averages over the sequence are convergent or 'stable'. The deterministic setting of this paper is also in line with other recent work on individual sequences in information theory, statistics, and learning theory (cf. [24, 13, 7] ). The principal contribution of the paper is to show how one may extract asymptotic information from the sequence in the absence of probabilistic inequalities, mixing conditions, rates of convergence, and so on. The deterministic setting is described in Section 2 and the principal results of the paper are stated in Section 3. Proofs of the principal results are given in Sections 4 and 5.
The Deterministic Setting
Let µ be a probability distribution on (IR, B), and let m : IR → IR be a function satisfying |m(x)|µ(dx) < ∞. Let x = (x 1 , x 2 , . . .) and y = (y 1 , y 2 , . . .) be infinite sequences of real numbers. For each interval A ⊆ IR define the signed measure
For each n ≥ 1 define the relative frequencŷ
I{x i ∈ A} , and the joint sample averageν
The sequence x will be said to have limiting distribution µ(·) if
and the pair (x, y) will be said to have limiting regression m(·) if
(Note that the second condition is superfluous in each case if µ is non-atomic.) By minor modification of a standard proof of the Glivenko Cantelli Theorem (such as that in Pollard [19] ), one may show that if x has limiting distribution µ(·) then in
where A is the collection of all intervals of the form (a, b] and (−∞, b] with a, b ∈ IR.
An individual sequence (x, y) satisfying (1) and (2) 
Proof: Let E denote the invariant σ-algebra. By Birkoff's pointwise ergodic theorem (cf. Stout [22] Theorem 3.5.6 p. 176), for arbitrary Borel-measurable set A ⊂ IR with probability one,μ
If, in addition, {(X i , Y i )} is ergodic then E is the trivial σ-algebra and sô
The rest follows from the standard proof of the Glivenko Cantelli Theorem (cf. Pollard [19] ). 2 Remark 1. Note that for individual sequences,
Indeed, with x = (
Thus the limiting distribution µ should concentrate on the atom {0}, but µ n ({0}) = 0 for all n.
Statement of Principal Results
Recall that the total variation of a real-valued function h defined on an interval (a, b] is given by
where the supremum is taken over all finite ordered sequences a < t 0 < t 1 < · · · < t n−1 < t n = b . 
denote the unique cell of π k containing x ∈ IR. Note that π k+1 refines π k , and that for each x,
where len(A) denotes the length of an interval A.
Let m ∈ F (α) be arbitrary. Let µ denote an arbitrary probability distribution on IR. Fix two numerical sequences x and y such that (x, y) ∈ Ω(µ, m). For each k ≥ 1 we define a histogram regression estimate based on π k and adaptively chosen initial sequences of x and y. For each n ≥ 1,
where by convention 0/0 = 0. Note thatm k,n is piecewise constant on the cells of π k .
Let τ 0 = 1 and for each k ≥ 1 define
By Lemma 1, τ k is well defined and finite. Note that τ k → ∞. Define the estimatê
Note thatm k depends only on the pairs (
To create a fixed sample size version of the estimate for n ≥ 1 let
The L 2 (µ)-consistency of the estimates is established in the following theorem. 
In other words, the estimatesm n andm k are L 2 (µ)-consistent. 
with probability one.
Theorem 1 and Proposition 1 imply even more. We apply the same notations as in the proof of Proposition 1.
Corollary 2 Let α : IN → (0, ∞) be a known, non-decreasing function.
Let (X 1 , Y 1 ), (X 2 , Y 2 ), . . . ∈ IR × IR be a stationary process such that Y is bounded with probability one. Let m E :
that m E (·) ∈ F (α) with probability one. Then
The conditions in Theorem 1 cannot be significantly weakened. Proof: By definition τ 0 = 1. Hence we may assume k ≥ 1. Let f be any function
Note that f • π is piecewise constant on the cells of π.
For f non-decreasing it is immediate that
Kolmogorov and Fomin [10] ). It follows from the definition that f
and since u and v are non-decreasing, so are u • π k and v • π k . Therefore
as the variation of the sum is less than the sum of the variations. Now note that since
Thus τ k is well defined and finite. 2
Proof of Theorem 1: Fix a sequence (x, y) satisfying the conditions of the
It follows from the definition of τ k and the assumption that m(·) ∈ F (α) that
Let D/2 > 1 be a common bound for m(·) and the elements of y, so that |g k (x)| < D
for each x.
Let U = {u 1 , u 2 , . . .} be those numbers u for which µ({u}) > 0. Then U is either finite or countably infinite. Note that µ may be decomposed as a sum µ d + µ c , where µ d is a purely atomic measure supported on U, and µ c is non-atomic. Fix ǫ ∈ (0, 1).
Let T ≥ 1 be an integer such that
and let J ≥ 1 be so large that
where |U| denotes the cardinality of U. For k ≥ 1 define
Note that Θ(k) ≥ ∆(k) > 0 for each k and that Θ(k) is a non-increasing function of
Suppose that Θ * > 0. Then there is a sequence of intervals A k ∈ π k such that µ c (A k ) ≥ Θ * and clos(A k+1 ) ⊆ clos(A k ) for each k ≥ 1, where clos(A) denotes the closure of A. As len(A k ) → 0, ∩ k clos(A k ) is a singleton {x 0 }. Continuity of µ c implies that µ c ({x 0 }) ≥ Θ * > 0, which contradicts the fact that µ c is non-atomic. Therefore
Fix an atom u ∈ U. If r ≤ k then
As k tends to infinity, stability implies that
As r tends to infinity, continuity of the measures µ and ν implies that
From these relations we conclude that
By (3), (7) and (2) there exists
and
for every cell A ∈ π K with A ⊆ (−T, T ].
Fix k ≥ K ′ , and let A ∈ π K be such that µ(A) > 0 and A ⊆ (−T, T ]. Inequalities (8) and (10) imply that
and therefore
Consider those points
for which g k exceeds ǫ, and define
Assume without loss of generality that g k (x) > ǫ. By virtue of (11) there exists z ∈ A such that g k (z) ≤ ǫ/2, and therefore, |g k (x) − g k (z)| > ǫ/2 for some x, z ∈ A. Consequently
from which follows that
Consider now the L 2 (µ) error ofm k . From the definition of H k and inequalities (12) , (6), (5), (9), and (4) it follows that
Letting k → ∞ and ǫ → 0 shows that
convergence ofm n to m is immediate. There is no L 2 (λ) consistent regression estimation procedure for the family
This statement says that even for the countable class F 0 of regression functions there is no L 2 (λ) consistent estimation procedure. We briefly describe the main idea of the proof. Let Φ = {φ 1 , φ 2 , . . .} be any regression estimation procedure. If Φ fails to be consistent for some sequence (x, y) ∈ m∈F 1 Ω(λ, m) with x i ∈ [0, 1] and y i ∈ {0, 1}, there is nothing to prove. Assuming then that Φ is consistent for every such sequence, we construct a stable sequence (x * , y * ) such that φ n (· : (x * 1 , y * 1 ), . . . , (x * n , y * n )) fails to converge. The sequence (x * , y * ) has limiting distribution λ and limiting regression h 0 .
It is constructed by 'splicing' together longer and longer blocks of stable sequences
. When applied to the resulting sequence, the procedure Φ first produces estimates close to h 1 ; as the sample size is increased Φ produces estimates close to h 2 , then h 3 , and so on. As the h i 's fail to converge, so to do the estimates
Note that each h j is supported on [0, 1] and that |h j (x) − h k (x)| 2 λ(dx) = 0.5 whenever j = k, and j ≥ 1, k ≥ 1. Let
and for each finite sequence ( A minor modification of a standard proof of the Glivenko Cantelli Theorem (e.g.
using the bracketing approach found in Pollard [19] ) shows that
Suppose now that Φ = {φ 1 , φ 2 , . . .} is consistent for
2 ), . . .)
such that (x (k) , y (k) ) ∈ Ω(h k , λ) ∩ {(x, y) : x n ∈ (0, 1), y n ∈ {0, 1} for all n ≥ 1} and 
By (13), both l k andl k are finite. Consider the infinite sequence (x (1) , y (1) n , y
(1)
Therefore there is an integer n 1 ≥ max(l 2 ,l 2 ) and a corresponding initial segment (v (1) , w (1) ) = ((x
1 , y On the other hand, if 0 < r <l k+1 then (21) implies that II ≤ 2r n k + r ≤ 2r kr + r = 2 k + 1 .
These bounds ensure that, since A was an arbitrary interval, Finally, by (14) , for all t ∈ IR µ n ({t}) → λ({t}) = 0 andν n ({t}) → ν 0 ({t}) = 0. 2
