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Introduction
Let µ be a finite positive Borel measure supported on the interval [−1, 1] with infinitely many points at the support and let a k , k = 1, . . . , K, be real numbers such that |a k | ≤ 1.
For f and g in L 2 (µ) such that there exist the derivatives in a k , we can introduce the Sobolev-type inner product
where M k,i > 0 for i = 0, . . . , N k and k = 1, . . . , K. We assume µ({a k }) = 0, otherwise the corresponding M k,0 should be modified. Let ( B k ) ∞ k=0 be the sequence of orthonormal polynomials with respect to this inner product, B n , B k = δ n,k k, n = 0, 1, . . . We compare the polynomials B n with the polynomials (q n ) ∞ n=0 orthonormal with respect to w N (x)dµ(x) where w N (x) is a polynomial with zeros at the a k which will be defined later and deduce its relative asymptotics in terms of them. The technique used in this paper is a generalization of the one used for obtaining estimates of the Sobolev orthogonal polynomials in [2] and [3] . There F. Marcellán, B. Osilenker and I. A. Rocha studied the Fourier series for sequences of orthogonal polynomials with respect to the inner product The main results concerning asymptotic properties are given in Theorems 2.1, 2.2 and 2.3 of Section 2 as well as in Theorem 2.4 where we compare B n with p n , the polynomials orthonormal with respect to µ. In this last case, the conditions M k,i > 0 can be omitted and, as a consequence, the ratio and strong asymptotics of B n given in Theorem 2.1 also hold with the less restricted conditions M k,i ≥ 0.
In Section 3 we consider the pointwise convergence of the Fourier series with respect to (1) provided that µ is the Jacobi measure. We continue the work achieved in [2] and [3] and prove the pointwise convergence for the Fourier series of functions which satisfy some standard sufficient conditions as in the previous mentioned papers. Although the techniques there used are not valid when the mass points lie in [−1, 1] , following the same idea, they can be generalized and, apart from the estimates of B n which allow more precise results for the behaviour of the kernels, the same conclusions follow.
Asymptotics
From now on κ(Π) denotes the leading coefficient of any polynomial Π with real coefficients. Let N * k be the positive integer number defined by
be the sequence of orthonormal polynomials with respect to w N (x)dµ(x).
Moreover, A n,j are bounded and
Proof.
Since B n (x) = n j =0 α n,j q j (x) and
we have the first assertion with A n,j = α n,n−j . Furthermore,
and thus (A n,j ) are bounded. Also A n,0 =
as well as
and the Lemma holds# Let Λ be a sequence of nonnegative integers such that lim n∈Λ A n,j = A j for j = 0, . . . , N. When µ (x) > 0 a.e., since A 0 < ∞ and lim n→∞
2 N as it is well known (see [5] and [6] ), A N has to be greater than zero. Let
where, for each j, T j (x) is the Chebyshev polynomial of the first kind and degree j.
For a given k ∈ {1, 2, . . . , K}, let > 0 and i ∈ {1, 2, . . . ,
This function satisfies the condition max x∈ [−1,1] |w N (x)ψ 2 i, (x)| ≤ C for some constant C, and belongs to C([−1, 1]). As it is well known (see [5] and [6] ), since µ (x) > 0 a.e.,
From the Cauchy-Schwarz inequality,
and we get lim sup
When i = 1 we have
Thus the condition (2) holds if and only if Π N (a k ) = 0. If we suppose now Π
, with the same argument
Notice that when a k = 1 the definition of ψ i, must be modified in the obvious way.# Lemma 2.3 If µ (x) > 0 a.e., then
Proof.
and, as a consequence,
n (a k ) are bounded from the orthonormality condition; in fact, later on it will be proved that they tend to 0.
Let ψ i, (x) be the function given by
Using Lemma 2.2, write
= lim
are bounded and as a consequence of the Lebesgue dominated convergence Theorem. Moreover
n, < δ for > 0 small enough. On the other hand
and, since (x − a k ) i ψ i, (x) are bounded, there is a constant C such that 2 and it means that, for small enough, lim sup n→∞ I
(1) n, < δ. As a consequence, lim sup
is a basis of the space of polynomials of degree less than or equal to
is the Chebyshev polynomial of the first kind and degree N/2 up to a constant factor. If we compare the leading coefficients,
k /2 and the proof is complete#
uniformly on compact subsets of
where the branche of the square root is such that |ϕ
uniformly on compact subsets of C \ [−1, 1]. Here S wµ (x) and S µ (x) denote the Szegö functions of w N (x)µ (x) and µ (x) respectively. (see [9] Th 12.1.2 as well as the definition in page 276)
Item ii) follows from
dµ(x) = 0 for k + N < n and the formula i).
Items iii) and iv) are consequences of i) and the well-known ratio asymptotics of q n . So, we only need to prove i). From Lemma 2.1 and the ratio asymptotics of q n with µ (x) > 0 a.e., we get
In particular, this means that
To do it we need some auxiliary results.
Lemma 2.4
With the previous notation, if µ (x) > 0 a.e. we get
Besides, as it was proved, A N = A 0 , and for j = 1, . . . ,
and thus
2 in terms of the polynomials
, the statement of the Lemma follows#
Proof.
Let f be a continuous function in [−1, 1] . Writing the polynomials B n in terms of (q n ) ∞ n=0 as in Lemma 2.1, from the asymptotics of the polynomials q n we get
Denoting by ||f || = f, f 1/2 the Sobolev norm, for k = 1, . . . , K and i = 0, . . . , N k we have
and, in particular, B 
From the continuity of h * and Lemma 2.5,
where r( ) → 0 when tends to 0. Then
Now we can prove the weak convergence for the Sobolev orthonormal polynomials.
According to Lemma 2.5 it is sufficient to prove that
. . , K, and let ψ ,j 1 ,...,j K be the function defined by
from the Lebesgue dominated convergence Theorem. Moreover
n, < δ for > 0 small enough. On the other hand,
I
(1)
and, by Lemma 2.6, lim sup n→∞ I
(1) n, < δ for small enough. Then lim sup
is less than 2δ for δ > 0 and the proof is complete# Theorem 2.3 The polynomials B n satisfy the recurrence relation
Proof.
We can write w N (x) B n (x) = n+N j=0 λ n,j B j (x) where
Thus we get the recurrence relation with α n,j = λ n,n+j , j = −N, . . . , N. Moreover, for j = 1, . . . , N, α n,−j = w N B n , B n−j = w N B n−j , B n = α n−j,j .
On the other hand, if µ (x) > 0 a.e., for j = 0, . . . , N, from Theorem 2.2 lim n→∞ α n,j = lim 
Writing w N (x) B n (x) in terms of the polynomials (p j (x)), orthonormal with respect to µ, we have 1] w N (x), and
Let Λ be a family of nonnegative integers such that lim n∈Λ A n,j = A j , j = 0, . . . , 2N.
Taking into account that for every function f continuous in [−1, 1]
proceeding in the same way as in Lemma 2.2 we deduce that the derivatives at a k of
From the relation between A 0 and A 2N it leads to
Remarks: 
Fourier series
In this section we are focused in the study of the pointwise convergence of the Fourier series expansions in terms of the sequence of polynomials ( B n ) orthonormal with respect to the inner product (1) provided that µ is the Jacobi measure. In order to do this we need some previous results and, in what follows, we will denote by ||f || = f, f 1/2 the Sobolev norm of a function f.
Proof
For i = 0, 1, . . . , N k and k = 1, . . . , K, let
and introduce the function
and consider a polynomial Π(x) such that Π (i) (a k ) = 1 and satisfies
Since (w k,i ϕ k, ) (j) (a t ) = 0 for t = k and j = 0, 1, . . . , N t , and (
where lim →0 h( ) = 0 because µ({a k }) = 0. As a consequence,
Multiplying this equality by
n,k and taking limit when n → ∞, ii) and iii) follows from i) and the proof is complete.
ν (a t ).
, taking limit in n, the statement follows from Lemma 3.1# So, we have convergence at the mass points for any function belonging to L 2 (µ) and with derivatives at such points. But for the convergence at other points, more conditions are needed and, in order to study this problem, we start with some straightforward estimates for the polynomials B n . The polynomial w N (x) defined in section 2 will be used again.
be the sequence of orthonormal polynomials with respect to the measure µ. Then there exists a positive constant C such that
The Fourier coefficients of w N (x) B n (x) in terms of (p j ) 1] |w N (x)| and thus the statement of our Lemma follows#
e. the Jacobi measure, as it is well known (see Theorem 3.14 in page 101 of [8] ), the orthonormal polynomials p n satisfy
and, as a consequence of the previous Lemma, the corresponding JacobiSobolev polynomials B n satisfy the condition
for x ∈ (−1, 1) \ ∪ K k=1 {a k } and for all n, where h(x) is the function which depends on α and β deduced from (7) and Lemma 3.2. 
Moreover, the coefficients α n,ν are bounded because
and, from Lemma 3.1, B
n (a k ) are bounded. Christoffel-Darboux formula takes now the following form, Lemma 3.3 The orthonormal polynomials with respect to the inner product (1) satisfy the following Christoffel-Darboux type formula
with bounded coefficients# 
Proof.
From Christoffel-Darboux type formula in Lemma 3.3,
is a sum of a finite-depending on N -terms of the following type
Since the coefficients α n−ν,j are bounded, |B n (x)| ≤ h(x) with h(x) a continuous function in compact subsets of (−1, 1) \ ∪ K k=1 {a k }, and lim n→∞ B n (a k ) = 0, the Lemma is proved for i = 0. In the same way it can be proved for higher derivatives#
{a i } and let f be a function with derivatives at the points a k such that
Because of f ∈ L 2 (µ) when
µ), Corollary 3.1 yields ii). Now, we denote by S n (x 0 ; f ) the n−th partial sum of the Fourier Sobolev expansion and by D n (x, t) the
From Corollary 3.2 we get
t)dµ(t).
Using the Christoffel-Darboux type formula, the above expression is the limit of a sum of a finite -depending on N -number of terms
(f (x 0 ) − f (t)) α n−i,j B n−i+j (x 0 ) B n−i (t) w N +1 (x 0 ) − w N +1 (t) dµ(t).
where the coefficients |α n−i,j | are bounded and | B n−i+j (x 0 )| ≤ h(x 0 ) from Lemma 3.2 and the comments after the Lemma.
Since the function
belongs to L 2 (µ) and there exist the derivatives g (i)
x 0 (a k ), then , |t − x| ≥ δ, x, y ∈ F } for a fixed x ∈ F and for a fixed δ such that |x−t|<δ dµ(t) |x−t| 1−η < , and the compactness of F #
