Brent's scheduling
In this case, q = 2t -1. We may achieve balancing by slowing down the first g = log t steps of loop 2-3, so that we use only n/t = n/ log n processors at these steps. 
where M(m, n,p) < mnp, M(n) = M(n, n,n) < n3.
Remark 1. Over the fields (and rings), we may theoretically improve this bound to M(m, n,p) < mnp/(min{m, n,p})3-'", u < 2.376, so that 
where M(n) is defined by (2) for any n x n matrix A.
A(71-1)
Then the bounds (2), (3) for AZ(n) = n3 are extended to the evaluation of A*; these bounds take the form 0A(10g2 n, n3/ log n). for these standard definitions).
We will represent an n x n matrix A as a 2 No extension of (9) to semirings is known, but (10) and (11) Let us consider a semiring such that property (7) holds for n x n matrices for any n (this implies that (8) is applicable). Let A be an N x N matrix. As in the preceding section, we partition A as a 2 x 2 block matrix, where the upper-left block B is an n x n matrix (n to be determined).
The technique based on (12) and (13) reduces the computation of A* to the computation of B*, S*, and six multiplications of pairs of rectangular matrices, whose dimensions never exceed N and one of which has at least one dimension equal to n.
Therefore, these multiplications have global cost 406 OA(SlOg N, iV2n/slog N) for any s~1 (see (2) and (3)). If we explicitly compute B* and all matrix products, we reduce the original problem to the (recursive) computation of S*. By (8), B* is computed at the cost 0A(k)g2 n, n3/ log n). Thus, the nonrecursive part of the computation satisfies the cost bound 0A(log2 n+slog n, n3/logn+Nn/slog N).
It follows that the global time of the (recursive) computation is given by t = O (( N/n) (log2 n + slog N)). 
Again, we achieve an efficient algorithm, although in this case the slow-down is more substantial (from log' N to N'1510g2 N).
Remark 3. The latter estimate relies on (6) with @ = 1/2. For/3 < 1/2, we may decrease the time bound, preserving the total work N3.
As an exercise, the reader may work out the extension of (15) and (16) oA(k)g2??, n3/ 10g2 n).
Indeed, represent A and A-l as 2 x 2 block matrices,
Assume, for convenience, that n = 2k for an integer k, and that B is an (n/2) x (n/2) block and note that (18) reduces the inversion of A to the concurrent inversions of the half-size matrices B and C and to two subsequent multiplications of (n/2) x (n/2) matrices. Recursively apply the same observations to invert B and C. Using (2), 
