Abstract. Clinical handover refers to healthcare workers transferring responsibility and accountability for patient care, e.g., between shifts or wards. Safety and quality health standards call for this process to be systematically structured across the organisation and synchronous with its documentation. This paper evaluates information extraction as a way to help comply with these standards. It implements the handover process of first specifying a structured handover form, whose hierarchy of headings guides the handover narrative, followed by the technology filling it out objectively and almost instantly for proofing and sign-off. We trained a conditional random field with 8 feature types on 101 expert-annotated documents to 36-class classify. This resulted in good generalisation to an independent set of 50 validation and 50 test documents that we now release: 77.9 % F1 in filtering out irrelevant information, up to 98.4 % F1 for the 35 classes for relevant information, and 52.9 % F1 after macro-averaging over these 35 classes, whilst these percentages were 86.2, 100.0, and 70.2 for the leave-one-document-out cross-validation across the first set of 101 documents. Also as a result of this study, the validation and test data were released to support further research.
Introduction
During shift-change handover, clinicians transfer professional responsibility and accountability for patient care but document only a small part of this verbal communication. Already after a couple of shift changes, this leads to 65-100 % information loss that is a major contributor in over 65 % of sentinel events in hospitals and associated with over 10 % of preventable adverse events [1] [2] [3] [4] . Hence, standards for safety and quality in healthcare call for a handover process that is systematically structured across the care-giving organisation and synchronous with its documentation [5, 6] .
To support the standard compliance, cascaded speech recognition (SR) with information extraction (IE) has been studied as a way of filling out a structured handover form for the nurse who is handing over to proof and sign off [7] [8] [9] [10] . With minimal training, SR recognises up to 73.6 % of 14,095 test words correctly, even for a female nurse speaking Australian English as her second language. When considering IE as a 36-class classification task, where each word is assigned to precisely one class (i.e., the most relevant heading/subheading of the form or the class of Irrelevant if not relevant to any heading), the system correctly classifies 74.8 % of 8,487 test words after training on 100 documents. The cascade generates a document draft from 10-75 % of the time it takes to transcribe this by hand, whilst the proofing time is about the same. This holds the potential for reducing the loss to 0-13 % while releasing nurses from documentation -that currently takes up to 65 % of their shift -to direct caring and patient education [11] [12] [13] .
In this paper, we study the generalisation capability of the IE system [10] , whose data and source-code are publicly released to anyone for the purposes of testing SR and language processing algorithms. We release a new, unseen dataset of 100 synthetic but realistic handover narratives, their expert annotation with respect to the aforementioned form, and the related performance numbers of the IE application.
Materials and Methods
The dataset called NICTA Synthetic Nursing Handover Data was used in this study. This set of 201 synthetic patient cases from an imaginary Australian medical ward was developed for SR and IE related to nursing shift-change handover in 2012-15 [8, 10] ; we supplemented the previous release of 101 cases for training with another 100 cases that were divided randomly to 50 documents for validation and remaining 50 documents testing. Case data relevant to IE consisted of a written, free-form text paragraph (i.e., the handover narrative) and its highlighted counterpart (i.e., the structured handover document). They were created by a registered nurse (RN) under the first author's supervision with over twelve years' experience in clinical nursing and English as her second language. The form had 5 main headings (i.e., Introduction, My Shift, Medication, Appointments and Future Care) that were further divided to 18, 8, 12, 3, and 3 sub or subsubheadings, respectively. The data release was organisationally approved and the RN gave consent in writing. The data license for the documents related to IE is Creative Commons -Attribution Alone 1 (CC-BY) for the purposes of testing language processing algorithms with the requirement to cite [10] for the first 101 cases and [8] and this paper for the remaining 100 cases.
We considered the IE task as a machine learning problem, where each word in text is considered as an entity -represented as features -and the goal is to learn to classify it automatically to one or none of the sub/subsubheadings (or main headings) present in the training documents [10] . The features were characterised as syntactic (the word itself; its lemma, named-entity-recognition tag, part-of-speech tag, basic dependents, basic governors, and parse tree from the sentence root; phrase that contains the word), semantic (top-5 candidate senses of the word in the Unified Medical Language System (UMLS), and top mapping of the word in the UMLS hierarchy to generalise the sense, and medication score of the word, based on a search on a subset of 6,373 concepts (described using nearly 12,600 words) from the WHO Anatomical Therapeutic Chemical (ATC) classification system, using the value set of 1, 0.5, and 0 for the cases of the word being a full term in ATC, otherwise included in ATC, and not in ATC, respectively], or statistical (location of the word on a 10-point scale from the beginning of the document to its end).
The CRF++ 0.58 implementation of the conditional random field (CRF) [14] was used for classification. Its unigram template defined that all features of the previous, current, and next word were used first alone and then the pairwise correlations of the previous and current word as well as those of the current and next word over all features were computed. Its bigram template combined the features of the current word and the class of the previous word to form a new feature type. The CRF++ default settings for the regularisation algorithm (i.e., L 2 ) and the cut-off threshold for using only the features that occur at least once in the training documents were chosen. The CRF hyperparameter, called c in CRF++, that controlled the model fitting to the 100 training documents [i.e., larger (smaller) c tends to lead to overfitting (under-fitting)] was optimised as 50 through a grid search [15] on a validation set of 50 documents, which were randomly chosen from the test set of 100 documents.
Results
The training (test and validation) documents had 8,487 (7, 730) words with 1,283 (1,240) unique lemmas (incl. punctuation) [8] . These sets were typical but fairly independent language samples, sharing only about 700 unique words. The 10 most common shared words were and, is, he, in, for, with, she, on, the, and to.
After training for the sub/subsubheading classification on 8,487 words and validation on 3,937 words, our system performance was excellent (>90.0 % F1) in extracting information about patient's age, current bed, current room, and given name for patient introduction (Table 1) . It performed well (>70.0 % F1) for irrelevant information and another 2 subheadings (Admission reason/diagnosis and Last name) of Patient Introduction. In other words, it classified 2,375 words out of 3,793 test words correctly and had 77.9 % F1 in filtering out irrelevant information, up to 98.4 % for the 35 classes for relevant information, and 52.9 % after macro-averaging over these 35 classes. In comparison, the performance numbers for leave-one-document-out cross-validation on the training set were F1 of 86.2 % for the class of Irrelevant, up to 100 % for the 35 relevant classes, and 70.2 %, on macro-average over these 35 classes. In comparison, the model trained for the simpler 6-class classification (i.e., 1 of the 5 main headings or irrelevant), performed substantially better in filtering out irrelevant information (80.7 % F1) and its macro-averaged F1 over the 5 main headings was also better (i.e., 67.9 %). This system performance compared to the state-of-the-art of 90 % F1 in clinical IE in general [16] . When considering the case of handover but with only 6 classes [9] , a system trained on 149 de-identified nursing handover documents in Australian English had F1 of 87.0 % for Patient Identification, 70.5 % for Clinical History/Presentation, 52.3 % for Clinical Status, 60.7 % for Care Plan, 35.2 % for Outcomes of Care and Reminders, and 84.7 % for Irrelevant.
Although there were some sub/subsubheadings for which learning the classification task with a very limited number of training data was feasible [e.g., Patient Introduction: Current Bed (97.4 % F1), MyShift: Output/Diuresis/Bowel Movement (74.5 % F1), and Appointment: Procedure Time (66.6 % F1)], in most cases larger amount of training data and clearer similarity between training and test cases contributed to the performance numbers. To illustrate this need for similarity, let us consider the class of Future Goal/Task To Be Completed/Expected Outcome with a balanced number of data in the training, validation, and test sets. Based on analyzing the most frequent lemmas in each set, we observed a clear overlap between the validation and test vocabularies. However, the vocabulary of the training set was different, and as a result, F1 was only 13.1 % on the test set. 
