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Abstract Devising efficient algorithms that track the optimizers of continuously varying convex
optimization problems is key in many applications. A possible strategy is to sample the time-varying
problem at constant rate and solve the resulting time-invariant problem. This can be too computa-
tionally burdensome in many scenarios. An alternative strategy is to set up an iterative algorithm
that generates a sequence of approximate optimizers, which are refined every time a new sampled
time-invariant problem is available by one iteration of the algorithm. This type of algorithms are
called running. A major limitation of current running algorithms is their key assumption of strong
convexity and strong smoothness of the time-varying convex function. In addition, constraints are
only handled in simple cases. This limits the current capability for running algorithms to tackle
relevant problems, such as ℓ1-regularized optimization programs. In this paper, these assumptions
are lifted by leveraging averaged operator theory and a fairly comprehensive framework for time-
varying convex optimization is presented. In doing so, new results characterizing the convergence
of running versions of a number of widely used algorithms are derived.
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1 Introduction
The goal of this paper is to present a unifying view on time-varying convex optimization based
on the theory of averaged operators. Time-varying convex optimization has appeared as a natural
extension of convex optimization where the cost function, the constraints, or both, depend on a
time parameter and change continuously in time. This setting captures relevant control problems [1–
3], when, for instance, one is interested in generating a control action depending on a (parametric)
varying optimization problem, as well as signal processing problems [4], where one seeks to estimate
a dynamical process based on time-varying observations, or in time-varying compressive sensing [5–
10] and inferential problems on dynamic networks [11]. Additional application domains include
robotics [12–14], smart grids [15, 16], economics [17], and real-time magnetic resonance imaging
(MRI) [18]. In the (big) data analytics community, time-varying optimization is appearing in stream
computing.
It is therefore of the utmost importance to present a theory that can encompass the most
general optimization problems, and derive algorithms that find and track the optimizer sets of
such continuously varying problems. The task of designing such algorithms is usually split into two
phases: in the first phase one samples the time-varying optimization problem at discrete sampling
instances, so to obtain a time-invariant problem. The second phase is the construction of near
optimal decision variables for the time-invariant problems. When the sampling period is small
enough, then one can reconstruct the solution trajectory (i.e., the decision variables as a function
of time), with arbitrary accuracy.
It is rather clear to see that, when each instance of the problem is of large-scale, or when it
involves the communication over a network of computing nodes (in a distributed setting), finding
accurate near optimal decision variables for each instance is a daunting task. In practice, one
would instead attempt at designing algorithms that run at the same time of the changes in the
optimization problems. Think of the gradient method for unconstrained optimization. If the cost
function changes in time, one would like to sample the cost function and perform only a few
(perhaps only one) gradient step(s) per sampling time. This in contrast with the computationally
harder task of running the gradient method at optimality for each instance of the problem. We call
the algorithms that perform a limited number of iteration per sampling time running methods.
At the present stage, running methods have been derived for special classes of optimization
problems, namely strong convex and strong smooth cost functions with no or simple constraint
sets [4, 17, 19–28]. A very interesting recent paper [29] has presented a running alternating di-
rection method of multipliers (ADMM) algorithm that has been proven to converge even if the
decomposed problems are not necessarily strongly convex. The proof technique relies on a compact-
ness assumption of the feasible set.
In some cases, requiring higher order smoothness conditions, prediction-correction schemes have
been implemented [30–32], where not only the algorithm react to the changes in the problem, but
actively predict how the optimal decision variable evolve. Some works, under these smooth and
strong convexity settings, have proposed continuous-time algorithms [33–35].
In this paper, we use the theory of averaged operators [36] to derive running algorithms for
a larger class of time-varying optimization problems and by doing so we generalize a number of
results that have appeared in recent years. In particular,
i) We propose a running version of the Mann-Krasnosel’skii (fixed-point) iteration and prove its
convergence under reasonable assumptions (Theorems 3.1 and 4.1). The time-invariant version of
this iteration is the building block of a very large class of time-invariant optimization algorithms;
similarly, the running version is key for time-varying ones;
ii) We present the consequences of the running Mann-Krasnosel’skii iteration on time-varying opti-
mization. We derive a number of algorithms, namely running projected gradient, proximal-point,
forward-backward splitting, and dual ascent and prove their convergence (Corollaries 7.1 till 7.4
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and Proposition 9.1, Corollaries 9.1-9.2). These results extend the work in [19, 24] to a wider
class of optimization problems;
iii) We show how to enforce a properly defined bounded assumption for an even larger class of
time-varying optimization problems, and this allows us to derive the running versions of both
dual decomposition and ADMM and prove their convergence (Corollaries 8.1-8.3). These results
are important generalizations of earlier works [4, 23].
The remainder of the paper is organized as follows. Section 2 presents some necessary prelimi-
naries on averaged operators and on the Mann-Krasnosel’skii iteration in the time-invariant setting.
In Section 3, we state the main assumptions, propose the running Mann-Krasnosel’skii iteration,
and prove its convergence. Section 4 reports an alternative problem assumption to the ones pre-
sented in Section 3 and offers a different angle to tackle the convergence proof for the running
Mann-Krasnosel’skii iteration. Sections 5 and 6 are somewhat additional, but still relevant, and
they study the case of a time-varying setting that eventually reaches steady-state, and provide
links to existing works, respectively. Sections 7, 8, and 9 focus on the consequences of the running
Mann-Krasnosel’skii iteration on time-varying optimization, which is the main aim of this paper.
A numerical example is offered in Section 10 and we conclude in Section 11.
Notation. Vectors and matrices are indicated in boldface, e.g., x P Rn, A P Rnˆm, sets with
calligraphic letters as X . We use } ¨ } to denote the Euclidean norm in the vector space, and the
respective induced norms for matrices and tensors. The norm of a set X is the norm of its largest
element w.r.t the selected vector/matrix norm.
We will deal with time-varying functions fpx; tq : Rn ˆ R` Ñ R, whose properties are said to
be uniform if they are true for all times t. For example, a function fpx; tq is said to be uniformly
convex, iff it is convex in the variable x for all t.
A function fpxq is strongly convex with constant m, iff fpxq ´m{2}x}2 is convex. A function
fpxq is strongly smooth (or equivalently is differentiable and has Lipschitz continuous gradient)
with constant M, iff fpxq´M{2}x}2 is concave (Other equivalent definitions can be used, see [37]).
We indicate the subdifferential operator of a convex function f as Bf , which is defined as
Bfpxq “ tg|gTpy ´ xq ď fpyq ´ fpxq,@y P domfu;
when the function is differentiable, then Bf “ ∇f , that is the subdifferential operator is the gradient
operator. Subdifferential operators are in general set-valued operators, while gradient operators are
single-valued. Functions that are closed, convex, and proper are indicated as CCP. The Fenchel’s
conjugate of a function f : Rn Ñ R is indicated with f‹ and has the usual definition f‹pyq “
supxPRntyTx´ fpxqu.
Operators are indicated with capital sans serif letters like T, or I for the identity operator.
2 Preliminaries
Some necessary preliminaries are reviewed in this section; the interested readers can find more
details in standard references such as [36–41].
A set-valued operator T : Rn Ñ Rn is said to be monotone, if it satisfies
pTpxq ´ TpyqqTpx´ yq ě 0, @x,y P Rn. (1)
A monotone operator is maximal if there is no monotone operator that properly contains it. An
example of maximal monotone operator is the subdifferential Bf of a closed convex proper function
f . An operator T : Rn Ñ Rn is said to be a contraction, if
}Tpxq ´ Tpyq} ď L}x´ y}, @x,y P Rn (2)
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for L P p0, 1q. If L “ 1, T is said to be nonexpansive. Both cases imply that T is a function.
An operator T : Rn Ñ Rn is said to be α-averaged (or simply averaged) when it is the convex
combination of a nonexpansive operator G : Rn Ñ Rn and the identity operator I, i.e.,
T “ p1´ αqI` αG, (3)
for α P p0, 1q. Averaged operators are nonexpansive by construction.
Proposition 2.1 (Composition of α-averaged operators)[42, Proposition 2.4] Let T1 : R
n
Ñ R
n
and T2 : R
n
Ñ R
n be two α-averaged operators with constants α1 and α2, respectively. Define
T “ T1T2, α “ α1 ` α2 ´ 2α1α2
1´ α1α2 . (4)
Then the operator T is α-averaged with constant α.
A fixed point of the operator T is a point x P Rn for which x “ Tpxq. If T is α-averaged in the
sense of (3), then T and G have the same fixed points, i.e., fixT “ fixG.
Proposition 2.2 (Mann-Krasnosel’skii iteration, [36, 37, 43]) Consider the operator T : Rn Ñ Rn.
Let T be α-averaged in the sense of (3). Consider the sequence txkukPNą0 generated by the Mann-
Krasnosel’skii (or fixed point) iteration
xk`1 “ Tpxkq “ xk ` αpGpxkq ´ xkq. (5)
Then the sequence txkukPNą0 converges weakly to a fixed point of T, i.e. xk á x˚, with x˚ P fixT,
and we have the following bounds on the fixed-point residual }Gpxkq ´ xk},
1
T
Tÿ
k“1
}Gpxkq ´ xk}2 ď }x1 ´ x
˚}2
αp1 ´ αqT , }GpxT q ´ xT } ď
}x1 ´ x˚}a
αp1´ αqT , (6)
where T is the number of iterations.
In addition, if T is a contraction with constant L, then the “decision variables” sequence
txkukPNą0 converges strongly to a fixed point of T as
}xk ´ x˚} ď Lk´1}x1 ´ x˚}, x˚ P fixT. (7)
Proposition 2.2 is key in generating algorithms to find fixed points of operators T. If T is α-
averaged, then by using (5) one can compute the fixed points of T in the limit, and the convergence
rate based on the squared of the residual is bounded as Op1{T q. We note that when the norm
}Gpxkq ´ xk} Ñ 0, then xk is a fixed point of G and thus of T. This type of error norm is useful
in practice, since one can easily monitor it on-line and use it as a stopping criterion. The result on
the convergence of }Gpxkq ´ xk} as Op1{
?
T q is due to [44] (see also [43]).
If in addition T is a contraction, then one obtain linear convergence in the decision variables xk.
This second convergence result is stronger, since it involves directly the decision variables. From (7),
one can also derive a stronger result on the residual as1,
}Tpxkq ´ xk}2 ď 4L2pk´1q}x1 ´ x˚}2, x˚ P fixT. (8)
Finding fixed points is a cornerstone in convex optimization. The prototype problem,
minimize
xPRn
fpxq (9)
1 From }Tpxkq ´ xk} “ }Tpxkq ´ Tpx
˚q ` x˚ ´ xk} ď }Tpxkq ´ Tpx
˚q} ` }xk ´ x
˚} ď 2}xk ´ x
˚}, and then
applying (7) and squaring.
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where f : Rn Ñ R is a closed convex proper function, can be interpreted as finding the zeros of the
subdifferential operator Bf , which is equivalent of finding the fixed points of the operator I´ λBf ,
for all nonzero scalar λ, i.e.,
x˚ P zer Bf ðñ x˚ P fixpI´ λBfq . (10)
When f is strongly smooth with parameter M , and thus Bf “ ∇f , and λ P p0, 2{Mq, then the
operator TG “ I´ λ∇f is α-averaged with α “ λM{2 [37] and therefore the fixed point iteration
xk`1 “ pI´ λ∇fqpxkq “ xk ´ λ∇fpxkq (11)
generates a sequence txkukPNą0 that converges as dictated by Proposition 2.2. To see the α-
averageness of TG is sufficient to notice that
I´ λ∇f “ p1´ αqI` αpI ´ 2{M∇fq, with α “ λM{2. (12)
Therefore, as for Proposition 2.2 one has that
}∇fpxT q} ď Op1{
?
T q. (13)
In addition, if f is also strongly convex with parameter m, then I´λ∇f is a contraction, and linear
convergence, that is (7), can be established as [37]
}xk ´ x˚} ď Lk´1}x1 ´ x˚}, L “ maxt|1´ λm|, |1´ λM |u, (14)
where now x˚ is the unique optimizer of (9). Iteration (11) is generally known as the gradient
method.
Many other convex optimization algorithms can be seen as fixed point iterations of a properly
defined α-averaged operators. To mention only a few, projected gradient method [45, 46], proximal
point method [47], iterative shrinkage thresholding algorithm (ISTA) [48], dual ascent [49, 50],
forward-backward splitting [51, 52], and the celebrated alternating direction method of multipliers
(ADMM) [53–55] fall in this class.
3 Problem Formulation and Time-Varying Algorithm
The main aim of this paper is to develop a more general theory for time-varying convex optimization,
that is devising efficient algorithms capable of finding and tracking the solution set of continuously
varying convex programs.
In order to achieve this goal, operator theory is leveraged. In particular, as discussed, there is a
tight connection between a large class of algorithms used in time-invariant optimization and finding
the fixed points of careful designed α-averaged operators. In this respect, in this section, the focus
is on designing algorithms to find the fixed points of a continuously varying α-averaged operator.
The connections with optimization will be clear in Sections 7-8.
The aim is therefore determining for each time t ě 0, the set (or a point in the set)
fixTpx; tq, (15)
where T : RnˆR` Ñ Rn is an operator uniformly in time. The approach is to sample the operator
at discrete sampling times tk, k P Ną0, and to determine the time-invariant sets
fixTpx; tkq “: Tkpxq, (16)
for each sampling time tk.
The algorithms that are sought are of the form:
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1. Set x1 arbitrarily,
2. for k ą 1 do:
Sample the time-varying operator Tkp¨q “ Tp¨; tkq;
Compute the next approximate fixed point
xk`1 “ Tkpxkq. (17)
In accordance with widespread nomenclature, Iteration (17) is called the running Mann-Krasnosel’skii
algorithm. Our first main contribution is to prove that the running Mann-Krasnosel’skii algorithm
converges in some defined sense. The following assumptions are needed throughout the paper.
Assumption 3.1 (Bounded time variations) For each time tk ą 0, there exists a sequence of fixed
points tx˚τ u from t1 till tk, and a non-negative scalar δ, such that, x˚τ “ fixTτ , for all τ P p1, ks and
}x˚τ ´ x˚τ´1} ď δ, @τ P p1, ks. (18)
Assumption 3.1 is a reasonable and mild assumption, which bounds the time variations of the
fixed point sets of the time-varying operators. Assumption 3.1 is an extended version of the standard
required assumption that the Euclidean distance between unique fixed points at subsequent times
must be bounded. In fact, if both fixTk`1 and fixTk are a singleton, then Assumption 3.1 coalesces
to the standard
}x˚k`1 ´ x˚k} ď δ, fixTk`1 “ tx˚k`1u, fixTk “ tx˚ku. (19)
We then consider two additional assumptions on the nature of the operators we are dealing with
(these assumptions are not considered to hold simultaneously).
Assumption 3.2 (Bounded α-averaged operators) Let tTkukPNą0 be a sequence of operators from
R
n
Ñ R
n. We assume that (i) each of the Tk is an αk-averaged operator in the sense of (3); (ii)
the image of each operator imTk “ Xk Ă Rn is a closed compact set, and therefore bounded, and
we let X be defined as
X :“ max
kPNą0,xkPRn
}Tkpxkq}. (20)
Assumption 3.3 (Contractive operators) Let tTkukPNą0 be a sequence of operators from Rn Ñ Rn.
We assume that each Tk is a contraction with parameter Lk P p0, 1q, in the sense of (2).
Assumptions 3.2-3.3 will not be considered at the same time. Assumption 3.3 is in line with
standard literature (which assumes strong smoothness and strong convexity and therefore contrac-
tive operators). Assumption 3.2 is instead more general and will allow us to generate converging
time-varying algorithms for a wider class of optimization problems. Although it may seem restric-
tive at first sight, many optimization problems verify naturally this assumption. To allow for even
more general optimization problem, one would need to remove the boundedness requirement in
Assumption 3.2: as we will argue, this seems to be unavoidable when dealing with α-averaged op-
erators, as one needs a measure to quantify the error committed by the time-varying algorithm at
each step. A similar requirement is needed in the converging proof of ǫ-(sub)gradient methods, or
to quantify errors in regularized problems [56–58]. A similar compactness requirement is imposed
in [29] for running ADMM algorithms. One alternative approach to substitute this requirement
with another one (possibly less restrictive, yet sequence-depending) will be discussed in Section 4.
A way to enforce this boundedness requirement in a structured way is instead presented in Section
8.
The following theorem characterizes the convergence and tracking capabilities of Iteration (17).
The proof is given in the appendix.
Theorem 3.1 (Running Mann-Krasnosel’skii algorithm convergence) Consider tTkukPNą0 as a se-
quence of αk-averaged operators from R
n
Ñ R
n, and assume fixTk ‰ H, for all k. Let txkukPNą0
be the sequence generated by the running Mann-Krasnosel’skii algorithm (17), for the sequence
tTkukPNą0 . Let Assumption 3.1 hold. Then,
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(a) if Assumption 3.2 holds, the fixed-point residual }Gkpxkq ´ xk} converges in mean to an error
bound as,
1
T
Tÿ
k“1
αkp1´ αkq}Gkpxkq ´ xk}2 ď 1
T
}x1 ´ x˚1 }2 ` δ p4X ` δq; (21)
and, given that Tk “ p1 ´ αkqI` αkGk,
1
T
Tÿ
k“1
1´ αk
αk
}Tkpxkq ´ xk}2 ď 1
T
}x1 ´ x˚1 }2 ` δ p4X ` δq; (22)
(b) if Assumption 3.3 holds, the error norm }xk ´ x˚k} converges as
}xk ´ x˚k} ď Lˆk }x1 ´ x˚1 } `
1´ L¯k´1k
1´ L¯k δ, (23)
where x˚k P fixTk, Lˆk “ L1 ¨ ¨ ¨Lk´1, and L¯k “ maxk Lk.
Theorem 3.1 dictates the convergence properties of the running Mann-Krasnosel’skii algorithm.
In the case of bounded α-averaged operators, we have weak convergence (in fact, in mean) of the
fixed-point residual (FPR) error to a neighborhood of the origin. The size of the neighborhood
depends on the bound on the time-variations (Assumption 3.1) and on the size of the image of
the operators. If we defined as a :“ minkp1 ´ αkq{αk, then the mean fixed-point residual error
approaches asymptotically:
lim sup
TÑ8
1
T
Tÿ
k“1
}Tkpxkq ´ xk}2 “ δ
a
p4X ` δq. (24)
When δ “ 0, we re-obtain the same results of the time-invariant case. If the operators are contractive,
then a better error norm can be proven to be converging. In particular, we have strong convergence
of the decision variables xk to a fixed point of the operators up to a bound due to the time variations.
In the limit,
lim sup
kÑ8
}xk ´ x˚k} “ δ{p1´ L¯kq. (25)
We will study the consequences of this theorem for convex optimization in Section 7 and subse-
quent ones, while in the next section we propose a way to substitute the boundedness requirement
of Assumption 3.2.
4 Alternative characterization: “practical” convergence
Consider Assumption 3.2. As one can appreciate from the proof of Theorem 3.1, namely (107), this
requirement is needed to lower bound the inner product,
pxk`1 ´ x˚kqTpx˚k`1 ´ x˚kq. (26)
Another, in fact related, road that can be taken to bound (26) is to bound the variation of the
square distances, as encoded in the following Assumption.
Assumption 4.1 (Squared time-variations) Let txkukPNą0 be the sequence generated by the run-
ning Mann-Krasnosel’skii algorithm (17). For each time tk ą 0, there exists a sequence of fixed
points tx˚τ u from t1 till tk, and a non-negative scalar d, such that, x˚τ “ fixTτ , for all τ P p1, ks and
}xτ`1 ´ x˚τ`1}2 ď }xτ`1 ´ x˚τ }2 ` d2, @τ P p1, ks. (27)
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Assumption 4.1 (despite being depended on the sequence txkukPNą0) is a reasonable assumption
in many practical situations, e.g., when the optimizer set is bounded and xτ`1 is not far-away from
the optimizer trajectory. In this context, the results that rely on this assumption will be called
“practical” convergence result.
By developing the squares, one arrives at a lower boundedness condition on the inner prod-
uct (26), so Assumption 4.1 de-facto enforces Assumption 3.2. Requirement (27) can be interpreted
also as a bound on the variations of the fixed point sets. We know that if the sets are invariant,
then (27) must hold with d “ 0. When they vary, we need to require that (27) holds.
Theorem 4.1 (Time-varying Mann-Krasnosel’skii algorithm “practical” convergence) Let tTkukPNą0
be a sequence of αk-averaged operators from R
n
Ñ R
n, and assume fixTk ‰ H, for all k. Let
txkukPNą0 be the sequence generated by the running Mann-Krasnosel’skii algorithm (17), for the
sequence tTkukPNą0 . Let Assumption 4.1 hold. Then, the error norm }Gkpxkq ´ xk} converges in
mean to an error bound as,
1
T
Tÿ
k“1
αkp1´ αkq}Gkpxkq ´ xk}2 ď 1
T
}x1 ´ x˚1 }2 ` d2. (28)
Theorem 4.1 offers a different view-point from Theorem 3.1, case (a). In both cases convergence
of a weighted version of the fixed point residual error goes as Op1{T q up to a bounded error
depending on the variability of the fixed points in time.
5 Asymptotically vanishing “errors”
In this section, we briefly consider the case in which the operator Tptq changes in time, but eventually
reaches some steady-state operator T¯. Although in this paper we are more interested in tracking
properties, cases for which the operator reaches a steady-state can be relevant from an application
perspective, for example in the online convex optimization framework [59].
Corollary 5.1 (Running Mann-Krasnosel’skii algorithm convergence for vanishing errors) Con-
sider point (a) of Theorem 3.1 and the modified Assumption 3.1 where δ is now a time-dependent
quantity δk. If,
lim
kÑ8
kÿ
i“1
δi ă 8, (29)
then the fixed-point residual converges strongly to zero, e.g., }Gkpxkq ´ xk} Ñ 0 as k Ñ 8. For
point (b) of Theorem 3.1, if (29) holds, then }xk ´ x˚k} Ñ 0.
Proof Direct by Theorem 3.1, since (29) implies also limkÑ8
řk
i“1 δ
2
i ă 8. [\
6 Connections with existing work
Mann-Krasnosel’skii iteration has been studied extensively and we do not have the ambition here
to give an exhaustive account of all the results that have appeared, since the main aim of this
paper is its connection with time-varying optimization (rather than an improvement of the Mann-
Krasnosel’skii iteration itself). However, it is relevant to briefly report connections with existing
works in relation to the time-varying version of the Mann-Krasnosel’skii iteration.
For a general Mann-Krasnosel’skii iteration account, besides the standard reference [36], inter-
ested reader could also find a complete analysis of Mann-Krasnosel’skii iteration with various error
conditions in [60], which also provide the notion of convergence with overrelaxed parameters, i.e.,
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α P p0, 2q. Tighter bounds are provided in [61], while for recent results and surveys on splitting
methods see [37, 39, 62–64]. Rather recently, various linear convergence results similar to (7) have
appeared without requiring the operator to be a contraction [65, 66]. In particular, Result (7) holds
iff the α-averaged operator T is linearly bounded, i.e.,
}x´ x˚} ď κ}x´ Tpxq}, @x P Rn, κ ě 0. (30)
A contraction is a linearly bounded operator but not vice versa (and, in practice, it is not com-
pletely straightforward to make sure that an operator is linearly bounded, besides the case in which
is a contraction). This convergence result has strong links with recent relaxed versions of strong
convexity [67]. Other regularity assumptions to allow for decision variable convergence are explored
in [68], while acceleration of the Mann-Krasnosel’skii iteration to super-linear convergence is ex-
plored in [69]. Most of the aforementioned works frame their contributions in Hilbert and even
Banach spaces, while here (for simplicity) we restrict ourselves to Rn.
When one is concern with convergence of the sequence txkukPNą0 towards a fixed point of the
time-invariant T (or equivalently G), one would like to establish the strong convergence of the
residuals }xk ´ Gpxkq} Ñ 0, a property referred to as asymptotic regularity. An explicit estimate
for the residual is available [43, 70], as
}Gpxkq ´ xk} ď diampX qa
πkαp1 ´ αq , (31)
where X is the bounded image set of G, while the constant 1{?π is tight.
If one allows for errors in the computation of the operator, then could consider the inexact
Mann-Krasnosel’skii iteration as
xk`1 “ Tpxkq ` αek, (32)
where ek P Rn is an error vector, supposed bounded as }ek} ď ǫk. A variety of results have appeared
to characterize convergence of (32), see for example [60, 71] and reference therein. The main point
in the aforementioned work is that the fixed point set is time-invariant but we commit errors at
every discrete time steps. Then, under rather mild assumptions (which are verified if the operator
has a bounded image set) one can show that,
}Gpxkq ´ xk} ď Ωpκ, α, tǫiuiPt1,...,k`1uq, (33)
where Ω is a function of α, on a bound on X here indicated as κ, and the error vectors bounds ǫi,
and it is bounded, whenever ǫi is bounded. If
ř
i ǫi ă 8 then }Gpxkq ´ xk} Ñ 0. These results are
similar to the ones in Corollary 5.1.
Diagonal Mann-Krasnosel’skii iterations [72–74] have also appeared – where at each iteration
one purposely chooses to use a different, perhaps easier to compute, operator Tk – and as indicated
by [71], these methods can be interpreted as inexact iterations where αek “ Tkpxkq ´ Tpxkq.
To the best of the author’s knowledge, no inexact method have been appeared to tackle the case
in which the operator T and its fixed point set is time-varying, as we study here.
Mann-Krasnosel’skii iterations have strong connections with evolution equations of the form
duptq
dt
` pI´ Gquptq “ fptq, up0q “ x0. (34)
In fact, by discretizing (34) with a forward-Euler method of fixed time period h ă 1, one obtain
the recursion
uk`1 ´ uk
h
` pI´ Gquk “ fk, u0 “ x0, (35)
or
uk`1 “ pp1´ hqI` hGquk ´ hfk, u0 “ x0, (36)
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which is an inexact Mann-Krasnosel’skii iteration, whenever G is nonexpansive. Characterizations
of convergence of (36) when fk is bounded and asymptotically vanishing are also appeared in
the literature, e.g., [71]. A survey of some recent results and connections between continuous and
discrete case can be found in [75], which mainly focus on monotone operators and existence of
solutions.
Time-varying fixed point sets and operators, as in our case, can be derived instead from the
evolution equation
duptq
dt
` pI´ Gptqquptq “ 0, up0q “ x0. (37)
which has been studied considerably less in the context of Mann-Krasnosel’skii iterations. A pioneer
work is the one by J. J. Moreau [76], which studies a particular (37) in the context of moving
convex sets and he proposes a running Mann-Krasnosel’skii algorithm in the line of (17), which
he names catching-up algorithm (and whose error w.r.t. the continuous solution is proven bounded
if the sampling period is bounded). More recently, the results in [77] offers a broader perspective
on equations (and differential inclusions [78]) of the type of (37), when pI ´ Gptqq is maximally
monotone. The focus is again on the property of the continuous solution and its (consistent) discrete
approximation. Finally, the works [79, 80] discuss evolution variational inequalities (EVI) and a
discrete running algorithm in the line of (17) is presented, whose convergence is proven under
strong monotonicity assumptions. We feel that promising future research directions lie in the line
of research put forth by [77, 79, 80].
7 Consequences for Time-varying Convex Optimization
A number of corollaries can now be derived based on the result of Theorem 3.1 (we will not consider
Theorem 4.1 here, yet its application would be direct), which are summarized in Table 1. In Table 2,
we report additional results in terms of objective convergence, which will be obtained in Section 9.
In order to prove some of the results, we need the following standard lemma, reported here for
simplicity.
Lemma 7.1 [38, 81] Let f : Rn Ñ R be a CCP function. Let X Ď Rn be a closed convex set. Let
iX pxq be the indicator function, which is 0 for x P X and `8 otherwise. Consider the extended
valued function fe : R
n Ñ RY t8u “ f ` iX . For fe the following facts are true.
i) The subgradient operators of fe and of its conjugate are reciprocal of each other: Bf´1e “ Bf‹e ;
ii) If f is strongly convex with constant m over Rn, then f‹e is strongly smooth with constant 1{m.
iii) If f is strongly smooth with constant M over Rn, and X “ Rn, then f‹e is strongly convex with
constant 1{M .
7.1 Gradient method
First of all, consider the time-varying convex optimization problem
minimize
xPX ptq
fpx; tq (38)
with uniformly CCP function f : Rn ˆ R` Ñ R, and uniformly convex set X ptq Ď Rn. Sample the
problem for sampling times tk, k “ 1, 2, . . . and solve the equivalent
minimize
xPXk
fpx; tkq “ fkpxq ðñ find zerpBfk `NXkq, (39)
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Table 1 Results presented in Sections 7-8 based on Theorem 3.1. The same results hold for Theorem 4.1 by substi-
tuting all Ă with Ď and without the need for the bounding set B.
Method Corollary Result for FPR and variable convergence
Proj. gradient 7.1(a) f strongly smooth, Xk Ă R
n
7.1(b) f strongly smooth and strongly convex, Xk Ď R
n
Proximal point 7.2(a) f CCP, Xk Ă R
n
7.2(b) f strongly convex, Xk Ď R
n
F-B splitting 7.3(a) g CCP, f strongly smooth, Xk Ă R
n
7.3(b) g CCP, f strongly smooth and strongly convex, Xk Ď R
n
Dual ascent ineq. 7.4(a) f strongly convex, X Ď Rn
7.4(b) f strongly smooth and strongly convex, X “ Rn, σmin ą 0
Dual ascent eq. 1 Eq. (67) Same as dual ascent ineq. with p P B
Dual ascent eq. 2 8.1 f strongly smooth and strongly convex, X “ Rn
D-R splitting 8.2(a) f, g CCP, Xk Ď R
n, z P B
8.2(b) g CCP, f strongly smooth and strongly convex, Xk “ R
n
ADMM Eq. (84) f, g CCP, Xk Ď R
n, p P B
8.3 g CCP, f str. smooth and str. convex, Xk “ R
n, σmin ą 0
Table 2 Results presented in Section 9 based on Theorem 3.1 and Lemma 9.2.
Method Result Result for objective convergence
Proj. gradient Corollary 9.1 f strongly smooth, Xk “ X Ă R
n
Proximal point Corollary 9.2 f CCP, Xk “ X Ă R
n
F-B splitting Proposition 9.1 g CCP, f strongly smooth, Xk “ X Ă R
n
where NXk is the normal cone operator for Xk. Finding the zeroes of the operator on the right is
equivalent of finding the fixed points of the composition:
ΠXkpI´ λBfkq (40)
where ΠXk is the projection operator [39]. It is not difficult to see that the running projected
gradient algorithm,
1. Set x1 arbitrarily,
2. for k ą 1 do:
Compute the next approximate fixed point
xk`1 “ ΠXkpI´ λBfkqpxkq (41)
is a special case of the running Mann-Krasnosel’skii algorithm.
Corollary 7.1 Consider the running projected gradient defined in (41) and the generated sequence
txkukPNą0 . Let fk be differentiable for all k (i.e., Bfk “ ∇fk) and be strongly smooth with constant
Mk ďM over Rn. Fix λ P p0, 2{Mq so that the operator ΠXkpI´λ∇fkq is α-averaged with α “ αk.
Let Assumption 3.1 hold.
(a) Let the sets Xk be compact, and therefore bounded, and let X be defined as X “ maxk }Xk}.
Define a :“ minkp1´αkq{αk. Then, the sequence txkukPNą0 converges in the sense of (21) and
in particular,
1
T
Tÿ
k“1
}ΠXkpxk ´ λ∇fkpxkqq ´ xk}2 ď
1
aT
}x1 ´ x˚1 }2 `
δ
a
p4X ` δq; (42)
(b) Let the functions fk be strongly convex over R
n, for all k, with constant mk. Then, the operator
ΠXkpI ´ λ∇fkq is a contraction with Lk “ maxt|1 ´ λmk|, |1 ´ λMk|u and we obtain primal
convergence in the sense of (23):
}xk ´ x˚k} ď Lˆk }x1 ´ x˚1 } `
1´ L¯k´1k
1´ L¯k δ, Lk “ maxt|1´ λmk|, |1´ λMk|u.
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Proof Case (a). The sequence of operators tTku “ tΠXkpI´ λ∇fkqu verifies Assumption 3.2. With
λ P p0, 2{Mq, the operator I ´ λ∇fk is α-averaged with α “ λMk{2, while the projection op-
erator is α-averaged with α “ 1{2, [37]. Therefore their composition is α-averaged according to
Proposition 2.1 with α constant equal to αk “ 1{p2´λMk{2q. By applying (22), result (42) follows.
Case (b). Contraction of the operator tΠXkpI´λ∇fkqu follows from the fact that, when fpx; tkq
is strongly convex and strongly smooth, then I´λ∇fk is a contraction for λ P p0, 2{Mq, [37], and in
particular the contraction factor is Lk “ maxt|1´ λmk|, |1´ λMk|u. Composition of a contraction
and a non-expansive operator ΠXk is still a contraction with the same contraction factor. Therefore
the sequence of operators tΠXkpI´ λ∇fkqu verifies Assumption 3.3 and result (43) follows. [\
The fixed-point residual }ΠXkpxk´λ∇fkpxkqq´xk} in result (42) is also known as global error
estimate [67]. Note that preliminary results for convergence of time-varying projected gradient have
appeared in [24] albeit with a different analysis technique.
Before proceeding, it is interesting to revisit the need for Assumption 3.2 (and equivalently As-
sumption 4.1) by using standard proof tools of the gradient method. For strongly smooth functions,
in the time-invariant setting fpxq is a Lyapunov function for the gradient method. In fact, it is
fpxq ě 0 for all x w.l.g., and for strong smoothness:
fpxk`1q “ fpxk ´ α∇fpxkqq ď fpxkq ´ α}∇fpxkq}2 ` αM
2
}∇fpxkq}2 “
ď fpxkq ´ αp1´ αM{2q}∇fpxkq}2, (44)
where M is the strong smoothness constant and α ă 2{M is the stepsize. By (44), the gradient
method converges to the optimum. When the function f is time-varying then,
fkpxk`1q ď fkpxkq ´ αp1 ´ αM{2q}∇fkpxkq}2, (45)
and therefore
fk`1pxk`1q ď fkpxkq ´ αp1´ αM{2q}∇fkpxkq}2 ` pfk`1pxk`1q ´ fkpxk`1qq. (46)
Assuming w.l.g. that the optimum of fk`1 is the same as the optimum of fk and they are both 0,
the value for fk`1pxk`1q can be at most M{2}xk`1 ´ x˚k`1}2 and the one for fkpxk`1q can be at
most M{2}xk`1 ´ x˚k}2. If one looks at the minimax error for every iterations, one has
min
fk
max
fk`1
fk`1pxk`1q ´ fkpxk`1q “M{2p}xk`1 ´ x˚k`1}2 ´ }xk`1 ´ x˚k}2q. (47)
The error term is exactly d2 M{2 in (27), or requires Assumption 3.2 to be bounded.
7.2 Proximal-point method
Another equivalent rewriting of finding the zeroes of the operator in the rightmost term of (39) is
finding the set
fix pI ` λpBfk `NXkqq´1 “: fixRk. (48)
The operator Rk is the called the resolvent of the operator Bfk `NX . Since the latter is a maximal
monotone operator for all CCP functions fk, then Rk is an α-averaged operator. The resulting
running algorithm is the running proximal point method,
1. Set x1 arbitrarily,
2. for k ą 1 do:
Compute the next approximate fixed point
xk`1 “ Rkpxkq “ arg min
xPXk
"
fkpxq ` 1
2λ
}x´ xk}2
*
“ proxfk,Xk,λpxkq, (49)
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whose convergence goes as follows.
Corollary 7.2 Consider the running proximal point defined in (49) and the generated sequence
txkukPNą0 . Let Assumption 3.1 hold.
(a) Let the sets Xk be compact, and therefore bounded, and let X be defined as X “ maxk }Xk}.
Then, the sequence txkukPNą0 converges in the sense of (21) and in particular,
1
T
Tÿ
k“1
}proxfk,Xk,λpxkq ´ xk}2 ď
1
T
}x1 ´ x˚1 }2 ` δ p4X ` δq; (50)
(b) Let the functions fk be strongly convex over R
n, for all k, with constant mk. Then the operator
Rk is a contraction with Lk “ p1 ` mkλq´1 and we obtain primal convergence in the sense
of (23):
}xk ´ x˚k} ď Lˆk }x1 ´ x˚1 } `
1´ L¯k´1k
1´ L¯k δ, Lk “ p1`mkλq
´1. (51)
Proof Case (a). The sequence of operators Rk verifies Assumption 3.2, since Xk is compact and Rk
is the resolvent of a maximal monotone operator. The operator Rk is also α-averaged with α “ 1{2,
[37], from which result (50) follows.
Case (b). Contraction of the operator Rk under strong convexity follows from [47, Eq.s (1.14)-
(1.15)] (or equivalently from Lemma 7.1 and the definition of Rk in (48): From (48), one notices
that Rk “ BF´1e “ BF ‹e , for the function F pxq “ }x}2{2`λfkpxq, and then uses the fact that F pxq
is strongly convex with constant 1 `mkλ and Lemma 7.1 to conclude. Therefore the sequence of
operators Rk verifies Assumption 3.3 and result (51) follows. [\
Note that the convergence requirements of the running proximal point method are less restrictive
than the running gradient method, as it happens in the time-invariant case. In particular, in the
case of running proximal point method the functions fpx; tkq do not have to be strongly smooth,
and the stepsize λ can be picked arbitrarily.
7.3 Forward-backward splitting for composite optimization
Consider the composite optimization problem
minimize
xPX ptq
fpx; tq ` gpx; tq, (52)
where f, g : RnˆR` Ñ R are uniformly a CCP function, while the convex set X ptq Ď Rn uniformly.
Sample the optimization problem at tk, k “ 1, 2, . . . and consider the following running version of
the celebrated forward-backward splitting method:
1. Set x1 arbitrarily,
2. for k ą 1 do:
Compute the next approximate fixed point
xk`1 “ proxgk,Xk,λpxk ´ λBfkpxkqq. (53)
Corollary 7.3 Consider the running forward-backward splitting defined in (53) and the generated
sequence txkukPNą0 . Let fk be strongly smooth for all k with constant Mk ď M (which implies
Bfk “ ∇fk). Fix λ P p0, 2{Mq so that the operator I´λ∇fk is α-averaged. Let Assumption 3.1 hold.
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(a) Let the sets Xk be compact, and therefore bounded, and let X be defined as X “ maxk }Xk}.
Define a :“ minkp1´αkq{αk, where αk “ 1{p2´λMk{2q. Then, the sequence txkukPNą0 converges
in the sense of (21) and in particular,
1
T
Tÿ
k“1
}proxgk,Xk,λpxk ´ λ∇fkpxkqq ´ xk}2 ď
1
aT
}x1 ´ x˚1 }2 `
δ
a
p4X ` δq; (54)
(b) Let the functions fk be strongly convex over R
n, for all k, with constant mk. Then the operator
I´λ∇fk is a contraction with Lk “ maxt|1´λmk|, |1´λMk|u and we obtain primal convergence
in the sense of (23):
}xk ´ x˚k} ď Lˆk }x1 ´ x˚1 } `
1´ L¯k´1k
1´ L¯k δ, Lk “ maxt|1´ λmk|, |1´ λMk|u. (55)
Proof The proof is similar to the one of Corollary 7.1. The operator described in (53) is the com-
position of a proximal operator and I´ λ∇fk. The proximal operator is α-averaged, with α “ 1{2,
and therefore the composition is α averaged with αk “ 1{p2´λMk{2q. By (22), result (54) follows.
Result (55) can be proven by noticing that the proximal operator is non-expansive and therefore if
fk is also strongly convex, I´λ∇fk and thus the whole operator in (53) becomes a contraction. [\
7.4 Dual ascent with inequality constraints
We look now at the linearly constrained optimization problem
minimize
xPX
fpx; tq, subject toAx ď b (56)
where f : RnˆR` Ñ R is uniformly a CCP function, while A P Rmˆn and b P Rm. The inequality
is intended element-wise and the convex set X Ď Rn. We sample the optimization problem at tk,
k “ 1, 2, . . . and we assume that strong duality holds for each tk. The dual problems of the sampled
primal ones are
maximize
pPRm
`
qkppq, (57)
where p is the vector collecting the dual variables associated with the inequality constraintAx ď b.
Under Slater’s condition, the optimal dual variables are bounded [50], i.e.,
p˚k P
"
pk P Rm` | }pk} ď
1
γ
pfkpx¯q ´ qkpp˜qq
*
“: Pk, (58)
where γ “ min1ďiďmrb´Ax¯si, while x¯ is a Slater’s vector and p˜ is any dual feasible variable. We
note that Pk can be computed easily online, since x¯ is constant.
The running Lagrangian dual ascent scheme to find and track the time-varying dual optimal
variables of (57) is the following recursion,
1. Set p1 arbitrarily,
2. for k ą 1 do:
Compute the next approximate fixed point
pk`1 “ ΠPkpI` λBqkqppkq “
"
xk`1 P argminxPX tfkpxq ` pTk pAx´ bqu
pk “ ΠPkppk ` λpAxk`1 ´ bqq . (59)
Corollary 7.4 Consider the running Lagrangian dual ascent defined in (59) and the generated se-
quence txkukPNą0 . Let the maximum singular value of A be σmax, and assume it is positive w.l.g. .
Let fk be strongly convex for all k with constant mk (which implies the dual function being differen-
tiable, Bqk “ ∇qk, and ´qk being strongly smooth, with constant σ2max{mk ). Fix λ P p0, 2m{σ2maxq
so that the operator ΠPkpI` λ∇qkq is α-averaged with α “ αk. Let Assumption 3.1 hold.
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(a) Let δ measure the variability of the optimal dual variables, while let Xk in Assumption 3.2 be
Xk “ Pk. Define a :“ minkp1 ´ αkq{αk. Then, the sequence tpkukPNą0 converges in the sense
of (21) and in particular,
1
T
Tÿ
k“1
}ΠPkppk ` λ∇qkppkqq ´ pk}2 ď
1
aT
}p1 ´ p˚1 }2 `
δ
a
p4X ` δq; (60)
(b) Let the functions fk be strongly smooth, for all k, with constant Mk, and let the smallest singular
value of A, σmin, be positive. Let X “ Rn. In this case the ´qk is strongly convex with constant
σ2
min
{Mk, and the operator ΠPkpI`λ∇qkq is a contraction, with Lk “ maxt|1´λσ2min{Mk|, |1´
λσ2max{mk|u and we obtain dual convergence in the sense of (23):
}pk ´ p˚k} ď Lˆk }p1 ´ p˚1 } `
1´ L¯k´1k
1´ L¯k δ, (61)
Lk “ maxt|1´ λσ2min{Mk|, |1´ λσ2max{mk|u.
In addition, we obtain also primal convergence as,
}xk ´ x˚k} ď
σmax
mk
}pk ´ p˚k}. (62)
Proof The proof is similar to the one of Corollary 7.1. The only differences are that we are dealing
with the dual functions qk. For any dual function qk, we have Bqkppq “ Ax˚p´b, while for optimality
pBfk `NX qpx˚pq `ATp Q 0. Using the same notation as Lemma 7.1, we have Bfe,kpx˚pq `ATp Q 0,
or x˚p P Bf‹e,kp´ATpq. Therefore, Bqkppq “ ABf‹e,kp´ATpq ´ b, and thus if fk is strongly convex
over Rn with constant mk, then, by Lemma 7.1, we have that f
‹
e,k is strongly smooth with constant
1{mk, and ´qk is strongly smooth with constant σ2max{mk. In addition, if fk is strongly smooth
over Rn with constant Mk and X “ Rn, then, by Lemma 7.1, we have that f‹e,k is strongly convex
with constant 1{Mk, and ´qk is strongly convex with constant σ2min{mk, see also [37]. By applying
this correspondence, the results (60)-(61) follow.
Result (62) is an application of [82, Theorem 2F.9] applied to the generalized equation pBfk `
NX qpx˚pq `ATp Q 0. [\
8 A bounding procedure for more general time-varying algorithms
In this section, we widen the class of optimization problems we tackle. In particular, we consider
problems that do not give rise to bounded operators when put in terms of fixed point equations.
These optimization problems are, for example, the linearly constrained ones. To say it in another
way, in this section we develop algorithms for time-varying operators that do not satisfy Assump-
tion 3.2 directly, yet we force the boundedness requirement via a bounding procedure.
Recall the running Mann-Krasnosel’skii iteration:
xk`1 “ Tkpxkq (63)
for a properly defined α-averaged operator sequence tTkukPNą0 . We now assume that each Tk is
not necessarily bounded, that is imT Ď Rn. Define a proper, convex and compact set B Ă Rn.
We introduce the bounded running Mann-Krasnosel’skii iteration as the one that implements the
recursion:
xk`1 “ ΠBTkpxkq. (64)
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Since the projection operator ΠB is an α-averaged operator, then due to Proposition 2.1 on the
composition of α-averaged operators, the bounded running Mann-Krasnosel’skii iteration (64) con-
verges under the same conditions of Theorem 3.1 (by substituting Tk with ΠBTk and by noticing
that ΠBTk is bounded and verifies Assumption 3.2).
The seemingly ad-hoc bounding procedure introduced in (64) has been used to bound Lagrangian
multipliers in different contexts in the literature. In [83], the author calls it a clipping procedure
while in [58] the authors assume the existence of a bounding set B in their Assumption 5; finally
in [70], it is considered – at least in Hilbert spaces – to project an inexact update onto the domain
(see iteration (IKMp)).
With this in place, we can now tackle more general convex optimization problems, namely the
ones with equality constraints.
8.1 Dual ascent with equality constraints
Let us consider the problem,
minimize
xPX
fpx; tq, subject toAx “ b (65)
where f : Rn ˆ R` Ñ R is uniformly a CCP function, while A P Rmˆn and b P Rm. The convex
set X Ď Rn. We sample the optimization problem at tk, k “ 1, 2, . . . and we assume that strong
duality holds for each tk. The dual problems of the sampled primal ones are
maximize
pPRm
qkppq, (66)
where p is the vector collecting the dual variables associated with the inequality constraintAx “ b.
As part of the bounding procedure, we construct a convex compact set B, such that the optimal
dual variables are contained in it (one could start with a large enough B and then reduce it if
possible).
The running Lagrangian dual ascent scheme to find and track the time-varying dual optimal
variables of (57) is the following recursion,
1. Set p1 arbitrarily,
2. for k ą 1 do:
Compute the next approximate fixed point
pk`1 “ ΠBpI` λBqkqppkq “
"
xk`1 P argminxPX tfkpxq ` pTpAx´ bqu
pk “ ΠBppk ` λpAxk`1 ´ bqq . (67)
The running Lagrangian dual ascent (67) converges as dictated in Corollary 7.4, where now
the user defined B is used in lieu of Pk. Note that the set B is only needed in the case (a) of
Corollary 7.4, while B can be chosen as Rm if we are in case (b), i.e., strongly convex functions and
X “ Rn.
An additional result for the case of strongly smooth functions fk is reported next. This result
is useful in practice when the matrix A is not full-row rank, such that σminpAq “ 0. This case has
been studied in [4] and in [67].
Corollary 8.1 Consider the running Lagrangian dual ascent defined in (67) and the generated
sequence txk,pkukPNą0 with B “ Rm, b P imA (so that the problem has a feasible solution), and
X “ Rn. Let the maximum singular value of A be σmax, and assume it is positive w.l.g. . Let fk
be strongly convex for all k with constant mk (which implies the dual function being differentiable,
Bqk “ ∇qk, and ´qk being strongly smooth, with constant σ2max{mk ). Fix λ P p0, 2m{σ2maxq so that
the operator I` λ∇qk is α-averaged. Let Assumption 3.1 hold.
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Let the functions fk be strongly smooth, for all k, with constant Mk. In addition, assume that
the initial dual variable is in the image of A: p1 P imA and let σ0 ą 0 be the first (and minimal)
nonzero singular value of A.
In this case, the operator I ` λ∇qk is a contraction for every p P imA, with Lk “ maxt|1 ´
λσ20{Mk|, |1´ λσ2max{mk|u and we obtain dual convergence in the sense of (23):
}pk ´ p˚k} ď Lˆk }p1 ´ p˚1 } `
1´ L¯k´1k
1´ L¯k δ, Lk “ maxt|1´ λσ
2
0{Mk|, |1´ λσ2max{mk|u. (68)
In addition, we obtain also primal convergence as,
}xk ´ x˚k} ď
σmax
mk
}pk ´ p˚k}. (69)
Proof To prove the contraction property, we only need to show that the functions ´qk have a strong
convex-like property for all p P imA and that the Algorithm (67) generates pk P imA (i.e., keeps
the dual variable feasible). The second claim is easy to show since p1 P imA and
pk`1 “ pk ` αpAxk`1 ´ bq P imA. (70)
To show the first claim, we recall that Bqkppq “ ABf‹e,kp´ATpq ´ b (as proved in the proof of
Corollary 7.4), and Bf‹e,k is strongly convex with constant 1{Mk (since X “ Rn and therefore
Bf‹e,k “ Bf‹k ). Therefore, for all p, q P imA:
pBqkppq ´ BqkpqqqTpq ´ pq “ pBf‹k p´ATpq ´ Bf‹k p´ATqqqTATpq ´ pq ě
σ20{Mk}p´ q}2, (71)
which implies strong monotonicity of ´Bqkppq for all p P imA, and therefore strong convexity of
´qkppq for all p P imA. Then the contraction property follows from the fact that ´qk is both
strongly smooth with constant σ2max{mk as easy to show, and strongly convex (over the restricted
domain). The rest follows as in the proof of Corollary 7.4. [\
The result has been applied to time-varying distributed optimization, namely dual decomposi-
tion [4], although with a slightly different analysis technique. It is worth noting that iteration (67)
extends the work of [4] to constrained problems (X Ă Rn) and in the case of nonsmooth fk.
8.2 Douglas-Rachford splitting for composite optimization
Consider once again the composite optimization problem
minimize
xPX ptq
fpx; tq ` gpx; tq, (72)
where f, g : RnˆR` Ñ R are uniformly a CCP function, while the convex set X ptq Ď Rn uniformly.
Sample the optimization problem at tk, k “ 1, 2, . . . and consider the following running version of
the Douglas-Rachford splitting method, appropriately bounded:
1. Set z1 arbitrarily,
2. for k ą 1 do:
Compute the next approximate fixed point
zk`1 “ ΠBp1{2I` 1{2CBfe,kCBgkqzk (73)
xk`1 “ RBgkpzk`1q. (74)
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where CT is the Cayley operator of T, defined as CT :“ 2RT ´ I.
In particular, the iteration (73) can be written as [37]
zk`1 “ ΠBpzk ` proxBfe,k,λp2xk ´ zkq ´ xkq (75)
xk`1 “ proxBgk,λpzk`1q (76)
Corollary 8.2 Consider the running Douglas-Rachford splitting defined in (73) and the generated
sequence tzk,xkukPNą0 . For all CCP fk and gk the operator p1{2I ` 1{2CBfe,kCBgkq is α-averaged
with α “ 1{2. Let Assumption 3.1 hold.
(a) The sequence tzk,xkukPNą0 converges in the sense of (21) and in particular,
1
T
Tÿ
k“1
}ΠBp1{2I` 1{2CBfe,kCBgkqzk ´ zk}2 ď
2
T
}z1 ´ z˚1 }2 ` 2δ p4X ` δq (77)
and
}xk ´ x˚k} ď }zk ´ z˚k }. (78)
where X is the uniform upper bound on }B}.
(b) Let the function fk be strongly monotone and strongly smooth uniformly over R
n, with constants
mk and Mk, respectively, and let Xk “ Rn. Then the operator p1{2I` 1{2CBfe,kCBgkq is a con-
traction with Lk “ 1{2p1`maxtλMk´1λMk`1 ,
1´λmk
1`λmk
uq ă 1 and we obtain primal convergence in the
sense of (23):
}zk ´ z˚k } ď Lˆk }z1 ´ z˚1 } `
1´ L¯k´1k
1´ L¯k δ, (79)
Lk “ 1{2
ˆ
1`max
"
λMk ´ 1
λMk ` 1 ,
1´ λmk
1` λmk
*˙
;
and
}xk ´ x˚k} ď }zk ´ z˚k }. (80)
Note that in this second case, one can pick B “ Rn.
Proof Case (a). The Cayley operator is non-expansive, so the operator p1{2I ` 1{2CBfe,kCBgkq is
α-averaged with α “ 1{2. The claim (77) follows considering the composition with the projection
operator. In particular the operator ΠBp1{2I ` 1{2CBfe,kCBgkq is α-averaged with α “ 2{3, while
p1´ αkq{αk “ 1{2.
Case (b). The contraction properties follows from [84, Theorems 1 and 2]. Results (78)-(80)
follows from (76) and the non-expansive nature of the resolvent. [\
8.3 Alternating direction method of multipliers
We finish our analysis of time-varying algorithms with the celebrated alternating direction method
of multipliers (ADMM) in its running form. We will rely on the fact that ADMM can be derived
from the Douglas-Rachford splitting and use the results of the previous subsection.
In this context, we are now interested in the time-varying problem,
minimize
xPX ptq,zPZptq
fpx; tq ` gpz; tq subject to Ax`Bz “ c, (81)
where A, B, c are matrices and vector of appropriate dimensions.
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By sampling the problem at instances tk with k “ 1, 2, . . . we obtain a sequence of time-invariant
problems,
minimize
xPXk,zPZk
fkpxq ` gkpzq subject to Ax`Bz “ c. (82)
Assume strong duality holds and write the dual problem of (82) as
maximize
ν
´f‹e,kp´ATνq ´ g‹e,kp´BTνq ` cTν. (83)
Apply now the running bounded Douglas-Rachford splitting (73) to (83) with the splitting ´f‹e,kp´ATνq`
cTν and ´g‹e,kp´BTνq to obtain the following recursion (the detailed derivation is deferred in the
Appendix).
1. Set x1, z1,p1 arbitrarily,
2. for k ą 1 do:
Compute the next approximate fixed point
zk`1 “ argminZktgkpzq ` pTkBz ` λ2 }Axk `Bz ´ c}2u
xk`1 “ argminXktfkpxq ` pTkAx` λ2 }Ax`Axk ` 2Bzk`1 ´ 2c}2u
pk`1 “ ΠBppk ` λpAxk`1 `Axk `Bzk`1 ´ 2cqq ´ λpAxk`1 ´ cq .
(84)
and νk`1 “ pk ` λpAxk`1 `Bzk`1 ´ cq.
We note that (84) is not the usual ADMM iteration, yet it correctly captures the need for a
bounding procedure. In the case B “ Rm then one regain (as expected) a time-varying version of
the standard ADMM,
1. Set x1, z1,p1 arbitrarily,
2. for k ą 1 do:
Compute the next approximate fixed point
xk`1 “ argminXktfkpxq ` pTk pAx`Bzk ´ cq ` λ2 }Ax`Bzk ´ c}2u
zk`1 “ argminZktgkpzq ` pTk pAxk`1 `Bz ´ cq ` λ2 }Axk`1 `Bz ´ c}2u
νk`1 “ pk`1 “ pk ` λpAxk`1 `Bzk`1 ´ cq .
(85)
Convergence in the sense of Corollary 8.2 for (84)-(85) follows in terms of a dual supporting
sequence β and the dual sequence ν (doing the job of z and x in Corollary 8.2). The exact details
are omitted in the interest of space, yet we report that in the case of strongly convex/strongly
smooth fk one can obtain the following result.
Corollary 8.3 Consider the running ADMM (85) and the generated sequence txk, zk,pkukPNą0 .
Let Assumption 3.1 hold. Let the functions fk be strongly convex with constant mk and strongly
smooth with constant Mk and let Xk “ Rn. Let σmax and σmin the maximum and minimum singular
value of A, supposed positive. In this case, the time-varying ADMM (85) is a contraction, and we
obtain dual convergence as:
}pk ´ p˚k} ď Lˆk }β1 ´ β˚1 } `
1´ L¯k´1k
1´ L¯k δ, (86)
Lk “ 1{2
ˆ
1`max
"
λσ2max{mk ´ 1
λσ2max{mk ` 1
,
1´ λσ2
min
{Mk
1` λσ2
min
{Mk
*˙
,
where β1 is the supporting variable for (83) (doing the job of z in Corollary 8.2).
Proof The result follows from (79), and [84, Corollary 2]. [\
Corollaries 8.2 and 8.3 extend previous work on running ADMM [23], which dealt with the
strong convex-strong smooth case, for unconstrained consensus problems. Here we have a much
more general characterization.
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9 Objective convergence for primal time-varying optimization
We focus now on objective convergence of the primal running algorithm we have presented. Different
from fixed point residual convergence (and primal variable convergence under some circumstances),
objective convergence cannot be directly derived from Theorem 3.1 and Mann-Krasnosel’skii’s ar-
guments alone (although these results are needed). To tackle objective convergence, one needs an
handle on how the function and its derivatives behave locally around a point x, e.g., a Lipschitz
descent lemma.
We develop here results for the running projected gradient (41), proximal point (53), and
forward-backward splitting (49), for which such a descent lemma is available. We leave for future
research the other (dual) methods.
We develop the theory in an unified framework, by leveraging the following (known) results.
Lemma 9.1 (Equivalence of primal methods)[61, Section 3.3] The running versions of the pro-
jected gradient algorithm (41) and the proximal point algorithm (49) are special cases of the running
forward-backward algorithm (53) with the following specifications:
– In the forward-backward algorithm (53), put the function gpx; tq “ 0 to obtain the running
projected gradient;
– In the forward-backward algorithm (53), put the functions fpx; tq “ 0 and gpx; tq “ fpx; tq
(where the second fpx; tq is the one of the proximal point algorithm) to obtain the proximal
point algorithm.
Lemma 9.2 (Joint decrease lemma) Define hkpxq :“ fkpxq`gkpxq` iXk and consider the running
forward-backward algorithm (53) and the generated sequence txkukPNą0 . Let the function fk be
strongly smooth for all k with constant Mk P r0,M s. Then one has,
hkpxk`1q ´ hkpx˚k q ď
1
2λ
`}xk ´ x˚k}2 ´ }xk`1 ´ x˚k}2˘` ˆ
Mk
2
´ 1
2λ
˙
}xk`1 ´ xk}2. (87)
Proof Follows directly from the proof of [61, Theorem 3], which uses a joint Lipschitz descent
lemma. [\
To handle a time-varying cost function, we will need to fix a universal scaling: the cost function
will change continuously in time as well as the optimizer set, however, the optimal value can (and
will) be considered constant (i.e., one can rescale or shift the cost functions, such that the optimal
value is constant in time without loss of generality).
We will further assume the following.
Assumption 9.1 (Bounded functional changes) The cost function hkpxq’s changes in time are
upper bounded by a finite scalar σ ě 0, as
|hk`1pxq ´ hkpxq| ď σ, for all x P domphkq X domphk`1q, and for all k.
Assumption 9.1 is an additional assumption w.r.t. Assumption 3.1, that pertains the variations of
the cost function. It is rather easy to see that Assumption 3.1 does not implies Assumption 9.1, and
therefore the latter is needed. Assumption 9.1 allows one to track how the cost function changes
in time, by measuring the variations at specific points x in the domain of the function. Since
hkpxq : Rn Ñ R Y t`8u, to make Assumption 9.1 hold, x has to belong to the domain of hk and
hk`1, which means that at least x P Xk`1 X Xk, for all k. A special case, which we will consider
here is that Xk is time-invariant, and thus the domain of iXk is the same for all k.
We are now ready for the main result of this section.
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Proposition 9.1 Consider the running forward-backward splitting as it has been defined in (53)
and the generated sequence txkukPNą0 . Define Fkpxq :“ fkpxq`gkpxq. Let fk be strongly smooth for
all k with constant Mk P r0,M s (which implies Bfk “ ∇fk). Fix λ P p0, 2{Mq. Let Assumption 3.1
hold. Let the sets Xk be compact, and therefore bounded, and let X be defined as X “ maxk }Xk}.
Further assume that the sets Xk are time-invariant, i.e., Xk “ X , and let Assumption 9.1 hold for
a certain σ ě 0. Define a :“ minkp1 ´ αkq{αk, where αk “ 1{p2 ´ λMk{2q. Then, the objective
sequence tFkpxkqukPNą0 converges as
1
T
Tÿ
k“1
Fk`1pxk`1q ´ Fk`1px˚k`1q ď
$’’&
’’’%
1
2λT
}x1 ´ x˚1 }2 `
δ
2λ
p4X ` δq ` σ, for λ ď 1{Mk,
C
2λT
}x1 ´ x˚1 }2 `
δC
2λ
p4X ` δq ` σ, otherwise,
(88)
with C “
´
1` λMk´1
a
¯
.
Proof We start from (87), multiply by 2λ ą 0 and taking the average over time T ,
1
T
Tÿ
k“1
2λphkpxk`1q ´ hkpx˚k qq ď
1
T
Tÿ
k“1
`}xk ´ x˚k}2 ´ }xk`1 ´ x˚k}2˘`
1
T
Tÿ
k“1
pλMk ´ 1q}xk`1 ´ xk}2. (89)
By using the same development of the proof of Theorem 3.1 and in particular Equations (105) till
(110), we can bound
}xk ´ x˚k}2 ´ }xk`1 ´ x˚k}2 ď }xk ´ x˚k}2 ´ }xk`1 ´ x˚k`1}2 ` δp4X ` δq. (90)
In addition, by Corollary 7.3 part (a),
1
T
Tÿ
k“1
}xk`1 ´ xk}2 ď 1
aT
}x1 ´ x˚1 }2 `
δ
a
p4X ` δq, (91)
where we have substituted xk`1 “ proxgk,Xk,λpxk ´ λ∇fkpxkqq. Furthermore, by Assumption 9.1,
hkpxk`1q ´ hkpx˚k q ě hk`1pxk`1q ´ hk`1px˚k`1q ´ σ. (92)
By putting together the bounds (90), (91), and (92) in (89), we obtain
1
T
Tÿ
k“1
hk`1pxk`1q ´ hk`1px˚k`1q ď
1
2λT
}x1 ´ x˚1 }2 `
δ
2λ
p4X ` δq`
ˆ
λMk ´ 1
2λ
˙ˆ
1
aT
}x1 ´ x˚1 }2 `
δ
a
p4X ` δq
˙
` σ. (93)
By noticing that xk is feasible for problem k for all k, then hk ” Fk, which yields the result. [\
From which the following corollaries can be readily obtained.
Corollary 9.1 Under the same conditions of Proposition 9.1, the running proximal point defined
in (41), whose objective sequence is tfkpxkqukPNą0 , converges as (88) with Fk “ fk.
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Proof Directly from Proposition 9.1 and Lemma 9.1. [\
Corollary 9.2 Under the same conditions of Proposition 9.1, the running proximal point defined
in (49), whose objective sequence is tfkpxkqukPNą0 , converges as
1
T
Tÿ
k“1
fk`1pxk`1q ´ fk`1px˚k`1q ď
1
2λT
}x1 ´ x˚1 }2 `
δ
2λ
p4X ` δq ` σ. (94)
Proof Directly from Proposition 9.1 and Lemma 9.1, given that for the proximal point method
Mk “ 0 for all k, and therefore λMk ´ 1 ď 0 for all k. [\
Proposition 9.1 and Corollaries 9.1-9.2 express the objective convergence of three of the presented
running methods. In particular, convergence in average sense goes as Op1{T q up to an error bound
which depends on the variability of the optimization problem.
10 Numerical example
In this section, we display a numerical scenario depicting the behavior of the running version of
ADMM that we have proposed in this paper, i.e. (84). The example is taken from a signal pro-
cessing application: distributed time-varying localization via range measurement in wireless sensor
networks. The example and its distributed implementation via convex relaxations and ADMM
are developed in the time-invariant setting in [85]. Here, we only briefly present the problem and
introduce its time-varying counterpart.
10.1 Localization via range measurement
We consider a network of N static wireless sensor nodes with computation and communication
capabilities, living in a 2-dimensional space. We denote the set of all nodes V “ t1, . . . , Nu. Let
xpiq P RD be the position vector of the i-th sensor node, or equivalently, let X “ rxp1q, . . . ,xpNqs P
R
DˆN be the matrix collecting the position vectors. We consider an environment with line-of-sight
conditions between the nodes and we assume that some pairs of sensor nodes pi, jq have access to
noisy range measurements as
rpiq,pjq “ dpiq,pjq ` νpiq,pjq, (95)
where dpiq,pjq “ }xpiq ´ xpjq} is the noise-free Euclidean distance and νpiq,pjq is an additive noise
term with known probability density function (PDF). We call the inter-sensor sensing PDF as
ppiq,pjqpdpiq,pjqpxpiq,xpjqq|rpiq,pjqq, where we have indicated explicitly the dependence of dpiq,pjq on
the sensor node positions pxpiq,xpjqq.
In addition, we consider that some sensors also have access to noisy range measurements with
some fixed anchor nodes (whose position aplq, for l P t1, . . . ,Mu, is known by all the neighboring
sensor nodes of each aplq) as
vpiq,plq “ epiq,plq ` µpiq,plq, (96)
where, epiq,plq “ }xpiq ´ aplq} is the noise-free Euclidean distance and µpiq,plq is an additive noise
term with known probability distribution. We denote as ppiq,plq,apepiq,plqpxpiq,aplqq|vpiq,plqq the anchor-
sensor sensing PDF.
We use graph theory terminology to characterize the set of sensor nodes V and the measurements
rpiq,pjq and vpiq,plq. In particular, we say that the measurements rpiq,pjq induce a graph with V as
vertex set, i.e., for each sensor node pair pi, jq for which there exists a measurement rpiq,pjq, there
exists an edge connecting i and j. The set of all edges is E and its cardinality is E. We denote
this undirected graph as G “ pV , Eq. The neighbors of sensor node i are the sensor nodes that
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are connected to i with an edge. The set of these neighboring nodes is indicated with Ni, that is
Ni “ tj|pi, jq P Eu. Since the sensor nodes are assumed to have communication capabilities, we
implicitly assume that each sensor node i can communicate with all the sensors in Ni, and with
these only. In a similar fashion, we collect the anchors in the vertex set Va “ t1, . . . ,Mu and we say
that the measurements vpiq,plq induce an edge set Ea, composed by the pairs pi, kq for which there
exists a measurement vpiq,plq. Also, we denote with Ni,a the neighboring anchors for sensor node i,
i.e., Ni,a “ tl|pi, lq P Eau.
Problem Statement. The sensor network localization problem is formulated as estimating the
position matrix X (in some cases, up to an orthogonal transformation) given the measurements
rpiq,pjq and vpiq,plq for all pi, jq P E and pi, lq P Ea, and the anchor positions aplq, l P Va. The sensor
network localization problem can be written in terms of maximizing the likelihood leading to the
following optimization problem
X˚ML “ argmax
XPRDˆN
$&
%
ÿ
pi,jqPE
ln ppiq,pjqpdpiq,pjqpxpiq,xpjqq|rpiq,pjqq`
ÿ
pi,lqPEa
ln ppiq,plq,apepiq,plqpxpiq,aplqq|vpiq,plqq
,.
- . (97)
The problem at hand is nonconvex and NP-Hard, even in the case of Gaussian noise. In [85],
we have proposed a technique to relax the problem into a convex semidefinite program and we
have use ADMM to distribute the solution of this relaxed problem among the nodes themselves. In
particular, each node, while communicating only with its neighbors can determine its own location.
10.2 Time-varying problem
Here, we consider a (per-snapshot) time-varying extension of the problem, where we would like to
solve the nonconvex
X˚MLptq “ argmax
XPRDˆN
$&
%
ÿ
pi,jqPE
ln ppiq,pjqpdpiq,pjqpxpiq,xpjqq|rpiq,pjqptqq`
ÿ
pi,lqPEa
ln ppiq,plq,apepiq,plqpxpiq,aplqptqq|vpiq,plqptqq
,.
- . (98)
where now the measurements rpiq,pjqptq and vpiq,plqptq as well as the anchor positions aplqptq change
in time.
We sample the problems at tk, k “ 1, 2, . . . and for each of them, we proceed in the same way
as [85] and produce ADMM iterations, which can be implemented in a distributed way. The resulting
scheme is a per-snapshot running ADMM as (84), whose convergence is encoded in Section 8.3. Note
that the resulting convex problem in [85] is a constrained one, so one should apply (84).
The numerical results of such setting are represented in Figures 1 and 2 for the following settings:
8 nodes and 5 anchors randomly deployed in the box r´.5, 0.5s2 (the maximum number of neighbors
is 3), Gaussian noise for all the measurements with the same standard deviation σ “ 0.1. All the
nodes and anchors are moving along a circular path center in the origin with angular speed ω
(different in different simulations), and the sampling period is 1. All the decision variables of the
running ADMM are initialized at 0, and λ is picked as 0.3. The set B is taken as the whole Rm (to
show that in this computational example, the choice of B does not influence convergence). Further
details on the simulation setup are given in [85].
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Fig. 1 Tracking capabilities of running ADMM with ω “ π{100. The different snapshots refer to different sampling
instances tk, k “ 2, 4, 6, 8, 32, 64. The black triangles are anchor positions, the red squares are the node positions
computed by an exact centralized optimization per snap-shot, the blue circles are the positions computed by the
running ADMM. Lines represent the trajectories while the algorithm runs.
As we can see from Figures 1 and 2, the proposed running ADMM converges in primal sense
and eventually reaches an error floor. The tracking error is defined as
Tracking Errorpkq “
Nÿ
i“1
}xpiq,k ´ x˚piqpkq}2, (99)
where x˚piqpkq is the centralized optimal solution at time tk and xpiq,k is the k-th iterate of the
recursion (84).
We see also how the nodes are able to find and track the optimizer of a time-varying optimization
problem up to a bounded error (depending on the angular speed– that is depending on the variability
of the optimizers δ), in a distributed fashion (i.e., by talking only to their neighbors).
Remark 10.1 The aim of the simulation results is to show that the theory developed in this paper
can be applied to a fairly complex convex optimization problem, with semidefinite constraints, and
running in a distributed fashion. More about the application example (especially in a mobile setting)
can be found in [86, 87].
11 Conclusions
We have presented a general framework for time-varying optimization problems leveraging averaged
operator theory. Our main meta-algorithm is the time-varying version of the fixed point algorithm,
here renamed running Mann-Krasnosel’skii algorithm. With this in place, we have derived a number
of convergence results for running version of commonly used algorithms in convex optimization.
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Fig. 2 Tracking error vs. number of iterations for different angular speeds ω.
Appendix: Proofs of Theorems 3.1 and 4.1
Before tackling the proof of Theorem 3.1 a technical lemma is needed.
Lemma 11.1 (Triangle equality, [37]) For any scalar θ P R, and vectors a, b P Rn, the following
equality holds true
}p1´ θqa ` θb}2 “ p1´ θq}a}2 ` θ}b}2 ´ θp1´ θq}a´ b}2. (100)
Proof (Of Theorem 3.1)
Case (a). Starting with the basic iteration (17),
}xk`1 ´ x}2 “ }Tpxkq ´ x}2 “ }xk ` αkpGkpxkq ´ xkq ´ x}2, (101)
which is true for any k P Ną0 and any x. Let x be in fixTk “ fixGk, i.e., x “ x˚k . Then, since by
definition of fixed point x˚k “ p1´ αqx˚k ` αGkpx˚k q, the right-hand side can be written as
}xk`1 ´ x˚k}2 “ }p1´ αkqpxk ´ x˚k q ` αkpGkpxkq ´ Gkpx˚k qq}2. (102)
By applying (100) and recalling that x˚k “ Gkpx˚kq, we obtain the bound
}xk`1 ´ x˚k}2 ď p1 ´ αkq}xk ´ x˚k}2`
αk}Gkpxkq ´ Gkpx˚kq}2 ´ αkp1´ αkq}Gkpxkq ´ xk}2. (103)
Since Gk is a nonexpansive operator, then }Gkpxkq ´ Gkpx˚k q}2 ď }xk ´ x˚k}2, which yields,
}xk`1 ´ x˚k}2 ď }xk ´ x˚k}2 ´ αkp1´ αkq}Gkpxkq ´ xk}2, (104)
and rearranging
αkp1´ αkq}Gkpxkq ´ xk}2 ď }xk ´ x˚k}2 ´ }xk`1 ´ x˚k}2. (105)
We focus now on the term }xk`1 ´ x˚k`1}2. By adding and subtracting any fixed point of Tk, we
have
}xk`1 ´ x˚k ´ px˚k`1 ´ x˚kq}2, (106)
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which can be expanded as
}xk`1 ´ x˚k ´ px˚k`1 ´ x˚kq}2 “ }xk`1 ´ x˚k}2 ` }x˚k`1 ´ x˚k}2
´ 2pxk`1 ´ x˚kqTpx˚k`1 ´ x˚k q, (107)
and upper bounded via Assumptions 3.1-3.2 as,
}xk`1 ´ x˚k`1}2 ď }xk`1 ´ x˚k}2 ` δ2 ` 4Xδ, (108)
or equivalently
´}xk`1 ´ x˚k}2 ď ´}xk`1 ´ x˚k`1}2 ` δ2 ` 4Xδ, (109)
By substituting the upper bound (109) into (105), we obtain
αkp1 ´ αkq}Gkpxkq ´ xk}2 ď }xk ´ x˚k}2 ´ }xk`1 ´ x˚k`1}2 ` 4Xδ ` δ2. (110)
If we now sum this inequality for all k ą 0 and discard the negative terms in the right-hand side,
we obtain,
Tÿ
k“1
αkp1 ´ αkq}Gkpxkq ´ xk}2 ď }x1 ´ x˚1 }2 ` T p4Xδ` δ2q, (111)
and by dividing both sides by T the claim (21) follows.
Case (b) The proof in this case is straightforward. Start by,
}xk`1 ´ x˚k`1} “ }xk`1 ´ x˚k ´ px˚k ´ x˚k`1q} “
“ }Tkpxkq ´ Tkpx˚kq ´ px˚k ´ x˚k`1q} ď Lk}xk ´ x˚k} ` δ, (112)
where we have use the contractive property of Tk in Assumption 3.3, and the triangle inequality.
By iterating (112) backward in time, we obtain
}xk ´ x˚k} ď L1 ¨ ¨ ¨Lk´1}x1 ´ x˚1 } `
1´ L¯k´1k
1´ L¯k δ, (113)
where L¯k “ maxk Lk. Thus, by defining Lˆk “ L1 ¨ ¨ ¨Lk´1, the claim (23) is proven. [\
Proof (Of Theorem 4.1)
Direct by replacing (108) by the bound (27) and following the same steps till (111). [\
Appendix: Derivations of (84)-(85)
The derivation of the recursion (84) and (85) from the Douglas-Rachford splitting applied to the
dual (83) follows from [37, Page 35] with minor modifications.
First of all, the update on their yk, now reads yk`1 “ ΠBryk ` ξk`1 ´ ζk`1s. With the substi-
tutions: αÑ λ, z˜k Ñ zk, x˜k Ñ xk, and yk Ñ yk, αuk Ñ pk, and finally yk “ pk ` λpAxk`1 ´ cq,
then (84) follows directly. Note that one cannot swap the order of pk`1 and xk`1 to obtain the
standard ADMM, since now pk`1 depends on both xk and xk`1. To obtain the dual variable νk`1,
as for the Douglas-Rachford splitting (76) we have that is equivalent to their ζk`1, that is
νk`1 “ yk ` λBzk`1 “ pk ` λpAxk`1 `Bzk`1 ´ cq, (114)
from which the relation after (84) follows.
When B “ Rm, then the steps of [37, Page 35] can be carried out till the end and the standard
ADMM follows. In particular, due to (114), νk`1 “ pk`1.
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