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Abstract
In this paper, the weak Galerkin finite element method for second order problems on curvilinear polytopal
meshes with Lipschitz continuous edges or faces was analyzed. The method here is designed to deal with second
order problems with complex boundary conditions or complex interfaces. With Lipschitz continuous boundary
or interface, the method’s optimal convergence rate for H1 and L2 error estimates were obtained. Arbitrary
high orders can be achieved.
1 Introduction
We define the L2 norm as ‖ · ‖, the inner product as (·, ·), and the vector-valued space H(div; Ω) as
H(div; Ω) =
{
~v : ~v ∈ [L2(Ω)]n,∇ · ~v ∈ L2(Ω)
}
.
The weak Galerkin finite element method comes from the definition of a weak gradient operator and its approx-
imation. Suppose we have a C0,1 curvilinear polygonal or polyhedral domain D ⊂ Rn, (n = 2, 3) with interior D0
and boundary ∂D and a “weak function” on D as v = (v0, vb) with v0 ∈ L
2(D0) on D0, vb ∈ L
2(∂D), on ∂D. And
vb is not necessarily associated with the trace of v0 on ∂D. Then denote the space W (D) as
W (D) =
{
v = (v0, vb) : v0 ∈ L
2(D0), vb ∈ L
2(∂D)
}
. (1.1)
For any v ∈ W (D), the weak gradient of v is defined as a linear functional ∇wv in the dual space of H(div;D)
whose action on ~q ∈ H(div;D) is
(∇wv, ~q )D := −
∫
D
v0∇ · ~q dx+
∫
∂D
vb~q · ~n dS, (1.2)
where ~n is the outward normal direction to ∂D. By trace theorem and theorem of variation, we know that the
definition of ∇wv is well posed and ∇wv = ∇v if v ∈ H
1(D).
The discrete weak gradient operator is defined with a polynomial subspace of H(div;D). For any integer k ≥ 0,
Pk(D) is the polynomial space with degree no more than k. The discrete weak gradient ∇w,k,Dv of v ∈ W (D) is
defined as the solution of the following equation
(∇w,k,Dv, ~qk )D = −
∫
D
v0∇ · ~qk dx+
∫
∂D
vb~qk · ~n dS, ∀~qk ∈ [Pk(D)]
n, (1.3)
where ∇w,k,Dv ∈ [Pk(D)]
n. The linear system is also well posed. For simplicity, in the sequel, we use ∇w instead
of ∇w,k,D.
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2 Shape regularity
Figure 1: A star shaped sub-domain D with C0,1 curvilinear polygonal boundary
Let Th be a partition of the domain Ω consisting of C
0,1 curvilinear polygons in two dimensions or polyhedrons in
three dimensions. Denote by Eh the set of all edges or flat faces in Th , and let E
0
h = Eh/∂Ω be the set of all interior
edges or faces. For every element D ∈ Th , we denote by |D| the area or volume of D and by hD its diameter. We
also set as usual the mesh size of Th by
h = max
D∈Th
hD.
All the elements of Th are assumed to be closed and simply connected C
0,1 curvilinear polygons or polyhedron; see
Figure 1. We need some shape regularity assumptions for the partition Th described as below.
Here the shape regularity assumptions are similar as in [7]. Let D be the C0,1 curvilinear polygon or polyhedron
with diameter hD. Assume that
D is star shaped with respect to a disc/ball BD ⊂ D with radius = ρDhD, 0 < ρD < 1. (2.1)
The center of BD is the star center of D. Then we denote B˜D the disc/ball concentric with BD whose radius is
hD. It’s clear that
BD ⊂ D ⊂ B˜D. (2.2)
We will use the notation A > B to represent the inequality A ≤ (constant)B. The notation A ≈ B is equivalent
to A > B and A ? B. Figure 1 is an example of D satisfies the shape regularity assumptions. Based on the shape
regularity assumptions (2.1) and (2.2), there are several Lemmas. The hidden constants only depends on ρD.
Lemma 1. [5] Bramble-Hilbert Estimates. Conditions (2.1)-(2.2) imply that we have the following estimates:
inf
q∈Pl
|ξ − q|Hm(D) > h
l+1−m|ξ|Hl+1(D), ∀ξ ∈ H
l+1(D), l = 0, · · · , k, and 0 ≤ m ≤ l. (2.3)
Details can be found in [6], Lemma 4.3.8.
2.1 A Lipschitz Isomorphism between D and BD
With the star-shaped assumption (2.1), there exists a Lipschitz isomorphism Φ : BD → D such that both
|Φ|W 1,∞(BD) and |Φ|W 1,∞(D) are bounded by constant that only depends on ρD (see [9], Section 1.1.8). It then
follows that
|D| ≈ hnD and |∂D| ≈ h
n−1
D , n = 2, 3, (2.4)
where |D| is the area of D (n = 2) or the volume of D (n = 3), and |∂D| is the arclength of ∂D or the surface area
of D (n = 3). Moreover from Theorem 4.1 in [10], we have
‖ξ‖L2(∂D) ≈ ‖ξ ◦ Φ‖L2(∂BD), ∀ξ ∈ L
2(∂D) (2.5)
‖ξ‖L2(D) ≈ ‖ξ ◦ Φ‖L2(BD), ∀ξ ∈ L
2(D) (2.6)
‖ξ‖H1(D) ≈ ‖ξ ◦ Φ‖H1(BD), ∀ξ ∈ H
1(D) (2.7)
Same as in [7], from (2.4), (2.5)-(2.7) and the standard (scaled) trace inequalities for H1(BD) we have
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Lemma 2. (Trace Inequality (2.18) ) [7]. Let Th be a partition of the domain Ω into C
0,1 curvilinear polygons
(n = 2) or polyhedron (n = 3). Assume that D ∈ Th satisfies the assumptions (2.1) and (2.2) as specified above.
Then we have
h−1D ‖ξ‖
2
L2(∂D) > h
−2
D ‖ξ‖
2
L2(D) + ‖∇ξ‖
2
L2(D),
for any ξ ∈ H1(D).
2.2 L2 Projection Operators
For each element D ∈ Th, denote by Q
0
k,D the L
2 projection from L2(D) onto Pk(D). Analogously, for each edge or
flat face e ∈ Eh, let Q
b
k,D be the L
2 projection operator from L2(e) onto Pk|e. We define a projection operator Qh
as follows
Qhv|D := (Q
0
k,Dv0, Q
b
k,Dvb), ∀v ∈W (D). (2.8)
Denote by Qk−1,D the L
2 projection from [L2(D)]n onto the local discrete gradient space [Pk−1(D)]
n.
With these definitions, we also have the following Lemmas.
Lemma 3. (Inverse Inequality). Assume that D satisfies all the assumptions as specified above. Then, we have
|p|H1(D) > h
−1
D ‖p‖L2(D), ∀p ∈ Pk(D),
the hidden constant only depends on ρD and k.
Proof. The proof is similar as Lemma A.4 in [1].
Lemma 4. For any ~q ∈ [Pk(D)]
n, we have
hD‖~q‖
2
L2(∂D) + h
2
D‖∇ · ~q‖
2
L2(D) > ‖~q‖
2
L2(D),
the hidden constant only depends on ρD and k.
Proof. Suppose n = 2, and ~q = (q1, q2), then by Lemma 2 and Lemma 3, we have
hD‖qi‖
2
L2(∂D) + h
2
D|qi|
2
H1(D) > ‖qi‖
2
L2(D), i = 1, 2,
so that
hD‖~q‖
2
L2(∂D) + h
2
D‖∇ · ~q‖
2
L2(D) > ‖~q‖
2
L2(D).
For n = 3, the proof is similar.
The following lemma provides some estimates for the projection operators Qh and Qk−1,D.
Lemma 5. Let D satisfy the shape regular assumptions as given above. Then for ξ ∈ Hk+1(D), we have
‖ξ −Q0k,Dξ‖
2
L2(D) + h
2
D|ξ −Q
0
k,Dξ|
2
H1(D) > h
2(k+1)
D ‖ξ‖
2
Hk+1(D), (2.9)
‖∇ξ −Qk−1,D∇ξ‖
2
L2(D) + h
2
D|∇ξ −Qk−1,D∇ξ|
2
H1(D) > h
2k
D ‖ξ‖
2
Hk+1(D), (2.10)
the hidden constant only depends on ρD and k.
Proof. For the L2 projection Q0k,D in (2.9), with Lemma 1, we have
‖ξ −Q0k,Dξ‖
2
L2(D) > h
2(k+1)‖ξ‖2Hk+1(D),
Let p be any polynomial with degree k, with Lemma 1 and Lemma 3, we have
|ξ −Q0k,Dξ|H1(D) ≤ |ξ − p|H1(D) + |p−Q
0
k,Dξ|H1(D)
≤ |ξ − p|H1(D) + |Q
0
k,D(p− ξ)|H1(D)
> |ξ − p|H1(D) + h
−1
D ‖ξ − p‖L2(D)
> hkD‖ξ‖Hk+1(D).
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For the L2 projection Qk−1,D in (2.10), with Lemma 1, suppose ∇ξ = (ξx, ξy) for n = 2, we have
‖∇ξ −Qk−1,D∇ξ‖L2(D) > ‖ξx −Q
0
k−1,Dξx‖L2(D) + ‖ξy −Q
0
k−1,Dξy‖L2(D)
> hkD‖ξ‖Hk+1(D).
Then we consider the second term in (2.10), let p1, p2 ∈ Pk−1 with Lemma 1 and Lemma 3,
|∇ξ −Qk−1,D∇ξ|
2
H1(D) = |ξx −Q
0
k−1,Dξx|
2
H1(D) + |ξy −Q
0
k−1,Dξy|
2
H1(D)
> |ξx − p1|
2
H1(D) + |Q
0
k−1,D(ξx − p1)|
2
H1(D) + |ξy − p2|
2
H1(D) + |Q
0
k−1,D(ξy − p2)|
2
H1(D)
> h
2(k−1)
D ‖ξ‖
2
Hk+1(D).
The case n = 3 is similar. So that (2.9) and (2.10) are proved.
3 The Weak Galerkin Finite Element Scheme
Suppose Th is a shape regular partition of Ω. On each D ∈ Th, we have W (D) defined in (1.1). Then let W be the
weak functional space on Th as
W :=
∏
D∈Th
W (D).
Same as Section 4.2 in [2], we denote V as a subspace of W . For each interior edge e ∈ E0h, there are D1 and D2,
so that e ⊂ ∂D1 ∩ ∂D2. Denote v ∈ V , so that for vi ∈ W (Di), i = 1, 2, we have
v1|e = v2|e.
eD1 D2
Figure 2: Two elements share one edge
Let Pk(D0) be the set of polynomials on D0 with degree no more than k, and on each side e ∈ Eh, let Pk|e be
the space of restricted parts of polynomials Pk on e. Then the weak finite element space is given by
Vh := {v : v|D0 ∈ Pk(D0) ∀D ∈ Th and v|e ∈ Pk|e ∀e ∈ Eh}. (3.1)
Denote the space V 0h as a subspace of Vh which has vanishing boundary value on ∂Ω by
V 0h := {v : v ∈ Vh and v|∂Ω = 0}. (3.2)
Lemma 6. Let Qh be the projection operator defined as in (2.8). Then, on each element D ∈ Th, we have
(∇wQhξ, ~q)D = (Qk−1,D∇ξ, ~q)D + 〈Q
b
k,Dξ − ξ, ~q · ~n〉∂D, ∀ξ ∈ H
1(D), (3.3)
∣∣〈Qbk,Dξ − ξ, ~q · ~n〉∂D∣∣ > hk‖ξ‖Hk+1(D)‖~q‖L2(D), ∀ξ ∈ Hk+1(D), (3.4)
‖∇wQhξ −Qk−1,D∇ξ‖L2(D) > h
k‖ξ‖Hk+1(D), ∀ξ ∈ H
k+1(D), (3.5)
where ~q ∈ [Pk−1(D)]
n, and the hidden constant only depends on ρD and k.
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Proof. By (1.3), integration by parts and the definitions of Qk−1,D, Qh, we have
(∇wQhξ, ~q)D = −(Q
0
k,Dξ,∇ · ~q)D + 〈Q
b
k,Dξ, ~q · ~n〉∂D
= −(ξ,∇ · ~q)D + 〈ξ, ~q · ~n〉∂D + 〈Q
b
k,Dξ − ξ, ~q · ~n〉∂D
= (Qk−1,D∇ξ, ~q)D + 〈Q
b
k,Dξ − ξ, ~q · ~n〉∂D
so that (3.3) is obtained.
To get (3.4), with Lemma 4, we have∣∣〈Qbk,Dξ − ξ, ~q · ~n〉∂D∣∣ > ‖Qbk,Dξ − ξ‖L2(∂D)‖~q‖L2(∂D)
> h
−1/2
D ‖Q
b
k,Dξ − ξ‖L2(∂D)‖~q‖L2(D) (3.6)
then let p ∈ Pk(D),
‖Qbk,Dξ − ξ‖L2(∂D) > ‖Q
b
k,Dξ − p‖L2(∂D) + ‖ξ − p‖L2(∂D)
> ‖Qbk,D(ξ − p)‖L2(∂D) + ‖ξ − p‖L2(∂D)
> ‖ξ − p‖L2(∂D)
so that with Lemma 2, we have
h
−1/2
D ‖Q
b
k,Dξ − ξ‖L2(∂D) > h
k‖ξ‖Hk+1(D). (3.7)
With (3.6) and (3.7), we get (3.4).
To get (3.5), from (3.3), we have
(∇wQhξ −Qk−1,D∇ξ, ~q)D = 〈Q
b
k,Dξ − ξ, ~q · ~n〉∂D
let ~q = ∇wQhξ −Qk−1,D∇ξ, with (3.6)
‖∇wQhξ −Qk−1,D∇ξ‖
2
L2(D) > 〈Q
b
k,Dξ − ξ, ~q · ~n〉∂D
> h
−1/2
D ‖Q
b
k,Dξ − ξ‖L2(∂D)‖∇wQhξ −Qk−1,D∇ξ‖L2(D)
with (3.7), we get (3.5).
Remark 1. If edge or face e ⊂ ∂D is a part of line or plane, then 〈Qbk,Dξ − ξ, ~q · ~n〉e = 0.
Lemma 7. Assume that Th is shape regular. Then for any ξ ∈ H
k+1(D) and v = (v0, vb) ∈ Vh, we have∣∣h−1D 〈Q0k,Dξ −Qbk,Dξ, v0 − vb〉∂D∣∣ > hkD‖ξ‖Hk+1(D)h−1/2D ‖v0 − vb‖L2(∂D), (3.8)
|〈(∇ξ −Qk−1,D∇ξ) · ~n, v0 − vb〉∂D| > h
k
D‖ξ‖Hk+1(D)h
−1/2
D ‖v0 − vb‖L2(∂D), (3.9)
where k ≥ 1 and the hidden constant only depends on ρD and k. Note that the norm is an H
1-equivalence for finite
element functions with vanishing boundary values.
Proof. To get (3.8), we have
∣∣h−1D 〈Q0k,Dξ −Qbk,Dξ, v0 − vb〉∂D∣∣ > h−1/2D ‖Q0k,Dξ −Qbk,Dξ‖L2(∂D)h−1/2D ‖v0 − vb‖L2(∂D),
where
h
−1/2
D ‖Q
0
k,Dξ −Q
b
k,Dξ‖L2(∂D) > h
−1/2
D ‖Q
0
k,Dξ − ξ‖L2(∂D) + h
−1/2
D ‖Q
b
k,Dξ − ξ‖L2(∂D),
with Lemma 2, Lemma 5 and (3.7), then (3.8) is obtained.
To get (3.9), we have
|〈(∇ξ −Qk−1,D∇ξ) · ~n, v0 − vb〉∂D| > h
1/2
D ‖∇ξ −Qk−1,D∇ξ‖L2(∂D)h
−1/2
D ‖v0 − vb‖L2(∂D),
with Lemma 2 and Lemma 5, (3.9) is obtained.
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Lemma 8. Assume that D satisfies all the assumptions as specified above. Then, we have
‖∇v0‖
2
L2(D) > ‖∇wv‖
2
L2(D) + h
−1
D ‖vb − v0‖
2
L2(∂D), ∀v ∈ Vh, (3.10)
the hidden constant only depends on ρD and k.
Proof. Suppose on D we have v = (v0, vb)D, then by the definition of ∇w, we have
(∇wv, ~q)D = −(v0,∇ · ~q)D + 〈vb, ~q · ~n〉∂D
= (∇v0, ~q)D + 〈vb − v0, ~q · ~n〉∂D
so that
(∇wv −∇v0, ~q)D = 〈vb − v0, ~q · ~n〉∂D
let ~q = ∇wv −∇v0, then
(∇wv −∇v0,∇wv −∇v0)D = 〈vb − v0, (∇wv −∇v0) · ~n〉∂D,
By the discrete inequalities of polynomials, Lemma 4, we have
‖∇wv −∇v0‖L2(D) > h
−1/2
D ‖vb − v0‖L2(∂D),
so that
‖∇v0‖
2
L2(D) > ‖∇wv‖
2
L2(D) + h
−1
D ‖vb − v0‖
2
L2(∂D).
4 The weak Galerkin finite element method for Poisson’s equation
Let Ω be a bounded domain with C0,1 boundary in Rn, f ∈ L2(Ω), the Poisson’s equation is{
−∆u = f,
u|∂Ω = 0.
(4.1)
And ∀v ∈ Vh, the weak gradient of v is defined on each element D by (1.3), respectively. And for any u, v ∈ Vh,
the bilinear form is defined as
ah(u, v) =
∑
D∈Th
∫
D
∇wu · ∇wv dx. (4.2)
The stabilization term is:
sh(u, v) =
∑
D∈Th
h−1D 〈u0 − ub, v0 − vb〉∂D. (4.3)
A numerical solution for (4.1) can be obtained by seeking uh = (u0, ub) ∈ V
0
h such that
as(uh, v) := ah(uh, v) + sh(uh, v) = (f, v0)Ω, ∀v = (v0, vb) ∈ V
0
h . (4.4)
Then the weak-1 norm of v ∈ V is defined as
|v|2k−1,w =
∑
D∈Th
‖∇wv‖
2
L2(D) + h
−1
D ‖v0 − vb‖
2
L2(∂D), (4.5)
where k ≥ 1 is integer.
We borrowed a picture from PolyMesher to show how the mesh could be.
Figure 3: A shape regular partition of domain Ω
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Lemma 9. Suppose the partition Th is shape regular. Then we have
‖v0‖L2(Ω) > |v|k−1,w , ∀v = (v0, vb) ∈ V
0
h ,
the hidden constant only depends on ρD and k.
Proof. The key to prove Lemma 9 is that on each edge or face e, v|e is unique. Then with the same method of
Lemma 7.1 in [2], we have the discrete Poincare´ inequality.
Also, we have the existence and uniqueness of the solution of (4.4).
4.1 Error Analysis
Let u ∈ H2(Ω) be the solution of (4.1) and v ∈ V 0h . Then, multiply (4.1) by v0 of v = (v0, vb) ∈ V
0
h we have∑
D∈Th
(∇u,∇v0)D = (f, v0)Ω +
∑
D∈Th
〈v0 − vb,∇u · ~n〉∂D, (4.6)
where
∑
D∈Th
〈vb,∇u · ~n〉∂D = 0.
It follows from (1.3), (3.3) and the integration by parts that
(∇wQhu,∇wv)D = (Qk−1,D∇u,∇wv)D + 〈Q
b
k,Du− u,∇wv · ~n〉∂D
= −(v0,∇ · (Qk−1,D∇u))D + 〈vb, (Qk−1,D∇u) · ~n〉∂D + 〈Q
b
k,Du− u,∇wv · ~n〉∂D
= (∇v0,Qk−1,D∇u)D − 〈v0 − vb, (Qk−1,D∇u) · ~n〉∂D + 〈Q
b
k,Du− u,∇wv · ~n〉∂D
= (∇u,∇v0)D − 〈v0 − vb, (Qk−1,D∇u) · ~n〉∂D + 〈Q
b
k,Du− u,∇wv · ~n〉∂D, (4.7)
Combine (4.6) and (4.7), we have∑
D∈Th
(∇wQhu,∇wv)D = (f, v0)Ω +
∑
D∈Th
〈v0 − vb, (∇u−Qk−1,D∇u) · ~n〉∂D +
∑
D∈Th
〈Qbk,Du− u,∇wv · ~n〉∂D. (4.8)
Adding sh(Qhu, v) to both sides of (4.8) gives
as(Qhu, v) = (f, v0)Ω +
∑
D∈Th
〈v0 − vb, (∇u−Qk−1,D∇u) · ~n〉∂D +
∑
D∈Th
〈Qbk,Du− u,∇wv · ~n〉∂D + sh(Qhu, v). (4.9)
Subtracting (4.4) from (4.9), we have the error equation
as(eh, v) =
∑
D∈Th
〈v0 − vb, (∇u −Qk−1,D∇u) · ~n〉∂D +
∑
D∈Th
〈Qbk,Du− u,∇wv · ~n〉∂D + sh(Qhu, v). (4.10)
where
eh|D = (e0, eb)D := (Q
0
k,Du− u0, Q
b
k,Du− ub)D = (Qhu− uh)|D
which is the error between the weak Galerkin finite element solution (u0, ub) and the L
2 projection of the exact
solution. Then we define a norm ‖ · ‖h as
‖~v‖2h :=
∑
D∈Th
‖~v‖L2(D), ∀~v ∈ [L
2(Ω)]n.
Theorem 1. Let uh ∈ Vh be the weak Galerkin finite element solution of the problem (4.1). Assume that the exact
solution is so regular that u ∈ Hk+1(Ω). Then we have
‖∇u−∇wuh‖h > h
k‖u‖Hk+1(Ω), (4.11)
‖∇u−∇u0‖h > h
k‖u‖Hk+1(Ω), (4.12)
the hidden constant only depends on ρD and k.
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Proof. Let v = eh in (4.10), we have
|eh|
2
k−1,w =
∑
D∈Th
〈e0 − eb, (∇u−Qk−1,D∇u) · ~n〉∂D +
∑
D∈Th
〈Qbk,Du− u,∇weh · ~n〉∂D + sh(Qhu, eh). (4.13)
It then follows from (3.4) and Lemma 7 that
|eh|
2
k−1,w > h
k‖u‖Hk+1(Ω)|eh|k−1,w. (4.14)
Based on (4.14), firstly, we prove (4.11),
‖∇u−∇wuh‖h ≤ ‖∇u−Qk−1(∇u)‖h + ‖Qk−1(∇u)−∇wQhu‖h + ‖∇wQhu−∇wuh‖h,
with Lemma 5 and Lemma 6 and
‖∇w(Qhu− uh)‖h ≤ |eh|k−1,w
we have (4.11).
Secondly, with Lemma 8, we have∑
D∈Th
‖∇(Q0k,Du− uh|D0)‖
2
L2(D) =
∑
D∈Th
‖∇e0‖
2
L2(D)
>
∑
D∈Th
‖∇weh‖
2
L2(D) + h
−1
D ‖eb − e0‖
2
L2(∂D)
> |uh −Qhu|
2
k−1,w
which means ∑
D∈Th
‖∇(Q0k,Du− uh|D0)‖
2
L2(D) > h
2k‖u‖2Hk+1(Ω).
Also by Lemma 5 ∑
D∈Th
‖∇(Q0k,Du− u)‖
2
L2(D) > h
2k‖u‖2Hk+1(Ω),
then we have (4.12)
‖∇u−∇u0‖h > h
k‖u‖Hk+1(Ω).
Theorem 2. Let uh ∈ Vh be the weak Galerkin finite element solution of the problem (4.1). Assume that the exact
solution is so regular that u ∈ Hk+1(Ω). Then we have
‖u− u0‖L2(Ω) > h
k+1‖u‖Hk+1(Ω), (4.15)
the hidden constant only depends on ρD and k.
Proof. We begin with a dual problem seeking φ ∈ H20 (Ω) such that −∆φ = e0. Suppose we have ‖φ‖H2(Ω) >
‖e0‖L2(Ω).
Then we have
‖e0‖
2
L2(Ω) =
∑
D∈Th
(∇φ,∇e0)D −
∑
D∈Th
〈∇φ · ~n, e0 − eb〉∂D. (4.16)
Let u = φ and v = eh in (4.7), we have
(∇φ,∇e0)D = (∇wQhφ,∇weh)D + 〈e0 − eb, (Qk−1,D∇φ) · ~n〉∂D − 〈Q
b
k,Dφ− φ,∇weh · ~n〉∂D. (4.17)
Combine (4.16) and (4.17), we have
‖e0‖
2
L2(Ω) = (∇wQhφ,∇weh)Ω +
∑
D∈Th
〈(Qk−1,D∇φ−∇φ) · ~n, e0 − eb〉∂D −
∑
D∈Th
〈Qbk,Dφ− φ,∇weh · ~n〉∂D. (4.18)
So that by Lemma 6 and Lemma 7, we have∣∣∣∣∣
∑
D∈Th
〈(Qk−1,D∇φ−∇φ) · ~n, e0 − eb〉∂D
∣∣∣∣∣ > h‖φ‖H2(Ω)|eh|k−1,w , (4.19)
8
∣∣∣∣∣
∑
D∈Th
〈Qbk,Dφ− φ,∇weh · ~n〉∂D
∣∣∣∣∣ > h‖φ‖H2(Ω)|eh|k−1,w. (4.20)
Then let v = Qhφ in (4.10), such that
(∇wQhφ,∇weh)Ω =
∑
D∈Th
〈Q0k,Dφ−Q
b
k,Dφ, (∇u −Qk−1,D∇u) · ~n〉∂D
+
∑
D∈Th
〈Qbk,Du− u, (∇wQhφ−∇φ) · ~n〉∂D
+sh(Qhu,Qhφ)− sh(eh, Qhφ),
where ∑
D∈Th
〈Qbk,Du− u,∇φ · ~n〉∂D = 0.
Same as the proof of Theorem 8.2 in [2], we have∑
D∈Th
〈Q0k,Dφ−Q
b
k,Dφ, (∇u −Qk−1,D∇u) · ~n〉∂D > h
k+1‖u‖Hk+1(Ω)‖φ‖H2(Ω)
and
|sh(Qhu,Qhφ)|+ |sh(eh, Qhφ)| > h
k+1‖u‖Hk+1(Ω)‖φ‖H2(Ω).
Then
|〈Qbk,Du− u, (∇wQhφ−∇φ) · ~n〉∂D| > h
−1/2
D ‖Q
b
k,Du− u‖L2(∂D) h
1/2
D ‖∇wQhφ−∇φ‖L2(∂D),
where
h
1/2
D ‖∇wQhφ−∇φ‖L2(∂D) > h
1/2
D ‖∇wQhφ−Qk−1,D∇φ‖L2(∂D) + h
1/2
D ‖Qk−1,D∇φ−∇φ‖L2(∂D)
> ‖∇wQhφ−Qk−1,D∇φ‖L2(D) + hD|∇wQhφ−Qk−1,D∇φ|H1(D)
+h
1/2
D ‖Qk−1,D∇φ−∇φ‖L2(∂D)
> hD‖φ‖H2(D) + ‖∇wQhφ−Qk−1,D∇φ‖L2(D)
+h
1/2
D ‖Qk−1,D∇φ−∇φ‖L2(∂D)
> hD‖φ‖H2(D)
by Lemma 2, Lemma 3, Lemma 5 and Lemma 6. So that
|〈Qbk,Du− u, (∇wQhφ−∇φ) · ~n〉∂D| > h
k+1
D ‖u‖Hk+1(D)‖φ‖H2(D).
Then
|(∇wQhφ,∇weh)Ω| > h
k+1‖u‖Hk+1(Ω)‖φ‖H2(Ω). (4.21)
By (4.14), (4.18), (4.19), (4.20) and (4.21), we have
‖Q0ku− u0‖L2(Ω) > h
k+1‖u‖Hk+1(Ω),
with
‖Q0ku− u‖L2(Ω) > h
k+1‖u‖Hk+1(Ω),
the error estimate (4.15) is obtained.
5 The weak Galerkin finite element method for interface problem
Let Ω be a bounded domain with C0,1 boundary in Rn, n = 2, 3, Γ ⊂ Ω be the C0,1 interface, f ∈ L2(Ω), the
equation is 

−∇ · (β∇u) = f,
[u]|Γ = 0,
(β1∇u · ~n− β2∇u · ~n) |Γ = g,
u|∂Ω = 0,
(5.1)
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where ~n is the outward normal direction to ∂Ω1, β1, β2 are two different positive constants defined on Ω1 and Ω2
respectively. And for simplicity, we set [u]|Γ := u1|Γ − u2|Γ = 0.
Ω2
Ω1Γ
Figure 4: A domain Ω = Ω1 ∪ Γ ∪ Ω2 with C
0,1 interface Γ
The mesh Th is composed of shape regular curvilinear polygons or polyhedrons having edges or faces which are
parts of ∂Ω or Γ. And there is no element cross Γ. Here we use the same weak Galerkin finite element schemes as
in Section 3. For any v ∈ Vh, the weak gradient of v is defined on each element D by (1.3), respectively. And for
any u, v ∈ Vh, the bilinear form is defined as
bh(u, v) =
∑
D∈Th
∫
D
β∇wu · ∇wv dx. (5.2)
The stabilization term is:
sh(u, v) =
∑
D∈Th
h−1D 〈u0 − ub, v0 − vb〉∂D. (5.3)
A numerical solution for (5.1) can be obtained by seeking uh = (u0, ub) ∈ V
0
h such that
bs(uh, v) := bh(uh, v) + sh(uh, v) = (f, v0)Ω + 〈g, vb〉Γ, ∀v = (v0, vb) ∈ V
0
h . (5.4)
Here we define the weak-1 norm as
|||v||| = (bs(v, v))
1/2, ∀v ∈ V 0h . (5.5)
Also, we have the existence and uniqueness of the solution of (5.1) as in [3].
5.1 Error Analysis
Let u ∈ H10 (Ω) and u|Ωi ∈ H
2(Ωi), i = 1, 2, be the solution of (5.1) and v ∈ V
0
h . Then, multiply (5.1) by v0 of
v = (v0, vb) ∈ V
0
h we have∑
D∈Th
(β∇u,∇v0)D = (f, v0)Ω + 〈g, vb〉Γ +
∑
D∈Th
〈v0 − vb, β∇u · ~n〉∂D, (5.6)
where
∑
D∈Th
〈vb, β∇u · ~n〉∂D =
∑
e∈Γ
〈g, vb〉e.
It follows from (1.3), (3.3) and the integration by parts that
(β∇wQhu,∇wv)D = (βQk−1,D∇u,∇wv)D + 〈Q
b
k,Du− u, β∇wv · ~n〉∂D
= (β∇u,∇v0)D − 〈v0 − vb, β(Qk−1,D∇u) · ~n〉∂D + 〈Q
b
k,Du− u, β∇wv · ~n〉∂D, (5.7)
Combine (5.6) and (5.7), add sh(Qhu, v) to both sides, we have
bs(Qhu, v) = (f, v0)Ω + 〈g, vb〉Γ +
∑
D∈Th
〈v0 − vb, β(∇u −Qk−1,D∇u) · ~n〉∂D
+
∑
D∈Th
〈Qbk,Du− u, β∇wv · ~n〉∂D + sh(Qhu, v). (5.8)
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Subtracting (5.4) from (5.8), we have the error equation
bs(eh, v) =
∑
D∈Th
〈v0 − vb, β(∇u−Qk−1,D∇u) · ~n〉∂D +
∑
D∈Th
〈Qbk,Du− u, β∇wv · ~n〉∂D + sh(Qhu, v). (5.9)
where
eh|D = (e0, eb)D := (Q
0
k,Du− u0, Q
b
k,Du− ub)D = (Qhu− uh)|D
which is the error between the weak Galerkin finite element solution (u0, ub) and the L
2 projection of the exact
solution. Then we define a norm ‖ · ‖β as
‖~v‖2β :=
∑
D∈Th
(β~v · ~v)D, ∀~v ∈ [L
2(Ω)]n,
and suppose v ∈ H1(Ω), v|Ωi ∈ H
k+1(Ωi), i = 1, 2, we define
‖v‖2k+1,Ω = ‖v‖
2
Hk+1(Ω1)
+ ‖v‖2Hk+1(Ω2).
Theorem 3. Let uh ∈ Vh be the weak Galerkin finite element solution of the problem (5.1). Assume that the exact
solution is so regular that u|Ωi ∈ H
k+1(Ωi), i = 1, 2. Then we have
‖∇u−∇wuh‖β > h
k‖u‖k+1,Ω, (5.10)
‖∇u−∇u0‖β > h
k‖u‖k+1,Ω, (5.11)
the hidden constant only depends on ρD and k.
Proof. Let v = eh in (5.9), we have
|||eh||| =
∑
D∈Th
〈e0 − eb, β(∇u −Qk−1,D∇u) · ~n〉∂D +
∑
D∈Th
〈Qbk,Du− u, β∇weh · ~n〉∂D + sh(Qhu, eh). (5.12)
It then follows from (3.4) and Lemma 7 that
|||eh|||
2
> hk‖u‖k+1,Ω|||eh|||. (5.13)
Based on (5.13), firstly, we prove (5.10),
‖∇u−∇wuh‖β ≤ ‖∇u− Qk−1∇u‖β + ‖Qk−1∇u−∇wQhu‖β + ‖∇wQhu−∇wuh‖β,
with Lemma 5 and Lemma 6 and
‖∇w(Qhu− uh)‖β ≤ |||eh|||
we have (4.11).
Secondly, with Lemma 8, we have∑
D∈Th
‖β∇(Q0k,Du− uh|D0)‖
2
L2(D) =
∑
D∈Th
‖β∇e0‖
2
L2(D)
>
∑
D∈Th
‖β∇weh‖
2
L2(D) + h
−1
D ‖eb − e0‖
2
L2(∂D)
> |||eh|||
2
which means ∑
D∈Th
‖β∇(Q0k,Du− uh|D0)‖
2
L2(D) > h
2k‖u‖2k+1,Ω.
Also with Lemma 5 ∑
D∈Th
‖β∇(Q0k,Du− u)‖
2
L2(D) > h
2k‖u‖2k+1,Ω,
so that we have (5.11)
‖∇u−∇u0‖β > h
k‖u‖k+1,Ω.
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Theorem 4. Let uh ∈ Vh be the weak Galerkin finite element solution of the problem (5.1). Assume that the exact
solution is so regular that u|Ωi ∈ H
k+1(Ωi), i = 1, 2. Then we have
‖u− u0‖L2(Ω) > h
k+1‖u‖k+1,Ω, (5.14)
the hidden constant only depends on ρD and k.
Proof. We begin with a dual problem seeking φ ∈ H10 (Ω) such that −∇· (β∇φ) = e0, and g = 0 as in (5.1). Suppose
we have ‖φ‖2,Ω > ‖e0‖L2(Ω).
Then we have
‖e0‖
2
L2(Ω) =
∑
D∈Th
(β∇φ,∇e0)D −
∑
D∈Th
〈β∇φ · ~n, e0 − eb〉∂D. (5.15)
Let u = φ and v = eh in (5.7), we have
(β∇φ,∇e0)D = (β∇wQhφ,∇weh)D + 〈e0 − eb, β(Qk−1,D∇φ) · ~n〉∂D − 〈Q
b
k,Dφ− φ, β∇weh · ~n〉∂D. (5.16)
Combine (5.15) and (5.16), we have
‖e0‖
2
L2(Ω) = (β∇wQhφ,∇weh)Ω+
∑
D∈Th
〈β(Qk−1,D∇φ−∇φ) ·~n, e0− eb〉∂D−
∑
D∈Th
〈Qbk,Dφ−φ, β∇weh ·~n〉∂D. (5.17)
So that by Lemma 6 and Lemma 7, we have∣∣∣∣∣
∑
D∈Th
〈β(Qk−1,D∇φ−∇φ) · ~n, e0 − eb〉∂D
∣∣∣∣∣ > h‖φ‖2,Ω|||eh|||, (5.18)
∣∣∣∣∣
∑
D∈Th
〈Qbk,Dφ− φ, β∇weh · ~n〉∂D
∣∣∣∣∣ > h‖φ‖2,Ω|||eh|||. (5.19)
Then let v = Qhφ in (5.9), such that
(β∇wQhφ,∇weh)Ω =
∑
D∈Th
〈Q0k,Dφ−Q
b
k,Dφ, β(∇u − Qk−1,D∇u) · ~n〉∂D
+
∑
D∈Th
〈Qbk,Du− u, β(∇wQhφ−∇φ) · ~n〉∂D
+sh(Qhu,Qhφ)− sh(eh, Qhφ),
where ∑
D∈Th
〈Qbk,Du− u, β∇φ · ~n〉∂D = 0.
Same as the proof of Theorem 8.2 in [2], we have∑
D∈Th
〈Q0k,Dφ−Q
b
k,Dφ, β(∇u −Qk−1,D∇u) · ~n〉∂D > h
k+1‖u‖k+1,Ω‖φ‖2,Ω
and
|sh(Qhu,Qhφ)|+ |sh(eh, Qhφ)| > h
k+1‖u‖k+1,Ω‖φ‖2,Ω.
Then by Lemma 3, Lemma 5, Lemma 6
|〈Qbk,Du− u, β(∇wQhφ−∇φ) · ~n〉∂D| > h
−1/2
D ‖Q
b
k,Du− u‖L2(∂D) βh
1/2
D ‖∇wQhφ−∇φ‖L2(∂D),
where
h
1/2
D ‖∇wQhφ−∇φ‖L2(∂D) > h
1/2
D ‖∇wQhφ−Qk−1,D∇φ‖L2(∂D) + h
1/2
D ‖Qk−1,D∇φ−∇φ‖L2(∂D)
> ‖∇wQhφ−Qk−1,D∇φ‖L2(D) + hD|∇wQhφ−Qk−1,D∇φ|H1(D)
+h
1/2
D ‖Qk−1,D∇φ−∇φ‖L2(∂D)
> hD‖φ‖H2(D) + ‖∇wQhφ−Qk−1,D∇φ‖L2(D)
+h
1/2
D ‖Qk−1,D∇φ−∇φ‖L2(∂D)
> hD‖φ‖H2(D)
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so that
|〈Qbk,Du− u, β(∇wQhφ−∇φ) · ~n〉∂D| > h
k+1
D ‖u‖Hk+1(D)‖φ‖H2(D).
then we have
|(β∇wQhφ,∇weh)Ω| > h
k+1‖u‖k+1,Ω‖φ‖2,Ω. (5.20)
By (5.13), (5.17), (5.18), (5.19) and (5.20), we have
‖Q0ku− u0‖L2(Ω) > h
k+1‖u‖k+1,Ω,
with
‖Q0ku− u‖L2(Ω) > h
k+1‖u‖k+1,Ω,
the error estimate (5.14) is obtained.
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