ABSTRACT. Selection of appropriate genitors in breeding programs increases gains due to the variability found in the divergent groups; this allows quantification of the existing variability, saving time and resources. There are many methods for quantification and evaluation of diversity in population studies, among which we highlight methods that are based on multivariate statistical analyses, such as linear discriminant analysis (LDA) and cluster analysis. Here we propose and evaluate the use of Support Vector machine (SVM) and Artificial Neural Network (ANN) in an attempt to solve the problem of genetic classification of hybrid populations with high degrees of similarity. The results obtained, in terms of the apparent error rate (APER), were compared with those obtained using ANN analysis and LDA. In general, the lowest APER values were associated with scenarios with low degrees of genetic similarity between populations. Specifically, the best results obtained through SVM (ranging from 14.44 to 67.41%) were observed when the exponential radial base kernel function was used. The APERs obtained by the ANN were even lower than those of the linear discriminant function.
ABSTRACT. Selection of appropriate genitors in breeding programs increases gains due to the variability found in the divergent groups; this allows quantification of the existing variability, saving time and resources. There are many methods for quantification and evaluation of diversity in population studies, among which we highlight methods that are based on multivariate statistical analyses, such as linear discriminant analysis (LDA) and cluster analysis. Here we propose and evaluate the use of Support Vector machine (SVM) and Artificial Neural Network (ANN) in an attempt to solve the problem of genetic classification of hybrid populations with high degrees of similarity. The results obtained, in terms of the apparent error rate (APER), were compared with those obtained using ANN analysis and LDA. In general, the lowest APER values were associated with scenarios with low degrees of genetic similarity between populations.
INTRODUCTION
Genetic diversity analyses provide an opportunity for plant breeders to develop new and improved cultivars with desirable characteristics (Govindaraj et al., 2015) . The selection of appropriate genitors in breeding programs has led to increased gains due to the variability found in the divergent groups. Genetic diversity studies have allowed quantification of existing variability, facilitating the management of germplasm collections, saving time and resources (Cruz et al., 2011; Sant' Anna et al., 2015) . There are many methods for quantification and evaluation of diversity in population studies, among which we highlight methods that are based on multivariate statistical analyses, such as linear discriminant analysis (LDA) and cluster analysis (Berwick, 2003; Costa et al., 2006; Hamel et al., 2011) . Nogueira et al. (2008) , using LDA, identified and evaluated new characteristics for production purposes and differentiation of soybean cultivars. They stated that these characteristics are useful as additional descriptors of soybean cultivars. Gonzalvez et al. (2011) successfully employed LDA to discriminate the geographical origin of rice from several PDOs (Protected Designation of Origin) recognized in Spain. Zhang et al. (2005) evaluated the potential of LDA to detect candidate markers associated with agronomic traits among 218 inbred lines of rice (Oryza sativa) from the United States and Asia. The results of that study lead us to suggest that LDA can be used to identify candidate markers associated with agronomic traits. However, in situations in which populations are not linearly separable, traditional methods of multivariate analysis are ineffective for classification analyses because of the difficulty of analyzing the data. Sant'Anna et al. (2015) proposed a solution for non-linear problems; they used Artificial Neural Networks (ANNs) (Silva et al., 2010) for the genetic classification of simulated hybrid populations. They observed up to 97.5% genetic similarity, which is quite satisfactory. Another method that has been developed over the years and can be used in discrimination problems is denoted as Support Vector Machine (SVM) (Lorena et al., 2003) . SVM is based on Statistical Learning Theory (Vapnik, 2013) and differs from ANNs mainly in terms of the mode of convergence; while in ANN there can be many solutions converging to local minimums, SVM converges to a single optimal solution, the global minimum (Rychestsky et al., 2001) . Martins et al. (2007) , in comparisons between ANNs and SVMs for the detection of leaks in oil pipelines, found that SVMs showed greater robustness and greater correct resolution of the problem.
As regards genetic improvement, SVMs have been applied in Genomic Wide Association studies (Mittag et al. 2012; Kim et al. 2013) , in Genome Wide Selection (Long et al. 2011) , for automating disease detection in tomato crops (Prince et al. 2015; Mokhtar et al., 2015) , for predicting hybrid performance in maize crops (Lima et al., 2018) , in image processing of rice (Maione and Barbosa., 2018) and for classification problems (Li and Ogihara, 2006) . In spite of the great potential for classification problem solving as an alternative to the approach based on ANNs been evaluated for the purpose of solving a genetic diversity problem of hybrid populations with high degrees of genetic similarity.
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= 1 for was used to simulate the phenotypic values of eight quantitative traits. Each trait was assumed to be controlled by 20 random loci, with differential additive effects determined by weights given he locus in the total genotypic he expression corresponds to the phenotypic value; is the individual from the population, given by the weighted sum of the effects of each explanatory marker of the values of 55, 60, 70, ..., 90%, and numerical mean values equal to the heritability values. The genotypic, phenotypic, breeding and population simulations were performed using the simulation module of the GENES software system (Cruz, 2016) . The population set was considered in three scenarios with distinct degrees of differentiation determined by the degree of similarity of the populations involved (Table 1) . 
Discrimination Methods
Discriminant Analysis
For the estimation of the discriminant functions used to classify the groups of individuals, is considered as the populations to be compared, given and -the mean vector and the covariance matrix of these populations, respectively -, where g={1, 2,..., 7} and n varies from 3 to 5 and to 7, given that the scenario consists of populations of three to seven groups. The simulation considered populations of the same variance, so = = ⋯ = = , where is the common covariance matrix given by equation
Equation (1) and the discriminant function given by the following expression:
in which is the a priori probability that group will belong to population . The new individual is classified as belonging to the group with the highest classification score; an individual X will be classified in group if: ( ) = max ( ( ), … , ( )).
Artificial Neural Network (ANN)
Artificial neural networks are biologically inspired computer programs designed to simulate the way in which the human brain processes information. The ANN is formed by a combination of several artificial neurons, able to simulate the behavior and functions of a biological neuron. The artificial neuron receives one or more inputs and sums them to produce an output; therefore, each neuron represents an output (Braga et al., 2011) . As regards biological systems, these connections represent the contacts of the dendrites with other neurons, thus forming synapses (communication between two cells). Such connections make the output signal of a neuron an input signal of another. Here, we used the networks known as multilayer perceptron, also known as feed forward networks (Silva et al., 2010) . In such networks, the information flow propagates forward, layer by layer, from the input layer to the output layer, with one or more layers of neurons between th layers. Figure 2 shows how neurons are distributed in a al., 2015). The neural network architecture (Fig  activation functions , number of neurons varying from 6 to 15 neurons in the first, 10 to 40 in the second, and 10 to 40 in the third layer, as suggested by Sant'anna et al (2015) . The minimum number numbers and activation functions in the hidden layers were checked; 70% of the data was used as a training set and the test set was composed of the remaining 30%.
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backpropagation
The neural network architecture (Fig  activation functions , number of neurons varying from 6 to 15 neurons in the first, 10 to 40 in the second, and 10 to 40 in the third layer, as suggested by Sant'anna et al (2015) . The minimum number of iterations (or epochs) was 1500 and all combinations of neuron numbers and activation functions in the hidden layers were checked; 70% of the data was used as a training set and the test set was composed of the remaining 30%.
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Equation (3) www.funpecrp.com.br algorithm Silva et al. (2010) was used in the training process. ure 2) consisted of three hidden layers, tansig or logsig activation functions, number of neurons varying from 6 to 15 neurons in the first, 10 to 40 in the second, and 10 to 40 in the third layer, as suggested by Sant'anna et al (2015) . The of iterations (or epochs) was 1500 and all combinations of neuron numbers and activation functions in the hidden layers were checked; 70% of the data was he proposed method known as Support Vector Machine (SVM) (James et al., 2013 ) is based on statistical learning theory, which aims to establish mathematical conditions that allow choosing a classifier with good performance from the set of data training and testing (James et al., 2013) . The objective is to provide a classifier that shows good performance for the samples that were not observed during the training. This is done using the method of structural risk minimization, which depends on a term Chervonenkis dimension (Vapnik, 2013) that measures the intrinsic complexity of a class of functions. The main idea of SVM is to create a separating hyperplane as a decision surface so that the separation between its positive and negative Equation (3) where is the adjustable weight vector and is a bias. Thus, the space of data X is divided into two regions: • + > 0 and • + < 0 such that ( ) = ( ) = ( • + ) so that the classification will be +1 if ( ) > 0 and -1 if ( ) < 0 , and the samples that serve as the basis for modeling the separation margin are called support vectors (Campbel, 2000) . Accordingly, it is by means of support vectors that one can tell if a pattern belongs or not to a certain class, depending on the value obtained in ( ), as can be seen in Figure 3 . In Figure 3 , represents the shortest distance from the nearest positive point and is the shortest distance from the nearest negative point (support vectors). However, the data in this paper do not present a linear structure, so a separating hyperplane can be defined as follows:
( ) = • ( ) + , Equation (4) where ( ) is known as a kernel. This function aims to map the training data set into higher dimensionality spaces, which leads to a linear classification problem. Another way to deal with the nonlinearity of the data is to implement a smoothing constant (C), which determines the rigidity of the separation margin. One must be very careful with its use, because for a given optimal value (C), depending on how far this value is from the observed data, generalization can be compromised and inform that the data samples are equivalent to the support vector points (Matlab, 2011) . We used the polynomial kernel function (PolyKernel), the radial basis function (Normalized PolyKernel) and the exponential radial basis function (RBFPolyKernel). The functions and the search spaces of the parameters analyzed are displayed in Table 2 . The search space of the smoothing constant (C) was 1 ≤C≤100, with variation of one in each loop for all functions used with the same criteria. Finally, in order to separate the population groups, as more than three groups were to be classified, the one-against-all space decomposition approach was used in the set of variables. As in the ANN analyses, the data were separated in a way that one part was for training and the other for validation.
Comparison between methods
The APER was given by the ratio between the number of erroneous classifications and the total number of classifications (Cruz et al., 2014) , according to:
, where is the number of observations of population , which were, by means of discriminant functions, classified in another population , where = and = 1, 2, ..., 7 populations; considering: = ∑ , where is the number of observations related to population .
Computational aspects
Simulation processes were run using the simulation module of the GENES software system Cruz, 2016) . ANN was implemented for the integration between Genes and MATLAB (Cruz, 2016; Matlab, 2011) . Discriminant analysis was implemented using ksvm functions, and SVM predictions were performed using the package kernlab (Karatzoglou, 2018) from software R (R Core Team, 2018).
RESULTS
The APER values, for the results obtained by LDA and SVM, ranged from 14.44 (~ 101 individuals) to 67.14% (~ 470 individuals). In general, the lowest APER values were associated with scenarios with low degrees of similarity between populations (Table 3) . For instance, APER was equal to 18.89 and 14.44%, considering the results obtained by LDA and SVM in Scenario 1 (P1, P2 and F1). Specifically, the best results obtained through SVM (those ranging from 14.44 to 67.41%) were observed when the exponential radial base kernel function was used (Table 3 ). The APERs obtained by the ANN were even lower than those of the discriminant function. The parameters that showed the best results in Scenario 1 were, respectively, 11, 0.102 and 0.028 for the smoothing constant (C) and parameters β 0 and β 1 of the hyperbolic tangent function. The smoothing constant was small (1 or 3) for the other scenarios, with parameters β 0 and β 1 showing divergent results between scenarios. Different from the results obtained through DA and SVM, the APER values considering ANN were zero in all scenarios (Table 3 ). The number of neurons used to solve the problem ranged from 6 to 40 (Table 5 ). In general, the scenario with greatest similarity (87.5%) among the populations demanded a greater number of neurons. Specifically, 15, 30 and 40 neurons were required respectively in layers 1, 2 and 3 for the solution of the problem, as for Scenario 3 ( Table 5 ). For that scenario, the Log-sigmoid function (logsig) and the hyperbolic tangent function (tansig) were used to obtain the solution to the discrimination problem. 
DISCUSSION
We propose the use of the SVM method as a computational tool to obtain a solution to the genetic classification problem of backcross populations with high degrees of similarity. Comparisons between the SVM, LDA and the ANN methods were made under different simulated scenarios. The scenarios consisted of three groups of populations with different degrees of similarity (L1=50.00; L2=75.00; L3=87.50). Predictive performance was measured with the apparent error rate (APER).
The use of a Support Vector Machine was efficient in obtaining a solution to the genetic classification problem of hybrid populations with high degrees of similarity, since the APER values were similar or lower than those obtained by applying LDA. LDA is suitable for situations in which populations are linearly separable (Li et al. 2006) . Li et al. (2006) investigated the use of LDA and SVM for multi-class classification. Their experiments showed that the precision of the LDA approach is comparable to that of other approaches, such as SVM. Moreover, the results found using LDA were expected, since the genetic structure imposed in the simulation process showed similarity between the populations, ranging between 50 (L 1 ) and 87.5% (L 3 ). In the study carried out by Sant'Anna et al. (2015) , also using LDA to classify hybrid populations, the APER values ranged from 22.67 to 80.01%, being similar to those we obtained here. Nevertheless, LDA is still very useful for breeding programs in simpler scenarios and has been successfully used in some crops with the objective of generating discriminant functions such as in bean genotypes (Li et al., 2006) , for differentiating soybean cultivars (Nogueira et al., 2008) and for distinguishing rice cultivars (Maione and Barbosa, 2018) .
The ANN analyses gave unsatisfactory results in terms of a solution to the classification problem in populations with high degrees of similarity. The APER values were higher than 70%, being different from those obtained in Sant'Anna's study (Sant' Anna et al., 2015) , where ANN and LDA were compared in a classification problem of backcross populations. According to Braga et al. (2011) , ANNs are superior to the conventional methods most commonly used for population discrimination. One complexity related to the use of ANNs is the definition of the number of hidden layers, neurons and activation functions used in the ANN architecture. In our study, this problem was minimized as these parameters were chosen considering the values used by Sant'Anna et al. (2015) , who used three hidden layers with 15, 40 and 40 neurons in the first, second and third hidden layers, respectively. This fact emphasizes the importance of studies involving computational intelligence techniques. However, even using similar parameters, the neural network used here was not the same as that in the above-mentioned study; the weights used in the two networks were different as well as the populations used in their training. This suggests that it is necessary to test more algorithms in different population groups and use different forms of validation so that the reliability of the results can progressively improve.
Although SVMs showed a learning capacity, such as the perceptron (Lorena and Carvalho 2003; Martins, 2007) , we obtained different results. Possibly, owing to the high complexity of the problem under study, it will be necessary to make the parameter space even more flexible. To this end, computational techniques are required to optimize the search in the parameter space. Among these techniques, those that reduce dimensionality can be considered, in addition to other types of kernels.
