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Resumo
As séries de Walsh formam um sistema ortonormal completo de L2r0, 1q que pode ser
aplicado em diferentes situações, tais como: transmissão de dados, filtração, enriquecimento
de imagem, análise de sinais e reconhecimento de padrão.
A teoria das n-larguras foi introduzida por Kolmogorov na década de 1930. Desde então,
muitos trabalhos têm visado obter estimativas assintóticas para n-larguras de diferentes
classes de conjuntos. Nessa dissertação estudamos n-larguras de operadores multiplicadores
de séries de Walsh limitados de Lp em Lq, 1 ď p, q ď 8. Na primeira parte, estudamos
estimativas inferiores e superiores para n-larguras de operadores multiplicadores gerais.
Na segunda parte, aplicamos estes resultados para operadores multiplicadores específicos,
associados a conjuntos de funções finitamente e infinitamente diferenciáveis diadicamente
sobre r0, 1q. Em particular, mostramos que as estimativas estudadas são exatas em termos
de ordem em diversas situações.
Palavras-chave: Operadores multiplicadores, funções de Walsh, n-larguras, teoria da
aproximação.
Abstract
The Walsh functions form a complete orthonormal system of L2r0, 1q that can be applied
in different situations, such as: data transmission, filtering, image enhancement, signal
analysis and pattern recognition.
The theory of n-widths were introduced by Kolmogorov in the 1930s. Since then, many
works aim to find estimates for n-widths of different classes of sets. In this dissertation we
study n-widths of multiplier operators of Walsh series bounded from Lp to Lq, 1 ď p, q ď 8.
In the first part, upper and lower bounds are studied for n-widths of general multiplier
operators. In the second part, we apply these results to specific multiplier operators,
associated with sets of finitely and infinitely dyadically differentiable functions on r0, 1q.
In particular, we show that, the estimates studied are order sharp in various situations.
Keywords: Multipliers operators, Walsh functions, n-widths, approximation theory.
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Introdução
As funções de Walsh formam um sistema ortonormal completo de L2r0, 1q
que pode ser aplicado em diferentes situações, tais como: transmissão de dados, filtração,
enriquecimento de imagem, análise de sinais e reconhecimento de padrão. As funções de
Walsh são fáceis para implementar em computadores de alta velocidade e podem ser usadas
com pouco espaço de armazenagem. Isto é devido em parte ao fato que as funções de
Walsh assumem somente os valores `1 e ´1 (ver (BARRETT; GORDON; BRAMMER,
1971)).
O sistema de Walsh é também interessante do ponto de vista teórico. Primeiro,
é o sistema não trivial mais simples em análise harmônica, mas compartilha muitas pro-
priedades com o sistema trigonométrico. Segundo, tem sido usado para resolver alguns
problemas fundamentais em análise, como por exemplo o problema da base (ver (SCHIPP;
WADE; SIMON, 1990)). Terceiro, esse sistema tem tido um papel importante no desenvol-
vimento de outras áreas da matemática. Por exemplo, o teorema fundamental da teoria dos
martingais (desigualdades Lp para a função quadrática) foi demonstrado primeiramente por
Paley (PALEY, 1932) para o sistema de Walsh. Os espaços de Banach com a propriedade
UMD, (ver (TOZONI, 1995)), foram caracterizados através da convergência das séries
de Walsh. Foi demonstrado em (TOZONI, 1995) que um espaço de Banach X tem a
propriedade UMD se e somente se as séries de Walsh-Fourier de funções f P LpXr0, 1q
convergem em LpX para algum 1 ă p ă 8.
A teoria de n-larguras foi introduzida na década de 1930 pelo matemático russo
Andrey Nikolaevich Kolmogorov. Até 1960, apenas dois artigos haviam sido publicados
na direção da pesquisa abordada neste trabalho, de autoria de Rudin e Stechkin. Após
1960 houve um aumento significativo de interesse na área. Destacamos a seguir alguns
matemáticos importantes que trabalharam ou trabalham com n-larguras: Chui, Micchelli,
Pinkus, Dyn, Tichomirov, DeVore, Triebel, Wozniakowski, Traub, Kashin, dentre outros.
O primeiro resultado sobre estimativas para as n-larguras das classes de Sobolev
W γp pS1q sobre o círculo está contido no artigo de Kolmogorov (KOLMOGOROV, 1936),
onde ele demonstra que dnpW γ2 pS1qq — n´γ. Mais tarde, em 1952, Rudin demonstra em
(RUDIN, 1952) o que parece ter sido o primeiro resultado assintótico para dnpW γp pS1q, Lqq,
com p ă q, tendo sido este generalizado dois anos mais tarde por Stechkin em (STECHKIN,
1954). Após isto, estimativas para classes de Sobolev foram demonstradas para vários
outros casos por diversos matemáticos, dos quais destacamos Gluskin, Ismagilov, Maiorov,
Makovoz e Scholz, em (GLUSKIN, 1974), (ISMAGILOV, 1974), (MAIOROV, 1975),
(MAKOVOZ, 1979), (SCHOLZ, 1976). Em 1977, Kashin completa o quadro de estimativas
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para dnpW γp pS1q, Lqq com os artigos (KASHIN, 1977) e (KASHIN, 1974). Diversas técnicas
foram empregadas nestes diferentes casos, das quais podemos destacar uma técnica de
discretização, devida a Maiorov e o Teorema de Borsuk.
Para estimativas de n-larguras de conjuntos de funções analíticas ou inteiras,
outras técnicas precisaram ser desenvolvidas. Dentre os matemáticos que trabalharam
com n-larguras de funções analíticas, destacamos Babenko, Fisher, Micchelli, Taikov e
Tichomirov, que obtiveram estimativas para conjuntos de funções analíticas em espaços
de Hardy em (BABENKO, 1958), (FISHER; MICCHELLI, 1980), (TAIKOV, 1967),
(TICHOMIROV, 1960).
Nesta dissertação estudamos n-larguras de operadores multiplicadores de séries
de Walsh limitados de Lpr0, 1q em Lqr0, 1q, 1 ď p, q ď 8, através dos Teoremas 3.2 e 3.3.
Dentre as ferramentas utilizadas nas demonstrações destes teoremas, a principal delas é o
Teorema 2.4, que fornece estimativas para Médias de Levy de normas definidas sobre Rn.
Na demonstração de tal teorema, utilizamos dentre outras ferramentas, a Desigualdade de
Khintchine e um resultado probabilístico de Kwapien (Lema 2.2).
Iniciamos o Capítulo 1 apresentando conceitos básicos referentes a teoria da
medida, funções de Walsh e o conceito de derivada de uma função no sentido diádico
juntamente com algumas de suas propriedades. Em seguida, introduzimos os conceitos
básicos referentes às n-larguras de Kolmogorov, Gel’fand e de Bernstein, fazendo um
estudo sobre as principais propriedades de tais n-larguras e finalmente abordamos algumas
relações existentes entre elas. As demonstrações dos resultados abordados neste capítulo
serão na sua totalidade omitidas por se encontrarem em (FOLLAND, 1984), (MILARÉ,
2011), (PALEY, 1932), (PINKUS, 1985), (SCHIPP; WADE; SIMON, 1990), (STÁBILE,
2009).
No Capítulo 2, estudamos Médias de Levy de algumas normas definidas sobre
Rn. Demonstramos o Teorema 2.4, que nos fornece estimativas inferiores e superiores
para Médias de Levy dessas normas. As referências utilizadas neste capítulo foram (FOL-
LAND, 1984), (KUSHPEL; TOZONI, 2012), (KWAPIEŃ, 1972), (PAJOR; TOMCZAK-
JAEGERMANN, 1986), (PIETSCH, 1980), (STÁBILE, 2009), (TOZONI, 2012).
Iniciamos o Capítulo 3 usando o Teorema 2.4 como principal ferramenta na
demonstração dos Teoremas 3.2 e 3.3, que nos fornecem estimativas inferiores e superiores
para n-larguras de operadores multiplicadores de séries de Walsh limitados de Lpr0, 1q em
Lqr0, 1q, 1 ď p, q ď 8. As referências utilizadas neste capítulo foram (FOLLAND, 1984),
(KUSHPEL; TOZONI, 2012), (PIETSCH, 1980) e (TOZONI, 2012).
No Capítulo 4, de posse das estimativas gerais obtidas no capítulo anterior,
estudamos estimativas para n-larguras de Kolmogorov de operadores multiplicadores de
Lpr0, 1q em Lqr0, 1q, associados às sequências de multiplicadores Λp1q “ tk´γplog2 kq´ξukě2,
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com γ, ξ P R, γ ą 0, ξ ą 0 e Λp2q “ te´γkrukě0, com γ P R, γ ą 0, 0 ă r ď 1.
Tais sequências nos fornecem conjuntos de funções suaves, finitamente e infinitamente
diferenciáveis no sentido diádico definidas em r0, 1q.
Parte I
Referenciais teóricos
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1 Preliminares
Neste capítulo estudaremos alguns conceitos preliminares e alguns resultados
básicos sobre espaços Lp, séries de Walsh e n-larguras. Inicialmente faremos uma exposição
resumida dos espaços Lp. Num segundo momento, exporemos o conceito de séries de
Walsh, seus principais teoremas de convergência e a definição de derivada de uma função
no sentido diádico. Finalmente, trataremos do conceito de n-largura, abordando diferentes
tipos existentes, suas principais propriedades, bem como as relações existentes entre elas.
As demonstrações dos resultados abordados neste capítulo serão na sua totalidade omitidas
por se encontrarem em (BARRETT; GORDON; BRAMMER, 1971) (FOLLAND, 1984),
(MILARÉ, 2011), (PALEY, 1932), (PINKUS, 1985), (SCHIPP; WADE; SIMON, 1990),
(STÁBILE, 2009).
Denotaremos o conjunto dos inteiros não negativos t0, 1, 2, 3, . . .u por N0 e o
conjunto dos inteiros positivos por N.
1.1 Conceitos básicos
Notação 1.1. Para a, b P R, denotamos
a_ b “ maxta, bu, a^ b “ minta, bu.
Definição 1.1. Seja pX,M, µq um espaço de medida, ou seja, X é um conjunto não vazio,
M é uma σ-álgebra de subconjuntos de X e µ : MÑ r0,8q uma medida. Se 1 ď p ă 8,
denotamos por LppX,M, µq o espaço vetorial de todas as funções mensuráveis f : X Ñ R
tais que
ż
X
|f |p dµ ă 8. Para cada f P LppX,M, µq definimos
}f}p “
˜ż
X
|f |p dµ
¸ 1
p
.
Seja L8pX,M, µq o espaço vetorial de todas as funções mensuravéis f : X Ñ R que são
limitadas quase sempre, ou seja, existe C ą 0 tal que |fpxq| ď C quase sempre. Para cada
f P L8pX,M, µq, definimos
}f}8 “ inftC ą 0 : |f | ď C µ-q.t.p.u.
Observação 1.1. As seguintes propriedades são satisfeitas para f, g P LppX,M, µq,
1 ď p ď 8 e λ P R:
(a) }f}p ě 0;
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(b) }f}p “ 0 se e só se fpxq “ 0 quase sempre;
(c) }λf}p “ |λ| }f}p;
(d) }f ` g}p ď }f}p ` }g}p.
Estas propriedades mostram que a função }¨}p é uma seminorma em LppX,M, µq. Para
obter uma norma, vamos introduzir uma relação de equivalência em LppX,M, µq da
seguinte maneira: dadas f, g P LppX,M, µq, definimos f „ g se fpxq “ gpxq µ-q.t.p.
É claro que esta é uma relação de equivalência em LppX,M, µq. Seja LppX,M, µq (ou
LppXq) o conjunto de todas as classes de equivalência. Dadas rf s, rgs P LppX,M, µq e
λ P R, definimos
rf s ` rgs “ rf ` gs, λrf s “ rλf s.
É fácil verificar que estas operações estão bem definidas, e que LppX,M, µq com estas
operações, é um espaço vetorial. Se definimos
}rf s}p “ }f}p
para cada rf s P LppX,M, µq, podemos verificar facilmente que a função }¨}p está bem
definida e é uma norma em LppX,M, µq.
Observação 1.2. Os espaços LppXq, para 1 ď p ď 8, são espaços de Banach, isto é,
espaços vetoriais normados completos com norma }¨}p. O espaço L2pXq é um espaço de
Hilbert (isto é, é um espaço vetorial com produto interno e completo) onde o produto
interno de f, g P L2pXq é dado por
ż
X
fgdµ.
Vamos admitir conhecimento prévio por parte do leitor dos teoremas básicos
de Teoria da Medida, tais como as desigualdades de Hölder e de Minkowski, dentre outras.
Iremos enunciar o teorema que caracteriza os espaços duais dos espaços
LppX,M, µq.
Teorema 1.1. (Teorema de representação de Riesz, (FOLLAND, 1984), p. 190) Seja
pX,M, µq um espaço de medida µ-finita, e seja 1 ď p ă 8. Então o dual de LppX,M, µq
é isometricamente isomorfo a LqpX,M, µq, onde 1 ă q ď 8, 1
p
` 1
q
“ 1.
1.2 Séries de Walsh
Nesta seção apresentaremos os conceitos de sistema de Rademacher, sistema
de Walsh, o grupo diádico, a expansão diádica, a soma diádica e suas propriedades, além
disso, as série de Walsh e os principais resultados de convergência destas séries.
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Definição 1.2. Dado n P N0, existe uma única sequência tnkukPN0, onde nk P t0, 1u para
k P N0, que satisfaz
n “
8ÿ
k“0
2knk.
Chamamos seus elementos de coeficientes binários de n. Observamos que nk “ 0 exceto
para um número finito de índices.
Definição 1.3. Denominamos por intervalos diádicos os conjuntos da forma
In,i “
” i
2n ,
i` 1
2n
¯
, n P N0, 0 ď i ă 2n.
Definição 1.4. O sistema de Rademacher trnunPN0, rn : r0, 1q Ñ R, é dado por
rnpxq “ p´1qi, para cada x P In`1,i, 0 ď i ă 2n`1.
O sistema de Walsh (ou Walsh-Paley) tψnunPN0 é definido por
ψn “
8ź
k“0
rnkk ,
onde nk são os coeficientes binários de n. Observemos que o produto é finito pois nk “ 0
para k suficientemente grande. Além disso, notamos que ψ0 “ 1 por definição e que o
produto de funções de Walsh é uma função de Walsh. Cada função de Walsh é uma função
simples mensurável e toma apenas os valores 1 e ´1.
Definição 1.5. A topologia diádica é a topologia em r0, 1q gerada pelos intervalos diádicos.
Vamos considerar o espaço de medida pr0, 1q,B, λq, onde B e a σ-álgebra de
Borel sobre r0, 1q e λ é a medida de Lebesgue sobre B.
Definição 1.6. Dado x P r0, 1q, podemos escrever x “
8ÿ
k“1
xk2´k, onde xk P t0, 1u. A
sequência txkukPN é chamada de expansão diádica de x.
Definição 1.7. A soma diádica de dois números x, y P r0, 1q é definida em termos de
suas expansões diádicas por
x‘ y “
8ÿ
k“1
2´k |xk ´ yk| .
A distância diádica dpx, yq “ x‘ y, com x, y P r0, 1q, é uma métrica e ‘ é uma operação
binaria em r0, 1q que satisfaz x‘ x “ 0. Esta métrica gera a topologia diádica. Omitiremos
a demonstração deste fato.
Definição 1.8. Consideramos o grupo Z2 “ Z{p2Zq com a topologia discreta. Definimos o
grupo diádico por D “
ź
nPN
Z2, ou seja, o grupo das sequências de elementos de Z2, munido
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da soma termo a termo e com a topologia produto. Definimos a norma |¨| : DÑ r0, 1s em
D pondo
|txkukPN| “
8ÿ
k“1
xk
2k .
Observação 1.3. pr0, 1q,‘q não é um grupo. De fato, não há associatividade:˜
1
12 ‘
1
6
¸
‘14 “ |p0, 0, 0, 1, 0, 1, 0, 1, . . .q ` p0, 0, 1, 0, 1, 0, 1, 0, . . .q|‘
1
4
“ |p0, 0, 1, 1, 1, 1, 1, . . .q|‘ 14 “
1
4 ‘
1
4 “ 0,
1
12 ‘
˜
1
6 ‘
1
4
¸
“ 112 ‘ |p0, 0, 1, 0, 1, 0, 1, 0, . . .q ` p0, 1, 0, 0, 0, 0, . . .q|
“ |p0, 0, 0, 1, 0, 1, 0, 1, . . .q ` p0, 1, 1, 0, 0, 0, . . .q| “ 12 ,
onde a soma das sequências acima é soma em D como na Definição 1.8.
Proposição 1.1. ((SCHIPP; WADE; SIMON, 1990), p. 10) Dados x, y P r0, 1q, n P N0,
então
ψnpx‘ yq “ ψnpxqψnpyq.
Definição 1.9. Sejam q o conjugado de p, ou seja, 1
p
` 1
q
“ 1, f P Lpr0, 1q e g P Lqr0, 1q.
A convolução entre as funções f e g é definida por
pf ˚ gqpxq “
ż 1
0
fptqgpx‘ tqdλptq.
Teorema 1.2. ((SCHIPP; WADE; SIMON, 1990), p. 6) As funções de Walsh tψnunPN0
formam um conjunto ortonormal completo em L2r0, 1q.
Definição 1.10. Os coeficientes de Walsh-Fourier de uma função f P L1r0, 1q são definidos
por
anpfq “
ż 1
0
fψndλ,
para cada n P N0 e a série de Walsh-Fourier (ou simplesmente, de Walsh) de f é definida
por
8ÿ
n“0
anpfqψn.
As somas parciais desta série serão denotadas por Snf “
n´1ÿ
k“0
akpfqψk, para n P N.
Definição 1.11. Definimos o núcleo de Dirichlet de ordem n, para n P N, por
Dn “
n´1ÿ
k“0
ψk.
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1.2.1 Convergência das séries de Walsh
Agora discutiremos a convergência das séries de Walsh em Lp. As referências
para esta seção são (MILARÉ, 2011) e (PALEY, 1932).
Teorema 1.3. Dado 1 ă p ă 8, existe uma constante Cp ą 0 tal que, para toda
f P Lpr0, 1q e todo n P N,
}Snf}p ď Cp }f}p .
Teorema 1.4. Para cada 1 ă p ă 8 e f P Lpr0, 1q, a série de Walsh
8ÿ
n“0
anpfqψn de f
converge em Lp para f .
Observação 1.4. Dadas f P Lpr0, 1q, g P Lqr0, 1q, com 1 ă p, q ă 8 conjugados, pela
Desigualdade de Hölder temos que∣∣∣∣∣
ż 1
0
fgdλ´
ż 1
0
Smf Sngdλ
∣∣∣∣∣ “
∣∣∣∣∣
ż 1
0
fgdλ´
ż 1
0
f Sngdλ`
ż 1
0
f Sngdλ´
ż 1
0
Smf Sngdλ
∣∣∣∣∣
ď
∣∣∣∣∣
ż 1
0
fpg ´ Sngqdλ
∣∣∣∣∣`
∣∣∣∣∣
ż 1
0
pf ´ SmfqSngdλ
∣∣∣∣∣
ď }f}p }g ´ Sng}q ` }f ´ Smf}p }Sng}q .
Fazendo n,m Ñ 8, o lado direito tende a 0 devido ao teorema anterior (note que a
sequência }Sng}q é limitada pois é convergente). Então, pela ortonormalidade das funções
de Walsh, obtemos uma forma simples de calcular a integral
ż 1
0
fgdλ:ż 1
0
fgdλ “ lim
n,mÑ8
ż 1
0
Smf Sngdλ
“ lim
n,mÑ8
ż 1
0
ˆm´1ÿ
j“0
n´1ÿ
k“0
ajpfqakpgqψjψk
˙
dλ
“ lim
m,nÑ8
m´1ÿ
j“0
n´1ÿ
k“0
ajpfqakpgq
ˆż 1
0
ψjψkdλ
˙
“ lim
m,nÑ8
m^nÿ
k“0
akpfqakpgq “
8ÿ
k“0
akpfqakpgq.
O caso f “ g, isto é, ż 1
0
f 2dλ “
8ÿ
n“0
anpfq2
é conhecido como Fórmula de Plancherel.
1.3 Derivada diádica
Nesta seção apresentaremos a definição de derivada diádica de uma função
definida em r0, 1q e faremos algumas observações que nos serão úteis no Capítulo 4 sobre
aplicações. A referência para esta seção é (SCHIPP; WADE; SIMON, 1990).
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Definição 1.12. (Derivada diádica) Sejam f uma função definida em r0, 1q e n P N0.
Consideremos
dnfpxq :“
n´1ÿ
j“0
2j´1pfpxq ´ fpx‘ 2´j´1qq,
para cada x P r0, 1q. Diremos que f é diferenciável no sentido diádico em x, se o limite
f r1spxq :“ lim
nÑ8 dnfpxq
existe e é finito. Chamaremos f r1spxq de derivada diádica de f em x. Derivadas de ordem
superior são definidas indutivamente para m “ 2, 3, . . ., por
f rms :“ pf rm´1sqr1s.
Observação 1.5. Como cada função de Walsh é localmente constante, a "derivada
clássica" definida por
lim
hÑ0
fpx` hq ´ fpxq
h
,
induz um operador diferenciável no qual não se pode distinguir uma função de Walsh de
outra.
O domínio das funções de Walsh pode ser estendido de r0, 1q para r0,8q e
o conjunto de índices de N0 para r0,8q. Além disso a soma diádica também pode ser
estendida ao intervalo r0,8q. Observamos que este não é objetivo do nosso trabalho e que
estas extensões podem ser encontradas em (SCHIPP; WADE; SIMON, 1990), Capítulo 9.
Dessa forma pode-se definir para x, t P r0,8q, a transformada de Walsh de uma função
integrável f : r0,8q Ñ R como
fˆptq :“
ż 8
0
fpxqψtpxqdλpxq,
que é análoga à transformada de Fourier clássica
Fpfqptq :“
c
1
2pi
ż 8
´8
fpxqeixtdx,
onde i “ ?´1. Se pode demonstrar que em condições ideais tem-se inversão, isto é,
fpxq “
ż 8
0
fˆptqψtpxqdλptq,
para x P r0,8q. Lembrando que a derivada clássica e a transformada de Fourier satisfazem
Fpf 1qptq “ itFpfqptq,
para t P R e f uma função suave, a derivada diádica dada na Definição 1.12 foi definida
de forma que se verifique uma fórmula análoga:
pdfptq “ tfˆptq,
para t P r0,8q, onde df é a derivada da função f e vale df “ f r1s sobre r0, 1q.
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Observação 1.6. A derivada diádica satisfaz algumas das propriedades usuais da derivada
clássica, mas não todas. Por exemplo, a função χQ é descontínua em todo ponto, mas ela
é diadicamente diferenciável em todo ponto.
Teorema 1.5. ((SCHIPP; WADE; SIMON, 1990), p. 40) Se f é contínua no sentido
clássico em r0, 1q e diadicamente diferenciável em q.t.p. de r0, 1q, então f é constante.
Observação 1.7. Toda função de Walsh é diferenciável no sentido diádico em r0, 1q, e a
derivada diádica de ψk de ordem m, com k “ 0, 1, 2, . . . e m P N, é dada por
ψ
rms
k “ kmψk. (1.1)
Para verificar essa igualdade, sejam m “ 1 e k P N fixo. Seja tkjujPN0 a representação em
coeficientes binários de k. Notemos que
1´ p´1qkj “ 2kj, j P N0.
Podemos verificar pela definição de função de Radamacher que rip2´j´1q “ ´1 se i “ j e
rip2´j´1q “ 1 se i ‰ j. Assim pela definição da função de Walsh ψk, temos que ψkp2´j´1q “
p´1qkj . Assim, pela Proposição 1.1, obtemos que
ψkpxq ´ ψkpx‘ 2´j´1q “ ψkpxq ´ ψkp2´j´1qψkpxq
“ ψkpxq ´ p´1qkjψkpxq
“ p1´ p´1qkjqψkpxq
“ 2kjψkpxq,
para cada j P N0. Logo, da definição de derivada diádica, segue que
dnψkpxq “
˜
n´1ÿ
j“0
kj2j
¸
ψkpxq, n P N. (1.2)
Como a soma do lado direito de (1.2) é igual a k para n suficientemente grande, então
temos que (1.1) é verdaderia para m “ 1. Portanto, procedendo por indução verificamos
que (1.1) é válida para m arbitrário.
Observação 1.8. Seja f P L1r0, 1q tal que
8ÿ
k“0
k |akpfq| ă 8.
Então, para quase todo x P r0, 1q existe a derivada diádica f r1spxq de f em x e
f r1spxq “
8ÿ
k“0
akpfqkψkpxq.
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Além disso, f, f r1s P Lpr0, 1q, para todo 1 ď p ď 8, e a convergência acima ocorre na
norma de Lp, 1 ď p ď 8. De fato, como
8ÿ
k“0
k |akpfq| ă 8, dado  ą 0, existe n0 P N tal
que
∣∣∣∣∣∣
8ÿ
k“n0
akpfqψkpxq
∣∣∣∣∣∣ ď
8ÿ
k“n0
|akpfq| ă ,
para todo x P r0, 1q. Logo a série
8ÿ
k“0
akpfqψkpxq
converge uniformemente para uma função g P L8r0, 1q. Podemos então concluir que
akpfq “ akpgq, para todo k P N0, e assimż 1
0
pf ´ gqψkdλ “ akpfq ´ akpgq “ 0, k P N0.
Mas tψkukPN0 é um conjunto ortonormal completo em L2r0, 1q e logo temos que f “ g
q.t.p.. Para cada x P r0, 1q,
dngpxq “
n´1ÿ
j“0
2j´1pgpxq ´ gpx‘ 2´j´1qq
“
n´1ÿ
j“0
2j´1
˜
lim
mÑ8
mÿ
k“0
akpfqψkpxq ´ lim
mÑ8
mÿ
k“0
akpfqψkpx‘ 2´j´1q
¸
“
n´1ÿ
j“0
2j´1
˜
lim
mÑ8
mÿ
k“0
akpfqpψkpxq ´ ψkpx‘ 2´j´1qq
¸
“ lim
mÑ8
mÿ
k“0
akpfq
n´1ÿ
j“0
2j´1pψkpxq ´ ψkpx‘ 2´j´1qq
“
8ÿ
k“0
akpfq
n´1ÿ
j“0
2j´1pψkpxq ´ ψkpx‘ 2´j´1qq
“
8ÿ
k“0
akpfqdnψkpxq.
Por outro lado, sejam
Snpxq “
8ÿ
k“0
akpfqdnψkpxq,
e
Spxq “
8ÿ
k“0
akpfqkψkpxq.
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Logo de (1.2), segue que
Spxq ´ Snpxq “
8ÿ
k“0
akpfqkψkpxq ´
8ÿ
k“0
akpfqdnψkpxq
“
8ÿ
k“0
akpfqkψkpxq ´
8ÿ
k“0
akpfq
˜
n´1ÿ
j“0
kj2j
¸
ψkpxq
“
8ÿ
k“0
akpfq
˜
k ´
n´1ÿ
j“0
kj2j
¸
ψkpxq,
onde tkjujPN0 são os coeficientes binários de k. Como
k ´
n´1ÿ
j“0
kj2j “
8ÿ
j“0
kj2j ´
n´1ÿ
j“0
kj2j
“
8ÿ
j“n
kj2j,
logo,
Spxq ´ Snpxq “
8ÿ
k“0
akpfq
˜ 8ÿ
j“n
kj2j
¸
ψkpxq.
Então, segue que
|Spxq ´ Snpxq| ď
8ÿ
k“0
|akpfq|
∣∣∣∣∣∣
8ÿ
j“n
kj2j
∣∣∣∣∣∣ .
Agora, consideremos  ą 0, e seja s P N tal que
8ÿ
k“s
k |akpfq| ă . (1.3)
Para cada k P t1, . . . , su seja Mk P N tal que
k “
8ÿ
j“0
kj2j “
Mkÿ
j“0
kj2j.
Então para M “ maxtM1,M2, . . . ,Msu e n ąM , temos
0 ď
8ÿ
j“n
kj2j ď
8ÿ
j“M`1
kj2j “ 0. (1.4)
Consequentemente, de (1.3) e (1.4), segue que
|Spxq ´ Snpxq| ď
sÿ
k“0
∣∣∣∣∣∣
8ÿ
j“n
kj2j
∣∣∣∣∣∣ |akpfq|`
8ÿ
k“s`1
∣∣∣∣∣∣
8ÿ
j“n
kj2j
∣∣∣∣∣∣ |akpfq|
“
8ÿ
k“s`1
k |akpfq| ă .
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Então,
lim
nÑ8Snpxq “ limnÑ8
8ÿ
k“0
akpfqdnψkpxq
“
8ÿ
k“0
akpfqkψkpxq.
Portanto,
gr1spxq “ lim
nÑ8 dngpxq “ limnÑ8
8ÿ
k“0
akpfqdnψkpxq
“
8ÿ
k“0
akpfqkψkpxq.
Como f “ g em q.t.p., então temos f r1spxq “ gr1spxq, para quase todo x P r0, 1q e assim
obtemos o resultado desejado.
Observação 1.9. Sejam f P L1r0, 1q e m P N tal que
8ÿ
k“0
km |akpfq| ă 8.
Então para quase todo x P r0, 1q, a derivada diádica de ordem m de f em x existe e é dada
por
f rmspxq “
8ÿ
k“0
akpfqkmψkpxq.
Além disso, f, f r1s, . . . , f rms P Lpr0, 1q, para 1 ď p ď 8, e a convergência acima ocorre na
norma de Lp, 1 ď p ď 8.
1.4 n-Larguras
Nesta seção abordaremos resultados básicos sobre n-larguras. Apresentaremos
conceitos referentes às n-larguras de Kolmogorov, Gel’fand e Bernstein, exibindo algumas
de suas propriedades, bem como as relações entre elas. A referência para esta seção é
(PINKUS, 1985).
Notação 1.2. Seja X um espaço vetorial normado com norma }¨}X e Xn um subespaço
n-dimensional de X. Para cada x P X, Epx,Xnq denotará a distância do subespaço
n-dimensional Xn ao ponto x definida por
Epx,Xnq “ inft}x´ y}X : y P Xnu.
Se existir y˚ P X tal que Epx,Xnq “ }x´ y˚}X , então diremos que y˚ é a melhor
aproximação de x em Xn.
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Vamos supor agora que em vez de um único elemento x, nos é dado um
subconjunto A de X. Nessas condições a seguinte pergunta se faz necessário.
Quão bem um subconjunto n-dimensional Xn de X pode aproximar o subcon-
junto A?
A resposta para essa pregunta encontra-se na definição abaixo.
Definição 1.13. Se X é um espaço linear normado, Xn um subespaço n-dimensional de
X e A um sunconjunto qualquer de X, chamamos de desvio de A em Xn ao número
EpA,Xnq “ suptEpx,Xnq : x P Au “ sup
xPA
inf
yPXn
}x´ y}X .
O número EpA,Xnq mede quanto o "pior elemento" de A pode ser aproximado
por Xn. Para o subconjunto A Ă X dado, nós indagamos o quão bem podemos aproximá-lo
por um subespaço n-dimensional de X e para tal objetivo consideramos a possibilidade
de permitir que os subespaços n-dimensionais Xn variem dentro de X. Essa idéia foi
apresentada primeiramente por Kolmogorov em 1936 e será nosso principal objeto de
estudo ao longo desta seção.
Definição 1.14. Sejam X um espaço linear normado e A Ă X. A n-largura de Kolmogorov
de A em X é dada por
dnpAq “ dnpA;Xq “ inftEpA;Xnq : Xn é um subespaço n-dimensional de Xu,
ou seja,
dnpAq “ inf
Xn
sup
xPA
inf
yPXn
}x´ y}X .
Alguns autores preferem a expressão "n-diâmetro"no lugar de "n-largura", nós
no entanto usaremos o último termo ao longo deste trabalho.
Uma vez definida dnpA;Xq, dizemos que um subespaço n-dimensional Xn Ă X
é um subespaço ótimo para dnpA;Xq se tivermos dnpA;Xq “ EpA;Xnq. Geralmente é
muito difícil, na verdade quase impossível, obtermos um subespaço ótimo para dnpA;Xq
para todos os subconjuntos A Ă X, já que muito esforço é necessário na obtenção para
escolhas específicas de A e X. Nosso objetivo nesse sentido é analisar as escolhas de A e
X de modo que dnpA,Xq e Xn possam ser encontrados ou pelo menos caracterizados.
Para isso é de extrema importância determinarmos o comportamento assintótico
de dnpA;Xq quando fazemos nÑ 8, já que um subespaço ótimo Xn em geral pode não
ser obtido explicitamente, ou em caso positivo, o esforço computacional envolvido em
sua determinação pode ser demasiadamente inviável. Em muitos casos, subespaços n-
dimensionais bastante simples podem aproximar A de forma assintótica ótima ( isto é,
fazendo nÑ 8). Nesse sentido, a n-largura nos diz o quão bem um subespaço n-dimensional
dado pode aproximar A assintoticamente.
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Definição 1.15. Sejam X um espaço linear normado e A Ă X. A n-largura de Gel’fand
de A em X é definida por
dnpAq “ dnpA;Xq “ inf
Ln
sup
xPAXLn
}x}X ,
onde o ínfimo é tomado sobre todos os subespaços Ln de codimensão no máximo n de X.
Um subespaço Ln de X é de codimensão n se existirem n funcionais lineares
linearmente independentes f1, f2, . . . , fn P X 1 (X 1 denota o dual algébrico de X), tais que
Ln “ tx P X : fipxq “ 0, i “ 1, 2, . . . , nu.
Se Ln é um subespaço de codimensão n de X para o qual dnpA;Xq “ supt}x}X : x P
AX Lnu, então Ln é chamado um subespaço ótimo para dnpA;Xq.
Definição 1.16. Seja A um subconjunto de um espaço vetorial de X. Dizemos que A é
convexo se para quaisquer x, y P A e α P r0, 1s, tivermos
αx` p1´ αqy P A.
Definição 1.17. Seja A um subconjunto de um espaço vetorial X. Dizemos que A é
centralmente simétrico se A é simétrico com relação à origem 0, em outras palavras, se
para todo x P A tivermos ´x P A.
Definição 1.18. Sejam X um espaço linear normado e A um subconjunto fechado, convexo
e centralmente simétrico de X. A n-largura de Bernstein de A em X é definida por
bnpAq “ bnpA;Xq “ sup
Xn`1
suptλ : λB XXn`1 Ă Au;
onde o supremo é tomado sobre todos os subespaços (n+1)-dimensionais Xn`1 de X e B
denota a bola unitária fechada e centrada na origem em X.
1.5 Propriedades básicas e relações entre as n-larguras
Vale observarmos aqui que ao longo de toda esta seção os subconjuntos A
de X de nosso interesse, dos quais estaremos calculando as respectivas n-larguras, serão
considerados fechados, convexos e centralmente simétricos.
Teorema 1.6. Sejam X, Y, Z espaços lineares normados, A e B subconjuntos não vazios
de X, α P R e n P N0. Então,
(a) dnpαAq “ |α| dnpAq;
(b) dnpAq “ dnpbpAqq, onde bpAq “ tαx : x P A, |α| ď 1u, é o envólucro balanceado de A;
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(c) dnpBq ď dnpAq se B Ă A;
(d) dnpAq ě dn`1pAq;
(e) se X Ă Y , X tem a norma induzida de Y e A Ă X, temos
dnpA;Xq ě dnpA;Y q;
(f) dm`npC`D;U`V q ď dmpC;Uq`dnpD;V q, onde U e V são subespaços de Z, C Ă U ,
D Ă V e U X V “ t0u.
Teorema 1.7. Seja X um espaço linear normado, A, B subconjuntos não vazios de X,
α P R e n P N0. Então,
(a) dnpαAq “ |α| dnpAq;
(b) dnpAq “ dnpbpAqq, onde bpAq “ tαx : x P A, |α| ď 1u, é o envólucro balanceado de A;
(c) se B Ă A, então dnpBq ď dnpAq;
(d) dnpAq ě dn`1pAq.
Proposição 1.2. Assumimos que X e Y são espaços lineares normados, X é um subespaço
de Y com a norma induzida de Y e A Ă X. Então,
dnpA,Xq “ dnpA, Y q, n P N0.
Proposição 1.3. Sejam X um espaço linear normado e A um subespaço fechado, convexo
e centralmente simétrico de X. Então, para todo n P N0,
(a) dnpAq ě bnpAq;
(b) dnpAq ě bnpAq.
Notação 1.3. Denotaremos por LpX, Y q o espaço vetorial dos operadores lineares contí-
nuos de X em Y , onde X e Y são espaços lineares normados.
Notação 1.4. Ao que segue, dado um espaço linear normado X, BX denotará a bola
unitária fechada e centrada na origem em tal espaço, em outras palavras
BX “ tx P X : }x}X ď 1u.
Quando X “ Lpr0, 1q, denotaremos a bola BX por Up, isto é,
Up “ tf P Lpr0, 1q : }f}p ď 1u.
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Definição 1.19. Se T P LpX, Y q e n P N, definimos
dnpT q “ dnpT pBXq, Y q “ inf
Yn
sup
xPBX
inf
yPYn
}T pxq ´ y}Y ,
onde o ínfimo é tomado sobre todos os subespaços n-dimensionais Yn de Y .
Definição 1.20. Se T P LpX, Y q e n P N, definimos
dnpT q “ dnpT pBXq, Y q “ inf
Ln
sup
xPLnXBX
}T pxq}Y ,
onde o ínfimo é tomado sobre todos os subespaços Ln de X de codimensão no máximo n.
Observação 1.10. Dado T P LpX, Y q, dnpT q, dnpT q satisfazem os resultados precedentes
já vistos.
Notação 1.5. KpX, Y q denotará o espaço vetorial dos operadores lineares compactos de
X em Y , isto é, dos operadores T P LpX, Y q tal que o fecho do conjunto T pBXq “ tTx :
}x}X ď 1u é compacto em Y .
Definição 1.21. Dado T P LpX, Y q existe T 1 P LpY 1, X 1q, chamado adjunto de T e
definido por
xT 1y1, xy “ xy1, Txy ,
para todo x P X, y1 P Y 1, onde
xx1, xy “ x1pxq,
para x P X e x1 P X 1.
Teorema 1.8. Para todo T P LpX, Y q e todo n P N, temos dnpT q “ dnpT 1q.
Teorema 1.9. Se T P KpX, Y q e n P N, então dnpT q “ dnpT 1q.
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2 Estimativas para Médias de Levy
Neste capítulo estudamos estimativas para médias de Levy de uma norma
definida sobre Rn. Especificamos as normas com as quais iremos trabalhar e feito isso
fazemos o estudo de um importante teorema que nos forncece estimativas para as médias
de Levy de tais normas. Este Teorema será usado como ferramenta principal, no próximo
capítulo, no estudo de estimativas para n-larguras de operadores multiplicadores. O
resultado principal deste capítulo foi demonstrado em (TOZONI, 2012). Outras referências
utilizadas neste capítulo são (FOLLAND, 1984), (KUSHPEL; TOZONI, 2012), (KWAPIEŃ,
1972), (PAJOR; TOMCZAK-JAEGERMANN, 1986), (PIETSCH, 1980), (STÁBILE,
2009).
Usaremos as terminologias an — bn, an " bn e an ! bn para duas sequências,
para indicarmos a existência de constantes universais C1, C2, C3 e C4 satisfazendo C1bn ď
an ď C2bn, an ě C3bn e an ď C4bn, para todo n P N, respectivamente.
2.1 Estimativas para médias de Levy
Seja E “ pRn, }¨}q um espaço de Banach n-dimensional e BE “ tx P Rn : }x} ď
1u a bola unitária em E. Além disso, seja
}x}p2q “
˜
nÿ
i“1
|xi|2
¸ 1
2
a norma Euclidiana do elemento x “ px1, . . . , xnq P Rn e
xx, yy “
nÿ
k“1
xkyk
o produto interno entre os elementos x, y P Rn. Seja também
Sn´1 “ tx P Rn : }x}p2q “ 1u
a esfera unitária Euclidiana em Rn.
Definição 2.1. A média de Levy de uma norma }¨} definida em Rn é definida por
Mp}¨}q “MpRn, }¨}q :“
˜ż
Sn´1
}x}2 dµpxq
¸ 1
2
,
onde µ denota a medida de Lebesgue normalizada em Sn´1.
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Observação 2.1. A fim de especificar a norma }¨} com a qual iremos trabalhar, consi-
deraremos tkjunj“1 Ă Z uma sequência tal que 0 ď k1 ă k2 ă ¨ ¨ ¨ ă kn e o conjunto de
funções de Walsh associado tψkjunj“1. Sejam Tn “ rψk1 , . . . , ψkns, onde rf1, . . . , fns denota
o espaço vetorial gerado pelas funções f1, . . . , fn; e J : Rn Ñ Tn o isomorfismo coordenado
definido por
Jpxq “ Jpx1, . . . , xnq :“
nÿ
j“1
xjψkj .
Além disso, seja Λn “ tλjunj“1 uma sequência de números reais tais que λj ‰ 0, para todo
1 ď j ď n. Definimos o operador Λn : Tn Ñ Tn por
ΛnJpxq :“
nÿ
j“1
λjxjψkj ,
e o operador Λ˜n : Rn Ñ Rn por
Λ˜npxq “ Λ˜npx1, . . . , xnq :“ pλ1x1, . . . , λnxnq.
Para x P Rn e 1 ď p ď 8, definimos
}Jpxq}Λn,p :“ }ΛnJpxq}p ,
}x}pΛn,pq :“ }Jpxq}Λn,p .
Vamos mostrar que a função }¨}pΛn,pq definida acima, define uma norma em
Rn. Sejam x, y P Rn e α P R. Então, é imediato que
(a) }x}pΛn,pq “ }Jpxq}Λn,p “ }ΛnJpxq}p ě 0.
(b) Suponhamos que }x}pΛn,pq “ 0. Então ΛnJpxq “
nÿ
j“1
λjxjψkj “ 0 em quase todo ponto.
Mas ΛnJpxq P L2r0, 1q e assim
0 “ }ΛnJpxq}22 “
nÿ
j“1
|λj|2 |xj|2 .
Como λj ‰ 0 para todo 1 ď j ď n, temos que xj “ 0 para todo 1 ď j ď n, isto é,
x “ 0. Portanto, }x}pΛn,pq “ 0 se e só se x “ 0.
(c) Como }¨}p é uma norma em Lpr0, 1q e J , Λn são transformações lineares, segue que
}αx}pΛn,pq “ }ΛnJpαxq}p
“ }ΛnαJpxq}p
“ }αΛnJpxq}p
“ |α| }ΛnJpxq}p
“ |α| }x}pΛn,pq .
Portanto, }αx}pΛn,pq “ |α| }x}pΛn,pq.
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(d) Novamente, usando o fato de }¨}p ser uma norma e J , Λn serem transformações
lineares obtemos,
}x` y}pΛn,pq “ }ΛnJpx` yq}p
“ }ΛnpJpxq ` Jpyqq}p
“ }ΛnJpxq ` ΛnJpyq}p
ď }ΛnJpxq}p ` }ΛnJpyq}p
“ }x}pΛn,pq ` }y}pΛn,pq .
Portanto, }x` y}pΛn,pq ď }x}pΛn,pq ` }y}pΛn,pq.
Denotaremos por BnpΛn,pq a bola fechada unitária de R
n com respeito à norma
}¨}pΛn,pq, isto é,
BnpΛn,pq “ tx P Rn : }x}pΛn,pq ď 1u.
Se Λn é o operador identidade I, escreveremos }¨}pI,pq “ }¨}ppq e BnpI,pq “ Bnppq.
Observação 2.2. Os operadores Λn, J , Λ˜n comutan entre si, isto é, Λn ˝ J “ J ˝ Λ˜n. De
fato, seja x P Rn. Então
Λn ˝ Jpxq “ Λn
˜
nÿ
j“1
xjψkj
¸
“
nÿ
j“1
λjxjψkj
e
J ˝ Λ˜npxq “ Jpλ1x1, . . . , λnxnq
“
nÿ
j“1
λjxjψkj .
Portanto, Λn ˝ J “ J ˝ Λ˜n.
Observação 2.3. Os operadores J´1, Λn, Λ˜n comutan entre si, isto é, J´1˝Λn “ Λ˜n˝J´1.
De fato, para f P Tn, f “
nÿ
j“1
xjψkj temos
J´1 ˝ Λnpfq “ J´1
˜
Λn
˜
nÿ
j“1
xjψkj
¸¸
“ J´1
˜
nÿ
j“1
λjxjψkj
¸
“ pλ1x1, . . . , λnxnq
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e
Λ˜n ˝ J´1pfq “ Λ˜n
˜
J´1
˜
nÿ
j“1
xjψkj
¸¸
“ Λ˜npx1, . . . , xnq
“ pλ1x1, . . . , λnxnq.
Portanto, J´1 ˝ Λn “ Λ˜n ˝ J´1.
Em seguida, citaremos alguns lemas e teoremas que necessitaremos para de-
monstrar as estimativas para médias de Levy da norma }¨}pΛn,pq.
Lema 2.1. ((STÁBILE, 2009), p. 58) Seja f P CpSn´1q e f˜ a extensão de f para Rnzt0u
dada por
f˜pxq “ }x}p2q f
˜
x
}x}p2q
¸
.
Então, ż
Sn´1
fpxqdµpxq “ 2pi
n
ż
Rn
f˜pxqdγpxq
onde dγpxq “ e´pi}x}2p2qdx denota a medida Gaussiana em Rn.
Lema 2.2. (Kwapień, (KWAPIEŃ, 1972), p. 585) Seja trku8k“0 a sequência das funções
de Rademacher definida na Definição 1.4. Para θ P r0, 1q e m “ 1, 2, . . .; i “ 1, 2, . . . , n,
seja
δmi pθq “ m´ 12 prpi´1qmpθq ` ¨ ¨ ¨ ` rim´1pθqq.
Nestas condições, se h : Rn Ñ R é uma função contínua satisfazendo
hpx1, . . . , xnqe´
řn
k“1|xk| Ñ 0
uniformemente quando
nÿ
k“1
|xk|Ñ 8, então
ż
Rn
hpxqdγpxq “ lim
mÑ8
ż 1
0
hpp2piq´ 12 pδm1 pθq, . . . , δmn pθqqqdλpθq.
Lema 2.3. (Desigualdade de Khintchine, (PIETSCH, 1980), p. 41) Sejam trku8k“0 a
sequência de funções de Rademacher e seja 1 ď p ă 8. Então existem constantes positivas
bppq e cppq tais que, para toda escolha de escalares tcsun´1s“0 temos
bppq
˜
n´1ÿ
s“0
|cs|2
¸ 1
2
ď
˜ż 1
0
∣∣∣∣∣∣
n´1ÿ
s“0
rspθqcs
∣∣∣∣∣∣
p
dλpθq
¸ 1
p
ď cppq
˜
n´1ÿ
s“0
|cs|2
¸ 1
2
,
onde bp1q ě 12 e cppq “ 2
1
2Γ
`1` p
2
˘{Γ`12˘— p 12 , pÑ 8.
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Teorema 2.1. (Desigualdade de Jensen, (FOLLAND, 1984), p. 109) Sejam pX,M, νq
um espaço de medida, com νpXq “ 1, g : X Ñ pa, bq, g P L1pX,M, νq e F uma função
convexa definida em (a,b). Então
F
˜ż
X
gdν
¸
ď
ż
X
F ˝ gdν.
Teorema 2.2. (Desigualdade de Young, (FOLLAND, 1984), p. 241) Sejam 1 ď p, q, r ď 8
tal que 1
r
“ 1
p
`1
q
´1, f P Lpr0, 1q e g P Lqr0, 1q. Então f ˚g P Lrr0, 1q e }f ˚ g}r ď }f}p }g}q.
Teorema 2.3. (Teorema de Interpolação de Riesz-Thorin, (FOLLAND, 1984), p. 193)
Sejam pX,M, σq e pY,N , νq dois espaços com medidas semi-finitas (em particular σ-
finitas), 1 ď p0, p1, q0, q1 ď 8 e para cada 0 ď t ď 1 sejam pt e qt tais que
1
pt
“ 1´ t
p0
` t
p1
,
1
qt
“ 1´ t
q0
` t
q1
.
Seja T um operador linear limitado de LptpX,M, σq em LqtpY,N , νq, para t “ 0, 1, e tal
que
}Tf}qt ď Kt }f}pt , f P LptpX,M, σq, t “ 0, 1.
Então,
}Tf}qt ď K1´t0 Kt1 }f}pt , f P LptpX,M, σq, t P r0, 1s.
Lema 2.4. Seja f P Tn “ rψk1 , . . . , ψkns. Então,
}f}8 ď n
1
p }f}p , 1 ď p ď 8; (2.1)
}f}2 ď n
1
p
´ 12 }f}p , 1 ď p ď 2; (2.2)
}f}q ď n
1
2´ 1q }f}2 , 2 ď q ď 8. (2.3)
Demonstração. Seja ĎDn “ n´1ÿ
j“0
ψkj . Lembrando que o conjunto de funções tψkjun´1j“0 é
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ortonormal em L2r0, 1q, segue que
››ĎDn››22 “ ż 1
0
∣∣∣ĎDnptq∣∣∣2 dλptq
“
ż 1
0
ĎDnptqĎDnptqdλptq
“
ż 1
0
˜
n´1ÿ
j“0
ψkjptq
n´1ÿ
i“0
ψkiptq
¸
dλptq
“
n´1ÿ
j“0
n´1ÿ
i“0
ż 1
0
ψkjptqψkiptqdλptq
“
n´1ÿ
j“0
ż 1
0
∣∣∣ψkjptq∣∣∣2 dλptq
“
n´1ÿ
j“0
ż 1
0
1dλptq “
n´1ÿ
j“0
1 “ n.
Além disso, temos
pĎDn ˚ ĎDnqpxq “ ż 1
0
ĎDnptqĎDnpx‘ tqdλptq
“
ż 1
0
˜
n´1ÿ
i“0
ψkiptq
n´1ÿ
j“0
ψkjpt‘ xq
¸
dλptq
“
ż 1
0
˜
n´1ÿ
i“0
ψkiptq
n´1ÿ
j“0
ψkjptqψkjpxq
¸
dλptq
“
n´1ÿ
i“0
n´1ÿ
j“0
ψkjpxq
ż 1
0
ψkiptqψkjptqdλptq
“
n´1ÿ
j“0
ψkjpxq “ ĎDnpxq.
Então, pela desigualdade de Young, temos que››ĎDn››8 “ ››ĎDn ˚ ĎDn››8
ď ››ĎDn››2 ››ĎDn››2
“ ››ĎDn››22 “ n.
Se f P Tn, de forma análoga se pode demonstrar que ĎDn ˚ f “ f . Então pela desigualdade
de Young, segue que
}f}8 “
››ĎDn ˚ f››8 ď ››ĎDn››8 }f}1 ď n }f}1 .
Seja I o operador identidade sobre Tn. Então,
}Ipfq}8 “ }f}8 ď n }f}1 ,
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e
}Ipfq}8 “ }f}8 ď 1 }f}8 .
Logo, pelo Teorema de Interpolação de Riesz-Thorin com$’’’’’&’’’’’%
K0 “ n,
K1 “ 1,
q0 “ q1 “ 8 ñ qt “ 8,
p0 “ 1, p1 “ 8 ñ 1
pt
“ 1´ t1 `
t
8 “ 1´ t,
teremos K1´t0 Kt1 “ n1´t1t “ n
1
pt e fazendo p “ pt, obtemos
}f}8 “ }Ipfq}8 ď n
1
p }f}p , 1 ď p ď 8
o que demonstra (2.1).
Agora, se f P Tn, então usando mais uma vez o fato que ĎDn ˚ f “ f , da
desigualdade de Young segue que
}f}2 “
››ĎDn ˚ f››2 ď ››ĎDn››2 }f}1 “ n 12 }f}1 ,
desta forma
}Ipfq}2 “ }f}2 ď n
1
2 }f}1 ,
e
}Ipfq}2 “ }f}2 ď 1 }f}2 .
De modo análogo, aplicando o Teorema de Interpolação de Riesz-Thorin ao par de
desigualdades acima com K0 “ n 12 , K1 “ 1, p0 “ 1, p1 “ 2 e q0 “ q1 “ 2, obtemos
}Ipfq}2 “ }f}2 ď n
1
p
´ 12 }f}p , 1 ď p ď 2,
o que demonstra (2.2).
Usando mais uma vez o fato de que f “ ĎDn ˚ f e que ››ĎDn››2 “ n 12 , segue da
desigualdade de Young
}f}8 “
››ĎDn ˚ f››8 ď ››ĎDn››2 }f}2 ď n 12 }f}2 .
Logo,
}Ipfq}8 “ }f}8 ď n
1
2 }f}2
e
}Ipfq}2 “ }f}2 ď 1 }f}2 .
Finalmente, aplicando o teorema de Interpolação de Riesz-Thorin, obtemos
}Ipfq}q “ }f}q ď n
1
2´ 1q }f}2 , 2 ď q ď 8,
o que demonstra (2.3).
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Teorema 2.4. Seja tkjunj“1 Ă Z uma sequência tal que 0 ď k1 ă ¨ ¨ ¨ ă kn e considere
o conjunto de funções de Walsh associado tψkjunj“1. Seja Λn “ tλjunj“1 uma sequência
de números reais tais que λj ‰ 0, para todo j “ 1, 2, . . . , n. Então existe uma constante
absoluta C ą 0, tal que:
(1) se 2 ď p ă 8, então
n´
1
2
˜
nÿ
j“1
|λj|2
¸ 1
2
ďMp}¨}pΛn,pqq ď Cp
1
2n´
1
2
˜
nÿ
j“1
|λj|2
¸ 1
2
; (2.4)
(2) se p “ 8, então
n´
1
2
˜
nÿ
j“1
|λj|2
¸ 1
2
ďMp}¨}pΛn,8qq ď Cplog2 nq
1
2n´
1
2
˜
nÿ
j“1
|λj|2
¸ 1
2
; (2.5)
(3) se 1 ď p ď 2, entãoˆ
1
2
˙
n´
1
2
˜
nÿ
j“1
|λj|2
¸ 1
2
ďMp}¨}pΛn,pqq ď n´
1
2
˜
nÿ
j“1
|λj|2
¸ 1
2
; (2.6)
(4) se p “ 2, então
Mp}¨}pΛn,2qq “ n´
1
2
˜
nÿ
j“1
|λj|2
¸ 1
2
. (2.7)
Demonstração. Inicialmente vamos obter a igualdade em (2.7). Seja x “ px1, . . . , xnq P Rn,
então
}x}2pΛn,2q “ }ΛnJpxq}22
“
››››› nÿ
j“1
λjxjψkj
›››››
2
2
“
ż 1
0
˜
nÿ
j“1
λjxjψkjptq
¸˜
nÿ
i“1
λixiψkiptq
¸
dλptq
“
nÿ
j“1
nÿ
i“1
λjxjλixi
ż 1
0
ψkjptqψkiptqdλptq
“
nÿ
j“1
λ2jx
2
j
ż 1
0
∣∣∣ψkjptq∣∣∣2 dλptq
“
nÿ
j“1
λ2jx
2
j .
Assim,
}x}pΛn,2q “
˜
nÿ
j“1
λ2jx
2
j
¸ 1
2
. (2.8)
Capítulo 2. Estimativas para Médias de Levy 40
Além disso,
1 “
ż
Sn´1
}x}2p2q dµpxq “
ż
Sn´1
px21 ` ¨ ¨ ¨ ` x2nqdµpxq
“
nÿ
j“1
ż
Sn´1
x2jdµpxq
“ n
ż
Sn´1
x2jdµpxq,
para j “ 1, . . . , n, donde ż
Sn´1
x2jdµpxq “ 1n, (2.9)
para j “ 1, . . . , n. Assim, de (2.8) e (2.9), obtemos
Mp}¨}pΛn,2qq “
˜ż
Sn´1
}x}2pΛn,2q dµpxq
¸ 1
2
“
˜ż
Sn´1
nÿ
j“1
λ2jx
2
jdµpxq
¸ 1
2
“
˜
nÿ
j“1
λ2j
ż
Sn´1
x2jdµpxq
¸ 1
2
“ n´ 12
˜
nÿ
j“1
|λj|2
¸ 1
2
,
o que demonstra (2.7). Como a propiedade p4q é válida e Mp}¨}pΛn,pqq é uma função
monótona crescente de p, para 1 ď p ď 8, pois as normas }¨}p são monótonas crescentes,
então seguem as estimativas inferiores em (2.4) e (2.5) e a estimativa superior em (2.6).
Agora, vamos obter a estimativa superior em (2.4). Seja dγpxq a medida
Gaussiana em Rn. Para uma função f P CpSn´1q, consideramos a extensão f˜ para Rnzt0u,
como foi definida no Lema 2.1. Tomando fpxq “ }x}2pΛn,pq, x P Sn´1 e hpxq “ f˜pxq, x P Rn,
temos que
hpxq “ }x}2p2q f
˜
x
}x}p2q
¸
“ }x}2pΛn,pq .
Assim, pelo Lema 2.1,ż
Sn´1
}x}2pΛn,pq dµpxq “
2pi
n
ż
Rn
}x}2pΛn,pq dγpxq. (2.10)
Capítulo 2. Estimativas para Médias de Levy 41
Notemos que se x P Rn, então
}x}pΛn,pq “ }ΛnJpxq}p
ď }ΛnJpxq}8
“
››››› nÿ
j“1
λjxjψkj
›››››
8
“ sup
0ďtă1
∣∣∣∣∣∣
nÿ
j“1
λjxjψkjptq
∣∣∣∣∣∣
ď sup
0ďtă1
nÿ
j“1
|λj| |xj|
∣∣∣ψkjptq∣∣∣
ď
˜
sup
1ďjďn
|λj|
¸
nÿ
j“1
|xj| .
Portanto, temos que
hpxqe´řnk“1|xk| “ }x}2pΛn,pq e´
řn
k“1|xk|
ď
˜˜
sup
1ďjďn
|λj|
¸
nÿ
j“1
|xj|
¸2
e´
řn
k“1|xk| Ñ 0,
se
nÿ
k“1
|xk|Ñ 8. Então, para 1 ď p ď 8, de (2.10) e do Lema 2.2 temos
M2p}¨}pΛn,pqq “
ż
Sn´1
}x}2pΛn,pq dµpxq
“ 2pi
n
ż
Rn
}x}2pΛn,pq dγpxq
“ 2pi
n
lim
mÑ8
ż 1
0
hpp2piq´ 12 pδm1 pθq, . . . , δmn pθqqqdλpθq
“ 2pi
n
lim
mÑ8
ż 1
0
›››p2piq´ 12 pδm1 pθq, . . . , δmn pθqq›››2pΛn,pq dλpθq.
Como
}pδm1 pθq, . . . , δmn pθqq}2pΛn,pq “ }Jpδm1 pθq, . . . , δmn pθqq}2Λn,p
“ }ΛnJpδm1 pθq, . . . , δmn pθqq}2p
“
››››› nÿ
j“1
λjδ
m
j pθqψkj
›››››
2
p
“
˜ż 1
0
∣∣∣∣∣∣
nÿ
j“1
λjδ
m
j pθqψkjptq
∣∣∣∣∣∣
p
dλptq
¸ 2
p
,
então, segue que
M2p}¨}pΛn,pqq “ limmÑ8n´1
ż 1
0
˜ż 1
0
∣∣∣∣∣∣
nÿ
j“1
λjδ
m
j pθqψkjptq
∣∣∣∣∣∣
p
dλptq
¸ 2
p
dλpθq.
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Agora, para t P r0, 1q, sejam
ϕpj´1qm`iptq “ m´ 12ψkjptq,
e
λ˜pj´1qm`i “ λj,
para j “ 1, 2, . . . , n; i “ 1, 2, . . . ,m e m “ 1, 2, . . .. Lembrando as definições de δmj pθq,
temos que
nÿ
j“1
λjδ
m
j pθqψkjptq “
nÿ
j“1
λjm
´ 12ψkjptqprpj´1qmpθq ` ¨ ¨ ¨ ` rjm´1pθqq
“
nÿ
j“1
mÿ
i“1
ϕpj´1qm`iptqλ˜pj´1qm`irpj´1qm`i´1pθq
“
nmÿ
j“1
ϕjptqλ˜jrj´1pθq.
Assim, para 1 ď p ď 8
M2p}¨}pΛn,pqq “ limmÑ8n´1
ż 1
0
˜ż 1
0
∣∣∣∣∣∣
nmÿ
j“1
ϕjptqλ˜jrj´1pθq
∣∣∣∣∣∣
p
dλptq
¸ 2
p
dλpθq. (2.11)
Seja 2 ď p ď 8. De (2.11), da Desigualdade de Jensen e do Teorema de Fubini,
segue que
Mp}¨}pΛn,pqq “ n´
1
2 lim
mÑ8
˜ż 1
0
˜ż 1
0
∣∣∣∣∣∣
nmÿ
j“1
ϕjptqλ˜jrj´1pθq
∣∣∣∣∣∣
p
dλptq
¸ 2
p
dλpθq
¸ 1
2
ď n´ 12 lim
mÑ8
˜ż 1
0
˜ż 1
0
∣∣∣∣∣∣
nmÿ
j“1
ϕjptqλ˜jrj´1pθq
∣∣∣∣∣∣
p
dλpθq
¸
dλptq
¸ 1
p
“ n´ 12 lim
mÑ8
˜ż 1
0
˜ż 1
0
∣∣∣∣∣∣
nmÿ
j“1
ϕjptqλ˜jrj´1pθq
∣∣∣∣∣∣
p
dλpθq
¸ p
p
dλptq
¸ 1
p
.
Fazendo cj “ ϕjptqλ˜j, pela Desigualdade de Khitchine,
Mp}¨}pΛn,pqq ď n´
1
2 lim
mÑ8
˜ż 1
0
pcppqqp
˜
nmÿ
j“1
∣∣∣ϕjptqλ˜j∣∣∣2
¸ p
2
dλptq
¸ 1
p
.
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Como,
nmÿ
j“1
∣∣∣ϕjptqλ˜j∣∣∣2 “ nÿ
j“1
mÿ
i“1
∣∣∣ϕpj´1qm`iptqλ˜pj´1qm`i∣∣∣2
“
nÿ
j“1
mÿ
i“1
∣∣∣ψkjptqλjm´ 12 ∣∣∣2
“
nÿ
j“1
m
∣∣∣ψkjptqλjm´ 12 ∣∣∣2
“
nÿ
j“1
m |λj|2
∣∣∣ψkjptq∣∣∣2m´1
“
nÿ
j“1
|λj|2 ,
então,
Mp}¨}pΛn,pqq ď n´
1
2 cppq lim
mÑ8
˜ż 1
0
˜
nÿ
j“1
|λj|2
¸ p
2
dλptq
¸ 1
p
“ n´ 12 cppq
˜
nÿ
j“1
|λj|2
¸ 1
2
ď Cp 12n´ 12
˜
nÿ
j“1
|λj|2
¸ 1
2
,
onde a constante universal C da última desigualdade é obtida do fato que cppq — p 12 .
Obtemos assim a estimativa superior de (2.4).
Consideremos 1 ď p ď 2. Como }¨}1 ď }¨}2, então em (2.11) com p “ 1 e
fazendo
gpθq “
ż 1
0
∣∣∣∣∣∣
nmÿ
j“1
ϕjptqλ˜jrj´1pθq
∣∣∣∣∣∣ dλptq,
temos pela Desigualdade de Jensen,
M2p}¨}pΛn,1qq “ n´1 limmÑ8
ż 1
0
˜ż 1
0
∣∣∣∣∣∣
nmÿ
j“1
ϕjptqλ˜jrj´1pθq
∣∣∣∣∣∣ dλptq
¸2
dλpθq
“ n´1 lim
mÑ8
ż 1
0
pgpθqq2dλpθq
ě n´1 lim
mÑ8
˜ż 1
0
|gpθq| dλpθq
¸2
“ n´1 lim
mÑ8
˜ż 1
0
ż 1
0
∣∣∣∣∣∣
nmÿ
j“1
ϕjptqλ˜jrj´1pθq
∣∣∣∣∣∣ dλptqdλpθq
¸2
.
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Assim, pelo Teorema de Fubini,
M2p}¨}pΛn,1qq ě n´1 limmÑ8
˜ż 1
0
ż 1
0
∣∣∣∣∣∣
nmÿ
j“1
ϕjptqλ˜jrj´1pθq
∣∣∣∣∣∣ dλpθqdλptq
¸2
.
Fazendo cj “ ϕjptqλ˜j, e aplicando a Desigualdade de Khitchine, segue que
M2p}¨}pΛn,1qq ě n´1 limmÑ8
˜ż 1
0
bp1q
˜
nmÿ
j“1
∣∣∣ϕjptqλ˜j∣∣∣2
¸ 1
2
dλptq
¸2
“ n´1 lim
mÑ8pbp1qq2
˜ż 1
0
˜
nÿ
j“1
|λj|2
¸ 1
2
dλptq
¸2
“ n´1pbp1qq2
˜
nÿ
j“1
|λj|2
¸
ě n´1
ˆ
1
2
˙2˜ nÿ
j“1
|λj|2
¸
.
Portanto,
Mp}¨}pΛn,1qq ě n´
1
2
ˆ
1
2
˙˜ nÿ
j“1
|λj|2
¸ 1
2
.
Uma vez que a média de Levy é uma função monótona crescente de p, para 1 ď p ď 2,
Mp}¨}pΛn,pqq ěMp}¨}pΛn,1qq ě n´
1
2
ˆ
1
2
˙˜ nÿ
j“1
|λj|2
¸ 1
2
.
Obtemos assim a estimativa inferior em (2.6).
Finalmente, considere p “ 8 e seja q “ log2 n. Do Lema 2.4 e da estimativa
superior obtida em (2.1), temos
Mp}¨}pΛn,8qq “
˜ż
Sn´1
}ΛnJpxq}28 dµpxq
¸ 1
2
ď
˜ż
Sn´1
n
2
q }ΛnJpxq}2q dµpxq
¸ 1
2
“ n 1qMp}¨}pΛn,qqq
ď C1q 12n 1qn´ 12
˜
nÿ
j“1
|λj|2
¸ 1
2
“ C1plog2 nq 12 p2qq
1
qn´
1
2
˜
nÿ
j“1
|λj|2
¸ 1
2
“ 2C1plog2 nq 12n´ 12
˜
nÿ
j“1
|λj|2
¸ 1
2
.
Capítulo 2. Estimativas para Médias de Levy 45
Tomando então C “ 2C1, obtemos a estimativa superior em (2.5).
46
3 Estimativas inferiores e superiores para n-
larguras
Neste capítulo estudamos estimativas inferiores e superiores para n-larguras
de operadores multiplicadores gerais de séries de Walsh, limitados de Lpr0, 1q em Lqr0, 1q,
1 ď p, q ď 8, demonstradas por S. Tozoni em (TOZONI, 2012). A estimativa inferior
é demonstrada para as n-larguras de Kolmogorov e Gel’fand e a estimativa superior
somente para a n-largura de Kolmogorov. Outra referência importante para este capítulo
é (KUSHPEL; TOZONI, 2012) e outras refêrencias utilizadas são (FOLLAND, 1984) e
(PIETSCH, 1980).
3.1 Estimativas inferiores para n-larguras
Nesta seção vamos estudar estimativas inferiores para as n-larguras de Kol-
mogorov , Gel’fand e Bernstein de operadores multiplicadores gerais de séries de Walsh,
limitados de Lpr0, 1q em Lqr0, 1q, 1 ď p, q ď 8.
Definição 3.1. Sejam }¨} uma norma em Rn e E o espaço de Banach pRn, }¨}q. O espaço
dual de E é o espaço de Banach pRn, }¨}˝q, onde a norma }¨}˝ é definida por
}x}˝ “ supt|xx, yy| : y P BEu,
onde BE é a bola unitária e fechada com centro na origem.
Observação 3.1. Seja tψku8k“0 a sequência das funções de Walsh e seja Λ “ tλju8j“0
uma sequência limitada de números reais, tal que λj ‰ 0 para todo j P N0. Para cada
ϕ P L2r0, 1q, consideremos a série de Walsh-Fourier
ϕ “
8ÿ
j“0
ajpϕqψj,
onde
ajpϕq “
ż 1
0
ϕptqψjptqdλptq.
Definimos o operador multiplicador Λ : L2r0, 1q Ñ L2r0, 1q por
Λϕ “
8ÿ
j“0
λjajpϕqψj, (3.1)
onde as convergências nesta definição ocorrem na norma de L2r0, 1q.
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Observação 3.2. O operador Λ : L2r0, 1q Ñ L2r0, 1q definido em (3.1) é limitado. De
fato, se ϕ P L2r0, 1q, então pela Fórmula de Plancherel
}ϕ}22 “
8ÿ
j“0
|ajpϕq|2 . (3.2)
Como Λ “ tλju8j“0 é uma sequência limitada, existe λ ą 0 tal que |λj| ď λ para
j “ 0, 1, 2, . . ..
Seja Snptq “
n´1ÿ
j“0
λjajpϕqψjptq. Para n, r P N temos
}Sn`r ´ Sn}22 “
n`r´1ÿ
j“n
|λj|2 |ajpϕq|2 ď λ2
n`r´1ÿ
j“n
|ajpϕq|2 .
Como a série }ϕ}22 “
8ÿ
j“0
|ajpϕq|2 converge, podemos concluir que a sequência tSnu8n“0 é
uma sequência de Cauchy em L2r0, 1q e portanto converge para uma função Λϕ P L2r0, 1q.
Logo,
}Λϕ}22 “ limnÑ8 }Sn}
2
2
“
8ÿ
j“0
λ2j |ajpϕq|2
ď λ2
8ÿ
j“0
|ajpϕq|2
“ λ2 }ϕ}22
e assim
}Λϕ}2 ď λ }ϕ}2 .
Portanto, Λ é um operador limitado de L2r0, 1q em L2r0, 1q.
Teorema 3.1. ((PAJOR; TOMCZAK-JAEGERMANN, 1986)) Seja E˝ “ pRn, }¨}˝q.
Para cada 0 ă λ ă 1 e n P N, existe um subespaço Fk Ă Rn com dimFk “ k ą λn, tal que
}x}p2q ď CMpRn, }¨}˝qp1´ λq´
1
2 }x}
para todo x P Fk, onde C ą 0 é uma constante absoluta e
MpRn, }¨}˝q “
˜ż
Sn´1
p}x}˝q2dµpxq
¸ 1
2
.
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Teorema 3.2. Sejam 1 ď q ď p ď 2, 0 ă λ ă 1, n P N e seja Λ “ tλju8j“0 uma sequência
de multiplicadores tal que λj ‰ 0 para todo j ě 0. Então existe uma constante absoluta
C ą 0 tal que
mintdrλn´1spΛUp, Lqq, drλn´1spΛUp, Lqqu ě Cp1´λq 12n 12
˜
n´1ÿ
j“0
|λj|´2
¸´ 12$’’&’’%
`
1´ 1
q
˘ 1
2 , q ą 1,
plog2 nq´ 12 , q “ 1,
onde rλn´ 1s denota a parte inteira do número λn´ 1 e Up “ tf P Lpr0, 1q : }f}p ď 1u.
Demonstração. Fixado n P N, sejam Tn “ rψ0, . . . ψn´1s e J : Rn Ñ Tn o isomorfismo
coordenado Jpxq “ Jpx1, . . . , xnq “
nÿ
j“1
xjψj´1.
Sejam Λn “ tλjun´1j“0 , Λ´1n “ tλ´1j un´1j“0 e consideremos os operadores Λn e Λ´1n
de Tn em Tn, como na Observação 2.1, definidos por
Λn
˜
nÿ
j“1
xjψj´1
¸
“
nÿ
j“1
λj´1xjψj´1,
Λ´1n
˜
nÿ
j“1
xjψj´1
¸
“
nÿ
j“1
λ´1j´1xjψj´1.
Sejam x, y P Rn “ J´1pTnq. Usando o fato que J preserva produto interno, obtemos
}x}˝pΛn,qq “ supt|xx, yy| : y P BnpΛn,qqu
“ sup
#∣∣∣∣∣ż 10 JpxqJpyqdλptq
∣∣∣∣∣ : y P BnpΛn,qq
+
.
Temos
JpBnpΛn,qqq “ Jptx P Rn : }ΛnJpxq}q ď 1uq
“ tJpxq P Tn : }ΛnJpxq}q ď 1uq,
e fazendo f “ ΛnJpxq, isto é, Jpxq “ Λ´1n f , obtemos
JpBnpΛn,qqq “ tΛ´1n f P Tn : }f}q ď 1 , f P Tnu
“ tΛ´1n f P Tn : f P Bnq u
“ Λ´1n pBnq q
onde Bnq :“ Uq X Tn. Assim,
}x}˝pΛn,qq “ sup
#∣∣∣∣∣ż 10 JpxqJpyqdλptq
∣∣∣∣∣ : Jpyq P Λ´1n pBnq q
+
. (3.3)
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Como ΛnpJpyqq P Bnq , segue que ΛnpJpyqq “ Jpy¯q, com y¯ P Bnpqq, onde Bnpqq “ J´1pBnq q.
Obtemos assim da expressão (3.3)
}x}˝pΛn,qq “ sup
#∣∣∣∣∣ż 10 JpxqJpyqdλptq
∣∣∣∣∣ : Jpyq P Λ´1n pBnq q
+
“ sup
#∣∣∣∣∣ż 10 JpxqpΛ´1n Jpy¯qqdλptq
∣∣∣∣∣ : Jpy¯q P Bnq
+
“ sup
#∣∣∣∣∣ż 10 pΛ´1n JpxqqJpy¯qdλptq
∣∣∣∣∣ : Jpy¯q P Bnq
+
,
donde a última igualdade é verdadeira, pois se Jpxq “
nÿ
k“1
xkψk´1 e Jpy¯q “
nÿ
k“1
y¯kψk´1,
então Λ´1n Jpy¯q “
nÿ
k“1
λ´1k´1y¯kψk´1 e Λ´1n Jpxq “
nÿ
j“1
λ´1j´1xjψj´1. Logo
ż 1
0
JpxqΛ´1n Jpy¯qdλptq “
nÿ
k“1
nÿ
j“1
λ´1k´1xj y¯k
ż 1
0
ψk´1ptqψj´1ptqdλptq
“
nÿ
k“1
λ´1k´1xky¯k
“
nÿ
k“1
nÿ
j“1
λ´1k´1xky¯k´1
ż 1
0
ψk´1ptqψj´1ptqdλptq
“
ż 1
0
Λ´1n JpxqJpy¯qdλptq.
Assim, pela Desigualdade de Hölder segue
}x}˝pΛn,qq “ sup
#∣∣∣∣∣ż 10 pΛ´1n JpxqqJpy¯qdλptq
∣∣∣∣∣ : Jpy¯q P Bnq
+
ď sup
"››Λ´1n Jpxq››q1 }Jpy¯q}q : Jpy¯q P Bnq*
ď ››Λ´1n Jpxq››q1
“ }x}pΛ´1n ,q1q ,
onde 1
q
` 1
q1
“ 1. Agora fixando 0 ă λ ă 1, pelo Teorema 3.1, existe uma constante
absoluta C ą 0 e um subespaço Fk Ă Rn tal que dimFk “ k ą λn e
}x}p2q ď CMpRn, }¨}˝pΛn,qqqp1´ λq´
1
2 }x}pΛn,qq ,
para todo x P Fk. Logo,
}x}p2q ď CMpRn, }¨}pΛ´1n ,q1qqp1´ λq´
1
2 }x}pΛn,qq ,
para todo x P Fk. Assim, tomando
 “ C´1p1´ λq 12 `MpRn, }¨}pΛ´1n ,q1qq˘´1, (3.4)
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temos que para todo x P Fk,
 }x}p2q ď }x}pΛn,qq .
Por outro lado, se
x P BnpΛn,qq X Fk,
então x P Fk e }x}pΛn,qq ď 1, logo
 }x}p2q ď }x}pΛn,qq ď 1.
Como }x}p2q “ }Jpxq}2, assim  }Jpxq}2 “  }x}p2q ď 1, e temos que x P Bnp2q “ J´1pBn2 q,
o que implica x P ´1Bnp2q. Portanto,
BnpΛn,qq X Fk Ă ´1Bnp2q,
e logo
BnpΛn,qq X Fk Ă Bnp2q. (3.5)
Pela estimativa da média de Levy MpRn, }¨}pΛ´1n ,q1qq, dada no Teorema 2.4, obtemos
MpRn, }¨}pΛ´1n ,q1 qq ď C1n´
1
2
˜
n´1ÿ
j“0
|λj|´2
¸ 1
2
$’&’%
pq1q 12 , q1 ă 8,
plog2 nq 12 , q1 “ 8.
Agora, de (3.4) e como 1
q
` 1
q1
“ 1, com 1 ď q ď 2, vem que
 ě C2p1´ λq 12n 12
˜
n´1ÿ
j“0
|λj|´2
¸´ 12$’’&’’%
`
1´ 1
q
˘´ 12 , 1 ă q ď 2,
plog2 nq´ 12 , q “ 1.
(3.6)
Como ΛU2 Ă ΛUp, já que 1 ď q ď p ď 2, usando propriedades de n-larguras temos
mintdrλn´1spΛUp, Lqq, drλn´1spΛUp, Lqqu ě brλn´1spΛUp, Lqq
ě brλn´1spΛU2, Lqq. (3.7)
Como dimFk “ k ą λn “ pλn ´ 1q ` 1 ě rλn ´ 1s ` 1, então segue da definição de
n-largura de Bernstein
brλn´1spΛU2, Lqq ě bk´1pΛU2, Lqq
“ sup
LkĂLq
dimLk“k
tβ ą 0 : βpUq X Lkq Ă ΛU2u
ě sup
LkĂLqXTn
dimLk“k
tβ ą 0 : βpUq X Lkq Ă ΛU2u
“ sup
LkĂLqXTn
dimLk“k
tβ ą 0 : βpBnq X Lkq Ă ΛnBn2 u,
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onde a última igualdade segue do fato que
Bnq X Lk “ pUq X Tnq X Lk “ Uq X Lk.
Por outro lado, lembrando que J : Rn Ñ Tn é um isomorfismo coordenado, e das
Observações 2.2 e 2.3, e de 3.5, segue que
brλn´1spΛU2, Lqq ě bk´1pΛU2, Lqq
“ sup
LkĂLqXTn
dimLk“k
tβ ą 0 : βpBnq X Lkq Ă ΛnBn2 u
“ sup
J´1pLkqĂRn
dimLk“k
tβ ą 0 : J´1βpBnq X Lkq Ă J´1ΛnBn2 u
“ sup
J´1pLkqĂRn
dim J´1pLkq“k
tβ ą 0 : βpJ´1Bnq X J´1pLkqq Ă Λ˜nJ´1Bn2 u
“ sup
L˜kĂRn
dim L˜k“k
tβ ą 0 : βpBnpqq X L˜kq Ă Λ˜nBnp2qu
“ sup
L˜kĂRn
dim L˜k“k
tβ ą 0 : Λ˜´1n βpBnpqq X L˜kq Ă Bnp2qu.
Observando que, Λ˜´1n pBnpqqq “ BpΛn,qq, já que
x P Λ˜´1n pBnpqqq ô Λ˜npxq P J´1Bnq
ô JpΛ˜npxqq P Bnq
ô ΛnJpxq P Bnq
ô x P BpΛn,qq,
então
brλn´1spΛU2, Lqq ě sup
L˜kĂRn
dim L˜k“k
tβ ą 0 : Λ˜´1n βpBnpqq X L˜kq Ă Bnp2qu
“ sup
L˜kĂRn
dim L˜k“k
tβ ą 0 : βpBnpΛn,qq X L˜kq Ă Bnp2qu
ě suptβ ą 0 : βpBnpΛn,qq X Fkq Ă Bnp2qu
ě .
Consequentemente por (3.7)
mintdrλn´1spΛUp, Lqq, drλn´1spΛUp, Lqqu ě ,
e de (3.6) segue o resultado desejado.
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Observação 3.3. Sejam 1 ď q ď p ď 2, 0 ă λ ă 1, n P N e seja Λ “ tλju8j“0 uma
sequência de multiplicadores tal que λj ‰ 0 para todo j ě 0. Então, pelas estimativas
obtidas na demonstração do teorema anterior temos que, existe uma constante absoluta
C ą 0 tal que
brλn´1spΛUp, Lqq ě Cp1´ λq 12n 12
˜
n´1ÿ
j“0
|λj|´2
¸´ 12$’’&’’%
`
1´ 1
q
˘ 1
2 , q ą 1,
plog2 nq´ 12 , q “ 1,
onde rλn´ 1s denota a parte inteira do número λn´ 1 e Up “ tf P Lpr0, 1q : }f}p ď 1u.
Corolário 3.1. Sejam 1 ď p, q ď 8, 0 ă λ ă 1, n P N e seja Λ “ tλju8j“0 uma sequência
de multiplicadores tal que λj ‰ 0, para cada j ě 0. Então,
drλn´1spΛUp, Lqq ě Cp1´ λq 12n 12
˜
n´1ÿ
j“0
|λj|´2
¸´ 12
Υn
com
Υn “
$’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’%
1, 1 ď p ď 2, 1 ă q ď 2,
1, 2 ď p ă 8, 2 ď q ď 8,
1, 1 ď p ď 2 ď q ď 8,
plog2 nq´ 12 , 1 ď p ď 2, q “ 1,
plog2 nq´ 12 , p “ 8, 2 ď q ď 8,
onde rλn´ 1s denota a parte inteira do numero λn´ 1 e a constante C “ Cp,q,λ depende
apenas de p, q e λ.
Demonstração. Sejam 1 ď p ă q ď 2. Como Uq Ă Up, então do Teorema 3.2,
drλn´1spΛUp, Lqq ě drλn´1spΛUq, Lqq ě Cn 12 p1´ λq 12
˜
n´1ÿ
j“0
|λj|´2
¸´ 12ˆ
1´ 1
q
˙ 1
2
. (3.8)
Assim obtemos o resultado para 1 ď p ď 2 e 1 ă q ď 2. Seja 1 ď p ď 2 ď q ď 8. Como
}¨}2 ď }¨}q, então de (3.8)
drλn´1spΛUp, Lqq “ inf
Xn
sup
fPΛUp
inf
gPXn
}f ´ g}q
ě inf
Xn
sup
fPΛUp
inf
gPXn
}f ´ g}2
“ drλn´1spΛUp, L2q
ě Cn 12 p1´ λq
1
2?
2
˜
n´1ÿ
j“0
|λj|´2
¸´ 12
.
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Seja 2 ď p ă 8, 2 ď q ď 8 e seja Λ1 o operador adjunto de Λ. Assim, Λ : Lpr0, 1q Ñ Lqr0, 1q
e Λ1 : pLqr0, 1qq1 Ñ pLpr0, 1qq1 “ Lp1r0, 1q, onde 1
p
` 1
p1
“ 1. Então usando propriedades de
n-larguras, temos
drλn´1spΛUp, Lqq “ drλn´1spΛ : Lpr0, 1q Ñ Lqr0, 1qq
“ drλn´1spΛ1 : pLqr0, 1qq1 Ñ Lp1r0, 1qq.
Se 2 ď q ă 8, então pLqr0, 1qq1 “ Lq1r0, 1q e 1 ă p1 ď 2, 1 ă q1 ď 2. Portanto como Λ “ Λ1,
do Teorema 3.2
drλn´1spΛUp, Lqq “ drλn´1spΛ : Lq1r0, 1q Ñ Lp1r0, 1qq
“ drλn´1spΛUq1 , Lp1q
ě Cp1´ λq 12n 12
˜
n´1ÿ
j“0
|λj|´2
¸´ 12ˆ
1´ 1
p1
˙ 1
2
,
quando p1 ď q1. O caso q1 ă p1 obtemos como em (3.8). Se q “ 8, então 1 ă p1 ď 2 e
L1r0, 1q Ă pL8r0, 1qq1. Como Up1 Ă U1, segue pelo Teorema 3.2 que
drλn´1spΛUp, L8q “ drλn´1spΛ : Lpr0, 1q Ñ L8r0, 1qq
“ drλn´1spΛ : pL8r0, 1qq1 Ñ Lp1r0, 1qq
“ drλn´1spΛBpL8q1 , Lp1q
ě drλn´1spΛU1, Lp1q
ě drλn´1spΛUp1 , Lp1q
ě Cp1´ λq 12n 12
˜
n´1ÿ
j“0
|λj|´2
¸´ 12ˆ
1´ 1
p1
˙ 1
2
.
Agora, seja 2 ď q ď 8, p “ 8. Se 2 ď q ă 8, então
drλn´1spΛU8, Lqq “ drλn´1spΛ : L8r0, 1q Ñ Lqr0, 1qq
“ drλn´1spΛ : pLqr0, 1qq1 Ñ pL8r0, 1qq1q
“ drλn´1spΛ : Lq1r0, 1q Ñ pL8r0, 1qq1q
“ drλn´1spΛUq1 , pL8q1q
“ drλn´1spΛUq1 , L1q.
A última igualdade segue da Proposição 1.2 e do fato que ΛUq1 Ă L1r0, 1q Ă pL8r0, 1qq1.
Portanto, do Teorema 3.2,
drλn´1spΛU8, Lqq “ drλn´1spΛUq1 , L1q
ě Cp1´ λq 12n 12 plog2 nq´ 12
˜
n´1ÿ
j“0
|λj|´2
¸´ 12
.
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Se p “ q “ 8, como L1r0, 1q Ă pL8r0, 1qq1, usando propriedades de n-larguras e do fato
que ΛU1 Ă L1r0, 1q Ă pL8r0, 1qq1, obtemos
drλn´1spΛU8, L8q “ drλn´1spΛ : L8r0, 1q Ñ L8r0, 1qq
“ drλn´1spΛ : pL8q1 Ñ pL8q1q
“ drλn´1spΛBpL8q1 , pL8q1q
ě drλn´1spΛU1, pL8q1q
“ drλn´1spΛU1, L1q.
Assim, pelo Teorema 3.2
drλn´1spΛU8, L8q ě drλn´1spΛU1, L1q
ě Cp1´ λq 12n 12 plog2 nq´ 12
˜
n´1ÿ
j“0
|λj|´2
¸´ 12
,
completando assim o caso p “ 8, 2 ď q ď 8. O caso 1 ď p ď 2, q “ 1 segue diretamente
do Teorema 3.2. Completamos assim a demonstração do Corolário.
3.2 Estimativas superiores para n-larguras
Nesta seção estudamos estimativas superiores para a n-largura de Kolmogorov
de operadores multiplicadores gerais de séries de Walsh, limitados de Lpr0, 1q em Lqr0, 1q,
1 ď p, q ď 8.
Teorema 3.3. Seja Λ “ tλku8k“0 um operador multiplicador limitado de L1r0, 1q em
L2r0, 1q, tal que t|λk|u8k“0 é uma sequência decrescente satisfazendo lim
kÑ8 |λk| “ 0. Sejam
tNku8k“0 e tmkuMk“0, M P N, sequências de números naturais tais que
Nk ă Nk`1, N0 “ 0 e
Mÿ
k“0
mk ď β,
para um número β P N. Considere p, q P R, 1 ď p ď 2 ď q ď 8. Então existe uma
constante absoluta C ą 0, tal que
dβpΛUp, Lqq ďC
˜
Mÿ
k“1
|λNk |
pNk`1 ´Nkq 1p
pmkq 12
$’&’%
q
1
2 , 2 ď q ď 8,
plog2pNk`1 ´Nkqq 12 , q “ 8,
`
8ÿ
k“M`1
|λNk | pNk`1 ´Nkq
1
p
´ 1
q
¸
,
onde
pNk`1 ´Nkq “ dimTNk`1,Nk`1 ,
com Ti,j :“ rψi, ψi`1, . . . , ψjs, i ă j.
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Demonstração. Sejam TM1,M2 :“ rψM1 , ψM1`1, . . . , ψM2s, n :“ dimTM1,M2 “M2 ´M1 ` 1,
Bnp :“ Up X TM1,M2 , onde Up “ tf P Lpr0, 1q : }f}p ď 1u; Bnppq :“ J´1pBnp q e sejam λ0 “ 0,
0 ă λ ă 1. Então pelo Teorema 3.1, existe um subespaço Fk de Rn, com dimFk “ k ą λn,
tal que, para todo x P Fk,
}x}p2q ď C1MpRn, }¨}pqqqp1´ λq´
1
2 }x}˝pqq .
Se m “ n´ k, então
n
m
“ n
n´ k “
1
1´ k
n
,
e como k ą λn, então k
n
ą λn
n
“ λ. Assim,
1´ k
n
ă 1´ λ,
logo,
1
1´ k
n
ą 11´ λ,
o que implica que
n
m
ą p1´ λq´1.
Então
p1´ λq´ 12 ă
ˆ
n
m
˙ 1
2
,
portanto,
}x}p2q ď C1MpRn, }¨}pqqq
ˆ
n
m
˙ 1
2 }x}˝pqq .
Agora, aplicando o Teorema 2.4 à sequência Λn “ tγjunj“1, com γj “ 1 para j “ 1, 2, . . . , n,
temos
MpRn, }¨}pqqq ď C2n´
1
2
˜
nÿ
j“1
|γj|2
¸ 1
2
$’&’%
q
1
2 , 2 ď q ă 8,
plog2 nq 12 , q “ 8,
assim,
MpRn, }¨}pqqq ď C2
$’&’%
q
1
2 , 2 ď q ă 8,
plog2 nq 12 , q “ 8,
e consequentemente para x P Fk
}x}p2q ď C3
ˆ
n
m
˙ 1
2 }x}˝pqq
$’&’%
q
1
2 , 2 ď q ă 8,
plog2 nq 12 , q “ 8.
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Pelas propriedades de n´larguras para operadores temos dnpT q “ dnpT 1q, e como J é um
isomorfismo coordenado, segue que
dmpBnp2q, pRn, }¨}pqqqq “ inf
Y˜m
sup
xPBnp2q
inf
yPY˜m
}x´ y}pqq
“ inf
JpY˜mq
sup
JpxqPJpBnp2qq
inf
JpyqPJpY˜mq
}Jpxq ´ Jpyq}q
“ inf
Ym
sup
fPBn2
inf
gPYm
}f ´ g}q
“ dmpBn2 , Lq X TM1,M2q.
Portanto,
dmpBn2 , Lq X TM1,M2q “ dmpBnp2q, pRn, }¨}pqqqq
“ dmpId : pRn, }¨}p2qq Ñ pRn, }¨}pqqqq
“ dmpId : pRn, }¨}pqqq1 Ñ pRn, }¨}p2qq1q
“ dmpId : pRn, }¨}˝pqqq Ñ pRn, }¨}p2qqq
“ dmppBnpqqq˝, pRn, }¨}p2qqq
“ inf
Lm
sup
xPpBnpqqq˝XLm
}x}p2q
ď sup
xPpBnpqqq˝XFk
}x}p2q
ď C3
ˆ
n
m
˙ 1
2
sup
xPpBnpqqq˝XFk
}x}˝pqq
$’&’%
q
1
2 , 2 ď q ă 8,
plog2 nq 12 , q “ 8,
ď C3
ˆ
n
m
˙ 1
2
$’&’%
q
1
2 , 2 ď q ă 8,
plog2 nq 12 , q “ 8,
onde Lm são subespaços de Rn de codimensão m, isto é, dimLm “ n ´m “ k e Id é o
operador identidade. Assim
dmpBn2 , Lq X TM1,M2q ď C3
ˆ
n
m
˙ 1
2
$’&’%
q
1
2 , 2 ď q ă 8,
plog2 nq 12 , q “ 8.
(3.9)
Sejam BNk,Nk`1p :“ Up X TNk`1,Nk`1 para k ě 1 e BN0,N1p :“ Up X T0,N1 . Para f P ΛUp Ă
L2r0, 1q, seja SNpfq a N´ésima soma parcial de Fourier de f , isto é,
SNpfq “
N´1ÿ
j“0
ajpfqψj,
com
ajpfq “
ż 1
0
fptqψjptqdλptq, j “ 0, 1, 2, . . . .
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Tomemos
φNk,Nk`1pfq : “ SNk`1pfq ´ SNkpfq
“
Nk`1´1ÿ
j“0
ajpfqψj ´
Nk´1ÿ
j“0
ajpfqψj
“
Nk`1´1ÿ
j“Nk
ajpfqψj.
Como,
8ÿ
k“s
φNk,Nk`1pfq “ φNs,Ns`1pfq ` φNs`1,Ns`2pfq ` ¨ ¨ ¨
“
8ÿ
k“s
Nk`1´1ÿ
j“Nk
ajpfqψj
“ f ´ SNspfq.
Desta forma, como f P L2r0, 1q e SNspfq Ñ f quando sÑ 8, na norma de L2r0, 1q, segue
que
lim
sÑ8
››››› 8ÿ
k“s
φNk,Nk`1pfq
›››››
2
“ lim
sÑ8 }f ´ SNspfq}2 “ 0.
Logo, dada f P ΛUp Ă L2r0, 1q, temos
f “
8ÿ
k“0
φNk,Nk`1pfq,
onde a convergencia da série ocorre na norma de L2r0, 1q. Como,
pφNk,Nk`1 ˝ Λ ˝ φNk,Nk`1qϕ “ φNk,Nk`1 ˝ Λ
˜
Nk`1´1ÿ
j“Nk
ajpϕqψj
¸
“ φNk,Nk`1
˜
Nk`1´1ÿ
j“Nk
λjajpϕqψj
¸
“
Nk`1´1ÿ
j“Nk
λjajpϕqψj
“ φNk,Nk`1 ˝ Λpϕq,
e f “ Λϕ, ϕ P Up, então, para cada ϕ P Up, 1 ď p ď 2, temos que
Λϕ “
8ÿ
k“0
φNk,Nk`1 ˝ Λϕ “
8ÿ
k“0
pφNk,Nk`1 ˝ Λ ˝ φNk,Nk`1qϕ. (3.10)
Temos também que››pφNk,Nk`1 ˝ Λ ˝ φNk,Nk`1qϕ››2 ď ››φNk,Nk`1 ˝ Λ››2Ñ2 ››φNk,Nk`1ϕ››2
ď ››φNk,Nk`1 ˝ Λ››2Ñ2 ››φNk,Nk`1››pÑ2 }ϕ}p ,
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o que implica que,››φNk,Nk`1 ˝ Λ ˝ φNk,Nk`1››pÑ2 ď ››φNk,Nk`1 ˝ Λ››2Ñ2 ››φNk,Nk`1››pÑ2 , (3.11)
onde }T }pÑq é a notação para a norma do operador T : LppXq Ñ LqpXq. Notemos que os
operadores φNk,Nk`1 e Λ comutan, de fato
pφNk,Nk`1 ˝ Λqϕ “ φNk,Nk`1pΛϕq
“
Nk`1´1ÿ
j“Nk
ajpΛϕqψj,
e como, Λϕ “
8ÿ
k“0
λkajpϕqψj, então para cada j
ajpΛϕq “
ż 1
0
pΛϕqψjptqdλptq
“
ż 1
0
˜ 8ÿ
k“0
λkakpϕqψkptq
¸
ψjptqdλptq
“
8ÿ
k“0
λkakpϕq
ż 1
0
ψjptqψkptqdλptq
“ λjajpϕq.
Assim,
pφNk,Nk`1 ˝ Λqϕ “
Nk`1´1ÿ
j“Nk
λjajpϕqψj
“ pΛ ˝ φNk,Nk`1qϕ.
Agora, para ϕ P U2 e por (3.2) temos que››pφNk,Nk`1 ˝ Λqϕ››22 “ ››pΛ ˝ φNk,Nk`1qϕ››22
“
›››››
Nk`1´1ÿ
j“Nk
λjajpϕqψj
›››››
2
2
“
Nk`1´1ÿ
j“Nk
Nk`1´1ÿ
i“Nk
λjajpϕqλiaipϕq
ż 1
0
ψjptqψiptqdλptq
“
Nk`1´1ÿ
j“Nk
|λj|2 |ajpϕq|2
ď |λNk |2
Nk`1´1ÿ
j“Nk
|ajpϕq|2
ď |λNk |2
8ÿ
j“0
|ajpϕq|2
“ |λNk |2 }ϕ}22
ď |λNk |2 ,
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e assim, ››φNk,Nk`1 ˝ Λ››2Ñ2 ď |λNk | .
Mas, para ϕ “ ψNk temos que
ajpψNkq “
ż 1
0
ψNkptqψjptqdλptq “
$’&’%
1, se j “ Nk,
0, se j ‰ Nk,
portanto, ››pφNk,Nk`1 ˝ Λqϕ››2 “ ››pΛ ˝ φNk,Nk`1qϕ››2
“
›››››
Nk`1´1ÿ
j“Nk
λjajpϕqψj
›››››
2
“
›››››
Nk`1´1ÿ
j“Nk
λjajpψNkqψj
›››››
2
“ }λNkψNk}2
“ |λNk | }ψNk}2 “ |λNk | .
Logo ››φNk,Nk`1 ˝ Λ››2Ñ2 “ |λNk | . (3.12)
Agora, para cada ϕ P U2, temos››φNk,Nk`1ϕ››22 “ ż 1
0
∣∣∣φNk,Nk`1ϕ∣∣∣2 dλptq
“
ż 1
0
∣∣∣∣∣∣
Nk`1´1ÿ
j“Nk
ajpϕqψjptq
∣∣∣∣∣∣
2
dλptq
“
Nk`1´1ÿ
j“Nk
Nk`1´1ÿ
i“Nk
ajpϕqaipϕq
ż 1
0
ψjptqψiptqdλptq
“
Nk`1´1ÿ
j“Nk
|ajpϕq|2
ď
8ÿ
j“0
|ajpϕq|2
“ }ϕ}22 ď 1,
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e para ϕ “ ψNk , temos››φNk,Nk`1ϕ››22 “ ż 1
0
∣∣∣φNk,Nk`1ψNk ∣∣∣2 dλptq
“
ż 1
0
∣∣∣∣∣∣
Nk`1´1ÿ
j“Nk
ajpψnkqψjptq
∣∣∣∣∣∣
2
dλptq
“
ż 1
0
|ψnkptq|2 dλptq
“ 1.
Portanto, ››φNk,Nk`1››2Ñ2 “ 1. (3.13)
Por outro lado, seja
D
Nk`1´1
Nk
:“
Nk`1´1ÿ
j“Nk
ψj,
então, para cada ϕ P L1r0, 1q, usando o fato que ψjpt‘ xq “ ψjptqψjpxq, temos
pϕ ˚DNk`1´1Nk qpxq “
ż 1
0
ϕptqDNk`1´1Nk pt‘ xqdλptq
“
ż 1
0
ϕptq
Nk`1´1ÿ
j“Nk
ψjpt‘ xqdλptq
“
Nk`1´1ÿ
j“Nk
ż 1
0
ψjptqψjpxqϕptqdλptq
“
Nk`1´1ÿ
j“Nk
ψjpxq
ż 1
0
ψjptqϕptqdλptq
“
Nk`1´1ÿ
j“Nk
ψjpxqajpϕq “ φNk,Nk`1ϕ.
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Logo, pela Desigualdade de Young, segue que››φNk,Nk`1ϕ››2 “ ›››ϕ ˚DNk`1´1Nk ›››2
ď
›››DNk`1´1Nk ›››2 }ϕ}1
ď
›››DNk`1´1Nk ›››2
“
˜ż 1
0
∣∣∣∣∣∣
Nk`1´1ÿ
j“Nk
ψjptq
∣∣∣∣∣∣
2
dλptq
¸ 1
2
“
˜
Nk`1´1ÿ
j“Nk
Nk`1´1ÿ
i“Nk
ż 1
0
ψjptqψiptqdλptq
¸ 1
2
“
˜
Nk`1´1ÿ
j“Nk
1
¸ 1
2
“ pNk`1 ´Nkq 12 .
Portanto, ››φNk,Nk`1››1Ñ2 ď pNk`1 ´Nkq 12 . (3.14)
Assim, de (3.13) e (3.14) segue$’&’%
››φNk,Nk`1››2Ñ2 “ 1,››φNk,Nk`1››1Ñ2 ď pNk`1 ´Nkq 12 .
Pelo Teorema de Riesz-Thorin, temos que para 1 ď p ď 2››φNk,Nk`1››pÑ2 ď ››φNk,Nk`1››2´ 2p2Ñ2 ››φNk,Nk`1›› 2p´11Ñ2
ď ppNk`1 ´Nkq 12 q 2p´1
ď pNk`1 ´Nkq 1p´ 12 .
Assim, de (3.11) e (3.12), para 1 ď p ď 2››φNk,Nk`1 ˝ Λ ˝ φNk,Nk`1››pÑ2 ď ››φNk,Nk`1 ˝ Λ››2Ñ2 ››φNk,Nk`1››pÑ2
“ |λNk |
››φNk,Nk`1››pÑ2
ď |λNk | pNk`1 ´Nkq
1
p
´ 12 .
Logo, para todo ϕ P Up,››pφNk,Nk`1 ˝ Λ ˝ φNk,Nk`1qϕ››2 ď |λNk | pNk`1 ´Nkq 1p´ 12 ,
ou equivalentemente, ›››››pφNk,Nk`1 ˝ Λ ˝ φNk,Nk`1qϕ|λNk | pNk`1 ´Nkq 1p´ 12
›››››
2
ď 1.
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Isto significa que
pφNk,Nk`1 ˝ Λ ˝ φNk,Nk`1qUp Ă |λNk | pNk`1 ´Nkq
1
p
´ 12BNk,Nk`12 . (3.15)
Segue do Lema 2.4, que para ϕ P BNk,Nk`12 e 2 ď q ď 8
}ϕ}q ď pNk`1 ´Nkq
1
2´ 1q ,
assim
ϕ P pNk`1 ´Nkq 12´ 1qBNk,Nk`1q .
Consequentemente, para 2 ď q ď 8
B
Nk,Nk`1
2 Ă pNk`1 ´Nkq
1
2´ 1qBNk,Nk`1q . (3.16)
Portanto, de (3.10), (3.15) e (3.16), segue que
ΛUp Ă
8à
k“0
pφNk,Nk`1 ˝ Λ ˝ φNk,Nk`1qUp
Ă
8à
k“0
|λNk | pNk`1 ´Nkq
1
p
´ 12BNk,Nk`12
Ă
Mà
k“0
|λNk | pNk`1 ´Nkq
1
p
´ 12BNk,Nk`12
`
8à
k“M`1
|λNk | pNk`1 ´Nkq
1
p
´ 1
qBNk,Nk`1q ,
isto é,
ΛUp Ă
Mà
k“0
|λNk | pNk`1 ´Nkq
1
p
´ 12BNk,Nk`12 `
8à
k“M`1
|λNk | pNk`1 ´Nkq
1
p
´ 1
qBNk,Nk`1q . (3.17)
Por outro lado, tomando
U :“ tf P Lqr0, 1q : ajpfq “ 0 se j ą NM`1u
e
V :“ tf P Lqr0, 1q : ajpfq “ 0 se j ď NM`1u,
temos
Lqr0, 1q “ U ‘ V.
Assim,
Mà
k“0
|λNk | pNk`1 ´Nkq
1
p
´ 12BNk,Nk`12 Ă U
e 8à
k“M`1
|λNk | pNk`1 ´Nkq
1
p
´ 1
qBNk,Nk`1q Ă V.
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Logo, segue pela definição, por propriedades das n-larguras, e por (3.17), que
dβpΛUp, Lqq ď dřM
k“0mk
˜
Mà
k“0
|λNk | pNk`1 ´Nkq
1
p
´ 12BNk,Nk`12
`
8à
k“M`1
|λNk | pNk`1 ´Nkq
1
p
´ 1
qBNk,Nk`1q , L
q
¸
ď dřM
k“0mk
˜
Mà
k“0
|λNk | pNk`1 ´Nkq
1
p
´ 12BNk,Nk`12 , U
¸
` d0
˜
8à
k“M`1
|λNk | pNk`1 ´Nkq
1
p
´ 1
qBNk,Nk`1q , V
¸
ď |λ0|N
1
p
´ 12
1 dm0pB0,N12 , Lq X T0,N1q
`
Mÿ
k“1
|λNk | pNk`1 ´Nkq
1
p
´ 12dmkpBNk,Nk`12 , Lq X TNk`1,Nk`1q
`
8ÿ
k“M`1
|λNk | pNk`1 ´Nkq
1
p
´ 1
q d0pBNk,Nk`1q , Lq X TNk`1,Nk`1q.
Note que para todo espaço de Banach X, temos dnpBX , Xq ď 1. Portanto, usando (3.9)
obtemos
dβpΛUp, Lqq ď C
˜
Mÿ
k“1
|λNk |
pNk`1 ´Nkq 1p
pmkq 12
$’&’%
q
1
2 , 2 ď q ă 8,
plog2pNk`1 ´Nkqq 12 , q “ 8,
`
8ÿ
k“M`1
|λNk | pNk`1 ´Nkq
1
p
´ 1
q
¸
,
o que conclui a demonstração.
Observação 3.4. Vamos agora melhorar a estimativa obtida no teorema anterior, especi-
ficando as sequências Nk e mk. Seja N P N, definimos N1 “ N e
Nk`1 “ mintl P N : ν |λl| ď |λNk |u,
onde ν ą 1 é um número fixo. Usaremos ν “ 2 pois tal escolha será suficiente para nossas
aplicações. Como Nk`1 “ mintl P N : 2 |λl| ď |λNk |u, segue que 2
∣∣∣λNk`1∣∣∣ ď |λNk | e portanto∣∣∣λNk`1∣∣∣ ď 2´k |λN | .
Para  ą 0, definimos
M “
«
log2pN2 ´N1q

ff
e
mk “ r2´kpN2 ´N1qs ` 1, k “ 1, 2, . . . ,M,
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e m0 “ dimTN “ N . Assim
Mÿ
k“1
mk “
Mÿ
k“1
˜
r2´kpN2 ´N1qs ` 1
¸
“M ` pN2 ´N1q
Mÿ
k“1
r2´ks
ďM ` pN2 ´N1q
8ÿ
k“1
p2´qk
ď log2pN2 ´N1q

` pN2 ´N1q 11´ 2´
ď
˜
1

` 11´ 2´
¸
pN2 ´N1q
“ CpN2 ´N1q,
onde C depende somente de . Seja
β “
Mÿ
k“0
mk “ N `
Mÿ
k“1
mk
e dβ :“ dβpΛUp, Lqq. Então aplicado o Teorema 3.3, temos
dβ ď C
Mÿ
k“1
|λNk |
pNk`1 ´Nkq 1p
pmkq 12
$’&’%
q
1
2 , 2 ď q ă 8,
plog2pNk`1 ´Nkqq 12 , q “ 8,
` C
8ÿ
k“M`1
|λNk | pNk`1 ´Nkq
1
p
´ 1
q
ď 2C |λN |
Mÿ
k“1
2´k pNk`1 ´Nkq
1
p
pmkq 12
$’&’%
q
1
2 , 2 ď q ă 8,
plog2pNk`1 ´Nkqq 12 , q “ 8,
` 2C |λN |
8ÿ
k“M`1
2´kpNk`1 ´Nkq 1p´ 1q
ď 2C |λN |
Mÿ
k“1
2´kp1´ 2 q pNk`1 ´Nkq
1
p
pN2 ´N1q 12
$’&’%
q
1
2 , 2 ď q ă 8,
plog2pNk`1 ´Nkqq 12 , q “ 8,
` 2C |λN |
8ÿ
k“M`1
2´kpNk`1 ´Nkq 1p´ 1q .
Definição 3.2. Sejam  ą 0, Nk e M como na Observação anterior. Dizemos que
Λ “ tλku8k“1 P K,p, para  ą 0 e 1 ď p ď 2, se |λk`1| ď |λk| e Nk ă Nk`1 para todo k ě 1,
lim
kÑ8λk “ 0, e se existe uma constante C,p, dependendo só de  e p, tal que, para todo
N P N
Mÿ
k“1
2´kp1´ 2 q pNk`1 ´Nkq
1
p
pN2 ´N1q 12
ď C,ppN2 ´N1q 1p´ 12 .
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Uma consequência imediata de tal definição e da Observação 3.4 é o seguinte
corolário.
Corolário 3.2. Seja Λ “ tλku8k“1 como no Teorema 3.3 e seja  ą 0, Nk, M , tmkuMk“0 e
β como na Observação 3.4. Sejam p, q P R tais que 1 ď p ď 2 ď q ď 8 e suponhamos que
Λ P K,p. Então, existe uma constante C,p ą 0 tal que
dβpΛUp, Lqq ď C,p |λN | pN2 ´N1q 1p´ 12
$’’&’’%
q
1
2 , 2 ď q ă 8,
sup
1ďkďM
plog2pNk`1 ´NKqq 12 , q “ 8,
` C,p |λN |
8ÿ
k“M`1
2´kpNk`1 ´Nkq 1p´ 1q .
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4 Aplicações
Neste capítulo, aplicamos os resultados dos capítulos precedentes na obtenção
de estimativas para n´larguras de Kolmogorov para conjuntos de funções finitamente
e infinitamente diferenciávies no sentido diádico sobre r0, 1q associados às sequências
de multiplicadores Λp1q “ tk´γplog2 kq´ξukPNzt1u, com γ, ξ P R, γ ą 0, ξ ą 0 e Λp2q “
te´γkrukPN, com γ P R, γ ą 0, 0 ă r ď 1. As referências usadas para os resultados aqui
estudados são (KUSHPEL; STÁBILE; TOZONI, 2014), (KUSHPEL; TOZONI, 2012),
(STÁBILE, 2009), (STÁBILE, 2014).
4.1 n-Larguras de conjuntos de funções finitamente diferenciáveis
Nesta seção, estamos interessados em obter estimativas inferiores e superiores
para n-larguras de Kolmogorov de conjuntos de funções finitamente diferenciáveis no sentido
diádico em r0, 1q, associados às sequências de multiplicadores Λp1q “ tk´γplog2 kq´ξukPNzt1u,
com γ, ξ P R, γ ą 0, ξ ą 0.
Proposição 4.1. Seja Λp1q “ tλkukPN, com λ1 “ 0 e λk “ k´γplog2 kq´ξ para k ě 2, onde
γ, ξ P R, γ ą 1{2, ξ ą 0. Então Λp1q é um operador limitado de L1r0, 1q em L2r0, 1q.
Demonstração. Sejam m,n P N, com m ą n. Dada ϕ P U1, sejam
ϕn “
n´1ÿ
k“0
akpϕqψk
e
Λp1qϕn “
n´1ÿ
k“1
λkakpϕqψk.
Então ››Λp1qϕm ´ Λp1qϕn››22 “ ż 1
0
∣∣∣Λp1qϕmptq ´ Λp1qϕnptq∣∣∣2 dλptq
“
ż 1
0
˜
m´1ÿ
k“n
λkakpϕqψkptq
¸2
dλptq
“
m´1ÿ
k“n
m´1ÿ
j“n
λkλjakpϕqajpϕq
ż 1
0
ψkptqψjptqdλptq
“
m´1ÿ
k“n
λ2kpakpϕqq2.
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Como |akpϕq| ď }ϕ}1 para todo k, segue que››Λp1qϕm ´ Λp1qϕn››22 ď }ϕ}21 m´1ÿ
k“n
pλkq2
“ }ϕ}21
m´1ÿ
k“n
pk´γplog2 kq´ξq2
ď }ϕ}21
m´1ÿ
k“n
k´2γ.
(4.1)
Como γ ą 1{2, então temos
lim
m,nÑ8
››Λp1qϕm ´ Λp1qϕn››22 “ 0,
assim tΛp1qϕnu8n“1 é uma sequência de Cauchy em L2r0, 1q, e portanto é convergente em
L2r0, 1q. Escrevemos
Λp1qϕ “ lim
nÑ8Λ
p1qϕn “
8ÿ
k“1
λkakpϕqψk. (4.2)
Logo, temos de (4.1) ››Λp1qϕ››22 “ ››› limnÑ8Λp1qϕn›››22
“ lim
nÑ8
››Λp1qϕn››22
ď }ϕ}21 limnÑ8
n´1ÿ
k“1
k´2γ
ď }ϕ}21
8ÿ
k“1
k´2γ
ď C.
Portanto, ››Λp1qϕ››2 ď C¯,
o que implica que o operador Λp1q é limitado de L1r0, 1q em L2r0, 1q.
Observação 4.1. Sejam ϕ P L1r0, 1q e m P N. Suponhamos que γ ą m ` 1, então de
(4.2) temos que
Λp1qϕ “
8ÿ
k“1
λkakpϕqψk.
Como,
|λkakpϕq| km “ |λk| |akpϕq| km
ď |λk| }ϕ}1 km
“ k´γplog2 kq´ξ }ϕ}1 km
ď }ϕ}1 k´γ`m.
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Então,
8ÿ
k“1
|λkakpϕq| km ď }ϕ}1
8ÿ
k“1
k´γ`m ă 8,
já que, γ ´m ą 1. Assim, para todo t P r0, 1q, temos
Λp1qϕptq “
8ÿ
k“1
λkakpϕqψkptq.
Logo, pelas Observações 1.8 e 1.9 temos
pΛp1qϕptqqrms “
8ÿ
k“1
λkakpϕqpψkptqqrms
“
8ÿ
k“1
λkakpϕqkmψkptq,
para todo t P r0, 1q. Portanto, a derivada diádica pΛp1qϕqrms existe para todo t P r0, 1q, se
γ ą m ` 1, isto é, Λp1qϕ são funções finitamente diferenciavéis no sentido diádico para
ϕ P L1r0, 1q.
Teorema 4.1. Seja Λp1q o operador definido na Proposição anterior. Para 1 ď p ď 2 ď
q ď 8, γ ą 1{p e todo m P N temos
dmpΛp1qUp, Lqq ! m´γ`p1{p´1{2qplog2mq´ξ
$’&’%
q1{2, 2 ď q ă 8,
plog2mq1{2, q “ 8.
Demonstração. Como 1 ď p ď 2 então 1{p ě 1{2, e como γ ą 1{p segue da Proposição 4.1
que o operador multiplicador Λp1q é limitado de L1r0, 1q em L2r0, 1q, condição necessária
para aplicar o Corolário 3.2. Sejam M , Nk, mk,  e β como na Observação 3.4.
Consideremos a função λ : r0,`8q Ñ R, definida por
λptq “ t´γplog2 tq´ξ,
para t ą 1 e λptq “ 0 para 0 ď t ď 1, com γ, ξ P R, e γ ą 1{p, ξ ą 0.
Fixemos δ ą 0 e sejam λ1, λ2 : p1,`8q Ñ R definidas por λ1ptq “ t´γ e
λ2ptq “ t´γ´δ. Sejam a ą 1 e b, b1, b2 P R tais que 2λpbq “ λpaq, 2λ1pb1q “ λ1paq e
2λ2pb2q “ λ2paq. Como λ, λ1, λ2 são decrescentes temos b, b1, b2 ą a. Segue que
2λ1pb1q “ λ1paq ô 2b´γ1 “ a´γ
ô 2aγ “ bγ1
ô b1 “ 21{γa,
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da mesma forma
2λ2pb2q “ λ2paq ô 2b´γ´δ2 “ a´γ´δ
ô 2aγ`δ “ bγ`δ2
ô b2 “ 21{pγ`δqa.
Além disso,
b´γ1 “ λ1pb1q “ 2´1λ1paq “ 2´1a´γ
“ 2´1a´γplog2 aq´ξplog2 aqξ
“ 2´1λpaqplog2 aqξ
“ λpbqplog2 aqξ
“ b´γplog2 bq´ξplog2 aqξ
“ b´γ
˜
log2 a
log2 b
¸ξ
,
assim,
b1 “ b
˜
log2 b
log2 a
¸ξ{γ
.
Como b ą a temos que log2 blog2 a ą 1, e portanto b1 ą b. De igual maneira demonstramos que
b ą b2. Consequentemente
21{pγ`δqa “ b2 ă b ă b1 “ 21{γa. (4.3)
Assim tomando a “ Nk, segue de (4.3) que
21{pγ`δqNk ă b ă 21{γNk. (4.4)
Por outro lado,
Nk`1 “ mintl P N : 2 |λl| ď |λNk |u,
e 2λpbq “ λpNkq. Seja l P N tal que b P pl ´ 1, ls. Como λ é decrescente, então
2λpl ´ 1q ą 2λpbq “ λpNkq,
o que implica que l ´ 1 R tl P N : 2λl ď λNku. Além disso,
2λplq ď 2λpbq “ λpNkq,
portanto l P tl P N : 2λl ď λNku. Logo pela definição de ínfimo, l “ Nk`1 e como
b P pl ´ 1, ls, segue que
Nk`1 ´ 1 ă b ď Nk`1.
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Notemos que tNku8k“1 é uma sequência crescente, pois em caso contrário Nk`1 “ Nk “
m P N. Como 2λpNk`1q ď λpNkq, então, 2λpmq ď λpmq, o que é um absurdo. Portanto
tNku8k“1 é uma sequência crescente, o que implica que
Nk ď Nk`1 ´ 1 ă b ď Nk`1 ă b` 1.
Assim de (4.4),
21{pγ`δqNk ď Nk`1 ď 21{γNk ` 1, k ě 1. (4.5)
Fixando N1 “ N , segue do lado direito de (4.5) que
N2 ď 21{γN ` 1,
N3 ď 21{γN2 ` 1 ď 21{γp21{γN ` 1q ` 1 ď 22{γN ` 1` 21{γ
e indutivamente, podemos concluir que
Nk`1 ď 2k{γN ` p1` 21{γ ` ¨ ¨ ¨ ` 2pk´1q{γq ď Cγ2k{γN.
Do lado esquerdo de (4.5), segue que 21{pγ`δqN ď N2, 22{pγ`δqN ď N3, e usando indução
obtemos que
2k{pγ`δqN ď Nk`1,
donde
2k{pγ`δqN ď Nk`1 ď Cγ2k{γN, k ě 1.
Portanto,
Nk`1 ´Nk ď Cγ2k{γN ´ 2pk´1q{pγ`δqN ď Cγ2k{γN,
o que implica que
Nk`1 ´Nk ! 2k{γN. (4.6)
Portanto,
σ “ |λN |
8ÿ
k“M`1
2´kpNk`1 ´Nkq 1p´ 1q
! N´γplog2Nq´ξ
8ÿ
k“M`1
2´kp2k{γNq 1p´ 1q
“ N´γ`1{p´1{qplog2Nq´ξ
8ÿ
k“M`1
2´kp1´
1
γ
p 1
p
´ 1
q
qq. (4.7)
Por (4.5) temos N2 ´N1 ě p21{pγ`δq ´ 1qN . Assim usando (4.6) obtemos N2 ´N1 — N e
portanto log2pN2 ´N1q — log2N . Como M “
“ log2pN2 ´N1q

‰
segue que M — ´1 log2N
e portanto existe C ą 0 tal que M ě C´1 log2N , logo por (4.7)
σ ! N´γ`1{p´1{qplog2Nq´ξ
8ÿ
k“C´1 log2N
2´kp1´
1
γ
p 1
p
´ 1
q
qq.
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Como para |b| ă 1 vale
8ÿ
k“M
bk “ bM
8ÿ
k“0
bk “ bM 11´ b . Segue que para γ ą
1
p
´ 1
q
8ÿ
k“C´1 log2N
2´kp1´
1
γ
p 1
p
´ 1
q
qq “ 2´p1´ 1γ p 1p´ 1q qqC´1 log2N 1
1´ 2´p1´ 1γ p 1p´ 1q qq
“ p2log2Nq´C´1p1´ 1γ p 1p´ 1q qq 1
1´ 2´p1´ 1γ p 1p´ 1q qq
“ N´C´1p1´ 1γ p 1p´ 1q qqC1.
Consequentemente para γ ą 1
p
´ 1
q
, temos
σ ! N´γ`p1{p´1{qq´C´1p1´ 1γ p 1p´ 1q qqplog2Nq´ξ.
Tomando 0 ă  ă Cp1´ p1{p´ 1{qq{γq1{p´ 1{q , temos
σ ! N´γplog2Nq´ξ. (4.8)
Agora, demonstraremos que Λp1q “ tk´γplog2 kq´ξuką1 P K,p, para algum  ą 0.
Já vimos que N2 ´ N1 — N e M — ´1 log2N , assim existem constantes positivas C2
e C3 tais que N2 ´ N1 ě C2N e M ď C3´1 log2N . Por (4.6) existe C4 ą 0 tal que
Nk`1 ´Nk ď C42k{γN , k ě 1. Portanto,
Mÿ
k“1
2´kp1´ 2 q pNk`1 ´Nkq
1{p
pN2 ´N1q1{2 ď
C3´1 log2Nÿ
k“1
2´kp1´ 2 q pC42
k{γNq1{p
pC2Nq1{2
“ C5N 1p´ 12
C3´1 log2Nÿ
k“1
2´kp1´

2´ 1γp q,
pois γ ą 1
p
, 1 ´ 1
γp
ą 0 e assim existe  tal que 0 ă 2 ă 1 ´
1
γp
. Tomamos t “
´p1´ 2 ´
1
γp
q ă 0, temos
C3´1 log2Nÿ
k“1
2´kp1´

2´ 1γp q “
C3´1 log2Nÿ
k“1
p2tqk
ď
8ÿ
k“0
p2tqk
“ 11´ 2t
“ 1
1´ 2´p1´ 2´ 1γp q .
Logo
Mÿ
k“1
2´kp1´ 2 q pNk`1 ´Nkq
1{p
pN2 ´N1q1{2 ď C5N
1
p
´ 12 1
1´ 2´p1´ 2´ 1γp q
“ C,pN 1p´ 12 .
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Como C2N ď N2 ´N1, e 1
p
ě 12 já que 1 ď p ď 2, segue que
N
1
p
´ 12 ď pC2q´p 1p´ 12 qpN2 ´N1q 1p´ 12 ,
donde
Mÿ
k“1
2´kp1´ 2 q pNk`1 ´Nkq
1{p
pN2 ´N1q1{2 ď C
1
,ppN2 ´N1q
1
p
´ 12 .
Portanto, Λp1q “ tk´γplog2 kq´ξuką1 P K,p. Segue assim do Corolário 3.2 que, para
1 ď p ď 2,
dβpΛp1qUp, Lqq ! |λN | pN2 ´N1q 1p´ 12
$’’&’’%
q
1
2 , 2 ď q ă 8,
sup
1ďkďM
plog2pNk`1 ´Nkqq 12 , q “ 8,
` |λN |
8ÿ
k“M`1
2´kpNk`1 ´Nkq 1p´ 1q .
De (4.8) obtemos
dβpΛp1qUp, Lqq ! |λN | pN2 ´N1q 1p´ 12
$’’&’’%
q
1
2 , 2 ď q ă 8,
sup
1ďkďM
plog2pNk`1 ´Nkqq 12 , q “ 8,
`N´γplog2Nq´ξ
! N´γplog2Nq´ξN
1
p
´ 12
$’’&’’%
q
1
2 , 2 ď q ă 8,
sup
1ďkďM
plog2pNk`1 ´Nkqq 12 , q “ 8,
`N´γplog2Nq´ξ.
Como M ď C3´1 log2N , para 1 ď k ďM ,
Nk`1 ´Nk ! 2k{γN
ď 2M{γN
ď 2C3γ log2NN
“ N1`C3γ .
Logo,
log2pNk`1 ´Nkq ! log2pN1`
C3
γ q
“
ˆ
1` C3
γ
˙
log2N,
assim
sup
1ďkďM
plog2pNk`1 ´Nkqq 12 ! plog2Nq 12 .
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Portanto
dβpΛp1qUp, Lqq ! N´γ` 1p´ 12 plog2Nq´ξ
$’&’%
q
1
2 , 2 ď q ă 8,
plog2Nq 12 , q “ 8,
`N´γplog2Nq´ξ
e como 1
p
´ 12 ě 0, então
dβpΛp1qUp, Lqq ! N´γ` 1p´ 12 plog2Nq´ξ
$’&’%
q
1
2 , 2 ď q ă 8,
plog2Nq 12 , q “ 8.
(4.9)
Agora, observamos que
β “
Mÿ
j“0
mj “ m0 `
Mÿ
j“1
mj
“ N `
Mÿ
j“1
mj
ď N ` CpN2 ´N1q
ď N ` C¯N
! N,
e assim existe C6 ą 0 tal que β ď C6N . Portanto
dC6NpΛp1qUp, Lqq ď dβpΛp1qUp, Lqq ! N´γ`
1
p
´ 12 plog2Nq´ξ
$’&’%
q
1
2 , 2 ď q ă 8,
plog2Nq 12 , q “ 8.
Seja m P N, tal que C6pN ´ 1q ă m ď C6N . Então
dmpΛp1qUp, Lqq ď dC6pN´1qpΛp1qUp, Lqq
ď pN ´ 1q´γ` 1p´ 12 plog2pN ´ 1qq´ξ
$’&’%
q
1
2 , 2 ď q ă 8,
plog2pN ´ 1qq 12 , q “ 8,
! N´γ` 1p´ 12 plog2Nq´ξ
$’&’%
q
1
2 , 2 ď q ă 8,
plog2pC´16 mqq 12 , q “ 8,
ď pC´16 mq´γ`
1
p
´ 12 plog2pC´16 mqq´ξ
$’&’%
q
1
2 , 2 ď q ă 8,
plog2pC´16 mqq 12 , q “ 8,
— m´γ` 1p´ 12 plog2mq´ξ
$’&’%
q
1
2 , 2 ď q ă 8,
plog2mq 12 , q “ 8,
o que completa a demonstração.
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Teorema 4.2. Seja Λp1q o operador considerado na Proposição 4.1. Então para todo n P N
dnpΛp1qUp, Lqq " n´γplog2 nq´ξΥn,
com
Υn “
$’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’%
1, 1 ď p ď 2, 1 ă q ď 2,
1, 2 ď p ă 8, 2 ď q ď 8,
1, 1 ď p ď 2 ď q ď 8,
plog2 nq´ 12 , 1 ď p ď 2, q “ 1,
plog2 nq´ 12 , p “ 8, 2 ď q ď 8.
Demonstração. Temos˜
n´1ÿ
k“1
|λk|´2
¸´ 12
“
˜
n´1ÿ
k“1
pk´γplog2 kq´ξq´2
¸´ 12
“
˜
n´1ÿ
k“1
k2γplog2 kq2ξ
¸´ 12
"
˜
n´1ÿ
k“1
n2γplog2 nq2ξ
¸´ 12
“ n´γ´ 12 plog2 nq´ξ,
e assim aplicando o Corolário 3.1 para λ “ 12 obtemos
drn´22 spΛ
p1qUp, Lqq " n 12
ˆ
1
2
˙ 1
2
˜
n´1ÿ
k“1
|λk|´2
¸´ 12
Υn
" n 12n´γ´ 12 plog2 nq´ξΥn
“ n´γplog2 nq´ξΥn.
Agora sejam m,n P N tal que n ě 4 e “n´ 32 ‰ă m ď “n´ 22 ‰. Então n ď 2m` 3 ď 5m e
assim
dmpΛp1qUp, Lqq ě drn´22 spΛ
p1qUp, Lqq
" n´γplog2 nq´ξΥn
ě p5mq´γplog2 5mq´ξΥn
— m´γplog2mq´ξΥm,
e portanto o corolário está demonstrado.
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Observação 4.2. Considere o operador Λp1q definido no enunciado da Proposição 4.1.
Suponhamos que γ ą 12 e que 2 ď p, q ď 8. Como Λ
p1qUp Ă Λp1qU2, segue pelo Teorema
4.1 que para todo m P N,
dmpΛp1qUp, Lqq ď dmpΛp1qU2, Lqq ! m´γplog2mq´ξ
$’&’%
q1{2, 2 ď q ă 8,
plog2mq1{2, q “ 8.
4.2 n-Larguras de conjuntos de funções infinitamente diferenciáveis
Nesta seção estudaremos n-larguras de conjuntos de funções infinitamente
diferenciáveis no sentido diádico em r0, 1q, associados as sequências de multiplicadores
Λp2q “ tλkukPN0 , λk “ e´γkr , com γ ą 0, 0 ă r ď 1.
Proposição 4.2. Seja Λp2q “ tλkukPN0, com λk “ e´γkr , γ, r ą 0. Então Λp2q é um
operador multiplicador limitado de Lpr0, 1q em Lqr0, 1q, para 1 ď p, q ď 8.
Demonstração. Demonstraremos a limitação do operador Λp2q para p “ 1 e q “ 8 e os
demais casos seguirão de imediato das desigualdades entre as normas de Lpr0, 1q e Lqr0, 1q.
Sejam m,n P N, com m ą n. Dada ϕ P U1, sejam
ϕn “
n´1ÿ
k“0
akpϕqψk
e
Λp2qϕn “
n´1ÿ
k“0
λkakpϕqψk.
Então
∣∣∣Λp2qϕmptq ´ Λp2qϕnptq∣∣∣ “
∣∣∣∣∣∣
m´1ÿ
k“n
λkakpϕqψkptq
∣∣∣∣∣∣
ď
m´1ÿ
k“n
|λk| |akpϕq| |ψkptq|
“
m´1ÿ
k“n
|λk| |akpϕq| .
Como |akpϕq| ď }ϕ}1 para todo k, segue que
∣∣∣Λp2qϕmptq ´ Λp2qϕnptq∣∣∣ ď }ϕ}1 m´1ÿ
k“n
|λk|
“ }ϕ}1
m´1ÿ
k“n
e´γk
r
ď
m´1ÿ
k“n
e´γk
r
.
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Por outro lado, pelo Teorema de L’Hôpital, temos que
lim
xÑ8
e´γxr
x´2
“ lim
xÑ8
x2
eγxr
“ lim
xÑ8
2x
γrxr´1eγxr
“ lim
xÑ8
2x2´r
γreγxr
“ lim
xÑ8
2p2´ rq
γγrr
x1´r
xr´1eγxr
“ lim
xÑ8
2p2´ rq
γ2r2
x2´2r
eγxr
“ lim
xÑ8
2p2´ rqp2´ 2rq
γ3r3
x2´3r
eγxr
.
Seja u o primeiro número natural tal que 2´ ur ď 0. Então
lim
xÑ8
x2
eγxr
“ lim
xÑ8
2p2´ rqp2´ 2rq ¨ ¨ ¨ p2´ pu´ 1qrq
γuru
x2´uγ
eγxr
“ 0.
Portanto, dado C ą 0, existe n0 P N, tal que para todo x ě n0
x2
eγxr
ď C.
Assim, para todo k ě n0
e´γk
r ď Ck´2.
Consequentemente, se n ě n0,∣∣∣Λp2qϕmptq ´ Λp2qϕnptq∣∣∣ ď m´1ÿ
k“n
k´2. (4.10)
Logo,
lim
n,mÑ8
∣∣∣Λp2qϕmptq ´ Λp2qϕnptq∣∣∣ “ 0,
assim tΛp2qϕnptqu8n“1 é uma sequência de Cauchy em R e portanto convergente em R.
Escreveremos
Λp2qϕptq “ lim
nÑ8Λ
p2qϕnptq “
8ÿ
k“0
λkakpϕqψkptq, (4.11)
para todo t P r0, 1q. Logo para todo t P r0, 1q, por (4.10) temos
∣∣∣Λp2qϕptq∣∣∣ “
∣∣∣∣∣∣
8ÿ
k“0
λkakpϕqψkptq
∣∣∣∣∣∣
ď
8ÿ
k“1
k´2 “ C1.
Portanto, ››Λp2qϕ››8 ď sup
tPr0,1q
∣∣∣Λp2qϕptq∣∣∣ ď C1,
o que garante a limitação do operador Λp2q de L1r0, 1q em L8r0, 1q e consequentemente de
Lpr0, 1q em Lqr0, 1q, para 1 ď p, q ď 8.
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Observação 4.3. Seja ϕ P L1r0, 1q e m P N. Por (4.11) temos
Λp2qϕptq “
8ÿ
k“0
λkakpϕqψkptq,
para cada t P r0, 1q. Para a P N, b ą 0 e r ą 0, segue do Teorema de L’Hôpital que
lim
xÑ8
xa
ebxr
“ lim
xÑ8
axa´1
brxr´1ebxr
“ lim
xÑ8
axa´r
brebxr
“ lim
xÑ8
apa´ rqxa´r´1
bbrrxr´1ebxr
“ lim
xÑ8
apa´ rq
b2r2
xa´2r
ebxr
“ lim
xÑ8
apa´ rq
b2r2
pa´ 2rqxa´2r´1
brxr´1ebxr
“ lim
xÑ8
apa´ rqpa´ 2rq
b3r3
xa´3r
ebxr
.
Seja u o primeiro número natural tal que a´ ur ď 0. Então
lim
xÑ8
xa
ebxr
“ lim
xÑ8
apa´ rqpa´ 2rq ¨ ¨ ¨ pa´ pu´ 1qrq
buru
xa´ur
ebxr
“ 0.
Portanto, dado C ą 0, existe n0 P N, tal que para todo x ě n0,
xa
ebxr
ď C.
Em particular, para b “ γ e a “ m` 2, segue para k ě n0,
e´γx
r
km ď Ck´2. (4.12)
Como,
|λkakpϕq| km “ |λk| |akpϕq| km
ď |λk| }ϕ}1 km
“ e´γkr }ϕ}1 km,
de (4.12), temos
8ÿ
k“1
|λkakpϕq| km ď }ϕ}1
8ÿ
k“0
e´γk
r
km
“ }ϕ}1
n0´1ÿ
k“0
e´γk
r
km ` }ϕ}1
8ÿ
k“n0`1
e´γk
r
km
ď }ϕ}1
n0´1ÿ
k“0
e´γk
r
km ` }ϕ}1
8ÿ
k“n0`1
k´2
ă 8.
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Logo,
8ÿ
k“1
|λkakpϕq| km ă 8.
Portanto, segue das Observações 1.8 e 1.9 que a derivada de ordem m de Λp2qϕ existe e
pΛp2qϕptqqrms “
8ÿ
k“0
λkakpϕqpψkptqqrms
“
8ÿ
k“0
λkakpϕqkmψkptq.
Consequentemente, a derivada diádica pΛp2qϕqrms existe para todo t P r0, 1q e todo m P N,
isto é, Λp2qϕ é infinitamente diferenciável no sentido diádico para toda ϕ P L1r0, 1q.
Teorema 4.3. Seja Λp2q “ tλkukPN0, com γ ą 0 e 0 ă r ď 1. Para 1 ď p ď 2 ď q ď 8,
temos que para todo m P N
dmpΛp2qUp, Lqq ! e´γmrmp1´rqp 1p´ 12 q
$’&’%
q
1
2 , 2 ď q ă 8,
plog2mq 12 , q “ 8.
Demonstração. Nosso intuito é utilizar o Corolário 3.2. Para isso devemos ter Λp2q limitado
de L1r0, 1q em L2r0, 1q, o que é garantido pela Proposição 4.2. Sejam M , Nk, mk, , β
como na Observação 3.4. Por outro lado, seja λ : r0,8q Ñ R definida por λpxq “ e´γxr ,
para γ ą 0, 0 ă r ď 1. Fixado k P N, seja xk P R tal que 2λpxkq “ λpNkq. Então temos
2e´γxrk “ e´γNrk ô ln 2´ γxrk “ ´γN rk
ô xrk “ N rk ` ln 2γ
ô xk “
ˆ
N rk ` ln 2γ
˙ 1
r
.
Da definição de Nk`1 temos que Nk ă xk ď Nk`1 ă xk ` 1. Portantoˆ
N rk ` ln 2γ
˙ 1
rď Nk`1 ă
ˆ
N rk ` ln 2γ
˙ 1
r`1. (4.13)
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Temos
N rk`1 ă
«ˆ
N rk ` ln 2γ
˙ 1
r`1
ffr
“
ˆ
N rk ` ln 2γ
˙«
1`
ˆ
N rk ` ln 2γ
˙´1
r
ffr
“
ˆ
N rk ` ln 2γ
˙«
1` r
ˆ
N rk ` ln 2γ
˙´1
r `rpr ´ 1q2!
ˆ
N rk ` ln 2γ
˙´2
r ` ¨ ¨ ¨
ff
ď
ˆ
N rk ` ln 2γ
˙«
1` C1
ˆ
N rk ` ln 2γ
˙´1
r
ff
“
ˆ
N rk ` ln 2γ
˙
`C1
ˆ
N rk ` ln 2γ
˙1´ 1
r
.
Como 0 ă r ď 1, temos que 1´ 1
r
ď 0, donde
ˆ
N rk ` ln 2γ
˙1´ 1
rď 1 e portanto
N rk`1 ď N rk ` C2.
Assim, para todo k P N,
N rk ` ln 2γ ď N
r
k`1 ď N rk ` C2. (4.14)
Agora, usando (4.14) de forma recorrente e o fato de que N1 “ N , obtemos
N r ` k ln 2
γ
ď N rk`1 ď N r ` C2k. (4.15)
De (4.13), obtemos
Nk`1 —
ˆ
N rk ` ln 2γ
˙ 1
r“ Nk
ˆ
1` ln 2
γ
N´rk
˙ 1
r
.
Para Nk suficientemente grande temos∣∣∣∣∣ ln 2γ N´rk
∣∣∣∣∣ ă 1,
e assim segue que
Nk`1 — Nk
ˆ
1` ln 2
rγ
N´rk ` p1´ rqpln 2q
2
2r2γ2 N
´2r
k ` p1´ rqp1´ 2rqpln 2q
3
6r3γ3 N
´3r
k ` ¨ ¨ ¨
˙
onde a série binomial acima passa a ser alternada a partir do terceiro termo. Logo,
Nk`1 ´Nk — N1´rk . (4.16)
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Consequentemente, obtemos de (4.15) e (4.16) que para todo k˜
Nk`1 ´Nk
N2 ´N1
¸ r
1´r
—
ˆ
N1´rk
N1´r
˙ r
1´r
“ N´rN rk
ď N´rpN r ` C2pk ´ 1qq
ď N´rpN r ` C2kq
“ 1` C2kN´r.
Agora, observemos que para qualquer δ ą 0, existe kδ P N tal que 2δk ě 1` C2kN´r, se
k ě kδ. Então existe uma constante C3 ą 0 tal que para k ě kδˆ
Nk`1 ´Nk
N2 ´N1
˙ r
1´rď C32δk.
Tomando δ1 “ δp1´ rq
r
, obtemos que para k ě kδ
Nk`1 ´Nk
N2 ´N1 ď C42
δ1k. (4.17)
Assim, para 1 ď p ď 2,
Mÿ
j“1
2´jp1´ 2 q
˜
Nj`1 ´Nj
N2 ´N1
¸ 1
p
ď
kδ´1ÿ
j“1
2´jp1´ 2 q
˜
Nj`1 ´Nj
N2 ´N1
¸ 1
p
` C1{p4
Mÿ
j“kδ
2´jp1´ 2 q2
δ1
p
j
ď C 1,p,δ ` C1{p4
Mÿ
j“kδ
2´jp1´

2´ δ
1
p
q
ď C¯,
onde a constante C¯ depende somente de , p e δ, e  e δ são escolhidos de forma que

2 `
δ1
p
ă 1. Logo
Mÿ
k“1
2´kp1´ 2 q pNk`1 ´Nkq
1
p
pN2 ´N1q 12
ď C¯pN2 ´N1q 1p´ 12 ,
donde Λp2q “ tλkukPN P K,p. Portanto pelo Corolário 3.2, temos
dβpΛp2qUp, Lqq ď C,p |λN | pN2 ´N1q 1p´ 12
$’’&’’%
q
1
2 , 2 ď q ă 8,
sup
1ďkďM
plog2pNk`1 ´Nkqq 12 , q “ 8,
` C,p |λN |
8ÿ
k“M`1
2´kpNk`1 ´Nkq 1p´ 1q . (4.18)
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Além disso, de (4.16) e (4.17), obtemos
|λN |
8ÿ
k“M`1
2´kpNk`1 ´Nkq 1p´ 1q “ |λN | pN2 ´N1q 1p´ 1q
8ÿ
k“M`1
2´k
˜
Nk`1 ´Nk
N2 ´N1
¸ 1
p
´ 1
q
ď C5 |λN |N p1´rqp 1p´ 1q q
8ÿ
k“M`1
2´k2δ
2
k
“ C5 |λN |N p1´rqp 1p´ 1q q
8ÿ
k“M`1
p2´p1´δ2 qqk
“ C5 |λN |N p1´rqp 1p´ 1q qp2´p1´δ
2 qqM`1
8ÿ
j“0
p2´p1´δ2 qqj
“ C5 |λN |N p1´rqp 1p´ 1q qp2´p1´δ
2 qqM`1 1
1´ 2´p1´δ2 q
ď C6 |λN |N p1´rqp 1p´ 1q qp2´p1´δ
2 qqM`1,
onde δ2 “ δ1p1
p
´ 1
q
q. Como M “ “ log2pN2 ´N1q

‰
, de (4.15) segue que
|λN |
8ÿ
k“M`1
2´kpNk`1 ´Nkq 1p´ 1q ď C6 |λN |N p1´rqp 1p´ 1q qp2´p1´δ
2 qq log2pN2´N1q
ď C6 |λN |N p1´rqp 1p´ 1q qp2log2pN2´N1qq´p1´δ
2q

“ C6 |λN |N p1´rqp 1p´ 1q qpN2 ´N1q´p1´δ
2q

ď C7 |λN |N p1´rqp 1p´ 1q qN p1´rq´p1´δ
2q

“ C7 |λN |N p 1p´ 1q´p 1´δ
2

qqp1´rq
ď C7 |λN | ,
se tivermos 1
p
´ 1
q
´ p1´ δ
2

q ă 0, ou seja 0 ă  ă 1´ δ
2
p´1 ´ q´1 . Segue então de (4.16) e
(4.18)
dβpΛp2qUp, Lqq ď C 1,p |λN | pN2 ´N1q
1
p
´ 12
$’’&’’%
q
1
2 , 2 ď q ă 8,
sup
1ďkďM
plog2pNk`1 ´Nkqq 12 , q “ 8,
` C 1,p |λN |
ď C 1,pC8 |λN |N p1´rqp
1
p
´ 12 q
$’’&’’%
q
1
2 , 2 ď q ă 8,
sup
1ďkďM
plog2pNk`1 ´Nkqq 12 , q “ 8,
“ C 1,pC8e´γNrN p1´rqp
1
p
´ 12 q
$’’&’’%
q
1
2 , 2 ď q ă 8,
sup
1ďkďM
plog2pNk`1 ´Nkqq 12 , q “ 8,
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donde
dβpΛp2qUp, Lqq ! e´γNrN p1´rqp 1p´ 12 q
$’’&’’%
q
1
2 , 2 ď q ă 8,
sup
1ďkďM
plog2pNk`1 ´Nkqq 12 , q “ 8.
(4.19)
Usando (4.15) e (4.16), obtemos
Nk`1 ´Nk — pN rk q
1´r
r ď pN r ` C2pk ´ 1qq 1´rr ,
agora usando os fatos que M “ “ log2pN2 ´N1q

‰
, N2 ´N1 — N1´r e que 1 ď k ďM ,
log2pNk`1 ´Nkq ď 1´ rr log2pN
r ` C2pk ´ 1qq
! log2pN r ` C2Mq
ď log2
ˆ
N r ` C2 log2pN2 ´N1q

˙
! log2
ˆ
N r ` C2p1´ rq

log2N
˙
“ log2pN r ` C8 log2Nq
ď log2pN r ` C8Nq
! log2pN r`1q
“ pr ` 1q log2N
— log2N.
Logo, de (4.19)
dβpΛp2qUp, Lqq ! e´γNrN p1´rqp 1p´ 12 q
$’&’%
q
1
2 , 2 ď q ă 8,
plog2Nq 12 , q “ 8.
(4.20)
Da definição de β, temos que
β “ m0 `
Mÿ
k“1
mk
“ N `
Mÿ
k“1
mk
ď N ` CpN2 ´N1q
ď N ` CC9N1´r
“ N ` C10N1´r,
e assim β ď rN ` C10N1´rs. Denotando τN “ N ` C10N1´r, segue do Teorema 1.6 e de
(4.20) que
drτN spΛp2qUp, Lqq ! e´γNrN p1´rqp
1
p
´ 12 q
$’&’%
q
1
2 , 2 ď q ă 8,
plog2Nq 12 , q “ 8,
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como N ď rτN s, obtemos
drτN spΛp2qUp, Lqq ! e´γNrrτN sp1´rqp
1
p
´ 12 q
$’&’%
q
1
2 , 2 ď q ă 8,
plog2rτN sq 12 , q “ 8.
(4.21)
Agora temos
´γN r ` γτ rN “ ´γN r ` γpN ` C10N1´rqr
“ ´γN r ` γN rp1` C10N´rqr
“ γN rp´1` p1` C10N´rqrq.
Como
∣∣∣C10N´r∣∣∣ ă 1, já que N é tomado suficientemente grande, segue que
p1` C10N´rqr “ 1`
8ÿ
k“1
rpr ´ 1q . . . pr ´ k ` 1q
k! pC10N
´rqk
ď 1` C10rN´r,
onde a série binomial é alternada a partir do segundo termo. Portanto,
´γN r ` γτ rN “ γN rp´1` p1` C10N´rqrq
ď γN rp´1` 1` C10rN´rq
“ C10γr “ C11,
assim
e´γN
r ď e´γτrN eC11 ď C12e´γτrN .
Tomemos agora l P N tal que rτN s ď l ď rτN`1s. Consideremos a função fpxq “ pN ` xqr
definida para 0 ď x ď 1. Temos que f é contínua em r0, 1s, derivável em p0, 1q e assim
pelo Teorema do Valor Médio, existe 0 ď c ď 1 tal que fp1q ´ fp0q “ f 1pcq. Logo
pN ` 1qr ´N r ď rpN ` cqr´1 ď r,
pois 0 ă r ď 1. Portanto
1 ă e
γpN`1qr
eγNr
“ eγrpN`1qr´Nrs ď eγr,
e assim
1 ă e´γNr ď eγre´γpN`1qr . (4.22)
Capítulo 4. Aplicações 84
Como já verificamos que e´γNr ď C12e´γτrN , por (4.21) segue que
dlpΛp2qUp, Lqq ď drτN spΛp2qUp, Lqq
! e´γNrrτN sp1´rqp 1p´ 12 q
$’&’%
q
1
2 , 2 ď q ă 8,
plog2rτN sq 12 , q “ 8,
! e´γpN`1qr lp1´rqp 1p´ 12 q
$’&’%
q
1
2 , 2 ď q ă 8,
plog2 lq 12 , q “ 8,
! e´γpτN`1qr lp1´rqp 1p´ 12 q
$’&’%
q
1
2 , 2 ď q ă 8,
plog2 lq 12 , q “ 8,
! e´γlr lp1´rqp 1p´ 12 q
$’&’%
q
1
2 , 2 ď q ă 8,
plog2 lq 12 , q “ 8,
obtendo assim o resultado desejado.
Observação 4.4. Considere o operador Λp2q do Teorema 4.3. Suponhamos 0 ă r ď 1 e
2 ď p, q ď 8. Como Λp2qUp Ă Λp2qU2, segue pelo Teorema 4.3 que para todo m P N,
dmpΛp2qUp, Lqq ď dmpΛp2qU2, Lqq
! e´γmr
$’&’%
q
1
2 , 2 ď q ă 8,
plog2mq 12 , q “ 8,
Teorema 4.4. Para 1 ď q ď p ď 2 e todo n P N, temos
dnpΛp2qUp, Lqq " e´γnrΥn,
com
Υn “
$’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’%
1, 1 ď p ď 2, 1 ă q ď 2,
1, 2 ď p ă 8, 2 ď q ď 8,
1, 1 ď p ď 2 ď q ď 8,
plog2 nq´ 12 , 1 ď p ď 2, q “ 1,
plog2 nq´ 12 , p “ 8, 2 ď q ď 8.
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Demonstração. Para θ ą 0, 0 ă r ď 1 e N P N, N ě 1, temos que
Nÿ
k“1
eθk
r “
Nÿ
k“1
1
θr
eθk
r
θrk1´rkr´1
ď pθrq´1N1´r
Nÿ
k“1
eθk
r
θrkr´1
ď cN1´r
ż N`1
1
eθx
r
θrxr´1dx
ď cN1´reθpN`1qr ,
e assim existe c¯ tal que
n´1ÿ
k“0
eθk
r ď c¯n1´reθnr . (4.23)
Aplicando o Corolário 3.1 para λk “ eγkr , 0 ă r ď 1 e λ “ n´ n
1´r
n
“ 1´ n´r e usando
(4.23) obtemos
drλn´1spΛp2qUp, Lqq ě Cp1´ λq 12n 12
˜
n´1ÿ
k“0
|λk|´2
¸´ 12
Υn
“ Cn´ r2n 12
˜
n´1ÿ
k“0
e2γk
r
¸´ 12
Υn
ě Cnp1´rq{2
˜
c¯n1´re2γn
r
¸´ 12
Υn
“ C¯e´γnrΥn. (4.24)
Tomamos δn “ 2n1´r e temos que δn ě nr´1 ` 1. Seja τn “ n´ δn. Então
λn´ 1 “ p1´ n´rqn´ 1
“ n´ pn1´r ` 1q
ě τn.
Como rλn´ 1s ě rτns, segue do Teorema 1.6 e de (4.24) que
drτnspΛp2qUp, Lqq ě C¯e´γnrΥn. (4.25)
Agora, como
∣∣∣2n´r∣∣∣ ă 1 já que os n1s de nosso interesse são tomados suficientemente
grandes, temos
p1´ 2n´rqr “ 1`
8ÿ
k“1
rpr ´ 1q . . . pr ´ k ` 1q
k! p´2n
´rqk
“ 1´ r2n´rSn,
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onde 1 ď Sn ď 2. Então
´γpn´ 2n1´rqr “ ´γnrp1´ 2n´rqr
“ ´γnr ` rγ2Sn
ď ´γnr ` 4rγ.
Lembrando que τn “ n´ 2n1´r, obtemos
e´γτ
r
n “ e´γpn´2n1´rqr
ď e´γnre4γr
ď C1e´γnr ,
assim, segue de (4.25) que
drτnspΛp2qUp, Lqq " e´γτrnΥn. (4.26)
Por outro lado, para 0 ă r ď 1 temos
pn` 1q1´r “ n1´rp1` n´1q1´r
“ n1´r
«
1`
8ÿ
k“1
p1´ rq . . . p1´ r ` k ` 1q
k! pn
´1qk
ff
ď n1´rp1` p1´ rqn´1q
“ n1´r ` p1´ rqn´r,
assim, como 0 ď 1´ r ă 1, temos que
0 ď pn` 1q1´r ´ n1´r ď p1´ rqn´r ď n´r,
o que implica que
0 ď 2rpn` 1q1´r ´ n1´rs ď 2n´r. (4.27)
Como os n1s de nosso interesse são tomados suficientemente grandes, temos que existe um
n0 P N, tal que se n ě n0, então
0 ď 2rpn` 1q1´r ´ n1´rs ă 1.
Assim, para n ě n0 e de (4.27), temos que
|τn`1 ´ τn| “
∣∣∣pn` 1q ´ 2pn` 1q1´r ´ n` 2n1´r∣∣∣
“
∣∣∣1´ 2rpn` 1q1´r ´ n1´rs∣∣∣
ď 1,
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logo rτns “ rτn`1s ou rτn`1s “ rτns ` 1, e portanto prτns, rτn`1sq Ă prτns, rτn ` 1sq. Logo,
seja k P N tal que rτns ă k ď rτn ` 1s. Então vem do Teorema 1.6, de (4.26) e de (4.22)
que
dkpΛp2qUp, Lqq ě drτn`1spΛp2qUp, Lqq
" e´γpτn`1qrΥn
ě e´γτrnΥn
ě e´γkrΥn
ě e´γkrΥk,
e portanto o corolário está demonstrado.
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