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ABSTRACT OF THE DISSERTATION
The precision of memory for time in the human brain
By
Maria E. Montchal
Doctor of Philosophy in Biological Sciences
 University of California, Irvine, 2019
Professor Michael A. Yassa, Chair
Many studies have provided evidence that the medial temporal lobes of the brain are
involved in memory for everyday life experiences (episodic memory). Episodic memory
has several components: the event itself (what), where the event took place, and when
the event took place. The goal of this dissertation was to understand how the brain
supports memory for  when events occur (temporal memory). We showed participants
an episode of Curb Your Enthusiasm inside of the MRI scanner, to monitor task-related
changes  in  relevant  brain  regions.  Then,  we  tested  participants’  memory  for  when
events in the episode occurred. We found that a network of brain regions, including the
hippocampus,  lateral  entorhinal  cortex  (LEC),  and  perirhinal  cortex  (PRC)  were
preferentially  activated  when  participants  were  closest  to  the  correct  answer.  This
suggests  that  memory  for  time  may  have  different  neurobiological  correlates  than
memory  for  spatial  information.  Cortical  regions,  such  as  medial  prefrontal  cortex,
angular  gyrus,  and posterior  cingulate  cortex  were  also  activated when participants
responded  most  precisely,  indicating  that  they  may  also  support  temporal  memory
xii
precision. We found no evidence that scene changes (event boundaries) had an effect
on temporal memory performance in this task. A cluster in the superior temporal gyrus
was preferentially activated at event boundaries while participants watched the episode,
which could reflect changes occurring at boundaries, music during the episode, or both.
We  also  tested  older  adults  on  this  task  and  their  performance  correlated  with  a
neuropsychological test of memory involving remembering words over a delay. Future
studies  of  memory  for  time involving more naturalistic  stimuli  will  provide  additional
information  on  brain-behavior  relationships  critical  for  remembering  when  events
occurred.
xiii
INTRODUCTION
This dissertation focuses on one critical component of episodic memory: memory
for when. Memories are organized in time, but we cannot always recall when a specific
event happened, even if we can remember the event itself. Important work over the last
several decades has provided compelling evidence that certain brain regions, such as
the  hippocampus,  are  part  of  a  network  that  encodes  and  retrieves  this  timing
information (Hsieh, Gruber, Jenkins, & Ranganath, 2014; MacDonald, Carrow, Place, &
Eichenbaum, 2013; Tubridy & Davachi,  2011b).  However,  it  remains unclear exactly
how the brain accomplishes this and what other regions may be involved. 
 Aside from bringing the field closer to understanding the brain networks that support
memory for timing information, this work also has implications for neurodegenerative
disorders, such as Alzheimer’s disease. Understanding how the healthy brain works can
help us understand what goes wrong with the brain. Imagine your brain as a car. If you
had motor oil sludge that was making your car stall, simply replacing the oil might not fix
the problem. You would need to know how the whole car works to identify the source of
the issue.  Learning about  the brain  networks involved in  memory for  time gives us
valuable information about a part of the car that is just beginning to be understood. 
Aim 1:  Use  a  naturalistic  memory  task  to  characterize  networks  that  support
memory for precisely when events occurred.
The  current  study  utilized  naturalistic  stimuli  (a  television  show)  and  required
participants to make temporal memory judgments. Participants saw still-frames from the
1
television show, one at a time, and had to place each one on a timeline to indicate when
it occurred. 
Most investigations of temporal memory use a binary measure of accuracy (correct or
incorrect). This may obscure some information, since people can be seconds, minutes,
or even days from the correct answer to when an event occurred. It  is possible that
different  brain  regions  support  precise  temporal  memory  vs.  more  coarse-grained
temporal memory (being within a few minutes of the correct answer). Since episodic
memories are so vivid and detailed, certain circuits may be preferentially involved in
temporal  memory  for  these  events,  as  opposed  to  those  in  a  typical  laboratory
experiment  involving  viewing  objects  on  a  computer  screen.  Specifically,  the
hippocampus and prefrontal cortex have been implicated in temporal memory, and we
sought to test whether these regions would also support memory for time in a more
naturalistic task. 
This  project  identified  brain  networks  that  preferentially  support  the  most  precise
temporal memory judgments. Several brain regions that were more active for the most
precise  trials  fit  well  with  previous  literature  on  memory  for  time,  such  as  the
hippocampus  (Hsieh et  al.,  2014;  Jenkins & Ranganath,  2010;  Ranganath & Hsieh,
2016; Salz et al., 2016). However, finding the same pattern in PRC and LEC but not
PHC and MEC was unexpected and may reflect a role for the LEC/PRC network in
memory for time  (Tsao et al., 2018).  We found the same pattern in cortical regions
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including  angular  gyrus  and  posterior  cingulate  cortex,  regions  that  have  been
previously implicated in memory for details.
Aim 2: Assess the effect of event boundaries on temporal memory performance
and BOLD fMRI activity.
Prior  work  on  event  segmentation  suggests  that  chunking  experiences  into  events
improves memory (Flores, Bailey, Eisenberg, & Zacks, 2017; Heusser, Ezzyat, Schiff, &
Davachi, 2018; Newtson & Engquist, 1976). However, these studies have not tested
effects on memory precision related to timing information specifically, and instead have
generally focused on recognition memory or contextual memory for a feature other than
time. To fill this gap in the literature, we tested whether the closest one third of trials to
event  boundaries  (defined here as  scene changes)  were  associated with  increased
temporal  precision  performance.  We  found  no  evidence  that  proximity  to  an  event
boundary  affects  temporal  memory  precision.  We  additionally  tested  whether  brain
regions  increased  their  activity  at  event  boundaries,  as  previously  reported  in  the
hippocampus (Ben-Yakov & Henson, 2018) and superior temporal gyrus (Speer, Zacks,
&  Reynolds,  2007).  We  found  significant  clusters  in  the  superior  temporal  gyrus,
consistent  with  previous  findings  (but  could  be  related  to  music  played  during  the
episode), but no significant clusters in the hippocamus.
Aim 3: Test older adults on this same paradigm to determine whether the task is
sensitive to brain changes in normal aging.
3
Older adults perform worse than young adults on memory tests  (Davis et al.,  2013;
Dumas  &  Hartman,  2003;  Harada,  Love,  &  Triebel,  2013),  including  those  testing
memory for time  (Fabiani & Friedman, 1997; Pirogovsky et al., 2013; Seewald et al.,
2017). Additionally, recent work found alterations in DGCA3/LEC activity in older adults
with decreased object memory performance (Reagh et al., 2018). This is particularly of
interest because these regions were found to be preferentially active during the most
precise temporal memory trials in young adults in Aim 1.  Surprisingly, we found that
older adults performed comparably to young adults on this test of memory for time. We
speculate that this could be due to allowing older adults more time to respond or our
lower sample size. We also found a correlation between task performance and RAVLT-
Delay scores in  older  adults,  indicating that  our  task  may tax mnemonic processes
related  to  standardized  neuropsychological  tests.  Future  work  should  investigate
whether  cortical  thickness  in  medial  temporal  lobe  subregions  is  related  to  task
performance.
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CHAPTER 1: Background and Significance
Cognitive Neuroscience of Memory
Since Aristotle, memory has been described as a core component of the human 
experience. Early philosophers and scientists began to separate memory into different 
types. One major distinction is between declarative and non-declarative memory. This 
dissertation focuses on one sub-type of declarative memory called episodic memory. 
Episodic memory is memory for events in our lives. Patients with brain lesions have 
provided evidence that the hippocampus is necessary for forming episodic memories 
and retrieving recent episodic memories (Scoville & Milner, 1957). Related work has 
identified the existence of multiple memory systems that support episodic and 
declarative memory. For example, eight amnestic patients were able to learn the mirror 
drawing task as well as controls (Cohen & Squire, 1980). This finding has been 
replicated in non-human primates and rats with hippocampal lesions (Gould et al., 2002;
Zola-Morgan & Squire, 1984). 
Episodic memory contains three main components: what, where, and when. Whether
non-human animals are capable of episodic memory has been a controversial topic.
Non-human  animals  have  different  motivations,  capabilities,  and  behavioral  outputs
than humans, which makes paradigm selection challenging. One team found that scrub
jay birds were able to remember and locate food that had been cached recently, using
1
one type of food that rots quickly and one that stays fresh for over 100 hours. This
required scrub jays to recall  the type of food (what),  when they had cached it,  and
where they had cached it  (Clayton & Dickinson, 1998). The scrub jays were able to
keep track of all three components of episodic memory, to retrieve fresh food they had
hidden.  This  provides  evidence  that  non-human  animals  with  differently  structured
brains can exhibit episodic memory. It also gives important insight into the purpose of
memory throughout evolution. From scrub jays to humans, episodic memory helps us
navigate through the world and learn from our experiences.
Medial Temporal Lobe Contributions
Structural and functional organization of the medial temporal lobes
How does the brain allow us to recall  events that happened in our lives? Together,
human and animal studies have added to our understanding of hippocampal function
and anatomy. The study of one man named Henry Molaison provided critical insight into
the function of the medial temporal lobes (MTL). Molaison had several MTL subregions
removed in an effort to treat his epilepsy. After the surgery, he was unable to remember
anything that happened more than a few minutes earlier (Milner, 1962). Since then, the
field  has  learned  more  about  how  specific  MTL  subregions  contribute  to  episodic
memory.
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The hippocampus in humans is an intricate structure with several subfields that differ in
both  anatomical  connectivity  and  function.  The  hippocampus  is  thought  to  index
memories, meaning that it can reactivate neurons from different brain regions, such as
visual or auditory cortices, during recall  (Teyler & Discenna, 1986). It is anatomically
poised to serve as an index, since it receives input from much of the rest of the brain
through  the  parahippocampal  cortex  (PHC),  perirhinal  cortex  (PRC),  and  entorhinal
cortex (ERC) (Wendy A. Suzuki, 1996; Witter et al., 2000). 
The hippocampus also has unique anatomical features that likely shape its contribution
to memory. There are two main paths through the hippocampus. In the trisynaptic path,
neurons  in  layer  II  of  the  ERC  activate  the  dentate  gyrus  (DG)  subfield  of  the
hippocampus. The DG then activates neurons in CA3. CA3 has recurrent collaterals,
which synapse onto other neurons in CA3. Schaffer collaterals of CA3 activate neurons
in  CA1  (Andersen,  Bliss,  &  Skrede,  1971).  CA1  neurons,  in  turn,  activate  the
hippocampal subiculum which connects to layers IV and V of the entorhinal cortex. The
autoassociative structure of CA3 may contribute to  its ability reactivate prior  activity
patterns  based  on  partial  inputs.  The  interconnected  structure  of  CA3  recurrent
collaterals allows for long-range associations to be formed between neurons  (Rolls &
Kesner,  2006).  Then,  when the  system receives a  partial  input,  it  is  better  able  to
reactivate the whole memory. This hypothesis is supported by several rodent studies (A.
E. Gold & Kesner, 2005; Vazdarjanova & Guzowski, 2004) but is more difficult to test in
3
humans,  since  CA3/DG are  usually  impossible  to  segment  even  in  high  resolution
functional magnetic resonance imaging (fMRI). 
In the monosynaptic pathway, layer III of the ERC can also directly activate CA1 and
CA2 (Zemla, R. & Basu, 2016).  Figure 1 gives a simplified illustration of hippocampal
connectivity.  CA1  is  in  a  unique  position,  since  it  receives  processed  mnemonic
information from CA3 and less processed, more perceptual information from layer III of
ERC. Based on this anatomical structure, CA1 may be poised to act as a comparator,
detecting when predictions are violated  (Kumaran & Maguire, 2009; Lisman & Grace,
2005). 
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Figure 1: A simplified view of anatomical connectivity of relevant medial temporal lobe regions. Adapted 
from Wilson (2006).
Information  enters  the  hippocampus  through  the  ERC.  The  LEC  and  the  medial
entorhinal cortex (MEC) also have different anatomical connections which seem to be
reflected in their function. The LEC is strongly connected to PRC, whereas MEC is
strongly connected to PHC (Burwell & Amaral, 1998; Insausti, Herrero, & Witter, 1997).
Grid cells have been identified in MEC (Brun et al., 2008; Diehl et al., 2017), whereas
LEC neurons exhibit less spatial selectivity in their firing  (Deshmukh & Knierim, 2011;
Keene et al., 2016). 
Information enters the ERC from perirhinal cortex (PRC) and parahippocampal cortex
(PHC).  These regions receive information primarily  from visual  cortex but also from
other  association  areas,  such  as  frontal,  temporal,  and  parietal  lobes  (Aggleton  &
Brown,  1999;  Lavenex & Amaral,  2000).  PRC’s  main  inputs  come from the ventral
visual processing stream, whereas PHC is connected to the dorsal visual stream (W A
Suzuki & Amaral, 1994; Wendy A. Suzuki, 1996). This pattern of connectivity seems to
be reflected in their function, with studies finding PHC being involved in spatial memory
(Epstein,  Parker,  &  Feiler,  2007;  Krumm et  al.,  2016) and  PRC in  object  memory
(Aggleton, Kyd, & Bilkey, 2004; Ramos, 2002; W. a Suzuki, Zola-Morgan, Squire, &
Amaral, 1993). 
More  specifically,  PHC  is  thought  to  support  memory  for  “context”  which  is  often
nebulously defined and can include an encoding question, a background image, or a
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spatial location  (Stark, Reagh, Yassa, & Stark, 2018). It seems likely that the spatial
information  that  comes  to  PHC  through  the  dorsal  visual  stream  and  its  many
connections with other brain regions, such as retrosplenial  cortex, the hippocampus,
and prefrontal  cortex  (Aminoff,  Kveraga,  & Bar,  2013) play a key role in organizing
spatial information in memory. Rodent studies have found that postrhinal cortex lesions
(the rodent homolog to PHC) lesions result in impaired spatial memory (Bussey, Duck,
Muir, & Aggleton, 2000; Liu & Bilkey, 2002). A recent study found that human patients
with  PHC damage were  impaired  on  a  spatial  memory  task  (Bohbot  et  al.,  2015).
Patients  with  hippocampal  lesions  performed  just  as  well  as  controls  on  this  task,
suggesting  that  the  PHC makes  additional  contributions  to  spatial  memory,  beyond
simply being part of the extended hippocampal circuit.
PRC, on the other hand, seems to be involved in memory for and visual processing of
objects (Buckley & Gaffan, 2000; Buffalo et al., 1999; Keene et al., 2016). Its anatomical
connectivity to inferotemporal visual areas puts the PRC in a prime location to process
object information  (Burwell & Amaral, 1998). In humans, PRC has been found to be
associated with recognition and object memory, with this region playing less of a role in
memory for “context” involving spatial information  (Hasselmo, 2005; Mundy, Downing,
Dwyer, Honey, & Graham, 2013; Staresina, Duncan, & Davachi, 2011). 
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Understanding these anatomical connections is critical, since it is extremely unlikely that
one brain region is responsible for any given mnemonic function. There is evidence that
a network of  medial  temporal  regions including,  but not  limited to  the hippocampus
(Doron  &  Goshen,  2017;  R.  Kesner,  Gilbert,  &  Barua,  2002;  Lehn  et  al.,  2009;
MacDonald, Lepage, Eden, & Eichenbaum, 2011), entorhinal cortex  (Lositsky, Chen,
Toker, Honey, Poppenk, et al., 2016; Naya & Suzuki, 2011), prefrontal cortex (Devito &
Eichenbaum,  2011),  and  likely  other  regions  all  contribute  to  temporal  memory.  A
combination  of  anatomical,  neuroimaging,  lesion,  and  behavioral  data  will  elucidate
what regions may be involved in a temporal memory network.
Memory for Timing Information
Memories are organized in time, which allows us to make sense of and learn from our
experiences.  Richard Semon discussed the “body watch” and the integration of time
into memory in the early 20th century  (Semon, 1921). How does the brain allow us to
recall when events in our lives occurred? Important contributions have been made to
answering this question, which are described in the following sections, but large gaps in
knowledge remain in this field.
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When conducting or  interpreting research about  memory for  timing information,  it  is
important  to  consider the  type of  timing information that  is  being tested (Figure 2).
There are likely distinct neural mechanisms underlying cognition and memory for each
type of timing information. For example, duration estimation likely involves more intrinsic
timing  mechanisms  in  cortical-striatal  circuits  (Buhusi  &  Meck,  2005),  whereas
determining the order of events likely has much more of a mnemonic component and
may involve more recruitment of hippocampal and medial temporal lobe networks.
This  dissertation  focuses  on  memory  for  when  events  occurred.  Memory  for  when
events  occurred  was  tested  in  absolute  time  (participants  had  to  place  each  on  a
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Figure 2: Important parameters to consider when conducting or interpreting studies of temporal 
memory.
timeline, one at a time, from the beginning of the episode to the end), but they may have
also used relative time to make these judgments (thinking about whether other scenes
occurred before or after the current still-frame). The events were all in the recent past,
since the ~30-minute episode began about an hour before event timing was tested. 
It is also important to note that certain experimental parameters likely also influence the
networks supporting each type of timing information in the brain. For example, there is
evidence that memory for dynamic real-life experiences have different neural correlates
than memory for static images (Cabeza et al., 2004), which likely extends to other types
of  memory  such  as  memory  for  time.  Other  potentially  important  variables  include
whether information is learned in one-shot  vs. studied, events that  logically flow vs.
have an unexpected order, the duration of events, and the duration  between events that
are tested. 
There is considerable evidence suggesting that the hippocampus is involved in memory
for time. However, exactly how the factors discussed above or the types of temporal
memory have shared or divergent neural correlates remains unclear. As more studies
contribute  findings on memory  for  time,  researchers  will  be  better  able  to  integrate
findings from other work on specific aspects of temporal memory.
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Computational Models
There is no consensus on exactly how timing information is incorporated into memory.
Two  models  have  been  proposed:  1)  hippocampal  neurons  fire  to  create  a  slowly
evolving temporal context, which is integrated into memories or 2) sequential events are
linked  to one another through an associative chaining mechanism (Jensen & Lisman,
2005).
Both models have some supporting evidence but leave other phenomena unexplained.
For example, the associative chaining model cannot completely explain our ability to
disambiguate partially overlapping sequences (e.g. separating where your car is parked
today vs. two days ago) (Eichenbaum, 2014). According to this model, each event can
only ever be associated with the event immediately preceding and following it. Temporal
context models avoid this issue, since even events that are extremely close in time will
be  associated with  slightly  different  hippocampal  firing patterns.  Consistent  with  the
temporal context model, there is evidence that the hippocampus produces an evolving
pattern of activity that becomes less similar over time  (Mankin et al.,  2012; Manns,
Howard,  &  Eichenbaum,  2008).  In  humans,  this  has  been  shown  to  interact  with
memory retrieval. When people were repeatedly shown different video clips, a repeated
viewing elicited a pattern of activity similar to the initial viewing of the scene (Howard,
Viskontas,  Shankar,  &  Fried,  2012).  This  work  brings  the  field  one  step  closer  to
understanding the neural basis of mental time travel. Further research is needed to
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understand exactly  how the  hippocampus and other  brain  regions work  together  to
integrate time into memory. The answer may lie in some mix of the two popular models,
or something as yet undiscovered.
Memory for Order
Rats  can  correctly  identify  which  odor  came  first  in  a  sequence,  but  rats  with
hippocampal  lesions  were  impaired  on  this  task,  except  for  trials  with  the  largest
temporal lag between odors. It is important to note that these rats were not impaired at
recognizing familiar odors  (Kesner, Gilbert, & Barua, 2002). Another study found that
rats with hippocampal or medial prefrontal damage had impaired memory for the order
of odors (Devito & Eichenbaum, 2011).
In humans, hippocampal lesions are associated with deficits in remembering the order
of words (Mayes et al., 2001). Patients with hippocampal lesions were not impaired at
recognizing words they had previously seen, suggesting that this deficit is specific to
memory for order.  Another study found similar results with objects picked up during
navigation. A patient with a hippocampal lesion could not recall the order of objects but
could recognize familiar objects (Spiers, Burgess, Hartley, Vargha-Khadem, & O’Keefe,
2001).
Several  studies  have  shown  hippocampal  activation  in  healthy  young  adults
remembering object  order  (Ekstrom & Bookheimer,  2007;  Lehn et  al.,  2009).  Other
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studies have shown hippocampal activity at encoding was related to later success at
recalling temporal information (Jenkins & Ranganath, 2010; Staresina, 2006; Tubridy &
Davachi, 2011a).
The hippocampus does not  act  alone in  supporting  memory  for  time.  Patients  with
prefrontal lesions were found to have impaired memory for temporal order, but intact
recognition  memory  (Shimamura,  Janowsky,  &  Squire,  1990).  Similarly,  rats  with
prefrontal damage showed impaired temporal order memory but were no different than
controls  on  recognition  (Devito  &  Eichenbaum,  2011),  and  inactivation  of  medial
prefrontal cortex (mPFC) impaired time interval discrimination in rats without altering
response bias or latency (Kim, 2009).
Time Cells
Our understanding of how time is integrated into memory was changed by the discovery
of “time cells” in the hippocampus. These are cells that have a preferred time to fire
during inter-trial intervals in a plus-maze task (MacDonald et al., 2011).  
There is evidence that the very same cells can have reliable firing patterns for both
space and time (Kraus, Robinson, White, Eichenbaum, & Hasselmo, 2013; MacDonald
et al., 2011). Time cells can “retime” just as place cells “remap” when parameters they
encode are changed (MacDonald et al., 2011).  Even within the hippocampus, space is
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represented differently in different anterior-posterior (ventral-dorsal in rodents) locations,
with fewer place cells and larger place fields in the dorsal (anterior) hippocampus (Jung,
Wiener, & McNaughton, 1994). Similarly, time cells have different durations of activity,
or “time fields,” (MacDonald et al., 2011) although this does not seem to be dependent
upon the cell’s location within the hippocampus. 
Timing Information: Origins and Integration into Memory
Where do time cells get their timing information? Time perception involves information
from all  senses  and  can  be  affected  by  attention,  disease,  and  arousal  (El  Haj  &
Kapogiannis, 2016; Fontes et al., 2016). It has been especially challenging to determine
how the brain supports timing for various interval durations, since these durations vary
from milliseconds to hours or more. A review by Buhusi and Meck (2005) suggest that
timing on different timescales is supported by the regions depicted in Table 1.
Table 1: Brain regions involved in tracking timing information for different durations. Adapted rom
Buhusi and Meck (2005).
Interval duration Region(s) involved Uses
Hours Suprachiasmatic nucleus Regulation of biological
rhythms
Seconds to minutes Cortico-striatal circuits Decision making,
conscious time
estimation
Milliseconds Cerebellum Speech, motor control
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Once we fully understand how the brain executes interval timing, we still need to explain
exactly how that information is communicated to memory systems. There is evidence
that  the  suprachiasmatic  nucleus  sends  information  about  time  of  day  to  the
hippocampus (see Hut & Van der Zee, 2011 for review). The basal forebrain provides
cholinergic inputs to prefrontal cortex (Mesulam, Mufson, Wainer, & Levey, 1983), and
pharmacological manipulation acetylcholine can affect estimates of duration (Matthews
&  Meck,  2016).  Further  research  is  needed  to  determine  exactly  how  clocking
mechanisms affect temporal memory encoding and retrieval (and perhaps vice versa).
The  present  work  focuses  on  memory  systems  only  after  they  have  received  and
integrated this information.
There  is  evidence  that  the  hippocampus  also  keeps  track  of  the  passage  of  time.
Researchers found that the hippocampus was required for rats to discriminate between
small  differences in  elapsed time,  specifically  over  a  timescale  of  minutes  (Jacobs,
Allen, Nguyen, & Fortin,  2013).  Similarly,  human patients with hippocampal damage
were impaired at making duration estimations for long (4 minute) durations (Palombo,
Keane,  &  Verfaellie,  2016).  Studies  have  shown  that  patterns  of  hippocampal
ensembles evolve gradually over time, even when controlling for potential confounds
like spatial context (Mankin et al., 2012; Manns et al., 2008). However, one fMRI study
found  that  hippocampal  BOLD  fMRI  patterns  distinguished  between  overlapping
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sequences only for learned sequences (Hsieh et al., 2014), which would argue against
the existence of an automatic clocking mechanism in the hippocampus. 
There is also evidence that this temporal information can be bound to other aspects of
an experience. Rats used odor and location information to remember the order of odors
in a sequence. Rats with hippocampal damage were impaired even though they showed
intact memory for odors and locations alone (Ergorul & Eichenbaum, 2004). Patterns of
firing reflected both  temporal  and task (right  or  left  turn)  information.  This  was true
despite the fact that spatial information was held relatively constant, since rats were on
a running wheel (Pastalkova, E., Itskov, V., Amarasingham, A., and Buzsáki, 2008). In
humans, hippocampal fMRI activity patterns were found to carry conjunctive information
about  duration  and  objects  (Thavabalasingam,  O’Neil,  Tay,  Nestor,  &  Lee,  2019).
Hippocampal  ensembles that  predicted  performance represented both temporal  and
odor  information  (Manns  et  al.,  2008).  This  evidence  suggests  the  hippocampus
encodes several types of contextual information, depending on the task. 
Importantly, timing information in the brain has also been related to memory accuracy.
In  rodents,  patterns  of  activity  in  the  hippocampus  were  related  to  successful
performance on  an  object  order  task  (Manns et  al.,  2008).  In  one  study,  gradually
evolving hippocampal patterns developed as humans repeatedly watched the same film
clips.  The  degree  to  which  these  patterns  were  correlated  predicted  later  memory
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performance  (Paz et al., 2010). Several studies have found that success at recalling
temporal  information  was  predicted  by  hippocampal  activity  (Jenkins  &  Ranganath,
2010; Staresina, 2006; Tubridy & Davachi, 2011b). 
The brain  networks that  support  memory for time are not  yet  fully understood.  The
literature indicates that the hippocampus and prefrontal cortex are likely necessary for
making memory judgements involving temporal order. There is more limited evidence
that the entorhinal cortex is involved in memory for time. However, how these regions
work  together  to  support  memory  for  timing  information  of  real-life  experiences  on
different timescales remains unclear. The goal of the current work is to contribute to this
critical question.
The Role of LEC 
Despite  evidence  that  the  hippocampus  codes  for  and  integrates  some aspects  of
timing  information  into  memory,  it  remains  unclear  exactly  how  this  occurs  on
timescales from milliseconds to hours. Interestingly, recent work has focused on lateral
entorhinal  cortex  (LEC)  because  it  is  a  major  hippocampal  input  and  is  relatively
understudied. 
Recently, researchers found that individual LEC neurons and ensembles both encoded
temporal information (Figure 3)  (Tsao, A., Sugar, J., Lu, L., Wang, C., Knierim, J.J.,
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Moser, M., and Moser, 2018). LEC activity reflected the passage of time from the scale
of seconds to hours. LEC encoded time both when animals were engaged in a task and
when they  were  free  to  explore,  though  activity  during  the  task  was  encoded  with
respect to temporal  landmarks  (Tsao, A.,  Sugar,  J.,  Lu, L.,  Wang, C.,  Knierim, J.J.,
Moser, M., and Moser, 2018). 
The  authors  propose  that  LEC  activity  may
contribute  to  time  cell  activity  on  the  scale  of
seconds  and  a  longer-term  gradually  evolving
temporal context, and this information then reaches
the  hippocampus  where  it  is  bound  to  memory
(Tsao, A., Sugar, J., Lu, L., Wang, C., Knierim, J.J.,
Moser,  M.,  and  Moser,  2018).  Recent  work  in
humans has found evidence suggesting that item
and  temporal  coding  exists  in  LEC
(Thavabalasingam et al., 2019). Differences in pre-
and  post-learning  pattern  similarity  in  LEC  was
found  to  be  correlated  with  temporal  distance
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Figure 3: Decoding accuracy for LEC, 
CA3, and MEC for a) the entire population 
and b) a size-matched population of 
neurons, from Tsao, Sugar, Lu, et al. 
(2018).
between object pairs in a navigation task (Bellmund, Deuker, & Doeller, 2019). Further
work will provide  more information of LEC’s role in memory.
More Naturalistic 
Experimental 
Paradigms
Summary of 
Findings
The  ultimate  goal  of
memory research is the
understand  how  the
brain  allows us  to  form
and  retrieve  memories
from  our  life
experiences. However, when memory tasks in humans typically involve viewing objects
on a computer screen, it is unclear how the results apply to memory for vivid everyday,
multisensory events. Recently, there have been an increasing amount of studies that
use  more  naturalistic  experimental  paradigms,  from  watching  videos  to  having
participants  wear  cameras  that  take  photographs  at  regular  intervals.  These
experiments provide meaningful information to help the field understand the differences
between traditional laboratory and more naturalistic paradigms and how both types of
studies can add different pieces to our knowledge.
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Figure 4: Relative regional cerebral blood flow increases during 
nonautobiographical (top) and autobioographical (middle) memory 
retrieval. Bottom row represents autobiographical retrieval minus 
nonautobiographical retrieval. Adapted from Fink, Markowitsch, & 
Reinkemeier et al. (1996).
One study found that the difference in neural activity was mainly in magnitude, with
recall of autobiographical memories eliciting greater activity in medial prefrontal cortex,
visual  and  parahippocampal  regions,  and  the  hippocampus  (Cabeza  et  al.,  2004).
However, several studies have found differences in patterns of brain activity between
laboratory  recognition  tests  and  tests  of  autobiographical  memory  (Figure  4),
suggesting that  findings from one may not  translate to  the other  (Fink et al.,  1996;
Gilboa,  2004;  McDermott,  Szpunar,  &  Christ,  2009;  Nyberg,  Forkstam,  Petersson,
Cabeza, & Ingvar, 2002). It remains unclear how viewing items on a computer screen
differs from viewing videos, in terms of the neurobiological correlates of memory. Until
we better  understand differences between memory experiments  involving items and
more naturalistic stimuli, caution should be exerted in  overgeneralizing findings from
studies using static images or other unisensory stimuli.
Video clips represent an increase in complexity  compared to the use of static images.
They can be short and have a clearly identifiable theme or action (such as someone
putting a loaf of bread into the oven), while still being more multisensory and meaningful
than a static image. Recent studies involving videos have yielded important insights into
the neurobiological and behavioral correlates of memory. An investigation of temporal
order discrimination found that participants took longer to discriminate between events
that occurred closer together in time, and vice versa  (Kwok & Macaluso, 2015b). The
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hippocampus interacts more with default mode network regions when recalling day-old
memories of events than when those same events occurred a few minutes earlier (Chen
et  al.,  2016).  Researchers  were  able  to  decode  which  video  clip  participants  were
recalling,  based  on  BOLD  fMRI  activity  patterns  in  the  hippocampus  (Chadwick,
Hassabis, Weiskopf, & Maguire, 2010). 
Films with  certain  characteristics show high inter-subject  correlation of  brain  activity
(Hasson et al.,  2008), which can be leveraged to test hypotheses about memory. A
study testing different aspects of memory for video clips found that the precuneus was
activated during temporal order retrieval, the superior parietal cortex was activated for
spatial judgments, and the medial frontal cortex was activated during scene recognition
(Kwok & Macaluso, 2015a).
If  the  ultimate  goal  is  to  understand  memory  for  real-life  experiences,  researchers
should test memory for experiences as close to real-life experiences as possible. Using
confederates, or actors, to create memories in participants is the most difficult to control
but also the most naturalistic type of memory experiment. In one study, researchers
tested memory for a conversation between a confederate and the experimenter in the
same room as the participant.  Half  were told there would be an interruption and to
remember, the rest were incidental. They found that young adults made more errors in
the incidental condition (West & Stone, 2013). 
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Another experiment investigated how real-life events are compressed in memory. They
had participants wear a camera to give experimenters concrete timing information for
events.  Interestingly,  they  found  that  memory  compression  was  affected  by  goal
processing  and  perceptual  changes  (Jeunehomme  &  D’Argembeau,  2018),  two
variables that would be almost impossible to test in traditional laboratory experiments.
Many  of  these  studies  are  behavioral,  likely  due  to  the  difficulty  of  combining
neuroimaging with complex encoding procedures involving confederates.
One study took a slightly different approach and had participants take a museum tour,
then were exposed to either exhibits they had seen or lures (reactivation phase) and
asked to make ratings on to what extent they were reliving the experience. Finally, their
memory was tested inside the MRI scanner. Researchers found that distinct patterns of
neural activity at reactivation predicted whether they would show memory distortions at
test  (St.  Jacques,  Olm,  &  Schacter,  2013).  This  suggests  that  remembering  an
experience may set processes in motion that either keep memory veridical or distort it. It
is  also  possible  that  these  neural  signatures  reflect  processes  that  have  already
occurred. Regardless, this is an interesting finding that can be more easily generalized
to  eyewitness testimony than distinguishing  static  images of  one toaster  oven from
another.
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Strengths and Drawbacks
There  can be  a  tradeoff  between  how real  life-like  an experience is  and  how well
different aspects of it can be controlled. This is especially challenging if the goal of the
experiment is to understand encoding, since it is almost impossible to have a real-life
experience inside the MRI scanner,  unless approximated by virtual  reality.  As more
research is conducted and the field comes to understand how differences between real-
life and virtual reality experiences affect interpretations of results, this will become less
of a problem. 
It is much more straightforward understand retrieval processes. Researchers can have
real life-like encoding sessions and then conduct memory tests in conjunction with their
neuroimaging  method  of  choice.  For  example,  one  could  facilitate  a  conversation
between a confederate and a participant.  Then,  inside the MRI  scanner,  one could
prompt the participant to indicate whether a series of phrases were said, or if facts from
the conversation are true or false. Although it can be challenging to develop, implement,
and  analyze  real  life-like  experiences  for  memory  research,  increasing  numbers  of
recent studies are doing just that. By integrating these findings with traditional laboratory
human and animal  work,  the  field  will  gain  a  better  understanding of  how the  two
compare  and  can  be  reconciled  to  give  a  more  complete  picture  of  how  episodic
memory works. 
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Future Directions
The  study  of  memory  for  real-life  events  can  be  viewed  as  a  spectrum,  from
remembering  a  list  of  words  or  fractals  to  using  actors  or  confederates  to  guide
participants through rich episodic experiences. Given findings that patterns of neural
activity as well as behavioral responses differ based on how real-life like the paradigms
are, it seems prudent to move in the “real life-like” direction to the extent this is possible
while maintaining control of critical variables and potential confounds. The current study
used  a  more  naturalistic  stimulus  (an  episode  of  a  sitcom)  in  an  attempt  to  better
simulate real-life experiences. It combines multi-sensory, dynamic stimuli at encoding
with  still-frame  images  at  test.  This  allowed  us  to  approximate  complex  everyday
experiences at encoding while maintaining experimental control at test.
CHAPTER 2: LEC SUPPORTS PRECISE TEMPORAL MEMORIES
N.B. All findings in this study have been published in Montchal, Reagh, and Yassa (2019)
Abstract
There is accumulating evidence that the entorhinal-hippocampal network is important
for  temporal  memory.  However,  relatively  little  is  known  about  the  precise
neurobiological  mechanisms  underlying  memory  for  time.  In  particular,  whether  the
lateral entorhinal cortex is involved in temporal processing remains an open question.
During high-resolution fMRI scanning, participants watched a ~30-minute episode of a
television show. During test,  they viewed still-frames and indicated on a continuous
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timeline  the  precise  time  each  still-frame was  viewed during  study.  This  procedure
allowed us to measure error in seconds for each trial.  We analyzed fMRI data from
retrieval and found that high temporal precision was associated with increased BOLD
fMRI activity in the anterolateral entorhinal (a homologue of the lateral entorhinal cortex
in  rodents)  and  perirhinal  cortices,  but  not  in  the  posteromedial  entorhinal  and
parahippocampal cortices. This suggests a novel role for the lateral entorhinal cortex in
processing of high-precision minute-scale temporal memories.
Introduction
The  association  of  temporal  and  spatial  contextual  information  with  an
experience is a critical component of episodic memory(Ekstrom & Bookheimer, 2007;
Ekstrom & Ranganath, 2018.; Kesner & Hunsaker, 2010). A rich literature has examined
how  spatial  properties  are  encoded  by  hippocampal-entorhinal  circuitry,  including
spatially selective cells both in the hippocampus (Hartley, Lever, Burgess, & O’Keefe,
2013) as well as the medial entorhinal cortex (MEC) (Hafting, Fyhn, Molden, Moser, &
Moser, 2005; McNaughton, Battaglia, Jensen, Moser, & Moser, 2006; Save & Sargolini,
2017).  Temporal  coding  properties  in  the  same  network  have  only  been  recently
examined. The discovery of “time cells” in hippocampal CA1 and MEC  (Kraus et al.,
2015; MacDonald et al., 2013, 2011; Pastalkova, E., Itskov, V., Amarasingham, A., and
Buzsáki,  2008) suggests  that  the  medial  temporal  lobes (MTL)  may employ  similar
mechanisms and shared circuitry to encode both space and time (Howard Eichenbaum,
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2017; Kraus et al., 2015; Salz et al., 2016). In contrast to the MEC, the lateral entorhinal
cortex  (LEC)  appears  to  code  for  several  elements  of  the  sensory  experience
(Deshmukh  &  Knierim,  2011),  including  item  information  (Knierim,  Neunuebel,
Deshmukh and locations of objects in space (Deshmukh & Knierim, 2011). Human fMRI
studies have similarly shown that the LEC is preferentially selective for object identity
information (i.e. “what”), whereas the MEC is preferentially selective for spatial locations
(i.e.  “where”)  (Murray  &  Yassa,  2017;  Reagh  &  Yassa,  2014).  Whether  the  LEC
provides  temporal  information  to  or  receives  information  from  the  hippocampus  to
become integrated in episodic representations remains an open question. While the
temporal coding properties of “time cells” offer a suitable mechanism by which short
timescales (milliseconds to seconds) may be encoded, it is not clear how the longer
timescale  of  episodes  (minutes)  are  encoded  by  these  mechanisms.  Additionally,
episodic memory involves unique “one-shot” encoding that is incidental in nature, while
most  studies  assessing  temporal  coding  properties  involve  explicit  tasks  and/or
extensive training (e.g. sequence learning). We address both of these challenges by
using a 30-minute incidental viewing paradigm of a complex naturalistic stimulus (an
episode  of  a  television  sitcom)  and  a  continuous  evaluation  of  the  precision  of
subsequent temporal memory judgments (on the order of seconds to minutes). Here,
we demonstrate that the LEC plays a prominent role in temporal processing in a task
involving a timescale  of  minutes.  These results  suggest  that  there may be multiple
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distinct mechanisms supporting temporal memory in the MTL and that timescale may be
a critical variable that should be considered in future work.
Materials and Methods
Participants
Twenty-six  healthy adult  volunteers  were recruited  from the University  of  California,
Irvine and the surrounding community. They gave informed consent in accordance with
the  Institutional  Review  Board  at  the  University  of  California,  Irvine  and  received
monetary  compensation.  All  participants  were  right  handed  and  were  screened  for
psychiatric  disorders.  Six  were  excluded  due  to  excessive  motion  (>20%  of  TRs
excluded due to the Euclidian Norm of the motion derivative exceeding 0.3mm), and
one requested to stop the study after the first functional scan. Data from the remaining
19 participants (10 female, ages 18-29 [mean 21.42, SD = 2.85]) was analyzed. Sample
size was calculated a priori based on power analyses which demonstrate that for high
resolution functional MRI studies, a minimum of 16 subjects is required to achieve 80%
power at an alpha of .05.
Functional MRI task
Encoding: Participants viewed an episode of Curb Your Enthusiasm (Season 2 Episode
9 “The Baptism”) while in the MRI scanner. This was presented using PsychoPy (Pierce
et  al.,  2019) version1.82.01.  The  episode  was  split  into  three  equal  parts,  each  9
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minutes and 26 seconds long (Figure 5). Participants were instructed to pay attention to
the videos and that they would be asked questions about them later. After each video
segment,  we  collected  a  5-minute  resting  state  scan  in  which  participants  were
instructed to look at a fixation cross in the middle of the screen. 
Retrieval: Retrieval took place approximately 5 minutes after the last resting state scan
at encoding. During each of 2 runs, participants were presented with 72 still frames from
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Figure 5: Schematic of the experimental design. Participants watched an episode of Curb Your 
Enthusiasm, then were asked to place still frames from the episode on a timeline while inside the MRI 
scanner.
the video segments and were asked to indicate when during the episode they thought
each still frame occurred. Above each still frame, a timeline appeared that ranged from
0 seconds (beginning of the episode) to 28:18 seconds (the end of the episode). No still
frames from the first or last minute of the episode were used to avoid primacy/recency
effects.  A cursor was visible  and moved in sync with an MR-compatible scroll  click
device that is similar to the scroll wheel on a mouse (Current Designs). On perceptual
baseline trials, two gray circles appeared on the screen and participants were instructed
to indicate which circle was brighter. Each of these trials were 9 seconds long, and they
comprised 25% of total retrieval trials. Outside of the scanner, participants took a test
about events that occurred during the episode. All reported analyses were performed on
retrieval data only.
Behavioral Control Experiment
In  order  to  ensure  that  participants  were  performing  adequately  on  the  task,  we
conducted  a  behavioral  experiment  on  a  separate  group  of  participants.  These
participants did not watch the episode of Curb Your Enthusiasm. They were asked to
place the still frames from the episode on a timeline without ever having watched the
episode. Because they were not able to use memory to guide their responses, their
performance is considered to be at chance. We then performed a Kolmogorov–Smirnov
test using GraphPad Prism (Graphpad Software, La Jolla CA USA, www.graphpad.com)
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to determine whether performance from this experiment was significantly different than
that of the actual fMRI participants (Figure 6). 
MRI acquisition
Neuroimaging data were acquired on a 3.0 Tesla Philips Achieva scanner, using a 32-
channel sensitivity encoding (SENSE) coil at the Neuroscience Imaging Center at the
University  of  California,  Irvine.  A  high-resolution  3D  magnetization-prepared  rapid
gradient echo (MP-RAGE) structural scan (0.65 x 0.65 x 0.65mm) was acquired at the
beginning of each session and used for  co-registration.  Each of two functional  MRI
scans consisted of a T2*-weighted echo planar imaging (EPI) sequence using blood-
oxygenation-level-dependent (BOLD) contrast: repetition time (TR)=2500 ms, echo time
(TE)=26 ms, flip angle = 70 degrees, 33 slices, 172 dynamics per run, 1.8 × 1.8 mm in
plane resolution, 1.8 mm slice thickness, field of view (FOV) =180 x 65.8 x 180. Slices
were acquired as a partial  axial volume and without offset or angulation. Four initial
“dummy scans” were acquired to ensure T1 signal stabilization.
Functional MRI Analysis
Preprocessing: Preprocessing and general linear model analysis was conducted using
AFNI (Analysis of Functional NeuroImages) software (Cox, 1996). First, data were brain
extracted (3dSkullStrip). Then, using afni_proc.py, TRs pairs where the Euclidian Norm
of the motion derivative exceeded 0.3mm were excluded from the analysis. Functional
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data were slice timing corrected (3dTshift), motion corrected (3dvolreg), and blurred to
2mm (3dmerge). Each subject’s functional data was aligned to their anatomical scan
(3dallineate).  Then,  we  used  ANTs  (Advanced  Normalization  Techniques)  software
(Avants, Tustison, & Song, 2009) to align each subject’s data to a common template
(0.65mm isotropic).
General Linear Model: For each subject, retrieval trials were ordered by the amount of
error in seconds (distance between the subject’s response and the correct answer). The
ordered trials were then split into three conditions: high precision, medium precision,
and low precision trials. These three conditions were entered into the general linear
model using 3D deconvolution in AFNI (3dDeconvolve),  in addition to 6-dimensional
motion regressors generated during motion correction.  We restricted our analysis to
task-activated voxels which we obtained by thresholding the full F-statistic containing all
experimental conditions (thresholded at p = 0.35, cluster extent threshold = 20), which
thus  does  not  bias  voxel  selection  towards  any  particular  condition  of  interest.
Subsequent analyses compared parameter estimates (beta coefficients) from the most
and least precise trials, compared to perceptual baseline trials. This was done using the
AFNI 3dmaskave function to extract average beta coefficients across the left and right
components of each region.
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Regions of interest (ROIs) were traced on the common template (0.65 mm isotropic) to
which  each  subject’s  data  was  aligned.  Beta  coefficients  were  averaged  across  all
voxels  in  each  ROI  (3dmaskave).  For  each  ROI,  paired  t-tests  were  conducted  on
parameter estimates from the most precise and least precise trials.  Bonferroni-Holm
correction for multiple comparisons was used for clusters of a priori ROIs (hippocampal
and medial  temporal  lobe cortex [CA1, DGCA3, subiculum, alEC, pmEC, PRC, and
PHC] and other cortical regions (RSC, medial prefrontal cortex, angular gyrus, PCC,
and PreC]). Cohen’s d was calculated for significant effects using the formula (Mean1-
Mean2)/pooled standard deviation.
Still frame presentation was pseudo-randomized for  each participant, using PsychoPy
(Pierce et al., 2019). Otherwise, “high”, “medium” and “low” precision conditions were
based  on  participant  performance  and  therefore  could  not  be  randomized.  Data
collection and analysis were not performed blind to the conditions of the experiments.
Statistics
We  conducted  the  Kolmogorov-Smirnov  test  using  GraphPad  Prism  (GraphPad
Software, La Jolla, CA USA, www.graphpad.com). This software was also used for the
following analyses: 1) to compare BOLD fMRI activity for high and low precision trials
using two-tailed paired-samples t-tests, 2) to conduct a one-way repeated measures
ANOVA comparing trials with short, medium, and long distances from video boundaries,
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and 3) to compare BOLD fMRI activity for high and low vividness trials using two-tailed
paired-samples t-tests. To assess whether modulation scores (high-low precision beta
coefficients) were significantly different from 0, we used Rstudio (2015) to conduct one-
sample t-tests.  Data distribution was assumed to be normal but this was not formally
tested. Individual data points are shown for every analysis. Sample size was calculated
a priori based on power analyses which demonstrate that for high resolution functional
MRI studies, a minimum of 16 subjects is required to achieve 80% power at an alpha
of .05.
Results
Temporal judgments generate a range of accuracies between 1-3 minutes
During fMRI scanning, subjects watched a ~30-minute television episode of a sitcom
(Curb Your Enthusiasm, HBO), and were asked during a later test to determine, on a
continuous  timeline,  when still-frames  extracted  from  the  episode  appeared  during
incidental  viewing  (Figure  5).  All  analyses  discussed  were  performed  on  data  at
retrieval. To ensure that subjects are able to accomplish the task and that behavioral
performance reflects a range of different accuracies we quantified error in seconds on
each trial. Average error was 155.54 seconds (2.6 minutes), with a standard deviation of
163.58 seconds (Figure 6). In each subject, we divided retrieval trials into thirds: “high
precision”,  “medium  precision”  and  “low  precision”  trials.  Across  subjects,  “high
precision” trials were associated with error < 74 seconds and “low precision” trials were
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associated with error > 170 seconds, suggesting that the differences in terms of time
were not drastic. In other words, the comparison is akin to examining differences in
being  accurate  within  a  minute  vs.  three  minutes.  Trials  with  error  exceeding  five
minutes were rare across all subjects and did not contribute significantly. Additionally,
we ascertained that all participants were attentive to the episode and evaluated their
semantic knowledge of the episode using a post-scan true-false test. Average accuracy 
was 96%. To further determine whether similar accuracy could be driven by response
biases (preference for specific portions of the timeline) or other factors not associated
with temporal memory, we conducted a separate control experiment in an independent
sample. Subjects in this experiment did not watch the episode but were still asked to
place the still-frames on the timeline. 
33
Figure 6: Behavioral performance on the task. a) Error as a function of the time at which each still frame
was viewed during the episode. b) Data from the behavioral control experiment, with the no-memory 
gorup in purple and fMRI participants in green.
Control experiment with people who had never 
watched the episode
Performance as a function of time
Because they had no memory for the episode, their performance provided a measure of
the random distribution. We compared the distribution of accuracy (absolute value of the
trial-by-trial error in seconds) in the experimental fMRI sample and the control sample
that did not view the episode using a nonparametric two-tailed Kolmogorov-Smirnov
test.  The  difference  across  the  two  distributions  was  significant  (K-S  D=0.4991,
p<0.0001),  Figure 6),  confirming that  performance in  the fMRI participants was not
merely reflecting behavioral biases related to assessment via the continuous timeline.
We  conducted a one-way repeated measures ANOVA comparing trials that were of
short  (2-107  seconds),  medium  (108-186  seconds)  and  long  (200-277  seconds)
distances  from  a  boundary,  which  was  not  statistically  significant  [F(2,18)= 3.29 ,
p>0.05], indicating that error does not differ significantly based on a trial’s distance from
a segment boundary (Figure 7). 
Additionally,  we  found
no  evidence  for
regional  modulations
by  vividness  of  the
recall. We asked twelve
participants  to  provide
vividness  ratings  after
the  scanner-based
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Figure 7: Effect of distance from boundary on memory performance. A one-
way repeated-measures ANOVA was conducted to determine whether 
performance differed as a function of each trial’s distance from a segment 
boundary at encoding (n=19 participants). A segment boundary is defined as 
the beginning or end of a video segment at encoding (the episode was split 
into three segments). We conducted a one-way repeated measures ANOVA 
comparing trials that were of short (2-107 seconds), medium (108-186 
seconds) and long (200-277 seconds) distances from a segment boundary, 
which was not statistically significant [F(2,18)= 3.29 , p=0.0506], indicating 
that error does not differ significantly based on a trial’s distance from a 
segment boundary.
recall and compared high vs. low vividness trials. We found no significant differences
that surpassed our cluster-based threshold of p < 0.05 (Figure 8).
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Figure 8: Effect of vividness on MTL and cortical regions. After scanning, participants viewed the still 
frames one more time and were asked to indicate how vividly they could recall the scene associated 
with each one on a 5 point scale (n=12 participants). High, medium, and low vividness trials were 
entered into a GLM. Paired t-tests were conducted on high and low vividness beta coefficients, and no 
significant results were found after correcting for multiple comparisons using the Bonferroni-Holm 
method in the alEC [t=0.4983, df=11, two-tailed p=0.6281], pmEC [t=1.947, df=11, p=0.0774], angular 
gyrus [t=3.06, df=11, p=0.0109], MPFC [t=2.956, df=11, two-tailed p=0.0131; critical p is 0.0083], PRC 
[t=0.4744, df=11, two-tailed =0.6445], PHC [t=1.976, df=11, two-tailed p=0.0738; critical p is 0.01], ACC
[t=0.5422, df=11, two-tailed p=0.5985], PCC [t=0.1654, df=11, two-tailed p=0.8716], DGCA3 [t=0.7672, 
df=11, two-tailed p=0.4591], CA1 [t=0.6167, df=11, two-tailed p=0.549], precuneus [t=0.3441, df=11, 
two-tailed p=0.7373], RSC [t=0.703, df=11, two-tailed p=0.4967]).
Anterolateral  but  not  posteromedial  EC  is  selectively  engaged  for  precise
temporal memory 
Recent work using fMRI functional connectivity has clarified the boundaries of the LEC
and MEC regions in the human brain and demonstrated that, consistent with nonhuman
primate anatomical studies (Suzuki & Amaral, 1994), the human analog of rodent LEC
is anterolateral  (alEC),  whereas the human analog of  rodent  MEC is  posteromedial
(pmEC  (Maass, Berron, Libby, Ranganath, & Düzel, 2015; Schröder, Haak, Jimenez,
Beckmann,  &  Doeller,  2015).  We  used  anatomical  masks  for  alEC  and  pmEC  to
contrast  the  level  of  engagement  as  a  function  of  temporal  precision  in  these  two
particular  regions.  Contrasting  high  vs.  low  precision  trials  allowed  us  to  examine
sensitivity of MTL regions to the temporal accuracy of recall.  Voxel beta coefficients
were averaged within the regions of interest as an overall indicator of the degree of
model  fit  with  the  underlying  hemodynamic  signal.  We  found  significant  temporal
precision-related modulation in the alEC (t=4.537, df=18, two-tailed p=0.0003, Cohen’s
d=0.8808,  Figure  9a)  but  not  in  the  pmEC  (t=0.3504,  df=18,  two-tailed  p=0.7301,
Figure 9b). To determine if this difference across subregions of the EC was significant,
we  calculated  the  difference  in  beta  coefficients  between  high  and  low  precision
conditions  and  contrasted  the  alEC  and  pmEC  on  this  difference  measure  (i.e.
modulation score). We found that the difference in modulation score was also significant
(t=4.794, df=18, two-tailed p=0.0001, Cohen’s d=1.0886,  Figure 9c),  suggesting that
high precision trials preferentially engaged  the alEC but not pMEC. To determine if this
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selective engagement may extend upstream of the entorhinal cortex, we additionally
averaged voxel activity in the perirhinal (PRC) and parahippocampal (PHC) cortices. As
expected from the EC results, upstream cortices reflected a similar effect. We found a
significant difference between high and low precision trials in the PRC (t=4.331, df=18,
two-tailed p=.0004, Cohen’s d=0.8936, Figure 9d) but not in the PHC (t=0.1464, df=18,
two-tailed p=0.8852,  Figure 9e). Modulation scores across the two regions were also
significantly different (t=3.193, df=18, p=.0005, Cohen’s d=0.7213, Figure 9f). Together,
these results suggest that the extension of the ventral visual stream (PRC and alEC) is
engaged in temporal processing on the scale of minutes, whereas the extension of the
dorsal visual stream (PHC and pmEC) does not appear to show temporal precision-
selective signals on the same scale.  
Hippocampal DG/CA3 is more engaged than CA1 for precise temporal memory
37
Next,  we  sought  to
examine  whether
hippocampal  subfields
show  BOLD  fMRI  signals
modulated by the precision
of temporal judgments. We
used  anatomical
segmentations  of
hippocampal  dentate  and
CA3 (combined  for  a  joint
DG/CA3  label  as  in  past
fMRI  studies),  and CA1 to
get  regional  averages  of
voxel-level activation during
temporal  memory
judgments.  We  found
precision-related
modulations  (high  vs.  low)
in  both  hippocampal
subregions,  with  stronger
effects in DG/CA3 (t=4.113,
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Figure 9: Effects of precision on MTL regions. (a,b,d,e,g,h) Comparing 
most precise [within 1 min] > least precise [over 3 min] across 
hippocampal subfields and MTL cortical regions; Using two-tailed paired 
t-tests, we found significantly higher BOLD fMRI activity for high vs. low 
precision trials in alEC (t=4.537, df=18, two-tailed p=0.0003), PRC 
(t=4.331, df=18,  p=0.0004), DGCA3 (t=4.113, df=18, p=0.0007), and 
CA1 (t=3.691, df=18, two-tailed p=0.0017). No significant differences 
were found in pmEC (t=0.3504, df=18, p=0.7301) and PHC (t=0.1464, 
df=18, p=0.8852). n=19 for all comparisons. (c,f,i) Magnitude of 
modulation by precision. Difference metrics were calculated by 
subtracting beta coefficients from the ‘least precise’ condition from those 
of the ‘most precise’ condition. Modulations were significantly higher in 
the alEC (t=4.794, df=18, two-tailed p=0.0001), PRC (t=3.193, df=18,  
p=0.0005) and in hippocampal subfields (with a stronger effect in 
DG/CA3; t=3.091, df=18, p=0.0063) compared to the pmEC, PHC, and 
CA1.
df = 18, two-tailed p=0.0007, Cohen’s d=0.622, Figure 9g) compared to CA1 (t=3.691,
df=18, two-tailed p=.0017, Cohen’s d=0.6871, Figure 9h). Again, we calculated average
modulation  scores  across  the  two  subregions  across  all  participants  and  found  a
significant  difference across subfields  (t=3.091,  df=18,  two-tailed  p=0.0063,  Cohen’s
d=0.4216, Figure 9i), suggesting that the modulation by temporal precision in DG/CA3
was stronger than in CA1. 
Cortical  regions  preferentially  engaged  during  precise  temporal  memory
judgments
Since  correct  temporal  memory  judgments  would  be  expected  to  engage  circuitry
involved in the experience of recollection and memory for rich contextual details, we
examined how cortical regions outside of the MTL are modulated by temporal memory
precision, focusing on regions previously implicated in recollection and detail memory
(Ranganath & Ritchey,  2012),  including the angular  gyrus (AG),  retrosplenial  cortex
(RSC), precuneus (PreC), posterior cingulate cortex (PCC), and medial prefrontal cortex
(mPFC).  Using  anatomical  masks  for  these  regions  to  average  voxel-level  activity
during high and low precision, we found significant high vs. low differences  bilaterally in
the mPFC (t=3.851, df=18, p=0.0017, Cohen’s d=0.6469), the AG (t = 3.41, df = 18, p =
0.0031, Cohen’s d=0.6471), and the PCC (t=2.75, df=18, p=0.0132, Cohen’s d=0.4547).
We observed no significant modulation in the precuneus (t=1.937, df=18, p=0.068) and
retrosplenial  cortex (t=0.137, df=18, p=0.8925).  These results are summarized using
modulation scores across cortical regions (Figure 10). Collectively, analyses of cortical
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regions suggest that memories recollected with higher temporal precision engage some
of the same cortical circuits and regions known to play a role in the representation of
detail memory. 
Discussion
Results  from  this  study  suggest
that temporal precision judgments
on  the  order  of  minutes  are
associated with increased BOLD
fMRI  activity  in  the  alEC  and
PRC, which  is  consistent  with  a
broad role for these regions in the
processing  of  external  input
including  information  about
temporal  context.  The
observation that alEC-PRC network but not the pmEC-PHC network was significantly
more engaged for trials with high temporal precision suggests that distinct mechanisms
may be used to process and store spatial and longer-timescale temporal information.
Past studies in rodents have demonstrated little spatial  selectivity in LEC but strong
coding for object properties  (Deshmukh & Knierim, 2011; Knierim et al.,  2014).  One
study which used a similar timeline asked participants to make retrospective estimates
of the duration of time between audio clips from a radio story.  They found that these
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Figure 10: Cortical reinstatement effects.(a) Cortical temporal 
modulation scores across regions previously implicated in 
recollection and recall of contextual or detail memory including 
the retrosplenial cortex (RSC, t=−0.0027, df=18, p=0.9979), 
precuneus (PreC, t=1.685, df=18, p=0.1093), posterior cingulate 
cortex (PCC, t=2.7984 df=18, p=0.0119), angular gyrus (AG, 
t=3.3742, df=18, p=0.0034), medial prefrontal cortex (mPFC, 
t=2.899, df=18, p=0.0096), and the whole hippocampus (Hipp, 
t=3.9518, df=18, p=0.0021) for reference. 
duration estimates correlated with BOLD fMRI pattern similarity in the right entorhinal
cortex, though the authors did not segment aLEC and pMEC (Lositsky, Chen, Toker,
Honey,  Shvartsman,  et  al.,  2016).  More  recently,  an  examination  of  LEC  firing
properties during open exploration has demonstrated strong temporal  coding on the
order of minutes, consistent with our results (Tsao et al., 2018). 
The  observation  that  PRC was  significantly  more  engaged  for  the  most  temporally
precise trials was only partially consistent with prior studies. Inactivation of the PRC in
rats has been associated with impaired temporal order memory for objects (Hannesson,
2004) and a subset of neurons in the PRC alter their firing based on how recently an
object  was  viewed  (Hannesson,  2004).  In  contrast,  a  number  of  studies  have
demonstrated a role for the PRC in object recognition and not the recall of contextual
details per se (Eichenbaum, Yonelinas, & Ranganath, 2007). Studies in humans using
fMRI have reported signals linked to temporal context, operationalized in terms of items’
ordinal  positions  in  a  sequence,  in  the  PHC and not  the  PRC  (Hsieh et  al.,  2014;
Jenkins & Ranganath, 2010; Tubridy & Davachi, 2011b). It is worth noting that these
prior studies used a short timescale of event proximity (seconds, not minutes), whereas
the current  study used a much longer  timescale (minutes  to  tens of  minutes).  It  is
possible that coding for temporal relations on this longer timescale may involve distinct
mechanisms that are more in-line with the hypothesized functions for the alEC and PRC
regions in semantic recall. 
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Consistent with the possibility that distinct neural mechanisms support short and long
timescale temporal coding, we also found no temporally-modulated signals in the PHC,
a region that has been associated with fine temporal memory judgments  (Tubridy &
Davachi, 2011b) on a short timescale. A previous study  (Lehn et al., 2009) reported
PHC engagement during retrieval of temporal order for events in a television show, but
that this activity was not associated with precision, thus it is difficult to draw conclusions
about whether the activity supported performance. 
Another aspect of this work that differs significantly from extant literature is that all fMRI
data  discussed  are  from  retrieval,  not  encoding.  Previous  research  investigating
temporal memory and using a timeline  (Jenkins & Ranganath, 2010; Lositsky, Chen,
Toker, Honey, Shvartsman, et al., 2016) found that fMRI activity at encoding predicted
aspects of subsequent temporal memory. In contrast, our work sought to investigate
networks  that  support  retrieval  of  experiences  in  order  to  make  temporal  memory
judgments. This difference in experimental design fills a gap in the literature and may
partially  explain  the  divergence between the reported  results  and those of  previous
studies. 
One potential limitation is that the current study and other tasks using naturalistic stimuli
are less able to control every aspect of encoding and retrieval. We tried to control for
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alternative explanations to the extent that it was possible. One is that our results could
have been driven by attention at encoding, with participants preferentially attending to
objects  in  scenes  for  which  they  later  had  greater  temporal  precision.  After  they
completed the study, we asked twelve of our fMRI participants to rate how vividly they
could  recall  the  scene  associated  with  each  still-frame  image  from the  experiment
(Figure 9). We then used those ratings to perform a univariate analysis to test whether
there was significantly higher BOLD fMRI activity for high vs. low vividness trials in our
ROIs.  We  found  no  significant  differences,  indicating  that  the  most  vividly  recalled
scenes were not associated with higher alEC activity. It  is possible that participants’
self-reports  of  vividness  were  imperfect  or  that  during  encoding,  participants
preferentially  attended  to  certain  parts  of  the  video  that  were  later  recalled  more
precisely. 
Another potential issue could be that the task primarily taxed memory for details (as
opposed to memory for timing information). If this were the case, we would expect high-
precision trials to  also be recalled more vividly.  However this was not  the case,  as
explained above. Additionally,  some of the brain regions active preferentially for  the
highest temporal precision trials have previously been found to be selectively involved in
temporal memory. One study showed that the angular gyrus was activated more for a
temporal task compared to spatial or object tasks  (Kwok & Macaluso, 2015a). Future
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studies  could  explicitly  test  memory  for  details  in  addition  to  temporal  memory,  to
explore potential differences or overlap between these two mnemonic functions.
The reader may wonder why high precision trials were associated with increased BOLD
fMRI activity in certain areas and what that can be interpreted to mean. When brain
regions  are  activated,  this  is  associated  with  increased  blood  flow  which  can  be
detected  through  fMRI.  The  increased  activation  observed  in  alEC,  PRC,  the
hippocampus,  and cortical  regions may be the result  of  more reactivation for  those
trials. In other words, at high temporal precision trials, these regions are likely working
together to reactivate many of the same neurons that were active when participants
were viewing the episode, allowing them to recall  when the still  frame happened. A
complicating factor is that there is evidence that the hippocampus is also involved in
mental imagery and imagination  (Maguire & Hassabis, 2011). However, there is also
evidence that the medial temporal lobe is more activated for true than false memory
(Kim & Cabeza, 2007), although activation should not be used as a metric to determine
veracity of information being recalled. Since these regions showed greater activity for
high temporal precision trials, we hypothesize that this increased activity correlates to
recalling the scene and reinstating the temporal context.
Overall,  naturalistic  tasks and tightly  controlled  laboratory tasks each have different
strengths  and  weaknesses.  Tightly  controlled  laboratory  experiments  are  less
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generalizable to real-life situations. We controlled for potential confounds as much as
possible, by choosing an episode from a television show that uses situational humor
that requires an understanding of the characters and the narrative, has been used in the
past by other investigators (Furman, Dorfman, Hasson, Davachi, & Dudai, 2007), takes
place in a relatively small number of physical locations, and does not include a laugh
track. Integrating evidence from both naturalistic and laboratory studies will  advance
understanding of memory systems.
It  is  important  to  consider  the  relative  contributions  of  pure  timing  information  vs.
sequence/event  information in  determining when events  occurred.  This  is  especially
true for  more naturalistic paradigms involving multisensory information, since events
can be salient and have meaning. It is likely that both types of information are important
for making temporal judgments. It would be useful for future studies to compare memory
for events that occur in a meaningful order with events that have less of a sequential
structure. 
Our results demonstrate a prominent role for the alEC and PRC in temporal memory on
the scale of minutes. This demonstration also brings timescale into consideration as a
potential  critical  variable  in  studying  temporal  memory  that  may  affect  which  brain
networks are recruited to support encoding and retrieval. Single MTL neurons fire at a
preferred time during trials lasting a few seconds (MacDonald et al., 2011). However, it
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is likely that a gradually changing pattern from many MTL neurons would be necessary
to encode longer time periods (minutes to  days).  Experiences that  span minutes to
hours are likely associated with evolving internal  states (wake/sleep cycles,  hunger,
etc.)  that  may help in distinguishing them from similar  experiences that  occurred at
different times. Further work will be necessary to elucidate the specific molecular and
synaptic  mechanisms that  underlie  temporal  storage and retrieval  at  these different
timescales.  
In order to confirm the role of these regions in memory for time, future work should
directly contrast brain activity associated with high precision memory for time with other
types  of  memory  (such  as  spatial  or  detail  memory).  Data  showing  greater  alEC
activation for correct temporal vs. correct spatial or object memory would be compelling
evidence that this region serves a specific function in memory for time.
Overall,  these  results  should  be  interpreted  in  light  of  the  specific  experimental
parameters of the paradigm. This work differs from the majority of published studies on
memory for time in humans, since it tests absolute memory for when events occurred
instead of showing two images and asking which was shown first. Another potentially
important difference is that this study involves one-shot learning, whereas most studies
of temporal memory involve learned sequences. These factors could contribute to the
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somewhat surprising results, and further work will elucidate neural correlates of memory
for absolute time vs. order and one-shot learning vs. repeatedly viewed stimuli.
CHAPTER 3: EVENT BOUNDARIES AND MEMORY PRECISION
Abstract
To better understand our lives, several theories posit that we separate the continuous
stream  of  our  lives  into  manageable  chunks,  through  a  process  called  event
segmentation. Prior work has shown that this process affects memory performance and
that people reliably segment events at similar timepoints  (Gold, Zacks, & Flores, 2017;
Jeunehomme  &  D’Argembeau,  2018;  Magliano  &  Zacks,  2011;  Swallow,  Zacks,  &
Abrams,  2009).  Different  brain  regions  also  seem  to  participate  in  this  process
passively,  by  changing  their  patterns  of  activity  at  common  event  boundaries
(Baldassano,  Chen,  Zadbood,  Pillow,  &  Norman,  2018).  The  current  study  tested
whether event boundaries affected the precision of memory for when events occurred
during a ~30 minute video. We found no differences. We also identified a cluster in the
superior temporal gyrus that was preferentially activated at event boundaries. 
Introduction
The world around us is constantly changing. Memory is organized in time, but humans
can’t remember every detail in this continuous stream. In the Zacks et al. (2007) theory
of event segmentation, event is defined as "a segment of time at a given location that is
conceived by an observer to have a beginning and an end" and can last in the range of
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seconds  to  hours.  People  make  predictions  guided  by  perception,  and  also  using
previous  knowledge  and  experiences.  When  a  something  unexpected  happens,  a
prediction error occurs and an event boundary is perceived (Figure 8).  
Figure 11: A schematic of event segmentation theory. Thin gray arrows show the flow of information. 
Dashed lines indicate projections that lead to the resetting of event models. Adapted from Zacks 
(2007).
Other theories have been proposed to explain how events are processed in the brain.
Work from Schapiro et al. (2013) call into question whether error detection is necessary
to organize  events  into  meaningful  units.  They found that  participants were able to
identify  event  boundaries  in  the  absence  of  error  detection  signals  (transition
probabilities were uniform). 
Another critical feature of organizing events in memory may be changes in contextual
stability (Clewett & Davachi, 2017). This is supported by the fact that participants did not
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detect when events were presented out of order, suggesting that predictions are not
always made and therefore  prediction  error  is  not  critical  to  event  segmentation  or
understanding event sequences (Hymel, Levin, & Baker, 2016). Many questions remain
regarding what contributes to event boundary decisions and the significance of these
boundaries in memory retrieval and behavior.
What does the brain do with a continuous stream of information in the absence of a
formal task? One study found that when participants read a story, several regions, such
as  the  posterior  cingulate,  precuneus,  and  right  posterior  superior  temporal  gyrus
showed increased activation at event boundaries (Speer et al., 2007). Ben-Yakov and
Henson (2018) investigated patterns of brain activity associated with event boundaries
when  participants  passively  viewed  a  video.  They  found  increased  hippocampal
activation at event boundaries. Here, event boundaries are defined as meaningful units
of activity during the video.  
Baldassano et al.  (2017) provided further information on neurobiological responses to
event boundaries. They found that brain regions (such as the angular gyrus) shift their
patterns of activity at event boundaries. Lower-order sensory regions do this for shorter,
simpler events, while higher-order brain regions can track more complex and abstract
boundaries. 
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A picture is starting to emerge of how high-order brain regions use event boundaries to
segment and learn from our experiences. Combining analysis of neuroimaging data with
behavioral  measures, such as memory performance,  the relationship between event
boundaries and memory precision will  be better  understood.  This is the goal  of  the
present study. In this work, event boundaries are defined as scene changes, or times
when the characters are moved one location to another. This allows us to investigate
how changes in spatial location may affect memory performance for timing information.
Behaviorally,  we  test  whether  distance  from  event  boundaries  affects  memory
performance.  We  also  identify  brain  regions  sensitive  to  event  boundaries  during
passive viewing of a video.
Methods and Results
Nineteen  participants  watched an  episode  of  Curb  Your  Enthusiasm and answered
questions about when events in it occurred, as described in Chapter 2. 
Event boundaries
Event boundaries were defined as scene changes, or moments where characters are in
a  new location  and/or  time is  presumed to  have passed.  Boundaries  were  created
through  combined  analysis  of  participant  data  and  experimenter-identified  scene
changes. A separate cohort of 33 participants watched the same episode and indicated
when they thought a scene change had occurred, by pressing the space bar. These
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responses  were  aggregated  and  k-means  clustering  was  used  to  identify  common
boundary locations. This resulted in 50 total boundaries (see Figure 12). One difficulty
with event boundaries is that they are most apparent to the observer after the boundary
has  occurred.  Consequently,  the  experimenter  went  through the  episode to  identify
boundaries,  with  the  ability  to  validate  boundaries  by  pausing  the  video  and  going
forward or backwards in time. Using this technique, we identified 15 boundaries, 93% of
which had a participant-identified boundary within 15 seconds of it.
Behavioral analysis: Do scene changes affect temporal memory performance?
Using the boundaries generated as described
above,  we  calculated  the  distance  of  each
trial to its closest event boundary. Then, for
each  participant,  trials  were  split  into  close
(average  9.27  seconds),  intermediate
(average  39.23  seconds),  and  far  (average
51
Figure 12: A separate group of participants was asked to identify each scene change during the episode by
pressing the space bar. Then, we ran k-means clustering on participant data, resulting in these color-coded 
groups.
Figure 13: Trials with different distances from an 
event boundary were not found associated with 
statistically signficantly different temporal memory
performance.
100.56 seconds) distance from a boundary. Graphpad Prism 7  (Graphpad Software,
San Diego, CA USA, www.graphpad.com) was used to conduct a repeated-measures
ANOVA with a Greenhouse-Geisser correction for sphericity (Figure 13). Distance from
event  boundary  was  not  found  to  have  a  statistically  significant  effect  on  memory
performance (F(1.78, 32.04) = 2.193, p = 0.1329).
FMRI preprocessing 
Data  was  preprocessed  as  described  in  Montchal,  Reagh,  &  Yassa,  2019:
Preprocessing and general linear model analysis was conducted using AFNI (Analysis
of  Functional  NeuroImages)  software  (Cox,  1996).  First,  data  were  brain  extracted
(3dSkullStrip). Then, using afni_proc.py, TRs where the Euclidian Norm of the motion
derivative exceeded 0.3mm were excluded from the analysis. Functional data were slice
timing corrected (3dTshift), motion corrected (3dvolreg), and blurred to 2mm (3dmerge).
Each subject’s functional data was aligned to their anatomical scan (3dallineate). Then,
we used ANTs (Advanced Normalization Techniques) software (Avants et al., 2009) to
align each subject’s data to a common template. 
FMRI Analysis- Encoding
Event  boundaries  were  entered into a  GLM as a single regressor  in  addition  to  6-
dimensional  motion  regressors  generated  during  motion  correction,  using  AFNI’s
3dDeconvolve function. Each participant’s structural T1-weighted image was warped to
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a template using ANTs. Those same warp parameters were then used to bring each
participant’s functional data into that same template space. 
This  analysis  focused on the  “event  boundaries  >  baseline”  contrast.  Data  from all
subjects were tested against 0 using AFNI’s 3dttest++ function and were thresholded at
p = 0.05, cluster extent threshold = 1607 as indicated by AFNI’s 3dClustSim function.
We identified  significant  clusters  in  the  superior  temporal  gyrus,  indicating  that  this
region is preferentially active at event boundaries (Figure 14). However, it is important
to note that Curb Your Enthusiasm plays music at some event boundaries, which may
contribute  to  the  preferential  superior  temporal  gyrus  activation  observed  at  event
boundaries.
FMRI  Analysis-
Retrieval
Trials were sorted
based  on  their
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Figure 15: Regions showing significantly greater BOLD fMRI activity for trials 
closest to event boundaries compared to the trials that were the farthest away.
Figure 14: Clusters in the superior temporal gyrus were reliably activated at 
event boundaries (defined here as scene changes).
minimum  distance  from  an  event  boundary.  They  were  divided  into  thirds  (close,
medium,  and  far  distance  from  event  boundary)  and  those  three  regressors  were
entered into a GLM and were transformed into template space, as described above. We
restricted our analysis to task-activated voxels which we obtained by thresholding the
full  F-statistic containing all  experimental conditions (thresholded at p = 0.25, cluster
extent threshold = 20), which thus does not bias voxel selection towards any particular
condition of interest.
We found that all tested regions were significantly more active for trials with the shortest
distance from event boundary, compared to those that were farthest away (Figure 15).
This was true for hippocampal subfields DGCA3 (p=0.000006), CA1 (p=0.00008), and
the subiculum (p=0.00002),  as well  as PHC (p=0.00000001) and PRC (p=0.00002),
Bonferroni-Holm corrected.
Discussion
Our  behavioral  data  show  no  effect  of  event  boundaries  on  memory  for  timing
information.  Memory  for  when  still  frames  occurred  during  the  video  was  not
significantly different whether they were viewed close to or far from a scene change.
This was unexpected given the fact that asking participants to segment events improved
memory  performance  (Flores  et  al.,  2017) and cuing  at  event  boundaries  improves
memory (D. A. Gold et al., 2017). 
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More specifically, prior event segmentation literature suggests memory may improve at
event  boundaries.  After  viewing  a  short  film,  participants  has  higher  recognition
performance  for  events  near  boundaries  (Newtson  &  Engquist,  1976).  When
commercial breaks were placed at event boundaries in a video, participants had higher
recognition memory performance  (Boltz, 1992). Another study found that participants
were better at remembering the color associated with objects when they were presented
at event boundaries (Heusser et al., 2018). 
However,  it  is  important  to  consider  how  event  boundaries  are  defined.  The  vast
majority of event segmentation studies define an event as either a meaningful unit of
activity (such as filling a pot with water, or putting the pot on the stove) or a change in a
stream of objects being viewed (such as a change in category of the objects or some
contextual feature). In the present work, the episode of Curb Your Enthusiasm does not
contain many easily identifiable fine-grained events. Instead, for most of the episode the
main action relates to the dialog between characters, as opposed to physical actions
they take. As a result, the clearest and most objective event boundaries seem to be at
scene changes. This difference may partially explain why we did not observe an effect
of distance from event boundaries on memory performance. 
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Alternatively,  it  may be that  event  boundaries have different  effects  on memory  for
timing information as opposed to recognition memory. The most relevant studies have
mainly tested the effect of proximity to boundaries on recognition memory (Boltz, 1992;
Newtson & Engquist,  1976).  Other studies explicitly  testing temporal  memory tested
differences in memory within vs. across event boundaries  (DuBrow & Davachi, 2016;
Heusser et al., 2018), which was not possible in the current work. 
Our fMRI results show increased activity of the STG at event boundaries. This fits well
with  prior  work  showing  that  several  brain  regions,  including  the  STG,  were
preferentially activated at event boundaries while participants read narratives inside the
MRI scanner (Speer et al., 2007). In the present study, it is important to note that Curb
Your  Enthusiasm  uses distinctive  music  at  some scene changes.  This  music  could
partially explain the preferential activity of STG at event boundaries that we observed,
since  the  STG  is  involved  in  auditory  processing  (Rauschecker,  2013).  It  is  also
possible that STG plays a role in marking event boundaries, since it has been shown to
be activated at boundaries when participants read silently in the MRI scanner. Future
studies  should  be  sure  to  decouple  sound  from  event  boundaries  for  more
straightforward interpretation of results.
One limitation of this work is the way in which we defined event boundaries. In the
current work, the closest even boundary is the closest boundary either before or after a
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given still-frame appeared at encoding. However, it is likely that boundaries after a given
still-frame  have  a  bigger  effect  on  cognitive  processing.  Trials  where  the  closest
boundary is after the still frame may be dominating the BOLD fMRI data, leading to the
observed neural effects in the absence of a behavioral effect. Additionally, factors such
as novelty and the changing of context present at boundaries may contribute to the
observed effects in medial temporal lobe subregions.
Our  analysis  of  retrieval  data  indicates  that  all  MTL  regions  tested  responded
preferentially to trials that were closest to an event boundary. However, these results
should  be  interpreted  with  caution  since  there  was  no  behavioral  effect  of  event
boundary on memory performance. In light of this fact, it is difficult to interpret these
results.  It  could  be  that  the  medial  temporal  lobe  was  sensitive  to
spatial/object/contextual  changes  at  these  boundaries,  since  MTL  subregions  have
been implicated in spatial and object memory (Baumann, Chan, & Mattingley, 2010; H
Eichenbaum & Lipton, 2008; Nadel, Hoscheidt, & Ryan, 2013; Ryan, Lin, Ketcham, &
Nadel, 2010) and in novelty detection  (Barbeau, Chauvel, Moulin, Regis, & Liégeois-
Chauvel, 2017).
Overall, future work should use neuroimaging and behavioral tests to bridge the gap
between the fields of memory for timing information and event segmentation. Several
studies have shown that the act of marking event boundaries improves memory (Flores
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et al., 2017; Sols, DuBrow, Davachi, & Fuentemilla, 2017), but the mechanisms of this
effect  remain  unclear.  Combining  behavioral  performance  measures  (temporal,
recognition, and recall  memory) with neuroimaging will  help establish brain-behavior
relationships that will explain how and under what circumstances event segmentation
exerts its effects on memory.
CHAPTER 4: TEMPORAL MEMORY PRECISION IN OLDER ADULTS
Abstract
Memory  for  timing  information  is  critical  for  understanding  and  learning  from  our
experiences. For example, if we get sick, it is valuable to remember what was eaten
soon before falling ill. However, it is not always possible to retrieve information about
the sequence or timing of experiences. Prior work identified a network of regions that
preferentially  activated  for  trials  with  high  memory  precision  for  timing  information
(Montchal,  Reagh,  & Yassa,  2019).  Using the same paradigm, we found that  older
adults performed similarly to young adults. We also found that older adults’ error on the
task  correlated  with  the  RAVLT-Delay  neuropsychological  test.  Future  work  should
investigate brain-behavior relationships by testing whether measures such as cortical
thickness also correlate with performance in older adults.
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Introduction
Memories are organized in time, but it can be difficult to remember when certain events
occurred.  Memory  performance  declines  even  in  healthy  aging  (Davis  et  al.,  2013;
Harada et al., 2013; Isingrini & Taconnat, 2008). Some neural mechanisms associated
with age-related memory decline have been identified. For example, some amount of
grey matter  volume loss and amyloid-beta deposition is  considered normal  in aging
(Harada  et  al.,  2013).  White  matter  volume  also  decreases,  notably  in  the
parahippocampal  region,  which  could  impair  the  flow  of  information  into  the
hippocampus (Rogalski et al., 2012; Stoub et al., 2012). 
Temporal memory seems to be
especially vulnerable to decline
in  aging.  Older  adults  perform
significantly worse than younger
adults  on  tests  of  memory  for
timing  information  (Pirogovsky
et  al.,  2013;  Seewald  et  al.,
2017).  This  is  true  even when
there  is  no  age-related
difference in performance on recognition memory (Fabiani & Friedman, 2013).
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Figure 16: Behavioral performance on a task testing memory 
precision (error in seconds) for timing information for groups of 
older and young adults. 
Recent work has identified functional alterations in the entorhinal-hippocampal network
in older adults (Reagh et al., 2018). Specifically, older adults who were impaired on an
object discrimination memory task had hypoactivity in the anterolateral entorhinal cortex
(aLEC) and hyperactivity in the dentate gyrus/CA3 region of the hippocampus (Reagh et
al., 2018).  The behavioral paradigm used in this study was previously used in healthy
young adults. We found that increased aLEC activity was associated with high temporal
memory  precision.  The  goal  of  this  study  is  to  test  whether  older  adults  perform
comparably to younger adults on this task and whether there is a relationship between
performance and neurpsychological test scores. 
Methods and Results
Task
Separate groups of older adults and young adults were shown an episode of Curb Your
Enthusiasm and then answered questions about when still-frames during the episode
occurred, as described in previous chapters. The version of the temporal memory test
task taken by older adults was self-paced, while young adults had 9 seconds to move
the cursor  on  each trial.  All  participants  also  underwent  neuropsychological  testing,
including the Rey Auditory Verbal Learning Test (RAVLT) Delay and Mini-Mental State
Exam (MMSE).
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Behavioral Analysis
In each age group, we excluded participants who scored +/- two standard deviations
from the mean in RAVLT Delay, MMSE, or average error on the temporal precision
task.  This  left  us  with  18  younger  adults  and  15  older  adults  for  the  subsequent
analyses.  For  older  adults,  the mean error  value (distance in  seconds between the
participant’s response and when a still-frame actually happened) was 211.75 seconds,
and the median was 215.5833 seconds, with a standard deviation of 58.6654 seconds.
The  mean  error  value  for  young  adults  was  158.2768,  the  median  was  154.6806
seconds, and the standard deviation was 39.9575 seconds. 
Next,  we  tested  whether  older  and  young  adult  performance  on  the  task  was
significantly  different.  A  Kolmogorov-Smirnov  test  found  no  significant  difference
between the two groups (K-S D=0.4667, p=0.0567),  indicating that older and young
adults had comparable error rates on the task. 
Next, we wanted to investigate whether RAVLT-Delay scores and age were related to
performance on this task. We excluded MMSE scores from further analysis due to low
variability  of  scores  in  both  groups  (Older  adults  SD=1.534,  minimum=25,
maximum=30,  mean=28.07;  young  adults  SD=0.8782,  minimum=26,  maximum=30,
mean=28.22).
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We ran a partial  correlation on our cohort of young adults,  testing for a relationship
between error on the task and RAVLT Delay score, controlling for age (using the ppcor
library in R). We found no significant correlation (Pearson partial correlation coefficient =
0.0608, test statistic = 0.2359, p = 0.8167), indicating there is not a detectable linear
relationship between task performance and RAVLT Delay score in young adults.
We ran the same partial  correlation in older adults and found a significant negative
correlation between error on the task and RAVLT Delay scores in older adults, while
controlling for  age (Pearson partial  correlation coefficient  = -0.618,  test  statistic  =  -
2.7232, p = 0.0185). This indicates that, on average, higher RAVLT Delay scores are
associated with lower error on the temporal precision memory task, in older adults.
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Discussion
We predicted that older adults would have significantly higher error on the temporal
precision memory task, compared to younger adults, but we found no difference. One
factor that may have led to these results is that we gave older adults more time to
complete the task. Young adults had 9 seconds on each trial  to indicate when they
thought  each  still  frame  had  occurred  during  the  video.  Because  older  adults  are
typically less familiar with using a mouse and especially the scroll wheel of the mouse
which is necessary for this task, we gave older adults as much time as they needed.
The task was self-paced in older adults, and they pressed the space bar when they
were satisfied with their response. 
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 Figure 17: Association between error on the task and RAVLT-Delay performance, plotted with trendline.
We found a significant partial correlation between error on the task in older adults (Pearson partial 
correlation coefficient=-0.618, p=0.0185) but not young adults (Pearson partial correlation 
coefficient=0.0608, p=0.8167).
Older Adults Young Adults
Another possible factor is that we currently have a relatively small sample size. Since
the p-value for the K-S test is nearly significant, it’s possible that increasing the sample
size to 25 in each group could result in a significant difference between older and young
adult performance. However, even if older and young adult performance is similar, it is
still  possible  to  find  important  differences  in  other  measures  as  they  relate  to
performance.  For  example,  if  cortical  thickness  in  a  region  correlates  with  task
performance in  older  but  not  young adults,  this  could give us important  information
about brain changes in aging.
One strength of this study is that it is more likely to generalize to memory for events in
an  older  adult’s  life  than  studies  involving  object  sequence  memory.  We  used  an
episode  of  Curb  Your  Enthusiasm  in  this  study  in  an  effort  to  bring  more  life-like
situations into the laboratory. The video involved sight, sound, and was more likely to
evoke common emotional responses like annoyance or amusement than typical tests of
temporal memory. 
We also found a relationship between performance in this same task and the RAVLT in
older,  but  not  young,  adults.  The  RAVLT is  sensitive  to  early  age-related  memory
impairments. RAVLT scores can be used to predict participants at high and low risk of
cognitive decline (Andersson et al., 2006). Since the current task results in an average
error value for each participant-- that is, their average distance in seconds from when
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each still-frame occurred during the video, this task may also be helpful in predicting risk
of cognitive decline. Future work should explore whether neuroimaging data, such as
cortical thickness measures or patterns of functional connectivity, can explain variance
in  behavioral  performance.  It  may  be  possible  to  leverage  the  decline  in  temporal
memory performance with aging to detect preclinical memory impairments.
CHAPTER: CONCLUSIONS AND FUTURE DIRECTIONS
General Summary and Current State of Knowledge 
Humans often  find  it  difficult  to  remember  when events  occurred,  even  if  they  can
remember  the  event  itself.  There  is  relatively  little  known about  memory  for  timing
information, compared to spatial information. Existing studies have provided evidence
that the hippocampus and other medial temporal lobe regions work together to support
memory for timing information. 
Many  gaps  in  our  knowledge  about  memory  for  timing  information  still  exist.  Most
research in this field has focused on memory for sequences of static objects (or typically
odors, in rodents). These sequences can span a few seconds. Time cells identified in
the hippocampus respond at reliable timepoints during a delay between trials, which
also last a few seconds (MacDonald et al., 2011). Other work has found that patterns of
hippocampal  activity grow more dissimilar  over several  hours  (Mankin et al.,  2012),
providing support for the Temporal Context Model (Howard & Kahana, 2002). 
65
It remains unclear how the brain, and the hippocampus in particular, move from stable
time fields on the order of seconds to a gradually evolving temporal context on the order
of hours or days. A recent study made a significant contribution to this question, by
showing time-related firing for periods spanning seconds, minutes, and hours (Mau et
al.,  2018).  They found that some hippocampal “time fields” on the order of seconds
dropped out before hours elapsed, but that this did not disrupt the evolving temporal
context. That is, they were still able to decode the passage of time for periods of hours
based on hippocampal CA1 activity.
The hippocampus plays an important role in memory for time, but it does not act alone.
As the field gains a greater understanding of how the hippocampus tracks time on a
neuronal/ensemble level, questions remain about how timing information is maintained
and processed both before and after it reaches the hippocampus. One major goal of this
dissertation was to identify brain regions that support the retrieval of precise memories
for  when events  occurred in  a  situation  comedy.  We also  tested the  role  of  event
boundaries in memory for time, as well as whether temporal memory precision declines
in aging.
Temporal Memory in Healthy Young Adults
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We developed and implemented a  more  naturalistic  task  testing  memory  for  timing
information in healthy young adults. In this experiment, participants viewed an episode
of  a  situation  comedy,  Curb Your  Enthusiasm,  and later  indicated when during  the
episode they thought still frames occurred. This allowed us to measure their precision
for  each trial  (the  distance in  seconds between when they thought  each still  frame
occurred and when it  actually occurred during the episode).  We found a network of
regions,  including  the  hippocampus,  LEC,  and  PRC  (but  not  PHC  or  MEC),  were
preferentially  active  for  the  most  temporally  precise  trials  (where  participants  were
closest to the correct answer when indicating when a still-frame occurred). 
These results are somewhat surprising in light of previous studies showing a role for
PHC and, possibly by nature of their anatomical connectivity, pMEC in spatial memory.
A few studies have even implicated PHC in memory for time (Hsieh et al., 2014; Jenkins
& Ranganath,  2010; Lehn et al.,  2009).  Discussing this work in the context of  prior
studies is complicated by the fact that researchers may not have looked for temporal
memory effects in PRC/LEC and may not have reported them even if they did exist. 
The work described in this dissertation also differs in several ways from these previous
studies, which could explain the divergent results. First, it tested memory for time over
the course of the ~30 minute situation comedy episode. This is considerably longer than
the stream of 5-10 object sequences, which typically takes under a minute to present.
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Second, in contrast with well-learned object sequences, the episode was only viewed
once.  Third,  the episode involves many more senses (audition,  watching characters
move in space, it may evoke emotion like amusement or annoyance) than traditional
laboratory  tests  of  temporal  memory.  Any  of  these  factors  could  contribute  to  the
surprising finding of PRC/LEC, not PHC/MEC preferentially activating for trials with the
highest temporal precision.
Moreover, the results presented in this dissertation are partially consistent with a recent
study investigating  memory  for  time in  the  LEC.  Researchers  were  able  to  decode
timing information from freely behaving rats through ensemble activity in the LEC (Tsao
et al., 2018). The authors suggest that timing information from LEC may be integrated
with spatial information from MEC in the hippocampus. Recent fMRI work was able to
decode  conjunctive  item  and  temporal  information  from  the  hippocampus,  but  not
temporal information alone. It is possible that the LEC may be an important part of the
temporal memory network, and it may work together with other medial temporal lobe
and striatal regions to integrate timing information into memory. 
Event Segmentation in Memory for Time
Using the same paradigm described above, we identified event boundaries as scene
changes during the episode of Curb Your Enthusiasm. We found no evidence that event
boundaries affect temporal memory precision in this task. Despite the lack of behavioral
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effect, we tested whether medial temporal lobe subregions were differentially sensitive
to event boundaries. We found that all a priori regions tested, including hippocampal
subfields (CA1, DG/CA3, and the subiculum) as well as PRC/PHC were significantly
more active for trials closest to event boundaries. 
We  also  identified  a  cluster  in  the  STG  that  was  significantly  activated  at  event
boundaries. This is consistent with previous work that found STG activation at event
boundaries when participants read a narrative text in the MRI scanner  (Speer et al.,
2007). However,  Curb Your Enthusiasm  plays music at some scene changes, which
may partially explain this finding, since the STG is involved in audition. 
Temporal Memory in Older Adults
We tested healthy older adults on the same task taxing memory for time. We found that
they performed significantly worse than younger adults.  We also found that RAVLT-
Delay performance explained a significant amount of the variance in task performance.
This indicates that performance on the temporal  precision task may be tapping into
memory processes that are measured by neuropsychological  tests,  like the RAVLT-
Delay. Since this task seems to be sensitive to age-related memory changes, it would
be useful to test brain-behavior relationships in older adults.
Future Directions
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Exciting new work involving more naturalistic stimuli has provided insights into event
segmentation and memory processes (Baldassano et al., 2017; Lositsky, Chen, Toker,
Honey, Shvartsman, et al., 2016). Future work in this vein will guide the interpretation of
both naturalistic and traditional laboratory experiments, which is critical. This will allow
the field to benefit from the strengths of each paradigm type. Currently, it is unclear
whether or how memory for short  events might  differ  from longer events than span
hours or days. Testing the effect of event duration and whether there are effects on
brain regions recruited will  be an important  finding that  may come from this  line of
research. It will also be important to replicate these findings in both humans and non-
human animals before any conclusive models of memory based on this work can be
confidently formed.
One  potential  method  to  test  interactions  of  different  brain  regions  (such  as
PRC/LEC/the hippocampus) in memory for time is intracranial  EEG in humans. This
would allow for testing memory for time in a complex naturalistic task (such as video
watching) with greater temporal resolution than fMRI allows. Depending on the location
of electrodes in patients, this technique could be used to test the hypothesis that timing
information enters the hippocampus through LEC, where it is bound to other relevant
information (spatial, or internal state).
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Another important issue to tackle is how timing information from the rest of the brain
(such as the striatum) is  combined with  timing information in  the hippocampus and
integrated  into  memory.  We  don’t  currently  understand  the  relative  contributions  of
temporal  landmarks  (events  we  know  occurred  at  a  certain  time)  and  internally
generated clocking information. One way to investigate this would be to ask participants
to use one of two strategies: answer when they “feel” like an event occurred, without
thinking about the timing of other events, and 2) responding based on when they think
the  event  occurred,  based  on  temporal  landmarks.  We  could  then  look  at  relative
accuracy and brain regions which are more active in either condition.
An interesting next step is to test whether performance correlates with structural MRI
measures,  such as cortical  thickness.  Specifically,  if  thickness or  volume of  regions
implicated in temporal precision in young adults, such as the hippocampus, LEC, and
PRC correlated with task performance, that would provide a compelling link between
structure  and  function  of  these  regions.  It  could  potentially  provide  more  predictive
information for cognitive aging than structural MRI can currently provide alone. Activity
of MTL subregions may also be altered in aging, as shown by  Reagh, Watabe, Ly,
Murray,  and  Yassa,  (2014).  Overall  activity  or  correlations  of  activity  (functional
connectivity) could be tested to see if they correlate with task performance. From this, it
may be possible to determine patterns of activity that are associated with high or low
performance on the temporal precision task. This could eventually lead to better, earlier
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predictors of cognitive decline, which could make potential treatments more effective
than they would be at a later stage.
Concluding Remarks
Overall, the work described in this dissertation contributes to knowledge about human
memory  for  timing information.  Chapter  2  revealed the neurobiological  correlates  of
temporal  precision  memory.  It  lays  the  groundwork  for  future  naturalistic  studies  of
memory, by demonstrating that memory can be quantified and important variables can
be controlled even with continuous, vivid stimuli (such as a video). Chapter 3 provided
evidence that event boundaries do not significantly impact memory performance on this
task. Future work should test whether this is true for other definitions of “events” that
may be more fine-grained (such as shorter physical actions or shifts in goals) which
were not  abundant in this episode.  Chapter 4 found that older adults performed no
differently  than  young  adults  on  this  test  of  the  precision  of  memory  for  time  and
proposed several potential factors that could have contributed to this finding and should
be investigated in future research. Further work on temporal memory involving more
real life-like paradigms will provide important information on the factors that affect brain
networks that support temporal memory.
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Appendix: Strengths and Limitations of FMRI
The  ability  to  view  the  brain  noninvasively  has  led  to  incredible  progress  in
understanding the neurobiology of learning and memory. It  has allowed us to better
bridge between human and non-human animal studies. Additionally, it has allowed us to
test the role of different brain regions in complex tasks that would not otherwise be
possible. In order to interpret MRI studies responsibly, it is critical to understand how the
BOLD signal relates to neural activity and the limitations of this powerful technology.
Basic MR Physics
A  critical  feature  of  an  MRI  scanner  is  that  it
includes an extremely strong magnet (typically 3
Tesla).  This  magnet,  combined  with  other
components  of  the  MRI  scanner,  manipulates
protons in  a  way  that  allows different  types of
tissues to be distinguished from each other and
eventually an image to be produced.
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Supplementary Figure 1: A schematic of 
atomic nuclei precession, courtesy of My-
MS.org (2019).
Under normal conditions, protons are aligned in random directions. Inside the magnetic
field  of  the  MRI  scanner,  the  protons  become  aligned  with  the  magnetic  field  and
precess (or spin, like a top. See Supplementary Figure 1). 
During  MRI  scanning,  special  coils  emit  radiofrequency (RF)  pulses  that  excite  the
protons and cause them to “tip over”. Instead of being aligned with the direction of the
magnetic field, they become aligned to the transverse plane. Once the RF pulse is over,
they slowly return to precessing around the magnetic field. As they do this, they are not
in phase with each other anymore. The time it takes for the protons to go back to their
previous orientation, before the RF pulse (relaxation time), is different for different types
of tissue. As protons return to their pre-RF pulse orientation, they emit information that
can be measured by a receiver coil. After several transformations, this information can
be converted to a brain image (Lindquist & Wager, 2014). 
Functional MRI
In  functional  MRI,  Two variables  allow us  to  control  the  contrast,  or  what  is  being
measured in the tissue: the time between successive RF pulses (repetition time, or TR)
and how soon data  collection  begins  after  RF pulses are  sent  (echo time,  or  TE).
Combinations of these variables are associated with different contrasts, named after the
time  constant  associated  with  their  relaxation  time.  Functional  MRI  is  typically  T2*
weighted.  This  is  similar  to  T2  contrast,  except  that  it  also  capitalizes  on
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inhomogeneities from oxygenated and deoxygenated blood.  When a brain  region is
activated, blood flow to that region increases, and this can be measured in a series of
T2* brain images (see Supplementary Figure 2). Changes in blood flow are associated
with changes in magnetic properties of the blood which are measured in fMRI (Glover,
2011;  Lindquist  & Wager,  2014).  It  is  important  to  note that  fMRI does not  directly
measure  neural  activity,  but  blood-oxygen-level  dependent  (BOLD)  fMRI  has  been
shown to correlate with the local field potential (LFP) (Logothetis, 2002).
Limitations and Precautions
for fMRI studies
Spatial  and  temporal
resolution.  MRI
researchers  want  to  collect
data  with  the  smallest
voxels  (3-dimensional
pixels) possible, in order to
clearly  view  and  test
hypotheses  about  small
brain regions that may be close to each other. Advances in neuroimaging have led to
the  point  where  1.5-2mm  voxels  are  fairly  common  in  functional  data,  allowing
researchers to examine smaller medial temporal lobe regions. Structural images can
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Supplementary Figure 2: Schematic demonstrating how changes in 
brain activity translate to changes in blood flow. These, in turn, translate
to changes in field gradients and increased signal.
have even higher resolution, although this has limited utility when combined with lower-
resolution  functional  data.  Further  attempts  to  increase  spatial  resolution  are  often
thwarted by poor signal-to-noise resolution.
Temporal  resolution is not  a strength of  fMRI.  The hemodynamic response function
peaks 5-6 seconds after the onset of a stimulus. As a result, it is difficult to pull apart
brain  responses  to  stimuli  that  always  occur  close  together  in  time  (Glover,  2011;
Lindquist  &  Wager,  2014).  Fortunately,  experimental  design  can  help  with  this
somewhat (see below).
Artifacts/noise. Artifacts can be seen as a result of certain retainers in participants’
mouths or other MR-compatible implants. Other potential issues include heart rate and
respiration  which  can  be  monitored  and  regressed  out  of  the  data.  Participant
movement, magnetic field inhomogeneities, and slow drift of the signal over time also
cause problems.  Fortunately,  there  are  techniques and preprocessing steps to  help
correct for these problems (Lindquist & Wager, 2014).
Experimental design can help researchers pull apart trials that occur close in time (<5
seconds),  which  is  otherwise  difficult  due  to  the  slowness  of  the  hemodynamic
response. One approach is to jitter trials so that they are different lengths of time apart.
This allows sampling of different parts of the hemodynamic response for different trials,
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which better allows the researcher to characterize the hemodynamic response for the
trial type of interest (Glover, 2011; Lindquist & Wager, 2014). Another approach, which
was used in the current work, is to have a consistent inter-trial-interval, but base trial
categorization on the participant’s performance. In this case, trials were deemed “most
precise”,  “medium  precision”,  or  “least  precise”  based  on  the  participant’s  answer.
Because trials were randomized and behavior is somewhat random, this allowed for a
sort of jitter, where trial types were relatively intermixed.
Interpretations.  As  outlined  by  Poldrack  (2006),  caution  should  be  exerted  when
interpreting fMRI findings. In particular, observing activation of a brain region does not
necessarily mean that the function typically associated with that region is involved in the
task.  For  example,  finding  the  prefrontal  cortex  is  preferentially  activated  for  one
condition does not mean executive functioning is necessarily involved or more important
in that condition. If this hypothesis is important and of interest, it should be tested more
directly. For this example, a researcher could see if performance on the task correlates
with tests of executive functioning, or design two variants of the task that require more
or less cognitive control. 
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