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Abstract
We propose a new type SDEs, whose coefficients depend on the image of solu-
tions, to investigate the diffusion process on the Wasserstein space P2 over R
d. As
applications, the strong well-posedness is derived for a class of conditional distribution
dependent SDEs where the weak solutions have been investigated in the literature of
mean field games with common noise, the Feynman-Kac formula is established to solve
Schro¨rdinegr type PDEs on P2, and the ergodicity is proved for a class of measure-
valued diffusion processes.
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1 Introduction
Let P2 be the space of all probability measures µ on R
d such that
‖µ‖2 :=
(∫
Rd
|x|2µ(dx)
) 1
2
<∞,
where | · | is the norm in Rd. We will use ‖ · ‖ to denote the operator norm of a matrix or
linear operator, and use ‖ · ‖HS to stand for the Hilbert-Schmidt norm. It is well known that
P2 is a Polish space under the Wasserstein distance
W2(µ, ν) := inf
π∈C (µ,ν)
(∫
Rd×Rd
|x− y|2π(dx, dy)
) 1
2
,
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where C (µ, ν) is the set of couplings for µ and ν.
Since 1996 when Albeverio, Kondratiev and Ro¨ckner [1] introduced the intrinsic deriva-
tive on the configuration space over manifolds, diffusion processes on the space of discrete
Radon measures have been investigated by using Dirichlet forms, see [14] and references
within. This derivative provides a natural Riemannian structure on the Wasserstein space
(P2,W2), see Subsection 1.2 below.
To develop stochastic analysis and applications on this space, we intend to construct
diffusion processes generated by second order differentiable operators and solve the associated
PDEs on P2. Below we first recall the intrinsic/Lions derivative on P2.
According to [1], let L2(Rd → Rd;µ) be the tangent space of P2 at point µ ∈ P2, and
define the directional derivative by
Dφf(µ) := lim
ε↓0
f(µ ◦ (Id + εφ)−1)− f(µ)
ε
, φ ∈ L2(Rd → Rd;µ).
When φ 7→ Dφf(µ) is a bounded linear functional on L
2(Rd → Rd;µ), or equivalently the
map
(1.1) L2(Rd → Rd;µ) ∋ φ 7→ f(µ ◦ (Id + φ)−1)
is Gateaux differentiable at φ = 0, there exists a unique element Df(µ) ∈ L2(Rd → Rd;µ)
such that
〈Df(µ), φ〉L2(µ) = Dφf(µ), φ ∈ L
2(Rd → Rd;µ).
In this case, we call f intrinsically differentiable at µ with derivative Df(µ). According to
Lions (see [5]), if Df(µ) exists and
(1.2) lim
µ(|φ|2)→0
f(µ ◦ (Id + φ)−1)− f(µ)−Dφf(µ)√
µ(|φ|2)
= 0,
i.e. the map in (1.1) is Fre´chet differentiable at φ = 0, we call f L-differentiable at µ ∈ P2.
If f is L-differentiable at any µ ∈ P2, we call it L-differentiable. Note that Df(µ) is a µ-a.e.
defined Rd-valued function. Let {Df(µ)}i be its i-th component for 1 ≤ i ≤ d.
In this paper, we investigate diffusion processes and applications on the Wasserstein space
P2. Let m ≥ 1, and let
b : [0,∞)× Rd ×P2 → R
d, σ : [0,∞)× Rd ×P2 → R
d ⊗ Rm
be measurable such that |b(t, ·, µ)|+ ‖σ(t, ·, µ)‖2HS ∈ L
1(µ) for any (t, µ) ∈ [0,∞)×P2. We
consider the following time-dependent second order differential operators on P2:
Atf(µ) :=
1
2
∫
Rd×Rd
〈
σ(t, y, µ)σ(t, z, µ)∗, D2f(µ)(y, z)
〉
µ(dy)µ(dz)
+
∫
Rd
(1
2
〈
(σσ∗)(t, y, µ),∇{Df(µ)}(y)
〉
+
〈
b(t, y, µ), Df(µ)(y)
〉)
µ(dy),
(1.3)
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where 〈·, ·〉 is the inner product on Rd or Rd ⊗ Rd. We also consider the following extension
of At on R
d ×P2:
A˜tf(x, µ) := Atf(x, ·)(µ) +
1
2
〈
σ(t, x, µ)σ(t, x, µ)∗,∇2f(x, µ)
〉
+
〈
b(t, x, µ),∇f(x, µ)
〉
+
∫
Rd
〈
(D∇f)(x, µ)(y), σ(t, y, µ)σ(t, x, µ)∗
〉
µ(dy).
(1.4)
To present reasonable pre-domains of At and A˜t, we introduce below some classes of
L-differentiable functions.
(1) We write f ∈ C1(P2), if f is L-differentiable and the derivative has a µ-version
Df(µ)(x) which is jointly continuous in (µ, x) ∈ P2 × R
d. If moreover Df(µ)(x) is
bounded in (x, µ) ∈ Rd ×P2, we denote f ∈ C
1
b (P2).
(2) We write f ∈ C(1,1)(P2), if f ∈ C
1
b (P2) and Df(µ)(x) is differentiable in x such that
the Rd ⊗ Rd-valued function
∇{Df(µ)}(x) :=
(
∂xj{Df(µ)(x)}i
)
1≤i,j≤d
is jointly continuous in (µ, x) ∈ P2×R
d. If moreover Df(µ)(x) and ∇{Df(µ)}(x) are
bounded in (x, µ) ∈ Rd ×P2, we denote f ∈ C
(1,1)
b (P2).
(3) We write f ∈ C2(P2), if f ∈ C
(1,1)(P2) and Df(µ)(x) is L-differentiable in µ such
that the Rd ⊗ Rd-valued function
D2f(µ)(x, y) :=
({
D[Df(µ)(x)]i(y)
}
j
)
1≤i,j≤d
is jointly continuous in (µ, x, y) ∈ P2 × R
d × Rd. If moreover f ∈ C
(1,1)
b (P2) and
D2f(µ)(x, y) is bounded in (x, y, µ) ∈ Rd × Rd ×P2, we denote f ∈ C
2
b (P2).
(4) We write f ∈ C2,2(Rk ×P2) for some k ≥ 1, if f is a continuous function on R
k ×P2
such that f(·, µ) ∈ C2(Rk) for µ ∈ P2, f(x, ·) ∈ C
2(P2) for x ∈ R
k,
(D∇f)(x, µ)(y) :=
({
D[∂xif(x, µ)]
}
j
)
1≤i,≤d
∈ Rd ⊗ Rd
exists, and the derivatives
∇f(x, µ),∇2f(x, µ), Df(x, µ)(y), (D∇f)(x, µ)(y),∇{Df(x, µ)(·)}(y),D2f(x, µ)(y, z)
are bounded and jointly continuous in the corresponding arguments.
Example 1.1. For any p ≥ 1, consider the following class of cylindrical functions
FCpb (P2) :=
{
f(µ) := g(µ(h1), · · · , µ(hn)) :
n ≥ 1, g ∈ Cpb (R
n), hi ∈ C
p
b (R
d), 1 ≤ i ≤ n
}
.
(1.5)
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When p = 2, such a function is in the class C2b (P2) with
Df(µ)(x) =
n∑
i=1
(∂ig)(µ(h1), · · · , µ(hn))∇hi(x),
D2f(µ)(x, y) =
n∑
i,j=1
(∂i∂jg)(µ(h1), · · · , µ(hn)){∇hi(x)} ⊗ {∇hj(y)},
(1.6)
where {∇hi(x)} ⊗ {∇hj(y)} ∈ R
d ⊗ Rd is defined as(
{∇hi(x)} ⊗ {∇hj(y)}
)
kl
= {∂khi(x)}∂lhj(y), 1 ≤ k, l ≤ d, x, y ∈ R
d.
Moreover, f ∈ C2,2(Rd × P2) if f(x, µ) = g(x, µ(h1), · · · , µ(hn)) for some n ≥ 1, g ∈
C2b (R
n+d) and {hi}1≤i≤n ⊂ C
2
b (R
d).
We will construct the At-diffusion process by solving the following SDE on R
d:
(1.7) dXx,µs,t = b(t, X
x,µ
s,t ,Λ
µ
s,t)dt+ σ(t, X
x,µ
s,t ,Λ
µ
s,t)dWt, Λ
µ
s,t := µ ◦ (X
·,µ
s,t )
−1, t ≥ s,Xx,µs,s = x,
where Wt is the m-dimensional Brownian motion on a complete filtration probability space
(Ω, {Ft}t≥0,P), (s, x, µ) ∈ [0,∞) × R
d × P2. Since this SDE depends on the image of
solutions, we call it image SDE.
It turns out that the solution of (1.7) for s = 0 gives rise to a strong solution to the
following conditional distribution dependent SDE arising from mean field games:
(1.8) dXt = b(t, Xt,LXt|W )dt+ σ(t, Xt,LXt|W )dWt, LX0 = µ ∈ P2,
where Lξ and Lξ|W denote the distribution and the conditional distribution given {Wt : t ≥
0} for a random variable ξ. More precisely, Xt = X
X0,µ
0,t , see the proof of Corollary 2.2 below.
The weak solution to (1.8) has been investigated by using mean filed games with common
noise. More precisely, let {xi}i≥ be a sequence of points in R
d such that
lim
n→∞
1
n
n∑
i=1
δxi = µ weakly,
consider the SDEs
dXn,it = b
(
t,
1
n
n∑
j=1
δ
X
n,j
t
)
dt+ σ
(
t,
1
n
n∑
j=1
δ
X
n,j
t
)
dWt, X
n,i
0 = xi, 1 ≤ i ≤ n.
Then under reasonable conditions, when n→∞ the law of (Xn,1t )t≥0 converges weakly to a
probability measure on the path space C([0,∞);Rd) which solves (1.8) weakly. See [7, 6, 8, 9]
for the study of a more general model than (1.8) where an additional independent Brownian
noise is included.
In the remainder of this section, we first summarize the main results of the paper, then
present a link of the present model to the Brownian motion on P2 for further study, and
finally introduce some previous work for analysis on the Wasserstein space.
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1.1 Summary of main results
Existence and uniqueness. Under a monotone condition, Theorem 2.1 ensures the exis-
tence, uniqueness and moment estimates of solutions to the image SDE (1.7), and that the
unique solution is the diffusion processes generated by At on P2 and A˜t on R
d×P2 respec-
tively. As a consequence, the strong well-posedness is derived for the conditional distribution
dependent SDE (1.8).
Feynman-Kac formula. By using the diffusion process (Xx,µs,t ,Λ
µ
s,t), Theorem 3.1 solves
the following PDE for U on [0, T ]× Rd ×P2 :
∂tU(t, x, µ) + A˜tU(t, x, ·)(µ) + (V U)(t, x, µ) + F (t, x, µ) = 0,
U(T, x, µ) = Φ(x, µ), (t, x, µ) ∈ [0, T ]× Rd ×P2,
(1.9)
where T > 0 is a fixed time, Φ is a function on Rd × P2, and V, F are functions on
[0, T ]× Rd ×P2. When Φ, F and V do not depend on x ∈ R
d, this PDE reduces to
∂tU(t, µ) + AtU(t, ·)(µ) + (V U)(t, µ) + F (t, µ) = 0,
U(T, µ) = Φ(µ), (t, µ) ∈ [0, T ]×P2.
(1.10)
When V = 0 these two SPDEs are included as a special case by the Master equations studied
in the literature of mean field games, see [7, 6, 8, 9] and references within.
Exponential ergodicity and structure of invariant probability measures. Let b
and σ do not depend on t. Under a dissipativity condition, Theorem 4.1 provides the
exponential convergence rate of the diffusion process (Xx,µt ,Λ
µ
t ) := (X
x,µ
0,t ,Λ
µ
0,t) to its unique
invariant probability measure Π˜. Consequently, the diffusion process Λµt converges at the
same rate to the invariant probability measure Π := Π˜(Rd × ·).
Moreover, let b0(x) = b(x, δx), σ0(x) = σ(x, δx), and let µ0 be the unique invariant prob-
ability measure for the classical SDE
(1.11) dXt = b0(Xt)dt+ σ0(Xt)dWt.
By Theorem 4.2, Π˜ and Π have the representations
(1.12) Π˜(dx, dµ) = µ0(dx)δδx(dµ), Π =
∫
Rd
δδxµ0(dx),
where δδx is the Dirac measure at point δx ∈ P2. This structure describes an asymptotic
collision property of the diffusion process Λµt : starting from any probability measure µ ∈ P2,
the measure-valued process eventually decays to a Dirac random variable, for which the whole
mass focus on a single random point.
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1.2 Some related studies
Brownian motion on P2. A Riemannian structure has been introduced in [2] on the
Wasserstein space (P2,W2). With the intrinsic/Lions derivative, this space is an infinite-
dimensional Riemannian manifold with gradient D and Riemannian metric 〈·, ·〉L2(µ) on the
tangent space L2(Rd → Rd;µ); that is, W2 is the Riemannian distance induced by D.
As in the finite-dimensional Riemannian setting, we introduce the square field
Γ(f, g)(µ) :=
∫
Rd
〈Df(µ)(x), Dg(µ)(x)〉µ(dx), f, g ∈ C1b (P2),
and the Laplace operator
∆f(µ) :=
∫
Rd
tr
{
D2f(µ)(x, x)
}
µ(dx), f ∈ C2(P2).
Then by the chain rule we have
Γ(f, g) =
1
2
{
∆(fg)− f∆g − g∆f
}
, f, g ∈ C2(P2).
This structure can be easily extended to the Wasserstein space P2(M) over a Riemannian
manifold M . Note that when M is compact we have P2(M) = P(M), the space of all
probability measures on M .
To develop stochastic analysis on P2, it is interesting to construct the Brownian motion,
i.e. the diffusion process generated by 1
2
∆; or more generally, to construct diffusion processes
on P2 with square field Γ. This is the main motivation of [20] introduced in the next
subsection.
Below we explain that when σσ∗ = Id and µ = δx is a Dirac measure at some point
x ∈ Rd, the process (Λµ0,t)t≥0 is such a diffusion process. Indeed, it is easy to check that the
square field of the At-diffusion process is
Γt(f, g)(µ) :=
{
At(fg)(µ)− fAtg − gAt
}
(µ)
=
∫
Rd×Rd
〈
σ(t, x, µ)∗Df(µ)(x), σ(t, y, µ)∗Df(µ)(y)
〉
µ(dx)µ(dy) f, g ∈ C2b (P2), µ ∈ P2.
In particular, when σσ∗ = Id, we have
Γt(f, g)(µ) = Γ(f, g)(µ), µ ∈ P
0
2 := {δx : x ∈ R
d}.
Since when µ = δx for some x ∈ R
d, Λµs,t = δXx,δxs,t
is a diffusion process on P02 , Theorem
2.1(2) below implies that (Λµs,t)t≥s for µ ∈ P
0
2 is a diffusion process with square field Γ.
However, this does not hold for µ /∈ P02 .
Measure-valued diffusion processes. Measure-valued diffusion processes have been
constructed using Dirichlet forms. Let P(S1) be the space of all probability measures on the
6
unit circle S1. A family of probability measures {Pβ}β>0 on P(S
1), called “entropic mea-
sures” with inverse temperature β > 0, have been constructed by von Renesse and Sturm
[20] such that for each β > 0, the bilinear form
E (f, g) :=
∫
P2(S1)
〈Df(µ), Dg(µ)〉L2(µ)Pβ(dµ)
gives a symmetric Dirichlet form on L2(Πβ), which refers to a Pβ-a.e. starting diffusion
process on P(S1). See also [21] for a different Dirichlet form on P([0, 1]) with square field
Γ. The construction of Dirichlet forms in these papers heavily relies on the one-dimensional
property. See also [14, 18, 19, 24] and references within for the study of different type
measure-valued diffusion processes using Dirichlet forms.
PDEs on the space of probability measures. Besides Master equations investigated in
[7, 6, 8, 9], the distribution-dependent (also called mean-field or McKean-Vlasov) SDEs have
been used in [3, 11, 12, 15] to solve PDEs on Rd×P2 with the following type of differential
operator:
Ltf(x, µ) :=
1
2
〈
(σσ∗)(x, µ),∇2f(x, µ)
〉
+
〈
b(x, µ),∇f(x, µ)
〉
+
∫
Rd
[1
2
〈
(σσ∗)(y, µ),∇{(Df(x, µ))(·)}(y)
〉
+
〈
b(y, µ), (Df(x, µ))(y)
〉]
µ(dy).
Since this operator only involves in the first order derivative in µ, the associated diffusion
process on Rd ×P2 has a deterministic marginal (µt)t≥0 on P2, which solves the nonlinear
Fokker-Planck equation
∂tµt = (Lµt)
∗µt,
where Lµ :=
1
2
∑d
i,j=1(σσ
∗)ij(x, µ)∂i∂j +
∑d
i=1 bi(x, µ)∂i. See also [13] for nonlinear Fokker-
Planck equations on the path space. In the present work, At contains the second-order
L-derivative, so that the associated process Λµs,t is a non-trivial diffusion process on P2.
Moreover, Otto [17] introduced a different gradient formula for functions of the proba-
bility density. More precisely, let ν(dx) = e−V (x)dx for some V ∈ C1(Rd), and let
Uν(µ) =
∫
Rd
U(ρ)dν
for U ∈ C1([0,∞)) and µ(dx) = ρ(x)ν(dx) ∈ P2. The gradient of Uν at µ = ρν is given by
the signed measure
DµUν := −{∆p(ρ)− 〈∇V,∇p(ρ)〉}ν,
where p(r) := rU ′(r) − U(r). In particular, when V = 0 and U(r) = ρ log ρ, we have
DµUν = −∆µ := −(∆ρ)(x)dx for µ(dx) = ρ(x)dx. See [23, pages 430, 431] for remarks on
further development in this direction.
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2 Image SDE and diffusion processes on P2
We will construct the At-diffusion process by solving the image SDE (1.7). In general, we
allow the coefficients
b : Ω× [0,∞)×P2 → R
d, σ : Ω× [0,∞)×P2 → R
d ⊗ Rm
to be random but progressively measurable with respect to the filtration Ft. We first present
the definition of solution.
Definition 2.1. Let (s, µ) ∈ [0,∞)×P2. A family of adapted processes {(X
x,µ
s,t )t≥s : x ∈ R
d}
is called a solution to (1.7), if the following conditions hold P-a.s.:
(a) Xx,µs,t is continuous in t ∈ [s,∞) and measurable in x ∈ R
d;
(b) Λµs,t := µ ◦ (X
·,µ
s,t )
−1 ∈ P2 is continuous in t ≥ s;
(c) E
∫ t
s
(|b(r,Xx,µs,r ,Λ
µ
s,r)|+ ‖σ(r,X
x,µ
s,r ,Λ
µ
s,r)‖
2
HS)dr <∞ and
Xx,µs,t = x+
∫ t
s
b(r,Xx,µs,r ,Λ
µ
s,r)dr +
∫ t
s
σ(r,Xx,µs,r ,Λ
µ
s,r)dWr, t ≥ s, x ∈ R
d.
The image SDE (1.7) is called well-posed, if it has a unique solution for any (s, µ) ∈ [0,∞)×
P2.
To ensure the well-posedness of (1.7), we make the following assumption on b and σ.
(A) The progressively measurable coefficients b(t, x, µ) and σ(t, x, µ) are continuous in
(x, µ) ∈ Rd × P2, there exists K ∈ L
q
loc([0,∞) → [0,∞)) for some q > 1 such that
P-a.s. for any t ≥ 0,
(2.1) |b(t, x, µ)|2 + ‖σ(t, x, µ)‖2HS ≤ K(t)
(
1 + |x|2 + ‖µ‖22
)
, (x, µ) ∈ Rd ×P2,
2〈b(t, x, µ)− b(t, y, ν), x− y〉+ + ‖σ(t, x, µ)− σ(t, y, ν)‖2HS
≤ K(t)
(
|x− y|2 +W2(µ, ν)
2
)
, (x, µ), (y, ν) ∈ Rd ×P2.
(2.2)
Theorem 2.1. Assume (A). Then the image SDE (1.7) is well-posed, and the unique solu-
tion Xx,µs,t is jointly continuous in (t, x) ∈ [s,∞)× R
d. Moreover:
(1) For any p ≥ 1, there exists an increasing function Cp : [0,∞)→ [0,∞) such that
(2.3) E sup
r∈[s,t]
{
|Xx,µs,r |
2p + µ(|X ·,µs,r|
2)p
}
≤ Cp(t)(1 + |x|
2p + ‖µ‖2p2 ),
(2.4) E sup
r∈[s,t]
{
|Xx,µs,r −X
y,ν
s,r |
2p +W2(Λ
µ
s,r,Λ
ν
s,r)
2p
}
≤ Cp(t)(|x− y|
2p +W2(µ, ν)
2p)
hold for all 0 ≤ s ≤ t, x, y ∈ Rd and µ, ν ∈ P2. Consequently, X
x,µ
s,t is jointly continuous
in (t, x) ∈ [s,∞)× Rd.
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(2) When (b, σ) is deterministic, {(Λµs,t)t≥s : µ ∈ P2} is a diffusion process on P2 gen-
erated by At; i.e. it is a continuous strong Markov process such that for any µ ∈ P2
and any f ∈ C2b (P2),
f(Λµs,t)− f(µ)−
∫ t
s
Arf(Λ
µ
s,r)dr, t ≥ s
is a martingale.
(3) When (b, σ) is deterministic, {(Xx,µs,t ,Λ
µ
s,t)t≥s : µ ∈ P2} is a diffusion on R
d × P2
generated by A˜t; i.e. it is a continuous strong Markov process such that for any (x, µ) ∈
Rd ×P2 and any f ∈ C
2,2
b (R
d ×P2),
f(Xx,µs,t ,Λ
µ
s,t)− f(x, µ)−
∫ t
s
A˜rf(X
x,µ
s,t ,Λs,r)dr, t ≥ s
is a martingale.
Corollary 2.2. Assume (A). Then for any F0-measurable random variable X0 with µ :=
LX0 ∈ P2, the conditional distribution dependent SDE (1.8) has a unique solution which is
given by Xt = X
X0,µ
0,t .
Proof. By the independence of W and F0 and that X0 is F0-measurable with distribution
µ, it is easy to show L
X
X0,µ
0,t |W
= µ ◦ (X ·,µ0,t )
−1, which implies that Xt := X
X0,µ
0,t solves (1.8).
On the other hand, the uniqueness of (1.8) can be easily proved by using Itoˆ’s formula and
condition (2.2).
In the following two subsections, we prove Theorem 2.1(1) and (2)-(3) respectively.
2.1 Proof of Theorem 2.1(1)
Obviously, the uniqueness follows from (2.4). Below we prove (2.3), (2.4), joint continuity
and the existence of the solution respectively.
(I) Estimate (2.3). Let (Xx,µs,t )x∈Rd,t≥s be a solution of (1.7). We have
(2.5) ‖Λµs,t‖
2
2 = ‖µ ◦ (X
·,µ
s,t )
−1‖22 = µ(|X
·,µ
s,t |
2), t ≥ s.
So, by (2.1) and Itoˆ’s formula, we may find out κ ∈ L1loc([0,∞)→ [0,∞)) such that
(2.6) d|Xx,µs,t |
2 ≤ κ(t)
(
1 + |Xx,µs,t |
2 + µ(|X ·,µs,t |
2)
)
dt+ 2
〈
Xx,µs,t , σ(t, X
x,µ
s,t ,Λ
µ
s,t)dWt
〉
, t ≥ s.
Let γxt = 2σ(t, X
x,µ
s,t ,Λ
µ
s,t)
∗Xx,µs,t . Since (Λ
µ
s,t)t≥s is an adapted continuous process on P2 and
due to (2.1), σ(t, x, µ) has linear growth in x, there exists an increasing function c : [0,∞)→
[0,∞) such that
µ(|γ·t|) ≤ c(t)
{
1 + µ(|X ·,µs,t |
2)
}
= c(t)
{
1 + ‖Λµs,t‖
2
2
}
<∞.
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So, integrating (2.6) with respect to µ(dx) leads to
(2.7) dµ(|X ·,µs,t |
2) ≤ κ(t)
(
1 + 2µ(|X ·,µs,t |
2)
)
dt+ 〈µ(γ·t), dWt〉, t ≥ s.
Let hs,t := e
2
∫ t
s
κ(r)dr and
τn = inf
{
t ≥ s : µ(|X ·,µs,t |
2) + |Xx,µs,t |
2 ≥ n
}
, n ≥ 1.
Then (2.7) implies
(2.8) µ(|X ·,µs,t∧τn|
2) ≤ hs,t‖µ‖
2
2 +
∫ t
s
hr,tκ(r)dr +
∫ t∧τn
s
hr,t〈µ(γ
·
r), dWr〉, t ≥ s,
so that by (2.6),
|Xx,µs,t∧τn |
2 ≤ |x|2 +
∫ t∧τn
s
〈µ(γ·r), dWr〉
+
∫ t∧τn
s
κ(r)
{
1 + |Xx,µs,r |
2 + hs,r‖µ‖
2
2 + hs,r
∫ r
s
κ(θ)dθ +
∫ r
s
hθ,r〈γ
x
θ , dWθ〉
}
dr
(2.9)
holds for t ≥ s. Moreover, (2.1) implies
(2.10) |γxt |
2 = |2σ(t, Xx,µs,t ,Λ
µ
s,t)
∗Xx,µs,t |
2 ≤ 4K(t)|Xx,µs,t |
2
(
1 + |Xx,µs,t |
2 + µ(|X ·,µs,t |
2)
)
.
This together with the Schwarz inequality gives
(2.11) |µ(γ·t)|
2 ≤ 4K(t)µ(|X ·,µs,t |
2)
(
1 + 2µ(|X ·,µs,t |
2)
)
.
Then for any p ≥ 1 and ε > 0, there exists a constant c = c(p, ε) > 0 such that
(∫ t∧τn
s
|µ(γ·r)|
2dr
) p
2
≤ ε sup
r∈[s,t∧τn]
{
µ(|X ·,µs,r|
2)
}p
+ c
∫ t∧τn
s
K(r)
(
1 +
{
µ(|X ·,µs,r|
2)
}p)
dr.
Combining this with (2.8) and using the BDG inequality, we may find an increasing function
C0 : [0,∞)→ [0,∞) such that
E
[
sup
r∈[s,t∧τn]
{
µ(|X ·,µs,r|
2)
}p]
≤
1
2
E
[
sup
r∈[s,t∧τn]
{
µ(|X ·,µs,r|
2)
}p]
+
C0(t)
2
(
1 + ‖µ‖2p2 + E
∫ t
s
{
µ(|X ·,µs,r∧τn|
2)
}p
dr
)
.
By Gronwall’s inequality, this implies
(2.12) E
[
sup
r∈[s,t∧τn]
{
µ(|X ·,µs,r|
2)
}p]
≤ C0(t)e
∫ t
s
C0(r)dr(1 + ‖µ‖2p2 ).
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Similarly, by (2.9)-(2.12) and the BDG inequality, we conclude that for any p ≥ 1 there exist
increasing functions C1, C2 : [0,∞)→ [0,∞) such that
E
[
sup
r∈[s,t∧τn]
|Xx,µs,r |
2p
]
≤ C1(t)
(
1 + |x|2p + ‖µ‖2p2
)
+ C1(t)E
(∫ t∧τn
s
κ(r)|Xx,µs,t |
2dr
)p
+ C1(t)E
(∫ t∧τn
s
{
|µ(γ·r)|
2 + |γxr |
2
}
dr
) p
2
≤
1
2
E
[
sup
r∈[s,t∧τn]
|Xx,µs,r |
2p
]
+ C2(t)
(
1 + |x|2p + ‖µ‖2p2
)
+ C2(t)E
∫ t
s
κ(r)|Xx,µs,r |
2pdr, t ≥ s.
By Grownwall’s lemma, there exists an increasing function Q : [0,∞)→ (0,∞) such that
E
[
sup
r∈[s,t∧τn]
|Xx,µs,r |
2p
]
≤ Q(t)(1 + |x|2p + ‖µ‖2p2 ), t ≥ s.
By letting n→∞ in this inequality and (2.12), we prove (2.3) for some increasing function
Cp : [0,∞)→ [0,∞).
(II) Estimate (2.4). Let π ∈ C (µ, ν) such that
(2.13) W2(µ, ν)
2 =
∫
Rd×Rd
|x− y|2π(dx, dy).
Then πs,t := π ◦ (X
·,µ
s,t , X
·,ν
s,t )
−1 ∈ C (Λµs,t,Λ
ν
s,t), so that
W2(Λ
µ
s,t,Λ
ν
s,t)
2 ≤
∫
Rd×Rd
|x− y|2πs,t(dx, dy)
=
∫
Rd×Rd
|Xx,µs,t −X
y,ν
s,t |
2π(dx, dy) =: ℓs,t, t ≥ s.
(2.14)
Thus, by (2.2) and Itoˆ’s formula, we obtain
d|Xx,µs,t −X
y,ν
s,t |
2 ≤ K(t)
{
|Xx,µs,t −X
y,ν
s,t |
2 + ℓs,t
}
dt
+ 2
〈
Xx,µs,t −X
y,ν
s,t , {σ(r,X
x,µ
s,t ,Λ
µ
s,t)− σ(r,X
y,ν
s,t ,Λ
ν
s,t)}dWt
〉
, t ≥ s.
(2.15)
Integrating both sides with respect to πs,t(dx, dy), and letting
ηt = 2
∫
Rd×Rd
{σ(t, Xx,µs,t ,Λ
µ
s,t)− σ(t, X
y,ν
s,t ,Λ
ν
s,t)}
∗(Xx,µs,t −X
y,ν
s,t ) π(dx, dy),
we arrive at
dℓs,t ≤ 2K(t)ℓs,tdt + 〈ηt, dWt〉, t ≥ s.
This together with ℓs,s = W2(µ, ν)
2 implies
(2.16) ℓs,t ≤W2(µ, ν)
2e2
∫ t
s
K(r)dr +
∫ t
s
e2
∫ t
r
K(θ)dθ〈ηr, dWr〉, t ≥ s.
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Moreover, (A) and the Schwarz inequality yield
|ηr|
2 ≤ 4K(r)ℓs,r
∫
Rd×Rd
{
|Xx,µs,r −X
y,ν
s,r |
2 +W2(Λ
µ
s,r,Λ
ν
s,r)
2
}
π(dx, dy)
≤ 8K(r)ℓ2s,r, r ≥ s.
(2.17)
For given x, y ∈ Rd and µ, ν ∈ P2, let
τn = inf
{
t ≥ s : ‖Λµs,t‖2 + ‖Λ
ν
s,t‖2 + |X
x,µ
s,t |+ |X
y,ν
s,t | ≥ n
}
.
By (2.16), (2.17) and using the Ho¨lder and BDG inequalities, we may find out increasing
functions c1, c2 : [0,∞)→ [0,∞) such that
E
[
sup
r∈[s,t]
ℓps,r∧τn
]
≤ c1(t)W2(µ, ν)
2p + c1(t)E
(∫ t∧τn
s
|ηr|
2dr
) p
2
≤ c1(t)W2(µ, ν)
2p + c2(t)
∫ t
s
Eℓps,r∧τndr +
1
2
E
[
sup
r∈[s,t]
ℓps,r∧τn
]
, t ≥ s.
Then it follows from Gronwall’s lemma that
E
[
sup
r∈[s,t]
ℓps,r∧τn
]
≤ 2c1(t)e
2tc2(t)W2(µ, ν)
2p, t ≥ s.
By letting n→∞ and using Fatou’s lemma, we obtain
(2.18) E
[
sup
r∈[s,t]
ℓps,r
]
≤ 2c(t)e2tcp(t)W2(µ, ν)
2p, t ≥ s.
Similarly, by (2.15), (2.18), assumption (A) and using the Ho¨lder and BDG inequality, for
any p ≥ 1 we find out increasing functions K1, K2 : [0,∞)→ [0,∞) such that
E
[
sup
r∈[s,t]
|Xx,µs,r∧τn −X
y,ν
s,r∧τn|
2p
]
≤ |x− y|2p +K1(t)E
∫ t∧τn
s
K(r)
{
|Xx,µs,r −X
y,ν
s,r |
2p + ℓps,r
}
dr
≤ |x− y|2p +K2(t)E
∫ t
s
K(r)|Xx,µs,r∧τn −X
y,ν
s,r∧τn|
2p dr +K2(t)W2(µ, ν)
2p, t ≥ s.
Therefore, by Grownwall’s lemma, there exists an increasing function C : [0,∞) → (0,∞)
such that
E
[
sup
r∈[s,t]
|Xx,µs,r∧τn −X
y,ν
s,r∧τn|
2p
]
≤ C(t)
(
|x− y|2p +W2(µ, ν)
2p
)
, t ≥ s.
Letting n→∞ and using Fatou’s lemma, we arrive at
E
[
sup
r∈[s,t]
|Xx,µs,r −X
y,ν
s,r |
2p
]
≤ C(t)
(
|x− y|2p +W2(µ, ν)
2p
)
, t ≥ s.
Combining this with (2.14) and (2.18), we prove (2.4) for some increasing function Cp :
[0,∞)→ [0,∞).
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(III) Joint continuity of Xx,µs,t in (t, x). Let K ∈ L
q
loc([0,∞) → [0,∞)) for some q > 1.
By (2.1), (2.3) and (2.4), for any n, p ≥ 1, there exist constants C1, C2 > 0 such that for any
n ≥ t ≥ r ≥ s, and |x|, |y| ≤ n,
E
(
|Xx,µs,t −X
y,µ
s,r |
2p) ≤ 22p−1
(
E|Xx,µs,t −X
y,µ
s,t |
2p + E|Xy,µs,t −X
y,µ
s,r |
2p
)
≤ C1|x− y|
2p + C1E
∣∣∣∣
∫ t
r
K(θ)
√
1 + |Xy,µs,θ |
2 + µ(|Xy,µs,θ |
2)dθ
∣∣∣∣
2p
+ C1E
(∫ t
r
K(θ)
{
1 + |Xy,µs,θ |
2 + µ(|Xy,µs,θ |
2)
}
dθ
)p
≤ C1|x− y|
2p + C1
(∫ t
r
K(θ)qdθ
) 2p
q
E
∣∣∣∣
∫ t
r
(
1 + |Xy,µs,θ |
2 + µ(|Xy,µs,θ |
2)
) q
2(q−1)dθ
∣∣∣∣
2p(q−1)
q
+ C1
(∫ t
r
K(θ)q
) p
q
E
(∫ t
r
{
1 + |Xy,µs,θ |
2 + µ(|Xy,µs,θ |
2)
} q
q−1dθ
) p(q−1)
q
≤ C2
{
|x− y|2p + (t− r)
p(q−1)
q
}
.
(2.19)
By Kolmogorov’s continuity criterion, for large enough p > 1 this implies that Xx,µs,t has a
P-version jointly continuous in (t, x) ∈ [s, n]× {x ∈ Rd : |x| ≤ n}. Since n ≥ 1 is arbitrary,
Xx,µs,t has a version jointly continuous in (t, x) ∈ [s,∞)× R
d.
(IV) Existence of solution. It suffices to construct a solution up to an arbitrarily fixed
time T > 0. To this end, we adopt an iteration argument as in [22].
(1) For fixed (s, µ) ∈ [0, T ]×P2, let Λ
0,µ
s,t = µ and X
0,x,µ
s,t = x for all x ∈ R
d and t ≥ s.
(2) Assume that for some n ∈ Z+ we have constructed adapted (X
n,x,µ
s,t )t≥s,x∈Rd which is
jointly continuous in (t, x) ∈ [s,∞)×P2, and satisfies
(2.20) E
[
sup
r∈[s,t]
|Xn,x,µs,r |
2
]
≤ c(t)(1 + |x|2 + ‖µ‖22), t ≥ s, x ∈ R
d
for some increasing c : [0,∞) → [0,∞). Consequently, Λn,µs,t := µ ◦ (X
n,·,µ
s,t )
−1 ∈ P2 is
continuous in t ≥ s. Indeed, by the Fubini theorem, (2.20) implies
E
[
µ
(
sup
r∈[s,t]
|Xn,·,µs,r |
2
)]
≤ c(t)(1 + 2‖µ‖22) <∞, t ≥ s,
so that P-a.s
µ
(
sup
r∈[s,t]
|Xn,·,µs,r |
2
)
<∞, t ≥ s.
Then by the dominated convergence theorem and the continuity of Xn,x,µs,t in t ≥ s, we
obtain P-a.s.
lim
r→t
W2(Λ
n,µ
s,r∨s,Λ
n,µ
s,t )
2 ≤ lim
r→t
µ
(
|Xn,·,µs,r∨s −X
n,·,µ
s,t |
2
)
= 0, t ≥ s.
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(3) Let (Xn+1,x,µs,t )t≥s solve the SDE
dXn+1,x,µs,t = b(t, X
n+1,x,µ
s,t ,Λ
n,µ
s,t )dt+ σ(t, X
n+1,x,µ
s,t ,Λ
n,µ
s,t )dWt, t ≥ s,X
n+1,x,µ
s,s = x.
By (A) and (2.20), it is easy to see that this SDE is well-posed, and when x varies the
inequality (2.20) holds for Xn+1,x,µs,t replacing X
n,x,µ
s,t with possibly a different function
c : [0,∞) → [0,∞). Moreover, as in (III), (A) and (2.20) also imply the joint
continuity of Xn+1,x,µs,t in (t, x) ∈ [s,∞)× R
d. Consequently, as shown in step (2) that
Λn+1,µs,t := µ ◦ (X
n+1,·,µ
s,t )
−1 ∈ P2 is continuous in t ≥ s.
Therefore, we have constructed a sequence {(Xn,x,µs,t ,Λ
n,µ
s,t )t≥s,x∈Rd}n≥0, which satisfies
(2.20), Xn,x,µs,t is jointly continuous in (t, x) ∈ [s,∞)× R
d, and P-a.s.
(2.21) Xn+1,x,µs,t = x+
∫ t
s
b(r,Xn+1,x,µs,r ,Λ
n,µ
s,r )dr+
∫ t
s
σ(r,Xn+1,x,µs,r ,Λ
n,µ
s,r )dWr, t ≥ s, x ∈ R
d.
The following lemma gives a constant t0 > 0 independent of (s, x, µ) ∈ [0, T ] × R
d × P2,
such that {Xn,x,µs,· }n≥1 is a Cauchy sequence in L
2(Ω→ C([s, s+ t0]→ R
d);P).
Lemma 2.3. Assume (A). For fixed T > 0, there exists a constant t0 > 0 such that
lim
n,m→∞
sup
(s,x,µ)∈[0,T ]×Rd×P2
E supt∈[s,s+t0] |X
m,x,µ
s,t −X
n,x,µ
s,t |
2
1 + |x|2 + ‖µ‖22
= 0.
Proof. As in (2.14), we haveW2(Λ
n,µ
s,t ,Λ
n−1,µ
s,t )
2 ≤ µ(|Xn,·,µs,t −X
n−1,·,µ
s,t |
2) for n ≥ 1. Combining
this with (2.2) and Itoˆ’s formula, we obtain
d|Xn+1,x,µs,t −X
n,x,µ
s,t |
2 ≤ K(t)
{
|Xn+1,x,µs,t −X
n,x,µ
s,t |
2 + µ(|Xn,·,µs,t −X
n−1,·,µ
s,t |
2)
}
dt
+ 2
〈
Xn+1,x,µs,t −X
n,x,µ
s,t , {σ(t, X
n+1,x,µ
s,t ,Λ
n,µ
s,t )− σ(t, X
n,x,µ
s,t ,Λ
n−1,µ
s,t )}dWt
〉
, t ≥ s.
So, by (2.2) and using the BDG inequality, we may find out constants c1, c2 > 0 such that
E
[
sup
t∈[s,s+t0]
|Xn+1,x,µs,t −X
n,x,µ
s,t |
2
]
≤
∫ t
s
K(r)E
[
|Xn+1,x,µs,r −X
n,x,µ
s,r |
2 + µ(|Xn,·,µs,r −X
n−1,·,µ
s,t |
2)
]
dr
+ c1E
(∫ t
s
K(r)|Xn+1,x,µs,r −X
n,x,µ
s,r |
2
{
|Xn+1,x,µs,r −X
n,x,µ
s,t |
2 + µ(|Xn,·,µs,r −X
n−1,·,µ
s,t |
2)
}
dr
) 1
2
≤
c2
2
∫ t
s
K(r)E
[
|Xn+1,x,µs,r −X
n,x,µ
s,r |
2 + µ(|Xn,·,µs,r −X
n−1,·,µ
s,t |
2)
]
dr
+
1
2
E
[
sup
t∈[s,s+t0]
|Xn+1,x,µs,t −X
n,x,µ
s,t |
2
]
, t ≥ s.
Since (2.20) holds for all n, this and Grownwall’s inequality imply
(2.22) E sup
r∈[s,t]
|Xn+1,x,µs,r −X
n,x,µ
s,r |
2 ≤ c2
∫ t
s
ec2
∫ t
r
K(θ)dθ
Eµ(|Xn,·,µs,r −X
n−1,·,µ
s,r |
2)dr, t ≥ s
14
for all (s, x) ∈ [0, T ]× Rd. Taking integral with respect to µ(dx) leads to
sup
r∈[s,t]
Eµ(|Xn+1,·,µs,r −X
n,·,µ
s,r |
2) ≤ c2(t− s)e
c2
∫ t
s
K(r)dr sup
r∈[s,t]
Eµ(|Xn,·,µs,r −X
n−1,·,µ
s,r |
2), t ≥ s.
Now, taking t0 > 0 such that
(2.23) ε := c2t0e
c2
∫ T+t0
0 K(r)dr < 1,
by iterating in n we arrive at
sup
s∈[0,T ],t∈[s,s+t0]
Eµ(|Xn+1,·,µs,t −X
n,·,µ
s,t |
2) ≤ ε sup
s∈[0,T ],t∈[s,s+t0]
Eµ(|Xn,·,µs,t −X
n−1,·,µ
s,t |
2)
≤ · · · ≤ εn sup
s∈[0,T ],t∈[s,s+t0]
Eµ(|X1,·,µs,t −X
0,·,µ
s,t |
2) = c(x, µ)εn <∞,
where due to (2.20),
c(x, µ) := sup
s∈[0,T ]
sup
t∈[s,s+t0]
Eµ(|X1,·,µs,t − x|
2) ≤ c(1 + |x|2 + ‖µ‖22)
for some constant c > 0. Substituting this into (2.22) and using (2.23), we get
sup
s∈[0,T ]
E sup
t∈[s,s+t0]
|Xn+1,x,µs,t −X
n,x,µ
s,t |
2 ≤ c(1 + |x|2 + ‖µ‖22)ε
n, n ≥ 1.
This finishes the proof.
By Lemma 2.3, there exist a constant t0 > 0 depending on T > 0, such that for any
s ∈ [0, T ) we have a family of continuous processes
{(Xx,µs,t )t∈[s,s+t0] : x ∈ R
d, µ ∈ P2}
which are measurable in x and
lim
n→∞
E
[
sup
r∈[s,s+t0]
(
|Xn,x,µs,r −X
x,µ
s,t |
2 + µ(|Xn,·,µs,r −X
·,µ
s,t |
2)
)]
= 0.
Letting Λµs,t = µ ◦ (X
·,µ
s,t )
−1, by this and (2.14) we obtain
lim
n→∞
E
[
sup
r∈[s,s+t0]
W2(Λ
n,µ
s,t ,Λ
µ
s,t)
2
]
≤ E
[
sup
r∈[s,s+t0]
µ(|Xn,·,µs,r −X
·,µ
s,t |
2)
]
= 0.
Thus, the continuity of Λn,µs,t in t ∈ [s, s + t0] implies that of Λ
µ
s,t; due to (2.20) we may find
out a constant c1 > 0 such that
(2.24) E
[
sup
t∈[s,s+t0]
{
µ(|X ·,µs,t |
2)+ |Xx,µs,t |
2
}]
≤ c1
(
1+ |x|2+‖µ‖22
)
, (s, x, µ) ∈ [0, T ]×Rd×P2;
and finally, by assumption (A) we may let n→∞ in (2.21) to derive
Xx,µs,t = x+
∫ t
s
b(r,Xx,µs,r ,Λ
µ
s,r)dr +
∫ t
s
σ(r,Xx,µs,r ,Λ
µ
s,r)dWr, t ∈ [s, s+ t0], x ∈ R
d.
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So, when T ≤ s+ t0 we have solved the SDE up to time T.
In the case that T > s + t0, let s¯ = s + t0, x¯ = X
x,µ
s,s+t0 and µ¯ = Λ
µ
s,s+t0. Since given
Fs+t0 the process (Wt−Ws¯)t≥s¯ is an m-dimensional Brownian motion, and (x¯, µ¯) is given as
well, as in above we may construct a solution (X x¯,µ¯s¯,t ,Λ
µ¯
s¯,t)t∈[s¯,s¯+t0] for (1.7) with s¯ replacing
s. Then extending (Xx,µs,t ,Λ
µ
s,t) to t ∈ [s¯, s¯+ t0] by letting
Xx,µs,t = X
x¯,µ¯
s¯,t , Λ
µ
s,t = Λ
µ¯
s¯,t, t ∈ [s¯, s¯+ t0],
we see that (Xx,µs,t ,Λ
µ
s,t)t∈[s,s+2t0] solves (1.7) up to time s¯+t0 = s+2t0. Runing this procedure
for k times until s+ kt0 ≥ T , we construct a solution to (1.7) up to time T .
2.2 Proof of Theorem 2.1(2)-(3)
We first establish Itoˆ’s formula for the diffusion process (Λµs,t)t≥s. To this end, we need the
following chain rule for the L-derivative, which is essentially due to [5, Theorem 6.5] where
the reference probability space is Polish, see also [10, Proposition A.2] for general probability
space but bounded random variables {ξs}s∈[0,ε] (note that Dk therein is compact).
Lemma 2.4. Let {ξs}s∈[0,ε] for some ε > 0 be a family of square integrable random variables
on Rd with respect to a probability space (Ω,F ,P), and let Lξs denote the law of ξs. If
ξ′0 := lim
s↓0
ξs − ξ0
s
exists in L2(Ω→ Rd;P), then for any f ∈ C1(P2),
lim
s↓0
f(Lξs)− f(Lξ0)
s
= E〈Df(Lξ0)(ξ0), ξ
′
0〉.
Proof. By a standard extension argument, we may and do assume that (Ω,F ,P) is atomless.
For instance, we enlarge (Ω,F ,P) by (Ω× [0, 1],F ×B([0, 1]),P×dr) and use ξ˜s to replace
ξs, where ξ˜s(ω, r) := ξs(ω) for (ω, r) ∈ Ω × [0, 1], so that Lξ˜s under P × dr coincides with
Lξs under P. Then the proof is completely similar to that of [18, Proposition 3.1] for ξs
replacing X + sY .
Lemma 2.5 (Itoˆ’s formula). Assume (A) and let {Λµs,t = µ ◦ (X
·,µ
s,t )
−1}t≥s for the solution
to (1.7). Then for any f ∈ C2b (P2),
df(Λµs,t) = (Atf)(Λ
µ
s,t)dt+
〈∫
Rd
{
σ(t, x,Λµs,t)
∗(Df)(Λµs,t)(x)
}
µ(dx), dWt
〉
, t ≥ s.
Proof. For any t ≥ s and small ε > 0, let
ξr = (1− r)X
·,µ
s,t + rX
·,µ
s,t+ε : R
d → Rd, r ∈ [0, 1].
Then µ ◦ ξ−1r is the law of ξr on the probability space (R
d,B(Rd), µ). By (2.3),
sup
r∈[0,1]
E‖µ ◦ ξ−1r ‖
2
2 ≤ E
[
sup
r∈[0,1]
µ(|ξr|
2)
]
<∞, t ≥ s.
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Moreover, ξ′r :=
d
dr
ξr = X
·,µ
s,t+ε −X
·,µ
s,t exists in L
2(Rd → Rd;µ). So, Lemma 2.4 implies
f(Λµs,t+ε)− f(Λ
µ
s,t) = f(µ ◦ ξ
−1
1 )− f(µ ◦ ξ
−1
0 ) =
∫ 1
0
( d
dr
f(µ ◦ ξ−1r )
)
dr
=
∫
Rd×[0,1]
〈
Df(µ ◦ ξ−1r )(ξ
x
r ), X
x,µ
s,t+ε −X
x,µ
s,t
〉
µ(dx)dr
=
∫
Rd
I1(x)µ(dx) +
∫
Rd×[0,1]
I2(x, r)µ(dx)dr +
∫
Rd×[0,1]
I3(x, r)µ(dx)dr,
(2.25)
where, since µ ◦ ξ−10 = Λ
µ
s,t,
I1(x) := 〈Df(Λ
µ
s,t)(X
x,µ
s,t ), X
x,µ
s,t+ε −X
x,µ
s,t
〉
,
I2(x, r) :=
〈
Df(µ ◦ ξ−1r )(ξ
x
r )−Df(µ ◦ ξ
−1
0 )(ξ
x
r ), X
x,µ
s,t+ε −X
x,µ
s,t
〉
,
I3(x, r) :=
〈
Df(Λµs,t)(ξ
x
r )−Df(Λ
µ
s,t)(ξ
x
0 ), X
x,µ
s,t+ε −X
x,µ
s,t
〉
.
Below, we calculate I1(x), I2(x) and I3(x) respectively.
Firstly, by (1.7) and f ∈ C2b (P2), we have
I1(x) =
∫ t+ε
t
〈
(Df)(Λµs,t)(X
x,µ
s,t ), dX
x,µ
s,u
〉
=
∫ t+ε
t
〈
(Df)(Λµs,u)(X
x,µ
s,u ), dX
x,µ
s,u
〉
+ o(ε)
=
∫ t+ε
t
〈
(Df)(Λµs,u)(X
x,µ
s,u ), b(u,X
x,µ
s,u ,Λ
µ
s,u)
〉
du
+
∫ t+ε
t
〈
(Df)(Λµs,u)(X
x,µ
s,u ), σ(u, dX
x,µ
s,u ,Λ
µ
s,u)dWu
〉
+ o(ε),
(2.26)
where and in the following, o(ε) means ε-dependent (real, vector or matrix valued) random
variables satisfying limε→0 ε
−1|o(ε)| = 0.
Next, (1.7) implies
(2.27) (Xx,µs,t+ε −X
x,µ
s,t )⊗ (X
y,µ
s,t+ε −X
y,µ
s,t ) =
∫ t+ε
t
σ(u,Xx,µs,u ,Λ
µ
s,u)σ(u,X
y,µ
s,u ,Λ
µ
s,u)
∗du+ o(ε).
Combining this with f ∈ C2b (P2), we deduce from Lemma 2.4 and ξ
′
θ = X
·,µ
s,t+ε −X
·,µ
s,t that
up to an error term o(ε),
I2(x, r) =
∫ r
0
dθ
∫
Rd
〈
(D2f)(µ ◦ ξ−1θ )(ξ
x
r , ξ
y
θ ), (X
x,µ
s,t+ε −X
x,µ
s,t )⊗ (ξ
y
θ )
′
〉
µ(dy)
=
∫ r
0
dθ
∫ t+ε
t
du
∫
Rd
〈
(D2)f(µ ◦ ξ−1θ )(ξ
x
r , ξ
y
θ ), σ(u,X
x,µ
s,u ,Λ
µ
s,u)σ(u,X
y,µ
s,u ,Λ
µ
s,u)
∗
〉
µ(dy)
= r
∫ t+ε
t
du
∫
Rd
〈
(D2f)(Λµs,u)(X
x,µ
s,u , X
y,µ
s,u ), σ(u,X
x,µ
s,u ,Λ
µ
s,u)σ(u,X
y,µ
s,u ,Λ
µ
s,u)
∗
〉
µ(dy).
(2.28)
Similarly, by using (2.27) with x = y, we obtain that up to an error term o(ε),
I3(x, r) =
〈
(Df)(µ ◦ ξ−10 )(ξ
x
r )− (Df)(µ ◦ ξ
−1
0 )(ξ
x
0 ), X
x,µ
s,t+ε −X
x,µ
s,t
〉
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=∫ r
0
〈
∇{(Df)(Λµs,t)}(ξ
x
θ ), (X
x,µ
s,t+ε −X
x,µ
s,t )⊗ (X
x,µ
s,t+ε −X
x,µ
s,t )
〉
dr
= r
∫ t+ε
t
〈
∇{(Df)(Λµs,u)}(X
x,µ
s,u ), (σσ
∗)(t, Xx,µs,u ,Λ
µ
s,u)
〉
du.
Combining this with (2.25)-(2.28), we arrive at
df(Λµs,t)−
∫
Rd
〈
(Df)(Λµs,t)(x), σ(t, x,Λ
µ
s,t)dWt
〉
µ(dx)
=
(∫
Rd
〈
(Df)(Λµs,t)(X
x,µ
s,t ), b(t, X
x,µ
s,t ,Λ
µ
s,t)
〉
µ(dx)
)
dt
+
(
1
2
∫
Rd
〈
∇{(Df)(Λµs,t)}(X
x,µ
s,t ), (σσ
∗)(t, Xx,µs,t ,Λ
µ
s,t)
〉}
µ(dx)
)
dt
+
(
1
2
∫
Rd×Rd
〈
(D2f)(Λµs,t)(X
x,µ
s,t , X
y,µ
s,t ), σ(t, X
x,µ
s,t ,Λ
µ
s,t)σ(t, X
y,µ
s,t ,Λ
µ
s,t)
∗
〉
µ(dx)µ(dy)
)
dt
= (Atf)(Λ
µ
s,t)dt.
Then the proof is finished.
Proof of Theorem 2.1(2)-(3). By the uniqueness result in Theorem 2.1, we have the flow
property
(2.29) Xx,µs,t = X
X
x,µ
s,r ,Λ
µ
s,r
r,t , Λ
µ
s,t = Λ
Λµs,r
r,t , 0 ≤ s ≤ r ≤ t,
which implies that both (Λµs,t)t≥s and (X
x,µ
s,t ,Λ
µ
s,t)t≥s are Markov processes.
Next, by (2.4), these two Markov processes are Feller and hence, strong Markovian.
Therefore, Theorem 2.1(2) follows from Lemma 2.5.
Finally, for any f ∈ C2,2b (R
d,P2), Lemma 2.5 and the classical Itoˆ’s formula for the
semimartingale (Xx,µs,t )t≥s imply
df(Xx,µs,t ,Λ
µ
s,t) = (A˜tf)(X
x,µ
s,t ,Λ
µ
s,t)dt+
〈
∇f(·,Λµs,t)(X
x,µ
s,t ), σ(t, X
x,µ
s,t ,Λ
µ
s,t)dWt
〉
+
∫
Rd
〈
Df(Xx,µs,t , ·)(Λ
µ
s,t)(x), σ(t, x,Λ
µ
s,t)dWt
〉
µ(dx), t ≥ s.
(2.30)
This proves Theorem 2.1(3).
3 Feynman-Kac formula for PDEs on Rd ×P2
In this section, we solve the PDEs (1.9) and (1.10) by using (Xx,µs,t ,Λ
µ
s,t)0≤s≤t≤T . As mentioned
in Abstract that when V = 0 they are included by the Master equations investigated in the
literature of mean filed games with common noise.
A function on U on [0, T ]×Rd×P2 is called a solution to (1.9), if U(t, x, µ) is differentiable
in t and U(t, ·, ·) ∈ C2,2(Rd×P2) such that (1.9) holds. If moreover U(t, x, µ) does not depend
on x, it is called a solution to (1.10). We first introduce the following class C0,2,2b ([0, T ] ×
Rd ×P2).
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Definition 3.1. Let f be a real, vector or matrix valued function on [0, T ]× Rk × P2 for
some k ≥ 1. We write f ∈ C0,2,2b ([0, T ] × R
k × P2), if f is jointly continuous, f(t, ·, ·) ∈
C2,2b (R
k ×P2) for every t ∈ [0, T ], and all derivatives
∇f(t, x, µ), ∇2f(t, x, µ), Df(t, x, µ)(y),
D{∇f(t, x, µ)}(y), ∇{Df(t, x, µ)(·)}(y), D2f(t, x, µ)(y, z)
are bounded and jointly continuous in corresponding arguments. If moreover f(t, x, µ) does
not depend on x, we denote f ∈ C0,2b ([0, T ]×P2).
Theorem 3.1. Assume that b, σ ∈ C0,2,2b ([0, T ]× R
d ×P2) are deterministic.
(1) For any Φ ∈ C2,2b (R
d×P2), F ∈ C
0,2,2
b ([0, T ]×R
d×P2), and bounded V ∈ C
0,2,2
b ([0, T ]×
Rd ×P2),
U(t, x, µ) := E
[
Φ(Xx,µt,T ,Λ
µ
t,T )e
∫ T
t
V (r,Xx,µt,r ,Λ
µ
t,r)dr+
∫ T
t
F (r,Xx,µt,r ,Λ
µ
t,r)e
∫ r
t
V (θ,Xx,µt,θ ,Λ
µ
t,θ)dθdr
]
is the unique solution of (1.9) in the class C0,2,2b ([0, T ]×R
d×P2) with ∂tU ∈ C([0, T ]×
Rd ×P2).
(2) For any Φ ∈ C2b (R
d×P2), F ∈ C
0,2
b ([0, T ]×P2), and bounded V ∈ C
0,2
b ([0, T ]×P2),
U(t, µ) := E
[
Φ(Λµt,T )e
∫ T
t
V (r,Λµt,r)dr +
∫ T
t
F (r,Λµt,r)e
∫ r
t
V (θ,Λµt,θ)dθdr
]
is the unique solution of (1.10) in the class C0,2b ([0, T ]×P2) with ∂tU ∈ C([0, T ]×P2)
Proof. Since A˜tF (x, µ) = AtF (µ) holds for F ∈ C
2
b (P2), (2) follows from (1). So, it suffices
to prove Theorem 3.1(1).
If U ∈ C0,2,2b ([0, T ]× R
d ×P2) is a solution of (1.9), then (2.30) yields
dU(t, Xx,µs,t ,Λ
µ
s,t) = (∂t + A˜t)U(t, X
x,µ
s,t ,Λ
µ
s,t)dt+ dMt
= dMt −
(
V U + F
)
(t, Xx,µs,t ,Λ
µ
s,t)dt, t ∈ [s, T ]
for some martingale (Mt)t∈[s,T ]. Thus, the process
ηt := U(t, X
x,µ
s,t ,Λ
µ
s,t)e
∫ t
s
V (r,Xx,µs,r ,Λ
µ
s,r)dr +
∫ t
s
F (r,Xx,µs,r ,Λ
µ
s,r)e
∫ r
s
V (θ,Xx,µs,θ ,Λ
µ
s,θ)dθdr, t ∈ [s, T ]
satisfies
dηt = e
∫ t
s
V (r,Xx,µs,r ,Λ
µ
s,r)drdMt, t ∈ [s, T ].
So,
U(s, x, µ) = Eηs = EηT
= E
[
Φ(Xx,µs,T ,Λ
µ
s,T )e
∫ T
s
V (r,Xx,µs,r ,Λ
µ
s,r)dr +
∫ T
s
F (r,Xx,µs,r ,Λ
µ
s,r)e
∫ r
s
V (θ,Xx,µ
s,θ
,Λµ
s,θ
)dθdr
]
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as claimed in Theorem 3.1(1).
On the other hand, let U be given in Theorem 3.1(1). For any t ∈ [0, T ) and ε ∈ (0, T−t),
by (2.29) and the formula of U(t, x, µ) in Theorem 3.1(1),
U(t, x, µ)− E
[
U(t + ε,Xx,µt,t+ε,Λ
x
t,t+ε)
]
= I1(ε) + I2(ε) + I3(ε)
holds for
I1(ε) := E
[
Φ(X
X
x,µ
t,t+ε,Λ
µ
t,t+ε
t+ε,T ,Λ
Λµt,t+ε
t+ε,T )
(
e
∫ T
t
V (r,Xx,µr,T ,Λ
µ
r,T )dr − e
∫ T
t+ε V (r,X
x,µ
r,T ,Λ
µ
r,T )dr
)]
,
I2(ε) := E
[ ∫ t+ε
t
F (r,Xx,µt,r ,Λ
µ
t,r)e
∫ r
t
V (θ,Xx,µ
t,θ
,Λµ
t,θ
)dθdr
]
,
I3(ε) := E
[ ∫ T
t+ε
F (r,Xx,µt,r ,Λ
µ
t,r)
(
e
∫ r
t
V (θ,Xx,µt,θ ,Λ
µ
t,θ)dθ − e
∫ r
t+ε V (θ,X
x,µ
t,θ ,Λ
µ
t,θ)dθ
)
dr
]
.
Therefore,
lim
ε→0
U(t, x, µ)− E[U(t + ε,Xx,µt,t+ε,Λ
x
t,t+ε)]
ε
= V (t, x, µ)E
[
Φ(Xx,µt,T ,Λ
µ
t,T )e
∫ T
t
V (r,Xx,µt,r ,Λ
µ
t,r)dr
]
+ F (t, x, µ)
+ V (t, x, µ)E
[ ∫ T
t
F (r,Xx,µt,r ,Λ
µ
t,r)e
∫ r
t
V (θ,Xx,µt,θ ,Λ
µ
t,θ)dθ
]
= (V U + F )(t, x, µ).
(3.1)
By Proposition 3.2 below, U ∈ C0,2,2b ([0, T ] × R
d × P2) and A˜tU(t, x, µ) is continuous in
(t, x, µ). Then (2.30) implies
E[U(t + ε,Xx,µt,t+ε,Λ
x
t,t+ε)] = U(t + ε, x, µ) + E
∫ t+ε
t
A˜rU(r,X
x,µ
t,r ,Λ
µ
t,r)dr.
Combining this with (3.1) we arrive at
−∂tU(t, x, µ) = lim
ε→0
U(t, x, µ)− U(t + ε, x, µ)
ε
= A˜tU(t, x, µ) + (UV + F )(t, x, µ).
Therefore, U solves (1.9) with continuous A˜tU.
The remainder of this section devotes to the proof of the following result.
Proposition 3.2. Under conditions of Theorem 3.1 and let U be given in Theorem 3.1(1).
Then U ∈ C0,2,2b ([0, T ]× R
d ×P2), so that A˜tU is continuous on [0, T ]× R
d ×P2.
We first introduce some notations which will be used in calculations.
(a) For f ∈ C2(Rd),
(∇f(x))v1 := 〈∇f(x), v1〉 = ∇v1f(x), (∇
2f(x))(v1, v2) := Hessf(v1, v2), x, v1, v2 ∈ R
d.
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(b) For f ∈ C2(P2),
{Df(µ)}φ := Dφf(µ) =
∫
Rd
〈Df(µ)(x), φ(x)〉µ(dx), φ ∈ L2(Rd → Rd;µ).
(c) Derivatives of vector or matrix valued functions are given by those of component func-
tions. For instance, for f = (fij) ∈ C
1(Rd ×P2 → R
l ⊗ Rk),
∇vf(x, µ) :=
(
〈∇fij(x, µ), v〉
)
, Dφf(x, µ) :=
(
Dφfij(x, µ)
)
,
where x, v ∈ Rd, µ ∈ P2 and φ ∈ L
2(Rd → Rd;µ).
We will also need the following notion of uniform boundedness and continuity.
Definition 3.2. Let B be a Banach space, and let E be a topological space. The family
{
η(x) ∈ L1(Ω→ B;P) : x ∈ E
}
is called L∞−(P) bounded continuous, if for any p ≥ 1,
sup
x∈E
E‖η(x)‖p <∞, lim
y→x
E‖η(x)− η(y)‖p = 0, x ∈ E.
Let L (B1 → B2) denote the space of all bounded linear operators from a Banach space
B1 to the other one B2. When B1 and B2 are finite-dimensional Hilbert spaces, we regard
L (B1 → B2) as Euclidean space. The following lemma can be easily proved by using Itoˆ’s
formula, so we omit the proof to save space.
Lemma 3.3. Let k, l ≥ 1, and let
B1 : Ω× [0, T ]× R
l ×P2 → R
k, Σ1 : Ω× [0, T ]× R
l ×P2 → R
k ⊗ Rm,
B2 : Ω× [0, T ]× R
l ×P2 → R
k ⊗ Rk, Σ2 : Ω× [0, T ]× R
l ×P2 → L (R
k → Rk ⊗ Rm)
be progressively measurable. If {B2,Σ2} are uniformly bounded and continuous in (t, x, µ) ∈
[0, T ]×Rl×P2, and {B1(t, x, µ),Σ1(t, x, µ)} are L
∞−(P) bounded continuous, then for any
e ∈ Rk and (x, µ) ∈ Rl ×P2, the solution (η
x,µ
s,t )t∈[s,T ] for the SDE
dηx,µs,t =
{
B1(t, x, µ)+B2(t, x, µ)η
x,µ
t
}
dt+
{
Σ1(t, x, µ)+Σ2(t, x, µ)η
x,µ
t
}
dWt, η
x,µ
s,s = e, t ∈ [s, T ]
is L∞−(P) bounded continuous.
In the following subsections, we calculate the first and second order derivatives of (Xx,µs,t ,Λ
µ
s,t)
in x and µ respectively, which will be used in the proof of Proposition 3.2.
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3.1 Formulas for ∇Xx,µs,t and ∇
2Xx,µs,t
Let {ei}1≤i≤d be the canonical orthonormal basis of R
d. Given (Λµs,t)t≥s, the SDE (1.7)
becomes the classical one with random coefficients of bounded and continuous first and
second order derivatives in x. So, when ∇b(t, x, µ) and ∇σ(t, x, µ) are L∞−(P) bounded
continuous, by taking ∂xi to X
x,µ
s,t in (1.7), we see that for any 1 ≤ i ≤ d,
vi,x,µs,t := ∂xiX
x,µ
s,t , t ≥ s
solves the linear SDE
dvi,x,µs,t =
[{
∇b(t, ·,Λµs,t)(X
x,µ
s,t )
}
vi,x,µs,t
]
dt+
[{
∇σ(t, ·,Λµs,t)(X
x,µ
s,t )
}
vi,x,µs,t
]
dWt,
t ≥ s, vi,x,µs,s = ei.
(3.2)
If moreover ∇2b(t, x, µ) and ∇2σ(t, x, µ) are L∞−(P) bounded continuous, then by taking ∂j
to the SDE (3.2), we see that for 1 ≤ j ≤ d
vi,j,x,µs,t := ∂xi∂xjX
x,µ
s,t , t ≥ s
solves the SDEs
dvi,j,x,µs,t =
[{
∇b(t, ·,Λµs,t)(X
x,µ
s,t )
}
vi,j,x,µs,t +
{
∇2b(t, ·, ,Λµs,t)(X
x,µ
s,t )
}
(vi,x,µs,t , v
j,x,µ
s,t )
]
dt
+
[{
∇σ(t, ·,Λµs,t)(X
x,µ
s,t )
}
vi,j,x,µs,t +
{
∇2σ(t, ·, ,Λµs,t)(X
x,µ
s,t )
}
(vi,x,µs,t , v
j,x,µ
s,t )
]
dWt, v
i,j,x,µ
s,s = 0.
Combining these with Lemma 3.3, we obtain the following result.
Lemma 3.4. Assume (A) and that ∇b(t, x, µ),∇2b(t, x, µ),∇σ(t, x, µ) and ∇2σ(t, x, µ) are
L∞−(P) bounded continuous, then so are ∇Xx,µs,t and ∇
2Xx,µs,t .
3.2 Formula for DXx,µs,t
We will establish the SDE for DXx,µs,t (y) under the following condition (C) on b and σ.
(C) Assume that b and σ are progressively measurable such that the derivatives
∇b(t, x, µ), ∇σ(t, x, µ), Db(t, x, µ)(y), Dσ(t, x, µ)(y)
are uniformly bounded and continuous in (x, µ, y) ∈ Rd ×P2 × R
d.
Lemma 3.5. Assume (C). Then for any (x, µ, y) ∈ Rd ×P2 × R
d, wx,µs,t (y) := (DX
x,µ
s,t )(y)
for t ∈ [s, T ] exists and solves the SDE
dwx,µs,t (y) =
[{
wx,µs,t (y)
}∗
∇b(t, ·,Λµs,t)(X
x,µ
s,t ) + (∇X
y,µ
s,t )
∗{Db(t, Xx,µs,t , ·)(Λ
µ
s,t)}(X
y,µ
s,t )
+
∫
Rd
{
wz,µs,t (y)
}∗{
Db(t, Xx,µs,t , ·)(Λ
µ
s,t)
}
(Xz,µs,t )µ(dz)
]
dt
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+[{
wx,µs,t (y)
}∗{
∇σ(t, ·,Λµs,t)(X
x,µ
s,t )
}
+ (∇Xy,µs,t )
∗{Dσ(t, Xx,µs,t , ·)(Λ
µ
s,t)}(X
y,µ
s,t )
+
∫
Rd
{
wz,µs,t (y)
}∗{
Dσ(t, Xx,µs,t , ·)(Λ
µ
s,t)
}
(Xz,µs,t )µ(dz)
]
dWt, w
x,µ,y
s,s = 0,
where
{
wx,µs,t (y)
}∗
is the transposition of the matrix wx,µs,t (y). Consequently, (DX
x,µ
s,t )(y) is
L∞−(P) bounded continuous.
To prove the existence of DXx,µs,t , for fixed φ ∈ L
2(Rd → Rd;µ), let µε = µ ◦ (Id + εφ)
−1
and consider
ξx,εs,t :=
Xx,µεs,t −X
x,µ
s,t
ε
, ε ∈ (0, 1), t ∈ [s, T ].
We first establish the SDE for DφX
x,µ
s,t := limε↓0 ξ
x,ε
s,t . To this end, we need the following
lemma.
Lemma 3.6. Assume (A) and let ξ˜x,εs,t :=
X
x+εφ(x),µε
s,t −X
x,µε
s,t
ε
. Then for any f ∈ C1,1(Rd×P2)
with
Kf := sup
(x,µ)∈Rd×P2
(
|∇f(x, µ)|2 + ‖Df(x, µ)‖2L2(µ)
)
<∞,
the process
Ξx,εs,t (f) :=
f(Xx,µεs,t ,Λ
µε
s,t)− f(X
x,µ
s,t ,Λ
µ
s,t)
ε
−∇ξx,εs,t f(·,Λ
µ
s,t)(X
x,µ
s,t )
−
∫
Rd
〈
ξz,εs,t + ξ˜
z,ε
s,t , {Df(X
z,µ
s,t , ·)(Λ
µ
s,t)}(X
z,µ
s,t )
〉
µ(dz), t ∈ [s, T ]
satisfies
(3.3)
∣∣Ξx,εs,t (f)∣∣2 ≤ 8Kf(|ξx,εs,t |2 + µ(|ξ·,εs,t + ξ˜·,εs,t|2)), t ∈ [s, T ],
(3.4) lim
ε↓0
E
∣∣Ξx,εs,t (f)∣∣2 = 0.
Proof. Let ηxr = X
x,µ
s,t + r(X
x+εφ(x),µε
s,t − X
x,µ
s,t ), r ∈ [0, 1]. Then η
x
0 = X
x,µ
s,t , η
x
1 = X
x+εφ(x),µε
s,t ,
so that
Lη0|µ := µ ◦ (X
·,µ
s,t )
−1 = Λµs,t, Lη1|µ := µ ◦ (X
·+εφ,µε
s,t )
−1 = µε ◦ (X
·,µε
s,t )
−1 = Λµεs,t.
Moreover, d
dr
ηxr = ξ
x,ε
s,t + ξ˜
x,ε
s,t . Then by Lemma 2.4, we have
d
dr
f(y,Lηr|µ) =
〈
Df(y, ·)(Lηr|µ)(ηr),
d
dr
ηr
〉
L2(µ)
= ε
∫
Rd
〈
Df(y, ·)(Lηr|µ)(η
z
r), ξ
z,ε
s,t + ξ˜
z,ε
s,t
〉
µ(dz), r ∈ [0, 1], y ∈ Rd.
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So, letting ζxr = (1− r)X
x,µ
s,t + rX
x,µε
s,t , we obtain
f(Xx,µεs,t ,Λ
µε
s,t)− f(X
x,µ
s,t ,Λ
µ
s,t)
ε
=
1
ε
∫ 1
0
{ d
dr
f(ζxr ,Lηr |µ)
}
dr
=
∫ 1
0
{〈
∇f(·,Lηr |µ)(ζ
x
r ), ξ
x,ε
s,t
〉
+
∫
Rd
〈
Df(ζxr , ·)(Lηr|µ)(η
z
r ), ξ
z,ε
s,t + ξ˜
z,ε
s,t
〉
µ(dz)
}
dr.
This together with the definition of Ξx,εs,t (f) gives
∣∣Ξx,εs,t (f)∣∣2 =
∣∣∣∣
∫ 1
0
{〈
∇f(·,Lηr|µ)(ζ
x
r )−∇f(·,Λ
µ
s,t)(X
x,µ
s,t ), ξ
x,ε
s,t
〉
+
∫
Rd
〈
Df(ηxr , ·)(Lηr|µ)(ζ
z
r )−Df(X
x,µ
s,t , ·)(Λ
µ
s,t)(X
z,µ
s,t ), ξ
z,ε
s,t + ξ˜
z,ε
s,t
〉
µ(dz)
}
dr
∣∣∣∣
2
≤8Kf
(
|ξx,εs,t |
2 + µ(|ξ·,εs,t + ξ˜
·,ε
s,t|
2)
)
,
(3.5)
which implies (3.3). On the other hand, it is easy to see that (2.4) implies
(3.6) sup
x∈Rd,ε∈(0,1)
E
[
sup
t∈[s,T ]
{
|ξx,εs,t |
2 + µ(|ξ˜·,εs,t|
2)
}]
≤ cµ(|φ|2), φ ∈ L2(Rd → Rd;µ)
for some constant c > 0. Combining this with the facts that (∇f,Df) is bounded continuous,
limr→0 ζ
z
r = X
z,µ
s,t , and limr→0 Lηr |µ = Λ
µ
s,t, we may apply the dominated convergence theorem
to deduce (3.4) from the first equality in (3.5) with ε ↓ 0.
Lemma 3.7. Assume (C). For any (s, x, µ) ∈ [0, T ] × Rd,×P2 and φ ∈ L
2(Rd → Rd),
wx,µ,φs,t := DφX
x,µ
s,t for t ∈ [s, T ] exists in L
2(Ω → C([s, T ] → Rd);P), and there exists a
constant C > 0 such that
(3.7) E
[
sup
s≤t≤T
|wx,µ,φs,t |
2
]
≤ Cµ(|φ|2), (s, x, µ) ∈ [0, T ]× Rd ×P2.
Moreover, for any t ∈ [s, T ],
wx,µ,φs,t =
∫ t
s
{
∇
w
x,µ,φ
s,r
b(r, ·,Λµs,r)(X
x,µ
s,r )
}
dr +
∫ t
s
{
∇
w
x,µ,φ
s,t
σ(t, ·,Λµs,t)(X
x,µ
s,t )
}
dWr
+
∫ t
s
(∫
Rd
〈
{Db(r,Xx,µs,r , ·)(Λ
µ
s,r)}(X
z,µ
s,r ), w
z,µ,φ
s,r +∇φ(z)X
z,µ
s,t
〉
µ(dz)
)
dr
+
∫ t
s
(∫
Rd
〈
{Dσ(r,Xx,µs,r , ·)(Λ
µ
s,t)}(X
z,µ
s,r ), w
z,µ,φ
s,r +∇φ(z)X
z,µ
s,t
〉
µ(dz)
)
dWr.
(3.8)
Proof. To prove the existence of wx,µ,φs,t := DφX
x,µ
s,t in L
2(Ω → C([s, T ]→ Rd);P), it suffices
to show
(3.9) lim
ε,δ↓0
E
[
sup
t∈[s,T ]
|ξx,εs,t − ξ
x,δ
s,t |
2
]
= 0.
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By the definition of ξx,εs,t and letting
Ξx,εs,t (b) =
(
Ξx,εs,t (bi)
)
1≤i≤d
, Ξx,εs,t (σ) =
(
Ξx,εs,t (σi,j)
)
1≤i≤d,1≤j≤m
,
we obtain
ξx,εs,t =
1
ε
∫ t
s
{
b(r,Xx,µεs,r ,Λ
µε
s,r)− b(r,X
x,µ
s,r ,Λ
µ
s,r)
}
dr
+
1
ε
∫ t
s
{
σ(r,Xx,µεs,r ,Λ
µε
s,r)− σ(r,X
x,µ
s,r ,Λ
µ
s,r)
}
dWr
=
∫ t
s
{
Ξx,εs,r(b) +∇ξx,εs,r b(r, ·,Λ
µ
s,r)(X
x,µ
s,r )
}
dr
+
∫ t
s
{∫
Rd
〈
{Db(r,Xx,µs,r , ·)(Λ
µ
s,t)}(X
z,µ
s,t ), ξ
z,ε
s,r + ξ˜
z,ε
s,r
〉
µ(dz)
}
dr
+
∫ t
s
{
Ξx,εs,r(σ) +∇ξx,εs,r σ(r, ·,Λ
µ
s,r)(X
x,µ
s,r )
}
dWr
+
∫ t
s
{∫
Rd
〈
{Dσ(r,Xx,µs,r , ·)(Λ
µ
s,t)}(X
z,µ
s,t ), ξ
z,ε
s,r + ξ˜
z,ε
s,r
〉
µ(dz)
}
dWr.
(3.10)
Combining this with (C) and using the BDG inequality, we may find out a constant C > 0
such that for any t ∈ [s, T ],
E
[
sup
r∈[s,t]
|ξx,εs,r − ξ
x,δ
s,r |
2
]
≤ CE
∫ t
s
{
|Ξx,εs,r(b)− Ξ
x,δ
s,r (b)|
2 + ‖Ξx,εs,r(σ)− Ξ
x,δ
s,r (σ)‖
2
+ |ξx,εs,r − ξ
x,δ
s,r |
2 + µ(|ξ·,εs,r − ξ
·,δ
s,r|
2 + |ξ˜·,εs,r − ξ˜
·,δ
s,r|
2)
}
dr.
(3.11)
Integrating both sides with respect to µ(dx), we obtain
Eµ(|ξ·,εs,t − ξ
·,δ
s,t|
2) ≤ CE
∫ t
s
µ
(
|Ξ·,εs,r(b)− Ξ
·,δ
s,r(b)|
2 + ‖Ξ·,εs,r(σ)− Ξ
·,δ
s,r(σ)‖
2 + |ξ˜·,εs,r − ξ˜
·,δ
s,r|
2
)
dr
+ 2C
∫ t
s
Eµ(|ξ·,εs,r − ξ
·,δ
s,r|
2)dr, t ∈ [s, T ].
Then by Grownwall’s inequality, (3.4), (3.6), and the existence of
lim
ε↓0
ξ˜·,εs,r = ∇φX
·,µ
s,t in L
2(P)
as explained in Subsection 4.1, which implies limε,δ↓0 E|ξ˜
·,ε
s,r − ξ˜
·,δ
s,r|
2 = 0, we derive
lim
ε,δ↓0
sup
t∈[s,T ]
Eµ(|ξ·,εs,t − ξ
·,δ
s,t|
2)
≤ Ce2CT lim
ε,δ↓0
E
∫ T
s
µ
(
|Ξ·,εs,r(b)− Ξ
·,δ
s,r(b)|
2 + ‖Ξ·,εs,r(σ)− Ξ
·,δ
s,r(σ)‖
2 + |ξ˜·,εs,r − ξ˜
·,δ
s,r|
2
)
dr = 0.
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Substituting this into (3.11) and using Gronwall’s inequality again, we arrive at
lim
ε,δ↓0
E
[
sup
t∈[s,T ]
|ξx,εs,t − ξ
x,δ
s,t |
2
]
≤ CeCT lim
ε,δ↓0
E
∫ T
s
{
|Ξx,εs,r(b)− Ξ
x,δ
s,r (b)|
2 + ‖Ξx,εs,r(σ)− Ξ
x,δ
s,r (σ)‖
2
+ µ
(
|ξ·,εs,r − ξ
·,δ
s,r|
2 + |ξ˜·,εs,r − ξ˜
·,δ
s,r|
2
)}
dr = 0.
Therefore, (3.9) holds, so that
wx,µ,φs,t := DφX
x,µ
s,t = lim
ε↓0
ξx,εs,t , t ∈ [s, T ]
exists in L2(Ω → C([s, T ] → Rd);P), and (3.7) follows from (3.6). Moreover, by (C) and
Lemma 3.6, we may let ε ↓ 0 in (3.10) to derive the desired equation for wx,µ,φs,t .
Proof of Lemma 3.5. By (3.7), (DXx,µs,t )t∈[s,T ] exists with
(3.12) 〈DXx,µs,t , φ〉L2(µ) = DφX
x,µ
s,t = w
x,µ,φ
s,t , φ ∈ L
2(Rd → Rd;µ).
On the other hand, let wx,µs,t (y) solve the SDE in Lemma 3.5. Then w˜
x,µ,φ
s,t := 〈w
x,µ
s,t , φ〉L2(µ)
solves the SDE in Lemma 3.7 for wx,µ,φs,t . By the uniqueness, we have w
x,µ,φ
s,t = w˜
x,µ,φ
s,t .
Combining this with (3.12), we obtain µ-a.e. wx,µs,t = DX
x,µ
s,t . Then the proof is finished.
3.3 Some other derivatives
We first present a formula for Df(Λµs,t).
Lemma 3.8. Assume (C). For any f ∈ C1b (P2),
{Df(Λ·s,t)(µ)}(y)
=
(
∇Xy,µs,t
)∗{
(Df)(Λµs,t)
}
(Xy,µs,t ) +
∫
Rd
(
DXx,µs,t
)∗
(y){(Df)(Λµs,t)}(X
x,µ
s,t )µ(dx).
(3.13)
Proof. Let φ ∈ L2(Rd → Rd;µ). Since Λµs,t = µ ◦ (X
·,µ
s,t )
−1, for any ε > 0 we have
∫
Rd
h(z)
(
Λ
µ◦(Id+εφ)−1
s,t
)
(dz) =
∫
Rd
h
(
X
x,µ◦(Id+εφ)−1
s,t
)(
µ ◦ (Id + εφ)−1
)
(dx)
=
∫
Rd
h
(
X
x+εφ(x),µ◦(Id+εφ)−1
s,t
)
µ(dx), h ∈ Bb(R
d).
So, Λ
µ◦(Id+εφ)−1
s,t is the law of
x 7→ X
x+εφ(x),µ◦(Id+εφ)−1
s,t
on the probability space (Rd,B(Rd), µ). Therefore, by Lemmas 2.4 and 3.5, we obtain
〈Df(Λ·s,t)(µ), φ〉L2(µ) :=
d
dε
f(Λ
µ◦(Id+εφ)−1
s,t )
∣∣∣
ε=0
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=∫
Rd
〈
{(Df)(Λµs,t)}(X
x,µ
s,t ),
d
dε
X
x+εφ(x),µ◦(Id+εφ)−1
s,t
∣∣∣
ε=0
〉
µ(dx)
=
∫
Rd
〈
{(Df)(Λµs,t)}(X
x,µ
s,t ),∇φ(x)X
x,µ
s,t +DφX
x,µ
s,t
〉
µ(dx)
=
∫
Rd
〈
(∇Xx,µs,t )
∗{(Df)(Λµs,t)}(X
x,µ
s,t ), φ(x)
〉
µ(dx)
+
∫
Rd×Rd
〈
(DXx,µs,t )
∗(y){(Df)(Λx,µs,t )}(X
x,µ
s,t ), φ(y)
〉
µ(dx)µ(dy)
=
〈(
∇X ·,µs,t
)∗{
(Df)(Λµs,t)
}
(X ·,µs,t ) +
∫
Rd
(
DXx,µs,t
)∗
(·){(Df)(Λµs,t)}(X
x,µ
s,t )µ(dx), φ
〉
L2(µ)
.
Therefore, (3.13) holds.
Next, when b, σ ∈ C0,2,2b ([0, T ]×R
d×P2), by making derivatives to the SDE for w
x,µ
s,t (y)
presented in Lemma 3.5, we derive the following result.
Lemma 3.9. Assume that b, σ ∈ C0,2,2b ([0, T ]× R
d ×P2). Then all derivatives
{D∇Xx,µs,t }(y), ∇{DX
·,µ
s,t (y)}(x), ∇{DX
y,µ
s,t (·)}(y), D
2Xx,µs,t (y, z)
are L∞−(P) bounded continuous.
Proof. (a) We first consider {D∇Xx,µs,t }(y). Since b, σ ∈ C
0,2,2
b ([0, T ] × R
d × P2), by (3.2)
and Lemmas 3.4-3.5, vx,µs,t := ∇vX
x,µ
s,t for v ∈ R
d solves the SDE
dvx,µs,t = Z1(t, x, µ)v
x,µ
s,t dt + {Z2(t, x, µ)v
x,µ
s,t }dWt, v
x,µ
s,s = v,
where
Z1 : [0, T ]× R
d ×P2 → R
d, Z2 : [0, T ]× R
d ×P2 → R
d ⊗ Rd
are progressively measurable and satisfy
(D) Z1(t, x, µ) and Z2(t, x, µ) are uniformly bounded and continuous in (t, x, µ) ∈ [0, T ]×
Rd ×P2; DZ1(t, x, µ)(y) and DZ2(t, x, µ)(y) are L
∞−(P) bounded continuous.
Then for any φ ∈ L2(Rd → Rd;µ) and µε := µ ◦ (Id + εφ)
−1 for small ε > 0, γεs,t :=
v
x,µε
s,t −v
x,µ
s,t
ε
solves the SDE
dγεs,t = {Z1(t, x, µ)γ
ε
s,t}dt + {Z2(t, x, µ)γ
ε
s,t}dWt
+
{Z1(t, x, µ
ε)− Z1(t, x, µ)}v
x,µε
s,t
ε
dt+
{Z2(t, x, µε)− Z2(t, x, µ)}v
x,µε
s,t
ε
dWt, η
ε
s,s = 0.
By (D), we may repeat the proof of Lemma 3.7 to conclude that Dφv
x,µ
s,t := limε↓0 η
ε
s,t exists
and solves the SDE
d{Dφv
x,µ
s,t } =
{
Z1(t, x, µ)Dφv
x,µ
s,t + (DφZ1(t, x, µ))v
x,µ
s,t
}
dt
+
{
Z2(t, x, µ)Dφv
x,µ
s,t + (DφZ2(t, x, µ))v
x,µ
s,t
}
dWt, Dφv
x,µ
s,s = 0.
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Hence, Dvx,µs,t (y) solves the SDE
d{Dvx,µs,t (y)} =
{
Z1(t, x, µ)Dv
x,µ
s,t (y) + (DZ1(t, x, µ)(y))v
x,µ
s,t
}
dt
+
{
Z2(t, x, µ)Dv
x,µ
s,t (y) + (DZ2(t, x, µ)(y))v
x,µ
s,t
}
dWt, Dv
x,µ
s,s (y) = 0.
Therefore, by Lemma 3.4 and (D), Lemma 3.3 yields that {D∇Xx,µs,t }(y) is L
∞−(P) bounded
continuous.
(b) To calculate∇{DX ·,µs,t (y)}(x),∇{DX
x,µ
s,t (·)}(y) andD
2Xx,µs,t (y, z) := D{DX
x,µ
s,t (y)}(z),
we reformulate the SDE in Lemma 3.5 for wx,µs,t (y) := DX
x,µ
s,t (y) as
dwx,µs,t =
{
A1(t, x, µ)w
x,µ
s,t + A2(t, x, µ)
}
dt + {B1(t, x, µ)w
x,µ
s,t +B2(t, x, µ)
}
dWt, w
x,µ
s,s = 0,
where, due to Lemmas 3.4-3.5 and (a), {Ai, Bi}i=1,2 are progressively measurable maps such
that
• A1 and B1 are uniformly bounded and continuous in (t, x, µ) ∈ [0, T ]× R
d ×P2;
• {Ai, Bi,∇Ai,∇Bi, DAi, DBi}i=1,2 are L
∞−(P) bounded continuous in corresponding
arguments.
So, as explained in (a), by taking derivatives ∂xi , ∂yi and Dφ to this SDE respectively and
applying Lemma 3.3, we prove that ∂yiDX
x,µ
s,t (y) and D
2Xx,µs,t (y, z) are L
∞−(P) bounded
continuous in related arguments. We omit the details to save space.
3.4 Proof of Proposition 3.2
Since b, σ ∈ C0,2,2b ([0, T ]×R
d×P2), assertions in Lemmas 3.4, 3.5, and 3.9 hold. Then it is
straightforward to show that U given in Theorem 3.1(1) is in the class C0,2,2([0, T ]×P2).
Firstly, for any 1 ≤ i ≤ d, by taking derivative ∂xi to the formula of U , we obtain
∂xiU(t, x, µ) = E
[〈
∇Φ(·,Λµt,T )(X
x,µ
t,T ), ∂xiX
x,µ
t,T
〉
e
∫ T
t
V (r,Xx,µt,r ,Λ
µ
t,r)dr
]
+ E
[
Φ(Xx,µt,T ,Λ
µ
t,T )e
∫ T
t
V (r,Xx,µt,r ,Λ
µ
t,r)dr
∫ T
t
〈
∇V (r, ·,Λµt,r)(X
x,µ
t,r ), ∂xiX
x,µ
t,r
〉
dr
]
+ E
∫ T
t
〈
∇F (r, ·,Λµt,r)(X
x,µ
t,r ), ∂xiX
x,µ
t,r
〉
e
∫ r
t
V (θ,Xx,µt,θ ,Λ
µ
t,θ)dθ dr
+ E
∫ T
t
{
F (r,Xx,µt,r ,Λ
µ
t,r)e
∫ r
t
V (θ,Xx,µt,θ ,Λ
µ
t,θ)dθ
∫ r
t
〈
∇V (θ, ·,Λµt,θ)(X
x,µ
t,θ ), ∂xiX
x,µ
t,θ
〉
dθ
}
dr.
By assumptions on Φ, V, F and Lemmas 3.4, 3.5 and 3.9, this formula implies that∇U(t, x, µ)
is bounded and continuous. Moreover, by taking derivatives ∂xj and D to the formula, we
conclude that ∇2U(t, x, µ) and D{∇Xx,µs,t }(y) are bounded and continuous as well.
Similarly, we may prove the assertion forDU(t, x, µ)(y), ∂xi{DU(t, x, µ)(y)}, ∂yi{DU(t, x, µ)(y)}
and D2U(t, x, µ)(y, z). For simplicity, we only consider the case for V = F = 0, for the gen-
eral case the formulation is only more complicated due to derivatives to F and V , but there
is no any essential difference for the proof. For V = F = 0 the formula for U becomes
U(t, x, µ) = EΦ(Xx,µt,T ,Λ
µ
s,t).
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Then by (3.13) and the chain rule we obtain
DU(t, x, µ)(y) = E
[{
∇Φ(·,Λµs,t)(X
x,µ
s,t )
}
(DXx,µs,t )(y) + (∇X
y,µ
s,t )
∗
{
(DΦ(t, Xx,µs,t , ·)(Λ
µ
s,t)
}
(Xy,µs,t )
+
∫
Rd
(DXz,µs,t )
∗(y)
{
DΦ(Xx,µs,t , ·)(Λ
µ
s,t)
}
(Xz,µs,t )µ(dz)
]
.
Since Φ ∈ C2,2b (R
d × P2), by Lemmas 3.4, 3.5 and 3.9 we deduce from this formula that
DU(t, x, µ)(y) is bounded and continuous. Moreover, by taking derivatives ∂xi , ∂yi, D to this
formula, we conclude that ∂xi{DU(t, x, µ)(y)}, ∂yi{DU(t, x, µ)(y)} and D
2U(t, x, µ)(y, z) are
bounded and continuous as well. In conclusion, U ∈ C0,2,2([0, T ]× Rd ×P2).
4 Ergodicity and structure of invariant measures
In this part, we assume that b(t, x, µ) = b(x, µ) and σ(t, x, µ) = σ(x, µ) are deterministic,
and consider the ergodicity of the diffusion processes generated by A and A˜ .
Recall that a Markov process is called ergodic, if for any initial distribution, when t →
∞ the process converges weakly to the unique invariant probability measure. For square
integrable Markov processes, the weak convergence is equivalent to the convergence under
the Wasserstein distance. To estimate the Wasserstein distance for solutions to the image
SDE (1.7), we take the following hypothesis:
(H) b(t, x, µ) = b(x, µ) and σ(t, x, µ) = σ(x, µ) are deterministic, continuous in (x, µ) and
do not depend on t. There exist constants λ ∈ R and κ, δ,K ≥ 0 such that
2〈b(x, µ)− b(y, ν), x− y〉+ ‖σ(x, µ)− σ(y, ν)‖2HS ≤ κW(µ, ν)
2 − λ|x− y|2,
‖σ(x, µ)− σ(y, ν)‖2HS ≤ K
{
W(µ, ν)2 + |x− y|2
}
,
|b(x, µ)|2 + ‖σ(x, µ)‖2HS ≤ δ(1 + |x|
2 + ‖µ‖22), x, y ∈ R
d, µ, ν ∈ P2.
By Theorem 2.1, (H) implies the well-posedness of (1.7). In the present time-homogenous
case, we only consider the solution from time s = 0, i.e. (Xx,µt ,Λ
µ
t ) := (X
x,µ
0,t ,Λ
µ
0,t) for t ≥ 0.
Let Pt(µ; ·) and P˜t(x, µ; ·) denote the laws of Λ
µ
t and (X
x,µ
t ,Λ
µ
t ) respectively. Then the
associated Markov semigroups Pt and P˜t are given by
Ptf(µ) := Ef(Λ
µ
t ) =
∫
P2
f(ν)Pt(µ; dν), f ∈ Bb(P2),
P˜tg(x, µ) := Eg(X
x,µ
t ,Λ
µ
t ) =
∫
Rd×P2
g(y, ν)P˜t(x, µ; dy, dν), g ∈ Bb(R
d ×P2).
Let P2(P2) (resp. P2(R
d × P2)) be the set of probability measures on P2 (resp.
Rd × P2) with finite second moments, and let W
P2
2 be the L
2-Warsserstein distance on
P2(P2) induced by W2, while W
Rd×P2
2 be that on P2(R
d ×P2) induced by the metric
ρ((x, µ), (y, ν)) :=
√
|x− y|2 +W2(µ, ν)2.
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For any Q ∈ P2(P2) and Q˜ ∈ P2(R
d ×P2), let
QPt =
∫
P2
Pt(µ; ·)Q(dµ), Q˜P˜t =
∫
Rd×P2
P˜t(x, µ; ·)Q˜(dx, dµ).
In the following two subsections, we first investigate the exponential ergodicity of the
diffusion processes generated by A and A˜ , then figure out the structure of the invariant
probability measures.
4.1 Exponential ergodicity
Theorem 4.1. Assume (H). Then for any (x, µ) ∈ Rd ×P2,
(4.1) EW2(Λ
µ
t ,Λ
ν
t )
2 ≤W2(µ, ν)
2e−(λ−κ)t, t ≥ 0,
(4.2) E|Xx,µt −X
y,ν
t |
2 ≤ |x− y|2e−λt +W2(µ, ν)
2e−(λ−κ)t, t ≥ 0.
Consequently, if λ > κ then:
(1) P˜t has a unique invariant probability measure Π˜ ∈ P2(R
d × P2) such that for any
Q˜ ∈ P2(R
d ×P2),
(4.3) WR
d×P2
2 (Q˜P˜t, Π˜)
2 ≤ 2e−(λ−κ)tWR
d×P2
2 (Q˜, Π˜)
2, t ≥ 0;
(2) Π := Π˜(Rd × ·) is the unique invariant probability measure of Pt such that for any
Q ∈ P2(P2),
(4.4) WP22 (QPt(µ; ·),Π)
2 ≤ e−(λ−κ)tWP22 (Q,Π)
2, t ≥ 0.
Proof. (a) We first prove (4.1) and (4.2). Let π ∈ C (µ, ν) such that
W2(µ, ν)
2 =
∫
Rd×Rd
|x− y|2π(dx, dy).
Then for any t ≥ 0,
πt := π ◦ (X
·,µ
t , X
·,ν
t )
−1 ∈ C (Λµt ,Λ
ν
t ),
so that
(4.5) W2(Λ
µ
t ,Λ
ν
t )
2 ≤
∫
Rd×Rd
|x− y|2πt(dx, dy) =
∫
Rd×Rd
|Xx,µt −X
y,ν
t |
2π(dx, dy) =: ℓt.
Combining this with (H) and Itoˆ’s formula, we obtain
d|Xx,µt −X
y,ν
t |
2 ≤
{
κℓt − λ|X
x,µ
t −X
y,ν
t |
2
}
dt+ dMt
for some martingale Mt, which implies
(4.6) eλtE|Xx,µt −X
y,ν
t |
2 ≤ |x− y|2 + κ
∫ t
0
eλsEℓsds, t ≥ 0.
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Integrating with respect to π(dx, dy) gives
eλtEℓt ≤W2(µ, ν)
2 + κ
∫ t
0
eℓsEℓsds, t ≥ 0,
which together with Grownwall’s lemma and (4.5) leads to
EW2(Λ
µ
t ,Λ
ν
t )
2 ≤ Eℓt ≤W2(µ, ν)
2e−(λ−κ)t, t ≥ 0.
Thus, (4.1) holds. Substituting (4.1) into (4.6) we arrive at
E|Xx,µt −X
y,ν
t |
2 ≤ e−λt|x− y|2 + κW2(µ, ν)
2e−λt
∫ t
0
eκsds
≤ e−λt|x− y|2 +W2(µ, ν)
2e−(λ−κ)t.
Hence, (4.2) holds.
(b) Existence of invariant probability measures. Consider, for instance (X0,δ0t ,Λ
δ0
t ), where
δ0 is the Dirac measure at 0 ∈ R
d. Let Π˜t = P˜t(0, δ0; ·) be the law of (X
0,δ0
t ,Λ
δ0
t ). By the
completeness of the Wasserstein space, if
(4.7) lim
s,t→∞
WR
d×P2
2 (Π˜t, Π˜s)
2 = 0,
then there exists a probability measure Π˜ on Rd × P2 with ‖Π˜‖
2
2 := Π˜(ρ
2) < ∞ such that
limt→∞W
Rd×P2
2 (Π˜t, Π˜) = 0. Consequently, Π˜ is an invariant probability measure for P˜t.
Moreover, since the law of Λδ0t is Πt(R
d × ·), which converges to Π := Π˜(Rd × ·) weakly as
t→∞, we see that Π is an invariant probability measure of Pt.
To prove (4.7), let t > s ≥ 0. By the Markov property we have
Π˜t = Pt(0, δ0; ·) =
∫
Rd×P2
Ps(x, µ; ·)Π˜t−s(dx, dµ).
Combining this with (4.1) and (4.2) we obtain
WR
d×P2
2
(
Π˜t, Π˜s)
2 ≤
∫
Rd×P2
WR
d×P2
2 (P˜s(x, µ; ·), P˜s(0, δ0; ·)
)2
Π˜t−s(dy, dν)
≤
∫
Rd×P2
{
E|X0,δ0s −X
x,µ
s |
2 +W2(Λ
µ
s ,Λ
δ0
s )
2
}
Π˜t−s(dx, dµ)
≤
∫
Rd×P2
{
|x|2e−λs + 2W2(δ0, µ)
2e−(λ−κ)s
}
Π˜t−s(dx, dµ)
= e−λsE|X0,δ0t−s |
2 + 2e−(λ−κ)sEW2(δ0,Λ
δ0
t−s)
2 = (e−λs + 2e−(λ−κ)s)E|X0,δ0t−s |
2.
So, to prove (4.7) it remains to show that
(4.8) sup
t≥0
E|X0,δ0t |
2 <∞.
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By assumption (H) with λ > κ, for any λ > λ′ > κ′ > κ there exists a constant c > 0 such
that
2〈b(x, µ), x〉+ ‖σ(x, µ)‖2HS ≤ c+ κ
′‖µ‖22 − λ
′|x|2, (x, µ) ∈ Rd ×P2.
Combining this with Itoˆ’s formula, and noting that ‖Λδ0t ‖
2
2 = δ0(|X
·,δ0
t |
2) = |X0,δ0t |
2, we
obtain
d|X0,δ0t |
2 ≤
{
c+ (κ′ − λ′)|X0,δ0t |
2
}
dt+ dMt
for some martingale Mt. This implies
E|X0,δ0t |
2 ≤ c
∫ t
0
e−(λ
′−κ′)sds, t ≥ 0.
Since λ′ > κ′, we derive (4.8) and hence finish the proof of the existence of invariant proba-
bility measures. Moreover, the invariant probability measure Π˜ satisfies
∫
Rd×P2
(|x|2 + ‖µ‖22)Π˜(dx, dµ) ≤ lim
t→∞
E|X0,δ0t |
2 ≤
c
λ′ − κ′
<∞.
Hence, Π˜ ∈ P2(R
d ×P2).
(c) It is easy to see that (4.3) follows from (4.1) and (4.2). Indeed, letting Γ ∈ C (Q˜, Π˜)
such that
WR
d×P2
2 (Q˜, Π˜)
2 =
∫
(Rd×P2)2
ρ2dΓ,
we deduce from (4.1), (4.2) and Π˜ = Π˜P˜t that
WR
d×P2
2 (Q˜P˜t, Π˜)
2 =WR
d×P2
2 (Q˜P˜t, Π˜P˜t)
2
≤
∫
(Rd×P2)2
WR
d×P2
2 (P˜t(x, µ; ·), P˜t(y, ν; ·))
2Γ(dx, dµ; dy, dν)
≤
∫
(Rd×P2)2
E
{
|Xx,µt −X
y,ν
t |
2 +W2(Λ
µ
t ,Λ
ν
t )
2
}
Γ(dx, dµ; dy, dν)
≤
∫
(Rd×P2)2
{
|x− y|2e−λt + 2W2(µ, ν)
2e−(λ−κ)t
}
Γ(dx, dµ; dy, dν)
≤ 2e−(λ−κ)tWR
d×P2
2 (Q˜, Π˜)
2, t ≥ 0.
In particular, Π˜ is the unique invariant probability measure of Pt.
(d) As shown in (b) and (c), (4.1) for λ > κ implies that Pt has a unique invariant
probability measure Π satisfying the estimate (4.4). Noting that Pt(µ; ·) = P˜t(x, µ;R
d × ·)
holds for all (x, µ) ∈ Rd ×P2, we have Π = Π˜(R
d × ·).
4.2 Structure of invariant probability measures
Under condition (H), let b0(x) = b(x, δx) and σ0(x) = σ(x, δx). Then the SDE (1.11) is
well-posed. Let P 0t be the associated Markov semigroup.
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Theorem 4.2. Assume (H). If P 0t has an invariant probability measure µ0, then
Π˜0(dx, dµ) := µ0(dx)δδx(dµ)
is an invariant probability measure of P˜t. Consequently, Π0 := Π˜0(R
d × ·) =
∫
Rd
δδxµ0(dx)
is an invariant probability measure of Pt, and when λ > κ, the unique invariant probability
measures Π˜ and Π in Theorem 4.1 satisfy (1.12).
Proof. Recall that (Xx,µt ,Λ
µ
t ) solve the SDE
dXx,µt = b(X
x,µ
t ,Λ
µ
t )dt+ σ(X
x,µ
t ,Λ
µ
t )dWt, X
x,µ
0 = x,
where Λµt := µ ◦ (X
·,µ
t )
−1. Then, when µ = δx we have Λ
µ
t = δXx,δxt
, so that (Xx,δxt )t≥0 solves
the SDE (1.11). By the uniqueness of this SDE and that µ0 is an invariant probability
measure of P 0t , we obtain∫
Rd
[
Eg(Xx,δxt )
]
µ0(dx) =
∫
Rd
P 0t g(x)µ0(dx) =
∫
Rd
g(x)µ0(dx), t ≥ 0, g ∈ Bb(R
d).
Combining this with P˜tf(x, δx) = Ef(X
x,δx
t , δXx,δxt
) for f ∈ Bb(R
d×P2), and taking g(x) =
f(x, δx), we obtain∫
Rd×P2
P˜tf(x, µ)Π˜0(dx, dµ) =
∫
Rd
P˜tf(x, δx)µ0(dx)
=
∫
Rd
[
Ef(Xx,δxt , δXx,δxt
)
]
µ0(dx) =
∫
Rd
[
Eg(Xx,δxt )
]
µ0(dx)
=
∫
Rd
g(x)µ0(dx) =
∫
Rd
f(x, δx)µ0(dx) =
∫
Rd×P2
f(x, µ)Π˜0(dx, dµ).
Therefore, Π˜0 is an invariant probability measure of P˜t. In particular, by taking f(x, µ) =
f(µ), we see that Π0 is an invariant probability measure of Pt.
Finally, if λ > κ, by Theorem 4.1, Π and Π˜ are the unique invariant probability measures
of Pt and P˜t respectively. So, Π˜ = Π˜0 and Π = Π0; that is, (1.12) holds.
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