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Samenvatting
– Summary in Dutch –
De toenemende vraag naar hogere prestaties van geı¨ntegreerde schakelingen (IC’s)
leidt onvermijdelijk naar signalen met hogere bandbreedtes. Omwille van nieuwe
geavanceerde productiemogelijkheden worden deze ICs steeds kleiner, en ook de
dichtheid hiervan wordt aanzienlijk verhoogd. De afgelopen jaren is het analyse-
ren van de variabiliteitseffecten van geometrische en elektrische parameters op de
prestaties van moderne ICs steeds belangrijker geworden. Parametervariabiliteit
is inderdaad een belangrijke oorzaak voor de verminderde prestaties van ICs, om-
dat het invloed heeft op belangrijke eigenschappen zoals koppeling, vertraging en
overspraak. Verschillende oorzaken van variabiliteit zijn bv. routerings- of ont-
werpsonzekerheden en veranderingen in hun werkingsomstandigheden als gevolg
van temperatuurschommelingen. De toleranties van het productieproces zijn hier-
bij van groot belang. Een onvermijdelijk gevolg van het fabricageproces is dat er
onderlinge afwijkingen bestaan tussen componenten die ontwikkeld zijn volgens
hetzelfde ontwerp.
Om de effecten van parametervariabiliteit op de prestatie van schakelingen in
rekening te brengen, kan men de werking van moderne ICs als een toevalsveran-
derlijke beschouwen tijdens de ontwerpfase. Vervolgens kan men een statistische
analyse uitvoeren om de integriteit van het signaal van moderne ICs te beoordelen.
Dit wordt doorgaans uitgevoerd met behulp van Monte Carlo (MC)-gebaseerde
methoden. De MC analyse wordt beschouwd als de standaardaanpak voor variabi-
liteitsanalyse dankzij zijn robuustheid, nauwkeurigheid en eenvoud van implemen-
tatie. Het belangrijkste nadeel van deze werkwijze is de langzame convergentie die
de ontwerpers ertoe dwingt om een groot aantal simulaties uit te voeren vooral-
eer er betrouwbare resultaten verkregen worden. Doordat simulaties van moderne
ICs vaak computationeel duur zijn, is de hoge rekentijd van de MC analyse een
belangrijke hinderpaal. De belangstelling voor efficie¨nte en nauwkeurige variabi-
liteitsanalysetechnieken is de afgelopen jaren drastisch toegenomen, omwille van
het feit dat een korte marktintroductietijd en een first-time-right aanpak essentieel
zijn. Dit is belangrijk in een sterk concurrerende markt die vele categoriee¨n van
de moderne elektronische componenten omvat.
Het doel van dit proefschrift is het ontwikkelen van innovatieve technieken
voor efficie¨nte en nauwkeurige variabiliteitsanalyse van moderne hogesnelheids
ICs, gebruik makend van geschikte stochastische macromodellen. In dit proef-
schrift wordt een stochastisch macromodel gedefinieerd als een wiskundig model
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dat het invoer-uitvoer systeemgedrag van een generiek systeem beschrijft. Dit ge-
drag is dan functie van n of meerdere systeemparameters die fungeren als toevals-
veranderlijken. Het berekenen van geschikte stochastische macromodellen laat
toe om de variabiliteitsanalyse nauwkeurig en efficie¨nt uit te voeren, aangezien
het aantal simulaties drastisch wordt gereduceerd ten opzichte van de MC analyse.
De stochastische macromodelingstechnieken die in dit proefschrift worden behan-
deld zijn gebaseerd op een Polynomiale Chaos (PC) ontwikkeling of de Stochas-
tische Collocatie (SC) methode. De PC-gebaseerde modelleringsaanpak beoogt
het uitdrukken van een stochastisch proces als een reeks orthogonale basisfunc-
ties met geschikte coe¨fficie¨nten. Dit geeft een analytische voorstelling weer van
de systeemvariabiliteit ten opzichte van de toevalsveranderlijken in kwestie. De
SC-methodes benaderen de ongekende stochastische oplossing door functies te in-
terpoleren in de stochastische ruimte. Hierdoor verkrijgt men een hoge nauwkeu-
righeid en efficie¨ntie bij het schatten van de systeemvariabiliteit. De implementatie
is even eenvoudig als de methodes die gebaseerd zijn op bemonstering, zoals de
MC analyse.
Dit proefschrift is als volgt opgebouwd: Hoofdstuk 1 geeft een algemene in-
troductie van het doctoraatswerk waarbij de context en motivatie voor dit werk be-
sproken wordt. Hoofdstuk 2 beschrijft de basisbegrippen van kansrekening die no-
dig zijn om het wiskundig kader van dit proefschrift te begrijpen. Dit geeft tevens
een overzicht van state-of-the-art technieken om de variabiliteit analyse uit te voe-
ren. In het bijzonder wordt de trage convergentie van de MC methode bestudeerd.
Hieruit blijkt dat het schatten van de variabiliteitseigenschappen via de MC me-
thode voor complexe hogesnelheids IC’s duur is, zowel in termen van het geheu-
gen als rekentijd. Daaruit volgt de noodzaak voor efficie¨nte en nauwkeurige ma-
cromodelingstechnieken die op maat gebouwd zijn voor de variabiliteitsanalyse.
De eerste model-gedreven stochastische macromodelingstechniek die ontwikkeld
werd tijdens mijn onderzoek staat beschreven in hoofdstuk 3. De voorgestelde
methode is gebaseerd op het berekenen van univariate macromodellen voor de
overdrachtsfuncties van het systeem, en op de PC expansie van de desbetreffende
toestands-ruimte matrices. De toepassing van de PC-expansie wordt uitgebreid
naar algemene passieve multipoortschakelen (zoals interconnecties, filters, con-
nectoren, etc.), die voorheen enkel aangenomen werden voor discrete components
en transmissielijnen met meerdere geleiders. Hoofdstuk 4 omvat een vergelijking
van drie verschillende state-of-the-art technieken die gebruikt worden voor va-
riabiliteitsanalyse van lineaire en passieve multipoortsystemen. Deze vergelijking
focust zich op de unieke eigenschappen van elektromagnetische (EM) systeemmo-
dellering. In het bijzonder worden de prestaties van de PC-gebaseerde techniek in
hoofdstuk 3 vergeleken met de SC-gebaseerde aanpak. In deze studie wordt voor-
gesteld om state-of-the-art adaptieve bemonsteringstechnieken te gebruiken die de
SC-gebaseerd modellen bouwen, als alternatief voor een schaarse bemonstering
van de parameterruimte. Inderdaad, de adaptieve bemonsteringstechnieken laten
toe om de berekening van SC-gebaseerde modellen te automatiseren, waardoor de
bemonstering van de parameterruimte niet overgelaten wordt aan de ontwerper.
Verder wordt een nieuwe SC gebaseerde methode voorgesteld die nieuwe interpo-
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latieschemas gebruikt op basis van amplitude- en frequentieschalingcoe¨fficie¨nten.
De stochastische macromodelingstechniek beschreven in hoofdstuk 5 is gebaseerd
op een niet-intrusieve toepassing van de PC expansie: het macromodel wordt ver-
kregen door de toepassing van de PC-expansie op het invoer- en uitvoersniveau in
plaats van de tussenliggende toestands-ruimte modellen zoals voorgesteld werd in
hoofdstuk 3. Dit leidt tot een efficie¨ntere procedure om modellen te bouwen. Bo-
vendien maakt de voorgestelde techniek het mogelijk om de stabiliteit te handha-
ven en de passiviteit van de berekende PC-gebaseerde macromodel te controleren.
De toepassing van de PC expansie op systemen die beschreven worden door een
groot aantal vergelijkingen (zoals degene die verkregen worden via EM methoden)
is niet triviaal. In hoofdstuk 6 wordt een nieuwe stochastische macromodelings-
techniek voorgesteld om dit probleem aan te pakken. Deze aanpak is gebaseerd op
een geschikte combinatie van model-orde reductie en PC-technieken, waardoor het
uiteindelijke model met gereduceerde orde nauwkeurige stochastische berekenin-
gen en variabiliteitsanalyses kan uitvoeren. Vervolgens wordt in hoofdstuk 7 een
stochastische macromodelingstechniek voorgesteld, die geschikt is voor de varia-
biliteitsanalyse van niet-lineaire systemen. De voorgestelde aanpak is gebaseerd
op een combinatie van de overdrachtsfunctie trajectorie methode en de PC expan-
sie, en kan worden toegepast om een breed gamma van niet-lineaire systemen te
bestuderen. Bovendien kan een hie¨rarchische benadering worden gebruikt om de
complexiteit van de modellering te verminderen. De voorgestelde methode laat toe
om de variabiliteitsanalyse nauwkeurig en met verhoogde efficie¨ntie uit te voeren
ten opzichte van de MC analyse. Tenslotte wordt in het aanhangsel (appendix)
een techniek voorgesteld om parametrische gevoeligheidsanalyses van transmis-
sielijnen met meerdere geleiders uit te voeren. Dit resultaat werd ontwikkeld in de
vroege fase van mijn onderzoek. Variabiliteitsanalyse en gevoeligheidsanalyse zijn
complementair: het eerste schat de gevolgen van de variabiliteit van geometrische
of elektrische parameters op de circuitprestaties, terwijl het tweede de parameters
onderscheidt die een sterker effect hebben op de prestaties van de schakeling.

Summary
The increasing demand for performance of integrated circuits (ICs) pushes opera-
tion to higher signal bandwidths, while rapid advances in manufacturing capabil-
ities have significantly reduced the feature size and increased the density of these
devices. In this scenario, the analysis of the effects of geometrical and electrical
parameters variability on the performance of the modern ICs (variability analysis)
has become crucial in the recent years. Indeed, parameters variability is a primary
source of degradation of the ICs performances, since it can affect important char-
acteristics such as coupling, delay and crosstalk. Different sources of variability
are present, like routing/layout uncertainties and changes of a device operating
conditions due to temperature fluctuation, but the tolerances of the manufacturing
process rank among one of the major ones. Fundamentally, as a result of the man-
ufacturing process, a mismatch is introduced between devices that are designed to
be the same.
As a result, the response of modern ICs can be considered as a random process
during the design phase, in order to take into account the effects of parameters
variability on the circuits performances. In this framework, a statistical analysis is
required for the assessment of signal integrity of modern ICs, which is typically
performed using Monte Carlo (MC)-based methods. The MC analysis is consid-
ered the standard approach for variability analysis thanks to its robustness, accu-
racy and ease of implementation. The main drawback of this method is constituted
by its slow convergence rate, that forces the designers to perform a large num-
ber of simulations to obtain reliable results. Since simulations of modern ICs are
often computationally expensive, considering that both the operative bandwidth
and complexity of modern electrical systems are constantly increasing, the high
computational time required by the MC analysis is a clear limitation. Hence, the
interest for efficient and accurate variability analysis techniques increased dramat-
ically in the recent years, considering that short time-to-market and first-time-right
approach are fundamental in the highly competitive market of many categories of
modern electronic devices.
The goal of this PhD thesis is developing innovative techniques for efficient
and accurate variability analysis of modern high-speed ICs, via the calculation of
suitable stochastic macromodels. In this PhD thesis, a stochastic macromodel is
defined as a mathematical model of a generic system which describes the sys-
tem behavior as seen from its inputs/outputs (I/O) ports, when one or more of the
systems parameters are random variables. The computation of suitable stochas-
tic macromodel allows to perform the variability analysis with accuracy and effi-
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ciency, since the number of simulations needed to obtain statistical information is
drastically reduced with respect to the MC analysis. In particular, the stochastic
macromodeling techniques presented in this PhD thesis are based on the Polyno-
mial Chaos (PC) expansion or on the Stochastic Collocation (SC) methods. The
PC-based modeling approach aims at expressing a stochastic process as a series of
orthogonal basis functions with suitable coefficients and gives an analytical rep-
resentation of the variability of the system with respect to the random variables
under consideration. The SC methods approximate the unknown stochastic solu-
tion by functions interpolation in the stochastic space offering high accuracy and
efficiency in estimating system variability features as well as easy implementation
as sampling-based methods like the MC analysis.
This PhD thesis is organized as follows: Chapter 1 gives a general introduc-
tion of the PhD work discussing the context as well as the motivation for this work.
Chapter 2 describes the basic notions on probability theory necessary to understand
the mathematical framework of this PhD dissertation and presents an overview of
the state-of-the-art techniques for the variability analysis. In particular, the slow
converge rate of the MC method is studied, proving that the estimation of variabil-
ity features for complex high-speed ICs performed via MC method is expensive,
both in terms of memory and computational time. Hence, the need for efficient and
accurate macromodeling techniques tailored for the variability analysis becomes
evident. The first model-driven stochastic macromodeling technique developed
during my research activity is described in Chapter 3. The proposed method is
based on the calculation of root macromodels of the system transfer functions and
on the PC expansion of the corresponding state-space matrices. It extends to gen-
eral passive multiport circuits (such as interconnections, filters, connectors, etc.)
the application of the PC expansion, previously adopted only for lumped elements
and multiconductor transmission lines. Chapter 4 proposes a comparative study of
three different state-of-the-art techniques for the variability analysis of linear and
passive multiport systems. The proposed comparison focus on the unique features
of electromagnetic (EM) system modeling. In particular, the performances of the
PC-based technique described in Chapter 3 are compared with respect to SC-based
approaches. In this framework, the presented study proposes the adoption of state-
of-the art adaptive sampling schemes to build SC-based model instead of using
sparse sampling in the parameters space. Indeed, adaptive sampling schemes al-
low to increase the automatization of the SC-based models generation procedure,
since the sampling of the parameters space is not chosen by the designer. Fur-
thermore, a new SC-based method that uses novel interpolation schemes based on
amplitude and frequency scaling coefficients is presented. The stochastic macro-
modeling technique described in Chapter 5 is based on a non-intrusive applica-
tion of the PC expansion: the macromodel is obtained through the application of
the PC expansion at an input-output level without intermediate state-space models
as for the technique presented in Chapter 3, adopting an efficient model-building
procedure. Furthermore, the proposed technique allows to enforce the stability
and check the passivity of the calculated PC-based macromodel. The application
of the PC expansion to systems described by a large number of equations, such
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as the ones resulting by means of EM methods is not trivial. In Chapter 6, it is
presented a new stochastic macromodeling technique that tackles this issue. It
is based on a suitable combination of model order reduction and PC techniques,
generating a final reduced-order model able to accurately end efficiently perform
stochastic computations and variability analysis. Next, a stochastic macromodel-
ing technique suitable for the variability analysis of nonlinear systems is presented
in Chapter 7. The proposed approach, based on the combination of the Transfer
Function Trajectory method and of the PC expansion, can be applied to study a
broad range of nonlinear systems. Furthermore, a hierarchical approach can be
used to reduce the modeling complexity. The proposed method allows to perform
the variability analysis with accuracy and improved efficiency with respect to the
MC analysis. Finally, in the Appendix is presented a technique for the paramet-
ric sensitivity analysis of multiconductor transmission lines developed in the early
phase of my research. Variability analysis and sensitivity analysis are complemen-
tary: the first estimates the effects of the variability of geometrical or electrical
parameters on the circuits performances, while the second individuates the param-
eters which variations have a stronger effect on the circuit performances.

1
Introduction
The co-founder of Intel Corporation Gordon Moore published in 1965 a study on
the long-term evolution of integrated circuits: by recognizing a trend in integrated
circuit complexity, Gordon Moore predicted that the available memory and cal-
culation speed of microprocessors would have an exponential growth, doubling
every year [1]. This prediction became famous as Moore’s Law and with a small
correction in the growth rate (doubling every 18 months) is still valid today [2].
Nowadays, micro-electronic circuits are widespread in the modern society and are
used in a incredibly high number of activities: communication (smartphones), en-
tertainment and scientific research (personal computer), spatial exploration (satel-
lites) are just few examples.
This incredible diffusion was mainly supported by the progresses in the manu-
facturing process that allowed the integration on a single chip of different hetero-
geneous functional blocks, like digital, analog, micro electro-mechanical systems
(MEMS), and radio frequency (RF) devices. Furthermore, it was possible to re-
duce the size of modern micro-electronic circuits and to increase the number of
components on a single chip thanks to the miniaturization of the manufacturing
process in the sub-micrometer region. However, no progress is attained without
a cost. Realizing such miniaturized electronic circuit is extremely complex, ex-
pensive, and time-consuming. Mass production and a 24-hours production cycle
are the only way to reduce the costs and to introduce ICs in the market at a com-
petitive price. Furthermore, the miniaturization in the nanometer region increased
functionality, portability and computational power of modern ICs, but also made
impossible to modify or repair them once produced.
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Hence, robust design of modern ICs is fundamental, especially considering
that the impact of the effects of geometrical or electrical parameters variability on
the ICs performance became increasingly relevant in the nanometer region [3]-
[6]. Different sources of variability are present, like routing/layout uncertainties
and changes of a device operating conditions due to temperature fluctuation, but
the tolerances of the manufacturing process rank among one of the major ones.
Fundamentally, as a result of the manufacturing process, a mismatch is introduced
between devices that are designed to be the same. Furthermore, process variations
affect different phases of the manufacturing process, such as etching, lithography,
polishing [5]. Typical examples of process variations are random dopant fluctu-
ation effects, line edge and width roughness, fixed charges in the gate dielectric
and interface roughness [6]. Note that, process induced mismatch significantly
threatens the efficiency of both digital circuits, by influencing their timing clo-
sure [5], and analog ones, since matched devices and differential signal paths are
fundamental for most high-performance analog circuits [7].
In this scenario, design tools for the variability analysis of integrated circuits
are fundamental for a robust and successful design. In the context of this PhD the-
sis, variability analysis means the analysis of the effects of geometrical or electrical
parameters variability on the ICs performance. The MC-based methods represent
the standard approach for variability analysis thanks to their accuracy and ease of
implementation. The key of MC method [8] is to simulate a circuit, using suitable
EM simulators such as ADS Momentum1 or circuit simulators such as PSpice2,
for a large set of samples of the random parameters, chosen according to their per-
tinent distributions, collecting all the data, and computing the statistics and vari-
ability analysis based on the large dataset so obtained. However, it can be proved
that accuracy of the results of the variability analysis performed with a MC method
depends on the inverse square root of the number of simulations performed. Since
simulations are often computationally expensive due to the increased complexity
of systems, MC has a very high computational cost. Recently, new approaches,
based on the PC expansion and SC methods, have emerged to perform variability
analysis as an efficient alternative to the computationally cumbersome MC-based
techniques. The PC-based modeling approach expands a stochastic process in
terms of orthogonal polynomials, giving an analytical representation of the vari-
ability of the system with respect to the random variables under consideration [9].
Conversely, the SC-based approach approximates the unknown stochastic solution
by interpolation functions in the stochastic space [9].
The goal of this PhD thesis is to develop innovative PC-based or SC-based
macromodeling techniques suitable for efficient and accurate variability analysis
of modern high-speed ICs (reffered as stochastic macromodeling). Macromodel-
1Momentum EEsof EDA, Agilent Technologies, Santa Rosa, CA.
2Cadence Design Systems, San Jose, California
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ing techniques compute a mathematical model of a generic system that describes
the system behavior as seen from its I/O ports, while no information is retained
on its internal structure. In particular, the systems considered in this PhD thesis
are circuits which time- or frequency-domain behavior depends by a set of geo-
metrical (for example a conductor width or length) or electrical (like the dielectric
permettivity) parameters varying in a suitable range, called design or parameters
space, according to a probability distribution, see Fig. 1.1.
Furthermore, two main approaches exist in the literature for computing macro-
models: data-driven and model-driven. The first computes the macromodel start-
ing from a set of data describing the I/O response of the system in the frequency-
or time-domain, while the latter consider an existing set of equations describing
the system I/O response (i.e. the Telegrapher’s equations, state-space representa-
tions, etc) as a starting point to build the macromodel. The variability analysis
techniques presented in this PhD thesis are developed using both the approaches.
However, modern high-speed ICs are formed by heterogeneous devices and
components. Each type of device or component (mixers, connectors, operational
amplifiers, filters, etc) has his unique characteristics and corresponding set of spec-
ifications that the designer must satisfy. Considering the huge differences in I/O
behaviors, frequency bandwidth and design constraints of the different modern
ICs, it is important to specify which circuits can be described with a specific
macromodeling technique. Note that, it is possible to categorize the different types
of electric and electronic components in broad classes, based on some general cri-
teria, as follows:
• Information transmission: analog circuits convey information through changes
in the current, voltage, or frequency of a continuous time-varying signal
called analog signal. Analog devices include operational amplifiers, voltage
regulators, modulators and mixers. Circuits where voltage or current signals
can assume only a finite numbers of discrete values (or levels) are called dig-
ital circuits. Binary (two-levels) digital circuits are the most common and
each level is interpreted as one of two different states: 0/1, on/off, true/false.
Boolean logic, that is the foundation of digital electronics and computer pro-
cessing, is implemented via digital circuits using logic gates, realized with
transistors.
• Energy transmission: passive devices [10] cannot generate more energy than
they can absorb through their electrical ports. Passivity conditions for de-
vices described by admittance, impedance and scattering parameters can be
found in [10]. Examples of passive components are resistors, capacitors,
inductors, and transformers. Conversely, a device that can generate more
energy than it can absorb through its electrical ports is called active. Note
that, active devices must relies on a source of energy. Active devices include
4 CHAPTER 1
transistors and operational amplifiers.
• Response to input signals: a circuit is called linear if it obeys the superpo-
sition principle. Basically, when a linear combination of the (voltage or cur-
rent) signals x1(t) and x2(t) is applied to the circuit input ports, the output
signal is the linear combination of the outputs due to the signals x1(t) and
x2(t) applied separately. Hence, any steady-state output of the circuit for a
sinusoidal input of frequency f0 is also sinusoidal with frequency f0. Linear
circuits can be analyzed in the frequency-domain using the Fourier analysis
and the Laplace transform. Furthermore, linear time-invariant systems (the
I/O response to any input signal is independent by the particular time instant
chosen to apply the input signal) are completely defined in the time-domain
by their impulse response, and by their transfer function in the Laplace-
domain. Conversely, the superposition principle is not valid for nonlinear
circuits. Hence, the output of a nonlinear circuit for a linear combination
of input signals is not equal to the linear combination of the input signals
applied separately. As a consequence, the spectrum of the output signal can
have components in a different frequency range with respect to the spectrum
of the input signal. A mixer is the typical example of this behavior, due to
the intermodulation distortion. Nonlinear circuits are typically studied in
the time-domain, even if frequency-domain analysis techniques, such as the
Harmonic Balance [11], can be applied under specific conditions. However,
if a transistor is polarized in its nearly linear region and a relatively small
signal is applied to it, a linear approximation (small-signal approximation)
can be used to describe its I/O behavior, see Fig. 1.2. Since transistors are
the basic “building block” of many electronic devices such as operational
amplifiers, linear analysis techniques can be used in analyzing many circuits
with nonlinear components when the signal levels are small.
• Electrical length: the lumped model approximation can be used if the fol-
lowing relation can be applied: L << λ, where L represents the character-
istic length of the circuit and λ is its operating wavelength (or the smaller
wavelength in the circuit frequency bandwidth). Under this condition, the
EM energy can be considered concentrated in the components of the circuit
that are assumed to be connected by perfectly conducting wires. However,
circuits which electrical properties, such as resistance, capacitance and in-
ductance, are distributed continuously throughout the materials of the circuit
are called distributed. Circuits that can be studied with the transmission line
(TL) model [12] fall in this category.
Clearly, any electric or electronic device falls in multiple categories: a microstrip
line is a distributed, linear and passive circuit, while a typical operational amplifier
is a lumped, nonlinear and active device.
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Finally, the performances of modern ICs, are highly influenced by the oper-
ating frequency bandwidth. The type of model that can be applied to describe a
circuit changes drastically increasing its frequency bandwidth, when second order
effects, such as crosstalk, reflection, delay and coupling, become increasingly im-
portant. In conclusion, the increasing demand for performance from ICs pushes
operation to higher signal bandwidths, while rapid advances in manufacturing ca-
pabilities have significantly reduced the feature size and increased the density of
these devices. In this scenario, the analysis of the effects of geometrical or electri-
cal parameters variability on the ICs performance is fundamental.
1.1 Research contributions
This PhD thesis proposes innovative PC-based or SC-based macromodeling tech-
niques suitable for efficient and accurate variability analysis of modern high-speed
circuits. In particular, the variability analysis is performed for two distinct cate-
gories of circuits: linear and passive systems and nonlinear (typically active) ones.
Linear and passive systems will be analyzed in the frequency-domain by com-
puting a stochastic macromodel of their transfer function, that can be expressed by
means of different representations e.g. scattering, impedance or admittance param-
eters, while nonlinear circuits will be studied in the time-domain. Each technique
developed during my PhD research is described in a dedicated chapter by
• indicating the sampling strategy adopted to build the macromodel;
• detailing the procedure to build the desired stochastic macromodel;
• discussing the characteristics of the proposed macromodeling strategy;
• validating the accuracy and efficiency of the variability analysis performed
with the proposed approach by means of comparison with state-of-the-art
techniques for the variability analysis for suitable numerical examples.
In particular, Chapter 2 gives to the reader the basic notions on probability theory
as well as an overview of the state-of-the-art techniques for the variability analy-
sis. Chapters 3 − 6 describe the stochastic macromodeling techniques developed
for linear and passive systems, and Chapter 7 for nonlinear ones. Finally, in the
Appendix it is presented a technique for the parametric sensitivity analysis of mul-
ticonductor transmission lines developed in the early phase of my research. A brief
description of each chapter is presented here with their contribution in the overall
research as shown in Fig. 1.3.
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(a) Layout of an hairpin filter.
0.9 1 1.1
0.27
0.3
0.33
D (mm)
S 1
 
(m
m)
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(c) Effect of the parameter variability on the hairpin
filter frequency response.
Figure 1.1: The spacings D and S1 of a bandpass hairpin filter are considered random
variables with uniform distribution. The blue circles (◦) in Fig. 1.1b represent a discrete
set of 10000 values of the parameters D and S1 taken accordingly to the uniform
distribution. The blue lines in Fig. 1.1c represent the element S11 of the filter scattering
parameters obtained for each set of values of the the parameters D and S1. It is evident
that the filter scattering parameters are random quantities themselves and must be
described in statistical terms.
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(a) Large signal model of a bipolar junction transistor.
(b) Small signal model of a bipolar junction transistor.
Figure 1.2: Fig. 1.2a show a large signal circuit equivalent for a bipolar junction
transistor. The capacitances Cbe and Cbc have both depletion and diffusion components.
Often a second pair of diodes is included to account for base leakage current at low
base-to-emitter voltage [13]. A small signal hybrid-pi equivalent circuit for a bipolar
junction transistor is shown in Fig. 1.2b. This is a linearization of the large signal model
in Fig. 1.2a that simplifies the circuit analysis [13].
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Ch. 7: Stochastic Macromodeling of Nonlinear Systems via 
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Ch. 2: Probability Theory and Variability Analysis.
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Figure 1.3: Research contribution.
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Chapter 2
At first, this Chapter gives the basic notions of probability necessary to under-
stand the mathematical framework of the PhD dissertation. In particular, the con-
cepts of random variables and stochastic process are discussed here. Next, a brief
overview of the state-of-the-art variability analysis techniques are described in the
rest of the Chapter. In particular, the properties of the MC analysis, PC expansion
and SC methods are presented here with particular focus on the strategy adopted
to characterize the stochastic process under study (sampling-based for the MC,
interpolation-based for the SC methods, approximation as a summation of suitable
polynomial functions for the PC expansion) and on the sampling strategy required
by each technique. The information presented in this Chapter are fundamental for
the rest of the PhD dissertation.
Chapter 3
In this Chapter is described the first data-driven stochastic macromodeling tech-
nique developed during my research activity. It extends to general linear and
passive multiport circuits (such as interconnections, filters, connectors, etc.) the
application of the PC expansion, previously adopted only for lumped elements
and multiconductor transmission lines. The proposed technique is based on the
calculation of root macromodels of the system transfer functions and on the PC
expansion of the corresponding state-space matrices. This transfer function may
be expressed in terms of e.g. scattering, impedance or admittance parameters, as
such making it applicable to a large range of systems. The accuracy and efficiency
of the proposed method are validated by means of comparison with the standard
MC approach.
Chapter 4
A comparative study of three main techniques used to build stochastic models
to perform variability analysis of general linear and passive multiport systems is
presented in this Chapter: the PC-based technique described in Chapter 3, a SC
method based on standard interpolation schemes, a new SC-based method that
uses novel interpolation schemes based on amplitude and frequency scaling coef-
ficients. The proposed study evaluates not only the accuracy and efficiency of the
different methods in estimating system variability features, but also describes:
• the order estimation and sampling strategy adopted;
• the capability to preserve the physical properties of the system under study;
• the computational cost to build the stochastic macromodel.
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Indeed, using efficient sampling strategies is of paramount importance since the
simulations of complex EM systems are time consuming. Performing stable time-
domain simulations requires that the physical properties of stability and passivity
of the stochastic macromodel are guaranteed. Finally, the compactness and com-
putational efficiency of the stochastic macromodel are important indicators of the
performances of the different variability analysis methods.
Chapter 5
An innovative PC-based technique to build stochastic frequency-domain macro-
models of generic linear multiport systems is presented. Differently on the tech-
nique presented in Chapter 3, a non-intrusive approach is used to calculate a
macromodel of the system transfer function including its statistical properties,
making it tailored for variability analysis. The combination of the modeling power
of the Vector Fitting algorithm with the PC expansion applied at an input-output
level allows to accurately and efficiently describe the system variability features.
Finally, the stability of the proposed macromodel can be guaranteed and the pas-
sivity can be verified by means of classical approaches. Thanks to its versatility
and automated order selection, the proposed technique is suitable to be applied to
a large range of complex modern electrical systems (e.g. filters, interconnections).
Chapter 6
The application of the MC method to complex high-speed systems analyzed by
means of EM methods, that usually produce very large systems of equations which
are expensive to solve, is often computationally very expensive. However, a PC-
based macromodeling approach, such as the one described in Chapter 3, can not be
efficiently used for systems described by very large systems of equations. Indeed,
the calculation of the PC expansion for such systems would lead to an augmented
system of such a high dimension that the computational cost required to solve
it may compromise the efficiency of the PC expansion with respect to the MC
analysis.
This Chapter proposes a novel method for the variability analysis of systems
described by a large numbers of equations based on combinations of a PC expan-
sion of the original system matrices and model order reduction techniques. The
novel proposed method first calculates a set of reduced order models with com-
mon order using a common compact projection matrix and then computes the
PC expansion of the reduced models. The proposed technique is flexible, since
the transfer function of a generic multiport system can be expressed by different
representations and it allows to use different MOR techniques to calculate the re-
duced systems. Finally, it is presented a discussion of the performances of the
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proposed method with respect to different variability analysis techniques that pro-
pose a combination of a PC expansion of the original system matrices and model
order reduction techniques.
Chapter 7
A novel approach is presented in this Chapter to perform variability analysis of
nonlinear systems. The versatility of the method makes it suitable for the analysis
of complex nonlinear electronic systems, since a hierarchical approach can be used
to reduce the modeling complexity. The proposed technique is a variation-aware
extension of the Transfer Function Trajectory method by means of the PC expan-
sion. The proposed method allows to perform the variability analysis with good
accuracy and improved efficiency compared to MC analysis. Previously devel-
oped state-of-the-art PC-based techniques for the variability analysis of nonlinear
electronic devices have been limited to specific types of circuits (namely oscilla-
tors and DC/DC converters) and to the evaluation of the effects of variability of
macromodels embedded in nonlinear circuits.
Appendix
Variability analysis and sensitivity analysis are complementary: the first estimates
the effects of the variability of geometrical or electrical parameters on the cir-
cuits performances, while the second individuates the parameters which variations
have a stronger effect on the circuit performances. A new parametric macromodel-
ing technique for lossy and dispersive multiconductor transmission lines providing
sensitivity information over the entire design space is proposed in this Appendix.
Parametric macromodels are multivariate models describing the complex behavior
of EM systems with respect to several geometrical (i.e. width or length of conduc-
tors) or electrical (i.e. dielectric permettivity) design parameters and the frequency
(or time). Parametric macromodels which provide sensitivity information are well
suited for design space exploration, design optimization and crosstalk analysis. In
particular, the proposed technique can handle multiple design parameters, such as
substrate or geometrical layout features, and provides time-domain sensitivity in-
formation for voltages and currents at the ports of the lines. It is derived from the
dyadic Green’s function of the 1-D wave propagation problem. The rational nature
of the Green’s function permits the generation of a time–domain macromodel for
the computation of transient voltage and current sensitivities with respect to both
electrical and physical parameters, completely avoiding similarity transformation
and it is suited to generate state-space models and synthesize equivalent circuits,
which can be easily embedded into conventional SPICE-like solvers.
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1.2 Publications
The research results obtained during this PhD research have been published in
scientific journals and presented at a series of international conferences. The fol-
lowing list provides an overview of the publications during my PhD research.
1.2.1 Publications in international journals
(listed in the Science Citation Index 3 )
1. Domenico Spina, Francesco Ferranti, Giulio Antonini, Tom Dhaene, Luc
Knockaert. Time-Domain Green’s Function-Based Parametric Sensitiv-
ity Analysis of Multiconductor Transmission Lines. Published in IEEE
Transactions on Components, Packaging and Manufacturing Technology,
2(9):1510–1517, Sept. 2012.
2. Domenico Spina, Francesco Ferranti, Tom Dhaene, Luc Knockaert, Giulio
Antonini, Dries Vande Ginste. Variability Analysis of Multiport Systems
via Polynomial Chaos Expansion. Published in IEEE Transactions on Mi-
crowave Theory and Techniques, 60(8):2329–2338, Aug. 2012.
3. Domenico Spina, Francesco Ferranti, Giulio Antonini, Tom Dhaene,
Luc Knockaert. Efficient Variability Analysis of Electromagnetic Systems
via Polynomial Chaos and Model Order Reduction. Published in IEEE
Transactions on Components, Packaging and Manufacturing Technology,
4(6):1038–1051, Jun. 2014.
4. Domenico Spina, Dimitri De Jonghe, Dirk Deschrijver, Georges Gielen,
Luc Knockaert, Tom Dhaene. Stochastic Macromodeling of Nonlinear Sys-
tems via Polynomial Chaos Expansion and Transfer Function Trajectories.
Published in IEEE Transactions on Microwave Theory and Techniques,
62(7):1454–1460, Jul. 2014.
5. Domenico Spina, Francesco Ferranti, Tom Dhaene, Luc Knockaert, Giulio
Antonini. Polynomial Chaos-Based Macromodeling of Multiport Systems
using an Input-Output Approach. Submitted to International Journal of Nu-
merical Modelling: Electronic Networks, Devices and Fields, 2014.
6. Domenico Spina, Krishnan Chemmangat, Francesco Ferranti, Tom Dhaene,
Luc Knockaert and Flavio G. Canavero. A Comparative Study of Polynomial
3The publications listed are recognized as ‘A1 publications’, according to the following definition
used by Ghent University: A1 publications are articles listed in the Science Citation Index, the Social
Science Citation Index or the Arts and Humanities Citation Index of the ISI Web of Science, restricted
to contributions listed as article, review, letter, note or proceedings paper.
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Chaos and Stochastic Collocation Methods for Variability Analysis of Mul-
tiport Systems. Submitted to International Journal of Numerical Modelling:
Electronic Networks, Devices and Fields, 2014.
1.2.2 Publications in international conferences
(listed in the Science Citation Index 4 )
1. Domenico Spina, Francesco Ferranti, Giulio Antonini, Tom Dhaene, Luc
Knockaert. Time-domain parametric sensitivity analysis of multiconductor
transmission lines. Published in proceedings of the 15th IEEE workshop
on signal propagation on interconnects (SPI), 2011, pages 125–128, Naples,
Italy, 2011.
2. Domenico Spina, Francesco Ferranti, Giulio Antonini, Tom Dhaene, Luc
Knockaert. Non Intrusive Polynomial Chaos-based Stochastic Macromod-
eling of Multiport Systems Accepted for the 18th IEEE workshop on signal
propagation on interconnects (SPI), 2014, Ghent, Belgium, 2014.
1.2.3 Publications in other international conferences
1. Domenico Spina, Francesco Ferranti, Tom Dhaene, Luc Knockaert, Giulio
Antonini. Polynomial chaos based variability analysis of multiport sys-
tems. Published in proceedings of the International Conference on Synthe-
sis, Modeling, Analysis and Simulation Methods and Applications to Circuit
Design (SMACD), 2012, pages 245–248, Sevilla, Spain, 2012.
4The publications listed are recognized as ‘P1 publications’, according to the following definition
used by Ghent University: P1 publications are proceedings listed in the Conference Proceedings Ci-
tation Index - Science or Conference Proceedings Citation Index - Social Science and Humanities of
the ISI Web of Science, restricted to contributions listed as article, review, letter, note or proceedings
paper, except for publications that are classified as A1.
14 CHAPTER 1
References
[1] G. E. Moore. Cramming more components onto integrated circuits. Elec-
tronics, 38(8):114–117, Apr. 1965.
[2] S. B. Dhia, M. Ramdani, E. Sicard. Electromagnetic Compatibility of Inte-
grated Circuits: Techniques for Low Emission and Susceptibility. Springer,
2006.
[3] G. A. Abdelmalek, R. Ziani, M. Laghrouchec. Testing and fault tolerance of
integrated circuits. AASRJ Special Issue, 4(5), Sep. 2012.
[4] A. Nieuwoudt and Y. Massoud. On the Impact of Process Variations for Car-
bon Nanotube Bundles for VLSI Interconnect. IEEE Trans. Electron Devices,
54(3):446–455, Mar. 2007.
[5] F. Gong, X. Liu, H. Yu, S. H. D. Tan, J. Ren, and L. He. A Fast Non-Monte-
Carlo Yield Analysis and Optimization by Stochastic Orthogonal Polynomi-
als. ACM Transactions on Design Automation of Electronic Systems (TO-
DAES), 17(1), Jan. 2012.
[6] E. Maricau, G. Gielen. Analog IC Reliability in Nanometer CMOS. Springer,
2013.
[7] M. Onabajo, J. Silva-Martinez. Analog Circuit Design for Process Variation-
Resilient Systems-on-a-Chip. Springer, 2012.
[8] G. S. Fishman. Monte Carlo: Concepts, Algorithms, and Applications.
Springer-Verlag, New York, 1996.
[9] M. S. Eldred. Recent advance in non-intrusive polynomial-chaos and
stochastic collocation methods for uncertainty analysis and design. In Proc.
50th AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics, and
Materials Conference, Palm Springs, California, May 2009.
[10] B. D. O. Anderson, S. Vongpanitlerd. Network Analysis and Synthesis – A
Modern Systems Approach. Prentice-Hall, Englewood Cliffs, NJ, 1973.
[11] M. Nakhla and J. Vlach. A piecewise harmonic balance technique for de-
termination of periodic response of nonlinear systems. IEEE Trans. Circuits
Syst., 23(2):85–91, Feb. 1976.
[12] R. R. Paul. Analysis of Multiconductor Transmission Lines. New York: Wi-
ley, 1994.
[13] S. A. Maas. The RF and microwave circuit design cookbook. Artech House,
Boston, 1998.
2
Probability Theory and Variability
Analysis
In the first part of this Chapter, namely Sections 2.1 - 2.3, a brief overview of
probability theory is given. Far from giving a complete and exhaustive description
of this domain of mathematics, the main aim of the proposed study is to describe
the basic notion and vocabulary of probability theory, necessary to understand
the mathematical framework of the PhD dissertation. The information included in
Sections 2.1 - 2.3 are inspired by [1]. Next, an overview of the three main state-of-
the-art variability analysis techniques, namely MC, PC and SC, is given in the rest
of the Chapter. In particular, the focus of the following discussion is on the strat-
egy adopted by each method to characterize the stochastic process under study
(sampling-based for the MC, interpolation-based for the SC methods, approxima-
tion as a summation of suitable polynomial functions for the PC expansion) and
on the sampling strategy used.
2.1 Random Variables
A probability space associated with a random phenomenon can be defined as a
triple (Ω,F ,P). The sample space Ω is the set of all possible outcomes and an
event can be defined as a subset of Ω containing outcomes ω ∈ Ω. The set of
events defines the σ-algebra F associated with Ω. The probability measure P is a
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function which associates a number P (A) to each set A ∈ F which follows the
Kolmogorov axioms:
P (A) ≥ 0 ∀A ∈ F (2.1)
P (Ω) = 1 (2.2)
P (A ∪B) = P (A) + P (B) ∀A,B ∈ F , A ∩B = ∅ (2.3)
where A ∩B = ∅ indicates two disjoint events.
A real random variable x is a mapping x : Ω → Dx ∈ R. Hence, a random
variable x assigns a real value to each outcome ω ∈ Ω. The random variable x
is called discrete if Dx is a discrete (possibly infinite) set, otherwise x is called
continuous. The rest of this study will focus on the properties continuous random
variables, since the variability analysis techniques proposed in this PhD thesis con-
sider only this type of variables.
A continuous random variable is completely defined by its cumulative distribu-
tion function (CDF) and probability density function (PDF). The CDF represents
the probability that the random variable x is less or equal to the value X:
Fx (X) = P (x ≤ X) (2.4)
Since the CDF is a probability, it must satisfy the following conditions:
0 ≤ Fx (X) ≤ 1 for −∞ < X <∞ (2.5)
Fx (−∞) = 0 and Fx (∞) = 1 (2.6)
P (X1 < x ≤ X2) = Fx (X2)− Fx (X1) (2.7)
The PDF is defined as:
fx (X) = lim
h→0,h>0
P (X ≤ x ≤ X + h) (2.8)
and it can be computed as:
fx (X) =
dFx (X)
dX
(2.9)
Hence, the probability that the random variable x assumes a value in the interval
(a, b) ∈ Dx can be expressed in function of the PDF as:
P (a < x < b) =
∫ b
a
fx (X) dX (2.10)
A random variable x is said to have a finite moment of order p ≥ 1 ifE [|x|p] <
∞ and the p-th moment of x is defined by E [xp], where the symbol E [·] indicates
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the mathematical expectation. Important moments of x are the mean value, the
variance and the standard deviation that are respectively defined as:
µx = E [x] =
∫
Dx
Xfx (X) dX (2.11)
σ2x = E
[
(x− µx)2
]
(2.12)
σx =
√
σ2x (2.13)
Finally, the expectation operator defines an inner product on the vectorial space
L2 (Ω,F ,P) composed of real random variables with finite second momentE [x2] <
∞:
< x, y >= E [xy] (2.14)
Hence, the vectorial space L2 (Ω,F ,P) equipped with the inner product (2.14) is
a Hilbert space. In particular, two random variables x and y are said orthogonal if
and only if E [xy] = 0.
2.1.1 Example: Uniform Random Variable
A random variable x with continuous uniform distribution is characterized by the
following PDF:
fx (X) =
{
1
b−a for a ≤ X ≤ b
0 for X < a or X > b
(2.15)
where the parameters a and b are the minimum and maximum value, respectively,
of the support of x. The probability distribution is called uniform because all
intervals of the same length on the distribution support are equally probable. The
corresponding CDF is:
Fx (X) =

0 for X < a
X−a
b−a for a ≤ X < b
1 for X ≥ b
(2.16)
Finally, the mean and the variance can be expressed as a function of the parameters
a and b as:
µx =
1
2
(a+ b) (2.17)
σ2x =
1
12
(b− a)2 (2.18)
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2.2 Random Vectors
The events A and B are independent if the occurrence of B does not affect the
probability of occurrence of A:
P (A|B) = P (A ∩B)
P (B)
= P (A) (2.19)
where P (A|B) is the conditional probability of the event A with respect to the
event B. Hence, it is easy to prove from (2.19) that the events A and B are inde-
pendent if and only if:
P (A ∩B) = P (A)P (B) (2.20)
Similarly, two random variables are independent if they convey no information
about each other. Hence, the assessment of the probability distribution of each
random variable is not changed by information received on the other. Formally,
two random variables x1 and x2 are independent if and only if:
P ((x1 ∈ A) ∩ (x2 ∈ B)) = P (x1 ∈ A)P (x2 ∈ B) ∀A,B ∈ F (2.21)
A set of random variables x1, . . . , xN is mutually independent if the relation (2.21)
is valid for all the subsets of the random variables x1, . . . , xN . The covariance of
the random variables x1 and x2 provides a measure of the strength of the correla-
tion between the two random variables considered and is defined as:
Cov [x1, x2] = E [(x1 − µx1) (x2 − µx2)] = E [(x1x2)]− E [(x1)]E [(x2)]
(2.22)
If the covariance of two random variables is zero, the variables are called uncorre-
lated. It is possible to prove that if two random variables are independent they are
uncorrelated, while the reverse is not true.
The vector x = [x1, . . . , xN ] is a N -dimensional random vector if its compo-
nents are random variables. Hence, the random vector x is a mapping x : Ω →
Dx ∈ RN . Moments like mean and standard deviation of the random vector x are
the vectors containing the corresponding moment of each component:
µx = [µx1 , . . . , µxN ] (2.23)
σx = [σx1 , . . . , σxN ] (2.24)
The covariance matrixC ofx is a square matrix formed by the following elements:
Ci,j = Cov [xi, xj ] for i, j = 1, . . . , N (2.25)
A vector of continuous random variables is completely defined by its joint
CDF:
Fx (X1, . . . , XN ) = P (x1 ≤ X1, . . . , xN ≤ XN ) (2.26)
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and its joint PDF:
P (a1 < x1 < b1, . . . , aN < xN < bN ) =∫ bN
aN
· · ·
∫ b1
a1
fx (X1, . . . , XN ) dX1 . . . dXN (2.27)
It is important to notice that, if the components of the random vector x are inde-
pendent, than the joint CDF and PDF are the product of the CDFs and of PDFs of
the single random variables, respectively, as:
Fx (X1, . . . XN ) =
N∏
i=1
Fxi (Xi) (2.28)
fx (X1, . . . XN ) =
N∏
i=1
fxi (Xi) (2.29)
2.2.1 Example: Vector of Gaussian Random Variables
Gaussian random vectors, indicated with x ∼ N (µx,C), are defined by the fol-
lowing joint PDF:
fx = (2pi)
N
2 det(C)−
1
2 exp
(
−1
2
(x− µx)T C−1 (x− µx)
)
(2.30)
For the particular case of Gaussian random vectors, if the random variables are
uncorrelated, then they are also independent and (2.30) becomes:
fx =
N∏
i=1
1√
2piσxi
exp
(
− (xi − µxi)
2
2σ2xi
)
(2.31)
2.3 Stochastic Process
A stochastic process H (t,x) is a collection of random variables x defined on
the same probability space (Ω,F ,P). The index t ∈ T represents the time and the
stochastic processH (t,x) is called discrete-time process, if T ⊆ N, or continuous-
time process, if T is not countable. Typically, T = [a, b] with a, b ∈ N and
T = R+ = [0,∞], respectively.
Each generic stochastic process can be considered as a function of the variables
t ∈ T and ω ∈ Ω. Indeed, for each fixed value of time t = t¯ the stochastic process
H (t¯,x) is a random variable, and for every fixed ω = ω¯ the stochastic process is
a deterministic function of time called trajectory of the stochastic process.
Defining a notion of probability density function for a stochastic process is not
easy. Usually, only a family of finite-dimensional distribution is considered that
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corresponds to a finite set of time instants ti for i = 1, . . . , G with G ⊆ N, where
for each ti the stochastic process H (ti,x) is a random variable.
A second order process is a real-valued stochastic process H (t,x) for t ≥ 0
with E
[
H (t,x)
2
]
< ∞ ∀t ∈ T . The mean, the variance and the autocovari-
ance function of a second order process are respectively defined as:
µH (t) = E [H (t,x)] (2.32)
σ2H (t) = E
[
(H (t,x)− µH)2
]
(2.33)
CH (t1, t2) = Cov [H (t1,x)H (t2,x)] (2.34)
2.3.1 Example: Continuous Stochastic Process
Let us suppose that λ ∈ R, and x1, x2 are independent random variables such that
• µx1 = 0 and E
[
x21
]
<∞,
• x2 is uniformly distributed on [0, 2pi].
The stochastic process
H (t,x) = x1cos (x2 + λt) (2.35)
is a second order process with
µH (t) = 0 (2.36)
CH (t1, t2) =
1
2
E
[
x21
]
cos (λ (t2 − t1)) (2.37)
2.4 Monte Carlo Method
In Section 2.3, it was introduced the notion of stochastic process H (t,x) in the
time domain. Since frequency-domain analysis is essential for many electronic cir-
cuits, it is immediate to introduce the notion of stochastic process in the frequency-
domain H (f,x) as a function of the frequency f and of the random variables
considered. The variability analysis techniques presented in this Chapter can be
applied to both time- or frequency-domain stochastic process. Hence, the explicit
dependency on time or frequency of the stochastic processes considered is omitted
in the notation used in the rest of the Chapter.
The MC method or analysis is a statistical evaluation tool that relies on re-
peatedly solving a problem by using a large set of values of the random variables
involved. In the context of this PhD thesis, the problem is the analysis of the ef-
fects of geometrical or electrical parameters variability on the performance of the
circuit under study. In particular, Computer Aided Design (CAD) tools, such as
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EM simulators, will be used to analyze the particular IC considered. Since the
MC method represents the standard approach for variability analysis thanks to its
accuracy, robustness and ease of implementation, it will be used as a reference to
evaluate the accuracy and efficiency of the techniques presented in this PhD thesis.
At first, the MC analysis requires to individuate the random parameters of in-
terest and their distribution. It is important to remark that the identification of the
random variables involved in the stochastic process under exam is a fundamen-
tal preliminary step required to be able to perform the variability analysis with
any technique. For the purpose of this PhD thesis, it will be assumed that the
distribution of the random variables of interest is known. Next, it is necessary to
compute a large set of samples of the chosen random parameters according to their
distribution. However, truly random samples are not always required for the MC
method to be accurate and different computational algorithms can be used to gen-
erate deterministic pseudo-random sequences [2]. For the purpose of this work, the
samples needed are generated using suitable pseudo-random generators in MAT-
LAB1. Now, it is possible to simulate the IC under study via CAD tools for each
sample obtained for the chosen random parameters. This step of the MC anal-
ysis represents its main drawback for the application of this variability analysis
method to modern high-speed ICs. Indeed simulating such circuits is often ex-
pensive, considering that both the operative bandwidth and complexity of modern
electrical systems are constantly increasing. Due to the large number of simula-
tions required to obtained accurate results, as it will be described in the following,
the MC analysis has a really high computational time. Finally, it is possible to
collect and analyze the results obtained so far to compute statistical information.
In the rest of this Section, it will be described the accuracy of the MC method
in estimating statistical information according to the number of samples consid-
ered in the analysis. Let us suppose that we want to compute via MC analysis
the mean µ (Y ) of the stochastic process Y (x), that depends on N random vari-
ables included in the vector x, see equation (2.32). Without loss of generality, we
suppose that the random variables x are independent and uniformly distributed.
Hence, equation (2.32) requires to calculate a suitable multidimensional integral
defined on the N -dimensional unit hypercube [2, 3]. The mean of Y (x) can be
computed using the MC method as [2]:
µ (Y )MC =
1
K
K∑
k=1
Yk (2.38)
where Yk = Y (xk) for k = 1, . . . ,K. Next, it is possible to prove that the
estimator (2.38) is unbiased:
E [µ (Y )MC ] = µ (Y ) (2.39)
1The Mathworks, Inc., Natick
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and, since Yk for k = 1, . . . ,K are independent identically distributed, it con-
verges almost surely to the exact value µ (Y ) as [3]:
lim
K→∞
P (µ (Y )MC = µ (Y )) = 1 (2.40)
Finally, the variance of the estimator (2.38) can be expressed with respect to the
variance σ (Y )2 of the stochastic process Y (x) as [3]:
σ2(µ (Y )MC) =
σ2 (Y )
K
(2.41)
It is important to notice that the statistic computed on samples sets, including equa-
tion (2.38), are random quantities. Indeed, performing a MC analysis with the
same number of samples K for different values of the random variables x would
produce different values of (2.38). An important measure of the accuracy of esti-
mation (2.38) is given by the confidence interval 100 (1− α) %: the mean µ (Y )
of the stochastic process Y (x) lies inside the range individuated by the confidence
interval with approximated probability (1− α), where 0 < α < 1.
Under fairly general conditions [2], it is possible to prove that:
lim
K→∞
P (Estim ≤ β) = FN (β) (2.42)
where
Estim =
µ (Y )MC − µ (Y )√
σ2(Y )
K
(2.43)
and FN is the CDF of the normal distribution (Gaussian distribution with zero
mean and unitary standard deviation). Equivalently, the quantityEstim converges
in distribution to a random variables with normal distribution for N → ∞. An
asymptotically valid confidence interval for (2.38) is
100 (1− α) % =[
µ (Y )MC − F−1N
(
1− α
2
)√σ2 (Y )
K
, µ (Y )MC + F
−1
N
(
1− α
2
)√σ2 (Y )
K
]
(2.44)
However, the variance σ (Y )2 of the stochastic process Y (x) in (2.44) is unknown.
A strongly consistent estimator of σ (Y )2 can be computed using the MC analysis
as [2]:
σ (Y )
2
MC =
1
K − 1
K∑
k=1
(Yk − µ (Y )MC)2 (2.45)
Note that, the use of (2.45) in (2.44) introduces a sampling-based error. The MC
analysis can be used to estimate higher order moments, even if with a slower con-
vergence rate with respect to the mean, since the variance of the related estimators
is usually large.
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Equation (2.44) allows to point out two important characteristics of the MC
method:
• the MC analysis has a slow convergence rate with respect to the number K
of simulations performed, since the confidence interval (2.44) depends on
the inverse square root of K;
• the convergence rate of the MC analysis does not depend on the number N
of random variables considered, making the MC method particularly suit-
able in performing the variability analysis with respect to an high number of
parameters.
Concluding, the MC method is straightforward to implement, robust and ac-
curate, but has a slow convergence rate with respect to the number of simulations
performed. Since simulations of complex high speed ICs are expensive, the MC
method has a really high computational time.
2.5 Polynomial Chaos expansion
A stochastic process Y (ξ) with finite variance can be expanded as a series of
orthogonal polynomials with suitable coefficients as [4]
Y (ξ) =
∞∑
i=0
αiϕi(ξ) (2.46)
where ϕi(ξ) are the corresponding orthogonal polynomials depending on the vec-
tor of normalized random variables ξ and the coefficients αi are called PC co-
efficients. Regarding the polynomials, the following orthogonality condition is
satisfied [5]
< ϕi(ξ), ϕj(ξ) >=
∫
Ω
ϕi(ξ)ϕj(ξ)W (ξ)dξ = aiδij (2.47)
where ai are positive numbers, δij is the Kronecker delta andW (ξ), called weight-
ing function in the theory of orthogonal polynomials [6], is a probability measure
with support Ω. The construction of the PC expansion (2.46) entails a three-step
process:
• Calculating the orthogonal polynomials ϕi(ξ).
• Truncating the series to a finite order.
• Computing the PC coefficients αi.
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If the stochastic process Y (ξ) is composed of independent random variables,
the identification of the orthogonal polynomials, also called basis functions, is
straightforward: the global uncertainty PDF is the product of the PDFs of the sin-
gle random variables. In this case, the weighting function can be written as
W (ξ) =
N∏
i=1
Wi(ξi) (2.48)
where N is the number of random variables. Therefore, due to the orthogonality
relation (2.47), the basis functions ϕi(ξ) can be calculated as product combina-
tions of orthogonal polynomials corresponding to each individual random variable
ξi [7]. Using the so called “total order expansion” [8], (2.46) can be truncated to a
limited number of M basis functions as
ϕj(ξ) =
N∏
k=1
φik(ξk) with
N∑
k=1
ik ≤ P and 0 ≤ j ≤M (2.49)
where φik(ξk) represents the polynomial function of degree i corresponding to
the random variable ξk and P is the highest degree of the polynomials used in
the truncated PC expansion (called order of the expansion in the rest of this PhD
thesis). It is easy to show [8] that the total number of basis functions M + 1 used
in the PC expansion is
M + 1 =
(N + P )!
N !P !
(2.50)
Note that for random variables with specific PDFs (indicated in the sequel as stan-
dard distributions) the basis functions are the polynomials of the Wiener-Askey
scheme [6], as shown in Table 2.1. For example, in the Gaussian PDF case the
basis functions are the Hermite polynomials, and in the uniform PDF case the
basis functions are the Legendre polynomials. The optimality of the polynomi-
als of the Wiener-Askey scheme is guaranteed as their weighting function W (ξ)
corresponds to the PDF of the associated random variable, when placed in a stan-
dard form [5, 6]. Due to this property, an exponential convergence rate can be
achieved [5]. Furthermore, optimal basis functions can be calculated numerically
for independent random variables with arbitrary PDFs following the approach de-
scribed in [5].
In the general case of correlated random variables with arbitrary PDFs, the ba-
sis functions can be calculated following the approach described in [5, 7, 8]. In this
case, decorrelation can be obtained via a variable transformation, such as the Nataf
transformation [9] or the Karhunen-Loe´ve expansion [10] and the convergence rate
of the PC expansion may not be exponential.
After determination of the basis functions, (2.46) is truncated as follows
Y (ξ) ≈
M∑
i=0
αiϕi(ξ) (2.51)
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Next, the M + 1 PC coefficients αi must be computed. Two main approaches
exist in the literature to compute the PC coefficients: the spectral projection and the
linear regression technique [8]. The first approach projects the stochastic process
on each basis function, requiring the evaluation of the following multidimensional
integral
αi =
1
< ϕi(ξ), ϕi(ξ) >
∫
Ω
Y (ξ)ϕi(ξ)W (ξ)dξ (2.52)
for each coefficient of the PC expansion. The second approach calculates all the
PC coefficients solving a least-square system [8]
Ψα = R (2.53)
Equation (2.53) is calculated with respect to an initial set of discrete samples of the
normalized random variables ξ, indicated as
[
ξj
]K
j=1
. The j−th row of the matrix
Ψ contains the multivariate polynomial basis evaluated at ξj and the matrix R
represents the corresponding set of stochastic process values.
The main advantage of the PC expansion is the analytical representation of the
system variability. For example, the mean µ and the variance σ2 of the stochastic
process Y can be written as [8]
µ = α0 (2.54)
σ2 =
M∑
i=1
α2i < ϕi(ξ), ϕi(ξ) > (2.55)
Apart from all moments, also stochastic functions of Y (ξ), such as the PDF and
the CDF, can be computed following standard analytical formulas or numerical
schemes [1].
If the stochastic process under study is written in a matrix form Y (ξ), the PC
coefficient must be calculated for each entry of Y (ξ). In this case, (2.51) can be
written as
Y (ξ) ≈
M∑
i=0
αiϕi(ξ) (2.56)
Random variables Polynomial Support range
Gaussian Hermite [−∞,∞]
Uniform Legendre [−1, 1]
Beta Jacobi [−1, 1]
Gamma Laguerre [0,∞]
Table 2.1: Polynomials of the Wiener-Askey scheme for continuous random variables [6].
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where αi is the matrix of PC coefficients for the i-th polynomial basis and has the
same size of Y (ξ). For a complete reference to PC theory, the reader is referred
to [4] – [8].
2.6 Stochastic Collocation methods
The basic idea of the SC approach is to approximate the unknown stochastic
solution by interpolation functions in the stochastic space. The interpolation is
constructed by repeatedly solving (sampling) the deterministic problem at a pre-
determined set of nodes in the stochastic space. E.g., a stochastic process Y (ξ)
can be expressed as:
Y (ξ) =
Q∑
i=1
Y (ξi)Li (ξ) (2.57)
where ξ denote the stochastic parameters and {Li(ξ)}Nn=1 represents the interpo-
lation basis functions. Hence, the computational effort required for the collocation
approach depends on the number of support nodes used for constructing the inter-
polation. Once the interpolation scheme has been selected, no estimation of the
order of the basis functions is needed. As a result, the key issue for this approach
is the selection of the support nodes, such that using the minimal number of nodes
one achieves a good approximation.
For example, if the Lagrange interpolation scheme is chosen, the element Li
in (2.57) for a one-dimensional interpolation can be expressed as
Li (ξ) =
Q∏
i=1, i 6=j
ξ − ξi
ξj − ξi (2.58)
where Li is equal to 1 for ξ = ξj and is equal to 0 for ξ = ξi. Next, for interpola-
tion in multiple dimensions, a tensor-product approach can be used and equation
(2.57) becomes
Y (ξ) =
Qk1∑
i1=1
· · ·
QkN∑
iN=1
Y
(
ξk1i1 , . . . , ξ
kN
iN
)(
Lk1i1 ⊗ · · · ⊗ LkNiN
)
(2.59)
where ξki is the i−th node in the k−th direction and the total number of nodes
used in (2.59) is
N∏
n=1
Qkn (2.60)
Obviously, the adoption of the full tensor-product approach is not efficient with
respect to the number of random variables N . Hence, the adoption of Smolyak
sparse grids [11–13] to choose the collocation points allows to drastically reduce
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the total number of nodes used in the interpolation while preserving a high level
of accuracy.
The stochastic moments can be computed by means of analytical formulas and
then very efficiently, once the analytical form of the interpolation kernel functions
{Li(ξ)}Nn=1 and probability measure W (ξ) has been decided. Indeed, the m−th
moment of Y (ξ) can be expressed as:
µm (Y (ξ)) = E [Ym (ξ)] =
∫
Ω
Ym (ξ)W (ξ) dξ (2.61)
where W (ξ) is a probability measure with support Ω. Let us assume that the
interpolation kernel functions {Li (ξ)}Nn=1 only depend on the stochastic space
grid points and their computation does not require the solution of a linear system
to impose an interpolation constraint. Therefore, interpolating systems, matrices
or scalars does not make any difference for these interpolation kernel functions.
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3
Variability Analysis of Multiport
Systems via Polynomial Chaos
Expansion
In this chapter, the first model-driven stochastic macromodeling technique devel-
oped during my research activity is presented. It is based on the calculation of
root macromodels of the system transfer functions and on the PC expansion of
the corresponding state-space matrices. It extends to general passive multiport
circuits (such as interconnections, filters, connectors, etc.) the application of the
PC expansion, previously adopted only for lumped elements and multiconductor
transmission lines.
? ? ?
D. Spina, F. Ferranti, T. Dhaene, L. Knockaert, G. Antonini, D.
Vande Ginste
Published in IEEE Transactions on Microwave Theory and Techniques, vol.60,
no.8, pp.2329-2338, Aug. 2012
Abstract We present a novel technique to perform variability analysis of multiport
systems. The versatility of the proposed technique makes it suitable for the anal-
ysis of different types of modern electrical systems. The proposed method, based
32 CHAPTER 3
on the calculation of a set of univariate macromodels and on the use of the PC
expansion, produces a macromodel of the transfer function of the multiport sys-
tem including its statistical properties. The accuracy and the significant speed-up
with respect to the classical MC analysis are verified by means of two numerical
examples.
3.1 Introduction
The increasing demand for performance from ICs pushes operation to higher signal
bandwidths, while rapid advances in manufacturing capabilities have significantly
reduced the feature size and increased the density of these devices. In this scenario,
the analysis of the effects of geometrical or electrical parameters variability on the
ICs performance is fundamental.
The standard approach for variability analysis is the MC method. MC gives
accurate results and its implementation is straightforward, but it requires a large
number of simulations. Since simulations are often computationally expensive due
to the increased complexity of systems, MC has a very high computational cost.
Recently, a new approach, based on the PC expansion, has emerged to perform
variability analysis as an efficient alternative to the computationally cumbersome
MC-based techniques. The PC-based modeling approach expands a stochastic
process in terms of orthogonal polynomials, giving an analytical representation
of the variability of the system with respect to the random variables under con-
sideration [1]. Over the recent years, techniques were developed to study the
stochastic variations of electrical circuits by means of the PC expansion. These
techniques were tailored to handle specific systems, namely multiconductor trans-
mission lines [2] - [4] and lumped elements circuits [5], [6].
Instead, the variability analysis technique presented in this chapter can be ap-
plied to any generic multiport system, if the linear system can be described by a
state-space model. The starting point of the proposed technique is the evaluation
of the system transfer function on a discrete set of frequencies and geometrical
or physical parameters chosen for the variability analysis. The transfer function
of the system in the frequency-domain can be expressed in different forms (e.g.
scattering, impedance or admittance parameters), making the proposed method
applicable to a large range of microwave systems. Next, a univariate frequency-
domain macromodel is computed using the Vector Fitting (VF) technique [7] - [9]
for each combination of the discretized design parameters. In this chapter, we refer
to these initial univariate macromodels as root macromodels. Afterwards, a state-
space realization is obtained for each root macromodel, allowing to calculate the
PC model with respect to the random variables under consideration.
The main advantage of this new approach is clear: the PC-model of the state-
space matrices is able to describe the statistical properties of the system over the
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entire frequency range of the chosen samples. Furthermore, the PC model of the
system transfer function can be calculated for each frequency of interest by com-
bining the PC model of the state-space matrices with the existing deterministic
equations for systems expressed in state-space form. Finally, the corresponding
PC expansion of the ports voltage and current can be easily obtained from the PC
representation of the system transfer function.
3.2 Variability analysis of Multiport Systems
3.2.1 Transfer function PC modeling
The starting point of our approach is the description of a multiport system with a
generic linear input-output representation in state-space form:
(sI −A(ξ))X(s, ξ) = B(ξ) (3.1)
Y (s, ξ) = C(ξ)X(s, ξ) +D(ξ) (3.2)
where the dependency on a vector of random variables ξ is explicitly indicated.
The goal is to calculate the PC expansion in the form (see Section 2.5)
Y ≈
M∑
i=0
αiϕi(ξ) (3.3)
of the state-space variables X and, consequently, of the output Y , starting from
the PC expansion of the state-space matrices. The reader is referred to Section 2.5
for a complete overview about the properties of the PC expansion.
Without loss of generality, for ease of notation, the random variables of the
stochastic process Y are chosen as independent and the corresponding PDFs are
standard distributions. Hence, the basis functions ϕi(ξ) are the polynomials of
the Wiener-Askey scheme [10]. Note, however, that (3.1) and (3.2) can also be
calculated for the general case of correlated random variables with arbitrary distri-
butions, using the techniques described in Section 2.5.
In what follows, we will demonstrate that, to achieve our goal, it is necessary
to:
• Decide on the number of basis functions M in (3.3).
• Compute the PC coefficients of the state-space matrices.
• Calculate and solve an equivalent linear system for the coefficients of the
PC expansion ofX .
• Combine the obtained results in a suitable way in order to obtain the PC
expansion of Y .
34 CHAPTER 3
Since, for practical applications, the highest degree of the polynomials used in the
PC expansion (3.3) can be limited between two and five [2], [10], the number of
basis functions M in our approach is chosen upfront according to (2.50):
M + 1 =
(N + P )!
N !P !
where N is the number of random variables and P is the highest degree of the
polynomials used in the PC expansion (3.3).
Next, the PC coefficients are computed by means of the linear regression ap-
proach solving a suitable least-square system in the form [1]
Ψα = R (3.4)
Hence, the equivalent matrices Ψ andR must be built for the state-space matrices
in (3.1), (3.2).
The first step is the computation of K univariate frequency-domain macro-
models, called root macromodels [11], [12]. This is done by invoking the VF algo-
rithm K times, i.e., for a discrete set of values of the normalized random variables[
ξj
]K
j=1
, each time using L frequency samples [fl]Ll=1. A simple pole-flipping
scheme is used to enforce stability [7]. Afterwards, a state-space realization is ob-
tained for each stable root macromodel [Aj ,Bj ,Cj ,Dj ]Kj=1 using a realization
technique. The realization technique used to convert a pole-residue model to a
state-space form has an influence on the smoothness of the state-space matrices
with respect to the design parameters and, therefore, on the accuracy of the final
PC model. We use a standard Gilbert realization [13] in our approach.
Note that all K realizations of all state-space matrices must have the same
dimensions to build the matrix R. This requirement can easily be satisfied if one
considers that the range of variation of each random variable is relatively small.
Therefore, the VF algorithm is applied first to estimate the maximum number of
poles needed for the rational modeling by computing the poles at the corner points
of the discrete set of initial data, and afterwards to build the corresponding root
macromodels using this number of poles. Finally, ordering the basis functions and
the state-space matrices computed for each ξj , an equivalent equation (3.4) can
be obtained for each state-space matrix. Let us suppose that T poles are needed
to build each root macromodel, then the matrices Ψ, α and R of equation (3.4)
calculated for the state-space matrixA can be written as
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Ψ =
 ϕ0 (ξ1) . . . ϕM (ξ1)... ... ...
ϕ0 (ξK) . . . ϕM (ξK)

α =
A0...
AM

R =
A (ξ1)...
A (ξK)

(3.5)
where ϕi
(
ξj
)
is the product of the identity matrix IT×T with the i−th basis
function [ϕi]
M
i=1 calculated for the j−th sample of
[
ξj
]K
j=1
, the symbol Ai, i =
0, · · · ,M , represents the i−th PC coefficient matrix, whileA (ξj) is theAmatrix
calculated for
[
ξj
]K
j=1
. Equation (3.4) for the state-space matrices can be solved
in a least squares sense using an element-wise, column-wise or matrix-wise ap-
proach. Note that, the linear system in the form (3.5) must be overdermined to
be solved in a least-square sense. In [1] it is recommended to use a number of
samples equal to the double of the basis function used, i.e., K ≈ 2 (M + 1).
At this point, we have obtained the representation of the state-space matrices
in the form (3.3), using an a priori estimation of the expansion order and the linear
regression method to calculate the PC coefficients, which are from now on denoted
as Ai, Bi, Ci, Di, i = 0, ...,M . Using (3.3) to express the state-space matrices,
the state-vector and the output, (3.1) and (3.2) can be rewritten as
s
M∑
j=0
Xj(s)ϕj(ξ) =
M∑
i=0
M∑
j=0
AiXj(s)ϕi(ξ)ϕj(ξ) +
M∑
i=0
Biϕi(ξ) (3.6)
M∑
j=0
Y j(s)ϕj(ξ) =
M∑
i=0
M∑
j=0
CiXj(s)ϕi(ξ)ϕj(ξ) +
M∑
i=0
Diϕi(ξ) (3.7)
where the only unknowns are the matrices of PC coefficients Xj(s) for the state-
vector, and Y j(s) for the output. Next we calculate the desired state-vector coef-
ficients solving a corresponding linear system of the form
ΦXXα = Bα (3.8)
where Bα is the matrix containing all PC coefficients of the B matrix, Xα is
the matrix containing all unknown PC coefficients and ΦX is a matrix containing
weighted scalar products as discussed in what follows. Equation (3.8) can be ob-
tained by projecting (3.6) on the basis functions of the PC expansion. To explain
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how (3.8) is built, let us for simplicity assume that the state-space matrices depend
on one random variable and two basis functions are used for the PC expansion.
The extension to the case of multiple random variables and higher order of expan-
sion is straightforward. Furthermore, the explicit dependency on the vector ξ is
omitted in the following equations, for the sake of clarity. In this simplified case,
equation (3.6) can be rewritten as
sX0ϕ0 + sX1ϕ1 = A0X0ϕ0ϕ0
+A1X0ϕ1ϕ0 +A0X1ϕ0ϕ1 +A1X1ϕ1ϕ1
+B0ϕ0 +B1ϕ1 (3.9)
Due to the orthogonality relation (2.47), projection of (3.9) onto the first basis
function ϕ0, yields
sX0 < ϕ0, ϕ0 >=
A0X0 < ϕ0ϕ0, ϕ0 > +A1X0 < ϕ1ϕ0, ϕ0 >
+A0X1 < ϕ0ϕ1, ϕ0 > +A1X1 < ϕ1ϕ1, ϕ0 >
+B0 < ϕ0, ϕ0 > (3.10)
Similarly, projecting (3.9) onto the second basis function ϕ1, we obtain
sX1 < ϕ1, ϕ1 >=
A0X0 < ϕ0ϕ0, ϕ1 > +A1X0 < ϕ1ϕ0, ϕ1 >
+A0X1 < ϕ0ϕ1, ϕ1 > +A1X1 < ϕ1ϕ1, ϕ1 >
+B1 < ϕ1, ϕ1 > (3.11)
Upon calculation of the scalar products in (3.10) and (3.11), a matrix equation in
the form (3.8) is obtained:(
ΦX00 ΦX01
ΦX10 ΦX11
)(
X0
X1
)
=
(
B0
B1
)
(3.12)
where
ΦX00 = sI −A0< ϕ0ϕ0, ϕ0 >
< ϕ0, ϕ0 >
−A1< ϕ1ϕ0, ϕ0 >
< ϕ0, ϕ0 >
ΦX01 = −A0< ϕ0ϕ1, ϕ0 >
< ϕ0, ϕ0 >
−A1< ϕ1ϕ1, ϕ0 >
< ϕ0, ϕ0 >
ΦX10 = −A0< ϕ0ϕ1, ϕ1 >
< ϕ1, ϕ1 >
−A1< ϕ1ϕ0, ϕ1 >
< ϕ1, ϕ1 >
ΦX11 = sI −A0< ϕ0ϕ1, ϕ1 >
< ϕ1, ϕ1 >
−A1< ϕ1ϕ1, ϕ1 >
< ϕ1, ϕ1 >
(3.13)
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Figure 3.1: Flow chart of the proposed modeling strategy.
and I is the identity matrix. Note that solving (3.12) for different frequency sam-
ples does not require renewed calculation of the scalar products in (3.13). Finally,
it is now possible to directly compute the PC coefficients of the output Y j(s). In-
deed, because of the orthogonality relation (2.47), projecting equation (3.7) onto
the basis functions ϕp(ξ), p = 0, ...,M , leads to
Y p(s) < ϕp(ξ), ϕp(ξ) >=
M∑
i=0
M∑
j=0
CiXj(s) < ϕi(ξ)ϕj(ξ), ϕp(ξ) > +Dp < ϕp(ξ), ϕp(ξ) >
(3.14)
where all the scalar products were already pre-computed in the previous step in
order to build the matrix ΦX .
The proposed PC-based approach aims at performing frequency-domain vari-
ability analysis on a large range of microwave systems (e.g. filters, connectors,
non-uniform transmission lines), overcoming the limitation of the previously de-
veloped PC-based technique [2] - [6], that were tailored to handle specific systems.
This appealing characteristic of the proposed PC-based method is obtained by ap-
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plying the PC expansion to a state-space representation of the multiport systems.
This approach has two main advantages:
• the system transfer function can be expressed in several forms such as scat-
tering, impedance or admittance parameters;
• the PC model of the state-space representation is frequency independent;
however, it allows to describe the system in a large frequency range, see
(3.6), (3.7).
Indeed, the frequency-dependent PC expansion of the system transfer function can
be calculated for every frequency of interest f ′ ∈ [f1, fL], by solving the linear
system (3.8) for s = j2pif ′ and applying the results obtained in (3.14). To solve
(3.8), it is only required to compute the projection of (3.6) onto each basis function.
We remark that these projections are frequency-independent and can be calculated
upfront. The proposed modeling strategy is summarized in Fig. 3.1.
3.2.2 Port Voltages and Currents PC modeling
In this Section, we describe how to compute the PC expansion of the port volt-
ages and currents starting from the PC expansion of the transfer function of the
multiport system. We suppose that the terminations are linear and independent of
the random variables ξ. For ease of notation, the dependency on the Laplace vari-
able s and the random variables ξ are omitted in the following equations. For a
multiport system described by its impedance parameters Z, the following relation
applies [14]:
V˜ = ZI˜ (3.15)
where the symbol V˜ is used for the port voltages and I˜ for the port currents. We
introduce the terminations of the lines to solve (3.15). In case of linear loads, we
have
I˜ = Is −GV˜ − sCV˜ (3.16)
where Is is the vector of the source currents, while the matrices G and C de-
scribe linear resistive and capacitive lumped elements at the ports of the system.
Substituting (3.16) in (3.15) gives
V˜ +Z (G+ sC) V˜ = ZIs (3.17)
In (3.17) onlyZ and V˜ depend on the random variables ξ and therefore application
of the PC expansion leads to
M∑
i=0
V˜ iϕi(ξ) +
M∑
i=0
M∑
j=0
Zj (G+ sC) V˜ iϕi(ξ)ϕj(ξ) =
M∑
j=0
ZjIsϕj(ξ) (3.18)
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where V˜ i represents the vector containing the i−th PC coefficients of the port
voltages and Zj is a matrix containing the j−th PC coefficients of the impedance
parameters. The desired PC coefficients for the port voltages are again obtained
by projecting equation (3.18) onto the basis functions ϕp(ξ), p = 0, ...,M , as
follows:
V˜ p < ϕp(ξ), ϕp(ξ) > +
M∑
i=0
M∑
j=0
Zj (G+ sC) V˜ i < ϕi(ξ)ϕj(ξ), ϕp(ξ) >=
ZpIs < ϕp(ξ), ϕp(ξ) > (3.19)
As before, the scalar products are already known, because they were pre-computed
during the calculation of the matrix ΦX . Therefore, the p-th PC coefficient vec-
tor of the port voltages can be calculated immediately from (3.19). Once the PC
expansion for the port voltages is calculated, the corresponding expression for the
port currents can be obtained directly expressing (3.16) with respect to the chosen
basis functions, as follows:
M∑
i=0
I˜iϕi(ξ) = Is −
M∑
i=0
GV˜ iϕi(ξ)− s
M∑
i=0
CV˜ iϕi(ξ) (3.20)
Similar relations apply in the case of admittance and scattering parameters, as
illustrated in the next Section.
3.3 Numerical Examples
In this Section, the proposed technique is applied to two different structures. In
each example, the scattering parameters of the structure, calculated with respect
to a reference impedance of 50 Ω, are considered as a stochastic process with
respect to two or three independent random variables (N = 2 or N = 3) with
uniform PDFs. The corresponding basis functions are products of the Legendre
polynomials [15] and are shown in Table 3.11 for M = 5 and P = 2, while the
weighting function (2.48) is
W (ξ) =
{
2−N , |ξi| ≤ 1, i = 1, ...., N
0, elsewhere
(3.21)
The proposed PC-based method and the MC method are compared to validate
the efficiency and accuracy of our novel technique. In each example, the scalar
products in (3.8) are calculated analytically on beforehand. The simulations are
1Based on the fact that
∫ 1
−1 Pn(x)
2dx = 2/(2n+1) where Pn(x) are the Legendre polynomials.
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performed with MATLAB 2010a on a computer with an Intel(R) Core(TM) i3
processor and 4 GB RAM.
index i i-th basis function ϕi < ϕi, ϕi >
0 1 1
1 ξ1
1
3
2 ξ2
1
3
3 12
(
3ξ21 − 1
)
1
5
4 ξ1ξ2
1
9
5 12
(
3ξ22 − 1
)
1
5
Table 3.1: Legendre polynomials products for two independent random variables, with
M = 5 and P = 2 [3].
3.3.1 Transmission line
In this first example, a lossy microstrip line of length 8 cm is modeled within the
frequency range [0 − 4] GHz. Its cross section is shown in Fig. 3.2. The copper
line has width w = 160 µm, thickness t = 15 µm and conductivity σ = 5.8 · 107
S/m. The dielectric is SiO2 of thickness h = 180 µm with relative permittivity
r = 3.9 and loss tangent tanδ = 0.001.
The length and width of the conductor and the dielectric relative permittivity are
considered as independent random variables with a uniform PDF, varying within a
range of±5% with respect to the central value mentioned previously. We note that
the choice of a line length as parameter for the variability analysis is particularly
meaningful because:
• it causes a shift of the resonances of the microstrip, see Fig. 3.3, since a
total variation of 0.8 cm in the line length is considered during the variability
analysis;
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• it cannot be modeled using the techniques described in [2] - [4], since they
start from a stochastic model of the per-unit-length parameters for the vari-
ability analysis.
The scattering parameters are evaluated using a quasi-analytical model [16] over
a grid composed of 4× 4× 4 (L,w, r) samples for all the random variables and
101 samples for the frequency. The frequency samples are divided in two groups:
modeling points (51 samples), used to calculate the state-space representation of
the scattering parameters, and validation points (50 samples), used to verify the
accuracy of the PC-model with respect to the MC analysis.
The state-space matrices are calculated using the VF algorithm, targeting −50 dB
as maximum absolute model error between the scattering parameters and the cor-
responding root macromodels in order to estimate the required number of poles.
The PC expansion is calculated using P = 2 and M = 9, according to (2.50).
In Table 3.2 the computational time needed for the MC analysis (performed using
10000 (L,w, r) samples for the validation frequencies) and the proposed PC-
based technique is reported. Additionally, for the proposed PC method, the com-
putational time needed to calculate the initial samples and to build the polynomial
model of the scattering parameters is shown. The comparison in Table 3.2 illus-
trates the significant efficiency gain of the proposed technique.
To calculate the port voltages and currents variability, we use a frequency-domain
The´venin voltage source of 1 V with a source impedance of 50 Ω. The line is also
terminated by 50 Ω.
The proposed PC-based technique has an excellent accuracy compared with the
classical MC analysis in computing system variability features, as shown in Figs.
3.4 - 3.7. In particular, Figs. 3.4, 3.5 show the mean and the standard deviation of
the real part of the element S12, Fig. 3.6 describes the PDF and the CDF of S11 at
1.24 GHz and Fig. 3.7 shows the standard deviation of the imaginary part of the
current at the output port of the microstrip. Similar results can be obtained for the
other entries of the scattering matrix and for the port signals.
Figure 3.2: Example 3.3.1. Cross section of the lossy microstrip.
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Figure 3.3: Example 3.3.1. Variability of the magnitude of S11. The thick green line
corresponds to the central value for L, w and r , while the blue lines are the results of MC
simulations.
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Figure 3.4: Example 3.3.1. The top plot shows a comparison between the mean of the real
part of S12 obtained with the MC analysis (full black line) and the proposed PC-based
method (green circles: (◦)) for the validation frequencies. The lower plot shows the
absolute error between the two values.
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Figure 3.5: Example 3.3.1. The top plot shows a comparison between the standard
deviation of the real part of S12 obtained with the MC analysis (full black line) and the
proposed PC-based method (green circles: (◦)) for the validation frequencies. The lower
plot shows the absolute error between the two values.
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Figure 3.6: Example 3.3.1. PDF and CDF of the magnitude of S11 at 1.24 GHz. Full
black line: PDF computed using the novel technique; Dashed black line: CDF computed
using the novel technique; Circles (◦): PDF computed using MC technique; Squares ():
CDF computed using MC technique.
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Technique Computational time
Monte Carlo Analysis (10000 samples) 152.1 s
PC-based technique 7.43 s
Details PC-based technique Computational time
Initial simulations (64 samples) 0.97 s
PC model scattering parameters 6.46 s
Table 3.2: Example 3.3.1. Efficiency of the Proposed PC-based Technique.
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Figure 3.7: Example 3.3.1. The top plot shows a comparison between the standard
deviation of the imaginary part of the current at the output port of the microstrip obtained
with the MC analysis (full black line) and the proposed PC-based method (green circles:
(◦)) for the validation frequencies. The lower plot shows the absolute error between the
two values.
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3.3.2 Double Folded Stub Microstrip Bandstop Filter
In this second example, a double folded stub microstrip bandstop filter [11] has
been modeled within the frequency range [4.75− 20.25] GHz. Its layout is shown
in Fig. 3.8.
The substrate is 0.1270 mm thick with a relative dielectric constant r = 9.9 and a
loss tangent tanδ = 0.003. The length L and the distance S are considered inde-
pendent random variables with a uniform PDF, varying in a range of ±10% with
respect to the central value L0 = 2.1946 mm and S0 = 0.1219 mm, respectively.
The scattering parameters are evaluated using the program ADS Momentum over
a grid composed of 6 × 6 (L, S) samples for the geometrical parameters and 62
samples for the frequency. Then, the frequency samples are divided in two groups:
modeling points (31 samples) and validation points (31 samples). In this example,
the scattering parameters show a high variability with respect to (L, S), as shown
in Fig. 3.9.
As in the previous example, VF is used to construct the root macromodels for the
modeling points, and the accuracy target was again set at −50 dB. The PC expan-
sion is calculated using P = 3 and M = 9, according to (2.50).
The comparison between the computational time needed for the MC analysis
performed using 10000 (L, S) samples for the validation points and the proposed
PC-based technique is shown in Table 3.3, demonstrating the efficiency of the pro-
posed PC-based method. In Fig. 3.10 it is shown an example of the convergence
rate of the MC analysis in computing the system variability features; note how the
choice of the sample size for the MC analysis affects the accuracy.
In order to evaluate the variability of the port voltages and currents, the filter
is excited by a frequency-domain The´venin voltage source of 1 V with a source
impedance of 50 Ω and the filter is terminated on a 50 Ω impedance.
Figures 3.11 - 3.14 show the accuracy of the proposed PC-based technique
compared to the classical MC analysis in computing system variability features.
In particular, Figs. 3.11 and 3.12 show the mean and the standard deviation of the
Figure 3.8: Example 3.3.2. Geometry of the double folded stub microstrip bandstop filter.
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Figure 3.9: Example 3.3.2. Variability of the magnitude of S12. The thick green line
corresponds to the central value for S and L, while the blue lines are the results of MC
simulations.
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Figure 3.10: Example 3.3.2. Standard deviation of imaginary part of S11 obtained with the
MC analysis using different sample size. Full black line: standard deviation computed
using 10000 samples; Dashed green line: standard deviation computed using 1000
samples; Squares (): standard deviation computed using 100 samples.
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Technique Computational time
Monte Carlo Analysis (10000 samples) 253 h, 22 min, 37.2 s
PC-based technique 54 min 56.88 s
Details PC-based technique Computational time
Initial EM simulations (36 samples, ADS) 54 min 43.76 s
PC model scattering parameters 13.12 s
Table 3.3: Example 3.3.2. Efficiency of the Proposed PC-based Technique.
real part of the element S22, Fig. 3.13 describes the PDF and the CDF of S12 at
7.5 GHz and Fig. 3.14 shows the standard deviation of the imaginary part of the
voltage at the output port of the filter. Similar results can be obtained for all other
entries of the scattering matrix and for the port signals.
3.4 Conclusions
In this chapter, an innovative technique for efficient variability analysis of general
multiport systems, such as interconnections, filters, connectors, etc., is presented.
It is based on the calculation of root macromodels of the system transfer functions
and on the PC expansion of the corresponding state-space matrices. The approach
allows a representation of the transfer function including its statistical properties.
This transfer function may be expressed in terms of e.g. scattering, impedance or
admittance parameters, as such making it applicable to a large range of systems.
The accuracy and efficiency of the proposed method are validated by means of
comparison with the standard MC approach, and this for two distinct illustrative
examples.
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Figure 3.11: Example 3.3.2. The top plot shows a comparison between the mean of the
real part of S22 obtained with the MC analysis (full black line) and the proposed PC-based
method (green circles: (◦)) for the validation frequencies. The lower plot shows the
absolute error between the two values.
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Figure 3.12: Example 3.3.2. The top plot shows a comparison between the standard
deviation of the real part of S22 obtained with the MC analysis (full black line) and the
proposed PC-based method (green circles: (◦)) for the validation frequencies. The lower
plot shows the absolute error between the two values.
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Figure 3.13: Example 3.3.2. PDF and CDF of the magnitude of S12 at 7.5 GHz. Full
black line: PDF computed using the novel technique; Dashed black line: CDF computed
using the novel technique; Circles (◦): PDF computed using MC technique; Squares ():
CDF computed using MC technique.
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Figure 3.14: Example 3.3.2. The top plot shows a comparison between the standard
deviation of the imaginary part of the voltage at the output port of the filter obtained with
the MC analysis (full black line) and the proposed PC-based method (green circles: (◦))
for the validation frequencies. The lower plot shows the absolute error between the two
values.
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4
A Comparative Study of Polynomial
Chaos and Stochastic Collocation
Methods for Variability Analysis of
Multiport Systems
In this chapter, different state-of-the-art approach for the variability analysis are
presented. In particular, the performances of the PC-based technique described
in Chapter 3 are compared with respect to SC-based approaches. The proposed
comparison focus on the unique features of EM system modeling. In this context,
the presented study propose to build SC-based model via state-of-the art adaptive
sampling schemes instead of using sparse sampling in the parameters space. This
choice allows to increase the automatization of the model generation procedure,
since the sampling of the parameters space is not chosen by the designer. Finally,
a new SC-based method is presented that uses novel interpolation schemes based
on amplitude and frequency scaling coefficients.
? ? ?
D. Spina, K. Chemmangat, F. Ferranti, T. Dhaene, L. Knockaert
and F. G. Canavero
Submitted to International Journal of Numerical Modelling: Electronic Net-
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Abstract Nowadays, the analysis of the effects of geometrical and electrical pa-
rameters variability on the performances of modern integrated circuits is funda-
mental. Design tools for the variability analysis of a circuit are highly desirable
for a robust and successful design. The MC method is the standard approach for
variability analysis, which gives accurate results with a straightforward implemen-
tation, but at a very high computational cost. Recently, new approaches based on
the PC and SC methods have attracted a lot of attention as efficient alternatives
to the computationally cumbersome MC-based techniques. This chapter presents
a comparative study of three main techniques used to build stochastic models to
perform variability analysis of general linear and passive multiport systems: 1) a
PC-based method, 2) a SC method based on standard interpolation schemes, 3) a
new SC-based method that uses novel interpolation schemes based on amplitude
and frequency scaling coefficients. Pros and cons of all techniques are qualitatively
and quantitatively discussed. Pertinent numerical examples are used to support the
comparative analysis by means of some variability analysis results.
4.1 Introduction
Electromagnetic compatibility (EMC) and signal integrity (SI) analysis are of par-
amount importance for the design of the modern electronic ICs, due to the in-
creased miniaturization and density of these devices along with the high band-
width required for signal processing operation. In this scenario, the analysis of
the effects of geometrical and electrical parameters variability on the performance
of the modern ICs has become crucial in the recent years. Indeed, the variability
introduced by the tolerances of the manufacturing process is a primary source of
degradation of the ICs performances, since it can affect important characteristics
such as coupling, delay and crosstalk.
The MC method [1] is considered the standard approach for variability anal-
ysis, thanks to its accuracy and ease of implementation. Unfortunately, the MC
analysis has a slow convergence rate and it requires to perform a large number
of simulations. Therefore, MC has a very high computational cost, considering
that the simulations of complex systems are time consuming. Recently, several
techniques [2–12] were developed to study the stochastic variations of complex
systems by means of accurate and efficient stochastic macromodels as an effi-
cient alternative to the MC-based approaches. These techniques can be divided
in two groups: 1) based on the the PC expansion [2–7] and 2) based on the SC
method [8–12].
As described in details in Chapter 2, the PC-based modeling approach aims
at expressing a stochastic process as a series of orthogonal basis functions with
suitable coefficients and gives an analytical representation of the variability of the
system with respect to the random variables under consideration [13]. The tech-
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niques [2–7] have a superior efficiency compared with the MC-based methods and
demonstrate the flexibility of the PC expansion in performing variability analy-
sis for different type of electrical circuit, namely lumped elements circuits [2, 3],
multiconductor transmission lines [4–6] and generic linear multiport systems [7].
The basic idea of the SC approach is to approximate the unknown stochastic
solution by interpolating functions in the stochastic space. The interpolation is
constructed by repeatedly solving (sampling) the deterministic problem at a pre-
determined set of nodes in the stochastic space. This approach offers high accuracy
and efficiency as the stochastic PC method as well as easy implementation as the
sampling-based methods (e.g. MC approach).
In this chapter, we propose a comparative study about different PC-based and
SC-based state-of-the-art techniques for the variability analysis with respect to the
unique features of EM system modeling. In particular, the proposed study eval-
uates not only the accuracy and efficiency of the different methods in estimating
system variability features, but it describes
• the order estimation and sampling strategy adopted;
• the capability to preserve the physical properties of the system under study.
• the computational cost to build the stochastic macromodel;
Indeed, using efficient sampling strategies is of paramount importance since the
simulations of complex EM systems are time consuming. Performing stable time-
domain simulations requires that the physical properties of stability and passiv-
ity of the stochastic macromodel are guaranteed. Finally, the compactness and
computational efficiency of the stochastic macromodel are important indicators of
the performances of the different variability analysis methods. In particular, the
following variability analysis techniques for general linear and passive multiport
systems are considered in the proposed study:
• the PC-based method discussed in [7] and presented in Chapter 3;
• a SC method based on standard interpolation schemes, named as standard
SC method in what follows;
• a novel proposed SC-based approach that uses new interpolation schemes
based on amplitude and frequency scaling coefficients proposed in [14, 15],
named as modified SC method in what follows.
The performances of the methods listed above in estimating system variability
features are compared with respect to the standard MC method.
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4.2 Stochastic Collocation methods
This Section describes in details the two SC-based methods used in this compar-
ison study for the variability analysis of general linear and passive multiport cir-
cuits. In particular, the standard SC technique used is presented in 4.2.1, while the
novel SC-based method that uses novel interpolation schemes based on amplitude
and frequency scaling coefficients is described in 4.2.2.
4.2.1 Standard Stochastic Collocation methods
As described in Section 2.6, SC methods are based on interpolation schemes to
compute stochastic quantities. Indeed, a stochastic process H(s, ξ) can be ex-
pressed as (see (2.57)):
H(s, ξ) =
Q∑
i=1
H(s, ξi)Li(ξ)
where s represents the Laplace variable, ξ denote the stochastic parameters and
{Li(ξ)}Nn=1 represents the interpolation basis functions. Hence, the computational
effort required for the collocation approach depends on the number of support
nodes used for constructing the interpolation. Once the interpolation scheme has
been selected, no estimation of the order of the basis functions is needed. As a
result, the key issue for this approach is the selection of the support nodes, such
that using the minimal number of nodes one achieves a good approximation.
Therefore, adaptive sampling schemes become important for SC-based ap-
proaches to reduce as much as possible the number of support nodes in the stochas-
tic space. Recently, an interesting adaptive sampling technique based on interpo-
lation functions has been proposed in [16]. It uses a local approach and works on
local n-box regions of the design space. This creates the possibility of a tree-based
implementation of the sampling algorithm, while making it portable to parallel
computing platforms.
Furthermore, if the interpolation kernel functions {Li(ξ)}Nn=1 only depend on
the stochastic space grid points and their computation does not require the solution
of a linear system to impose an interpolation constraint. Therefore, interpolating
systems, matrices or scalars does not make any difference for these interpolation
kernel functions. Interpolation methods that belong to the general class of positive
interpolation operators can be used, e.g., the piecewise multilinear and multivariate
simplicial methods [17]. These interpolation schemes are able to guarantee stabil-
ity and passivity over the entire stochastic space, assuming that the system solu-
tions at the nodes H(s, ξi) in the stochastic space are stable and passive [18, 19].
The stochastic moments can be computed by means of analytical formulas and
then very efficiently, once the analytical form of the interpolation kernel functions
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{Li(ξ)}Nn=1 and probability measure W (ξ) has been decided, see (2.61). If the
choice of the interpolation kernel functions and probability measure does not al-
low an analytical computation of stochastic moments, a numerical solution can be
used (e.g. by MC analysis or numerical integration).
A similar interpolation-based approach has been used in [18, 19] to build para-
metric macromodels of multiport systems. A set of univariate rational models
called root macromodels are interpolated at an input/output level using interpo-
lation schemes. Parametric macromodels are multivariate models that describe
the complex behavior of EM systems, which is typically characterized by the fre-
quency (or time) and several design parameters, such as layout or substrate fea-
tures. During a design process, it is important to predict the response of the system
under study as a function of design parameters, such as geometrical and substrate
characteristics. A typical design process includes design space optimization, ex-
ploration, sensitivity and variability analysis, and therefore it requires repeated
simulations for different design parameter values. Parametric macromodels are
suitable to efficiently and accurately perform these design activities, while using
multiple EM simulations is often too computationally expensive due to the high
computational cost per simulation.
Therefore, it is straightforward to note that parametric and stochastic macro-
models share several similarities, since both categories represent models that take
into account multiple design parameters. However, parametric macromodels are
more general since their applications are broader.
The techniques proposed in [18, 19] combined with the sampling technique
[16] are used as standard SC method in the numerical examples. The system so-
lutions at the nodes H(s, ξi) are modeled in a rational form and then interpolated.
The order of the rational models for the nodes is selected adaptively by an error-
based bottom-up approach.
4.2.2 Modified Stochastic Collocation method
Using more powerful interpolation schemes can help in reducing the number of
nodes and then saving computational resources when SC-based methods are used.
Recently, novel scaling interpolation methods have been proposed in [14, 15],
which considerably enhances the modeling capability of standard interpolation
schemes and allows to accurately model highly dynamic systems with less number
of EM simulations. E.g., a stochastic quantity H(s, ξ) can be expressed as:
H(s, ξ) =
Q∑
i=1
H(s, ξi, Li(ξ))Li(ξ) (4.1)
where nested interpolation schemes are used [14, 15]. A drawback of using these
novel nested interpolation schemes is that an analytical computation of stochastic
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moments becomes very difficult and the integrals (2.61) must be solved numer-
ically (e.g. by MC analysis or numerical integration). However, these numeri-
cal computations remains much more efficient than a MC-based solution, since
they are performed on a very efficient model. The interpolation schemes proposed
in [14, 15] allow to preserve the stability and passivity of stochastic macromodels
over the entire stochastic space, assuming that the system solutions at the nodes
in the stochastic space are stable and passive. The technique proposed in [14, 15]
combined with the adaptive sampling strategy [16] is used as modified SC method
in the numerical examples. As for the standard SC approach, the order of the
rational models for the nodes is selected adaptively by an error-based bottom-up
approach.
4.3 Discussion
In this Section, we analyze three proposed methods for the variability analysis of
multiport systems:
• the PC-based technique described in Chapter 3;
• the “standard” SC-based method described in 4.2.1;
• the “modified” SC-based method presented in 4.2.2.
The proposed study focus on the:
• accuracy and efficiency in performing the variability analysis;
• computational cost to build the stochastic macromodel;
• order estimation and sampling strategy;
• capability to preserve the physical properties of the system under study, e.g.
stability and passivity.
and the estimation of system variability features obtained with the three proposed
techniques is compared with respect to a standard MC method.
Stability and passivity are fundamental model properties to guarantee stable
time-domain simulations (e.g. in time-domain circuit simulator such as SPICE-
like solvers [20]), which are necessary to analyze the correct behavior of systems
in signal integrity and EMC analysis. Stable systems have their poles in the left
half-plane of the Laplace domain. Passive systems [21] cannot generate more
energy than they can absorb through their electrical ports. Passivity conditions for
admittance, impedance and scattering parameters can be found in [21]. Loss of
model passivity implies that it is possible to find a termination circuit that drives
the model to instability.
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The PC method [7] presented in Chapter 3 offers a great accuracy and ef-
ficiency in performing the variability analysis with respect to the MC method,
thanks to the properties of the PC expansion. It builds a stochastic macromodel
of the system transfer function using the PC expansion of the corresponding state-
space representation of the system. However, the choice of the number of basis
functions M + 1 for the PC expansion and of the initial samples K in the stochas-
tic space is not automated. The number of basis functionM+1 and initial samples
K is chosen upfront with a-priori criteria that are not optimal. Finally, the stability
and passivity of the PC-based stochastic macromodel, generated using the method
of [7], are not guaranteed. Note that, preserving the passivity of PC-based macro-
model of generic multiport systems is still an open problem, while it is possible to
build a passive PC-based macromodel of multiconductor transmission lines start-
ing from the PC model of the corresponding frequency independent per-unit-length
parameters [22].
The SC method [18, 19] combines the efficient and accurate calculation of
stochastic quantities with the possibility of using adaptive sampling schemes [16]
in the stochastic space for an automated construction of stochastic models. Once
the interpolation scheme has been selected, no estimation of the order of the ba-
sis functions is needed. Furthermore, the stability and passivity of the calculated
stochastic macromodel can be guaranteed over the stochastic space. However,
it may require a more dense initial sampling than the PC approach, leading to a
higher computational time for the model construction than in the PC case. Finally,
the requirement of stability and passivity may increase the computational time to
build stochastic macromodels, since some passivity assessment and enforcement
steps are needed for the root macromodels in [18, 19].
The new proposed modified SC method is based on the use of novel scaling
interpolation methods [14, 15], which considerably enhances the modeling capa-
bility of standard interpolation schemes and allows to accurately model highly
dynamic systems. Therefore, it requires the least dense initial sampling with re-
spect to the other discussed stochastic methods, leading to a very efficient model
construction step. As for the standard SC method, adaptive sampling schemes [16]
are available for an automated initial sampling of the stochastic space. However,
the calculation of stochastic quantities is less efficient with respect to the PC and
standard SC methods, since a numerical solution (e.g. by Monte Carlo analysis
or numerical integration) is needed to perform the variability analysis. However,
these numerical computations remain much more efficient than a MC-based solu-
tion, since they are performed on a very efficient model. Finally, it is possible to
guarantee stability and passivity in the calculated stochastic macromodels at the
cost of an increased computational cost during the model building phase, as in the
case of the standard SC method.
To summarize pros and cons of the three methods:
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1. PC method
• Pros: efficient and accurate calculation of stochastic quantities.
• Cons:
– the choice of the number of basis functions and initial sampling
in the stochastic space is not automated. Typically, some a-priori
criteria are used.
– stability and passivity are not guaranteed over the stochastic space.
2. Standard SC method
• Pros:
– once the interpolation scheme has been selected, no estimation
of the order of the basis functions is needed. Adaptive sampling
schemes are available to automate the initial sampling in the stochas-
tic space;
– efficient and accurate calculation of stochastic quantities;
– stability and passivity can be guaranteed over the stochastic space.
• Cons: it may require a more dense initial sampling than the PC ap-
proach, then the computational time for the model construction may
be higher than in the PC case. The requirement of stability and passiv-
ity over the stochastic space increases the computational time to build
stochastic macromodels. Some passivity assessment and enforcement
steps needed for the root macromodels in [18, 19] are responsible for
that.
3. Modified SC method
• Pros:
– once the interpolation scheme has been selected, no estimation
of the order of the basis functions is needed. Adaptive sampling
schemes are available to automate the initial sampling in the stochas-
tic space;
– it requires the least dense initial sampling with respect to the other
discussed methods, therefore it leads to a very efficient model con-
struction step. As for the standard SC method, the requirement of
stability and passivity over the stochastic space increases the com-
putational time to build stochastic macromodels;
– stability and passivity can be guaranteed over the stochastic space;
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• Cons: the calculation of stochastic quantities is less efficient with re-
spect to the PC and standard SC methods, since a numerical solution is
needed (e.g. by Monte Carlo analysis or numerical integration). How-
ever, these numerical computations remains much more efficient than a
MC-based solution, since they are performed on a very efficient model.
As for the standard SC method, the requirement of overall stability and
passivity increases the computational time to build stochastic macro-
models.
4.4 Numerical results
Two pertinent numerical examples are proposed in this section and are used to
support the previous comparative analysis by means of proper variability analysis
results. All numerical experiments were implemented in MATLAB 2009a and
carried out on Windows platform equipped with Intel Core2 Extreme CPU Q9300
2.53GHz and 8GB RAM.
4.4.1 System of Interconnections
In this first example, a system of interconnections has been modeled. Its structure
is shown in Fig. 4.1. It consists of four coupled microstrips modeled in the fre-
quency range [0 − 10] GHz. The spacing among the lines is S0 = 0.1 mm, the
length of the lines is L0 = 10 mm and the metal conductivity is σ0 = 4.1 · 107
S/m. The substrate is chosen with relative permittivity r0 = 9.6, loss tangent
tan δ = 0.0002 and thickness equal to t0 = 254 µm.
To compare the performances of the different methods for the variability anal-
ysis, the scattering parameters S of the lines are considered as a stochastic process
dependent on three different sets of independent random variables with uniform
P1   
S1   
L
P2   
P3  
P4   
P5   
P6   
P7  
P8   
S2   
S3   
Figure 4.1: Example 4.4.1. Top view of the layout of four coupled microstrips.
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PDFs: initially the variability analysis is performed with respect to the length L
of the lines, then with respect to the length L and the spacing S1, and finally
with respect to the random parameters (L, S1, S2). In the following, the vari-
ability analysis results are shown assuming that the random variables (L, S1, S2)
vary in a range of ±10% with respect to their nominal values (L0, S0) previously
indicated. The scattering parameters are evaluated using ADS Momentum. Each
method used to build a stochastic macromodel generates a corresponding sampling
in the stochastic space. A standard approach of sampling the stochastic space with
10000 samples following a proper distribution has been used for the MC method.
The basis functions of the PC model are combination products of the Leg-
endre polynomials [23] and are shown in Table 4.1 for two independent random
variables, M = 5 and P = 2, and the corresponding weighting function (2.47) is:
W (ξ) =
{
2−N , |ξi| ≤ 1, i = 1, ...., N
0, elsewhere
(4.2)
where N is the number of random variables considered and P is the maximum
order of the polynomial basis functions. For each combination of the random
parameters (L) , (L, S1) , (L, S1, S2) the corresponding PC models are calculated
assuming P = 3. Then, the corresponding number of basis functions M + 1
is chosen according to (2.50). The initial samples of the scattering parameters are
calculated using ADS Momentum over a regular grid over the range of variation of
the considered random variables, accordingly to the formula K ≈ 2 (M + 1) [7].
The state-space representation of the initial scattering parameters is calculated
by the VF method [24–26], targeting −30 dB as maximum absolute model error
between the scattering parameters and the corresponding rational model. Trying to
impose a better accuracy (< −30 dB) does not provide good results, since the VF
state-space matrices become nonsmooth and noisy as functions of the stochastic
parameters.
In the case of the standard [18, 19] and modified [14, 15] SC methods, the
adaptive sampling algorithm [16] has chosen the stochastic space grid to build the
corresponding stochastic macromodels. The rational root macromodels are built
in a pole-residue form using the VF method. Multilinear interpolation kernels [17]
are used for both SC-based approaches. The adaptive sampling scheme guaran-
tees that the stochastic macromodels achieve an accuracy of −40 dB as maximum
absolute error over the stochastic space.
In all simulations, 101 frequency samples are computed and divided in two
groups: modeling samples (51 samples), used to calculate the stochastic models
(PC, standard SC, modified SC), and validation samples (50 samples), used to ver-
ify the accuracy of variability analysis performed with the computed stochastic
models with respect to the MC analysis performed using 10000 samples. Tables
4.2–4.4 show some comparison measures for the variability analysis for the cases
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index i i-th basis function ϕi < ϕi, ϕi >
0 1 1
1 ξ1
1
3
2 ξ2
1
3
3 12
(
3ξ21 − 1
)
1
5
4 ξ1ξ2
1
9
5 12
(
3ξ22 − 1
)
1
5
Table 4.1: Legendre polynomials products for two independent random variables, with
M = 5 and P = 2 [5].
of 1, 2 and 3 random variables respectively: the computational time and number of
samples over the stochastic space needed to build the stochastic macromodel and
the computational time to compute mean and standard deviation quantities. Mean
and standard deviation for the PC and standard SC methods were computed ana-
lytically, while a MC analysis with 10000 samples following a proper distribution
was used for the modified SC method. As previously discussed:
• the MC method is the most computationally expensive;
• the modified SC method needs the least number of samples to build a stochas-
tic macromodel with respect to the PC and standard SC methods. Therefore,
it provides the most efficient model construction step;
• the PC and standard SC methods are very efficient in computing mean and
standard deviation quantities, while the modified SC method is more expen-
sive, but still much more efficient than the MC method.
In what follows, we propose some numerical results related to the case of three
independent random variables. An example of the scattering parameters variability
with respect to the chosen random variables is given in Fig. 4.2.
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Method Model construction µ and σ computation
MC 67 h 36 min 40 s
PC 4 min 42 s (11 samples) 0.7 s
Standard SC 7 min 36 s (13 samples) 0.2 s
Modified SC 3 min 9 s (5 samples) 2 min 36 s
Table 4.2: Example 4.4.1. Comparison Table for 1 random variable.
Method Model construction µ and σ computation
MC 67 h 36 min 40 s
PC 13 min 23 s (36 samples) 8 s
Standard SC 15 min 53 s (26 samples) 0.55 s
Modified SC 7 min 49 s (8 samples) 5 min 30 s
Table 4.3: Example 4.4.1. Comparison Table for 2 random variables.
Figs. 4.3 - 4.4 show the mean and standard deviation of the real part of the
element S11(s, L, S1, S2) computed by all four techniques and the corresponding
absolute error:
Error = |StochMC − Stochother method| (4.3)
between the stochastic quantities computed by the PC, standard and modified SC
methods with respect to the MC analysis. The error plots show that the stan-
dard and modified SC methods are more accurate than the PC approach. Fig. 4.5
describes the PDF and the CDF of the magnitude of S11(s, L, S1, S2) at the val-
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Method Model construction µ and σ computation
MC 67 h 36 min 40 s
PC 32 min 5 s (64 samples) 40 s
Standard SC 36 min 44 s (40 samples) 1.12 s
Modified SC 17 min 55 s (14 samples) 10 min 50 s
Table 4.4: Example 4.4.1. Comparison Table for 3 random variables.
idation frequency 5.9 GHz using the MC and modified SC approaches. Similar
results can be obtained for the other entries of the scattering matrix.
The PC method is not able to guarantee stability and passivity over the entire
stochastic space, while the standard and modified SC methods do not have this
drawback. We recall that a linear network described by scattering matrix S(s) is
passive if [21]:
1. S(s∗) = S∗(s) for all s, where “∗” is the complex conjugate operator.
2. S(s) is analytic in <e(s) ≥ 0.
3. I− ST (s∗)S(s) ≥ 0 ; ∀s : <e(s) > 0.
The third passivity condition is equivalent to the condition ‖S(s)‖∞ ≤ 1 (H∞
norm) [27], i.e., the largest singular value of S(s) does not exceed one in the right-
half Laplace plane. Due to the assumption of strict stability, the third condition
can be restricted to the imaginary axis of the Laplace domain.
Figs. 4.6-4.7 show the poles and the H∞ norm of the stochastic macromodels
built by these three techniques for 5× 5× 5 (L, S1, S2) samples on a regular grid.
In this case, the stability is preserved by all methods, while passivity is guaranteed
only by the standard and modified SC methods.
4.4.2 Spiral Inductor
In this second example, a spiral inductor has been modeled. Its structure is shown
in Fig. 4.8 [28]. This five turn spiral inductor is modeled in the frequency range
[0 − 4] GHz. The width of the conductors W and the inner length Din, shown in
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Figure 4.2: Example 4.4.1. Variability of the magnitude of S11(s, L, S1, S2) with respect
to the parameters (L, S1, S2). The blue lines are the results of MC analysis performed
with ADS. The thick green line represents the corresponding mean value.
the top view of Fig. 4.8-(a), are considered as two independent random variables
with Gaussian PDFs. Their nominal values are W0 = 10.0 mm and Din0 = 87.0
mm. The spacing among the conductors is equal to 2 mm, while the thickness of
the conductors is equal to 1 µm. A sectional view of the spiral inductor is shown
in Fig. 4.8-(b) with a 5 µm silicon-dioxide substrate layer of relative permittiv-
ity r0,SiO2 = 3.9 and a 300 µm silicon substrate layer of relative permittivity
r0,Si = 11.9. The conductivity of the metallic layers is equal to σ0 = 3.0 · 107
S/m.
To compare the performances of the different methods for the variability analy-
sis, the admittance parameters Y of the spiral inductor are considered as a stochas-
tic process dependent on W and Din. In the following, the variability analysis
results are shown assuming that the random variables (W,Din) have a standard
deviation normalized with respect to their nominal values equal to 5%. The admit-
tance parameters are evaluated using ADS Momentum. A standard approach of
sampling the stochastic space with 10000 samples following a proper distribution
has been used for the MC method.
In all simulations, 41 frequency samples are computed and divided in two
groups: modeling samples (21 samples), used to calculate the stochastic mod-
els (PC, standard SC, modified SC), and validation samples (20 samples), used to
verify the accuracy of variability analysis performed with the computed stochastic
models with respect to the MC analysis.
The basis functions of the PC model are products of the Hermite polynomials
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Figure 4.3: Example 4.4.1. Top: Comparison of the mean for the real part of
S11(s, L, S1, S2). Bottom: Corresponding absolute error with respect to the reference MC
analysis.
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Figure 4.4: Example 4.4.1. Top: Comparison of the standard deviation for the real part of
S11(s, L, S1, S2). Bottom: Corresponding absolute error with respect to the reference MC
analysis.
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Figure 4.5: Example 4.4.1. PDF and CDF of the magnitude of S11(s, L, S1, S2) at 5.9
GHz.
Figure 4.6: Example 4.4.1. Model poles over the stochastic space (5× 5× 5 (L, S1, S2)
samples).
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Figure 4.7: Example 4.4.1. H∞ norm over the stochastic space (5× 5× 5 (L, S1, S2)
samples).
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Figure 4.8: Example 4.4.2. Top (a) and sectional (b) view of the layout of the spiral
inductor.
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[23], as shown in Table 4.5, for two independent random variables with M = 5
and P = 2, and the corresponding weighting function (2.47) is:
W (ξ) =
2∏
i=1
1√
2piσ2ξi
e
−0.5
(
ξi−µξi
σξi
)2
(4.4)
with normalized variables µξi = 0, σξi = 1. The corresponding PC models
are calculated assuming P = 2 and the corresponding number of basis func-
tion M + 1 is chosen according to the formula (2.50). The initial samples of
the admittance parameters are calculated using ADS Momentum over a regular
grid of (4 × 4) (W,Din) samples over the ranges [W0 − 3σW ,W0 + 3σW ] and
[Din0 − 3σDin , Din0 + 3σDin ]. The number of initial samples in the stochastic
space K is chosen according to K ≈ 2 (M + 1) [7].
index i i-th basis function ϕi < ϕi, ϕi >
0 1 1
1 ξ1 1
2 ξ2 1
3 ξ21 − 1 2
4 ξ1ξ2 1
5 ξ22 − 1 2
Table 4.5: Hermite polynomials products for two independent random variables with
M = 5 and P = 2 [4].
The state-space representation of the initial admittance parameters is calculated
by the VF method, targeting 0.01 as maximum weighted rms error between the
admittance parameters and the corresponding rational models:
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Errorrms =
√√√√∑NiNoi=1 ∑Ksk=1 ∣∣∣wYi(sk)(Yr,i(sk)− Yi(sk))∣∣∣2
NiNoKs
(4.5)
with
wYi(s) = |(Yi(s))−1| (4.6)
where Ni,No are the number of input and output system ports and Ks is the num-
ber of modeling frequency samples.
In the case of the standard [18, 19] and modified [14, 15] SC methods, the
rational root macromodels are built in a pole-residue form by means of the VF
method and multilinear interpolation kernels [17] are used. The adaptive sampling
algorithm [16] has chosen the stochastic space grid to build the corresponding
stochastic macromodels over the ranges [W0 − 4σW0 ,W0 + 4σW0 ] and [Din0 −
4σDin , Din0+4σDin ]. The adaptive sampling scheme guarantees that the stochastic
macromodels achieve an accuracy of 0.01 as weighted rms error over the stochastic
space. The standard and modified SC approaches use the multilinear interpolation
scheme (basis functions defined locally), while the PC approach use polynomial
basis functions (basis functions defined globally). Since, standard and modified
SC approaches cannot rely on accurate extrapolation, as in the case of the PC
approach, a larger region of the unbounded gaussian stochastic space has been
sampled.
Table 4.6 shows some comparison measures for the variability analysis as in
the previous example. Mean and standard deviation for the PC and standard SC
methods were computed analytically, while a MC analysis with 10000 samples
following a proper distribution was used for the modified SC method.
An example of the admittance parameters variability with respect to the chosen
random variables is given in Fig. 4.9.
Fig. 4.10 shows the standard deviation of the real part of the element Y12(s,W,Din)
computed by all four techniques and the corresponding absolute error (4.3) be-
tween the stochastic quantities computed by the PC, standard and modified SC
methods with respect to the MC analysis. The error plot shows that the PC and
modified SC methods are more accurate than the standard SC approach.
Two important design parameters for spiral inductors are the values of the qual-
ity factor Q and inductance L, which can be expressed as a function of the admit-
tance parameters [28]:
Q = −=m(Y11)<e(Y11) (4.7)
L = − 1
2pifreq
=m
(
1
Y12
)
(4.8)
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Method Model construction µ and σ computation
MC 47 d 4 h 59 min 10 s
PC 1 h 48 min 48 s (16 samples) 0.11 s
Standard SC 1 h 6 min (10 samples) 0.54 s
Modified SC 1 h 7 min 22 s (10 samples) 2 min 12 s
Table 4.6: Example 4.4.2. Comparison Table.
Fig. 4.11 describes the PDF and the CDF of L(s,W,Din) at the validation
frequency 2.5 GHz using the MC and PC approaches. Although the stochastic
models are built for admittance parameters, a good accuracy is also achieved for
stochastic quantities that are functions of the admittance parameters.
4.5 Conclusions
In this chapter, we have presented a detailed comparison among three main ap-
proaches for variability analysis: 1) a PC-based method, 2) a SC method based
on standard interpolation schemes, 3) a novel SC-based method that uses scaling
interpolation schemes. We have used the following performance measures: 1) ef-
ficiency and accuracy in performing the variability analysis, 2) order estimation
and sampling strategy, 3) computational cost to build the stochastic macromodel,
4) capability to preserve the physical properties of the system under study. Pros
and cons of all techniques have been qualitatively and quantitatively discussed. In
summary, the PC technique is able to accurately and efficiently compute stochastic
quantities, but it lacks of automated order estimation methods, automated sampling
strategies and guaranteed preservation of system properties (e.g. stability and pas-
sivity). The SC methods do not need to estimate the order of the basis functions
once the interpolation schemes are selected, they can take advantage of existing
adaptive sampling schemes and can guarantee system properties such as stabil-
ity and passivity. The efficiency for the computation of stochastic quantities can
decrease and the number of samples in the stochastic space needed to build the
stochastic macromodel can increase depending on the interpolation schemes. The
requirement of stability and passivity over the stochastic space increases the com-
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Figure 4.9: Example 4.4.2. Variability of the magnitude ofY11(W,Din) with respect to
the parameters (W,Din). The blue lines are the results of MC analysis performed with
ADS. The thick green line represents the corresponding mean value.
putational time to build stochastic macromodels by means of SC methods. Perti-
nent numerical examples are used to support the comparative analysis by means of
proper variability analysis results.
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5
Polynomial Chaos-Based
Macromodeling of Multiport Systems
using an Input-Output Approach
In the previous chapter it is shown that one of the major drawbacks of the ap-
plication of the PC expansion for the variability analysis of general linear and
passive multiport systems is the lack of capability of preserving the physical prop-
erties of the system under study, e.g. stability and passivity. The macromodeling
technique for variability analysis presented in this chapter allows to enforce the
stability and check the passivity of the calculated PC-based macromodel. Further-
more, the macromodel is obtained through the application of the PC expansion at
an input-output level without intermediate state-space models as for the technique
presented in Chapter 3, adopting an efficient model-building procedure.
? ? ?
D. Spina, F. Ferranti, T. Dhaene, L. Knockaert, G. Antonini
Submitted to International Journal of Numerical Modelling: Electronic Net-
works, Devices and Fields, 2014
Abstract An innovative technique to build stochastic frequency-domain macro-
models of generic linear multiport systems is presented. The proposed method
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calculates a macromodel of the system transfer function including its statistical
properties, making it tailored for variability analysis. The combination of the mod-
eling power of the VF algorithm with the PC expansion applied at an input-output
level allows to accurately and efficiently describe the system variability features.
Thanks to its versatility and automated order selection, the proposed technique
is suitable to be applied to a large range of complex modern electrical systems
(e.g. filters, interconnections) and can tackle the case of correlated random vari-
ables. The performance in terms of accuracy and computational efficiency of the
proposed method are compared with respect to the standard MC analysis for two
pertinent numerical examples.
5.1 Introduction
Nowadays, the analysis of the effects of geometrical or electrical parameters vari-
ability on the performance of ICs is fundamental. Indeed, many techniques [1–6],
based on the PC expansion [7–11], were developed over the last years to study
the stochastic variations of electrical circuits as alternative to the computationally
cumbersome MC based techniques. The MC analysis is considered the standard
approach for variability analysis, thanks to its robustness and ease of implementa-
tion. The drawback of MC is its slow convergence rate, that forces the designers
to perform a large number of simulations to obtain reliable results. Considering
that both the operative bandwidth and complexity of modern electrical systems are
constantly increasing, the high computational time required by the MC analysis
is a clear limitation. The PC-based techniques proposed so far allow to overcome
the computational cumbersomeness of the MC-based approaches, but they were
designed for specific systems: multiconductor transmission lines [1–4] or lumped
elements circuits [5, 6].
Recently, a PC-based technique was presented in [12] and described in Chapter
3 that performs the variability analysis on a generic linear multiport system. This
technique first builds a set of deterministic univariate frequency-domain models of
the system transfer function, that can be expressed in different forms (e.g. scat-
tering, impedance or admittance parameters), and then uses the PC expansion to
perform the variability analysis. In particular, the PC expansion of the system
transfer function is obtained by combining a deterministic set of system equations
expressed in state-space form with the PC model of the system’s state-space ma-
trices, through the use of Galerkin projections [1–6]. This approach, while appli-
cable to a large range of microwave systems, has a main drawback: the PC model
of the system transfer function must be calculated for each frequency of interest
solving a linear system. Note that, the set of frequency values of interest can be
freely chosen over the frequency range of the initial set of deterministic univariate
frequency-domain models of the system transfer function. Finally, despite its ac-
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curacy and efficiency, the technique [12] does not offer the possibility to enforce
the stability of the calculated PC-based model.
The novel approach presented in this chapter calculates a PC-based frequency-
domain macromodel of a generic linear multiport system, described by its scatter-
ing parameters, which is suitable for variability analysis. Furthermore, the macro-
model is obtained through the application of the PC expansion at an input-output
level without intermediate state-space models as in [12], adopting an efficient
model-building procedure that
• proposes an algorithm that adaptively chooses the number of basis functions
of the PC model;
• it is straightforward to implement.
Finally, we propose a method to enforce the stability and check the passivity of the
calculated PC-based macromodel.
The starting point of the proposed technique is the evaluation of the system
scattering parameters on a discrete set of values of the frequency and the parame-
ters involved in the variability analysis. Next, the PC model of the system transfer
function for the chosen frequencies is calculated through an iterative procedure.
Finally, a frequency-domain stochastic macromodel is built as weighted summa-
tion of frequency-dependent rational functions of the PC matrix coefficients by
means of the VF algorithm [13, 14].
5.2 Macromodeling Strategy
5.2.1 PC modeling of system transfer function
The scattering parameters are widely used to describe the broadband frequency
behavior of microwave systems. Indeed, the use of the appropriate reference
impedances to all system ports overcomes the difficulties in the measurement
of impedance, admittance and hybrid parameters caused by short-circuit, open-
circuit, and test-circuit parasitics at microwave frequencies [15].
Also, the scattering parameters have in general a smoother and more bounded
behavior with respect to the impedance, admittance and hybrid parameters. This
makes the scattering parameters particularly suitable to be efficiently modeled with
a PC-based approach. The reader is referred to Section 2.5 for a complete overview
about the properties of the PC expansion.
Therefore, the proposed technique aims at building a PC model for the scatter-
ing parameters of a generic multiport system of the form
S(s, ξ) ≈
M∑
i=0
αi(s)ϕi(ξ) (5.1)
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where the matrix S represents the system scattering parameters and αi(s) is a
univariate frequency-domain rational model of the i-th PC coefficient matrix and
s is the Laplace variable. As will be demonstrated in the sequel, this goal can be
achieved by
• determining the basis function ϕi(ξ);
• deciding on the number of basis functions M (2.50);
• calculating and solving an equivalent linear system for the coefficients of the
PC expansion of S;
• calculating a rational model for each PC coefficient matrix obtained.
Without loss of generality, in the sequel we will limit our attention to stochas-
tic processes composed by independent random variables with the corresponding
PDFs included in the standard distributions. Hence, the optimal basis functions
are the polynomials of the Wiener-Askey scheme. Note, however, that in the most
general case of correlated random variables with arbitrary distributions, the cor-
responding basis functions can also be calculated using the techniques described
in [7–9, 11].
The starting point of this work is the calculation of the scattering parameters S
for a discrete set of values of the frequency [fl]Ll=1 corresponding to the Laplace
variable [sl = j2pifl]Ll=1 and the normalized random variables
[
ξj
]K
j=1
. Equation
(5.1) can therefore be written as
S(sl, ξ) ≈
M∑
i=0
αi(sl)ϕi(ξ) (5.2)
where only the coefficients αi(sl) and the number of basis functions M must be
estimated. Next, the linear regression technique [8] is used to obtain the desired PC
coefficients. This approach allows to calculate the PC coefficients in (5.2) solving,
for each value of the Laplace variable [sl]Ll=1, a least-square system [8] in the form
Φα = R (5.3)
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with
Φ =
 ϕ0 (ξ1) . . . ϕM (ξ1)... ... ...
ϕ0 (ξK) . . . ϕM (ξK)

α =
α0(sl)...
αM (sl)

R =
S(sl, ξ1)...
S(sl, ξK)

(5.4)
and whereα contains the matrices of the unknown PC coefficients [αi(sl)]
M
i=0, the
j−th row of the matrix Φ is formed by the elements of the multivariate polynomial
basis [ϕi]
M
i=0 evaluated in
[
ξj
]K
j=1
multiplied by the identity matrix of the same di-
mension of the scattering parameters, and the matrix R collects the corresponding
set of scattering parameters values S(sl, ξj) for
[
ξj
]K
j=1
.
Note that the system (5.3) must be over-determined to be solved in a least-
square sense. Therefore, the number of basis functions M must be chosen to
evaluate the number of initial samples K needed to solve (5.3). Since the order of
expansion P is limited for practical applications [10], several techniques [1–6, 12]
choose upfront the number of basis function M , according to (2.50).
We propose a fully automatic procedure, explained in Algorithm 1, to deter-
mine the minimum order of expansion P that guarantees accurate results and,
therefore, the estimated number of basis functions M (2.50).
Let us assume that the basis functions up to polynomials of order P ′ are cal-
culated before starting Algorithm 1. P ′ is chosen, see (2.50), aimed at keeping
the corresponding number of basis functions M ′ + 1 limited. At this point the
number of initial samples K > M ′ + 1 can be chosen. In [16] it is recommended
to use a number of samples equal to the double of the basis function used, i.e.,
K ≈ 2 (M ′ + 1).
We will now describe in detail the iterative procedure summarized in Algo-
rithm 1. Initially, the basis functions for polynomials of order one and two, in-
dicated in Algorithm 1 with the symbols Φ1 and Φ2, respectively, are selected.
Next, the corresponding linear system (5.3) is solved for both PC expansion mod-
els. Following equations (2.54) and (2.55), it is now obvious to estimate the mean
and the variance for the two PC models. Now, if the difference between the mean
and variance of the two PC models exceeds a suitable threshold, then the PC model
with polynomials up to order one is discarded and the basis functions correspond-
ing to polynomials of order three are chosen. The procedure is repeated iteratively
until the error between the mean and variance predicted by two consecutive PC
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Input: Basis function up to order P ′:
[
Φ1, . . . ,ΦP
′
]
, S(sl, ξj)
Output: PC model of order P : Basischosen, αchosen
Basis1 = Φ
1;
Basis2 = Φ
2;
α1=Solve (5.3) for Basis1;
µ1 =Solve (2.54) for Basis1 and α1;
σ1 =Solve (2.55) for Basis1 and α1;
α2=Solve (5.3) for Basis2;
µ2 =Solve (2.54) for Basis2 and α2;
σ2 =Solve (2.55) for Basis2 and α2;
Error(µ) = µ2−µ1µ2
Error(σ) = σ2−σ1σ2
i = 2;
Error = errorchosen;
while Error(µ) > Error || Error(σ) > Error do
if i < P ′ then
Basis1 = Basis2;
α1 = α2;
µ1 = µ2;
σ1 = σ2;
Basis2 = Φ
i+1;
α2=Solve (5.3) for Basis2;
µ2 =Solve (2.54) for Basis2 and α2;
σ2 =Solve (2.55) for Basis2 and α2;
Error(µ) = µ2−µ1µ2
Error(σ) = σ2−σ1σ2 ;
i = i+ 1;
else
end while
end
end
if Error(µ) ≤ Error && Error(σ) ≤ Error then
Basischosen = Basis1;
αchosen = α1;
else
Basischosen = Basis2;
αchosen = α2;
end
algorithm 1: Iterative procedure to build the PC model.
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Figure 5.1: Description of the proposed modeling strategy.
models is lower than the chosen threshold. If the previous condition cannot be
achieved upon calculation of the basis functions up to polynomials of order P ′,
the PC model of order P ′ is chosen. It is important to notice that, in Algorithm 1
the computation of the PC coefficients corresponding to basis functions of polyno-
mials of increasing order is not nested: a linear system in the form (5.3) must be
solved for each PC model computed up to a specific order of expansion.
At this point, following the procedure described in Algorithm 1, we have cal-
culated (5.2) for each sample [sl]Ll=1, using an iterative estimation of the expansion
order and the linear regression method to calculate the PC coefficients. Next, to
obtain the desired PC model in the form (5.1), the VF algorithm is applied to calcu-
late a rational model for each PC coefficient matrix [αi(sl)]
M
i=0 with [sl]
L
l=1. The
proposed modeling strategy is summarized in Fig. 5.1.
The technique described in this chapter is easy to implement, it can be applied
to any generic linear multiport system described by its scattering parameters, and
it allows to perform the variability analysis with accuracy and efficiency in the
frequency-domain. It produces a macromodel of a generic multiport system in
the form of a PC model, where each PC coefficient matrix is expressed with a
rational model in the frequency-domain. The proposed technique only requires an
initial set of samples of the system transfer function for [sl]Ll=1 and
[
ξj
]K
j=1
, and
therefore it can be applied to a large range of microwave systems. With respect
to the technique presented in [12], the novel proposed method presents several
advantages:
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• it proposes an algorithm for the automatic choice of the minimum order of
expansion;
• it offers a simple model generation procedure (see Fig. 5.1).
• it does not require to calculate a deterministic model, e.g. state-space models
as in [12], prior to the application of the PC expansion;
• it calculates a PC-based macromodel in the form of weighted summation of
rational functions, therefore it is not required to solve a linear system to eval-
uate the obtained PC-based macromodel over a discrete set of frequencies
as in [12];
It is worthwhile to notice that the proposed technique can calculate a stable
frequency-domain macromodel. Indeed, the macromodel in the form (5.1) is ex-
pressed as a weighted sum of frequency-dependent rational functions. Since a
weighted sum of stable frequency-dependent rational functions is also stable [17],
the stability of the proposed macromodel can be ensured by calculating a stable
rational model for each PC coefficient matrix [αi(sl)]
M
i=0, using the VF algorithm.
Furthermore, the passivity of the proposed macromodel can be checked by means
of standard techniques (see Appendix 5.5.2 for further details).
Note that, the loads can be included in the variability analysis by means of the
Galerkin projections [1–6], as shown in [12].
5.3 Numerical Examples
In this Section, the proposed technique is applied to different structures. In each
example, a comparison with the MC analysis is shown in order to validate the
efficiency and accuracy of our novel technique. In particular, the results of the
variability analysis obtained with the novel proposed method are compared with
the corresponding results obtained with a MC analysis that requires a comparable
computational cost as the proposed technique and with a MC analysis performed
using a large set of samples.
To calculate the PC model by means of the method described in Algorithm 1,
the maximum relative error between the mean and the variance of two consecutive
PC models with increasing order is set to 0.01. Furthermore, the rational model
of each PC coefficient matrix [αi(sl)]
M
i=0 for [sl]
L
l=1, is calculated with the VF
algorithm with the following relative error measure
Err =maxr,c,l
(
|αrci (sl)− α˜rci (sl)|
1
A2L
∑A
r=1
∑A
c=1
∑L
l=1 |αrci (sl)|
)
for r, c = 1, . . . , A; l = 1, . . . , L;
(5.5)
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where the symbol αrci (sl) is the element (r, c) of the matrix αi(sl) of size A ×
A, where A is the number of ports, and α˜rci (sl) is the corresponding value of
the rational model. The simulations are performed with MATLAB 2010a on a
computer with an Intel(R) Core(TM) i3 processor and 4 GB RAM.
5.3.1 Hairpin Filter, 3 Independent Random Variables
In the first example, a bandpass hairpin filter of length L = 12 mm has been
modeled within the frequency range [1.5 − 3.5] GHz. Its layout is shown in Fig.
5.2. The filter conductors have width W1 = 0.33 mm, while W2 = 0.66 mm is
the width of the conductors at the input and output port. The spacing between the
port and the filter conductors is D1 = D2 = 0.3 mm and the spacing between the
filter conductors is D3 = 1 mm. The distance C is equal to 2.5 mm. The substrate
of thickness 0.635 mm has a relative dielectric constant r = 9.9.
Figure 5.2: Example 5.3.1. Geometry of the bandpass hairpin filter.
Three parameters are considered as independent random variables with uni-
form PDFs: the spacing D1, D2, and D3, varying by ±10% with respect to their
previously indicated nominal value. The selected random variables are normalized
as
D1 = µD1(1 + σD1ξ1) (5.6)
D2 = µD2(1 + σD2ξ2) (5.7)
D3 = µD3(1 + σD3ξ3) (5.8)
where ξ1, ξ2, ξ3 are random variables with uniform PDFs over the interval [−1, 1].
The corresponding probability measure (2.47) is
W (ξ) =
{
2−N , |ξi| ≤ 1, i = 1, ...., N
0, elsewhere
(5.9)
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index i i-th basis function ϕi < ϕi, ϕi >
0 1 1
1 ξ1
1
3
2 ξ2
1
3
3 ξ3
1
3
4 ξ1ξ2
1
9
5 ξ1ξ3
1
9
6 ξ2ξ3
1
9
7 1
2
(
3ξ21 − 1
)
1
5
8 1
2
(
3ξ22 − 1
)
1
5
9 1
2
(
3ξ23 − 1
)
1
5
Table 5.1: Legendre polynomials products for three independent random variables, with
M = 9 and P = 2.
and the optimal basis functions are products of the Legendre polynomials [11],
shown in Table 5.11 for M = 9 and P = 2.
The filter scattering parameters are evaluated using ADS Momentum over a
regular grid composed of 51 samples for the frequency and 4×4×4 (D1, D2, D3)
samples for the geometrical parameters. The number K of initial samples for
the geometrical parameters is chosen according to the relation K ≈ 2 (M ′ + 1),
considering a maximum number of basis function M ′ = 34 and a corresponding
order P ′ = 4, according to (2.50). The frequency samples are divided in two
1Based on the fact that
∫ 1
−1 Pn(x)
2dx = 2/(2n+1) where Pn(x) are the Legendre polynomials.
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Figure 5.3: Example 5.3.1. Variability of the magnitude of S11. The green thick line
corresponds to the central value for (D1, D2, D3), while the blue lines are the results of
the MC simulations performed using 10000 (D1, D2, D3) samples.
groups: modeling points (26 samples) and validation points (25 samples). Figure
5.3 shows an example of the variability of the scattering parameters with respect
to the chosen random variables.
To build the rational model of the PC coefficients, the VF algorithm is used
targeting 0.01 as maximum error (5.5). The PC-based model calculated with the
proposed technique has P = 3, according to Algorithm 1, and M = 19, accord-
ing to (2.50), and it shows an excellent accuracy and superior efficiency compared
with the standard MC analysis in computing system variability features. Indeed,
an example of the comparison results for the proposed technique and the MC anal-
ysis can be seen in Figs. 5.4 - 5.6, while in Table 5.2 the computational time
required by the two approaches is reported. In particular, Figs. 5.4 - 5.5 show
the mean and the standard deviation of the real part of S11 for the validation fre-
quencies obtained with the proposed technique, a MC analysis with a comparable
computational cost (performed using 64 (D1, D2, D3) samples) and a MC anal-
ysis performed using 10000 (D1, D2, D3) samples. It is important to notice that
around the filter resonance frequency the accuracy of the MC method performed
using 64 samples for the geometrical parameters is drastically reduced. Further-
more, the computation of higher order moments like the PDF and the CDF can
not be performed accurately using such a reduced set of samples. Indeed, Fig.
5.6 describes the PDF and the CDF of S11 for the central frequency of the filter
obtained with the proposed method and the MC analysis performed using a large
set of samples. Finally, it is worth specifying that in Table 5.2 the total compu-
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tational time of the proposed PC-based technique is split into two contributions:
the time needed to calculate the initial samples over the modeling frequencies and
to build the PC-based macromodel of the scattering parameters and evaluate it on
the validation frequencies. Note that, the computational cost to build the PC-based
macromodel shown in Table 5.2 includes the cost to compute the PC-model of the
scattering parameters in the form (5.2) for all the orders P ≤ 4 as described by
Algorithm 1. Similar results can be obtained for the other entries of the scattering
matrix.
Technique Computational time
Monte Carlo Analysis (10000 samples, validation frequencies) 165 h, 3min, 28.94 s
Monte Carlo Analysis (64 samples, validation frequencies) 63min, 22.94 s
PC-based technique 67min, 21.01 s
Details PC-based technique Computational time
Initial simulations EM (64 samples, modeling frequencies) 67min, 14.16 s
PC model scattering parameters 6.85 s
Table 5.2: Example 5.3.1. Efficiency of the Proposed PC-based Technique.
5.3.2 Distributed Microstrip Bandstop Filter, 2 Correlated Ran-
dom Variables
In the second example, a distributed microstrip bandstop filter has been modeled
within the frequency range [100 Hz− 2.5 GHz]. Its layout is shown in Fig. 5.7.
The filter is realized using four open stubs connected by three microstrips. The
length of all the lines is L = 4 cm and is related to the central wavelength of the
filter λ0 as
L =
λ0
4
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Figure 5.4: Example 5.3.1. The top plot shows a comparison between the mean of the real
part of S11 obtained with the MC analysis performed using first 10000 (D1, D2, D3)
samples (full black line), then 64 (D1, D2, D3) samples (dashed green line), and the
proposed PC-based method (red circles: (◦)) for the validation frequencies. The lower plot
shows the corresponding absolute error.
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Figure 5.5: Example 5.3.1. The top plot shows a comparison between the standard
deviation of the real part of S11 obtained with the MC analysis performed using first
10000 (D1, D2, D3) samples (full black line), then 64 (D1, D2, D3) samples (dashed
green line), and the proposed PC-based method (red circles: (◦)) for the validation
frequencies. The lower plot shows the corresponding absolute error.
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Figure 5.6: Example 5.3.1. PDF and CDF of the magnitude of S11 at 2.5 GHz. Full black
line: PDF computed using the novel technique; Dashed black line: CDF computed using
the novel technique; Circles (◦): PDF computed using the MC technique; Squares ():
CDF computed using the MC technique.
The substrate is FR4 of thickness h = 130 µm with a relative dielectric constant
r and a loss tangent tanδ characterized by a dispersive and causal model [18].
All the microstrips have copper conductors (conductivity σ = 5.8 · 107 S/m) of
thickness t = 10 µm, but with different widths. In particular the lines M2, M4
and M6 have a conductor of width w = 120 µm; for the lines M1 and M7 the
conductor width is w = 20 µm, while w = 160 µm for the lines M3 and M5.
The scattering parameters are considered as a stochastic process that depends
on two correlated random variables with Gaussian PDFs: the length L of the mi-
M5   M3   
M7   M1   
M2   M4   M6   
w
L
P1 P2
Figure 5.7: Example 5.3.2. Geometry of the distributed microstrip bandstop filter.
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crostrip M2 and the width w of the shunt M1. Assuming a worst case analysis,
the correlation coefficient is chosen equal to ρ = 0.9 and, for both the random
variables (L,w), the normalized standard deviation is ±5% with respect to their
nominal value, indicated in the following with the symbols L0 for the length and
w0 for the width. The corresponding correlation matrix is
C =
[
(L0σL)
2 ρL0σLw0σw
ρL0σLw0σw (w0σw)
2
]
where σL and σw represent the normalized standard deviations of the length and
the width, respectively. In this case C is positive-definite, hence the couple of
random variables (L,w) follow the non-degenerate multivariate normal distribu-
tion [19]
Wη =
1
2pidet(C)
1
2
exp
(
−1
2
(η − µ)T C−1 (η − µ)
)
(5.10)
where the symbol det(·) is used to represent the matrix determinant, while η =
[L,w]T and µ = [L0, w0]T .
Applying the Karhunen-Loe´ve expansion [20], the scattering parameters can
be considered as a stochastic process with respect to the pair of uncorrelated Gaus-
sian random variables with zero mean and unit variance (ξ1, ξ2). In particular, the
vector of correlated random variables η can be expressed with respect to the vector
of uncorrelated random variables ξ as
η = µ+ UΛ
1
2 ξ (5.11)
where Λ is a diagonal matrix containing the eigenvalues of the correlation matrix
C and U is the matrix of the corresponding eigenvectors. See Appendix 5.5.1 for
further details. Therefore, due to the use of the Karhunen-Loe´ve expansion, it is
possible to express the scattering parameters as a stochastic process that depends
on the pair of uncorrelated random variables ξ = [ξ1, ξ2]T and, since the variables
ξ1 and ξ2 are Gaussian, they are also independent. Hence, the corresponding basis
functions are products of the Hermite polynomials [11], as shown in Table 5.3 for
M = 5 and P = 2, while the probability measure (2.47) is
W (ξ) =
1
2pi
exp
(
−1
2
ξT ξ
)
(5.12)
The evaluation of the scattering parameters is performed using a quasi-analytical
model [21] over a regular grid composed of 81 samples for the frequency and 8×8
samples for the geometrical parameters (L,w). Again, the number K of initial
samples for the couple of geometrical parameters is chosen according to the rela-
tion K ≈ 2 (M ′ + 1), considering a maximum order of expansion P ′ = 6 and a
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index i i-th basis function ϕi < ϕi, ϕi >
0 1 1
1 ξ1 1
2 ξ2 1
3 ξ21 − 1 2
4 ξ1ξ2 1
5 ξ22 − 1 2
Table 5.3: Hermite polynomials products for two independent random variables, with
M = 5 and P = 2 [2].
corresponding number of basis functions M ′ = 27, according to (2.50). Next, the
frequency samples are divided in two groups: modeling points (41 samples) and
validation points (40 samples).
This second example represents a particular difficult structure to model since,
as shown in Fig. 5.8, the random variables chosen have a high impact on the
scattering parameters of the structure: the range of the stop-band frequencies is
influenced by the random variables chosen and in the band-pass frequencies the
magnitude of the element S11 has a high variability, often over −20 dB, compro-
mising the correct behavior of the filter.
We note that, the variability analysis shown in this example cannot be per-
formed with previous developed techniques [1–4], even if the filter is realized
using only microstrips. Indeed, the techniques [1–4] employ a stochastic model
of the per-unit-length parameters and the length of a line cannot be assumed as
parameter for the variability analysis.
The PC model of the scattering parameters for the modeling frequencies has
order P = 5, according to Algorithm 1, and M = 20, according to (2.50), while
0.01 is targeted as maximum error (5.5) between the PC coefficients and the cor-
responding rational models. The obtained PC-based model shows an excellent
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Figure 5.8: Example 5.3.2. Variability of the magnitude of S11. The green thick line
corresponds to the nominal value for (L,w), while the blue lines are the results of the MC
simulations performed using 10000 (L,w) samples.
accuracy compared with the classical MC analysis in computing system variabil-
ity features, as shown in Figs. 5.9 - 5.11. In particular, Figs. 5.9 - 5.10 show
the mean and the standard deviation of the imaginary part of the element S12 for
the validation frequencies computed with the proposed method, a MC analysis
with the similar computational cost (performed using 64 (L,w) samples) and a
MC analysis performed using 10000 (L,w) samples. It is important to notice that
for this highly dynamic system the PC method offers a much higher accuracy in
estimating these statistical moments than the MC analysis with the similar com-
putational cost. Finally, Fig. 5.11 describes the PDF and the CDF of S11 at the
frequency of 281.25 MHz. Note that similar results can be obtained for the other
entries of the scattering matrix.
The proposed technique offers a great computational efficiency in addition to
its accuracy; in Table 5.4 the computational time needed for the MC analysis (per-
formed on the validation frequencies using 64 and 10000 (L,w) samples) and the
proposed PC-based technique is reported. As in the previous example, in Table
5.4 the computational time of the new PC-based technique is explicitly divided
into the time needed to calculate the initial samples and to build the polynomial
model of the scattering parameters (including the computational cost to build the
PC-model of the scattering parameters in the form (5.2) for all the order P ≤ 6, as
described by Algorithm 1) and evaluate it on the validation frequencies.
98 CHAPTER 5
0 0.5 1 1.5 2 2.5
−1
0
1
Frequency [GHz]
µ(I
ma
g(S
12
))
0 0.5 1 1.5 2 2.5
0
0.05
0.1
Frequency [GHz]
Ab
so
lu
te
 E
rro
r
Figure 5.9: Example 5.3.2. The top plot shows a comparison between the mean of the
imaginary part of S12 obtained with the MC analysis performed using first 10000
(D1, D2, D3) samples (full black line), then 64 (D1, D2, D3) samples (dashed green
line), and the proposed PC-based method (red circles: (◦)) for the validation frequencies.
The lower plot shows the corresponding absolute error.
5.4 Conclusions
In this chapter, we present an innovative technique to calculate frequency-domain
macromodels for efficient variability analysis of general multiport systems. It is
based on the use of the PC expansion, applied at an input-output level, to describe
the system variability features in combination with rational identification in the
frequency-domain. The presented technique is straightforward to implement, it se-
lects the PC expansion order automatically, and it can be applied to a large range of
microwave systems. Comparisons with the standard MC approach are performed
for two pertinent numerical examples, validating the accuracy and efficiency of the
proposed method.
5.5 Appendix
5.5.1 Karhunen-Loe´ve expansion and Correlated Gaussian Ran-
dom Variables
If the correlation matrix CN×N is symmetric and positive-definite, then it has N
orthogonal eigenvectors [ui]
N
i=1, and can be diagonalized as
C = UΛUT (5.13)
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Figure 5.10: Example 5.3.2. The top plot shows a comparison between the standard
deviation of the imaginary part of S12 obtained with the MC analysis performed using first
10000 (D1, D2, D3) samples (full black line), then 64 (D1, D2, D3) samples (dashed
green line), and the proposed PC-based method (red circles: (◦)) for the validation
frequencies. The lower plot shows the corresponding absolute error.
where Λ is the diagonal matrix of the eigenvalues of C, the symbol T indicates the
matrix transpose and U is the orthogonal matrix defined as U = [u1, . . . ,uN ].
Using (5.13) in (5.10) leads to
Wη =
1
2pidet(Λ)
1
2
exp
(
−1
2
(η − µ)T UΛ−1UT (η − µ)
)
(5.14)
Therefore, for correlated Gaussian random variables that follow the non-degenerate
multivariate normal distribution (5.10), the Karhunen-Loe´ve expansion is a simple
change of variables. The joint probability density (5.14) can be written with re-
spect to a vector of independent Gaussian random variable x, with zero mean and
variance equal to [Λii]
N
i=1, as
Wx =
1
2pidet(Λ)
1
2
exp
(
−1
2
xTΛ−1x
)
(5.15)
where
x = UT (η − µ) (5.16)
Next, the vector x can be expressed with respect to the vector of normalized
Gaussian random variables ξ with zero mean and unitary variance as
x = Λ
1
2 ξ (5.17)
Combining (5.16) and (5.17) leads to (5.11).
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Figure 5.11: Example 5.3.2. PDF and CDF of the magnitude of S11 at 281.25 MHz. Full
black line: PDF computed using the novel technique; Dashed black line: CDF computed
using the novel technique; Circles (◦): PDF computed using the MC technique; Squares
(): CDF computed using the MC technique.
5.5.2 Passivity Verification of the PC-based Macromodel
The proposed technique does not guarantee the passivity of the frequency-domain
macromodel in the form (5.1). However, the passivity of the proposed macromodel
can be verified, since the matrix coefficients [αi(s)]
M
i=0 in (5.1) are rational func-
tions of the Laplace variable s. Hence, the coefficients αi(s) can be written as
transfer functions:
αi(s) = Ci (sIi −Ai)−1 Bi + Di
where Ii is the identity matrix with the same dimensions as the matrix Ai. The
state space matrices [Ai,Bi,Ci,Di]
M
i=0 are obtained for each αi(s) by means of
system identification techniques such as VF. It should be noted that VF can enforce
stability by pole flipping techniques.
Equation (5.1) can therefore be rewritten as
S(s, ξ) ≈
M∑
i=0
(
Ci (sIi −Ai)−1 Bi + Di
)
ϕi(ξ) (5.18)
Since (5.18) is a weighted sum of rational transfer functions, it is itself a rational
transfer function, i.e.,
S(s, ξ) ≈ Ĉ
(
sÎ− Â
)−1
B̂(ξ) + D̂(ξ) (5.19)
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Technique Computational time
Monte Carlo Analysis (10000 samples, validation frequencies) 7 h 36min, 43.7 s
Monte Carlo Analysis (64 samples, validation frequencies) 2min, 55.38 s
PC-based technique 3min 32.82 s
Details PC-based technique Computational time
Initial simulations (64 samples, modeling frequencies) 3min 1.36 s
PC model scattering parameters 31.46 s
Table 5.4: Example 5.3.2. Efficiency of the Proposed PC-based Technique.
where
Â = blockdiagonal (A0,A1, . . . ,AM )
B̂(ξ) =

B0ϕ0(ξ)
B1ϕ1(ξ)
...
BMϕM (ξ)

Ĉ =
[
C0 C1 . . . CM
]
D̂(ξ) =
M∑
i=0
Diϕi(ξ)
Here blockdiagonal (·) represents the blockdiagonal matrix with blocks [Ai]Mi=0
on the main diagonal and Î is the identity matrix with the same dimensions as the
matrix Â.
The passivity of the macromodel (5.19), and of the corresponding form (5.1),
can be assessed by computing the following Hamiltonian matrix [22, 23] :[
Â− B̂(ξ)R̂(ξ)D̂(ξ)T Ĉ −B̂(ξ)R̂(ξ)B̂(ξ)T
ĈT Ŝ(ξ)Ĉ −ÂT + ĈT D̂(ξ)R̂(ξ)B̂(ξ)T
]
(5.20)
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where T stands for the matrix transpose and
R̂(ξ) =
(
D̂(ξ)T D̂(ξ)− I
)−1
, Ŝ(ξ) =
(
D̂(ξ)D̂(ξ)T − I
)−1
The transfer function S(s, ξ) is passive if and only if the Hamiltonian matrix (5.20)
does not admit purely imaginary eigenvalues. It is important to note that the Hamil-
tonian matrix (5.20) only depends on the normalized random variables ξ. There-
fore, it is always possible to identify a compact smooth region Ξ ⊂ Ω where the
macromodel (5.1) is passive, if the corresponding macromodel (5.19) is passive
for the values of ξ corresponding with the nominal values of the parameters under
consideration, in other words for the operating point.
Note that, the passivity region Ξ ⊂ Ω corresponds with all points ξ ∈ Ω
where the Hamiltonian matrix (5.20) does not admit purely imaginary eigenvalues.
Equivalently, the passivity region Ξ ⊂ Ω can be found [24] by selecting the points
ξ ∈ Ω where the H∞ norm ‖S(s, ξ)‖∞ ≤ 1.2 Finally, if one wants a parameter
span or closed hyper-rectangle inside the passivity region Ξ, this can always be
obtained, since if a point (here the operating point) is in the interior of a smooth
compact region Ξ, then one can always find a closed hyper-rectangle inside Ξ
containing that interior point.
2Note that this proves in fact that the passivity region Ξ is smooth and compact, since norms are
continuous functions of their argument and S(s, ξ) is by construction a continuous function of its
arguments.
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6
Efficient Variability Analysis of
Electromagnetic Systems via
Polynomial Chaos and Model Order
Reduction
So far it has been shown that PC-based macromodeling approaches are efficient
and accurate in performing the variability analysis of general linear and passive
multiport systems. However, it is not easy to apply the PC expansion to systems de-
scribed by a large number of equations, such as the ones resulting by means of EM
methods. Indeed, the use of the PC expansion would lead to an augmented system
of such a high dimension that the computational cost required to solve it may com-
promise the efficiency of the PC expansion with respect to the MC analysis. The
macromodeling technique presented in this chapter overcome this limitation thanks
to a suitable combination of model order reduction and PC techniques, generating
a final reduced-order model able to accurately perform stochastic computations
and variability analysis.
? ? ?
D. Spina, F. Ferranti, G. Antonini, T. Dhaene, L. Knockaert
Published in IEEE Transactions on Components, Packaging and Manufac-
turing Technology, vol.4, no.6, pp.1038-1051, Jun. 2014
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Abstract We present a novel technique to perform the model order reduction
(MOR) of multiport systems under the effect of statistical variability of geomet-
rical or electrical parameters. The proposed approach combines a deterministic
MOR phase with the use of the PC expansion to perform the variability analysis
of the system under study very efficiently. The combination of MOR and PC tech-
niques generates a final reduced-order model able to accurately perform stochastic
computations and variability analysis. The novel proposed method guarantees a
high-degree of flexibility, since different MOR schemes can be used and differ-
ent types of modern electrical systems (e.g. filters, connectors) can be modeled.
The accuracy and efficiency of the proposed approach is verified by means of two
numerical examples and compared with other existing variability analysis tech-
niques.
6.1 Introduction
Recently, the necessity of employing efficient techniques to perform the variability
analysis of the modern ICs has become evident. The MC-based techniques, that
represent the standard for the variability analysis due to their accuracy and ease of
implementation, have the drawback of requiring a very high computational cost.
In particular, the application of the MC method to complex high-speed systems
analyzed by means of EM methods [1–3] is unfeasible. Indeed, EM methods usu-
ally produce very large systems of equations which are expensive to solve, and the
use of the MC analysis would lead to an extremely high computational cost.
In this scenario, a reliable alternative to MC-based methods is represented by
techniques based on the PC expansion [4–8], which describes a stochastic process
using a base of orthogonal polynomial functions with suitable coefficients. The
resulting polynomial model allows to efficiently perform the variability analysis
with good accuracy, at the cost of the calculation of an augmented system [4–8].
The reader is referred to Section 2.5 for a complete overview about the properties
of the PC expansion. Unfortunately, the application of the PC expansion to systems
described by a large numbers of equations, such as the ones resulting by the use of
EM methods, is not trivial due to the need of calculating an augmented system.
Different techniques [9–13] have proposed PC-based methodologies for the
variability analysis of systems described by a large numbers of equations based
on combinations of a PC expansion on the original system matrices and MOR
techniques. Indeed, the MOR techniques allow to reduce the complexity of large
scale models and, therefore, the computational cost of the simulations [14–16].
Recently, the techniques [11–13] propose a more general PC-based method for the
variability analysis of large scale systems described by Helmholtz equations. The
recently proposed methods described in [11–13] are based on the following steps:
• the evaluation of the original large system of equations over a discrete set of
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points in the stochastic space, chosen using a Smolyak grid [17–19];
• the use of a deterministic MOR technique for each system of equations to
generate the corresponding projection matrices;
• the calculation of the PC expansion of the original large system matrices and
of the projection matrices;
• the computation of the PC coefficients of the reduced system using congru-
ence transformations;
• the calculation of a PC-based augmented system.
Despite their accuracy and efficiency with respect to the MC-based methods, the
techniques [11–13] can be expensive both in terms of memory and computational
time, since they require the calculation of a PC-based model of the original large
scale equations and of the projection matrices.
We propose in this chapter a novel method that follows these steps:
• the evaluation of the original large system of equations over a discrete set of
points in the stochastic space, chosen using a regular grid;
• the calculation of a corresponding set of reduced order models with common
order using a common compact projection matrix, following the technique
[20];
• the computation of the PC expansion of the reduced models;
• the calculation of a PC-based augmented system.
This new proposed technique is able to overcome the previously mentioned limi-
tations by first calculating a set of reduced order models with common order using
a common compact projection matrix and then computing the PC expansion of the
reduced models.
6.2 Stochastic Model Order Reduction
The proposed technique aims to perform the variability analysis of a generic mul-
tiport system represented by a descriptor state-space form as
(sC (ξ) +G (ξ))X (s, ξ) = B (ξ) (6.1)
H (s, ξ) = LT (ξ)X (s, ξ) (6.2)
where the descriptor state-space matrices C,G,B,L, that depend on a vector
of random variables ξ, are large matrices calculated by an EM method, such as
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the Partial Element Equivalent Circuit (PEEC) technique [2]. The superscript T
represents the matrix transpose. The dimensionality of descriptor state-space ma-
trices in (6.1) and (6.2) is C ∈ RZ×Z ,G ∈ RZ×Z ,B ∈ RZ×Np ,L ∈ RZ×Np ,
where Z is the number of state-vector unknowns and depends on the particular EM
method used to compute (6.1) and (6.2), and Np represent the number of ports of
the system. In some recent contributions [21–23], it is proven that is possible to
calculate efficiently the PC expansion of the system starting from the PC expan-
sion of the corresponding model (state-space models in [21] and transmission line
models in [22, 23]). Theoretically, a similar approach could be used for systems
described by equations (6.1) and (6.2). Indeed, using the PC expansion (2.56) to
express the state-space matrices, the state-vector and the output in equations (6.1)
and (6.2) yields
s
M∑
i=0
M∑
j=0
CiXj(s)ϕi(ξ)ϕj(ξ) = −
M∑
i=0
M∑
j=0
GiXj(s)ϕi(ξ)ϕj(ξ)+
M∑
i=0
Biϕi(ξ)
(6.3)
M∑
j=0
Hj(s)ϕj(ξ) =
M∑
i=0
M∑
j=0
LTi Xj(s)ϕi(ξ)ϕj(ξ) (6.4)
Let us assume for the moment that the PC expansion of the state-space matrices in
equations (6.3) and (6.4) is already calculated. Therefore, the only unknowns are
the PC coefficient matrices of the state vectorXj and of the transfer functionHj .
The desired PC coefficient matrices can be calculated by projecting the equa-
tions (6.3) and (6.4) on each basis functionϕp(ξ) for p = 0, . . . ,M (this procedure
is referred as Galerkin projections [4, 22] in the PC theory). Indeed, projecting
(6.3) on the basis function ϕp(ξ) yields
s
M∑
i=0
M∑
j=0
CiXj(s) < ϕiϕj , ϕp >=
−
M∑
i=0
M∑
j=0
GiXj(s) < ϕiϕj , ϕp > +
M∑
i=0
Bi < ϕi, ϕp > (6.5)
where the explicit dependency on the vector ξ is omitted, for the sake of clarity.
Repeating this operation for p = 0, . . . ,M gives a frequency dependent linear
system of the form
ΦXXα = Bα (6.6)
where ΦX ∈ R(M+1)Z×(M+1)Z ,Xα ∈ R(M+1)Z×Np , andBα ∈ R(M+1)Z×Np .
To describe how it is possible to obtain equation (6.6), let us assume for sim-
plicity that one random variable and two basis functions are used for the PC ex-
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pansion. In this simplified case, equation (6.5) can be rewritten as
(sC0 +G0)X0ϕ0ϕ0 + (sC1 +G1)X0ϕ1ϕ0
+ (sC0 +G0)X1ϕ0ϕ1 + (sC1 +G1)X1ϕ1ϕ1 =
B0ϕ0 +B1ϕ1 (6.7)
Now, thanks to the orthogonality relation (2.47), the projection of (6.7) onto the
basis function ϕ0 gives
E0(s)X0 < ϕ0ϕ0, ϕ0 > +E1(s)X0 < ϕ1ϕ0, ϕ0 >
+E0(s)X1 < ϕ0ϕ1, ϕ0 > +E1(s)X1 < ϕ1ϕ1, ϕ0 >=
B0 < ϕ0, ϕ0 > (6.8)
where Ei(s) = (sCi +Gi) for i = 0, 1. The projection of (6.7) onto the basis
function ϕ1 yields
E0(s)X0 < ϕ0ϕ0, ϕ1 > +E1(s)X0 < ϕ1ϕ0, ϕ1 >
+E0(s)X1 < ϕ0ϕ1, ϕ1 > +E1(s)X1 < ϕ1ϕ1, ϕ1 >=
B1 < ϕ1, ϕ1 > (6.9)
Next, equations (6.8) and (6.9) can be rewritten in the form (6.6) as(
ΦX00 ΦX01
ΦX10 ΦX11
)(
X0
X1
)
=
(
B0
B1
)
(6.10)
where
ΦX00 = E0(s)
< ϕ0ϕ0, ϕ0 >
< ϕ0, ϕ0 >
+E1(s)
< ϕ1ϕ0, ϕ0 >
< ϕ0, ϕ0 >
ΦX01 = E0(s)
< ϕ0ϕ1, ϕ0 >
< ϕ0, ϕ0 >
+E1(s)
< ϕ1ϕ1, ϕ0 >
< ϕ0, ϕ0 >
ΦX10 = E0(s)
< ϕ0ϕ0, ϕ1 >
< ϕ1, ϕ1 >
+E1(s)
< ϕ1ϕ0, ϕ1 >
< ϕ1, ϕ1 >
ΦX11 = E0(s)
< ϕ0ϕ1, ϕ1 >
< ϕ1, ϕ1 >
+E1(s)
< ϕ1ϕ1, ϕ1 >
< ϕ1, ϕ1 >
(6.11)
The frequency dependent system (6.10) can now be solved for each frequency of
interest, upon calculation of the scalar products in (6.11). Finally, the PC coef-
ficients of the output Hj(s) can be computed using the PC coefficients of state
vector Xj(s). Indeed, the projection of equation (6.4) onto the basis functions
ϕp(ξ), p = 0, ...,M , leads to
Hp(s) =
M∑
i=0
M∑
j=0
LTi Xj(s)
< ϕi(ξ)ϕj(ξ), ϕp(ξ) >
< ϕp(ξ), ϕp(ξ) >
(6.12)
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where all the scalar products were already calculated in order to build the matrix
ΦX .
However, the approach described above can not be efficiently used for systems
described by equations (6.1) and (6.2). The calculation of the PC expansion (2.56)
for the large matricesC,G,B,L, would be very expensive both in terms of mem-
ory and computational time, since each corresponding PC coefficient matrix would
have the same dimension of the original matrix. Furthermore, the PC expansion of
the matrices C,G,B,L, would lead to an augmented system in the form (6.6) of
such a high dimension that the computational cost required to solve it may com-
promise the efficiency of the PC expansion with respect to the MC analysis.
The previously developed techniques [11–13] partially solve these issues for
systems described by Helmholtz equations. Indeed, in [11–13] it is proposed to
evaluate first the original large system of equations over a discrete set of points in
the design space and then employ a deterministic MOR technique for each system
of equations to generate the corresponding projection matrix. Then, it is calculated
a PC model of the original large system matrices and of the projection matrix.
It is important to notice that, following the approaches described in [11–13], all
the projection matrices calculated for the initial discrete set of points must have
common dimensions, otherwise it is not possible to compute the corresponding
PC model of the projection matrix via numerical integration (see, for example,
equation (33) in [13]). Indeed, it is not possible to calculate a summation of ma-
trices with different dimensions. Finally, it is performed the computation of the
PC coefficients of the reduced system that leads to an augmented system in a form
similar to (6.6), but the overall dimension of this augmented system is drastically
reduced. A compact PC expansion of the original system can be now calculated
by employing standard deterministic techniques to solve the obtained augmented
system. This approach is accurate and efficient with respect to the MC analysis
(that has an extremely high computational cost, since it requires a huge number of
simulation of the original large scale model). Furthermore, the techniques [11–13]
offer the possibility to use different MOR techniques to calculate the correspond-
ing reduced order PC models. However, the techniques [11–13] can be expensive
both in terms of memory and computational time since it is required
• to calculate a PC model of the original large scale equations;
• to calculate a PC model of the projection matrices;
The novel method described in this chapter is able to overcome these limita-
tions by first calculating a set of reduced order models with common order using a
common compact projection matrix, following the technique [20], and then com-
puting the PC expansion of the reduced system. In particular, the method described
in [20] is implemented using a worst-case choice for the estimation of the reduced
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model order and a global approach to build the common compact projection ma-
trix. In the following, we will describe in details the novel proposed method.
Note that, fixing the value of the random variables ξ = ξ in equations (6.1)
and (6.2) yields (
sC
(
ξ
)
+G
(
ξ
))
X
(
s, ξ
)
= B
(
ξ
)
(6.13)
H
(
s, ξ
)
= LT
(
ξ
)
X
(
s, ξ
)
(6.14)
Now, it is possible to calculate an equivalent reduced order models as(
sĈ
(
ξ
)
+ Ĝ
(
ξ
))
X̂
(
s, ξ
)
= B̂
(
ξ
)
(6.15)
H
(
s, ξ
)
= L̂
T (
ξ
)
X̂
(
s, ξ
)
(6.16)
where the reduced order matrices, indicated with the superscript ∧, can be calcu-
lated by means of a suitable projection matrix F as:
Ĉ
(
ξ
)
= F TC
(
ξ
)
F (6.17)
Ĝ
(
ξ
)
= F TG
(
ξ
)
F (6.18)
B̂
(
ξ
)
= F TB
(
ξ
)
(6.19)
L̂
(
ξ
)
= F TL
(
ξ
)
(6.20)
The projection matrix F can be calculated using a MOR technique, such as the
Krylov-based Laguerre-singular value decomposition (SVD) [24] or passive reduced-
order interconnect macromodeling algorithm (PRIMA) [25] algorithms. There-
fore, it is possible to calculate for each combination of values of the random vari-
ables ξ in the stochastic space Ω the corresponding reduced system in a descriptor
state-space form. Let us suppose that we have calculated K set of reduced matri-
ces
[
Ĉk, Ĝk, B̂k, L̂k
]K
k=1
with common dimension for the corresponding values
of the random variables [ξk]
K
k=1 (initial sampling) in the stochastic space Ω. To
evaluate the common order for all the K reduced models that will lead to accu-
rate results, first we calculate a reduced order model only for the set of U corner
points [ξu]
U
u=1 where U ⊂ K, aiming at minimizing the error with respect to
the system frequency responseH(s, ξu) calculated with the original large dimen-
sion system matrices C(ξu),G(ξu),B(ξu),L(ξu), for u = 1, . . . , U . Next, we
compute the corresponding set of K projection matrices of common order F k for
k = 1, . . . ,K. Finally, all the projection matrices calculated so far are stacked in
a projection matrix as
FUnion =
[
F 1,F 2, . . . ,FK
]
(6.21)
The accuracy of the K reduced models with common order, which is estimated
by using the U corner points, can be verified by comparing the corresponding
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frequency responses with respect to the system frequency responses calculated
using theK original large dimension system matrices. If, for a particular example,
the desired accuracy can not be achieved by using only the U corner points for the
order evaluation, it is always possible to estimate the common order using all the
K initial samples. However, the choice of using corners to estimate the common
order has proven to be accurate in many cases and allows to save computational
time [20].
Now, it is necessary to compute a common projection matrix to be able to
calculate a parametric reduced order model over the design points [ξk]
K
k=1. This
goal is achieved in two steps: first the SVD decomposition of the projection matrix
FUnion is calculated as:
UΣV T = svd (FUnion) (6.22)
Second, to guarantee the compactness of the common projection matrix it can be
defined a common reduced order r based on the first r significant singular values,
where the individuation of the desired r significant values can be performed by
setting a threshold to the ratio of the singular values with respect to the largest
singular value. Indeed, a common projection matrixQC can now be expressed as:
QC = U r (6.23)
where U r is the matrix U resulting from the SVD decomposition (6.22) for the
first r significant singular values. Hence, the desired reduced order matrices with
common order can be expressed as:
C˜k (ξk) = Q
T
CC (ξk)QC (6.24)
G˜k (ξk) = Q
T
CG (ξk)QC (6.25)
B˜k (ξk) = Q
T
CB (ξk) (6.26)
L˜k (ξk) = Q
T
CL (ξk) (6.27)
for k = 1, . . . ,K, where the superscript ∼ represents the reduced matrices with
common order.
Finally, the PC model for the matrices C˜, G˜, B˜, L˜ can be computed. First of
all, it is necessary to calculate the basis functions [ϕi]
M
i=0 following the approaches
indicated in Section 2.5. Without loss of generality, let us suppose that the random
variables ξ are independent. Hence, the number of basis function M + 1 can be
chosen upfront according to (2.50) considering that P can be limited between two
and five [4, 21, 23] for practical applications. Finally, the PC coefficient matrices
of C˜, G˜, B˜, L˜ of (6.24)−(6.27) can be calculated by means of the linear regression
approach (see Section 2.5). The linear regression approach calculates the desired
PC coefficients solving a suitable over-determined least-square system [7], that for
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the reduced state-space matrix C˜ can be written as
Ψα = R (6.28)
where Ψ ∈ RKZ˜×(M+1)Z˜ , α ∈ R(M+1)Z˜×Z˜ , R ∈ RKZ˜×Z˜ and Z˜ represents
the order of the matrix C˜. In particular, the k−th row of the matrix Ψ contains
the multivariate polynomial basis functions ϕi for i = 0, . . . ,M evaluated in ξk
for k = 1, . . . ,K multiplied by the identity matrix of the same dimension as
the matrix C˜. The corresponding set of values of the matrix C˜k (ξk) for k =
1, . . . ,K are stored in the matrix R. Finally, the desired PC coefficients C˜i for
i = 0, . . . ,M are collected in the matrixα. Equation (7.12) for the each descriptor
state-space matrices can be solved in a least squares sense using an element-wise,
columnwise or matrix-wise approach.
Since the linear regression approach requires to solve an over-determined lin-
ear system in the form (6.28), the number of initial samplesK is chosen according
to the following relation [7]
K ≈ 2 (M + 1) (6.29)
Note that, equation (6.28) can be solved in a least squares sense using an element-
wise, column-wise or matrix-wise approach.
At this point we have calculated a PC model of the reduced descriptor state-
space matrices in the form (2.56). For example, the matrix C˜ (ξ) can be written
as
C˜ (ξ) ≈
M∑
i=0
C˜iϕi(ξ) (6.30)
Finally, it is possible to write two equations in the form (6.1) and (6.2) for the
reduced order descriptor state-space matrices. Applying the same procedure dis-
cussed above, it is possible to compute a frequency-dependent linear system in the
form (6.6), but the overall dimension of this system is much smaller than the cor-
responding one related to the use of the original large scale matrices. Therefore,
the PC expansion of the system transfer function can be calculated following the
same procedure described above (see equations (6.7)–(6.12)).
The proposed technique is flexible, since the transfer function H of a generi-
cal multiport system can be expressed by different representations (e.g. scattering
or admittance parameters), it allows to use different MOR techniques to calculate
the reduced systems, and it offers a reduced computational complexity with re-
spect to the previous approaches [11–13]. The novel proposed technique allows
to perform the variability analysis of large dimension systems, such as the ones
resulting from EM simulators, with accuracy and efficiency, thanks to the expres-
sion of the system transfer function as a suitable combination of PC expansion and
MOR methods. Finally, the proposed method does not require to compute a PC
model of the projection operator. The techniques [11–13] assume implicitly that
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the projection operator as a function of the parameters chosen for the variability
analysis ξ can be accurately modeled by a PC expansion. However, in the authors’
experience, the calculation of a PC model of the projection operator can be prone
to inaccuracies, when the system under study is quite sensitive to the parameters
chosen for the variability analysis or when the range of variation of these parame-
ters is large enough. The projection operator is computed independently for each
initial sample in the stochastic space and it may not result smooth enough as a
function of the stochastic parameters ξ to be accurately modeled by a PC model.
Section 6.3 illustrates this aspect.
However, the proposed technique has a limitation: it can still be applied if
the number of uncertain parameters is relatively large (i.e. N = 10), but at the
cost of a loss of efficiency. Indeed, the number K of initial samples is chosen
according to (6.29), and the number of basis function M + 1 increases rapidly
with the number of uncertain parameter N , according with (2.50). Therefore, the
calculation of theK initial samples of the large scale system can be expensive, and
the computational costs of (6.22) and of solving the reduced system in the form
(6.6) can increase as well. This limitation is originated by the formulation of the
PC expansion: the number M + 1 of basis functions of any PC model in the form
(2.56) increases rapidly with the number of uncertain parameter N , according to
(2.50). Therefore, the corresponding number of M + 1 unknown PC coefficients
that must be estimated is large.
The flowchart of the proposed approach is shown in Fig. 6.1.
6.3 Numerical Examples
In this Section, we show the results of the variability analysis performed with
the proposed technique for two different structures. In each example, the random
variables in the vector ξ are assumed independent and with uniform PDF. The
corresponding basis functions are products of the Legendre polynomials [5]. The
scalar products resulting from the use of the Galerkin projections are calculated
analytically beforehand.
The validation of the accuracy and efficiency of the proposed technique is per-
formed by means of a comparison with the results of other variability analysis
techniques. The simulations are performed using Matlab R2012a on a Windows
platform equipped with an Intel Core2 Extreme CPU Q9300 2.53 GHz and 8 GB
RAM.
6.3.1 Transmission line
In this first example, the scattering parameters of two coupled uniform microstrip
lines are considered as a stochastic process with respect to the length of the line in
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Figure 6.1: Flowchart of the proposed modeling strategy.
the frequency range [100 kHz− 3 GHz]. The cross section of the microstrip lines
is shown in Fig. 6.2.
The frequency independent per-unit-length parameters of the lines are [26]
Rpul =
[
0.2 0
0 0.2
]
Ω
m
(6.31)
Lpul =
[
0.28 0.07
0.07 0.28
]
nH
m
(6.32)
Gpul =
[
0 0
0 0
]
S
m
(6.33)
Cpul =
[
0.122 −0.05
−0.05 0.122
]
pF
m
(6.34)
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Starting from the per-unit-length parameters, the corresponding matrices for the
admittance representation are computed using the segmentation method described
in [24] by dividing the lines in 1650 sections of equal length, which gives state-
space matrices of order 6602. Then, these matrices are converted into the cor-
responding ones for the scattering representation as in [27]. The corresponding
descriptor state-space representation is
(sC +G)X (s) = B (6.35)
H (s) = LTX (s) +D (6.36)
where the matrixD is the identity matrix of dimension Np ×Np.
It is important to notice that, the scattering parameters of the two coupled
microstrips can be efficiently computed using the exact transmission line theory,
therefore the variability analysis could be performed without the calculation of a
large descriptor state-space model. However, the calculation of a state-space rep-
resentation of order 6602 allows to verify the performances of the novel proposed
method for the case in which the SVD decomposition (6.22) is computed for a very
high dimension matrix. Finally, the variability analysis of the system in Fig. 6.2 is
performed with respect to the length of the lines in two different ranges of varia-
tions and for different orders of the PC models. The performances of the proposed
method are compared with the results of the technique [13], for the same number
of initial length samples. Note that, the reduced model in the form (16) of [13]
are calculated by means of the Galerkin projections instead of truncating the cor-
responding expansion, since the order of the PC models used in this example is
greater than one.
First, the length of the lines varies within the range [9.75− 10.25] cm with a
nominal value L0 = 10 cm as a uniform random variable. The corresponding PC
expansion is calculated using P = 2 and M = 2, according to (2.50). Therefore,
the descriptor state-space form (6.35) and (6.36) is computed over a regular grid of
K = 6 samples. The MOR technique PRIMA [25] is used to calculate the reduced
order model, and a maximum absolute model error of −50 dB over 80 frequency
samples is targeted to estimate the common order of the reduced models. To build
d
w
t
h
ε   tanδ
Figure 6.2: Example 6.3.1. Cross section of the coupled microstrips.
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the common projector matrix, 0.0001 is chosen as threshold to individuate the
first r significant singular values of the SVD decomposition in (6.22) leading to
a common projection matrix QC ∈ R6602×64. Finally, K reduced models in
a descriptor state-space form of order 64 are computed and modeled using PC
expansions as previously discussed.
The Table 6.1 shows the total computational time of the proposed technique de-
tailing the cost of the different operations. In particular, the element “Initial Data”
in Table 6.1 represents the operation of calculating the descriptor state-space ma-
trices for the chosen length samples and the corresponding scattering parameters
for the two corner points. It is important to specify that, the latter operation takes
1h 11min 9.7s, while the calculation of the descriptor state-space matrices for
all the six length samples requires only 29min 24.8s. Hence, a MC analysis per-
formed calculating the scattering parameters using the corresponding descriptor
state-space models would require approximately 281d 3h 10min 33.3s, consid-
ering 10000 length samples. Therefore, to validate the results of the variability
analysis for this example, the MC analysis is performed using the exact transmis-
sion line theory. The element “Projection Operator” in Table 6.1 indicates the
calculation of the projection operator with common order for all the initial length
samples, while the element “Reduced DSS Matrices” represents the calculation of
the reduced matrices in the form (6.24)− (6.27), where the symbol DSS stands for
descriptor state-space. Note that, the latter operation requires only few seconds,
even if the initial descriptor state-space has order 6602. Finally, the elements in the
last three rows of Table 6.1 indicate the calculation of the PC model of the reduced
descriptor state-space matrices using the linear regression method, the computa-
tion of the PC model of the scattering parameters solving an augmented linear
system for the reduced state-space matrices in the form (6.6), and the computation
of the mean and the variance of the magnitude of the scattering parameters using
the corresponding PC model, respectively.
Table 6.2 shows the computational time for the variability analysis performed
with the technique [13], in a similar form of Table 6.1. Again, to estimate the com-
mon order of the projection operators calculated for all the initial length samples
−50 dB is assumed as maximum absolute model error. Note that, the element “PC
Model Initial DSS Matrices and Proj. Op.” in Table 6.2 describes the calculation
through numerical integration of the PC model of the initial descriptor state-space
matrices and of the projection operator.
In this case, the novel proposed method is more efficient in terms of compu-
tational time with respect to the technique [13]. Indeed, the calculation of the
SVD decomposition of the projection operator (6.22) is much more efficient than
the calculation of the PC model of the initial descriptor state-space matrices and
projection operator required by [13], see Tables 6.1 and 6.2, even if just three PC
coefficients must be estimated via numerical integration for [13].
120 CHAPTER 6
Technique Computational time
Proposed PC-based Method 2 h 11 min 4.9 s
Detailed Description of the Computational Time
Initial Data 1 h 40 min 34.5 s
Projection Operator 30 min 22.6 s
Reduced DSS Matrices 3.2 s
PC Model Reduced DSS Matrices 0.9 s
PC Model S-param 0.8 s
Mean and Variance S-param 2.9 s
Table 6.1: Example 6.3.1. Computational time of the proposed PC-based technique for
L ∈ [9.75− 10.25] cm.
Furthermore, the novel proposed PC method is much more efficient in terms
of memory requirements, as shown in Table 6.3. As memory requirements we
indicate the amount of Mbytes that are necessary to load a particular matrix in
the computer RAM. In particular, the memory necessary to store the descriptor
state-space matrices for all the initial length samples and the corresponding pro-
jection operators is the same for both the techniques, see the elements “Original
DSS Matrices” and “Projection Operator” in Table 6.3, while the computation of
the reduced matrices (6.24)−(6.27) using the common projection operator (6.23)
is much more efficient than the calculation of the PC models of the descriptor
state-space matrices and of the projection operator, see elements “Common Proj.
Op. (6.23) and Reduced DSS Matrices (6.24)−(6.27)” and “PC Model Initial DSS
Matrices and Projection Operator” in Table 6.3, respectively.
Finally, the proposed PC-based stochastic model order reduction technique
shows an excellent accuracy compared with the MC analysis, performed over
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Technique Computational time
PC-based Technique [13] 2 h 17 min 0.3 s
Detailed Description of the Computational Time
Initial Data 1 h 40 min 29.6 s
Projection Operator 30 min 18 s
PC Model Initial DSS Matrices and Proj. Op. 5 min 54.1 s
PC Model Reduced DSS Matrices 14.5 s
PC Model S-param 1.1 s
Mean and Variance S-param 3 s
Table 6.2: Example 6.3.1. Computational time of the technique [13] for
L ∈ [9.75− 10.25] cm.
10000 L samples, in computing system variability features, as shown in Figs. 6.3 -
6.4. In particular, Figs. 6.3 - 6.4 show the mean and standard deviation of the mag-
nitude of the element S32 obtained with the MC analysis, the proposed PC method
and the technique [13]. Similar results can be obtained for the other entries of the
scattering matrix.
Next, the lines length is considered as a uniform random variable varying in
the range [9− 11] cm. An example of the scattering parameters variability with re-
spect to the chosen random variable is given in Fig. 6.5. The reduced order models
are calculated again using the MOR technique PRIMA [25], targeting an absolute
model error of−50 dB over 80 frequency samples. The common projector matrix,
obtained choosing 0.0001 as threshold to individuate the first r significant singular
values of the SVD decomposition in (6.22), has orderQC ∈ R6602×72.
The proposed PC-based stochastic model order reduction technique is more
efficient both in terms of memory and computational requirements with respect to
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Figure 6.3: Example 6.3.1. The top plot shows a comparison between the mean of the
magnitude of S32 obtained with the MC analysis (full black line), the proposed PC-based
method (red dotted line) and the technique [13] (green dashed line). The lower plot shows
the absolute error of the two PC-based variability analysis techniques with respect to the
MC analysis.
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Figure 6.4: Example 6.3.1. The top plot shows a comparison between the standard
deviation of the magnitude of S32 obtained with the MC analysis (full black line), the
proposed PC-based method (red dotted line) and the technique [13] (green dashed line).
The lower plot shows the absolute error of the two PC-based variability analysis
techniques with respect to the MC analysis.
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Elements New technique Technique [13]
Original DSS Matrices 3991.67 Mbytes 3991.67 Mbytes
Projection Operator 16.92 Mbytes 16.92 Mbytes
Common Proj. Op. (6.23)
and Reduced DSS Matrices
(6.24)−(6.27)
3.23 Mbytes
PC Model Initial DSS
Matrices and Projection
Operator
2004.29 Mbytes
PC Model Reduced
Matrices
1.58 Mbytes 1.03 Mbytes
Table 6.3: Example 6.3.1. Memory requirements of the proposed PC-based technique and
of the technique [13] for L ∈ [9.75− 10.25] cm.
technique [13], see Tables 6.4 - 6.6, and it shows a great accuracy compared with
the classical MC analysis, performed over 10000 L samples, in computing system
variability features, as shown in Figs. 6.6 - 6.8. In particular, Figs. 6.6 - 6.7 show
the mean and standard deviation of the magnitude of the element S43 obtained with
the MC analysis, the proposed PC method and the technique [13]. Similar results
can be obtained for the other entries of the scattering matrix.
It is important to notice that, in this case, the results of the variability analysis
performed using the technique [13] are inaccurate with respect to the MC analysis
performed using the transmission lines theory over 10000 L samples, see Figs.
6.6 - 6.7. Indeed the calculation via numerical integration of the PC model of
the projection operator is inaccurate, see Fig. 6.9. It is worth to notice that, the
calculation of the PC model of the original descriptor state-space matrices and of
the projection operator is two times more expensive with respect to the previous
case, see Tables 6.2 and 6.5, and it requires much more memory, see Tables 6.3
and 6.6.
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Figure 6.5: Example 6.3.1. Variability of the magnitude of S12 calculated for
L ∈ [9− 11]. The blue lines are the results of the MC simulations and the thick green line
corresponds to the nominal value for L0 = 10 cm.
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Figure 6.6: Example 6.3.1. The top plot shows a comparison between the mean of the
magnitude of S12 obtained with the MC analysis (full black line), the proposed PC-based
method (red dotted line) and the technique [13] (green dashed line). The lower plot shows
the absolute error of the two PC-based variability analysis techniques with respect to the
MC analysis in logarithmic scale.
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Figure 6.7: Example 6.3.1. The top plot shows a comparison between the standard
deviation of the magnitude of S12 obtained with the MC analysis (full black line), the
proposed PC-based method (red dotted line) and the technique [13] (green dashed line).
The lower plot shows the absolute error of the two PC-based variability analysis
techniques with respect to the MC analysis in logarithmic scale.
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Figure 6.8: Example 6.3.1. PDF and CDF of the magnitude of S12 at 835 MHz. Full black
line: PDF computed using the novel technique; Dashed black line: CDF computed using
the novel technique; Circles (◦): PDF computed using the MC technique; Squares ():
CDF computed using the MC technique.
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Technique Computational time
Proposed PC-based Method 2 h 32 min 14.3 s
Detailed Description of the Computational Time
Initial Data 1 h 50 min 0.3 s
Projection Operator 42 min 2.6 s
Reduced DSS Matrices 4.8 s
PC Model Reduced DSS Matrices 1.7 s
PC Model S-param 1.5 s
Mean and Variance S-param 3.4 s
Table 6.4: Example 6.3.1. Computational time of the proposed PC-based technique for
L ∈ [9− 11] cm.
6.3.2 Bended Conductors
In this second example, a system of three bended conductors in free space has
been modeled. Its layout is shown in Fig. 6.10. The copper conductors, placed at
a distance of S0 = 2 mm the one from the other, have width W0 = 0.5 mm and
length L0 = 5 mm. The copper conductivity is assumed equal to 5.8 · 107 S/m.
The system admittance parameters are considered as a stochastic process first
with respect to the couple of random variables (L, S) varying in a range of ±10%
with respect to the central values previously mentioned. The admittance repre-
sentation is evaluated in the frequency range [100 kHz− 5 GHz] using the PEEC
method [28] over a grid composed of 4×4 (L, S) samples for the geometrical pa-
rameters. The corresponding set of descriptor state-space matrices computed has
order 2124 for each initial (L, S) sample. The Laguerre-SVD MOR technique [24]
is used to calculate the reduced order models. The evaluation of the common order
of the reduced models is performed assuming 0.0001 as maximum weighted rms
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Technique Computational time
PC-based Technique [13] 2 h 45 min 51.2 s
Detailed Description of the Computational Time
Initial Data 1 h 49 min 28.4 s
Projection Operator 42 min 24.7 s
PC Model Initial DSS Matrices and Proj. Op. 13 min 11.5 s
PC Model Reduced DSS Matrices 41.8 s
PC Model S-param 1.3 s
Mean and Variance S-param 3.5 s
Table 6.5: Example 6.3.1. Computational time of the technique [13] for L ∈ [9− 11] cm.
error between the admittance parameters of the reduced model and the original
system over Ks = 50 frequency samples:
Errorrms =√√√√√∑N2pi=1∑Ksk=1 ∣∣∣wYi(sk)(Yr,i(sk)− Yi(sk))∣∣∣2
N2pKs
(6.37)
with
wYi(s) = |(Yi(s))−1| (6.38)
The evaluation of the significant r singular values of the SVD decomposition in
(6.22) is performed assuming 0.0001 as a threshold. Upon calculation of the com-
mon projection matrix (6.23), each of the K reduced order models calculated for
the couple of random variables (L, S) has order 232. Finally, the set of reduced
order matrices is modeled using a second order (P = 2) PC expansion, giving
M = 5 for (L, S), according to (2.50).
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Elements New technique Technique [13]
Original DSS Matrices 5322.22 Mbytes 5322.22 Mbytes
Projection Operator 24.18 Mbytes 24.18 Mbytes
Common Proj. Op. (6.23)
and Reduced DSS Matrices
(6.24)−(6.27)
3.62 Mbytes
PC Model Initial DSS
Matrices and Projection
Operator
2673.2 Mbytes
PC Model Reduced
Matrices
2.45 Mbytes 1.48 Mbytes
Table 6.6: Example 6.3.1. Memory requirements of the proposed PC-based technique and
of the technique [13] for L ∈ [9− 11] cm.
The results of the variability analysis obtained with the novel proposed method
are compared with the corresponding ones given by the technique [13] and are
validated by means of comparison with results of the MC analysis using the pa-
rameterized model order reduction technique [28]. The latter technique is a pa-
rameterized model order reduction method that guarantees the overall stability and
passivity of parameterized reduced order models, by using passivity preserving in-
terpolation schemes. In particular, first a set of reduced model with the same order
are calculated assuming 0.0001 as threshold for the error measure (6.37). Then,
the reduced models obtained are interpolated over the 10000 (L, S) samples used
for the MC analysis. Note that, the parameterized model order reduction tech-
nique [28] is applied to the same PEEC matrices calculated for the initial (L, S)
samples used for the novel proposed technique. Finally, the initial samples needed
by the technique [13] are computed over a Smolyak sparse grid, composed of 29
(L, S) samples [13], while 0.0001 is assumed as maximum weighted rms error to
estimate the common order of the projection operators calculated for all the initial
(L, S) samples.
The PC model of the projection operator computed by the technique [13] is
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Figure 6.9: Example 6.3.1. The top plot shows a comparison between the value of the
3317th row and 59th column of the projection operator calculated for all the initial length
samples (full black line) and the corresponding value obtained using the PC model of the
projection operator (green dashed line). The lower plot shows the same comparison for
the value of the 4200th row and 39th column of the projection operator.
not accurate, see Fig. 6.11. This leads to poor accuracy in computing the system
variability features with respect to the corresponding results given by the novel
proposed method and the MC analysis performed using the parameterized model
order reduction technique [28], as shown in Figs. 6.12, 6.13, although the number
of initial samples used to implement the technique [13] is almost the double of the
ones used for the proposed PC-based method. In particular, Figs. 6.12 and 6.13
show the mean and standard deviation of the magnitude of Y24 calculated with
respect to the random variables (L, S). Similar results can be obtained for the
other entries of the admittance parameters. Furthermore, the variability analysis
performed with the proposed method shows a great efficiency both in terms of
memory and computational time, as shown in Table 6.7 and 6.8.
Finally, the variability analysis of the system in Fig. 6.10 is performed with
respect to the set of random variables (L, S,W ), varying in a range of ±10%
with respect to the central values previously mentioned, in order to show the per-
formances of the proposed PC method while increasing the numbers of random
variables. Figure 6.14 shows an example of the system variability with respect to
the chosen random variables (L, S,W ). The system admittance parameters are
evaluated using the PEEC method over a grid of 3 × 3 × 3 (L, S,W ) samples.
The evaluation of the common order of the reduced models and of the r significant
singular values of the SVD decomposition in (6.22) is performed with the same
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Figure 6.10: Example 6.3.2. Geometry of the system of bended conductors.
setting used in the previous case, giving reduced order models of order 328. Next,
the set of reduced order matrices is modeled using a second order (P = 2) PC
expansion, giving M = 9 for (L, S,W ), according to (2.50). The proposed PC-
based method is compared with the MC analysis performed with the technique [28]
for 100, 1000, 10000 samples.
The proposed method shows a great efficiency in computing the system vari-
ability features, as shown in Table 6.9 that compares the computational cost of the
MC analysis performed with the technique [28] for 10000 samples and of the novel
proposed method, and a great accuracy with respect to the corresponding analysis
performed with the technique [28], as described by Figs. 6.15 - 6.17. In particular,
Figs. 6.15, 6.16 show the mean and standard deviation of the magnitude of Y43 ob-
tained with the proposed PC-based method and the MC analysis performed using
different set of samples. Figure 6.17 describes the PDF and the CDF of the magni-
tude of Y11 at 100 kHz calculated with respect to the random variables (L, S,W )
using 10000 samples for the MC results. Similar results can be obtained for the
other entries of the admittance parameters.
6.4 Conclusions
In this chapter, a novel and efficient technique for stochastic model order reduc-
tion of general linear multiport systems is presented. The core of the proposed
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Figure 6.11: Example 6.3.2. The top plot shows a comparison between the value of the
1130th row and 31th column of the projection operator calculated for all the length
samples corresponding to the value of spacing S = 2 mm (full black line) and the
corresponding value obtained using the PC model of the projection operator (green
dashed line). The lower plot shows the same comparison for the value of the 2000th row
and 11th column of the projection operator.
technique is the application of the PC expansion to a set of reduced order system
in a descriptor state-space form obtained through a MOR step. In addition to its
accuracy, the proposed approach offers a great flexibility. Indeed, not only the
novel method can be applied to systems whose frequency-domain transfer func-
tion can be expressed in different forms (e.g. scattering or admittance parameters),
but also different MOR techniques can be used for the calculation of the reduced
order system in descriptor state-space form. Two distinct pertinent numerical ex-
amples validate the accuracy and efficiency of the proposed method with respect
to existing techniques concerning the calculation of system variability features.
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Figure 6.12: Example 6.3.2. Comparison of the mean for the magnitude of Y24 with
respect to the couple of random variables (L, S) obtained with the MC analysis performed
with the technique [28] (full black line), the technique [13] (green dashed line) and the
proposed PC-based method (dotted red line).
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Figure 6.13: Example 6.3.2. Comparison of the standard deviation for the magnitude of
Y24 with respect to the couple of random variables (L, S) obtained with the MC analysis
performed with the technique [28] (full black line), the technique [13] (green dashed line)
and the proposed PC-based method (dotted red line).
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Technique Computational time
Parameterized model order reduction [28] 3 h 19 min 37.6 s
Technique [13] 1 h 25 min 23.7 s
Proposed PC-based Method 47 min 15.2 s
Detailed Description of the Computational Time
Initial Data 45 min 24 s
Projection Operator 1 min 15 s
Reduced DSS Matrices 2.9 s
PC Model Reduced DSS Matrices 5.7 s
PC Model S-param 26 s
Mean and Variance S-param 1.6 s
Table 6.7: Example 6.3.2. Efficiency of the proposed PC-based technique for (L, S).
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Elements New technique Technique [13]
Original DSS Matrices 1102.45 Mbytes 1998.19 Mbytes
Projection Operator 9.33 Mbytes 16.92 Mbytes
Common Proj. Op. (6.23)
and Reduced DSS Matrices
(6.24)−(6.27)
17.01 Mbytes
PC Model Initial DSS
Matrices and Projection
Operator
416.92 Mbytes
PC Model Reduced
Matrices
5.15 Mbytes 0.31 Mbytes
Table 6.8: Example 6.3.2. Memory requirements of the proposed PC-based technique and
of the technique [13] for (L, S).
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Figure 6.14: Example 6.3.2. The top plot shows the variability of the magnitude of Y13
with respect to the random variables (L, S,W ) in the frequency range [100 kHz− 5 GHz].
The lower plot shows the variability of the magnitude of Y13 in the frequency range
[100 kHz− 100 MHz]. In both plots, the blue lines are the results of the MC simulations
and the thick green line corresponds to the nominal value for L0 = 5 mm, S0 = 2 mm and
W0 = 0.5 mm.
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Figure 6.15: Example 6.3.2. Comparison of the mean for the magnitude of Y43 obtained
with the MC analysis performed with the technique [28] using 10000 (full black line),
1000 (green dashed line) and 100 (blue ex (×)) (L, S,W ) samples and the proposed
PC-based method (dotted red line).
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Figure 6.16: Example 6.3.2. Comparison of the standard deviation for the magnitude of
Y43 obtained with the MC analysis performed with the technique [28] using 10000 (full
black line), 1000 (green dashed line) and 100 (blue ex (×)) (L, S,W ) samples and the
proposed PC-based method (dotted red line).
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Figure 6.17: Example 6.3.2. PDF and CDF of the magnitude of Y11 at 100 kHz. Full black
line: PDF computed using the novel technique; Dashed black line: CDF computed using
the novel technique; Circles (◦): PDF computed using the MC technique performed with
the technique [28] ; Squares (): CDF computed using the MC technique performed with
the technique [28] .
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Technique Computational time
Parameterized model order reduction [28] 6 h 1 min 42.6 s
Proposed PC-based Method 1 h 24 min 4.5 s
Detailed Description of the Computational Time
Initial Data 1 h 17 min 58 s
Calculation Projection Operator 1 min 55 s
Calculation Reduced DSS Matrices 7.3 s
PC Model Reduced DSS Matrices 14.2 s
PC Model S-param 3 min 47.9 s
Mean and Variance S-param 2.1 s
Table 6.9: Example 6.3.2. Efficiency of the proposed PC-based technique for (L, S,W ).
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Stochastic Macromodeling of
Nonlinear Systems via Polynomial
Chaos Expansion
and Transfer Function Trajectories
In this chapter, a stochastic macromodeling technique suitable for the variabil-
ity analysis of nonlinear systems is presented. It is based on the combination of
the Transfer Function Trajectory method and of the PC expansion. The proposed
approach can be applied to study a broad range of nonlinear systems and a hi-
erarchical approach can be used to reduce the modeling complexity. Finally, the
method allows to perform the variability analysis with good accuracy and im-
proved efficiency compared to MC analysis.
? ? ?
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Abstract A novel approach is presented to perform stochastic variability analy-
sis of nonlinear systems. The versatility of the method makes it suitable for the
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analysis of complex nonlinear electronic systems. The proposed technique is a
variation-aware extension of the Transfer Function Trajectory (TFT) method by
means of the PC expansion. The accuracy with respect to the classical MC anal-
ysis is verified by means of a relevant numerical example showing a simulation
speedup of 1777 X .
7.1 Introduction
The evaluation of the effects of geometrical or electrical parameter variability on
the performance of modern microwave components and circuits is fundamental,
due to the increasing complexity, density and bandwidth of these circuits [1, 2].
The MC method is the standard for the variability analysis due to its accuracy and
robustness. It has however the clear limitation of requiring a large number of sim-
ulations. Indeed, the simulation of complex, high-speed microwave components
and circuits can be expensive, in terms of both memory and computational time.
A reliable alternative to MC-based approaches is presented by the PC expan-
sion [3–8], which describes a stochastic process as a series of orthogonal poly-
nomials with suitable coefficients. A complete overview about the properties of
the PC expansion is given in Section 2.5. The PC expansion has extensively been
applied to the variability analysis of linear systems (i.e. lumped elements cir-
cuits [9, 10], multiconductor transmission lines [11–13] and generic linear mul-
tiport systems [14]). In particular, the contribution [14] (described in Chapter 3)
demonstrates the accuracy and efficiency of the frequency-domain variability anal-
ysis performed while applying the PC expansion to the state-space description of
the linear system under study. However, the application of the PC expansion to the
variability analysis of nonlinear electronic devices so far has been limited to
• specific types of circuits (namely oscillators [15] and DC/DC converters
[16]);
• the evaluation of the effects of variability of macromodels embedded in non-
linear circuits [17].
In this chapter a novel method is proposed for the variability analysis of com-
plex nonlinear systems based on the calculation of the PC expansion of the TFT
[18–20] model of the system under study, indicated below as the PC-TFT model.
The proposed technique is particularly suitable to model RF nonlinear circuits
thanks to the modeling power of the parametric VF algorithm [21–23] employed
by the TFT method.
The calculation of the PC-TFT model requires a two-step process. At first a
discrete number of TFT models is computed corresponding to a discrete set of
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samples of time and of geometrical or physical parameters chosen for the vari-
ability analysis. Then the desired PC-TFT model is computed using the linear re-
gression approach [4]. Finally, the variability analysis of the system is performed
accurately and efficiently by using the PC model of the system’s output, which
can directly be obtained from the PC-TFT model by solving a suitable system of
ordinary differential equations (ODEs) using a standard numerical method.
The proposed method offers several advantages: it can be applied to a broad
range of nonlinear circuits thanks to the modeling power of the TFT; it offers the
efficiency and accuracy of the PC method in performing the variability analysis;
and it is suitable for the analysis of complex nonlinear circuits since a hierarchical
approach can be used for the calculation of the PC-TFT model.
This chapter is structured as follows. First, an overview of the TFT trajectory
method is given in Section 7.2. The time-domain stochastic macromodeling tech-
nique is described in Sections 7.3 and 7.4. A relevant numerical example is pre-
sented in Section 7.5, validating the proposed technique. Conclusions are summed
up in Section 7.6.
7.2 Piecewise TFT Modeling
We consider nonlinear dynamical systems of orderZ with a state-space description
that arises when modeling electric circuits by modified nodal analysis (MNA):
g˙(x(t)) = f(x(t)) +Bu(t), y(t) = CTx(t) (7.1)
In this chapter, x(t) ∈ RZ is the state vector corresponding to the node volt-
ages and inductor currents in the circuit and u(t) ∈ RMi are the inputs to the
circuit. g(·) and f(·) ∈ RZ×Z are matrix-valued functions describing the charges
and currents of nonlinear components. B ∈ RZ×Mi is a constant incidence ma-
trix, which maps the inputs to the internal nodes of the circuit. C ∈ RZ×Mo is the
output matrix and y(t) ∈ RMo denotes the output variables.
Trajectory piecewise (TPW) methods have proven themselves to be state-of-
the-art in the field of accurate automated model generation [24, 25]. Here, the
state space is covered with linear or low-order polynomial snapshots of the nonlin-
ear system (7.1). Consequently, the nonlinear matrix functions f(·) and g(·) are
approximated over a significant portion of the reachability space [24], [26] by a
convex combination of affine functions:
f(x) ≈∑j wj(x) (Ajx+ aj)
g(x) ≈∑j wj(x) (Ejx+ ej) (7.2)
where Aj , Ej are the Jacobians of the linearization around xj = x(tj) and aj , ej
are inhomogeneous offset terms. The scalar function wj(x) performs a weighted
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interpolation between the samples such that wj(xj) = 1. The idea of generating
a collection of local models has also been used for the design of gain-scheduled
controllers and is referred to as a quasi-linear parameter-varying (quasi-LPV) rep-
resentation of the nonlinear system [26]. For robustness, the samples that are in-
cluded in the quasi-LPV model need to cover the reachability space of the system.
In practice, it often suffices to apply typical training signals with a large amplitude
over a frequency range of interest.
The linearized matricesAj ,Ej are large and sparse, so projection-based model-
order reduction techniques can be applied for reducing their complexity to an order
R Z [27, 28]. More recently, the TFT representation was proposed as a scalable
version of the TPW approach that guarantuees global stability by transforming the
linearized samples to the frequency domain [19]:
Hj(s) = C
T (sEj +Aj)
−1
B (7.3)
The above collection of transfer functionsHj(s) is parameterized in the frequency
s and the state space index j = 1, . . . , T , with T the number of state space sam-
ples. The resulting hyperplane is then approximated along the frequency axis with
R Z fixed poles diag
(
Â
)
using the parametric VF algorithm [22, 23]. Due to
the non-uniqueness of the frequency-domain representation, the pole-residue form
that is computed by the VF algorithm has multiple realizations which are related
by similarity transform. For example, the Hammerstein and Wiener realizations
respectively become:
Hj(s) ≈ Ĉ
T
(sI − Â)−1B̂j for j = 1, . . . , T (7.4)
Hj(s) ≈ Ĉ
T
j (sI − Â)−1B̂ for j = 1, . . . , T (7.5)
The nonlinear functionality of the system approximation is fully embedded in the
residues r̂l,k by fixing the poles of the model over the entire state space. Moreover,
the model is assured to be bounded-input bounded-output (BIBO) stable using a
simple pole-flipping scheme [22].
In the remainder of this chapter, the TFT model (7.5) is implemented as a
multi-channel Wiener system with a linear time-invariant block at the input and a
nonlinear readout map. In order to capture strongly nonlinear dynamics, the non-
linear part is implemented as a piecewise combination of linear functions. Other
nonlinear function approximations of the residues can be found in [18–20]. The
time-domain representation of the Wiener-TFT approximation is found by piece-
wise integration of the residues:{
˙̂x(t) = Âx̂(t) + B̂u(t)
ŷ(t) =
∑
j wj(x̂(t))
(
Ĉ
T
j x̂(t) + D̂j
) (7.6)
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The constant D̂j is found by comparing the system output to the output of the
model with D̂j = 0. By introducing:
Ĉ (x̂) =
∑
j wj(x̂(t))Ĉ
T
j
D̂ (x̂) =
∑
j wj(x̂(t))D̂j
, (7.7)
the model (7.6) can be written compactly as:{
˙̂x(t) = Âx̂(t) + B̂u(t)
ŷ(t) = Ĉ (x̂) x̂(t) + D̂ (x̂)
(7.8)
In the following sections, a variation-aware extension of the TFT models is
developed by means of the PC theory.
7.3 Calculation of the PC-TFT Model
The goal of the proposed contribution is to model the time-domain variability of a
nonlinear system that depends on a vector of random variables ξ. The PC model
(2.51) of the TFT description (7.8) of the nonlinear system under study (indicated
as PC-TFT) can be written as:{
˙̂x(t) = Âx̂(t) + B̂u(t)
ŷ (t, ξ) =
∑M
i=0
(
Ĉi (x̂) x̂ (t) + D̂i (x̂)
)
ϕi(ξ)
(7.9)
In a first step, the TFT model (7.8) of the system under study is computed
over a discrete set of values of the random variables ξ and of the state space x(t),
indicated as [ξr]
K
r=1 and [xj ]
T
j=1, respectively. The sampling in the state space is
dictated by the training stimuli of the TFT model and does not need to be uniform
[19, 24], while the samples of the random variables ξ are chosen over a regular grid
in the stochastic space Ω. In particular, the number K of samples in the stochastic
space is chosen according to:
K ≈ 2 (M + 1) = 2(N + P )!
N !P !
(7.10)
where N is the number of random variables and P is the highest degree of the
polynomials used in the PC expansion. The TFT samples (7.5) that correspond to
each value of [ξr]
K
r=1 and [xj ]
T
j=1 can be computed as in Section 7.2. However,
it is important to choose the same set of poles for all the TFT samples (7.5) com-
puted for all the values of [ξr]
K
r=1 and [xj ]
T
j=1. Hence, the matrices Â and B̂ of all
the K × T TFT samples calculated are assumed to be constant, since they are in-
dependent from both the time and the random variables considered. Furthermore,
the stability of the TFT samples computed is guaranteed by enforcing the stability
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of the chosen set of poles [22]. Therefore, we have obtained a TFT model that is
parameterized in the stochastic space and the state space:
{
˙̂x(t) = Âx̂(t) + B̂u(t)
ŷ(t, ξ) = Ĉ (x̂j , ξr) x̂(t) + D̂ (x̂j , ξr)
(7.11)
for r = 1, . . . ,K and j = 1, . . . , T .
Finally, the desired PC-TFT model (7.9) can be obtained by computing the
corresponding PC models of the matrices Ĉ and D̂. Once the basis functions are
known, as described in Section 2.5, the PC coefficients of the matrices Ĉ and D̂
can be found following the linear regression approach [4, 14], which leads to:
ΨC (ξr)αC (x̂j) = RC (x̂j , ξr) (7.12)
ΨD (ξr)αD (x̂j) = RD (x̂j , ξr) (7.13)
where the r−th row of the matrices ΨC (ξr) and ΨD (ξr) contains the mul-
tivariate polynomial basis functions ϕi for i = 0, . . . ,M evaluated in ξr for
r = 1, . . . ,K multiplied by the identity matrix of the same dimension as the
matrix Ĉ and D̂, respectively. The corresponding set of values of the matrix
Ĉ (x̂j , ξr) and D̂ (x̂j , ξr) for r = 1, . . . ,K and j = 1, . . . , T are collected in
the matrix RC (x̂j , ξr) and RD (x̂j , ξr), respectively. Finally, αC (x̂j) contains
the desired PC coefficients Ĉi (x̂j) and αD (x̂j) the PC coefficients D̂i (x̂j) for
i = 0, . . . ,M and j = 1, . . . , T . Note that the realization technique used to con-
vert a pole-residue model to a state-space form has an influence on the smoothness
of the matrices in (7.12), (7.13) with respect to the design parameters and, there-
fore, on the accuracy of the final PC model [14]. We use a Wiener realization in
our approach.
It is important to notice that the stability of the computed PC-TFT model (7.9)
is guaranteed if a stable set of poles is used to obtain the parameterized TFT model
(7.11).
Finally, the proposed method is efficient if the number of random variables
N is limited, see (7.10), and if the number of state samples T is not too high,
since the total number of TFT samples to be calculated is K × T . For example,
when considering N = 15 random variables with seventh-order polynomial chaos
expansion (P = 7), the total number of TFT models that must be calculated for
each time sample is 341088, according to (7.10).
The entire flowchart of the proposed PC-TFT modeling strategy is summarized
in Fig. 7.1.
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Figure 7.1: Flowchart of the proposed PC-TFT modeling strategy.
7.4 Variability Analysis of Nonlinear Systems Through
PC-TFT Modeling
In the following, the efficiency and accuracy of computing the PC model of the sys-
tem output, starting from the corresponding PC-TFT model (7.9), will be demon-
strated. In particular, only the PC coefficients of the system output ŷi for i =
0, . . . ,M must be calculated. Indeed, equation (7.9) can be written as a system of
M + 1 independent equations, thanks to the orthogonality relation (2.47). Project-
ing (7.9) on the basis function ϕp(ξ), for p = 1, . . . ,M , leads to:
ŷp (t) = Ĉp (x̂) x̂ (t) + D̂p (x̂) (7.14)
Hence, the PC coefficients of the system output can be calculated directly from
the corresponding PC-TFT model by solving the following M + 1 independent
systems of ODEs:{
˙̂x (t) = Âx̂ (t) + B̂u (t)
ŷi (t) = Ĉi (x̂) x̂ (t) + D̂i (x̂)
for i = 1, . . . ,M ; (7.15)
using a standard numerical method (e.g. Backward Euler). Note that the com-
putational cost of solving the system of ODEs (7.15) can drastically be reduced
by exploiting the parallelism of these calculations. Finally, to further reduce the
computational cost of solving equation system (7.15), any numerical method that
employs a non-uniform sampling in the time domain can be used in such a way as
to minimize the total number T ′ of time samples needed, while keeping the overall
accuracy. Note that the set of time samples [tk]
T ′
k=1 depends only on the numerical
method chosen to solve the system of equations (7.15) and is independent from
the particular sampling of the state space used in Section 7.3 to build the PC-TFT
model.
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At this point, a PC model of the system output can be calculated over a discrete
set of time samples as:
ŷ (tk, ξ) =
M∑
i=0
ŷi (tk)ϕi(ξ) for k = 1, . . . , T
′; (7.16)
The value of the PC model (7.16) can easily be computed for any time sample
tq 6= tk for k = 1, . . . , T ′, with t0 < tk < tT ′ using a numerical interpolation
technique [29, 30].
The proposed methodology has several advantages. Thanks to the modeling
power of the TFT method, it can be applied to study a broad range of nonlinear
systems, including strongly nonlinear ones, and it offers the efficiency and accu-
racy of the PC expansion to determine the time-domain system variability. For
example, stochastic moments like (2.54), (2.55) can be determined analytically.
Furthermore, the stability of the calculated PC-TFT model can be guaranteed (see
Section 7.3). Finally, the proposed technique offers a good flexibility in modeling
complex nonlinear systems. Indeed, a hierarchical approach can be used: complex
nonlinear systems can be divided in simpler blocks that can be modeled separately
with the proposed technique.
7.5 Numerical Examples
The proposed PC-TFT model is demonstrated by modeling a RF power amplifier
(PA) circuit , see Fig. 7.2. The topology of the circuit was proposed in [31] and has
been implemented as a netlist description in the I3T50 technology for the purpose
of validation of the PC-TFT technique. The circuit was stimulated by a 2 GHz RF
carrier frequency.
For this PA circuit, the analog input signals are the deterministic inputs to the
model. The stochastic variables are selected based upon a sensitivity screening
of each stochastic variable occurring in the PA towards the output performance.
This procedure yields two dominant stochastic variables (N = 2) that need to be
included in the model for this technology, namely the variation of the threshold
voltages of the input transistors. It is assumed that the stochastic variables have a
normal distribution, which can be verified experimentally.
A PC model of the output mapping defined by Ĉ(·), D̂(·) is computed using a
fifth-order polynomial chaos expansion (P = 5 for accuracy reasons). Hence, the
corresponding number of basis functions in the PC-TFT model is M + 1 = 21,
according to (2.50), which leads to a minimum number of samples in the stochastic
space equal to K ≈ 2 (M + 1) = 42, according to (7.10). A Wiener PC-TFT
model was computed using a 7−by−7 regular grid of the two stochastic variables
ξ in a range between ±4σ, so K = 49 SPICE simulations are required for each of
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Figure 7.2: Schematic representation of the RF PA circuit.
the reference voltages. All theK initial SPICE simulations are performed for 1000
time samples. From the MNA data, 49 piecewise TFT models are computed. The
computation of the 49 TFT models took 778 s including the training simulations.
The computation of the PC model of the output mapping Ĉi(·), D̂i(·) in (7.15)
took 12 s and the PC model (7.16) of the PA output ŷi took 1.7 s. All calculations
were performed on a 4 GHz dual quad-core CPU with 12 GB RAM.
The time-domain response of the PA in SPICE and of the PC-TFT model are
given in Fig. 7.3 for 40001 transient simulations with MC sampling of the process
variations that are included in the technology data of the foundry. The models
were then simulated in MATLAB and compared with circuit-level SPICE. It can
be seen that, despite the output signal is highly dynamic and showing a strong
nonlinear behavior, the model and the original circuit are almost indistinguishable.
For the sake of clarity, the difference between both sets of waveforms is also plot-
ted. The maximum difference never exceeds 0.2 V . The evaluation of the 40001
MC samples took 4088 s in SPICE and only 2.3 s using the PC-TFT technique.
Hence, a huge simulation speedup of 1777 X was achieved. Note that the SPICE
simulations for the MC analysis are performed using an adaptative time step, for
accuracy reasons. Hence, a post-processing step is necessary to be able to perform
the variability analysis via the MC method, since the value and the number of time
samples used for each MC run can be different with respect to the others. Indeed,
the values of the output signal obtained via MC analysis are interpolated over the
1000 time samples used to compute the PC-TFT model. In order to present a fair
comparison, the additional cost of the post-processing interpolation phase is not
included in the computational time of the MC analysis.
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Figure 7.3: Top: time-domain waveforms of the PC circuit modeled with SPICE and the
TFT model for 500 MC samples. Bottom: the difference or error between the PC-TFT
model and the SPICE simulation.
More importantly, the PC-TFT model provides an analytical expression to
compute stochastic moments, such as the mean µ and the variance σ2 (see equa-
tions (2.54) and (2.55)) of the output waveforms. Hence, the mean and the standard
deviation of the waveform at each time point can be calculated analytically with
the PC-TFT model in 0.06 s.
The effectiveness of this approach is now illustrated by comparing the mean µ
and the range µ±σ of the output of the PA using both the 40001 MC simulations in
SPICE and using the corresponding analytical expressions of the PC-TFT model
in Fig. 7.4, which has been zoomed in for the sake of visualization. Next, Fig. 7.5
shows the comparison of the standard deviation computed using the 40001 MC
simulations in SPICE and using the corresponding analytical expressions of the
PC-TFT model. When looking at Figs. 7.4 and 7.5, it is clear that the analytical
expression is very accurate without the need for a large set of MC samples; only
K = 49 grid samples are required for computing the PC-TFT model.
An important parameter to measure the performance of the PA considered is
the total harmonic distortion (THD), defined as the ratio of the root mean square
(RMS) amplitude of the higher harmonics and the fundamental harmonic when
applying a 2 GHz sinusoidal input signal. The cumulative probability plot of the
THD of the system is given in Fig. 7.6 for the original SPICE simulation and the
PC-TFT model for 40001 MC samples. Both curves are very similar.
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Figure 7.4: The mean µ and the range µ± σ of the output voltage of the PA circuit. The
black lines are computed using 40001 Monte-Carlo simulations in SPICE. The red lines
are computed analytically from the PC-TFT model.
7.6 Conclusions
This chapter has presented a novel technique for the efficient variability analysis
of nonlinear systems, such as amplifiers, comparators, digital filters. It is based on
the use of the polynomial chaos expansion applied to the TFT description of the
system under study. The proposed approach can be applied to study a broad range
of nonlinear systems and a hierarchical approach can be used to reduce the model-
ing complexity. Finally, the method allows to perform the variability analysis with
good accuracy and improved efficiency compared to MC analysis. Comparisons
with the standard MC approach have been performed for a numerical example,
validating the accuracy and efficiency (i.e. a simulation speedup of 1777X) of the
proposed method.
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8
Conclusions
8.1 General Conclusions
This PhD thesis proposes innovative PC-based or SC-based macromodeling tech-
niques suitable for efficient and accurate variability analysis of modern high-speed
ICs. In particular, the variability analysis is performed for two distinct categories
of circuits: linear and passive systems and nonlinear (typically active) ones. Lin-
ear and passive systems are analyzed in the frequency-domain by computing a
stochastic macromodel of their transfer function, that can be expressed by means
of different representations e.g. scattering, impedance or admittance parameters,
while nonlinear circuits are studied in the time-domain.
In particular, Chapter 2 gives to the reader the basic notions on probability
theory as well as an overview of the state-of-the-art techniques for the variabil-
ity analysis. The need for efficient and accurate macromodeling techniques tai-
lored for the variability analysis is discussed here, since the application of the MC
method for complex high-speed ICs is expensive, both in terms of memory and
computational time.
In Chapter 3 is described the first data-driven stochastic macromodeling tech-
nique developed during my research activity. It is based on the calculation of
root macromodels of the system transfer functions and on the PC expansion of
the corresponding state-space matrices. It extends to general passive multiport
circuits (such as interconnections, filters, connectors, etc.) the application of the
PC expansion, previously adopted only for lumped elements and multiconductor
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transmission lines.
Chapter 4 presents a comparative study of three different state-of-the-art tech-
niques for the variability analysis of linear and passive multiport systems. In par-
ticular, the performances of the PC-based technique described in Chapter 3 are
compared with respect to SC-based approaches. The proposed comparison focus
on the unique features of electromagnetic system modeling. In this framework,
the presented study proposes to build SC-based model via state-of-the art adaptive
sampling schemes instead of using sparse sampling in the parameters space. This
choice allows to increase the automatization of the model generation procedure,
since the sampling of the parameters space is not chosen by the designer. Finally,
a new SC-based method is presented that uses novel interpolation schemes based
on amplitude and frequency scaling coefficients.
The technique described in Chapter 5 adopts a data-driven macromodeling ap-
proach based on a non-intrusive application of the PC expansion. This technique
allows to enforce the stability and check the passivity of the calculated PC-based
macromodel. Furthermore, the macromodel is obtained through the application of
the PC expansion at an input-output level without intermediate state-space models
as for the technique presented in Chapter 3, adopting an efficient model-building
procedure.
Chapter 6 present a model-driven PC-based stochastic macromodeling approach
suitable for the variability analysis of systems described by a large number of equa-
tions, such as the ones resulting by means of EM methods. The macromodeling
technique presented in this chapter uses a suitable combination of model order
reduction and PC techniques, generating a final reduced-order model able to accu-
rately perform stochastic computations and variability analysis.
Next, a stochastic macromodeling technique suitable for the variability analy-
sis of nonlinear systems is presented in Chapter 7. It is based on the combination
of the TFT method and of the PC expansion. The proposed technique can be
applied to study a broad range of nonlinear systems and offers the possibility of
employing a hierarchical approach to reduce the modeling complexity. Finally,
the method allows to perform the variability analysis with good accuracy and im-
proved efficiency compared to MC analysis.
Finally, in the Appendix it is presented a technique for the parametric sensitiv-
ity analysis of multiconductor transmission lines developed in the early phase of
my research.
8.2 Major Research Contributions
The work done in this PhD thesis made the following contributions in the field of
efficient and accurate variability analysis of modern ICs:
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• Extending to general passive multiport circuits (such as interconnections,
filters, connectors, etc.) the application of the PC expansion, previously
adopted only for lumped elements and multiconductor transmission lines.
• Introducing the application of adaptive sampling schemes to automatize the
generation of SC-based macrodels.
• Developing innovative PC-based and SC-based macromodeling techniques
suitable for the variability analysis of complex high-speed ICs. In particu-
lar, the techniques described in Chapters 3 - 6 compute stochastic macro-
models suitable for the frequency-domain variability analysis of linear and
passive multiport systems. The latter techniques are flexible, since they can
be applied to a large range of microwave systems (e.g. filters, connectors,
non-uniform transmission lines), accurate and efficient with respect to the
MC analysis. Finally, the stochastic macromodeling technique described in
Chapter 7 performs the time-domain variability analysis of nonlinear sys-
tems. The proposed method is accurate and efficient with respect to the MC
analysis, it can be applied to study a broad range of nonlinear systems and a
hierarchical approach can be used to reduce the modeling complexity.
8.3 Possible Improvements and Future Directions
8.3.1 Variability Analysis for High Number of Parameters
As discussed in Section 2.4 the MC method is accurate and robust, but has a slow
convergence rate with respect to the number of simulations performed. However,
the convergence rate of the MC method is independent on the number of param-
eters considered for the variability analysis, see (2.44). Conversely, the efficiency
of PC-based and SC-based methods is influenced by the number of random pa-
rameters considered. Indeed, the number M + 1 of basis functions of any PC
model in the form (2.56) increases rapidly with the number of uncertain parameter
N , according to (2.50). Therefore, the corresponding number of M + 1 unknown
PC coefficients that must be estimated is large. Furthermore, modeling through
SC approaches (interpolation-based) the transfer function of a complex systems
that depends on several parameters requires a large number of nodes, even if a
sparse grid sampling strategy is adopted. Hence, the efficiency of PC-based and
SC-based stochastic macromodeling strategies with respect to the MC method is
greatly reduced for systems that depend on a large numbers of random parameters.
A possible approach to partially overcome this limitation is to reduce the mod-
eling complexity. First, it is possible to screen the “important” random parameters
based on their influence on the system response to be modeled adopting sensitiv-
ity analysis methods such as Morris method, Sobol method and Fast Amplitude
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Screening Test (FAST) [1]. Then, using a hierarchical approach, a complex circuit
can be divided in simpler blocks that can be modeled separately.
However, developing efficient PC-based and SC-based techniques for the ef-
ficient variability analysis of circuits depending on a large numbers of random
parameters is still an open problem.
8.3.2 Variability Analysis for Delayed Systems
The stochastic macromodeling techniques for linear and passive systems presented
in this PhD thesis are based on the hypothesis that a rational approximation in the
frequency domain (see Chapters 3 - 5) or a quasi-static PEEC formulation (see
Chapter 6) can be used to describe the system under study.
However, accurate modeling of electrically long systems requires a carefully
consideration of the propagation delay (the time needed by an electromagnetic
wave to travel from one port of the system to another one) and, if the system
under study is not homogeneous, of multiple reflections that may occur during
the wave propagation. Hence, the two modeling approaches described above can
not be adopted. Indeed, using the VF algorithm to compute a rational model of
electrically long systems
• can require a large number of poles, leading to inefficient simulations of the
rational model computed [2];
• gives a nonzero response before the time-of-flight has elapsed. This effect
can be the source of serious accuracy degradation in system-level simula-
tions [2].
Furthermore, significant errors and artifacts in the modeling can occur if a quasi-
static PEEC model is used to describe electrically long systems [3].
Therefore, a possible future work is to develop efficient and accurate PC-based
and SC-based stochastic macromodels for electrically long systems based on mod-
eling approaches that explicitly consider the system delays (i.e. delayed vector
fitting algorithm [2]).
8.3.3 Passivity Preserving PC-based Stochastic Macromodel-
ing
In Chapter 4 it is stated that preserving the passivity of PC-based macromodel of
generic multiport systems is still an open problem. The main difficulty in pre-
serving the passivity of a PC-based stochastic macromodel lies in the strict criteria
that the polynomial basis functions must satisfy. In particular, the basis functions
are orthogonal with respect to a weighting function that corresponds to the PDF
of the associated random variables, when placed in a standard form [4, 5]. Due
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to this property, an exponential convergence rate can be achieved [4] and analyti-
cal expressions can be used to represent stochastic moments (see 2.5). Since the
choice of the polynomial basis functions depends only on the distribution of the
random variables considered, the present state-of-the-art techniques can not guar-
antee the passivity of the PC-based model of the system transfer function in the
entire stochastic space.
Conversely, SC-based method are able to compute a stable and passive macro-
model in the entire stochastic space, assuming that the system solutions at the
nodes in the stochastic space are stable and passive, since passivity preserving
interpolation schemes can be adopted (see Chapter 4).
Recently, the technique [6] proposed an approach to compute stable and pas-
sive PC-based macromodel for multiconductor transmission lines. The core idea of
the passivity proof given in [6] is based on the consideration that, for the particular
case of multiconductor transmission lines with frequency independent per-unit-
length parameters, the sufficient condition for the passivity is that the per-unit-
length parameters matrices are positive definite. Then, in [6] it is proven that the
PC model of a positive definite matrix is still positive definite if the order of the
PC expansion considered is sufficiently high. However, extending the approach
presented in [6] to generic multiport system is not trivial, since the formulation
used in [6] is valid only in the case of multiconductor transmission lines.
162 CHAPTER 8
References
[1] A. Boukouvalas and D. Cornford. Screening strategies for high dimensional
input spaces. Technical report, Neural Computing Research Group, Aston
University, 2007.
[2] A. Chinea, P. Triverio, S. Grivet-Talocia. Delay-Based Macromodeling of
Long Interconnects From Frequency-Domain Terminal Responses. IEEE
Trans. Adv. Packag., 33(1):246–256, Feb. 2010.
[3] F. Ferranti, M. S. Nakhla, G. Antonini, T. Dhaene, L. Knockaert, A. E. Ruehli.
Multipoint Full-Wave Model Order Reduction for Delayed PEEC Models With
Large Delays. IEEE Trans. Electromagn. Compat., 53(4):959–967, Nov. 2011.
[4] J. A. S. Witteveen and H. Bijl. Modeling Arbitrary Uncertainties Using Gram-
Schmidt Polynomial Chaos. In Proc. 44th AIAA Aerospace Sciences Meeting
and Exhibit, number AIAA-2006-0896, Palm Springs, California, Jan. 2006.
[5] D. Xiu and G. E. Karniadakis. The Wiener-Askey Polynomial Chaos for
Stochastic Differential Equations. SIAM J. Sci. Comput., 24(2):619–644, Apr.
2002.
[6] P. Manfredi, D. Vande Ginste, D. De Zutter, and F. G. Canavero. On the Pas-
sivity of Polynomial Chaos-Based Augmented Models for Stochastic Circuits.
IEEE Trans. Circuits Syst. I, 60(11):2998–3007, Nov. 2013.
A
Time-Domain Green’s Function-Based
Parametric Sensitivity Analysis of
Multiconductor Transmission Lines
Variability analysis and sensitivity analysis are complementary: the first estimates
the effects of the variability of geometrical or electrical parameters on the cir-
cuits performances, while the second individuates the parameters which variations
have a stronger effect on the circuit performances. This Appendix describes a
new parametric macromodeling technique for lossy and dispersive multiconductor
transmission lines (MTLs) providing sensitivity information over the entire design
space. Parametric macromodels are multivariate models describing the complex
behavior of electromagnetic systems with respect to several geometrical (i.e. width
or length of conductors) or electrical (i.e. dielectric permettivity) design parame-
ters and the frequency (or time). Parametric macromodels which provide sensitiv-
ity information are well suited for design space exploration, design optimization
and crosstalk analysis.
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Abstract We present a new parametric macromodeling technique for lossy and
dispersive multiconductor transmission lines. This technique can handle multiple
design parameters, such as substrate or geometrical layout features, and provides
time-domain sensitivity information for voltages and currents at the ports of the
lines. It is derived from the dyadic Green’s function of the 1-D wave propagation
problem. The rational nature of the Green’s function permits the generation of
a time-domain macromodel for the computation of transient voltage and current
sensitivities with respect to both electrical and physical parameters, completely
avoiding similarity transformation and it is suited to generate state-space models
and synthesize equivalent circuits, which can be easily embedded into conven-
tional SPICE-like solvers. Parametric macromodels which provide sensitivity in-
formation are well suited for design space exploration, design optimization and
crosstalk analysis. Two numerical examples validates the proposed approach in
both frequency and time domain.
A.1 Introduction
The increasing demand for performance of ICs pushes operation to higher sig-
nal bandwidths, while rapid advances in manufacturing capabilities have signif-
icantly reduced the feature size and increased the density of these devices. To
assist microwave designers, accurate modeling of previously neglected second or-
der effects, such as crosstalk, reflection, delay and coupling, becomes increasingly
important during circuit and system simulations. The accurate prediction of these
interconnect effects is fundamental for a successful design and involves the solu-
tion of large systems of equations which are often prohibitively CPU expensive to
solve [1], [2]. Furthermore, microwave designers have to make the proper trade-
offs between conflicting design requirements using optimization techniques, to ob-
tain the best possible performance considering physical effects such as reflection,
crosstalk and propagation delays. For example, once the fabrication technology
is decided, an optimization step is required at the early design stages to select the
geometrical and material features of the structure, such as length and width of
conductors, dielectric permittivity and metal conductivity, yielding the optimum
electrical performance, often under stringent signal integrity and electromagnetic
compatibility constraints. To perform these design activities using full electromag-
netic simulations on the entire parameter space is often computationally expensive,
therefore parametric macromodeling techniques that take into account design pa-
rameters in addition to frequency (or time) are needed [3], [4].
Recently, a spectral approach has been presented for the analysis of lossy and
dispersive MTLs [5] and in [6] it is extended to provide a closed-form sensitivity
analysis for MTLs in the frequency-domain. It is based on the computation of the
closed-form dyadic Green’s function of the 1-D wave propagation problem. The
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major advantage of such an approach over existing techniques [7], [8] is the ra-
tional nature of the dyadic Green’s function which is appropriate for time-domain
macromodeling and is suitable to generate a finite state-space representation and
an equivalent SPICE circuit by using standard realization [9] and circuit synthesis
techniques [10]. In [3], [4] a parametric macromodeling technique for lossy and
dispersive MTLs is proposed, based on the spectral approach [5]. It provides time-
domain information for voltage and current at the ports of the lines, starting from
the knowledge of the MTL per-unit-length (p.u.l.) parameters. In the present Ap-
pendix, the cited method is modified to perform the parametric sensitivity analysis
of MTLs with respect to either geometric or physical parameters directly in the
time-domain, leading to a macromodel that can be used with both linear and non
linear terminations.
This Appendix is structured as follows. First, an overview of the spectral
approach is given in Sections A.2. The parametric macromodeling strategy in
the frequency-domain is shown in Section A.3, while the time-domain parametric
sensitivity analysis is described in Section A.4. Finally, two numerical examples
are presented in Section A.5, validating the proposed technique. Conclusions are
summed up in Section A.6.
A.2 Spectral Modeling of MTLs
Consider a MTL of length d, with N + 1 conductors and N ×N p.u.l. impedance
matrixZpul(s, g) andN×N p.u.l. admittance matrix Y pul(s, g) [11]. Assuming
the quasi-transverse electromagnetic (TEM) hypothesis, the propagation of volt-
ages and currents along the line is described by the Telegrapher’s equations [11].
Using the dyadic Green’s function method proposed in [5], the voltage along the
uniform MTL with length d can be evaluated as
V (z, s, g) = G(z, 0, s, g) (−Zpul(s, g)I(0, s, g))
+G(z, d, s, g) (−Zpul(s, g)I(d, s, g)) (A.1)
where s is the Laplace variable, g is a vector containing all the geometric or phys-
ical parameters of the MTL, while I(0, s, g) and I(d, s, g) are N -vectors contain-
ing the MTL port currents at the input and output ports, respectively. The N ×N
dyadic Green’s function G(z, z′, s, g) for uniform MTLs is written in a spectral
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form as
G (z, z′, s, g) = −
∞∑
n=0
Ψn(s, g)
−1ϕn(z)ϕn(z′) (A.2a)
Ψn(s, g) = γ
2(s, g) +
(npi
d
)2
U (A.2b)
γ2(s, g) = Zpul(s, g)Y pul(s, g) (A.2c)
ϕn(z) = An cos
(npiz
d
)
(A.2d)
An =
√
1
d
if n = 0;
√
2
d
otherwise (A.2e)
where U is the N ×N identity matrix. Using (A.1) to calculate the voltage at the
MTL ports allows to write
V (s, g) = Z(s, g)I(s, g) (A.3)
where V (s, g) and I(s, g) are the 2N -vectors of the voltage and the current at
the MTL ports, respectively, and the 2N × 2N impedance matrix Z(s, g) can be
expressed with respect to the Green’s function [5] as
Z(s, g) =
∞∑
n=0
Ψn(s, g)
−1A2nZpul(s, g)Un (A.4)
The symbol Un represents the 2N × 2N matrix
Un =
[
U (−1)nU
(−1)nU U
]
Referring to [5], each term of the infinite summation (A.4) is called modal impedance
and is represented by the symbol Zn(s, g). The series form of the dyadic Green’s
function is very general; it only assumes that the multiconductor transmission line
supports the quasi-TEM mode and is uniform along the z-axis. No hypothesis
has been done regarding the nature of the p.u.l. impedance Zpul(s, g) and ad-
mittance Y pul(s, g) matrices and, as a consequence, on the propagation constant
γ2(s, g). This means that skin-effect, slow-wave effect and dielectric polariza-
tion losses can be easily modeled and incorporated in transient analysis once the
frequency-dependent p.u.l. parameters are available [5].
Equation (A.3) leads to an analytical expression for the voltage sensitivity with
respect to the parameters g at the MTL ports
V̂ (s, g) = Ẑ(s, g)I(s, g) +Z(s, g)Î(s, g) (A.5)
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The matrix Ẑ(s, g) can be written as [6]
Ẑ(s, g) =
∞∑
n=0
(−Ψn(s, g)−1)A2nγ̂2(s, g)Ψn(s, g)−1Zpul(s, g)Un
+
∞∑
n=0
Ψn(s, g)
−1A2nẐpul(s, g)Un
(A.6)
where the propagation constant sensitivity with respect to g is
γ̂2(s, g) = Ẑpul(s, g)Y pul(s, g) +Zpul(s, g)Ŷ pul(s, g) (A.7)
Each term of the infinite summation (A.6) can be represented with the symbol
Ẑn(s, g) since it is the sensitivity with respect to g of the corresponding modal
impedance Zn(s, g) [6].
Note that only the matrices Zpul(s, g), Y pul(s, g) and the corresponding de-
rivatives with respect to parameters g (i.e., the Ẑpul(s, g) and Ŷ pul(s, g) matri-
ces) are required to obtain Ẑ(s, g) from (A.6). While the p.u.l. parameters can be
evaluated through direct measurements [12] on the MTL or using full-wave elec-
tromagnetic simulators, information on their derivatives are not a priori known.
A key aspect of the proposed technique is to find a good approximation for the
Ẑpul(s, g) and Ŷ pul(s, g) matrices in the entire design space.
Note that relations (A.4) and (A.6) give a closed form expression for theZ(s, g)
and Ẑ(s, g) matrix, respectively, with respect to the p.u.l. parameters Zpul(s, g)
and Y pul(s, g) and the corresponding sensitivity Ẑpul(s, g) and Ŷ pul(s, g), but
both expressions require to perform an infinite summation. However, only a fi-
nite number of modes is needed to model the impedance matrix and its sensitivity
accurately over the frequency bandwidth of interest, as shown in [3]- [6]. Hence
a mode-selection criterion must be used to calculate (A.4) and (A.6) for all the
values of g in the design space.
A.3 Parametric macromodeling of MTLs
In this section, it is shown that the spectral decomposition [5], [6] allows to calcu-
late a rational model of Z(s, g) and Ẑ(s, g) for all the values of g in the design
space.
To attain this goal, we start from the p.u.l. impedance and admittance matri-
ces evaluated for a discrete set of values of the parameters g in the design space.
The p.u.l. impedance and admittance are usually smooth functions with respect
to frequency and physical or geometrical parameters and the corresponding ma-
trices are symmetric, thus the initial data for the p.u.l. impedance and admittance
matrices can be easily numerically interpolated leading to accurate estimation of
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Zpul(s, g) and Y pul(s, g) in the entire design space with very small computa-
tional cost. The use of continuously differentiable interpolation schemes allows
to obtain also the Ẑpul(s, g) and Ŷ pul(s, g) matrices in the entire design space
with respect to physical or geometrical parameters g of the interpolating function.
Therefore, we have computed parametric macromodels of the p.u.l. parameters
and corresponding sensitivities with respect to (s, g).
Next, we switch from multivariate models to univariate models fixing the value
of the parameters: g = g. Then, the matrices Z(s, g) and Ẑ(s, g) can be calcu-
lated using the spectral decomposition (A.4) and (A.6), once the infinite summa-
tion of modes is truncated. Algorithm 2 describes the proposed adaptive criterion
to choose the required number of modes M for the different values of the geomet-
rical or physical parameters, indicating with g a fixed set of parameters g and with
Ẑn(s, g) the corresponding sensitivity modal impedance. The adopted solution is
shown only for the Ẑ(s, g) matrix, since a similar procedure for the impedance
matrix Z(s, g) is applied.
Input: Zpul(s, g), Y pul(s, g), Ẑpul(s, g), Ŷ pul(s, g)
Output: Number of modes M , ẐM (s, g)
ẐM (s, g) = Ẑprev(s, g) = 0;
n = 0;
M = Minit;
error = errorchosen;
rms error =∞
if rms error > error then
while n < M do
ẐM (s, g) = ẐM (s, g) + Ẑn(s, g);
n = n+ 1;
end
rms error = rms error(ẐM (s, g), Ẑprev(s, g));
M = Minit +M ;
Ẑprev(s, g) = ẐM (s, g);
end
algorithm 2: Adaptive mode selection strategy.
The desired stable rational models for Z(s, g) and Ẑ(s, g) are now obtained
using the VF algorithm [13], [14]. Finally, the passivity of the model for the
impedance matrix can be checked and enforced in a post-processing step by means
of standard techniques [15], [16]. To perform design activities that need multiple
simulations (e.g. design space exploration, optimization, sensitivity analysis), for
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each value g of interest the parametric macromodels of the p.u.l. parameters are
evaluated and the related rational macromodels of Z(s, g) and Ẑ(s, g) are com-
puted. The proposed parametric macromodeling strategy is summarized in Fig.
A.1.
Note that the desired rational model for the impedance matrix could be cal-
culated as explained in [5]. The combination of a rational model for the p.u.l.
parameters with the Green’s function, used to expand the solution of the Sturm-
Liouville problem, allows to compute poles and residues of the impedance matrix
independently for each mode, reducing the complexity of the system identifica-
tion significantly. In fact, the technique described in [3], [4] first builds parametric
macromodels for the p.u.l. parameters or for the modal impedance, using the Mul-
tivariate Orthonormal Vector Fitting Technique (MOVF) [17], then it combines the
initial macromodels according to (A.4) to obtain the desired macromodel for the
impedance matrix Z(s, g) in the entire design space. Our goal, however, it is to
build a parametric macromodel also for the Ẑ(s, g) matrix, to be able to perform
a parametric sensitivity analysis. Using the same approach as described above for
the spectral decomposition of Ẑ(s, g) may be inefficient. It is easy to see that
computing each mode of (A.6) is more expensive than computing a mode of (A.4).
If, for each value of interest of g, a large number of modes is needed to compute
Ẑ(s, g) in the frequency band of interest, the corresponding rational model would
have a high order of poles if (A.6) is calculated starting from a rational model
for the p.u.l. parameters and the corresponding sensitivities. In the proposed ap-
proach, the number of poles needed for the rational model of the matrix Ẑ(s, g)
depends only on its frequency behavior, leading to an efficient calculation of the
spectral decomposition (A.6).
Note that the Ẑ(s, g) can also be evaluated with perturbation-based techniques,
since the computation of theZ(s, g) matrix can be efficiently performed using the
exact transmission line theory. In both approaches an approximation is introduced
in the sensitivity computation, but the p.u.l. parametersZpul(s, g) and Y pul(s, g)
are smoother functions with respect to physical or geometrical parameters than the
MTL impedance Z(s, g), affecting the accuracy of the numerical approximation.
Furthermore, the proposed macromodeling technique uses the spectral decomposi-
tion (A.6) to express the sensitivity of the MTL impedance matrix in a closed form,
using a numerical approximation only for the calculation of matrices Ẑ(s, g) and
Ŷ (s, g), while sensitivity perturbation-based techniques are prone to inaccuracies
depending on the magnitude of the perturbation [18].
A.4 Time-domain parametric sensitivity analysis
The proposed technique represents bothZ(s, g) and Ẑ(s, g) with a rational model
for each desired value of g in the design space. The generation of the time-domain
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Figure A.1: Description of the parametric macromodeling strategy.
state-space equations in the Jordan form [18], [19] is straightforward. In fact,
based on (A.3), it is easy to calculate the time-domain model for the voltage at the
MTL ports
x˙(t) = AZ x(t) +BZ i(t) (A.8a)
v(t) = CZ x(t) +DZ i(t) (A.8b)
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Hence, based on equation (A.5), the voltage sensitivity can be represented by two
different sets of state-space equations
x˙1(t) = AẐ x1(t) +BẐ i(t) (A.9a)
v̂1(t) = CẐ x1(t) +DẐ i(t) (A.9b)
x˙2(t) = AZ x2(t) +BZ î(t) (A.10a)
v̂2(t) = CZ x2(t) +DZ î(t) (A.10b)
where x(t), x1(t) and x2(t) are state-space variables, while i(t) = [i0(t) id(t)]T
and î(t) = [̂i0(t) îd(t)]T are the inputs [18]. Line terminations are assumed to be
modeled by current sources iS(t) and voltage-driven lumped linear and nonlinear
elements that can be described by the following equation
i(t) = iS(t)−Gv(t)−C dv(t)
dt
− f(v(t)) (A.11)
where v(t) and i(t) are the port voltages and currents, matricesG andC describe
linear resistive and capacitive lumped elements respectively, and f(v(t)) describes
lumped nonlinear components. Calculating the derivative of (A.11) with respect
to the parameters g, it is possible to obtain the expression of sensitivity of the
terminations
î(t) = −Gv̂(t)−C dv̂(t)
dt
− df(v(t))
dv(t)
v̂(t) (A.12)
More complex termination networks can be incorporated by using the MNA [20].
The port voltage sensitivity can be finally expressed as
v̂(t) = v̂1(t) + v̂2(t) (A.13)
Once the port currents are evaluated [18] by solving (A.8) and (A.11), state vari-
ables x1, x2 and current sensitivity are obtained through (A.9), (A.10), (A.11),
(A.12) and (A.13). The port voltage sensitivities are finally recovered using (A.13).
The proposed macromodeling technique describes an uniform MTL with state-
space representation in the time-domain as function of a set of physical or geomet-
rical parameters g. The macromodel gives accurate sensitivity information at the
ports of the lines with respect to g and allows to include non-linear terminations
during the time-domain analysis. A multistep procedure is used to calculate the
state-space model for each value of the physical or geometrical parameters in the
design space, see Fig. A.1, making it suitable to be used in an optimization pro-
cess. Equations (A.8)–(A.13) must be solved separately for each time-domain
model calculated for particular combination g of the geometrical or physical pa-
rameters, making the proposed technique efficient if the number of parameters
taken into account is limited.
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A.5 Numerical Examples
In this section the presented technique is applied to different uniform MTLs. In
each example the Ẑpul and Ŷ pul matrices are interpolated by two polynomial
techniques: spline and pchip [21], [22]. pchip finds values of an underlying inter-
polant function P (x) ∈ C1 at intermediate points under the constraint that in each
subinterval P (x) is the cubic Hermite interpolant, thereby preserving shape and
monotonicity of the data. spline returns the polynomial form of the cubic spline
interpolant S(x) ∈ C2 calculated at the data points, resulting in a not necessarily
monotonic interpolation. To describe the accuracy of the parametric macromod-
eling strategy in the frequency-domain, for each example the maximum value of
the Frobenius norm of the relative error, indicated with RMSweighted, between
the two Ẑ(s, g) macromodels over the validation grid and the RMSweighted error
between the macromodel of theZ(s, g) matrix and its computation from the exact
transmission line theory (TLT) will be shown. To validate the proposed method,
port voltages and currents are calculated using the classic transmission line theory
(TLT-IFFT) in the case of linear terminations and by means of a solver for ordinary
differential equations (TLT-NLS) in the case of nonlinear terminations. The cor-
responding sensitivities are obtained using the perturbative approach. These sig-
nals are compared with the ones of the MTL time-domain macromodel obtained
with the newly proposed method, where both the polynomial techniques spline and
pchip are used to build the macromodel.
A.5.1 Three-conductors transmission line with nonlinear ter-
minations
In the first example, two coplanar microstrips over a ground plane (length d =
10 cm) with frequency-dependent p.u.l. parameters have been modeled within the
frequency range [100 kHz − 10 GHz], see Fig. A.2.
The conductors have width w = 100 µm and thickness t = 50 µm. The spacing S
between the microstrips varies over the design range [100− 500] µm. The dielec-
Figure A.2: Example A.5.1. Cross section of the two coupled microstrip.
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Macromodel RMSweighted
Z(s, g) spline 0.0021
Z(s, g) pchip 0.0021
Ẑ(s, g) 0.0644
Table A.1: Example A.5.1. Maximum Parametric Macromodeling Error.
tric is 300 µm thick and it is characterized by a dispersive and lossy permittivity
which has been modeled by the wideband Debye model [23]. The frequency-
dependent p.u.l. parameters are evaluated using a commercial tool [24] over a
reference grid of 250 × 20 samples, for frequency and spacing respectively, and
the validation is performed over a grid of 10 spacing samples that have not been
used for the generation of the macromodel. The accuracy of the parametric macro-
modeling strategy is good, as can be assessed in the frequency-domain from Table
A.1.
The time-domain simulations are performed with the following settings: one
line is excited by a voltage pulse with amplitude 1 V , rise/fall times 900 ps, width
2 ns, initial delay 7 ns and internal resistance RS = 50 Ω. The driven line is
terminated on a direct biased diode. The current of the diode is given by
iD(t) = I0
(
e
v(t)
VT − 1
)
(A.14)
where I0 = 10 nA and VT = 25 mV . The victim line is terminated on the near-
end by RNE = 50 Ω and on the far-end by a direct biased diode, described by
(A.14). Figs. A.3 and A.4 show the accuracy of the proposed technique in the
time-domain using the pchip interpolation. Similar results are obtained for the
macromodel built using spline.
A.5.2 Coupled inverted embedded microstrip lines with frequency-
dependent p.u.l. parameters and linear terminations
In this next example a three conductors transmission line (length d = 1 mm) with
frequency-dependent p.u.l. parameters has been modeled within the frequency
range [0 − 200] GHz, see Fig. A.5. The two inverted microstrips are embedded
in a layered background medium, consisting of a doped Silicon substrate with
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Figure A.3: Example A.5.1. Current at the input port of the victim line for
S = [171.8, 253.8, 448.7] µm.
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Figure A.4: Example A.5.1. Voltage sensitivity at the output port of the victim line for
S = [171.8, 253.8, 448.7] µm.
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Macromodel RMSweighted Spline RMSweighted Pchip
Z(s, g) 0.0053 0.0033
Macromodel RMSweighted Spacing RMSweighted Height
Ẑ(s, g) 0.0484 0.0059
Table A.2: Example A.5.2. Maximum Parametric Macromodeling Error.
thickness 30 µm, relative permittivity r = 11.7, conductivity σ = 10 S/m, and
an insulator, being 11.4 µm thick SiO2 with relative permittivity r = 3.9 and loss
tangent tanδ = 0.001 [25]. On the top of insulator the Aluminum ground plate of
thickness 3 µm is found. The Aluminum has a conductivity of 3.77·107 S/m. The
conductors, placed at a distance of 6.4 µm above the semiconductor, are also made
of Aluminum and have width 2 µm; the spacing S ∈ [1 − 6] µm and the height
H ∈ [1 − 3] µm of the conductors are considered design parameters in addition
to frequency. The frequency-dependent p.u.l. parameters are evaluated using the
technique presented in [26], [27] over a reference grid of 101× 11× 11 samples,
for frequency, spacing and height respectively. The validation is performed over
a grid of 10 × 10 samples for spacing and height, that have not been used for
the generation of the macromodel. Table A.2 shows the accuracy of the proposed
technique in the frequency-domain.
One line is excited by a voltage pulse with amplitude 1 V , rise/fall times 30 ps,
width 90 ps, initial delay 100 ps and internal resistance RS = 1 Ω. The driven
line is terminated on a parallel RC load RL = 10 kΩ, CL = 1 pF . The victim
line is terminated on the near-end by RNE = 1 Ω and on the far-end by a parallel
RC load RFE = 10 kΩ and CFE = 1 pF . Figs. A.6 – A.8 demonstrate the high
accuracy in the time-domain of the proposed method using the spline interpolation
for this on-chip example that exhibits a highly dynamic behavior. Similar results
are obtained for the macromodel built using pchip.
A.6 Conclusions
In this Appendix, an innovative parametric macromodeling approach for lossy
and dispersive MTLs is presented. The dyadic Green’s function of the 1-D wave
propagation problem is used to compute a spectral decomposition for the voltage
sensitivity and this leads to a time-domain macromodel in state-space form. Us-
ing standard realization techniques, this macromodel can be easily embedded into
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Figure A.5: Example A.5.2. Cross section of the two inverted coupled microstrip.
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Figure A.6: Example A.5.2. Voltage at the output port of the victim line for
S = [1.2, 3.3, 5.7] µm and H = 2.3 µm.
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Figure A.7: Example A.5.2. Voltage sensitivity with respect to the spacing, at the input port
of the victim line for H = [1.1, 1.9, 2.9] µm and S = 2.8 µm.
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Figure A.8: Example A.5.2. Current sensitivity with respect to the height, at the input port
of the driven line for S = [1.2, 3.3, 5.2] µm and H = 2.1 µm.
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conventional SPICE-like solvers. Numerical interpolation of the p.u.l. parameters
and evaluation, performed with numerical techniques, of the corresponding sen-
sitivity with respect to physical or geometrical parameters, are used to calculate
the spectral decomposition over the entire design space. This leads to a parametric
sensitivity analysis that avoids any similarity transformation and incorporates non-
linear terminations in a straightforward way. The new proposed technique is val-
idated by comparing the MTL port currents and voltages with classic approaches
(TLT-IFFT) and (TLT-NLS). Time-domain simulations confirm reliability and ro-
bustness of the proposed method.
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