ABSTRACT To promote efficient and flexible learning, a conceptual learning model can be developed using the differences between the stable features of various concepts, thereby allowing scalable and continuous learning concepts to be obtained from a small number of labeled samples. By using a stable feature expressed as a vector to represent each concept, the conceptual learning model can distinguish the representative feature of each concept, thus increasing the interpretability of the model. In addition to adjusting the mapping relationship between concept instances and concept stability features, constraints on the differences between stable features of different concepts are also introduced into the model. Because this constraint can improve the sensitivity of the instance features to the stable features of each concept, the proposed model has the ability to learn from a small number of samples. In this paper, sub-networks of the same structure were applied to learn each concept, and unified learning methods were used to achieve scalability and the ability to easily manage new concepts. By training the proposed model using the MNIST dataset, the model demonstrates that prediction accuracy of 96% can be achieved as a result of using 100 labeled training samples for each concept. Furthermore, the proposed model not only demonstrated an improved learning ability for small samples, but it was also found to considerably reduce the training time, with each concept requiring only 18 s on average. Thus, the small-sample and continuous learning capabilities of the proposed model enable the construction of a conceptual space that promotes improved knowledge representation and complex scene understanding.
I. INTRODUCTION
Deep learning has undoubtedly played an indispensable role in the recent wave of interest in artificial intelligence. In many fields that use more classical machine learning techniques, the application of deep learning often results in significant improvement in the performance of learning models for tasks such as image classification [1] , speech recognition [2] , natural language processing [3] , and collaborative filtering [4] . However, deep learning requires a larger amount of tagged data than many of the classical machine learning methods in order to train the large numbers of parameters in deep networks; additionally, even in the context of big data, the acquisition of a large number of high-quality, well-identified data is cost expensive. Moreover, although the neural network is a machine learning model purposed to mimic the function of biological connections within the brain, in practical application, it is far from achieving this purpose. As an example, humans can identify people who they have seen only once or twice, but a neural network is not able to accurately complete a face recognition task as a result of being trained on one or two pictures. Thus, focusing on effective small-sample learning offers a more practical means of working toward realizing the ability of neural networks to accurately mimic brain function. The small-sample learning problem involves determining how a model achieves satisfactory results in the case in which only a small number of labeled samples can be used for learning. As an example, in the classification problem, the number of categories that must be predicted is typically large, whereas the labeled samples in each category are often few.
Existing deep learning models have the problem of catastrophic forgetting [18] - [22] , which results in the conceptual learning process being closed, and thus unable to realize human-like continuous conceptual learning. For example, a learning model purposed to address the problem of tencategory classification yields a set of network weights with the smallest overall classification error for each of the ten categories. The trained model is thus highly sensitive to any changes to these ten categories, as adding a classification category would require the developer adjust the structure of the network and restart training, thereby negatively affecting the scalability of the model. This type of model is impractical, as humans and other animals seem to be able to learn in a continuous manner [23] . Experimental evidence from biological research studies suggest that, in mammalian brains, the cerebral cortical circuit may work to actively prevent the catastrophic forgetting of previously acquired knowledge [23] - [26] . As humans, we store learned concepts in our system of knowledge, and new concepts are learned within the framework of the existing concept-storage system; this is in contrast to existing neural networks that must re-learn previously learned concepts in order to learn new concepts. For example, after learning to recognize apples and pears, we may want to learn to recognize bananas. However, we do not need to re-learn the recognition for apples, pears, and bananas together. We only need to learn to recognize bananas based on what is known about apples and pears. The ability to perform continuous learning may also help us as humans to more efficiently apply previously learned concepts, which is another key factor that affects our ability to learn concepts from small-sized samples. This is supported by the fact that many concepts are strongly correlated. For example, after learning the concept of 'apple' and the concept of 'red', humans are able to obtain the internal structural features of the concept of 'red apple' and recognize that it encompasses the characteristics of the two separate concepts of 'red' and 'apple' as based on the input of a small number of samples. This implies that, when humans learn a new concept, if the new concept is deemed to be strongly correlated to a previously learned concept, we will use these previously learned concepts to facilitate learning of the new concept. However, as existing neural network learning methods do not have the ability to effectively apply previously learned concepts because of the problem of catastrophic forgetting, a high number of labeled samples are typically required for them to learn to distinguish the three concepts of 'red', 'apple', and 'red apple'.
Each concept contains its own unique internal relationships, which can be in the form of spatial structure and spatial interaction relationships, color contrast relationships, etc. Because a unique internal relationship can be interpreted as a representation of the concept, this representation is more representative of the various instances of the concept itself; thus, this internal relationship can be considered to be a representation of the concept. The ability to quickly and efficiently identify this internal relationship feature is the key to realizing small-sample learning ability. However, as most existing learning methods are based on statistics, and there is no effective learning method that is able to guide the extraction of internal relationship features, it is necessary to identify the internal relationship features from a large number of samples. Because of its inherent neural structure and efficient learning methods, the human brain only requires a small number of labeled samples for supervised learning, and it can grasp the internal relationship characteristics of each concept. In order to mimic the process that the human brain uses to learn various concepts, we constructed the conceptual learning model DSFNets as based on the differences between stable features. The proposed model allows the constraints on the differences between the stable features of each concept to be added as the mapping relationship between concept instances and concept stability features are updated. This improves the sensitivity of the instance features to the stable features of the concept, which thus works to improve the ability of the model to learn from a small number of samples. Moreover, the proposed model can quickly identify the internal relationship features of concepts from a small number of labeled samples, and has the scalability and flexibility necessary to realize continuous learning as a result of employing the same sub-network structure for each concept and a unified learning method. Furthermore, by designing each stable feature to be a vector and using this feature to represent each concept, we were able to improve the interpretability of our model.
II. RELATED WORK
In more traditional machine learning methods, various non-parametric techniques such as clustering are typically employed to overcome the small-sample learning problem; this technique separates the features within a single category and those among different categories of samples into different clusters; furthermore, to make predictions for samples, the network only needs to calculate the distance between a specific feature and the clusters to predict the category to which the sample belongs. Some authors have implemented attribute reduction via well-designed algorithms to improve the ability of their respective neural network to distinguish patterns in biological data [5] , [6] . Alternatively, [7] reports that algorithm efficiency was increased as a result of improving the evaluation method. There are also various methods that employ probability generation models in combination with Bayesian inference. For example, Feifei et al. [8] employed conjugate prior distribution, and used a Bayesian method in [9] to apply the previously trained classification model to a new classification task; they consequently achieved relatively good results on small-sample learning tasks. Fine-tuning-based transfer learning is another method that is used to solve the small-sample learning problem. Transfer learning partitions and distributes the data between the source domain and target domain, and it uses a small number of samples in the target domain to fine-tune the model that was trained in the source domain. Prediction accuracy is then increased in the target domain. As an example, Yuxiong et al. [10] built several model libraries with the source data and were able to directly return the target data to these model libraries. Alternatively, metrics have been used to model the distance distribution between samples to ensure that the distance between the samples of the same type is short, and that between heterogeneous samples is long; examples of this type of method include the Siamese neural networks [11] , matching networks [12] , prototypical networks [13] , and relation networks [14] . Meta-learning-type methods are purposed to learn a generalized representation from the input data that can then be directly implemented in the process of training the network on target data with a small sample size. Finn et al. [15] proposed a model-independent meta-learning method that focuses on the rapid adaptation of deep networks. Additionally, Ravi and Larochelle [16] developed a technique that organizes the desired task into an optimal problem. Munkhdalai and Yu [17] developed a method to promptly generate new parameter weights by using gradients generated by a small number of samples in the underlying network.
Inspired by the theory that human and other mammal brains use neural connections to preserve acquired skills and memory, Deepmind developed ProgressiveNN [27] , PathNet [28] , and EWC [29] in an attempt to realize continuous learning goals. ProgressiveNN preserves the network associated with the previous task and creates a new network each time it is presented with a new task. Alternatively, PathNet preserves the path of the previous task, and creates a new path each time it is presented with a new task. Lastly, the EWC retains the important parameters of the previous task and updates the unimportant parameters each time a new task is available. Each of these methods equip the network with continuous learning capabilities by establishing an interdependent relationship between old and new tasks.
III. DIFFERENTIATION METHOD FOR STABLE FEATURES
Conceptual learning models (DSFNets) based on the differences between stable features represent each concept by using a stable feature, which is presented as a vector, and store the stable features in the knowledge space. The differences between the stability characteristics form the basis for distinguishing between different concepts. In the proposed model, we transform the network module for each concept in the model into a high-dimensional function. The value of the function represents the similarity between the instance and the corresponding concept stability feature, and the function parameters are adjusted during training. If the model independently learns each concept function, the value of the concept instance in the remainder of the concept function is not guaranteed. This may result in unclear concepts being formed. Thus, the difference between stable features should be considered during learning. Specifically, as the mapping relationship between stable features and concept instances are updated, constraints should be introduced to ensure that the mapping is only subjective to the correct concept instance. Through further analysis of the constraints, and to realize continuous learning, we identified the constraint on each concept that has already been learned. Additionally, each stable feature is considered to be the center of each category, with the corresponding instance being closely bound to the center through some specific measure. Furthermore, in the proposed model, the encoder is employed as the learning module of each concept as the relationship between the instance features and stable features, in addition to the differences between the concepts, are simultaneously modeled to significantly improve the small-sample learning ability.
A. CONCEPTUAL STABILITY CHARACTERISTICS
Although the authors of this paper believe that the process necessary for a human to learn a new concept begins as an entirely new and original process. Therefore, there is no representation of this concept in our original system. In our model, the internal relationship feature representation of the concept is obtained at the end of the learning process, as the entire learning process is a process of continuous adjustment of the internal relationship characteristics. These characteristics are continuously updated such that the internal relationship feature allows more examples of concepts to be represented. The learning process is initiated with the first instance of the concept: the internal relationship characteristics of the instance are extracted; then, the feature is assigned to the learned concept name as based on the supervisory information. However, because only one instance is learned at the current point of time, the internal relationship characteristics of the concept are not representative. Then, the concept is learned by using a small number of examples, and each learning cycle will update the internal relationship characteristics of the concept to make it more representative. The learning process is complete when the most representative internal relationship feature of this concept, i.e., the stable feature of the concept, is obtained. When a new instance of this concept is subsequently introduced, the stable features are activated; this process is defined as a cognitive process. As an example, before the concept of the handwritten number '2' is introduced, there is no recognition of the concept of '2' in our original concept system. Then, beginning with the first introduced instance of '2', the internal relationship characteristics are extracted, and the combination is defined as Relationship 2. Considering that no two people have the exact same handwriting, the internal relationship characteristics are updated by performing the same learning process on the variable forms of input data used to represent '2', extracting the features, and then mapping them to a single concept of '2'. The last adjustment is stored as a stable feature of '2' in our knowledge space. When a new example of '2' is introduced to the system, its features are extracted and compared to the existing stable feature corresponding to '2'; then, if certain conditions are met, the stable feature of '2' is activated and the new example is identified as '2'.
By using different examples of a concept to train the system and constantly updating the internal relations of concepts, the proposed model is able to identify the stable features that best represent each concept. This is achieved by employing a single method to extract and adjust the internal relationship features, irrespective of the differences between concepts. As previously mentioned, this method requires the application of a constant mapping relationship between concept instances and concept stability features and the continuous adjustment of the extracted internal structural features. Although we do not know the specific form of this mapping, we can implement the same function as this mapping in another way. It should be noted that the stable features of a concept are not subject to change after being identified. Additionally, the mapping relationship between the concept instance and concept stability feature are continuously updated to ensure that the stability feature can reasonably represent different instances of the same concept. This means that, as previously mentioned, our model can distinguish between different concepts by exploiting the differences between the stable features.
B. DIFFERENTIATION BETWEEN STABLE FEATURES
Prior to adequate learning, humans often cannot distinguish between two numbers that are similar in appearance, such as 2 and 5. This is because, during the initial phase of learning, the difference between the stable characteristics of the numbers 2 and 5 is not apparent; when humans view an instance of the number 2 or 5, the human brain extracts the features of this instance and may activate one of the stability features associated with numbers 2 and 5. However, this problem is solved with continued learning as a result of the ability to constantly discover and contrast the differences between the internal relationships of different concepts; consequently, the human brain establishes a stable feature that is subsequently applied to distinguish the differences between different concepts. The established differences between stable features serve to effectively enhance the discriminability between targets with similar characteristics.
To improve the scalability of the proposed model, the same network structure learning module is employed for each concept. The learning module of the ith concept can be considered to be a high-dimensional function, as is described by Eq. (1), and the function value represents the similarity between the concept instance and concept stability feature (i.e., a smaller function value corresponds to increased similarity).
where a j is an instance of the jth concept, w i and b i are parameters of the ith concept learning function that need to be optimized, and s i is a stable feature of the ith concept. If each module is completely independent, the following problem may arise: for each input instance, the function value of the correct concept to which it corresponds may be greater than the value of a different concept function; this consequently results in a classification error. In order to solve this problem, the value of the function of each instance associated with the correct concept can be designed to be lower than that of other concept functions. This method of suppression can be achieved by introducing constraints on the concepts to enhance the ability of the proposed model to accurately identify the correct function parameters of a concept. Thus, the constraints between concepts must be satisfied as each concept function is minimized, as is described by Eq. (2).
where,
Therefore, because the constraint described by Eq. (2) requires that all concepts be satisfied, the network must attempt to identify all possible overall situations; however, this process is not only time expensive, but is also not conducive to continuous learning. To overcome this problem, one of the concept functions f 1 1 (w 1 , b 1 ) is minimized by unconstrained; then, as is described in Eq. (3), a constraint is placed on each subsequent concept that is only related to the previously learned concept.
As the weight of the conceptual function that has been learned has been determined, the left end of the inequality constraint in Eq. (3) is constant. Considering the ith concept currently being studied, the learning process can be abstracted into a constrained optimization problem, as described in Eq. (4).
We introduce a relaxation coefficient k>1, and the constraint conditions are as described in Eq. (5).
Further, we introduce a slack variable z j (j = 1, 2, . . . , i), and convert the above inequality constraint into an equality constraint, as described in Eq. (6) .
By turning the problem into an optimization problem with equality constraints, the augmented Lagrangian function for this constrained optimization problem of the ith concept (Eq. (7)) is introduced based on the first-order necessary condition of optimality [30] ; then, the equation can be solved via the gradient descent method.
where z = (z 1 , z 2 , . . . , z i ), u = (u 0 , u 1 , . . . , u i−1 ).
IV. DSFNETS
The convolutional neural network (CNN) is inspired by the structure of the human visual system and has good feature extraction ability [31] , [32] . As previously mentioned, the DSFNets models that take into account the differences between conceptual stability features implement the same convolutional layer extraction feature for all concepts. This type of model uses a single auto-encoder structure [33] for each concept in order to map the relationships between concept instances and concepts. Thus, only one module needs to be added to learn a new concept; this means that previously learned concepts are not affected, the scalability of the model can be improved, and continuous learning can be achieved.
A. MODEL DESCRIPTION
The simplified architecture of the proposed simple concept learning network (DSFNets) model is shown in Figure 1 . The architecture is shallow, with only two convolutional layers and one encoder layer. The first convolutional layer has five 3 × 3 convolution kernels with a step size of 1. The second convolutional layer is identical in structure to the first convolutional layer, but the output of this layer is stored as a vector in the knowledge space, and defined as a stable feature of a concept. The output of the first convolutional layer is also used as the input to the encoder layer, with each concept corresponding to an encoder. Then, the similarity between the FIGURE 1. Proposed network model with three layers. Conv2 uses the primary features of Conv1 output to build stable features, which are stored as a vector in the knowledge space. Each module in the encoder layer that is related to the concept performs one-to-one encoding of the Conv1 layer output. The controller improves the ability of the model to determine the stable feature for each concept by maximizing the similarity between the coding and the stable feature, while also ensuring that the constraint is satisfied.
output of the encoder and the stable features of the corresponding concepts in the knowledge space is quantified by using the Euclidean distance to represent similarity (Eq. (1)).
B. TRAINING AND PREDICTION ALGORITHM
In the training phase, only one concept can be learned at a time. For the ith concept, in the two convolutional layers, a part of the instance is randomly selected, and the feature is extracted; then, the average of the internal relationship features are calculated and defined as a stable feature. In the first convolutional layer, the model extracts the internal relationship features for all training instances and inputs the features to the encoder of the relevant concept. Then, under the condition that the constraint is satisfied, the mapping parameter between the instance and stable feature is adjusted via the gradient descent method to minimize the similarity between the encoder output and the stable feature of the relevant concept. The training algorithm of DSFNets is briefly summarized as Algorithm 1. 
Algorithm 1 Training Algorithm for ith Concept
Calculating similarity:
min(S j ) 10: end for 11: 
In the test phase, the features of each instance that are extracted in the first convolutional layer are input to the encoders of the relevant concepts. Then, the similarity between the output of each encoder and the relevant stable feature is calculated as based on the Euclidean distance, and the concept with the highest similarity is activated. The prediction process of DSFNets is briefly summarized as Algorithm 2.
Algorithm 2 Prediction Process
Input: a: example that needs to be predicted, N : number of concepts that the model has learned, E i : encoder corresponding to the ith concept Output: Concept label 1: extract primary features:
s aj ← f a j (w j , b j ) 5: end for 6: return argmax j (s aj )
V. EXPERIMENT AND DISCUSSION
We performed validation experiments on the 28 × 28 MNIST image [34] . In the experiment, we prove that the proposed model is able to perform continuous learning by dynamically expanding the concept that needs to be learned. To show that the model is capable of learning a concept from a small number of samples, we randomly selected 100 training samples for each digital concept to use for training and used all 1000 test samples for testing. No data augmentation/deformation was used.
A. VERIFYING CONTINUOUS LEARNING ABILITY
In order to verify that the model has the ability to perform continuous learning, concepts were trained in sequence. A learning module was first constructed in the model to learn Digital concept 1; the resulting test accuracy was 96.4% ± 0.51. Then, the learning module for Digital concept 2 was added, and the Concept 2 training sample was used to adjust the learning parameters of the module; training yielded a test accuracy of 96.1% ± 0.42. Note that only learning modules of the same structure need to be dynamically added to learn a new concept, and that the entire network does not need to be retrained every time a new concept is introduced. Upon introducing a total of 10 digital concepts in sequence, the prediction accuracy was found to remain at approximately 96%. Figures 2 and 3 show the loss curves of the DSFNets model without and with stability feature difference constraints, respectively. Thus, the experimental results prove that the DSFNets model has the ability to mimic continuous learning. Loss curve for concept training with constraints. The number of training trials was 50. Although the concept learning curves tend to converge, the convergence rate of the learning curves is relatively low as compared to that of the learning curves obtained as a result of not introducing constraints. This is because the solution space that is able to satisfy the constraint must be determined before a reasonable solution can be found.
B. VERIFYING SMALL-SAMPLE LEARNING ABILITY
To evaluate the significance of identifying and using the stable features and the differences between stable features, we performed three sets of comparative experiments and did not use any data enhancement/deformation in these experiments. The first set of experiments used the DSFNets model without stability feature difference constraints, and the second set used the DSFNets model with stable feature difference constraints and a set of benchmark experiments. In the unconstrained DSFNets model experiment, the classification accuracy of the model was 92.4%±0.5. However, introducing constraints resulted in a classification accuracy of 96%±0.68. The baseline is a standard CNN with three convolutional layers of 256, 256, 128 channels. Each baseline has 5×5 kernels and a stride of 1. The last convolutional layers are followed by two fully connected layers of sizes 328 and 192. The last fully connected layer is connected to a 10-class softmax layer with cross entropy loss. The baseline is also trained on a small number of MNIST images via the Adam optimizer. This baseline is designed to achieve the best performance of MNIST while keeping the training set size close to that of the DSFNets. the accuracy of the MNIST data input for different network parameter settings.
The experimental results have shown that the constraints that are added to identify the differences in the stability characteristics between concepts while the mapping relationship is updated effectively increase the training accuracy. Furthermore, the DSFNets model requires minimal training time, as 10 concepts can be learned in three minutes, implying that a new concept can be learned every 18 seconds.
C. DSFNETS ON CIFAR-10
The CIFAR-10 dataset consists of 60000 32 × 32 colour images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images. Figure 4 shows the classes in the dataset, as well as 10 random images from each. We performed three sets of comparative experiments and did not use any data enhancement/deformation in these experiments. The first set of experiments used the DSFNets model without stability feature difference constraints, and the second set used the DSFNets model with stable feature difference constraints and a set of benchmark experiments. The benchmark model is a standard CNN with two convolutional layers of 64 and 64 channels. Each has 5 × 5 kernels and a stride of 1. The last convolutional layers are followed by two fully connected layers of sizes 328 and 192. The last fully connected layer is connected to a 10 class softmax layer with cross entropy loss. In the benchmark experiment, we used all 50 000 images as the training set, iterated them 50 000 times, and the obtained test accuracy was 71% ± 0.46. In the DSFNets model experiment without optimization constraints, we could achieve a test accuracy of 72%±0.32 using only 10 000 images as the training set. In the DSFNets model experiment with optimized constraints, the test accuracy of the DSFNets model was 74%±0.51 using only 10 000 images as the training set.
D. DISCUSSION
The two convolutional layers purposed for feature extraction in the DSFNets model used random initialization weights that were not updated throughout training. In the experiment, DSFNets achieved good prediction accuracy even though it was only provided with a small number of labeled samples. This demonstrates that the stable features represent the internal structural relationship of the concept, and that the underlying relationship is not lost even if each convolutional layer uses randomized parameters. Moreover, the model can efficiently capture the internal structural relationship of the concept by continuously updating the mapping relationship.
The use of stable features is an effective way to express concepts, making the model more interpretable than classical deep learning models. However, various approaches can be implemented to construct a stable feature. In the experiment presented in this paper, we randomly selected a few examples from each concept, and used the average value of the features extracted by the second convolutional layer as the stable feature in order to identify the stable features of a concept. However, this approach has its disadvantages; for example, special instances of the concept may negatively affect the generalization ability of the model to correctly to correctly identify some concept instances as the resulting stable features may not best represent the concept. This problem can be addressed by grouping the selected partial instances, calculating a feature average for each set of instances, and then using the set of feature averages as a distributed representation of the stable features of the concept. A distributed representation of the stable features can serve to better represent the concept, thereby enhancing the generalization ability of the model. By assigning each concept to a sub-network module and further analyzing the constraints, a scalable network model was constructed to model the stable features and their respective differences. The scalability of the model is important, as it can significantly reduce the necessary number of samples, improve learning efficiency, and enables human-like continuous learning. When humans learn new concepts, we can dynamically add sub-network modules of the same structure to existing models, and can learn a new concept without influencing the conceptual knowledge related to previously learned concepts. The advantages of high scalability are not only reflected in the learning of a concept with labeled samples, but also in the concept of learning without labeled samples. Throughout life, humans often encounter unknown concepts that have no relation to any previously learned concept. However, even if humans are not familiar with the conceptual information, we are able to judge that the concept is unrelated to any of the previously learned concepts. The proposed model is unable to mimic this ability, as it resorts to activating the previously learned concept with the highest similarity to the test instances, even under the condition that the instance is classified as an unknown concept. VOLUME 7, 2019 As an example, after learning the concepts of 'apple' and 'pear', although 'banana' is an unknown concept, our model is only capable of choosing between 'apple' and 'pear'.
VI. CONCLUSION
By using stable features to represent various concepts and introducing constraints on the differences between stable features of different concepts, we construct a concept learning model. The model has the ability of continuous learning and can capture the internal structural relationship of the concept from small samples. Furthermore, the training time is considerably shortened. By storing the stable features of all concepts in the knowledge space, we can use the graph structure to simulate the logical relationship between concepts. The proposed model provides the foundation for improving the accuracy of knowledge representation and complex scene representation. 
