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Vorwort
Da man im Internet nicht genau erkennen kann, wem man etwas schreibt,
solltest du beim Mailen oder Chatten nie deinen richtigen Namen,
sondern immer einen Spitznamen angeben.
Und du musst genau überlegen, wem du deine Adresse schreibst.
aus: Mein Computer (Wieso? Weshalb? Warum?
Die Sachbuchreihe ab dem Kindergartenalter)1
»Privacy for the masses or for the geeks2?« Diese Frage, gestellt auf dem
„Workshop on Privacy Enhancing Technologies (PET)“ im Jahre 2004, ist eine
der grundlegenden Fragen, die man sich stellen sollte, wenn man über Ent-
wicklung und Betrieb eines Anonymisierungsdienstes nachdenkt. Aus ihrer
Beantwortung lassen sich grundlegende Entwurfsentscheidungen ableiten.
Die vorliegende Arbeit beschäftigt sich damit, wie ein Anonymisierungs-
dienst zu gestalten ist, so daß er »Privacy for the masses and not only for the
geeks« realisiert. Die Entscheidung, einen für große Teile der Bevölkerung be-
nutzbaren Anonymisierungsdienst realisieren zu wollen, läßt sich aus ganz
unterschiedlichen Überlegungen heraus motivieren:
1. Um ein hohes Maß an Anonymität zu erreichen, ist es im allgemeinen
notwendig, daß die Gruppe von Individuen, innerhalb derer man an-
onym sein möchte, möglichst groß ist.
2. Die Ergebnisse von öffentlich geförderter Forschung sollten für einen
möglichst großen Teil der Bevölkerung nutzbar sein. Dies gilt für die
vorliegende Arbeit insbesondere deshalb, da es letztendlich um die
technische Umsetzung der in den diversen Datenschutzgesetzen und
-verordnungen geforderten Maßnahmen für Anonymität, Pseudonymi-
tät und Datenvermeidung geht.
1 Andreas Wilhelm, Wolfgang Metzger: Mein Computer, Ravensburger Buchverlag, Ravensburg,
2002.
2 Geek: Bezeichnung für eine Person mit stark gesteigertem Interesse an Computern und neuen
Medien, häufig mit einer intensiven Beziehung zum Internet [Wikipedia:Geek].
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Ein Schwerpunkt bei Entwurf und Implementierung war die Berücksichti-
gung einer möglichst holistischen Sichtweise auf das Gesamtsystem „Anony-
misierungsdienst“. Nachfolgend geht es daher um die ingenieurmäßige Be-
rücksichtigung der vielschichtigen Anforderungen der einzelnen Interessen-
gruppen an einem Anonymisierungsdienst – und weniger um die Verbesse-
rung von Details der zu Grunde liegenden Anonymisierungsmechanismen.
Dabei flossen in einem iterativen Prozeß insbesondere die aus dem Betrieb
gewonnenen Erfahrungen sowie Ergebnisse experimenteller Untersuchungen
in eine Weiterentwicklung des Anonymisierungsdienstes ein.
Zunächst werden in Teil I die Grundlagen des Anonymisierungsdienstes,
der nachfolgend mit AN.ON bezeichnet wird, erläutert. Die wesentlichen
Komponenten des AN.ON-Basissystems werden eingeführt.
Der Teil II beschäftigt sich mit dem praktischen Einsatz von AN.ON. Neben
einem Bericht über Erfahrungen aus dem Betrieb von AN.ON wird beispiel-
haft die Anwendung von AN.ON als „Experimentierwerkzeug“ zur Erkennt-
nisgewinnung im Bereich datenschutzrelevanter Fragestellungen beschrie-
ben.
Im abschließenden Teil III werden Erweiterungen des Basissystems vorge-
nommen, die dem Interessenausgleich zwischen Strafverfolgungsbehörden
und Nutzern dienen.
Anmerkungen zur verwendeten Typographie
Um die Lesbarkeit bzw. Leserlichkeit zu verbessern, wurden verschiedene
typographische Elemente verwendet, die die Bedeutung des literalen Textes
unterstreichen sollen.
Wörtliche Zitate sind durch Guillemets eingeschlossen (». . . «). Deutsche
Anführungszeichen („. . . “) werden verwendet, um Worte oder Wortgruppen
zu kennzeichnen, die im übertragenen Sinne zu verstehen sind bzw. über die
eine Aussage gemacht wird. Darüber hinaus kommen sie zur Kennzeichnung
von Werktiteln zum Einsatz.
Kursive Schrift wird zur Hervorhebung, insbesondere von Begriffen, ver-
wendet. Dicktengleiche Schrift wird verwendet, um Protokollnachrichten
sowie (Pseudo-)Code zu verdeutlichen. Ein ↑ hinter einem Wort deutet darauf
hin, daß der Begriff im Glossar näher erläutert wird.
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Teil I
AN.ON-Grundlagen: JAP,
InfoService, Mix und Mix-Protokoll
1

1 Überblick
1.1 Ziele und Motivation
Ziel des im Jahre 2000 gestarteten AN.ON-Projektes1 ist die Entwicklung ei-
nes benutzbaren und sicheren Systems, welches es einem Internetnutzer er-
möglicht, anonym bzw. unbeobachtbar Dienste im Internet zu nutzen. Der
Schwerpunkt soll auf Diensten liegen, für deren sinnvolle Benutzung in der
Regel ein Netz mit geringer Verzögerungszeit erforderlich ist. Prominentes
Beispiel hierfür ist das Web↑-Surfen. Dabei soll Schutz selbst gegen starke
Angreifer bestehen, die z. B. in der Lage sind, große Teile des Internets und
auch des Anonymisierungsdienstes zu kontrollieren.
Die Begriffe „Anonymität“ und „Unbeobachtbarkeit“ sollen dabei nach-
folgend im Sinne der Terminologiedefinition von Pfitzmann et al. [PfHa_08]
verstanden werden:
Definition 1 (Anonymität) Anonymity of a subject means that the subject is not
identifiable within a set of subjects, the anonymity set.
Definition 2 (Anonymitätsquantität) All other things being equal, global anony-
mity is the stronger, the larger the respective anonymity set is and the more evenly
distributed the sending or receiving, respectively, of the subjects within that set is.
Zwar wird in populärwissenschaftlichen Beiträgen (beispielsweise in den
Massenmedien) immer wieder suggeriert, das normale Internet biete bereits
„Anonymität“ – jedoch handelt es sich dabei um eine gravierende Fehlein-
schätzung, die wohl aus der für Nichtexperten unübersichtlich und chaotisch
wirkenden Gesamtstruktur des Internets, mit seinen Millionen von Nutzern
und verbundenen Geräten sowie Tausenden verfügbaren Diensten und be-
nutzten Protokollen, resultieren dürfte.
1 „AN.ON“ steht als Akronym für „Anonymität.Online“. Das AN.ON-Projekt wurde durch
die Deutsche Forschungsgemeinschaft (DFG) im Rahmen des Schwerpunktprogramms „Si-
cherheit in der Informations- und Kommunikationstechnik“ (Januar 2000 –Dezember 2005)
sowie durch das Bundesministerium für Wirtschaft und Technologie (BMWi, Januar 2001 –
März 2006) gefördert.
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Tatsächlich bietet gerade diese „Offenheit“ des Internets mit seiner Viel-
zahl von Betreibern eine ideale Voraussetzung zur Überwachung des Kom-
munikationsverhaltens einzelner Personen, Personengruppen oder Organi-
sationen. Gleichzeitig erhöht sich mit der immer stärkeren Verbreitung und
Benutzung des Internets der Wert des Wissens über Kommunikationsinhalte
bzw. -umstände. Dieser dürfte auch in Zukunft weiter steigen – insbesondere
wenn die Visionen von der Informations- und Wissensgesellschaft Wirklich-
keit werden. Schon heute werden Persönlichkeits- und Interessenprofile zum
Wirtschaftsgut, um in einer zunehmend individualisierten Gesellschaft das
Marketing für Produkte und Dienstleistungen maßgeschneidert für den ein-
zelnen Kunden betreiben zu können.
Aber auch von staatlicher Seite wird Überwachung und Überwachbar-
keit der Kommunikation betrieben und gefördert. Beispielhaft seien die di-
versen „Anti-Terror“-Gesetze bzw. die EG-Richtlinie zur Vorratsdatenspei-
cherung [2006/24/EG], die Zusammenarbeit diverser Firmen aus dem Tele-
kommunikationsbereich [NYT_05, USA TODAY_06] bzw. der Betreiber des
SWIFT-Systems2 mit amerikanischen Geheimdiensten [NYT_06] sowie das
globale Überwachungssystem „ECHELON“ erwähnt. Zu letzterem resümiert
das EU-Parlament [A5-0264/2001]:
»... daß nunmehr kein Zweifel mehr daran bestehen kann, daß
das System nicht zum Abhören militärischer, sondern zumindest
privater und wirtschaftlicher Kommunikation dient, ...«
und fordert deshalb:
»... ihre Bürger und Unternehmen über die Möglichkeit zu in-
formieren, daß ihre international übermittelten Nachrichten unter
bestimmten Umständen abgefangen werden; besteht darauf, daß
diese Information begleitet wird von praktischer Hilfe bei der Ent-
wicklung und Umsetzung umfassender Schutzmaßnahmen, auch
was die Sicherheit der Informationstechnik anbelangt; ...«
Zusammenfassend kann also festgestellt werden, daß Anonymität im Inter-
net normalerweise nicht gegeben ist und daß eine Notwendigkeit zur Ent-
wicklung sicherer Systeme zur Verwirklichung des Rechts auf „Privacy“3
bzw. „informationeller Selbstbestimmung“ besteht.
2 Society for Worldwide Interbank Financial Telecommunication – internationale Genossen-
schaft, Betreiber des SWIFT-Netz zum Austausch von Finanztransaktionen.
3 „Privacy“ im Sinne von Brandeis und Warren als »more general right of the individual to be
let alone« [WaBr_1890].
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1.2 Ganzheitliche Sichtweise auf den Anonymisierungsdienst
Als einziges benutzbares derartiges System4 existierte zu Beginn der Arbeit
im Jahre 2000 das Freedom-Netz der kanadischen Firma Zero-Knowledge Sy-
stems, Inc. (siehe Anhang A.7). Freedom war auf den amerikanischen Kon-
tinent konzentriert, so daß schlechte Verfügbarkeit und mangelnder Durch-
satz zu eingeschränkter Benutzbarkeit in Europa führten [WWW:Luck_99].
Im Jahre 2001 hat Zero-Knowledge Systems, Inc. den Betrieb von Freedom
aus wirtschaftlichen Gründen eingestellt [WWW:Klei_01, WWW:Gold_01].
Allerdings geht es nicht nur darum, die Privatsphäre des Einzelnen zu
schützen – vielmehr ist ein ausreichender Datenschutz notwendig für die
Fortentwicklung im Sinne von Demokratie und Freiheit einer Gesellschaft,
die sich zunehmend auf Informations- und Kommunikationstechnologie ver-
läßt. Aus diesem Ziel ergibt sich aber gleichzeitig einer der zentralen Wider-
sprüche: auf der einen Seite die Notwendigkeit von Datenschutz und Pri-
vatheit, auf der anderen Seite die ebenso notwendige Überwachbarkeit und
Zurechenbarkeit, etwa für die Strafverfolgung.
Diese Arbeit beschäftigt sich primär mit dem Aufzeigen und Entwickeln
von technischen Möglichkeiten, die zur Lösung des oben erwähnten Wider-
spruches herangezogen werden können. Sie stellt insofern einen Beitrag dar,
der der Gesellschaft helfen kann zu entscheiden, wie sie ausgewogenen Daten-
schutz umsetzen könnte.
1.2 Ganzheitliche Sichtweise auf den
Anonymisierungsdienst
Die überwiegende Anzahl von Veröffentlichungen, die sich mit dem Entwurf
von Anonymisierungssystemen und damit in Zusammenhang stehender Me-
chanismen beschäftigen, betrachten lediglich Teilaspekte des Gesamtsystems.
Im Gegensatz dazu wird mit der vorliegenden Arbeit der Versuch unternom-
men, eine ganzheitliche Sichtweise zu vertreten. Aus dieser Sichtweise heraus
werden zum einen die zu lösenden Probleme motiviert und zum anderen die
Entwurfsentscheidungen begründet.
Im Vorwort wurde bereits erwähnt, daß es für einen sicheren Anonymisie-
rungsdienst essentiell ist, möglichst viele Nutzer zu haben, da die erreichba-
re Anonymitätsquantität ganz wesentlich von der Nutzerzahl abhängt. Da-
4 Eine Übersicht über weitere Systeme und Konzepte für anonyme Kommunikation gibt An-
hang A.
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her ist es nicht nur notwendig, daß die dem Anonymisierungsdienst zu-
grundeliegenden Kernalgorithmen für die Anonymisierung die gewünsch-
te Sicherheit bieten – vielmehr muß der Anonymisierungsdienst als Gan-
zes den an ihn gestellten Qualitätsansprüchen gerecht werden. Mit „Quali-
tät“ ist dabei gemäß [DIN EN ISO 9000:2005] allgemein der »Grad, in dem
ein Satz inhärenter Merkmale (3.5.1) Anforderungen (3.1.2) erfüllt« gemeint.
In [ISO/IEC 25000:2005] werden dabei für die Softwarequalität eine Reihe
von relevanten Merkmalen definiert: Funktionalität, Zuverlässigkeit, Benutz-
barkeit, Effizienz, Änderbarkeit und Übertragbarkeit.
Durch eine holistische Sichtweise auf den Anonymisierungsdienst wurde
bei der Entwicklung von AN.ON von Anfang an versucht, eine möglichst
hohe Qualität zu erreichen. Dabei wurde im Laufe der Zeit eine Reihe von
Teilaspekten bearbeitet, die nicht Gegenstand der nachfolgenden Ausfüh-
rungen sind. Dies betrifft beispielsweise die Integration von Möglichkeiten
für die Bezahlung der Anonymisierungsdienstleistung [Müll_02, KöMü_03]
und somit eine notwendige Voraussetzung für eine Kommerzialisierung des
Dienstes. Letzteres ist wiederum wichtig, um, neben dem Betrieb von AN.ON
im Rahmen von Forschungsprojekten bzw. durch Freiwillige, dem Dienst ei-
ne langfristige Perspektive zu geben – insbesondere da der Betrieb des An-
onymisierungsdienstes mit attraktiven Dienstgüteeigenschaften in Bezug auf
Verzögerungszeit und Durchsatz nicht unerhebliche Kosten verursacht. Im
Ergebnis dieser Arbeiten erfolgte unter Einbeziehung von ehemaligen Pro-
jektmitarbeitern der Universität Regensburg im Jahre 2007 die Gründung der
Firma „JonDos“ (http://www.jondos.de/), die einen kostenpflichtigen An-
onymisierungsdienst auf Basis der AN.ON-Technologie anbietet.
Darüber hinaus wurden Mechanismen integriert, die auch Nutzern in re-
striktiven Internet-Umgebungen (beispielsweise mit beschränktem Zugang
zum Anonymisierungsdienst auf Grund von Blockungs- und Zensurmaßnah-
men) die Benutzung von AN.ON ermöglichen [Hill_03, KöHi_04, Doch_08].
Ebenso gehört die Integration von Mechanismen zur Strafverfolgung dazu,
um einen legalen Betrieb des Dienstes zu ermöglichen. Die Beschreibung der
diesbezüglich umgesetzten Maßnahmen ist zentraler Bestandteil der vorlie-
genden Arbeit.
Bei der Entwicklung von Lösungen für die einzelnen Teilaspekte wur-
den dabei im Sinne einer ganzheitlichen Betrachtungsweise deren jeweili-
ge Abhängigkeiten berücksichtigt. Dies bedeutet beispielsweise im Falle von
Blockungsresistenz und Bezahlung, daß eine Notwendigkeit zur Bezahlung
nicht der Grund dafür sein darf, daß für Nutzer in restriktiven Internet-
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Umgebungen die Benutzung des Anonymisierungsdienstes unmöglich ist.
Im Fall von AN.ON wird daher zum einen versucht, eine kostenfreie „Grund-
versorgung“ mit entsprechend eingeschränkter Dienstgüte anzubieten und
zum anderen die Bezahlverfahren so zu gestalten, daß eine weltweite Bezah-
lung ermöglicht wird.
Ein anderes Beispiel ist das Zusammenspiel zwischen Blockungsresistenz
und Strafverfolgung. Bei AN.ON basieren die Verfahren zur Blockungsresi-
stenz auf der Grundidee, daß Nutzer des Anonymisierungsdienstes Daten
für Nutzer, die den Dienst nicht direkt erreichen können, an diesen weiterlei-
ten. Dabei ist es wichtig, daß im Zuge einer Strafverfolgung nicht diese „Wei-
terleiter“ fälschlicherweise als Verursacher einer strafbaren Handlung ver-
dächtigt werden, sondern der tatsächliche Initiator ermittelt wird. Ein mögli-
cher Lösungsansatz hierfür ist in [Lies_05] beschrieben.
1.3 Grundlegende Architektur-Entscheidungen
Im Bereich anonymer Kommunikation existiert eine Vielzahl von Konzepten
und Systemvorschlägen, von denen jedoch nur sehr wenige die Anforderun-
gen nach:
• Schutz auch gegen starke Angreifer,
• Anwendbarkeit für Kommunikation mit geringer Verzögerungszeit und
• Praktikabilität von Implementierung und Betrieb
erfüllen (siehe Anhang A).
Letztendlich wurden als Basis des Systems die von David Chaum erfunde- Chaumsche Mixe
als Basis von
AN.ON
nen Mixe [Chau_81] gewählt. Ein Mix (als Blackbox betrachtet) ist ein Nach-
richten-weiterleitender Server, mit der Besonderheit, daß durch eine Reihe
von (kryptographischen) Maßnahmen dafür gesorgt wird, daß für Außenste-
hende (beispielsweise Lauscher im Netz) die Zuordnung von eingehenden
zu ausgehenden Nachrichten verborgen wird. In Anhang A.3 befinden sich
ausführliche Erläuterungen zur Funktionsweise von Mixen5.
5 Nachfolgend ist mit „Mix“ ein Chaumscher Mix gemeint. Es existieren zwar auch andere
Mix-Verfahren, die im wesentlichen auf ElGamal an Stelle von RSA als asymmetrischem Ver-
schlüsselungsverfahren basieren (beispielsweise [OKST_97, Abe_98, Jak_98, Jak_99, DeKu_00,
OhAb_00]) – jedoch haben Untersuchungen im Rahmen des AN.ON-Projektes (vor allem
[Bert_03, Schu_04]) gezeigt, daß diese Verfahren nicht praktikabel sind für die Anonymisie-
rung von Web-Zugriffen.
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Um die Vertrauenswürdigkeit in ein Mix-basiertes Anonymisierungssy-
stem zu erhöhen, werden in der Regel mehrere Mixe (die idealerweise von
unterschiedlichen Organisationen bzw. Personen betrieben werden) hinter-
einander geschaltet. Dies ist sinnvoll, da sich der Weg einer Nachricht im
Netz typischerweise nicht feststellen läßt, wenn nicht alle an der Weiterlei-
tung beteiligten Mixe zusammenarbeiten. Aus Sicherheitssicht handelt es sich
dabei um einen ganz wesentlichen Unterschied gegenüber einfachen Proxy-
Lösungen (siehe Anhang A.2), da durch die Verwendung mehrerer unabhän-
gig betriebener Mixe auch Schutz gegenüber den einzelnen Betreibern der
Mixe besteht.
Bezüglich der Art und Weise der Zusammenschaltung von Mixen lassen
sich einige grundsätzlich verschiedene Möglichkeiten unterscheiden, wobei
die beiden Extrema durch ein sogenanntes freies Mix-Netz auf der einen Seite
und Mix-Kaskaden (kurz: Kaskaden) auf der anderen Seite gegeben sind. Da-
zwischen existieren noch Abwandlungen, wie beispielsweise Mix-Netze mit
beschränkten Routen [Dane_03].
Jede dieser Verknüpfungsformen von Mixen hat ihre speziellen Vor- und
Nachteile bezüglich Sicherheit, Skalierbarkeit, Praktikabilität, Performance,
Effizienz etc. Ein entsprechender Vergleich und eine umfangreiche Diskussi-
on der Thematik „Freies Mix-Netz vs. Mix-Kaskaden“ läßt sich [BDDKP_05]
entnehmen. Generell läßt sich feststellen, daß kein klarer „Sieger“ existiert.
Für das AN.ON-System wurde festgelegt, daß als Verknüpfungsform derKaskaden zur
Verkettung von
Mixen
Mixe die Kaskade verwendet wird. Sie besitzt gegenüber dem Mix-Netz (freie
Folge) eine geringere Komplexität, was zu einfacherer Analyse bezüglich Si-
cherheit und zu erwartetem geringeren Aufwand in der Implementierung
führt. Es hat sich gezeigt, daß die freie Folge eine Reihe von Sicherheitspro-
blemen birgt, die bei Kaskaden nicht existieren [BePS_00]. Des weiteren ist
das AN.ON-System das einzige praktisch benutzbare Anonymisierungssy-
stem, das auf Mix-Kaskaden basiert. Daher wurde ein zusätzlicher Erkennt-
nisgewinn erwartet (gegenüber dem Einsatz eines freien Mix-Netzes).
Nachfolgend werden vier Begriffe verwendet, um Mixe an Hand ihrer un-
terschiedlichen Aufgaben zu klassifizieren. Dabei ergeben sich die Aufgaben
wiederum aus der Position eines Mixes innerhalb einer Kaskade. Entspre-
chend wurden die Begriffe gewählt: erster Mix, mittlerer Mix, letzter Mix, freier
Mix. Die Bezeichnungen „erster“ und „letzter“ sind aus Blickrichtung der
Nutzer zu verstehen und beschreiben eine eindeutige Position innerhalb ei-
ner Kaskade, während „mittlerer“ Mix lediglich verdeutlicht, daß sich der
Mix zwischen einem ersten und letzten Mix befindet, ohne dessen genaue Po-
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Abbildung 1.1: Architektur des Anonymisierungsdienstes AN.ON
sition anzugeben. Ein „freier“ Mix ist ein Mix, der momentan keiner Kaskade
zugeordnet ist. Generell ist ein Mix nie gleichzeitig Teil mehrerer Kaskaden.
Chaum hat bei der Entwicklung seiner Mixe vor allem nachrichtenori- Erweiterung der
Mixe um Kanäleentierte Dienste berücksichtigt (beispielsweise E-Mail). Im Ergebnis dessen
sind die ursprünglich von ihm konzipierten Verfahren weniger gut geeignet,
um datenstromorientierte Dienste zu anonymisieren. Um dennoch synchrone
Echtzeitkommunikation zu ermöglichen, kommt eine Erweiterung zum Ein-
satz, die auf den in [PfWa_86, PfPW_89] beschriebenen Ideen basiert. Dabei
werden sogenannte Kanäle aufgebaut (im folgenden als Mix-Kanäle bezeich-
net). Diese Kanäle realisieren zuverlässige verbindungsorientierte Bitströme
zwischen Sender und Empfänger.
Ein Mix-Kanal faßt mehrere logisch zusammengehörige Mix-Pakete zu-
sammen. Ein Mix-Paket bildet die grundlegende Protokolldateneinheit des
Mix-Protokolls. Mix-Kanäle besitzen die üblichen Zustandsübergänge ver-
bindungsorientierter Kommunikation: Kanal öffnen, Daten übertragen, Kanal
schließen.
Der Anonymisierungsdienst bietet nur die Möglichkeit, Klassen von Pro- Adressierung
xies zu adressieren, d. h. ein Nutzer kann nur entscheiden, daß seine Daten
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z. B. an einen HTTP↑-Proxy geschickt werden sollen. Die Proxies sind für
die weitere Verarbeitung der Daten gemäß des jeweiligen Proxy-Protokolls
zuständig. Ein Vorteil ist, daß die Verarbeitung des Proxy-Protokolls auf er-
probte und ausgereifte Komponenten ausgelagert werden kann, die oft noch
zusätzliche Funktionalität bieten (Zugriffskontrolle, Ressourcenbegrenzung,
Caching etc.). Des weiteren sind viele der nutzerseitig vorhandenen Anwen-
dungen (beispielsweise Web-Browser) in der Lage, Proxies in die Kommu-
nikationskette zwischen Client und Server einzubinden. Somit existiert eine
weit verbreitete und einfach zu benutzende Möglichkeit der Anbindung des
Anonymisierungsdienstes an die Anwendungen der Nutzer.
Darüber hinaus stellt die vorgesehene Adressierungsmethode aus prak-
tischer Sicht keine Einschränkung dar, da Proxy-Protokolle (beispielsweise
SOCKS↑ [RFC 1928]) für „einfache“ TCP/IP-Verbindungen existieren. Insbe-
sondere das SOCKS-Protokoll ist dabei so leichtgewichtig, daß ein eigenes
Protokoll, welches die Adressierung mit Hilfe von IP-Adressen und Port-
nummern erlauben würde, kaum weniger Overhead verursacht.
Neben den Mix-Servern, die den grundlegenden AnonymisierungsdienstJAP als Client-
Komponente bilden, wird eine Client-Komponente benötigt. Diese muß auf den Endsyste-
men (z. B. den Rechnern der Nutzer) installiert sein. Sie ist für den Transfer
der anonym zu übertragenden Daten zuständig und bereitet diese gemäß
dem Protokoll des zugrundeliegenden Anonymisierungsdienstes auf. Diese
Client-Komponente wird nachfolgend als JAP bezeichnet.
Um die Benutzung des Anonymisierungsdienstes zu erleichtern und demInfoService zur
Erhöhung der
Benutzbarkeit
Nutzer eine Rückmeldung über sein aktuelles Schutzniveau zu geben, wurde
ein dritter Bestandteil in das Gesamtsystem aufgenommen – der sogenannte
InfoService. Dieser ist mit einer Datenbank vergleichbar und hält Informa-
tionen über die aktuell verfügbaren Mix-Kaskaden, deren Auslastung etc.
zum Abruf bereit. Der JAP kann mit Hilfe der beim InfoService vorliegenden
Daten dem Nutzer eine Vorstellung über dessen momentane „Anonymität“
vermitteln.
Die gesamte Grob-Architektur läßt sich Abbildung 1.1 entnehmen.
1.4 Grundlegende Entwurfsentscheidungen
Der zu entwickelnde Anonymisierungsdienst soll sowohl benutzbar als auch
sicher sein. Dabei läßt sich keine generelle Priorität von Benutzbarkeit ge-
genüber Sicherheit festlegen. Ziel ist eine sinnvolle Verhältnismäßigkeit, da
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weder ein unbenutzbares aber sicheres noch ein unsicheres aber benutzbares
System hilfreich sind.
Im Falle eines Anonymisierungsdienstes ist im speziellen zu berücksich-
tigen, daß ein einzelner Nutzer zum Erreichen seines Schutzziels „Anony-
mität“ auf die Hilfe der anderen Nutzer des Anonymisierungsdienstes an-
gewiesen ist, die für ihn die Anonymitätsmenge bilden, innerhalb derer er
seine Aktivitäten „verstecken“ kann. Da die Benutzbarkeit wiederum star-
ken Einfluß auf die Anzahl von Nutzern hat, besteht letztlich ein direkter
Zusammenhang zwischen Sicherheit und Benutzbarkeit.
Dies stellt durchaus einen wesentlichen Unterschied zu anderen Sicher-
heitslösungen wie beispielsweise einem Programm zur Festplattenverschlüs-
selung dar. Natürlich wäre es auch bei einem solchen Werkzeug wünschens-
wert, wenn durch einfache Benutzbarkeit möglichst viele Menschen in die
Lage versetzt werden, ihre Festplatte zu verschlüsseln. Aber letztlich kann
ein Nutzer, dem es einmal gelungen ist die Hürden der Bedienbarkeit zu be-
wältigen, seinen Rechner absichern, ohne daß er darauf angewiesen ist, daß
dies auch anderen Nutzern gelingt.
Benutzbarkeit aus Sicht des Endanwenders beinhaltet, daß Installation und
Konfiguration der Client-Komponente einfach durchzuführen sind. Außer-
dem darf nicht das Gefühl aufkommen, daß die Nutzung des Anonymisie-
rungsdienstes den Zugriff auf das Internet stark einschränkt. Dies bedeutet
zum Beispiel, daß Durchsatz und Latenzzeit akzeptabel sind, was ein wich-
tiges Kriterium beim Entwurf des Systems ist.
Um möglichst vielen Menschen den Zugang zum Anonymisierungsdienst Java 1.1 und
Swing für die
Entwicklung des
JAP
zu ermöglichen, ist es notwendig, daß die Client-Komponente auf vielen
verschiedenen Hardware- und Betriebssystemplattformen ausgeführt werden
kann. Daher wurde als Programmiersprache und Ausführungsumgebung Ja-
va™ gewählt. Speziell fiel die Entscheidung zu Gunsten von Java 1.1. Neuere
Versionen von Java bieten zwar einen deutlich größeren Funktionsumfang,
der insbesondere in Hinblick auf die kryptographischen Primitive sehr hilf-
reich wäre. Andererseits wurde zu Beginn des Projektes unter MacOS und
zahlreichen Unix-Varianten nur Java 1.1 unterstützt.
Ein wichtiger Aspekt der Benutzbarkeit ist die Benutzungsschnittstelle. Die
Client-Komponente soll eine graphische Oberfläche besitzen, die die typi-
schen Anforderungen wie beispielsweise intuitive Bedienbarkeit, Ergonomie,
Aufgabenangemessenheit etc. erfüllt. Java 1.1 bietet zwei verschiedene Ansät-
ze, um Oberflächen zu erzeugen. Zum einen kann mit Hilfe der Funktionen
des Abstract Windows Toolkit (AWT) auf die vom Betriebssystem bereitge-
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stellten Elemente wie Fenster, Buttons, Textfelder etc. zurückgegriffen wer-
den. Zum anderen bietet sich mit den Java Foundation Classes (JFC oder
auch Swing) die Möglichkeit, betriebssystemunabhängig Oberflächen zu ge-
stalten. Dies wird dadurch erreicht, daß Swing die einzelnen Bestandteile der
Oberfläche selbst zeichnet. Swing bietet generell mehr gestalterische Mög-
lichkeiten und eine größere Plattformunabhängigkeit verglichen mit AWT,
so daß Swing gewählt wurde.
Die Mixe bilden, wie oben erwähnt, die zentralen VerarbeitungseinheitenC++ als Program-
miersprache für
die Mixe
des Gesamtsystems. Ein Mix muß die Datenströme sehr vieler Nutzer ver-
arbeiten. Deshalb wird beim Design und der Implementierung sehr großer
Wert auf Optimierung bezüglich Ausführungsgeschwindigkeit gelegt. Als
Programmiersprache wurde daher C++ gewählt, wobei auch hier ähnlich wie
bei der Verwendung von Java für den JAP Einschränkungen bezüglich des be-
nutzten Sprachumfangs gelten, da auch die Mix-Software auf möglichst vie-
len unterschiedlichen Plattformen ausführbar sein soll. So wurde auf die Ver-
wendung von Templates und der Standard Template Library, Runtime Type
Information, Namespaces, Exceptions etc. verzichtet. Zwar wurde bereits im
Jahre 1998 die Programmiersprache C++ unter Einbeziehung der erwähnten
Eigenschaften standardisiert [ISO/IEC 14882:1998] – jedoch dauerte es noch
eine ganze Weile, bis die auf den unterschiedlichen Plattformen verwendeten
C++ Compiler den Standard hinreichend gut unterstützten [MaPG_03].
Es ist ausdrücklich kein Ziel, wiederverwertbaren Code zu schaffen. Inner-
halb des Projektes erfolgt eine Wiederverwendung bei ähnlichen Problemen
(z. B. mittels Generalisierung und Vererbung etc.) nur, wenn sich dadurch
keine Verschlechterung der Performance ergibt. Andernfalls wird jeweils ei-
ne eigene, spezialisierte Klasse entwickelt. Die Robustheit ist gegenüber der
Performance ebenso zweitrangig. Dies bedeutet beispielsweise, daß beim Ent-
wurf einer Methode mehrere Vorbedingungen definiert werden, deren Ein-
haltung die Methode selbst jedoch nicht überprüft (also z. B. ob Parameter
Elemente des zulässigen Wertebereiches sind etc.).
Wie in Kapitel 2.1 noch ausführlicher begründet wird, bildet das TCP/IP-Multiplexen von
Mix-Paketen auf
Verbindungs-
ebene
Protokoll die Basis der Kommunikation zwischen den Mixen und zwischen
JAP und dem ersten Mix einer Kaskade. Alle zwischen benachbarten Enti-
täten zu übermittelnden Mix-Pakete werden über genau eine TCP/IP-Verbin-
dung mittels Multiplexen übertragen. Auf diese Weise sollen Leistungsbeein-
trächtigungen vermieden werden, wie sie sich beispielsweise bei HTTP 1.0
ergeben, wo für jede Anfrage in der Regel eine neue TCP/IP-Verbindung
aufgebaut wird [WWW:Sper_94].
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Um Konfigurations- und Benutzbarkeitsprobleme zu vermeiden, die sich Vermeidung von
Problemen mit
NAT und
Firewalls
aus dem nutzerseitigen Einsatz von Network Adress Translation (NAT↑) und
Firewalls ergeben, soll zum einen die Kommunikation mit den Komponen-
ten des Anonymisierungsdienstes über wenige, bekannte Portnummern er-
folgen, zum anderen sollen clientseitig keine eingehenden Verbindungen not-
wendig sein. Das FTP-Protokoll ist ein gutes Beispiel für die Vielzahl an Pro-
blemen, die sich ergeben, wenn obiges nicht beachtet wird [WWW:Glea_05].
Darüber hinaus soll es ausreichen, wenn nur der InfoService und erste Mi-
xe direkt erreichbar sind, während dies für mittlere und letzte Mixe nicht not-
wendigerweise gelten muß. Auf diese Weise sollen sich Szenarien realisieren
lassen, wie sie bereits in [Pfitz_85] angedacht wurden, bei denen sich die Mi-
xe einer Kaskade konzentriert an einem Ort befinden (beispielsweise ein Re-
chenzentrum) und die Kaskaden-interne Kommunikation folglich nicht über
das globale Internet erfolgen muß, so daß die betreffenden Mix-Server – auch
aus Kostengründen – mit diesem gar nicht unmittelbar verbunden sind.
1.5 Kooperationen und Unterstützung bei der
Umsetzung
Bevor in den nachfolgenden Kapiteln konkret beschrieben wird, wie die vor-
geschlagenen Lösungen bezüglich der in den vorherigen Kapiteln skizzierten
Ziele aussehen, soll hervorgehoben werden, daß es sich bei der Bearbeitung
des AN.ON-Projektes insgesamt keinesfalls um eine Einzelleistung handelt.
Vielmehr haben viele Beteiligte zusammengearbeitet, um das Erreichte zu
schaffen. Da es auf Grund der langen Projektlaufzeit und der vielen Einflüs-
se, Anregungen und Ideen sowie der subjektiven Wahrnehmung schwierig
ist, einen detaillierten und möglichst objektiven Bericht über die Beiträge je-
des Einzelnen, der zum AN.ON-Projekt beigetragen hat, zu geben, werden
hier nur die wesentlichen Fremdbeiträge mit direktem Bezug zu den nach-
folgenden Ausführungen erwähnt.
Zunächst sei noch einmal darauf hingewiesen, daß AN.ON als Gesamt-
projekt auf zwei wesentlichen Fundamenten stand: zum einen dem Teilpro-
jekt „Effiziente und skalierbare Realisierung von unbeobachtbarer und an-
onymer Kommunikation im Internet“ des DFG-Schwerpunktprogramms „Si-
cherheit in der Informations- und Kommunikationstechnik“ (Januar 2000 –
Dezember 2005) sowie dem BMWi-Projekt „Anon: Starke Unbeobachtbarkeit
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und Anonymität im Internet“ (Januar 2001 –März 2006). Während Ersteres
der Grundlagenforschung diente war Letzteres klar auf die praktische Um-
setzung, einschließlich der Untersuchung der juristischen Rahmenbedingun-
gen ausgerichtet. Dementsprechend war das BMWi-Projekt zweigeteilt or-
ganisiert: einerseits in die Entwicklung und Implementierung des Systems
und andererseits in die Untersuchung der juristischen Rahmenbedingungen.
Ersteres wurde zu wesentlichen Teilen durch den Teilprojektleiter Hannes Fe-
derrath und seine Mitarbeiter erbracht (zunächst an der TU Dresden, dann an
der FU Berlin und schließlich an der Universität Regensburg). Die juristische
Betreuung lag nahezu ausschließlich in den Händen von Marit Hansen (Teil-
projektleiterin) und ihren Mitarbeitern des Unabhängigen Landeszentrums
für Datenschutz Schleswig-Holstein.
Als Antragsteller und Teilprojektleiter haben Hannes Federrath und Marit
Hansen ganz wesentlichen Einfluß auf die Projektziele und den Projektver-
lauf gehabt. Hannes Federrath hat in der Projektanfangsphase starken Ein-
fluß auf die Gestaltung des JAP genommen (siehe Kapitel 4.2.1), sowie die
Verwendung von HTTP und XML↑ als Grundlage der Kommunikation mit
dem InfoService festgelegt (siehe Kapitel 3.2). Oliver Berthold hat das Pro-
gramm zur automatischen Konfiguration der Proxy-Einstellungen im Brow-
ser entwickelt (siehe Kapitel 4.1.2). In der späteren Projektphase hat Rolf
Wendolsky als Mitarbeiter von Hannes Federrath an der Universität Regens-
burg starken Einfluß auf die weitere Entwicklung des JAP genommen. Rolf
Wendolsky ist gleichzeitig einer der Gründer der Firma JonDos GmbH, die
sich besonders stark auf allen Gebieten engagiert, die mit der Kommerziali-
sierung des Dienstes zu tun haben. Hier ist vordergründig die Weiterentwick-
lung des Bezahlprotokolls zu erwähnen, aber auch Entwicklung im Bereich
des Managements des Mix-Betriebes (hier insbesondere die Weiterentwick-
lung des graphischen Tools zur Konfiguration eines Mixes) sowie allgemein
der Qualitätsverbesserung.
Andreas Westfeld und Rainer Böhme, Mitarbeiter am Lehrstuhl Daten-
schutz und Datensicherheit der TU Dresden, haben Unterstützung bei der
Auswertung der empirischen Untersuchung zum Einfluß der Verzögerungs-
zeit auf das Nutzerverhalten (siehe Kapitel 6.4) gegeben. Die grundlegenden
Anregungen zu der Untersuchung gehen dabei auf den Lehrstuhlinhaber
Andreas Pfitzmann zurück.
Rainer Böhme hat darüber hinaus bei der Konzeption der Studie zu den
Auswirkung der Vorratsdatenspeicherung (siehe Kapitel 7.6.2) mitgewirkt
und in wesentlichen Teilen die theoretischen Betrachtung dazu (Kapitel 7.6.3)
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erarbeitet.
Petr Švenda von der Masaryk Universität, Brno, Tschechische Republik,
hat das Java Card Applet für die im Rahmen der Vorratsdatenspeicherung
verwendeten Chipkarten implementiert (siehe Kapitel 7.7.1).
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Das Mix-Protokoll verwendet das Konzept des Overlay-Netz↑ (engl.: overlay
network). Bei dem zugrundeliegenden Netz handelt es sich um das Internet.
Als Basis dient das TCP/IP-Protokoll.
Nachfolgend wird zunächst die Einordnung des Anonymisierungsdien-
stes in das TCP/IP-Referenzmodell beschrieben, wobei erläutert wird, auf
welche Schicht der Anonymisierungsdienst aufbaut und welche Dienste er
bereitstellt. Anschließend werden die für die Etablierung einer Mix-Kaskade
notwendigen Annahmen und Festlegungen sowie zugehörige Protokolle be-
schrieben. Den Abschluß bilden Darlegungen, die sich mit dem eigentlichen
Ende-zu-Ende-Datenaustausch beschäftigen und die damit verbundenen Pro-
tokolle und Mechanismen erläutern.
2.1 Einordnung in das TCP/IP-Referenzmodell
In diesem Kapitel wird die Frage diskutiert, auf welcher Schicht des TCP/IP-
Referenzmodells der Anonymisierungsdienst aufbauen und welche Dienste
er für höhere Schichten erbringen soll.
Dabei wird von einem vierschichtigen TCP/IP-Referenzmodell ausgegan-
gen (in Anlehnung an [Tan_98, RFC 1122], siehe Abbildung 2.1). Erwähnt
sei, daß dieses Referenzmodell lediglich ein Mittel zur Erklärung der Archi-
tektur, Protokolle und Mechanismen der Internet-Kommunikation darstellt –
im Gegensatz beispielsweise zum ISO/OSI-Referenzmodell, das mit seiner
strikten Schichteneinteilung eher als Konstruktionsanleitung für Netze zu
verstehen ist. Insofern kann das TCP/IP-Referenzmodell und insbesondere
der Versuch einer Schichteneinteilung nur eine ungenaue theoretische Abbil-
dung der eher pragmatischen Entscheidungen, die hinter dem Entwurf der
Internet-Architektur stehen, darstellen. So wird beispielsweise in [RFC 3439]
unter der Überschrift »Layering Considered Harmful« explizit gegen eine
strikte Schichteneinteilung argumentiert.
Da der Anonymisierungsdienst auf dem Mix-Prinzip beruhen soll und so-
mit eine Client-Server-Kommunikation notwendig ist und da ferner davon
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Anwendungs-
schicht
HTTP
IP Version 4
Internet-
SchichtVersion, Kopflänge, Dienst, Länge, Identifikation, Flags (DF, MF), Offset, TTL, Protokoll, Prüfsumme, Absenderadresse, Empfängeradresse, optionale Daten
TCP
Quellport, Zielport, Folgenr., Bestätigungsnr., Kopflänge, Flags (URG, ACK, PSH, 
RST, SYN, FIN), Fenstergröße, Prüfsumme, Urgent-Zeiger, optionale Daten 
Transport-
schicht
SMTP FTP Telnet
Netzzugangs-
schichtEthernet WLAN
ATM
UMTS
Abbildung 2.1: TCP/IP-Referenzmodell nach [Tan_98] mit einer Auswahl
möglicher Protokolle. Die Angaben beim IP- bzw. TCP-
Protokoll beziehen sich auf die jeweils im Kopfteil übertra-
genen Parameter.
ausgegangen wird, daß sich nicht alle Clients und Server im selben Netz
befinden, ist als Basis ein Protokoll notwendig, das entsprechende Ende-zu-
Ende-Kommunikation ermöglicht. Im Falle des TCP/IP-Referenzmodells be-
deutet dies, daß der Anonymisierungsdienst auf Dienste der Transport- bzw.
Anwendungsschicht aufbauen muß.
Um den Overhead möglichst gering zu halten, wurde entschieden, das An-TCP als Trans-
portprotokoll onymisierungsprotokoll nicht auf einem vorhandenen Anwendungsprotokoll
(beispielsweise HTTP) basieren zu lassen, sondern direkt auf den Diensten
der Transportschicht aufzubauen. Dabei fiel die Wahl auf das verbindungs-
orientierte, zuverlässige TCP anstelle des verbindungslosen, nicht zuverlässi-
gen UDP1. Die Begründung hierfür ist vielschichtig. Unter Benutzbarkeitsge-
sichtspunkten bietet TCP den Vorteil, daß in „ungewöhnlichen“ Netzkonfi-
1 SCTP, als weiteres Transportprotokoll, wurde erstmals im Oktober 2000 und somit nach dem
Entwurf des Anonymisierungsprotokolls standardisiert. Zwar könnten sich im Detail Vorteile
durch die Verwendung von SCTP gegenüber TCP ergeben – ein nicht zu vernachlässigender
Nachteil ist jedoch, daß zur Zeit Implementierungen von SCTP nicht für alle bedeutenderen
Betriebssysteme zur Verfügung stehen.
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gurationen (d. h. beispielsweise in Umgebungen mit restriktivem Internet-
Zugang, der mittels Firewalls und Proxies kontrolliert wird, bzw. Umge-
bungen, bei denen der Internet-Zugang über mehrere NAT-Router hinweg
erfolgt) die Wahrscheinlichkeit, eine TCP/IP-Verbindung etablieren zu kön-
nen, in der Regel höher ist, verglichen mit einem stabilen Austausch von
UDP-Datagrammen.
Demgegenüber wäre ein Vorteil des Einsatzes von UDP, daß auf Grund
der Zustandslosigkeit des Protokolls wesentlich weniger Ressourcen, vor al-
lem auf Serverseite, benötigt werden. Dies betrifft neben den unmittelbar
vom Betriebssystem benötigten Ressourcen (insbesondere Speicherplatz und
Rechenleistung) auch Ressourcen auf Anwendungsebene wie beispielsweise
Sockets. Im Falle von TCP/IP ist jeder Verbindung ein Socket zugeordnet,
somit können sich zu einem Mix maximal so viele Clients verbinden, wie
Sockets auf dem Server verfügbar sind. Selbst in aktuellen Betriebssystemen
ist die Anzahl der Sockets in der Standardkonfiguration auf typischerweise
einige wenige Tausend limitiert. Diese Zahl ist oftmals noch wesentlich ge-
ringer im Bereich des kommerziell angebotenen Hostings virtueller Server,
wo die Begrenzung der Anzahl möglicher Sockets als Mittel verwendet wird,
um mögliche Ressourcenengpässe beim Betrieb mehrerer virtualisierter Be-
triebssysteme auf einem physischen Server zu vermeiden. Bei Verwendung
von UDP würde ein Socket ausreichen, um eine beliebig große Anzahl von
Clients bedienen zu können. Darüber hinaus wäre der Verwaltungsaufwand
auf dem Mix deutlich geringer.
Jedoch sprechen weitere Argumente gegen die Verwendung von UDP. Da-
bei handelt es sich um Überlegungen, die mit der Sicherheit des Mix-Pro-
tokolls zu tun haben. Soll das Mix-Protokoll Schutz auch gegen starke An-
greifer bieten, die beispielsweise in der Lage sind, große Teile des Netzes zu
überwachen, so ergibt sich daraus, daß das Mix-Protokoll einen durch Netz-
fehler verursachten Datenverlust (beispielsweise in Form verlorengegangener
UDP-Pakete) nicht ignorieren darf. Andernfalls könnte ein Angreifer durch
Beobachtungen vor und nach einer Mix-Kaskade Rückschlüsse auf Kommu-
nikationsbeziehungen ziehen. Im einfachsten Fall würde er beispielsweise
die Datenpakete eines Senders unterdrücken (in diesem Sinne einen Daten-
verlust simulieren) und beobachten, welcher Empfänger daraufhin keine Da-
ten mehr vom letzten Mix erhält. In Anhang A.3 werden darüber hinaus aus
Sicherheitsüberlegungen weitere Anforderungen insbesondere an die Dienst-
güte des für das Mix-Protokoll verwendeten Transportprotokolls abgeleitet,
die durch UDP nicht zu erfüllen sind.
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Nun soll die Frage diskutiert werden, welche Dienste der Anonymisie-Diskussion der
durch den
Anonymisie-
rungsdienst
bereitgestellten
Dienste
rungsdienst anbietet, d. h. unterhalb welcher Schicht er angesiedelt werden
sollte. Prinzipiell überlegenswert ist eine Anordnung unmittelbar unterhalb
der Internet-Schicht, der Transportschicht oder der Anwendungsschicht.
Ersteres würde bedeuten, daß das Client-Programm des Anonymisierungs-
dienstes die vom Netzstapel des Betriebssystems erstellten IP-Pakete entge-
gennimmt und über den Anonymisierungsdienst an den jeweiligen Empfän-
ger versendet. Ein Vorteil wäre, daß bei dieser Umsetzung die Benutzung
des Anonymisierungsdienstes für die Anwendungsprogramme transparent
erfolgt, so daß diese weder verändert noch umkonfiguriert werden müßten.
Dies war sicher einer der Gründe, warum die Firma Zero-Knowledge Sy-
stems, Inc. für ihren Anonymisierungsdienst Freedom diesen Weg gewählt
hat (siehe Anhang A.7).
Allerdings existiert auch eine Reihe von Nachteilen. So bedarf es bei dieser
Umsetzung einer tiefen Integration in das jeweilige Betriebssystem, was ge-
gebenenfalls bedeutet, daß Treiber oder Module für den Betriebssystemkern
entwickelt werden müssen, um überhaupt eine Möglichkeit zu haben, an die
IP-Pakete vor ihrem Versenden über die Netzschnittstelle zu gelangen. Dies
wiederum impliziert einen immensen Aufwand in der Entwicklung, da für
jedes Betriebssystem (und im Extremfall jede Betriebssystemversion) eigene
Komponenten zu entwickeln wären. Vermutlich ist dies der Grund, warum
ein Client für den Anonymisierungsdienst Freedom für das Betriebssystem
Linux nur mit erheblicher Verspätung und der angekündigte Client für das
Betriebssystem Mac OS (bzw. Mac OS X) nie veröffentlicht wurde. Des wei-
teren sind bei einer derartigen Lösung Probleme bei der Installation zu er-
warten, da die notwendigen Eingriffe in das Betriebssystem entsprechende
Administratorrechte voraussetzen. Auf Grund der aus Sicherheitssicht sinn-
vollen Trennung in wenig privilegierte Nutzer und Administratoren ist davon
auszugehen, daß ein potentieller Nutzer, beispielsweise im beruflichen Um-
feld, in Internet-Cafes oder bei der Benutzung sonstiger Fremdrechner, die
zur Installation notwendigen Rechte nicht besitzt. Abschließend können sich
auch beim Betrieb Probleme ergeben, da Fehler in den betriebssystemnahen
Komponenten zu Instabilität des gesamten Betriebssystems führen können.
Darüber hinaus ist davon auszugehen, daß bei einer Anbindung unter-
halb der Internet-Schicht die Effizienz der gesamten Übertragung nicht opti-
mal ist. Dies liegt beispielsweise daran, daß das Anonymisierungsprotokoll
selbst (wie oben erläutert) eine zuverlässige Ende-zu-Ende-Kommunikation
ermöglicht – wohingegen beim Entwurf der Internet-Schicht explizit davon
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ausgegangen wurde, daß dies nicht der Fall ist. So würden beispielsweise
unnötigerweise Prüfsummen im Kopf eines jeden IP-Pakets zur Erkennung
von Übertragungsfehlern berechnet und entsprechend Übertragungskapazi-
tät verschwendet werden.
Des weiteren ergeben sich Sicherheitsprobleme, wenn die IP-Pakete unver-
ändert vom Netzstapel des Betriebssystems übernommen werden [Murd_07].
Neben offensichtlichen Informationen, die vor der Übertragung verändert
werden müssen, wie beispielsweise die Absender-IP-Adresse, existieren auch
subtilere Probleme. Jedes Betriebssystem implementiert die Protokolle der
Internet-Schicht mit eigenen, nicht standardisierten Algorithmen. Dies kann
dazu führen, daß an Hand der im Kopf der IP-Pakete übertragenen Infor-
mationen (beispielsweise gesetzte Optionen, gewählte Parameter etc.) Rück-
schlüsse auf das verwendete Betriebssystem möglich sind. Dies widerspricht
dem Grundgedanken der Anonymisierung, so daß an den IP-Paketen wei-
tere Anpassungen vorzunehmen wären, wobei unklar ist, welche Daten alle
ersetzt werden müßten. Daher wäre die einzig sinnvolle Entscheidung, alle
Felder mit einheitlichen (genauer: gemäß einheitlicher Algorithmen ermittel-
ten) Werten zu überschreiben. Dies wiederum würde den Vorteil, sich eben
nicht um die Verarbeitung innerhalb der Internet-Schicht kümmern zu müs-
sen, zum Teil zu nichte machen.
Insgesamt erfolgte daher aus den dargelegten Gründen keine Einordnung
des Anonymisierungsdienstes unterhalb der Internet-Schicht.
Viele der oben aufgeführten Argumente lassen sich auch auf eine Anord-
nung des Anonymisierungsdienstes oberhalb der Internet-Schicht jedoch un-
terhalb der Transportschicht übertragen. Aus pragmatischer Sicht ergeben
sich die gleichen Probleme bezüglich Installation und Betrieb, da auch für
diese Lösung eine tiefe Integration in den Netzstapel des jeweiligen Betriebs-
systems notwendig ist. Auch bezüglich der Effizienzbetrachtungen lassen
sich Parallelen ziehen. So besitzen auch die UDP- bzw. TCP-Pakete in ihrem
Kopfteil jeweils ein Feld für eine Prüfsumme zur Fehlererkennung. Darüber
hinaus ist insbesondere bei der Verwendung von TCP auf Anwendungsebe-
ne von einer schlechten Gesamtperformance auszugehen, da in diesem Fall
eine TCP-Verbindung (die der Anwendung) über eine TCP-Verbindung (die
des Anonymisierungsdienstes) getunnelt werden würde. Dabei können sich
die den jeweiligen TCP-Verbindungen zugeordneten Flußkontrollen negativ
beeinflussen [HOII_05].
Des weiteren gelten insbesondere bezüglich TCP die oben erwähnten Si-
cherheitsbetrachtungen. TCP hat dabei, verglichen mit IP, mehr Parameter im
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Kopfteil der TCP-Pakete und damit verbunden mehr Freiheitsgrade bei de-
ren (algorithmischer) Auswahl, so daß die Gefahr einer Deanonymisierung
besteht, wenn die Parameterwerte nicht entsprechend gefiltert werden. Aus
den dargelegten Gründen wurde daher auch keine Einordung des Anonymi-
sierungsdienstes unterhalb der Transportschicht vorgenommen.
Die Wahl fiel somit auf einen Ansatz, bei dem sich der Anonymisierungs-Einordnung
oberhalb der
Transport- und
unterhalb der
Anwendungs-
schicht
dienst oberhalb der Transportschicht aber unterhalb der Anwendungsschicht
befindet. Bei dieser Lösung ist kein Eingriff in das Betriebssystem notwen-
dig. Auch Anpassungen von Anwendungsprogrammen sind typischerweise
nicht erforderlich, da viele Anwendungsprogramme bereits Einstellungen für
Proxies enthalten und somit die Möglichkeit bieten, ihr jeweiliges Anwen-
dungsprotokoll über entsprechende Proxy-Protokolle zu tunneln. Im Falle
eines Web-Browsers beinhaltet dies etwa die Möglichkeit, einen HTTP-Proxy
zu benutzen.
Mit dem SOCKS-Protokoll existiert darüber hinaus ein leichtgewichtiges
Proxy-Protokoll für die Transportschichtprotokolle UDP und TCP. Dabei rea-
lisiert das SOCKS-Protokoll lediglich die gemäß UDP bzw. TCP notwendige
Ende-zu-Ende-Datenkommunikation – ohne dabei Parameter aus den Kopf-
teilen der UDP- bzw. TCP-Pakete mit zu übertragen, so daß die oben aufge-
führten Sicherheits- bzw. Effizienzprobleme nicht auftreten. Darüber hinaus
existieren Bibliotheken, die die von Anwendungen typischerweise genutz-
ten Standardbibliotheken so modifizieren bzw. ersetzen, daß die durch diese
Standardbibliotheken bereitgestellte Funktionalität zum Zugriff auf das Netz
(beispielsweise das Etablieren einer TCP/IP-Verbindung) derart ersetzt wird,
daß sie mit Hilfe eines SOCKS-Proxies erfolgt. Auf diese Weise lassen sich
auch Anwendungen, die eigentlich keine Möglichkeit der Anbindung des
Anonymisierungsdienstes enthalten, mit diesem benutzen.
2.2 Digitale Identität eines Mixes
Jeder Mix besitzt eine „digitale Identität“. Unter Benutzbarkeits- und Sicher-
heitsaspekten ist es dabei sinnvoll, wenn dieser digitalen Identität beweisbar
Informationen zugeordnet werden können. Bei diesen Informationen kann es
sich beispielsweise um Angaben über Betreiber und Standort des Mixes, An-
gaben zur benutzten Mix-Software, zur Auslastung usw. handeln. Letztlich
also um Informationen, die es einem Nutzer ermöglichen, besser einzuschät-
zen, welche Mixe er für vertrauenswürdig hält und welche Mix-Kaskade er
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folglich als die „sicherste“ ansieht.
Idealerweise würde ein Nutzer vor jeder Benutzung einer gegebenen Kas-
kade deren relevante Informationen überprüfen, bevor er sie auswählt. Dies
stellt allerdings eine aus Benutzbarkeitssicht viel zu große Hürde dar. Inso-
fern ist der Regelfall, daß ein Nutzer die Informationen einmal überprüft
und bei Akzeptanz die Kaskade im JAP zur Benutzung „freischaltet“. Dies
gilt dann solange, bis sich eine der digitalen Identitäten der Mixe der Kaska-
de ändert.
Die digitale Identität eines Mixes ist mit dem Besitz eines Signaturschlüs-
sels sMix verbunden, d. h. ein Mix weist nach, daß er eine bestimmte digitale
Identität hat, indem er digitale Signaturen mit dem mit der digitalen Identi-
tät verknüpften digitalen Signaturschlüssel leistet. Mit Hilfe dieser digitalen
Signaturen kann der Mix Dritten beweisen, daß von ihm versendete Nach-
richten auch tatsächlich von ihm stammen.
Die digitale Identität eines Mixes wird mit einem eindeutigen Identifikator
bezeichnet, der sogenannten Mix-ID. Um die Verknüpfung zwischen Mix-ID
und dem zugehörigen Signaturschlüssel (oder genauer mit dem zur Über-
prüfung der digitalen Signatur benötigten Signaturtestschlüssel2 tMix) mög-
lichst einfach zu halten, wird die Mix-ID so gewählt, daß sie sich aus dem
Testschlüssel berechnen läßt.
Die Berechnung der Mix-ID geschieht dabei wie folgt:
Mix-ID = SHA1 (EncodeDER (SPKI (tMix))) (2.1)
wobei (bezüglich der weiteren Notation siehe Anhang G):
SPKI (tMix) ASN.1-Datenstruktur des Testschlüssels tMix gemäß des
„Subject Public Key Info“-Eintrags in einem X.509v3-
Zertifikat gemäß [RFC 3280].
Anmerkung: Im Falle, daß es sich bei tMix um einen DSA-
Testschlüssel handelt, müssen beim „Algorithm Identi-
fier“ des „Subject Public Key Info“-Eintrags die DSA-
Parameter gemäß [RFC 3279] mit angegeben werden.
Die Verknüpfung einer Mix-ID mit dem zugehörigen Signaturtestschlüssel
ist für manche Informationen hinreichend. Dazu zählen beispielsweise Infor-
mationen über den aktuellen Status eines Mixes, wie etwa dessen aktuelle
2 Im folgenden kurz als Testschlüssel bezeichnet.
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Nutzerzahl. Dies ergibt sich daraus, daß ein Nutzer nach erfolgreicher An-
meldung (siehe Kapitel 2.3) sicher weiß, welche Mix-IDs die Mixe der von
ihm gewählten Kaskade haben.
Für die Einschätzung der Vertrauenswürdigkeit eines Mixes bzw. einer
kompletten Mix-Kaskade ist obige Bindung von Informationen an eine Mix-
ID jedoch nicht ausreichend. Ein damit verbundener Entscheidungsprozeß
schließt neben den eigentlichen Informationen (wie beispielsweise über den
Betreiber eines Mixes, den Standort des Mixes, die verwendete Software etc.)
auch die Frage mit ein, wie verläßlich die Angaben sind. Letzteres läßt sich in
vielen Fällen nicht allein durch technische Maßnahmen absichern. Vielmehr
wird mit Hilfe sogenannter Vertrauensmodelle ausgedrückt, wem man in ei-
nem gegebenen Kontext bezüglich welcher Eigenschaften vertrauen muß, um
eine gewünschte Vertrauenswürdigkeit zu erreichen.
Eine Möglichkeit ist dabei das hierarchische Vertrauensmodell, wie es bei-
spielsweise in X.509 basierten Public Key Infrastrukturen eingesetzt wird. Da-
bei werden ausgehend von einer Wurzelzertifizierungsinstanz über ein oder
mehrere Zwischenzertifizierungsinstanzen die in einem Zertifikat hinterleg-
ten Informationen beglaubigt.
Ein anderes Modell ist das sogenannte „Web of Trust“. Dabei kann jedes
Zertifikat eines Mitgliedes des „Web of Trust“ eine Menge von Beglaubigun-
gen durch Mitglieder des „Web of Trust“ enthalten. Diese Beglaubigungen
können zusätzlich gewichtet sein. Auf diese Weise entsteht ein gerichteter,
gewichteter Graph, mit dessen Hilfe basierend auf den Annahmen des Ver-
trauensmodells die Vertrauenswürdigkeit der einzelnen Zertifikate bestimmt
werden kann.
In [Hams_01] findet sich eine ausführliche Analyse der Vor- und Nachteile
verschiedener Vertrauensmodelle für die Benutzung bei AN.ON. Außerdem
wird dort auch umfangreich beschrieben, welche Informationen durch wel-
che Parteien veröffentlicht werden sollten, um die Entscheidung eines Nut-
zers bezüglich der Vertrauenswürdigkeit einer gegebenen Mix-Kaskade zu
erleichtern.
Momentan ist bei AN.ON ein hierarchisches Vertrauensmodell implemen-
tiert. Für die Umsetzung wurde auf den X.509 Standard zurückgegriffen. Je-
der Mix-Betreiber besitzt ein Betreiberzertifikat, das Angaben über ihn ent-
hält und durch eine Wurzelzertifizierungsstelle ausgestellt wurde. Ein Mix-
Betreiber wiederum stellt die Zertifikate für die Beglaubigungen der digitalen
Identitäten der von ihm betriebenen Mixe aus.
Die Client-Software wird mit mehreren Zertifikaten über öffentliche Test-
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schlüssel von Wurzelzertifizierungsstellen ausgeliefert. Dabei handelt es sich
um Zertifizierungsstellen, die durch das AN.ON-Projekt bzw. die Firma Jon-
Dos betrieben werden. Ein Nutzer kann aber frei konfigurieren, welche Zer-
tifikate durch die Client-Software für welche Zwecke benutzt werden sollen.
So ist es beispielsweise möglich, auf bestehende Public Key Infrastrukturen
zurückzugreifen, die etwa zur Absicherung der Kommunikation im Web exi-
stieren. Der Nutzer muß in diesem Fall die entsprechenden Zertifikate der
Wurzelzertifizierungsstellen in die Client-Software importieren.
Eine andere Möglichkeit ist, daß ein Nutzer ganz explizit ausschließlich
Mix-Betreiber Zertifikate von seiner Meinung nach vertrauenswürdigen Mix-
Betreibern in der Client-Software konfiguriert.
Abschließend sei angemerkt, daß die Zertifizierungshierarchien für unter-
schiedliche Informationsarten logisch getrennt sind. Dies bedeutet beispiels-
weise, daß ein Wurzelzertifikat, das für die Überprüfung der Integrität der
Client-Software Anwendung findet, nicht automatisch verwendet wird, um
die Integrität der Informationen über einen Mix-Betreiber zu überprüfen.
Stellt sich abschließend die Frage, wann und wie ein Mix eine neue digitale
Identität erhalten sollte. Wie oben erwähnt, ist ein wesentlicher Grund für die
Konstruktion der digitalen Identität eines Mixes, den Nutzern Informationen
bezüglich dieses Mixes zukommen zu lassen, an Hand derer die Nutzer ihre
Entscheidungen bezüglich der Vertrauenswürdigkeit und somit letztlich der
Sicherheit der von ihnen gewählten Kaskade treffen können. Insofern wäre
ein konservativer Ansatz, die digitale Identität eines Mixes immer dann zu
ändern, wenn sich an der Konfiguration des Mixes in irgendeiner Form et-
was ändert, etwa wenn eine neue Softwareversion des Mixes verwendet wird
oder im Zuge der Verpflichtung zur Vorratsdatenspeicherung das Aufzeich-
nen von Logdaten aktiviert wird.
Auf der anderen Seite dürfte dieses konservative Vorgehen dazu führen,
daß sich die digitale Identität eines Mixes zu oft „grundlos“ ändert, wenn
beispielsweise nur das Verzeichnis für die Aufzeichnung der Logdateien ge-
ändert wird oder eine andere Portnummer für die Netzkonfiguration ange-
geben wird. Letztendlich liegt es in jedem Fall in der Verantwortung des Mix-
Betreibers, sicherheitsrelevante Änderungen der Mix-Software auch „mitzu-
teilen“ – unabhängig davon, ob diese dann eine neue digitale Identität für
den Mix erzeugen oder nicht. Daher wurde festgelegt, die Entscheidung, ob
eine neue digitale Identität für den Mix erforderlich ist oder nicht, allein dem
Mix-Betreiber zu überlassen.
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2.3 Verbindungsmanagement
Nachfolgend wird beschrieben, wie die Anmeldung eines Nutzers an einer
Mix-Kaskade und wie die Verwaltung der (TCP/IP-)Verbindung zwischen
einem JAP und einem ersten Mix erfolgen. Anschließend wird erläutert, wie
der Aufbau der Verbindung zwischen zwei Mixen abläuft und wie deren
Verbindung verwaltet wird.
Bevor ein Nutzer eine Mix-Kaskade benutzen kann, muß er sich bei ihr an-
melden. Die Anmeldung dient im wesentlichen dazu, dem Nutzer alle not-
wendigen Parameter der Kaskade mitzuteilen. Dazu gehören unter anderem:
• Anzahl und digitale Identitäten der Mixe in der Kaskade,
• Version des verwendeten Mix-Protokolls,
• öffentliche Verschlüsselungsschlüssel der Mixe der Kaskade.
Nach erfolgreicher Anmeldung kann der Nutzer die Kaskade solange nut-
zen (d. h. anonym Daten übertragen), bis er sich von der Kaskade abgemeldet
hat.
Nachfolgend werden Anmeldung und Abmeldung im Detail beschrieben.
2.3.1 Anmeldung bei einer Mix-Kaskade
Die Anmeldung bei einer Mix-Kaskade erfolgt durch eine mehrschrittige In-
teraktion mit ausschließlich dem ersten Mix der Kaskade. Bei den dabei aus-
getauschten Nachrichten handelt es sich um XML-Strukturen. Deren genaue
Beschreibung läßt sich Anhang E.2 entnehmen.
Zunächst etabliert der Nutzer eine TCP/IP-Verbindung mit dem ersten
Mix der Kaskade. Daraufhin sendet der Mix Informationen über die Kaska-
de wie z. B. die verwendete Version des Mix-Protokolls, die Anzahl der Mixe
in der Kaskade, deren öffentliche Schlüssel etc. Die genaue Struktur dieser
Nachricht kann Anhang E.2.1 entnommen werden. Wichtig ist, daß die ein-
zelnen Abschnitte der XML-Struktur, die die Informationen bezüglich eines
Mixes enthalten, von diesem digital signiert sind. Die gesamte XML-Struktur
ist zusätzlich vom ersten Mix signiert. Die Erzeugung und Speicherung der
Signaturen lehnt sich dabei an die W3C↑-Empfehlung für das Signieren von
XML-Dokumenten [WWW:XMLSig] an. Die Signaturen sollen verhindern,
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daß ein Angreifer auf einfache Art die an einen JAP übermittelten Informatio-
nen (insbesondere bezüglich der öffentlichen Verschlüsselungsschlüssel der
Mixe) unentdeckt verändern kann.
Allerdings lösen die Signaturen alleine nicht das Problem der Aktualität
(engl.: freshness) der übermittelten Informationen. Eine Möglichkeit wäre die
Integration von Zeitstempeln in die Signaturen. Allerdings erfährt ein JAP
auf diese Art bestenfalls das Alter der übermittelten Informationen, ohne
sich wirklich sicher sein zu können, die aktuellsten erhalten zu haben. Daher
integrieren Schlüsseltransportprotokolle üblicherweise eine vom Empfänger
gewählte Zufallszahl (ein sogenanntes nonce (als Abkürzung für „used on-
ly once“)). Der Sender, der seinen Schlüssel an den Empfänger übermitteln
möchte, verkettet dabei das vom Empfänger erhaltene nonce mit seiner Ant-
wort, so daß sich der Empfänger sicher sein kann, aktuelle Informationen
erhalten zu haben.
Im Fall von AN.ON bedeutet dies, daß ein JAP bei der Anmeldung mit
jedem Mix Mi der Kaskade kommunizieren muß, um sich die Aktualität
des jeweiligen öffentlichen Schlüssels cMi bestätigen zu lassen. Dazu sen-
det der JAP eine Nachricht, in der für jeden Mix ein noncei enthalten ist, in
Upstream-Richtung über die Kaskade. Entsprechend erhält der JAP eine Ant-
wortnachricht, die ausgehend vom letzten Mix der Kaskade in Downstream-
Richtung über jeden Mix, der jeweils eine Signatur SigMi (noncei, cMi) an-
fügt, zurückgeschickt wird. Prinzipiell ist dieses Vorgehen realisierbar – aller-
dings erschien dieses Verfahren zur Sicherung der Aktualität zu aufwendig,
so daß es nicht umgesetzt wurde.
Vielmehr erfolgt eine Überprüfung der Aktualität der übermittelten Daten
nur bezüglich des ersten Mixes. Dieser wiederum überzeugt sich einmalig
bei der Etablierung der Kaskade mit dem zuvor erwähnten Protokoll da-
von, daß er die aktuellen Daten der einzelnen Mixe kennt. Somit verbleibt
als potentieller Angreifer lediglich der erste Mix, der einem Nutzer veralte-
te Informationen bezüglich der anderen Mixe der Kaskade schicken könnte.
Allerdings ist dieses Verhalten entdeckbar, etwa, wenn die Mixe selbst sich
periodisch (anonym) bei der Kaskade anmelden und kontrollieren, ob der
erste Mix aktuelle Daten übermittelt oder nicht.
Nachfolgend wird das konkrete Protokoll zwischen JAP und erstem Mix
erläutert, daß neben der Aktualitätsgarantie auch zur Übermittlung eines Ge-
heimnisses vom JAP zum ersten Mix dient. Mit Hilfe dieses Geheimnisses
wird die symmetrische Verschlüsselung zwischen JAP und erstem Mix para-
metrisiert (Bildung von Schlüsseln und Initialisierungsvektoren).
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Schlüsseltransport für symmetrische Verschlüsselung im ersten Mix
Ziele und Annahmen Üblicherweise kann in Mix-Netzen keine rein sym-
metrische Verschlüsselung der Nachrichten zwischen Mix und Teilnehmer
erfolgen, da dies einen Schlüsselaustausch zwischen Teilnehmer und Mix
voraussetzt, an Hand dessen alle mit diesem Schlüssel verschlüsselten Nach-
richten dem Teilnehmer zugeordnet werden können. Mix-Kaskaden bilden
hier insofern eine Ausnahme, als dem ersten Mix der Kaskade jeder Teilneh-
mer, von dem der erste Mix seine Nachrichten erhält, sowieso bekannt ist,
da davon ausgegangen wird, daß zwischen dem Teilnehmer und dem ersten
Mix eine direkte, nicht anonyme Verbindung besteht.
Aus Effizienzgründen ist es daher sinnvoll, die Kanalaufbaunachrichten
für den ersten Mix symmetrisch und nicht asymmetrisch zu verschlüsseln, da
letzteres im Mix eine um Größenordnungen höhere Rechenleistung zur Ent-
schlüsselung erfordert, verglichen mit dem symmetrischen Fall. Der dafür
notwendige Schlüsseltransport erfolgt beim Anmelden eines Nutzers an der
Mix-Kaskade. Folgende Anforderungen soll das dafür notwendige Schlüssel-
transportprotokoll erfüllen:
1. Zwischen einem Nutzer U und dem ersten Mix soll ein Geheimnis aus-
getauscht werden, das nur der Nutzer und der erste Mix kennen.3
2. Der Mix soll dem Nutzer zusätzliche Informationen übermitteln kön-
nen, wobei sich der Nutzer sicher sein kann, daß die erhaltenen Infor-
mationen aktuell sind.
3. Das Protokoll soll aus möglichst wenigen Nachrichten bestehen.
4. Der Rechenaufwand für den Mix soll möglichst gering sein.
5. Synchronität von Uhren oder Zählern etc. zwischen Nutzer und Mix
soll keine Voraussetzung sein.
6. Die erste Nachricht soll vom Mix zum Nutzer gesendet werden. Dem
Nutzer können so zusätzliche Informationen übermittelt werden, die
den weiteren Protokollablauf beeinflussen (Berücksichtigung von Un-
terschieden verschiedener Protokollversionen etc.).
3 In der Literatur wird diese Eigenschaft auch als „(implicit) key authentication“ bezeichnet.
Wie in [BoMa_03] ausgeführt, impliziert sie die Aktualität des Schlüssels (freshness).
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7. Um „Denial-of-Service“-Angriffe nicht zu erleichtern, sollte diese erste
Nachricht keinen signifikanten Ressourcenverbrauch (Rechenzeit, Spei-
cher etc.) beim ersten Mix verursachen.
Anzumerken ist, daß implizit davon ausgegangen wird, daß das Schlüssel-
transportprotokoll so zu gestalten ist, daß Nutzer und erster Mix bei erfolg-
reicher Durchführung des Protokolls wissen, daß die oben aufgeführten Ei-
genschaften (insbesondere 1 und 2) gelten. Dies wird in der Literatur auch
als „mutual belief“ [BoMa_03] bezeichnet.
Dem Schlüsseltransportprotokoll liegen dabei folgende Annahmen (auch
bzgl. Angreifermodell) zugrunde:
1. Der Nutzer kennt den öffentlichen Signaturtestschlüssel tMix des ersten
Mixes.
2. Der Angreifer kann wie üblich alle Nachrichten abhören und verän-
dern.
3. Der Angreifer kennt nicht den geheimen Signaturschlüssel sMix des er-
sten Mixes.
4. Der Angreifer kennt alle bisher ausgetauschten Geheimnisse.
5. Der Angreifer kennt außer dem aktuell gültigen alle geheimen Ent-
schlüsselungsschlüssel dMix des ersten Mixes. Daraus ergibt sich impli-
zit die oben geforderte Aktualitätsgarantie bezüglich des öffentlichen
Schlüssels cMix, da andernfalls der Angreifer Kenntnis des Geheimnis-
ses erlangen kann.
Protokoll Das Protokoll zum Transport eines Geheimnisses SEC vom Nut-
zerU zum ersten Mix und der Informationenm vom Mix zum Nutzer besteht
aus acht Schritten, wobei bei drei Schritten Nachrichten übertragen werden.
Es handelt sich um ein optimistisches Protokoll in dem Sinne, daß erst im
letzten Protokollschritt erkannt wird, ob ein Fehler aufgetreten ist. Der Ab-
lauf ist wie folgt:
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1. U : erzeugt Geheimnis SEC
2. U : etabliert Verbindung zum ersten Mix
3. Mix −→ U : m1 = m, cMix, SigMix (m, cMix)
4. U : überprüft ob VrfyMix
(
SigMix (m, cMix);m, cMix
) ?
= true
5. U −→ Mix : m2 = EncRSA-OAEPcMix (SEC)
6. Mix : überprüft ob DecRSA-OAEPdMix (m2)
?
= (., true)
7. Mix −→ U : m3 = nonceReplay
m4 = SigMix (m, cMix,m2,m3),
8. U : überprüft ob VrfyMix (m4;m, cMix,m2,m3)
?
= true
Anmerkung: Das in Schritt 7 übertragene nonceReplay steht in Zusammenhang mit der Verhinde-
rung von Replay-Angriffen (Kapitel 2.8.1) und ist lediglich der Vollständigkeit halber angegeben.
Für die Sicherheit des hier besprochenen Protokolls besitzt es keine Bedeutung.
Sicherheitsanalyse Die erste Nachricht m1 dient zur Übermittlung der ak-
tuell gültigen Informationen m sowie des aktuellen öffentlichen Verschlüsse-
lungsschlüssels des ersten Mixes. Da diese Nachricht unabhängig vom Nut-
zer U ist, kann sie voraus berechnet werden (Erfüllung von Anforderung 7).
Die an die Nachricht angefügte Signatur dient lediglich dazu, triviale An-
griffe auf die Integrität zu unterbinden. Sie könnte weggelassen werden, ver-
ursacht auf der anderen Seite aber nur wenig zusätzlichen Aufwand, da sie
nicht für jeden Anmeldevorgang neu generiert werden muß.
Allerdings könnte es sich bei m1 um einen Replay einer älteren Nachricht
m ′1 durch den Angreifer handeln. Gemäß Annahme 5 kennt der Angreifer in
diesem Fall den zugehörigen Entschlüsselungsschlüssel.
Mit der zweiten Nachricht wird das Geheimnis an den Mix übermittelt.
Dabei handelt es sich im Prinzip um das in [ISO/IEC 11770-3:2008] als „Key
Transport Mechanism 1“ bezeichnete Schlüsseltransportprotokoll. Die Ver-
schlüsselung sorgt dafür, daß nur diejenigen, die im Besitz des zugehörigen
geheimen Schlüssels sind, das Geheimnis SEC erfahren.
Die dritte Nachricht dient dazu, die Aktualität des übermittelten Geheim-
nisses zu garantieren. Hat der Angreifer im ersten Schritt die Nachricht m1
durch eine ältere Nachricht m ′1 ersetzt, so kann er die Nachricht m2 ent-
schlüsseln und erfährt somit das Geheimnis. Allerdings muß er eine neue
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Nachrichtm ′2 unter Benutzung des aktuellen Schlüssels cMix erzeugen, damit
der Mix sie akzeptiert (Schritt 5 und 6). Dies wiederum ergibt sich aus der
„non-malleability“-Eigenschaft der verwendeten asymmetrischen Verschlüs-
selung.
Letztlich wird dies dann durch den Nutzer in Schritt 8 bemerkt, da der
signierte Wert m ′2 nicht dem erwarteten Wert m2 entspricht. Darüber hinaus
kann der Nutzer prüfen, ob der signierte Wert m der im ersten Schritt erhal-
tenen Information entspricht. Im Prinzip übernimmt m2 die Rolle eines vom
Nutzer an den Mix übertragenen nonce, welches wiederum dem Mix dazu
dient, die Aktualität (freshness) von m und cMix zu bestätigen.
2.3.2 Abmeldung von einer Mix-Kaskade
Das Abmelden des Clients von der Mix-Kaskade erfolgt in der Regel durch ordentliches
Abmeldenein ordnungsgemäßes Schließen aller noch offenen Mix-Kanäle sowie der
TCP/IP-Verbindung zum ersten Mix durch den Client. Durch das damit ver-
bundene Versenden von Protokollnachrichten des TCP/IP-Protokolls wird
der Mix über den Abmeldevorgang informiert und kann seinerseits die durch
den Client belegten Ressourcen freigeben.
Jedoch ist solch ein ordentliches Abmelden von der Mix-Kaskade in der Verbindungs-
abbruchPraxis nicht immer gegeben. Vielmehr muß das Mix-Protokoll auch mit Ver-
bindungsabbrüchen der TCP/IP-Verbindung umgehen können. Ein Problem
dabei ist, daß es sich bei dem TCP/IP-Protokoll zwar um ein verbindungs-
orientiertes Protokoll handelt – im allgemeinen aber nicht wirklich Verbin-
dungen im üblichen Sinne geschaltet werden. Vielmehr manifestiert sich der
Zustand der TCP/IP-Verbindung in den Zuständen der jeweiligen TCP/IP-
Protokollstapel auf Client- bzw. Server-Seite.
Dies bedeutet beispielsweise, daß der Server solange von einer bestehen-
den (offenen) TCP/IP-Verbindung ausgeht, solange er nicht explizit eine Ver-
bindungsende-Nachricht erhalten/gesendet hat (bzw. beim Versenden/Emp-
fangen von Daten ein Fehler aufgetreten ist). Wird also der Client auf un-
vorhergesehene Art und Weise beendet (z. B. durch einen Ausfall des Client-
Rechners bzw. der Trennung der clientseitigen Wählverbindung ins Internet),
so erfährt der Server dies in der Regel nicht und hält die Verbindung für eine
unvorhersehbare Zeit geöffnet.4
4 Dieser Zustand wird als „halb geöffnete“ Verbindung bezeichnet – und ist nicht mit einer
„halb geschlossenen“ Verbindung zu verwechseln (siehe dazu auch Seite 51).
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Da dies mit einer Belegung von Betriebsmitteln einhergeht, ist es notwen-
dig, derartige Verbindungsabbrüche zu erkennen. Nur so können die beleg-
ten Ressourcen freigegeben werden, bevor es zu einer andernfalls auftreten-
den Erschöpfung der Betriebsmittel kommt.
Des weiteren bestimmt sich aus der Anzahl offener TCP/IP-Verbindungen
(und somit angemeldeter Clients) die über den InfoService verbreitete An-
zahl Nutzer der jeweiligen Mix-Kaskade. Es ist also auch aus diesem Grund
wichtig zu wissen, ob eine Verbindung tatsächlich noch aktiv ist oder nicht.
Als dritter Grund sei erwähnt, daß es natürlich auch für den Client wich-
tig ist zu wissen, ob die Verbindung zur Mix-Kaskade noch besteht oder
nicht. Auf diese Weise kann gegebenenfalls ein erneuter Verbindungsversuch
(Anmeldung) zur Mix-Kaskade unternommen bzw. bei einem Ausfall eine
andere Mix-Kaskade gewählt werden.
Um festzustellen, ob eine TCP/IP-Verbindung noch besteht, ist ein ak-TCP/IP
„Keep-Alive“-
Mechanismus
tives Überprüfen des Verbindungsstatus notwendig. Das TCP/IP-Protokoll
sieht dafür den sogenannten „Keep-Alive“-Mechanismus vor. Dabei versen-
det die Seite (Client oder Server), die den Zustand der Verbindung prüfen
möchte, eine „Keep-Alive“-Nachricht, wenn sie innerhalb eines (typischer-
weise auf Betriebssystem-Ebene) zu konfigurierenden Zeitraums keinerlei
TCP/IP-Pakete von der Gegenseite erhalten hat. Der Erhalt einer „Keep-
Alive“-Nachricht muß durch die Gegenseite bestätigt werden. Wird eine sol-
che Quittierung der „Keep-Alive“-Nachricht nicht empfangen, so wird nach
einer ebenfalls konfigurierbaren Zeit erneut eine „Keep-Alive“-Nachricht an
die Gegenseite versandt (da es möglich ist, daß die „Keep-Alive“-Nachricht
bzw. die Quittung auf dem Transportweg verloren gegangen ist – die Gegen-
seite also prinzipiell noch arbeitet). Wie oft dieser Zyklus wiederholt wird,
bevor abschließend angenommen wird, daß die TCP/IP-Verbindung nicht
mehr besteht, läßt sich ebenfalls konfigurieren.
Obwohl also prinzipiell ein Mechanismus existiert, um Verbindungsabbrü-
che zu erkennen, ist dieser doch aus verschiedenen Gründen zur Benutzung
innerhalb des Mix-Protokolls ungeeignet:
• Bei manchen der zur Zeit gebräuchlichen Betriebssystemen (z. B. Linux)
lassen sich die Parameter, die bestimmen, wie lange es dauert, bis ei-
ne TCP/IP-Verbindung als unterbrochen erkannt wird, nur global für
das gesamte Betriebssystem – nicht aber separat für jede Anwendung
konfigurieren. Es kann also zu Konflikten kommen, wenn mehrere An-
wendungen auf demselben Rechner ausgeführt werden, die jeweils un-
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terschiedliche Anforderungen an die Werte dieser Parameter haben.
• Im Falle des Mix-Protokolls ist es wichtig, möglichst schnell zu erken-
nen, daß eine TCP/IP-Verbindung unterbrochen ist. Bei manchen der
zur Zeit gebräuchlichen Betriebssystemen (z. B. Linux) sind die Para-
meter jedoch standardmäßig so gesetzt, daß eine derartige Erkennung
mehrere Stunden dauert. Die damit verbundene notwendige Änderung
der Parameter führt zu folgenden Problemen:
– Es entsteht zusätzlicher Aufwand bei der Installation/Konfigura-
tion des Mixes.
– Die Parameter lassen sich unter Umständen nur ändern, wenn
man auch die notwendigen Administratorrechte besitzt.
– Gegebenenfalls lassen sich die Parameter nicht dynamisch ändern,
sondern es ist eine Neuübersetzung des Betriebssystem-Kerns mit
entsprechend geänderten Parametern notwendig.
– Wird der Mix innerhalb einer virtuellen Maschine (virtueller Ser-
ver) betrieben, so gibt es unter Umständen keine Möglichkeit, die
Parameter zu ändern – selbst wenn man Administratorrechte für
die jeweilige virtuelle Maschine besitzt.
Aus den oben erwähnten Gründen ist es notwendig, einen eigenen Mecha-
nismus für das Erkennen von TCP/IP-Verbindungsabbrüchen zu implemen-
tieren. Ein weiterer Vorteil ist, daß das Mix-Protokoll damit unabhängiger
von den angebotenen Diensten des zugrundeliegenden Kommunikationspro-
tokolls (hier: TCP/IP) wird.
Keep-Alive-Protokoll
Zum Erfüllen der oben genannten Anforderungen, d. h. insbesondere zum
Erkennen von Verbindungsabbrüchen, tauschen der JAP und der erste Mix
in festgelegten Zeitabständen „Keep-Alive“-Nachrichten aus. Prinzipiell kön-
nen dabei für eine mögliche Realisierung folgende drei Fälle unterschieden
werden:
1. Der JAP sendet „Keep-Alive“-Nachrichten an den Mix.
2. Der Mix sendet „Keep-Alive“-Nachrichten an den JAP.
3. JAP und Mix senden sich gegenseitig „Keep-Alive“-Nachrichten.
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Bei der Beurteilung dieser drei Varianten sind verschiedene Aspekte zu be-
rücksichtigen. So kann ein Empfänger im allgemeinen leicht feststellen, ob er
innerhalb eines gegebenen Zeitraumes eine Nachricht erfolgreich empfangen
hat. Demgegenüber ist es bei vielen Kommunikationsprotokollen (TCP/IP
eingeschlossen) deutlich aufwändiger, festzustellen, ob und gegebenenfalls
wann eine Nachricht erfolgreich gesendet (d. h. durch den Empfänger emp-
fangen) wurde. Bei den üblichen TCP/IP-Implementierungen wird beispiels-
weise die zu übertragende Nachricht zunächst in einem Puffer des Betriebs-
systems zwischengespeichert. Im Falle eines Verbindungsfehlers zwischen
Sender und Empfänger werden daraufhin mehrere Übertragungsversuche
unternommen, bevor diese Fehler endgültig an die Anwendung gemeldet
werden. Durch die teilweise hohen Timeouts für diese mehrfachen Übertra-
gungsversuche kann es zu erheblicher (und insbesondere von der jeweiligen
Implementierung des TCP/IP-Stapels abhängiger und gegebenenfalls durch
die Anwendung nicht zu beeinflussender) Verzögerung zwischen dem tat-
sächlichen Zeitpunkt des Verbindungsabbruchs und dem Zeitpunkt, an dem
dieser festgestellt wurde, kommen. Demzufolge ist es für denjenigen, der auf
den Empfang einer „Keep-Alive“-Nachricht wartet, wesentlich klarer, wann
er von einem Verbindungsabbruch ausgeht, im Vergleich zu demjenigen, der
nur „Keep-Alive“-Nachrichten versendet.
Darüber hinaus ist zu berücksichtigen, daß bei Variante 3 der doppelte
Kommunikationsaufwand im Vergleich zu Variante 1 bzw. 2 notwendig ist.
Ausgehend von diesen Tatsachen und den zuvor ermittelten Anforderun-
gen an das „Keep-Alive“-Protokoll wurde zu Gunsten von Variante 2 ent-
schieden. Sie bietet insbesondere unter Benutzbarkeitsaspekten den Vorteil,
daß der JAP (und somit der Nutzer) nach einem definierbaren Zeitpunkt über
den Abbruch der Verbindung informiert werden kann.
Zur Realisierung der „Keep-Alive“-Nachrichten wird auf die bereits im
System vorhandenen „Dummy“-Nachrichten (siehe Kapitel 2.9 zurückgegrif-
fen, d. h. es werden keine speziellen „Keep-Alive“-Pakete eingeführt. Jedoch
wird nur dann ein „Dummy“-Paket an den JAP gesendet, wenn innerhalb
der Zeitspanne tKeep-Alive keine andere Nachricht (z. B. ein Datenpaket oder
eine Steuernachricht) an den JAP gesendet wurde.
Bei der Anmeldung an der Kaskade erfährt der JAP mittels der vom Mix
gesendeten XML-Struktur (siehe Anhang E.2.1), wie groß der maximale zeit-
liche Abstand der vom ersten Mix gesendeten Pakete ist.
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Keep-Alive-Protokoll zwischen Mixen
Neben dem, daß der JAP bzw. der erste Mix von Verbindungsabbrüchen der
Verbindung zwischen JAP und erstem Mix erfahren, ist es auch notwendig,
daß die einzelnen Mixe einer Kaskade zeitnah erfahren, wenn die Verbindung
zwischen benachbarten Mixen nicht mehr existiert. Dies kann beispielsweise
dann der Fall sein, wenn ein Mix „abstürzt“.
Bricht die Verbindung zwischen zwei Mixen zusammen, so ist die gesamte
Kaskade zunächst nicht mehr benutzbar. Sinn der Erkennung von Verbin-
dungsabbrüchen ist es also, angemessen darauf reagieren zu können. Dies
kann beispielsweise bedeuten, daß eine Umkonfigurierung der Kaskade er-
folgt (siehe Kapitel „Fehlertoleranz“ aus [Pfitz_90] bzw. [ScRi_06]). Ist kei-
ne Behandlung dieses Fehlers möglich (im Sinne von Robustheit/Fehlertole-
ranz), die für die Nutzer transparent ist, so sind die Nutzer zumindest über
den Ausfall der Kaskade zu informieren. Dies bedeutet insbesondere, daß
die Kaskade aus der Liste der verfügbaren Kaskaden im InfoService gelöscht
wird.
Das Protokoll zur Erkennung von Verbindungsabbrüchen arbeitet ähnlich
wie das im vorigen Kapitel beschriebene. Ein Unterschied ist, daß die beiden
benachbarten Mixe „Keep-Alive“-Nachrichten verschicken.
Wie häufig das Verschicken von „Keep-Alive“-Nachrichten erfolgt, kann
für jeden Mix konfiguriert werden. Dabei ist ein kurz gewähltes Intervall (im
Gegensatz zum oben erwähnten Szenario der Verbindung zwischen JAP und
erstem Mix) unter Effizienzaspekten kein Problem. Im Allgemeinen ist davon
auszugehen, daß zwischen den Mixen quasi permanent Mix-Pakete ausge-
tauscht werden. Andernfalls ist die Kaskade nicht ausgelastet. In diesem Fall
stellt aber das Versenden von „Keep-Alive“-Nachrichten keine leistungskriti-
sche Aktivität dar, die negativen Einfluß auf die durch die Kaskade angebo-
tene Dienstgüte hat.
Auf der anderen Seite können durch das Versenden von „Keep-Alive“-
Nachrichten durchaus Kosten entstehen, etwa durch den zusätzlich notwen-
digen Datenverkehr. Jeder Mix kann daher bestimmen, wie häufig er höch-
stens bereit ist „Keep-Alive“-Nachrichten zu senden, d. h. wie groß sein mi-
nimales Sendeintervall tSend ist.
In der Konfigurationsdatei eines Mixes n kann neben dem Sendeintervall
t ′Sendn auch das gewünschte Empfangsintervall (t
′
Recvn ) für die „Keep-Alive“-
Nachrichten angegeben werden. Bei der Etablierung der Kaskade (siehe Ab-
schnitt 2.3.3) erfolgt dann eine Aushandlung über die tatsächlich zwischen
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zwei benachbarten Mixen verwendeten Werte (tSend bzw. tRecv). Dabei gilt
folgendes:
tRecvn = tSendn+1 = max
(
t ′Recvn , t
′
Sendn+1
)
(2.2)
tRecvn+1 = tSendn = max
(
t ′Recvn+1 , t
′
Sendn
)
(2.3)
Die Wahl der Maximum-Funktion in den Gleichungen 2.2 und 2.3 ge-
schieht einerseits, um die Semantik des konfigurierten Sendeintervalls eines
Mixes (Angabe des minimalen Sendeintervalls) zu erhalten, andererseits er-
möglicht es einem Mix, auch ein minimales Empfangsintervall anzugeben,
sollte beispielsweise durch externe Beschränkungen der Netzinfrastruktur
oder allgemein der verfügbaren Ressourcen dafür eine Notwendigkeit be-
stehen. Andernfalls kann der Mix-Betreiber den Wert 0 für das Empfangsin-
tervall konfigurieren.
Sendet ein Mix bei der Etablierung einer Kaskade die Werte t ′Sendn bzw.
t ′Recvn nicht (etwa weil dieser Mix die Funktion zur Erkennung von Verbin-
dungsabbrüchen nicht unterstützt) so gilt:
t ′Recvn = 0 (2.4)
t ′Sendn =∞ (2.5)
Diese Parameterwahl sorgt einerseits dafür, daß der benachbarte Mix da-
von ausgeht, keine „Keep-Alive“-Nachrichten zu erhalten (Gleichung 2.5).
Andererseits sendet er jedoch gemäß seines konfigurierten Sendeintervalls
„Keep-Alive“-Nachrichten (Gleichung 2.4), um trotzdem – eingeschränkt –
Verbindungsabbrüche erkennen zu können.
2.3.3 Etablierung einer Mix-Kaskade
Nachfolgend wird beschrieben, wie die initiale Etablierung einer Mix-Kaska-
de erfolgt. Dabei wird nur auf den statischen Fall eingegangen. Dies bedeutet,
daß sich die Betreiber einer Reihe von freien Mixen abgesprochen haben, wie
eine aus ihren Mixen zu bildende Kaskade aufgebaut sein soll, d. h. welcher
Mix welche Position innerhalb der neu zu bildenden Kaskade einnehmen
soll5. Im Zuge dieser Absprachen tauschen die Betreiber benachbarter Mixe
5 In [ScRi_06] finden sich Überlegungen, wie ein dynamisches Kaskadenmanagement erfolgen
kann. Dabei erfolgt die Zuordnung von Mix zu Kaskaden mit Hilfe eines zufälligen, verteilten
Abstimmungsprozesses. Ein initialer Informationsaustausch zwischen Mix-Betreibern ist in
diesem Fall nicht notwendig.
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die Signaturtestschlüssel ihrer Mixe aus.
Die Kaskade wird schrittweise ausgehend vom letzten Mix etabliert. Dieser
wartet auf einen Verbindungswunsch (auf Netzebene) des Vorgänger-Mixes.
Nachdem diese Verbindung etabliert wurde, wird ein nachfolgend beschrie-
benes Protokoll ausgeführt. Bei den Protokollnachrichten handelt es sich um
XML-Strukturen, deren Aufbau in Anhang E.3 beschrieben ist.
Zweck des Protokolls ist unter anderem ein Schlüsseltransport von sym-
metrischen Schlüsseln, welche von den beiden benachbarten Mixen zur Si-
cherung der zwischen ihnen im Rahmen des Mix-Protokolls ausgetausch-
ten Informationen dienen (siehe Kapitel 2.5 und 2.7). Außerdem beinhalten
die Protokollnachrichten Informationen, die dem Verbindungsmanagement
der benachbarten Mixe dienen (siehe Kapitel 2.3.2). Darüber hinaus über-
mittelt der letzte Mix an seinen Vorgänger Informationen, welche für die
Übermittlung an einen Client bei dessen Anmeldungen an der Mix-Kaskade
bestimmt sind (siehe Kapitel 2.3). Dabei handelt es sich insbesondere um den
öffentlichen Verschlüsselungsschlüssel des Mixes. Diese Informationen wer-
den durch den Vorgänger-Mix während der weiteren Schritte zur Etablierung
der Mix-Kaskade an dessen Vorgänger-Mix gesendet. Dies setzt sich fort, bis
die Informationen letztlich den ersten Mix der Kaskade erreichen.
War das Protokoll zwischen letztem Mix und dessen Vorgänger-Mix er-
folgreich, so wartet nun der Vorgänger-Mix auf einen Verbindungswunsch
von dessen Vorgänger. Anschließend läuft auch zwischen diesen Mixen das
oben erwähnte Protokoll ab. Dieses Vorgehen setzt sich fort, bis die komplet-
te Kaskade etabliert ist. Dabei fügt jeder Mix an die Liste der an den ersten
Mix zu übermittelnden und für die Anmeldung an der Kaskade relevanten
Informationen die ihn betreffenden Informationen hinzu.
Nachfolgend ist der Ablauf des zwischen zwei benachbarten Mixen ablau-
fenden Protokolls beschrieben. Dabei sei mitMi der Mix an der i-ten Position
innerhalb der zu etablierenden Kaskade bezeichnet. Mit pi bzw. pi+1 sei-
en die nicht vertraulichen Informationen zusammengefaßt, die von Mi bzw.
Mi+1 an den jeweils anderen Mix übermittelt werden. Die geheime Informa-
tion SEC faßt die zu transportierenden symmetrischen Schlüssel zusammen.
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1. Mi : verbindet sich mitMi+1
2. Mi+1 : generiert ein nonce
3. Mi+1 −→Mi : m1 = pi+1, cMi+1 , nonce
m2 = SigMi+1 (m1)
4. Mi : überprüft ob VrfyMi+1 (m2;m1)
?
= true
5. Mi : generiert Geheimnis SEC
6. Mi −→Mi+1 : m3 = pi, Enc
asym
Mi+1
(SEC)
m4 = SigMi (m3, nonce)
7. Mi+1 : überprüft ob VrfyMix (m4;m3, nonce)
?
= true
Bezüglich des Schlüsseltransports handelt es sich im Prinzip um das im
Standard [ISO/IEC 11770-3:2008] als „Key Transport Mechanism 4“ bezeich-
nete Protokoll. Durch die Verwendung des nonce wird dabei die Aktualität
(freshness) des Geheimnisses SEC sichergestellt. Durch das Überprüfen der
digitalen Signaturen können sich die Mixe zudem sicher sein, mit dem „rich-
tigen“ Mix (im Sinne der durch die Mix-Betreiber getroffenen Absprachen)
verbunden zu sein. Anzumerken ist, daß letzteres keine notwendige Zusiche-
rung aus Anonymitätssicht ist, da der Nutzer vor Benutzung einer gegebenen
Kaskade die digitalen Identitäten der beteiligten Mixe überprüft und sich so-
mit nicht darauf verläßt, daß dies bereits bei der Etablierung der Kaskade
erfolgte.
2.3.4 Abbau einer Mix-Kaskade
Der Abbau einer Kaskade wird durch das Beenden der TCP/IP-Verbindung
zwischen zwei benachbarten Mixen initiiert. Dies kann entweder ordentlich
durch einen Mix erfolgen oder wird in einem Fehlerfall (beispielsweise Ab-
sturz eines Mixes) durch das Verbindungsmanagement entdeckt. Mittlere Mi-
xe, die ein Beenden einer ihrer beiden Mix-Verbindungen feststellen, beenden
daraufhin die andere Mix-Verbindung. Auf diese Weise werden alle Mix-
Verbindungen zwischen benachbarten Mixen geschlossen und die Kaskade
ist abgebaut. Ein erster Mix beendet zudem alle Verbindungen zu angemel-
deten Clients.
Das beschriebene Verhalten bedeutet, daß das Auftreten eines Fehlers zwi-
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schen benachbarten Mixen zum Abbau der gesamten Kaskade führt. Der
Versuch einer lokalen Fehlerbeseitigung findet nicht statt. Vielmehr versucht
jeder Mix, der nicht beendet wurde, nach Ablauf einer konfigurierbaren Zeit-
spanne erneut die Kaskade zu etablieren. Auf diese Weise werden temporäre
Fehler behoben, die etwa durch ein Aktualisieren der Software eines Mixes
oder kurzzeitige Störungen der Internet-Verbindungen zwischen Mixen auf-
getreten sind.
2.4 Symmetrisch verschlüsselte Kanäle
Bei dem ursprünglichen, von Chaum veröffentlichten Mix-Verfahren wird
pro Nachricht und Mix mindestens eine asymmetrische Kryptooperation für
das Umkodieren benötigt. Der Sender einer Nachricht verschlüsselt dazu die
Nachricht nacheinander mit dem öffentlichen Schlüssel des letzten Mixes,
dann des vorletzten Mixes und so fort. Auf diese Weise wird die Nach-
richt durch mehrere „Verschlüsselungsschichten“ geschützt. Jeder Mix ent-
fernt nun mit Hilfe seines geheimen Schlüssels genau eine „Verschlüsselungs-
schicht“.
Asymmetrische Kryptographie erfordert generell einen wesentlich höheren
Rechenaufwand verglichen mit symmetrischer Kryptographie. Um die Lei-
stungsfähigkeit des Anonymisierungsdienstes zu erhöhen, wird deshalb das
Verfahren der symmetrisch verschlüsselten Kanäle verwendet. Dabei wird
zunächst ein asymmetrisch (oder genauer: hybrid) verschlüsseltes Kanalauf-
baupaket übertragen. Darin enthalten ist ein Schlüssel eines symmetrischen
Verschlüsselungsverfahrens, das zur Umkodierung der weiteren über den
Kanal übertragenen Daten verwendet wird. Jedes Datenpaket enthält dabei
eine Kanalnummer, so daß der Mix weiß, welcher Schlüssel zu verwenden
ist.
Für eine weitere Optimierung wird, wie in [Pfitz_90] vorgeschlagen, der ausschließlich
symmetrische
Umkodierung im
ersten Mix
Umstand ausgenutzt, daß ein erster Mix alle von einem Client erhaltenen
Mix-Pakete eben diesem Client zuordnen kann. Insofern kann zwischen ei-
nem Client und einem ersten Mix die oben erwähnte asymmetrische Ver-
schlüsselung durch ein symmetrisches Verfahren ersetzt werden, da durch
die Verwendung des vom Client an den ersten Mix bei der Anmeldung an
der Kaskade übermittelten, symmetrischen Schlüssels keine zusätzliche Ver-
kettbarkeit der betreffenden Mix-Pakete entsteht.
Das nachfolgende Beispiel soll den prinzipiellen Ablauf verdeutlichen (sie-
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JAP
JAP Mix 1 Mix 2
ID1,kM1 (k1) ,k1 (c2 (k2) ,k2 (a1)) ID2,c2 (k2),k2 (a1) a1
Kanalaufbau
ID1,k1 (k2 (ai)) ID2,k2 (ai) ai
Daten (Upload)
ID1,k1 (k2 (b1)) ID2,k2 (b1) b1
Daten (Download)
ggf. weiterer
Up-/Download
Schlüssel
mit Mix
ID M1 M2
ID1 k1 k2
ID2 k3 k4
ID3 k5 k6
Schlüs-
IDPrev sel IDNext
ID1 k1 ID2
ID2 k3 ID4
ID3 k5 ID5
Schlüs-
IDPrev sel Socket
ID2 k2 S1
ID4 k4 S2
ID5 k6 S3
Verbindungs-
tabellen
Abbildung 2.2: Beispiel für Kanalaufbau und Datenübertragung
he auch Abbildung 2.2). Gegeben sei eine Mix-Kaskade aus den zwei Mixen
M1 und M2, wobei kM1 der von M1 und einem gegebenen Client verwen-
dete symmetrische Schlüssel für die Verschlüsselung der Kanalaufbaupakete
und c2 der öffentliche Verschlüsselungsschlüssel von Mix M2 seien. Ferner
seien a1 . . .an die Bestandteile einer Anfrage a. Das Kanalaufbaupaket wird
nun gebildet, indem der JAP eine zufällige (lokal eindeutige) Kanalnummer
ID1 und zufällige Schlüssel k1,k2 generiert und an den ersten Mix folgendes
sendet:
JAP −→ M1 : ID1,Enc
sym
kM1
(k1),Enc
sym
k1
(
Encasymc2 (k2) , Enc
sym
k2
(a1)
)
Der erste Mix entschlüsselt das Paket, speichert in seiner Verbindungsta-
belle ID1,k1 und eine neue lokal eindeutige, zufällig generierte Kanalnummer
ID2. Das entschlüsselte Paket sendet er an den zweiten Mix weiter, wobei er
ID1 durch ID2 ersetzt:
M1 −→ M2 : ID2,Enc
asym
c2 (k2),Enc
sym
k2
(a1)
Der zweite Mix speichert nach Entschlüsselung in seiner Verbindungsta-
belle ID2,k2 und den Socket der TCP/IP-Verbindung zum Empfänger. Ferner
sendet er a1 an diesen.
Zur Übermittlung der weiteren Bestandteile ai der Anfrage muß der JAP
diese nur noch symmetrisch mit k1 und k2 verschlüsseln:
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JAP −→ M1 : ID1,Enc
sym
k1
(
Encsymk2 (ai)
)
M1 −→ M2 : ID2,Enc
sym
k2
(ai)
M2 −→ Empfänger : ai
Soll vom Empfänger eine Antwort b, die aus den Bestandteilen b1 . . .bl be-
steht, über den vorhandenen Kanal zurück an den JAP übertragen werden, so
werden diese Daten von den einzelnen Mixen der Reihe nach verschlüsselt. Da
der JAP alle Schlüssel kennt, kann er das empfangene, mehrfach verschlüs-
selte Paket entschlüsseln:
Empfänger −→ M2 : b1
M2 −→ M1 : ID2,Enc
sym
k2
(b1)
M1 −→ JAP : ID1,Enc
sym
k1
(
Encsymk2 (b1)
)
2.4.1 Überlegungen zur Auswahl des symmetrischen
Verschlüsselungsverfahrens
Bevor nachfolgend die Auswahlkriterien für den konkreten Algorithmus für
die symmetrische Verschlüsselung erläutert werden sollen, sei allgemein an-
gemerkt, daß sich der implementierte Algorithmus leicht austauschen läßt –
etwa wenn neue kryptanalytische Erkenntnisse auf Schwachstellen hindeu-
ten. Nicht vorgesehen ist jedoch, daß sich der verwendete Algorithmus dy-
namisch zur Laufzeit als Ergebnis einer Aushandlung zwischen Nutzer und
Mix wählen läßt, wie dies beispielsweise bei TLS↑ der Fall ist. Ein wesentli-
cher Grund dafür ist, daß alle Nutzer eines Mixes denselben Algorithmus mit
denselben formalen Parametern verwenden müssen, da sie sonst an Hand
des verwendeten Algorithmus unterscheidbar wären.
Bezüglich der Wahl des symmetrischen Verschlüsselungsalgorithmus kann
man sich prinzipiell zwischen der Verwendung einer Blockchiffre mit ent-
sprechender Betriebsart oder einer Stromchiffre entscheiden. Da ein Mix-
Kanal datenstromorientiert arbeitet, scheint die Verwendung einer Strom-
chiffre naheliegend – insbesondere, da Stromchiffren in der Regel effizienter
arbeiten als Blockchiffren.
Allerdings können die zur Effizienzsteigerung verwendeten einfachen Ope-
rationen Angriffspunkte für die Kryptanalyse bieten. So geschehen beispiels-
weise bei der weit verbreiteten Stromchiffre RC4 [Klei_08, MaKh_08]. Das
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europäische Forschungsprojekt „New European Schemes for Signatures, In-
tegrity, and Encryption“ (NESSIE)6 hatte sich zum Ziel gesetzt, durch ein
internationales Auswahlverfahren Empfehlungen für Stromchiffren auszu-
sprechen – ähnlich wie dies beispielsweise durch das NIST↑ im Falle der
Blockchiffre AES erfolgte. Allerdings zeigten alle untersuchten Kandidaten
Schwächen, so daß letztlich kein Algorithmus empfohlen werden konnte. Da-
her wurde das Folgeprojekt „ECRYPT Stream Cipher Project“ (eSTREAM)7
initiiert. Als Ergebnis entstand im April 2008 eine Liste von acht Strom-
chiffren (vier besonders geeignet für Softwareimplementierung und vier für
Hardwareimplementierung). Allerdings mußte schon im September 2008 ein
Algorithmus von der Liste gestrichen werden, da sich neue Schwächen ge-
zeigt hatten. Bei den vier besonders für Softwareimplementierung geeigneten
Stromchiffren handelt es sich um relativ neue Algorithmen, so daß nicht aus-
geschlossen ist, daß auch diese Algorithmen bisher unbekannte Schwächen
enthalten. Das NIST hat bisher auch keine Empfehlung für die Verwendung
einer bestimmten Stromchiffre ausgesprochen. Auf Grund der unklaren Si-
tuation bezüglich der Sicherheit von Stromchiffren wurde auf die Verwen-
dung einer Stromchiffre verzichtet.
Im Bereich der Blockchiffren existiert eine große Anzahl wohluntersuchter
Algorithmen. Letztlich fiel die Wahl auf den „Advanced Encryption Stan-
dard“ (AES). Dieser wurde am 26.November 2001 durch das NIST veröffent-
licht [FIPS 197] und spezifiziert den durch die US-Behörden zu verwenden-
den symmetrischen Verschlüsselungsalgorithmus. Dabei wurden in einem
fünfjährigen, sehr offenen Prozess unter Beteiligung international anerkann-
ter Kryptographieexperten mehrere Kandidaten untersucht. Insofern ist da-
von auszugehen, daß der AES sehr gute Sicherheit bietet. Darüber hinaus
arbeitet er sehr effizient und läßt sich entsprechend leistungsfähig in Softwa-
re realisieren. So konnte auf einer Intel Xeon 5130 2,0 GHz CPU unter Be-
nutzung der kryptographischen Bibliothek „OpenSSL“8 eine Verarbeitungs-
geschwindigkeit von ca. 140 MByte/s gemessen werden9. Dies ist selbst für
einen mit einer maximalen Datenrate von 1 GBit/s an das Internet angebun-
denen Mix ausreichend. Durch die weltweite Übernahme des amerikanischen
Standards entstanden viele Bibliotheken, die zur Programmierung von An-
6 https://www.cosic.esat.kuleuven.be/nessie/ (abgerufen am 16. Februar 2009)
7 http://www.ecrypt.eu.org/stream/ (abgerufen am 16. Februar 2009)
8 http://www.openssl.org/ (abgerufen am 16. Februar 2009)
9 Die Stromchiffre RC4 erreicht auf demselben Rechner in etwa die doppelte Geschwindigkeit
von ca. 280 MByte/s.
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wendungen, die den AES nutzen, verwendet werden können. Darüber hinaus
gibt es auch viele Hardwarelösungen, die den AES unterstützen, angefan-
gen von Chipkarten bis hin zu kryptographischen Co-Prozessoren. Intel hat
angekündigt, daß spezielle Befehle, die die Rundenberechnung des AES in
Hardware ausführen, in allen ab dem Jahre 2009 neu entwickelten Prozesso-
ren vorhanden sein werden [WWW:Intel_08, WWW:Intel_09]. Insofern kann
von einer weiteren Geschwindigkeitssteigerung ausgegangen werden.
Die Auswahl der zur Transformation der blockorientierten Arbeitsweise
des AES hin zu der benötigten datenstromorientierten Arbeitsweise verwen-
deten Betriebsart sollte ebenfalls unter den wohluntersuchten Verfahren er-
folgen, da sich in der Vergangenheit immer wieder gezeigt hat, daß subtile
Fehler beim Entwurf einer Betriebsart zu sicherheitskritischen Schwachstel-
len führen können. Das Dokument [SP 800-38A] führt fünf durch das NIST
empfohlene Betriebsarten für Verschlüsselung auf. Dabei handelt es sich um:
Electronic Codebook (ECB), Cipher Block Chaining (CBC), Cipher Feedback
(CFB), Output Feedback (OFB) und Counter (CTR). Für die Anwendung im
Mix ist es notwendig, daß es sich um eine synchrone Betriebsart handelt. Die-
se Anforderung ergibt sich aus dem für die Replay-Erkennung angewandten
Verfahren (siehe Kapitel 2.8.1). Somit bleiben OFB bzw. CTR übrig, die beide
eine sehr ähnliche Konstruktion und daher vergleichbare Sicherheitseigen-
schaften haben. Letztendlich fiel die Wahl zu Beginn des AN.ON-Projektes
im Jahre 2000 auf die Betriebsart OFB, da diese Betriebsart zum damaligen
Zeitpunkt besser unterstützt wurde. Mit der zunehmenden Verbreitung von
Multi-Prozessor-Rechnern scheint ein Wechsel auf CTR sinnvoll, da bei die-
ser Betriebsart eine Parallelverarbeitung bei Ver- und Entschlüsselung sehr
effizient möglich ist.
Als Schlüssellänge für die symmetrische Verschlüsselung wurden 128 Bits
festgelegt. Gemäß internationaler Empfehlungen [WWW:ECRYPT_08] bietet
dies ausreichend Sicherheit bei gleichzeitig großer Verarbeitungsgeschwin-
digkeit. Zusätzlich ist zu bedenken, daß bei einem sinnvollen Einsatz länge-
rer Schlüssel auch die Sicherheit für den Schlüsseltransport angepasst werden
muß. Selbst für eine sinnvolle Absicherung eines 128 Bits langen Schlüssels
ist beispielsweise eine RSA-Schlüssellänge von mehr als 3000 Bits notwendig.
Dabei ist zu beachten, daß der Aufwand für eine RSA-Entschlüsselung (also
der für den Mix relevanten Operation) in etwa quadratisch mit der Schlüs-
sellänge wächst [Koç_94, FuTI_06]. So dauert eine Entschlüsselung auf oben
erwähntem Rechner im Falle von RSA-1024 etwa 0,8ms, bei RSA-2048 bereits
5ms und für RSA-4096 werden 35ms benötigt.
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Wie in der prinzipiellen Erläuterung des Verfahrens der symmetrisch um-
kodierten Kanäle erwähnt, erfolgt eine Umschlüsselung sowohl in Upstream-
als auch in Downstream-Richtung. Dabei muß die Verarbeitung bezüglich
der einen Richtung unabhängig von der anderen Richtung sein. Andernfalls
müsste die Gegenstelle wissen, in welcher Reihenfolge die Verarbeitung von
Upstream- und Downstream-Paketen erfolgte. Es wird also jeweils eine In-
stanz von AES-OFB für die Upstream- bzw. Downstream-Verarbeitung er-
zeugt. Dabei ist zu beachten, daß nicht beide Instanzen denselben Schlüssel
und denselben Initialisierungsvektor verwenden dürfen, da andernfalls auf
Grund der Konstruktion des OFB-Modus kein Schutz besteht.
Grund dafür ist, daß es sich bei der Betriebsart OFB im wesentlichen um
ein Pseudo-One-Time-Pad handelt, wobei der erzeugte Schlüsselstrom durch
den Schlüssel und den Initialisierungsvektor vollständig bestimmt ist. Wer-
den in Upstream- und Downstream-Richtung jeweils dieselben Werte für
Schlüssel sowie Initialisierungsvektor benutzt, wird folglich für die Umko-
dierung in Upstream- und Downstream-Richtung bezüglich eines Mix-Ka-
nals derselbe Schlüsselstrom verwendet. Dabei ist ferner zu berücksichtigen,
daß Known-Plaintext-Angriffe auf Mix-Pakete besonders einfach sind, da ei-
ne Hauptfunktion eines Mixes die Umkodierung (Ver- bzw. Entschlüsselung)
und die Ausgabe des Ergebnisses ist. Ein Angreifer kann daher Ein- bzw.
Ausgabe-Mix-Pakte, die den Mix in Upstream- bzw. Downstream-Richtung
durchlaufen, beobachten und mit ihrer Hilfe (mittels XOR-Verknüpfung je-
weils bezüglich der Upstream- bzw. Downstream-Pakete) den möglicherwei-
se angewendeten Schlüsselstrom ermitteln.10 Findet er im Ergebnis dessen
denselben Schlüsselstrom sowohl in Upstream- als auch in Downstream-
Richtung, so kann der Angreifer mit sehr hoher Wahrscheinlichkeit davon
ausgehen, daß die zur Ermittlung der beiden Schlüsselströme verwendeten
Mix-Pakete alle zum selben Mix-Kanal gehören.
Auch die Verwendung genau eines Schlüssels und zweier unterschiedli-
cher Initialisierungsvektoren ist im Falle der Betriebsart OFB nicht empfeh-
lenswert [SP 800-38A].11 Daher werden im Falle von AN.ON je Kanal zwei
10 Da der Angreifer die Ein-Ausgabe-Zuordnung von Mix-Paketen nicht kennt, kann er nicht
sicher sein, welche Mix-Pakete verknüpft werden müssen, um einen tatsächlich verwendeten
Schlüsselstrom zu erzeugen. Er muß daher prinzipiell alle möglichen Kombinationen durch-
probieren – kann aber im allgemeinen den Suchraum mit Hilfe zeitlicher Verkettung stark
einschränken.
11 Wird statt OFB die Betriebsart CTR verwendet, so ist es durchaus möglich, denselben Schlüs-
sel mit unterschiedlichen Initialisierungsvektoren zu verwenden. Dabei sind die initialen
Counter-Werte so zu wählen, daß eine Überschneidung der daraufhin durch die Umkodie-
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zufällig gewählte Schlüssel verwendet.
2.4.2 Überlegungen zur Auswahl des asymmetrischen
Verschlüsselungsverfahrens
Die Wahl für die zum Schlüsseltransport12 verwendete asymmetrische Ver-
schlüsselung fiel auf den RSA-Algorithmus. RSA ist wohluntersucht und
durch Standards und Implementierungen gut unterstützt. Allerdings läßt
sich aus Sicherheitsgründen die RSA-Verschlüsselungsoperation nicht direkt
auf eine vertrauliche Nachricht anwenden. Vielmehr ist die Nachricht zu-
nächst geeignet zu kodieren und auf das Ergebnis dann die RSA-Verschlüs-
selungsoperation anzuwenden.
Für den Anwendungsfall des Schlüsseltransports steht mit dem in der Li-
teratur als „Key Encapsulation Mechanism“ (KEM) bezeichneten Verfahren
ein standardisierter [ANSI X9.44-2007, ISO/IEC 18033-2:2006] Algorithmus
zur Verfügung. Im Kontext des Anonymisierungsdienstes ist ein Nachteil
jedoch, daß bei Anwendung von RSA-KEM eine Expansion des l Bits lan-
gen symmetrischen Schlüssels auf die r Bits lange RSA-Blockgröße erfolgt.
Bei Verwendung von RSA-1024 bedeutet dies also beispielsweise, daß beim
Transport von zwei je 128 Bits langen Schlüsseln eine Expansion auf 1024
Bits RSA-Schlüsseltext erfolgt, es bleiben also 768 Bits „ungenutzt“. Im Falle
von AN.ON ist zusätzlich zu beachten, daß diese „Verschwendung“ im Ka-
nalaufbaupaket bei einer Kaskade aus n Mixen n − 1 Mal erfolgt. Es wurde
daher entschieden, daß die direkte Verwendung von RSA-KEM bezüglich des
Kommunikationsaufwandes zu ineffizient ist.
Um dieses Problem zu lösen, wurde in der Literatur [Pfitz_90] vorgeschla-
gen, den „freien Platz“ im RSA-Klartext mit Teilen der symmetrisch zu ver-
schlüsselnden Nachricht aufzufüllen. Im Sinne der oben eingeführten Be-
zeichner bedeutet dies also, die ersten Bits der zu übermittelnden Nachricht
a1 zusammen mit dem symmetrischen Schlüssel k asymmetrisch und die
verbleibenden Bits von a1 dann entsprechend symmetrisch zu verschlüsseln.
Damit ist zwar das Effizienzproblem gelöst, allerdings ergeben sich aus der
rung in Upstream- und Downstream-Richtung verwendeten Counter-Werte praktisch nicht
vorkommt.
12 Bei einem Schlüsseltransport entfällt zwar im Gegensatz zu einem Schlüsselaustausch die wün-
schenswerte zusätzliche Sicherheitseigenschaft der Perfect Forward Secrecy (PFS), allerdings
erfordert ein Schlüsselaustausch auch eine deutlich höhere Kommunikationskomplexität (sie-
he dazu auch Kapitel 2.8.3).
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beschriebenen Konstruktion eine Reihe von neuen Sicherheitsanforderungen,
die es zu beachten gilt. Die Probleme resultieren dabei daraus, daß der Mix
die Nachricht a1 im Zuge der Verarbeitung des Kanalaufbaupakets an den
nachfolgenden Mix weitersendet. Ein Angreifer kann also prinzipiell zu den
an einen Mix gesendeten RSA-Schlüsseltexten Teile der zugehörigen RSA-
Klartexte erfahren. Der Angreifer kann dabei Schlüsseltexte nicht nur durch
Beobachtung erfahren. Vielmehr kann er selbst Teilnehmer des Anonymisie-
rungsdienstes sein und somit Schlüsseltexte gezielt erzeugen und an den Mix
senden. Diese Art Angriff ist in der Literatur als Adaptive Chosen Ciphertext At-
tack bekannt. RSA selbst ist anfällig für diese Art Angriffe. In [PfPf_90] wurde
darüber hinaus unter Ausnutzung der Homomorphie-Eigenschaft13 gezeigt,
wie sich eine falsche Verwendung von RSA im Falle von Mixen zur Deanony-
misierung ausnutzen läßt. Schwerwiegender noch dürfte das in [HåNå_04]
gefundene Ergebnis sein. Hier wurde bewiesen, daß ein Angreifer, der zu
einem beliebigen RSA-Schlüsseltext wenigstens ein beliebiges Bit des RSA-
Klartextes kennt, alle Bits des Klartextes lernen kann. Basierend auf diesem
Forschungsergebnis konnten in [ShSH_08] Schwächen des in [DaLa_07] be-
schriebenen Paketformats für Mix-Pakete namens „Minx“ gezeigt werden,
die auf einem sehr subtilen Entwurfsfehler beruhen, bei dem ein Mix als
„Entschlüsselungsorakel“ zur Gewinnung von Klartextbits mißbraucht wer-
den kann.
Es bedarf also einer geeigneten Kodierung, die zum einen effizient bezüg-
lich des Kommunikationsaufwandes ist und zum anderen ausreichend Si-
cherheit bietet.
Ein solches Verfahren ist das Optimal Asymmetric Encryption Padding
(OAEP). RSA-OAEP ist wohluntersucht und bietet Schutz gegen die oben
erwähnten Angriffsarten. Darüber hinaus ist RSA-OAEP durch eine gan-
ze Reihe internationaler und nationaler Standards spezifiziert [PKCS#1 v2.1,
IEEE 1363a-2004, ANSI X9.44-2007]14 und durch viele vorhandene Software-
und Hardwareimplemtierungen gut unterstützt. Bei RSA-OAEP wird der
Klartextnachricht unter anderem ein mittels Hash-Funktion generiertes Red-
undanzprädikat hinzugefügt. Aus der Länge lHash des erzeugten Hash-Werts
ergibt sich, wieviel Bytes lPadding für das Padding verwendet werden und wie
lang folglich die Klartextnachricht maximal sein kann: lPadding = 2 · lHash + 2.
Konkret wird SHA-1 als Hash-Funktion verwendet, so daß sich für die 20 By-
13 Für RSA gilt: EncRSAc (m1 ·m2) = EncRSAc (m1) · EncRSAc (m2)
14 In [ISO/IEC 18033-2:2006] ist eine verbesserte Version von OAEP spezifiziert, die in der Lite-
ratur als OAEP+ bekannt ist.
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tes langen Hash-Werte ergibt, daß 42 Bytes für das Padding benötigt werden.
Abschließend soll noch auf den großen Nachteil von RSA durch seinen
hohen Berechnungsaufwand, der zudem stark mit größeren Schlüssellängen
steigt (siehe oben), eingegangen werden. Diese sind wiederum für ausrei-
chende Sicherheit notwendig. Eine Alternative ist der Wechsel zur Krypto-
graphie mit elliptischen Kurven (engl.: elliptic curve cryptography (ECC)).
Bei vergleichbarer Sicherheit können bei ECC wesentlich kürzere Schlüssel
eingesetzt werden (etwa 160 Bits bei Verwendung von ECC anstelle von 1024
Bits bei Verwendung von RSA [WWW:ECRYPT_08]). Insgesamt läßt sich so
eine effizientere Berechnung erreichen. Allerdings handelte es sich bei ECC
zu Beginn der Entwicklungsarbeiten an AN.ON im Jahre 2000 um relativ
neue Verfahren für asymmetrische Kryptographie, so daß unklar war, wie ro-
bust die Algorithmen gegen kryptanalytische Angriffe sein werden. Mittler-
weile kann man die ECC-Verfahren jedoch zur Klasse der wohluntersuchten
Algorithmen zählen. Es existieren eine Reihe nationaler und internationaler
Standards, die ECC-Verfahren spezifizieren. Da ähnlich wie im Falle der sym-
metrischen Verschlüsselung ein Austausch des asymmetrischen Algorithmus
leicht möglich ist, ist ein Wechsel auf ECC-Verfahren für zukünftige Versio-
nen des Mix-Protokolls durchaus überlegenswert. Zu beachten ist hier le-
diglich, daß bei ECC keine direkte Verschlüsselung der geheimen Nachricht
erfolgt. Vielmehr findet eine auf dem Diffie-Hellman-Verfahren basierende
Schlüsselvereinbarung eines symmetrischen Schlüssels statt, mit dem dann
die Nachricht symmetrisch verschlüsselt wird. Im Falle von AN.ON ist dies
jedoch kein großer Nachteil, da die primäre Funktion der asymmetrischen
Verschlüsselung ja gerade der Schlüsseltransport ist.15
2.4.3 Probleme und Lösungen bezüglich des Schließens eines
Mix-Kanals
Eine konzeptionelle Schwierigkeit ergibt sich beim Schließen eines Mix-Ka-
nals. Dabei soll zunächst der Fall betrachtet werden, daß die Anwendung
(also beispielsweise ein Web-Browser) die Proxy-Verbindung zum JAP been-
15 Während allerdings im Falle der Verwendung von RSA der symmetrische Schlüssel allein
durch den Nutzer bestimmt wird, ergibt er sich im Falle von ECC auf Grund des Diffie-
Hellman-artigen Verfahrens aus Eingaben von Nutzer und Mix, wobei das Ergebnis durch
den Nutzer im allgemeinen nicht vorhersagbar ist. Auf Grund dieser Tatsache sind Anpas-
sungen an anderen Stellen des Mix-Protokolls notwendig, beispielsweise beim Verfahren zur
Replay-Verhinderung (siehe Kapitel 2.8.1).
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det, woraufhin dieser den zugehörigen Mix-Kanal schließt.
Das Problem resultiert dabei daraus, daß der JAP als (lokaler) Proxy in derordentlicher Ver-
bindungsabbau
vs. Verbindungs-
abbruch
Regel nicht erfährt, ob eine Anwendung eine Proxy-Verbindung ordnungsge-
mäß beenden oder einfach abbrechen wollte. Ersteres bedeutet dabei, daß die
Anwendung davon ausgeht, daß vor dem eigentlichen Beenden der Verbin-
dung alle zuvor an den Empfänger gesendeten Daten an diesen auch tatsäch-
lich übermittelt werden. Demgegenüber ist mit Abbruch gemeint, daß es aus
Anwendungssicht keine Rolle spielt, ob zum Senden zwischengespeicherte
Daten an den Empfänger auch tatsächlich übermittelt oder einfach verwor-
fen werden.
Zwar bietet das TCP/IP-Protokoll prinzipiell die Möglichkeit, neben dem
ordentlichen Beenden einer Verbindung mittels Vierwege-Handshake, auch
einen Verbindungsabbruch über das Versenden eines TCP/IP-Pakets mit ge-
setztem Reset-Flag (RST-Flag) zu signalisieren. Allerdings ist diese Möglich-
keit aus Sicht eines Anwendungsprogramms nur umständlich zu nutzen. So
bietet das häufig verwendete 4.4BSD Socket-API16 mit der close() Funkti-
on eine einfache Möglichkeit für das ordentliche Beenden – eine vergleich-
bare cancel() Funktion für einen Verbindungsabbruch fehlt aber. Stattdes-
sen muß vor dem Aufrufen der close() Funktion eine spezielle Socket-
Eigenschaft (SO_LINGER) gesetzt werden. Diese Eigenschaft bestimmt dabei,
wie lange das Betriebssystem nach dem Aufruf von close() versuchen soll,
noch zum Senden anstehende Daten an den Empfänger zu übermitteln, be-
vor die Übertragung als gescheitert angesehen wird und die Verbindung
mittels RST-Paket abgebrochen wird. Setzt man diese Zeit auf den Wert 0,
so bedeutet dies, daß unmittelbar nach dem Aufruf von close() ein RST-
Paket gesendet wird. Allerdings ist zusätzlich zu beachten, daß eine der-
art geschlossene TCP/IP-Verbindung nicht den TIME_WAIT-Status durchläuft.
Dabei handelt es sich um eine Wartezeit, innerhalb derer dieselbe TCP/IP-
Verbindung nicht erneut etabliert werden kann. Auf diese Weise ist es dem
Betriebssystem möglich, zu spät eintreffende TCP/IP-Pakete, die zu der be-
reits geschlossenen Verbindung gehören, zu erkennen und zu verwerfen. Im
16 Diese Schnittstelle entwickelte sich über eine ganze Reihe von Standardisierungsdokumenten
(insbesondere denen unter dem Namen „POSIX“ bekannten) unterschiedlicher Institutionen
(wie beispielsweise IEEE, ISO, IvgEC und der Open Group) und ist in nahezu allen modernen
Betriebssystemen vorhanden. Die momentan gültige Spezifikation befindet sich im Teil „Sy-
stem Interfaces (XSH)“ des Standards „IEEE Std 1003.1, 2004 Edition The Open Group Tech-
nical Standard Base Specifications, Issue 6“ vom 30. April 2004 (bzw. gleichlautend ISO/IEC
9945:2003/Cor.1:2004 vom 15. September 2004).
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Falle von AN.ON kommt erschwerend hinzu, daß der JAP in der Regel als lo-
kaler Proxy betrieben wird, so daß bezüglich der die Identität bestimmenden
Parameter einer TCP/IP-Verbindung zwischen Anwendung und JAP drei der
vier Werte im wesentlichen konstant sind, nämlich: die Quell-IP-Adresse, die
Ziel-IP-Adresse und die Ziel-Portnummer. Lediglich die Quell-Portnummer
dient also als Unterscheidungsmerkmal. Ist deren Anzahl (beispielsweise in
Mehrbenutzersystemen oder virtualisierten Umgebungen) stark begrenzt, so
daß eine schnelle Wiederverwendung nach einem Schließen wahrscheinlich
ist, so kann es in Verbindung mit dem oben erwähnten Unterdrücken des
TIME_WAIT-Status zu Problemen bei Reinkarnationen von TCP/IP-Verbindun-
gen kommen.
Untersuchungen mit aktuellen Web-Browsern (Internet Explorer 8, Safari
4, Firefox 3 und Opera 9) haben darüber hinaus ergeben, daß auch im Fall
von durch den Nutzer initiierten (Verbindungs-)abbrüchen die zugehörigen
(Proxy-)TCP/IP-Verbindungen ordentlich geschlossen werden.
Zusammenfassend läßt sich somit feststellen, daß sich für den JAP in der
Regel nicht die Möglichkeit ergibt, die Intention eines Verbindungsendes (or-
dentliches Beenden vs. Abbruch) zu ermitteln.
Im Falle der Benutzung von AN.ON ist eine Unterscheidung dieser bei-
den Fälle unter Leistungs- und Kostenaspekten aber durchaus relevant. Geht
man von einem ordentlichen Beenden der Verbindung durch die Anwendung
aus, so bedeutet dies, daß zunächst alle noch zum Senden anstehenden Da-
ten über die Mix-Kaskade an den Empfänger übermittelt werden müssen.
Anschließend wird die TCP/IP-Verbindung zum Empfänger durch den letz-
ten Mix (bzw. genauer: den nachgelagerten Proxy) ordentlich abgebaut und
das Ergebnis dieses Verbindungsabbaus über die Mix-Kaskade zurück an
den JAP übermittelt, der erst dann die TCP/IP-Verbindung zur Anwendung
ordentlich beenden kann.
Handelt es sich jedoch aus Anwendungssicht um einen Verbindungsab-
bruch, so kann der JAP diesen sofort bestätigen und darüber hinaus alle noch
zum Senden anstehenden Daten verwerfen sowie den Mixen der Kaskade si-
gnalisieren, daß sie ihrerseits die zum Mix-Kanal gehörenden und noch nicht
gesendeten Daten verwerfen können.
Betrachtet man insbesondere das Web-Surfen als eine der hauptsächlichen
Anwendungen von AN.ON, so läßt sich feststellen, daß eine Unterscheidung
beider Fälle der Beendigung einer Verbindung wichtig wäre. Eine Beendi-
gung einer Verbindung im Sinne eines Verbindungsabbruchs erfolgt beim
Web-Surfen beispielsweise dann, wenn ein Nutzer die Web-Seite, welche mo-
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mentan geladen wird, verläßt, indem er einen Verweis anklickt oder eine neue
Adresse eingibt. Da Web-Seiten häufig viele eingebettete Objekte enthalten,
die je nach verwendeter HTTP-Protokollversion über jeweils eine eigene Ver-
bindung heruntergeladen werden, kann ein Wechsel einer Web-Seite in einer
Vielzahl von Verbindungsabbrüchen resultieren. Würde der JAP diese Ver-
bindungsabbrüche im Sinne eines ordentlichen Beendens behandeln und be-
rücksichtigt man ferner, daß Web-Browser typischerweise nur eine begrenzte
Anzahl von parallel geöffneten Verbindungen zulassen, so bedeutet dies, daß
der Web-Browser wartet, bis das Beenden wenigstens einer Verbindung ab-
geschlossen ist, bevor er mit dem Abruf der neuen Web-Seite beginnt. Der
Nutzer muß also auf etwas warten, an dem er offensichtlich kein Interesse
hat.
Auf der anderen Seite ist es jedoch auch problematisch, jedes Beenden einer
Verbindung im Sinne eines Verbindungsabbruchs zu interpretieren, da eini-
ge Anwendungen ganz explizit davon ausgehen, daß bei einem erfolgreichen
Verbindungsabbau die gesendeten Daten vollständig zum Empfänger über-
mittelt wurden. Des weiteren ergeben sich Probleme, wenn die Anwendung
zeitnah Aktionen ausführt bzw. auf Ereignisse wartet, die auf der Annahme
einer abgeschlossenen vollständigen Übertragung beruhen.
Ein Beispiel für einen derartigen Anwendungsfall (bzw. ein Anwendungs-
protokoll) ist das Übertragen einer Datei mittels FTP(-Protokoll) – wobei
nachfolgend davon ausgegangen wird, daß eine Datei vom Nutzer zum Ser-
ver übermittelt werden soll (Upload). Beim FTP-Protokoll [RFC 959] wird
zwischen Steuer- und Datenverbindung unterschieden, wobei in der Regel
für jede zu übertragende Datei eine neue Datenverbindung initiiert wird.
Dabei wird das Dateiende durch Schließen der Datenverbindung signalisiert.
Eine anschließende Bestätigung einer erfolgreichen (bzw. eine Signalisierung
einer nicht erfolgreichen) Übertragung erfolgt durch den Empfänger über
die Steuerverbindung. Liegt nun zwischen dem Schließen der Datenverbin-
dung auf Senderseite (d. h. im Falle von AN.ON durch den JAP) und dem
Schließen auf Empfängerseite (d. h. durch den letzten Mix) eine zu große
Zeitspanne, so geht die sendende Seite von einem Fehler aus, da die erwar-
tete Bestätigung nicht innerhalb der definierten Zeit erhalten wurde.
Letztendlich wurde ein dritter Weg für die Umsetzung eines Verbindungs-
abbaus beim Mix-Protokoll gewählt, der zum einen unnötige Wartezeiten
und gleichzeitig Datenverlust vermeiden soll. Dabei wird der durch eine An-
wendung initiierte ordentliche Abbau einer Verbindung sofort bestätigt – die
noch zum Senden anstehenden Daten jedoch nicht verworfen, sondern an
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den Empfänger übermittelt.
Aus dieser Entscheidung ergeben sich allerdings zwei potentielle Nachtei-
le: Zum einen kann es passieren, daß die Anwendung, wie oben erläutert, zu
früh von einer vollständigen Datenübertragung ausgeht, zum anderen kann
es passieren, daß die noch zum Senden ausstehenden Daten gar nicht an
den Empfänger übermittelt werden können, etwa wenn die Verbindung zur
Mix-Kaskade unterbrochen wird. Letzteres ist allerdings in vielen Fällen aus
praktischer Sicht kein Problem, da es bei Anwendungsprotokollen, die wieder-
um TCP/IP für die Kommunikation benutzen, generell notwendig ist, Me-
chanismen zur Bestätigung einer erfolgreichen Übertragung vorzusehen. Der
Grund dafür ist, daß die in den Betriebssystemen vorhandenen Implementie-
rungen des TCP/IP-Protokolls lediglich eine zuverlässige Verbindung zwi-
schen den an der Kommunikation beteiligten Betriebssysteminstanzen bie-
ten. So kann es beispielsweise sein, daß der erfolgreiche Empfang von Daten
durch das Betriebssystem bestätigt wird, diese zwischengespeicherten Daten
durch die Anwendung aber nicht abgerufen werden, da sie vorher (unerwar-
tet) beendet wurde.
Abschließend sei noch angemerkt, daß die im TCP/IP-Protokoll mögli- halb geschlossene
TCP/IP-
Verbindungen
werden nicht
unterstützt
chen halb geschlossenen Verbindungen durch das Mix-Protokoll nicht unter-
stützt werden. Mit „halb geschlossenen Verbindungen“ ist dabei gemeint,
daß einer der beiden Kommunikationspartner signalisiert, daß er keine Da-
ten mehr senden wird. Zum einen wird diese Möglichkeit in der Praxis nur
von wenigen Anwendungen benutzt [Stev_94]. Da darüber hinaus das hal-
be Schließen einer Verbindung nicht von einem ordentlichen vollständigen
Schließen der Verbindung durch den JAP zu unterscheiden ist, ergeben sich
die oben beschriebenen Probleme bezüglich Verzögerungszeit im Falle einer
Signalisierung des halben Schließens durch den JAP über die Mix-Kaskade
zum letzten Mix.
2.5 Das Mix-Paket
Nachdem die grundsätzlichen Überlegungen zum Mix-Protokoll dargelegt
sind, kann nachfolgend das Binärformat eines Mix-Pakets beschrieben wer-
den. Ein Mix-Paket bildet die grundlegende Kommunikationseinheit zwi-
schen einem JAP und einem ersten Mix sowie den Mixen untereinander. Ein
Mix-Paket gehört dabei zu genau einem Mix-Kanal. Ein Mix-Kanal (kurz: Ka-
nal) ist eine virtuelle Zusammenfassung mehrerer Mix-Pakete. Im letzten Mix
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Abbildung 2.3: Allgemeiner Aufbau eines Mix-Pakets
ist mit jedem Mix-Kanal jeweils genau eine TCP/IP-Verbindung (mit einem
Proxy) assoziiert.
Ein Mix-Paket ist lPaket = 998 Bytes groß. Es besitzt einen Kopfteil von
6 Bytes und einen Datenteil von lDaten = 992 Bytes. Die ersten 4 Bytes des
Kopfes bilden eine Kanalnummer, die restlichen 2 Bytes sind für Flags reser-
viert (siehe Abbildung 2.3).
Über die Kanalnummer erfolgt die Zuordnung des Mix-Pakets zum Mix-
Kanal. Zwischen den Mixen werden die ersten 16 Bytes jedes Mix-Pakets mit
AES-128-OFB verschlüsselt, um für einen Außenstehenden die Zuordnung
zwischen Mix-Paket und Mix-Kanal zu erschweren. Die für diese Verschlüs-
selung benutzten symmetrischen Schlüssel und Initialisierungsvektoren wur-
den bei der Etablierung der Kaskade zwischen den Mixen bzw. bei Anmel-
dung eines JAP an der Kaskade zwischen JAP und erstem Mix ausgetauscht
(siehe Kapitel 2.3).
Der Datenteil eines Mix-Pakets besitzt im letzten Mix bzw. im JAP zusätz-
lich folgende Struktur (siehe Abbildung 2.4):
• 3 Bytes Nutzdatenkopf, der sich zusammensetzt aus:
– 1 Byte Empfängeradresse (wie in Kapitel 1.3 dargelegt, können nur
Klassen von Proxies adressiert werden),
– 6 Bits für Flags (wobei momentan nicht alle Bits benutzt werden),
– 10 Bits zur Speicherung der Längenangabe lPayload der übertrage-
nen Nutzdaten,
• lPayload Bytes Nutzdaten.
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Abbildung 2.4: Aufbau des Datenteils eines Mix-Pakets im letzten Mix bzw.
im JAP
Die Paketgröße eines Mix-Pakets wurde auf Grund folgender Überlegungen
festgelegt:
1. Der Overhead insbesondere bezüglich Latenzzeit, Datenmenge und Re-
chenzeit soll möglichst gering sein.
2. AN.ON ist für das anonyme Web-Surfen konzipiert. Daher sollten üb-
liche HTTP-Anfragen vollständig in ein Paket passen. Messungen zu
Beginn des Projektes haben ergeben, daß die durchschnittliche Größe
einer HTTP-GET-Anfrage bei ca. 575 Bytes liegt.
3. Es wird davon ausgegangen, daß die Anbindung der Mixe an das In-
ternet typischerweise mittels Ethernet geschieht. Ein Mix-Paket soll in
einen Ethernet-Frame passen. Ein Ethernet-(II-)Frame kann bis zu 1500
Bytes an Daten transportieren. Berücksichtigt man darüber hinaus die
für die TCP/IP-Header (und ggf. weitere Tunneling-Protokolle) not-
wendigen Bytes, so ergibt sich, daß mit einem Ethernet-Frame ca. 1400
Bytes Nutzdaten transportiert werden können.
4. Um die symmetrische Umkodierung möglichst effizient zu gestalten,
soll die Größe des Datenteils eines Mix-Pakets ein Vielfaches üblicher
Blocklängen symmetrischer Verschlüsselungsverfahren sein (d. h. ein
Vielfaches von 128 Bits bzw. 256 Bits).
5. Die maximale Länge der Nutzdaten eines Mix-Pakets soll geringfügig
kleiner als eine Zweierpotenz sein, um die zur Kodierung der Länge
der übertragenen Nutzdaten notwendigen Bits möglichst effizient zu
nutzen.
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Aus 2. und 3. ergibt sich für die Größe der Nutzdaten: 575 6 lPayload 6 1400.
Daraus folgt in Kombination mit 5., daß:
(29 = 512) < 575 6 lPayload / (210 = 1024) < 1400 < (211 = 2048).
Gemäß 4. soll ferner lDaten mod 32 = 0 gelten, wobei gilt: lDaten = lPayload + 3.
Letztlich wurde sich für eine Paketgröße von 998 Bytes entschieden, d. h.
lDaten = 992 Bytes und lPayload = 989 Bytes.
Zur Zeit sind folgende Flags für den Kopf eines Mix-Pakets definiert:
• das Open-Flag (OF),
• das Close-Flag (CF),
• das Dummy-Flag (DF),
• das Channel-Suspend-Flag (SF),
• das Channel-Resume-Flag (RF),
• und das Abuse-Flag (AF).
Zusätzlich sind zwei Flags für den Nutzdatenkopf definiert:
• das Flow-Control-Flag (FF),
• und das Error-Flag (EF).
Ein gesetztes Open-Flag signalisiert, daß es sich um ein hybrid verschlüssel-
tes Kanalaufbaupaket handelt. Andernfalls sind die Mix-Pakete rein symme-
trisch verschlüsselt.
Der Aufbau eines Kanalaufbaupakets unterscheidet sich je nachdem, ob
das Paket für einen ersten bzw. mittleren oder letzten Mix bestimmt ist. Der
Grund dafür liegt darin, daß zwischen JAP und erstem Mix ausschließlich
symmetrische Verschlüsselung verwendet wird, während bezüglich mittlerer
und letzter Mixe ein hybrides Verfahren eingesetzt wird.
Im Falle eines ersten Mixes sind die ersten 32 Bytes des Datenteils desAufbau eines Ka-
nalaufbaupakets
für einen ersten
Mix
Mix-Pakets mit AES-OFB-128 verschlüsselt. Der dafür verwendete Schlüssel
wurde bei der Anmeldung durch den JAP an den ersten Mix übermittelt.
Die nach der Entschlüsselung vorliegenden Bytes werden als symmetrischer
Schlüssel für die Umkodierung in Upstream-Richtung (die ersten 16 Bytes)
bzw. Downstream-Richtung (die letzten 16 Bytes) verwendet.
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Die verbleibenden 960 Bytes des Datenteils sind ebenfalls mit AES-128-OFB
verschlüsselt, wobei der oben erwähnte symmetrische Schlüssel für die Um-
kodierung in Upstream-Richtung für die Verschlüsselung verwendet wurde.
Anzumerken ist, daß für die symmetrische Umkodierung bewußt nicht ge-
nerell ein bei der Anmeldung an der Kaskade übermittelter Schlüssel ver-
wendet wird. Der Grund dafür ist, daß andernfalls große Datenmengen mit
demselben Schlüssel ver- bzw. entschlüsselt würden, was im allgemeinen
kryptanalytische Angriffe erleichtert, insbesondere da es sich bei diesen auf
Grund der Ausgabe des Mixes um Known-Plaintext-Angriffe handelt.
Bei einem Kanalaufbaupaket, das für einen mittleren oder letzten Mix be- Aufbau eines Ka-
nalaufbaupakets
für einen
mittleren oder
letzten Mix
stimmt ist, sind die ersten 128 Bytes asymmetrisch für den jeweiligen Mix mit
RSA-1024-OAEP verschlüsselt. Die folgenden 864 Bytes sind symmetrisch mit
AES-128-OFB verschlüsselt. Die ersten 16 Bytes des (entschlüsselten) Daten-
teils bilden den Schlüssel für die symmetrische Umkodierung in Upstream-
Richtung, die nachfolgenden 16 Bytes entsprechend für die Downstream-
Richtung.
Zu beachten ist, daß ein Kanalaufbaupaket längentreu umkodiert werden
muß. Dies bedeutet, daß ein Mix, der aus dem Kanalaufbaupaket die nur
für ihn bestimmten Schlüssel entnimmt, das verbleibende Paket wieder auf
die ursprüngliche Länge von 998 Bytes auffüllen muß. Andernfalls wären
die Kanalaufbaupakete für Außenstehende von normalen Datenpaketen un-
terscheidbar. Das Auffüllen geschieht durch Anfügen der benötigten Anzahl
Bytes (42 Bytes OAEP-Padding, 32 Bytes Schlüssel) an das Ende des Mix-
Pakets. Somit muß ein Mix nicht wissen, an welcher Position innerhalb einer
Kaskade er sich befindet, da er die für ihn relevanten Daten immer am Anfang
eines Mix-Pakets findet.
Die maximale Nutzdatenlänge hängt davon ab, ob es sich um ein Datenpa-
ket (lPayload 6 989) bzw. ein Kanalaufbaupaket handelt. Bei letzterem hängt
der maximal mögliche Wert für lPayload von der Anzahl n der Mixe der Kas-
kade ab, da pro Mix Platz für die symmetrischen Schlüssel (lk = 32 Bytes)
und das OAEP-Padding (lOAEP = 42 Bytes) benötigt wird. Somit ergibt sich:
lPayload 6 989− n · lk − (n− 1) · lOAEP Bytes.
Zusammenfassend ist in Abbildung 2.5 der vollständige Aufbau eines Ka-
nalaufbaupakets im letzten Mix dargestellt.
Neue Mix-Kanäle werden ausschließlich durch den JAP geöffnet. Das Ende
eines Kanals wird durch das Setzen des Close-Flags signalisiert. Ein Kanal
wird nie durch einen mittleren Mix geschlossen.
Channel-Suspend- und Channel-Resume-Flag fanden Anwendung bei der
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Abbildung 2.5: Aufbau eines Kanalaufbaupakets im letzten Mix
Flußkontrolle der 1. Generation (siehe Kapitel 2.6.1). Für die im Rahmen der
Flußkontrolle der 2. Generation (siehe Kapitel 2.6.2) notwendige Signalisie-
rung wird das Flow-Control-Flag verwendet.
Das Error-Flag dient zur Signalisierung eines Fehlers im letzten Mix, der
bei der Übermittlung der Nutzdaten zum Empfänger aufgetreten ist. In die-
sem Fall kann der Nutzdatenteil zusätzliche Informationen über die konkrete
Art bzw. Ursache des Fehlers enthalten. Dies ist momentan jedoch nicht im-
plementiert.
Das Abuse-Flag findet Anwendung bei einer im Zuge einer Strafverfol-
gungsmaßnahme durchgeführten Überwachung (siehe Kapitel 7.4.6). Es wird
nur vom letzten Mix gesetzt und signalisiert, daß der Initiator des Mix-Kanals
aufgedeckt werden soll.
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Ganz allgemein dient die Flußkontrolle dazu, eine Überlastsituation bezüg-
lich der Menge der zu verarbeitenden Mix-Pakete bei den einzelnen Mixen zu
vermeiden. Wünschenswert wäre darüber hinaus, daß mit Hilfe der Flußkon-
trolle eine Priorisierung von Datenströmen und damit Dienstgüteeigenschaf-
ten umgesetzt werden könnten. Letzteres kann jedoch aus Anonymitätssicht
problematisch sein, da eine unterschiedliche Priorisierung von Mix-Kanälen
einem Angreifer zusätzliche Informationen geben kann, die er für die Unter-
scheidbarkeit und somit letztlich für die Reduzierung der Anonymitätsmen-
ge verwenden kann.
In einem (aus Anonymitätssicht) idealen Mix-Kaskaden basierten Anony-
misierungsdienst läßt sich Flußkontrolle sehr einfach realisieren, da als Vor-
aussetzung für die Erzielung bestmöglicher Anonymität und Unbeobacht-
barkeit eine isochrone Übertragung zwischen den Teilnehmern und dem An-
onymisierungsdienst notwendig ist [PfWa_86], d. h. alle Teilnehmer senden
und empfangen zu jedem Zeitpunkt mit einer genau festgelegten (und vom
Nutzdatenaufkommen unabhängigen) Datenrate.
Beim AN.ON-System ist dies jedoch nicht gegeben. Vielmehr bestimmen
zunächst die Sender, mit welcher Datenrate sie auf einem Mix-Kanal sen-
den. Dies kann nun dazu führen, daß ein Sender mit einer höheren Daten-
rate sendet, als der Empfänger in der Lage ist zu empfangen. Zwangsläufig
kommt es zu einer Überlastung des (typischerweise ersten bzw. letzten) Mi-
xes. Dieser könnte nun prinzipiell Mix-Pakete einfach verwerfen, um so zu
vermeiden, daß die Warteschlange der zu verarbeitenden Mix-Pakete (unbe-
grenzt) anwächst. Allerdings würde dieses Verhalten dem Designziel wider-
sprechen, eine zuverlässige Ende-zu-Ende-Verbindung zwischen Sender und
Empfänger zu etablieren. Daher wurde festgelegt, daß mit Hilfe von Fluß-
kontrollalgorithmen und -protokollen dem Entstehen einer Überlastsituation
vorzubeugen ist. Erst wenn diese Mechanismen in einem konkreten Fall im
praktischen Betrieb nicht den gewünschten Erfolg erzielen (etwa weil sich ein
Beteiligter nicht an das Protokoll hält), werden die betroffenen Mix-Kanäle
geschlossen.
2.6.1 Flußkontrolle der 1. Generation
Die anfangs im AN.ON-System implementierte Flußkontrolle basierte auf re-
lativ einfachen Mechanismen. Dabei findet eine Ende-zu-Ende-Flußkontrolle
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Abbildung 2.6: Prinzip der Flußkontrolle zwischen benachbarten Mixen un-
ter Ausnutzung der Flußkontrollmechanismen von TCP/IP
zwischen dem ersten und dem letzten Mix einer Kaskade und eine Mix-zu-
Mix-Flußkontrolle zwischen zwei benachbarten Mixen statt.
Letztere baut dabei auf den auf der Netzschicht durch das TCP/IP-Proto-
koll bereitgestellten Mechanismen zur Flußkontrolle auf. Jeder Mix besitzt ei-
ne Warteschlange bearbeiteter und an den nachfolgenden Mix zu sendender
Pakete. Überschreitet diese Sendewarteschlange eine bestimmte Größe, so
nimmt der betreffende Mix von seinem Vorgänger-Mix keine weiteren Mix-
Pakete zur Bearbeitung entgegen (siehe Abbildung 2.6). Dabei sorgen die
Flußkontrollmechanismen von TCP/IP dafür, daß ein Mix auch tatsächlich
keine Daten mehr an den ihm nachfolgenden Mix sendet. Es erfolgt zwischen
zwei benachbarten Mixen also insbesondere keine zusätzliche Flußkontrolle
auf der Ebene des Mix-Protokolls.
Die Ende-zu-Ende-Flußkontrolle erfolgt zwischen dem ersten und letzten
Mix der Kaskade. Dabei wird wieder auf die Flußkontrolle von TCP/IP auf-
gebaut, d. h. der letzte Mix erfährt, wenn der Empfänger (typischerweise
der Web-Server) keine weiteren Daten empfangen kann, genauso wie der
erste Mix erfährt, wenn der Sender (typischerweise der Nutzer) keine weite-
ren Daten empfangen kann. In beiden Fällen wird der jeweils andere Mix
über diese Situation informiert. Dazu werden die im Mix-Paket definier-
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ten Flags Channel-Suspend und Channel-Resume verwendet. Detektiert bei-
spielsweise der erste Mix, daß die Downstream-Sende-Warteschlange der
Mix-Pakete eine bestimmte Größe überschritten hat, so sendet er über die
Mix-Kaskade (in Upstream-Richtung) je ein Mix-Paket pro betroffenem Ka-
nal (auf Grund des Multiplexing zwischen Nutzer und erstem Mix sind typi-
scherweise mehrere Kanäle betroffen) mit gesetztem Channel-Suspend-Flag
und den Kanalnummern der betreffenden Mix-Kanäle. Empfängt der letz-
te Mix diese Pakete, so stoppt er das Empfangen weiterer Daten von den
zu den Mix-Kanälen gehörenden Empfängern, d. h. im allgemeinen von den
Web-Servern. Unterschreitet die Warteschlange im ersten Mix eine bestimm-
te Grenze, d. h. sind genügend viele Daten in Downstream-Richtung (also
zum Nutzer) übertragen worden, so sendet der erste Mix je ein Mix-Paket
mit gesetztem Channel-Resume-Flag und entsprechender Kanalnummer pro
„suspendiertem“ Mix-Kanal an den letzten Mix der Kaskade. Daraufhin setzt
dieser das Empfangen von Daten von den betreffenden Empfängern fort.
Im Allgemeinen stellt der beschriebene Mechanismus natürlich ein Sicher-
heitsrisiko für die Anonymität dar, da er geeignet ist, mittlere Mixe zu über-
brücken. Jedoch gilt im speziellen Fall von AN.ON sowieso, daß kooperie-
rende erste und letzte Mixe die Anonymität der Nutzer aufheben können
(beispielsweise mit Hilfe von Datenverkehrsanalysen [Herr_08]) – auch ohne
Existenz des Flußkontrollprotokolls.
Darüber hinaus erlaubt dieser Mechanismus dem letzten Mix aber auch
zu erfahren, welche Kanäle mit hoher Wahrscheinlichkeit zum selben Sender
(Nutzer) gehören. Insbesondere dieser Nachteil soll durch eine verbesserte
Flußsteuerung beseitigt werden.
2.6.2 Flußkontrolle der 2. Generation
Die Flußkontrolle der 2. Generation verlagert die Ende-zu-Ende-Flußkontrol-
le aus dem ersten Mix zum Nutzer, d. h. sie findet jetzt zwischen JAP und
letztem Mix statt. Ziel dabei war zum einen eine Priorisierung von Daten-
strömen zu erlauben, zum anderen das „Wissen“ im letzten Mix zu ver-
ringern. Darüber hinaus sollten auch die Informationen, die der erste Mix
erfährt, verringert werden, um das oben beschriebene Sicherheitsrisiko der
Deanonymisierung zu verringern – wenngleich auch bezüglich der Sicher-
heit nur marginale Verbesserungen zu erwarten sind (auf Grund der oben
ebenfalls erwähnten generellen Angreifbarkeit des AN.ON-Systems im Falle
der Kooperation von ersten und letzten Mixen).
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Abbildung 2.7: Weg-Zeit-Diagramm für den Ablauf der Downstream-Ende-
zu-Ende-Flußkontrolle der 2. Generation
Konkret handelt es sich bei der verbesserten Flußkontrolle um eine Art
Stop-and-Wait-Protokoll [Tan_98], bei dem die sendende Seite zunächst hMix-
Pakete überträgt, bevor sie auf eine Bestätigung des Empfangs durch die
empfangende Seite wartet. Nach Eintreffen dieser Bestätigung werden weite-
re h Mix-Pakete übertragen und auf eine weitere Bestätigung gewartet usw.
Das Versenden der Bestätigungen zwischen JAP und letztem Mix erfolgt
prinzipiell als Huckepacktransport (Piggybacking) durch Setzen eines Flags
im Kopf des Datenteils, den der JAP bzw. letzte Mix nach Entschlüsselung
des Mix-Pakets vorfindet. Dabei wird eines der sechs zur Verfügung stehen-
den Bits verwendet, nämlich das Flow-Control-Flag (siehe Kapitel 2.5).
Um jedoch zu vermeiden, daß die sendende Seite nach der Übertragung
der ersten h Pakete eine komplette Round-Trip-Time warten muß, bevor wei-
tere Pakete versandt werden können (d. h. die Bestätigung des Empfangs ein-
getroffen ist), kann der Empfänger die erste Bestätigung schon nach w Pake-
ten (mit 0 < w < h) verschicken. Alle nachfolgenden Bestätigungen (die zum
selben Kanal gehören) werden dann nach h empfangenen Paketen verschickt.
In Abbildung 2.7 ist dies schematisch dargestellt.
Die Parameter w und h, die als weiche bzw. harte Grenze (Softlimit, Hard-
limit) aufgefaßt werden können, sind dabei (im Sinne der anonymitätsunter-
stützenden „Gleichmacherei“) pro Kaskade festgelegt und insbesondere für
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alle Nutzer dieser Kaskade gleich. Die konkreten Werte werden mit Hilfe der
bei der Anmeldung an der Mix-Kaskade ausgetauschten XML-Strukturen an
den Client übermittelt. Jedoch kann es durchaus sinnvoll sein, die Parame-
ter an die gegebene Situation einer Kaskade zu adaptieren, wie nachfolgend
erläutert.
Ein unvermeidbarer Nachteil der neuen Flußkontrolle besteht darin, daß
diese nun tatsächlich auf einzelne Kanäle wirkt und nicht, wie im Falle der
Flußkontrolle der 1. Generation, auf die Menge aller Kanäle eines Nutzers.
Dies bedeutet aber, daß im ersten Mix im schlimmsten Fall n · h Pakete pro
Nutzer zwischenzuspeichern sind, wobei n die Anzahl der maximal erlaub-
ten Kanäle je Nutzer ist.
Ein weiterer Nachteil der Verlagerung der Flußkontrolle vom ersten Mix
hin zum Client besteht darin, daß nun der Client Kontrollnachrichten in
Upstream-Richtung verschicken muß, um die Flußkontrolle bezüglich der
Downstream-Richtung zu realisieren. Nachteilig ist dies deshalb, weil da-
von ausgegangen werden kann, daß die überwiegende Zahl der Nutzer mit-
tels asymmetrischer (bezüglich der maximalen Upstream- bzw. Downstream-
Datenrate) Verbindungen mit dem Internet verbunden ist (typischerweise
handelt es sich dabei um die diversen Varianten der für Privatanwender
verfügbaren ADSL-Anschlüsse). Dabei ist die Upstream-Bandbreite um ein
Vielfaches geringer als die Downstream-Bandbreite. Insbesondere ist bei der
Parametrisierung des Flußkontrollprotokolls also darauf zu achten, daß die
verfügbare Upstream-Datenrate nicht die erzielbare Downstream-Datenrate
begrenzt. Sei td die für die Übermittlung eines Mix-Pakets in Downstream-
Richtung benötigte Zeit und tu entsprechend die benötigte Zeit für die Über-
mittlung eines Mix-Pakets in Upstream-Richtung. Dann ergibt sich, daß
tu < (h−w) · td
gelten sollte (siehe auch Abbildung 2.7).
Aus den beiden gerade genannten Gründen ergibt sich zusammenfassend,
daß sich ein zu kleiner Wert für h bzw. ein schlecht gewählter Wert für w
nachteilig auf die Performance und Effizienz der Kaskade auswirken und ein
zu großer Wert für h zwangsläufig zu Ressourcenknappheit (Speicherplatz)
im Mix führt.
Abschließend sei angemerkt, daß die beschriebene Ende-zu-Ende-Flußkon-
trolle dem JAP ermöglicht, eine Priorisierung einzelner Mix-Kanäle durchzu-
führen, indem er einfach für Kanäle mit niedriger Priorität (beispielsweise
einen Download im Hintergrund) keine Bestätigungen verschickt, solange
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Kanäle mit höherer Priorität die Verbindung zwischen JAP und erstem Mix
voll auslasten.
2.7 Steuerkanäle
Das dem Anonymisierungsdienst zugrundeliegende Protokoll enthält eine
Möglichkeit zum Austausch von Steuerinformationen zwischen benachbar-
ten Mixen bzw. einem JAP und einem ersten Mix. Diese Informationen wer-
den in sogenannten Steuerkanälen übertragen. Ein Steuerkanal faßt dabei meh-
rere logisch zusammengehörige Steuernachrichten (Pakete) zusammen. Diese
Steuerpakete werden auf derselben TCP/IP-Verbindung übertragen, auf der
auch die Mix-Pakete übertragen werden. Sie besitzen einen ähnlichen Auf-
bau wie diese und lassen sich von ihnen durch einen reservierten Bereich von
Kanalnummern (< 256) unterscheiden. Mit Hilfe dieser Steuerkanalnummer
erfolgt die Zuordnung eines Steuerpakets zu einem Steuerkanal.
Im Datenteil der Steuerpakete sind die zu übertragenden Steuernachrich-Aufbau und
Größe einer
Steuernachricht
ten enthalten. Bei diesen Nachrichten handelt es sich um XML-Strukturen.
Jeder XML-Struktur vorangestellt ist deren Größe in Bytes. Diese Angabe
erfolgt als 16 Bits vorzeichenlose Ganzzahl, so daß eine einzelne Steuernach-
richt maximal 216 − 1 Bytes groß sein kann. Diese Beschränkung erfolgte, um
zu verhindern, daß böswillige Sender extrem große Steuernachrichten ver-
schicken, die dann beim Empfänger zu Ressourcenknappheit bezüglich Spei-
cher führen, da eine Steuernachricht zunächst vollständig empfangen wird,
bevor die weitere Verarbeitung erfolgt.
Abhängig vom konkreten Zweck eines Steuerkanals kann dieser verbin-Verschlüsselung
von
Steuerkanälen
dungsverschlüsselt und integritätsgesichert sein. In diesem Fall erfolgt eine
Verschlüsselung der einzelnen Steuernachrichten mittels AES-128 im Galois
Counter Mode (GCM). Der Schlüsseltransport der verwendeten symmetri-
schen Schlüssel (je einer für die Upstream- bzw. Downstream-Richtung) er-
folgt bei der Anmeldung an der Mix-Kaskade (für Steuernachrichten, die
zwischen einem JAP und dem ersten Mix einer Kaskade ausgetauscht wer-
den, siehe Kapitel 2.3) bzw. bei der Etablierung der Mix-Kaskade (für Steu-
ernachrichten, die zwischen benachbarten Mixen ausgetauscht werden, siehe
Kapitel 2.3.3). Der 12 Bytes große Wert des Counters, der als Initialisierungs-
vektor dient, ergibt sich aus der Anzahl bereits in die jeweilige Richtung
(Upstream bzw. Downstream) übertragenen Steuernachrichten17. Für die er-
17 Genau genommen werden die bereits begonnenen Steuernachrichten gezählt, da auf Grund
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Abbildung 2.8: Aufbau einer gesicherten Steuernachricht
ste übermittelte Steuernachricht hat der Initialisierungsvektor also den Wert
0, für die zweite den Wert 1 usw. Auf diese Weise ist sichergestellt, daß ein
Counter-Wert höchstens einmal verwendet wird, solange sich der verwen-
dete symmetrische Schlüssel nicht ändert. Die 16 Bytes große Prüfsumme
wird der Steuernachricht angefügt. Die vollständige Struktur einer gesicher-
ten Steuernachricht ist in Abbildung 2.8 dargestellt.
Aus Implementierungssicht existieren zwei Arten von Steuerkanälen: syn-
chrone bzw. asynchrone. Dies bezieht sich dabei auf die Art der Verarbei-
tung von Steuernachrichten. Im Falle eines synchronen Steuerkanals erfolgt
die Verarbeitung einer Steuernachricht unmittelbar nach deren vollständigem
Empfang. Solange die Verarbeitung der Steuernachricht nicht abgeschlossen
ist, werden keine weiteren Mix-Pakete (einschließlich solcher, die Steuernach-
richten transportieren) empfangen. Im asynchronen Fall werden demgegen-
über empfangene Steuernachrichten in Warteschlangen eingefügt. Die an-
schließende Verarbeitung erfolgt in separaten Threads, so daß ein Blockieren
des Empfangs weiterer Mix-Pakete nicht erfolgt.
2.8 Verhinderung von Replay-Angriffen
Wie bereits erwähnt, ist das Ziel eines Mixes, die Zuordnung von eingehen-
den zu ausgehenden Nachrichten vor einem Beobachter zu verbergen. Dies
des Multiplexens auf der TCP/IP-Verbindung zwischen einem JAP und dem ersten Mix bzw.
zwischen zwei benachbarten Mixen Steuernachrichten ineinander verschachtelt sein können.
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soll selbst dann der Fall sein, wenn der Angreifer in der Lage ist, die auf den
Leitungen übertragenen Daten zu belauschen bzw. zu manipulieren (verän-
dern, löschen, eigene hinzufügen etc.).
Einen möglichen Angriff auf das Mix-Verfahren stellen die sogenannten
Replay-Angriffe dar. Dieses schon von David Chaum beschriebene Problem
[Chau_81] besteht darin, daß ein Angreifer bereits verarbeitete Nachrichten
zu einem späteren Zeitpunkt erneut in das System einspielt. Da ein Chaum-
scher Mix deterministisch arbeitet, erzeugt er aus derselben Eingabenachricht
auch dieselbe Ausgabenachricht. Folglich braucht der Angreifer nur die Bit-
muster der ausgegebenen Nachrichten zu vergleichen, um die Ein-Ausgabe-
Zuordnung der mehrfach bearbeiteten Nachricht aufdecken zu können.
Anonymisierungsdienste, die auf Mixen basieren, müssen daher Maßnah-
men ergreifen, um diese Art Angriff zu verhindern.
Nachfolgend wird zunächst das in AN.ON umgesetzte Verfahren zur Ver-
hinderung von Replay-Angriffen detailliert erläutert. Anschließend erfolgt ei-
ne vergleichende Bewertung dieses Verfahrens mit dem Verfahren zur Verhin-
derung von Replay-Angriffen, das bei dem ebenfalls auf Mix-Ideen beruhen-
den Anonymisierungsdienst namens Tor [DiMS_04] zum Einsatz kommt18.
Der Vergleich der jeweils eingesetzten Verfahren berücksichtigt dabei neben
der erreichten Sicherheit insbesondere Leistungs- und Ressourcenaspekte.
Die Ausführungen basieren auf den in [Köps_06a] veröffentlichten Ergeb-
nissen.
2.8.1 Schutz vor Replay-Angriffen bei AN.ON
Zunächst sei angemerkt, daß ein Replay-Angriff auf AN.ON (wie auch beim
später betrachteten Tor) nur auf die asymmetrisch verschlüsselten Kanalauf-
baupakete möglich ist. Dies hat folgenden Grund: Für die ausschließlich sym-
metrisch verschlüsselten Mix-Datenpakete wird eine nicht selbst synchroni-
sierende Stromchiffrierung verwendet. Dies bedeutet, daß beim Wiederein-
spielen eines Pakets aus dem Chiffrestrom nach dem Entschlüsseln ein völlig
neues Bitmuster entsteht, das (bei richtiger Wahl der Stromchiffrierung) nicht
mit dem zuvor beobachteten verkettbar ist.
Anzumerken ist, daß somit Replay-Angriffe auf einen ersten Mix weitestge-
hend nicht möglich sind, da die für den ersten Mix bestimmten Mix-Pakete
18 Eine ausführliche Beschreibung des Anonymisierungsdienstes Tor befindet sich in An-
hang A.6.4.
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rein symmetrisch verschlüsselt sind (siehe Kapitel 2.4). Einzig bei der An-
meldung eines Nutzers wird zum Transport der symmetrischen Schlüssel
asymmetrische Verschlüsselung verwendet. Um zu verhindern, daß die kom-
plette Sitzung eines Nutzers wieder eingespielt wird (d. h. inklusive der bei
der Anmeldung übertragenen Nachrichten), generiert der erste Mix bei jeder
neuen Anmeldung ein zufälliges nonceReplay (siehe Kapitel 2.3.1), das in die
Generierung der zur Umschlüsselung der Mix-Pakete verwendeten symme-
trischen Schlüssel mit einfließt.
Eine Verhinderung von Replay-Angriffen auf Kanalaufbaupakete erfolgt
mittels einer Kombination von drei bereits durch Chaum vorgeschlagenen
Maßnahmen:
1. Wechsel des Mix-Schlüssels: Wurde vor dem Wiedereinspielen eines
Mix-Pakets der Mix-Schlüssel gewechselt, so bleibt der Angriff erfolg-
los. Da das wiedereingespielte Paket mit einem anderen Schlüssel als
das ursprüngliche Paket umkodiert wird, unterscheiden sich auch die
Bitmuster der entschlüsselten Nachrichten derartig, daß Rückschlüsse
auf die Zusammengehörigkeit nicht möglich sind.
2. Speicherung bereits bearbeiteter Pakete in einer Datenbank: Dabei
wird aus Effizienzgründen nicht das gesamte Paket gespeichert, son-
dern nur ein verkürzter Identifikator τ. Vor der Verarbeitung eines neu
eintreffenden Mix-Pakets wird in der Datenbank nachgesehen, ob die-
ses Paket bereits verarbeitet wurde. Zu beachten ist, daß es für die Ent-
scheidung, ob zwei Pakete als „gleich“ zu betrachten sind, nicht hinrei-
chend ist, zu überprüfen, ob die Bitmuster der beiden Pakete identisch
sind oder nicht. Vielmehr sind Pakete dann als „gleich“ zu behandeln,
wenn es einem Angreifer mit einer Wahrscheinlichkeit größer Raten
möglich ist, an Hand der Ausgabe des Mixes zu erkennen, zu welchem
Kanal das wiedereingespielte Paket gehört. Werden beispielsweise im
Fall von AN.ON lediglich die letzten Bits eines Kanalaufbaupakets ge-
ändert und ein derartig verändertes Paket wiedereingespielt, so sind
die Anfänge der beiden Ausgabepakete nach Verarbeitung durch den
Mix gleich.
3. Verwendung von Zeitstempeln: Jedes Mix-Paket besitzt einen Zeit-
stempel. Der Mix lehnt die Bearbeitung von Mix-Paketen mit ungül-
tigen (veralteten) Zeitstempeln ab.
65
2 Mix-Protokoll
Für ein effizientes Zusammenspiel dieser drei Maßnahmen gilt es, eine sinn-
volle Parametrisierung zu finden. Bei AN.ON erfolgte dies auf Grundlage
folgender Überlegungen: Aus Effizienzgründen soll die vom Mix vorzuhal-
tende Datenbank bearbeiteter Pakete so klein sein, daß sie vollständig im
Hauptspeicher aktueller Rechner gehalten werden kann. Gleichzeitig soll der
Wechsel des Mix-Schlüssels nicht zu häufig stattfinden, da mit jedem Wech-
sel Aufwand (in Form von Protokollnachrichten) für die Verteilung des neu-
en Schlüssels verbunden ist. Außerdem soll die Anzahl Bits, die zusätzlich in
jedem Kanalaufbaupaket für die Übertragung des Zeitstempels notwendig
sind, möglichst klein sein.
Der in jedem Mix-Paket enthaltene Zeitstempel t besitzt eine Auflösung
von δt = 10 Minuten und hat eine Länge von lt = 16 Bits. t ist dabei relativ
zum Zeitpunkt des letzten Wechsels des Mix-Schlüssels zu verstehen. Somit
muß dieser spätestens alle 216 · 10 Minuten (≈ 1,2 Jahre) gewechselt werden.
Es sei darauf hingewiesen, daß durch die Verwendung von relativen Zeiten
die Uhren der JAP-Clients und der Mixe keine global einheitliche Zeit anzei-
gen müssen. Vielmehr erfährt ein JAP beim Verbinden zur Mix-Kaskade die
aktuell gültigen Zeitstempel der einzelnen Mixe der Kaskade. Darüber hin-
aus speichert jeder Mix neben der Datenbank für den aktuellen Zeitpunkt
auch noch die Datenbanken für den vorherigen und den nachfolgenden Zeit-
punkt. Ein Mix-Paket wird dabei bezüglich des Zeitstempels als gültig ak-
zeptiert, wenn der im Mix-Paket enthaltene Zeitstempel einem dieser drei
Zeitpunkte entspricht. Auf diese Weise werden Synchronitätsprobleme beim
Wechsel des aktuellen Zeitstempels vermieden.
Als Identifikator τ wird in der Datenbank ein Teil des in jedem Kanalauf-
baupaket enthaltenen symmetrischen Schlüssels für die Umschlüsselung der
in Upstream-Richtung übertragenen Mix-Pakete gespeichert. Dadurch wird
die im zweiten Punkt der obigen Aufzählung getroffene Anforderung be-
züglich der „Gleichheit“ von Mix-Paketen erfüllt, unter der Annahme, daß
die asymmetrische Verschlüsselung die Eigenschaft der non-malleability be-
sitzt. Informell bedeutet dies, daß es für einen Angreifer nicht möglich ist,
zu einem gegebenen Schlüsseltextm einen Schlüsseltextm ′ (mitm 6= m ′) zu
erzeugen, so daß die zugehörigen Klartexte verkettbar sind. Im Falle eines
Kanalaufbaupakets impliziert diese Eigenschaft, daß es für einen Angreifer
nicht möglich ist, den asymmetrisch verschlüsselten Teil eines Kanalaufbau-
pakets p so zu einem Paket p ′ zu ändern, daß die nach der asymmetrischen
Entschlüsselung von p bzw. p ′ vorliegenden symmetrischen Kanalschlüs-
sel verkettbar sind. Insofern wird davon ausgegangen, daß es dem Angrei-
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fer auch nicht möglich ist, die Ergebnisse der mit diesen Schlüsseln jeweils
durchgeführten symmetrischen Umkodierung zu verketten. Dabei ist zu be-
achten, daß der Angreifer nicht nur den Schlüssel verändern kann, sondern
auch den symmetrisch umzukodierenden Teil des Kanalaufbaupakets.
Die Speicherung von Teilen des symmetrischen Schlüssels ist ein Sicher-
heitsrisiko, da es einem Angreifer gelingen könnte, an die gespeicherten In-
formationen zu gelangen (indem der Mix kompromittiert wird). Eine mög-
liche Lösung ist, den zu speichernden Schlüsselteil unter Benutzung des im
Kanalaufbaupaket vorhandenen zweiten symmetrischen Schlüssels (für die
Downstream-Richtung) mit Hilfe eines One-Time-Pads zu verschlüsseln. Al-
lerdings bedeutet dies zusätzlichen Berechnungsaufwand auf Seiten des Mi-
xes. Da auf der anderen Seite der Gewinn für den Angreifer nur darin be-
steht, Teile der symmetrischen Schlüssel zu erfahren, die höchstens eine hal-
be Stunde vor der Kompromittierung des Mixes an diesen gesendet wurden,
wurde auf zusätzliche Sicherungsmaßnahmen verzichtet.
Eine wichtige Eigenschaft der Identifikatoren ist, daß es sich um zufäl-
lige Bitstrings handelt. Die Anzahl Bits lp, die pro Paket in der Datenbank
gespeichert werden, ist so zu wählen, daß die falsch-positiv Fehlerrate akzep-
tabel klein ist. Falsch-positiv Fehler traten dann auf, wenn ein gewöhnliches
Mix-Paket als Replay-Angriff klassifiziert wird19. Die falsch-positiv Fehlerrate
läßt sich mit Hilfe des sogenannten „Geburtstags-Problems“ berechnen: Die
Wahrscheinlichkeit ω, daß unter k zufällig gewählten Bitstrings der Länge lp
mindestens zwei identisch sind, beträgt20 [MeOV_96]:
ω = 1−
2lp(k)
2k·lp
Der Wert k läßt sich unter Berücksichtigung von δt (600 Sekunden), der
Paketgröße (998 Bytes) und der dem Mix zur Verfügung stehenden Datenrate
d nach oben abschätzen. Beispielsweise ergibt sich für d = 100 MBit/s:
k 6
d · 600 s
998 · 8 Bits
< 7600000
Berücksichtigt man ferner, daß der überwiegende Teil der übertragenen
Pakete Datenpakete (und keine Kanalaufbaupakete) sind und betrachtet die
19 Ein falsch-negativ Fehler, also das Akzeptieren eines bereits bearbeiteten Pakets, ist nicht
möglich.
20 Für positive ganze Zahlen a,b mit a 6 b sei a(b) := a(a− 1)(a− 2) . . . (a− b+ 1).
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Abbildung 2.9: Wahrscheinlichkeit für falsch-positive Fehler bei der Replay-
Erkennung
für die Bearbeitung eines Kanalaufbaupakets notwendige Zeit (asymmetri-
sche Entschlüsselung, ca. 1 ms auf aktueller Hardware), so ergibt sich für ein
realistisches k ein Wert kleiner eine Million.
Abbildung 2.9 zeigt Werte fürω in Abhängigkeit von k und lp. Bei AN.ON
werden momentan lp = 48 Bits pro Paket gespeichert. Der durch einen Mix
verwendete Wert lp läßt sich jedoch konfigurieren, so daß im Falle verän-
derter Bedingungen (schnellere Netzanbindung sowie größere Entschlüsse-
lungsleistung) ein größerer Wert für lp eingestellt werden kann.
Abschließend ist noch zu klären, wie der Zeitstempel im Kanalaufbaupaket
gespeichert ist. Dies muß so geschehen, daß es nicht möglich ist, den Zeit-
stempel so zu ändern, daß nach Verarbeitung des veränderten Pakets durch
den Mix eine Verkettung mit dem Ergebnis der Verarbeitung des ursprüngli-
chen Kanalaufbaupakets möglich ist.
Der Zeitstempel ist deshalb Bestandteil des asymmetrisch verschlüsselten
Teils des Kanalaufbaupakets. Auf Grund der non-malleability Eigenschaft
der asymmetrischen Verschlüsselung ist es einem Angreifer nicht möglich,
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den Zeitstempel gezielt zu verändern. Allerdings ist es für ihn leicht mög-
lich, so viele unterschiedliche Versionen des Mix-Pakets zu probieren, bis
letztlich nach Entschlüsselung ein gültiger Zeitstempel vorliegt. Hierfür sind
in der Regel weniger als 215 Versuche notwendig. Der Angriff ist jedoch nicht
erfolgreich, da weder der asymmetrisch umkodierte Teil (auf Grund der non-
malleability Eigenschaft) noch der symmetrisch umkodierte Teil (da der sym-
metrische Schlüssel in einen nicht vorhersehbaren Wert geändert wird) dem
Angreifer eine Verkettungsmöglichkeit bieten.
Als zusätzliche Sicherheitsmaßnahme wurde entschieden, daß der Zeit-
stempel Teil des symmetrischen Schlüssels ist. Dadurch ist gewährleistet,
daß eine Veränderung am Zeitstempel in jedem Fall zu einer Veränderung
des symmetrischen Schlüssels führt – selbst wenn es einem Angreifer gelin-
gen würde, den asymmetrisch verschlüsselten Teil so zu ändern, daß nur der
Zeitstempel geändert wird, aber nicht die Bits des symmetrischen Schlüssels.
Im Sinne eines modularen Designs bietet dies den Vorteil, daß es weniger
Abhängigkeiten zwischen den Eigenschaften des asymmetrischen Schlüssel-
transports und den restlichen Komponenten des Gesamtsystems gibt. Dies
erleichtert den Austausch des für den Transport des symmetrischen Schlüs-
sels konkret gewählten Verfahrens – etwa wenn neue kryptanalytische Er-
kenntnisse einen Wechsel erfordern. Anzumerken ist, daß die Schlüsselen-
tropie von 128 Bits auf 112 Bits sinkt, da die 16 Bits des Zeitstempels als be-
kannt anzusehen sind. Dies stellt allerdings aus heutiger Sicht keine relevante
Einschränkung der Sicherheit dar – insbesondere da das für den Schlüssel-
transport verwendete RSA-Verfahren erst ab einer Schlüssellänge von 2432
Bits eine den 112 Bits des symmetrischen Schlüssels entsprechende Sicher-
heit bietet [WWW:ECRYPT_08].
2.8.2 Schutz vor Replay-Angriffen bei Tor
Der Anonymisierungsdienst Tor ist eine Weiterentwicklung des Onion Rou-
ter Projektes [SyGR_97], das wiederum auf den Chaumschen Mixen basiert
(siehe auch Anhang A.6.4).
Tor verwendet genauso wie AN.ON den Mechanismus der symmetrisch
verschlüsselten Kanäle. Während jedoch bei AN.ON auf Grund der Kaska-
den die Reihenfolge der Mixe nicht durch den Nutzer beeinflußbar ist, ver-
wendet Tor sogenannte freie Mix-Ketten, d. h. der Nutzer kann für jeden Ka-
nal bestimmen, welche Tor-Server in welcher Reihenfolge verwendet werden
sollen.
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Abbildung 2.10: Etablierung des symmetrischen Kanalschlüssels bei Tor
Ein weiterer grundlegender Unterschied zwischen Tor und AN.ON be-
steht auch in dem Verfahren zur Etablierung des symmetrischen Kanalschlüs-
sels. Tor verwendet dazu das Diffie-Hellman-Schlüsselvereinbarungsproto-
koll (vereinfacht dargestellt in Abbildung 2.10). Aus dem Wert gxy werden
mittels einer Hash-Funktion die notwendigen Geheimnisse für die Kanalver-
schlüsselung generiert.
Ein weiterer Unterschied beim Kanalaufbau besteht darin, daß bei AN.ON
mit einem einzigen Verbindungsaufbaupaket, das durch alle Mixe der Kas-
kade geschickt wird, mit allen Mixen jeweils ein symmetrischer Kanalschlüs-
sel etabliert wird. Bei Tor erfolgt der Kanalaufbau „teleskopartig“, d. h. es
wird zunächst mit dem ersten Tor-Server der Kette ein Kanal aufgebaut. Über
diesen wird dann ein Verbindungsaufbaupaket zum zweiten Tor-Server der
Kette gesendet. Ist auch dieser Kanal aufgebaut, so wird er benutzt, um ein
Verbindungsaufbaupaket zum dritten Tor-Server zu senden usw.
Ebenso wie bei AN.ON ist auch bei Tor aus den bereits erwähnten Grün-
den ein Replay-Angriff auf die ausschließlich symmetrisch verschlüsselten
Datenpakete erfolglos.
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Darüber hinaus bringt auch das Wiedereinspielen des Verbindungsaufbau-
pakets keinen Erfolg, da der Tor-Server ein neues zufälliges y erzeugt. Damit
ergibt sich auch ein neues zufälliges gxy und ein neuer zufälliger Kanal-
schlüssel. Dies bedeutet, daß die Ausgaben des Tor-Servers nicht mit vergan-
genen Ausgaben, die dem Angreifer bekannt sind, verkettet werden können.
2.8.3 Vergleich
Dieses Kapitel beschäftigt sich mit einem Vergleich der Verfahren zur Ver-
hinderung von Replay-Angriffen bei AN.ON und Tor. Der Vergleich erfolgt
insbesondere unter Berücksichtigung des notwendigen Aufwands.
Gemeinsamkeiten
Beiden Anonymisierungsdiensten ist gemein, daß sie zur Datenübertragung
den Mechanismus der symmetrisch verschlüsselten Kanäle verwenden. Dar-
aus resultiert, daß Replay-Angriffe nur auf die Verbindungsaufbaupakete
möglich sind.
Unter Sicherheitsgesichtspunkten bezüglich Replay-Angriffen läßt sich fer-
ner feststellen, daß beide Dienste einen wirksamen Schutz gegen Replay-
Angriffe bieten.
Unterschiede
Die Unterschiede bei der Verhinderung von Replay-Angriffen resultieren aus
den unterschiedlichen Verfahren zur Etablierung des symmetrischen Kanal-
schlüssels. Da Tor hier auf das Diffie-Hellman-Schlüsselvereinbarungsproto-
koll setzt, sind erfolgreiche Replay-Angriffe nicht möglich. Anders ist dies
bei AN.ON, bei dem durch die Verwendung eines simplen Schlüsseltrans-
portmechanismus (Verschlüsselung des symmetrischen Schlüssels unter Be-
nutzung von RSA) Replay-Angriffe prinzipiell möglich sind. Die getroffene
Schutzmaßnahme besteht hier im wesentlichen aus dem Erkennen des An-
griffes.
Da die beiden Verfahren denselben Schutz bieten, haben die Unterschiede
hauptsächlich Auswirkungen auf die Leistung. Dies wird nachfolgend näher
untersucht.
71
2 Mix-Protokoll
Leistungsanalyse
Die Verfahren zur Verhinderung von Replay-Angriffen haben unter Leistungs-
gesichtspunkten insbesondere Einfluß auf die Verzögerungszeit. Bei AN.ON
ist pro Verbindungsaufbaupaket und Mix ein Datenbankzugriff erforderlich.
Demgegenüber ist bei Tor das Rücksenden der zweiten Hälfte der Diffie-
Hellman-Schlüsselvereinbarung notwendig. Die Anzahl übertragener Nach-
richten steigt dabei (auf Grund des „teleskopartigen“ Verbindungsaufbaus)
quadratisch mit der Anzahl verwendeter Tor-Server.
AN.ON
Wie bereits in Kapitel 2.8.1 erläutert, wird pro Verbindungsaufbaupaket ein
lp = 48 Bits langer Identifikator τ in der Replay-Datenbank gespeichert.
Diese Datenbank ist dabei als statische Hash-Tabelle mit Überlaufliste or-
ganisiert.21 Die Hash-Tabelle bietet Platz für 216 = 65536 Hash-Tabellenein-
träge (buckets). Als Hash-Funktion f(τ) wird f(τ) = τ mod 216 gewählt. Da
τ Teil des symmetrischen Schlüssels und somit gleichverteilt zufällig ist, ist
f(τ) eine uniforme Hash-Funktion. Der Erwartungswert für die Anzahl α
zu speichernder Elemente pro Hash-Tabelleneintrag bei k Einträgen in die
Hash-Tabelle ist α = k/216.
Die Überlaufliste ist als binärer Suchbaum organisiert. Der Aufwand für
das Suchen eines Eintrages in der Datenbank setzt sich somit aus dem Auf-
wand für das Hashing (O(1)) und das Suchen im binären Baum (O(h), wobei
h die Höhe des Baumes ist22) zusammen. Dabei ist zu beachten, daß im Nor-
malfall, d. h. wenn kein Angriff stattgefunden hat, der zu suchende Eintrag
nicht in der Datenbank gespeichert ist. Das Einfügen eines neuen Eintrages
verursacht darüber hinaus den Aufwand Θ(1).
Sei k die Anzahl Einträge in der Datenbank, tv die Zeit, die für einen
Vergleich zweier Werte notwendig ist und te die Zeit für das Einfügen (ohne
Suchen) eines neuen Eintrages in den Baum. Dann ist die Verzögerungszeit
VD, die sich durch einen Datenbankzugriff ergibt, näherungsweise:
VD ≈ log2
(
k
216
)
· tv + te
21 In [Nol_00] werden darüber hinaus weitere mögliche Umsetzungsvarianten diskutiert.
22 Da das Erzeugen des Baumes nur durch Einfügungen geschieht und alle Permutationen der
zu speichernden Elemente gleich wahrscheinlich sind, ist der Erwartungswert für h gleich
log2(kB) bei kB zu speichernden Elementen.
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Abbildung 2.11: Zeiten für das Einfügen eines Eintrages in die Datenbank
Messungen haben ergeben, daß auf aktueller Hardware das Einfügen eines
Eintrages in die Replay-Datenbank deutlich weniger als 5 µs benötigt. In Ab-
bildung 2.11 sind die Meßwerte für das Einfügen eines Eintrages bei unter-
schiedlicher Datenbankgröße dargestellt.
Da sich jeder mittlere und letzte Mix einer Kaskade gegen Replay-Angriffe
schützen muß, ergibt sich eine Gesamtverzögerungszeit VAN.ON bei n Mixen
in einer Kaskade von:
VAN.ON = (n− 1) · VD
Bezüglich des Speicherbedarfs läßt sich folgendes feststellen:
• In der Hash-Tabelle sind 65536 Zeiger auf die Überlauflisten gespei-
chert.
• Ein Eintrag in der Überlaufliste besteht aus je einem Zeiger für den
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linken bzw. rechten Nachfolgeknoten und 32 Bits von τ.23
Somit ergibt sich für k Einträge in der Datenbank ein Speicherbedarf24 m von
m = 65536 · 4+ k · 12 Bytes.
Für k = 1 Million ergibt sich somit m = 12 262 144 Bytes (≈ 12 MByte).
Dies bedeutet, daß sich die Replay-Datenbank eines Mixes ohne Probleme
im Hauptspeicher aktueller Hardware halten läßt.
Allerdings ist zu berücksichtigen, daß bei einer zukünftigen Steigerung
der Leistungsfähigkeit eines Mixes sowie einer Erhöhung der zur Verfügung
stehenden Datenrate die Größe der Datenbank entsprechend mit der Zahl der
dann innerhalb eines 10 Minuten Intervalls verarbeiteten Kanalaufbaupakete
wächst. Dabei ist zusätzlich zu berücksichtigen, daß für das Erreichen einer
akzeptablen falsch-positiv Fehlerrate ein entsprechend längerer Identifikator
τ zu speichern ist.
Für k = 10 Millionen bedeutet dies beispielhaft, daß τ eine Länge von 56
Bits haben sollte, d. h. pro Datenbankeintrag 8 Bits mehr zu speichern sind.
Gemäß obiger Formel ergibt sich dann ein Speicherverbrauch von ca. 130
MByte für die Datenbank.25
Sollte sich der Speicherverbrauch für die Replay-Datenbank in ZukunftBloom-Filter als
Alternative zur
Hash-Tabelle mit
Überlaufliste
als ernsthaftes Problem darstellen, so ist eine mögliche Lösung die Verwen-
dung eines Bloom-Filters [Bloo_70] anstelle der Hash-Tabelle mit Überlaufli-
ste. Bloom-Filter zur Replay-Erkennung werden beispielsweise auch bei dem
Verfahren I2P (siehe Anhang A.12) eingesetzt.
Ein Bloom-Filter benutztmB binäre Speicherstellen {1, . . . ,mB} und hB ver-
schiedene Hash-Funktionen Hi : x 7→ {1, . . . ,mB} um festzustellen, ob ein
Element bereits in einer Menge enthalten ist. Dazu werden mit Hilfe der
Hash-Funktionen hB Speicherstellen ermittelt. Befindet sich in allen diesen
Speicherstellen der Wert 1, so ist das Element bereits in der Menge enthal-
ten – oder es trat eine Kollision auf. Die Auftrittswahrscheinlichkeit eines
derartigen falsch-positiv Fehlers hängt dabei von der Anzahl mB der Spei-
cherstellen, der Anzahl bereits hinzugefügter Elemente und der Anzahl hB
der Hash-Funktionen ab. Bei einer dem obigen Beispiel von k = 10 Millionen
23 Die restlichen 16 Bits ergeben sich aus der Hash-Tabelle.
24 Angenommen wird, daß für das Speichern eines Zeigers 32 Bits benötigt werden.
25 Um möglichst effiziente Speicherzugriffe zu gewährleisten, kann es aus praktischer Sicht
sinnvoll sein, an Stelle der notwendigen 40 Bits gleich 64 Bits von τ pro Datenbankeintrag zu
speichern. In diesem Fall wächst der Speicherverbrauch auf ca. 160 MByte an.
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Einträgen vergleichbaren falsch-positiv Fehlerrate ergibt sich mB ≈ 152 Mil-
lionen (entspricht 19 MByte Speicherplatz), wobei hB = 10 Hash-Funktionen
verwendet werden.
Bezüglich des Rechenaufwandes zum Suchen und Einfügen eines Elemen-
tes ist – bei Wahl geeigneter Parameter – kein relevanter Unterschied zwi-
schen der Verwendung eines Bloom-Filters und einer Hash-Tabelle mit Über-
lauflisten zu erwarten. Da an die Hash-Funktionen des Bloom-Filters ledig-
lich die Anforderungen gestellt werden, daß es sich um unabhängige, unifor-
me Hash-Funktionen handelt, können die Hash-Funktionen gebildet werden,
indem einfach jeweils x Bits des symmetrischen Schlüssels genommen wer-
den, welche als eine Binärzahl b interpretiert werden und die Ausgabe der
Hash-Funktion letztlich 2b ist. Dabei muß für die Anzahl Speicherstellen gel-
ten: mB = 2x.
Tor
Die Verwendung des Diffie-Hellman-Schlüsselvereinbarungsprotokolls zur
Verhinderung von Replay-Angriffen beim Verbindungsaufbau erfordert ei-
ne bidirektionale Kommunikation, d. h. der Tor-Server muß dem Client seine
Hälfte der Schlüsselvereinbarung zusenden. Dieses Rücksenden beeinflußt
maßgeblich die Verzögerungszeit beim Verbindungsaufbau. Darüber hinaus
wächst der Kommunikationsaufwand auf Grund des „teleskopartigen“ Ver-
bindungsaufbaus quadratisch mit der Anzahl gewählter Mixe.
Sei tb die Verzögerungszeit zwischen zwei benachbarten Mixen und n die
Anzahl Mixe in der Kette, dann ergibt sich eine Gesamtverzögerungszeit V
von:
V = (1+ n) · n
2
· tb · 2 =
(
n+ n2
)
· tb
Im Vergleich zu AN.ON, bei dem die durch das Netzwerk verursachte Verzö-
gerungszeit n · tb beträgt, ergibt sich somit eine zusätzliche Verzögerungszeit
VTor von:
VTor = V − n · tb = n2 · tb
Der Wert tb läßt sich unter Berücksichtigung der Paketgröße (512 Bytes)
und der zur Verfügung stehenden Datenrate d nach unten abschätzen. Bei-
spielsweise ergibt sich für d = 100 MBit/s:
tb >
512 · 8 Bits
b
= 40, 96 µs
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Damit ergibt sich, daß die Verzögerungszeit bei Tor im Vergleich zu AN.ON
um mindestens eine Größenordnung größer ist. Messungen haben darüber
hinaus ergeben, daß realistische Werte für tb eher im Bereich zwischen 0,5ms
und 5ms liegen.
Zusammenfassung
Vergleicht man die Verfahren zur Verhinderung von Replay-Angriffen bei
den Anonymisierungsdiensten AN.ON und Tor, so zeigt sich, daß das bei
AN.ON gewählte Vorgehen nicht nur praktisch realisierbar ist, sondern auch
noch deutliche Vorteile bezüglich der Verzögerungszeit gegenüber Tor bietet.
Unter Sicherheitsaspekten leisten beide Verfahren das Gewünschte – einen
wirksamen Schutz gegen Replay-Angriffe.
Für eine allgemeine Bewertung der Verfahren muß natürlich die gesamte
Architektur des Anonymisierungsdienstes berücksichtigt werden. Während
es sich bei AN.ON auf Grund der Kaskaden um eher starre Strukturen han-
delt, sind diese bei Tor durch das unkoordinierte Erscheinen und Verschwin-
den von Tor-Servern und die freie Wahl der Kette wesentlich dynamischer.
Daher ist bei Tor die Verwendung des zwar weniger performanten dafür
aber auch mit wesentlich weniger Verwaltungsaufwand verbundenen Ver-
fahrens durchaus gerechtfertigt. Zusätzlich ist zu berücksichtigen, daß Tor
durch die Verwendung der Diffie-Hellman-Schlüsselvereinbarung – im Ge-
gensatz zu AN.ON mit seinem einfachen Schlüsseltransport – die zusätzliche
Sicherheitseigenschaft der Perfect Forward Secrecy (PFS) erreicht.
2.8.4 Anmerkungen zur Implementierung
Zur Umsetzung der Datenbank zur Replay-Erkennung, die wie oben erwähnt
als Hash-Tabelle mit Überlaufliste organisiert ist, wurde auf aus der Literatur
bekannte Algorithmen zurückgegriffen.
Etwas aufwendiger gestaltete sich die Lösung zur Verbreitung der Infor-
mationen über die aktuelle (relative) Zeit der einzelnen Mixe einer Kaskade.
Wie in der allgemeinen Darstellung des Verfahrens zur Verhinderung von
Replay-Angriffen erwähnt, benötigt ein JAP diese Informationen, um die von
ihm versandten Kanalaufbaupakete mit gültigen Zeitstempeln zu versehen.
Der Austausch der dafür notwendigen Informationen erfolgt mit Hilfe ei-
nes dafür reservierten Steuerkanals. Dabei existieren drei unterschiedliche
Steuernachrichten:
76
2.8 Verhinderung von Replay-Angriffen
Anfrage GetTimestamp(MixID): Dabei handelt es sich um eine Anfrage nach
dem aktuell gültigen Zeitstempel des Mixes mit dem Identifikator
MixID. Empfängt ein Mix eine derartige Anfrage, so überprüft er, ob
(a) sein eigener Zeitstempel angefragt wird oder (b) der Zeitstem-
pel eines anderen Mixes. Im Fall (a) beantwortet der Mix die An-
frage, indem er seinen Zeitstempel über den Steuerkanal in diejeni-
ge Richtung sendet, aus der die Anfrage kam, d. h. wenn die An-
frage von einem vorangehenden Mix kam, so wird die Antwort an
diesen Vorgänger-Mix (also Downstream) gesendet – andernfalls ent-
sprechend an den Nachfolger-Mix (also Upstream).
Anfrage GetTimestamps(): Dabei handelt es sich um eine Anfrage, die nur
von einem JAP zum ersten Mix gesendet wird. Dieser besitzt eine pe-
riodisch aktualisierte Datenbank der aktuellen Zeitstempel aller Mixe
der Kaskade. Ein JAP kann mit der Nachricht GetTimestamps() den
Inhalt dieser Datenbank abfragen, d. h. mit einer einzigen Anfrage
die Zeitstempel aller Mixe der Kaskade erfahren. Alternativ kann ein
JAP auch die Mixe einzeln abfragen – allerdings erfordert dies einen
deutlich höheren Kommunikationsaufwand.
Antwort: Eine Antwort besteht aus einer (gegebenenfalls einelementigen) Li-
ste von Mix-IDs mit jeweils zugeordneten aktuellen Zeitstempeln. Ein
Zeitstempel besteht dabei aus zwei Teilen: dem eigentlichen Wert des
aktuellen Zeitstempels als natürliche Zahl < 216 und einem Offset,
der angibt, wieviele Sekunden bezüglich des aktuellen Zeitstempels
bereits vergangen sind. Mit Hilfe dieser Informationen kann ein JAP
bestimmen, wann ein Wechsel zum nachfolgenden Wert eines Zeit-
stempels erfolgen muß.
Jeder mittlere bzw. letzte Mix sendet in periodischen Abständen unaufgefor-
dert seinen aktuellen Zeitstempel an seinen Vorgänger-Mix. Handelt es sich
bei diesem um einen ersten Mix, so aktualisiert dieser seine Datenbank der
aktuell gültigen Zeitstempel entsprechend des empfangenen Wertes. Jeder
andere Mix leitet den empfangenen Zeitstempel einfach an seinen Vorgänger-
Mix weiter, so daß er schließlich beim ersten Mix eintrifft.
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2.9 Dummy-Traffic
Das Versenden von bedeutungslosen Nachrichten (Dummy-Traffic) ist eine
mögliche Maßnahme, um Angriffe auf die Anonymität mittels Verkehrsana-
lysen und den daraus resultierenden sehr wirkungsvollen Schnittmengenan-
griffen zu erschweren. Eine mögliche Strategie beim Generieren und Über-
tragen von Dummy-Traffic ist dabei, die auf den Übertragungswegen beob-
achtbaren Verkehrsmuster aller Teilnehmer anzugleichen, so daß an Hand
der Beobachtung dieser Verkehrsmuster kein Informationsgewinn (bezüglich
der Unterscheidung von Teilnehmern) möglich ist. In Anhang A.3 finden
sich weiterführende Darstellungen zur Problematik der Schnittmengenan-
griffe und zur Generierung von Dummy-Traffic.
Als Ergebnis ergibt sich, daß eine konsequente Umsetzung des Übertra-
gens von bedeutungslosen Nachrichten zum Schutz der Anonymität der Teil-
nehmer im Falle von AN.ON mit erheblichen Kosten verbunden ist. Dies
betrifft sowohl die durch den zusätzlichen Datenverkehr entstehenden Ko-
sten wie auch den in jedem Mix anfallenden Ressourcenverbrauch zur Ver-
arbeitung des Dummy-Traffics. Da darüber hinaus durch eine Vielzahl aktu-
eller Forschungsbeiträge [Dane_03a, DaSe_04, DíPr_04a, KePi_04, MaDi_05,
TGPV_08] gezeigt wurde, daß eine nicht konsequente Umsetzung der Dum-
my-Traffic-Konzepte zu einer nur unwesentlichen Verbesserung der Anony-
mität der Teilnehmer führt, wurde bisher bei AN.ON auf die Integration von
Dummy-Traffic zum Schutz der Anonymität der Teilnehmer verzichtet.
Allerdings unterstützt auch das aktuelle Mix-Protokoll und dessen Imple-
mentierung im JAP bzw. den Mixen das Versenden von bedeutungslosen
Nachrichten. Vorgesehen ist dabei hauptsächlich das Versenden von Dummy-
Traffic zwischen benachbarten Mixen bzw. einem Client und dem ersten Mix.
Dabei handelt es sich um Mix-Pakete, bei denen die Kanalnummer den Wert
0 hat und deren Datenteil aus (pseudo)zufällig generierten Bytes besteht.
Der Dummy-Traffic dient momentan hauptsächlich dem Verbindungsma-
nagement (siehe Kapitel 2.3). Er wird zum einen verwendet, um Verbin-
dungsabbrüche zu erkennen, und zum anderen, um Verbindungen aktiv
zu benutzen. Letzteres ist insbesondere bezüglich Verbindungen von Clients
zum ersten Mix relevant, wenn sich auf dem Übertragungsweg NAT-Router,
Firewalls oder Proxies befinden. Einige dieser Netzkomponenten implemen-
tieren die Lösung für das Problem der halb-offenen Verbindungen, indem sie
Verbindungen schließen, über die eine vorgegebene Zeitspanne lang keine
Daten übertragen wurden. Empfängt ein erster Mix ein Dummy-Mix-Paket
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von einem Client, so sendet er ebenfalls ein Dummy-Mix-Paket an diesen.
Dies ist notwendig, da einige der erwähnten Netzkomponenten eine Verbin-
dung nur als aktiv ansehen, wenn in beide Richtungen Daten übertragen
werden.
2.10 Sammeln und Umsortieren
Die Verarbeitungsschritte „Sammeln“ und „Umsortieren“ bilden wichtige Si-
cherheitsbestandteile von Mixen (siehe Anhang A.3). Sie dienen dazu, einem
Angreifer möglichst wenig Informationen über die Ein-Ausgabe-Zuordnung
von Mix-Paketen nach Bearbeitung durch einen Mix zu geben. Wie im An-
hang beschrieben, lassen sich zwei prinzipielle Vorgehensweisen unterschei-
den, die als „Batch“ (Schub) bzw. „Pool“ bezeichnet werden. Ein Batch-Mix
sammelt dabei zunächst Mix-Pakete von einer definierten Anzahl von Teil-
nehmern, bevor er diese (in einem Schub) umsortiert ausgibt. Unter einem
Pool-Mix wird üblicherweise ein Mix verstanden, der ständig einen Pool un-
verarbeiteter Mix-Pakete vorhält. Trifft ein neues Mix-Paket ein, so wählt er
zufällig ein im Pool vorhandenes Mix-Paket zur Verarbeitung aus.
Letztlich lassen sich aber die Regeln, nach denen die Verarbeitung von
Mix-Paketen erfolgt, beliebig spezifizieren. So kann beispielsweise statt ein
Mix-Paket aus dem Pool zufällig zu wählen für jedes Paket eine separate Zu-
fallsentscheidung getroffen werden, ob es verarbeitet werden soll oder nicht.
Die zugrundeliegende Verteilung kann dabei für jedes Mix-Paket gleich sein
oder variieren. Genauso kann die Verteilung abhängig sein von weiteren Pa-
rametern wie beispielsweise der Zeit, der Poolgröße etc. Darüber hinaus ist
es auch nicht notwendig, daß die Verarbeitung von Nachrichten aus dem
Pool nur angestoßen wird, wenn ein neues Mix-Paket eintrifft. Auch hier sind
beliebige Regeln vorstellbar, beispielsweise nach Ablauf einer vorgegebenen
Zeitspanne, auf Grund einer Zufallsentscheidung etc. Letztendlich ergibt sich
damit, daß ein Batch-Mix als ein Pool-Mix mit einer entsprechend definierten
Verarbeitungsregel aufgefaßt werden kann.
Die konkret gewählten Regeln für die Verarbeitung der im Pool gespeicher-
ten Mix-Pakete haben entscheidenden Einfluß auf den erreichbaren Schutz
im Sinne des Erschwerens des Informationsgewinns für einen Angreifer über
die Ein-Ausgabe-Zuordnung von Mix-Paketen [SeDS_03, DíSD_04, DíPr_04a].
Neben dem erreichbaren Schutz der Anonymität sind aus praktischer Sicht
bezüglich der Wahl einer geeigneten Strategie für das Sammeln und Um-
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sortieren weitere Faktoren zu berücksichtigen. Dies betrifft insbesondere die
durch das Sammeln und Umsortieren zusätzlich entstehende Verzögerungs-
zeit bei der Bearbeitung der Mix-Pakete.
Bei einem Batch-Mix hängt diese Verzögerung wesentlich von der Zeit ab,
die es dauert, bis ein Mix genügend viele Nachrichten von genügend vielen
Teilnehmern empfangen hat. Auf Grund der bei Internet-basierter Kommu-
nikation fehlenden Garantien bezüglich Dienstgüteeigenschaften ist es nicht
möglich, für die oben erwähnte Verzögerung eine obere Schranke anzuge-
ben. Es besteht beispielsweise immer die Möglichkeit, daß eine Nachricht auf
Grund von Übertragungsfehlern nicht beim Empfänger eintrifft. Insofern ist
es notwendig, für einen benutzbaren Batch-Mix eine obere Schranke für das
Warten auf fehlende Nachrichten festzulegen.
Dabei ergibt sich nun das Problem, wie diese obere Schranke festzulegen
ist – insbesondere wenn man berücksichtigt, daß die Verbindungen zwischen
verschiedenen Nutzern und einem ersten Mix unterschiedliche Parameter
(bezüglich Datenrate und Verzögerungszeit) besitzen. Eine Möglichkeit wäre,
unterschiedliche Dienstklassen zu definieren und abhängig von der Dienst-
klasse unterschiedlich viele Mix-Pakete pro Nutzer in einem Schub aufzuneh-
men. Dabei ist zu beachten, daß es je nach den konkreten Eigenschaften einer
Dienstklasse zu Einschränkungen der Anonymitätsmenge kommen kann, die
dann nicht mehr alle Nutzer einer gegebenen Kaskade umfaßt, sondern nur
noch Nutzer, die derselben Dienstklasse angehören. Mögliche weitere Vari-
anten des beschriebenen Vorgehens zur Bestimmung einer oberen Schranke
sollen hier jedoch nicht weiter diskutiert werden, da das generelle Problem
bestehen bleibt, daß nach Ablauf der Zeitspanne nicht genügend viele Nach-
richten von genügend vielen Nutzern im Mix vorliegen. Es stellt sich die
Frage, was in dieser Situation zu tun ist.
Im Entwurf des Systems Pipnet [WWW:Dai_98c] (siehe Anhang A.4) wur-
de vorgeschlagen, einen solchen Schub komplett zu verwerfen. Dies ist zwar
unter Anonymitätsgesichtspunkten ein sinnvolles Vorgehen – führt in der
Praxis mit hoher Wahrscheinlichkeit aber zu einem unbenutzbaren System
und ermöglicht in jedem Fall leicht durchzuführende Verfügbarkeitsangrif-
fe, indem ein angemeldeter Teilnehmer nicht die von ihm erwartete Anzahl
an Mix-Paketen sendet. Letzteres läßt sich zwar etwas abschwächen, indem
der Verursacher eines solchen Angriffes entdeckbar ist [BeFK_00]. Solange je-
doch das Wiederanmelden an einer Kaskade unter Benutzung eines anderen
Pseudonyms mit geringen Kosten verbunden ist, stellt die Entdeckung eines
Angreifers keine Lösung des Problems dar.
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Ein alternatives Vorgehen wäre das Auffüllen der fehlenden Nachrichten
mit Dummy-Nachrichten. Allerdings führt dieses Vorgehen zu einer Reduk-
tion der Anonymitätsmenge, da kein Ende-zu-Ende-Dummy-Traffic möglich
ist. Unter Ausnutzung von Schnittmengenangriffen ist es einem Angreifer da-
bei mit relativ geringem Aufwand möglich, die Anonymitätsmenge soweit zu
reduzieren, daß kein Schutz für den angegriffenen Teilnehmer mehr besteht.
Zusammenfassend läßt sich feststellen, daß aus den erwähnten Gründen
bisher bei AN.ON kein Batch-Mix-Konzept umgesetzt ist.
Zu Testzwecken ist zur Zeit lediglich eine einfache Pool-Mix-Strategie um-
gesetzt. Dabei wird bei Eintreffen eines Mix-Pakets ein anderes Mix-Paket aus
dem Pool gewählt und verarbeitet. Bei der Auswahl ist zu beachten, daß die
Reihenfolge von Mix-Paketen innerhalb eines gegebenen Kanals nicht ver-
ändert werden darf. Insofern erfolgt bei der Auswahl des Mix-Pakets eine
zufällige Auswahl unter den im Pool vertretenen Kanälen. Das nächste zu
übertragende Paket des zufällig gewählten Kanals wird dann verarbeitet.
Sollte innerhalb einer konfigurierbaren Zeitspanne kein neues Paket bei
einem Mix eintreffen, so generiert der Mix ein Dummy-Paket, das in den
Pool eingefügt wird.
Wie bereits erwähnt dient die Implementierung vorrangig zum Testen ver-
schiedener Pool-Strategien und deren Auswirkung auf die durch die Kaska-
de insgesamt angebotenen Dienstgüteeigenschaften (insbesondere bezüglich
Durchsatz und Verzögerungszeit). Betrachtungen, inwieweit durch die Ver-
wendung eines Pool-Mixes auch eine Verbesserung des Schutzes der Anony-
mität erreicht wird, sind insofern momentan irrelevant, da einem Angreifer
auf Grund der bisher nicht gelösten Angriffsmöglichkeiten auf Grund von
Verkehrsanalysen in jedem Fall ein effektives Angriffsmittel zur Verfügung
steht (siehe Kapitel 2.9).
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3.1 Einführung
Das AN.ON-System wird mit dem Ziel entwickelt, leicht benutzbare anony-
me Internet-Kommunikation für den durchschnittlich erfahrenen Internet-
Nutzer zu ermöglichen. Der InfoService ist eine wesentliche Komponente zur
Unterstützung dieser einfachen Benutzbarkeit. Beim InfoService handelt es
sich im wesentlichen um eine Datenbank, in der Informationen über die ak-
tuell verfügbaren Mixe und Kaskaden sowie deren Status hinterlegt sind.
Mit Hilfe dieser Informationen ist es dem Nutzer zum einen leicht möglich,
sich für eine Kaskade zu entscheiden, die seine Ansprüche an die Vertrauens-
würdigkeit erfüllt. Zum anderen bilden die Statusinformationen (Anzahl der
momentan angemeldeten Nutzer, Verkehrssituation etc.) die Grundlage, um
während der Benutzung einer Kaskade den momentan erreichten Grad an
Anonymität besser einschätzen zu können. Gerade diese Statusinformatio-
nen sind eine wesentliche Neuerung, die bisherige Konzepte für Anonymi-
sierungsdienste nicht vorsehen.
3.2 Grundlegende Designentscheidungen
Damit der InfoService dem Anspruch gerecht wird, die Benutzbarkeit des
AN.ON-Systems zu verbessern und zu vereinfachen, muß das Abrufen der
durch den InfoService bereitgestellten Informationen selbst so einfach und
benutzungsfreundlich wie möglich gestaltet werden.
Da der InfoService (neben der Web-Seite des AN.ON-Projektes) die zen-
trale Informationsquelle für das AN.ON-System darstellt, sollte das Abrufen
der bereitgestellten Informationen nicht nur mit Hilfe des JAP möglich sein.
Ist der JAP fehlerhaft installiert oder konfiguriert, so könnte dies andernfalls
für den Nutzer bedeuten, daß der Zugriff auf die im InfoService hinterlegten
Informationen nicht mehr möglich ist.
Eine Art und Weise des Informationsabrufs, die durch nahezu alle mo-
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dernen Betriebssysteme unterstützt wird und die den Nutzern eines Anony-
misierungsdienstes für das Web geläufig sein sollte, ist die Benutzung des
Web-Browsers. Konkret bedeutet dies, daß der Nutzer in seinen Browser ei-
ne Reihe von wohldefinierten URLs↑ eingeben können soll, um an die im
InfoService hinterlegten Informationen zu gelangen.
Als unmittelbare Konsequenz dieser Entscheidung ergibt sich, daß die
Kommunikation mit dem InfoService über das HTTP-Protokoll möglich sein
muß.
Wie bereits mehrfach erwähnt, besteht der wesentliche Sinn des InfoSer-
vices darin, die Benutzbarkeit des Systems zu vereinfachen. Auf der anderen
Seite wurde mit dem InfoService eine neue Komponente in die Architektur
des Gesamtsystems aufgenommen, die zusätzliche Komplexität bedeutet und
fehlerhaft arbeiten kann. In diesem Fall könnte die Einführung des InfoSer-
vice eine Verschlechterung der Zuverlässigkeit und somit der Benutzbarkeit
des AN.ON-Systems bedeuten. Daher wurde festgelegt, daß der InfoService
lediglich eine Ergänzung des AN.ON-Systems ist, die im allgemeinen zu einer
verbesserten Benutzbarkeit führt. Jedoch muß eine anonyme Kommunikation
über die Mix-Kaskaden auch dann möglich sein, wenn der InfoService nicht
verfügbar ist. Somit hängt die Verfügbarkeit der anonymen Kommunikation
nur von (für diese Kommunikation) unbedingt notwendigen Komponenten –
nämlich den Mixen der gewählten Kaskade – ab.
Aus demselben Grund – den InfoService lediglich als ergänzenden Be-
standteil des AN.ON-Systems zu sehen – soll auch die Vertrauenswürdig-
keit der anonymen Kommunikation möglichst wenig (idealerweise gar nicht)
von der Vertrauenswürdigkeit des InfoService abhängen. Daher werden alle
durch den InfoService verteilten Informationen von der jeweilige Informati-
onsquelle digital signiert.
Zusammenfassend lassen sich also folgende grundlegende Designentschei-
dungen festhalten:
1. Der InfoService dient vordergründig der Erhöhung der Benutzbarkeit
des AN.ON-Systems und stellt insofern lediglich eine Ergänzung dar.
2. Die durch den InfoService bereit gestellten Informationen sollen mit
einem Web-Browser abrufbar sein.
3. Eine anonyme Kommunikation muß auch bei Ausfall des InfoService
möglich sein.
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4. Die Vertrauenswürdigkeit des InfoService sollte keinen Einfluß auf die
Vertrauenswürdigkeit der Anonymität haben.
3.3 Feinentwurf
In Kapitel 3.2 wurde festgelegt, daß der InfoService für den Abruf der gespei-
cherten Informationen mindestens das HTTP-Protokoll unterstützen muß.
Um die Komplexität des InfoServices und den Implementierungsaufwand
gering zu halten, wurde entschieden, daß sämtliche Kommunikation mit dem
InfoService über das HTTP-Protokoll erfolgt. Der InfoService verhält sich also
nach außen wie ein gewöhnlicher Web-Server.
Dies bietet zusätzlich einen – für die Benutzbarkeit ganz wesentlichen –
Vorteil: die Wahrscheinlichkeit, daß der InfoService auch aus gesicherten Net-
zen (d. h. von Rechnern hinter Firewalls oder Proxies) zu erreichen ist, wird
wesentlich erhöht. Typischerweise ist nämlich das Abrufen von Web-Seiten
auch aus derart gesicherten Netzen möglich.
3.3.1 XML zur strukturierten Speicherung der Informationen
Die eigentlichen Daten werden mit Hilfe von XML übertragen. Die Verwen-
dung von XML an Stelle einer auch vorstellbaren proprietären binären Ko-
dierung der zu übertragenden Informationen bietet eine Reihe von Vorteilen:
Vereinfachung der Fehlersuche: Die Übertragung der Daten erfolgt in einer
durch einen Menschen unmittelbar zu interpretierenden Darstellungs-
form, nämlich textbasiert. Bei Verwendung einer binären Kodierung
wären zusätzliche Verarbeitungsschritte notwendig, die ihrerseits Feh-
ler verursachen können. Zwar mag dieses Argument zunächst wenig
überzeugend klingen – insbesondere wenn man davon ausgeht, daß
die Entwicklungszeit einen eher kleinen Anteil an der Gesamtlebens-
zeit des Systems hat. Jedoch zeigte sich im Laufe der Entwicklung des
AN.ON-Systems, daß diese Eigenschaft von XML zu einer ganz wesent-
lichen Vereinfachung der Fehlersuche und somit zur Beschleunigung
des Entwicklungsprozesses geführt hat. Man sollte diesen Vorteil also
keinesfalls unterschätzen.
Nur eine Darstellungsform notwendig: Die durch den InfoService bereit-
gestellten Informationen sollen sowohl durch die AN.ON-Kernkom-
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ponenten, also JAP und Mixe, verarbeitbar, als auch mit Hilfe eines
Browsers abrufbar sein. Normalerweise würden dafür zumindest zwei
Darstellungsformen notwendig sein. Eine (maschinenverarbeitbare und
gegebenenfalls binäre) für die Kommunikation der AN.ON-Kompo-
nenten mit dem InfoService und eine (HTML↑-basierte) für das Ab-
rufen der Informationen mit dem Browser. Durch die Verwendung von
XML entfällt diese aufwendige und fehleranfällige Anforderung. Bei
XML handelt es sich um eine klar strukturierte und wohl definierte
Darstellung von Informationen, die problemlos durch Maschinen zu
verarbeiten ist. Darüber hinaus existiert mit XSLT↑ ein Standard für
die Transformierung von XML in beliebige andere Darstellungsformen.
Der dafür notwendige XSLT-Prozessor, der aus einer XML-Datei und
einer XSLT basierten Beschreibung der vorzunehmenden Transforma-
tion die entsprechenden Ausgaben generiert, ist Bestandteil vieler mo-
derner Browser. Somit reicht es aus, daß der InfoService neben den
eigentlichen (in XML vorliegenden) Informationen noch dazu passen-
de XSLT-Transformationsbeschreibungen zur Verfügung stellt. Mit Hil-
fe dieser XSLT-Beschreibung kann der Browser des Nutzers aus den
XML-basierten Informationen eine HTML-Darstellung generieren, die
die abgerufenen Informationen in einer für einen Menschen leicht ver-
ständlichen Darstellung (z. B. Tabellen, Diagrammen etc.) präsentiert.
Bei XSLT-Beschreibungen handelt es sich um XML-Dateien. Sie lassen
sich auf einfache Art erstellen und warten. Insbesondere ist es also
nicht notwendig, Veränderungen am Code des InfoService vorzuneh-
men, wenn sich die Struktur der bereitgestellten Informationen ändert.
Es reicht aus, Änderungen an der XSLT-Beschreibung vorzunehmen.
Vielzahl von ergänzenden Standards: Durch das W3C wurde und wird ei-
ne ganze Reihe von Standards rund um XML entwickelt, die zusätz-
liche Funktionalität für XML-basierte Informationsverarbeitung bieten.
Die oben erwähnten XSLT-Transformationen sind ein Beispiel dafür. Im
Rahmen des AN.ON-Systems sind darüber hinaus die Standards zur In-
tegritätssicherung (digitale Signatur) von (Teilen von) XML-Dokumen-
ten (XML Signature [WWW:XMLSig]), zur Verschlüsselung von (Teilen
von) XML-Dokumenten (XML Encryption [WWW:XMLEnc]) und zur
strukturierten Abfrage von in XML-Dokumenten gespeicherten Infor-
mationen interessant.
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Werkzeuge und Bibliotheken vorhanden: Durch die Standardisierung von
XML und die damit einhergehende weite Verbreitung von XML ent-
stand eine ganze Reihe von Werkzeugen zur Unterstützung des Ent-
wicklungsprozesses XML-basierter Anwendungen. Darüber hinaus gibt
es eine Vielzahl (insbesondere auch frei verfügbarer) Bibliotheken zur
Verarbeitung von XML-Dateien. Ein Zugriff auf XML-Dokumente ist
aus nahezu jeder Programmiersprache möglich.
Die genannten Vorteile werden allerdings mit einer Reihe von Nachteilen
erkauft, die sich insbesondere aus der textbasierten Darstellung von XML
ergeben:
Hoher Speicherverbrauch: Durch die textbasierte XML-Darstellung mit ih-
ren „sprechenden“ Tag-Namen ist typischerweise wesentlich mehr Spei-
cherplatz erforderlich, als für eine binäre Repräsentation der gleichen
Informationen.
Hoher Verarbeitungsaufwand: Das Parsen und anschließende Interpretie-
ren verursacht im Vergleich zu einer binären Darstellung einen höheren
Aufwand bei der Verarbeitung von XML-basierten Daten. Ein weiterer
Grund für den hohen Verarbeitungsaufwand liegt in der enormen Fle-
xibilität von XML, die eine Beachtung einer großen Zahl von Regeln
erfordert.
Kein wahlfreier Zugriff: Um auf in XML gespeicherten Daten zugreifen zu
können, ist stets ein sequentielles Parsen der XML-Datei notwendig.
Die erwähnten Nachteile treten jedoch hauptsächlich bei großen XML-
Dokumenten auf, wie sie beispielsweise bei XML-Datenbanken anzutreffen
sind. Beim AN.ON-System ist eher zu erwarten, daß relativ kurze XML-
Strukturen verarbeitet werden müssen.
Ein Ausnahme von dieser Regel kann sich ergeben, wenn Listen von Infor-
mationen (XML-Strukturen) bezüglich einer Klasse von Entitäten abgerufen
werden, wie dies beispielsweise der Fall ist, wenn ein Nutzer erfahren möch-
te, welche Mixe bzw. Kaskaden zur Zeit verfügbar sind. Ein Anwachsen des
benötigten Speicherplatzes für derartige Listen ergibt sich insbesondere auf
Grund der zu übermittelnden digitalen Zertifikate.
Um auch in diesem Fall eine effiziente Übertragung und Verarbeitung zu differentielle
Aktualisierungermöglichen, wird auf das Konzept der differentiellen Aktualisierung einer
derartigen Liste zurückgegriffen. Dazu besitzt jede XML-Struktur, die eine
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gegebene Entität (Mix, Kaskade, InfoService-Server etc.) beschreibt, eine Se-
riennummer. Diese wird streng monoton erhöht, wenn sich die in der XML-
Struktur enthaltenen Informationen ändern. Der InfoService stellt Befehle
bereit, um neben dem Zugriff auf die Listen mit den vollständigen XML-
Strukturen auch den Zugriff auf entsprechende Listen, die jedoch nur die
jeweiligen Seriennummern enthalten, zu ermöglichen. Ein Client kann an
Hand dieser Listen und der ihm bereits bekannten Seriennummern feststel-
len, für welche Entitäten neuere Informationen vorliegen und anschließend
gezielt nur die Informationen über diese Entitäten vom InfoService anfor-
dern.
Der Nachteil des hohen Speicherverbrauchs (und damit einhergehend ein
entsprechend hohes Übertragungsvolumen) läßt sich darüber hinaus durch
Komprimierung abmildern. Dies trifft insbesondere auf den InfoService zu,
da die HTTP-basierte Kommunikation durch die im HTTP-Protokoll bereits
vorgesehene Komprimierung der zu übertragenden Nutzdaten ein für die
eigentliche Verarbeitung transparentes Komprimieren/Dekomprimieren er-
möglicht.
Zwar existieren auch Ansätze für eine binäre Repräsentation von XML-
Daten [WWW:XMLEXI, WWW:WBXML, ISO/IEC 23001-1:2006], jedoch hat
sich zum einen bis jetzt keiner der Vorschläge wirklich durchgesetzt, zum
anderen würde damit der Vorteil der leichten „Lesbarkeit“ durch Menschen
entfallen.
Zusammenfassend läßt sich feststellen, daß die Vorteile die Nachteile über-
wiegen.
3.3.2 Verarbeitung von InfoService-Kommandos
Die Art der übermittelten bzw. abgerufenen Informationen (also letztlich die
durch den InfoService auszuführende Aktion) wird durch die Pfad- und Pa-
rameterangabe innerhalb der im HTTP-Protokoll übermittelten URL kodiert.
Zwar wäre es auch denkbar, dies innerhalb des XML-Dokuments vorzuneh-
men, jedoch bietet das erstgenannte Vorgehen den Vorteil, daß der InfoSer-
vice frühzeitig und mit wenig Aufwand entscheiden kann, ob die gewünsch-
te Aktion zulässig ist. Ein sowohl in Rechenzeit als auch Speicherverbrauch
aufwendiges Parsen von XML-Strukturen ist dafür nicht notwendig. Darüber
hinaus wird es so möglich, Aktionen im InfoService ausschließlich mit Hilfe
eines Web-Browsers auszulösen.
Tabelle 3.1 faßt die wesentlichen Kommandos, die der InfoService versteht,
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Kommando Typ Sender Beschreibung
/cascade POST Mix Übermittlung einer Beschrei-
bung der Kaskade (Erreichbar-
keit, beteiligte Mixe etc.)
/cascades GET JAP Abruf von Informationen über
alle bekannten Kaskaden
/cascadeinfo/←↩
[cascadeid]
GET JAP Abruf von Informationen
über die Kaskade mit der ID
cascadeid
/helo POST Mix Übermittlung von Informatio-
nen über einen Mix (Betreiber,
Standort etc.)
/mixes GET JAP Abruf von Informationen über
alle Mixe aller Kaskaden
/mixinfo/←↩
[mixid]
GET JAP Abruf von Informationen über
den Mix mit der ID mixid
/feedback POST Mix Übermittlung von Statusin-
formationen einer Kaskade
(Nutzerzahl, Verkehrssituation
etc.)
/mixcascadestatus/←↩
[cascadeid]
GET JAP Abruf von Statusinformatio-
nen der Kaskade mit der ID
cascadeid
Tabelle 3.1: Wesentliche Kommandos des InfoServices. 1
zusammen. In Anhang C befindet sich mit Tabelle C.1 eine vollständige Über-
sicht über alle derzeit verfügbaren InfoService-Befehle.
1 Eine Erläuterung zur Bedeutung der einzelnen Spalten befindet sich in Anhang C auf Sei-
te 353.
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3.3.3 Verteilter InfoService
In den bisherigen Ausführungen wurde der InfoService als eine zentrale Da-
tenbank beschrieben. Im Sinne von Fehlertoleranz, Robustheit und Verfüg-
barkeit ist solch ein single point of failure jedoch keine gute Designentschei-
dung. Daher wurde der InfoService als eine verteilte Datenbank realisiert.
Der verteilte InfoService besteht aus einer Reihe von InfoService-Servern,
von denen jeder lokal eine Kopie der Informationen, die der InfoService be-
reitstellt, gespeichert hat. Für die prototypische Umsetzung der Verteilung
der Informationen zu den einzelnen InfoService-Servern wurde ein simp-
ler „Fluten“-Algorithmus [BaYa_60] gewählt. Während der Testphase des
AN.ON-Systems wird vermutlich nur eine geringe Zahl von InfoService-
Servern betrieben, so daß die Nachteile des Algorithmus bezüglich Skalier-
barkeit und Übertragungsaufwand durch eine sehr hohe Robustheit und den
geringen Aufwand bei der Implementierung aufgewogen werden.
Es gibt keine Instanz, die die Verbreitung der Informationen koordiniert.
Vielmehr handelt jeder InfoService-Server autonom auf Grund der ihm vor-
liegenden Informationen. In diesem Sinne ist der verteilte InfoService einem
Peer-to-Peer-System sehr ähnlich. Wie später noch beschrieben wird, sind je-
doch nicht alle InfoService-Server wirklich identisch, so daß nicht von einem
reinen Peer-to-Peer-System geredet werden kann.
Die InfoService-Server bilden ein vollvermaschtes Netz, d. h. jeder Server
kann prinzipiell mit jedem anderen InfoService-Server kommunizieren. Das
initiale Wissen über benachbarte Server erhält ein InfoService-Server aus sei-
ner Konfigurationsdatei. Weitere Server lernt ein InfoService-Server, indem
er die ihm bekannten InfoService-Server nach ihnen bekannten weiteren Ser-
vern fragt. Gleichzeitig teilt ein InfoService-Server seinen benachbarten Ser-
vern seine eigene Existenz mit (siehe Tabelle 3.2).
Die Verteilung der dem InfoService bekannten Informationen zu den ein-
zelnen Servern geschieht, wie bereits erwähnt, mit Hilfe eines „Fluten“-Algo-
rithmus. Konkret bedeutet dies, daß ein Server, wenn er neue Informationen
erhält (z. B. Status- oder Kaskaden-Informationen) diese an alle ihm bekann-
ten Server sendet. Die Informationen werden also im „Push“-Verfahren ver-
teilt.
Um das endlose Zirkulieren von Nachrichten zu verhindern (ring-around-
the-rosy Problem), d. h. zu entscheiden, ob eine Information „neu“ ist, besitzt
jede gespeicherte (XML-)Datenstruktur eine Sequenznummer. Ein Aktuali-
sieren der gespeicherten Information und das daraus resultierende Verteilen
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Kommando Typ Sender Beschreibung
/infoservice POST IS Übermittlung einer Beschrei-
bung eines InfoService-Servers
(Erreichbarkeit, Verfügbarkeit
etc.)
/infoservices GET JAP Abruf von Informationen über
alle bekannten InfoService-
Server
/infoserviceserials GET JAP Abruf einer Liste von Serien-
nummern bezüglich der akutell
vorliegenden XML-Strukturen
über InfoService-Server
Tabelle 3.2: Kommandos zur Unterstützung der Verteilung des InfoService2
erfolgt nur, wenn die Sequenznummer in der empfangenen Datenstruktur
größer ist als in der bereits gespeicherten.
Bei der Sequenznummer handelt es sich um einen Zeitstempel, der den
Zeitpunkt beschreibt, an dem die Informationen durch die Quelle (z. B. einen
Mix) generiert wurden. Die Annahme dabei ist, daß jede Informationsquelle
eine Uhr besitzt, die streng monoton wachsende Zeitpunkte generiert. An-
gemerkt sei, daß die einzelnen InfoService-Server keine synchron laufenden
Uhren benötigen, da die Server (wie der InfoService insgesamt) lediglich zur
Verteilung der Informationen dienen, ohne sie in irgendeiner Form zu verän-
dern.
Als Informationsquellen agieren hauptsächlich die Mixe. Jeder Mix ent-
hält in seiner Konfigurationsdatei Informationen über einen oder mehrere
InfoService-Server. Dabei sollte es sich um Server handeln, von denen be-
kannt ist (oder von denen angenommen werden kann), daß sie eine mög-
lichst hohe Verfügbarkeit haben. Während der Laufzeit des Mixes kontaktiert
dieser die ihm bekannten InfoService-Server und fragt sie nach weiteren, ih-
nen bekannten InfoService-Servern. Die Anzahl der abgefragten InfoService-
Server ist konfigurierbar. Die Auswahl der abzufragenden Server erfolgt da-
2 Eine Erläuterung zur Bedeutung der einzelnen Spalten befindet sich in Anhang C auf Sei-
te 353.
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bei zufällig unter den bekannten Servern, wobei mindestens einer der kon-
figurierten gewählt wird. Sinn dieses Verfahrens ist es, auch im Falle von
temporären Kommunikationsproblemen zwischen den InfoService-Servern,
die zu einer Separation des InfoServices in mehrere (nicht verbundene) Info-
Services führen kann, möglichst aus jedem Teil-InfoService einen InfoService-
Server zu kennen.
Nach dem gleichen Verfahren verteilt der Mix auch seine Informationen.
Er sendet sie (Status-, Mix- bzw. Kaskaden-Informationen) an eine zu konfi-
gurierende Anzahl von InfoService-Servern. Wichtig für ein korrektes Funk-
tionieren des „Fluten“-Algorithmus ist, daß alle Server exakt dieselben Daten
vom Mix erhalten. Die Auswahl der Server erfolgt zufällig unter den bekann-
ten InfoService-Servern, wobei jedoch mindestens einer der konfigurierten
gewählt wird. Gezählt werden dabei natürlich nur erfolgreiche Kommunika-
tionsprozesse.
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Der JAP ist die Komponente des Anonymisierungsdienstes AN.ON, die die
meisten Nutzer zu Gesicht bekommen und die daher zentrale Bedeutung
für die Benutzbarkeit des Gesamtsystems besitzt. Zwar sind Betrachtungen
über die Vorgehensweise beim Entwurf von Benutzungsschnittstellen sowie
der Softwareentwurf unter Benutzbarkeitsgesichtspunkten allgemein nicht
im primären Fokus dieser Arbeit – dazu sei auf die umfangreiche Litera-
tur verwiesen, hier insbesondere auf diejenige, die sich speziell Benutzbar-
keitsaspekten von Sicherheitssoftware annimmt wie beispielsweise [Gerd_04,
CrGa_05]. Trotzdem soll in den nachfolgenden Kapiteln ein kurzer Überblick
über die Entwicklungsgeschichte des JAP und die wesentlichen Entwurfsent-
scheidungen bezüglich Benutzbarkeitsaspekten gegeben werden.
4.1 Grundlegende Schwierigkeiten und
Lösungsansätze
Zunächst ist anzumerken, daß es auf Grund beschränkter Ressourcen nicht
möglich war, entwurfsbegleitende empirische Untersuchungen wie beispiels-
weise Usability-Tests durchzuführen. Vielmehr wurden analytische Verfah-
ren, wie etwa der „Cognitive Walkthrough“, verbunden mit der Beachtung
bekannter Richtlinien und Empfehlungen zum Entwurf benutzbarer Soft-
ware verwendet, um eine möglichst benutzungsfreundliche Anwendung zu
schaffen.
Als Hauptnachteil dieses Vorgehens ergibt sich, daß die tatsächlichen End-
nutzer in den Entwicklungsprozeß zunächst nicht einbezogen sind, so daß
davon auszugehen ist, daß nicht alle Probleme und Schwachstellen vor der
Veröffentlichung der Software erkannt und beseitigt werden können.
Daher wurde von Anfang an Wert darauf gelegt, den Nutzern möglichst
umfangreiche Hilfestellungen zu geben und durch Rückmeldungen von Nut-
zern Probleme zu identifizieren und Hinweise auf Verbesserungsmöglichkei-
ten zu erhalten. Konkret wurde zunächst (neben den Hilfetexten und der
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Web-Seite) eine E-Mail basierte Unterstützung angeboten. Dies war insbeson-
dere am Anfang sinnvoll, um überhaupt eine größere Anzahl von Nutzern
gewinnen zu können.
Nachdem deren Anzahl im Laufe der ersten Projektjahre angestiegen war
und einige zehntausend E-Mails beantwortet wurden, stellte sich diese Art
der Nutzerbetreuung allerdings als zu aufwendig heraus. Daher wurde ei-
ne Web-Foren basierte Lösung eingeführt, deren Grundgedanke ist, daß die
Nutzer sich gegenseitig helfen, wobei insbesondere die Hoffnung war, daß
„erfahrene“ Nutzer den „Neulingen“ Hilfestellung geben. Aus einer Analyse
der Forenbeiträge lassen sich dann Hinweise zur Verbesserung der Benutz-
barkeit der Software gewinnen.
4.1.1 Schwierigkeiten durch die Benutzung von Java für die
Entwicklung des JAP
In Kapitel 1.4 wurde bereits erläutert, daß der JAP in Java entwickelt wur-
de, um eine Ausführbarkeit auf möglichst vielen verschiedenen Plattformen
zu ermöglichen. Dabei ist es jedoch so, daß die von Sun Microsystems, Inc.
bei der Einführung von Java 1.0 verbreitete Wunschvorstellung »write-once-
run-everywhere«1 nicht realisiert werden konnte. Vielmehr existieren für un-
terschiedliche Plattformen unterschiedliche Umsetzungen. Dies betrifft ins-
besondere die zur Java-Laufzeitumgebung zählenden Klassenbibliotheken.
Zwar sind diese Unterschiede oftmals nicht gravierend – jedoch können sie
zu erheblichen Einschränkungen der Benutzbarkeit führen, wenn etwa Ele-
mente der Benutzungsschnittstelle nicht wie erwartet angezeigt werden bzw.
sich nicht wie erwartet verhalten. Darüber hinaus erschweren die „unschein-
baren“ Unterschiede die Fehlersuche erheblich. Zusätzliche Schwierigkeiten
ergeben sich daraus, daß sich in den Klassenbibliotheken der verschiedenen
Java-Versionen eine Vielzahl von Fehlern befinden, so daß auch aus diesem
Grunde bei der Programmierung auf eine sorgfältige Auswahl an tatsäch-
lich benutzter Funktionalität geachtet werden muß. Neben erhöhtem Auf-
wand (»Write Once, Debug Everywhere«2) kann dies im Endergebnis auch
Einschränkungen für die Benutzbarkeit bedeuten.
1 Pressemitteilung von Sun Microsystems, Inc. vom 23. Januar 1996 zur Auslieferung von Java
1.0, http://web.archive.org/web/20000620173311/http://java.sun.com/pr/1996/jan/
pr960123-01.html, abgerufen am 11. Juni 2009.
2 Überschrift eines Artikels von William Wong vom 27.Mai 2002, http://www.jgc.org/blog/
2007/10/write-once-debug-everywhere.html, abgerufen am 9. Juli 2009.
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Ein aus Benutzbarkeitssicht schwerwiegenderes Problem ist jedoch, daß
auf Grund der angestrebten Plattformunabhängigkeit die jeweiligen Beson-
derheiten des „Look & Feel“ einer gegebenen Plattform durch Java nicht un-
terstützt werden. Dies betrifft neben der Darstellung von Elementen der gra-
fischen Benutzungsschnittstelle genauso die plattformspezifischen Bedien-
konzepte. So wünschten sich sehr viele Nutzer der ersten Versionen von JAP,
daß es bezüglich des Betriebssystems Windows eine Möglichkeit gibt, den
JAP in die sogenannte „Taskbar Notification Area“ zu verschieben. Dabei
handelt es sich um einen speziellen Bildschirmbereich, der unter anderem
für die iconisierte Darstellung von aktiven Hintergrundprozessen gedacht ist
– wozu der JAP zu zählen ist. Eine rein Java-basierte Umsetzung dieser An-
forderung war jedoch mit den ersten Versionen der Java-Laufzeitumgebung
nicht möglich.
Weitere Probleme ergaben sich beim Starten des JAP. Der beim Kompi-
lieren von Java-Quellcode entstehende Bytecode ist nicht unmittelbar aus-
führbar, sondern benötigt eine virtuelle Maschine zur Ausführung. Letztlich
muß diese – unter Verweis auf den auszuführenden Java-Bytecode – gestar-
tet werden. Dies entspricht jedoch in vielen Umgebungen mit graphischer
Benutzungsschnittstelle nicht dem üblichen Vorgehen beim Ausführen von
Programmen. So erwarten Nutzer des Betriebssystems Windows in der Regel
ein Icon im Startmenü, über das sie die Anwendung starten können. Nutzer
des Betriebssystems Mac OS X starten Programme hingegen üblicherweise
durch Klicken auf das dem Programm zugeordnete Icon im „Programme“-
Ordner bzw. durch Klicken auf einen zugehörigen Verweis im sogenannten
„Dock“. Die beschriebenen Vorgehensweisen zum Starten eines Programms
lassen sich mit Java jedoch nicht ohne weiteres realisieren.
Vielmehr sind entsprechende native Wrapper-Programme notwendig, die
sich gegenüber dem Nutzer wie ein „normales“ Programm verhalten, tat-
sächlich aber lediglich die Java-Laufzeitumgebung mit dem Bytecode des
JAP starten. Das Entwickeln dieser Wrapper-Programme verursacht nicht nur
zusätzlichen Aufwand, sie können auch zu neuen Problemen bezüglich der
Benutzbarkeit führen.
Ein Problem war (und ist) beispielsweise, daß beim Herunterladen von JAP
aus dem Internet die notwendige Java-Laufzeitumgebung nicht zwangsweise
mit heruntergeladen werden sollte. Der Grund für diese Entscheidung war,
daß einerseits vermutet wurde, daß das Herunterladen der relativ umfang-
reichen Java-Laufzeitumgebung verglichen mit der insbesondere zu Beginn
des Projektes üblicherweise einem Nutzer zur Verfügung stehenden gerin-
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gen Datenrate Nutzer abgeschreckt hätte. Zum anderen hatten insbesondere
Benutzer der damals üblichen Windows Versionen bereits eine von Microsoft
mit dem Betriebssystem ausgelieferte Version einer Java-Laufzeitumgebung.
Insofern ist es notwendig, daß das Wrapper-Programm die installierten Java-
Laufzeitumgebungen erkennt, sie gemäß der Geeignetheit zum Ausführen
von JAP wichtet und anschließend der Reihe nach ausprobiert, solange bis
entweder der JAP gestartet werden kann oder mit einer entsprechenden Feh-
lermeldung dem Nutzer das Scheitern signalisiert wird.
Allerdings ist das Finden von funktionsfähigen Java-Laufzeitumgebungen
nicht trivial. Dies liegt zum einen daran, daß ein Durchsuchen des gesamten
Datenträgers nach entsprechenden Kandidaten zu aufwendig ist, als daß es
– auch nur einmalig – beim Starten von JAP durchgeführt werden könnte.
Insofern war von vornherein eine Beschränkung auf „übliche“ Speicherorte
und „Spuren“ notwendig. Zusätzliche Schwierigkeiten ergeben sich daraus,
daß überprüft werden muß, ob eine gefundene, vermeintliche Java-Laufzeit-
umgebung auch tatsächlich noch ausführbar ist oder nicht. Es kommt näm-
lich durchaus vor, daß andere Java-basierte Programme, die eine eigene Java-
Laufzeitumgebung bei der Installation einrichten, diese bei der Deinstallation
nicht vollständig entfernen, so daß nicht mehr voll funktionsfähige „Reste“
zurück bleiben.
Nun ist ein einfacher Test der Funktionsfähigkeit, etwa durch versuchswei-
ses Starten der Laufzeitumgebung, nicht möglich, da die Java-Laufzeitumge-
bung in der Regel durch nicht unterdrückbare Fehlermeldungen dem Nutzer
einen Fehlerfall signalisiert. Dies bedeutet zusammengefaßt, daß der Nutzer
beim Starten von JAP eventuell Fehlermeldungen zu sehen bekommt, die er
nicht einordnen kann – und das, obwohl der JAP letztendlich korrekt gest-
artet wird. Dieses Verhalten ist unter Benutzbarkeitsgesichtspunkten höchst
unerwünscht – fördert es doch nicht die Vertrauenswürdigkeit, was jedoch
insbesondere für eine Sicherheitsanwendung wichtig ist.
Negativer Einfluß auf die Vertrauenswürdigkeit ergibt sich auch aus ei-
nem anderen mit der Wrapper-Lösung zusammenhängenden Problem: Da
der Wrapper letztendlich die Java Virtuelle Maschine startet, erscheint in der
Prozessliste des Systems nicht wie erwartet eine Anwendung, die sich auf
Grund ihrer Bezeichnung leicht als JAP identifizieren läßt. Vielmehr taucht in
der Regel ein Prozess auf, der die Zeichenkette „java“ enthält. Dies führt bei
sicherheitsbewußten Nutzern zu Irritationen. So wurde beispielsweise von
Windows-Nutzern vielfach berichtet, daß der JAP bei jedem Start eine gehei-
me Schadsoftware namens „java.exe“ ausführt.
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Abbildung 4.1: Assistent für die automatische Konfiguration der Proxy-
Einstellungen von Web-Browsern zur Benutzung mit JAP
4.1.2 Änderung der Proxy-Einstellungen
Ein weiteres generelles Problem der Umsetzung als Proxy-Lösung besteht
darin, daß die Nutzer ihre Anwendungssoftware (insbesondere den Brow-
ser) so konfigurieren müssen, daß der JAP tatsächlich eine Anonymisierung
der Kommunikation vornehmen kann. Es hat sich gezeigt, daß die notwen-
digen Konfigurationsschritte für viele Nutzer eine große Hürde darstellen.
Erschwerend kommt dabei hinzu, daß die notwendigen Einstellungen bei je-
dem Programm anders vorzunehmen sind, so daß beispielsweise in der Hilfe
zum JAP nur eine Anleitung für die üblicherweise verwendeten Browser ent-
halten ist. Schwierigkeiten traten auch auf, weil Nutzer vergessen haben bzw.
ihnen nicht bewußt war, daß sie bei nicht aktivem bzw. deinstallierten JAP
die Proxy-Einstellung wieder zurücksetzen müssen.
Um die erwähnten Probleme zu lösen, wurde für das Betriebssystem Win-
dows ein spezielles Programm entwickelt, welches eine automatisierte Än-
derung der Proxy-Einstellungen vornehmen kann. Dieses Programm wurde
durch das Installationsprogramm beim Installieren bzw. Deinstallieren von
JAP ausgeführt (siehe Abbildung 4.1). Allerdings hat sich herausgestellt, daß
auch dieses Vorgehen nicht zu einer befriedigenden Lösung führte. Dies lag
zum einen daran, daß die automatisierte Anpassung der Proxy-Einstellungen
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nicht in jedem Fall zu dem gewünschten Ergebnis geführt hat. Ursachen da-
für lagen unter anderem darin, daß das Konfigurationsprogramm zunächst
erst einmal ermitteln muß, welche Browser(versionen) überhaupt installiert
sind. Da es keinen allgemeinen Standard gibt, der bestimmt, wie eine Ermitt-
lung der installierten Browser möglich ist und die Hersteller kommerzieller
Browser in der Regel auch keine Informationen darüber veröffentlichen, wel-
che „Spuren“ ihr Browser auf einem System hinterläßt, handelt es sich hier
im wesentlichen um eine heuristische Suche. Dabei muß die zugrundelie-
gende Heuristik mit jeder neuen Browser-Version angepaßt werden. Weitere
Schwierigkeiten ergaben sich in komplexen Szenarien, bei denen beispiels-
weise bereits ein Proxy eingestellt war. Hier muß das Konfigurationspro-
gramm entscheiden, ob der vorhandene Proxy ignoriert werden kann oder
ob er in die Kommunikationskette vor bzw. nach dem JAP zu integrieren
ist. Dabei ist insbesondere ersteres nur mit viel Aufwand zu realisieren, da
in diesem Fall die Einstellungen des vorhandenen Proxies so geändert wer-
den müssen, daß der JAP durch den Proxy für die Kommunikation mit dem
Web-Server verwendet wird. Dabei sind natürlich auch in diesem Fall die
Einstellungen für jedes Proxy-Programm anders vorzunehmen. Letztendlich
konnte nur eine sehr geringe Zahl möglicher Fälle tatsächlich für die automa-
tische Konfiguration berücksichtigt werden. Dazu gehören beispielsweise das
Erkennen und Konfigurieren des WebWasher bzw. CookieCooker. Bei beiden
Programmen handelt es sich um filternde Proxies, die als Datenschutzlösung
versuchen, unerwünschte Inhalte (Cookies, Werbe-Banner etc.) herauszufil-
tern.
Ein weiterer Nachteil der automatisierten Konfiguration der Proxy-Einstel-
lungen bestand darin, daß den Nutzern – trotz entsprechender Hinweise –
noch weniger bewußt war, daß JAP als Proxy in die Kommunikationskette
zwischen Browser und Web-Server integriert ist und folglich der Abruf von
Web-Seiten nicht möglich ist, wenn JAP nicht gestartet wurde. Da die Nutzer
die Proxy-Einstellungen nicht selbst vorgenommen hatten, fehlte zudem das
aus Erfahrung gewonnene Wissen, wie die Einstellungen wieder zurückzu-
setzen sind, so daß eine Benutzung des Browsers ohne JAP wieder möglich
ist.
Im Ergebnis wurde auf die automatisierte Anpassung der Proxy-Einstel-
lungen verzichtet. Stattdessen wurde im JAP ein Test integriert, der versucht
zu überprüfen, ob die Proxy-Einstellungen korrekt vorgenommen wurden.
Dabei überprüft der JAP, ob Daten über ihn übertragen wurden. Ist dies auch
eine gewisse Zeit nach Aktivierung der Anonymisierungsfunktion nicht der
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Abbildung 4.2: Im Browser angezeigte Warnung, wenn ein Nutzer bei deak-
tivierter Anonymisierungsfunktion im Web surfen will.
Fall, so erfolgt eine entsprechende Warnung des Nutzers mit Hinweis auf
möglicherweise falsche Proxy-Einstellungen.
4.1.3 Möglichkeit zum Ein-/Ausschalten der
Anonymisierungsfunktion
Aus der Problematik der Proxy-Einstellungen ergab sich unmittelbar die Ent-
wurfsentscheidung, die Anonymisierungsfunktion ein- bzw. ausschalten zu
können. Letzteres bedeutet, daß der JAP als transparenter Proxy arbeitet und
die Daten zwischen Browser und Web-Server möglichst unverändert weiter-
leitet. Somit ist ein Wechsel zwischen anonymen bzw. nicht anonymen Sur-
fen möglich, ohne daß der Nutzer dafür jedes Mal die Proxy-Einstellungen
seines Browsers anpassen muß. Aus dieser Entscheidung ergeben sich aber
zumindest zwei neue Probleme. Zum einen muß der Nutzer gewarnt werden,
wenn die Anonymisierungsfunktion ausgeschaltet ist. Dies geschieht, indem
beim ersten Aufruf einer Web-Seite im Browser eine Hinweisseite angezeigt
wird, auf der der Nutzer das nicht anonyme Surfen bestätigen muß (siehe
Abbildung 4.2).
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Das zweite Problem beschäftigt sich mit der Frage, ob die Anonymisie-
rungsfunktion nach dem Starten des JAP automatisch aktiv sein soll oder
nicht. Aus Benutzbarkeitssicht ist es vorteilhaft, wenn die Anonymisierungs-
funktion automatisch aktiv ist. Allerdings bedeutet dies, daß beim Starten
des JAP versucht wird, eine TCP/IP-Verbindung zum ersten Mix der vom
Nutzer gewählten Mix-Kaskade zu etablieren. Problematisch war, daß in den
ersten Versionen der Java-Laufzeitumgebung ein Zwischenspeichern der Er-
gebnisse von DNS-Anfragen implementiert war. Dabei erfolgt die Umsetzung
so, daß negative Antworten, d. h. daß zu einem Hostnamen keine IP-Adresse
ermittelt werden konnte, unbegrenzt gespeichert wurden. In der Konsequenz
bedeutet dies, daß, wenn zum Zeitpunkt der Aktivierung der Anonymi-
sierungsfunktion der Rechner keine Internet-Verbindung hat und somit die
DNS-Auflösung bezüglich der IP-Adresse des ersten Mixes fehlschlägt, eine
Verbindung zu diesem Mix erst wieder möglich wird, wenn der JAP neu ge-
startet wurde. Berücksichtigt man, daß insbesondere zu Beginn des AN.ON-
Projektes Rechner üblicherweise keine permanente Verbindung zum Internet
hatten und daß Nutzer den Wunsch hatten, daß der JAP automatisch nach
der Initialisierung des Betriebssystems ausgeführt wird, so ergibt sich das
zuvor erwähnte Problem, wenn die Anonymisierungsfunktion unweigerlich
mit dem Starten des JAP aktiviert wird. Folglich läßt sich im JAP eine Einstel-
lung vornehmen, ob die Anonymisierungsfunktion automatisch beim Starten
des JAP aktiviert werden soll oder nicht.
4.1.4 Einführung neuer Protokollversionen
Ein grundlegendes Problem bei der Weiterentwicklung des AN.ON-Gesamt-
systems, bestehend aus JAP, InfoService und Mixen, besteht bei der Einfüh-
rung neuer Protokollversionen. Da es sich um einen Anonymisierungsdienst
handelt, macht es wenig Sinn, durch eine Mix-Kaskade verschiedene Proto-
kollversionen zu unterstützen, da dies in der Regel zu einer Partitionierung
der Anonymitätsmenge und somit letztlich zu reduzierter Anonymitätsquan-
tität führt. Daher wurde entschieden, daß eine gegebene Mix-Kaskade zu ei-
nem Zeitpunkt immer nur genau eine Protokollversion unterstützt. Insofern
ist es notwendig, daß bei Einführung einer neuen Protokollversion die zur
Verwendung der Kaskade benutzte Client-Software aktualisiert wird.
Im Rahmen der Forschungs- und Entwicklungsarbeiten ging es aber ne-
ben der reinen Entwicklung eines Anonymisierungsdienstes auch um des-
sen praktische Erprobung im Rahmen eines öffentlichen Testbetriebs. Neben
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dem damit verbundenen allgemeinen Erkenntnisgewinn war dies insbeson-
dere notwendig, um die beabsichtigten empirischen Untersuchungen mit ei-
ner großen Zahl „echter“ Nutzer durchführen zu können. Folglich mußte
ein Ausgleich zwischen der Weiterentwicklung des Systems und der Zufrie-
denheit der Nutzer gefunden werden. Es wurde davon ausgegangen, daß
ein zu häufiger Zwang der Nutzer zur Aktualisierung des JAP letztlich von
einer nicht vernachlässigbaren Anzahl von Nutzern als unakzeptabel einge-
stuft wird. Dies galt insbesondere zu Beginn des Projektes, wo auf der einen
Seite die Gesamtnutzerzahl gering war und zum anderen das fortwährende
Aktualisieren von Software nicht zu den üblichen Handlungen im Rahmen
einer Software- bzw. Betriebssystemnutzung gehörte, wie dies heutzutage
der Fall ist.
Um das geschilderte Problem zu lösen, wurde zum einen entschieden, daß
die Notwendigkeit zur Aktualisierung des JAP durch die Nutzer nicht zu
häufig eintreten darf. Für den Entwicklungsprozess bedeutet dies, daß in
der Regel eine Reihe von Protokolländerungen implementiert werden, be-
vor dann diese neue Protokollversion in Form einer neuen „stabilen“ Version
des JAP für die Endnutzer zur Verfügung steht. Daneben werden regelmäßig
Entwicklerversionen des JAP veröffentlicht, die von freiwilligen Nutzern zu
Testzwecken verwendet werden können, um über Test-Kaskaden, die neue
Protokollversionen implementieren, zu surfen. Allerdings ist anzumerken,
daß diese Tests nur bedingt geeignet sind, alle Fehler und Schwachstellen zu
offenbaren, da verglichen mit den „produktiven“ Kaskaden die Nutzerzahlen
gering sind. Dies betrifft insbesondere Probleme, die sich aus dem Ressour-
cenverbrauch (Datenrate, Rechenleistung, Speicherverbrauch etc.) und der
Nebenläufigkeit ergeben.
Um notwendige „Zwangsupdates“ für den Nutzer so einfach wie möglich
zu gestalten, wurde in den JAP eine Aktualisierungsfunktion integriert, wie
sie mittlerweile bei vielen Betriebssystemen und Softwareprodukten üblich
ist. Bei der Anmeldung an einer Mix-Kaskade überprüft der JAP dabei, ob
eine Aktualisierung zur Benutzung der gewählten Kaskade notwendig ist
oder nicht und informiert den Nutzer entsprechend.
Um die Anzahl der im Zuge der Aktualisierung zu übertragenden Bytes
möglichst gering zu halten, erfolgt ein differentieller Download bezogen auf
die momentan installierte Version. Dabei werden dieselben Protokolle und
Verfahren angewendet, die auch in der von der Firma Sun Microsystems, Inc.
entwickelten Technologie „Java Web Start“ eingesetzt werden. Dabei handelt
es sich um eine Möglichkeit, Java-Anwendungen direkt aus einem Browser
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heraus zu starten, ohne daß zuvor eine lokale Installation vorgenommen wer-
den muß. Eine derartig gestartete Anwendung überprüft bei jedem Start mit
Hilfe des „Java Network Launching Protocol (JNLP)“ [JSR-056], ob eine neue-
re Version verfügbar ist, und führt gegebenenfalls die erwähnte differentielle
Aktualisierung aus. Neben der effizienten Nutzung der verfügbaren Datenra-
te besteht ein weiterer Vorteil darin, daß dieselbe Infrastruktur sowohl zum
Ausführen des JAP mittels Java Web Start als auch zur Aktualisierung ei-
ner lokal installierten JAP-Version verwendet werden kann. Anzumerken ist,
daß die Kommunikation mit dem Aktualisierungs-Server entweder direkt er-
folgt oder – falls dies auf Grund von lokalen Einschränkungen (Firewalls etc.)
nicht möglich ist – anonymisiert über eine Mix-Kaskade bzw. mit Hilfe des
InfoServices. Verwiesen sei hier auf die in Kapitel 1.4 getroffene Entschei-
dung, daß für die Benutzung des JAP eine Kommunikationsmöglichkeit mit
der gewählten Mix-Kaskade und dem InfoService ausreichend sein soll. Da
die übermittelten Daten digital signiert sind, stellt dieses Vorgehen auch bei
nicht vertrauenswürdigen InfoService-Servern kein Problem dar.
4.2 Entwicklungsgeschichte
Nach der Diskussion einiger grundlegender Probleme bei der Umsetzung des
JAP soll nachfolgend ein kurzer Überblick über die Entwicklungsgeschich-
te gegeben werden. Der zeitliche Ablauf der einzelnen Entwicklungsschritte
läßt sich Abbildung 4.3 entnehmen.
4.2.1 Die erste Version des JAP
Abbildung 4.4 zeigt das Hauptfenster der ersten JAP-Version mit der Versi-
onsnummer 00.00.001.3 Diese wurde am 16. Juni 2000 erstellt. Bereits dieser
ersten Version lassen sich einige wesentliche Gestaltungselemente entneh-
men.
Hierbei handelt es sich unter anderem um das sogenannte „Anonym-O-
Meter“ (siehe Abbildungen 4.4(a), 4.5). Dieses zentral plazierte Zeigerinstru-
ment soll dem Nutzer einen leicht zu interpretierenden Überblick über die
3 Die Versionsnummer hat generell die Form: xx.yy.zzz und orientiert sich an dem üblichen
Schema: <Hauptversionsnummer>.<Nebenversionsnummer>.<Revisionsnummer>. Die Re-
visionsnummer besitzt dabei den Charakter einer Buildnummer, d. h. sie sollte zumindest
vor dem Veröffentlichen einer neuen (Entwickler-)Version des JAP erhöht werden.
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2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
1. Januar 2000 – Start des AN.ON-Projektes
16. Juni 2000 – JAP-Version 00.00.001
6.März 2001 – Beginn der Entwicklung der 00.01.xxx-Line
17. Juli 2003 – Beginn der Entwicklung der 00.02.xxx-Line
26.Oktober 2004 – Beginn der Entwicklung der 00.03.xxx-Line
21.März 2005 – Beginn der Entwicklung der 00.04.xxx-Line
20. Juni 2005 – Beginn der Entwicklung der 00.05.xxx-Line
19.Oktober 2006 – Beginn der Entwicklung der 00.06.xxx-Line
15. Januar 2007 – Beginn der Entwicklung der 00.07.xxx-Line
5.April 2007 – Beginn der Entwicklung der 00.08.xxx-Line
8.November 2007 – Beginn der Entwicklung der 00.09.xxx-Line
21.Mai 2008 – Beginn der Entwicklung der 00.10.xxx-Line
19.März 2009 – Beginn der Entwicklung der 00.11.xxx-Line
Abbildung 4.3: Zeitlicher Verlauf der JAP-Entwicklung
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(a) Ansicht nach dem Start des JAP (b) Ansicht bei aktiviertem Reiter „Konfiguration“
Abbildung 4.4: Hauptfenster der ersten Version des JAP
momentan erreichte Anonymitätsquantität geben. Unter der Anzeige befin-
den sich Detailinformationen, die dem Nutzer näher erläutern, welche Da-
ten dem durch das Anonym-O-Meter dargestellten Wert zugrundeliegenden.
Generell ist anzumerken, daß zur Berechnung aller angezeigten Werte ledig-
lich Heuristiken verwendet werden, da die aus der Literatur bekannten An-
sätze zur Anonymitätsmessung (beispielsweise [GTDP_08, Clau_07, ClSc_06,
TóHV_04, DSCP_03, SeDa_03, StKö_03]) bisher wenig praxistauglich sind.
Bei dem Wert für die Nutzerzahl handelt es sich lediglich um die Anzahl
angemeldeter Clients beim ersten Mix der gewählten Kaskade. Insofern stellt
dieser Wert eine obere Schranke für die tatsächliche Anzahl unterschiedlicher
Nutzer dar. Da im Mix-Protokoll momentan keine starke Authentifizierung
der Nutzer vorgesehen ist, ist eine weitergehende Differenzierung nicht mög-
lich.
Der Wert für die Verkehrssituation pV ist eine relative Angabe, wobei die
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Abbildung 4.5: Verschiedene Zustände des Anonym-O-Meters
Bezugsgröße die durchschnittliche Anzahl n∅ bearbeiteter Mix-Pakete pro
Minute ist. Bei der Berechnung dieses Durchschnittswertes fließen Daten ein,
die kontinuierlich seit dem Start der Mix-Kaskade ermittelt wurden. Um den
Wert für die Verkehrssituation sinnvoll anzeigen zu können, war es notwen-
dig, ihn nach oben zu begrenzen. Festgelegt wurde, daß 0 6 pV 6 1 gelten
soll. Der Wert 0 drückt dabei aus, daß innerhalb der letzten Minute keine
Pakete verarbeitet wurden, der Wert 0, 5 besagt, daß innerhalb der letzten
Minute genausoviel Pakete wie im Durchschnitt bearbeitet wurden und der
Wert 1 drückt aus, daß doppelt soviel oder mehr Pakete innerhalb der letzten
Minuten bearbeitet wurden als durchschnittlich bearbeitet wurden. Sei nl die
Anzahl der in der letzten Minute bearbeiteten Mix-Pakete. Der Wert für die
Verkehrssituation berechnet sich dann wie folgt:
pV =

0 falls n∅ = 0∧ nl = 0
1 falls n∅ = 0∧ nl 6= 0
min
(
nl
2·n∅ , 1
)
sonst
Aus den vom ersten Mix generierten und über den InfoService bezogenen
Werten für die Nutzerzahl u, die Verkehrssituation pV und die Anzahl an
Mixen m, aus denen die gewählte Kaskade besteht, wird der im Anonym-O-
Meter angezeigte Wert a durch den JAP gemäß der nachfolgenden Formel
berechnet:
a = min
( u
500
, 1
)
· pV · (1− 0, 5m)
Die Überlegung war dabei, daß auf die erzielte Anonymität zumindest die
Anzahl der Nutzer, das Verkehrsaufkommen und die Vertrauenswürdigkeit
der Kaskade Einfluß haben. Festgelegt wurde, die drei Faktoren multiplikativ
zu verketten, wobei jeder Faktor mit gleicher Gewichtung eingeht und einen
Wert zwischen 0 und 1 annehmen soll, so daß für das Ergebnis a gilt: 0 6
a < 1.
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Bezüglich der Nutzerzahl wurde festgelegt, daß 500 oder mehr Nutzer dem
Faktor 1 entsprechen. Geringere Nutzerzahlen werden auf 1 normiert.
Für die Berechnung des Vertrauenswürdigkeitsfaktors der Kaskade wur-
de einfach festgelegt, daß ein Mix mit einer Wahrscheinlichkeit von einhalb
böswillig ist, d. h. mit anderen Mixen verdeckt kooperiert. Ferner wird ver-
einfacht angenommen, daß eine Kaskade dann nicht vertrauenswürdig ist,
wenn alle Mixe böswillig sind.
Abschließend sei noch angemerkt, daß das Anonym-O-Meter nur sechs
unterschiedliche Werte darstellen kann, so daß vor der Anzeige eine entspre-
chende Diskretisierung des Wertes a erfolgt.
Wie bereits erwähnt, handelt es sich nicht um eine wissenschaftlich fun-
dierte Angabe. Der Grund dafür liegt letztlich darin, daß unklar ist, wie eine
derartige Berechnung erfolgen könnte. Zwar gab es insbesondere in den letz-
ten Jahren viele Veröffentlichungen, die sich mit der Messung von Anonymi-
tät beschäftigen. Allerdings beschreiben diese Veröffentlichungen im wesent-
lichen, welche Einflußgrößen bei der Berechnung der Anonymitätsquantität
zu berücksichtigen sind und enthalten Vorschläge, wie diese Größen in eine
Berechnung der Anonymitätsquantität einfließen können. Allerdings existiert
nach wie vor kein abschließendes Ergebnis in Form eines Algorithmus, der
verwendet werden könnte, um aus den beim Anonymisierungsdienst vor-
liegenden Daten einen tatsächlich wissenschaftlich fundierten Wert für die
Anonymitätsquantität ausrechnen und anzeigen zu können.
Trotz dieser Unzulänglichkeiten wurde entschieden, das Anonym-O-Meter
in die Benutzungsschnittstelle des JAP zu integrieren. Ziel war es dabei, unter
anderem zu ermitteln, ob eine derartige Anzeige überhaupt sinnvoll ist, d. h.
von den Nutzern wahrgenommen und bei ihren Handlungen berücksich-
tigt wird. Zu berücksichtigen ist dabei, daß zu Beginn des AN.ON-Projektes
keine andere Anonymisierungssoftware bekannt war, die eine ähnliche Rück-
meldung über die Anonymitätsquantität an die Nutzer gibt. Aus den Nach-
fragen von Nutzern (über das Support-Forum bzw. direkt per E-Mail) läßt
sich entnehmen, daß Informationen über den Grad der Anonymität durch-
aus sinnvoll sind und von den Nutzern beachtet werden. So wurde etwa
gefragt, warum das Anonym-O-Meter nur ein geringes Schutzniveau anzeigt
und was man tun könnte, um diesen Wert zu erhöhen.
Darüber hinaus bestand zum Anfang des Projektes die Hoffnung, daß
durch neue Forschungsergebnisse ein fundierterer Wert für die Anonymi-
tätsquantität ermittelt werden kann, wobei ein derartiger Algorithmus dann
einfach per Softwareaktualisierung des JAP den Nutzern zur Verfügung ge-
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Abbildung 4.6: Konfigurationsdialog der ersten Version des JAP
stellt werden kann, d. h. die notwendige „Infrastruktur“ schon vorhanden ist.
Der in Abbildung 4.4(b) dargestellten Konfigurationsseite lassen sich we-
sentliche, bereits in der ersten JAP-Version enthaltene Konfigurationseinstel-
lungen entnehmen. Diese Angaben hatten Bestand über die Entwicklungsge-
schichte des JAP.
Dabei handelt es sich unter anderem um die Portnummer, auf der der JAP
Verbindungen von Anwendungsprogrammen entgegennimmt. In der Regel
ist eine Änderung durch den Nutzer nicht notwendig. Allerdings kann es
vorkommen, daß der standardmäßig gewählte Port 4001 bereits verwendet
wird. Dieser Fehlerfall wird dem Nutzer mitgeteilt, der eine entsprechende
Umkonfiguration der Portnummer vornehmen muß. Wichtig ist hier, daß ei-
ne Änderung der Portnummer dem Nutzer bewußt ist, da diese Angabe in
den Proxy-Einstellungen der Anwendungssoftware einzutragen ist. Insofern
ist eine automatische Anpassung der Portnummer nur bedingt möglich.
Darüber hinaus läßt sich im JAP ein Proxy konfigurieren, der in die Kom-
munikationskette zwischen JAP und erstem Mix integriert wird. Dabei han-
delt es sich in der Regel um einen in der jeweiligen Netzumgebung vorgege-
benen „Zwangs-Proxy“, der zum Zugriff auf das Internet verwendet werden
muß. Als zusätzliche Maßnahme zur Unterstützung von Nutzern in derart
restriktiven Umgebungen können InfoService-Server und erste Mixe die für
das HTTP-Protokoll bzw. die gesicherte Variante HTTPS registrierten Port-
nummern 80 bzw. 443 verwenden. Auf diese Weise sind InfoService und
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(a) Hauptansicht JAP Version 00.00.001 (b) Hauptansicht JAP Version 00.01.001
Abbildung 4.7: Veränderungen der graphischen Benutzungsschnittstelle des
JAP im Laufe der Entwicklung der 00.00.xxx-Linie
Mix-Kaskade auch dann erreichbar, wenn im Zwangs-Proxy zusätzlich nur
eine Kommunikation bezüglich eben dieser für das Web-Surfen relevanten
Portnummern erlaubt ist.
Der untere Bereich der in Abbildung 4.4(b) dargestellten Konfigurationssei-
te zeigt Informationen über die gewählte Mix-Kaskade. Die Auswahl erfolgt
dabei in einem separaten Einstellungsdialog (siehe Abbildung 4.6). Dabei war
es zunächst erforderlich, daß ein Nutzer mittels des „Laden...“-Buttons die
Informationen über verfügbare Mix-Kaskaden vom InfoService abruft, bevor
er anschließend mittels der Dropdown-Liste eine konkrete Kaskade auswäh-
len kann.
Diese in der ersten Version des JAP umgesetzte Auswahl einer Kaskade ist
nicht nur umständlich zu bedienen, sie bietet auch zu wenig Informationen
für eine sinnvolle Kaskadenauswahl, da lediglich der Name der Kaskade und
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Abbildung 4.8: Verkleinerte Darstellung des JAP zur platzsparenden Anzeige
der wichtigsten Programminformationen
die Adressinformationen des ersten Mixes (IP-Adresse und Portnummer) an-
gezeigt werden. Daher wurden in den nachfolgenden Versionen insbesondere
in diesem Bereich Verbesserungen vorgenommen.
In Abbildung 4.7(b) ist die Hauptansicht der ersten Version der 00.01.xxx-
Linie zu sehen. Diese faßt somit die im Laufe der Entwicklung der 00.00.xxx-
Linie vorgenommenen Änderungen zusammen. Neu hinzugekommen ist im
oberen Bereich eine Anzeige bezüglich der „Aktivität“ des JAP. Dabei handelt
es sich um die Anzahl insgesamt über den JAP übertragener Bytes und die
Anzahl aktuell geöffneter Mix-Kanäle. Die Notwendigkeit einer derartigen
Anzeige ergab sich aus dem in Kapitel 4.1 geschilderten Problem der feh-
lerhaften Konfiguration von Anwendungsprogrammen. Zur Unterstützung
der Nutzer konnte als einfacher Test nun angegeben werden, daß die Nutzer
überprüfen sollen, ob das im JAP angezeigte Übertragungsvolumen sich er-
höht, wenn die Nutzer eine zu anonymisierende Anwendung benutzen. Ist
dies nicht der Fall, so ist die Konfiguration bezüglich der Proxy-Einstellungen
nicht korrekt. Ein weiterer Vorteil dieser Anzeige ist ganz allgemein, daß der
Nutzer sieht, das etwas passiert.
Die Hauptansicht nimmt allerdings recht viel Platz auf dem Bildschirm ein
(insbesondere wenn man die zu Beginn des Projektes üblichen Bildschirmauf-
lösungen und -größen berücksichtigt). Daher wurde eine zusätzliche verklei-
nerte Darstellung für die wichtigsten Anonymitäts- und Aktivitätsinforma-
tionen erstellt (siehe Abbildung 4.8). Mit Hilfe eines Buttons ist ein Wechsel
zwischen vollständiger und verkleinerter Darstellung möglich.
Wie dem Einstellungsdialog (siehe Abbildung 4.9) zu entnehmen ist, wur-
de außerdem eine Möglichkeit geschaffen, den JAP so zu konfigurieren, daß
die Anonymisierungsfunktion automatisch nach dem Starten des JAP akti-
viert wird. Die Vor- und Nachteile dieser Möglichkeit wurden ja bereits in
Kapitel 4.1 erläutert.
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Abbildung 4.9: Einstellungsdialog des JAP nach Abschluß der Arbeiten an
der 00.00.xxx-Linie
4.2.2 Entwicklung der 00.01.xxx-Linie
Die Entwicklungen der 00.01.xxx-Linie konzentrierten sich insbesondere auf
die Bereiche von Protokoll- und Verfügbarkeitsverbesserungen des AN.ON-
Gesamtsystems. Darüber hinaus wurde versucht, die Benutzungsschnittstel-
le zu verbessern. Neben zahlreichen Rückmeldungen von Nutzern erfolgte
dabei insbesondere eine Evaluierung der Benutzungsoberfläche [Gerd_04]
am Institut für Informatik und Gesellschaft (IIG) der Universität Freiburg.
Bei dieser Evaluierung ging es hauptsächlich um die durch die Gestaltung
der Benutzungsoberfläche implizierten Sicherheitseigenschaften, d. h. um die
Fragestellung, ob die Benutzungsoberfläche das Erreichen der Schutzziele
(im Falle von AN.ON insbesondere Anonymität und Unbeobachtbarkeit) för-
dert oder ob die Benutzungsoberfläche sicherheitskritische Fehlbedienungen
ermöglicht. Bei der Evaluierung wurde auf die Verfahren der „Heuristischen
Evaluation“ und eines „Cognitiven Walkthroughs“ zurückgegriffen.
Im Rahmen der Evaluierung konnten zahlreiche Schwachstellen an der un-
tersuchten Benutzungsoberfläche des JAP gefunden werden. Dazu zählten
unter anderem:
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Unverständliche Bezeichnungen. Technische Ausdrücke wie beispielsweise
„Port(nummer)“ oder „Host(name)“ sind für einen Laien nicht oder
nur schwer verständlich. Darüber hinaus ist auch die Bedeutung kon-
zeptioneller Begriffe wie „Mix“ oder „Mix-Kaskade“ unklar. Teilweise
sind Bezeichnungen nicht konsistent verwendet. Hier gibt es insbeson-
dere Diskrepanzen zwischen den Begriffen auf der Web-Seite und der
Benutzungsoberfläche.
Bedeutung der Anzeige von „aktiven Kanälen“ ? Generell wird nicht klar,
was sich hinter „aktiven Kanälen“ verbirgt und warum deren Anzeige
überhaupt wichtig ist. Außerdem ist unverständlich, warum es mehr als
einen aktiven Kanal gibt bzw. warum sich die Zahl der aktiven Kanäle
ständig ändert.
Bedeutung der Benutzerzahl? Bezüglich der Anzeige der Benutzerzahl tra-
ten folgende Fragen auf: Warum ist das Anzeigen der Benutzerzahl
wichtig? Welchen Einfluß hat sie auf die Anonymität? Der auf der Be-
nutzungsoberfläche dargestellte Balken suggeriert ein Maximum, gibt
es das? Darüber hinaus wäre es sinnvoll, wenn die Benutzerzahl ei-
ner Kaskade bereits vor der Auswahl dieser Kaskade angezeigt werden
würde.
Warum Anonymitätsmodus aktivieren? Es stellt sich die Frage, warum ein
Nutzer überhaupt den Anonymitätsmodus aktiveren bzw. deaktivieren
kann, da daß primäre Ziel des JAP ja gerade die Anonymisierung ist.
Die Konfigurationsmöglichkeit bezüglich des automatischen Aktivie-
rens des Anonymitätsmodus nach dem Start des JAP ist zu versteckt.
Proxy-Einstellungen provozieren Fehler. Der wichtige Schritt des Konfigu-
rierens der Anwendungsprogramme, so daß diese tatsächlich den JAP
benutzen, kann leicht übersehen bzw. vergessen werden. Es fehlen ent-
sprechende deutliche Hinweise auf diesen wichtigen Schritt. Ein Nutzer
bemerkt in der Regel noch nicht einmal, wenn er die Proxy-Einstellun-
gen beispielsweise in seinem Browser nicht oder fehlerhaft geändert
hat, da ein Surfen weiterhin möglich ist. Der Nutzer sollte mit Hilfe
eines Assistenten durch diese wichtigen Konfigurationsschritte geführt
werden. Darüber hinaus sollte der JAP automatisch mit dem Browser
starten, wenn er dort als Proxy eingetragen ist. Der JAP sollte testen, ob
die Proxy-Einstellungen tatsächlich korrekt vorgenommen wurden.
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Abbildung 4.10: Hauptansicht des JAP nach Abschluß der Entwicklung der
00.01.xxx-Linie
Auswahl einer Mix-Kaskade. Voraussetzung für die bewußte Auswahl ei-
ner Mix-Kaskade ist ein entsprechend gutes Verständnis der zugrun-
deliegenden Anonymisierungskonzepte. Ein unerfahrener Nutzer wird
sich fragen, warum er überhaupt eine Kaskade auswählen muß. Beim
Ausfall einer Kaskade sollte automatisch eine andere mit vergleichba-
ren Parametern ausgewählt werden. Gegebenenfalls sollte die Auswahl
der Kaskade nicht direkt durch Anwahl einer Kaskade sondern über
die Auswahl von Parametern (beispielsweise Nutzerzahl, Verfügbar-
keit, Auslastung etc.) erfolgen. Der JAP sollte dann automatisch eine
passende Kaskade wählen.
Im Laufe der weiteren Entwicklung des JAP wurde versucht, viele der oben
erwähnten Schwächen zu beseitigen. Einige der bemängelten Elemente der
Benutzungsschnittstelle wurden allerdings ganz bewußt beibehalten. Dazu
zählt etwa die Verwendung der Begriffe „Host(name)“ sowie „Port(num-
mer)“. Zwar ist die geäußerte Kritik, daß diese Begriffe für den Internet-
Laien zunächst unverständlich sind, durchaus berechtigt. Allerdings bringt
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Abbildung 4.11: Konfigurationsdialog des JAP nach Abschluß der Entwick-
lung der 00.01.xxx-Linie
eine etwas verständlichere Benennung wie etwa „Anschluß“ anstelle von
„Port(nummer)“ nur wenig Verbesserung im Verständnis. Vielmehr besteht
die Gefahr, daß durch diese anwendungsspezifische Begriffswahl – vergli-
chen mit einer anwendungsübergreifenden, einheitlichen Verwendung des
technischen Begriffes „Portnummer“ – das Erlernen der mit dem Begriff ver-
bundenen Konzepte und Mechanismen erschwert wird.
Auffallendste Änderung der Benutzungsschnittstelle ist der Verzicht auf
die Konfigurationsseite in der Hauptansicht (siehe Abbildung 4.10).
Im Konfigurationsdialog (siehe Abbildung 4.11) ist es nun möglich, den
JAP so zu konfigurieren, daß er bei Verbindungsabbrüchen zur Mix-Kaskade
automatisch ein Wiederverbinden versucht. Motiviert wurde diese Option
unter anderem durch Nutzerrückmeldungen, die sich diese Funktionalität
wünschten. Die damals vielfach genutzten Wählverbindungen zum Zugriff
auf das Internet boten nicht immer die erwartete Stabilität. Bei daraus resul-
tierenden Verbindungsabbrüchen und Wiedereinwahlen wollten die Nutzer
nicht noch zusätzlich die Verbindung zum Anonymisierungsdienst manu-
ell neu herstellen müssen. Gleiches gilt auch für die durch einige Internet-
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Abbildung 4.12: Hinweisdialog bezüglich der Notwendigkeit des Zurückset-
zens der Proxy-Einstellungen nach Beenden des JAP
Provider durchgeführte Zwangstrennung, die nach einer längeren (meist 24-
stündigen) dauerhaften Verbindung automatisch erfolgt.
Darüber hinaus erfolgten im Rahmen der AN.ON-Weiterentwicklung viel-
fältige Änderungen an der Mix-Software. Die Aktualisierung der in der Pra-
xis betriebenen Mix-Software ist dabei mit einer Unterbrechung aller Verbin-
dungen von Nutzern zur Mix-Kaskade verbunden, so daß das automatische
Wiederverbinden auch hier hilft, eine insgesamt bessere Benutzbarkeit zu er-
reichen.
Eine weitere wichtige Ergänzung des Konfigurationsdialogs war die Mög-
lichkeit, alle Änderungen an der Konfiguration auf ihre Standardwerte zu-
rücksetzen zu können. Aus einer Vielzahl von Hilfeanfragen, die uns erreich-
ten, ließ sich entnehmen, daß Nutzer dazu neigen, alle möglichen Konfigurati-
onseinstellungen auch tatsächlich zu verändern – unabhängig davon, ob dies
notwendig ist, ob davor gewarnt wird oder ob die Nutzer überhaupt wissen
(können), was die jeweiligen Einstellungen bewirken. Insofern kam es oft-
mals zu Situationen, in denen der JAP derart fehlkonfiguriert war, daß eine
weitere Benutzung nicht mehr möglich war. Hier half vielfach der Hinweis
auf das Zurücksetzen der Einstellungen.
Der Anonymisierungsdienst AN.ON hatte mittlerweile auch viele auslän-
dische Nutzer. Daher wurde eine Möglichkeit implementiert, die Sprache der
Benutzungsoberfläche zu wählen. Durch das Projekt selbst wurde dabei ne-
ben einer deutschsprachigen Version noch eine englischsprachige angeboten.
Da die Software des AN.ON-Projektes insgesamt als Open Source entwickelt
wurde, konnten jedoch weitere Sprachversionen angeboten werden, die von
freiwilligen Helfern gepflegt wurden (zum damaligen Zeitpunkt war dies
Französisch, mittlerweile sind eine Reihe weiterer Sprachen hinzugekom-
men).
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Abbildung 4.13: Umstrukturierter Konfigurationsdialog im Ergebnis der Ent-
wicklung der 00.02.xxx-Linie des JAP
Um ein weiteres mit den Proxy-Einstellungen zusammenhängendes Pro-
blem (siehe Kapitel 4.1) zu lösen, wurde beim Beenden des JAP ein Hin-
weisdialog angezeigt, der auf die Problematik der nicht funktionierenden
Proxy-Einstellungen bei deaktiviertem JAP hinweist (siehe Abbildung 4.12).
4.2.3 Entwicklung der 00.02.xxx-Linie
Die Entwicklungen im Rahmen der 00.02.xxx-Linie waren geprägt von der
Integration einer großen Zahl neuer Funktionalität. Dazu zählen unter ande-
rem:
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• Eine einfache Möglichkeit einer Aktualisierung der JAP-Software über
das Internet ausführen zu können (siehe auch Kapitel 4.1).
• Die Integration der für die Benutzung des Anonymisierungsdienstes
Tor (siehe Anhang A.6.4) notwendigen Client-Komponente. Ein Nut-
zer kann somit mit Hilfe des JAP sowohl den Anonymisierungsdienst
AN.ON als auch Tor für die Anonymisierung benutzen. Die vom Tor-
Projekt selbst entwickelte Client-Software besitzt keine graphische Be-
nutzungsschnittstelle. Da zum damaligen Zeitpunkt auch keine Ent-
wicklungen Dritter derartiges boten, sollte durch die Integration eines
Tor-Clients in den JAP die Attraktivität der JAP-Software auch für nicht
AN.ON-Nutzer gesteigert werden. Davon wurde sich letztlich auch eine
steigende AN.ON-Nutzerzahl erhofft. Daß diese Hoffnung nicht ganz
unbegründet ist legen beispielsweise die Überlegungen aus [OzSc_06]
nahe – allerdings erfolgte bezüglich AN.ON keine Überprüfung, ob sie
sich auch tatsächlich erfüllten.
• Die in Kapitel 1.2 erwähnte und in [KöHi_04] beschriebene Funktionali-
tät zur Umgehung von Zensurmaßnahmen wurde in den JAP integriert.
Im Zuge dessen wurde der Reiter-basierte Konfigurationsdialog immer un-
übersichtlicher, so daß letztlich eine vollständige Umstrukturierung erfolgte.
Das Ergebnis ist in Abbildung 4.13 dargestellt.
Die fundiertere Auswahl einer Mix-Kaskade durch den Nutzer wird durch
mehr angezeigte Informationen unterstützt. Ein Nutzer kann dabei in der in
Abbildung 4.13 ersichtlichen graphischen Repräsentation einer Mix-Kaskade
die einzelnen Mixe anwählen, um die darunter angezeigten Informationen
über die einzelnen Mixe der Kaskade abzurufen.
4.2.4 Entwicklung der 00.03.xxx-Linie
Während sich die Entwicklungen an der Benutzungsoberfläche der 00.02.xxx-
Linie auf Verbesserungen der Konfiguration konzentrierten, erfolgte im Rah-
men der Entwicklung der 00.03.xxx-Linie eine grundlegende Umgestaltung
der Hauptansicht des JAP (siehe Abbildung 4.14).
Die einzelnen Bereiche der Hauptansicht lassen sich nun ein- und ausklap-
pen, so daß ein Nutzer nur die für ihn relevanten Informationen zu Gesicht
bekommt.
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Abbildung 4.14: Umgestaltete Hauptansicht des JAP nach Abschluß der Ent-
wicklung der 00.03.xxx-Linie
Als wesentliche Verbesserung ist die direkte Auswahl einer Mix-Kaskade
auf der Hauptansicht hervorzuheben. Der umständliche Weg über den Kon-
figurationsdialog ist nun nicht mehr notwendig. Allerdings stellt dieser mehr
Informationen über die einzelnen Kaskaden dar.
Abschließend sei auf die über den Buttons befindliche Statuszeile hinge-
wiesen. In ihr werden durch vertikales Scrollen wichtige Meldungen zum
Systemzustand eingeblendet. Dabei wird zwischen Informations-, Warn- und
Fehlermeldung unterschieden. In den vorherigen Versionen war es beispiels-
weise so, daß die Meldung bezüglich der Etablierung einer Verbindung zur
Mix-Kaskade in einem separaten Fenster geöffnet wurde. Durch das Vermei-
den derartiger Meldungsdialoge konnte eine insgesamt „ruhigere“ Benut-
zungsoberfläche erreicht werden.
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Abbildung 4.15: Hauptansicht des JAP nach Abschluß der Entwicklung der
00.05.xxx-Linie. Neu hinzugekommen sind Informationen
bezüglich der Bezahlfunktion.
4.2.5 Entwicklung der 00.04.xxx-Linie
Die relativ kurze Entwicklungszeit von nur drei Monaten für die 00.04.xxx-
Linie diente vordergründig einer Konsolidierung des Codes. Dabei wurden
hauptsächlich Fehler beseitigt und kleinere Verbesserungen vorgenommen.
Insgesamt gab es bezüglich der Benutzungsschnittstelle wenig „sichtbare“
Veränderungen.
4.2.6 Entwicklung der 00.05.xxx-Linie
Die Entwicklung der 00.05.xxx-Linie war im wesentlichen durch die Integra-
tion der Bezahlfunktion (erwähnt in Kapitel 1.2 und ausführlich beschrie-
ben in [KöMü_03]) geprägt. Dementsprechend wurde die Hauptansicht (sie-
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Abbildung 4.16: Konfigurationsdialog mit integrierten Einstellungen bezüg-
lich der Bezahlfunktion nach Abschluß der Entwicklung der
00.05.xxx-Linie
he Abbildung 4.15) angepaßt, so daß der aktuelle Kontostand, der Gesamt-
verbrauch und das während dieser Sitzung verbrauchte Guthaben angezeigt
werden.
Im Konfigurationsdialog wurde eine Möglichkeit integriert, ein neues Kon-
to anzulegen und ein Aufladen mit Guthaben durchzuführen (siehe Abbil-
dung 4.16). Je nach Art der Bezahlung ist das Aufladen und die damit verbun-
dene Bezahlung komplett mit Hilfe des JAP möglich (beispielsweise bei der
Verwendung von PayPal als Bezahldienst) oder erfordert einen Medienbruch,
da die Überweisung des Geldes anderweitig durchgeführt werden muß.
Als weitere Verbesserung der Benutzerführung ist der Einrichtungsassi-
stent erwähnenswert (siehe Abbildung 4.17). Er wird automatisch beim er-
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Abbildung 4.17: Startseite des Einrichtungsassistenten zur Unterstützung bei
den ersten Schritten der Benutzung des JAP
Abbildung 4.18: Seite des Einrichtungsassistenten zur Unterstützung der
Überprüfung der Proxy-Einstellungen
sten Start von JAP ausgeführt – kann jedoch jederzeit neu aktiviert werden.
Mit Hilfe dieses Einrichtungsassistenten sollen einem Nutzer die ersten
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Abbildung 4.19: Vereinfachung der Kaskadenauswahl durch Gruppierung
als eine der Neuerung der Hauptansicht im Rahmen der
Entwicklungen der 00.06.xxx-Linie des JAP
Schritte in der Benutzung von JAP erleichtert werden. Wie in Kapitel 4.1 er-
läutert, zählt dazu insbesondere die richtige Konfiguration der Anwendungs-
programme, d. h. in der Regel das Konfigurieren der Proxy-Einstellungen im
Browser des Nutzers. Der Einrichtungsassistent gibt dabei je nach gewählter
Browser-Art entsprechend Hilfestellung. Abschließend wird ein Test durch-
geführt, ob die Einstellungen korrekt vorgenommen wurden (siehe Abbil-
dung 4.18).
4.2.7 Entwicklung der 00.06.xxx-Linie
Die Entwicklungen innerhalb der 00.06.xxx-Linie hatten unter anderem ei-
ne bessere Kaskadenauswahl als Schwerpunkt (siehe Abbildung 4.19). Zum
einen wurde in die in der Hauptansicht vorhandene Dropdown-Liste für die
Kaskadenauswahl eine Unterteilung in kostenpflichtige und kostenfreie Kas-
kaden als eine Kategorie sowie zertifizierte Kaskaden als eine andere Ka-
tegorie aufgenommen. „Zertifiziert“ bedeutet dabei lediglich, daß die zur
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Abbildung 4.20: Verbesserte Darstellung der Detailinformationen über die
einzelnen Kaskaden im Konfigurationsdialog
Prüfung der digitalen Identität eines Mixes notwendigen Zertifikate gültig
sind und daß die vom InfoService abgerufenen Informationen über eine Mix-
Kaskade korrekt mit Hilfe dieser Zertifikate überprüfbar sind.
In der Detailansicht zu den einzelnen Kaskaden (siehe Abbildung 4.20)
lassen sich weitere Informationen über die Zertifizierungskette abrufen. Die
in der Hauptansicht bei der Kaskadenauswahl implizit gewählte Kategorie
(beispielsweise „kostenfrei“) dient gleichzeitig als Filter. Dies bedeutet, daß
sich Kaskaden, die nicht zu der gewählten Kategorie passen, in den Detail-
einstellungen nicht auswählen lassen. Ersichtlich ist dies an dem roten Icon
vor dem Namen der Kaskade in der Liste. Darüber hinaus ist es möglich, die
Menge erlaubter Kaskaden in Form einer Positivliste (whitelist) zu definie-
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ren. Dabei befinden sich alle Kaskaden auf der Positivliste, bei denen ein in
der angezeigten Liste ersichtlicher Haken gesetzt ist.
Die Notwendigkeit zur Umsetzung der Filter und der Positivliste ergab
sich auch aus dem Grund, daß es jetzt möglich ist, den JAP so zu konfigurie-
ren, daß ein automatischer Wechsel der Mix-Kaskade erfolgt. Gedacht ist dies
für den Fall, daß die vom Nutzer gewählte Kaskade nicht verfügbar ist. Um
ihm trotzdem ein möglichst unterbrechungsfreies Weitersurfen zu ermögli-
chen, wählt der JAP in diesem Fall eine Kaskade aus den mittels Filter und
Positivliste freigeschalteten Kaskaden aus.
Anzumerken ist, daß es sich hier um einen Kompromiß zwischen Benutz-
barkeit und Sicherheit handelt. Der Grund ist, daß mit jedem Wechsel zu
einer anderen Kaskade das Risiko steigt, daß diese Kaskade durch den An-
greifer kontrolliert ist, so daß sie keine Anonymität bietet. Dies hat nicht
nur Auswirkungen auf alle Aktivitäten des Nutzers nach dem Wechsel zu
der kompromittierten Kaskade. Sind diese Nutzeraktivitäten mit in der Ver-
gangenheit durchgeführten Aktionen verkettbar (etwa im Falle des Abrufens
eines Web-basierten E-Mail Accounts) so ist auch die Anonymität der ver-
gangenen Aktionen nicht mehr gegeben.
Als weitere Neuerung ist noch die Integration eines dritten Anonymisie-
rungsdienstes in den JAP zu erwähnen. Dabei handelt es sich um Client-
Komponenten des Anonymisierungsdienstes MixMinion. Bei diesem handelt
es sich um einen Dienst zum anonymen Versenden von E-Mails. Um die-
sen Dienst mit Hilfe des JAP zu nutzen, ist im E-Mail Programm des Nut-
zers ein neues E-Mail Konto anzulegen, wobei der JAP – ähnlich den Proxy-
Einstellungen im Browser – als SMTP↑-Server einzustellen ist.
4.2.8 Entwicklung der 00.07.xxx-, 00.08.xxx- und
00.09.xxx-Linie
Die Entwicklungen im Rahmen der 00.07.xxx-, 00.08.xxx- und 00.09.xxx-Linie
waren geprägt von der Geschäftsaufnahme der JonDos GmbH, die mit Hil-
fe der im Rahmen des AN.ON-Projektes entwickelten Software den Betrieb
kostenpflichtiger Mix-Kaskaden organisiert. Darüber hinaus beteiligen sich
die Mitarbeiter der JonDos GmbH an der Weiterentwicklung der Software.
Dies ist auf der einen Seite positiv für die Weiterentwicklung von AN.ON,
da diese nun nicht mehr nur aus den dem Projekt zur Verfügung stehenden
Ressourcen zu bestreiten ist. Auf der anderen Seite bedeutet dies aber auch,
daß es zu Konflikten zwischen den wissenschaftlich, experimentellen Zielset-
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Abbildung 4.21: Neugestaltung der Hauptansicht des JAP im Rahmen der
Entwicklung der 00.10.xxx-Linie
zungen auf der einen und den kommerziell, robusten Zielen auf der anderen
Seite kommt, die bei den Forschungsvorhaben zu berücksichtigen sind.
4.2.9 Entwicklung der 00.10.xxx-Linie
Mit der 00.10.xxx-Linie wurde das Aussehen der Hauptansicht des JAP er-
neut stark verändert (siehe Abbildung 4.21). Dies betrifft insbesondere die
Gestaltung des Anonym-O-Meter, das nun nicht mehr ein Zeigerinstrument
ist, welches das Maß an Anonymität anzeigen soll – da wie bereits erwähnt
unklar ist, wie dieses Maß bestimmt werden kann. Vielmehr vereint die An-
zeige nun in der linken Hälfte eine Darstellung der Anzahl unabhängiger
Mixe der Kaskade und in der rechten Hälfte eine Darstellung der Nutzer-
zahl.
Darüber hinaus wurde die Darstellung der Details zu den einzelnen Mi-
xen einschließlich der Zertifizierungskette weiter verbessert. Neu hinzuge-
kommen ist eine Information darüber, ob ein Mix Vorratsdatenspeicherung
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durchführt oder nicht. Beteiligen sich alle Mixe einer Kaskade an der Vorrats-
datenspeicherung, so erfolgt ein entsprechender Warnhinweis für die gesam-
te Kaskade.
Während der Entwicklung der 00.10.xxx-Linie erfolgte eine Benutzbarkeits-
evaluierung. Dabei wurden in [Scho_09] Benutzbarkeitsaspekte der Anony-
misierungsdienste Tor, I2P, AN.ON und Mixmaster/Quicksilver verglichen.
Als Evaluierungsmethode wurde dabei ein Cognitiver Walkthrough gewählt.
Dabei wurde untersucht, wie gut sich vier definierte Kernaufgaben umset-
zen lassen. Diese vier Aufgaben wurden bereits in [ClOA_07] verwendet,
um die Benutzbarkeit von Tor zu untersuchen. Untersucht wurde konkret,
ob sich bei der Umsetzung der vier Aufgaben Verstöße gegen acht ebenfalls
in [ClOA_07] definierte Regeln ergeben. Bei den vier Kernaufgaben handelt
es sich um:
1. Erfolgreiche Installation der Anonymisierungssoftware,
2. Erfolgreiche Konfiguration der zu anonymisierenden Anwendungen,
3. Überprüfung, ob die Kommunikation tatsächlich anonym erfolgt,
4. Erfolgreiches Deaktivieren der Anonymisierung, wobei eine „normale“
Nutzung der Anwendungssoftware anschließend wieder möglich ist.
Die in [Scho_09] berichteten Ergebnisse der Untersuchung lassen sich Ta-
belle 4.1 entnehmen. Die Verstöße gegen Richtlinien bezüglich Aufgabe 1
(Installation) ergeben sich aus einer inkonsistenten Benennung des JAP, was
wiederum auf die Kommerzialisierung im Rahmen der Firma JonDos GmbH
zurückzuführen ist, da diese für den JAP die Bezeichnung „JonDo“ gewählt
hat.
Betrachtet man die Ergebnisse, so ergibt sich – selbst unter Berücksichti-
gung der eingeschränkten Aussagekraft auf Grund der gewählten Evaluie-
rungsmethode – Grund zu der Annahme, daß im Laufe der Entwicklung
von JAP Verbesserungen bezüglich der Benutzbarkeit erreicht werden konn-
ten. Dies trifft insbesondere auf die zu Anfang stark kritisierten Punkte der
Proxy-Einstellungen und der Überprüfbarkeit des Erreichens des Schutzziels
Anonymität zu.
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Anonymisierungs- Kernaufgabe
dienst 1 2 3 4
JAP/JonDo 3 0 0 0
Tor 3 2 0 0
I2P 6 9 1 2
Quicksilver 6 9 –a –a
Mixmaster –b –b –b –b
a Metrik nicht meßbar
b Aufgabe nicht durchführbar
Tabelle 4.1: Anzahl der Verstöße gegen eine Regel beim Versuch, die ent-
sprechende Kernaufgabe zu lösen (Ergebnis der Untersuchungen
aus [Scho_09])
4.3 Alternativen
Der JAP in seiner bisher geschilderten Form stellt diejenige Client-Kompo-
nente für das AN.ON-System dar, die wohl die meisten Nutzer verwenden
dürften. Im Rahmen der Entwicklung des AN.ON-Projektes wurden neben
dem JAP einige alternative Client-Arten (prototypisch) entwickelt.
Hier ist zum einen die Mix-Software selbst zu nennen. Da die Mix-SoftwareMix-Software als
Client-
Komponente
bereits alle wesentlichen Komponenten, die für die Unterstützung des Mix-
Protokolls notwendig sind, enthält, war es naheliegend, die für eine voll-
ständige Realisierung der Client-Funktionalität fehlenden Teile zu implemen-
tieren. Auf diese Weise entsteht ein in C++ geschriebener Client für das
AN.ON-System, der ohne graphische Benutzungsoberfläche als Dienst im
Hintergrund agiert. Hauptsächliches Einsatzgebiet dieser Client-Version sind
Router, Proxies, Firewalls und ähnliche Netzkomponenten, die für eine Reihe
von Nutzern den Zugang zum Internet regeln. Die eigentlichen Endnutzer
müssen so lokal keine Software installieren, sondern nur in ihrem Browser
den zentralen Rechner, auf dem der AN.ON-Client läuft, als Proxy eintragen.
Interessant ist eine derartige Lösung beispielsweise für Firmen, die auf diese
Weise zum Beispiel das Surfverhalten der Mitarbeiter der Entwicklungsabtei-
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lung anonymisieren können, um so das Bekanntwerden von Firmengeheim-
nissen etwa in Form geplanter zukünftiger Entwicklungen zu verhindern. So
haben einige große deutsche Firmen Kontakt zum AN.ON-Projekt gesucht,
um eine derartige Lösung zu diskutieren. Allerdings liegt das Hauptproblem
hier nicht in der Entwicklung von geeigneter Software. Vielmehr bedarf es
Diensteanbieter, die eine hochverfügbare Mix-Kaskade betreiben. Dies lag je-
doch außerhalb der Möglichkeiten des Projektes.
Eine andere Möglichkeit des Einsatzes der Mix-basierten Client-Kompo- Client-
Komponente
integriert in
(DSL-)Router
nente liegt in der Integration in DSL-Router, wie sie typischerweise in privat
betriebenen Heimnetzen verwendet werden. Die C++ Lösung hat hier gegen-
über einer Java-basierten Lösung den Vorteil des geringeren Ressourcenver-
brauchs jeweils bezüglich Rechenleistung, Hauptspeicher und permanenten
Speichers. So erfolgte beispielsweise eine erfolgreiche Portierung auf die in
Deutschland momentan häufig verwendete „FritzBox“ der AVM GmbH. Die
direkte Integration der Client-Komponente in den DSL-Router kann neben
Benutzbarkeitsvorteilen – der Nutzer muß auf seinem Rechner keine Soft-
ware installieren – auch einen Sicherheitsgewinn darstellen. Typischerweise
sind die DSL-Router permanent mit dem Internet verbunden. Somit kann
die Client-Komponente ebenfalls permanent mit der gewählten Mix-Kaskade
verbunden sein und entsprechend mit Hilfe von Dummy-Traffic Unbeobacht-
barkeit bezüglich des eigentlichen Sendens (Web-Surfens) der Nutzer errei-
chen. Diese Lösung kommt insofern der den ISDN-Mixen zugrundeliegen-
den Annahmen bezüglich der Verfügbarkeit der Netzabschlußpunkte recht
nahe.
Ein Nachteil des JAP aus Benutzbarkeitssicht ist, daß der JAP als separates Web-basierte
Benutzungs-
schnittstelle
Programm neben beispielsweise dem Web-Browser gestartet werden muß.
Darüber hinaus erfolgt auch die Bedienung von JAP und Web-Browser in
zwei getrennten Programmen. Um dies zu vereinfachen, wurde überlegt, in
den JAP einen (lokalen) Web-Server zu integrieren, so daß bei Aufruf einer
speziellen URL im Browser, der JAP an diesen HTML-Dokumente zurücklie-
fert, die letztlich eine Benutzungsoberfläche des JAP darstellen.
Diese Idee wurde allerdings nicht intensiv weiterentwickelt. Anzumerken
ist hier lediglich, daß für eine Umsetzung nicht die volle Breite möglicher
Web-Technologien angewendet werden kann. Insbesondere JavaScript schei-
det hier aus, da den Nutzern explizit empfohlen wird, für ein möglichst
anonymes Surfen JavaScript im Browser (genauso wie beispielsweise Java,
Active-X und ähnliche „aktive“ Inhalte) zu deaktivieren. Zusätzlich ist un-
ter Sicherheitsaspekten zu bedenken, daß bei der Umsetzung einer derarti-
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Abbildung 4.22: Erweiterung für den Browser Firefox zur Integration einer
AN.ON-Client-Komponente
gen Web-basierten Schnittstelle die aus dem Internet abgerufenen Web-Seiten
sich nicht derartig böswillig verhalten können, daß sie unbemerkt Steuerbe-
fehle an den JAP senden. Es hat sich gezeigt, daß andere Softwarelösungen,
die eine Netz- bzw. Web-basierte Schnittstelle anbieten, hier fehlerhaft arbei-
teten [WWW:Kaps_07, WWW:Bach_08, WWW:Bach_08a, WWW:Bach_08b].
Um trotzdem die Nachteile zu vermeiden, die sich aus einer getrennt ar-direkte
Integration in
den Browser
beitenden Client-Komponente ergeben, wurde im Rahmen einer Diplomar-
beit [Uhli_06] eine Erweiterung für den Browser Firefox entwickelt. Diese
Erweiterung integriert die im JAP verwendete AN.ON-Client-Bibliothek in
den Firefox, wobei zusätzlich Erweiterungen der Benutzungsschnittstelle des
Browsers realisiert wurden, so daß dem Nutzer die wesentliche durch JAP
gebotene Funktionalität direkt im Browser zur Verfügung steht (siehe Abbil-
dung 4.22).
Eine minimalistischere Integration der Anonymisierungsfunktionalität er-Implementierung
als
Protokollhandler
folgte prototypisch für den von der Firma Microsoft entwickelten Browser In-
ternet Explorer. Für diesen wurde ein Protokollhandler in Form einer Active-
X Komponente entwickelt. Durch den Browser abgerufene URLs, die mit
dem Protokollbezeichner „httpa“ beginnen, werden von dieser Komponen-
te behandelt und unter Benutzung des Anonymisierungsdienstes abgerufen.
Zusätzlich werden die zurückgelieferten Web-Seiten gefiltert und bei enthal-
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tenen absoluten URLs eine Ersetzung von „http“ zu „httpa“ vorgenommen.
Die Wahl des Bezeichners „httpa“ erfolgt in Anlehnung an den etablierten
Bezeichner „https“ zum vertraulichen und zurechenbaren Abrufen von Web-
Seiten. Natürlich sind hier zusätzliche Erweiterungen denkbar, wie beispiels-
weise „httpas“ für anonymes und sicheres Abrufen von Web-Seiten, „ftpa“
für das Anonymisieren von FTP-Zugriffen etc.
Die Hauptschwierigkeit bei der beschriebenen Protokollhandler-Lösung
besteht in dem notwendigen Filtern der heruntergeladenen Inhalte. Wie im
Anhang bei den Web-basierten Proxy-Lösungen (siehe Anhang A.2) beschrie-
ben, ist ein vollständiges Filtern – insbesondere wenn man den Web-Seitenbe-
treiber als möglichen Angreifer sieht – sehr aufwendig, so daß in der Praxis
davon auszugehen ist, daß es nicht vollständig gelingen wird. Grund sind
hier unter anderem eingebettete Inhalte wie Flash, PDF-Dokumente, Java etc.
Auch die durch diese eingebetteten (aktiven) Inhalte abgerufenen URLs müß-
ten entsprechend umgeschrieben werden. Insbesondere wenn diese Inhalte
digital signiert sind, ist dies nicht ohne weiteres möglich. Aus den genannten
Gründen wurde die Idee der Verwendung von speziellen Protokollhandlern
für anonymisierte Protokollversionen nicht weiter verfolgt.
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5 Erfahrungen aus dem Betrieb von
AN.ON
Nachfolgend soll ein kurzer Überblick über den Betrieb des AN.ON-Systems
und die daraus gewonnenen Erfahrungen gegeben werden. Dabei geht es
hauptsächlich um den Verlauf der Nutzerzahlen und der transportierten Da-
tenmengen. Die Kenntnis dieser Informationen erleichtert die Einordnung
der in Kapitel 6 und 7.2 beschriebenen Untersuchungen.
Weiterführende Informationen über Erfahrungen und Erkenntnisse, die
sich aus dem Betrieb des AN.ON-Systems ergeben haben, lassen sich ei-
ner Reihe von Veröffentlichungen entnehmen. In [KöFH_03] (stark verkürzt
auch in [FeKL_02]) wird ein allgemeiner Überblick über die mit dem Be-
trieb gesammelten Erfahrungen gegeben. Dabei wird neben der Entwicklung
der Nutzerzahlen auf Aspekte wie Installation und Konfiguration des JAP
und der Mixe, den Open-Source-Entwicklungsprozeß und den Mißbrauch
des Anonymisierungsdienstes eingegangen. In [BeGS_03] wurde darüber be-
richtet, aus welchen Gründen und wofür Nutzer den Anonymisierungsdienst
benutzen. Ferner wurde über Finanzierungsmöglichkeiten des Anonymisie-
rungsdienstes berichtet. Beidem liegen Ergebnisse einer Umfrage zu Grun-
de, die seit Juli 2001 durchgeführt wird. Der Fragebogen befindet sich auf
den Web-Seiten des AN.ON-Projektes (http://anon.inf.tu-dresden.de/
Umfrage.html) und kann von jedem Interessierten ausgefüllt werden. Ausge-
hend von den Umfrageergebnissen finden sich in [Spie_03, Spie_05, Spie_07]
weiterführende Analysen bezüglich der AN.ON-Nutzer und deren Bedürf-
nisse. In [Fede_05] wird mit Hilfe einer stichprobenartigen Auswertung der
abgerufenen URLs analysiert, wofür AN.ON-Nutzer den Dienst benutzen.
Darüber hinaus wird untersucht, aus welchen Regionen und Ländern die Be-
nutzung des Dienstes erfolgt. In [WeHF_07] wird über die Ergebnisse einer
vergleichenden Leistungsuntersuchung der beiden Anonymisierungsdienste
AN.ON und Tor berichtet.
Der AN.ON-Dienst hat im Laufe der Zeit einiges an Medienecho erfahren.
Es ist zu vermuten, daß durch die zahlreichen Berichte in der Presse und im
Fernsehen die Bekanntheit von AN.ON und damit letztlich die Nutzerzahlen
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gesteigert werden konnten. Selbst in Zeiten eher negativer Berichte, die im
Umfeld des sogenannten „BKA-Falls“ (siehe Kapitel 7.2.1) auftraten, konnte
kein Einbruch der Nutzerzahlen festgestellt werden. Eher schien es so, als
daß Berichte in der Presse generell Aufmerksamkeit erzeugen – unabhängig
davon, ob die Berichte positiv oder negativ sind. Eine ausführliche Analyse
des Medienechos und dessen Auswirkungen auf AN.ON läßt sich [Putn_08]
entnehmen.
5.1 Verlauf der Nutzerzahlen von AN.ON
Der AN.ON-Dienst wurde erstmals im September 2000 der Öffentlichkeit zur
kostenlosen Nutzung bereit gestellt. Dazu wurde eine Mix-Kaskade durch
den Lehrstuhl Datenschutz und Datensicherheit der TU Dresden betrieben,
die nachfolgend kurz als „DD-Kaskade“ bezeichnet wird. Am Anfang war
dies die einzige verfügbare Kaskade. Darüber hinaus war sie auch in den
folgenden Jahren diejenige Kaskade, welche standardmäßig nach der Instal-
lation des JAP ausgewählt war.
Die anfängliche Entwicklung der Nutzerzahlen der DD-Kaskade ist in Ab-
bildung 5.1 dargestellt. Die Ermittlung der Zahlenwerte erfolgte dabei wie
folgt: Ein erster Mix einer Kaskade übermittelt einmal pro Minute die aktu-
elle Nutzerzahl an den InfoService. Dieser bestimmt dabei zur vollen Stun-
de für die zurückliegende Stunde den minimalen und maximalen Wert der
Nutzerzahl sowie das arithmetische Mittel. Diese drei Werte werden in ei-
ner Logdatei gespeichert. Die im Diagramm dargestellte „mittlere Nutzerzahl
pro Tag“ wurde ermittelt, indem das arithmetische Mittel der für einen Tag
vorliegenden Mittelwerte pro Stunde (in der Regel 24 Werte) gebildet wurde.
Im Dezember 2000 konnten bis zu 36 gleichzeitig „aktive“ Nutzer regi-
striert werden. Tatsächlich gezählt wurden dabei allerdings die gleichzeitig
an der Mix-Kaskade angemeldeten Clients. Auf Grund der Art des Dienstes
kann jedoch nicht entschieden werden, ob diesen Clients unterschiedliche
Nutzer zugeordnet sind, ob sich etwa ein Nutzer mehrfach angemeldet hat
oder ob es sich bei einem Client letztlich nur um einen automatisiert ab-
laufenden Vorgang handelt (etwa ein zeitgesteuerter Download unter Benut-
zung des Anonymisierungsdienstes). Wird nachfolgend der Begriff „Nutzer-
zahl“ verwendet, so ist damit letztlich lediglich die Anzahl gleichzeitig akti-
ver TCP/IP-Verbindungen zum ersten Mix der betroffenen Kaskade gemeint.
Die Nutzerzahl blieb auch Anfang Januar 2001 mit durchschnittlich 10–20
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Abbildung 5.1: Maximale und mittlere Anzahl gleichzeitig angemeldeter
Nutzer pro Tag für die DD-Kaskade
gleichzeitigen Nutzern sehr gering. Am 10. Januar 2001 wurde dann gegen
11:00 eine Meldung über den AN.ON-Dienst auf den Web-Seiten von „heise
online“ veröffentlicht [WWW:WaSt_01]. Dies führte sofort zu einem sprung-
haften Anstieg der Nutzerzahlen. Gegen 18:00 desselben Tages waren über
70 Nutzer aktiv. Die Nutzerzahlen stiegen in den folgenden Wochen weiter
an – Ende Januar auf über 200, im März auf über 300.
Am 24.März 2001 kam es zu einem plötzlichen Anstieg auf über 1000 Begrenzung der
Verbindungsan-
zahl zur
DoS-Abwehr
gleichzeitige Nutzer, der sich sehr bald als Denial-of-Service-Angriff (DoS)
herausstellte. Dieser besteht darin, daß pausenlos versucht wird, neue Ver-
bindungen zum Anonymisierungsdienst zu öffnen. Dies geschieht solange,
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bis keine freien Ressourcen mehr vorhanden sind. Dabei handelte es sich
jedoch nicht um ein einfaches SYN-Flodding, bei dem massenweise TCP/IP-
Verbindungsaufbaupakete mit meistens gefälschter Absenderadresse versen-
det werden. Vielmehr wurde der komplette Dreiwege-Handshake zur Eta-
blierung einer TCP/IP-Verbindung durchgeführt. Diese Art Angriff wurde
mit einer simplen aber wirkungsvollen Maßnahme unterbunden. Es wurde
festgelegt, daß pro Absender-IP-Adresse nur 10 Verbindungen gleichzeitig
zum Anonymisierungsdienst geöffnet werden können. Alle weiteren Ver-
bindungswünsche werden ignoriert. Das Verbindungsmanagement erfolgt
dabei direkt im ersten Mix, wobei die maximale Zahl gleichzeitig geöffne-
ter Verbindungen konfigurierbar ist. Ein Nachteil dieser einfachen Art der
DoS-Verhinderung besteht darin, daß auch berechtigte Mehrfachverbindun-
gen mit identischer Absender-IP-Adresse, wie sie etwa im Falle des Einsatzes
von NAT-Gateways auftreten, als Angriff eingestuft werden.
Darüber hinaus ergab sich wenig später die Notwendigkeit, auch die An-
zahl gleichzeitig geöffneter Mix-Kanäle je Client zu beschränken, da auch auf
diesem Wege versucht wurde, eine Überlastung der Kaskade zu provozieren.
Standardmäßig sind momentan 50 Kanäle je Client erlaubt.
Anfang Mai 2001 war ein vorläufiger Höchststand der durchschnittlichen
Nutzerzahl erreicht. Bis August 2001 nahmen die Zahlen ab, um dann wie-
der anzusteigen. Mögliche Erklärungen dafür sind das jahreszeitlich bedingte
„Sommerloch“ oder die Inbetriebnahme von neuen, leistungsfähigeren Mix-
Servern Ende August 2001.
Im September 2001 benutzten durchschnittlich 200—300 Nutzer gleichzei-
tig den Anonymisierungsdienst. Ein Speicherausbau im Januar 2002 führte
zu einer deutlichen Performancesteigerung des Dienstes, was wiederum zu
einem starken Anstieg der Nutzerzahlen in den nächsten drei Monaten auf
durchschnittlich 600—700 Nutzer führte.
Der weitere Verlauf der Nutzerzahlen läßt sich Abbildung 5.2 entnehmen.
Dabei ist zum einen die Entwicklung der Nutzerzahlen der DD-Kaskade und
zum anderen die Summe über alle zu einem gegebenen Zeitpunkt in Betrieb
befindlichen Kaskaden dargestellt.
Momentan (Oktober 2009) sind durchschnittlich etwa 2700 Nutzer gleich-
zeitig bei der DD-Kaskade angemeldet. Es werden ca. 17000 HTTP-Anfragen
pro Minute bearbeitet. Dabei wird täglich ein Datenvolumen von ca. 460
GByte verarbeitet. Berücksichtigt man alle Kaskaden, so sind durchschnittlich
etwa 5000 Nutzer gleichzeitig angemeldet, wobei täglich ein Datenvolumen
von ca. 625 GByte verarbeitet wird.
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Abbildung 5.2: Mittlere Anzahl gleichzeitig angemeldeter Nutzer pro Tag
Auf Grund der Art des Dienstes ist es schwierig, eine Aussage darüber zu
treffen, wie viele Menschen den Dienst regelmäßig nutzen. Gemäß einer Un-
tersuchung, die in Kapitel 7.6.2 beschrieben ist, dürften dies mehr als 50000
sein.
Im Laufe der Zeit gab es neben der DD-Kaskade eine Reihe weiterer Kas-
kaden, wobei die zugehörigen Mixe in der Regel im Umfeld von Universi-
täten betrieben wurden. Wesentliche Ausnahmen hiervon sind die Mixe, die
durch das Unabhängige Landeszentrum für Datenschutz Schleswig-Holstein
betrieben wurden und werden. Außerdem hat beispielsweise auch der Chaos
Computer Club e. V. zeitweise einen Mix betrieben.
In den ersten Jahren gab es auch Mixe, die außerhalb von Deutschland
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betrieben wurden, nämlich einen Mix in Salerno/Italien und einen an der
New York University, USA.
Mit dem Beginn des kommerziellen Betriebs von Mixen im Jahre 2007, der
durch die Firma JonDos GmbH maßgeblich organisiert wird, erfolgt ein Mix-
Betrieb auch durch Firmen.
5.2 Entwicklung der verarbeiteten Datenmenge
Neben der Nutzerzahl wird seit 15.Mai 2001 die Anzahl der seit dem Start
einer Kaskade bearbeiteten Mix-Pakete übermittelt. Diese Zahl wird ebenfalls
zur vollen Stunde durch den InfoService geloggt. In Abbildung 5.3 ist die
Entwicklung der Anzahl bearbeiteter Mix-Pakete pro Tag dargestellt, wobei
dies wieder für die DD-Kaskade und summiert über alle Kaskaden erfolgt.
In Abbildung 5.4 wurden für die DD-Kaskade die Nutzerzahl und die be-
arbeiteten Pakete pro Tag in einem Diagramm dargestellt. Insbesondere bis
Ende 2007 sieht man einen relativ starken Zusammenhang zwischen Nutzer-
zahl und bearbeiteten Paketen. Ferner ist zunächst ein Anstieg bis etwa Ja-
nuar 2003 festzustellen, worauf bis Mitte 2006 die Nutzerzahl und die be-
arbeiteten Pakete nur unwesentlich schwanken. Mitte 2006 erfolgt dann ein
sprunghafter Anstieg, der mit Beginn des Jahres 2007 abgeschlossen ist. Seit
dieser Zeit bewegt sich die Nutzerzahl auf etwa demselben Niveau, während
bezüglich der bearbeiteten Pakete mit etwa dem Beginn des Jahres 2008 ein
neuerlicher Sprung festzustellen ist. Über die genauen Ursachen für dieses
Verhalten kann nur spekuliert werden, trotzdem sei nachfolgend eine mögli-
che Erklärung gegeben.
Die Begründung für den anfänglichen Anstieg ist dabei der mit der er-
sten Veröffentlichung der Software und des Dienstes verbundene Anstieg an
Bekanntheit. Die Server der DD-Kaskade wurden im Rechenzentrum der Fa-
kultät Informatik betrieben, wo sie jedoch aus Kostengründen nur mit 10
MBit/s vollduplex an das Internet angeschlossen waren. Eine grobe Abschät-
zung nach oben ergibt, daß bei einer derartigen Anbindung nicht mehr als
100 Millionen Mix-Pakete pro Tag bearbeitet werden können. Die tatsächliche
Anzahl bearbeiteter Mix-Pakete kommt dieser oberen Schranke sehr nahe, so
daß klar ist, daß kein weiteres Wachstum bezüglich der bearbeiteten Mix-
Pakete möglich war. Die Stagnation bei der Nutzerzahl wird nun wieder-
um mit der hohen Auslastung der Kaskade begründet, d. h. wenn etwa 1500
Nutzer gleichzeitig über die DD-Kaskade surften, so war die dabei für den
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Abbildung 5.4: Mittlere Anzahl gleichzeitig angemeldeter Nutzer und An-
zahl bearbeiteter Mix-Pakete pro Tag für die DD-Kaskade
Einzelnen erzielbare Dienstgüte (in Bezug auf Verzögerungszeit und Durch-
satz) gerade noch akzeptabel. In Abbildung 5.5 ist beispielhaft der Verlauf
der mittleren Nutzerzahl und der bearbeiteten Pakete für den 19.April 2004
dargestellt. Zu erkennen ist, daß die Anzahl bearbeiteter Pakete im wesentli-
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Abbildung 5.5: Mittlere Anzahl gleichzeitig angemeldeter Nutzer und An-
zahl bearbeiteter Mix-Pakete am 19.April 2004 für die DD-
Kaskade
chen unabhängig von der Nutzerzahl ist, was ein weiterer Hinweis auf eine
Überlastung des Mixes ist.
Im September 2006 erfolgte der Umzug der Fakultät in ein neues Gebäude
mit besserer Internet-Anbindung, die auch für die Mixe eine Erhöhung der
Datenrate auf 100 MBit/s brachte. Dies führte zu dem geschilderten deutli-
chen Anstieg der bearbeiteten Pakete, wobei auf der anderen Seite keine Ver-
zehnfachung festzustellen ist. Dies wiederum liegt daran, daß die 100 MBit/s
vollduplex Anbindung den Mixen nicht exklusiv zur Verfügung stand, son-
dern mit anderen Servern (etwa dem InfoService-Server oder dem AN.ON-
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Projekt-Web-Server) geteilt wurde. Der neuerliche Anstieg der bearbeiteten
Pakete zu Beginn des Jahres 2008 erklärt sich aus einer erneuten Verbesse-
rung der Anbindung auf nunmehr durchgehend 1 GBit/s vollduplex.
5.3 Tägliche Schwankungen der Nutzerzahlen und
internationale Nutzung
In Abbildung 5.5 ist ebenfalls der typische tägliche Verlauf der Nutzerzahlen
erkennbar: Die Anzahl der Nutzer sinkt in den frühen Morgenstunden, steigt
dann im Laufe des Vormittags bis frühen Nachmittags an und ist am späten
Nachmittag sowie am Abend nahezu unverändert. Da der Dienst hauptsäch-
lich im deutschsprachigen Raum beworben wurde, liegt die Vermutung nahe,
daß auch ein Großteil der Nutzer hauptsächlich aus Deutschland kommt. Die
beobachtete Nutzerzahl würde dann der erwarteten für eine überwiegend
private Nutzung des Anonymisierungsdienstes entsprechen.
Um zu klären, ob deutsche Nutzer tatsächlich den überwiegenden An-
teil an der Gesamtnutzerzahl stellen und um zu erfahren, von welchen Län-
dern aus der Dienst noch benutzt wird, wurde mit Hilfe der freien GeoIP-
Datenbank der Firma MaxMind, Inc. eine Zuordnung von IP-Adressen der
Nutzer zu Ländern vorgenommen. In den Abbildungen 5.6 und 5.7 sind die
Verläufe der Nutzerzahlen, die sich bei einer derartigen Zuordnung ergeben,
für den 23./24. Juli 2005 sowie 11./12. Juli 2008 exemplarisch dargestellt.
Wie vermutet ergibt sich, daß ein Großteil der Verbindungen zum ersten
Mix eine Absender-IP-Adresse besitzen, die Deutschland zugeordnet wird.
Für die Anzahl solcher Verbindungen ist auch deutlich die erwartete Schwan-
kung über den Tagesverlauf erkennbar.
Überraschend war der hohe Anteil an Verbindungen, die Saudi-Arabien
zugeordnet sind. Besonders deutlich wird dies in Abbildung 5.7. Dies ver-
wundert um so mehr, wenn man die Aussagen der Organisation „Reporter
ohne Grenzen“ in Betracht zieht, die in [WWW:RSF_05] ausführt, daß Saudi-
Arabien zu den Ländern mit einer sehr stark ausgeprägten Internet-Zensur
gehört.
Auf der anderen Seite kann genau dies auch als Erklärung dienen. Sollten
die Zensurmaßnahmen den Anonymisierungsdienst selbst nicht betreffen, so
könnte dieser für saudi-arabische Nutzer eine Möglichkeit darstellen, die
Web-gerichteten Zensurmaßnahmen zu umgehen. In diesem Falle liegt die
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Abbildung 5.6: Mittlere Anzahl Nutzer pro Stunde für ausgewählte Länder
für die DD-Kaskade für den 23. und 24. Juli 2005. Ausgewählt
wurden Länder, die im betrachteten Zeitraum wenigstens ein-
mal eine mittlere stündliche Nutzerzahl größer 100 Nutzer
aufwiesen.
Vermutung nahe, daß die überwiegende Zahl saudi-arabischer Nutzer den
Dienst nicht primär wegen seiner Anonymisierungsfunktionalität benutzt,
sondern eben nur als Mittel, um überhaupt im Web surfen zu können.
Vergleicht man die in den Abbildungen 5.6 und 5.7 dargestellten Nutzer-
zahlen, so ist auch interessant, daß in den Daten vom Juli 2005 Nutzer aus
dem Iran einen relevanten Anteil an der Gesamtnutzerzahl stellten, während
sie im Juli 2008 überhaupt nicht mehr vorkommen.
143
5 Erfahrungen aus dem Betrieb von AN.ON
N
ut
ze
r
Brasilien
Deutschland
Indien
Saudi-
Arabien
USA
00:00 05:00 11:00 17:00 23:00 05:00 11:00 17:00 23:00
11.07.2008 11.07.2008 11.07.2008 12.07.2008 12.07.2008 12.07.2008
0
10
0
25
0
40
0
55
0
70
0
85
0
10
00
Abbildung 5.7: Mittlere Anzahl Nutzer pro Stunde für ausgewählte Länder
für die DD-Kaskade für den 11. und 12. Juli 2008. Ausgewählt
wurden Länder, die im betrachteten Zeitraum wenigstens ein-
mal eine mittlere stündliche Nutzerzahl größer 100 Nutzer
aufwiesen.
Erklärbar wird dies, wenn man sich folgende Ausschnitte aus E-Mails, die
an das Projekt gerichtet sind, ansieht:
Hello;
First i should thank you for this majic sftware (jap)
But for some days i cant connect with ur server and i guess
that jap has a problem. Please slove it very soon
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Abbildung 5.8: Verlauf der Nutzerzahlen aus dem Iran vom 29. Juli 2005 –
1.August 2005
... from Iran [29. Juli 2005]
Dear JAP Team;
Thanks you for your god job against censorship in Internet.
I live in Iran and as you probably know, the government has
denied the access to many political, cultural, information,
porn and religious sites.
They use combination of censor and filtering methods like
keyword, URL and locked ports.
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I used to use JAP as good and powerful program for bypassing
governmental filters but recently they blocked the address
of JAP mixes and I think that even they blocked the ports
like 6543, 7544, and 6544.
So would you tell me that where can I found other information
services for use their address and port in JAP by manually
insert them in program?
As mentioned I can’t use your standard Mixes because of
filtering.
Best regards
[30. Juli 2005]
Offensichtlich wurde Ende Juli 2005 der Zugriff auf AN.ON im Iran ge-
blockt. Schaut man sich den Verlauf der Nutzerzahlen der betreffenden Tage
an, so bestätigt sich dies (siehe Abbildung 5.8). Interessant dabei ist, daß die
Blockung offensichtlich nicht perfekt funktioniert. Es gibt also vermutlich kei-
nen zentralen Verbindungspunkt zwischen Iran und dem Rest der Welt, auf
dem man eine landesweite Sperre installieren könnte bzw. installiert hat.
Dies scheint durch folgende Meldung bestätigt zu werden:
By: Nobody/Anonymous - nobody
RE: unable to contact info servers plz help me
2005-07-29 15:19
hi
im also from iran from since 2 days ago same problem happened to
me .
changing isp solved the problem but not for more than a day.seems
they have blocked jap 2 i hope there is some help for us .there
is a few sites we can visit here.
im not sure if forwarding client can help or not but i couldnt
connect and set it up
Darüber hinaus läßt das Vorgehen bei der Sperrung ein gewisses Maß an
Gewissenhaftigkeit erkennen, da neben dem eigentlichen Anonymisierungs-
dienst auch die Projekt-Web-Seite und der InfoService gesperrt wurden. Auf
der anderen Seite wirkt die Sperrung aber auch sehr inkonsequent, da z. B.
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die auf der Open-Source-Software Web-Hosting-Plattform „SourceForge.net“
gehosteten Teile der Projekt-Web-Seite (http://www.sf.net/projects/anon)
wie z. B. das Support-Forum nach wie vor aus dem Iran erreichbar sind. Au-
ßerdem ist auf SourceForge auch ein Download der aktuellen JAP Software
möglich.
Die geschilderten Beobachtungen waren eine Grundlage für die Entwick-
lung und Implementierung der Mechanismen zur Umgehung von gegen
AN.ON gerichteten Blockungsmaßnahmen.
147

6 Empirische Untersuchungen zum
Zusammenhang zwischen
Verzögerungszeit und Nutzerzahl
6.1 Einführung
Im ersten Teil wurde ausführlich das aktuelle Design des Anonymisierungs-
dienstes AN.ON erläutert. Dabei blieben jedoch insbesondere Fragen zur
konkreten Parameterwahl beispielsweise bezüglich der Verzögerungszeit im
Mix offen. Nachfolgend wird mit Hilfe von empirischen Untersuchungen ein
Aspekt bei der sinnvollen Parameterwahl beleuchtet, der sich mit der Frage-
stellung beschäftigt, wie sich die Verzögerungszeit auf die Anzahl der Nutzer
und somit letztlich auf die Anonymitätsquantität auswirkt (siehe Definition 2
aus Kapitel 1.1). Es geht also um die Forschungsfrage: „How much additio-
nal anonymity will the system provide by adding a certain amount of delay?“
[WWW:Ding_05]. Die Ergebnisse der Untersuchungen wurden in [Köps_06]
veröffentlicht.
Die nachfolgenden Betrachtungen beziehen sich ausschließlich auf Low-
Latency-Anonymisierungssysteme, also Systeme bei denen davon auszuge-
hen ist, daß die auf Grund der Anonymisierung zusätzlich verursachte Verzö-
gerungszeit starken Einfluß auf die Dienstgüte des anonymisierten Kommu-
nikationsdienstes hat (siehe Anhang A). Als konkretes Beispiel für einen der-
artigen Kommunikationsdienst wurde das Web-Surfen gewählt, da AN.ON
zum einen mit Fokus auf dieses Anwendungsgebiet entworfen wurde und
zum anderen aktuelle Forschungen belegen, daß die Verzögerungszeit beim
Laden von Web-Seiten mit entscheidend (bzw. sogar der entscheidende Fak-
tor [WWW:Niel_97]) ist für die Zufriedenheit mit einem Web-Seiten-Besuch
sowie für die Bereitschaft, die entsprechende Seite wieder besuchen zu wol-
len [Nah_04, GHCP_04].
Natürlich wäre es am besten aus Sicht der Anwendung, wenn die Benut-
zung eines Anonymisierungsdienstes keine zusätzliche Verzögerung bedeu-
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Anonymisierungsdienst
Alice
Bob
Charlie
David
Abbildung 6.1: Verzögerung von Nachrichten ist im allgemeinen notwendig
zur Gewährleistung von Anonymität
ten würde. Wie in den Architekturkapiteln jedoch bereits erläutert, ist dies
aber im Falle des heutigen Internets mit seinen größtenteils nicht vorhan-
denen Garantien bezüglich Dienstgüte sowie den starken Unterschieden in
der Anbindung der Nutzer (beides insbesondere bezüglich Datenübertra-
gungsrate und Verzögerungszeit) nicht möglich. Vereinfacht ist dies in Abbil-
dung 6.1 dargestellt: Alice und Bob wollen jeweils eine gleich große Nachricht
an Charlie bzw. David unter Benutzung eines Anonymisierungsdienstes (be-
trachtet als „schwarzer Kasten“) übermitteln. Die Dicke der Verbindungslinie
zum Anonymisierungsdienst soll in Abbildung 6.1 die verfügbare Datenüber-
tragungsrate symbolisieren, so daß die Nachricht von Alice eher vollständig
beim Anonymisierungsdienst vorliegt als die Nachricht von Bob. Würde nun
der Anonymisierungsdienst die Nachricht von Alice unverzüglich weiterlei-
ten, so wäre für einen Angreifer, der eingehende und ausgehende Leitungen
beobachten kann, ersichtlich, wer der Empfänger der Nachricht von Alice
ist.1
Auf der anderen Seite wurde mit dem Entwurf der ISDN-Mixe [PfPW_89,
PfPW_91] gezeigt, daß es durchaus möglich ist, diesem Ziel sehr nahe zu
kommen, wenn das zugrundeliegende Transportmedium die notwendigen
1 Das Beispiel dient lediglich dazu, das prinzipielle Problem zu verdeutlichen. Insofern wur-
den mögliche Lösungsansätze, wie die Übertragung von bedeutungslosen Nachrichten oder
Nachrichtenverteilung an alle Empfänger (Broadcast) bewußt nicht betrachtet – wobei sich
bei einer naiven Anwendung dieser Verfahren eine zusätzliche Verzögerung für die Nachricht
von Bob ergeben kann.
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Eigenschaften hinreichend gut erfüllt. Das ISDN bietet hier insbesondere zu-
verlässigen, isochronen Datentransport mit sehr geringer und wenig variie-
render Verzögerungszeit und Datenrate.
Mittlerweile lassen sich in der Literatur eine Reihe von Arbeiten zur Mes-
sung von Anonymität und zum Entwurf von Anonymisierungsdiensten fin-
den. Darunter sind auch einige Arbeiten, die sich der Analyse des Zusam-
menhangs zwischen Verzögerungszeit und erreichter Anonymität widmen.
Allerdings wird bei diesen Arbeiten nicht das Nutzerverhalten berücksich-
tigt. Insofern ist es nicht überraschend, daß im Ergebnis der Untersuchun-
gen davon ausgegangen wird, daß die erreichte Anonymität monoton steigt
mit ansteigender Verzögerungszeit. In Abbildung 6.2 (a) ist dies schematisch
dargestellt, wobei der genaue Kurvenverlauf natürlich von den konkreten
Anonymisierungsmechanismen abhängt.
Bei der geschilderten naiven Betrachtungsweise wird allerdings ein ent-
scheidender Zusammenhang nicht modelliert: der Zusammenhang zwischen
Nutzerzahl und Verzögerungszeit. Es ist davon auszugehen, daß mit stei-
gender Verzögerungszeit die Nutzer mehr und mehr frustriert werden und
letztlich den Anonymisierungsdienst nicht mehr benutzen, da deren Primär-
ziel ja nicht Anonymität per se sondern Kommunikation ist. In Abbildung 6.2
(b) ist diese Annahme ebenfalls schematisch dargestellt, wobei auch hier der
genaue Kurvenverlauf zunächst belanglos ist.
Kombiniert man nun beides, so ist die Annahme, daß es zunächst einen Be-
reich gibt, in dem mit steigender Verzögerungszeit die erreichte Anonymität
steigt, da der auf technischer Ebene erzielte Gewinn bezüglich der Anony-
mität den Verlust durch geringere Benutzerzahlen überkompensiert. Genau-
so wird es eine Grenze geben, ab der umgekehrt der Verlust durch starke
Abnahme der Benutzerzahlen deutlich größer ist als der Zugewinn auf tech-
nischer Ebene. Abbildung 6.2 (c) stellt diesen kombinierten Zusammenhang
wiederum schematisch dar.
Es wird angenommen, daß es im Kurvenverlauf zumindest lokale Optima
gibt, eventuell existiert sogar ein globales Optimum. Erweist sich diese An-
nahme als richtig, so wäre es ferner wünschenswert, den zugehörigen Wert
der Verzögerungszeit im Falle des Anonymisierungsdienstes AN.ON zu er-
mitteln. Wie sich jedoch aus der nachfolgenden Analyse verwandter Literatur
ergeben wird, hängt dieses Optimum nicht allein vom technischen System,
sondern darüber hinaus von dessen Anwendung und den Benutzererwartun-
gen ab. Insofern wird das Ergebnis der Untersuchungen nicht eine Zahl sein,
die eine optimale Verzögerungszeit angibt. Vielmehr sollen lediglich Aussa-
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(a) Zusammenhang zwischen Anonymitäts-
quantität und Verzögerungszeit
(c) Resultierender Zusammenhang zwischen Anonymitätsquantität und Verzögerungszeit
unter Berücksichtigung der abnehmenden Nutzerzahl bei steigender Verzögerungszeit
(b) Zusammenhang zwischen Nutzerzahl
und Verzögerungszeit
Abbildung 6.2: Schematischer Zusammenhang zwischen Verzögerungszeit
und erreichter Anonymität
gen über die vermutete Art des Zusammenhangs (linear, exponentiell etc.)
zwischen Nutzerzahl und Verzögerungszeit, also letztlich mehr Erkenntnis
über die Kurvenform aus Abbildung 6.2 (b) gewonnen werden, um besser
den Einfluß des Nutzerverhaltens bei steigender Verzögerungszeit auf die
durch das System insgesamt erreichbare Anonymität zu verstehen.
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6.2 Verwandte Literatur
Um die Auswirkungen einer veränderten Verzögerungszeit auf die Anzahl
der Nutzer des Anonymisierungsdienstes besser einschätzen zu können, ist
es zunächst notwendig zu verstehen, wie Nutzer ganz allgemein auf Ver-
zögerungszeit bei der Mensch-Maschine-Interaktion reagieren. Hierbei sind
im speziellen Untersuchungen interessant, die sich mit dem Web-Surfen als
Anwendungsfall beschäftigen, da das Web-Surfen wiederum das Hauptan-
wendungsgebiet des Anonymisierungsdienstes AN.ON ist.
Allerdings ist zu beachten, daß bei Benutzung des Anonymisierungsdien-
stes neben dem reinen Erreichen des jeweiligen Kommunikationsziels (bei-
spielsweise Einkaufen in einem Web-Shop) eine zusätzliche Eigenschaft gilt
– nämlich die durch den Anonymisierungsdienst erreichbare Anonymität.
Da sich Nutzer des Anonymisierungsdienstes bewußt für dessen Einsatz ent-
schieden haben, kann angenommen werden, daß Anonymität für sie einen
gewissen Wert darstellt, was wiederum dazu führen kann, daß sie bereit sind,
größere Verzögerungszeiten in Kauf zu nehmen (also quasi damit „zu bezah-
len“).
In der Literatur läßt sich eine Vielzahl von Untersuchungen finden, die sich
mit dem Einfluß der Verzögerungszeit auf Nutzer beim Abrufen von Web-
Seiten beschäftigen. Der Tabelle 6.1 lassen sich die wesentlichen Ergebnisse
einer Auswahl dieser Literatur entnehmen. Einen ausführlicheren Überblick
geben beispielsweise die Arbeiten von Galletta et al. [GHCP_04] oder Nah et
al. [Nah_04].
Tabelle 6.1: Auswahl von Arbeiten zum Einfluß der Verzögerungszeit auf
Nutzer
Zeit [s] Jahr Autoren Anmerkungen
0,1 1993 Nielsena wahrgenommen als unverzüglicher
Zugriff
1 1993 Nielsena Grenze für ununterbrochene Gedan-
kengänge
2 1968 Millerb störende Einflüsse durch Beschrän-
kungen des Kurzzeitgedächtnisses tre-
ten auf
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Zeit [s] Jahr Autoren Anmerkungen
2 1984 Shneider-
manc
Reaktionszeit auf einfache Befehle
wird unakzeptabel
2 2004 Nahd akzeptierte Verzögerungszeit für In-
formationsabfragen
4 2004 Galletta
et al.e
Abnahme in Leistung und Verhaltens-
absichten beginnt sich abzuflachen
8 1999 Zona
Researchf
8 2004 Galletta
et al.e
Haltungen flachen ab
10 1993 Nielsena Grenze, um die Aufmerksamkeit vom
Nutzer zu behalten
10 1997 Nielseng
10 62000 IBM Web-
Richtlinienh
Nutzer sollten innerhalb von 10 Se-
kunden einen Überblick über den Sei-
teninhalt erlangen bzw. weitersurfen
können
12 2000 Hoxmeider,
DiCesarei
Zufriedenheit nimmt ab
15 1995, 96 Nielsenj Nutzer wurden „trainiert zu ertragen“
30 1999 Selvidgek Grenze gemessen an Leistung und
Frustration der Nutzer
41 1998 Ramsay
et al.l
Grenze für große Verzögerungszeiten
auch bei entsprechender Erwartungs-
haltung von Nutzern
1, 10, 20 1999 Selvidgek keine statistischen Unterschiede, we-
der in Leistung noch Frustration von
Nutzern
5, 30 2001 Rose,
Straubm
E-Commerce: negative Haltung geht
nicht auf den Verkäufer über
a[Niel_93] b[Mill_68] c[Shne_84] d[Nah_04] e[GHCP_04] f[WWW:Zona_99]
g[WWW:Niel_97] h[WWW:IBM_00] i[HoDi_00] j[WWW:Niel_95, WWW:Niel_96]
k[WWW:Selv_99] l[RaBP_98] m[RoSt_01]
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Betrachtet man die in Tabelle 6.1 angegebenen Zahlen zu akzeptablen Ver-
zögerungszeiten (in der englischsprachigen Literatur als „tolerable waiting
time“ (TWT) bezeichnet), so läßt sich feststellen, daß sich die ermittelten
Werte stark unterscheiden. Dies ist insofern nicht verwunderlich, als daß es
naheliegend scheint, daß Menschen in unterschiedlichen Anwendungsszena-
rien (E-Commerce, E-Government, Informationsgewinn, Unterhaltung etc.)
unterschiedlich lange Verzögerungszeiten als tolerierbar empfinden. Auch
stammen die präsentierten Forschungsergebnisse aus einem relativ langen
Zeitraum (zumindest bezogen auf die Entwicklung des Internets, der Kom-
munikationsinfrastruktur sowie der Rechner), so daß davon auszugehen ist,
daß sich die Erwartungen bezüglich Verzögerung und somit letztlich die ak-
zeptierten Verzögerungszeiten im Laufe der Zeit verändert haben.
Die Forschungen bestätigen dies insofern, als daß herausgefunden wur-
de, daß bei einer längeren erwarteten Wartezeit sich die akzeptierte Wartezeit
erhöht. Dies ist insofern speziell auch für den Anonymisierungsdienst ein in-
teressanter Zusammenhang, als daß versucht werden kann, durch Gestaltung
der Benutzungsschnittstelle die Erwartungshaltung der Nutzer bezüglich der
Verzögerungszeit zu beeinflussen.
Darüber hinaus lassen sich der Literatur noch eine Vielzahl weiterer Ein-
flußfaktoren entnehmen. Ein interessanter, da auch beim Entwurf der gra-
phischen Benutzungsschnittstelle für AN.ON zu berücksichtigender Zusam-
menhang ist, daß die akzeptierte Verzögerungszeit sich verlängert, wenn der
Nutzer entsprechende Rückmeldungen über „Aktivität“ erhält, daß heißt, er
das Gefühl vermittelt bekommt, daß etwas (im Hintergrund) passiert – selbst
wenn diese „Aktivität“ nicht dazu führt, daß er schneller auch nur Teile der
angeforderten Web-Seite präsentiert bekommt.
Auch wenn sich nicht eine klare Zahl für die akzeptierte Verzögerungszeit
benennen läßt, so hat die Forschung in jedem Fall die naheliegende Vermu-
tung nicht widerlegt, daß kürzere Verzögerungszeiten zu mehr Akzeptanz
führen. Außerdem wurde gezeigt, daß je länger die Verzögerungszeit ist,
um so mehr Nutzer suchen nach Alternativen. Obgleich letzteres zwar im
allgemeinen gilt, berichtet Nielsen [WWW:Niel_08] über eine generelle Ver-
langsamung bei der Web-Nutzung mit zunehmendem Alter eines Nutzers.
Dies könnte Einfluß auf die akzeptierte Verzögerungszeit des Anonymisie-
rungsdienstes haben. Insofern wären Informationen über die Altersstruktur
der Nutzer von AN.ON interessant. Allerdings wurde diese – was auch in
der Natur des Dienstes liegt – bisher nicht erfaßt. Es gibt durchaus Grün-
de, die dafür sprechen, daß der Dienst auch von älteren Menschen genutzt
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wird: die Zahl der älteren Menschen, die generell das Internet nutzen, ist
in den letzten Jahren stark gestiegen [EiFr_08]; ältere Menschen haben ten-
denziell mehr Sorgen bezüglich Datenschutz [FlashEB 225]; im Rahmen der
Bearbeitung von Hilfeanfragen (insbesondere telefonischen) zur Benutzung
von AN.ON kam es wiederholt zu Kontakten mit älteren Menschen.
Insgesamt dienen die erwähnten allgemeinen Erkenntnisse als Grundlage
der nachfolgenden Untersuchungen, zumal aus der Literatur keine Untersu-
chungen bekannt sind, welche speziell den Einfluß der Verzögerungszeit auf
das Nutzerverhalten im Falle der Benutzung eines Anonymisierungsdienstes
untersuchen.
6.3 Methodik und Durchführung
Im Gegensatz zu vielen der im vorangehenden Abschnitt zitierten Untersu-
chungen soll es nachfolgend nicht um eine Laborstudie gehen, bei der die
Versuchsgruppen typischerweise aus Studenten bestehen und diese vorgege-
bene Aufgaben zu erfüllen haben, wobei ihr Verhalten und ihre Reaktionen
beobachtet bzw. durch Befragungen darüber Erkenntnisse gewonnen wer-
den. Vielmehr sollen der im öffentlichen Testbetrieb befindliche Anonymisie-
rungsdienst AN.ON und dessen Nutzer zur Durchführung einer empirischen
Studie herangezogen werden.
Dabei ist zu beachten, daß während des Zeitraums der Durchführung der
Studie (August 2005 – Januar 2006) unterschiedliche Mix-Kaskaden existier-
ten, die wiederum unterschiedliche Dienstgüteeigenschaften (insbesondere
in Bezug auf Verzögerungszeit und Durchsatz) aufwiesen. Aufbauend auf
den in der Literatur zu findenden Erkenntnissen ist davon auszugehen, daß
diese unterschiedlichen Parameter zu unterschiedlichen Erwartungen bezüg-
lich der Verzögerungszeit und somit letztlich zu unterschiedlichen akzeptier-
ten Verzögerungszeiten führen.
Die verfügbaren Mix-Kaskaden wurden dabei teilweise durch das AN.ON-
Projekt selbst und teilweise durch externe Partner betrieben. Eine Annahme
bezüglich der unterschiedlichen Kaskaden ist für die folgende Untersuchung,
daß die durch die Nutzer wahrgenommene erreichte Anonymität im wesent-
lichen bei allen Kaskaden gleich ist, d. h. daß die überwiegende Zahl der
Nutzer sich nicht an Hand der gebotenen Anonymität für eine bestimmte
Kaskade entschieden hat. Wenngleich auch keine Nutzerbefragung erfolgte,
um diese Annahme zu überprüfen, so gibt es doch einige Gründe, warum
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von der erwähnten Annahme ausgegangen wird:
1. Die tatsächlich angebotene erreichbare Anonymität ist zwischen den ein-
zelnen Kaskaden nicht wesentlich unterschiedlich.
2. Die auf der Benutzungsschnittstelle des JAP angezeigte Rückmeldung
bezüglich der Anonymität in Form des Anonym-O-Meters (siehe Ka-
pitel 4.2.1) bewegte sich unabhängig von der gewählten Kaskade zwi-
schen „low“ (dem kleinsten dargestellten Wert) und „fair“ (dem Durch-
schnittswert).
3. Um tatsächlich eine strategische Entscheidung bezüglich der erreich-
baren Anonymität treffen zu können, ist ein gewisses Expertenwissen
notwendig. Dies bedeutet, daß sich die Nutzer über die zugrunde lie-
genden Systemkonzepte informiert und diese verstanden haben. Aus-
gehend von den aus den Hilfeanfragen resultierenden „Frequently As-
ked Questions“ liegt die Vermutung nahe, daß dies bei vielen Nutzern
nicht der Fall ist.
Für die Durchführung der Studie wurden konkret zwei Kaskaden ausge-
wählt:
DD-Kaskade: Bei der Kaskade „Dresden-Dresden“ (kurz: DD-Kaskade) han-
delt es sich um eine Mix-Kaskade, die vom Lehrstuhl „Datenschutz und
Datensicherheit“ an der TU Dresden betrieben wird und somit vollstän-
dig unter der Kontrolle des AN.ON-Projektes steht. Zum Zeitpunkt der
Studie befanden sich die Mix-Server in den Räumen des Rechenzen-
trums der Fakultät Informatik. Allerdings war die Netzanbindung auf
10 MBit/s beschränkt, was zu einer relativ schlechten Dienstgüte führ-
te, da die Kaskade überlastet war. Diesbezüglich kommt verstärkend
hinzu, daß die DD-Kaskade eine hohe Nutzerzahl hat. Dies liegt unter
anderem daran, daß die DD-Kaskade standardmäßig ausgewählt ist,
wenn ein Nutzer den JAP zum ersten Mal ausführt.
HE-Kaskade: Bei den Servern dieser Kaskade handelt es sich um Mietserver,
die sich im Rechenzentrum eines großen Internet- und Hosting Service
Providers, nämlich der Host Europe GmbH 2, befinden. Die Anbindung
an das Internet erfolgte über eine Netzverbindung mit einer Bandbreite
2 http://www.hosteurope.de/
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von 100 MBit/s. Da zudem die Nutzerzahlen (verglichen mit der DD-
Kaskade) geringer waren, war die angebotene Dienstgüte verglichen
mit der DD-Kaskade deutlich besser.
Parameter DD-Kaskade HE-Kaskade
Durchschnittliche
Nutzerzahl
1150 325
Durchsatz
[Bytes/s pro Kanal]
5000–10000 > 50000
Zusätzliche
Verzögerungszeit [s]
2–5 < 1
Tabelle 6.2: Vergleich wesentlicher Parameter zwischen der DD-Kaskade und
der HE-Kaskade. Bei den angegebenen Zahlen handelt es sich
um relativ grobe Abschätzungen, die lediglich dazu dienen, die
getroffenen qualitativen Aussagen zu veranschaulichen.
Der Tabelle 6.2 lassen sich grobe Abschätzungen der angesprochenen Pa-
rameter entnehmen.
Während der überwiegenden Studienzeit existierten neben den erwähnten
Kaskaden zwei weitere Kaskaden, die aber nicht Teil der Studie waren, da sie
von externen Partnern betrieben wurden. Die Server dieser Kaskaden befan-
den sich ebenfalls in Rechenzentren von ISPs, so daß es sich um Kaskaden
mit guter Dienstgüte (vergleichbar der HE-Kaskade) handelte.
Die Studie
Die grundsätzliche Idee für die Durchführung der Studie ist simpel: Als tem-
porärer exogener Schock wird die Verzögerungszeit des Anonymisierungs-
dienstes künstlich erhöht und beobachtet, wie sich daraufhin die Nutzerzah-
len ändern.
Zur Bestimmung der Nutzerzahl wird, genauso wie in Kapitel 4.2.1 be-
schrieben, die Anzahl bestehender TCP/IP-Verbindungen von Clients zum
ersten Mix verwendet.
Wie bereits erwähnt soll die Studie nicht im Labor, sondern im Feld durch-
geführt werden, d. h. unter Benutzung des existierenden AN.ON-Systems.
Daß die Nutzer im Vorfeld der Studie nicht informiert werden, wird als ein
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Vorteil dieser Art der Durchführung angesehen, da die Nutzer sich „natür-
lich“ verhalten und ihr Verhalten nicht adaptieren, wie dies im Falle von
bewußt wahrgenommenen Laborstudien zu beobachten ist.
Auf der anderen Seite bedeutet dies aber auch, daß quasi keine Kontrolle
über die Teilnehmergruppe möglich war. So können Nutzer unterschiedli-
che Erwartungen bezüglich der Verzögerungszeit haben, da sie über unter-
schiedliche Technologien mit dem Internet verbunden sind (telefonbasierte
Einwahlverbindung, DSL-Verbindung, GSM-Verbindung etc.). Es ist ferner
unklar, was bezüglich der einzelnen Nutzer jeweils die Ziele, Anreize bzw.
Gewinne sind, die sich aus der Benutzung eines Anonymisierungsdienstes
ergeben. Auch die demographischen Daten der Nutzer sind unklar (Alter,
Geschlecht, kultureller Hintergrund etc.). Auch könnte für manche Nutzer
die Möglichkeit bestehen, alternative Anonymisierungsdienste zu nutzen,
während andere keine Wahl haben. Es lassen sich noch eine ganze Reihe wei-
terer Faktoren finden, die Einfluß auf das Ergebnis der Studie haben können
und die außerhalb der Kontrolle bei ihrer Durchführung liegen. Es kann noch
nicht einmal sichergestellt werden, daß es sich bei den Nutzern tatsächlich
um Menschen handelt und nicht etwa um Maschinen, welche beispielsweise
automatisiert auf das Internet unter Benutzung des Anonymisierungsdien-
stes zugreifen. All diese Unzulänglichkeiten sind ein weiterer Grund dafür,
daß es nicht darauf ankommen kann, konkrete Werte zu ermitteln, wie dies in
den zuvor erwähnten Studien der Fall ist. Vielmehr geht es darum, Erkennt-
nisse über den prinzipiellen Zusammenhang zwischen Verzögerungszeit und
Nutzerzahl zu gewinnen.
Bevor die eigentliche Studie erfolgte, wurden zunächst einige Pretests wie
folgt durchgeführt:
1. Der exogene Schock erfolgte durch eine zusätzliche künstliche Verzö-
gerungszeit von td Sekunden. Konkret bedeutet dies, daß der letzte
Mix einer Kaskade je Mix-Kanal td Sekunden wartet, bevor er damit
beginnt, die abgerufenen Daten zum Nutzer zu übertragen. Für den
Anwendungsfall des Web-Surfens bedeutet dies also, daß ein Nutzer
wenigstens td Sekunden warten muß, bevor er die ersten Daten im
Browser angezeigt bekommt.
2. Jeder Schock dauerte 15 Minuten. Danach kehrt die Kaskade für 105
Minuten in den normalen Betriebsmodus zurück, d. h. es galt td = 0.
Es sei nochmals darauf hingewiesen, daß dies nicht bedeutet, daß da-
mit die Verzögerungszeit der Kaskade insgesamt nahe bei Null liegt.
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Vielmehr existiert weiterhin eine gewisse (in der Regel spürbare) Ver-
zögerung gemäß der angebotenen Dienstgüte der jeweiligen Kaskade
(siehe Tabelle 6.2).
3. Die oben beschriebenen Vorgänge wurden einen ganzen Tag lang wie-
derholt, wobei der erste Schock um 1:00 Uhr deutscher (Sommer-)Zeit
(CE(S)T) ausgeführt wurde.
4. Die Schocks traten lediglich an ungeraden Tagen auf, während an ge-
raden Tagen die Kaskaden durchgehend normal betrieben wurden.
Im Ergebnis dieser Pretests wurden die Parameter wie folgt angepaßt:
1. Die sich aus dem oben erwähnten Punkt 2 ergebende Periodizität von
120 Minuten wurde auf einen Wert von 109 Minuten geändert. Dies
bedeutet, daß nach den 15 Minuten, die der Schock andauerte, ein Nor-
malbetrieb von 94 Minuten durchgeführt wurde.
2. Der zuvor alle zwei Tage stattfindende Normalbetrieb wurde nicht mehr
durchgeführt, d. h. ein Schock wurde fortwährend alle 109 Minuten
während der Studienzeit durchgeführt.
Die Gründe für diese Änderungen sind im wesentlichen:
• Durch die veränderte Periodizität sollten die Zeitpunkte, zu denen die
Schocks auftreten, für die Nutzer weniger vorhersagbar sein.
• Die Zeit, die zur Durchführung eines Versuches (d. h. für einen be-
stimmten Wert td) benötigt wird, sollte verringert werden.
Bei der Durchführung der Pretests hat sich zudem herausgestellt, daß ein
Zeitraum von etwa zwei Tagen für die Durchführung einer Untersuchung für
eine gegebene zusätzliche Verzögerungszeit td günstig ist. Wird eine kürzere
Zeit gewählt, so führt das in der Auswertung der gesammelten Daten zu
unklaren Ergebnissen. Eine Verlängerung des Zeitraums hat auf der anderen
Seite nur vernachlässigbaren Einfluß auf das Ergebnis.
Während des Studienzeitraums wurde die aktuelle Nutzerzahl je Kaskade
jede Minute in einer Datenbank gespeichert. Zusätzlich wurde die Nutzer-
zahl je Land protokolliert. Die Zuordnung eines Landes zu einem Nutzer
erfolgte an Hand der Quell-IP-Adresse der TCP/IP-Verbindung des Clients
zum ersten Mix unter Benutzung der freien GeoIP-Datenbank der Firma
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Zeit
Nutzerzahl Unterschied, verursacht durch
vergrößerte Verzögerungszeit
geschätzte Nutzerzahl,
basierend auf Messungen
der Nutzerzahl während
des normalen Betriebs
gemessene Nutzerzahl
Verzögerungszeit }
}
t
d
Abbildung 6.3: Prinzip der Abschätzung der durch erhöhte Verzögerungszeit
verursachten Abnahme der Nutzerzahl
MaxMind, Inc. [WWW:MaxMind_05]. Auf Grund mangelnder Kontrollmög-
lichkeiten sind bei einer Auswertung die mit dieser Art der automatisierten
Erfassung von Landeszugehörigkeiten einhergehenden Ungenauigkeiten zu
berücksichtigen.
6.4 Messergebnisse und Interpretation
Die grundsätzliche Idee hinter Auswertung und Interpretation der gemes-
senen Nutzerzahlen ist, die erwartete Nutzerzahl für den Zeitraum eines
Schocks abzuschätzen, die sich ergeben hätte, wenn die zusätzliche Verzöge-
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rungszeit td = 0 wäre, und diese geschätzte Nutzerzahl mit der gemessenen
Nutzerzahl zu vergleichen. In Abbildung 6.3 ist dies schematisch veranschau-
licht. Allerdings ist die Abschätzung der erwarteten Nutzerzahl nicht trivial.
Zunächst kann die Nutzerzahl als Zeitreihe aufgefasst werden, wobei dann
verschiedene saisonale Einflüsse und gegebenenfalls ein globaler Trend sowie
ein nicht vorhersagbarer zufälliger Anteil zu berücksichtigen sind. Bei den
saisonalen Einflüssen ist ausgehend vom typischen Kurvenverlauf der tägli-
chen Nutzerzahlen (siehe Abbildung 7.9 aus Kapitel 7.6.1) von einem starken
Einfluß der Veränderung der Nutzerzahlen im Tagesverlauf auszugehen.
Auf der anderen Seite werden saisonale Einflüsse auf Grund von wöchent-
licher, monatlicher oder jährlicher Periodizität auf Grund der kurzen Durch-
führungsdauer einer einzelnen Untersuchung als gering eingestuft. Gleiches
gilt für einen möglicherweise vorhandenen globalen Trend.
Um unter den erwähnten Annahmen eine sinnvolle Auswertung durchfüh-
ren zu können, wurde eine Dekomposition der Nutzerzahlen in die einzelnen
Einflußgrößen vorgenommen. Dazu wurde das STL-Verfahren [CCRT_90]
verwendet.
Bei STL (Sesonal-Trend decomposition procedure based on Loess) handelt
es sich um eine Filterprozedur, die eine Zeitreihe von nWerten Yi in die drei
Komponenten: Trend Ti, saisonaler Einfluß Si und zufälliger Rest Ri zerlegt,
d. h. es gilt: Yi = Ti + Si + Ri (i = 1, . . . ,n). STL besteht dabei aus einer
Reihe von Glättungsverfahren, die lokal gewichtete Regression (LOESS) zur
Glättung benutzen.
Angewandt auf die Messungen für einen gegebenen Wert td der Studie be-
deutet dies, daß Yi der gemessenen Nutzerzahl zum Zeitpunkt i entspricht.
Die Periodizität zur Bestimmung der saisonalen Komponente der Zeitreihe
wurde gemäß der Periodizität der Schocks (also 120 bzw. 109 Minuten) ge-
wählt. Als Trend verbleibt damit im wesentlichen der tageszeitliche Einfluß.
Bei den im Ergebnis der Dekomposition bestimmten Werten handelt es
sich um absolute Nutzerzahlen, die wenig geeignet sind für den Vergleich
verschiedener Untersuchungen (insbesondere zwischen unterschiedlich stark
genutzten Kaskaden).
Daher wurde eine Normierung auf die durchschnittliche Nutzerzahl Ȳ des
Untersuchungszeitraums durchgeführt. Die normierten Werte seien mit S∗i
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Abbildung 6.4: Beispiel für eine STL-Dekomposition (DD-Kaskade, 20 Se-
kunden zusätzliche Verzögerungszeit)
bezeichnet:
Ȳ =
1
n
·
n∑
i=1
Yi
S∗i =
Si
Ȳ
· 100%
Um unterschiedliche Untersuchungen vergleichen zu können, wurde ab-
schließend ein Wert Dar = max(S∗i ) − min(S
∗
i ) ermittelt, der die relative Ab-
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nahme der Nutzerzahl für eine gegebene Untersuchung (d. h. einen konkre-
ten Wert td) ausdrückt.
Die Durchführung der Berechnungen erfolgte unter Benutzung der Sta-
tistiksoftware R [WWW:R_08]. Dabei wurde die in der Statistikbibliothek
„stats“ vorhandene Funktion zur Berechnung von STL namens stl() unter
Benutzung folgender Parameter verwendet:
• s.window=„periodic“ – Dies bedeutet, daß die saisonale Komponente
gefunden wird, indem einfach der Mittelwert jeder Unterzeitreihe ver-
wendet wird, an Stelle einer Bestimmung mit Hilfe einer LOESS Glät-
tung.
• robust=TRUE – Dies bedeutet, daß die Anzahl der Durchläufe durch
die innere Berechnungsschleife auf den Wert 1 gesetzt ist (n(i) = 1) und
daß die Anzahl Schleifendurchläufe für die äußere Robustheitsschleife
auf den Wert 15 gesetzt wird (n(o) = 15).
In Abbildung 6.4 ist beispielhaft eine STL-Dekomposition dargestellt. Da-
bei läßt sich gut der aus den Daten ermittelte tägliche Trend erkennen. Die
saisonale Komponente stellt die Veränderung innerhalb einer Messperiode
dar, wobei diese Veränderung nicht auf den täglichen Trend zurückzuführen
ist.
In den Abbildungen 6.5 und 6.6 sind die Ergebnisgraphen von verschiede-
nen Untersuchungen bezüglich der DD-Kaskade mit unterschiedlichen Wer-
ten für die zusätzliche Verzögerungszeit td dargestellt.
Jede Kurve zeigt dabei eine Periode der normierten saisonalen Komponen-
te S∗i der Nutzerzahl, die mittels STL ermittelt wurde.
Die grauen vertikalen Balken verdeutlichen die Zeiträume, bei denen der
Schock aufgetreten ist. Der in der Regel zu erkennende Anstieg der Kurve
vor und nach dem grauen Balken reflektiert die „Erholung“ der Nutzerzahl
nach Ende des Schocks.
Im Idealfall würde der Graph für td = 0 eine Gerade mit S∗i = 0 zeigen.
Dies ist jedoch erkennbar nicht der Fall. Ein wesentlicher Grund dafür ist, daß
eine ideale Trennung der verschiedenen Einflüsse, die zu einer Änderung der
Nutzerzahl führen, in der Praxis nicht möglich ist.
Überraschend ist der Anstieg der Nutzerzahl für td = 10. Geht man davon
aus, daß keine Fehler bei der Datenerfassung und Auswertung vorliegen,
so wäre eine mögliche Erklärung, daß sich die wahrgenommene Dienstgüte
verbessert. Dies wiederum könnte daran liegen, daß die angefragten Daten
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Abbildung 6.5: Ergebniswerte S∗i für ausgewählte Untersuchungen mit ver-
schiedenen Verzögerungszeiten 0s 6 td 6 45s (DD-Kaskade)
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Abbildung 6.6: Ergebniswerte S∗i für ausgewählte Untersuchungen mit ver-
schiedenen Verzögerungszeiten 50s 6 td 6 90s (DD-Kaska-
de)
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Abbildung 6.7: Ergebnisse der Untersuchungen mit künstlich beschränktem
Durchsatz je Mix-Kanal (DD-Kaskade)
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Abbildung 6.8: Zusammenhang zwischen zusätzlicher Verzögerungszeit und
Abnahme der Nutzerzahlen
nach Ablauf der künstlichen Verzögerung „in einem Rutsch“ zum Benutzer
übertragen werden, da die Verzögerung im letzten Mix und nicht im Cache-
Proxy erfolgt, so daß dieser ständig Daten vom Web-Server abruft, die dann
ohne weitere (künstliche) Verzögerung zum Nutzer übertragen werden.
In Abbildung 6.7 sind zusätzlich die Kurven von Untersuchungen darge-
stellt, bei denen nicht die Verzögerungszeit, sondern der Durchsatz der an-
onymen Kommunikationskanäle künstlich beschränkt wurde. Wie den Gra-
phen zu entnehmen ist, hat die Beschränkung des Durchsatzes einen ähnli-
chen Einfluß auf die Nutzerzahlen wie die Erhöhung der Verzögerungszeit.
In Abbildung 6.8 sind zusammenfassend die ErgebniswerteDar für die bei-
den Kaskaden dargestellt. Zusätzlich wurde eine lineare Regressionsgerade
eingezeichnet. Der Abbildung läßt sich entnehmen, daß, wie vermutet, eine
Erhöhung der Verzögerungszeit zu einem größeren Abfall der Nutzerzahlen
führt. Außerdem zeigt sich, daß die lineare Approximation des Zusammen-
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hangs zwischen Verzögerungszeit und Verringerung der Nutzerzahlen eine
hinreichend genaue Annäherung an den tatsächlichen Zusammenhang ist –
zumindest für den aus praktischer Sicht für den Anwendungsfall des Web-
Surfens relevanten Bereich einer zusätzlichen Verzögerungszeit von maximal
60 Sekunden.
Insofern ist das wesentliche Ergebnis der Untersuchung, daß die Verwen-
dung eines linearen Zusammenhangs zwischen Abnahme der Nutzerzahl
und Erhöhung der Verzögerungszeit eine berechtigte Annahme beim Ent-
wurf von Low-Latency-Anonymisierungsdiensten ist. Daher sollte bei reiner
Betrachtung des technischen Anonymisierungsverfahrens wenigstens eben-
falls ein linearer Zusammenhang zwischen dem Anstieg der erreichbaren
Anonymität und der Erhöhung der Verzögerungszeit bestehen, so daß die
mit größeren Verzögerungen verbundene Abnahme der Nutzerzahl nicht zu
einer Verringerung der durch den Anonymisierungsdienst insgesamt erreich-
baren Anonymität führt.
Wie bereits in der allgemeinen Beschreibung der Studie erwähnt, existieren
eine Vielzahl von Faktoren, die das gemessene Ergebnis beeinflußt haben
und die zu Fehlinterpretationen der Ergebnisse führen können. Einer dieser
Faktoren ist das konkrete Datum, an dem die Untersuchungen durchgeführt
wurden. So kann sich abhängig vom Datum (beispielsweise arbeitsfreie Tage
am Wochenende vs. Arbeitstage) die Zusammensetzung der Nutzergruppe
oder das Verhalten der Nutzer bezüglich längerer Verzögerungszeiten etc.
wesentlich ändern. Ähnlichen Einfluß könnten auch Feiertage oder religiöse
Feste haben.
Eine einfache visuelle Kontrolle, um zumindest offensichtliche systemati-
sche Fehler zu entdecken, ist die Residuen der linearen Regression geordnet
nach dem Datum der Studie in ein Diagramm zu zeichnen und zu überprü-
fen, ob regelmäßige Muster zu erkennen sind. In Abbildung 6.9(a) ist dies
für die DD-Kaskade und in Abbildung 6.9(b) für die HE-Kaskade dargestellt.
Da sich keine „verdächtigen“ Muster erkennen lassen, wird angenommen,
daß das Datum der Durchführung der Untersuchung keinen wesentlichen
Einfluß auf die Ergebnisse hatte.
Eine andere interessante Frage ist, ob das Herkunftsland und damit gege-
benenfalls der kulturelle Hintergrund einen starken Einfluß auf die akzeptier-
te Verzögerungszeit haben. Zunächst könnte man beispielsweise im Vergleich
von Nutzern aus Deutschland mit Nutzern aus Saudi-Arabien vermuten, daß
die saudi-arabischen Nutzer größere Verzögerungszeiten akzeptieren. Diese
Vermutung stützt sich auf folgende Zusammenhänge:
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Abbildung 6.9: Residuen der linearen Regression geordnet nach dem Datum
der Untersuchungen
• Bei Untersuchungen in [RoES_03] hat sich gezeigt, daß Nutzer aus poly-
chronen Gesellschaften (wozu Saudi-Arabien gezählt wird) signifikant
geringer besorgt sind über Verzögerung verglichen mit Nutzern aus
monochronen Gesellschaften (wofür Deutschland ein Beispiel ist).
• Auf Grund der in Saudi-Arabien durchgeführten Zensur des Internets
[WWW:RSF_05] wurde angenommen, daß einer der wesentlichen Grün-
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de für die Benutzung von AN.ON in Saudi-Arabien nicht primär in der
erzielten Anonymität, sondern in der Umgehung der Zensurmaßnah-
men liegt. Insofern könnten die saudi-arabischen Nutzer einen höheren
Anreiz haben, den Anonymisierungsdienst zu benutzen – selbst wenn
die gebotene Dienstgüte schlecht ist, d. h. daß sie auch bei erhöhter Ver-
zögerungszeit den Dienst weiter benutzen.
Wie sich jedoch den in den Abbildungen 6.10 und 6.11 dargestellten Ergeb-
nissen entnehmen läßt, ist kein wesentlicher Unterschied in der Änderung
der Nutzerzahlen zwischen Nutzern aus Deutschland und Saudi-Arabien zu
erkennen.
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Abbildung 6.10: Vergleich der Ergebnisse für ausgewählte Untersuchungen
mit zusätzlicher Verzögerungszeit (HE-Kaskade) zwischen
deutschen Nutzern (blaue Linie) und Nutzern aus Saudi-
Arabien (rote Linie)
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7 Strafverfolgung trotz Anonymität
Die Erfahrungen mit dem Betrieb eines Dienstes zum anonymen und un-
beobachtbaren Web-Surfen zeigen, daß ein solcher Dienst auch in geringem
Umfang zum Begehen von Straftaten mißbraucht wird. Die nachfolgenden
Kapitel beschäftigen sich daher mit der Frage, wie eine datenschutzgerechte
Deanonymisierung in solchen konkreten Einzelfällen durchgeführt werden
kann, ohne die Anonymität der anderen Teilnehmer zu gefährden oder eine
„Massenüberwachung auf Knopfdruck“ zu ermöglichen.
Ausgehend von den bestehenden Gesetzen werden die Rechte und Pflich-
ten des Anonymisierungsdienstes dargestellt. Es werden konkrete Vorschläge
für eine „Strafverfolgungsfunktion“ erläutert, wobei zwei Lösungsvorschlä-
ge detailliert beschrieben werden, die eine Deanonymisierung „ex nunc“ er-
möglichen. Neben den rechtlichen Rahmenbedingungen ist dabei insbeson-
dere das dem Anonymisierungsdienst zugrunde liegende technische Verfah-
ren und das damit verbundene Vertrauensmodell zu berücksichtigen. Da es
sich um ein verteiltes System handelt, bei dem es keine zentrale Instanz gibt,
die eine Deanonymisierung einzelner Kommunikationsverbindungen vor-
nehmen könnte, ist die Mitarbeit aller Server des Anonymisierungsdienstes
notwendig, um eine Deanonymisierung durchzuführen. Es wird beschrieben,
wie sich die Server überzeugen können, daß eine Deanonymisierung auch
tatsächlich im Zusammenhang mit dem Verdacht auf eine schwere Straftat
steht.
Abschließend wird auf die sich im Zuge der gesetzlichen Regelungen zur
Vorratsdatenspeicherung ergebenden Pflichten zur Aufzeichnung von Ver-
bindungsdaten, deren Auswirkungen und die technische Umsetzung der
Speicherung eingegangen.
7.1 Verhinderung von Mißbrauch
Es ist davon auszugehen (und entsprechende Erfahrungen haben dies bestä-
tigt, siehe Kapitel 7.2), daß ein Anonymisierungsdienst auch zur Begehung
von Straftaten benutzt wird.
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Daher wurde von Anfang an versucht, das Mißbrauchspotential des An-Deaktivieren der
SOCKS-
Unterstützung
onymisierungsdienstes AN.ON so gering wie möglich zu halten. So ist die
Möglichkeit der Anonymisierung einer allgemeinen TCP/IP-Verbindung (bei-
spielsweise über das SOCKS-Protokoll, siehe Kapitel 2.1) zwar implementiert
-– aber in nahezu allen Kaskaden nicht aktiviert, da darin ein zu großes Risi-
ko für Hacking- bzw. Denial-of-Service-Angriffe gesehen wird.
Der am Ende der „Dresden-Dresden“-Mix-Kaskade arbeitende Web-ProxyBeschränkung
der Größe von
HTTP-POST-
Anfragen
ist so konfiguriert, daß nur HTTP-POST-Anfragen zulässig sind, deren Nutz-
daten weniger als 1 MByte groß sind. POST-Anfragen werden typischerweise
benutzt, um Inhalte auf einem Web-Server zu hinterlegen. Mit der Größen-
beschränkung soll ein anonymes Publizieren (beispielsweise das Veröffentli-
chen von illegalen Bildern oder Videos) erschwert werden.
Darüber hinaus gibt es über die AN.ON-Web-Seite die Möglichkeit, daßZugriffssperre
auf Wunsch des
Web-
Seitenbetreibers
ein Betreiber einer Web-Seite den Zugriff auf seine Web-Inhalte über den
AN.ON-Dienst sperren lassen kann.
Letzteres birgt allerdings die Gefahr, daß dem Anonymisierungsdienst Zen-
sur unterstellt wird. Daher wird den Mix-Betreibern empfohlen, die aktuelle
Sperrliste im Internet zu veröffentlichen. Je nach Umfang der veröffentlich-
ten Informationen kann dies auf der anderen Seite die Datenschutzinteressen
desjenigen, der die Sperrung beantragt hat, verletzen. Daher gibt es keine
allgemeinen Richtlinien, wie bezüglich der Veröffentlichung der Sperrliste
zu verfahren ist. In jedem Fall soll dem JAP-Nutzer deutlich angezeigt wer-
den, wenn der Abruf einer bestimmten Web-Seite bewußt gesperrt ist. Dies
geschieht typischerweise, indem statt der eigentlichen Ziel-Web-Seite eine
Web-Seite mit der Information über die Sperrung ausgeliefert wird. Darüber
hinaus soll vor jeder Sperrung eine Überprüfung der Rechtmäßigkeit eines
Sperrwunsches erfolgen. Dies umfaßt zumindest eine Prüfung auf Plausibili-
tät, d. h. beispielsweise ob der Beantragende auch Inhaber bzw. Administra-
tor der zu sperrenden Web-Seite ist.
Neben dem Sperren des Zugriffs auf bestimmte Inhalte durch Betreiber vonZugriffssperre
durch Web-
Seitenbetreiber
letzten Mixen ist es auch möglich, daß die Web-Inhalte-Anbieter den Zugriff
auf ihre Inhalte von den IP-Adressen aus, die den letzten Mixen zugeordnet
sind, sperren. AN.ON selbst unterstützt dieses Vorgehen, indem die entspre-
chenden IP-Adressen über den InfoService abrufbar sind1. Darüber hinaus
gibt es auch kommerzielle Anbieter, wie beispielsweise die Firma MaxMind
(http://www.maxmind.com/) mit ihrem Dienst „minFraud“, die versuchen,
1 Mit Hilfe des Kommandos /proxyAddresses; siehe Anhang C.
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Anonymisierungsdienste an Hand der IP-Adresse zu erkennen: »MaxMind
spends considerable resources and uses a variety of methods to identify and
track anonymizing proxies«2 [WWW:minFraud]. Da bei der anbieterseitigen
Sperrung die Signalisierung der Sperre vollständig in der Hand des Anbie-
ters liegt, ist AN.ON darauf angewiesen, daß auf Sperren durch die Anbieter
deutlich hingewiesen wird, um nicht in den Verdacht der Zensur oder einfach
nur der Fehlfunktion zu kommen.
Ein spezielles Problem ergab sich aus der Tatsache, daß einige Kaskaden Probleme durch
IP-basierte
Zugriffskontrolle
(insbesondere die „Dresden-Dresden“-Mix-Kaskade) Ausgangs-IP-Adressen
haben, die aus dem Adressbereich der TU Dresden stammen. Die Zugriffs-
kontrolle auf viele TU interne (Web-)Ressourcen erfolgt nämlich ausschließ-
lich über die Absender-IP-Adresse. Somit hatte jeder Nutzer des AN.ON-
Dienstes die Möglichkeit, auf TU interne Web-Seiten zuzugreifen. Als Lö-
sung wurde in einem TU-Rundschreiben auf dieses Problem aufmerksam
gemacht und darum gebeten, alle relevanten Seiten mitzuteilen, so daß der
Zugriff auf diese entsprechend gesperrt werden konnte. Dabei wurde zu-
nächst übersehen, daß diese Art der Zugriffskontrolle nicht nur bei TU in-
ternen, sondern auch externen Seiten Anwendung findet. So wird z. B. der
Zugang zu den von der TU Dresden abonnierten Online-Publikationen und
virtuellen Bibliotheken auf diese Weise geregelt. Tatsächlich registrierten Bi-
bliotheksmitarbeiter eine erheblich gestiegene und letztlich mißbräuchliche
Benutzung der Online-Recherche-Möglichkeiten. Nach Anpassung der Sperr-
liste erfolgte dann auch prompt eine Anfrage eines Nutzers, warum denn der
„Hauptnutzen“ des AN.ON-Dienstes -– nämlich die kostenlose Recherche in
Fachzeitschriften — nicht mehr gegeben sei.
Eine sinnvolle, jedoch aus organisatorischer Sicht nur schwer umzusetzen-
de Lösung des obigen Problemes wäre der Betrieb der entsprechenden Server
außerhalb des Adressbereichs der TU Dresden.
Neben dem Sperren an Hand der Kommunikationsumstände wäre auch PERKEO zur
Sperrung von
Kinderpornogra-
phie
ein Sperren an Hand der Kommunikationsinhalte möglich. So gab es bei-
spielsweise im Rahmen von Gesprächen mit dem Bundeskriminalamt (BKA)
die Überlegung einer Integration der vom BKA benutzten Software „PER-
KEO“ (http://www.perkeo.de/) zur Erkennung von Kinderpornographie.
PERKEO (Programm zur Erkennung relevanter kinderpornographischer ein-
deutiger Objekte) verwendet dazu eine Datenbank mit Hash-Werten entspre-
chender Bilder. Auf diese Weise ist ein Fehlalarm äußerst unwahrscheinlich.
2 Korrekt erkannt werden beispielsweise die Proxies der „Dresden-Dresden“-Mix-Kaskade.
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Detaillierte Informationen über eine mögliche Umsetzung im Rahmen des
AN.ON-Systems einschließlich einer Leistungsanalyse lassen sich [Pöpp_06,
FePö_08] entnehmen.
Allerdings steht die PERKEO-Datenbank unter alleiniger Kontrolle des
BKA, so daß sich auf diesem Wege zumindest die Möglichkeit einer in-
transparenten Zensur von Inhalten ergibt. Auch ist davon auszugehen, daß
die Überprüfung von Kommunikationsinhalten ein Eingriff in das Fernmel-
degeheimnis nach Artikel 10 Grundgesetz bzw. § 88 Telekommunikations-
gesetz (TKG) darstellt [SiNo_08]. Insofern wäre die Zulässigkeit eines der-
artigen Filters zu klären. Ein weiteres Problem stellt das mit der Demon-
stration einer Filtermöglichkeit einhergehende Mißbrauchspotential dar, das
sich aus den „Begehrlichkeiten“ der verschiedenen Interessengruppen er-
gibt [WWW:Me_07, WWW:ErKu_07, WWW:Ku_07]. Abschließend wurde aus
den dargelegten Gründen gegen die Umsetzung einer Filtermöglichkeit auf
Inhaltsebene entschieden.
Zu berücksichtigen sind in diesem Zusammenhang allerdings die mögli-Zugangs-
erschwerungs-
gesetz
chen Auswirkungen des sich zur Zeit (Oktober 2009) im Gesetzgebungsver-
fahren befindlichen „Zugangserschwerungsgesetzes“ (ZugErschwG). Dieses
Gesetz verpflichtet Diensteanbieter von Telemedien prinzipiell gemäß einer
geheimen, vom BKA erstellten Sperrliste, Zugriffe auf bestimmte Internet-
Angebote zu sperren. Ob und in welcher Form auch Mix-Betreiber von die-
sem Gesetz betroffen sind, hängt im wesentlichen von der Auslegung von § 2
Abs. 1 ZugErschwG ab. In diesem Paragraphen ist festgelegt, daß Dienstean-
bieter verpflichtet sind, die »für mindestens 10 000 Teilnehmer oder sonstige
Nutzungsberechtigte« den Zugang ermöglichen. Ferner wird weiter einge-
schränkt, daß eine Verpflichtung nicht besteht, »wenn Diensteanbieter aus-
schließlich solche Zugänge anbieten, bei denen Maßnahmen ... bereits von
anderen Anbietern durchgeführt werden«. Es kommt also zum einen dar-
auf an, wie die Anzahl von 10000 Teilnehmer zu interpretieren und zu be-
stimmen ist und zum anderen, inwiefern sich ein Mix-Betreiber darauf be-
rufen bzw. verlassen kann, daß der von ihm für den Serverbetrieb gewählte
Internet-Zugangsanbieter bereits die Sperrmaßnahmen umsetzt, so daß der
Mix-Betreiber dies nicht zusätzlich tun muß. Da der Sinn der im Gesetz vor-
gesehenen Einschränkung ist, den Kreis der Verpflichteten möglichst klein
zu halten, um zu verhindern, daß die Sperrliste öffentlich bekannt wird, ist
es nicht unwahrscheinlich, daß Mix-Betreiber – unter Berücksichtigung der
momentanen Nutzungssituation der AN.ON-Mix-Kaskaden – nicht zu spe-
ziellen Sperrmaßnahmen auf Grund des ZugErschwG verpflichtet sind.
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Zusammenfassend läßt sich feststellen, daß eine vollständige, vorausschau-
ende Einteilung der zu anonymisierenden Anfragen in „Gut“ und „Böse“
zwar wünschenswert wäre, dies aber natürlich nicht möglich ist. Somit läßt
sich ein Mißbrauch des Dienstes nicht vollständig verhindern.
7.2 Erfahrungen bezüglich Mißbrauch
Wie in Kapitel 5 beschrieben, findet seit September 2000 ein öffentlicher Test-
betrieb zur Evaluierung des Anonymisierungsdienstes statt. Jeder kann sich
von den Web-Seiten des Projekts die benötigte Software herunterladen und
dann kostenfrei ausprobieren, d. h. anonym im Web surfen.
Die Erfahrungen mit dem Betrieb des Anonymisierungsdienstes [FeKL_02,
KöFH_03] haben gezeigt, daß der Dienst auch in geringem Maße mißbraucht
wird. Der Tabelle 7.1 läßt sich ein Überblick über erfaßte Mißbrauchsfälle
entnehmen, d. h. Fälle bei denen ein Auskunftsersuchen an die TU Dresden
bzw. das Unabhängige Landeszentrum für Datenschutz Schleswig-Holstein
(ULD) gestellt wurde. Das ULD ist als Projektpartner des AN.ON-Projektes
für die juristische Betreuung des Anonymisierungsdienstes verantwortlich.
In Abbildung 7.1 sind die Mißbrauchszahlen der Nutzung der „Dresden-
Dresden“-Mix-Kaskade gegenübergestellt.
Die Auskunftsersuchen lassen sich generell an Hand der Art des Ersuchen-
den einteilen, d. h. ob es sich um ein „amtliches“ Ersuchen (Polizei, Staats-
anwalt, Richter) handelt oder um eine „private“ Anfrage (Privatpersonen,
Firmen, Anwälte etc.).
Im Zeitraum Januar–Juni 2004 gab es beispielsweise 22 Anfragen von Straf-
verfolgungsbehörden im Zusammenhang mit einem strafrechtlich relevanten
Anfangsverdacht. Im gleichen Zeitraum wurden pro Monat ca. 200 Millionen
URLs abgerufen, wobei ein Datenvolumen von ca. 4 TByte übertragen wurde.
Es waren ca. 1500–2500 Nutzer gleichzeitig beim Dienst angemeldet.
Der Mißbrauch betrifft sowohl strafrechtlich relevante Tatbestände als auch
Aktivitäten, die „nur“ zu Unannehmlichkeiten führen. Ersteres betraf größ-
tenteils die Erschleichung von Leistungen unter Angabe von gefälschten Kre-
ditkarten bzw. Bankverbindungsdaten, während Letzteres hauptsächlich Be-
leidigungen bzw. „Vandalismus“ betrifft, die anonym in Chats, Newsgroups
und Foren geäußert wurden.
Eine Spielart des Mißbrauchs ist es, daß die Identität einer anderen Person
vorgetäuscht wird, um diese „zu ärgern“. So wurde z. B. ein Wohnhaus mit-
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Anfragen
Jahr gesamt von Strafverfol-
gungsbehörden
von Privatperso-
nen, Firmen etc.
Anmerkung
2001 13 7 6 Projektstart
2002 40 15 25
2003 58 21 37
2004 61 38 23
2005 42 27 15
2006 7 4 3 bis 31. März 2006
Summe 221 112 109
Tabelle 7.1: Übersicht über die Anzahl von erfaßten Mißbrauchsfällen; geord-
net nach Jahr und Auskunftsersucher [ULD_06]
tels Inserat im Internet zu einem sehr günstigen Preis angeboten, obwohl der
Hausbesitzer gar nicht verkaufen wollte. Durch eine Vielzahl von kauf- und
besichtigungswilligen Interessenten wurden die Nerven des Hausbesitzers
aufs Äußerste strapaziert.
Auch Drohungen und Beschimpfungen gehören zu den Tatbeständen, die
in ihrer extremsten Form im sogenannten „Stalking“ enden können. So wur-
de in mindestens einem Fall eine Person in den verschiedensten Internet-
Foren immer wieder beleidigt bzw. diffamiert, wobei gleichzeitig Äußerun-
gen mit der gefälschten Identität dieser Person vorgenommen wurden, die
wiederum Anlaß für weitere Beleidigungen wurden. Letztendlich wurde ver-
sucht, dem Betroffenen das Image eines Straftäters und Pädophilen zu ge-
ben. Die besondere Problematik an derartigen Verunglimpfungen ist, daß ein
Ignorieren durch den Betroffenen keine zufriedenstellende Lösung darstellt,
da das Internet in zunehmendem Maße als Informationsquelle benutzt wird,
ohne daß die Glaubwürdigkeit der abgerufenen Informationen ausreichend
hinterfragt wird. Somit kann sich durch die unwahren Behauptungen ein ne-
gativer Einfluß auf alle Arten von Bewerbungen etc. ergeben.
Bezüglich der privaten Auskunftswünsche ist interessant, daß die Aus-
kunftsverlangen typischerweise keinerlei rechtliche Grundlage haben. Trotz-
dem hat sich gezeigt, daß einige Anbieter von Internet-Diensten den Daten-
schutz nicht sehr genau nehmen und zu entsprechenden Auskünften bereit
sind.
In einem Fall vom März 2004 wurden beispielsweise E-Mails unter Vorga-
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Abbildung 7.1: Nutzung und Mißbrauch von AN.ON3
be einer falschen Identität versandt. Bei der gefälschten Identität handelte es
sich um ein Mitglied der Geschäftsleitung eines Verlages. Der Versand der
E-Mails erfolgte unter Ausnutzung eines E-Mail-Kontos, das bei einem An-
bieter eines kostenfreien Web-Mail Dienstes registriert war. Daraufhin wand-
te sich die Rechtsabteilung des Verlages an eben diesen E-Mail-Anbieter. In
dem Schreiben wird unter anderem die Herausgabe von gespeicherten Daten
bezüglich der mißbräuchlichen Nutzung des E-Mail-Kontos verlangt. Dar-
aufhin teilte der Web-Mail Anbieter der Rechtsabteilung des Verlages die der
3 Die Nutzung bezieht sich auf die „Dresden-Dresden“-Mix-Kaskade. Diese Einschränkung
ergibt sich zum einen aus der Tatsache, daß regelmäßig Mißbrauchsfälle nur erfaßt werden
konnten, wenn an Hand der IP-Adresse als Adressat die TU Dresden bzw. das ULD ermittelt
wurden (siehe Seite 185). Zum anderen handelt es sich bei der „Dresden-Dresden“-Mix-
Kaskade um die mit Abstand am meisten genutzte Kaskade, so daß sich keine relevanten
Unterschiede bzgl. der Nutzung ergeben (siehe Kapitel 5).
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Nutzung des E-Mail-Kontos zugeordneten IP-Adressen mit. Darüber hinaus
wurde sogar angeboten, weitere Auskünfte zu erteilen, da von den ermittel-
ten IP-Adressen weitere E-Mails verschickt wurden. Jedoch erfolgte die Her-
ausgabe dieser zusätzlichen Daten nicht unmittelbar, da: »Aus Datenschutz-
gründen benötige ich jedoch vorher erneut eine „schriftliche“ Bestätigung,
dass es sich auch bei den weiteren Mails um eine Strafsache handelt, damit
ich die weiteren Daten Ihnen zur Verfügung stellen kann.«.
Bei den betreffenden IP-Adressen handelte es sich um die Ausgangs-IP-
Adressen der „Dresden-Dresden“-Kaskade, so daß die Rechtsabteilung des
Verlages auch mit der TU Dresden in Kontakt trat und »mit rechtlichen
Schritten und der Bild-Zeitung gedroht« hat.
Aus Sicht der Netzsicherheit ist insbesondere interessant, daß immer wie-
der Vorwürfe bezüglich Hacking-Versuchen auf Web-Server eintreffen, ob-
wohl die restriktive Konfiguration des Dienstes dies eigentlich ausschließen
sollte (siehe Kapitel 7.1). Die Angriffe geschehen dabei unter Ausnutzung be-
kannter Schwachstellen der (Web-)Server (z. B. unter Ausnutzung bekannter
Sicherheitslücken im Microsoft Internet Information Server) – für die oft-
mals bereits seit längerem Patches vorhanden sind. Dabei handelt es sich
jedoch nicht um eine speziell von Anonymisierungsdiensten ausgehende Ge-
fahr. Vielmehr zeigt sich, daß die generellen (Sicherheits-)Risiken des Inter-
nets unterschätzt und nicht hinreichend beachtet werden. Letztlich ist für
die Sicherheit z. B. eines Web-Servers auch der entsprechende Administrator
verantwortlich.
Ähnliches trifft auf die ebenfalls häufiger vorkommenden Angriffe auf
eBay-Nutzer zu, bei denen es darum ging, an die Anmeldedaten (Login-
Name und Paßwort) zu gelangen. Dabei wurden typischerweise bekannte
Schwachstellen von eBay ausgenutzt. eBay selbst zeigte dabei mitunter we-
nig Interesse an der Beseitigung der Schwachstellen und somit an der Ver-
meidung des Mißbrauchs [WWW:Ko_04, WWW:Sc_05, WWW:Ko_08].
Generell wäre es bei einer Reihe von Fällen, insbesondere auch im Be-
reich der Erschleichung von Leistungen unter Benutzung gefälschter An-
gaben (Kreditkartendaten oder Bankverbindungen), leicht möglich gewesen,
den Mißbrauch durch bessere Absicherung der Internet-basierten Anwen-
dung zu verhindern. Aus gesellschaftlicher Sicht stellt sich hier die Frage,
ob neben den Investitionen in die Aufklärung von Straftaten beziehungsweise
Mißbrauchsfällen nicht auch in stärkerem Maße in die Prävention investiert
werden sollte, wie dies in vielen Bereichen der „Offline-Welt“ selbstverständ-
lich ist.
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Der Verdacht auf Kinderpornographie war bisher nur dreimal Ursache für
Auskunftsersuchen.
Daß auch strafbare Handlungen über den Dienst durchgeführt werden ver-
wundert insofern, als daß noch nicht alle Schutzfunktionen bezüglich der
Anonymität tatsächlich implementiert sind. Somit ist eine Deanonymisierung
z. B. durch Strafverfolgungsbehörden unter bestimmten Umständen möglich
– worauf auch deutlich auf den AN.ON-Web-Seiten hingewiesen wird. Even-
tuell ist Letzteres aber auch eine Ursache für die relativ geringe Anzahl von
Anfragen deutscher Strafverfolgungsbehörden auf Grund eines strafrechtlich
relevanten Anfangsverdachtes. Darüber hinaus ist zu beachten, daß die Zah-
len aus Tabelle 7.1 natürlich nichts über die Dunkelziffer von nicht zur Anzei-
ge gebrachten Taten aussagen. Polizeibeamte gaben zusätzlich zu bedenken,
daß sie manche Anfragen gar nicht erst an die Mix-Betreiber weiterleiten, da
sie bereits wüßten, daß auf Grund der Anonymisierung keine sachdienlichen
Hinweise zu erwarten sind.
So läßt sich eventuell auch die vom Bayrischen Landeskriminalamt ge-
nannte Zahl erklären, wonach bei 7–8% der Fälle mit Internet-Relevanz IP-
Adressen von Anonymisierungsdiensten im Spiel waren [GeTi_03]. Hinge-
wiesen werden soll auch auf eine Mißbrauchsanalyse [WWW:BrEl_01], die
die Betreiber des „Freedom“-Dienstes (siehe Anhang A.7) veröffentlicht ha-
ben – wobei ebenfalls von einer nur geringen Mißbrauchsrate (ca. 2%) die
Rede ist.
Anfragen von Strafverfolgungsbehörden (hauptsächlich Polizei, selten Rich-
ter oder Staatsanwalt) betrafen stets die Herausgabe von Daten, die der Iden-
tifizierung des Absenders einer über den Anonymisierungsdienst übertrage-
nen Nachricht dienen könnten. Die entsprechenden Schreiben ähneln sich.
Dabei wurden als Merkmale die IP-Adresse des letzten Mix der Kaskade
und die betreffende Uhrzeit genannt (siehe Abbildung 7.2). Auffällig ist, daß
der Zeitpunkt des Mißbrauchs meist Monate vor dem Eingang des Schrei-
bens mit der Bitte um Auskunft liegt. So traf beispielsweise die erste Anfrage
am 24. Juli 2001 ein, bei der es um den Mißbrauchszeitpunkt 25. April 2001
ging.
Der Adressat von Auskunftsersuchen wird in der Regel mittels „whois“-
Abfrage zur fraglichen IP-Adresse ermittelt. Da die IP-Adressen der „Dres-
den-Dresden“-Mix-Kaskade zunächst einmal der TU Dresden zuzuordnen
sind, wurden die Anfragen vielfach an den Leiter des Universitätsrechenzen-
trums gesandt, der sie dann an den Lehrstuhl weiterleitete. Außerdem ent-
stand auf diese Weise der Eindruck, daß der Mißbrauch unmittelbar durch
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Polizeidirektion XY
Kommissariat 3
Technische Universität Dresden
Systemadministratoren
Ermittlungsverfahren gegen Unbekannt wegen des Verdachtes auf
Computerbetrug
Sehr geehrte Damen und Herren,
im Rahmen des oben genannten Ermittlungsverfahrens wurde
festgestellt, daß dem Täter eine IP-Adresse zugeordnet werden
kann, die durch Sie verwaltet wird:
IP-Adresse:
141.76.1.121
Datum/Uhrzeit (Ortszeit):
25.06.2001, 09:05:46 Uhr
Sie werden nun gebeten, alle Ihnen bekannten Verbindungs-
und Nutzungsdaten, die oben genannte IP-Adresse und Zeitpunkt
betreffen, mitzuteilen. Es wird auch um Mitteilung gebeten,
falls keine Daten zum Beispiel auf Grund der bereits
verstrichenen Zeit vorliegen.
Mit Dank und freundlichen Grüßen
Meier, KK
Abbildung 7.2: Beispiel eines Auskunftsersuchens
Mitarbeiter oder Studenten der TU Dresden begangen wurde. Die Vermei-
dung derartiger Imageschäden ist ein weiterer Grund, den Dienst in einem
eigenständigen IP-Adressbereich zu betreiben.
Auf Grund der Art des Dienstes und da keine Informationen mitgeloggt
werden, können auch keine sachdienlichen Hinweise gegeben werden. Dies
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Unabhängiges Landeszentrum für Datenschutz
Schleswig-Holstein
Polizeidirektion XY
Kommissariat 3
Übermittlung von Bestandsdaten; Ermittlungsverfahren wegen
Computerbetrugs
Sehr geehrter Herr Meier,
Sie haben um Auskunft bezüglich ... gebeten. Die Mitarbeiter
der TU Dresden haben Ihre Anfrage zuständigkeitshalber an
uns weitergeleitet. Ich kann Ihnen zu Ihrer Anfrage Folgendes
mitteilen:
Der von Ihnen genannte Server mit der IP-Adresse 141.76.1.121
ist Teil eines Forschungsprojektes, das gemeinsam von der
Technischen Universität Dresden, Fakultät für Informatik,
und dem Unabhängigen Landeszentrum für Datenschutz
Schleswig-Holstein durchgeführt wird. Ziel des Projektes, das
vom Bundesministerium für Wirtschaft und Technologie gefördert
wird, ist es, anonyme und unbeobachtbare Web-Zugriffe
zu realisieren (http://anon-online.de). Dabei geht es
darum, die Vorschriften des Teledienstedatenschutzgesetzes
(TDDSG) umzusetzen, die verlangen, dass Diensteanbieter den
Nutzern die anonyme oder pseudonyme Nutzung ermöglichen,
soweit dies technisch möglich und zumutbar ist (§ 4 Abs.
6 TDDSG). Dabei wird bereits auf technischer Ebene die
Zuordnung von IP-Adressen zu einzelnen Nutzern oder sonstigen
identifizierenden Merkmalen vermieden. Aus diesem Grunde
liegen hier keine Daten vor, über die (bei Vorliegen eines
richterlichen Beschlusses) Auskunft gegeben werden könnte. Es
tut mir leid, Ihnen insoweit nicht weiterhelfen zu können.
Mit freundlichen Grüßen
Abbildung 7.3: Beispiel eines Antwortschreibens
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wurde in allen Fällen mittels eines „Standardschreibens“ mitgeteilt (siehe
Abbildung 7.3). Das Antwortschreiben enthält zusätzlich einen Verweis auf
das Forschungsprojekt und eine kurze Erläuterung der Funktionsweise des
Dienstes. Die Anfragen werden generell vom Unabhängigen Landeszentrum
für Datenschutz Schleswig-Holstein beantwortet.
Da der Betrieb des AN.ON-Dienstes gesetzeskonform erfolgt, wurden die
Antwortschreiben von Seiten der Strafverfolgungsbehörden akzeptiert. Wei-
terführende Maßnahmen, wie etwa Verhöre, Durchsuchungen oder Beschlag-
nahme von Geräten, fanden lediglich in sehr wenigen Fällen statt.
7.2.1 Der „BKA-Fall“
Eine deutliche Ausnahme vom oben beschriebenen Muster bildet der soge-
nannte „BKA-Fall“ [Gol_03a, WWW:Kra_04]. Ausgangspunkt war ein Anruf
eines Beamten des Landeskriminalamtes (LKA) Hessen vom 27. Juni 2003.
Dabei ging es um die Frage, ob überhaupt eine Deanonymisierung im Einzel-
fall beim AN.ON-System möglich ist. Dies wurde für eine „ex-nunc“ Über-
wachung bejaht, wobei gleichzeitig darauf hin gewiesen wurde, daß dafür
eine richterliche Anordnung gemäß §§ 100 a, b StPO erforderlich ist.
Da es sich bei dem Fall um den Verdacht auf Kinderpornographie han-
delte, wurde die Angelegenheit vom LKA zuständigkeitshalber an das BKA
abgegeben.
Daraufhin erging auf Betreiben des BKA am 3. Juli 2003 eine richterli-
che Anordnung vom Amtsgericht Frankfurt/Main (Geschäftsnummer: 6300
Js 200752/02-931 Gs), die AN.ON verpflichtete, Daten zu speichern, die zur
Identifizierung des Initiators von Verbindungen zu einer bestimmten Ziel-IP-
Adresse hilfreich sind. Der in der Anordnung festgelegte Zeitraum für die
Speicherung endete am 2. Oktober 2003. Da diese Anordnung auf falscher
gesetzlicher Grundlage (§§ 100 g, h StPO, § 3 Nr. 16 TKG) erfolgte, wurde
durch das ULD Widerspruch eingelegt. Dies hat jedoch keine aufschieben-
de Wirkung, so daß zunächst die zur Deanonymisierung notwendigen Daten
gespeichert wurden.
Bei der implementierten Funktionalität zur Überwachung handelte es sich
um eine stark vereinfachte Version des in Kapitel 7.4.3 vorgestellten Verfah-
rens. Da es sich bei der Mix-Software um Open-Source handelt, wurde auch
der Quellcode der Software-Version, die die Strafverfolgungsfunktionalität
enthält, veröffentlicht – allerdings ohne explizit auf die neue Möglichkeit
der Überwachung hinzuweisen. Trotzdem wurde das Vorhandensein und
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die Arbeitsweise durch einen Beitrag in der News-Gruppe „alt.privacy.anon-
server“ vom 29. Juli 2003 durch einen Nutzer mit dem Pseudonym „Cap-
tain FUDS“ [WWW:FUD_03] aufgedeckt. Begünstigt wurde dies sicher auch
durch einen am 28. Juli 2003 aufgetretenen Hardwarefehler bei einem Mix-
Rechner und dem gleichzeitig durchgeführten „Zwangsupdate“ des JAP-
Client. Beides stand in keinem Zusammenhang mit der Strafverfolgungs-
funktionalität – führte aber zu Spekulationen bezüglich der Ursachen.
Auf Grund des Widerspruchs des ULD erfolgte eine Aussetzung der Ver-
pflichtung zur Aufzeichnung von Daten durch Anordnung des Landgerichts
Frankfurt/Main vom 11. Juli 2003 (Geschäftsnummer: 5/6 Qs 47/03). Al-
lerdings erreichte dieser Beschluß zur Aussetzung das ULD „auf Grund ei-
nes technischen Versehens“ erst am 26. August 2003, so daß bis zu diesem
Zeitpunkt Daten aufgezeichnet wurden. Die endgültige Aufhebung des Be-
schlusses erfolgte erst am 15. September 2003 durch das Landgericht Frank-
furt/Main (Aktenzeichen: 5/6 Qs 47/03 [WWW:LGFra_03]). Daher wurden
die bereits aufgezeichneten Daten auch nicht sofort gelöscht – vielmehr wur-
de in einer Pressemitteilung durch das ULD vom 27. August 2003 auf die
Aussetzung der Speicherung sowie das Vorhandensein eines einzigen Daten-
satzes hingewiesen mit dem Vermerk: »Über die Verwendung dieses Proto-
kolldatensatzes wird nach der endgültigen Entscheidung des Landgerichtes
zu entscheiden sein.« [WWW:ULD_03].
Da von Seiten der Staatsanwaltschaft bzw. des BKA befürchtet wurde, daß
dies zur Löschung des Datensatzes führen könnte, wurde beim Amtsgericht
Frankfurt/Main eine Durchsuchungsanordnung beantragt für die »Durch-
suchung der „Geschäfts- und Nebenräume des technischen Administrators
... sowie aller weiteren Verantwortlichen des Dienstanbieters „JAP“ an der
Technischen Universität Dresden, Fachbereich Informatik, Mommsenstrasse
13, Dresden“« mit dem Ziel des Auffindens »von „auf Datenträgern gespei-
cherten Logdateien und Bändern des „JAP“-Projektes der TU Dresden, aus
deren Aufzeichnung die Identität ... vor der Anonymisierung geschlossen
werden kann“« [WWW:LGFra_03a]. Das Amtsgericht erteilte am 29. August
2003 eine entsprechende Durchsuchungsanordnung (Geschäftsnummer: 6300
Js 200752/02 - 931 Gs).
Gegen diese Durchsuchungsanordnung wurde durch das ULD am 2. Sep-
tember 2003 wiederum eine Beschwerde beim Landgericht Frankfurt/Main
eingereicht.
Jedoch suchten bereits am 30. August 2003 Beamte des BKA unter Gewäh-
rung von Amtshilfe durch Beamte des LKA Sachsen die Wohnung des dama-
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ligen Institutsdirektors auf, mit dem Ziel, die Durchsuchung durchzuführen.
Da auch ein Einspruch gegen eine Durchsuchungsanordnung keine aufschie-
bende Wirkung hat und um den durch eine tatsächliche Durchsuchung zu
erwartenden Schaden für das Institut bzw. die TU Dresden zu vermeiden,
wurde der bis dahin einzige aufgezeichnete Datensatz freiwillig herausge-
geben. Dabei hat sich jedoch gezeigt, daß die Übergabe der Daten nicht tri-
vial war, da die Beamten die Daten per E-Mail zugeschickt haben wollten
– jedoch die für die Wahrung der Vertraulichkeit notwendige Verschlüsse-
lung zumindest bezüglich der offiziellen E-Mail-Adresse des Beamten nicht
möglich war. Daher legte sich dieser ein E-Mail-Konto bei einem der freien
E-Mail-Anbieter an und generierte sich einen PGP-Schlüssel, so daß letztend-
lich eine Möglichkeit bestand, die Daten vertraulich zu übersenden.
Das Landgericht Frankfurt/Main entschied am 21. Oktober 2003 abschlie-
ßend, daß auch die Durchsuchungsanordnung nicht zulässig war (Akten-
zeichen: 5/8 Qs 26/03 [WWW:LGFra_03a]), unter anderem weil »Soweit es
sich bei den „Logdateien“ um Telekommunikationsverbindungsdaten i.S.d. §
100g III StPo handelt, stelle die Durchsuchungsanordnung eine Umgehung
der §§ 100g, h StPO dar«.
Der Versuch, über die zuständigen Datenschutzbeauftragten eine Löschung
der zu Unrecht erworbenen und gespeicherten Informationen zu erreichen,
erwies sich als schwierig, da zunächst sowohl das BKA als auch das in die Be-
schlagnahme involvierte sächsische LKA behaupteten, die Daten nie erhalten
zu haben [WWW:ULD_04].
Der geschilderte Fall zeigt exemplarisch, daß zum einen einmal gespei-
cherte Daten Begehrlichkeiten wecken, zum anderen wird deutlich, daß das
Löschen von einmal zu Unrecht erhobenen Daten extrem schwierig, wenn
nicht gar unmöglich ist.
Anonymität im Internet bewegt sich daher im Spannungsfeld zwischen
den berechtigten Interessen der Nutzer nach Selbstdatenschutz einerseits und
andererseits den ebenso berechtigten Interessen der Strafverfolgungsbehör-
den nach Aufklärung von kriminellen Handlungen im Zusammenhang mit
dem Internet.
Daß es sehr schwierig ist, einen „richtigen“ Weg im Umgang mit Anony-
mität, Vertraulichkeit und Datenschutz zu finden, zeigt sich auch durch die
vielen unterschiedlichen und zum Teil gegensätzlichen politischen Aktivitä-
ten.
Mißbrauch von Anonymisierungsdiensten läßt sich nicht vollständig ver-
hindern und findet – wie oben dargelegt – tatsächlich statt. Daher ist es
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notwendig, Maßnahmen zu treffen, die in berechtigten Fällen (richterliche
Anordnung etc.) eine Deanonymisierung ermöglichen. Dabei darf es natür-
lich nicht zu einer Massenüberwachung kommen, da sonst der Sinn des
Dienstes in Frage gestellt ist. Die in den nachfolgenden Kapiteln dargestellten
Überlegungen zur Umsetzung von Strafverfolgungsmaßnahmen zielen daher
hauptsächlich in Richtung einer „Online“-Überwachung, bei der ähnlich der
Telefonüberwachung nur der im Moment ausgeführte Zugriff zurückverfolg-
bar ist.
Um die Wirksamkeit dieser Maßnahmen abschätzen zu können, wäre ein
Dialog mit den Strafverfolgungsbehörden notwendig. Obwohl sogar Plan-
spiele zur Bekämpfung von Internet-Kriminalität unter Verwendung des An-
onymisierungsdienstes AN.ON durchgeführt werden, zeigen sich die Behör-
den leider sehr zögerlich bei der Bekanntgabe ihrer Anforderungen und
lassen sich nicht „in die Karten schauen“. Im Abschlußbericht zum Pro-
jekt der Strategischen Kriminalitätsanalyse im Bundeskriminalamt vom Juni
2002 [BKA_02] wird dies auch kritisch angemerkt: »Zudem fehlt noch immer
das polizeiliche Anforderungsprofil für die Begrenzung des Datenschutzes,
in dem sie aus ihrer Sicht notwendiger- und begründeterweise längerfristig
zu speichernde Daten beschreibt. ... Die Polizei muss ihre Wünsche endlich
präzisieren.«.
7.3 Rechtliche Rahmenbedingungen
Die nachfolgenden Ausführungen sollen das Verständnis des Autors bezüg-
lich der rechtlichen Rahmenbedingungen erläutern, die als Grundlage für
die technische Umsetzung der „Strafverfolgungsfunktionen“ angenommen
wurden. Da der Autor selbst keine juristische Ausbildung besitzt, mußte auf
die in der Literatur zu findenden Meinungen und Ansichten zurückgegriffen
werden. Außerdem wurden Juristen des Unabhängigen Landeszentrums für
Datenschutz (ULD) Schleswig-Holstein konsultiert. Das ULD ist Partner im
AN.ON-Projekt und speziell für die juristische Betreuung zuständig, so daß
eine intensive Auseinandersetzung mit dieser Thematik von Seiten des ULD
erfolgte. Gleichwohl sind absolute Aussagen im juristischen Umfeld generell
schwierig. Jedoch existieren zumindest zwei richterliche Beschlüsse, die man
durchaus als herrschende Meinung ansehen kann. Verweise auf Gesetze und
juristische Fachliteratur ermöglichen es dem Leser darüber hinaus, sich ge-
gebenenfalls eine eigene Meinung zu bilden. Zu beachten ist ferner, daß sich
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die rechtlichen Rahmenbedingungen seit Beginn der erstmaligen öffentlichen
Verfügbarkeit des AN.ON-Dienstes verändert und weiterentwickelt haben.
Da für das Verständnis der aktuellen Situation sowie der bei den verschiede-
nen Entwicklungsstufen von AN.ON umgesetzten Strafverfolgungsmöglich-
keiten Kenntnisse über die historische Entwicklung sinnvoll sind, werden
entsprechende Bezüge in den nachfolgenden Ausführungen hergestellt.
Neben den allgemein gültigen Gesetzen und Verordnungen wie z. B. dem
Grundgesetz (GG), dem Außenwirtschaftsgesetz (AWG), dem Gesetz zur Be-
schränkung des Brief-, Post- und Fernmeldegeheimnisses (G10-Gesetz), der
Strafprozessordnung (StPO) oder dem Bundesdatenschutzgesetz (BDSG) etc.
bestimmen insbesondere auch bereichsspezifische Vorschriften den rechtli-
chen Rahmen. Dazu zählen bzw. zählten im Bereich der „Neuen Medien“
bzw. der Tele- und Internet-Kommunikation z. B. das Telekommunikations-
gesetz (TKG), der Mediendienste-Staatsvertrag4 (MDStV, gültig bis 1. März
2007), das Teledienstegesetz4 (TDG, gültig bis 1. März 2007), das Teleme-
diengesetz4 (TMG, gültig ab 1. März 2007), die Telekommunikationsüber-
wachungsverordnung (TKÜV), die Telekommunikations-Datenschutzverord-
nung (TDSV), das Teledienstedatenschutzgesetz4 (TDDSG, gültig bis 1. März
2007) etc.
Aus rechtlicher Sicht ist es daher zunächst von entscheidender Bedeutung
zu klären, um welche Art von Dienst es sich bei dem Anonymisierungs-
dienst AN.ON handelt (Telekommunikationsdienst bzw. Telemedien) und
unter welchen rechtlichen Regelungsrahmen er folglich fällt.
Telekommunikationsdienste sind nach § 3 Nr. 24 TKG5 »in der Regel gegen
Entgelt erbrachte Dienste, die ganz oder überwiegend in der Übertragung
von Signalen über Telekommunikationsnetze bestehen, einschließlich Über-
tragungsdiensten in Rundfunknetzen«.
Zur Abgrenzung gegenüber Telemedien (siehe unten) ist auch der in § 3
Nr. 24 TKG eingeführte Begriff des telekommunikationsgestützten Dienstes
relevant. Dabei handelt es sich um Dienste, »die keinen räumlich und zeitlich
trennbaren Leistungsfluss auslösen, sondern bei denen die Inhaltsleistung
4 Der Mediendienste-Staatsvertrag, das Teledienstegesetz und das Teledienstedatenschutzge-
setz wurden am 1. März 2007 durch das Telemediengesetz abgelöst, das die Regelungen der
drei vorherigen Gesetze und Verträge zusammenfaßt. Dabei wurde gleichzeitig die Unter-
scheidung in Mediendienst und Teledienst abgeschafft und der neue Begriff der Telemedien
aus dem Jugendmedienschutz-Staatsvertrag (JMStV) aufgegriffen.
5 Sofern nicht besonders vermerkt, ist im folgenden mit TKG das Telekommunikationsgesetz
vom 22. Juni 2004 (BGBl. I S. 1190), zuletzt geändert durch Artikel 2 des Gesetzes vom 21.
Dezember 2007 (BGBl. I S. 3198), gemeint.
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noch während der Telekommunikationsverbindung erfüllt wird«. Gemeint
sind hier beispielsweise Dienste, die umgangssprachlich als „Mehrwertdien-
ste“ bezeichnet werden6.
Teledienste hingegen sind nach § 2 Abs. 1 TDG »elektronische Informations-
und Kommunikationsdienste, die für eine individuelle Nutzung von kombi-
nierbaren Daten wie Zeichen, Bilder oder Töne bestimmt sind und denen eine
Übermittlung mittels Telekommunikation zugrunde liegt«. Hierzu gehören
unter anderem sowohl der Bereich der Individualkommunikation (gemäß §
2 Abs. 2 Nr. 1 TDG), wie auch »Angebote zur Information oder Kommuni-
kation, soweit nicht die redaktionelle Gestaltung zur Meinungsbildung für
die Allgemeinheit im Vordergrund steht« (§ 2 Abs. 2 Nr. 2 TDG), als auch
»Angebote zur Nutzung des Internet oder weiterer Netze« (§ 2 Abs. 2 Nr. 3
TDG).
Der dem aktuellen Telemediengesetz zugrundeliegende Begriff der Tele-
medien lehnt sich an die Begriffsbestimmung des Teledienstegesetzes an und
definiert Telemedien als »elektronische Informations- und Kommunikations-
dienste, soweit sie nicht Telekommunikationsdienste nach § 3 Nr. 24 des Tele-
kommunikationsgesetzes, die ganz in der Übertragung von Signalen über Te-
lekommunikationsnetze bestehen, telekommunikationsgestützte Dienste nach
§ 3 Nr. 25 des Telekommunikationsgesetzes oder Rundfunk nach § 2 des
Rundfunkstaatsvertrages sind«.
Mediendienste schließlich sind Angebote und die Nutzungen von an die
Allgemeinheit gerichteten Informations- und Kommunikationsdiensten (§ 2
Abs. 1 MDStV), worunter insbesondere redaktionell betreute Dienste verstan-
den werden. In der Literatur wird insofern davon ausgegangen, daß es sich
beim Anonymisierungsdienst AN.ON zu keinem Zeitpunkt um einen Medi-
endienst im Sinne des MDStV gehandelt hat.
Darüber, ob es sich bei einem Anonymisierungsdienst im allgemeinen und
im speziellen Fall von AN.ON um einen Telekommunikationsdienst bzw.
Telemedien (Teledienst) handelt, existieren unterschiedliche Ansichten: »Die
Zuordnung von Anonymisierungsdiensten zum TDG oder TKG ist in der Li-
teratur umstritten« [Ra_03]. Zu beachten ist dabei ferner, daß ein Dienst als
Ganzes auch eine Doppelnatur haben kann, d. h. sowohl Telekommunikati-
onsdienst als auch Telemedien (bzw. Teledienst) ist. Dazu ist ein Dienst ge-
gebenenfalls gemäß einer funktionalen Betrachtung in seine Bestandteile zu
zerlegen und »daran anschließend das jeweils einschlägige Gesetz auf den
6 [GPSS_06] § 3 Nr. 25 Rn 51, 52
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jeweiligen Bestandteil des Dienstes anzuwenden«7.
In [Ra_03] wird resümiert, daß »auch für den AN.ON-Dienst von einer
Einordnung sowohl als Telekommunikations- als auch als Teledienst auszu-
gehen« ist. Dieser Einschätzung schließt sich auch die Bundesregierung in
ihrer Begründung für den Gesetzentwurf »zur Neuregelung der Telekom-
munikationsüberwachung und anderer verdeckter Ermittlungsmaßnahmen
sowie zur Umsetzung der Richtlinie 2006/24/EG« an, indem sie feststellt:
»Auch Anonymisierungsdienste weisen allerdings eine solche Doppelnatur
auf, da ihre Tätigkeit sowohl in der Durchleitung der Nachricht als auch
in der Ersetzung der Ausgangskennung des Telekommunikationsnutzers be-
steht. Diese Dienste sind daher sowohl Telemedien als auch -– im Hinblick
auf ihre Transportfunktion -– Telekommunikationsdienste für die Öffentlich-
keit«8.
Demgegenüber wird in [Gol_03, FeGo_04] davon ausgegangen, daß es sich
bei AN.ON um einen reinen Teledienst handelt. In [GiSc_07] wird diese Auf-
fassung bestätigt und auf den neuen Begriff der Telemedien erweitert.
Beide Auffassungen bestätigen jedoch die Wirksamkeit der im TDDSG ge-
troffenen Regelungen, insbesondere der im § 3 festgeschriebenen Grundsätze,
nach denen gilt: »Personenbezogene Daten dürfen vom Diensteanbieter zur
Durchführung von Telediensten nur erhoben, verarbeitet und genutzt wer-
den, soweit dieses Gesetz oder eine andere Rechtsvorschrift es erlaubt oder
der Nutzer eingewilligt hat« (§ 3 Absatz 1 TDDSG). Im neuen Telemedienge-
setz findet sich eine nahezu identische Vorschrift in § 12 Absatz 1. Außerdem
zu beachten ist die nach § 4 Absatz 6 TDDSG geltende Verpflichtung, die
»Inanspruchnahme von Telediensten und ihre Bezahlung anonym oder unter
Pseudonym zu ermöglichen, soweit dies technisch möglich und zumutbar
ist.« Gleiches findet sich im § 13 Absatz 6 TMG.
Der Anonymisierungsdienst stellt praktisch eine mögliche technische Um-
setzung dieses Gebots dar.
Gleichwohl gelten für den Dienst natürlich die allgemeinen Vorschriften
der Strafprozessordnung. Bezüglich der Anordnung von Überwachungsmaß-
nahmen der Telekommunikation sind dabei insbesondere die §§ 100 a, b und
§§ 100 g, h zu beachten [Ger_04, FeGo_04]. Im Falle von §§ 100 g, h StPO ist
»der Auskunftsanspruch allerdings auf solche Daten beschränkt, die ... nach
bestehenden Regelungen zulässigerweise erhoben und gespeichert werden
7 [GPSS_06] § 3 Nr 24 Rn 49
8 [Bund_07] Seite 167
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und insoweit bereits vorliegen« [FeGo_04]. Da die Mixe gemäß den Vorgaben
des TDDSG bzw. TMG jedoch keine Daten speichern, wird ein entsprechen-
der Beschluß nicht zum gewünschten Ergebnis führen. Zwar wird in [Ger_04]
davon ausgegangen, daß sehr wohl Daten gespeichert werden – nämlich in
Form der für die Realisierung des Dienstes technisch notwendigen, kurzzei-
tigen Erfassung von Datenstrukturen im Hauptspeicher der Mix-Server – je-
doch wird dieser Auffassung in [FeGo_04] widersprochen.
Für die Anordnung einer Überwachungsmaßnahme kommen somit aus-
schließlich die §§ 100 a, b StPO in Frage. Auf Grundlage dieser Paragraphen
kann die Aufzeichnung personenbezogener Daten über die Nutzer für die
Zukunft angeordnet werden. Dabei muß jedoch der Verdacht auf eine Straf-
tat gemäß eines definierten Straftatenkatalogs vorliegen. Außerdem bedarf
es grundsätzlich einer richterlichen Anordnung (§ 100 a Absatz 1 StPO). Die-
se ist auf maximal drei Monate befristet, kann aber jeweils um drei Mona-
te verlängert werden (§ 100 a Absatz 2 StPO). Bei Gefahr im Verzug kann
ausnahmsweise die Anordnung auch durch die Staatsanwaltschaft erfolgen.
Diese ist dann jedoch höchstens drei Tage gültig und muß anschließend von
einem Richter bestätigt werden.
7.3.1 Vorratsdatenspeicherung zur Strafverfolgung „ex tunc“
Die bisherigen Ausführungen bezogen sich auf Fälle von zukunftsgerichteten
Überwachungsmaßnahmen. Allerdings hat sich die Situation mit der Verab-
schiedung der EG-Richtlinie zur Vorratsdatenspeicherung insofern geändert,
als daß nun zusätzlich die Verpflichtung zur Speicherung von Verkehrsdaten
„auf Vorrat“ bestehen könnte, um eine Aufklärung von vergangenen Strafta-
ten (also „ex tunc“) zu ermöglichen.
Die EG-Richtlinie 2006/24/EG „über die Vorratsspeicherung von Daten, EG-Richtlinie zur
Vorratsdatenspei-
cherung
die bei der Bereitstellung öffentlich zugänglicher elektronischer Kommuni-
kationsdienste oder öffentlicher Kommunikationsnetze erzeugt oder verar-
beitet werden, und zur Änderung der Richtlinie 2002/58/EG“ vom 15. März
2006 [2006/24/EG] regelt für die Mitgliedsstaaten der Europäischen Union,
welche Daten für welchen Zweck wie lange zu speichern sind. Dabei be-
schreibt die Richtlinie in Artikel 5 Absatz 1 sehr detailliert die zu speichern-
den Angaben für die verschiedenen Arten von Telekommunikation (Festnetz-
telefonie, Mobiltelefonie, Internet-Zugang, E-Mail, VoIP etc.). Zusammenfas-
send läßt sich feststellen, daß diese Angaben Informationen über:
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1. Sender und Empfänger (Telefonnummern, IP-Adressen, E-Mail-Ken-
nungen, Name und Anschrift etc.),
2. Zeitpunkt (Beginn und Ende der Kommunikation),
3. Ortsangaben (insbesondere bei Mobilfunk),
4. Angaben zur benutzten Ausrüstung (beispielsweise IMEI9 und IMSI10
im Falle von Mobilfunk),
5. Art der benutzten Dienste
umfassen. Allerdings muß angemerkt werden, daß die Angaben über zu
speichernde Daten für „klassische“ Kommunikationsdienste (Festnetz- und
Mobiltelefonie) wesentlich präziser und eindeutiger sind verglichen mit den
„neuen“ Internet-basierten Kommunikationsformen. In Absatz 2 des Artikels
5 wird außerdem ganz ausdrücklich festgelegt, daß »keinerlei Daten, die Auf-
schluss über den Inhalt einer Kommunikation geben, auf Vorrat gespeichert
werden« dürfen.
Die EG-Richtlinie sieht vor, daß entsprechende nationale Regelungen zur
Umsetzung der Richtlinie bis zum 15. September 2007 vorzuliegen haben,
wobei es möglich ist, bezüglich Internet-basierter Kommunikation die An-
wendung der Regelungen bis zum 15. März 2009 aufzuschieben.
Deutschland hat die Richtlinie mit dem „Gesetz zur Neuregelung der Tele-Umsetzung der
EG-Richtlinie in
deutsches Recht
kommunikationsüberwachung und anderer verdeckter Ermittlungsmaßnah-
men sowie zur Umsetzung der Richtlinie 2006/24/EG“ vom 21. Dezember
2007 [Bund_07a] umgesetzt. Dieses Gesetz trat am 1. Januar 2008 in Kraft,
wobei die in der Richtlinie vorgesehene Ausnahme für Internet-basierte Kom-
munikation bis zum 1. Januar 2009 übernommen wurde.
Gegen das Gesetz wurden durch verschiedene Beschwerdeführer Verfas-Verfassungs-
beschwerden
gegen die
deutsche
Umsetzung der
EG-Richtlinie
sungsbeschwerden beim Bundesverfassungsgericht eingereicht. Ziele waren
dabei unter anderem die Gültigkeit der EG-Richtlinie zur Vorratsdatenspei-
cherung anzuzweifeln und eine entsprechende Entscheidung vom Europäi-
schen Gerichtshof zu verlangen sowie die Vereinbarkeit von Regelungen aus
dem obigen Gesetz mit dem Grundgesetz zu klären. Bis zu einer endgültigen
9 Bei der International Mobile Equipment Identity (IMEI) handelt es sich um eine weltweit
eindeutige Seriennummer von Mobilfunkgeräten.
10 Bei der International Mobile Subscriber Identity (IMSI) handelt es sich um eine weltweit
eindeutige Nummer zur Identifizierung eines Mobilfunkteilnehmers, die in der Regel auf
der SIM-Karte gespeichert ist.
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Entscheidung des Bundesverfassungsgerichtes wurde beantragt, im Rahmen
einer einstweiligen Anordnung Regelungen aus obigem Gesetz außer Kraft
zu setzen.
Am 11.März 2008 erfolgte die erste Entscheidung11 des Bundesverfassungs-
gerichtes bezüglich der einstweiligen Anordnung auf die drei weitere dies-
bezügliche Entscheidungen am 1. September12, 28. Oktober13 2008 und 15.
Oktober14 2009 folgten. Mit den Entscheidungen hat das Bundesverfassungs-
gericht die Speicherung von Daten auf Vorrat nicht außer Kraft gesetzt, son-
dern lediglich die rechtlichen Anforderungen an ein Auskunftsersuchen ge-
mäß des obigen Gesetzes verschärft. Bezüglich des Verfolgens von Straftaten
bedeutet dies beispielsweise, daß »Gegenstand der Strafverfolgungsmaßnah-
me eine Katalogtat im Sinne von § 100a Absatz 2 der Strafprozessordnung
ist und die Voraussetzungen des § 100a Absatz 1 der Strafprozessordnung
vorliegen.«
Eine endgültige Entscheidung über die Verfassungsbeschwerde steht noch
aus. Ein chronologischer Ablauf von mit der Vorratsdatenspeicherung in
Zusammenhang stehenden Entscheidungen und Dokumenten läßt sich der
Web-Seite http://verfassungsbeschwerde.vorratsdatenspeicherung.de/
entnehmen.
Die unklare Rechtslage wird auch durch wenigstens drei einstweilige An- Befreiung von
der Vorratsdaten-
speicherung auf
Grund der
ungeklärten
Rechtslage und
fehlender
Entschädigungs-
zahlungen
ordnungen des Berliner Verwaltungsgerichtes (Az.: VG 27 A 331.08, VG 27 A
321.08, VG 27 A 232.08) bestätigt. Gegenstand der einstweiligen Anordnun-
gen waren dabei Klagen von Telekommunikationsanbietern, die erreichen
wollten, daß gegen sie keine Maßnahmen verhängt werden dürfen, nur weil
sie keine Vorrichtungen für die Umsetzung der Verpflichtung zur Vorrats-
datenspeicherung vorhalten. Begründet wurde dies damit, daß mit Anschaf-
fung und Betrieb dieser Vorrichtungen erhebliche Kosten verbunden sind, für
die keine Entschädigungszahlungen vorgesehen sind. Sollte sich im Haupt-
verfahren herausstellen, daß die entschädigungslose Verpflichtung zu An-
schaffung und Betrieb von Vorrichtungen zur Vorratsdatenspeicherung nicht
zulässig ist bzw. sollte die Verpflichtung zur Vorratsdatenspeicherung (et-
11 BVerfG, 1 BvR 256/08 vom 11. März 2008, Absatz-Nr. (1 - 188), http://www.bverfg.de/
entscheidungen/rs20080311_1bvr025608.html; Bundesgesetzblatt Jahrgang 2008, Teil I,
Nr. 13, Bonn, 10. April 2008, Seite 659.
12 Bundesgesetzblatt Jahrgang 2008, Teil I, Nr. 41, Bonn, 23. September 2008, Seite 1850.
13 Bundesgesetzblatt Jahrgang 2008, Teil I, Nr. 53, Bonn, 27. November 2008, Seiten 2239–2240.
14 BVerfG, 1 BvR 256/08 vom 15. Oktober 2009, http://www.vorratsdatenspeicherung.de/
images/vb_bverfg_beschluss_2009-10-15_1-bvr-256-08.pdf, abgerufen am 8. Novem-
ber 2009.
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wa auch auf Grund einer Entscheidung des Europäischen Gerichtshofes oder
des Bundesverfassungsgerichtes) nicht mehr bestehen, so könnten die kla-
genden Unternehmen für die entstandenen Kosten keine Entschädigung vom
Staat verlangen. Daher hat das Berliner Verwaltungsgericht die gewünschten
einstweiligen Anordnungen erlassen. Laut Auskunft der Bundesregierung15
hat die Bundesnetzagentur dagegen Beschwerde eingelegt.
Darüber hinaus zieht auch das Verwaltungsgericht Wiesbaden in einem
Beschluß (Az.: 6 K 1045/08.WI) die Gültigkeit der EG-Richtlinie zur Vorrats-
datenspeicherung in Frage und hat daher dem Europäischen Gerichtshof eine
entsprechende Frage nach der Gültigkeit der EG-Richtlinie zur Entscheidung
vorgelegt.
Anders sieht dagegen das Verwaltungsgericht Köln die Rechtslage. Ein
den oben erwähnten Klagen vergleichbarer Widerspruch des Unternehmens
HanseNet Telekommunikation GmbH gegen einen Beschluß der Bundes-
netzagentur, die die Firma HanseNet zur Umsetzung der Vorratsdatenspei-
cherung verpflichtet hatte, wurde vom Verwaltungsgericht Köln abgelehnt
(Az.: 21 K 1107/09). Gegen diese Ablehnung hat HanseNet Beschwerde beim
Oberverwaltungsgericht Münster eingelegt [WWW:KrSt_09].
Ein weiterer strittiger Punkt ist die Frage, wie die in § 3 Nr. 24 TKG ge-In der Regel
gegen Entgelt? troffene Definition, daß Telekommunikationsdienste „in der Regel gegen Ent-
gelt erbrachte Dienste“ sind, zu interpretieren ist. In [WWW:Brey_08]16 wird
davon ausgegangen, daß sich die Formulierung „in der Regel“ auf einen
konkreten Dienst bezieht. Dies wird im wesentlichen aus der europäischen
Rechtssprechung und dem Verweis, daß die Änderungen im TKG auf die
EG-Richtlinie zur Vorratsdatenspeicherung zurückzuführen sind, hergeleitet.
Da die durch AN.ON betriebenen Kaskaden zu jedem Zeitpunkt kostenfrei
genutzt werden konnten und können, würde insofern für AN.ON keine Ver-
pflichtung zur Vorratsdatenspeicherung bestehen. Anders dagegen die Ar-
gumentation in [May_09]16. Hier wird darauf hingewiesen, daß bezüglich
der Auslegung der Formulierung „in der Regel“ nicht ein konkreter Dienst
entscheidend ist, sondern vielmehr die Dienstart. Im Falle von AN.ON stellt
sich dann also die Frage, ob Internet-basierte Anonymisierungsdienste in der
Regel gegen Entgelt angeboten werden oder nicht. Berücksichtigt man, daß
das heute verfügbare Angebot an derartigen Anonymisierungsdiensten – wo-
15 Drucksache 16/11139 vom 1. Dezember 2008, http://dip21.bundestag.de/dip21/btd/16/
111/1611139.pdf; abgerufen am 25. Mai 2009
16 Der Autor von [WWW:Brey_08] ist Gründungsmitglied des „Arbeitskreises Vorratsdatenspei-
cherung“. Der Autor von [May_09] ist Referent bei der Bundesnetzagentur.
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zu insbesondere die in Anhang A.2 beschriebenen nicht kostenfreien Proxy-
Lösungen, aber auch die im Rahmen der Kommerzialisierung von AN.ON
kostenpflichtigen Mix-Kaskaden gehören, so könnte man zunächst argumen-
tieren, daß Anonymisierungsdienste durchaus in der Regel gegen Entgelt
angeboten werden. Auf der anderen Seite existieren mit Diensten wie Tor
(siehe Anhang A.6.4) oder I2P (siehe Anhang A.12) durchaus eine Reihe ko-
stenfreier Anonymisierungsdienste. Zusätzlich ist zu bedenken, daß auch bei
den kostenpflichtigen Proxy-Lösungen in der Regel die eigentliche Anony-
misierungsdienstleistung kostenfrei ist, da ja durch Dritte betriebene, offene
Proxies benutzt werden. Lediglich die Software, die einen leicht benutzbaren
Zugang zu diesen Proxies schafft, ist kostenpflichtig.
In einer Entscheidung des Landgerichts Heilbronn vom 17. September 2009 Entscheidung des
LG Heibronn(Geschäftsnummer 2 Qs 117/09), die sich mit einer Beschwerde des ULD
gegen eine zuvor vom Amtsgericht Heilbronn angeordnete Überwachungs-
maßnahme befaßt, hat das Landgericht Heilbronn festgestellt, daß es sich
bei AN.ON auch um einen Telekommunikationsdienst handelt. Bezüglich
der Formulierung »in der Regel gegen Entgelt« vertritt das Landgericht hier-
bei die Auffassung, daß es »nicht von maßgeblicher Bedeutung« ist, daß der
Dienst unentgeltlich erbracht wird. Vielmehr ist entscheidend, »dass Dienste,
die dem jeweiligen Nutzer einen Zugang zum Internet nebst Datenübertra-
gung und Zuteilung einer IP-Adresse gewähren, üblicherweise entgeltlich
erbracht werden«. Das Landgericht Heilbronn stellt bei seiner Entscheidung
also auch auf die Dienstart ab – und setzt den Anonymisierungsdienst hier
einem allgemeinen Access-Provider gleich.
Den nachfolgenden Ausführungen liegt die Annahme zu Grunde, daß die Auswirkungen
der deutschen
Regelungen zur
Vorratsdatenspei-
cherung
EG-Richtlinie und das entsprechende deutsche Gesetz zur Umsetzung der
Richtlinie gültig sind. Dabei wurden mit dem obigen Gesetz eine ganze Rei-
he von Gesetzen geändert, wobei die bedeutsamste Änderung aus Sicht eines
Anonymisierungsdienstes die Aufnahme des neuen § 113a „Speicherungs-
pflichten für Daten“ in das Telekommunikationsgesetz ist. Die Absätze 1 bis
5 sowie 7 bis 11 stellen dabei eine sinngemäße Umsetzung der Vorgaben der
EG-Richtlinie dar. Einzig Absatz 6 bildet eine Ergänzung gegenüber den Vor-
gaben der Richtlinie:
»(6) Wer Telekommunikationsdienste erbringt und hierbei die
nach Maßgabe dieser Vorschrift zu speichernden Angaben verän-
dert, ist zur Speicherung der ursprünglichen und der neuen An-
gabe sowie des Zeitpunktes der Umschreibung dieser Angaben
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nach Datum und Uhrzeit unter Angabe der zugrunde liegenden
Zeitzone verpflichtet.«
Die Maßgaben dieses Absatzes lassen sich am ehesten auf den Fall eines
Anonymisierungsdienstes anwenden. Und vermutlich wurde dieser Absatz
auch speziell aus diesem Grunde in das Gesetz aufgenommen, zumindest
werden Anonymisierungsdienste in der Gesetzesbegründung der Bundesre-
gierung für diesen Absatz ausdrücklich erwähnt [Bund_07]:
»Hierbei kommt es auch nicht darauf an, ... ob die Zwischen-
schaltung auf Veranlassung des Endnutzers gezielt zur Verände-
rung der nach Maßgabe der Absätze 2 bis 4 zu speichernden Da-
ten erfolgt, wie dies etwa bei der Nutzung von Anonymisierungs-
diensten der Fall ist. In beiden Fällen besteht die Speicherungsver-
pflichtung nach Absatz 6, wenn die maßgeblichen Daten bei der
Erbringung des Telekommunikationsdienstes verändert werden.
Soweit eine Speicherungsverpflichtung danach auch für die An-
bieter von Anonymisierungsdiensten begründet wird, ist zu be-
rücksichtigen, dass auch diese Anbieter öffentlich zugängliche Te-
lekommunikationsdienste erbringen.
...
Auch Anonymisierungsdienste weisen allerdings eine solche
Doppelnatur auf, da ihre Tätigkeit sowohl in der Durchleitung
der Nachricht als auch in der Ersetzung der Ausgangskennung
des Telekommunikationsnutzers besteht. Diese Dienste sind da-
her sowohl Telemedien als auch — im Hinblick auf ihre Transport-
funktion — Telekommunikationsdienste für die Öffentlichkeit«
Wie man sieht, läßt sich der Gesetzesbegründung auch die Meinung der Bun-
desregierung entnehmen, ob es sich bei einem Anonymisierungsdienst um
einen Telekommunikationsdienst handelt oder nicht.
Schließt man sich der Meinung der Bundesregierung an, so stellt sich dieUmfang der zu
speichernden
Daten
Frage, welche Daten gemäß Absatz 6 mitzuspeichern sind. Auch wenn eine
abschließende Aussage hier auf Grund mangelnder Erfahrungswerte nicht
möglich ist, so läßt sich aus Absatz 6 doch entnehmen, daß es sich regelmä-
ßig nur um Angaben handeln kann, die nach Maßgabe von § 113a zu spei-
chern sind. Dabei läßt sich feststellen, daß eine sinnvolle Datenart hier die
IP-Adresse ist. Insofern wäre gemäß Absatz 6 also zumindest das Ändern
von IP-Adressen zu protokollieren.
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Abbildung 7.4: Vereinfachtes Modell des Anonymisierungsdienstes und der
auf Grund der Vorschriften zur Vorratsdatenspeicherung zu
protokollierenden Umschreibungen von Quell-IP-Adressen
Damit ergibt sich eine Situation, wie sie in Abbildung 7.4 dargestellt ist,
wobei der Anonymisierungsdienst zunächst vereinfachend als ein „schwar-
zer Kasten“ angenommen wird. In diesem Fall würde der Anonymisierungs-
dienst also das Umschreiben der ursprünglichen Absender-IP-Adressen (im
Beispiel IPA sowie IPB) durch seine eigene ausgangsseitige IP-Adresse (IPOut)
protokollieren.
Nachfragen bei der zuständigen Regulierungsbehörde17, der „Bundesnetz-
agentur für Elektrizität, Gas, Telekommunikation, Post und Eisenbahnen“
(kurz Bundesnetzagentur, BNetzA), haben ergeben, daß die Bundesnetzagen-
tur von einer umfangreicheren Speicherungspflicht ausgeht18. Dabei bezieht
sich die Bundesnetzagentur auf die in § 113a TKG Absatz 4 Punkt 2 er-
wähnte Verpflichtung zur Speicherung von einer »eindeutige[n] Kennung
des Anschlusses, über den die Internet-Nutzung erfolgt«. Die Bundesnetz-
agentur ist der Auffassung, daß dies bezüglich AN.ON bedeutet, daß neben
den IP-Adressen auch Portnummern und insbesondere die (eindeutigen) Ka-
nalkennzeichen der Mix-Kanäle zu speichern sind.
17 Die Fragen erfolgten durch ein Schreiben des Unabhängigen Landeszentrums für Daten-
schutz Schleswig-Holstein vom 11. Juli 2008 (Az.: LD71-61.04/11.043) sowie durch ein per-
sönliches Treffen mit Vertretern der Bundesnetzagentur am 22. September 2008.
18 Diese Auffassung wurde in einem persönlichen Treffen am 22. September 2008 durch Vertre-
ter der Bundesnetzagentur sowie in einem darauf folgenden Schreiben vom 25. September
2008 (Az.: Z 21b B 62 45) dargelegt.
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Auf der anderen Seite hat die Regulierungsbehörde der Auffassung zu-
gestimmt, daß keinerlei Informationen über das Ziel der Kommunikation
zu speichern sind. Bezüglich des Anonymisierungsdienstes wird daraus ge-
schlußfolgert, daß Vorratsdaten lediglich für die Übertragung in Upstream-
Richtung zu speichern sind, nicht jedoch für die Downstream-Richtung. An-
dernfalls ließe sich an Hand der für die Downstream-Richtung gespeicherten
Daten mit Hilfe der gegebenen Verkettbarkeit von Upstream- und Down-
stream-Übertragung über die Kanalnummern das Ziel der Kommunikation
bestimmen.
Bezüglich der Verpflichtung zur Speicherung von Kanalkennzeichen ergibt
sich zunächst keine Änderung an obigem Modell, da die Kanalkennzeichen
lediglich eine eindeutige Rückverfolgbarkeit innerhalb des Anonymisierungs-
dienstes (also der Mix-Kaskade) ermöglichen. Insofern ist die Speicherung
der Kanalkennzeichen notwendig für die Vereinfachungen, die aus mehreren
Mixen bestehende Mix-Kaskade als eine einzige Entität aufzufassen.
Das zusätzliche Speichern von Portnummern bedeutet allerdings eine po-
tentiell bessere Zurechenbarkeit einer ausgehenden Verbindung zu einem
Mix-Kanal – insbesondere wenn man unterstellt, daß durch das Betriebssy-
stem für jede ausgehende TCP/IP-Verbindung eine neue (bezüglich eines
gegebenen Zeitpunktes eindeutige) Portnummer verwendet wird. Allerdings
ist auf der anderen Seite anzumerken, daß diese Art der Vergabe von Quell-
portnummern keinesfalls notwendig ist, da gemäß TCP/IP-Protokoll eine
Verbindung eindeutig durch das 4-Tupel bestehend aus Quell-IP-Adresse,
Quellportnummer, Ziel-IP-Adresse und Zielportnummer bestimmt ist. In-
sofern kann für unterschiedliche TCP/IP-Verbindungen dasselbe Paar aus
Quell-IP-Adresse und Quellportnummer verwendet werden, solange Ziel-
IP-Adresse bzw. Zielportnummer unterschiedlich sind. Insbesondere kann
die Implementierung des letzten Mixes (bzw. der nachgeschalteten Proxies)
derart angepasst werden, daß dieselbe Quellportnummer verwendet wird,
solange dies gemäß TCP/IP-Protokoll möglich ist. In der Konsequenz be-
deutet dies, daß sich die Nutzer einer gegebenen Mix-Kaskade nicht nur die
Ausgangs-IP-Adresse „teilen“ sondern auch Ausgangsportnummern.
Darüber hinaus ist aus praktischer Sicht zu berücksichtigen, daß die Anfra-
gen der Strafverfolgungsbehörden bis jetzt ausschließlich IP-Adressen jedoch
keine Portnummern enthielten. Insofern bringt das zusätzliche Mitspeichern
der Portnummern im Falle einer derartigen Anfrage von einer Strafverfol-
gungsbehörde keinen Informationsgewinn. Zu beachten ist dabei, daß die
Strafverfolgungsbehörden nicht ohne weiteres ihre Anfragen entsprechend
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ergänzen können, da sie hier auf die Mithilfe der (Web-)Serverbetreiber an-
gewiesen sind. Diese müssen ihre Protokollierung so umstellen, daß neben
der Quell-IP-Adresse auch die Quellportnummer gespeichert wird.
Eine ausführlichere Betrachtung der Auswirkungen dieser Speicherpflich-
ten auf den Anonymisierungsdienst AN.ON läßt sich Kapitel 7.6 entnehmen.
Neben der Frage, welche Daten zu speichern sind, ist aus Datenschutzsicht Art und Weise
der Speicherung
und der
Auskunft über
gespeicherte
Daten
insbesondere auch die Frage interessant, wie die Daten zu speichern sind
bzw. wie der Zugriff auf die Daten durch Strafverfolgungsbehörden geregelt
ist. Sowohl die EG-Richtlinie als auch die deutsche Gesetzgebung schreiben
dabei einerseits vor, daß betreffend »Qualität und den Schutz der gespei-
cherten Verkehrsdaten die im Bereich der Telekommunikation erforderliche
Sorgfalt zu beachten«19 ist. Außerdem ist »durch technische und organisa-
torische Maßnahmen sicherzustellen, dass der Zugang zu den gespeicherten
Daten ausschließlich ... besonders ermächtigten Personen möglich ist.«19 Auf
der anderen Seite wird aber auch verlangt, daß »Auskunftsersuchen der be-
rechtigten Stellen unverzüglich beantwortet werden können.«20
Obwohl die letztgenannte Forderung keine konkreten Zeitspannen enthält,
so schränkt sie doch die Möglichkeiten zur effektiven Sicherung der gespei-
cherten Daten stark ein, da es unwahrscheinlich ist, daß beispielsweise ei-
ne Auslagerung auf mittels Mehr-Augen-Prinzip verschlüsselter Datenträger,
die in physisch geschützter Umgebung (Tresor) gelagert werden, zulässig ist.
Vielmehr ist davon auszugehen, daß die gespeicherten Daten quasi online
abrufbar sein müssen.
Im TKG ist festgelegt, daß »die Bundesregierung ermächtigt wird, durch
Rechtsverordnung mit Zustimmung des Bundesrates 1. Regelungen zu tref-
fen a) über die grundlegenden technischen Anforderungen und die organi-
satorischen Eckpunkte für die Umsetzung von Überwachungsmaßnahmen
und die Erteilung von Auskünften einschließlich der Umsetzung von Über-
wachungsmaßnahmen und der Erteilung von Auskünften durch einen von
dem Verpflichteten beauftragten Erfüllungsgehilfen, b) über den Regelungs-
rahmen für die Technische Richtlinie nach Absatz 3«21. Bei dieser Rechtsver-
ordnung handelt es sich um die „Telekommunikations-Überwachungsverord-
nung“ (TKÜV). Im aktuellen Stand der TKÜV22 finden sich allerdings haupt-
19 § 113a TKG Absatz 10
20 § 113a TKG Absatz 9
21 § 110 TKG Absatz 2
22 zuletzt geändert durch Artikel 4 des Gesetzes zur Abwehr von Gefahren des internationa-
len Terrorismus durch das Bundeskriminalamt vom 25. Dezember 2008 (Bundesgesetzblatt
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sächlich Regelungen bezüglich Überwachungsmaßnahmen, nicht jedoch zur
Erteilung von Auskünften gemäß § 113a TKG (Vorratsdatenspeicherung).
Entsprechende Änderungen an der TKÜV sind momentan in der Erarbei-
tung.
Neben der TKÜV ist noch die gemäß § 110 TKG Absatz 3 durch die Bun-
desnetzagentur zu erlassende Technische Richtlinie »zur Auskunftserteilung
sowie zur Gestaltung des Übergabepunktes zu den berechtigten Stellen«23
maßgebend. In der aktuell gültigen Ausgabe 5.1 dieser Richtlinie (TR TKÜ)
vom Februar 2008 finden sich noch keine Regelungen bezüglich der Aus-
kunft über auf Vorrat gespeicherte Daten. Allerdings existiert ein Entwurf
einer Neuregelung (Ausgabe 6.0) der Technischen Richtlinie vom Juli 200924.
In diesem Entwurf ist im Teil B die »Technische Umsetzung gesetzlicher Maß-
nahmen zum Auskunftsersuchen für Verkehrsdaten« geregelt. Dabei wird im
wesentlichen auf die durch das European Telecommunications Standards In-
stitute (ETSI↑) veröffentlichte technische Spezifikation TS 102 657 „Lawful
Interception (LI); Retained Data; Handover interface for the request and de-
livery of retained data“ [ETSI TS 102 657] zurückgegriffen und diese Spezifi-
kation konkretisiert.
Das ETSI hat mit dem Dokument TS 102 657 einen Standard zur Abfrage
und Übermittlung von auf Vorrat gespeicherten Daten veröffentlicht. Dabei
wird ein einfaches Anfrage-Antwort-Modell zugrundegelegt, wobei die Kom-
munikation mittels HTTP bzw. einfacher TCP/IP-Verbindungen über das In-
ternet erfolgt. Die Datenstrukturen der ausgetauschten Nachrichten sind mit
Hilfe von ASN.1↑ spezifiziert, wobei die anzuwendende Kodierung mit Hil-
fe von XML bzw. BER↑ erfolgt. Dabei wird je nach Art des Dienstes defi-
niert, welche Daten in einer Auskunft enthalten sein müssen, welche optio-
nal übermittelt werden können und wie dies erfolgt. Momentan wird dabei
jedoch nur auf Telefondienste, asynchrone Nachrichtendienste (z. B. E-Mail)
und Netzzugriffsdienste eingegangen. Letztere kommen dabei AN.ON am
nächsten – sind aber in der Spezifikation als Dienste, die den Zugriff auf öf-
fentliche Netze (typischerweise das Internet) ermöglichen, definiert. Insofern
wird auch davon ausgegangen, daß Netzzugriffsdienste in der Regel durch
Internet Service Provider angeboten werden. Insgesamt sind die definierten
Jahrgang 2008, Teil I, Nr. 66, Bonn, 31. Dezember 2008, Seiten 3083–3094)
23 § 110 TKG Absatz 3
24 Bundesnetzagentur: - Entwurf - Technische Richtlinie zur Umsetzung gesetzlicher Maßnahmen zur
Überwachung der Telekommunikation und zum Auskunftersuchen für Verkehrsdaten (TR TKÜV),
Ausgabe 6.0 (Entwurf vom 15.07.2009)
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7.3 Rechtliche Rahmenbedingungen
Datenfelder für eine Übermittlung der Ergebnisse eines Auskunftsersuchens
im Fall von AN.ON wenig geeignet. Der Entwurf der TR TKÜ legt in die-
sem Fall fest: »In Fällen, in denen technische Entwicklungen noch nicht in
der TR TKÜV berücksichtigt sind, hat der Verpflichtete die Gestaltung seiner
Überwachungseinrichtungen mit der Bundesnetzagentur abzustimmen.«
Sicherheitsmaßnahmen zur Wahrung von Vertraulichkeit, Integrität und
Zurechenbarkeit werden zwar vorgeschlagen, sind aber als „optional“ ge-
kennzeichnet und deren Anwendung nationalstaatlichen Regelungen über-
lassen.
In dem Entwurf der TR TKÜ25 ist dabei vorgesehen, daß die Internet-
basierte Kommunikation mittels eines durch die Verwendung von IPSec↑ ab-
gesicherten VPN↑s erfolgt. Das einzige momentan zugelassene System zur
Teilnahme an diesem VPN ist die „SINA-Box“ der secunet Security Network
AG.
Durch die Benutzung eines VPN wird auf Verbindungsebene Vertraulich-
keit und Integrität gewährleistet. Allerdings sind keine Maßnahmen bezüg-
lich der Zurechenbarkeit der übermittelten Daten auf Anwendungsebene vor-
gesehen, d. h. beispielsweise, daß weder Anfragen noch Auskünfte durch die
jeweiligen Parteien digital signiert werden müssen.
Im Teil C des Entwurfs ist ferner beschrieben, wie eine gesicherte elek-
tronische Übermittlung von Anordnungen und Auskunftsersuchen erfolgen
kann. Allerdings ist die Umsetzung optional, da »die Übermittlung der Ko-
pie der Anordnung weiterhin auch per Telefax möglich bleibt«. Dies gilt im
übrigen gemäß der aktuellen Version der TKÜV auch für die nach Teil B
der technischen Richtlinie zu übermittelnden Verkehrsdaten. Allerdings geht
die Bundesnetzagentur davon aus, daß mit einer zukünftigen Änderung der
TKÜV nur noch die elektronische Übermittlung zulässig ist.
Das ETSI-Dokument TR 102 661 mit dem Titel „Lawful Interception (LI);
Security framework in Lawful Interception and Retained Data environment“
[ETSI TR 102 661] beschreibt den organisatorischen und technischen Rahmen
zur sicheren Aufbewahrung der auf Vorrat gespeicherten Daten. Darüber
hinaus sind in dem ETSI-Dokument TS 102 656 „Lawful Interception (LI);
Retained Data; Requirements of Law Enforcement Agencies for handling Re-
tained Data“ [ETSI TS 102 656] die Anforderungen aus Sicht von Strafverfol-
gungsbehörden an das Auskunftsverfahren über auf Vorrat gespeicherte Da-
25 Mit der Ausgabe 6.0 wird wohl eine Umbenennung in „TR-TKÜV“ erfolgen, wenngleich auch
entsprechende Änderungen im Entwurfsdokument nicht einheitlich sind.
205
7 Strafverfolgung trotz Anonymität
ten beschrieben. Insofern könnten auch diese Dokumente Relevanz bezüglich
der nationalen Regelungen zur technischen Umsetzung der Vorratsdatenspei-
cherung erlangen – allerdings werden sie bisher weder durch den Entwurf
der TR TKÜ noch durch die ETSI Spezifikation TS 102 657 referenziert.
7.3.2 Zusammenfassung
Der vom Projekt (momentan) vertretene Standpunkt bezüglich der Umset-
zung von Strafverfolgungsmaßnahmen läßt sich einer diesbezüglich im Web
veröffentlichten Stellungnahme entnehmen [WWW:AN.ON_03]:
»Entscheidend ist, dass eine Überwachung einer Kommunikati-
onsbeziehung rechtlich ausschließlich im Einzelfall und bei Vorlie-
gen eines richterlichen Beschlusses auf der Grundlage dieser Vor-
schriften zulässig sein kann. Die Anordnung einer Massenüber-
wachung aller Nutzer des Anonymisierungsdienstes kann auf Grund
dieser Vorschriften nicht erfolgen.«
Zusammenfassend wird also davon ausgegangen, daß:
1. der Betrieb des Anonymisierungsdienstes prinzipiell im Einklang mit
den geltenden gesetzlichen Regelungen steht,
2. eine Vorratsspeicherung von Nutzungsdaten bezüglich des Dienstes
zum Zwecke der Strafverfolgung fragwürdig ist; vielmehr im Gegen-
teil die Speicherung dieser Daten sogar rechtswidrig sein könnte,
3. im Einzelfall eine Überwachung einer Kommunikationsbeziehung durch
richterlichen bzw. staatsanwaltschaftlichen Beschluß angeordnet wer-
den kann.
7.4 Technische Umsetzung zukunftsgerichteter
Überwachungsmaßnahmen
Nachfolgend werden zunächst zwei Verfahren zur Realisierung einer zu-
kunftsgerichteten Überwachungsmaßnahme vorgestellt, die zum ersten Mal
in [KöMi_05] bzw. [KöWF_06] veröffentlicht wurden. Zunächst wird ein ein-
faches Verfahren beschrieben, das zwar prinzipiell eine Deanonymisierung
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im Einzelfall ermöglicht, jedoch aus Datenschutzsicht einige Schwächen be-
sitzt. Daher wird in Kapitel 7.5 ein verbessertes Verfahren beschrieben. Ab-
schließend werden Auswirkungen einer möglichen Verpflichtung zur Vor-
ratsdatenspeicherung für den Anonymisierungsdienst erläutert.
7.4.1 Anforderungen bezüglich einer zukunftsgerichteten
Überwachungsmaßnahme
Ausgehend von den in den vorangehenden Kapiteln beschriebenen Rahmen-
bedingungen aus rechtlicher Sicht, dem Systemdesign sowie den durch den
Betrieb des Anonymisierungsdienstes gesammelten Erfahrungen bezüglich
Strafverfolgung ergeben sich folgende Anforderungen an die Deanonymisie-
rung:
A1: Gemäß §§ 100 a, b StPO muß eine Deanonymisierung im Einzelfall auf
entsprechende Anordnung unter Angabe der zu überwachenden Ken-
nung „ex nunc“ (von jetzt an) möglich sein. Dies muß insbesondere ohne
Mithilfe der zu überwachenden Parteien möglich sein.
A2: Die Anonymität der nicht überwachten Teilnehmer muß gewahrt blei-
ben, d. h. daß bei n Teilnehmern und Durchführung genau einer Über-
wachung die Kardinalität der verbleibenden Anonymitätsmenge n − 1
beträgt.
A3: Das Vertrauensmodell des Anonymisierungsdienstes muß erhalten blei-
ben, d. h. die Deanonymisierung erfordert die Mitarbeit aller Mixe einer
Kaskade.
A4: Es sollen Audit-Daten gespeichert werden, um die Häufigkeit von durch-
geführten Deanonymisierungen durch externe Stellen kontrollieren zu
können.
An dieser Stelle sei auch darauf hingewiesen, daß die vielfach verbreitete Vor-
stellung, daß ein Anonymisierungsdienst, der auch Strafverfolgung ermög-
licht, eine (geheime) „Hintertür“ haben müsse, aus verschiedenen Gründen
irreführend ist:
• Sie suggeriert das Vorhandensein eines versteckten und undokumen-
tierten Mechanismus innerhalb des Anonymisierungsverfahrens. Dies
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ist nicht der Fall, so ist beispielsweise bei AN.ON die Funktionswei-
se der Strafverfolgungsfunktion dokumentiert und auf deren Existenz
wird auf der Web-Seite explizit hingewiesen.
• Sie suggeriert, daß es eine zentrale Instanz gibt, die für sämtliche Kom-
munikationsbeziehungen auf einfache Art und Weise eine Deanony-
misierung durchführen kann. Vielmehr Bedarf es jedoch bei den im
folgenden vorgestellten Verfahren der Zusammenarbeit von mehreren
Instanzen, um überhaupt eine Deanonymisierung durchführen zu kön-
nen.
• Sie suggeriert, daß eine automatisierte Deanonymisierung durchgeführt
werden kann. Auch wenn die vorgestellten Protokolle derartig benutzt
werden könnten, so lautet die Empfehlung aus organisatorischer Sicht
ganz klar, daß die für eine Deanonymisierung notwendigen Maßnah-
men nur durch menschliches Handeln angestoßen werden.
• Sie suggeriert, daß es Anonymisierungsverfahren ohne derartige „Hin-
tertüren“ gibt, d. h. Verfahren, die uneingeschränkt und bedingungs-
los die Anonymität ihrer Nutzer gewährleisten. Allerdings sind der-
artige Systeme bisher nicht bekannt, da die Anonymität grundsätzlich
nur gewährleistet ist, wenn die im Angreifermodell spezifizierten Be-
dingungen eingehalten werden, d. h. beispielsweise im Falle einer Mix-
Kaskade aus n Mixen nicht alle n Mixe zusammenarbeiten.
7.4.2 Bekannte Verfahren als Lösungsansätze
In [Go_05] wird ein Verfahren beschrieben, mit dem Mixe im Falle eines Miß-
brauchs gegenüber Dritten beweisen können, daß sie nicht Urheber der be-
treffenden Nachrichten sind. Das vorgeschlagene Verfahren beruht auf blin-
den Signaturen. Es ermöglicht jedoch keine Identifizierung des tatsächlichen
Senders.
Das in [BeFK_01] beschriebene Ticketverfahren basiert ebenfalls auf blin-
den Signaturen und dient dem Schutz gegen sogenannte „n − 1“-Angriffe
(Flooding-Angriffe). Ein Nutzer registriert sich zunächst unter einem Pseud-
onym beim Anonymisierungsdienst und erhält dann sogenannte Tickets (Cre-
dentials), die es ihm erlauben, Nachrichten über den Dienst zu versenden.
Dazu überträgt der Sender mit jedem Mix-Paket ein gültiges Ticket.
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Das Verfahren bietet in seiner ursprünglichen Form keine Möglichkeit der
Zuordnung der gesendeten Nachrichten zum jeweiligen Nutzer(-pseudonym).
In [ClDí_03] wird der Ticketmechanismus dahingehend erweitert. Dies wird
im wesentlichen dadurch erreicht, daß statt einfacher blinder Signaturen faire
blinde Signaturen verwendet werden. Ein Nachteil der Ticket-basierten Ver-
fahren ist, daß ein Nutzer für jedes zu übertragende Mix-Paket ein neues
Ticket benötigt, wobei der Ticketerwerb auf Grund der eingesetzten krypto-
graphischen Verfahren aufwendig ist.
In [FrJe_98, FrJW_98, BaNe_99] wird beschrieben, wie die Bezahlung eines
Mix-basierten Anonymisierungsdienstes realisiert werden kann, indem mit
jedem Mix-Paket eine digitale Münze eines anonymen digitalen Zahlungs-
systems gesendet wird. Besitzt das verwendete Zahlungssystem ferner die
Fairneß-Eigenschaft26, so könnte diese ausgenutzt werden, um den Absen-
der einer Nachricht zu identifizieren. Allerdings existiert in der Praxis zur
Zeit kein solches Zahlungssystem, so daß dieses Verfahren im Moment keine
Lösung darstellt.
Natürlich wäre es auch vorstellbar, gänzlich auf eine Möglichkeit der Dean-
onymisierung in der Kommunikationsschicht zu verzichten und statt dessen
Verfahren zur Identifizierung in höheren Schichten zu realisieren, beispiels-
weise unter Benutzung von digitalen Pseudonymen, Credentials und Iden-
titätsmanagementsystemen. Zum einen sind derartige Mechanismen in der
Praxis aber zur Zeit wenig verbreitet, zum anderen ist es fraglich, ob Firmen
wie eBay etc. bereit sind, in die Sicherung ihrer Anwendungen zu investie-
ren. Dieser Vorschlag ist daher maximal als Ziel zukünftiger Entwicklungen
zu verstehen, löst aber nicht die mit dem heute existierenden Anonymisie-
rungsdienst verbundenen Probleme.
7.4.3 Grundlegende Lösungsidee
Die nachfolgend vorgeschlagenen Verfahren nutzen Eigenschaften der der
anonymen Kommunikation zu Grunde liegenden symmetrisch verschlüssel-
ten Kanäle (siehe Kapitel 2.4) und basieren auf der Idee, daß die Deanonymi-
sierung schrittweise von Mix zu Mix durchgeführt wird. Erkennen erster bzw.
letzter Mix einer Kaskade einen Zugriff, der laut Anordnung zu protokollie-
ren ist, so teilen sie dem benachbarten Mix dies mit. Dieser informiert dann
26 Digitale Münzsysteme, bei denen eine Deanonymisierung im Verdachtsfall möglich ist, wer-
den als fair bezeichnet.
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seinen Nachbar und so weiter. Dabei werden jeweils zusätzlich alle notwen-
digen Daten übertragen, die es jedem Mix ermöglichen, sich davon zu über-
zeugen, daß die durchgeführte Deanonymisierung auch wirklich gemäß den
in der Anordnung gemachten Angaben erfolgt. Dazu ist es notwendig, daß
jeder Mix einen entsprechenden (richterlichen) Beschluß erhält. Andernfalls
müßten alle Mixe dem ersten bzw. letzten Mix vertrauen. Dies widerspricht
jedoch dem Vertrauensmodell des Dienstes (siehe auch Anforderung A3).
Für die Beweisführung sind folgende zwei Teilprobleme zu lösen:
P1: Erkennt ein MixMA, gegebenenfalls nach Verarbeitung eines Mix-Pakets
p (Umkodierung), daß eine der zu überwachenden Kennungen auf p
zutrifft, so muß er dem benachbarten MixMB dies beweisen, z. B. indem
er zeigt, daß die Umkodierung korrekt durchgeführt wurde.
P2: MB muß sich sicher sein, tatsächlich p anMA gesendet (bzw. p vonMA
empfangen) zu haben.
Generell ist anzumerken, daß als Ergebnis einer Deanonymisierung die
Kommunikationsbeziehungen nicht bis zu einer Person zurückverfolgt wer-
den können. Vielmehr entstehen Indizien (typischerweise IP-Adressen), die
mit Hilfe weiterer Parteien (insbesondere Internet-Zugangsdiensten) Rück-
schlüsse auf die (bürgerliche) Identität eines Senders bzw. Empfängers zulas-
sen.
7.4.4 Deanonymisierung der Sender
Voraussetzung für die Deanonymisierung des Senders ist, daß alle Mixe ei-
ne Überwachungsanordnung erhalten haben, in der die Kennzeichen der zu
überwachenden Nachrichten genannt sind. Typischerweise handelt es sich
dabei um die (IP-)Adresse des Empfängers.
Der Ablauf zur Lösung von Teilproblem P1 ist wie folgt:
1. Findet der letzte Mix Mn in der Anfrage a, die er nach Entschlüsse-
lung des vom vorletzten Mix Mn−1 empfangenen Kanalaufbaupakets
p = IDn, cn (kn) ,kn (a) erhält, ein Kennzeichen gemäß der Überwa-
chungsanordnung27, so:
27 Vereinfachend wird nachfolgend davon ausgagangen, daß die Entscheidung, ob das Überwa-
chungskennzeichen (etwa die Adresse des Empfängers) auf einen Mix-Kanal zutrifft, allein
an Hand der im Kanalaufbaupaket übermittelten Nutzdaten erfolgen kann. Sollten für diese
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a) speichert er verschlüsselt das Mix-Paket p und den aktuellen Zeit-
punkt. Dies dient zum einen der Beweissicherung und zum an-
deren für die Veröffentlichung einer Statistik über durchgeführte
Überwachungsmaßnahmen (Anforderung A4).
b) sendet er über einen Steuerkanal an Mn−1 das Mix-Paket p und
den Schlüssel kn.
2. Der vorletzte MixMn−1 :
a) entschlüsselt die Anfrage a aus p mittels kn und überprüft, ob ein
Kennzeichen gemäß Überwachungsanordnung enthalten ist.
b) überprüft, ob die Verschlüsselung des von Mix Mn gesendeten
Schlüssels kn mit dem öffentlichen Schlüssel cn identisch ist mit
dem im Mix-Paket p enthaltenen Bitstring cn (kn).
c) speichert p, kn und die aktuelle Zeit aus den oben genannten
Gründen (vorausgesetzt die ersten beiden Überprüfungen waren
erfolgreich).
d) sendet über einen Steuerkanal an den vorangehenden Mix Mn−2
den von Mn erhaltenen Schlüssel kn, den ihm aus der Verbin-
dungstabelle bekannten Schlüssel kn−1 und das zuvor von Mn−2
erhaltene Mix-Paket p ′ = IDn−1, cn−1 (kn−1) ,kn−1 (cn (kn) ,kn (a))
(Mn−2 kann p ′ aus p mit Hilfe des in seiner Verbindungstabelle
gespeicherten Schlüssels kn−1 rekonstruieren.)
3. Die Mixe Mn−2, . . . ,M1 verfahren sinngemäß, d. h. sie überprüfen je-
weils, ob die Anfrage a ein zu überwachendes Kennzeichen enthält und
ob aus dem erhaltenen Paket bei korrekter Umkodierung die Anfrage a
entsteht. Beides ist möglich, da die geheimen symmetrischen Schlüssel
offengelegt wurden. Der erste Mix speichert zusätzlich verschlüsselt die
IP-Adresse des Senders.
Für die Lösung von Teilproblem P2 gibt es zwei verschiedene Möglichkeiten:
1. Jeder Mix Mi ∈ {M1, . . . ,Mn−1} speichert für die Dauer eines Kanals
jeweils einen Hash-Wert h des Kanalaufbaupakets. Er überprüft dann,
ob die Hash-Funktion angewendet auf das von Mi+1 erhaltene Mix-
Paket den Wert h ergibt.
Entscheidung jedoch auch die nachfolgenden Datenpakete eines Mix-Kanals relavant sein, so
sind diese in dem beschriebenen Verfahren sinngemäß zum Kanalaufbaupaket zu behandeln.
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2. Jeder Mix Mi ∈ {M1, . . . ,Mn−1} sendet zusammen mit jedem Kanal-
aufbaupaket p jeweils einen Authentikationskode MACMi (p). Im Falle
einer Deanonymisierung wird dieser dann von Mix Mi+1 mit gesen-
det. Jeder Mix kann sich durch Überprüfen des Authentikationskodes
davon überzeugen, daß p tatsächlich ursprünglich von ihm gesendet
wurde.
Beide Lösungen unterscheiden sich bezüglich des zusätzlichen lokalen Spei-
cheraufwandes versus des zusätzlichen Übertragungsvolumens. Dabei ist ins-
besondere zu beachten, daß im ersten Fall einmalig Kosten für die Bereitstel-
lung des Speichers entstehen, während im zweiten Fall laufende Kosten für
die Datenübertragung anfallen.
7.4.5 Deanonymisierung der Empfänger
Soll aufgedeckt werden, zu welchen Empfängern ein bestimmter Sender Kom-
munikationsbeziehungen unterhält, so ist das Vorgehen ähnlich dem im vo-
rigen Abschnitt geschilderten. Die zu überwachende Kennung wird dabei
typischerweise die IP-Adresse des Senders sein.
Die Lösung von Teilproblem P1 gestaltet sich insofern schwierig, da der
erste Mix M1 den nachfolgenden Mixen nicht beweisen kann, daß er ein zu
überwachendes Mix-Paket auch tatsächlich von der in der Anordnung ge-
nannten IP-Adresse erhalten hat. Die Internet-Protokolle sehen momentan
keinen allgemeinen Mechanismus zur beweisbaren Überprüfung des Absen-
ders vor28. Die Mixe M2, . . . ,Mn müßten also darauf vertrauen, daß sich M1
korrekt verhält. Dies widerspricht aber Anforderung A3.
Als Lösung wird vorgeschlagen, bei dem vom Sender benutzten Internet
Service Provider (ISP) ein sicheres Gerät zu installieren, auf das nur die Straf-
verfolgungsbehörde Zugriff hat. Dieses Gerät überwacht den Netzwerkver-
kehr des Senders und fügt an alle Mix-Pakete, auf die das Überwachungs-
kennzeichen zutrifft, eine digitale Signatur an. Der erste Mix erhält dann mit
der Überwachungsanordnung zusätzlich noch den Signaturtestschlüssel t.
Die Mixe M2, . . . ,Mn erhalten ausschließlich diesen Testschlüssel und nicht
mehr das eigentliche Überwachungskennzeichen, was aus Datenschutzsicht
positiv zu werten ist.
28 Sollten sich Technologien wie z. B. IPSec (mit entsprechend kryptographisch gesicherter Ab-
senderauthentikation) bzw. Trusted Computing↑ (zur Realisierung sicherer und überprüf-
barer Endgeräte) durchsetzen, so bleibt zu untersuchen, wie diese Verfahren zur besseren
Identifizierung von Sender/Empfänger verwendet werden können.
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Zwar scheint das beschriebene Verfahren aufwendig, da nunmehr nicht
einfach nur eine zu überwachende IP-Adresse mitgeteilt werden kann. Auf
der anderen Seite ist gesetzlich vorgesehen, daß Überwachungen nur bezüg-
lich eindeutiger Kennzeichen angeordnet werden dürfen29. Hier stellt sich für
Strafverfolgungsbehörden das Problem, daß sie im üblichen Falle von dyna-
misch vergebenen IP-Adressen bzw. wechselnden Internet Service Providern
gar nicht wissen können, für welche IP-Adresse bzw. Teilnehmerkennung sie
eine Überwachungsanordnung erwirken sollen. Die oben eingeführte digitale
Signatur könnte dieses Problem (zumindest aus technischer Sicht) lösen, da
nun jedes zu überwachende Paket ein im Vorfeld bestimmbares eindeutiges
Kennzeichen besitzt.
Teilproblem P2 ist demgegenüber einfacher zu lösen als bei der Deanony-
misierung des Senders, da bereits vor Durchlaufen des Anonymisierungs-
dienstes klar ist, welche Pakete zu überwachen sind. Daher ist eine zusätzli-
che Speicherung der Hash-Werte übertragener Pakete nicht erforderlich.
Konkret funktioniert die Deanonymisierung wie folgt:
1. Empfängt ein erster Mix M1 ein zu überwachendes Mix-Paket p =
ID1,k1 (c2 (k2) ,k2 (. . .)) zusammen mit der vom Überwachungsgerät ge-
nerierten Signatur Sig (p), so:
a) prüftM1 mittels des Testschlüssels t ob die Signatur gültig ist,
b) sendet er über einen Steuerkanal p, Sig (p), k1 und ID2 an den
nachfolgenden MixM2,
c) sendet er an M2 das gemäß Mix-Protokoll bearbeitete Paket p ′ =
ID2, c2 (k2) ,k2 (. . .)
d) speichert er p, Sig (p) und die aktuelle Zeit (siehe oben).
MixM2:
a) prüft mittels des Testschlüssels t ob die Signatur Sig (p) gültig ist,
b) überprüft mittels k1 und c1, ob das von MixM1 erhaltene Paket p ′
eine korrekte Umkodierung von p ist,
c) sendet über einen Steuerkanal p, Sig (p), k1, k2 und ID3 anM3,
d) sendet anM3 das gemäß Mix-Protokoll bearbeitete Paket p ′′,
e) speichert p, Sig (p), k1 und die aktuelle Zeit.
29 § 100b StPO, Absatz 2, Ziffer 1 und 2
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2. Die Mixe M3, . . . ,Mn verfahren sinngemäß, d. h. sie überprüfen ob die
Signatur Sig (p) gültig ist und ob durch korrekte Umkodierung aus p
das erhaltene Mix-Paket entsteht. Dies ist möglich, da jeweils die gehei-
men symmetrischen Schlüssel offengelegt wurden. Der letzte Mix Mn
speichert zusätzlich verschlüsselt das erhaltene Mix-Paket.
7.4.6 Anmerkungen zur Implementierung
Eine stark vereinfachte Version des beschriebenen Verfahrens wurde in die
Mix-Software des AN.ON-Systems integriert und beispielsweise im Zuge des
„BKA-Falls“ in der Praxis verwendet. Zur Aktivierung der Funktionalität zur
Deanonymisierung ist das Kompilieren der Mix-Software mit speziellen Pa-
rametern notwendig, so daß die Mix-Software im Normalfall keinerlei Funk-
tionalität enthält, die eine Deanonymisierung unterstützt.
Die Implementierung sollte (soweit technisch möglich) die Einhaltung von
gesetzlich vorgeschriebenen Regeln überprüfen. Dazu zählt insbesondere die
maximale Dauer einer Überwachungsmaßnahme.
Beim AN.ON-System steht zur Konfiguration der Mixe ein Programm mit
graphischer Benutzungsschnittstelle zur Verfügung. Dieses wird so erweitert,
daß die in der Überwachungsanordnung angegebenen Daten leicht eingetra-
gen werden können. Der Nutzer muß dabei insbesondere auswählen, ob es
sich um eine richterliche oder eine staatsanwaltschaftliche Anordnung han-
delt. Dementsprechend wird die maximale Dauer auf drei Monate bzw. drei
Tage eingestellt. Die Eingabe von kürzeren Zeiträumen ist möglich. Der Mix
beendet auf Grund dieser Angaben die Überwachung automatisch.
Des weiteren ist die Angabe eines öffentlichen Schlüssels eines asymmetri-
schen Verschlüsselungssystems (momentan wird nur RSA unterstützt) not-
wendig. Die im Zuge einer Überwachungsmaßnahme zu protokollierenden
Daten werden dann unter Benutzung dieses Schlüssels hybrid verschlüsselt
und in einer separaten Datei gespeichert.
7.5 Datenschutzfreundlicheres Verfahren zur
Umsetzung einer Deanonymisierung „ex nunc“
Das bisher vorgestellte Verfahren zur Aufdeckung einzelner Kommunikati-
onsbeziehungen besitzt aus Datenschutzsicht den Nachteil, daß der Betreiber
eines ersten (bzw. letzten) Mixes erfährt, wer (genauer: welche IP-Adresse
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bzw. Kennung) im Zuge der Aufdeckung ermittelt und somit verdächtig ist.
So äußerte auch ein Mix-Betreiber nach dem „BKA-Fall“ den Wunsch nach
einem Deanonymisierungsmechanismus, bei dem er als Betreiber eines ersten
Mixes nicht erfährt bzw. erfahren kann, welche Informationen im Zuge der
Aufdeckung an die Strafverfolgungsbehörden übermittelt wurden. Nachfol-
gend soll eine mögliche Umsetzung für das oben definierte Ziel beschrieben
werden, wobei weiterhin die zuvor in Kapitel 7.4.1 beschriebenen Anforde-
rungen zu erfüllen sind.
Während das bisher vorgestellte Verfahren speziell für Mix-Kaskaden ent-
wickelt wurde, ist das nachfolgend beschriebene weitgehend unabhängig
von der zugrundeliegenden Anonymisierungstechnik, d. h. der Anonymisie-
rungsdienst C kann neben Mixen z. B. auch auf dem DC-Netz [Chau_88]
(siehe Anhang A.8) oder den umverschlüsselnden (engl.: re-encryption) Mi-
xen [Jak_99] basieren. Es wird jedoch davon ausgegangen, daß der Anony-
misierungsdienst darauf beruht, das n (typischerweise zwischengeschaltete)
Instanzen gemäß Anonymisierungsprotokoll zusammenarbeiten. Für die ein-
fachere Darstellung werden diese Instanzen nachfolgend kurz als „Anonymi-
sierer“ (A) bezeichnet. Wichtige Annahme dabei ist, daß die Anonymität ei-
nes Nutzers gewährleistet ist, solange nicht k von den n Anonymisierern
zusammenarbeiten.30 Abbildung 7.5 stellt dies dar, wobei zwei weitere für
die Strafverfolgungsfunktionalität wichtige Instanzen hinzugefügt sind: ei-
ne Strafverfolgungsbehörde L, die an der Überwachung von Kommunikati-
onsbeziehungen interessiert ist, und ein Richter J (bzw. Staatsanwalt, nach-
folgend wird verkürzt nur von „Richter“ gesprochen), der durch eine ent-
sprechende Anordnung O die von der Strafverfolgungsbehörde gewünschte
Überwachung legitimiert.
Zusammenfassend ergeben sich folgende Änderungen bzw. Ergänzungen
zu den in Kapitel 7.4.1 aufgestellten Anforderungen:
A3: (Änderungen) Die Anforderung bezüglich des Vertrauensmodells wird
dahingehend geändert, daß für eine erfolgreiche Deanonymisierung k
der n Anonymisierer zusammenarbeiten müssen.
A5: (Ergänzung) Solange nicht alle an der Deanonymisierung beteiligten
Parteien zusammenarbeiten, soll es nicht möglich sein, bezüglich der
aufgedeckten Kennung zu betrügen, d. h. jemanden fälschlich zu be-
schuldigen.31
30 Im Falle eines Mix-Kaskaden-basierten Dienstes gilt k = n.
31 Das Verhindern eines fälschlichen Entlastens ist nicht Bestandteil der Betrachtungen, da un-
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Abbildung 7.5: Das der Strafverfolgungsfunktionalität zugrundeliegende
Modell bestehend aus Nutzern, Anonymisierungsdienst,
Strafverfolgungsbehörde und Richter
A6: (Ergänzung) Die im Zuge einer Deanonymisierung aufgedeckte Ken-
nung darf ausschließlich den Strafverfolgungsbehörden bekannt werden.
Insbesondere sollen die Anonymisierer sie nicht erfahren.
7.5.1 Grundsätzliche Lösungsidee und verwendete
kryptographische Primitive
Die grundsätzliche Lösungsidee ist vergleichbar den in [ClDí_03] beziehungs-
weise [ABHN_06] vorgestellten Verfahren: jede anonym zu übermittelnde
Nachricht wird bezüglich eines Pseudonyms signiert. Dem Anonymisierungs-
dienst nachgeschaltet ist eine prüfende Instanz V , die diese Signaturen ve-
rifiziert, so daß nur Nachrichten mit gültiger Signatur an den Empfänger
ausgeliefert werden. Sobald V feststellt, daß eine Nachricht ein Kennzeichen
klar ist, ob und gegebenenfalls wie eine technische Lösung verhindern kann, daß jemand
beispielsweise Nachrichten für einen anderen verschickt.
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(beispielsweise die IP-Adresse des Empfängers) gemäß Überwachungsanord-
nung enthält, veranlaßt er die Aufdeckung der „Identität“ (d. h. der Ken-
nung) des Signierers.
Eine interessante Eigenschaft dieser Konstruktion ist, daß sie sowohl auf-
deckbare als auch nicht aufdeckbare Anonymität zur selben Zeit für den-
selben Anonymisierungsdienst ermöglicht. Dazu muß der überprüfenden
Instanz V lediglich mitgeteilt werden, bezüglich welcher Nachrichten keine
gültigen Signaturen notwendig sind. Dabei könnte es sich um Nachrichten
handeln, die beispielsweise für bestimmte Empfänger (z. B. Beratungsdien-
ste) gedacht sind.
Kryptographische Primitive
Zur Umsetzung der oben beschriebenen Lösungsidee werden im wesentli-
chen drei kryptographische Primitive verwendet: (verteilte) Gruppensigna-
turen, blinde Signaturen und verteiltes asymmetrisches Umverschlüsseln auf
ein neues Schlüsselpaar (engl.: threshold asymmetric proxy re-encryption).
Bezüglich des Gruppensignaturschemas sind insbesondere die Eigenschaf-
ten Anonymität (engl.: full anonymity) und Rückverfolgbarkeit (engl.: full tra-
ceability) wichtig, wobei diese Eigenschaften folgendes bedeuten [CaGJ_99,
CaGr_04, CaLy_04]:
• Anonymität erlaubt es den Gruppenmitgliedern, Nachrichten anonym
zu signieren. Jeder, der den öffentlichen Signaturtestschlüssel der Grup-
pe kennt, kann überprüfen, ob die Nachricht von einem Mitglied der
Gruppe signiert wurde, jedoch ist es nicht möglich zu sagen, welches
Gruppenmitglied die Signatur geleistet hat.
• Um einer Gruppe beizutreten, generiert ein Nutzer ein Pseudonym Y
und führt die Operation Join(Y) mit Hilfe des Gruppenmanagers GM
aus. Als Ergebnis erhält der Nutzer einen geheimen Signierschlüssel,
mit dem er Signaturen leisten kann, die mit Hilfe des öffentlichen Grup-
pensignaturtestschlüssels überprüft werden können.
• Rückverfolgbarkeit bedeutet, daß ohne Kenntnis des geheimen Schlüs-
sels eines Gruppenmitgliedes niemand Gruppensignaturen erzeugen
kann, die diesem Nutzer zugerechnet werden können. Dies gilt auch
dann, wenn der geheime Schlüssel des Gruppenmanagers kompromit-
tiert werden sollte, so daß insbesondere der Gruppenmanager selbst
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nicht in der Lage ist, Unterschriften im Namen des betreffenden Nut-
zers (genauer bezüglich des Pseudonyms Y) zu erzeugen.
• Der Gruppenmanager ist in der Lage aufzudecken, welches Gruppen-
mitglied eine gegebene Gruppensignatur geleistet hat, d. h. er kann be-
weisen, bezüglich welchem Pseudonym Y eine Signatur geleistet wur-
de.32
• Verteilt bedeutet, daß die Funktionalität des Gruppenmanagers nicht
von einer zentralen Instanz ausgeübt wird, sondern auf n Parteien auf-
geteilt wird, wobei k dieser n Parteien notwendig sind, um die Anony-
mität eines Gruppenmitgliedes aufzuheben.
Neben der Eigenschaften eines blinden Signaturschemas, daß der Signieren-
de nicht erfährt, welche Nachricht (d. h. welches Bitmuster) er signiert, sind
die Eigenschaften Unfälschbarkeit (engl.: unforgeability) [CaKW_04] und Über-
prüfung des Nachrichteninhalts notwendig:
• Mit SigE (m)wird eine Signatur bezeichnet, die bezüglich der Nachricht
m von der Entität E geleistet wurde.
• Blindheit erlaubt es einem Nutzer U, eine Signatur durch Interaktion
mit E zu erhalten, wobei E die Nachrichtm nicht erfährt. E ist insbeson-
dere nicht in der Lage, eine Verkettung zwischen der Signatur SigE (m)
und der Protokollsitzung, bei der die Signatur erzeugt wurde oder dem
Nutzer, mit dem E interagiert hat, herzustellen.
• Unfälschbarkeit bedeutet, daß nach r Abläufen des Protokolls zwischen
U und E der Nutzer U höchstens r gültige Nachricht-Signatur-Paare
besitzt.
• [m] bezeichnet eine geblendete Version der Nachricht m.
• SigblindE ([m]) bezeichnet eine blinde Signatur bezüglich der Nachricht
m, die nach Entblenden zu einer gültigen Signatur SigE (m) führt.
32 Dabei erfährt der Gruppenmanager nicht notwendigerweise die Identität des zum Pseud-
onym Y gehörenden Nutzers, da insbesondere die Funktionalität zur Aufhebung dieser
Pseudonymität von der Funktionalität zum Management der Gruppenmitgliedschaft sepa-
riert werden kann.
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• Überprüfung des Nachrichteninhalts bedeutet, daß der Signierer E Nach-
richten nur blind signiert, wenn er vorher den Inhalt eines Teils pm
der Nachricht m überprüft hat. Dies kann beispielsweise mittels „teile-
und-wähle“-Protokollen (engl.: cut-and-choose protocols) oder blinden
Signaturverfahren, die Zero-Knowledge-Beweise einschließen, erreicht
werden [BaCL_04].
Im Falle eines einfachen „teile-und-wähle“-Protokolls sendet U viele
geblendete Versionen der Nachricht m, die er unterschrieben haben
möchte, an E, wobei alle diese Nachrichten den zu überprüfenden Teil
pm enthalten. Ewählt nun alle bis auf eine der geblendeten Nachrichten
aus und läßt diese durch U entblenden. E überzeugt sich, daß jeweils
pm enthalten ist. Ist dies der Fall, so signiert E die verbliebene geblen-
dete Nachricht. U kann nur betrügen, wenn E zufällig genau die Nach-
richt nicht überprüft und anschließend signiert, die einen ungültigen
Teil pm enthält. Allerdings kann E diese Wahrscheinlichkeit beliebig
verkleinern, in dem er die durch U vorzulegende Anzahl an geblende-
ten Versionen der Nachricht m entsprechend erhöht.
Bezüglich des verteilten asymmetrischen Umverschlüsselns auf ein anderes
Schlüsselpaar [Jak_99b] sind insbesondere folgende Eigenschaften von Be-
deutung:
• Ein (k,n)-verteiltes Verfahren zum Umverschlüsseln auf ein anderes
Schlüsselpaar erlaubt es k von n Mitgliedern einer Gruppe, eine mit
dem öffentlichen Schlüssel der Gruppe verschlüsselte Nachrichtm der-
artig bezüglich eines anderen öffentlichen Schlüssels umzuverschlüs-
seln, daß der Inhalt der Nachricht m auch k− 1 kooperierenden Grup-
penmitgliedern im Zuge der Umverschlüsselung nicht bekannt wird.
• Ency(m) bezeichnet eine Verschlüsselung der Nachricht m bezüglich
des öffentlichen Schlüssels y.
• Ency1(m) →
P
Ency2(m) bezeichnet ein Umverschlüsseln vom öffentli-
chen Schlüssel y1 auf den öffentlichen Schlüssel y2. Im Ergebnis ent-
steht außerdem ein Beweis P, der zeigt, daß beides Verschlüsselungen
derselben Nachricht m sind. Dieser Beweis ist durch beliebige dritte
Parteien überprüfbar.
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7.5.2 Detaillierte Beschreibung des Aufdeckverfahrens
Nachfolgend wird das vorgeschlagene Aufdeckverfahren im Detail beschrie-
ben. Dazu wird die in Kapitel 7.5.1 vorgestellte allgemeine Idee konkretisiert
und das in Abbildung 7.5 dargestellte Modell der an der Aufdeckung betei-
ligten Parteien um weitere Instanzen ergänzt.
Bei den in der grundlegenden Beschreibung in Kapitel 7.5.1 erwähnten
Signaturen handelt es sich um Signaturen eines Gruppensignaturschemas.
Sobald die prüfende Instanz V eine Nachricht entdeckt, auf die das Über-
wachungskennzeichen zutrifft, wird der Gruppenmanager dazu veranlaßt,
die Anonymität der Signatur aufzuheben. Dies führt zu einem Pseudonym
Y und einem Attributzertifikat, das durch eine Instanz I ausgestellt wurde.33
Dieses Zertifikat verknüpft dabei das Pseudonym Y mit der Verschlüsselung
EncyC(ID) einer Kennung ID eines Nutzers. Die Verschlüsselung erfolgte
dabei bezüglich eines öffentlichen Schlüssels yC des Anonymisierungsdien-
stes. Die einzelnen Anonymisierer umverschlüsseln nun gemeinsam die ver-
schlüsselte Kennung des Nutzers auf den öffentlichen Schlüssel yL der Straf-
verfolgungsbehörde L: EncyC(ID) →
P
EncyL(ID). L ist somit schlußendlich
in der Lage, eine Entschlüsselung durchzuführen, die zur Kenntnis von ID
führt. In Abbildung 7.6 ist dies schematisch dargestellt.
Einrichten des Aufdeckverfahrens
Bevor das Aufdeckverfahren benutzt werden kann, um einzelne Nachrich-
ten zu überwachen, sind einige (einmalige) Initialisierungsschritte notwen-
dig. Die Anonymisierer A1, . . . ,An erzeugen gemeinsam einen öffentlichen
Schlüssel yC eines (k,n)-verteilten asymmetrischen Umverschlüsselungsver-
fahrens und den öffentlichen Gruppensignaturtestschlüssel yGM eines (k,n)-
verteilten Gruppensignaturschemas, d. h. sie bilden gemeinsam den Grup-
penmanager GM.34 Die Instanz I veröffentlicht den öffentlichen Signaturtest-
schlüssel yI ihres blinden Signaturschemas.
33 Bei der Instanz I handelt es sich insofern um eine „vertrauenswürdige dritte Partei“, als
daß I im Betrugsfall die Integrität des Aufdeckverfahrens beeinträchtigen kann, was zu einer
Nichtaufdeckbarkeit führt. Allerdings kann in diesem Fall der Betrug der Instanz I nachge-
wiesen werden.
34 Zur einfacheren Darstellung wird nachfolgend der Gruppenmanager als separate Entität dar-
gestellt.
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Abbildung 7.6: Schematische Darstellung des Aufdeckverfahrens und der in-
volvierten Parteien
Anmeldung eines Nutzers
Bevor ein Nutzer den Anonymisierungsdienst nutzen kann, muß er sich bei
diesem anmelden. Neben den bereits in Kapitel 2.3 beschriebenen Schritten
zur Anmeldung am Anonymisierungsdienst sind im Zuge des Aufdeckver-
fahrens folgende zusätzliche Schritte notwendig (siehe Abbildung 7.7):
À U erzeugt ein Pseudonym Y gemäß der Join() Operation des Gruppen-
signaturschemas.
Á Der Nutzer U kontaktiert die Instanz I, um eine blinde Signatur be-
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Abbildung 7.7: Zusätzliche Anmeldeschritte im Zuge des Aufdeckverfahrens
züglich der Verkettung seines Pseudonyms mit seiner Kennung35 zu
erhalten:
c :=
(
Y, EncyC
(
ID, SigID (Y, ID)
))
U −→ I : [c], SigID ([c])
Â I leistet die blinde Signatur, aber nur, wenn I sich sicher sein kann,
daß die geblendete Nachricht die tatsächlich zu U gehörende Kennung
enthält (mit Hilfe der oben beschriebenen Verfahren zur Überprüfung
des Nachrichteninhalts).
Im Falle eines dazu durchgeführten „teile-und-wähle“-Protokolls be-
deutet dies, daß U mehrere Male die in den geblendeten Nachrichten
enthaltenen Werte Y, ID und SigID (Y, ID) aufdeckt, so daß I die Ver-
schlüsselung EncyC
(
ID, SigID (Y, ID)
)
durchführen kann, um zu über-
35 Bei der Kennung handelt es sich in der Regel um ein Tupel aus IP-Adresse und Zeitstem-
pel, also denjenigen Angaben, die Strafverfolgungsbehörden typischerweise zur Verfügung
stehen. Natürlich ist damit nicht notwendigerweise eine Rückverfolgbarkeit bis zur (bürger-
lichen) Identität des Nutzers möglich. Auf der anderen Seite dient das Aufdeckverfahren des
Anonymisierungsdienstes lediglich dazu, die durch den Anonymisierungsdienst durchge-
führte „Verschleierung“ der Identität aufzuheben, nicht jedoch dazu, darüber hinausgehende
zusätzliche Zurechenbarkeit einzuführen.
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prüfen, ob die geblendeten Nachrichten korrekt erzeugt wurden. Dabei
muß U für jede geblendete Nachricht ein neues Pseudonym Yi erzeu-
gen sowie die entsprechende Verschlüsselung EncyC
(
ID, SigID (Yi, ID)
)
generieren. Andernfalls würde I das Pseudonym Y und die zugehörige
Verschlüsselung von SigID (Y, ID) erfahren und könnte dies benutzen,
um in Zusammenarbeit mit anderen (böswilligen Entitäten) des An-
onymisierungsdienstes die Kennung ID eines Senders einer Nachricht
m aufzudecken.
I −→ U : SigblindI ([c])
Ã U entblendet die von I erhaltene blinde Signatur und erhält somit:
cert := SigI
(
Y, EncyC
(
ID, SigID (Y, ID)
))
Ä U wird Mitglied der Gruppe des Gruppensignaturschemas, indem er
mit dem Gruppenmanager GM die Join() Operation durchführt. Der
Gruppenmanager speichert dabei die zum Pseudonym Y gehörende
verschlüsselte Identität c. Wichtig ist, daß die dafür notwendige Kom-
munikation uneingeschränkt anonym (beispielsweise unter Benutzung
des Anonymisierungsdienstes C) erfolgt. Andernfalls könnte der Grup-
penmanager mit Hilfe der bei der Kommunikation anfallenden Verbin-
dungsdaten auf die Identität des Nutzers U schließen.
U −→ GM : Join(Y), c, cert
Å Im Falle einer erfolgreichen Join() Operation erhält der Nutzer vom
Gruppenmanager seinen geheimen Gruppensignaturschlüssel sY .
GM −→ U : sY
Æ Nach den bisher beschriebenen vorbereitenden Schritten kann sich der
Nutzer U „normal“ zum Anonymisierungsdienst verbinden.
Anonymes Senden von Nachrichten
Ein Nutzer U kann nun anonyme Nachrichten übertragen gemäß des ur-
sprünglichen Anonymisierungsprotokolls. Dabei muß er jedoch zusätzlich
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die zu übertragenden Nachrichten mit seinem geheimen Gruppensignatur-
schlüssel signieren. Die Instanz V überprüft dabei für jede Nachricht mit
Hilfe des öffentlichen Gruppensignaturtestschlüssels yGM, ob eine Nachricht
eine gültige Signatur besitzt. Nur wenn dies der Fall ist, wird die betreffende
Nachricht an den Empfänger übermittelt.
Aufdeckung
Voraussetzung für das Initiieren der Aufdeckung des Senders einer bestimm-
ten Nachricht ist, daß die prüfende Instanz V eine entsprechende richter-
liche Anordnung O erhalten hat. Neben dem zu überwachenden Kennzei-
chen muß diese Anordnung einen öffentlichen Schlüssel eines asymmetri-
schen Verschlüsselungssystems enthalten. Dabei handelt es sich um den öf-
fentlichen Schlüssel yL der Strafverfolgungsbehörde, die die Kennung des
Verdächtigen erfahren soll.
Mit Hilfe des Überwachungskennzeichens läßt sich eine Relation R kon-
struieren, die für jede Nachricht m bestimmt, ob die Nachricht zu überwa-
chen ist oder nicht:
R : {m}→ {„aufdecken“, „nicht aufdecken“}.
Sobald V feststellt, daß das Überwachungskennzeichen auf eine Nachricht
m zutrifft, stößt V die nachfolgend beschriebene Prozedur zum Aufdecken
der Kennung des Senders an (siehe Abbildung 7.8):36
À V übermittelt m, Sig (m) und die richterliche Anordnung O an den
Gruppenmanager GM.
V −→ GM : m, Sig (m),O
Á GM überprüft, daß R(m) = „aufdecken“ gilt und verifiziert die Signa-
tur Sig (m). Er führt die Aufdeckung gemäß Gruppensignaturschema
durch und erfährt, welches Pseudonym Y die Signatur geleistet hat.
Ferner ermittelt er die zu Y gespeicherte, verschlüsselte Identität c und
die zugehörige Signatur cert.
36 Nachfolgend wird angenommen, daß jeder Beteiligte, der nicht bösartig ist, mit dem Auf-
deckverfahren nur fortfährt, wenn die Überprüfungen, die er auszuführen hat, erfolgreich
waren.
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prüfende
Instanz
V
Gruppenmanager
GM
Strafverfolgungs-
behörde L
Anonymi-
sierer
1
Anonymi-
sierer
2
Anonymi-
sierer
3
3
1
5 5 5
8 9 102
4
7
6
6
6
Abbildung 7.8: Das Vorgehen im Falle einer Aufdeckung
Â GM übermittelt c und cert = SigI
(
Y, EncyC
(
ID, SigID (Y, ID)
))
an V
zusammen mit einem Beweis Pr, daß die Signatur Sig (m) tatsächlich
durch das Pseudonym Y geleistet wurde.
GM −→ V : c, cert,Pr
Ã V überprüft cert und Pr und übermittelt m, Sig (m), O, c, cert und Pr
an k der Anonymisierer A1, . . . ,An.
V −→ A1, . . . ,Ak : m, Sig (m),O, c, cert,Pr
Ä Jeder Anonymisierer Ai der k Anonymisierer überprüft das R(m) =
„aufdecken“ gilt, sowie Sig (m), cert und Pr.
Å Die k Anonymisierer führen gemeinsam eine Umverschlüsselung von
c = EncyC
(
ID, SigID (Y, ID)
)
durch:
EncyC
(
ID, SigID (Y, ID)
)
→
P
EncyL
(
ID, SigID (Y, ID)
)
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Daraufhin wird EncyL
(
ID, SigID (Y, ID)
)
und der Beweis P, der zeigt,
daß es sich um eine gültige Umverschlüsselung handelt, an V gesendet.
Ak −→ V : EncyL
(
ID, SigID (Y, ID)
)
,P
Æ V überprüft den Beweis P und übermittelt dann m, Sig (m), c, cert, Pr,
EncyL
(
ID, SigID (Y, ID)
)
und P an die Strafverfolgungsbehörde L.
V −→ L : m, Sig (m), c, cert,Pr, EncyL
(
ID, SigID (Y, ID)
)
,P
Ç L überprüft das R(m) = „aufdecken“ gilt sowie Sig (m), cert, Pr und P.
È L entschlüsselt EncyL
(
ID, SigID (Y, ID)
)
und erhält so die Kennung ID
und die Signatur SigID (Y, ID).
É L überprüft SigID (Y, ID).
7.5.3 Leistungsbetrachtungen
Für den praktischen Einsatz des vorgestellten Verfahrens ist es notwendig,
daß die durchzuführenden Operationen (typischerweise kryptographische
Berechnungen) mit vertretbarem Aufwand durchzuführen sind. Insbesonde-
re im „Normalfall“, d. h. solange keine Aufdeckung stattfindet, soll der durch
das Aufdeckverfahren verursachte zusätzliche Aufwand so gering wie mög-
lich sein.
Dieser zusätzliche Aufwand resultiert zum einen aus der notwendigen
Überprüfung der Gruppensignaturen, die die Instanz V für jede Nachricht
durchzuführen hat. Wird beispielsweise das in [CaGr_04] beschriebene Grup-
pensignaturverfahren verwendet, so ist der Aufwand zum Überprüfen einer
einzelnen Gruppensignatur etwa dreimal so hoch wie das Überprüfen einer
einfachen RSA-Signatur (bei vergleichbaren Sicherheitsparametern).
Sollte das zugrundeliegende Anonymisierungssystem die Eigenschaft be-
sitzen, daß Verkettbarkeit zwischen manchen Nachrichten existiert, wie dies
beispielsweise beim AN.ON-System bezüglich derjenigen Nachrichten, die
zu ein und demselben symmetrisch verschlüsselten Kanal gehören, der Fall
ist, so braucht V nur eine Signatur bezüglich des Kanals und nicht jeder ein-
zelnen Nachricht zu überprüfen. Wenn das zugrundeliegende Anonymisie-
rungssystem so arbeitet, daß gleichzeitig eine Reihe von Nachrichten ausge-
geben werden, so sollte ein Gruppensignaturschema verwendet werden, bei
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dem das gleichzeitige Überprüfen von x Nachrichten geringeren Aufwand
erzeugt, verglichen mit dem x-fachen Ausführen der Überprüfung für eine
einzelne Nachricht. Ein derartiges Verfahren ist beispielsweise in [BeGR_98]
beschrieben. Ein Anwendungsfall sind Mix-basierte Anonymisierungsdien-
ste, bei denen die Mixe im Schub-Betrieb arbeiten.
7.5.4 Sicherheitsbetrachtungen
Wie bei der Anforderungsanalyse beschrieben und in Anlehnung an die in
Abschnitt 7.5.1 eingeführten Begriffe, soll das Aufdeckverfahren zwei gene-
rellen Anforderungen genügen: Rückverfolgbarkeit und Anonymität.
1. Rückverfolgbarkeit bedeutet, daß es ohne den geheimen Schlüssel eines
Nutzers U unmöglich ist, eine gültige Aufdeckung zu erzeugen, die
fälschlicherweise U als Urheber einer bestimmten Nachricht identifi-
ziert. Anders ausgedrückt bedeutet dies, daß es für eine beliebige Nach-
richtm, die von einem Nutzer ID gesendet wurde, unmöglich sein soll,
die Strafverfolgungsbehörde L davon zu überzeugen, daß ein anderer
Nutzer ID’ der Sender der Nachricht war.
2. Anonymität bedeutet, daß ohne die Zusammenarbeit von k Anonymi-
sierern die folgenden Bedingungen gelten:
B1: Neben L und dem Sender erfährt niemand die Kennung ID des
Senders einer gegebenen, zu überwachenden Nachricht m.
B2: Für den Fall, daß keine Überwachungsmaßnahme durchgeführt
wird, soll der Anonymisierungsdienst mit Aufdeckverfahren die
gleiche Anonymität bieten, wie der zugrundeliegende Anonymi-
sierungsdienst ohne das Vorhandensein des Aufdeckverfahrens lie-
fern würde.
Rückverfolgbarkeit
Diese Eigenschaft ergibt sich im wesentlichen auf Grund der Eigenschaften
der gewählten Signaturverfahren.
In Schritt Ç des Aufdeckverfahrens überprüft die Strafverfolgungsbehörde
zunächst, ob die erhaltene „verdächtige“ Nachricht m auch tatsächlich das
gemäß Überwachungsanordnung vorgegebene Kennzeichen enthält. Durch
Überprüfen der Signatur Sig (m) und des vom Gruppenmanager gelieferten
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Beweises P kann sich die Strafverfolgungsbehörde – auf Grund der „Rück-
verfolgbarkeits“-Eigenschaft des Gruppensignaturschemas – sicher sein, daß
die Nachricht m bezüglich des Pseudonyms Y signiert wurde und folglich
von jemandem stammen muß, der den zu Y gehörenden geheimen Gruppen-
signaturschlüssel kennt.
In Schritt É wird die Signatur SigID (Y, ID) durch die Strafverfolgungsbe-
hörde überprüft. Diese Signatur ist eine Beglaubigung, daß zum Pseudonym
Y der Nutzer mit der Kennung ID gehört, ausgestellt durch eben diesen Nut-
zer.
Natürlich kann ein Nutzer hier insofern betrügen, als daß er eine Signatur
SigID (Y
′, ID) erzeugt und dem Inhaber des Pseudonyms Y ′ zur Verfügung
stellt. Allerdings würde er sich in diesem Falle nur selbst belasten bezüglich
des Versendens von Nachrichten, die gar nicht von ihm stammen. So etwas ist
unabhängig von der Art des Aufdeckverfahrens immer möglich, d. h. jemand
kann stets Nachrichten für einen anderen Teilnehmer verschicken (quasi als
„Strohmann“).
Ebenso könnte ein Nutzer behaupten, daß ein Dritter Kenntnis über den
geheimen Gruppensignaturschlüssel des Nutzers erlangt und diesen benutzt
hat. Ob es sich dabei um eine Schutzbehauptung handelt oder nicht, muß
im Einzelfall ein Gericht entscheiden – ähnlich wie dies beispielsweise auch
in Fällen der Mitnutzung von „offenen“ W-LANs oder des Mißbrauchs kom-
promittierter Rechner geschieht.
Die interessantere Frage ist, ob es passieren kann, daß die Strafverfol-
gungsbehörde im Zuge der Aufdeckung zwar das Pseudonym Y erfährt, je-
doch gleichzeitig nur eine nicht zu diesem Pseudonym passende Signatur
SigID (Y
′, ID), d. h. letztlich nicht verwertbare Informationen.
Damit dieser Fall eintreten kann, müßte es einem Nutzer U gelingen, bei
der Anmeldung gegenüber dem Gruppenmanager unter dem Pseudonym Y
aufzutreten und gleichzeitig eine Verschlüsselung EncyC
(
ID, SigID (Y
′, ID)
)
als Verschlüsselung seiner vermeintlich zu Y gehörenden Kennung ID zu
präsentieren. Allerdings ist die Bindung von Y an die zugehörige Verschlüs-
selung der Kennung durch die Instanz I signiert, so daß der Nutzer U in der
Lage sein müßte, diese Unterschrift zu fälschen, was er auf Grund der Un-
fälschbarkeitseigenschaft des blinden Signaturverfahrens gerade nicht kön-
nen soll. Alternativ könnte auch die Instanz I betrügen und einfach fehler-
hafte Zuordnungen signieren. Da dies aber die einzige Möglichkeit ist, bei
der der oben geschilderte Fall der Unstimmigkeit bei den Strafverfolgungs-
behörden auftreten kann, wäre dieses Fehlverhalten der Instanz I leicht nach-
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weisbar und muß entsprechend bestraft werden, um diese Art des Betruges
auszuschließen. Zu beachten ist dabei, daß die Instanz I auch durch böswilli-
ges Verhalten nicht erreichen kann, daß ein Nutzer fälschlicherweise mit dem
Pseudonym Y in Verbindung gebracht wird, da diese Zuordnung ausschließ-
lich durch den Nutzer selbst signiert wird.
Eine weitere Möglichkeit, daß die Strafverfolgungsbehörden nur wertlose
Daten erhalten, ist, daß die Anonymisierer die Umverschlüsselung nicht kor-
rekt durchführen. Allerdings ist dies denjenigen Anonymisierern, die sich
nicht an das Protokoll gehalten haben, auf Grund der im Zuge der Umver-
schlüsselung entstehenden Beweise P, nachweisbar.
Abschließend stellt sich die Frage, ob ein Nutzer bezüglich der Angabe sei-
ner eigenen Kennung ID betrügen kann, d. h. eine Signatur SigID′
(
Y, ID ′
)
für
die Anmeldung verwenden kann. Dies hängt unter anderem von der Zure-
chenbarkeit der Kennung ID zu einem Nutzer U ab. Ideal wäre die Existenz
einer Infrastruktur für digitale Signaturen, mit deren Hilfe die geforderte Zu-
rechenbarkeit abgesichert werden kann, d. h. das Pseudonym Y würde ein-
fach vom Nutzer U (pseudonym) signiert werden. Allerdings existiert eine
derartige Infrastruktur momentan noch nicht. In Schritt Â der Anmeldung
kommt der Instanz I die Aufgabe zu, die durch den Nutzer übermittelte
Kennung zu überprüfen. Handelt es sich bei dieser Kennung um das im
Internet für diesen Zweck typischerweise verwendete Paar aus IP-Adresse
und Zeitstempel, so kann I zumindest überprüfen, ob der Zeitstempel ak-
tuell ist und die Kommunikation mit I tatsächlich von der angegebenen IP-
Adresse stammt. Natürlich muß dies nicht notwendigerweise die dem Nutzer
zu diesem Zeitpunkt durch einen Internet Service Provider zugewiesene IP-
Adresse sein, da der Nutzer für die Kommunikation mit I einen einfachen
Proxy bzw. anderen Anonymisierungsdienst verwenden könnte.
Ein wichtiger Unterschied der beiden skizzierten Verfahren ist, daß im er-
sten Fall der Instanz I bezüglich der Überprüfung der Kennung nicht un-
eingeschränkt vertraut werden muß, da die Korrektheit der Kennung durch
beliebige dritte Parteien und somit insbesondere auch im Falle einer Auf-
deckung durch die Strafverfolgungsbehörden überprüfbar ist. Insofern wä-
re der Instanz I ein Fehlverhalten nachweisbar. Im Falle der Angabe von
IP-Adresse und Zeitstempel ist die Überprüfbarkeit durch dritte Parteien
schwieriger. Ein möglicher Lösungsansatz ist, der beschriebenen Anmelde-
prozedur einen weiteren Schritt voranzustellen, in dem der Nutzer die An-
onymisierer kontaktiert, um sich von diesen seine Kennung in Form des Paa-
res aus IP-Adresse und Zeitstempel signieren zu lassen. Natürlich können
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nun die Anonymisierer gemeinschaftlich in Zusammenarbeit mit dem Nut-
zer betrügen, indem sie eine falsche Zuordnung signieren. Hier ist zum einen
anzumerken, daß die Anonymisierer in jedem Falle den Erfolg des Aufdeck-
verfahrens verhindern können, indem sie beispielsweise Nachrichten unter
Umgehung der prüfenden Instanz V an den Empfänger senden. Darüber hin-
aus ist zu hoffen, daß eine falsche Beglaubigung der Kennung ID im Rahmen
der mit dem Aufdeckvorgang verbundenen Ermittlungen offensichtlich wird,
so daß in diesem Fall den Anonymisierern ihr Fehlverhalten nachgewiesen
werden kann.
Insgesamt bleibt jedoch festzustellen, daß die Bindung des Pseudonyms Y
an eine einem Nutzer U eindeutig zurechenbare Kennung ID der schwächste
Punkt des Aufdeckverfahrens ist. Dies ist wenig überraschend, da die heu-
te im Internet angewendeten Technologien und Verfahren keine belastbare
Zurechenbarkeit ermöglichen.
Anonymität
Zunächst gilt gemäß der getroffenen Annahmen über den Anonymisierungs-
dienst, daß Anonymität nur gegeben ist, solange nicht k der n Anonymisierer
zusammenarbeiten.
(1) Die Bedingungen B1 und B2 sind erfüllt, solange der Gruppenma-
nager nicht mit dem Angreifer zusammenarbeitet und die Sicherheit der
„Anonymitäts“-Eigenschaft des Gruppensignaturschemas gegeben ist. Dies
ergibt sich aus den Tatsachen, daß:
• der Gruppenmanager GM die einzige Partei ist, die aufdecken kann,
welches Pseudonym eine gegebene Nachricht unterschrieben hat. Dies
wiederum ergibt sich aus der „Anonymitäts“-Eigenschaft des Gruppen-
signaturschemas. Die Kenntnis des Pseudonyms wiederum ist notwen-
dig, um eine Zuordnung zur Kennung des Nutzers vorzunehmen. In-
sofern ist bei einem vertrauenswürdigen Gruppenmanager die Bedin-
gung B1 erfüllt.
• die einzige Änderung für die Benutzung des Anonymisierungsdienstes
in dem Hinzufügen der Gruppensignatur liegt. Insofern gilt auch in
diesem Fall auf Grund der erwähnten „Anonymitäts“-Eigenschaft des
Gruppensignaturschemas, daß die Bedingung B2 erfüllt ist, solange der
Gruppenmanager nicht mit dem Angreifer zusammenarbeitet.
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(2) Es bleibt also zu klären, ob die Bedingungen B1 und B2 erfüllt sind für
den Fall, daß der Gruppenmanager mit dem Angreifer zusammenarbeitet.
Um die Bedingung B1 zu verletzen, muß der Angreifer die Kennung ID
des Senders erfahren. Der Gruppenmanager alleine kennt jedoch ID nicht,
da zum einen die Kommunikation mit dem Gruppenmanager während der
Anmeldung (siehe Schritt Ä) anonym erfolgte und zum anderen die an den
Gruppenmanager übermittelten Nachrichten nur eine verschlüsselte Form
der Kennung ID enthalten. Auch eine Zusammenarbeit mit der Instanz I ist
nicht hilfreich, da eine Verknüpfung des Pseudonyms Y mit der Kennung ID
unter Ausnutzung der durch I geleisteten Signatur unter cert nicht möglich
ist auf Grund der Blindheitseigenschaft des verwendeten Signaturverfahrens.
Einzige verbleibende Möglichkeit ist die Zusammenarbeit mit k der nAnony-
misierer, um die Verschlüsselung der Kennung ID zu entschlüsseln. Dies ist
zwar möglich, allerdings gilt sowieso, daß k der n Anonymisierer ausreichen,
um die Anonymität eines Nutzers aufzuheben (siehe oben).
(3) Durch Zusammenarbeit mit dem Gruppenmanager ist es einem Angrei-
fer möglich zu erfahren, welche Nachrichten einem gegebenen Pseudonym
Y zuzuordnen sind, d. h. welche Nachrichten vom selben Sender stammen.
Diese Information könnte dem Angreifer helfen, erfolgreich Schnittmengen-
angriffe auf das Anonymisierungssystem durchzuführen. Insofern läge eine
Verletzung der Bedingung B2 vor. Daher ist es unbedingt notwendig, daß
es sich bei dem Gruppensignaturschema um ein (k,n)-verteiltes Gruppen-
signaturschema handelt und der Gruppenmanager entsprechend auf die n
Anonymisierer aufgeteilt ist.
Zusammenfassend läßt sich also feststellen, daß die durch ein Anonymi-
sierungssystem mit Aufdeckverfahren gewährte Anonymität vergleichbar ist
der ohne Aufdeckverfahren erreichbaren Anonymität – mit der einzigen Ein-
schränkung, daß ein Aufdeckvorgang die Größe der Anonymitätsmenge um
eins verringert.
7.5.5 Kombination von Entitäten
Wie bereits im vorherigen Abschnitt beschrieben, ist der Gruppenmanager
keine eigenständige Instanz, sondern teilt sich vielmehr auf die n Anonymi-
sierer gemäß eines (k,n)-verteilten Gruppensignaturschemas auf. Die prü-
fende Instanz V sollte bei einer Umsetzung des Verfahrens Bestandteil des
letzten Anonymisierers werden. Auf diese Weise entfällt ein möglicher Kon-
flikt zwischen V und dem letzten Anonymisierer, der auftritt, wenn eine zu
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überwachende Nachricht den Empfänger erreicht, ohne daß das Aufdeck-
verfahren initiiert wurde. In diesem Falle wäre zunächst nicht ohne weiteres
klar, wer die Nachricht an den Empfänger übertragen hat.
Die Aufgaben der Instanz I können ebenfalls von den Anonymisierern
selbst wahrgenommen werden. Hier hängt es insbesondere von der Zure-
chenbarkeit und Überprüfbarkeit der Kennung ID eines Nutzers ab, ob ein
einzelner Anonymisierer die Rolle von I übernimmt oder ob die Aufgaben
von I ebenfalls auf k Anonymisierer aufgeteilt werden.
7.5.6 Anmerkungen und Zusammenfassung
Das vorgestellte Verfahren erreicht das Ziel, daß im Falle einer Aufdeckung
niemand außer der Strafverfolgungsbehörde den Sender einer gegebenen
Nachricht erfährt. Insbesondere die Anonymisierer erfahren nicht, welcher
Nutzer als potenziell verdächtig gilt. Das vorgestellte Verfahren erfordert
zwar höheren Aufwand bei der Anmeldung, allerdings ist dieser Aufwand
nur einmal notwendig. Besitzt ein Nutzer einmal einen Gruppensignatur-
schlüssel, kann er sich beliebig oft beim Anonymisierungsdienst anmelden,
ohne erneut mit dem Gruppenmanager interagieren zu müssen.
7.6 Vorratsdatenspeicherung
Die bisherigen Überlegungen zur technischen Umsetzung von Strafverfol-
gungsmaßnahmen bezogen sich auf zukunftsgerichtete Maßnahmen, die der
Aufklärung von Straftaten dienen, die „von jetzt an“ begangen werden. Wie
in Kapitel 7.3.1 beschrieben, könnte sich für einen Anonymisierungsdienst
zumindest gemäß deutschem Recht die Verpflichtung ergeben, auch bei der
Aufdeckung von Straftaten aus der Vergangenheit mitzuwirken, indem der
Anonymisierungsdienst verpflichtet wird, anlaßunabhängig Verkehrsdaten
auf Vorrat zu speichern.
Nachfolgend wird zum einen beschrieben, was eine derartige Vorratsda-
tenspeicherung für die Strafverfolgung tatsächlich bringen kann und wo ge-
gebenenfalls Probleme liegen (veröffentlicht in [BeBK_08]). Darüber hinaus
wird die technische Umsetzung der Vorratsdatenspeicherung diskutiert, so
daß auf der einen Seite gewährleistet ist, daß die gespeicherten Daten vor
unberechtigter Kenntnisnahme bzw. Veränderung geschützt sind und auf der
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anderen Seite die Anforderung nach zeitnaher Beantwortung der Anfragen
von Strafverfolgungsbehörden berücksichtigt wird.
7.6.1 Auswirkungen der Vorratsdatenspeicherung
Zunächst könnte man sich die Frage stellen, warum es überhaupt notwen-
dig ist, die Auswirkungen der Vorratsdatenspeicherung zu diskutieren. Es
scheint auf der Hand zu liegen, daß die Vorratsdatenspeicherung – auch im
Falle der Benutzung eines Anonymisierungsdienstes – dazu führt, daß, wie
in der Literatur des öfteren behauptet, »German legislation requires opera-
tors of anonymisers to link all incoming and outgoing messages and sto-
re this relation ... to revoke the anonymity and trace back users and offen-
ders« [PiKo_08], d. h. daß eine eindeutige Rückverfolgbarkeit und Aufdeck-
barkeit gegeben ist.
Wie jedoch bereits in Kapitel 7.3.1 angedeutet, ist diese eindeutige Zuord-
nung von ausgangsseitigen Aktivitäten zu Nutzern des Anonymisierungs-
dienstes von einer Reihe von Bedingungen abhängig – beispielsweise davon,
was tatsächlich zu speichern ist und wie die Anfragen der Strafverfolgungs-
behörden erfolgen.
Insbesondere die Antwort auf die momentan typische Anfrage von Straf-
verfolgungsbehörden: „Welchem Nutzer war zum Zeitpunkt t die IP-Adresse
IPOUT zugeordnet?“ (Q1) umfasst alle IP-Adressen von Nutzern, die zum
Zeitpunkt t „aktiv“ waren – wobei sich die Bedeutung des Begriffes „ak-
tiv“ nach der Art der tatsächlich gespeicherten Daten richtet. Beispielsweise
kann „aktiv“ meinen, daß ein Nutzer beim Anonymisierungsdienst angemel-
det war bzw. wenigstens einen Mix-Kanal geöffnet hatte. Sei S(t) die Menge
eben jener IP-Adressen. Die Größe der Menge S(t) hängt unter anderem da-
von ab, wie stark die betreffende Mix-Kaskade zum Zeitpunkt t ausgelastet
war, und davon, wie fein die Auflösung des Zeitpunktes t ist. Letzteres ist
zwar momentan noch nicht durch entsprechende Richtlinien spezifiziert, al-
lerdings ergab eine Rücksprache mit der Bundesnetzagentur, daß hier von
einer sekundengenauen Zeitangabe auszugehen ist.
Um eine genauere Vorstellung von der Größe der Menge S(t) zu erhalten
(insbesondere im Verhältnis zur Anzahl der an einer gegebenen Mix-Kaskade
angemeldeten Nutzer), wurden entsprechende Messungen bei AN.ON durch-
geführt. Dabei wurden jeweils Beginn und Ende jedes Mix-Kanals sowie eine
Zuordnung zum Sender aufgezeichnet. Anhand dieser Daten wurde dann
die Größe von S(t) bestimmt, wobei vereinfachend davon ausgegangen wur-
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Abbildung 7.9: Die Kurven stellen die Anzahl angemeldeter Nutzer (rot)
sowie die Anzahl „aktiver“ Nutzer, d. h. mit einem of-
fenen Mix-Kanal (schwarz: minutengenaue Zeitauflösung,
blau: sekundengenaue Zeitauflösung), für die Mix-Kaskade
„Dresden-Dresden“ dar.
de, daß ein Nutzer „aktiv“ war, wenn er zum Zeitpunkt t wenigstens einen
Mix-Kanal geöffnet hatte.
Abbildung 7.9 zeigt exemplarisch das Ergebnis der Messung für die „Dres-
den-Dresden“-Mix-Kaskade für den Zeitraum vom 29. April – 5. Mai 2008.
Dabei zeigt sich erwartungsgemäß, daß die Anzahl „aktiver“ Nutzer (schwar-
ze bzw. blaue Kurve) verglichen mit der Anzahl angemeldeter Nutzer (rote
Kurve) deutlich geringer ausfällt. Zu erkennen ist auch, daß der Einfluß der
zeitlichen Auflösung (sekundengenau vs. minutengenau) eher gering ist, ver-
glichen mit dem Einfluß der insgesamt am Dienst angemeldeten Nutzer. Von
besonderem Interesse ist jedoch die Tatsache, daß innerhalb des dargestell-
ten Messzeitraums die Größe von S(t) niemals unter 400 sank. Dies bedeutet
aus Sicht der Strafverfolgungsbehörden, daß sie auf eine beliebige Anfra-
ge (Q1) für den betreffenden Zeitraum wenigstens 400 potentiell verdächtige
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IP-Adressen (Nutzer) als Antwort erhalten würden. Es ist fraglich, inwiefern
Antworten in dieser Größenordnung eine sinnvolle Hilfe bei der Bestimmung
des tatsächlichen Täters darstellen.
7.6.2 Verbesserung mit Hilfe von „Schnittmengenangriffen“
Wie im vorigen Abschnitt gezeigt, kann sich bei der Beantwortung einer An-
frage einer Strafverfolgungsbehörde, die sich nur auf einen einzigen Zeit-
punkt bezieht, herausstellen, daß die erhaltene Menge an potentiell Verdäch-
tigen zu groß für eine sinnvolle Aufklärung ist. Daher stellt sich die Frage,
wie eine Verbesserung – aus Sicht der Strafverfolgungsbehörden – ausse-
hen könnte. Eine triviale Lösung wäre, neben den Informationen über die
Quelle einer Verbindung auch Informationen über das Ziel zu speichern. Mit
Hilfe dieser zusätzlichen Informationen wäre dann eine wesentlich eindeu-
tigere Rückverfolgbarkeit gegeben, da Unsicherheit nur noch bestehen wür-
de, wenn unterschiedliche Nutzer zum selben Zeitpunkt mit demselben Ziel
kommunizieren, d. h. beispielsweise dieselbe URL abrufen.
Allerdings ist in den Regelungen zur Vorratsdatenspeicherung klar aus-
gedrückt, daß eine Speicherung von Zielinformationen eben nicht zulässig
ist.
Eine andere Möglichkeit, die erhaltene „Treffermenge“ zu reduzieren, be-
steht darin, die den Schnittmengenangriffen [Pfitz_85, Bert_99] (siehe An-
hang A.3) zugrundeliegenden Prinzipien auszunutzen. Dies bedeutet, daß
eine Strafverfolgungsbehörde nicht nur eine Anfrage bezüglich genau eines
Zeitpunktes (bzw. eines relevanten Ereignisses) stellt, sondern Auskunft für
mehrere Ereignisse erfragt, wobei diese Ereignisse so zu wählen sind, daß
sichergestellt ist, daß sie vom selben Tatverdächtigen verursacht wurden. Die
Strafverfolgungsbehörden würden also Anfragen der Art: „Welchem Nutzer
war die IP-Adresse IPOUT zu den Zeitpunkten t1, t2 sowie t3 zugeordnet?“
(Q2) stellen.
Auf Grund des a-priori-Wissens der Strafverfolgungsbehörde ergibt sich
dann, daß der Tatverdächtige Element der Schnittmenge S(t1) ∩ S(t2) ∩ S(t3)
sein muß. Da es sich bei den Nutzern des Anonymisierungsdienstes um eine
offene Nutzergruppe handelt, ist davon auszugehen, daß zu den einzelnen
Zeitpunkten unterschiedliche Nutzer den Dienst benutzt haben und somit
die Mächtigkeit der Schnittmenge in der Regel deutlich geringer ist, als die
jeweiligen Mächtigkeiten der Mengen S(t1), S(t2) bzw. S(t3).
Das Wissen darüber, ob Ereignisse demselben Tatverdächtigen zugeordnet
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werden können oder nicht, läßt sich aus ganz unterschiedlichen Beobachtun-
gen ableiten. Ein einfaches Beispiel auf Anwendungsebene wäre der Zugriff
auf ein (Web-basiertes) E-Mail-Konto. Dabei wäre dann die Annahme, daß
Zugriffe auf dieses E-Mail-Konto eindeutig genau durch einen Nutzer erfol-
gen. Natürlich wäre es möglich, daß sich mehrere Personen das betreffende
E-Mail-Konto „teilen“, d. h. ihnen die entsprechenden Zugangsdaten bekannt
sind. Insofern kann die Annahme über die Verkettbarkeit von Ereignissen
fehlerhaft sein. Allerdings wird nachfolgend vereinfachend zunächst davon
ausgegangen, daß eindeutig entscheidbar ist, ob Ereignisse demselben Tat-
verdächtigen zugeordnet werden können oder nicht. In Kapitel 7.6.3 erfolgt
eine Analyse der Auswirkung auf die „Schnittmengenangriffe“, wenn von
dieser Annahme abgewichen wird und statt dessen für die Verkettbarkeit
von Ereignissen nur noch eine Wahrscheinlichkeit angegeben werden kann.
Auf der anderen Seite ist zu berücksichtigen, daß in manchen Fällen die
Strafverfolgungsbehörden die Wahrscheinlichkeit, daß Ereignisse demselben
Tatverdächtigen zuzurechnen sind, beeinflussen (d. h. entsprechend erhöhen)
können. Ein Beispiel dafür wäre der Betrieb eines „Honeypots“ durch die
Strafverfolgungsbehörden. Dieser müßte so gestaltet sein, daß ein Öffnen
mehrerer unterschiedlicher Mix-Kanäle eindeutig ein und demselben Tatver-
dächtigen zuordenbar ist. Dies kann beispielsweise erreicht werden, indem
mehrere Dateien auf dem „Honeypot“ hinterlegt werden, deren Abruf nur
nach Anmeldung möglich ist. Ein bei der Anmeldung vergebenes Sitzungs-
kennzeichen stellt dabei die Verkettbarkeit der einzelnen Dateiabrufe her.
Eine andere Möglichkeit wäre, den „Honeypot“ so zu gestalten, daß eine
größere Übertragung in Upstream-Richtung notwendig ist. Die Wahrschein-
lichkeit, daß der gesamte Transfer genau einem Verursacher zuzuordnen ist,
ist dabei als hoch anzusehen, d. h. die Strafverfolgungsbehörden würden be-
züglich einer Anfrage gemäß Q2 die Zeitpunkte bezüglich der tatsächlichen
Übertragung von Datenpaketen (auf Netzebene) wählen, die dem Upload
zuzurechnen sind. Allerdings müssen für eine sinnvolle Auswertung in die-
sem Fall Vorratsdaten bezüglich einzelner Mix-Pakete vorliegen und die in
Kapitel 7.6.1 angestellten Betrachtungen, wann ein Nutzer „aktiv“ war, da-
hingehend erweitert werden, daß ein Nutzer „aktiv“ war, wenn er zu einem
gegebenen Zeitpunkt ein Mix-Paket gesendet hat.
Es stellt sich nun die Frage, welche Auswirkungen „Schnittmengenangrif-
fe“ auf die Anonymitätsmenge bzw. auf den Erfolg der Strafverfolgungsbe-
hörden haben. Zwar existiert in der Literatur eine Reihe von theoretischen
Analysen zu Schnittmengenangriffen – allerdings basieren diese auf mehr
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oder weniger willkürlich gewählten Modellen des Nutzerverhaltens. Interes-
sant ist daher, welchen Einfluß Schnittmengenangriffe auf einen praktischen
Anonymisierungsdienst wie AN.ON tatsächlich haben.
Eine Schwierigkeit für die Beantwortung dieser Frage besteht darin, daß
bei Verwendung eines Anonymisierungsdienstes (naturgemäß) keine Verket-
tungskennzeichen existieren, die die für die Schnittmengenbildung notwen-
dige Wiedererkennung ein und desselben Nutzers ermöglichen. Eine beob-
achtbare Verkettung von Nutzeraktivitäten existiert lediglich für den Zeit-
raum, während dessen ein Nutzer ununterbrochen beim Anonymisierungs-
dienst angemeldet ist. Sobald sich der Nutzer abmeldet und neu anmeldet,
ist im allgemeinen nicht feststellbar, ob es sich um denselben Nutzer handelt
oder nicht.
Um trotzdem die Auswirkungen möglicher „Schnittmengenangriffe“ bes-
ser verstehen zu können, wurde in der Zeit vom 21.Mai 2008 bis 20. Juli 2008
eine Untersuchung mit Hilfe von Freiwilligen durchgeführt. Dabei handelt
es sich um Nutzer des AN.ON-Systems, die zugestimmt haben, daß der JAP
einmalig eine 117 Bits lange Zufallszahl ID generiert und diese bei jeder An-
meldung an einer kostenfreien Kaskade mit übermittelt. Die ID dient dabei
zur Wiedererkennung von Nutzern, so daß letztlich festgestellt werden kann,
welche Nutzer zu welchen Zeitpunkten angemeldet waren.
Der entsprechende „Opt-in“-Dialog ist in Abbildung 7.10 dargestellt. Dabei
wurden im Rahmen einer sekundären Untersuchung37 verschiedenen Nut-
zern geringfügig unterschiedliche Versionen des „Opt-in“-Dialogs angezeigt.
Beantwortet werden sollte dabei die Fragestellung, ob und gegebenenfalls
welchen Einfluß die Dialoggestaltung auf die Entscheidung eines Nutzers
hat. Modifiziert wurde dazu zufällig:
1. ob das Wort „Bitte“ in der Überschrift des Dialogtextes angezeigt wird
oder nicht,
2. ob die Schaltflächen mit dem Textpaar „Ich akzeptiere“ / „Ich lehne ab“
beziehungsweise „Ich nehme teil“ / „Ich nehme nicht teil“ beschriftet
sind,
3. welche Schaltfläche vorausgewählt war (Zustimmung, Ablehnung oder
keine).
37 Die Ergebnisse wurden eingereicht zur „ACM Conference on Human Factors in Computing
Systems“ (CHI 2010).
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Abbildung 7.10: „Opt-in“-Dialog für die Zustimmung zur Teilnahme an der
Untersuchung. Die rot markierten Bereiche kennzeichnen
die möglichen Unterschiede (mit/ohne „Bitte“; Schaltflä-
chenbeschriftung; Schaltflächenvorauswahl) der insgesamt
12 Dialogvarianten.
In Kombination ergeben sich somit insgesamt 12 unterschiedliche Dialogva-
rianten. In Abbildung 7.10 sind die möglichen Unterschiede rot hervorge-
hoben. Der „Opt-in“-Dialog wurde dabei je nach eingestellter Sprache der
JAP-Benutzungsoberfläche in deutsch (deutschsprachiger JAP) bzw. englisch
(in allen anderen Fällen) angezeigt. Durch Klicken auf die Hilfe-Schaltfläche
konnte ein Nutzer weiterführende Informationen über die Zielstellung der
Untersuchung erhalten (siehe Anhang D). Ebenso war für Rückfragen oder
Anmerkungen eine E-Mail-Adresse angegeben.
Die modifizierte JAP-Version wurde am Abend des 21.Mai 2008 veröffent-
licht. Dabei wurde unter Ausnutzung der im JAP enthaltenen „Zwangsaktua-
lisierungs“-Funktionalität den Nutzern nahe gelegt, eine Aktualisierung der
Software durchzuführen. Die alte JAP-Version war zwar weiterhin benutzbar,
jedoch erschien bei jedem Start ein Dialog, der auf mögliche Inkompatibilitä-
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ten hinweist und eine Aktualisierung dringend empfiehlt.
Für die drei während des Untersuchungszeitraums verfügbarenen kosten-
freien Kaskaden konnten bezüglich der Beantwortung des „Opt-in“-Dialoges
insgesamt 128 257 Datensätze erfaßt werden, wobei in 57 599 Fällen (44,91
Prozent) der Teilnahme an der Untersuchung zugestimmt und in 70 658 Fäl-
len (55,09 Prozent) die Teilnahme abgelehnt wurde.
Den nachfolgenden Analysen liegen die im Zeitraum vom 22.Mai 2008
13.00 Uhr bis 2. Juli 2008 22.07 Uhr bei Anmeldungen an der „Dresden-Dres-
den“-Kaskade gesammelten Daten zu Grunde. Die Wahl des Zeitraums liegt
darin begründet, daß in dieser Zeit die „Dresden-Dresden“-Kaskade unter-
brechungsfrei benutzbar war. Insgesamt wurden bezüglich der Beantwortung
des „Opt-in“-Dialoges 61 262 Datensätze erfaßt, wobei in 29 409 Fällen (48,01
Prozent) der Teilnahme an der Untersuchung zugestimmt und in 31 853 Fäl-
len (51,99 Prozent) die Teilnahme abgelehnt wurde.
Für die nachfolgenden Betrachtungen wird mit „Teilnehmer“ ein Nutzer
des Anonymisierungsdienstes bezeichnet, der der Mitwirkung an der Unter-
suchung zugestimmt hat.
Zunächst soll untersucht werden, welche Auswirkungen das Bilden von
Schnittmengen von genau zwei Teilnehmergruppen, die zu zwei unterschied-
lichen Zeitpunkten t1, t2 an der Kaskade angemeldet waren, auf die Größe
der Anonymitätsmenge hat. Übertragen auf die mit der Vorratsdatenspeiche-
rung verbundene Strafverfolgung betrifft dies die Fälle, in denen Strafverfol-
gungsbehörden Anfragen der Art: »Welche Personen waren zum Zeitpunkt
t1 und t2 beim Anonymisierungsdienst angemeldet?«38 stellen. Für die Un-
tersuchung werden die Zeitpunkt t1, t2 dabei zufällig gewählt.
Angemerkt sei, daß unklar ist, ob die Wahl von zufälligen Zeitpunkten für
die Schnittmengenbildung ein Ergebnis liefert, das dem „best“, „average“,
oder „worst case“ aus Sicht der Strafverfolgungsbehörden bzw. der Anony-
mität der Nutzer entspricht. Auf der anderen Seite ist klar, daß sich der Ana-
lyse entnehmen läßt, wie der „best“ bzw. „worst case“ aus Sicht der Straf-
verfolgungsbehörde aussieht, wenn sich ein Täter optimal bzw. genau gegen-
sätzlich verhält.
Sei S(ti) die Menge der zum Zeitpunkt ti „aktiven“ Teilnehmer und S∩(T)
die Menge der Teilnehmer, die zu allen Zeitpunkten T = {t1, . . . , tn} „aktiv“
38 Wobei zu beachten ist, daß in der Praxis der Teil »... waren beim Anonymisierungsdienst«
ersetzt ist durch »... war die IP-Adresse <IP-Adresse des letzten Mixes der Kaskade>
zugeordnet«.
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Aktivität
Zeit-
auf-
lösung
Min.
1.
Quar-
til
Median
Mittel-
wert
3.
Quar-
til
Max.
S(t1) angemeldet s 148 529 661 665,6 814 1210
min 207 534 667 672,0 821 1220
offener s 23 153 202 199,2 245 576
Kanal min 77 181 238 235,9 288 802
S(t2) angemeldet s 147 529 660 665,5 814 1210
min 207 534 667 671,9 821 1220
offener s 23 153 202 199,2 245 576
Kanal min 77 181 238 235,9 288 802
S∩(T) angemeldet s 9 91 120 133.1 159 1118
min 11 92 121 134,1 161 1125
offener s 0 7 11 13,4 17 307
Kanal min 0 10 15 18,4 23 562
Tabelle 7.2: Kenngrößen der Verteilung von |S(t1)|, |S(t2)| und |S∩(T)| bei ei-
nem Stichprobenumfang von n = 5 Millionen
waren, d. h.
S∩(T) =
⋂
ti∈T
S(ti)
Die Auswertung der Daten erfolgte unter Berücksichtigung von (a) verschie-
denen Zeitauflösungen (sekunden- vs. minutengenau) und (b) Aktivitäts-
begriffen (angemeldet am Anonymisierungsdienst vs. wenigstens ein Mix-
Kanal geöffnet).
Für die Analyse wurde jeweils eine Stichprobe zufällig gezogen (d. h. die
Zeitpunkte t1, t2 mit t1 6= t2 zufällig gewählt). Der Stichprobenumfang be-
trug dabei n = 5 Millionen. Das Ziehen der Stichprobe und die Berechnung
von |S(t1)|, |S(t2)| sowie |S∩(T)| mit T = {t1, t2} erfolgte mit Hilfe eines C++
Programms. Die anschließende Auswertung erfolgte mit der Statistiksoftware
R [WWW:R_08].
Tabelle 7.2 faßt charakteristische Merkmale der Verteilung von |S(t1)|, |S(t2)|
bzw. |S∩(T)| für die oben geschilderten Fälle zusammen. In den Abbildungen
7.11(a) bis 7.11(d) sind die zugehörigen Häufigkeitsverteilungen der Mäch-
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Abbildung 7.11: Diagramme der absoluten Häufigkeiten von |S(t1)| (rot),
|S(t2)| (grün) und |S∩(T)| (blau) in Abhängigkeit von ver-
schiedenen Zeitauflösungen und Aktivitätsbegriffen
tigkeiten der Mengen dargestellt.
Erwartungsgemäß sind die Werte der Parameter, die die Schnittmengen-
größen betreffen, (deutlich) kleiner als die entsprechenden Werte für die Grö-
ßen der Teilnehmergruppen zu den Zeitpunkten t1 bzw. t2. Ferner läßt sich
feststellen, daß der Erwartungswert bezüglich der Schnittmengengröße hö-
her ist bei ungenauerer Zeitauflösung und – deutlicher – wenn die gespei-
cherten Daten lediglich Auskunft über angemeldete Nutzer nicht aber über
tatsächlich geöffnete Mix-Kanäle ermöglichen.
In einer weiteren Analyse wurde versucht, die Abhängigkeit der berechne-
ten Schnittmengengröße von unterschiedlichen Einflußfaktoren zu ermitteln.
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Modell
1 2 3 4
erklärende Variablen
Rest -2,05 -3,13 1,53 1,56
(0,04) (0,05) (0,03) (0,02)
minimale Teilnehmeranzahl 1,09 1,00 1,00 0,98
ln
(
min
(
|S(t1)|, |S(t2)|
))
(0,01) (0,01) (0,00) (0,00)
maximale Teilnehmeranzahl 0,25
ln
(
max
(
|S(t1)|, |S(t2)|
))
(0,01)
zeitlicher Abstand -0,22 -0,22
ln
∣∣δt∣∣ (0,00) (0,00)
Periodizität 0,24
f4(δt) (0,00)
Ergebnis
korrigiertes R2 0,48 0,49 0,79 0,82
Tabelle 7.3: Parameter verschiedener linearer Regressionsmodelle mit der ab-
hängigen Variable ln
∣∣S∩(T)∣∣, StichprobenumfangN = 5 Millionen,
DD-Kaskade, sekundengenaue zeitliche Auflösung, angemeldete
Nutzer, Standardfehler in Klammern, alle Koeffizienten sind si-
gnifikant (Signifikanzniveau von 0,001)
Dazu wurden verschiedene lineare Regressionsmodelle berechnet unter Be-
nutzung der Methode der kleinsten Quadrate. Anzumerken ist, daß vor der
eigentlichen Modellrechnung eine logarithmische Transformation durchge-
führt wurde, um zu erreichen, daß die Residuen normal verteilt sind, was
Voraussetzung für die lineare Regressionsanalyse ist. Der Tabelle 7.3 lassen
sich die Koeffizienten der verschiedenen Modelle und deren Signifikanz so-
wie die bereinigten Bestimmtheitsmaße R2 entnehmen.
Modell 1 versucht, die Größe der Schnittmenge an Hand des Minimums
der Anzahl aktiver Teilnehmer zu den Zeitpunkten t1 bzw. t2 zu erklären.
Bei Modell 2 wurde als eine weitere erklärende Variable das Maximum der
beiden Teilnehmermengen hinzugefügt. Tabelle 7.3 läßt sich entnehmen, daß
der Zugewinn an erklärter Unbestimmtheit gering ist (abzulesen an den Wer-
ten für R2). Die berechneten Ergebnisse, d. h. die starke Korrelation zwischen
der Schnittmengengröße und dem Minimum der Größen der Menge aktiver
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Teilnehmer, entsprechen den Erwartungen, da zum einen die Schnittmenge
nicht mächtiger sein kann als jede an dem Schnitt beteiligte Menge und zum
anderen die Anzahl der aktiven Teilnehmer stark über die Zeit variiert.
Modell 3 ist ebenfalls eine Erweiterung von Modell 1, wobei diesmal anstel-
le des Maximums der Teilnehmermengen der zeitliche Abstand δt = |t1 − t2|
zwischen t1 und t2 als zusätzliche erklärende Variable aufgenommen wur-
de. Die Annahme dabei ist, daß größere zeitliche Abstände zu kleineren
Schnittmengen führen oder umgekehrt, daß ein kleinerer zeitlicher Abstand
zu größeren Schnittmengen führt, da zumindest alle Nutzer, die sich zwi-
schenzeitlich nicht abgemeldet haben, in der Schnittmenge enthalten sind.
Wie der Tabelle 7.3 zu entnehmen ist, wird diese Vermutung bestätigt (ab-
zulesen am negativen Vorzeichen des entsprechenden Koeffizienten). Dem
deutlichen Zugewinn von 31 Prozentpunkten in der Erklärung der Unbe-
stimmtheit (R2) ist zu entnehmen, daß der zeitliche Abstand einen starken
Einfluß auf die Schnittmengengröße hat – auch wenn der Einfluß geringer
als der des Minimums der Größe von |S(t1)|, |S(t2)| ist (siehe oben).
Modell 4 fügt eine weitere Überlegung bezüglich des Teilnehmerverhal-
tens hinzu. Dabei wird angenommen, daß Teilnehmer einem 24-Stunden-
Rhythmus39 folgen, d. h. beispielsweise im Falle einer rein privaten AN.ON-
Nutzung diese eher am Abend stattfindet bzw. im Falle einer rein berufli-
chen AN.ON-Nutzung diese hauptsächlich tagsüber erfolgt. Zur Modellie-
rung wurde eine Dreiecksfunktion f4(δt) verwendet, die in Abhängigkeit
des zeitlichen Abstands δt einen Wert zwischen 0 und 1 annimmt, wobei 1
die größtmögliche Übereinstimmung mit dem 24-Stunden Rhythmus und 0
die größtmögliche Abweichung von diesem repräsentiert:
f4(δt) =
∣∣∣∣1− δt mod (24 · 3600)12 · 3600s
∣∣∣∣ (7.1)
Auch die Modell 4 zugrundeliegende Vermutung läßt sich bestätigen, wenn-
gleich der Einfluß auf die Größe der Schnittmenge gering ist (Zugewinn bei
der Erklärung der Unbestimmtheit von 3 Prozentpunkten).
Zusammenfassend läßt sich feststellen, daß Minimum und zeitlicher Ab-
stand entscheidenden Einfluß auf die Größe der Schnittmenge haben, wobei
sich der geschätzte funktionale Zusammenhang für die gemessenen Daten
der Tabelle 7.3 entnehmen läßt. Im Sinne einer möglichst großen Anonymi-
39 Eine Analyse bezüglich größerer Periodenlängen (beispielsweise gemäß eines wöchentlichen
oder monatlichen Rhythmus) war auf Grund der zu kurzen Dauer der Studie nicht möglich.
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tätsmenge auch im Falle von vorratsdatenspeicherungsunterstützten Schnitt-
mengenangriffen lautet die Empfehlung an die Nutzer daher, verkettbare
Aktionen möglichst zeitnah durchzuführen, das Unterschreiten einer Min-
destanonymitätsmengengröße zu vermeiden und gegebenenfalls verkettbare
Aktionen im 24-Stunden-Rhythmus durchzuführen.
7.6.3 Probabilistische Verkettbarkeit von Ereignissen
Die bisherigen Untersuchungen stützten sich auf die Annahme, daß als a-
priori-Wissen bekannt ist, welche Ereignisse mit Sicherheit (d. h. mit einer
Wahrscheinlichkeit von p = 1) demselben Verursacher zurechenbar sind. Aus
Sicht der Strafverfolgungsbehörden stellt dies den „best case“ dar und in der
Umkehrung für die Anonymität der Nutzer den „worst case“.
Allerdings, wie oben bereits erwähnt, kann diese eindeutige Verkettbar-
keit je nach Art der zugrundeliegenden Ereignisse eine zu starke Annahme
sein. Vielmehr wird in der Regel nur eine Vermutung (Wahrscheinlichkeit)
über die Richtigkeit der Annahme, daß Ereignisse denselben Verursacher
haben, vorliegen. Berücksichtigt man dies nicht entsprechend, so kann es
zu falsch-negativen Entscheidungen kommen, d. h. es kommt im Zuge der
Schnittmengenbildung zum Ausschluß von Nutzern, die jedoch tatsächlich
als Tatverdächtige anzusehen sind. Es stellt sich daher die Frage, welchen
Einfluß diese Wahrscheinlichkeit auf die Größe der Schnittmengen bzw. die
Wahrscheinlichkeit hat, daß der oder die tatsächlichen Verursacher Elemente
der ermittelten Schnittmenge sind.
Anzumerken ist, daß sich die bisherige Forschung [Dane_03a, MaDi_05]
darauf konzentriert hat, die Schnittmengen im possibilistischen Fall unter Be-
nutzung von probabilistischen Algorithmen zu ermitteln, wohingegen es im
folgenden darum geht, daß die Verkettbarkeit von Ereignissen selbst probabi-
listisch ist. Auf der anderen Seite wird sich darauf beschränkt, daß wiederum
keine Unsicherheit über das Wissen bezüglich der Wahrscheinlichkeitsvertei-
lung der Verkettbarkeit besteht.
Nachfolgend wird der Fall von zwei Ereignissen Et1 und Et2 untersucht, die
zu den Zeitpunkten t1 bzw. t2 beobachtet wurden und von denen bekannt
ist, daß sie mit einer gewissen Wahrscheinlichkeit p vom selben Nutzer ver-
ursacht wurden. Weiterhin sei S(t1) die Menge der Tatverdächtigen bezüg-
lich des Zeitpunktes t1 und S(t2) entsprechend die Menge der Tatverdächti-
gen bezüglich des Zeitpunktes t2 (siehe Abbildung 7.12). Die Schnittmenge
S(t1) ∩ S(t2) ergibt demzufolge die Menge an Tatverdächtigen bezüglich bei-
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S(t1) S(t1) ∩ S(t2) S(t2)
Ereignis Et1 Ereignis Et2
Abbildung 7.12: Modell und Bezeichnungen für die Analyse der probabilisti-
schen Verkettbarkeit von zwei Ereignissen Et1 und Et2 . S(t1)
ist dabei die Menge der möglichen Verursacher bezüglich
des Ereignisses Et1 und S(t2) entsprechend die Menge mög-
licher Verursacher für das Ereignis Et2 .
der Zeitpunkte t1 und t2.
Das zu lösende Problem läßt sich nun wie folgt formulieren: Gegeben sei-
en die Mengen S(t1) und S(t2) sowie die Wahrscheinlichkeit p, daß beide
Ereignisse vom selben Nutzer U verursacht wurden, d. h.
p = Pr(∃U ∈ S(t1) ∩ S(t2) | U ∼ Et1 ∧U ∼ Et2),
wobei ‘∼’ einen kausalen Zusammenhang bezeichnet. Zu ermitteln ist, wie
groß in diesem Fall die Wahrscheinlichkeit für einen gegebenen Nutzer ist,
daß er für mindestens eines der Ereignisse Et1 bzw. Et2 der Verursacher ist.
Zur Beantwortung dieser Frage erfolgt eine Fallunterscheidung in drei Fäl-
le, wobei die Unterscheidung an Hand der Zugehörigkeit des betreffenden
Nutzers zu den Mengen S(t1) ∩ S(t2), S(t1) \ S(t2) bzw. S(t2) \ S(t1) erfolgt:
1. PS(t1)∩S(t2) = Pr(U ∼ Et1 ∨ U ∼ Et2 | U ∈ S(t1) ∩ S(t2)) ist die Wahr-
scheinlichkeit, daß ein gegebener Nutzer U, der zu den beiden Zeit-
punkten t1 und t2 aktiv war, Verursacher wenigstens eines Ereignisses
Et1 bzw. Et2 ist,
2. PS(t1)\S(t2) = Pr(U ∼ Et1 ∨ U ∼ Et2 | U ∈ S(t1) \ S(t2)) ist die Wahr-
scheinlichkeit, daß ein gegebener Nutzer U, der zum Zeitpunkt t1 aber
nicht zum Zeitpunkt t2 aktiv war, Verursacher des Ereignisses Et1 ist,
3. PS(t2)\S(t1) = Pr(U ∼ Et1 ∨ U ∼ Et2 | U ∈ S(t2) \ S(t1)) ist die Wahr-
scheinlichkeit, daß ein gegebener Nutzer U, der zum Zeitpunkt t2 aber
nicht zum Zeitpunkt t1 aktiv war, Verursacher des Ereignisses Et2 ist.
Ein entsprechender Entscheidungsbaum, der zur Lösung der Problemstel-
lung herangezogen werden kann, ist in Abbildung 7.13 dargestellt, wobei
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Entscheidungsbaum Anzahl möglicher Verursacher
U1 6= U2
U1 = U2
U1 ∈ S(t1) \ S(t2),
U2 ∈ S(t2) \ S(t1)
U1 ∈ S(t1) \ S(t2),
U2 ∈ S(t1) ∩ S(t2)
U1 ∈ S(t1) ∩ S(t2),
U2 ∈ S(t2) \ S(t1)
U1,U2 ∈ S(t1) ∩ S(t2)
U1,U2 ∈ S(t1) ∩ S(t2)
|S(t1) \ S(t2)| · |S(t2) \ S(t1)|
|S(t1) \ S(t2)| · |S(t1) ∩ S(t2)|
|S(t1) ∩ S(t2)| · |S(t2) \ S(t1)|
(
|S(t1) ∩ S(t2)|
2
)
|S(t1) ∩ S(t2)|
1−
p
p
π 1
π2
π3
π
4
1
Abbildung 7.13: Entscheidungsbaum zur Berechnung der Einzelwahrschein-
lichkeiten im Falle einer probabilistischen Verkettbarkeit von
zwei Ereignissen
festgelegt sei, daß U1 = U ∈ S(t1) ⇐⇒ U ∼ Et1 und U2 = U ∈ S(t2) ⇐⇒
U ∼ Et2 . Der Wurzelknoten, dem die Wahrscheinlichkeit 1 zugeordnet ist, un-
terscheidet dabei, ob beide Ereignisse vom selben Nutzer verursacht wurden
oder nicht. Somit ist die dem linken bzw. rechten Nachbarknoten zugeord-
nete Wahrscheinlichkeit jeweils p bzw. 1− p.
Wurden beide Ereignisse vom selben Nutzer verursacht, so ist klar, daß
dieser Nutzer Element der Schnittmenge S(t1) ∩ S(t2) sein muß. Andernfalls
existieren genau vier Möglichkeiten der Zuordnung von Verursachern be-
züglich der Mengen S(t1) bzw. S(t2), wobei die Wahrscheinlichkeit für je-
de dieser Möglichkeiten von der relativen Größe der Mengen abhängt. Zu
beachten ist dabei, daß Nutzer, die Elemente der Menge S(t1) ∩ S(t2) sind,
genau ein Ereignis oder beide Ereignisse verursacht haben können (wenn
|S(t1) ∩ S(t2)| > 1), wobei natürlich beide Ereignisse von unterschiedlichen
Nutzern verursacht sind.
Die Wahrscheinlichkeiten π1, . . . ,π4 können ermittelt werden an Hand der
Anzahl der Möglichkeiten im Verhältnis zu der Gesamtanzahl je Pfad. Da-
bei sind die Größen der Mengen S(t1) \ S(t2) und S(t2) \ S(t1) implizit ge-
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geben als |S(t1) \ S(t2)| = |S(t1)| − |S(t1) ∩ S(t2)| und |S(t2) \ S(t1)| = |S(t2)| −
|S(t1) ∩ S(t2)|. Die sich ergebenden Wahrscheinlichkeiten lassen sich mit Hilfe
von Abbildung 7.13 berechnen.
Wie sich den Gleichungen (7.2) – (7.4) entnehmen läßt, sind die berechneten
Wahrscheinlichkeiten linear im Verhältnis zu p.
PS(t1)∩S(t2) = p+ (1− p)(π2 + π3 + π4) (7.2)
PS(t1)\S(t2) = (1− p)(π1 + π2) (7.3)
PS(t2)\S(t1) = (1− p)(π1 + π3) (7.4)
7.7 Umsetzung der Vorratsdatenspeicherung
Die Umsetzung der Vorratsdatenspeicherung geschieht unter Berücksichti-
gung einer Reihe von technischen sowie organisatorischen Anforderungen
und Randbedingungen, die sich vor allem aus den gesetzlichen Regelungen
ableiten lassen.
Konkret gilt es, die Vertraulichkeit40, Integrität40 und Verfügbarkeit41 der
gespeicherten Daten sicherzustellen. Auf die Integration von Mechanismen
zur Durchführbarkeit eines sinnvollen Audits wurde weitestgehend verzich-
tet, da eine Umsetzung der dafür notwendigen Prinzipien (beispielsweise
Rollentrennung) im Falle des AN.ON-Systems in der Regel nicht möglich
ist, weil die Mixe oftmals durch eine einzelne Person (unentgeltlich und auf
freiwilliger Basis) betrieben werden.
Da momentan nicht mit Sicherheit gesagt werden kann, welche Daten ge-
nau zu speichern sind und welche nicht, erfolgt die Implementierung so, daß
konfigurierbar ist, welche Daten durch einen Mix gespeichert werden.
Gemäß der gesetzlichen Regelungen zur Vorratsdatenspeicherung könnte
die Verpflichtung bestehen, die auf Vorrat zu speichernden Daten tatsäch-
lich für jedes Mix-Paket zu erheben. Dies würde allerdings einen erheblichen
zusätzlichen Aufwand für den Mix bedeuten. Daher wurde entschieden, daß
die Speicherung derart beschränkt wird, daß sich den Logdaten lediglich ent-
nehmen läßt, wann ein Mix-Kanal auf- bzw. abgebaut wurde bzw. anders aus-
gedrückt, daß sich einem „von außen“ festgestellten Ereignis (beispielsweise
dem Abruf einer bestimmten URL) eine Menge von Mix-Kanälen zuordnen
läßt – aber nicht eine Menge von Mix-Paketen.
40 § 113a TKG Absatz 10
41 § 113a TKG Absatz 9
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Zunächst sei an die bezüglich Vorratsdatenspeicherung relevanten Prinzi-
pien des AN.ON-Systems erinnert: ein Nutzer baut zum ersten Mix einer
Kaskade eine TCP/IP-Verbindung auf, über die dann eine beliebige Anzahl
von Mix-Kanälen etabliert werden kann. Dabei ist einem Mix-Kanal genau ei-
ne TCP/IP-Verbindung vom letzten Mix zu einem Proxy zugeordnet. Dieser
Verbindung wiederum sind n TCP/IP-Verbindungen zum Servern (Empfän-
gern) zugeordnet, wobei über jede der n Verbindungen jeweils ki Anfragen
übertragen werden können.42
Um dies zu erreichen, speichert der Proxy Beginn und Ende jeder ausge-
henden TCP/IP-Verbindung zusammen mit der Quelladressinformation (IP-
Adresse und Port) dieser Verbindung sowie die Quelladressinformationen
der zugehörigen eingangsseitigen TCP/IP-Verbindung vom letzten Mix. Auf
Grund der zu jedem Zeitpunkt eindeutigen Zuordnung von Kanalkennzei-
chen zu Kanälen reicht es, wenn die Mixe selbst nur den Beginn eines Kanals
– mit Hilfe von Logdaten bezüglich des zugehörigen Kanalaufbaupakets –
speichern.
Konkret sind nach jetzigem Erkenntnisstand die maximal notwendigen zu
speichernden Angaben je nach Art des Mixes wie folgt:
Erster Mix:
tIn: Ankunftszeitpunkt des Kanalaufbaupakets beim Mix,
tOut: Sendezeitpunkt des Kanalaufbaupakets zum nächsten Mix,
IPNutzer: Quell-IP-Adresse der TCP/IP-Verbindung von einem Nut-
zer zum ersten Mix,
PortNutzer: Quellportnummer der TCP/IP-Verbindung von einem Nut-
zer zum ersten Mix,
IDOut: Kanalkennzeichen des dem Kanalaufbaupaket zugeordne-
ten Mix-Kanals.
Mittlerer Mix:
tIn: Ankunftszeitpunkt des Kanalaufbaupakets beim Mix,
tOut: Sendezeitpunkt des Kanalaufbaupakets zum nächsten Mix,
42 Der Fall, daß keine TCP/IP-Verbindung zum Proxy zustande kommt bzw. n = 0 gilt, ist
in der Praxis zwar möglich, aber aus Sicht der Vorratsdatenspeicherung uninteressant, weil
einerseits in diesem Fall keine „Außenwirkung“ erfolgt und andererseits sich den gesetz-
lichen Regelungen keine offensichtliche Verpflichtung zur Speicherung nicht erfolgreicher
Verbindungsversuche entnehmen läßt.
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IDIn: eingangsseitiges Kanalkennzeichen, das zur Identifizierung
des Mix-Kanals zwischen vorherigem und diesem Mix ver-
wendet wird,
IDOut: ausgangsseitiges Kanalkennzeichen, das zur Identifizierung
des Mix-Kanals zwischen diesem und dem nachfolgenden
Mix verwendet wird.
Letzter Mix:
tIn: Ankunftszeit des Kanalaufbaupakets beim Mix,
tOut: Zeitpunkt des Aufbaus der TCP/IP-Verbindung zum Proxy,
IDIn: eingangsseitiges Kanalkennzeichen, das zur Identifizierung
des Mix-Kanals zwischen vorherigem und diesem Mix ver-
wendet wird,
IPProxy: Quell-IP-Adresse der TCP/IP-Verbindung zum Proxy,
PortProxy: Quellportnummer der TCP/IP-Verbindung zum Proxy.
Proxy:
tIn: Zeitpunkt des Aufbaus der TCP/IP-Verbindung vom letz-
ten Mix,
tStart: Zeitpunkt des Aufbaus der TCP/IP-Verbindung zum Emp-
fänger,
tEnd: Zeitpunkt des Abbaus der TCP/IP-Verbindung zum Emp-
fänger,
IPMix: Quell-IP-Adresse der TCP/IP-Verbindung vom letzten Mix,
PortMix: Quellportnummer der TCP/IP-Verbindung vom letzten Mix,
IPProxy: Quell-IP-Adresse der TCP/IP-Verbindung zum Empfänger
(beispielsweise Web-Server),
PortProxy: Quellportnummer der TCP/IP-Verbindung zum Empfän-
ger.
Generell erfolgt das Speichern der Logeinträge sequentiell, wobei für die
Speicherung der Logdaten pro Tag eine neue Datei angelegt wird. Dies führt
dazu, daß die Einträge gemäß aufsteigendem tOut bzw. tEnd gespeichert sind.
Diese Sortierung ist für die Suche günstig, da sich die Zeitpunkte in den An-
fragen der Strafverfolgungsbehörden, die sich an die Mixe richten, jeweils auf
tOut beziehen.
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Das Speichern und die Abfrage der Logdaten beim Proxy nimmt insofern
eine Sonderstellung ein, da im Falle einer Anfrage der Strafverfolgungsbe-
hörden nach Verbindungen zum Zeitpunkt t alle gespeicherten Logeinträge
ermittelt werden müssen für die gilt: tStart 6 t 6 tEnd43. Zu beachten ist, daß
eine TCP/IP-Verbindung vom Proxy zum Empfänger auch über die Tages-
grenze hinweg bzw. auch über mehrere Tage bestehen kann. Würde jeweils
nur genau ein Logeintrag für derartige Verbindungen generiert werden, so
würde dies für die Suche bedeuten, daß neben der dem Zeitpunkt t zuge-
ordneten Logdatei auch in allen zeitlich nachfolgenden Logdateien nach Ver-
bindungen gesucht werden muß, für die tStart 6 t gilt. Dies stellt einen zu
großen technischen und organisatorischen Aufwand dar. Daher werden am
Ende eines Tages, also beim Abschluß der Logdatei für diesen Tag, Logein-
träge für sämtliche noch geöffnete TCP/IP-Verbindungen vom Proxy zum
Empfänger generiert, wobei tEnd := −1 gesetzt wird. Nunmehr ist es ausrei-
chend, tatsächlich nur die dem Zeitpunkt t zugeordnete Logdatei (bzw. im
Falle, daß t nahe bei Mitternacht liegt ggf. noch eine weitere Logdatei) zu
durchsuchen.
7.7.1 Schutz der Logdaten
In der Literatur lassen sich eine Reihe von Arbeiten über das sichere Anle-
gen von Logdateien finden, wie beispielsweise [BeYe_97, ScKe_99, Acco_05,
WSBL_08]. Dabei liegt das Hauptaugenmerk dieser Arbeiten auf der Integri-
tätssicherung der Logdaten. Auch das ETSI-Dokument TR 102 661 „Lawful
Interception (LI); Security framework in Lawful Interception and Retained
Data environment“ [ETSI TR 102 661] enthält Vorschläge, wie die Absiche-
rung der Logdaten im Falle der Vorratsdatenspeicherung aus organisatori-
scher und technischer Sicht erfolgen sollte. Allerdings ist insbesondere die
technische Umsetzung nur sehr grob umrissen und überdies fehlerhaft.
Nachfolgend wird beschrieben, wie die Absicherung bezüglich Vertrau-
lichkeit und Integrität im Falle der bei AN.ON auf Vorrat gespeicherten Da-
ten konkret geschieht, wobei sich die vorgeschlagenen Mechanismen an den
in der Literatur beschriebenen Verfahren orientieren.
43 Unter praktischen Gesichtspunkten ist zusätzlich von nicht synchron laufenden Uhren aus-
zugehen, so daß (tStart − ε) 6 t 6 (tEnd + ε) gilt, wobei ε der unterstellte maximale
absolute Betrag der Abweichung der Uhren ist. ε ist dabei bezüglich der Mixe im wesent-
lichen unabhängig von einer konkreten Anfrage, während dies im Falle des Proxies nicht
gilt.
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Schutz der Vertraulichkeit
Wie oben erwähnt wird für die Speicherung der Logdaten pro Tag eine neue
Datei angelegt. Diese Separierung soll ein Löschen von veralteten Logda-
ten vereinfachen. Allerdings ist zu beachten, daß ein sicheres Löschen allein
durch das Löschen der beispielsweise auf dem Mix gespeicherten Logdateien
in der Regel nicht zu erreichen ist, da die Logdateien zur Verbesserung der
Verfügbarkeiten in ein Backup-System eingebunden werden sollten. Dieses
Backup-System kann (beispielsweise im Falle des Mix-Betriebes in einem Re-
chenzentrum) außerhalb der vollständigen Kontrolle des Mix-Betreibers lie-
gen, so daß dieser nicht sicherstellen kann, daß tatsächlich alle Kopien einer
Logdatei gelöscht wurden.
Die Vertraulichkeit der zu speichernden Daten wird mit Hilfe einer hybri-
den Verschlüsselung realisiert, wobei der private Schlüssel des asymmetri-
schen Verschlüsselungssystems auf einem vertrauenswürdigen Gerät gespei-
chert ist (siehe unten). Einschränkend ist jedoch anzumerken, daß Schutz im
Falle einer Kompromittierung des Mixes bezüglich Vertraulichkeit generell
nur „rückwirkend“ besteht, d. h. für die Logdaten, die vor der Kompromit-
tierung gespeichert wurden.
Neben dem eigentlichen Schutz der Daten vor der Kenntnisnahme durch
unberechtigte Dritte ermöglicht die Verschlüsselung auch ein „sicheres Lö-
schen“ veralteter Logdaten, indem der zur Entschlüsselung notwendige pri-
vate Schlüssel sicher gelöscht wird. Letzteres ist in der Regel einfacher mög-
lich als das sichere (physische) Löschen aller Kopien der Logdateien.
Allerdings würde dieses Vorgehen bedeuten, daß pro Tag ein neues asym-
metrisches Schlüsselpaar für die Verschlüsselung der Logdateien benötigt
wird. Die Erzeugung und Verwaltung dieser Schlüsselpaare – insbesondere
die sichere Aufbewahrung der privaten Schlüssel – stellt einen nicht unerheb-
lichen organisatorischen Aufwand dar. Daher wurde entschieden, nicht den
privaten Schlüssel des asymmetrischen Verschlüsselungssystems täglich zu
wechseln, sondern die Verwendung des geheimen symmetrischen Schlüssels
einzuschränken. Dies bedeutet, daß für veraltete Daten keine Verwendung
des geheimen symmetrischen Schlüssels und somit keine Entschlüsselung
der Logdaten mehr möglich sein darf.
Dies läßt sich allerdings nicht mit kryptographischen Mitteln alleine rea-
lisieren. Vielmehr wird eine vertrauenswürdige Ausführungsumgebung be-
nötigt, die die oben definierte Einschränkung durchsetzt. Eine wichtige An-
nahme über diese vertrauenswürdige Umgebung ist demzufolge das vor un-
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autorisierter Kenntnisnahme geschützte Speichern von Daten (konkret: eines
privaten Schlüssels). Des weiteren wird angenommen, daß die vertrauens-
würdige Ausführungsumgebung das Ausführen von vertraulichen Berech-
nungen ermöglicht.
Idealerweise würde es sich bei der vertrauenswürdigen Ausführungsum-
gebung um eine Umgebung handeln, die auf den Prinzipien des Trusted
Computing beruht. In diesem Fall könnte mit Hilfe der Sealed Storage↑ Ei-
genschaft des Trusted Computing sichergestellt werden, daß die Logdateien
nur durch eine genau vorgegebene Hard- und Softwarekonfiguration ent-
schlüsselbar sind. Alternativ kann an Stelle einer vollständigen Trusted Com-
puting Umgebung auch eine Kombination aus Chipkarte (engl.: smart card)
und „gewöhnlichem“ Rechner verwendet werden.
Dieses Szenario wird im folgenden als Grundlage verwendet, da es für
einen Mix-Betreiber momentan die mit weniger zusätzlichem Aufwand ver-
bundene Lösung darstellt. Da Trusted Computing darüber hinaus wenigstens
die Sicherheitsmerkmale einer Chipkarte erfüllt, lassen sich die getroffenen
Aussagen leicht auf das Trusted Computing Szenario übertragen.
Abschließend sei angemerkt, daß die Verwendung einer vertrauenswürdi-
gen Ausführungsumgebung zur Verhinderung des Zugriffs auf veraltete Log-
daten einen Mix-Betreiber auch einen gewissen Schutz gegenüber Zwangs-
maßnahmen durch einen Angreifer bietet, der Zugriff auf veraltete Logdaten
erlangen möchte. Der Mix-Betreiber kann in diesem Fall glaubhaft versichern,
daß ein Zugriff selbst nach Herausgabe der zur Authentisierung gegenüber
der Chipkarte notwendigen Geheimnisse nicht möglich ist.
In jedem Falle sollte das zur Entschlüsselung der Logdateien benutzte Ge-
rät keine Verbindung zu einem Rechnernetz (insbesondere nicht zum Inter-
net) haben. Vielmehr sollte die Eingabe der verschlüsselten Logdateien über
Datenträger (beispielsweise DVD oder USB-Stick) erfolgen.
Die Bindung des symmetrischen Schlüssels k an das Datum d erfolgt durch
Verwendung einer Schlüsselableitungsfunktion (engl.: key derivation functi-
on (KDF)), deren Eingabe ein zufälliger Wert kr und das Datum d ist. Kon-
kret wird die von Victor Shoup in [WWW:Shou_01] vorgeschlagene Funktion
KDF3 mit SHA-512 als Hash-Funktion verwendet. Damit ergibt sich k als die
ersten 16 Bytes von:
SHA-512
(
064,kr,d
)
Der Wert kr wird asymmetrisch verschlüsselt in der Logdatei gespeichert. Die
gewählte Schlüsselableitung soll verhindern, daß jemand, der k und d kennt,
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kr erfährt – bzw. genauer: daß jemand, der k = KDF3(kr,d) und d kennt, zu
einem beliebigen d ′ 6= d ein k ′ bestimmen kann, so daß k ′ = KDF3(kr,d ′)
gilt. Ein mögliches Angriffsszenario wäre andernfalls, daß ein Angreifer, der
eine veraltete Logdatei mit zugehörigem Datum d ′ entschlüsseln möchte, den
verschlüsselten Wert von kr zusammen mit einem gültigen Datum d an die
Chipkarte sendet. Aus dem von der Chipkarte erhaltenen Wert k kann nun
jedoch nicht k ′ berechnet werden.
Die im Kopfteil einer Logdatei gespeicherte Verschlüsselung des zufälligen
Wertes kr eines symmetrischen Schlüssels wird dann wie folgt ausgeführt:
Encasym (kr,d,MACkr (d)) (7.5)
Die Verschlüsselung gemäß Gleichung 7.5 soll dabei zwei Ziele erreichen.
Zum einen soll es ohne Kenntnis des privaten Schlüssels des asymmetri-
schen Verschlüsselungssystems nicht möglich sein, Informationen über die
Werte der Bits von kr zu erlangen. Die Erfüllung dieses Ziels ergibt sich in tri-
vialer Weise aus den Eigenschaften des zugrundeliegenden asymmetrischen
Verschlüsselungssystems.
Das zweite zu erreichende Ziel ergibt sich aus dem Entschlüsselungspro-
zeß. Der private Schlüssel des asymmetrischen Verschlüsselungssystems ist
auf dem vertrauenswürdigen Gerät – nachfolgend wird, wie oben erwähnt,
von einer Chipkarte ausgegangen – gespeichert und verläßt dieses nicht –
zumindest solange die Sicherheitsannahmen bezüglich der Chipkarte gelten.
Die Entschlüsselung des symmetrischen Schlüssels k erfolgt direkt auf der
Chipkarte, wobei diese k nur nach außen gibt, wenn das Datum d als nicht
veraltet gilt. Dazu muß die Chipkarte natürlich verläßliche Informationen
über die aktuelle Zeit haben. Dies wird durch eine Kombination vertrau-
enswürdiger interner und externer Uhren erreicht (siehe Kapitel 7.7.2). Zum
anderen ist es notwendig, daß ein Angreifer d nicht durch ein anderes Da-
tum d ′ ersetzen kann, wobei d ′ durch den Angreifer so gewählt wird, daß
das Datum d ′ durch die Chipkarte als noch nicht veraltet angesehen wird.
Der Message Authentication Code MACkr (d) soll genau dies leisten, d. h.
selbst wenn ein Angreifer in der Lage wäre, in der obigen Verschlüsselung
d zu ändern (beispielsweise ein Bit zu kippen) ohne gleichzeitig kr nicht
vorhersagbar zu ändern, so ist der Angreifer in jedem Falle nicht in der Lage,
ohne Kenntnis von kr einen neuen gültigen Message Authentication Code zu
generieren.
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Schutz der Integrität
Neben der Vertraulichkeit gilt es auch, die Integrität der gespeicherten Daten
zu sichern. Dabei reicht es aus, wenn der Mix-Betreiber selber sich sicher
sein kann, daß die Daten nicht verändert wurden (bzw. er dies erkennen
kann). Es ist nicht notwendig, daß er dies gegenüber Dritten beweisen kann.
Daher ist es ausreichend, symmetrische Verfahren zum Schutz der Integrität
einzusetzen.
Um Integritätssicherung und Verschlüsselung möglichst effizient zu errei-
chen, wurde für die symmetrische Verschlüsselung eine Betriebsart gewählt,
die Vertraulichkeit und Integrität in einem Durchlauf erreicht (engl.: authen-
ticated encryption). Es existieren einige derartige Betriebsarten. Manche von
ihnen scheiden aus, da sie mit Patenten belegt sind. Andere scheiden aus,
weil entweder ihre Sicherheit nicht hinreichend untersucht ist oder weil sie
weniger geeignet sind für eine effiziente Realisierung in Software. Letztlich
fiel die Wahl auf den Galois/Counter Mode (GCM) [GrVi_05]. Bei GCM han-
delt es sich um eine Kombination aus dem Counter Mode für Verschlüsse-
lung mit universellem Hashing (basierend auf polynomialen Berechnungen
über dem Galoisfeld GF(2128)) zur Integritätssicherung. GCM ist eine durch
das NIST autorisierte Betriebsart [SP 800-38D], die außerdem in vielen (Inter-
net) Netzprotokollen angewendet wird.
Wichtig für die Sicherheit des GCM ist, daß alle für die Verschlüsselung
verwendeten Paare aus Schlüssel und Initialisierungsvektor unterschiedlich
sind. Beim GCM lassen sich prinzipiell Initialisierungsvektoren bis zu einer
Länge von 264 − 1 Bits verwenden. Allerdings sind für alle Initialisierungs-
vektorlängen ungleich 96 Bits Vorberechnungen notwendig, die zu entspre-
chend verminderter Performance führen. Da darüber hinaus in der NIST-
Spezifikation eine Länge von 96 Bits empfohlen wird, um Interoperabilität
der verschiedenen Implementierungen sicher zu stellen, wird für die nach-
folgend beschriebenen Anwendungen des GCM eine Initialisierungsvektor-
länge von 96 Bits (12 Bytes) spezifiziert. Dabei wird der als ganze Zahl ange-
gebene Wert des Initialisierungsvektors unter Benutzung der Network Byte
Order (Big Endian) [RFC 791] in einen 12 Bytes langen Initialisierungsvektor
transformiert.
Da die oben beschriebene Integritätssicherung aber auf dem symmetri-
schen Schlüssel basiert, der wiederum in der Datei selbst enthalten ist, kann
ein Angreifer leicht die gesamte Logdatei mit von ihm generierten Logein-
trägen ersetzen. Es muß also zusätzlich die Zuordnung des verwendeten Ge-
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heimnisses kr zum Datum d integritätsgesichert werden.
Soll die Sicherung der Integrität allein auf kryptographischen Methoden
beruhen, so bedeutet dies, daß der Mix ein Geheimnis kennen muß, das der
Angreifer nicht kennt. Ein einfaches Beispiel hierfür wäre, wenn der Mix die
Integrität der Logdateien mit Hilfe einer digitalen Signatur schützt. Wird das-
selbe Geheimnis, d. h. derselbe Signierschlüssel, allerdings für das Absichern
mehrerer Logdateien benutzt, so kann ein Angreifer im Falle einer Kompro-
mittierung dieses Geheimnisses alle Logdateien unerkannt manipulieren, de-
ren Integrität mit eben diesem Geheimnis geschützt wurde. In der Regel be-
trifft dies (im Gegensatz zur oben erwähnten Verletzung der Vertraulichkeit)
auch Logdateien, die zeitlich vor der Kompromittierung angelegt wurden.
Eine mögliche Lösung wäre das häufige Wechseln des Signierschlüssels.
Um den damit verbundenen (organisatorischen) Aufwand für die Installati-
on und das Management der kryptographischen Schlüssel möglichst gering
zu halten, können die täglich wechselnden Schlüsselpaare im Voraus gene-
riert und die Signierschlüssel entsprechend auf dem Mix-Server installiert
werden. Dieser muß dann „veraltete“ Signierschlüssel löschen, um zu ver-
hindern, daß ein Angreifer Logdateien unerkannt manipulieren kann, die
zeitlich vor der Kompromittierung des Mix-Server erstellt wurden. Darüber
hinaus müssen die öffentlichen Signaturtestschlüssel integritätsgesichert auf-
bewahrt werden.
Letzteres motiviert ein anderes Vorgehen zur Absicherung der Integrität:
der Mix bildet nach dem Schließen einer Logdatei einen kryptographischen
Hash-Wert über den Kopf der Logdatei und sendet diesen an n Empfän-
ger, die die Hash-Werte integritätsgesichert aufbewahren. Ein ähnlicher Vor-
schlag ist in [StKM_08] zu finden, wobei dort vorgeschlagen wird, die zur
Überprüfung der Integrität notwendigen Daten an genau eine externe ver-
trauenswürdige Partei zu senden.
Beim Zugriff auf die gespeicherten Logdaten wird zunächst überprüft, ob
die von einer definierten Teilmenge der n Empfänger erhaltenen Hash-Werte
zum Kopf der gegebenen Logdatei passen. Nur wenn dies der Fall ist, wird
angenommen, daß die Integrität der gesamten Logdatei nicht verletzt ist. Dies
ergibt sich aus einer kryptographischen Bindung der im Kopf gespeicherten
Informationen (insbesondere des symmetrischen Schlüssels) und den eigent-
lichen Logeinträgen.
Die Auswahl der notwendigen Teilmenge an gültigen Hash-Wertquellen
kann entweder ausschließlich an Hand ihrer Anzahl k (im Sinne einer absolu-
ten Mehrheit müßte beispielsweise gelten: k > n/2) oder unter Einbeziehung
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zusätzlicher, die Integrität der Hash-Werte selbst betreffender Eigenschaften
geschehen. So könnte der Mix Hash-Werte zum Beispiel auf einem „append
only“ Medium speichern, wobei dann einem von diesem Medium gelesenen
Hash-Wert ein größeres Gewicht gegeben wird, verglichen mit einem per un-
gesicherter E-Mail verschickten Hash-Wert etc.
Vergleicht man die beiden Vorschläge (digitale Signatur, Hash-Wert) so ist
ein wesentlicher Unterschied, der Zeitpunkt zu dem der integritätsgesichert
aufzubewahrende Artefakt (öffentlicher Signaturtestschlüssel, Hash-Wert) er-
zeugt wird – nämlich vor bzw. nach dem Erzeugen der Logdatei.
Natürlich lassen sich beide Verfahren auch einfach gleichzeitig anwenden.
Darüber hinaus sei angemerkt, daß für die Überprüfung der Integrität der
zu speichernden Artefakte auch (qualifizierte) Zeitstempel verwendet wer-
den können, die nach Erzeugung der jeweiligen Artefakte durch vertrauens-
würdige Zeitstempeldienste ausgestellt werden. Für die praktische Anwen-
dungen im AN.ON-System ist hier lediglich zu bedenken, daß das Ausstellen
derartiger Zeitstempel in der Regeln nicht kostenfrei ist.
Umsetzungsdetails
Nachdem die prinzipiellen Mechanismen zur Absicherung der Logdateien
vorgestellt wurden, werden nachfolgend Details der Speicherung der Logda-
ten dargelegt.
Die einzelnen Logeinträge werden in Blöcke zu je l Einträgen zusammen-
gefaßt. Der Aufbau eines einzelnen Logeintrages läßt sich in Anhang F fin-
den.
Jeder Block wird einzeln mit AES-128-GCM verschlüsselt und der resultie-
rende Authentikationswert angehangen (siehe Abbildung 7.14). Jedem Block
Logeintrag 1
...
Logeintrag l
Authentikationsdaten für die l Logeinträge
Abbildung 7.14: Aufbau eines Blockes mit l Logeinträgen
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Kopf
Block 1
...
Block n

verschlüsselte Blöcke
mit Logeinträgen
Fuß
Abbildung 7.15: Aufbau einer Logdatei mit n Blöcken
ist dabei eine eindeutige Blocknummer zugeordnet, die sich aus der Position
des Blocks innerhalb der Logdatei ergibt. Die Blocknummer wird als Initiali-
sierungsvektor für die Verschlüsselung verwendet. Auf diese Weise wird zum
einen erreicht, daß für jede Verschlüsselung ein anderer Initialisierungsvektor
verwendet wird – was notwendig für die Sicherheit der GCM Betriebsart ist
– zum anderen wird ein wahlfreier Zugriff auf Logeinträge erleichtert. Letz-
teres ist insbesondere für das Suchen von Logeinträgen relevant, da so in der
Regel keine vollständige Entschlüsselung der gesamten Logdatei notwendig
ist. Darüber hinaus ermöglicht die Unabhängigkeit der Verschlüsselung der
einzelnen Blöcke eine einfach umzusetzende Parallelisierung der Ver- bzw.
Entschlüsselung.
Der prinzipielle Aufbau einer Logdatei ist in Abbildung 7.15 dargestellt. Je-
de Logdatei beginnt mit einem Kopfteil, dem sich die verschlüsselten Blöcke
von Logeinträgen anschließen. Den Abschluß bildet ein 20 Bytes langer Fuß-
teil. Dieser enthält als einzige Angabe die Anzahl der in der Logdatei ent-
haltenen Logeinträge (als 4 Bytes lange Ganzzahl in Network Byte Order),
wobei diese Angabe mit Hilfe von AES-128-GCM verschlüsselt und integri-
tätsgesichert gespeichert wird. Als Wert für den Initialisierungsvektor wird
dabei −1 verwendet.
Im Kopfteil finden sich Informationen über die Art der in jedem Logeintrag
gespeicherten Informationen, die Blockgröße und der verschlüsselte symme-
trische Schlüssel. Bei der Wahl der Blockgröße ist zum einen zu beachten, daß
nicht zu viele Logeinträge zu einem Block zusammengefasst werden, um die
Möglichkeit des wahlfreien Zugriffs auf einzelne Logeinträge nicht zu stark
zu beschränken. Auf der anderen Seite sollte ein Block nicht zu klein sein,
um den Rechen- und Speicheraufwand durch die Verschlüsselung in einem
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 -32 Bits
0 7 8 15 16 23 24 31
Version reserviert
Tag Monat Jahr
Entität gespeicherte
Felder
Einträge je
Block
Anzahl
Schlüssel
verschlüsselte symmetrische Schlüssel

gemäß der Anzahl
von Verschlüsselungen
des symmetrischen
Schlüssels
Authentikationsdaten für den Kopf
Abbildung 7.16: Aufbau des Kopfteils einer Logdatei
sinnvollen Rahmen zu halten. So wird in [GrVi_05] für die dort untersuchten
Konfigurationen ermittelt, daß eine Blockgröße von 128 bis 576 Bytes gute
Ergebnisse liefert. Darüber hinaus ist es aus Effizienzgründen sinnvoll, wenn
die Blockgröße ein Vielfaches der Blockgröße der verwendeten symmetri-
schen Blockchiffre (im Falle von AES-128 also ein Vielfaches von 16 Bytes)
ist.
Der vollständige Aufbau des Kopfes einer Logdatei ist in Abbildung 7.16
dargestellt. Der erste Eintrag im Kopf enthält eine Versionsnummer (die für
diese Version den Wert 0 hat). Auf diese Weise lassen sich leicht Änderungen
am Format der Logdatei vornehmen, sollte sich hierfür zukünftig Bedarf er-
geben, etwa weil die vorgeschlagenen kryptographischen Verfahren bzw. die
zugehörigen Schlüssellängen als unsicher gelten.
Die Zahlen Tag, Monat und Jahr bezeichnen das Datum, auf das sich die
nachfolgenden Logeinträge beziehen. Zahlen werden generell in Network
Byte Order, also gemäß Big Endian Format, gespeichert. Alle Zeitangaben
erfolgen bezüglich koordinierter Weltzeit (UTC) bzw. Greenwich Mean Time
(GMT), da die Unterschiede (maximal 0,9 Sekunden) zwischen beiden für
den Anwendungsfall vernachlässigbar sind.
Der Wert Entität beschreibt, von welcher Entität die Logdatei generiert
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wurde, wobei folgende Zuordnung gilt:
1 - erster Mix,
2 - mittlerer Mix,
3 - letzter Mix,
4 - Proxy.
Die einzelnen Bits der Angabe zu den gespeicherten Feldern beschreiben,
welche Angaben in den einzelnen Logeinträgen tatsächlich enthalten sind.
Die Interpretation der einzelnen Bits hängt dabei von der Art (siehe Entität)
der Entität ab, die die Logdatei generiert hat. Die Bedeutung der Bits ist wie
folgt (wobei Bit 0 das niederwertigste Bit bezeichnet und ein gesetztes Bit
bedeutet, daß die zugeordnete Angabe in einem Logeintrag enthalten ist):
Bit 0: tIn
Bit 1: tOut (Mix) bzw. tEnd (Proxy)
Bit 2: Quell-IP-Adresse (erster Mix sowie Proxy) bzw. Kanalnummer (mitt-
lerer bzw. letzter Mix) der eingehenden Verbindung
Bit 3: Quellportnummer der eingehenden Verbindung (nur relevant für er-
sten Mix bzw. Proxy)
Bit 4: Quell-IP-Adresse (letzter Mix sowie Proxy) bzw. Kanalnummer (er-
ster bzw. mittlerer Mix) der ausgehenden Verbindung
Bit 5: Quellportnummer der ausgehenden Verbindung (lediglich relevant
für letzten Mix bzw. Proxy)
Bit 6: tStart (nur relevant für Proxy)
Bit 7: nicht benutzt.
Die im Kopf enthaltene Angabe zu den Einträgen je Block bestimmt, wieviel
Logeinträge in jedem Block vorhanden sind. Sollten für den letzten Block
einer Logdatei nicht genug Einträge vorhanden sein, so werden die fehlenden
Logeinträge durch zufällige Werte generiert.
Die Angabe zu der Anzahl der symmetrischen Schlüssel bestimmt, wie-
viele asymmetrische Verschlüsselungen des symmetrischen Schlüssels, un-
ter Verwendung jeweils unterschiedlicher öffentlicher Schlüssel, im Kopf ge-
speichert sind. Die Struktur, die den Informationen über den symmetrischen
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 -32 Bits
0 7 8 15 16 23 24 31
zufällige Bitfolge kr

16 Bytes
Tag Monat Jahr
}
Datum d
Authentikationsdaten für (kr,d)

16 Bytes
Abbildung 7.17: Struktur zur Speicherung des symmetrischen Schlüssels
Schlüssel vor der Verschlüsselung zu Grunde liegt, ist Abbildung 7.17 zu ent-
nehmen (der zur Berechnung der Authentikationsdaten notwendige Initiali-
sierungsvektor hat den Wert −2). Diese 36 Bytes werden mit Hilfe von RSA-
2048 unter Verwendung des OAEP-Paddings verschlüsselt (gemäß PKCS#1
v2.1 [PKCS#1 v2.1]), wobei SHA-512 als Hash-Funktion verwendet wird.44
Die resultierenden 256 Bytes bilden einen Eintrag in das im Kopf vorhande-
ne Feld für den verschlüsselten symmetrischen Schlüssel.
Die im Kopf abschließend enthaltenen Authentikationsdaten entsprechen
dem sich ergebenden Authentikationswert nach Anwendung von AES-128-
GCM über die Daten des Kopfes (ohne Authentikationsdaten) unter Benut-
zung des im Kopf gespeicherten symmetrischen Schlüssels, wobei der Initia-
lisierungsvektor den Wert −3 hat.
44 Gemäß der Abschätzung aus [WWW:ECRYPT_08] wäre zur Verschlüsselung eines 128 Bits
langen symmetrischen Schlüssels eigentlich ein RSA-Schlüssel mit einer Minimallänge von
3248 Bits notwendig. Derartig lange RSA-Schlüssel werden allerdings durch viele aktuelle
Chipkarten nicht unterstützt – hier ist die maximale Schlüssellänge üblicherweise auf 2048
Bits begrenzt.
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7.7.2 Anmerkungen zur Implementierung
Die Implementierung der Generierung der verschlüsselten Logdateien ge-
schieht in einer separaten Komponente, die zum einen Teil der Mix-Software
ist, zum anderen als eigenständiges Programm Logeinträge eines Proxies ent-
gegen nimmt und diese verschlüsselt abspeichert.
Logeinträge werden dabei zunächst in einer Warteschlange zwischenge-
speichert. Dies geschieht blockierend, d. h. ein Thread, der einen Eintrag der
Warteschlange hinzufügen will, wird solange angehalten, bis der Eintrag tat-
sächlich der Warteschlange hinzugefügt wurde. Eine konfigurierbare Anzahl
von parallel arbeitenden Verschlüsselungs-Threads entnimmt dann jeweils l
Logeinträge (gemäß Blockgröße) und führt die symmetrische Verschlüsse-
lung durch. Anschließend werden die Blöcke in eine Ausgabewarteschlange
eingefügt. Von dort werden sie durch einen weiteren Thread persistent ge-
speichert.
Für die sichere Speicherung des privaten Schlüssels und die Entschlüsse-
lung des symmetrischen Schlüssels wurde, wie oben bereits erwähnt, eine
Chipkarten-basierte Lösung in Kombination mit einer auf einem Standard-
PC laufenden Anwendung entwickelt. Letzterer fällt dabei die Aufgabe zu,
die eigentliche Entschlüsselung der Logeinträge und die Suche nach den re-
levanten Datensätzen durchzuführen. Eine vollständige Umsetzung der ge-
samten Verarbeitung einer Logdatei innerhalb der Chipkarte wurde auf Grund
der sehr schmalbandigen Verbindung zwischen der vorhandenen Chipkarte
und dem Lesegerät sowie der relativ geringen Prozessorleistung verworfen.
Allerdings ist anzumerken, daß moderne Chipkarten mittlerweile mit inte-
grierter USB-Schnittstelle und in leistungsfähiger 32-Bit-Architektur erhält-
lich sind, so daß zukünftig die gesamte Verarbeitung innerhalb einer derarti-
gen Chipkarte realisierbar ist.
Konkret wurde eine Chipkarte gewählt, die der GlobalPlatform Card Spe-
zifikation 2.2 [Glob_06] genügt und gemäß der Java Card Spezifikation 2.2.1
[SUN_06] in Java programmierbar ist. Das entwickelte Applet unterstützt die
üblichen organisatorischen Sicherheitsmaßnahmen wie „need to know“, mi-
nimale Rechte (engl.: least privileges), Aufgabentrennung (engl.: separation
of duties) etc. durch die Trennung der erlaubten Aktivitäten gemäß zwei-
er45 Nutzerrollen: Administrator und Benutzer. Neben den unterschiedlichen
45 Vor dem eigentlichen Gebrauch der Chipkarte existiert noch eine dritte Rolle, nämlich die des
Entwicklers. Allerdings wird die Chipkarte nach Aufspielen der Software in einen Modus
versetzt, der eine Änderung an den installierten Applets nicht mehr zuläßt.
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Rechten, die an die jeweilige Rolle gebunden sind, unterscheidet sich insbe-
sondere die Art und Weise der Authentisierung gegenüber der Chipkarte.
Die Authentisierung für die Benutzerrolle erfolgt mittels „üblichem“, d. h.
durch einen Menschen merkbarem, Paßwort, wobei mit Hilfe eines Zäh-
lers für Fehlauthentifizierung verhindert wird, daß ein Angreifer, der physi-
schen Zugang zur Chipkarte erlangt hat, eine beliebige Menge an Paßwörtern
durchprobieren kann.
Das an die Benutzerrolle geknüpfte Recht besteht im wesentlichen darin,
eine Entschlüsselung eines nicht veralteten symmetrischen Schlüssels durch-
zuführen. Bei jeder erfolgreichen Entschlüsselung wird ein nicht zurücksetz-
barer Zähler inkrementiert. Der aktuelle Wert des Zählers wird zusammen
mit dem symmetrischen Schlüssel an das Lesegerät übermittelt. Auf diese
Weise ist ein einfaches Audit über den Zugriff auf den in der Chipkarte ge-
speicherten geheimen Schlüssel möglich.
Aktionen, die die Rechte der Administratorrolle erfordern, sind nach der
Initialisierung der Chipkarte, zu der auch die Generierung des asymmetri-
schen Schlüsselpaares gehört, nur in Ausnahmesituationen notwendig. Da
außerdem die mit der Administratorrolle verbundenen Rechte ein größeres
Mißbrauchspotential besitzen, sind die Hürden für eine erfolgreiche Authen-
tifizierung entsprechend höher. Die notwendigen Geheimnisse sind dabei so
gewählt, daß sie durch einen Menschen „nicht mehr merkbar“ sind – wobei
dies im Sinne von „glaubwürdiger Abstreitbarkeit“ (engl.: plausible deniabi-
lity) zu verstehen ist, d. h. ein Administrator sollte einem Angreifer glaubhaft
versichern können, daß er die zur Authentisierung notwendigen Geheimnisse
nicht auf einfache Weise zur Verfügung stellen kann. Vielmehr sollten diese
mit höherem Zugriffsschutz (bezüglich Authentisierung, Audit etc.) aufbe-
wahrt werden – verglichen mit den entsprechenden Maßnahmen bezüglich
des physischen Zugriffs auf die Chipkarte. Darüber hinaus ist es sinnvoll, ein
Mehr-Augen-Prinzip bei administrativen Zugriffen auf die Chipkarte vorzu-
sehen. Dies kann beispielsweise erreicht werden, indem zur Authentisierung
k von n Geheimnissen notwendig sind, die auf eine entsprechende Anzahl
unterschiedlicher Personen aufgeteilt werden.
Neben dem Erzeugen des asymmetrischen Schlüsselpaares46 beinhalten
46 Das Löschen des privaten Schlüssels geschieht durch physisches Vernichten der Chipkarte,
da zum einen im Falle eines softwarebasierten Löschens nicht sicher ist, daß der Schlüs-
sel tatsächlich nicht mehr auslesbar ist und zum anderen die Kosten für die notwendigen
Chipkarten als gering anzusehen sind, verglichen mit dem Gesamtaufwand, den die Vorrats-
datenspeicherung verursacht.
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die Rechte des Administrators die Möglichkeit zum Zurücksetzen des Zäh-
lers für fehlerhafte Benutzerauthentifizierungen und die Konfiguration als
vertrauenswürdig angesehener externer Uhren, deren notwendige Anzahl
und maximale absolute Abweichung.
Hintergrund für letzteres ist, daß die Chipkarte selbst keine vertrauens- Zeitstempel-
dienste als
vertrauens-
würdige externe
Uhren
würdige (interne) Uhr besitzt. Daher ist zur Bestimmung der aktuellen Zeit
eine Kommunikation mit externen Uhren notwendig. Konkret geschieht dies
mit Hilfe des „Internet X.509 Public Key Infrastructure Time-Stamp Proto-
col“ (TSP) [RFC 3161]. Dabei wird ein von der Chipkarte zufällig gewählter
Wert an die konfigurierten Zeitstempeldienste übertragen, die diesen Wert,
versehen mit der aktuellen Zeit und einer digitalen Signatur an die Chip-
karte zurück übermitteln. Da die Chipkarte nicht direkt mit den Zeitstem-
peldiensten kommunizieren kann, wird der an dem Chipkarten-Lesegeräte
angeschlossene Rechner als Proxy verwendet.
Durch die Wahl eines zufälligen Wertes (nonce) soll die Aktualität sicherge-
stellt werden. Integrität und Zurechenbarkeit werden mit Hilfe von durch die
Zeitstempeldienste geleisteten digitalen Signaturen in Kombination mit den
durch den Administrator konfigurierten Zertifikaten erreicht. Zu beachten ist
dabei, daß zur Überprüfung der Gültigkeit der Signaturen in der Regel wie-
derum Wissen über die aktuelle Zeit notwendig ist – auch aus diesem Grund
wird daher die Verwendung mehrerer unterschiedlicher externer Uhren emp-
fohlen. Die Chipkarte speichert die jeweils aktuellste, als gültig akzeptierte
Zeit und benutzt sie für eine Plausibilitätsprüfung zukünftiger Zeitstempel.
Die gespeicherte Zeit ist durch den Administrator nicht rücksetzbar.
Abschließend sei angemerkt, daß es auch möglich ist, die Chipkarten-
Anwendung so zu realisieren, daß viele der genannten sicherheitsrelevanten
Festlegungen nicht starr durch den Programmcode vorgegeben sind, sondern
sich bei der Initialisierung der Karte in Form einer „Policy“ festlegen lassen.
Dazu gehören beispielsweise Entscheidungen, ob der Zähler für fehlerhafte
Nutzerauthentisierungen rücksetzbar sein soll, ob die in der Karte gespei-
cherte Zeit durch den Administrator rücksetzbar sein soll bzw. ob es auch
nach der Initialisierung noch möglich sein soll, daß der Administrator die
Zertifikate für die zu verwendenden Zeitstempeldienste ersetzen kann etc.
All diese Festlegungen betreffen letztlich eine Abwägung zwischen der Ver-
fügbarkeit der Logdaten und deren Schutz bezüglich Vertraulichkeit und In-
tegrität. Diese Abwägungen lassen sich aber nicht allgemein treffen, sondern
hängen vom organisatorischen Kontext ab, also beispielsweise wieviel Mitar-
beiter für die Bearbeitung von Anfragen von Strafverfolgungsbehörden zur
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Verfügung stehen, wie häufig derartige Anfragen gestellt werden etc.
7.7.3 Beantwortung von Anfragen
Für die Suche nach den relevanten Logeinträgen bezüglich eines abgefrag-
ten Zeitpunktes tR innerhalb einer Logdatei wird eine Kombination aus bi-
närer und sequentieller Suche verwendet. Dabei ist es weder notwendig, eine
Logdatei zunächst vollständig zu entschlüsseln, noch muß die Integrität der
gesamten Logdatei überprüft werden. Vielmehr reicht es aus, daß:
V1 Die Integrität der Zuordnung des Geheimnisses kr zum Datum d über-
prüft wird. Das konkrete Vorgehen ist hier abhängig von den gewähl-
ten Verfahren zur Integritätssicherung (digitale Signatur, Verteilung von
Hash-Werten, Zeitstempel; siehe oben).
V2 Die Integrität der im Fußteil der Logdatei gespeicherten Anzahl der
Logeinträge überprüft wird. Dies umfaßt auch eine Überprüfung, ob
die dort angegebene Anzahl von Logeinträgen zur Größe der Logdatei
paßt. Diese Überprüfung ist einfach durchzuführen, da die Größen von
Kopf- und Fußteil sowie eines Blocks von Logeinträgen bekannt sind.
V3 Die Integrität jedes Blocks überprüft wird, der bei der Durchführung
des Suchalgorithmus verwendet wird. Zunächst wird mit Hilfe der bi-
nären Suche der erste Logeintrag i gesucht, für den gilt: ti > tR−ε und
ti−1 < tR − ε, wobei tx den im Logeintrag x gespeicherten Zeitstempel
(des Sendezeitpunkts) bezeichnet. Ausgehend von diesem Logeintrag
werden alle nachfolgenden Logeinträge durchsucht, bis der letzte Lo-
geintrag i ′ gefunden ist, für den gilt: ti′ 6 tR + ε.
Daß die Bedingungen V1 – V3 notwendig sind, ergibt sich aus den Überle-
gungen zum Schutz der Logdaten (Kapitel 7.7.1).47 Daß sie auch hinreichend
sind, ergibt sich im wesentlichen aus der Überlegung, daß Daten, die gar
nicht Eingabe des Suchalgorithmus sind (siehe V3), auch keinen Einfluß auf
dessen Ergebnis haben können – unabhängig davon, ob diese Daten mani-
puliert wurden oder nicht. Zu beachten ist dabei, daß mit der Überprüfung
gemäß V3 verbunden ist, daß sich der Block an der richtigen Position in-
nerhalb der Logdatei befindet. Dies ergibt sich durch die Verwendung der
Position als Initialisierungsvektor für die GCM-basierte Integritätssicherung.
47 V1 stellt sicher, daß ein Angreifer nicht die komplette Logdatei durch eine eigene ersetzt hat,
V2 stellt sicher, daß keine Logeinträge am Ende der Logdatei unerkannt gelöscht wurden.
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Nachfolgend wird der Ablauf bei der Beantwortung von Anfragen der
Strafverfolgungsbehörden dargestellt. Dabei ist es generell so, daß Anfra-
gen beginnend vom Ende einer Kaskade beantwortet werden, d. h. daß zu-
nächst der Proxy angefragt werden muß. Dieser ermittelt alle zutreffenden
TCP/IP-Verbindungen vom letzten Mix zum Proxy. Daraufhin wird der letz-
te Mix angefragt, welcher wiederum die Kanalnummern (zum vorherigen
Mix) aller relevanten Mix-Kanäle ermittelt. Mit diesen Daten wird dann der
vorangehende Mix nach den entsprechenden Kanalnummern bezüglich des
diesem Mix vorangehenden Mixes befragt und so fort, bis schließlich der er-
ste Mix die Quell-IP-Adressen (und gegebenenfalls Portnummern) der den
Kanälen zurechenbaren TCP/IP-Verbindungen von Nutzern zum ersten Mix
an die Strafverfolgungsbehörden übermittelt. Die Verantwortlichen der ein-
zelnen Entität (entsprechender Mix bzw. Proxy) werden bei der Beantwor-
tung der Anfragen der Strafverfolgungsbehörden durch ein Programm mit
graphischer Benutzungsoberfläche unterstützt (siehe Abbildung 7.18), wobei
davon ausgegangen wird, daß die Anfragen in schriftlicher Form vorliegen
und deren Rechtmäßigkeit durch geeignete Maßnahmen überprüft wurde.
Der Ablauf zur Ermittlung der Antwort ist wie folgt:
Herunterladen und Speichern der relevanten Logdateien: An Hand der in der An-
frage genannten Daten werden die relevanten Logdateien ermittelt
und vom Speicherort (typischerweise dem Mix-Server) heruntergela-
den. Dies sollte über einen vertraulichen und integritätsgesicherten
Kanal erfolgen, da ein Angreifer sonst gegebenenfalls Rückschlüsse
über die gemäß rechtlichen Vorgaben vertraulich zu behandelnden
Anfragen ziehen kann. Die heruntergeladenen Logdateien sind an-
schließend auf ein geeignetes Speichermedium (USB-Stick, DVD etc.)
zu verschieben.
Transfer der Logdateien auf Entschlüsselungsgerät: Mit Hilfe des Speichermedi-
ums werden die Logdateien „manuell“ auf die für die eigentliche Be-
arbeitung vorgesehene Ausführungsumgebung übertragen (dedizier-
ter Rechner mit minimal notwendiger Ausführungsumgebung ohne
Netzanbindung).
Auswahl des Schlüsselspeichers: Nach dem Start des Programms zur Bearbei-
tung der Anfragen ist zunächst die Quelle des privaten Schlüssels
auszuwählen. Dabei sollte es sich in der Regel um eine Chipkarte
handeln, auf der die Entschlüsselung des symmetrischen Schlüssels
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Abbildung 7.18: Graphische Benutzungsschnittstelle zur Beantwortung von
Anfragen von Strafverfolgungsbehörden
durchgeführt wird. Alternativ kann aber auch ein anderes Medium
(USB-Stick, DVD etc.) zum Einsatz kommen. In diesem Fall erfolgt
die Entschlüsselung des symmetrischen Schlüssels direkt durch das
Programm.
Logdateien auswählen: Es ist der Speicherort (Verzeichnis) der verschlüsselten
Logdateien auszuwählen.
Zeitpunkt eingeben: Es ist der (erste) in der Anfrage genannte Zeitpunkt an-
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zugeben.
Suche klicken: Nach Anklicken der Schaltfläche „Suche“ ermittelt das Pro-
gramm zunächst die relevanten Logdateien. In einem sich öffnenden
Dialog wird nach dem zur Überprüfung der Integrität notwendigen
Hash-Wert gefragt.48
Im Falle einer erfolgreichen Integritätsüberprüfung werden die re-
levanten Logeinträge ermittelt und durch das Programm angezeigt.
Darüber hinaus ist ein Abspeichern der gefundenen Logeinträge mög-
lich, wobei auch gleich ein auf konfigurierbaren Vorlagen basierter
Bericht erzeugt werden kann, der als Grundlage des Antwortschrei-
bens an die Strafverfolgungsbehörden dienen kann.
7.7.4 Leistungsbetrachtungen
Die Implementierung der GCM-basierten kryptographischen Funktionen für
die Absicherung der Logdateien erfolgte unter Benutzung des Quellcodes
„Zork GCM 0.9.5“49. Ohne spezielle Optimierungen konnte dabei auf einer
Intel Core 2 Duo T7700 2,4 GHz CPU ein Durchsatz für die Verschlüsselung
von mehr als 85 MByte/s gemessen werden. Untersucht wurden dabei ver-
schiedene Größen bezüglich eines Blocks von Logeinträgen (im Bereich von
256 bis 4096 Bytes).
Berücksichtigt man, daß pro Logeintrag höchstens 20 Bytes zu speichern
sind (siehe Anhang F), so ergibt sich eine Verarbeitungszeit von weniger
als 0,25 µs je Logeintrag. Dies ist beispielsweise deutlich weniger als der
in [MaTs_09] angegebene Wert von 5,55 ms je Logeintrag (gemessen auf ei-
ner Intel Core Duo 1,73 GHz CPU) für das dort vorgestellte Verfahren zur
Sicherung von Logeinträgen.
Dabei ist ferner zu beachten, daß die Erzeugung eines Logeintrags mit
dem Aufbau eines Mix-Kanals verbunden ist. Die dazu notwendige asym-
metrische Entschlüsselungsoperation dauert etwa 1 ms auf vergleichbarer
Hardware, so daß der durch das Generieren von Logdaten erzeugte Berech-
nungsaufwand als vernachlässigbar angesehen werden kann.
48 Die momentane Implementierung unterstützt die Angabe von Hash-Werten aus verschiede-
nen Quellen noch nicht. Als Zwischenlösung kann ein manueller Abgleich von Hash-Werten
aus unterschiedlichen Quellen erfolgen.
49 http://www.cryptobarn.com/gcm/, abgerufen am 27.Oktober 2009.
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Darüber hinaus ist es möglich, eine effizientere Implementierung der Be-
triebsart GCM zu benutzen, beispielsweise die „Intel Integrated Performance
Primitives Cryptography Library“50. Ebenso besitzen Intel CPUs zukünftig
spezielle Befehle für die Ausführung von AES und GCM [Guer_09]. Außer-
dem kann bei dem vorgestellten Verfahren zum Schutz der Logdaten jeder
Block unabhängig von den anderen bearbeitet werden, wobei gleichzeitig
die Betriebsart GCM selbst Parallelisierung und Vorausberechnungen unter-
stützt. Somit skaliert die vorgeschlagene Lösung sehr gut mit der Anzahl an
Hauptprozessorkernen und ist weniger anfällig gegenüber von Lastspitzen.
Für eine Leistungsanalyse bezüglich des Suchens wurde eine Implemen-
tierung in Java unter Benutzung der kryptographischen Bibliothek „Bouncy
Castle“51 vorgenommen.
Die Mix-Server der DD-Kaskade erzeugen momentan Logdateien mit et-
wa 85000 Blöcken pro Tag, wobei jeder Block 128 Logeinträge umfaßt. Eine
Logdatei enthält also mehr als 10 Millionen Einträge.
Die gesamte Verarbeitung (d. h. Entschlüsselung und Integritätsprüfung)
aller Blöcke einer Logdatei benötigt etwa 630 Sekunden (gemessen unter Be-
nutzung von SUN Java 1.6 und einer Intel Core 2 DUO T7700 2,4 GHz CPU).
Es werden also ungefähr 7,5 ms pro Block benötigt.
Das Bearbeiten einer beispielhaften Suchanfrage, die als Ergebnis ca. 2800
relevante Logeinträge hat (ε = 10 s), dauerte weniger als 30 Sekunden. Dies
ist vernachlässigbar verglichen mit dem zeitlichen Aufwand für die Beant-
wortung einer Anfrage insgesamt (Plausibilitätsprüfung der Anfrage einer
Strafverfolgungsbehörde, Übertragung der relevanten Logdateien auf den
dedizierten Bearbeitungsrechner, Entschlüsseln des symmetrischen Schlüs-
sels durch die Chipkarte etc.).
50 http://software.intel.com/en-us/intel-ipp/, abgerufen am 27.Oktober 2009.
51 http://www.bouncycastle.org/, abgerufen am 27.Oktober 2009.
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8 Zusammenfassung
Die im Rahmen der Dissertation und des AN.ON-Projektes allgemein unter-
nommenen Forschungs- und Entwicklungsarbeiten schufen neben einem be-
nutzbaren Anonymisierungsdienst zum einen eine Experimentierplattform,
mit der sich leicht neue Mechanismen aus dem Bereich der anonymen und
unbeobachtbaren Kommunikation unter Einbeziehung einer großen Nutzer-
gruppe erproben lassen, sowie breit angelegte empirische Studien durchge-
führt werden können. Zum anderen wurde Vorschläge erarbeitet und um-
gesetzt, die den Betrieb eines Mix-basierten Anonymisierungsdienstes unter
Berücksichtigung der rechtlichen Rahmenbedingungen bezüglich Überwa-
chungsmaßnahmen und Vorratsdatenspeicherung ermöglichen.
Ziel des AN.ON-Projektes war und ist es, der Allgemeinheit eine Mög-
lichkeit zur anonymen und unbeobachtbaren Kommunikation im Internet zu
geben. Dabei soll Schutz selbst gegen starke Angreifer bestehen. Dieses Ziel
konnte bis jetzt nur teilweise erreicht werden.
Einschränkungen ergeben sich hier hauptsächlich bezüglich des erreichten
Schutzniveaus. Kann ein Angreifer die Netzverbindungen vor und nach ei-
ner Mix-Kaskade belauschen oder kontrolliert er den ersten und letzten Mix,
so kann er die Aktivitäten einzelner Nutzer beispielsweise mittels Verkehrs-
analysen deanonymisieren.
Schutz besteht hingegen, wenn ein Angreifer nur mittlere Mixe kontrol-
liert oder nicht gleichzeitig vor und nach einer Mix-Kaskade überwachen
kann. Insofern leistet der im AN.ON-Projekt entwickelte Anonymisierungs-
dienst zumindest für Szenarien, die etwa einen „neugierigen“ Interner Ser-
vice Provider oder Web-Server Betreiber unterstellen, einen Beitrag für die
informationelle Selbstbestimmung des Einzelnen und für die Durchsetzung
der gesellschaftlichen Datenschutzinteressen insgesamt.
Ein wesentlicher Aspekt bei der Entwicklung von AN.ON ist die Benutz-
barkeit. Betrachtet man die Nutzerzahlen, so kann hier durchaus von einem
Erreichen der Zielsetzung gesprochen werden – insbesondere da davon aus-
zugehen ist, daß ein weiteres Wachstum der Nutzerzahlen eher von den
für den Betrieb der Mix-Kaskaden zur Verfügung stehenden Ressourcen be-
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grenzt wird als durch schlechte Benutzbarkeit.
Neben dem, daß AN.ON entwickelt und betrieben wird, um den Nutzern
eine Möglichkeit zum Selbstdatenschutz zu geben, ist ein Ziel, eine Experi-
mentierplattform zu schaffen, mit der sich in empirischen Untersuchungen
datenschutz- und anonymitätsrelevante Fragestellungen untersuchen lassen.
In dieser Arbeit wurde exemplarisch an zwei Beispielen – den Untersuchun-
gen zum Zusammenhang zwischen Nutzerzahl und Verzögerungszeit und
den Untersuchungen im Rahmen der Vorratsdatenspeicherung bezüglich der
Schnittmengenbildung – gezeigt, wie solche Untersuchungen aussehen kön-
nen und daß dieses Ziel somit sehr gut erfüllt wurde.
Ein Hauptbestandteil der Arbeit sind Überlegungen zu der Fragestellung,
wie ein Interessenausgleich ausgestaltet werden kann zwischen den berech-
tigten Interessen der Strafverfolgungsbehörden nach Aufklärung von Straf-
taten, die unter Benutzung des Anonymisierungsdienstes verübt wurden, ei-
nerseits und den ebenso berechtigten Interessen der Nutzer nach dem Schutz
ihrer persönlichen Daten andererseits. Dabei wurden sowohl für zukunftsge-
richtete als auch rückwirkende Überwachungsmaßnahmen Lösungen vorge-
schlagen, die auf der einen Seite den gesetzlichen Anforderungen gerecht
werden und auf der anderen Seite versuchen, möglichst wenige zusätzliche
Datenschutz- und -sicherheitsrisiken für unbescholtene Nutzer zu schaffen.
Einige der beschriebenen Verfahren wurden implementiert und in der Praxis
erprobt.
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Auch wenn mit AN.ON ein benutzbarer Anonymisierungsdienst geschaffen
werden konnte, so existieren viele offene Forschungsfragen, die sich damit
beschäftigen, ob – trotz Schnittmengenangriffen und externer Verkettbarkeit
– überhaupt und gegebenenfalls wie im Internet eine praktische Umsetzung
eines Anonymisierungsdienstes, der Schutz auch gegen starke Angreifer bie-
tet, realisierbar ist.
Einige der zu lösenden Probleme sind technischer Natur, wie beispiels-
weise die Frage, wie trotz fehlender garantierter Dienstgüteeigenschaften
im Internet die bekannten Mechanismen für anonyme und unbeobachtba-
re Kommunikation umsetzbar sind. Hier kann man durchaus zuversichtlich
sein, daß auf Grund veränderter infrastruktureller Voraussetzungen und neu-
er Erkenntnisse im Bereich der Anonymisierungsverfahren mittelfristig eine
Lösung möglich wird. Betrachtet man beispielsweise die Voraussetzung dies-
bezüglich, die zu Beginn des AN.ON-Projektes gegeben waren, so war ein
ganz wesentlicher offener Punkt, ob sich Mixe und Mix-Kaskaden überhaupt
kostengünstig betreiben lassen. Die Fragestellung zielt dabei auf die damals
vorhandene bezahlbare Rechenleistung und Übertragungskapazität ab. Mitt-
lerweile lassen sich beispielsweise in Deutschland leistungsfähige Server mit
„unbegrenztem“ Datenverkehr für etwa 100 € monatlich mieten. Damit ist
klar, daß der Betrieb eines Mixes aus technischer Sicht selbst für einen Zu-
sammenschluß weniger Personen (wie etwa für den Ortsverein der Piraten-
partei) bezahlbar ist.
Daß heute trotzdem nicht eine Vielzahl kostenfrei nutzbarer Mix-Kaskaden
oder vergleichbarer Anonymisierungsserver existiert, liegt meiner Meinung
nach zu nicht unerheblichen Teilen an den seit Beginn des AN.ON-Projektes
fortlaufend veränderten rechtlichen Rahmenbedingungen. Nicht nur durch
die Regelungen zur Vorratsdatenspeicherung bzw. zu den Sperren im In-
ternet werden potentielle Betreiber verunsichert. Auch die mit möglichen
zivilrechtlichen Schadenersatzklagen verbundenen Risiken dürften eine ab-
schreckende Wirkung haben – insbesondere, da sich manche Geschädigte die
Verunsicherungen bezüglich der rechtlichen Regelungen zu Nutze machen
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und versuchen, mit entsprechenden Drohgebärden ihre Ansprüche einzufor-
dern. So ist durchaus unklar, ob der Betrieb der durch das Projekt betriebe-
nen Mixe aufrecht erhalten geblieben wäre, wenn es nicht die professionelle
Betreuung in rechtlichen Fragen durch Juristen des Unabhängigen Landes-
zentrums für Datenschutz Schleswig-Holstein geben würde.
Neben Verbesserungen an dem zugrundeliegenden Anonymisierungspro-
tokoll existieren weitere Verbesserungsmöglichkeiten. Bei einigen ist es durch-
aus vorstellbar, daß sie im Rahmen zukünftiger Arbeiten im Umfeld des
AN.ON-Projektes untersucht und implementiert werden können. Bei ande-
ren ist auf Grund der dafür notwendigen Ressourcen nicht absehbar, ob und
wie sie in der Praxis realisiert werden können. Zu letzterem zählt etwa eine
grundlegende Umgestaltung der Benutzung von AN.ON, indem die bisher
im JAP als separatem Programm enthaltene Funktionalität direkt in die ver-
schiedenen Web-Browser integriert wird. Mit geringerem Aufwand umsetz-
bar und daher realistischer durch das Projekt leistbar ist eine Fortführung
der begonnenen prototypischen Portierung des JAP auf mobile Geräte (Mo-
biltelefone, PDAs) auf Basis von Java ME bzw. Android. Die ersten Untersu-
chungen und praktischen Tests hierzu haben ergeben, daß die aktuelle Ge-
rätegeneration leistungsfähig genug für eine Nutzung des AN.ON-Dienstes
ist.
Im Rahmen der mit Strafverfolgung im Zusammenhang stehenden Me-
chanismen ist an erster Stelle die Umsetzung möglicher Verpflichtungen, die
sich nach Inkrafttreten des Zugangserschwerungsgesetzes ergeben könnten,
zu nennen. Auf Grund der für AN.ON gewählten Architektur mit ihren aus-
gangsseitigen Proxy-Komponenten, die in der Regel bereits Zugriffskontroll-
mechanismen implementieren, ist ein reines Sperren von Zugriff relativ ein-
fach umzusetzen. Mehr Schwierigkeiten bereiten hier die vorgesehenen Ver-
pflichtungen zur Übermittlung statistischer Daten über Zugriffsversuche. Am
problematischsten für den Mix-Betrieb dürften jedoch die zu erwartenden
Sicherungsmaßnahmen für die Übertragung der aktuell gültigen Sperrliste
sein. Berücksichtigt man die im aktuellen Entwurf der TR-TKÜV vorgesehe-
nen Maßnahmen, so könnte dies bedeuten, daß für Mix-Betreiber Kosten in
erheblicher Höhe für Investitionen in zertifizierte und zugelassene Hard- und
Softwarelösungen entstehen, beispielsweise für den Erwerb einer SINA-Box.
Die zukünftige TR-TKÜV impliziert darüber hinaus weitere Entwicklungs-
möglichkeiten für AN.ON. Hier sind insbesondere die Regelungen zur au-
tomatisierten (elektronischen) Übermittlung von Anfragen und Antworten
im Rahmen von Auskunftsverfahren zu nennen. Zum einen muß eine Un-
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terstützung für derartige Verfahren in AN.ON integriert werden, sollte das
automatisierte Verfahren verpflichtend werden. Zum anderen stellt eine elek-
tronische Übermittlung im Rahmen von Auskunftsersuchen die notwendige
Grundlage dar, um das in Kapitel 7.5 vorgeschlagene Verfahren für eine mög-
lichst datenschutzfreundliche Überwachung umsetzen zu können, da sich die
dafür notwendigen digitalen Zertifikate, Schlüssel, Signaturen und verschlüs-
selten Datensätze auf anderem Wege nur mit unverhältnismäßig hohem Auf-
wand übertragen lassen. Berücksichtigt man die in der Praxis feststellbare Be-
reitschaft mancher Ermittler, schon jetzt auf eine etwa mittels PGP gesicherte
Kommunikation zurückzugreifen, so gibt es durchaus die Hoffnung, daß sich
Strafverfolgungsbehörden für die Teilnahme an der datenschutzfreundlichen
Überwachungsmaßnahme gewinnen lassen, wenn die dafür notwendige Soft-
ware durch das AN.ON-Projekt gestellt wird. Dies dürfte umsomehr gelten,
wenn sich diese Software auch für andere TR-TKÜV konforme Auskunfts-
verfahren – etwa im Rahmen der Vorratsdatenspeicherung – einsetzen läßt
und für die Ermittler Vereinfachungen bei der Bearbeitung derartiger Aus-
kunftsersuchen ermöglicht.
Eine weitere Verbesserung der Sicherheit – sowohl im Sinne von Strafver-
folgung als auch im Sinne der Anonymität – ergibt sich aus der Einführung
der neuen elektronischen Personalausweise in Deutschland. Die auf diesen
Ausweisen integrierte Pseudonymfunktionalität kann genutzt werden, um
bei der Anmeldung an einer Kaskade festzustellen, ob der betreffende Nut-
zer sich mehrfach anmeldet, was wiederum zu verläßlicheren Informationen
über die aktuelle Nutzerzahl und somit einer besseren Einschätzung der er-
reichbaren Anonymitätsquantität führt. Gleichzeitig können die Pseudonyme
für eine zuverlässigere Aufdeckung im Rahmen von Strafverfolgungsmaß-
nahmen dienen. Hier sei insbesondere auf die im Rahmen der Vorratsda-
tenspeicherung in der Regel notwendige Schnittmengenbildung verwiesen
(siehe Kapitel 7.6.2).
Bevor derartige Verfahren jedoch implementiert werden können, sind em-
pirische Studien im Vorfeld notwendig, die unter anderem die Frage unter-
suchen, ob und gegebenenfalls wie Nutzer davon überzeugt werden können,
daß für das Erreichen einer möglichst großen Anonymitätsquantität zunächst
eine starke Authentifizierung bei der Anmeldung an einer Mix-Kaskade not-
wendig ist. Interessant im Zusammenhang mit der Vorratsdatenspeicherung
ist auch die Frage, ob Nutzer eher wünschen, daß mehr Daten (etwa die ver-
gebenen Pseudonyme) oder möglichst wenig Daten auf Vorrat gespeichert
werden. Ersteres verringert gegenüber letzterem das Risiko, daß ein unbe-
275
9 Ausblick
scholtener Nutzer im Rahmen einer Deanonymisierung fälschlich beschul-
digt wird – erhöht aber gleichzeitig das Risiko, falls die auf Vorrat gespei-
cherten Daten mißbraucht werden.
Für die Zukunft stellt sich die Frage, welches Betreibermodell für Anony-
misierungsdienste sich durchsetzen wird – und damit sind Betreibermodel-
le für Anonymisierungsdienste gemeint, die sich an die Massen und nicht
an Geeks wenden. Momentan ist nicht absehbar, ob sich der kommerziel-
le Betrieb, wie ihn die Firma JonDos anbietet, durchsetzen wird oder ob
Community-getriebene Lösungen auch im Bereich der Anonymisierung und
des Datenschutzes eine wesentliche Rolle spielen werden, wie dies bereits
jetzt bei der Open-Source-Software Entwicklung oder im Web 2.0 der Fall
ist.
276
Teil V
Anhang
277

A Übersicht über Systeme und Konzepte
zur anonymen Kommunikation
Der Anhang A listet eine Reihe von Konzepten und implementierten Syste-
men auf, die dem Ziel der anonymen Kommunikation dienen. Dabei läßt sich
insbesondere eine Unterscheidung gemäß des erreichten Schutzniveaus (d. h.
wieviel Anonymität besteht gegen welche Art von Angreifern) und der Prak-
tikabilität (d. h. existieren die Systeme in der Praxis bzw. lassen sie sich aus
heutiger Sicht überhaupt realisieren) treffen. Auf Grund der Vielzahl an Vor-
schlägen und Systemen, die in den letzten Jahren entwickelt wurden, erhebt
diese Liste keinen Anspruch auf Vollständigkeit. Allerdings wurde versucht,
wenigstens einen Vertreter pro Systemklasse (d. h. pro grundlegend unter-
schiedlichem Konzept) aufzuführen.
Abbildung A.1 visualisiert den zeitlichen Verlauf einiger ausgewählter Er-
eignisse auf dem Gebiet der anonymen Kommunikation. Dabei wurde zwi-
schen der Veröffentlichung von Design- und Entwurfskonzepten und der
tatsächlichen (aktiven) Implementierung bzw. dem Betrieb des Dienstes un-
terschieden. Die Ermittlung exakter Daten erwies sich in vielen Fällen als
schwierig, so daß oftmals nur ungefähre Werte angegeben sind. Dies betrifft
insbesondere Angaben zum Betrieb eines Dienstes bzw. von wann bis wann
eine aktive Implementierung statt fand. Dennoch ist die Abbildung geeignet,
sich einen Überblick über die zeitliche Abfolge der im folgenden beschriebe-
nen Systeme zu verschaffen.
Betrachtet man einen Anonymisierungsdienst als „Black Box“, d. h. berück-
sichtigt man die interne Funktionsweise nicht, so lassen sich doch einige all-
gemeine Eigenschaften definieren. Ein wichtiges Unterscheidungsmerkmal
ist dabei, ob es sich um ein „High-Latency“- oder um ein „Low-Latency“-
System handelt. Die Namensgebung bezieht sich dabei auf die maximal zu-
lässige Verzögerungszeit bei der Übertragung der Nutzdaten, die erlaubt ist,
um eine angemessene Benutzbarkeit (im Sinne der Dienstgüte (engl.: qua-
lity of service)) der zu anonymisierenden Anwendung sicherzustellen. Da-
bei existiert in der Literatur keine harte Schranke, die eine Unterscheidung
in die beiden Systemtypen ermöglicht. Vielmehr erfolgt eine Definition ty-
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Abbildung A.1: Zeitliche Abfolge einiger ausgewählter Ereignisse auf dem
Gebiet der anonymen Kommunikation
280
A.1 Paul Barans ODC Memoranden
pischerweise anwendungsorientiert. So wird im allgemeinen davon ausge-
gangen, daß zur Anonymisierung von E-Mail ein High-Latency-System aus-
reicht, während im Falle des Web-Surfens ein Low-Latency-System erforder-
lich ist. Da sich diese Arbeit vordergründig mit der Anonymisierung von
Web-Zugriffen beschäftigt, werden nachfolgend hauptsächlich Systeme und
Konzepte betrachtet, die den Anforderungen an ein Low-Latency-System ge-
nügen.
A.1 Paul Barans ODC Memoranden
Paul Baran, ein in Polen geborener Informatiker, entwickelte Anfang der 60’er
Jahre während seiner Zeit bei der RAND Corporation Ideen zu einem digital
arbeitenden, paketvermittelnden Weitverkehrsnetz für militärische Anwen-
dungen. In einer Serie von 11 Dokumenten mit dem Titel „On Distributed
Communications“ (ODC) legte er seine Überlegungen nieder, die wesentli-
chen Einfluß auf die Entwicklung des heutigen Internets haben.
Auf Grund des militärischen Hintergrunds seiner Arbeit war eine Forde-
rung von Baran: »Rather than adding boxes to each switching center, the
cipher encoder and decoder circuits shall be designed as an integral part
of the Switching Nodes and Multiplexing Stations.« [Bara_64]. Mechanis-
men für Datensicherheit (insbesondere Verbindungs- und Ende-zu-Ende-Ver-
schlüsselung) sollten also integraler Bestandteil der Netzarchitektur und kei-
ne „add-ons“ sein.
Zwar war anonyme Kommunikation nicht im Fokus von Baran, trotzdem
unterstützen die von ihm vorgeschlagenen Sicherheitsmechanismen auch den
Schutz der Kommunikationsumstände. Hier sind insbesondere die Auftei-
lung von Nachrichten in (kleinere) Pakete, die auf unterschiedlichen Routen
übertragen werden, und die Erzeugung von Dummynachrichten zu nennen.
Beide Mechanismen lassen sich auch in den Designs moderner Verfahren für
anonyme Kommunikation finden.
...the proposed system that takes a channel or message and
chops it into small pieces (like a fruit salad), transmitting it on
as a series of message blocks, each using a different path. ... and
perhaps even a light dose of obsolete traffic is mixed in. Given a
big enough bowl, it becomes very difficult to separate the garbage
from the salad.
...
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Proxy
➊ Antwort
des Web-Servers
➋ Antwort
des Web-Servers
Abbildung A.2: Proxies als schwacher Schutz der Anonymität bei Web-
Zugriffen
During the periods in which no valid traffic is being transmit-
ted, a "dummy" or filler stream of bits is sent, not only concealing
traffic loading, but also for maintaining the timing synchroniza-
tion.
Paul Baran [Bara_64]
Neben diesen grundlegenden Prinzipien hat Baran 1964 auch bereits den
typischen Entwicklungszyklus heutiger Anonymisierungsdienste voraus ge-
sehen:
As more and more about the limitations of the proposed imple-
mentations is learned, we plan to add more and more safeguards
to complicate the task of the enemy agent, until a point is reached
where we can safely say, "It is now unreasonably difficult for an
enemy, or a friend, to interfere with the operation of this network."
Paul Baran [Bara_64]
A.2 Anonymisierende Proxies
Die einfachste Art der Anonymisierung bei Web-Zugriffen (verglichen mit
der direkten Kommunikation zwischen Browser, d. h. Rechner des Nutzers,
und Web-Server) besteht in dem Einsatz von (anonymisierenden) Proxies. Die
prinzipielle Idee ist in Abbildung A.2 dargestellt. Dabei nimmt der Proxy
(engl.: Stellvertreter) die Anfrage des Nutzers entgegen und stellt diese in
seinem eigenen Namen dem Web-Server. Die Antwort des Web-Servers leitet
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der Proxy an den Nutzer weiter. Auf diese Art soll verhindert werden, daß
der Web-Server die IP-Adresse des Rechners des Nutzers erfährt.
Die vorhandenen Proxy-basierten Verfahren und Produkte lassen sich an
Hand verschiedener Merkmale kategorisieren. Ein wesentliches Unterschei-
dungsmerkmal ist dabei, ob es sich um sogenannte Web-basierte oder lokale
Proxies handelt.
A.2.1 Web-basierte Proxy-Lösungen
Bei Web-basierten Proxy-Lösungen handelt es sich um Zero-Footprint1-An-
sätze zur Realisierung von Anonymität. Der Nutzer ruft dabei die Web-Seite
des Anbieters auf und trägt dort in ein Web-Formular die ihn interessierende
Ziel-URL ein. Daraufhin wird mit Hilfe der Proxy-Server des Anbieters die
URL abgerufen und die zugehörigen Web-Seiten zum Nutzer übertragen, so
daß sie in seinem Browser angezeigt werden können.
Bekannte Anbieter derartiger Lösungen sind (bzw. waren) die Firma An-
onymizer Inc. aus den USA mit dem Anonymizer (www.anonymizer.com),
die Firma ISL Internet Sicherheitslösungen GmbH aus Deutschland mit dem
Rewebber (www.rewebber.de) sowie der Anonymouse e. V. aus Darmstadt,
Deutschland mit dem Angebot AnonWWW (www.anonymouse.org). In Ab-
bildung A.3 sind die jeweiligen Web-Seiten der genannten Anbieter darge-
stellt.
Anonymizer
Anonymizer Inc. startete im Jahre 1995 seinen Dienst als einer der ersten An-
bieter derartiger Anonymisierungstechniken. »President, founder and chief
scientist« von Anonymizer Inc. ist Lance Cottrell [WWW:Anon_06]. Cottrell
ist auch der Entwickler und Programmierer des Mixmaster↑, einem Type II
Remailer↑. Neben der reinen Proxy-Funktionalität hat die vom Anonymizer
verwendete Serversoftware zusätzlich die Anfragen des Nutzers bezüglich
identifizierender Informationen (verwendeter Browser, verwendetes Betriebs-
system etc.) gefiltert. Ebenso wurden die zurück gelieferten Web-Seiten auf
möglicherweise die Anonymität gefährdende (aktive) Inhalte gefiltert. Dar-
über hinaus wurden alle in der Web-Seite enthaltenen Verweise (URLs) so
1 »Zero-Footprint-Software setzt keine Installation oder Konfiguration von Client-Software
voraus und wird üblicherweise innerhalb eines Web-Browsers ausgeführt.« [Rock_03]
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Abbildung A.3: Web-basierte Proxy-Lösungen verschiedener Anbieter zum
Schutz der Anonymität
umgeschrieben, daß ein Abruf durch den Nutzer erneut unter Verwendung
des Anonymizer geschieht.
Letztlich hat sich jedoch herausgestellt, daß diese Filterung praktisch nur
sehr schwer durchführbar ist. Die insbesondere in jüngster Zeit stark gewach-
senen Möglichkeiten der Browser (JavaScript↑, Cascading Style Sheet (CSS↑),
Ajax↑, Java↑, Plugins↑ etc.) und die daraus resultierenden immer „dynami-
scheren“ Web-Seiten machen eine vollständige Analyse dessen, was im Brow-
ser dargestellt wird und welche URLs möglicherweise abgerufen werden zu-
sammen mit einer sinnvollen Filterung (die zumindest ein Mindestmaß an
gewünschter Funktionalität der Web-Seite erhält), nahezu unmöglich.
In [WWW:Feder_00] wird von einem einfachen aber wirkungsvollen An-
griff auf Web-basierte Proxies berichtet. Dabei waren (unter anderem) sowohl
Anonymizer als auch Rewebber angreifbar. Der Fehler basiert auf einer un-
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vollständigen Filterung von URLs, die in dem der Web-Seite zugeordneten
Cascading Style Sheet hinterlegt waren.
Die Schwierigkeit einer zuverlässigen Filterung wird auch als Grund dafür
angegeben, daß Anonymizer Inc. seinen Web-basierten Anonymisierungs-
dienst zum 20. Juni 2007 eingestellt hat:
Anonymizer chose to discontinue Private Surfing because its
basic methodology was reaching the end of its useful life. The pro-
duct was very effective when Web sites were simple, flat HTML.
Today, most popular Web sites require active content to function.
Active content presents a major problem in URL re-writing pro-
xies; hostile code can cause the browser to make a direct connec-
tion to the server, thus exposing the user’s identity.
Anonymizer’s Private Surfing product used very sophisticated
techniques to parse and re-write the active content to enable it to
work safely. Despite our best efforts though, we felt that Private
Surfing would not be able to maintain what is considered to be
an acceptable level of service by Anonymizer’s standards. We feel
that it is not possible to provide functional active content and full
security without the use of client software.
Lance Cottrell [WWW:Cot_07]
Generell erscheint das Ersetzen einer Web-basierten Lösung durch eine lokal
zu installierende Software als Anachronismus, geht doch der Trend momen-
tan eher in die entgegengesetzte Richtung. Allerdings sind es genau die da-
für notwendigen Technologien, die die serverseitige Filterung und das damit
verbundene URL-Umschreiben erschweren bzw. unmöglich machen. Ob un-
ter diesen Bedingungen neuartige Lösungen für Zero-Footprint-Anonymität
überhaupt möglich sind und wie diese gegebenenfalls aussehen (etwa un-
ter Ausnutzung der neuen Möglichkeiten des Browsers) ist eine offene For-
schungsfrage.
Neben dem Problem der Filterung besaß der Anonymizer noch weitere
Schwächen. So erfolgte der Zugriff auf die Anonymisierungsserver (zumin-
dest in der kostenfreien Basisversion) unverschlüsselt. Damit besteht kein
Schutz gegenüber Angreifern, die in der Lage sind, die Kommunikation zwi-
schen Nutzer und Anonymisierungsserver zu belauschen, da die Anfragen
an den Anonymisierungsserver die URLs der anonym abzurufenden Web-
Seiten im Klartext enthalten.
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Auch wenn zwischen Nutzer und Anonymisierungsserver Verschlüsselung
zum Einsatz kommt, so bietet dies doch nur bedingten Schutz gegenüber An-
greifern, die „vor“ und „nach“ dem Proxy lauschen können. Mittels zeitlicher
Korrelationen oder Korrelationen über die Menge der übertragenen Daten ist
es ihnen im allgemeinen möglich, ein- und ausgehende Datenströme zu ver-
ketten und somit festzustellen, wer welchen Inhalt abgerufen hat.
Darüber hinaus bietet der Anonymizer keine Möglichkeit, Inhalte anonym
abzurufen, die mittels Ende-zu-Ende-Verschlüsselung (beispielsweise durch
Einsatz von SSL↑ oder TLS) gesichert sind. Grund hierfür ist, daß die Anony-
misierungsserver bei derartig gesicherter Übertragung keine Filterung vor-
nehmen können.
Rewebber
Der Rewebber ging aus dem Janus2-Projekt [DeRi_98, DeRi_99] der FernU-
niversität Hagen hervor. Nach einem öffentlichen Testbetrieb ab November
1997 fand von 1999 bis 2004 ein kommerzieller Betrieb des Anonymisierungs-
dienstes statt.
Technisch ist der Rewebber dem Anonymizer sehr ähnlich, bietet aber
einige interessante neue Funktionen. Zum einen besteht die Möglichkeit,
daß beim Umschreiben von URLs, die in den über den Rewebber abgerufe-
nen Web-Seiten enthalten sind, eine Verschlüsselung der URLs erfolgt. Dabei
kann nur der Rewebber die URLs wieder entschlüsseln. Diese Maßnahme
soll dazu dienen, daß ein Abrufen bestimmter URLs nicht durch einen sim-
plen Filtermechanismus verhindert werden kann, der einfach nur den Daten-
verkehr zwischen Nutzer und Rewebber auf Muster verdächtiger URLs hin
untersucht.
Darüber hinaus werden die verschlüsselten URLs auch eingesetzt, um eine
einfache Form von Serveranonymität (Empfängeranonymität) zu erreichen.
Dazu meldet ein Serverbetreiber seinen Dienst (genauer: eine URL seines
Dienstes) beim Rewebber an. Daraufhin erhält der Serverbetreiber eine vom
Rewebber verschlüsselte Form der URL. Ruft ein Nutzer diese verschlüssel-
te URL nun über den Rewebber auf, so kann der Rewebber (wie oben be-
reits geschildert) die URL entschlüsseln und die Verbindung zum Zielserver
2 Die Bezugnahme auf Janus, den Namen des römischen Gottes des Eingangs und des Aus-
gangs, scheint bei Projekten, die sich mit (anonymisierenden) Proxy-Verfahren beschäftigen,
beliebt zu sein – es ist also jeweils darauf zu achten, welche (Janus-)Technologie im Konkreten
gemeint ist.
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herstellen, der dem Nutzer verborgen bleibt. Dieser Dienst bietet also nur
Schutz gegenüber dem Nutzer des Rewebber – nicht jedoch gegenüber dem
Rewebber selbst. Der Anonymisierungsdienst Tor (siehe Kapitel A.6.4) bietet
im übrigen mit den hidden services einen aus Nutzersicht ähnlichen Service
für Serveranonymität – der jedoch bezüglich Anonymität gegen wesentlich
stärkere Angreifer Schutz bietet.
AnonWWW
Der Dienst AnonWWW des Anonymouse e. V. startete ebenfalls im Jahre
1997. Im Gegensatz zu den beiden gerade beschriebenen Diensten ist er bis
heute zur kostenlosen Nutzung allgemein zugänglich. Dabei wird jedoch
in die abgerufenen Web-Seiten eine Werbeeinblendung eingefügt. Darüber
hinaus bietet AnonWWW in der kostenfreien Version keine Verschlüsselung
zwischen Nutzer und anonymisierendem Proxy. Dies bietet erst die kosten-
pflichtige „Förder-Mitgliedschaft “ (mit Preisen von 5 € für einen Monat bis
30 € für ein Jahr). Dabei erhält der Nutzer Zugangsdaten (Login und Paß-
wort) mit denen er sich auf speziellen „VIP-Servern“ anmelden kann. Zu-
sätzlich ist es in der kostenpflichtigen Version möglich, Einstellungen bezüg-
lich der zu anonymisierenden Daten vorzunehmen. So ist es beispielsweise
möglich, das Filtern von Cookies zu deaktivieren, wenn diese für die Funk-
tionalität der besuchten Web-Seite zwingend erforderlich sind.
Ein Nachteil der kostenpflichtigen gegenüber der kostenfreien Version ist,
daß über die Identifizierung mittels Login und Paßwort eine Verkettung von
anonym abgerufenen Web-Seiten möglich ist, d. h. der Anonymouse e. V. als
Betreiber erfährt im allgemeinen mehr über das Surfverhalten eines Nutzers
als dies bei der kostenfreien Version der Fall ist.
Neben der Anonymisierung von Web-Zugriffen werden vom Anonymou-
se e. V. auch Dienste zur Anonymisierung des Absenders von E-Mail (Anon-
Email) und zum anonymen Verschicken von Beiträgen für News-Gruppen
(AnonNews) angeboten.
Seit Dezember 2007 gibt es außerdem den Anonymouse-Toolbar, eine Erwei-
terung für den Web-Browser, mit der es möglich ist, die Dienste des Anony-
mouse e. V. direkt aus dem Browser heraus zu nutzen – ohne daß es not-
wendig ist, die Web-Seiten der angebotenen Dienste abzurufen. Allerdings
beschränkt sich dies auf das kostenfreie Angebot.
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A.2.2 Lokale Proxies
Bei dieser Form der Proxy-Lösungen muß der Nutzer zunächst eine Software
auf seinem Rechner installieren. Diese Software agiert als lokaler Proxy für
den Browser des Nutzers, d. h. der Browser sendet die HTTP-Anfragen an
den lokalen Proxy und nicht direkt an den Web-Server. Der lokale Proxy
leitet die Anfrage nun wiederum an einen Proxy im Internet.
Ein wesentlicher Vorteil des Einsatzes von lokalen Proxies verglichen mit
den Web-basierten Anonymisierungslösungen liegt darin, daß die Gefahr ei-
nes „Ausbrechens aus der Anonymisierungs-Sandbox↑“, wie sie bei den Web-
basierten Verfahren durch unvollständiges Umschreiben der URLs gegeben
ist, wesentlich geringer ist. Lediglich aktive Inhalte sind hier bedrohlich, die
unter Umgehung des Browsers direkt eine Internet-Verbindung etablieren.
Allerdings stellen aktive Inhalte generell ein Gefahrenpotenzial für die An-
onymität dar, so daß ihre Ausführung im Browser deaktiviert sein sollte.
Bei den vom lokalen Proxy kontaktierten Proxies im Internet handelt es
sich je nach verwendeter Anonymisierungssoftware entweder um Proxies,
die vom Hersteller der Software selbst betrieben werden, oder um sogenannte
offene Proxies.
Bei einem offenen Proxy handelt es sich um einen Proxy, der versehentlich
(etwa durch Fehler bei der Administrierung) oder absichtlich für die Nut-
zung durch jeden Internet-Nutzer („offen“) zugänglich ist. Der Hersteller der
Anonymisierungssoftware sucht dabei im Internet nach derartigen offenen
Proxies und stellt den Benutzern seiner Anonymisierungssoftware eine Liste
mit diesen Proxies bereit. Manche Anbieter überprüfen zusätzlich noch, ob
ein gegebener offener Proxy tatsächlich für die Anonymisierung geeignet ist.
Prinzipiell ist es nämlich möglich, daß ein Proxy mittels des HTTP-Headers
X-Forwarded-For dem Web-Server mitteilt, von welchem Nutzer (genauer:
welcher Client-IP-Adresse) die Anfrage ursprünglich initiiert wurde. Es exi-
stieren auch Hersteller, die versuchen, eine Leistungsbewertung (typischer-
weise in Form von Durchsatz und Verzögerungszeit) der einzelnen offenen
Proxies vorzunehmen. Diese Informationen werden dann ebenfalls den Kun-
den zur Verfügung gestellt.
Als zusätzliche Option ist es bei vielen Produkten möglich, festzulegen,
nach welcher Strategie die zu verwendenden offenen Proxies auszuwählen
sind (beispielsweise unter Leistungsgesichtspunkten) und ob bzw. wie oft
der verwendete Proxy gewechselt werden soll (z. B. einmal pro Minute).
Gegenüber offenen Proxies bieten die vom Hersteller selbst betriebenen
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Proxies oftmals den Vorteil, daß sie weitere, die Anonymität unterstützen-
de Funktionalität, bereitstellen, wie beispielsweise die Filterung von HTTP-
Headern. Teilweise wird auch Verschlüsselung zwischen lokalem und her-
stellerbetriebenen Proxies unterstützt. Auf der anderen Seite muß man dem
Hersteller großes Vertrauen entgegen bringen, da er prinzipiell Einblick in
das gesamte Surfverhalten des Nutzers gewinnt. Hier bietet die Verwendung
von (insbesondere häufig wechselnden) offenen Proxies den Vorteil, daß kei-
ne derartige zentrale Instanz existiert.
Allerdings weiß man bei offenen Proxies typischerweise nicht, wem man
eigentlich Einblick in Teile seines Surfverhaltens und der dabei übertrage-
nen Daten gewährt. Daß den Nutzern dies oftmals nicht bewußt ist, zeigt
ein Experiment [WWW:WWW_07], bei dem Proxies (genauer: Ausgangsser-
ver des Anonymisierungsdienstes Tor, siehe Kapitel A.6.4) betrieben und die
über diese Proxies laufenden Verbindungen belauscht wurden, um an Login-
Daten (Nutzername und Paßwort) zu gelangen. Im Ergebnis wurden 100
relevante Datensätze (insbesondere aus dem Umfeld von Regierungen und
Behörden) veröffentlicht – wobei behauptet wird, daß wesentlich mehr Da-
tensätze gesammelt wurden.
Janus Personalized Web Anonymizer
Der Janus Personalized Web Anonymizer [BGGMM_97, GGMM_97], welcher
nichts mit dem oben beschriebenen Janus-Projekt der FernUniversität Hagen
zu tun hat, ist das Ergebnis eines Forschungsprojektes der Firma Lucent Tech-
nologies Inc. aus dem Jahre 1997. Lucent Technologies betrieb ihn zunächst
selber als öffentlich zugänglichen Prototypen unter dem Namen „Lucent Per-
sonalized Web Assistant“ (LPWA). Im Frühjahr 1999 erfolgte dann die Aus-
gründung der Firma ProxyMate, die den LPWA unter dem Namen Proxy-
Mate kommerziell anbieten wollte. Im Mai 2000 wurde die Firma ProxyMate
von NaviPath Inc. übernommen, die den Dienst in ihr Produkt „NaviOne“ in-
tegrieren wollte. Zum 31. Juli 2000 erfolgte jedoch die endgültige Einstellung
von ProxyMate.
Beim LPWA handelt es sich um einen lokalen Web-Proxy, dessen Funk-
tionalität sich ausschließlich auf die Anonymisierung auf Anwendungsebene
(also der im HTTP-Protokoll übertragenen Daten) beschränkt. Die Autoren
empfehlen für die Anonymisierung bezüglich der Transportschicht die Ver-
wendung eines entsprechenden Anonymisierungsdienstes bzw. zusätzlichen
(Web-)Proxies.
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Neben der üblichen Filterung des HTTP-Datenstroms bietet der LPWA
Funktionalitäten, die als Identitätsmanagement verstanden werden können.
Dabei soll das Problem gelöst werden, daß für die Nutzung vieler im Web an-
gebotener Dienste und Informationen eine Anmeldung erforderlich ist. Da-
bei müssen typischerweise ein Login-Name, ein Paßwort und eine E-Mail-
Adresse angegeben werden. Um zu verhindern, daß ein Nutzer hier immer
dieselben Informationen angibt – womit sich Verkettungsmöglichkeiten er-
geben, die beispielsweise für eine Profilbildung bezüglich der Interessen des
Nutzers mißbrauchbar sind – generiert der LPWA auf Anforderung unver-
kettbare Pseudonyme (bzw. Paßwörter) und verwaltet diese Login-Daten für
den Nutzer.
Um den LPWA nutzen zu können, muß sich ein Nutzer zunächst mittels
Nutzername u und Paßwort p beim LPWA anmelden. Bei der Registrierung
auf einer Web-Seite w gibt der Nutzer dann anstelle von Nutzername, Paß-
wort bzw. E-Mail-Adresse die Platzhalter \U, \P bzw. \@ ein. Daraufhin ge-
neriert der LPWA mit Hilfe einer sogenannten Janus-Funktion [BGGMM_97]
die benötigten Anmeldedaten aus den Eingaben u, p und w.
Die Janus-Funktion besitzt dabei eine Reihe spezieller Eigenschaften. Aus
Anonymitätssicht ist hier insbesondere die Unverkettbarkeit der generierten
Anmeldedaten wichtig, d. h. für verschiedene Anmeldedaten läßt sich nicht
(mit einer Wahrscheinlichkeit, die größer ist als beim Raten) entscheiden, ob
sie zum selben u und p gehören oder nicht. Insbesondere lassen sich natür-
lich aus der Kenntnis von (gegebenenfalls mehreren verschiedenen) Anmel-
dedaten eines Nutzers die Werte u und p nicht (mit vertretbarem Aufwand)
berechnen.
Bezüglich der generierten E-Mail-Adressen besteht die Besonderheit, daß
sich aus der E-Mail-Adresse mit Hilfe eines Geheimnisses k der Wert u be-
rechnen läßt. k wird dabei (neben u und w) auch bei der Generierung der
E-Mail-Adresse verwendet. Die Möglichkeit des „Zurückrechnens“ ist für ei-
ne einfache Realisierung von pseudonymen E-Mail-Postfächern mit Hilfe ei-
ner vertrauenswürdigen dritten Partei V gedacht. Der Janus-Proxy und die
dritte Partei V haben dabei beide Kenntnis vom Geheimnis k. Somit kann
V die pseudonymen E-Mails entgegennehmen und an u weitersenden, ohne
daß V (potenziell sehr große) Listen mit Zuordnung von E-Mail-Adressen zu
Nutzern speichern muß.
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VPN-basierte Lösungen
Die bisher beschriebenen Lösungen fungieren als Proxies auf Ebene des An-
wendungsprotokolls. In letzter Zeit entstanden eine Reihe von proxy-basier-
ten Anonymisierungslösungen, die statt dessen mit Hilfe der VPN-Technolo-
gie auf der Netzschicht aufsetzen. Dabei installiert der Nutzer ebenfalls lo-
kale eine Software, die eine VPN-Verbindung zum Diensteanbieter etabliert.
Über diese wird dann der gesamt IP-basierte Datenverkehr geleitet, bevor
der Diensteanbieter die IP-Pakete an das eigentliche Ziel sendet. In der Re-
gel implementieren die VPN-Lösungen auf dem Übertragungsweg zwischen
Nutzer und Diensteanbieter Mechanismen für Verschlüsselung und Integri-
tätssicherung.
VPN-basierte Lösungen bieten gegenüber den spezialisierten Web-Proxies
den Vorteil, daß bezüglich der unterstützten Anwendungen wesentlich weni-
ger Einschränkung bestehen. Die meisten Programme können ohne zusätz-
liche Konfigurationsmaßnahmen die Vorteile der anonymisierenden VPN-
Verbindung nutzen. Auf der anderen Seite kann als Nachteil angesehen wer-
den, daß bei den VPN-basierten Lösungen in der Regel keine Filtermaßnah-
men implementiert sind, die verhindern, daß auf Anwendungsebene perso-
nenbeziehbare Daten übertragen werden. Speziell bezüglich des Web-Brow-
sens ist es jedoch leicht möglich, in die Kommunikationskette zwischen Nut-
zer und Web-Server einen lokalen Proxy einzubinden, der für die erwähnte
Filterung auf Ebene des Anwendungsprotokolls (beispielsweise HTTP) ver-
antwortlich ist.
Ein Nachteil bleibt bei den VPN-basierten Lösungen allerdings bestehen:
Der Nutzer muß dem Diensteanbieter vertrauen, da dieser Einblick in die
gesamte anonymisierte Kommunikation des Nutzers nehmen kann.
Ein Vertreter der VPN-basierten Anonymisierungslösungen ist das Pro-
dukt „Internet Anonym VPN“3 der Firma Steganos GmbH. Ein anderer das
Produkt „CyberGhost VPN“4 der Firma S.A.D. GmbH (siehe Abbildung A.4).5
Letzteres bietet neben dem kostenfreien Basistarif auch einen kostenpflichti-
gen Premiumdienst. Bei diesem gibt es Zusagen bezüglich der Dienstgüte.
3 https://www.steganos.com/de/produkte/anonym-surfen/internet-anonym-vpn/
uebersicht/, abgerufen am 6. November 2009.
4 http://www.cyberghostvpn.com/, abgerufen am 10. September 2009.
5 CyberGhost VPN ist nicht mit dem zuvor von derselben Firma angebotenen Produkt „Cy-
berGhost“ zu verwechseln. Bei letzterem handelt es sich um eine der zuvor beschriebenen
lokalen Proxy-Lösungen, die die Anonymisierung mit Hilfe offener Web-Proxies durchfüh-
ren.
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Abbildung A.4: Benutzungsschnittstelle des Produkts CyberGhost VPN mit
aktiviertem Anonymisierungsdienst (Basistarif)
Bei beiden Tarifen ist allerdings nachteilig, daß die Nutzung nur nach An-
meldung (mit Hilfe von Login/Paßwort) erfolgen kann. Insofern sind alle
Aktivitäten die unter Benutzung desselben Logins erfolgen verkettbar – ähn-
lich wie dies beispielsweise bei AnonWWW des Anonymouse e.V. der Fall
ist.
A.2.3 Fazit
Generell bleibt festzuhalten, daß die Verwendung von einfachen Proxy-Lö-
sungen nur Sicherheit gegen sehr schwache Angreifer und somit nur einen
geringen Schutz bietet. Allerdings handelt es sich bei der überwältigenden
Mehrheit der heute kommerziell angebotenen Lösungen für anonymes Sur-
fen um eben solche einfachen Proxy-Lösungen.
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Mix 1 Mix 2
Abbildung A.5: Mixe verbergen die Zuordnung von Eingabe- zu Ausgabe-
Paketen [Pfitz_90]
A.3 Chaums Mixe
Im Jahre 1981 veröffentlichte David Chaum sein Grundlagenpapier über die
von ihm entwickelte Anonymisierungstechnik der umkodierenden und um-
sortierenden Mixe [Chau_81]. Die in diesem Papier dargelegten theoretischen
Ideen bilden die Grundlage einer Vielzahl später entwickelter, implementier-
ter und betriebener Anonymisierungsdienste.
Seit der ersten Veröffentlichung über Mixe entstand eine Vielzahl von Bei-
trägen unterschiedlicher Forschergruppen, die sich mit der Weiterentwick-
lung der Mix-Ideen – hauptsächlich jedoch mit Angriffen auf Mix-basierte
Anonymisierungsdienste – beschäftigen.
Da eine umfassende Darstellung der Erkenntnisse über Mixe an dieser Stel-
le zu weit führen würde, werden hier nur die wesentlichen Grundlagen und
Prinzipien erläutert und im übrigen auf die entsprechende Literatur verwie-
sen.
Ein Mix ist im wesentlichen ein Server, der Daten(pakete) verschiedener
Nutzer entgegennimmt, sie auf noch zu erläuternde Art und Weise verar-
beitet und wieder ausgibt. Ein Mix ist in diesem Sinne einem Proxy (siehe
Kapitel A.2) vergleichbar, der ebenfalls Daten von Nutzern entgegennimmt
und verändert an den Empfänger weiterleitet. Jedoch unterscheiden sich die
Verarbeitungsschritte grundlegend.
Anonymität „erzeugt“ ein Mix dabei durch die Tatsache, daß er die Ein-
Ausgabe-Zuordnung vor Außenstehenden verbirgt (siehe Abbildung A.5).
Diese können also nicht (mit höherer Wahrscheinlichkeit als durch Raten)
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entscheiden, welches eingehende Datenpaket zu welchem ausgehenden Da-
tenpaket gehört.
Auf der anderen Seite ist dies zugleich die einzige Funktionalität, die ein
Mix bezüglich dem Schutz der Kommunikationsumstände bietet. Insbeson-
dere ist es also nicht so, daß verborgen wird, wer den Anonymisierungsdienst
benutzt bzw. wer zur Menge der potentiellen Empfänger gehört. Sind die je-
weiligen Sender- bzw. Empfängermengen (beispielsweise die kontaktierten
Web-Server) hinreichend klein, so kann dies – je nach Anwendungsfall – be-
reits eine Bedrohung für den Schutz der Kommunikationsumstände darstel-
len.
Im Prinzip ist es ausreichend, wenn für die Anonymisierung gegenüber
Außenstehenden nur ein einziger Mix verwendet wird. Allerdings ergibt sich
dann, wie bei der einfachen Proxy-Lösung, das Problem, daß der Nutzer dem
Betreiber dieses Mixes vertrauen muß. Deshalb ist es sinnvoll, verschiedene
Mixe „hintereinander zu schalten“, d. h. die Datenpakete durchlaufen auf ih-
rer Route vom Sender zum Empfänger mehrere Mixe. In diesem Fall ist eine
Deanonymisierung nur möglich, wenn alle durchlaufenen Mixe zusammen-
arbeiten, d. h. ihr Wissen über die jeweilige Ein-Ausgabe-Zuordnung zusam-
menlegen. Daher sollten die durchlaufenen Mixe so gewählt werden, daß die
Wahrscheinlichkeit, daß alle Mixe tatsächlich zusammenarbeiten, möglichst
gering ist.
Alternativ können auch Benutzer dieser Mixe im betrachteten Zeitraum zu-
sammenarbeiten, um ihr Wissen über die jeweilige Ein-Ausgabe-Zuordnung
zusammenzulegen und so die Anonymitätsmenge der anderen Nutzer des
Anonymisierungsdienstes zu verringern. Daher ist es wichtig, möglichst ver-
läßliche Informationen über die Anzahl unterschiedlicher Menschen, die den
Dienst gerade benutzen, zur Verfügung zu stellen. Diese Informationen sollen
als weiteres Entscheidungskriterium bezüglich der erreichbaren Anonymität
dienen – wobei die Schwierigkeit darin besteht, eine sinnvolle Definition von
„unterschiedlich“ zu finden. Letztlich ist auch hier das Ziel, die Wahrschein-
lichkeit zu verringern, daß Teilnehmer zusammenarbeiten, mit dem Ziel, die
Anonymität eines Nutzers aufzudecken.
Für das „Hintereinanderschalten“ existieren verschiedene Strategien, wo-Mix-Netz
Topologien bei mit den Mix-Kaskaden bzw. dem freien Mix-Netz zwei Extremfälle existie-
ren. Bei einer Mix-Kaskade handelt es sich um eine statische Folge von Mixen,
deren Zusammensetzung und Reihenfolge nicht durch den Nutzer beeinfluß-
bar ist. Ein Nutzer kann lediglich auswählen, welche Kaskade er verwenden
möchte. Bei einem freien Mix-Netz bestimmt demgegenüber der Nutzer voll-
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kommen frei, welche Mixe er verwendet und in welcher Reihenfolge diese
von seinen Paketen durchlaufen werden sollen.
Darüber hinaus existieren Vorschläge für Mix-Netz-Topologien, die auf der
einen Seite die durch den Nutzer beeinflußbare Auswahl von Mixen und de-
ren Reihenfolge beschränken, auf der anderen Seite aber mehr Wahlmöglich-
keiten lassen als bei reinen Mix-Kaskaden [Dane_03, DiSS_05]. Jede Topologie
bietet dabei bezüglich Sicherheit, Praktikabilität und Effizienz individuelle
Vor- bzw. Nachteile [BePS_00, BDDKP_05, DiSS_05].
Um die Ein-Ausgabe-Zuordnung vor Außenstehenden zu verbergen, sind
eine Reihe von Maßnahmen notwendig. Nachfolgend sind die wichtigsten
aufgeführt:
Sammeln von Eingabe-Datenpaketen: Dies soll eine hinreichend große An-
onymitätsmenge schaffen.
Umkodieren: Dies dient dazu, das übertragene Bitmuster der Datenpakete
so zu verändern, daß eine Korrelation für Außenstehende nicht mög-
lich ist. Typischerweise werden dafür kryptographische Operationen
verwendet, d. h. der Mix ver- bzw. entschlüsselt die empfangenen Da-
tenpakete bevor er sie ausgibt.
Einheitliche Länge der Datenpakete: Um eine Korrelation an Hand der Län-
ge der ein- bzw. ausgehenden Datenpakete zu verhindern, sind alle ein-
gehenden und alle ausgehenden Datenpakete jeweils gleich lang.
Umsortieren: Dies soll zeitliche Korrelationen von ein- und ausgehenden
Datenpaketen verbergen.
Replay-Verhinderung: Sie ist notwendig, damit ein Angreifer nicht bereits
verarbeitete Eingabe-Datenpakete erneut in das System einspielen kann
(Replay) bzw. deren Verarbeitung durch einen Mix verweigert wird.
Geschieht dies nicht, kann ein Angreifer bei deterministischer Umko-
dierung schlußfolgern, welches Ausgabe-Datenpaket zu dem wieder
eingespielten Eingabe-Datenpaket gehört, da ihm das Bitmuster des
Ausgabe-Datenpakets bereits aus der vorangegangenen Verarbeitung
des Eingabe-Datenpakets bekannt ist.
Zur Realisierung der oben aufgeführten grundlegenden Funktionen exi-
stieren eine Vielzahl unterschiedlicher Mechanismen, die im folgenden kurz
erläutert werden.
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Bezüglich des Sammelns (und damit verbunden des Umsortierens) kannSammeln und
Umsortieren man grob in Batch- und Pool-Mixe unterscheiden. Bei dem von Chaum ur-
sprünglich vorgeschlagenen Batch-Mixen sammelt ein Mix zunächst eine fest-
gelegte Anzahl von Datenpaketen, bevor er diese umsortiert und anschlie-
ßend alle zusammen ausgibt. Das Umsortieren selbst kann zwar prinzipiell
zufällig erfolgen – jedoch ist es besser, eine deterministische Ordnung (bei-
spielsweise indem die Bitmuster der Ausgabe-Datenpakete als Binärzahlen
interpretiert und dementsprechend umsortiert werden) zu verwenden. Letz-
teres ermöglicht eine externe Überprüfung der Umsortierung und verhindert,
daß ein böswilliger Mix die Ausgabereihenfolge als verdeckten Kommunika-
tionskanal mißbraucht.
Ein Pool-Mix6 stellt gewissermaßen eine Verallgemeinerung eines Batch-Pool-Mixe
Mixes dar, da bei einem Pool-Mix die Ausgabestrategie (nahezu beliebig)
festgelegt werden kann. Die Eingabe-Datenpakete werden dazu in einem
Datenpakete-Pool solange zwischengespeichert, bis ein gemäß der Ausgabe-
strategie definiertes Ereignis eintritt. Eine einfache Ausgabestrategie ist bei-
spielsweise, daß im Falle eines neu eintreffenden Eingabe-Datenpakets aus
dem Pool vorhandener Datenpakete eines zufällig ausgewählt und ausgege-
ben wird [WWW:Cot_94].
Eine interessante Eigenschaft der Ausgabestrategie ist, ob die Entschei-
dung, ob ein bestimmtes Datenpaket ausgegeben wird, von anderen Daten-
paketen abhängt oder nicht. So könnte eine Ausgabestrategie lauten, daß
nach Ablauf eines vorgegebenen Zeitintervalls für jede Nachricht einzeln
(gemäß eines (gewichteten) Münzwurfs) entschieden wird, ob die Nachricht
ausgegeben wird oder nicht.
Zusätzlich kann für jedes Datenpaket festgelegt sein (beispielsweise durch
den Sender), wie lange es mindestens und höchstens im Pool verbleiben soll
bzw. zu welchem Zeitpunkt das Paket weitergesendet werden soll. Dies ist
beispielsweise bei den Stop-and-Go Mixen [KeEB_98] der Fall, die in der eng-
lischsprachigen Literatur auch als continuous Mixe bezeichnet werden.
Prinzipiell sind der Phantasie beim Entwurf von Ausgabestrategien kei-
ne Grenzen gesetzt [DíSe_03]. In [DíPr_04b] ist eine Taxonomie verschiede-
ner Mix-Designs bezüglich der „Sammeln und Umsortieren“-Strategie an-
gegeben. Allerdings haben Untersuchungen [SeDS_03, SeNe_03, Dane_05,
Serj_07] gezeigt, daß die Ausgabestrategie wesentlichen Einfluß auf die er-
6 Wer die grundlegende Idee für Pool-Mixe hatte, ist unklar. Lance Cotrell erwähnt 1994 in
seinem Essay [WWW:Cot_94] ein einfaches Pool-Mix-Verfahren und stellt fest, daß einige
Cypherpunk Remailer↑ dies benutzen.
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reichbare Verschleierung der Ein-Ausgabe-Zuordnung hat. Es ist dabei kei-
nesfalls so, daß eine möglichst „chaotische“ oder „komplizierte“ Ausgabe-
strategie die besten Ergebnisse erzielt.
Die Gestaltung des für das Umkodieren verwendeten Verfahrens richtet Umkodieren
sich im wesentlichen danach, ob ein Sender- oder ein Empfängeranonymi-
tätsschema realisiert werden soll.
Ist Senderanonymität das Ziel, so erfolgt das Umkodieren im einfachsten
Fall mittels asymmetrischer Kryptographie. Jeder Mix besitzt dabei ein Schlüs-
selpaar eines asymmetrischen Verschlüsselungssystems (beispielsweise RSA),
wobei die öffentlichen Schlüssel dem Sender bekannt sind. Die durch eine
Folge von Mixen zu verarbeitenden Datenpakete werden dann schrittweise
durch den Sender mit den öffentlichen Schlüsseln der Mixe verschlüsselt7.
Dabei erfolgt zunächst eine Verschlüsselung für den letzten Mix, das Ergeb-
nis dieser Verschlüsselung wird für den vorletzten Mix verschlüsselt und so
fort. Erhält ein Mix ein für ihn bestimmtes Mix-Paket, so kann dieser mittels
seines geheimen Schlüssels eine „Verschlüsselungsschicht“ entfernen und ge-
langt so an die an den nachfolgenden Mix bzw. den Empfänger zu sendenden
Daten. Aus Effizienzgründen ist es ratsam, statt eines rein asymmetrisch ar-
beitenden Verschlüsselungsverfahrens ein hybrides zu verwenden. In diesem
Fall ist typischerweise der Großteil des Mix-Pakets mit einem symmetrischen
Verschlüsselungsalgorithmus verschlüsselt, wobei der verwendete symmetri-
sche Schlüssel in einem asymmetrisch verschlüsselten Teil des Mix-Pakets
enthalten ist.
Soll mit Hilfe von Mixen Empfängeranonymität erreicht werden, so kön- anonyme
Rückadressen für
Empfängeran-
onymität
nen sogenannte anonyme Rückadressen verwendet werden. Dabei handelt es
sich um vom Empfänger erzeugte Nachrichten, die im wesentlichen dem
Kopfteil eines hybrid verschlüsselten Mix-Pakets entsprechen. Der Empfän-
ger veröffentlicht seine Rückadressen anonym. Möchte ein Sender einem
Empfänger eine Nachricht zukommen lassen, so nimmt er eine anonyme
Rückadresse und fügt dieser die zu übermittelnde Nachricht an. Das nun
vollständige Mix-Paket sendet er an den ersten Mix. Dieser entschlüsselt
den Nachrichtenkopf wie oben beschrieben und erfährt so den für die hy-
bride Umkodierung zu verwendenden symmetrischen Schlüssel. Im Gegen-
satz zum Senderanonymitätsschema wird der Nachrichtenteil des Mix-Pakets
aber nicht entschlüsselt, sondern verschlüsselt. Das so umkodierte Mix-Paket
7 Im Fall von RSA sind zusätzliche Maßnahmen notwendig, um die bei einer „naiven“ Ver-
schlüsselung möglichen Angriffe auf Grund der multiplikativen Struktur von RSA zu ver-
hindern [PfPf_90].
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sendet der Mix an seinen Nachfolger. Dies setzt sich fort, bis der Empfänger
die nun mehrfach verschlüsselte Nachricht erhält. Da er die zur Umkodie-
rung verwendeten symmetrischen Schlüssel kennt – er hat die Rückadresse
ja selbst gebildet – kann er durch mehrfaches Entschlüsseln an den Inhalt der
Nachricht gelangen.
Das beschriebene Umkodieren, welches sich an dem von Chaum vorge-
schlagenen Verfahren anlehnt, ist gut geeignet für Nachrichten, die aus einem
oder einigen wenigen Mix-Paketen bestehen. Für die Übertragung größerer
Datenströme ist es jedoch wenig geeignet, da entweder die Mix-Pakete sehr
lang sein müssen (was im allgemeinen auf Grund der einheitlichen Länge
der Datenpakete aller Sender zu Verschwendung von Übertragungsvolumen
führt) oder sehr viele asymmetrische Ver- bzw. Entschlüsselungsoperationen
notwendig sind. Da (beispielsweise beim Einsatz von RSA) insbesondere die
durch den Mix durchzuführende Entschlüsselung aufwendig ist und ein Mix
darüber hinaus die Daten sehr vieler Nutzer verarbeiten muß, kann es leicht
zu einer Überlastung (bezüglich Rechenleistung) eines Mixes kommen.
In [PfWa_86, PfPW_89] wird zur Lösung dieses Problems das VerfahrenMix-Kanäle
der symmetrisch verschlüsselten Kanäle vorgeschlagen. Die Grundidee dabei ist,
in einer Kanalaufbauphase zunächst mit Hilfe eines asymmetrisch verschlüs-
selten Kanalaufbaupakets mit dem Mix einen symmetrischen Schlüssel zu
vereinbaren, der dann nachfolgend für die Umkodierung des zu übertragen-
den Datenstroms verwendet wird. Da symmetrische Kryptographie im allge-
meinen um Größenordnungen effizienter ist im Vergleich zu asymmetrischen
Verfahren und der überwiegende Teil der Nutzdaten nur mit Hilfe eines sym-
metrischen Verschlüsselungsverfahrens ver- bzw. entschlüsselt werden muß,
ergibt sich eine deutliche Steigerung der Effizienz.
Allerdings erfordert das Verfahren der symmetrisch verschlüsselten Kanä-
le zusätzliche Maßnahmen, um den Schutz der Kommunikationsumstände
nicht zu gefährden. Insbesondere ist es notwendig, daß die Kanäle der Teil-
nehmer gleichzeitig auf- bzw. abgebaut werden. Andernfalls könnte ein An-
greifer die Zuordnung von eingehenden zu ausgehenden Datenströmen an
Hand der Zeitpunkte des jeweiligen Kanalaufbaus bzw. -abbaus ermitteln.
Um zu verhindern, daß Teilnehmer mit dem Kanalabbau solange warten
müssen, bis der am längsten andauernde Kanal beendet wird, erfolgt eine
Unterteilung von Kanälen in sogenannte Zeitscheibenkanäle [PfPW_89], die ei-
ne feste (relativ kurze) Dauer besitzen. Diese Idee ist der oben beschriebenen
Segmentierung von beliebig großen Nachrichten in Datenpakete fester Größe
vergleichbar.
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Bei der Verwendung des Konzepts der Mix-Kanäle kann man ferner fest- unidirektionale
vs. bidirektionale
Kanäle
legen, ob diese eine unidirektionale oder bidirektionale Datenübertragung zwi-
schen Sender und Empfänger erlauben sollen. Dabei ist zu beachten, daß
sich aus dieser Entscheidung Konsequenzen für die erreichbare Anonymität
und die Verfügbarkeit ergeben. So kann die Verwendung von unidirektio-
nalen Kanälen (je einen zum Senden bzw. Empfangen), die unterschiedliche
Routen verwenden, die Verkehrsanalyse durch einen Angreifer erschweren,
während gleichzeitig ein negativer Einfluß auf die Verfügbarkeit möglich ist,
da in diesem Falle potentiell mehr unterschiedliche Mixe für eine bidirektio-
nale Kommunikation notwendig sind. Die konkreten Auswirkungen auf die
Anonymität hängen dabei insbesondere vom Angreifermodell ab. Ohne dies
zu berücksichtigen, ist es nicht möglich, generelle Aussagen zu treffen, wie
etwa: Die Verwendung von unidirektionalen Kanälen über unterschiedliche
Routen hat positiven Einfluß auf die erreichbare Anonymität.
Nachfolgend werden – ausgehend davon, daß die Kommunikation zwi-
schen Sender und Empfänger selbst bidirektional erfolgen soll – einige Desi-
gnvarianten beschrieben. Eine konkrete Lösungsmöglichkeit hängt dabei von
einer Reihe weiterer Anforderungen bzw. Annahmen ab, insbesondere ob:
1. Senderanonymität, Empfängeranonymität oder beides gewünscht ist,
2. Sender bzw. Empfänger jeweils bewußt das Anonymisierungsprotokoll
unterstützen müssen8,
3. die Übermittlung der Nachrichten vom Sender zum Empfänger bzw. in
entgegengesetzte Richtung auf unterschiedlichen Routen erfolgt.
Zunächst wird beschrieben, wie jeweils die Umsetzung im Falle von Sen-
deranonymität erfolgen kann. Dabei wird ferner davon ausgegangen, daß der
Empfänger nicht das vom Sender gewählte Anonymisierungsprotokoll un-
terstützt bzw. noch nicht einmal weiß, daß der Sender einen Anonymisie-
rungsdienst verwendet. Daher wird nachfolgend ein solcher Empfänger kurz
als „unwissender Empfänger“ bezeichnet. Generell ist anzumerken, daß sich
das Problem der „Unwissenheit“ in der Regel dadurch lösen läßt, daß ein
spezielles Gateway eingesetzt wird, das zwischen Anonymisierungsproto-
koll und „normalem“ Protokoll vermittelt. Ein relevanter Anwendungsfall
8 Für den Fall einer unidirektionalen Kommunikation zwischen Sender und Empfänger ist
Broadcast als Empfängeranonymitätsschema insofern interessant, als daß in diesem Fall der
Sender das Schema wählen kann und dem Empfänger noch nicht einmal bewußt sein muß,
daß er die betreffende Nachricht anonym empfangen hat.
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ist das anonyme Abrufen von Web-Seiten, wobei der Web-Seiten-Anbieter
einen üblichen Web-Server verwendet und nicht bereit ist, den anonymen
Abruf speziell zu unterstützen. Anschließend wird auf Empfängeranonymi-
tät eingegangen, wobei hier unterschieden wird, ob der Sender das vom Emp-
fänger gewählte Anonymisierungsprotokoll unterstützt oder nicht. Abschlie-
ßend wird auf den Fall der beiderseitigen Anonymität eingegangen, wobei
sich die Lösung hier aus einer sinnvollen Kombination der zuvor beschriebe-
nen Verfahren für Sender- bzw. Empfängeranonymität ergibt.
Im Falle eines bidirektionalen Kanals sendet der Empfänger, der eine Ant-bidirektionale
Kanäle, Sender-
anonymität,
unwissender
Empfänger
wortnachricht an den ursprünglichen Sender zurück übermitteln will, die
Nachricht an den letzten Mix des Kanals, der die Funktion des oben erwähn-
ten Gateways übernimmt. Er teilt die empfangene Nachricht auf die notwen-
dige Anzahl Mix-Pakete auf und verschlüsselt diese unter Benutzung des zum
Kanal gehörigen symmetrischen Schlüssels. Anschließend sendet er die Mix-
Pakete an den vorangehenden Mix. Dieser verschlüsselt die empfangenen
Mix-Pakete erneut mit dem ihm bekannten symmetrischen Kanalschlüssel
und sendet sie an seinen Vorgänger. Dies setzt sich fort, bis die mehrfach ver-
schlüsselten Mix-Pakete letztendlich beim Initiator (dem ursprünglichen Sen-
der) des Mix-Kanals ankommen. Da dieser alle zum Kanal gehörigen sym-
metrischen Schlüssel kennt, kann er die Mix-Pakete sukzessive entschlüsseln.
Handelt es sich bei den Mix-Kanälen um unidirektionale Kanäle, so läßtunidirektionale
Kanäle, Sender-
anonymität,
unwissender
Empfänger
sich eine bidirektionale Kommunikation dadurch realisieren, daß der Sender
einen Sende- und einen Empfangskanal etabliert. Dabei können für beide
Kanäle prinzipiell unterschiedliche Mixe verwendet werden. Wichtig ist na-
türlich, daß der Empfänger erfährt, wohin er seine Antworten schicken soll.
Dabei ist zu unterscheiden, ob der Sender dies dem Empfänger auf der Ebe-
ne des verwendeten Anwendungsprotokolls mitteilen kann oder nicht. Im
ersten Fall würde der Sender dem Empfänger dabei die relevanten Adressin-
formationen des letzten Mixes des von ihm etablierten Empfangskanals mit-
teilen. Andernfalls, d. h. wenn der Empfänger seine Antworten einfach an
den letzten Mix des Sendekanals übermittelt, muß der Sender diesem Mix die
notwendigen Adressinformationen des letzten Mixes des zu verwendenden
Empfangskanals mitteilen. Damit ist der letzte Mix des Sendekanals prinzi-
piell in der Lage, Sende- und Empfangskanal zu verketten, was negativen
Einfluß auf die Anonymität des Senders haben kann. Allerdings ist das auch
dann der Fall, wenn die Übermittlung der relevanten Adressinformationen
direkt an den Empfänger erfolgt und zwischen Sender und Empfänger keine
Ende-zu-Ende-Verschlüsselung erfolgt, wie dies beispielsweise beim unver-
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schlüsselten Abruf von Web-Seiten der Fall ist.
Empfängeranonymität läßt sich – analog zur oben beschriebenen Sender-
anonymität – ebenfalls leicht durch die Verwendung eines Gateways realisie-
ren, das die Umsetzung der vom Sender übermittelten Nachrichten auf das
Anonymisierungsprotokoll vornimmt. Unterstützt der betreffende Anonymi-
sierungsdienst bidirektionale Kanäle, so reicht es, wenn der Empfänger einen
Kanal zum Gateway etabliert und (anonym) die durch den Sender zu ver-
wendenden Adressinformationen des Gateways veröffentlicht. Werden nur
unidirektionale Kanäle unterstützt, so muß der Empfänger für die Übermitt-
lung von Nachrichten an den Sender zusätzlich einen Sendekanal etablieren.
Eine andere Möglichkeit besteht in der Verwendung von anonymen Rück-
adressen. Dies setzt aber Unterstützung durch den Sender voraus. Der Vorteil
der Verwendung von anonymen Rückadressen, im Vergleich zum zuvor be-
schriebenen Etablieren eines Kanals zu einem Gateway, liegt darin, daß Kanä-
le nur dann etabliert werden, wenn ein Sender tatsächlich etwas an einen
Empfänger übermitteln will.
Gegenseitige Anonymität läßt sich dadurch erreichen, daß Sende- und
Empfangskanäle „zusammengeschaltet“ werden, wie dies beispielsweise bei
dem Verfahren der ISDN-Mixe [PfPW_89, PfPW_91] geschieht.
Zur Verhinderung von Replay-Angriffen wird in [Chau_81] eine Kombina- Verhinderung
von
Replay-Angriffen
tion von drei Maßnahmen vorgeschlagen:
1. Wechsel des Mix-Schlüssels: Wurde vor dem Wiedereinspielen eines
Mix-Pakets der Mix-Schlüssel gewechselt, so bleibt der Angriff erfolg-
los. Da das wiedereingespielte Paket mit einem anderen Schlüssel um-
kodiert wird als das ursprüngliche Paket, unterscheiden sich auch die
Bitmuster der entschlüsselten Nachrichten derartig, daß Rückschlüsse
auf die Zusammengehörigkeit nicht möglich sind.
2. Speicherung bereits bearbeiteter Pakete in einer Datenbank: Dabei
wird aus Effizienzgründen nicht das gesamte Paket gespeichert, son-
dern nur ein verkürzter Identifikator. Vor der Verarbeitung eines neu
eintreffenden Mix-Pakets wird in der Datenbank nachgesehen, ob das
Paket bereits verarbeitet wurde.
3. Verwendung von Zeitstempeln: Jedes Mix-Paket besitzt einen Zeit-
stempel. Der Mix lehnt die Bearbeitung von Mix-Paketen mit ungül-
tigen (veralteten) Zeitstempeln ab.
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Darüber hinaus sei angemerkt, daß ein Replay-Angriff im Falle der Ver-
wendung von symmetrisch verschlüsselten Kanälen nur auf das asymme-
trisch verschlüsselte Kanalaufbaupaket möglich ist. Dies hat den folgenden
Grund: Für die ausschließlich symmetrisch verschlüsselten Mix-Pakete wird
eine nicht selbst synchronisierende Strom-Chiffre verwendet. Dies bedeutet,
daß beim Wiedereinspielen eines Pakets aus dem Chiffre-Strom nach dem
Entschlüsseln ein völlig neues Bitmuster entsteht, das (bei richtiger Wahl der
Strom-Chiffre) nicht mit dem vorangehenden verkettbar ist.
Obwohl mit den bisher beschriebenen Maßnahmen versucht wird, die Ein-Schnittmengen-
angriffe Ausgabe-Zuordnung zu verbergen, wird dieses Ziel in der Praxis (insbeson-
dere gegenüber einem Angreifer, der in der Lage ist, große Teile des Net-
zes zu belauschen) nicht erreicht. Hauptproblem sind dabei die sogenannten
Schnittmengenangriffe (engl.: intersection attacks) [Pfitz_85, Bert_99]. Kernidee
dabei ist, mit Hilfe von Beobachtungen im Laufe der Zeit immer mehr po-
tentiell mögliche Kommunikationsbeziehungen auszuschließen, bis am Ende
eine aus Angreifersicht hinreichend kleine Anonymitätsmenge übrig bleibt9.
Das prinzipielle Vorgehen soll dabei am Beispiel von längerfristig durchge-Langzeit-Schnitt-
mengenangriffe führten Schnittmengenangriffen (engl.: long-term intersection attacks) erläutert
werden: Für das Beispiel wird angenommen, daß ein Nutzer mit Hilfe eines
Anonymisierungsdienstes sein E-Mail-Postfach abruft. Der Angreifer kann
dabei die Abrufvorgänge verketten, d. h. er weiß, daß sie demselben Nutzer
(Sender) zurechenbar sind – kennt aber dessen Identität nicht. Der Angrei-
fer bildet nun die Schnittmenge S̄ der Mengen Sti aller potentiellen Sender,
die für das Abrufen des E-Mail-Postfaches zum Zeitpunkt ti in Frage kom-
men. Da in der Praxis davon ausgegangen werden kann, daß nicht zu jedem
Zeitpunkt immer dieselben Nutzer beim Anonymisierungsdienst angemel-
det sind, ist davon auszugehen, daß nach hinreichend vielen Beobachtungen
|S̄| = 1 gilt.
Selbst wenn man Nutzer unterstellt, die an der Wahrung ihrer Anonymi-
tät größtmögliches Interesse haben und daher auf (häufige) An- bzw. Ab-
meldung beim Anonymisierungsdienst verzichten, so läßt sich mit realisti-
schem Aufwand nicht verhindern, daß auf Grund von Hardwareausfällen
oder Netzstörungen manche Nutzer als potentielle Sender zu einem gegebe-
nen Zeitpunkt ti nicht in Frage kommen. Für derartige Fälle ist in [BeLa_03]
ein Verfahren vorgeschlagen, bei dem Nutzer Nachrichten vorbereiten, die
9 Der Angreifer bildet also jeweils Schnittmengen zwischen der Menge aller (noch) möglichen
Kommunikationsbeziehungen und den aus seiner Sicht auf Grund der gemachten Beobach-
tungen noch möglichen Kommunikationsbeziehungen.
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bei definierten Ereignissen oder Zeitpunkten von anderen Nutzern an den
Anonymisierungsdienst geschickt werden. Zwar läßt sich auf diese Weise
der Erfolg von Schnittmengenangriffen verringern – allerdings würde dies
einen aus praktischer Sicht vermutlich nicht umsetzbaren Aufwand erfor-
dern. Insgesamt läßt sich feststellen, daß zur Verhinderung von (Langzeit-
)Schnittmengenangriffen momentan keine wirklich überzeugenden Lösun-
gen existieren.
Aus praktischer Sicht bereitet im übrigen bereits die Verhinderung von Dummy-
nachrichtenwesentlich „einfacheren“ Verkettungs- bzw. Verkehrsanalyseangriffen erheb-
liche Probleme. Kann ein Angreifer „vor“ und „hinter“ dem Anonymisie-
rungsdienst lauschen, d. h. auf den Verbindungen zwischen Sender und An-
onymisierungsdienst bzw. Empfänger und Anonymisierungsdienst, so kann
er im einfachsten Fall die jeweils übertragenen Datenmengen korrelieren.
Um dies zu verhindern, müßten alle Teilnehmer jeweils einen Datenstrom
mit konstanter Übertragungsrate empfangen und senden (isochroner Daten-
verkehr) [PfWa_86]. Dies läßt sich mit Hilfe von bedeutungslosen Nachrich-
ten (sogenannten Dummynachrichten) erreichen – bedeutet in der Praxis je-
doch für einen Mix einen erheblichen Mehraufwand. Durch die Aggregation
der Datenströme der Teilnehmer steigen der Ressourcenbedarf eines Mixes
(Bandbreite, Rechenleistung etc.) und somit letztlich die Betriebskosten in
etwa linear mit der Anzahl der Teilnehmer.
Bei der Erzeugung und Übermittlung von Dummynachrichten lassen sich
verschiedene Verfahren unter anderem an Hand der nachfolgend aufgeführ-
ten Eigenschaften unterscheiden (siehe auch [DíPr_04b]):
Wer erzeugt die Dummynachrichten? Die Dummynachrichten können so-
wohl vom Sender, den Mixen, vom Empfänger sowie einer Kombinati-
on dieser Entitäten generiert werden.
Wo werden Dummynachrichten eingefügt? Mit dem „wo“ ist dabei der lo-
gische Schritt in der Verarbeitungs- und Übermittlungskette vom Sen-
der zum Empfänger gemeint. Bezüglich eines Mixes kann dies etwa
bedeuten, daß er Dummynachrichten in die Warteschlange (Pool) der
noch zu verarbeitenden Mix-Pakete einfügt oder daß er Dummynach-
richten unmittelbar vor der Übermittlung in die Ausgabewarteschlan-
ge einfügt. Die Vor- und Nachteile dieser beiden Verfahren werden
in [DíPr_04a] diskutiert.
Wann werden Dummynachrichten erzeugt? Dabei ist anzumerken, daß mit
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„wann“ neben zeitlichen Aspekten ganz allgemein die Bedingungen ge-
meint sind, die erfüllt sein müssen, damit eine Dummynachricht gene-
riert wird.
Wer erkennt die Dummynachrichten? Dummynachrichten sind in der Re-
gel durch denjenigen, der sie generiert hat, auf dem Übertragungs-
weg als solche zu erkennen. Darüber hinaus können Dummynachrich-
ten derart markiert sein, daß weitere Entitäten auf dem Übertragungs-
weg Dummynachrichten als solche erkennen. Dies kann beispielsweise
einen Mix betreffen, der die Dummynachricht dann aussortiert, d. h.
nicht weiter verarbeitet. Ebenso wird üblicherweise der Empfänger er-
fahren, ob es sich bei einer empfangenen Nachricht um eine Dummy-
nachricht handelt oder nicht.10
Wer verwirft Dummynachrichten? Aus der Beantwortung dieser Frage läßt
sich in Kombination mit der Frage nach der Generierung von Dum-
mynachrichten der Übertragungsweg einer Dummynachricht ermitteln.
Zwei herausragende Fälle sind dabei zum einen der sogenannte Ende-
zu-Ende-Dummytraffic, bei dem die Dummynachrichten vom Sender
zum Empfänger übertragen, d. h. nicht durch einen Mix aussortiert
werden. Demgegenüber ist mit Verbindungsdummytraffic gemeint, daß
Dummynachrichten zwischen zwei benachbarten Entitäten übermittelt
werden, also beispielsweise zwischen Sender und erstem Mix bzw. Emp-
fänger und letztem Mix oder zwischen zwei benachbarten Mixen. Bei
einer anderen Form des Dummytraffics werden Dummynachrichten
über mehrere Entitäten hinweg übermittelt. Typischerweise betrifft dies
Dummynachrichten, die vom Sender generiert und vom letzten Mix
aussortiert werden.
Bezüglich der obigen Fragestellungen ist anzumerken, daß in vielen Fällen
das Erzeugen von Ende-zu-Ende-Dummytraffic schwierig ist, in denen ne-
ben Sender und Empfänger keine weiteren Entitäten (also insbesondere nicht
die Mixe bzw. ein Angreifer, der die Verbindungen belauscht) die Dummy-
nachrichten als solche erkennen sollen. Dies betrifft insbesondere Situationen,
10 Dies muß aber nicht notwendigerweise der Fall sein, da „bedeutungslos“ durchaus aus der
Perspektive desjenigen zu sehen ist, der die Dummynachrichten generiert hat. Als Beispiel
sei das Abrufen einer Web-Seite genannt, wobei der Abrufende dies lediglich durchführt,
um seine Anonymität zu erhöhen, d. h. an den abgerufenen Inhalten gar kein Interesse hat,
sie für ihn in diesem Sinne also „bedeutungslos“ sind. Dem Web-Server (als Empfänger der
Anfrage) ist dies jedoch in der Regel nicht bewußt.
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in denen eine Ende-zu-Ende-Verschlüsselung der bedeutungsvollen Nachrich-
ten nicht möglich ist. In diesem Fall erfährt beispielsweise der letzte Mix
bzw. ein Lauscher auf der Verbindung zwischen letztem Mix und Empfän-
ger die Klartexte der übermittelten Nachrichten. Bezüglich der Übermittlung
von Dummynachrichten bedeutet dies, daß sie damit auch bezüglich des In-
halts nicht von bedeutungsvollen Nachrichten unterscheidbar sein dürfen.
Letztlich kann man dies als ein Problem aus dem Bereich der Steganogra-
phie auffassen, d. h. das Ziel besteht darin, innerhalb des Coverdatenstroms
(der bedeutungsvollen Nachrichten) die Dummynachrichten zu verbergen.
Die sich dabei ergebenden grundsätzlichen Probleme und die damit verbun-
denen Schwierigkeiten einer Lösung lassen sich [Böhm_08] entnehmen.
Darüber hinaus erweist sich die Übertragung von Datenströmen mit kon-
stanter Datenrate im Internet auf Grund von nicht vorhandenen Dienstgüte-
garantien als schwierig. Selbst die Erzeugung eines Datenstroms, dessen Da-
tenrate unbeeinflußt davon ist, ob gerade Nutzdaten oder Dummynachrich-
ten übertragen werden, ist kompliziert [FGBZ_03, GZFB_05]. Es existieren
zwar auch Vorschläge für Verfahren, die einen Schutz der Kommunikations-
umstände gewährleisten sollen, ohne daß jeder Teilnehmer einen konstanten
Datenstrom senden und empfangen muß – jedoch erweisen sich die vorge-
schlagenen Lösungen als angreifbar [Lütt_98, DíPr_04a, DíPr_04b].
Insgesamt läßt sich feststellen, daß es bezüglich einer wirksamen (bezüg-
lich des Schutzes von Anonymität und Unbeobachtbarkeit) und in der Praxis
realisierbaren (insbesondere in Internet-basierten Diensten) Dummytraffic-
strategien viele offene Probleme gibt. In der Konsequenz verzichten die mei-
sten Vorschläge für praktikable Anonymisierungsdienste auf die Spezifizie-
rung von Dummydatenverkehr: »Recent research [1] and deployment experi-
ence [4] suggest that this level of resource use is not practical or economical;
and even full link padding is still vulnerable [33]. Thus, until we have a
proven and convenient design for traffic shaping or low-latency mixing that
improves anonymity against a realistic adversary, we leave these strategies
out.« ([DiMS_04]; enthält 3 Zitate11)
A.4 PipeNet
Mit einer Nachricht auf der Cypherpunks Mailingliste schlägt Wei Dai im
Januar 1995 [WWW:Dai_95] ein Design für einen Anonymisierungsdienst
11 [1] entspricht [AcDS_03]; [4] entspricht [WWW:BaGS_01]; [33] entspricht [LRWW_04]
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vor. Dabei werden die Chaumschen Mix-Netz Ideen mit isochroner Übertra-
gung mit konstanter Datenrate kombiniert [WWW:Dai_98a, WWW:Dai_98b,
WWW:Dai_98c]. Insgesamt handelt es sich um keine grundsätzlich neuen
Ideen, da gleiches bereits früher vorgeschlagen und mit dem Design der
ISDN-Mixe [PfPW_89, PfPW_91] wesentlich vollständiger ausgearbeitet wur-
de. Dennoch erlangte Dai’s Vorschlag in manchen Teilen der Welt einiges an
Aufmerksamkeit, wie sich aus der Vielzahl Referenzen in späteren Arbeiten
über anonyme Kommunikation entnehmen läßt.
Neben dem, daß der gesamte Entwurf in der Nachricht von Dai nur sehr
skizzenhaft dargestellt ist, stellt sich als ein wesentliches Hindernis für eine
praktikable Umsetzung seines Vorschlags die Tatsache heraus, daß im Falle
eines aktiven Angriffs (d. h. der Angreifer unterdrückt oder verzögert Nach-
richten) das gesamte Anonymisierungsnetz für diese Zeitscheibe „stillsteht“.
Es ist höchst unwahrscheinlich, daß ein derartig arbeitendes Netz ein ak-
zeptables Maß an Servicequalität liefern kann – insbesondere wenn man die
Skalierbarkeit berücksichtigt und annimmt, daß Teilnehmerstationen ausfal-
len oder unangekündigt das Netz verlassen.
A.5 Crowds
In [ReRu_98] schlagen Michael K. Reiter und Aviel D. Rubin eines der ersten
(nicht trivialen) Systeme zur anonymen Kommunikation namens Crowds vor,
das sich speziell der Anonymisierung von Web-Zugriffen (also dem anony-
men Web-Surfen) widmet. Crowds verwendet eine P2P↑-basierte Netztopo-
logie, wobei es sich jedoch nicht um ein reines P2P-Netz handelt, da ein
zentraler Server zum Betrieb von Crowds notwendig ist.
Um Crowds nutzen zu können, installiert sich jeder Teilnehmer eine Client-
Software namens Jondo, die als lokaler Proxy im Web-Browser zu konfigurie-
ren ist. Jeder Jondo registriert sich bei einem zentralen Server, dem Blender.
Der Blender dient als Verzeichnisserver, so daß jeder registrierte Jondo von
ihm erfährt, welche weiteren Jondos existieren. Alle bei einem Blender an-
gemeldeten Jondos bilden eine (geschlossene) Anonymitätsgruppe, die soge-
nannte Crowd.
Das Anonymisierungsverfahren basiert auf der grundlegenden Idee, daß
die HTTP-Anfragen/-Antworten zunächst über eine zufällige Menge an Teil-
nehmern (Jondos) umgeleitet werden, bevor sie zum eigentlichen Ziel, dem
Web-Server, gesendet werden. Ein (lokal beobachtender) Web-Server kann
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somit nicht entscheiden, ob eine Anfrage tatsächlich von dem Teilnehmer in-
itiiert wurde, von dem er die Anfrage empfängt. Allerdings schützt Crowds
nur begrenzt gegen Angriffe, bei denen mehrere Teilnehmer mit dem An-
greifer zusammenarbeiten. Ein wesentliches Problem ist, daß die übertrage-
nen Daten in jedem Jondo im Klartext vorliegen müssen12. Somit lassen sich
„gutartige“ Jondos, die sich zwischen angreifenden Jondos befinden, leicht
überbrücken. Dies ist ein fundamentaler Unterschied zu Mix-basierten An-
onymisierungsdiensten, bei denen alle Mixe entlang einer gegebenen Route
mit dem Angreifer zusammenarbeiten müssen, um einen Teilnehmer zu de-
anonymisieren. Darüber hinaus bietet Crowds keinen Schutz gegen einen
Angreifer, der in der Lage ist, die Leitungen eines Teilnehmers und der ange-
fragten Web-Server zu überwachen, da Crowds keine Maßnahmen vorsieht,
um in diesem Fall Verkehrsanalysen (etwa über zeitliche oder quantitative
Korrelationen) zu verhindern.
Abbildung A.6 stellt die Architektur von Crowds dar und verdeutlicht, wie
das anonyme Surfen mit Hilfe von Crowds prinzipiell funktioniert.
Ruft der Nutzer eine Web-Seite ab, so sendet der Jondo des Nutzers die ent-
sprechende HTTP-Anfrage an einen zufällig gewählten Jondo der Crowd13.
Empfängt ein Jondo eine HTTP-Anfrage, so entscheidet er lokal, ob er die-
se Anfrage an einen (zufällig gewählten) Jondo weiterleitet, oder direkt zum
Empfänger (also dem Web-Server) schickt. Die zur HTTP-Anfrage gehören-
de Antwort des Web-Servers wird auf dem gleichen Pfad übertragen, wobei
die einzelnen Jondos in umgekehrter Reihenfolge durchlaufen werden. Auch
werden alle zukünftigen HTTP-Anfragen, die an denselben oder einen belie-
bigen anderen Web-Server gerichtet sind, über den bereits etablierten Pfad
geschickt.
Das Anwendungsgebiet, nämlich anonymes Web-Surfen, für das Crowds
entwickelt wurde, ermöglicht neben den bereits im Kapitel über Proxies be-
schriebenen Angriffen mit Hilfe von aktiven Inhalten auch eine spezielle
Art von Angriff, die das automatische Nachladen von in Web-Seiten ein-
gebetteten Objekten (beispielsweise Bildern) ausnutzt: sendet ein Jondo an
seinen Vorgänger eine im Rahmen der Abarbeitung des Anonymisierungs-
protokolls empfangene Web-Seite und erhält er unmittelbar darauf HTTP-
Anfragen nach in dieser Web-Seite eingebetteten Objekten, so kann der Jon-
12 Genauer gesagt: in jedem Jondo sind die Bitmuster der Daten, die zur selben Nachricht
(HTTP-Anfrage oder -Antwort) gehören, identisch.
13 Dabei kann es sich durchaus um den Jondo des Nutzers handeln, d. h. der Nutzer schickt in
diesem Fall im ersten Schritt die Nachricht an sich selbst.
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Web-Server II
Web-Server I
Web-Server III
Blender
Registrierung Jondo
Bestätigung; Liste der registrierten Jondos
Nutzer A
Nutzer B
Nutzer D
Nutzer E
Nutzer C
HTTP-Anfrage
HTTP-Antwort
Abbildung A.6: Architektur und Funktionsweise von Crowds. Nutzer A
kommuniziert mit Web-Server I, wobei die Nachrichten über
die Route B-D-A-A-C umgeleitet werden.
do schlußfolgern, daß mit hoher Wahrscheinlichkeit der Vorgänger-Jondo der
Initiator des anonymen Web-Seitenabrufs ist.
Um diese Art von Angriffen zu verhindern, wird bei Crowds immer die
vollständige Web-Seite (d. h. inklusive aller eingebetteten Objekte) als Ant-
wort auf eine HTTP-Anfrage an den Initiator übertragen. Dazu analysiert
der letzte Jondo einer gegebenen Route die vom Web-Server erhaltene Web-
Seite bezüglich Verweisen auf eingebettete Objekte und fordert diese auto-
matisch vom Web-Server an und überträgt sie an den Initiator. Dies funktio-
niert natürlich nur, solange zwischen Initiator und Web-Server keine Ende-
zu-Ende-Verschlüsselung angewendet wird. Daher unterstützt Crowds auch
keine mittels SSL/TLS gesicherten Web-Seitenabrufe.
Die Kommunikation zwischen zwei Jondos findet generell verschlüsselt
statt. Dabei wird ein symmetrisches Verschlüsselungsverfahren eingesetzt.
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Die benötigten Schlüssel erfährt ein Jondo vom Blender.
Wie oben bereits erwähnt ist der Blender für das Management der Mit-
glieder (Jondos) einer Crowd verantwortlich. Eine wesentliche Funktionalität
besteht dabei darin, daß neue Jondos nur zu genau definierten Zeiten einer
Crowd beitreten können. Grund hierfür ist, daß das Hinzufügen neuer Jon-
dos zu einer Crowd dazu führt, daß bestehende Routen aufgelöst werden.
Somit werden alle Jondos gezwungen, neue Routen zu etablieren – und nicht
nur die andernfalls angreifbaren neuen Mitglieder.
A.6 Onion Routing (OR)
A.6.1 Überblick
Bei Onion Routing handelt es sich um einen Anonymisierungsdienst, der so-
wohl Sender- als auch Empfängeranonymität gewährleisten kann. Ziel war
dabei insbesondere die Verhinderung des Aufdeckens von Kommunikations-
beziehungen mittels Verkehrsanalysen. Ähnlich wie beispielsweise bei dem
System Crowds ist ein wesentliches Architekturmerkmal die Umleitung der
Nachrichtenströme zwischen Sender und Empfänger über eine Reihe von
zwischengeschalteten Stationen, den sogenannten Onion Routern.
Im Gegensatz zu Crowds ähnelt das zugrundeliegende Kommunikations-
protokoll aber eher den Chaumschen Mixen. Es wird dabei deren Erweite-
rung um symmetrisch verschlüsselte Kanäle angewendet. Der Begriff „Oni-
on Routing“ – zu deutsch etwa: Zwiebel Routing – wurde gewählt, da die
wesentlichen Protokollnachrichten mehrschichtig aufgebaut sind und daher
eine Assoziation mit dem Aufbau einer Zwiebel nahe lag.
Gemäß der in [WWW:Onion_07] angegebenen historischen Entwicklung
von Onion Routing lassen sich zumindest drei Entwicklungsgenerationen
unterscheiden.
Die ersten Arbeiten begannen 1995. 1996 wird das Verfahren der Generati-
on 0 (OR 0) in [GoRS_96] vorgestellt. 1997 werden die meisten Neuerungen
der Generation 1 (OR 1) in [SyGR_97] vorgestellt. Die detaillierteste Spezi-
fikation der Generation 1 findet sich in dem 1998 veröffentlichten Fachzeit-
schriftenbeitrag [ReSG_98].
Im Januar 2000 wird das Test-Netz für das Generation 0 Design abgeschal-
tet. In den zwei Jahren seines Betriebes wurden über dieses Netz über 20
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Millionen HTTP-Anfragen anonymisiert14.
Im Jahr 2002 begannen schließlich die Arbeiten an dem System Tor, der mo-
mentan aktuellen Generation des Onion Routings. 2004 wird mit [DiMS_04]
das Design dieser Generation 2 (OR 2) vorgestellt.
A.6.2 Original Onion Routing (OR 0)
Das in [GoRS_96] vorgestellte ursprüngliche Onion Routing erlaubt prinzipi-
ell jeder proxyfähigen Anwendung eine anonymisierte Kommunikation. Die
prototypische Implementierung enthielt dabei zunächst eine Umsetzung für
HTTP (ermöglichte also das anonyme Web-Surfen) und TELNET.
Wie oben bereits erwähnt besteht die Hauptidee darin, daß Nachrichten
nicht direkt vom Sender zum Empfänger übertragen werden, sondern über
eine Reihe von Zwischenstationen (den Onion Routern) umgeleitet werden.
Um auf den Onion Routing Anonymisierungsdienst zugreifen zu können,
muß sich der Nutzer eine Software installieren, die als lokaler Proxy für die
zu anonymisierende Anwendung agiert. Dabei enthält dieser Onion Proxy
auch gleichzeitig die Funktionalität des Onion Routers – insofern greift ein
Nutzer nicht wirklich auf das Onion Routing Netz zu, sondern wird vielmehr
Teil desselben.
Neben dem eingangsseitigen Proxy, der für die Protokollumsetzung zwi-
schen Anwendungsprotokoll und Onion Routing Protokoll zuständig ist, exi-
stiert ausgangsseitig ein entsprechendes Gegenstück, das eine Umsetzung
zwischen Onion Routing Protokoll und Anwendungsprotokoll durchführt
und mit dem eigentlichen Empfänger kommuniziert. Ein Problem bei die-
ser Architektur ist, daß für jedes Anwendungsprotokoll speziell angepaßte
Proxies entwickelt werden müssen.
Abbildung A.7 stellt die grundlegende Topologie eines Onion Routing Net-
zes dar. Jeder Onion Router hat ein Schlüsselpaar eines asymmetrischen Ver-
schlüsselungssystems. Zwischen verbundenen Onion Routern wird Verbin-
dungsverschlüsselung zur Wahrung von Integrität und Vertraulichkeit ver-
wendet. Auf diesen Verbindungen werden ausschließlich (Daten)Pakete (in
der Onion Routing Terminologie als Cells bezeichnet) fester Größe (48 By-
tes) übertragen. Eine Cell besteht dabei aus einem Kopf- und einem Daten-
teil. Ersterer enthält eine Verbindungsnummer (anonymous connection identifier
(ACI)), die bestimmt, zu welcher virtuellen Verbindung das Paket gehört; ein
14 Zum Vergleich: Dies entspricht in etwa der Menge der momentan täglich durch die AN.ON-
Mix-Kaskade „Dresden-Dresden“ bearbeiteten HTTP-Anfragen.
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Nutzer D
Nutzer A
verbindungsverschlüsselte Kommunikation zwischen benachbarten Onion Routern
virtuelle Verbindung durch das Onion Routing Netz
ungesicherte Kommunikation zwischen letztem Onion Router und Web-Server
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DATA-Cells
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Abbildung A.7: Grundlegende Architektur von Onion Routing. Der Onion
Proxy von Nutzer A etabliert eine virtuelle Verbindung über
die Onion Router B-1-3-E, um letztlich mit Web-Server II zu
kommunizieren.
Kommando, das bestimmt, wie die im Datenteil übertragenen Informationen
zu interpretieren sind und eine Längenangabe über die im Datenteil übertra-
genen Nutzdaten.
Mit Hilfe dieser Pakete werden mehrere virtuelle Verbindungen (virtual cir-
cuits bzw. anonymous connections) gemultiplext (Zeitmultiplex). Eine virtuelle
Verbindung entspricht dabei einem anonymen Datenkanal, d. h. einer anony-
misierten TCP/IP-Verbindung zwischen Sender und Empfänger.
Der Pfad durch das Netz, der für die anonyme Kommunikation zwischen
Sender und Empfänger verwendet werden soll, wird durch den Onion Proxy
des Senders festgelegt. Dieser sendet sogenannte Onions durch das Netz,
um eine virtuelle Verbindung zu etablieren. Eine Onion ist prinzipiell mehr-
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schichtig aufgebaut, wobei jede Schicht für genau einen Onion Router auf
dem Weg der Nachricht gedacht ist. Dabei enthält jede Schicht (oder Schale
im Sinne der Zwiebel-Metapher) folgende Informationen:
Gültigkeitszeit: Gibt an, bis wann die Onion gültig ist. Nach Ablauf der
Gültigkeitszeit wird eine Onion nicht mehr bearbeitet.
Nachfolger: Gibt an, an welchen Onion Router die verbleibende Onion (nach
Entfernen der für den aktuellen Onion Router bestimmten Informatio-
nen) weitergeleitet werden soll. Dabei handelt es sich um eine global
eindeutige Nummer, die den betreffenden Onion Router identifiziert.
Funktion Ff und Schlüssel Kf: Bestimmen, welche kryptographische Funk-
tion mit welchem Schlüssel auf die Daten, die in Upstream-Richtung
übertragen werden, anzuwenden ist.
Funktion Fb und Schlüssel Kb: Bestimmen, welche kryptographische Funk-
tion mit welchem Schlüssel auf die Daten, die in Downstream-Richtung
übertragen werden, anzuwenden ist.
Die einzelnen Schichten sind dabei jeweils mit einem hybriden Verschlüsse-
lungssystem verschlüsselt, so daß nur der Onion Router, für den die Infor-
mationen bestimmt sind, diese erfährt.
Alle Onions besitzen eine einheitliche, konstante Länge. Da jeder Onion
Router die für ihn bestimmten Informationen entfernt, muß er jede Onion
durch Anhängen von zufälligen Daten auf die vorgeschriebene Länge auffül-
len.
Um nun eine virtuelle Verbindung zu schalten, sendet ein Onion Proxy ei-
ne entsprechend erzeugte Onion zusammen mit einem CREATE-Kommando
und einer zufällig gewählten, lokal eindeutigen Verbindungsnummer zum
ersten Onion Router. Dieser entnimmt der Onion die für ihn bestimmten In-
formationen, erzeugt seinerseits eine Verbindungsnummer und sendet diese
zusammen mit einem CREATE-Kommando und der verbliebenen Onion zum
nachfolgenden Onion Router. Gleichzeitig speichert er in einer Verbindungs-
tabelle Eingangs- und Ausgangsverbindungsnummer zusammen mit den er-
haltenen Informationen über die zu verwendenden kryptographischen Al-
gorithmen Ff, Fb und Schlüssel Kf,Kb sowie den Vorgänger und Nachfolger
Onion Router.
Nachdem eine virtuelle Verbindung erfolgreich etabliert wurde, können
Daten übertragen werden. Dazu wird ein DATA-Kommando zusammen mit
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der entsprechenden Verbindungsnummer und den mehrfach verschlüsselten
Daten gesendet. Jeder Onion Router kann an Hand seiner Verbindungsta-
belle bestimmen, welche kryptographischen Operationen in Upstream- bzw.
Downstream-Richtung anzuwenden sind, wie die Verbindungsnummer zu
ersetzen ist und an welchen Onion Router die so bearbeitete Nachricht wei-
terzuleiten ist.
Zum Beenden einer virtuellen Verbindung wird ein DESTROY-Kommando
entlang der virtuellen Verbindung gesendet. Der Abbau einer Verbindung
kann dabei sowohl vom Sender als auch vom Empfänger erfolgen.
Neben dem, daß der Initiator (also der Onion Proxy des Nutzers) den Weg
durch das Onion Routing Netz vollständig festlegt, ist es auch möglich, daß
er nur Teile des Pfades spezifiziert und es den Onion Routern auf dem Weg
erlaubt, eine eigene Route zum Erreichen des nächsten spezifizierten Oni-
on Routers festzulegen (sogenanntes Loose Routing). Vereinfacht ausgedrückt
kann man sich dies so vorstellen, daß anstelle einer direkten Kommunikation
zwischen zwei benachbarten Onion Routern wiederum das Onion Routing
Netz verwendet wird für den Datenaustausch zwischen ihnen.
Neben der Senderanonymität unterstützt Onion Routing auch Empfänger-
anonymität. Dazu erzeugt der Empfänger eine sogenannte Replay Onion, die
sich von einer normalen Onion nur im Datenteil unterscheidet. Der Empfän-
ger legt dabei fest, welche Onion Router in welcher Reihenfolge durchlaufen
werden sollen.
A.6.3 Verbesserte Version (OR 1)
Eine wesentliche Verbesserung der Generation 1 bestand in einer Modula-
risierung des Designs und der damit verbundenen Implementierung. Der
bisherige Onion Proxy/Router wurde aufgeteilt in:
Anwendungsproxy, welcher das jeweilige Anwendungsprotokoll „versteht“,
Onions erzeugt und die mehrfache Ver- bzw. Entschlüsselung der zu
übertragenden Daten vornimmt.
Eingangstrichter (Input Funnel), der die Daten mehrerer Anwendungspro-
xies entgegennimmt, auf Pakete aufteilt und an den ersten Onion Rou-
ter weiterleitet.
Onion Router, der Pakete entsprechend der enthaltenen Informationen ver-
arbeitet und weiterleitet. Hierbei wird auch ein „mixen“ durchgeführt.
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Dabei werden die innerhalb eines bestimmten Zeitintervalls eingetrof-
fenen Pakete zufällig umsortiert, wobei jedoch die Reihenfolge von Pa-
keten, die zu einer virtuellen Verbindung gehören, erhalten bleibt.
Kryptographieeinheit, die die kryptographischen Operationen durchführt.
Ausgangstrichter (Output Funnel), der Pakete vom letzten Onion Router ent-
gegennimmt und die Daten an den betreffenden Ausgangsproxy wei-
terleitet.
Ausgangsproxy, der die Verbindung zwischen Onion Router Anonymisie-
rungsdienst und Empfänger herstellt und die Anwendungsdaten zwi-
schen diesen weiterleitet.
Datenbank, die als Verzeichnisdienst Informationen über verfügbare Onion
Router speichert. Dabei ist zumindest einem Anwendungsproxy und
jedem Onion Router jeweils je eine Datenbank zugeordnet.
Die Einführung der Datenbank(en) und der damit verbundenen Protokolle
zum Aktualisieren und Abrufen der gespeicherten Informationen ermöglicht
zudem dynamische Topologien (d. h. Onion Router kommen hinzu bzw. wer-
den aus dem Netz entfernt). Bei Generation 0 war dies nicht vorgesehen und
die Topologieinformationen wurden statisch in den Onion Proxies/Routern
hinterlegt.
Messungen bezüglich der Performance (insbesondere der I/O-Leistung)
ergaben, daß die geringe Paketgröße von nur 48 Bytes einen stark negativen
Einfluß auf die Leistung von Onion Routing der Generation 0 hat. Daher
wurden für Generation 1 größere Pakete von 136 Bytes15 verwendet.
Interessanterweise haben auch in Generation 1 von Onion Routing Me-
chanismen für eine (Ende-zu-Ende-) Flußsteuerung keinen Einzug gehalten.
Flußsteuerung ist generell notwendig, damit ein schnell sendender Sender
im Falle eines langsam empfangenden Empfängers nicht das gesamte Onion
Routing Netz zum Erliegen bringt. Die Entwickler von Onion Routing haben
versucht, dieses Problem organisatorisch zu lösen, indem sie auf ihrer Web-
Seite folgenden Hinweis veröffentlicht haben:
15 136 Bytes entspricht dem dreifachen der Größe des Datenteils der Generation 0 (44 Bytes)
plus 4 Bytes an notwendigen Kopfdaten.
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http://www.onion-router.net/Prototype.html
NOTICE
DO *NOT* PULL ZIP, MID, OR RAR FILES THROUGH US
THEY TEND TO KILL THE WHOLE NETWORK FOR EVERYONE
Onion Router Web-Seite [WWW:WWW_08]
A.6.4 Tor (OR 2)
Der erste Quellcode der Generation 2, die den Namen Tor trägt, erschien im
Sommer 2002. Ein erstes Papier, welches das neue Design beschreibt, wurde
im Jahre 2004 veröffentlicht [DiMS_04].
Tor enthält gegenüber dem Onion Routing der Generation 1 (nachfolgend
kurz als Onion Routing bezeichnet) eine Reihe von Verbesserungen und Ver-
änderungen, wobei jedoch die grundlegende Architektur erhalten blieb, d. h.
die Nutzdaten werden mehrfach verschlüsselt über eine Reihe von Onion
Routern geleitet, bevor sie an den eigentlichen Empfänger gesendet werden.
Jeder Onion Router entfernt dabei eine Verschlüsselungsschicht. Die Über-
tragung erfolgt in Paketen fester Größe, wobei diese jetzt 512 Bytes groß
sind. Für die Verbindungsverschlüsselung und Integritätssicherung zwischen
benachbarten Onion Routern bzw. zwischen Teilnehmer (Onion Proxy) und
Onion Router wird das standardisierte TLS eingesetzt. Nach wie vor besitzt
jeder Onion Router ein Schlüsselpaar eines asymmetrischen Kryptosystems,
welches die digitale Identität des entsprechenden Onion Routers bestimmt.
Ein wesentlicher Unterschied zwischen Tor und Onion Routing besteht in
der Etablierung einer neuen virtuellen Verbindung bzw. eines neuen anony-
men Datenkanals. Während bei Onion Routing für jede TCP/IP-Verbindung
eine neue virtuelle Verbindung durch das Onion Router Netz aufgebaut wur-
de, ist es bei Tor möglich, mehrere TCP/IP-Verbindungen (d. h. anonyme
Datenkanäle) über eine virtuelle Verbindung zu übertragen (mit Hilfe von
Zeitmultiplex).
Darüber hinaus erfolgt beim Onion Routing der Aufbau der gesamten vir-
tuellen Verbindung (d. h. die Übermittlung der zugehörigen symmetrischen
Schlüssel sowie Verbindungsnummer an die jeweiligen Onion Router), in-
dem eine einzige, mehrfach asymmetrisch verschlüsselte Onion durch das
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Onion Router Netz gesendet wird. Demgegenüber wird bei Tor eine virtuelle
Verbindung teleskopartig unter Verwendung des Diffie-Hellman-Schlüsselver-
einbarungsprotokolls aufgebaut: zunächst sendet der Nutzer (oder genauer
sein Onion Proxy) ein CREATE-Paket16 mit seinem Teil des Diffie-Hellman-
Protokolls an den ersten Onion Router. Dieser antwortet mit einem CREATED-
Paket, welches den anderen Teil des Diffie-Hellman-Protokolls enthält. Über
die so etablierte virtuelle Verbindung sendet der Onion Proxy nun ein weite-
res CREATE-Paket, das für den zweiten Onion Router (gemäß der durch den
Nutzer festgelegten anonymen Route durch das Tor-Netz) bestimmt ist. Die-
ses Verfahren setzt sich sukzessive fort, bis die gesamte virtuelle Verbindung
etabliert wurde.
Ein Nachteil dieses teleskopartigen Verbindungsaufbaus (verglichen mit
dem Versenden einer einzigen Onion wie bei der Generation 1) besteht in der
höheren Kommunikationskomplexität. Jedoch bietet das verwendete Diffie-
Hellman-Verfahren zumindest zwei Vorteile: perfect forward secrecy und Ver-
hinderung erfolgreicher Replay-Angriffe. Perfect forward secrecy verhindert
dabei, daß durch das Aufdecken des geheimen Schlüssels des asymmetri-
schen Kryptosystems die in der Vergangenheit generierten symmetrischen
Schlüssel der virtuellen Verbindungen ebenfalls aufgedeckt werden – selbst
wenn die oben beschriebenen CREATE- und CREATED-Pakete aufgezeichnet
wurden.
Replay-Verhinderung ist gegeben, da das Wiedereinspielen eines CREATE-
Pakets nur dazu führt, daß neue (zufällige) Schlüssel für die symmetrische
Umschlüsselung erzeugt und verwendet werden. Es läßt sich jedoch nicht
(wie bei einem Replay-Angriff gewünscht) der Weg von Paketen im Tor-
Netz nachvollziehen (mehr zur Replay-Verhinderung findet sich auch in Ka-
pitel 2.8.1).
Um einen anonymen Datenkanal über eine virtuelle Verbindung zu etablie-
ren, sendet der Onion Proxy ein RELAY_BEGIN-Paket über die virtuelle Ver-
bindung. Dieses ist (genauso wie alle anderen Datenpakete) mehrfach sym-
metrisch mit den jeweiligen Verbindungsschlüsseln verschlüsselt. Der letzte
Onion Router kann dem RELAY_BEGIN-Paket die eigentliche Ziel-Adresse und
den Ziel-Port entnehmen. Konnte die TCP/IP-Verbindung zum Ziel erfolg-
reich etabliert werden, so bestätigt dies der letzte Onion Router mit einem
RELAY_CONNECTED-Paket, das er über die virtuelle Verbindung an den initiie-
16 „CREATE-Paket“ steht als verkürzte Bezeichnung für ein Paket, welches im Kopfteil das
CREATE-Kommando enthält. Sinngemäß erfolgt dies auch für die Bezeichnung von Paketen
mit anderen Kommandos.
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renden Onion Proxy sendet.
Nutzdaten, die über den anonymen Datenkanal übertragen werden sollen,
werden in RELAY_DATA-Pakete eingebettet. Im Gegensatz zur Generation 1
wird im Kopfteil eines RELAY_DATA-Pakets ein Hash-Wert mit übertragen, der
für eine Ende-zu-Ende-Integritätssicherung verwendet wird. Für die Berech-
nung des Hash-Wertes wird SHA-1 verwendet, wobei eine Initialisierung mit
einem gemeinsamen Geheimnis erfolgt, das nur dem Onion Proxy und dem
letzten Onion Router bekannt ist.
Das Verfahren für die Ende-zu-Ende-Integritätssicherung ermöglicht dar-
über hinaus festzulegen, welcher Onion Router einer gegebenen virtuellen
Verbindung für einen virtuellen Datenkanal als Endpunkt dienen soll. Dazu
berechnet jeder Onion Router den erwarteten Hash-Wert. Stimmt dieser mit
dem übertragenen überein, so ist das entsprechende Paket für den betreffen-
den Onion Router bestimmt – andernfalls wird das Paket an den Nachfolger
weitergeleitet. Diese „löchrigen Verbindungen“ (leaky pipes) sollen Angriffe
auf die Anonymität mit Hilfe von Verkehrsanalysen erschweren.
Durch das Versenden eines RELAY_END-Pakets von einem der beiden End-
punkte kann ein anonymer Datenkanal geschlossen werden, wobei die Ge-
genstelle das Schließen ebenfalls durch das Versenden eines RELAY_END-Pa-
ketes bestätigt. Mit Hilfe dieses Zwei-Wege-Handshake ist es möglich, die
in der TCP-Spezifikation vorgesehenen halb geschlossenen Verbindungen zu
unterstützen.
Eine wesentliche Neuerung in Tor gegenüber der Generation 1 ist eine in-
tegrierte Flußkontrolle. Um Überlastsituationen im Netz zu vermeiden, bietet
Tor zwei Arten von Flußsteuerung: eine auf den anonymen Datenkanal be-
zogene Ende-zu-Ende-Flußsteuerung und eine bezogen auf die virtuelle Ver-
bindung. Das grundlegende Prinzip ist bei beiden Flußsteuerungen gleich:
Sender und Empfänger (also Onion Proxy und Onion Router) führen jeweils
zwei Fenstergrößen; eine für die Upstream- und eine für die Downstream-
Richtung. Die Fenstergrößen sind initial mit einem bekannten Wert belegt
(1000 im Falle der Verbindungsflußkontrolle und 500 im Falle der Datenka-
nalflußkontrolle). Jedes versendete (bzw. empfangene) Paket führt zu einer
Dekrementierung um 1 der entsprechenden Fenstergröße. Erreicht die Fen-
stergröße den Wert 0, so wird der Empfang (bzw. das Versenden) weiterer Pa-
kete eingestellt. Das Versenden bzw. Empfangen von RELAY_SENDME-Paketen
führt zu einer Inkrementierung der zugehörigen Fenstergröße auf Sender-
bzw. Empfängerseite um einen festen Wert (100 im Falle der Verbindungs-
flußkontrolle und 50 im Falle der Datenkanalflußkontrolle). RELAY_SENDME-
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Verzeichnisserver
Bekanntmachungspunkt
Sender
(Nutzer)
Empfänger
(Hidden Service)
Rendezvouspunkt
➁ Veröffentlichen des Bekannt-
machungspunktes
➀ Kanalaufbau
➃ Kanalaufbau
➄ Informationen über 
Rendezvouspunkt
➅ Kanalaufbau
vom Empfänger initiierter anonymer Datenkanal durch das Tor-Netz
vom Sender initiierter anonymer Datenkanal durch das Tor-Netz
anonyme Kommunikation
anonyme, verschlüsselte und integritätsgesicherte Kommunikation 
zwischen Sender und Empfänger
➂ Anfrage nach Bekannt-
machungspunkt
Abbildung A.8: Verfahren zur Empfängeranonymität (hidden services) bei Tor
Pakete werden also von der empfangenen Seite an die sendende Seite ge-
sendet, nachdem eine entsprechende Anzahl von Paketen empfangen wurde
und die Fenstergröße einen vorgegebenen Schwellwert unterschritten hat.
Eine weitere Veränderung von Tor gegenüber der vorherigen Generation
von Onion Routing besteht in der Art und Weise, wie Empfängeranonymität
(in Tor als hidden services bezeichnet) realisiert wird. Das Verfahren der Reply
Onions wurde durch ein Konzept ersetzt, dessen Kernidee in einer Kombina-
tion aus vom Empfänger gewählten Bekanntmachungspunkten (introduction
points) und vom Sender bestimmten Rendezvouspunkten (rendezvous points)
besteht (siehe Abbildung A.8). Dabei etabliert der Empfänger anonyme Da-
tenkanäle, die die vom ihm gewählten Bekanntmachungspunkte (d. h. die
zugehörigen Onion Router) als Endpunkte verwenden. Informationen über
die Bekanntmachungspunkte und den zugehörigen Dienst veröffentlicht der
Empfänger in einem Verzeichnisdienst. Ein Sender, der den vom Empfän-
ger angebotenen Dienst nutzen möchte, etabliert zunächst einen anonymen
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Datenkanal zu einem von ihm gewählten Onion Router, der nachfolgend
als Rendezvouspunkt dient. Diesem Rendezvouspunkt teilt er einen zufäl-
lig gewählten Wert mit, der im folgenden als Credential verwendet wird.
Außerdem baut der Sender einen anonymen Datenkanal zu einem der Be-
kanntmachungspunkte auf und sendet diesem eine Nachricht, die das Cre-
dential, Informationen über den Rendezvouspunkt und die erste Hälfte einer
Diffie-Hellman-Schlüsselvereinbarung enthält. Der Empfänger, der die vom
Bekanntmachungspunkt über den zuvor aufgebauten anonymen Datenkanal
weitergeleitete Nachricht erhält, entscheidet, ob er den Verbindungswunsch
akzeptiert und sendet in diesem Fall über einen neu etablierten anonymen
Datenkanal an den Rendezvouspunkt das Credential und seine Hälfte der
Diffie-Hellman-Schlüsselvereinbarung. Der Rendezvouspunkt leitet dies an
den Sender weiter und „verbindet“ die anonymen Datenkanäle, die vom
Sender bzw. Empfänger initiiert wurden. Sender und Empfänger können mit
Hilfe der Diffie-Hellman-Schlüsselvereinbarung ein gemeinsames Geheimnis
berechnen, das benutzt wird, um die anonym übertragenen Nachrichten zu-
sätzlich Ende-zu-Ende zu sichern.
A.7 Freedom
Als die kanadische Firma Zero-Knowledge Systems, Inc. im Dezember 1999
ihren Anonymisierungsdienst „Freedom“ von dem 1998 gestarteten Testbe-
trieb in den Regelbetrieb überführte, war es der erste kommerziell betriebe-
ne Anonymisierungsdienst, der über einen simplen Proxy-Mechanismus hin-
ausging und Schutz auch gegen stärkere Angreifer – und insbesondere ge-
genüber der Firma Zero-Knowledge selbst – bieten sollte. Allerdings wurde
der Freedom-Anonymisierungsdienst aus wirtschaftlichen Gründen bereits
im Oktober 2001 wieder eingestellt [WWW:Klei_01, WWW:Gold_01].
Die nachfolgenden Erläuterungen stützen sich hauptsächlich auf die von
der Firma Zero-Knowledge veröffentlichten White Paper bezüglich der Ver-
sion 1 [WWW:GoSh_99a, WWW:GoSh_99b] und der Version 2 des Freedom-
Systems [WWW:BoGS_00, WWW:SaHa_00, WWW:BaGS_01, WWW:BrEl_01].
Die Protokolle und Architektur von Freedom bauen auf den Ideen der sym-
metrisch verschlüsselten Kanäle auf und besitzen daher starke Ähnlichkeit
mit Onion Routing.
In Abbildung A.9 sind die wesentlichen Komponenten der Systemarchitek-
tur dargestellt. Neben den für die eigentliche Anonymisierung zuständigen,
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Web-ServerNutzer A
verbindungsverschlüsselte Kommunikation zwischen zwei benachbarten AIPs
virtuelle Verbindung durch das Freedom-Netz
ungesicherte, autorisierte Kommunikation
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AIP 1
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AIP 1
VerzeichnisdiensteE-Mail-Server PKI-Server
Basisdienste
ungesicherte, nicht autorisierte Kommunikation
Abbildung A.9: Architektur des Anonymisierungsdienstes Freedom der Fir-
ma Zero-Knowledge Systems, Inc.
weiterleitenden und umschlüsselnden Servern (in Freedom als Anonymous
Internet Proxies (kurz: AIPs) bezeichnet) existieren einige Server(-Cluster), die
für die Bereitstellung von Basisfunktionalitäten dienen, die zur Nutzung von
Freedom notwendig sind. Zu diesen Basisdiensten gehören eine Public Key
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Infrastruktur (PKI System), die für die Verwaltung der Nutzer und der öffent-
lichen Schlüssel der Systementitäten verantwortlich ist; ein Verzeichnisdienst,
der Informationen über die verfügbaren AIPs und dessen Status bereitstellt
sowie ein E-Mail-Dienst, der das pseudonyme Senden und Empfangen von
E-Mails ermöglicht. Die genannten Basisdienste sind dabei nur über soge-
nannte Core AIPs erreichbar, welche von der Firma Zero-Knowledge selbst
betrieben werden. Will ein Nutzer die Basisdienste nutzen, muß er also eine
(anonyme) Route durch das Freedom-Netz erstellen, wobei der letzte Server
in der Route ein Core AIP sein muß.
Freedom war von Anfang an als kommerzieller Dienst ausgelegt. Dies be-
deutet, daß nur zahlende Kunden die Möglichkeit haben sollen, das Freedom-
Netz zur Anonymisierung zu verwenden. Um dies sicherzustellen, überprüft
der letzte AIP einer gegebenen anonymen Route, ob (den an den Zielser-
ver im Internet zu sendenden Daten) ein Credential beiliegt (in Freedom als
Nym bezeichnet), das belegt, daß die Daten von einem berechtigten Absender
stammen. In der Freedom-Terminologie wird derartig zulässiger Datenver-
kehr auch als autorisiert bezeichnet. Interessanterweise erfolgt die Überprü-
fung erst im letzten Server der Route (und nicht etwa bereits im ersten). Dies
liegt daran, daß unautorisierter Datenverkehr (also Datenverkehr von (bis-
her) nicht zahlenden Kunden) durchaus zulässig ist – allerdings ist dabei eine
Kommunikation nur mit den Freedom-Basisdiensten möglich. Die Idee dabei
ist, potentiellen Nutzern eine anonyme Registrierung für die Benutzung des
Freedom-Netzes zu ermöglichen – so daß die Nutzer tatsächlich anonym ge-
genüber der Firma Zero-Knowledge bleiben können und ihre Identität nicht
bei der Anmeldung preisgeben (müssen).
Dieses Ziel wird jedoch nur mit Einschränkungen erreicht. Das Erwerben
eines Nyms geschieht in drei Schritten:
1. Der Nutzer erwirbt von der Firma Zero-Knowledge sogenannte Activa-
tion Codes, bei denen es sich vereinfacht ausgedrückt um (Zufalls)Zahlen
handelt, die in einer Datenbank gespeichert werden, so daß sie als gül-
tige Activation Codes gelten. Je nachdem, wie die Bezahlung und der
Transfer eines Activation Codes erfolgt, kann der Nutzer gegenüber
Zero-Knowledge anonym bleiben (etwa im Falle des Erwerbs mittels
Bargeld auf einer Messe) – im Normalfall erfährt Zero-Knowledge je-
doch personenbeziehbare Informationen, da mit Kreditkarte bezahlt
wird oder der Einkauf doch zumindest mit Hilfe des Web-Shops von
Zero-Knowledge erfolgt, so daß der Nutzer die ihm zugeordnete IP-
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Adresse preisgibt.
2. Der Nutzer erwirbt mit Hilfe eines Activation Codes sogenannte Nym-
Tokens, deren mögliche Anzahl im Activation Code kodiert ist. Für den
Erwerb von Nym-Token etabliert der Nutzer eine anonyme Route durch
das Freedom-Netz zum Nym-Server. Auf diese Weise soll verhindert
werden, daß Außenstehenden eine Verkettung zwischen Nym-Token
und Activation Code (und damit gegebenenfalls zur Identität des Nut-
zers) möglich ist. Natürlich ist diese Zuordnung jedoch für die Firma
Zero-Knowledge möglich. In [WWW:SaHa_00] wird dies auch (unter
der bemerkenswerten Überschrift „Trust No One“) festgestellt: »Ano-
ther system deficiency is that users must trust Zero-Knowledge to not
record any association between activation codes and nym tokens, due to
the fact that the system uses untracebale processes rather than blinding
cryptographic meachnisms.«
3. Im letzten Schritt wandelt der Nutzer ein Nym-Token in ein Nym um.
Dazu wird erneut eine anonyme Route durch das Freedom-Netz zum
Nym-Server etabliert. Ein Nym-Token kann dabei für die Erzeugung
genau eines neuen Nyms oder für die Verlängerung eines bekannten
Nyms17 benutzt werden.
Neben dem, daß eine Zuordnung von Nutzer zu Nym für die Firma Zero-
Knowledge prinzipiell möglich ist, besteht ein weiterer Nachteil des Systems
darin, daß ein Nutzer mit einem Activation Code nur eine sehr begrenzte
Anzahl von Nyms (beim „Premium“-Dienst waren dies beispielsweise fünf)
erwerben konnte. Da jedem autorisierten Datenverkehr ein Nym beiliegen
muß und die Kontrolle im letzten Node der Route erfolgt, ist es für derartige
Nodes leicht möglich, Aktivitäten eines Nyms (und damit eines Nutzers) zu
verketten.
Wie bereits erwähnt ist das eigentliche Anonymisierungsverfahren dem
Onion Routing sehr ähnlich. Jeder AIP besitzt ein Schlüsselpaar eines Signa-
tursystems (konkret handelt es sich dabei um DSA) und eines asymmetri-
schen Verschlüsselungssystems (ElGamal). Die entsprechenden öffentlichen
Schlüssel sind von Zero-Knowledge signiert und in den PKI-Servern hinter-
legt. Zwischen zwei benachbarten AIPs werden die zu übertragenden Daten
mittels Verbindungsverschlüsselung gesichert. Dazu generieren die jeweili-
gen AIPs mittels des Diffie-Hellman-Protokolls ein gemeinsames Geheim-
17 Nyms besitzen ein Verfallsdatum.
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nis, aus dem dann Schlüssel für die symmetrische Verschlüsselung abgeleitet
werden. Einmal pro Stunde erfolgt die Generierung eines neuen Geheimnis-
ses und damit verbunden werden dann auch entsprechend neue Schlüssel
für die symmetrische Verbindungsverschlüsselung verwendet.
In der Version 1.0 von Freedom erfolgte die Festlegung, welche AIPs als be-
nachbart gelten, noch zentral unter Berücksichtigung von Effizienzaspekten
durch Zero-Knowledge. Da dadurch auch die Auswahl möglicher anonymer
Router durch die Nutzer eingeschränkt wurde, gab es entsprechend Kritik
an dieser Designentscheidung, so daß in der nachfolgenden Version 2.0 prin-
zipiell jeder AIP mit jedem anderen AIP benachbart sein kann. Der Nutzer
hat somit die freie Wahl bei seiner Routengestaltung.
Um eine anonyme Route durch das Freedom-Netz zu etablieren, verbindet
sich das Client-Programm des Nutzers zunächst mit dem ersten AIP der zu-
fällig gewählten Route. Diese Verbindung wird auf dieselbe Weise, wie dies
auch zwischen benachbarten AIPs geschieht, mittels Verbindungsverschlüs-
selung gesichert. Nun erzeugt der Nutzer ein ROUTE CREATE-Paket, daß ähn-
lich einer Onion in Onion Routing aufgebaut ist. Das ROUTE CREATE-Paket
ist mehrfach verschlüsselt – jeweils mit dem öffentlichen Verschlüsselungs-
schlüssel eines AIPs; beginnend mit dem letzten AIP entlang der Route. Nach
dem Entfernen der für ihn bestimmten Verschlüsselungsschicht findet jeder
AIP symmetrische Schlüssel, die zur Umschlüsselung der auf der anony-
men Route zu übertragenden Daten dienen. Dabei wird wie üblich bei sym-
metrisch verschlüsselten Kanälen in Upstream-Richtung entschlüsselt und in
Downstream-Richtung verschlüsselt. Der letzte AIP der Route überprüft, ob
das ROUTE CREATE-Paket mit einer gültigen Signatur eines Nyms versehen
wurde. Ist dies der Fall, so handelt es sich um eine autorisierte Route (siehe
oben) und eine Verbindung zu beliebigen Ziel-Servern wird gestattet. An-
dernfalls können nur die Basisdienste des Freedom-Netzes erreicht werden.
Das erfolgreiche Etablieren der anonymen Route quittiert der letzte AIP der
Route durch das Zurücksenden eines ROUTE CREATE ACK-Pakets entlang der
anonymen Route zum Nutzer.
Dieser kann nun anonym Daten übertragen. Dazu werden 288 Bytes große
DATA-Pakete benutzt, in deren 272 Bytes großen Datenteilen jeweils Platz für
252 Bytes an anonym zu übertragenden Nutzdaten ist. Ein Datenteil ist dabei
mehrfach verschlüsselt – jeweils mit den zuvor den AIPs mitgeteilten sym-
metrischen Schlüsseln.
Zero-Knowledge wählte für ihren Freedom-Anonymisierungsdienst einen
Ansatz, bei dem die Anonymisierung ähnlich wie beispielsweise bei Tarzan
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(siehe Kapitel A.10) auf IP-Ebene stattfindet und nicht wie etwa bei Oni-
on Routing auf Anwendungsebene. Zero-Knowledge entwickelte dazu für
verschiedene Betriebssysteme (diverse Windows- und Linux-Versionen) ent-
sprechende Client Software, die sich auf zwei Ebenen in den Netzstapel des
Betriebssystems einklickt: in die Anwendungsschicht und in die IP-Schicht.
Auf Anwendungsprotokollebene wird dabei versucht, die Anwendungsdaten
(beispielsweise die im HTTP-Protokoll übertragenen Daten) mit Hinblick auf
anonymitätsgefährdende Inhalte (beispielsweise Cookies im Falle des HTTP-
Protokolls) zu filtern. Die gefilterten Daten werden dann zurück an den Netz-
stapel übergeben, der die weitere Verarbeitung und Aufteilung der Daten bis
auf IP-Ebene vornimmt. Dabei sorgt die Freedom-Client Software dafür, daß
der Netzstapel von einer Path Maximum Transmission Unit (PMTU↑) von
252 Bytes ausgeht, so daß die durch den Netzstapel erzeugten IP-Pakete in
den Nutzdatenteil der Freedom DATA-Pakete passen und somit keine weite-
re Segmentierung durch den Freedom-Client notwendig ist. Die fertigen IP-
Pakete werden dann erneut durch die Freedom-Client Software abgegriffen
und (nachdem die entsprechende Verschlüsselung gemäß Freedom-Protokoll
erfolgte) über eine anonyme Route durch das Freedom-Netz an den Ziel-
Server übertragen. In Download-Richtung werden die in den empfangenen
DATA-Paketen enthaltenen IP-Pakete in den Netzstapel des Betriebssystems
injiziert, der dann die weitere Verarbeitung übernimmt.
Der letzte AIP einer anonymen Route, über den also die eigentliche Kom-
munikation mit dem Ziel-Server stattfindet, besitzt eine Policy, die festlegt,
welche Ziel-Portnummern zulässig sind. Auf diese Weise soll ein Mißbrauch
des Freedom-Netzes für Hacking-Angriffe zumindest erschwert werden. Al-
lerdings besagte die Policy in Freedom 2.1 lediglich, daß der Port 25 (der
Standard-Port des SMTP-Protokolls zum Versenden von E-Mail) nicht über
das Freedom-Netz zugänglich ist. Eine restriktivere Policy der Version 1.0 von
Freedom wurde wieder aufgegeben, nachdem klar war, daß die allermeisten
Mißbrauchsfälle auf die Benutzung von (nicht beschränkbaren) Standard-
ports zurückzuführen sind (etwa Port 80 für das Abrufen von WWW-Seiten
über das HTTP-Protokoll).
A.8 Chaums DC-Netz
Schutzziel des DC-Netzes ist die Senderanonymität, wobei ein Alleinstel-
lungsmerkmal des DC-Netzes ist, daß informationstheoretisch sichere Sen-
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deranonymität erreicht werden kann. Dies liegt daran, daß ein DC-Netz un-
ter alleiniger Verwendung von symmetrischer Verschlüsselung realisiert wer-
den kann (und im speziellen basierend auf dem One-Time-Pad und ver-
wandten Verfahren), wohingegen viele andere Anonymisierungsprotokolle
auch asymmetrische Verschlüsselung voraussetzen, für die keine informati-
onstheoretisch sicheren Algorithmen existieren.
Das DC-Netz basiert auf einem rundenorientierten Anonymisierungspro-
tokoll, das von David Chaum 1985 in [Chau_85] angedeutet und in [Chau_88]
umfangreicher beschrieben wurde. Die grundlegende Idee ist dabei die Über-
lagerung von Nutzzeichen mit Schlüsselzeichen, die zuvor mit anderen Teil-
nehmern ausgetauscht wurden. Auf Grund dieser Überlagerung wird das
dem DC-Netz zugrundeliegende Verfahren auch als überlagerndes Senden be-
zeichnet.
Nachfolgend wird das grundlegende Verfahren des DC-Netzes am (insbe-
sondere aus praktischer Sicht relevanten) Beispiel des Rechnens im GF(2) er-
läutert, d. h. die zu sendenden Nachrichten werden durch Bitfolgen repräsen-
tiert18. In der Initialisierungsphase des DC-Netzes tauscht jeder Teilnehmer
vertraulich mit anderen Teilnehmern zufällig (gemäß einer Gleichverteilung)
erzeugte Bitfolgen (Schlüssel) aus. Die Auswahl, mit welchen Teilnehmern
man Schlüssel austauscht, hat dabei entscheidenden Einfluß auf den maximal
zu erreichenden Schutz, da das DC-Netz Senderanonymität nur gewährlei-
sten kann, wenn nicht alle Teilnehmer, mit denen man Schlüssel ausgetauscht
hat, zusammenarbeiten, um eine Deanonymisierung durchzuführen. Maxi-
malen Schutz erreicht man also, wenn man mit allen anderen Teilnehmern
einen Schlüsselaustausch durchführt.
Das Senden einer Nachricht (ohne Beschränkung der Allgemeinheit sei an-
genommen, daß die Nachricht genau 1 Bit lang ist) erfolgt nun, indem ein
Sender sein Nachrichtenbit mit je einem Schlüsselbit der Schlüssel überla-
gert, die er anderen Teilnehmern gesendet bzw. die er von anderen Teilneh-
mern empfangen hat. Konkret geschieht die Überlagerung, indem er die ge-
sendeten Schlüsselbits zu seinem Nachrichtenbit modulo 2 addiert und die
empfangenen Schlüsselbits modulo 2 subtrahiert. Das Ergebnis dieser (loka-
len) Überlagerung wird an eine zentrale Instanz gesendet. Teilnehmer, die in
einer gegebenen Runde keine Nachricht senden wollen, verfahren wie Sen-
18 In [Chau_88] wird erwähnt, daß eine Verallgemeinerung auf beliebige Körper möglich ist.
Dies wird in [Pfitz_85] konkretisiert, wo das binäre überlagernde Senden zum verallgemeinerten
überlagernden Senden erweitert wird. Dabei werden für die Berechnungen abelsche Gruppen
verwendet.
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Abbildung A.10: Funktionsweise des DC-Netzes
der – verwenden jedoch als Nachrichtenbit die 0 (also das neutrale Element
bezüglich der Addition imGF(2)). Die zentrale Instanz führt eine globale Über-
lagerung durch, d. h. sie addiert (modulo 2) alle empfangenen Bits. Im Ergeb-
nis entsteht eine Überlagerung aller gesendeten Nachrichtenbits. Im Falle,
daß genau ein Sender in der gegebenen Runde existierte, ist die Überlage-
rungssumme identisch mit dem gesendeten Nachrichtenbit. Senden mehrere
Sender gleichzeitig, so muß mit Hilfe von Verfahren zur Kollisionserkennung
dieser Konflikt aufgelöst werden. In [Pfitz_90] sind diesbezüglich mit dem
überlagernden Empfangen sehr effiziente Verfahren beschrieben.
Soll neben Senderanonymität auch Empfängeranonymität erreicht werden,
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so läßt sich dies im DC-Netz beispielsweise durch Verteilung (d. h. alle Teil-
nehmer erhalten die globale Überlagerungssumme) realisieren. Allerdings
handelt es sich bei der dafür notwendigen zuverlässigen Verteilung um ei-
ne starke Annahme, die sich praktisch nur bedingt realisieren läßt. Eine
in [Waid_90] vorgestellte Verbesserung des DC-Netzes zu einer dort als DC+-
Netz bezeichneten Variante erlaubt allerdings das Erkennen von Angriffen
auf die Verteilung.
Darüber hinaus ist ein DC-Netz anfällig für Angriffe auf die Verfügbarkeit,
da ein einzelner Sender zunächst unerkannt in jeder Runde stören kann, in-
dem er stets sendet. Es existieren verschiedene Vorschläge, wie ein derartiges
Stören erkannt und der Störer identifiziert werden kann [BoBo_90, WaPf_89,
GoJu_04]. Allerdings sind die vorgeschlagenen Verfahren generell sehr auf-
wendig.
Das DC-Netz bietet zwar unter Anonymitätsgesichtspunkten viele sehr in-
teressante Eigenschaften – unter praktischen Gesichtspunkten scheint es je-
doch, insbesondere für die Anonymisierung von Web-Zugriffen, eher unge-
eignet zu sein. Zwar existieren momentan keine ernsthaften praktischen Un-
tersuchungen zum DC-Netz, jedoch läßt sich bereits aus dem theoretischen
Verfahren für Senderanonymität ableiten, daß bei einer fairen Behandlung
von n Sendern, die jeweils d Bits übertragen wollen, insgesamt wenigstens
n2 · d Bits übertragen werden müssen. Der Aufwand steigt also quadratisch
mit der Anzahl der Sender. Dies ist beispielsweise deutlich schlechter vergli-
chen mit dem linearen Anstieg bei Mix-basierten Lösungen.
A.9 GNUnet
GNUnet [WWW:GNET, BeGr_03] ist ein »dezentralisiertes, anonymes und
zensur-resistentes P2P-Framework« [WWW:GNUnet]. Aus Anwendungssicht
bietet es einem Teilnehmer die Möglichkeit, Anfragen nach Inhalten (bei-
spielsweise Dateien, Web-Seiten oder sonstigen Daten) zu stellen und bei
Verfügbarkeit der Inhalte im Netz diese auch zu erhalten. Die Topologie
von GNUnet basiert dabei auf einem reinem P2P-System, d. h. alle Teilneh-
mer des P2P-Systems sind gleichwertig (bieten und nutzen dieselben Dien-
ste bzw. Funktionalitäten). Insbesondere existiert kein (zentraler) Verzeich-
nisdienst wie beispielsweise bei Crowds (mit dem Blender) oder beim Onion
Routing. Die im Netz gespeicherten Inhalte sind typischerweise auf mehrere
Teilnehmer (redundant) verteilt, wobei im allgemeinen kein Teilnehmer den
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kompletten Inhalt (beispielsweise einer Datei) gespeichert hat.
Ein wesentliches Unterscheidungsmerkmal von GNUnet zu ähnlich P2P-
artig organisierten Systemen wie beispielsweise Crowds oder Onion Rou-
ting (insbesondere mit Hinblick auf die Anonymitätseigenschaften) ist, daß
die intendierte Anwendung von GNUnet nicht darauf abzielt, Daten abzuru-
fen, die außerhalb des GNUnets gespeichert sind (beispielsweise von öffent-
lich zugänglichen Web-Servern). Vielmehr müssen alle Daten explizit in das
GNUnet eingestellt werden. Dieser Unterschied ist wesentlich, da viele An-
griffe auf andere Anonymisierungsdienste auf Verkettungsanalysen an den
Systemgrenzen basieren, d. h. der Angreifer betrachtet den gesamten Anony-
misierungsdienst als „Black-Box“ und analysiert lediglich die Beobachtun-
gen, die er auf den Leitungen zum bzw. vom Anonymisierungsdienst ma-
chen kann, beispielsweise also die Menge an Daten, die zwischen Teilnehmer
und Anonymisierungsdienst sowie Web-Server und Anonymisierungsdienst
ausgetauscht werden.
Die Architektur von GNUnet läßt sich in mehrere Schichten unterteilen
(siehe Abbildung A.11), wobei GNUnet den auf ihm aufbauenden Anwen-
dungen einen unzuverlässigen, verbindungslosen Transportdienst anbietet.
Die GNUnet Basisschicht baut dabei ihrerseits auf einem unzuverlässigen,
verbindungslosen Transportdienst auf. Dabei handelt es sich üblicherweise
um UDP. Es existieren aber auch Implementierungen für Anbindungen an
andere Transportdienste, beispielsweise TCP, HTTP oder SMTP.
Die wesentliche Funktionalität der Basisschicht von GNUnet besteht im
„Entdecken“ neuer GNUnet Teilnehmer und der integeren, zurechenbaren
und vertraulichen Kommunikation zwischen zwei Teilnehmern. Jeder GNU-
net Client besitzt dazu ein RSA-Schlüsselpaar, daß sowohl als digitale Iden-
tität als auch zur vertraulichen Kommunikation dient.
Um Teil des GNUnet-Netzes zu werden, benötigt ein Client zunächst ei-
ne Menge von Adressen von Teilnehmern des GNUnet-Netzes (im Falle vom
UDP als Transportschicht handelt es sich um Paare aus IP-Adresse und Port).
Diesen Teilnehmern sendet der neu hinzukommende Client eine HELO-Nach-
richt, die Adressinformationen (typischerweise IP-Adresse und Port) sowie
deren Gültigkeitsdauer und den öffentlichen RSA-Schlüssel des Client ent-
hält. Diese HELO-Nachricht ist dabei vom Client signiert (unter Benutzung
des geheimen RSA-Schlüssels). Mit Hilfe des auf diese Art bekanntgegebe-
nen öffentlichen RSA-Schlüssels wird ein symmetrischer Sitzungsschlüssel
zwischen benachbarten GNUnet-Clients ausgetauscht, der zur Verbindungs-
verschlüsselung zwischen diesen Clients verwendet wird. HELO-Nachrichten
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Abbildung A.11: Schichtenmodell von GNUnet
werden darüber hinaus von den empfangenden GNUnet-Clients an ande-
re (zufällig gewählte) Clients weitergeleitet. Auf diese Weise „entdeckt“ ein
Client im Laufe der Zeit immer mehr andere Teilnehmer. Jeder Client kann
dabei entscheiden, ob er zu diesen Teilnehmern ebenfalls verschlüsselte Ver-
bindungen etablieren will.
Auf der Basisschicht baut nun eine Schicht auf, die für den anonymen Da-
tentransport verantwortlich ist – in der GNUnet Terminologie als GNUnet’s
anonymity protocol (kurz: GAP) bezeichnet. Die Hauptanwendung von GAP
ist momentan das anonyme Abrufen von Dateien. Anonymität im Sinne von
GAP bezeichnet dabei den Zustand, daß ein Angreifer nicht (mit einer Wahr-
scheinlichkeit größer p) beweisen kann, daß ein Teilnehmer der tatsächliche
Sender bzw. Empfänger einer im GNUnet übertragenen Nachricht ist. Der
Angreifer ist dabei prinzipiell in der Lage, alle Leitungen zu überwachen
und die transportierten Daten beliebig zu manipulieren. Des weiteren wird
davon ausgegangen, daß eine (nahezu) beliebige Menge von Teilnehmern mit
dem Angreifer zusammenarbeitet.
Grundsätzlich wird Anonymität dabei durch das Umleiten von Anfragen
und Antworten über Teilnehmer des GNUnet-Netzes erreicht. Dabei wird
durch das Umleiten jedoch nicht primär der ursprüngliche Sender geschützt,
wie dies beispielsweise bei Benutzung eines einfachen Proxies der Fall ist, der
die Identität des Senders vor dem Empfänger schützt. Vielmehr „versteckt“
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der weiterleitende Teilnehmer seine Aktivitäten in der Menge der weiterge-
leiteten Daten. Insofern handelt es sich also eher um eine Variante der auch
dem System Crowds zugrundeliegenden Ideen.
Voraussetzung für die Sicherheit (d. h. p < 1) ist dabei, daß ein Teilnehmer
wenigstens mit einem anderen Teilnehmer kommuniziert (insbesondere von
ihm Daten empfängt), der nicht mit dem Angreifer zusammenarbeitet. Da
die gesamte Kommunikation im GNUnet durch die Basisschicht verschlüs-
selt wird, kann sich der Angreifer in diesem Fall nicht sicher sein, ob die von
dem betreffenden Teilnehmer gesendeten Daten (Anfragen bzw. Antworten)
tatsächlich von diesem initiiert wurden oder ob es sich nur um eine Wei-
terleitung der von dem nicht kontrollierten Teilnehmer empfangenen Daten
handelt.
Date(ie)n werden im GNUnet in Blöcken B zu je 1024 Bytes übertragen. Da-
bei ist der Inhalt eines Blockes symmetrisch verschlüsselt. Als Schlüssel wird
der Hash-Wert h(B) des betreffenden Blocks verwendet. Als Hash-Funktion h
wird RIPEMD-160 [ISO/IEC 10118-3:2004] benutzt. Somit ergibt sich der ver-
schlüsselte Block Benc als: Benc = Eh(B)(B). Ein verschlüsselter Block wird un-
ter dem Namen h(h(B)) gespeichert. Die im GNUnet übertragenen Suchan-
fragen benutzen den Wert h(h(h(B))).
Daten, die größer als 1024 Bytes sind, werden auf mehrere Blöcke aufge-
teilt. Zusätzlich wird ein Indexblock I = h(B1), . . . ,h(B52),CRC32(B1, . . . ,B52)
erzeugt. Dieser Indexblock wird wie ein normaler Block gespeichert (d. h.
verschlüsselt mit h(I) unter dem Namen h(h(I))). Sollten die Daten mehr als
52 Blöcke umfassen, so werden entsprechend mehrere Indexblöcke erzeugt.
Die Indexblöcke bilden eine Baumstruktur. Die Wurzel dieses Baumes wird
besonders behandelt, da sie mit dem Hash-Wert des Suchwortes verschlüsselt
ist, unter dem die Daten im GNUnet veröffentlicht werden.
Ein wesentlicher Unterschied der Weiterleitung von Anfragen/Antworten
in GNUnet verglichen mit ähnlichen Systemen wie Crowds oder Onion Rou-
ting ist, daß die Antworten nicht den gleichen Weg (in umgekehrter Reihen-
folge) wie die Anfragen nehmen müssen (siehe Abbildung A.12). Vielmehr
kann jeder Teilnehmer A entscheiden, ob er seine Adresse als Absender ei-
ner Anfrage einträgt oder die Absenderadresse des Senders B, für den der
Teilnehmer die Anfrage weiterleitet, beibehält. In letzterem Fall erfolgt eine
Antwort auf die Anfrage dann direkt an B und wird nicht wie im ersten Fall
über A umgeleitet.
Jeder Teilnehmer entscheidet lokal an wieviele und gegebenenfalls welche
anderen Teilnehmer eine Anfrage weitergeleitet wird. Die Anzahl bestimmt
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Abbildung A.12: Anonyme Datenübertragung in GNUnet. Nutzer A sendet
seine Anfrage an Nutzer B, der entscheidet, diese an Nut-
zer E weiterzuleiten etc. Die Antwort von Nutzer F erreicht
Nutzer A in nur vier Schritten – auf Grund der in GNUnet
möglichen „Abkürzungen“.
sich dabei auf Grund der momentanen Auslastung (CPU, Netz) des Teilneh-
mers und der „Reputation“ des Senders und einem zufälligen Faktor. Die
„Reputation“ eines Teilnehmers ergibt sich dabei aus seinem Verhalten, d. h.
wieviele Anfragen er gestellt hat und wieviele gültige Antworten gesendet
wurden. Darüber hinaus enthält jede Anfrage ein Time-To-Live Feld, das be-
nutzt wird, um zu verhindern, daß Anfragen unbegrenzt lange im GNUnet-
Netz verbreitet werden.
Die Auswahl der Teilnehmer, an die die Anfrage weitergeleitet wird, erfolgt
dann aus der Menge aller Teilnehmer, mit denen eine Verbindung besteht.
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Dabei wird nicht gleichverteilt zufällig gewählt – vielmehr werden Teilneh-
mer bevorzugt, bei denen der Hash-Wert ihres öffentlichen Schlüssels „nahe“
zu dem Wert der Anfrage ist.
Generell werden Anfragen (und auch Antworten) nicht sofort versendet.
Sie werden zunächst gesammelt und erst übertragen, wenn entweder der
Puffer voll ist oder eine zufällige Zeitspanne vergangen ist.
Jeder Teilnehmer entlang des Pfades einer Antwort entscheidet lokal, ob er
die Antwort speichert oder nicht. Auf diese Weise verteilen sich angefragte
Daten im GNUnet-Netz im Laufe der Zeit. Darüber hinaus kann ein Teil-
nehmer andere Teilnehmer bitten, Daten zu speichern. Ob diesem Wunsch
entsprochen wird, hängt von der „Reputation“ des Senders und der lokalen
Auslastung (Speicherplatz) des angefragten Teilnehmers ab.
Insgesamt beinhaltet die Funktionsweise von GNUnet viele interessante
Ideen, die sich auch in einigen weiteren der nachfolgend vorgestellten Sy-
steme wiederfinden lassen. Eine wesentliche Beschränkung ist jedoch, daß
nur Daten, die sich im GNUnet befinden, abgerufen werden können, wo-
durch GNUnet ungeeignet ist als Anonymisierungslösung für allgemeines
Web-Surfen.
A.10 Tarzan
Bei dem 2002 vorgestellten Tarzan [FSCM_02, FrMo_02] handelt es sich um
einen P2P-basierten Anonymisierungsdienst. Dabei findet die Anonymisie-
rung auf der IP-Schicht statt, d. h. Tarzan nimmt IP-Pakete entgegen und
sendet sie anonym an den Empfänger. Das Ansetzen auf dieser tiefliegenden
Netzschicht bietet den Vorteil, daß weder Anwendungsprogramme angepaßt
werden brauchen, noch spezialisierte Client-Software (wie etwa im Falle von
Onion Routing mit den Anwendungsproxies) entwickelt werden muß. Viel-
mehr erfolgt die Anonymisierung quasi transparent – ähnlich wie dies auch
bei der Benutzung entsprechender VPN-Technologien (etwa IPSec) für die
Schutzziele Vertraulichkeit und Integrität der Fall ist.
Ein Nachteil aus praktischer Sicht ist, daß für die Realisierung dieses An-
satzes eine Möglichkeit bestehen muß, an die durch den Netzstapel des Be-
triebssystems erzeugten IP-Pakete zu gelangen, bevor diese durch die Netz-
werkkarte versendet werden. Einige Betriebssysteme bieten dafür entspre-
chende (einfach zu benutzende) Schnittstellen, während für andere das Ent-
wickeln spezieller Betriebssystemtreiber notwendig ist. Insgesamt ensteht so
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Abbildung A.13: Anonyme Datenübertragung in Tarzan. Nutzer B schickt
seine IP-Pakete eingebettet in mehrfach verschlüsselte
Tarzan-Pakete entlang eines anonymen Tunnels von B zu
A zu F zu D zu H. H fungiert als Endpunkt und führt eine
Umsetzung zwischen IP-Paketen und Tarzan-Paketen durch
(PNAT).
ein sehr hoher Aufwand bei der Entwicklung. Auch die Installation wird
schwierig, da der Nutzer beispielsweise über entsprechende Rechte verfügen
muß, um die betriebssystemnahen Änderungen durchführen zu dürfen19.
Der ursprüngliche Entwurf von Tarzan [FSCM_02] enthielt eine Reihe von
Schwachstellen (die beispielsweise in [DaCl_06] analysiert wurden), weshalb
hier nur die entsprechend verbesserte Version [FrMo_02] besprochen wird.
Die prinzipielle Funktionsweise entspricht der üblichen in Mix-basierten
Anonymisierungssystemen: Der Sender etabliert zunächst eine anonyme Ver-
bindung (in Tarzan als anonymer Tunnel bezeichnet), indem er mit einer Men-
ge an Tarzan-Nodes symmetrische Schlüssel austauscht. Diese verwendet der
19 Der verfügbare Quellcode für Tarzan (http://pdos.csail.mit.edu/tarzan/download.
html) unterstützt momentan nur FreeBSD 4.x.
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Sender (in inverser Reihenfolge gemäß des Pfades des anonymen Tunnels),
um die zu übertragenden Nutzdaten mehrfach zu verschlüsseln. Jeder No-
de entlang des anonymen Tunnels entfernt eine Verschlüsselungsschicht. Der
letzte Node in der Reihe (Endpunkt) sendet die Daten dann an den eigentli-
chen Empfänger. In Downstream-Richtung werden die Tarzan-Nodes in um-
gekehrter Reihenfolge durchlaufen, wobei jeder Node eine Verschlüsselung
durchführt. Der Initiator ist dabei in der Lage, die empfangenen, mehrfach
verschlüsselten Daten zu entschlüsseln. In Abbildung A.13 ist dies schema-
tisch dargestellt.
Zunächst ist von besonderem Interesse, wie ein anonymer Tunnel etabliert
wird.
Bei Tarzan handelt es sich um ein reines P2P-basiertes System, d. h. alle
Teilnehmer (Nodes) besitzen dieselbe Funktionalität – es existieren keine mit
herausgehobener Stellung oder gar (zentrale) Server. Jeder Node kann dabei
die folgenden Aufgaben durchführen:
1. Verzeichnis-Dienst: Entdecken anderer Tarzan-Nodes.
2. Tunnel-Management: Management (Auf- und Abbau) von anonymen Tun-
neln durch das Tarzan-Netz.
3. Lokaler Client: Versenden von lokal generierten IP-Paketen über anony-
me Tunnel sowie entsprechend das Weiterleiten von anonym empfan-
genen IP-Paketen an den lokalen Netzstapel.
4. Mix: Verarbeiten und Weiterleiten von Tarzan-Paketen anderer Teilneh-
mer.
5. Endpunkt: Versenden von anonym empfangenen IP-Paketen aus dem Tar-
zan-Netz an die entsprechende Ziel-IP-Adresse im Internet sowie in
umgekehrter Richtung Empfangen von IP-Paketen aus dem Internet
und Weiterleiten in das Tarzan-Netz.
Für die Sicherheit von Tarzan ist es notwendig, daß ein Node möglichst alle
anderen Tarzan-Nodes entdeckt. Diese Forderung stellt aus praktischer Sicht
einen der größten Nachteile von Tarzan dar. Insbesondere bei großen P2P-
basierten Systemen20 ist es auf Grund des Hinzukommens und Verlassens
20 In [FrMo_02] ist von einem „Internet-wide pool of nodes, numbered in the thousands“ die
Rede.
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(Ausfalls) von Nodes unwahrscheinlich, daß alle Teilnehmer eine konsistente
Sicht auf die vollständige Topologie des P2P-Netzes haben.
Um Informationen über andere Nodes zu erlangen, führt ein Teilnehmer
ein an „Gossiping“-Protokolle21 angelehntes Verfahren durch. Jeder Tarzan-
Node speichert zwei Listen L1 und L2 mit Informationen über andere Nodes:
L1 enthält überprüfte Daten; L2 nicht überprüfte Daten. Bei den Daten han-
delt es sich jeweils um IP-Adresse und Port sowie den öffentlichen Schlüssel
des betreffenden Nodes. Um Informationen über neue Nodes zu lernen und
gleichzeitig bisher nicht überprüfte Daten zu überprüfen, kontaktiert ein Teil-
nehmer A einen zufällig ausgewählten Node B aus der Liste L2. Dabei wird
zum einen ein Challenge-Response-Protokoll durchgeführt, mit dem der kon-
taktierte Node B beweist, daß er den entsprechenden geheimen Schlüssel
kennt (d. h. die Zuordnung von IP-Adresse, Port und öffentlichem Schlüs-
sel richtig ist). Zum anderen sendet B seine Liste L1 mit ihm bekannten und
überprüften Daten an A. Node A fügt die erhaltenen Informationen seiner
Liste L2 mit ungeprüften Daten hinzu, markiert die Daten von B als über-
prüft (d. h. verschiebt sie von L2 nach L1) und wiederholt das Protokoll mit
einem neu gewählten B ′ aus L2. Ist die Liste L2 leer, so wird mit Nodes aus L1
fortgefahren. Insgesamt beträgt der Aufwand O(n) Verbindungen, um alle n
Nodes zu entdecken und zu überprüfen.
Ähnlich wie bei Crowds oder GNUnet versteckt ein Teilnehmer von Tar-
zan seinen eigenen Datenverkehr in dem Datenverkehr, den er für andere
weiterleitet. Dies gilt insbesondere auch deshalb, da jeder Teilnehmer mit ge-
nau k anderen Teilnehmern (bezeichnet als Mimics) Verbindungen etabliert,
über die ein konstanter Paket-Strom – bestehend aus bedeutungsvollen Tarzan-
Paketen aufgefüllt mit ununterscheidbaren Dummy-Paketen – ausgetauscht
wird. Tarzan-Pakete werden dabei im wesentlichen nur über derartige Ver-
bindungen übertragen, was bei der Erzeugung von anonymen Tunneln ent-
sprechend zu beachten ist. Die Auswahl der Mimics eines Teilnehmers ge-
schieht lokal und zufällig, ist jedoch global überprüfbar, so daß ein Angrei-
fer nicht eine Vielzahl von Mimic-Beziehungen mit anderen Teilnehmern eta-
blieren kann, was dazu führen würde, daß der Angreifer häufiger Teil von
anonymen Tunneln wäre.
Der Auswahlalgorithmus für die Mimics eines Nodes berücksichtigt da-
bei einen möglichen Angriff auf P2P-basierte Systeme, bei dem der Angreifer
eine Vielzahl von Nodes selbst betreibt. Bei einem derartigen Angriff ist es
21 „Gossiping“ kann mit „Tratschen“ übersetzt werden.
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jedoch wahrscheinlich, daß die IP-Adressen der durch den Angreifer kontrol-
lierten Nodes alle aus einem oder einigen wenigen IP-Subnetzen stammen.
Die Annahme ist, daß der Betrieb von Nodes mit IP-Adressen aus einer Viel-
zahl unterschiedlicher Subnetze eine starke (geographische) Verteilung des
Angreifers erfordert und somit unwahrscheinlich ist. Daher werden bei Tar-
zan die Mimics nicht einfach zufällig aus der Menge aller bekannten Nodes
gewählt. Vielmehr erfolgt eine mehrstufige Auswahl, wobei zunächst nur die
ersten 16 Bits der IP-Adresse bestimmt werden und in den nächsten Schrit-
ten dann weiter verfeinert wird, welcher konkrete Node aus diesem Subnetz
zu verwenden ist. Auf diese Weise unterscheiden sich die ersten 16 Bits der
IP-Adressen aller Mimics eines Nodes.
Das Etablieren eines anonymen Tunnels geschieht teleskopartig. Zunächst
kontaktiert der Initiator einen zufällig gewählten Mimic M und sendet ihm
eine Tunnel-Aufbau-Nachricht, die die für die Umschlüsselung (Ver- bzw.
Entschlüsselung) der Tunnel-Datenpakete gedachten symmetrischen Schlüs-
sel enthält. Diese sind dabei mit dem öffentlichen Schlüssel des gewählten
Mimic verschlüsselt. Wurde der Erfolg dieses ersten Schritts durch den Mi-
mic M bestätigt, so wählt der Initiator einen zufälligen Mimic M ′ des bishe-
rigen Tunnel-Endpunkts M und sendet diesem über den bisher etablierten
Tunnel wiederum eine Tunnel-Aufbau-Nachricht. Dieses Vorgehen setzt sich
fort, bis der gesamte Tunnel etabliert wurde. Einzige Ausnahme ist dabei die
Auswahl des Tunnel-Endpunkts. Dieser muß nicht einer der Mimics des vor-
hergehenden Tunnel-Nodes sein. Vielmehr handelt es sich um einen zufällig
gewählten Node aus der Menge aller Nodes. Der Grund für dieses Vorgehen
liegt in der Fehlerbehandlung im Falle eines Ausfalls eines Nodes, der zum
Tunnel gehört. Bei der Etablierung eines alternativen Tunnels zur Umgehung
der Störung ist es nämlich wünschenswert, daß derselbe Endpunkt gewählt
wird (solange dieser nicht selbst ausgefallen ist). Auf diese Weise werden
Protokolle höherer Schichten (beispielsweise TCP) nicht dauerhaft durch die
(kurzzeitige) Störung des Tunnels beeinträchtigt.
Insgesamt bietet Tarzan mit dem P2P-basierten Ansatz, den Mimics und
der Anonymisierung auf IP-Ebene einige interessante Ansätze – die sich aber
bis heute nicht durchgesetzt haben. Ein Grund dafür könnten Schwierigkei-
ten bei der Umsetzung aus praktischer Sicht sein. Diese bestehen zum einen
in dem oben erwähnten Konsistenzproblem (d. h. daß alle Nodes zu jedem
Zeitpunkt alle anderen Nodes kennen), zum anderen ist es bei der heuti-
gen Architektur des Internets – insbesondere unter Berücksichtigung der im
Endnutzerbereich vielfach anzufindenden NAT-Lösungen – schwer zu reali-
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sieren, daß jeder Tarzan-Node jeden anderen Tarzan-Node erreichen kann.
A.11 MorphMix
MorphMix [RePl_02, RePl_04, Renn_04] ist ähnlich wie Tarzan ein P2P-ba-
sierter Anonymisierungsdienst, der ebenfalls auf einem reinen P2P-Netz (d. h.
alle Knoten besitzen dieselbe Funktionalität) aufbaut. Neben dieser grundle-
genden Systemarchitektur benutzt MorphMix weitere Basistechniken, die all-
gemein auf den Ideen der symmetrischen Kanäle beruhen und insbesondere
mit den bei Tarzan eingesetzten Mechanismen vergleichbar sind. So besitzt
jeder Knoten ein Schlüsselpaar eines asymmetrischen Verschlüsselungsalgo-
rithmus. Zwischen zwei benachbarten Knoten wird Verbindungsverschlüs-
selung verwendet. Die über diese verschlüsselte Verbindung transportierten
Pakete besitzen alle dieselbe Größe. Informationen über andere (neue) im
Netz vorhandene Peers erfährt ein Knoten, indem er entsprechende Anfra-
gen an bereits bekannte Knoten sendet.
Allerdings gibt es auch eine Reihe grundlegender Unterschiede zu Tar-
zan und zu den anderen bisher vorgestellten Anonymisierungsdiensten. So
verwendet MorphMix keinen Dummy-Traffic und arbeitet auf Anwendungs-
und nicht auf IP-Ebenen. Die Kommunikation zwischen benachbarten Kno-
ten erfolgt mittels TCP/IP. Im Gegensatz zu Tarzan ist es bei MorphMix nicht
notwendig, daß ein Knoten möglichst vollständige Informationen über alle
anderen Knoten besitzt.
Insbesondere interessant ist, daß MorphMix zwar mehrfach verschlüsselte
Kanäle (die bei MorphMix als anonyme Tunnel bezeichnet werden) verwen-
det – jedoch erfolgt die Auswahl der Knoten des Tunnels nicht (wie üblich)
durch den Nutzer. Vielmehr wird ein Tunnel schrittweise aufgebaut, wobei
der momentan letzte Knoten des Tunnels zusammen mit einem durch den
Nutzer gewählten Knoten – dem sogenannten Witness (Zeugen) – den nach-
folgenden Knoten auswählt.
Ein großer Vorteil dieses Verfahrens ist, daß der Initiatorknoten keine kom-
pletten Informationen über die aktuell verfügbaren Knoten und deren mo-
mentaner Auslastung haben muß. Es reicht, wenn er einige Knoten kennt
und weiß, ob diese im Moment neue Tunnel akzeptieren. Aus der Menge
kann er sich dann einen als ersten Knoten eines neuen Tunnels aussuchen.
Dieser (erste) Knoten ist dann für den weiteren Auf- und Ausbau des Tunnels
verantwortlich – wobei die Auswahl des nachfolgenden (zweiten) Knotens
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des Tunnels an Hand der lokalen Informationen über das Netz, die der erste
Knoten hat, erfolgt.
Mit diesem Vorteil ist aber auch ein großer Nachteil für die Sicherheit ver-
bunden: erfolgt an einer Stelle die Auswahl eines Angreifer-Knotens, so wird
der Tunnel ab dieser Position nur aus Angreifer-Knoten bestehen, da jeder
Angreifer-Knoten wiederum einen Angreifer-Knoten als Nachfolger wählen
wird. Dieses Problem verschärft sich noch im Fall von (reinen) P2P-basierten
Netzen, da hier ein Angreifer typischerweise mit relativ geringem Aufwand
eine große Anzahl von Knoten kontrollieren (betreiben bzw. simulieren) kann
(Sybil-Angriff [Douc_02]).
Das Design von MorphMix schlägt zur Lösung des Problems dieser Kollusi-
onsangriffe zum einen die Einführung des oben erwähnten Zeugen und einen
Algorithmus vor, mit dessen Hilfe sich ein Nutzer ausrechnen soll, ob ein
Kollusionsangriff stattfindet bzw. ob ein Tunnel vollständig durch einen An-
greifer kontrolliert wird. Zunächst wird die Funktionsweise des Zeugen er-
läutert, bevor anschließend die Angriffserkennungsalgorithmen besprochen
werden.
Der Ablauf beim „Verlängern“ des Tunnels um einen weiteren Knoten ist
in Abbildung A.14 dargestellt (nachfolgend beziehen sich die Bezeichnungen
auf die Abbildung). Dabei sollen zwei Ziele umgesetzt werden: zum einen
soll die Auswahl des Nachfolgeknotens nicht alleine durch den bisher letzten
Knoten des Tunnels erfolgen, zum anderen soll dieser auch nicht in die Lage
versetzt werden, einfach beliebige Nachfolgeknoten „zu simulieren“.
À Ein Nutzer F wählt zufällig einen Zeugen – im Beispiel Nutzer H – aus
den Knoten, die F momentan kennt. F erzeugt eine für H bestimmte
und mit seinem öffentlichen Schlüssel cH verschlüsselte Nachricht mH,
die die von F generierte „erste Hälfte“ des Diffie-Hellman-Protokolls
und eine zufällige Bitfolge nonce1 zur Erkennung von Replay-Angriffen
enthält: mH = Enc
asym
H (nonce1, DHF).
Sei G der momentan letzte Knoten des Tunnels. H sendet an G die
Nachricht mG, bestehend aus Informationen über die Identität IDH
des gewählten Zeugen (diese besteht wiederum aus dem öffentlichen
Schlüssel des Zeugen und dessen IP-Adresse IPH); einem Parameter n,
der bestimmt, wieviele Knoten der Nutzer G dem Zeugen zur Auswahl
vorschlagen muß (siehe Schritt Á); und der Nachricht mH.
Á G empfängt mG. Er extrahiert die Identität des Zeugen sowie die für
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Nutzer G
Nutzer K
Nutzer I
Nutzer H
(Zeuge)
Nutzer L
Nutzer J
Nutzer F
verbindungsverschlüsselte Kommunikation zwischen zwei Knoten
➂ nonce2, 
IDG,DHF
➍ ok
➅ nonce2,id
➐ DHI,id
➀ IDH,n=3,
EncH   (nonce1,DHF)
➎ SigH(IDI,
IDJ,IDK,nonce1)
➁ EncH   (nonce1,DHF), 
nonce2,IDI,IDJ,IDK
➑ DHI,SigH(,IDI,
IDJ,IDK,nonce1)
asym
asym
Abbildung A.14: Ablauf beim Tunnelaufbau in MorphMix
diesen bestimmte Nachricht mH und generiert eine Auswahl an Nach-
folgeknoten gemäß der durch den Parameter n bestimmten Kardina-
lität. Er sendet seine Auswahl zusammen mit mH und einer weiteren
zufälligen Bitfolge nonce2 an H.
Â Der Zeuge H wählt zufällig einen Nachfolgeknoten aus der Auswahl,
die er von G erhält. In obigem Beispiel hat H den Knoten I gewählt.
Er schickt diesem die Diffie-Hellman-Protokoll-Nachricht DHF von F
sowie die Adresse von G und nonce2.
Í I überprüft, ob er bereit ist, eine Erweiterung des Tunnels mit dem
bisherigen Endknoten G zu akzeptieren. Ist dies der Fall, so informiert
er den Zeugen H entsprechend.
Î Der Zeuge H generiert daraufhin eine Quittung für F, die die Auswahl
von G und die letztendliche Entscheidung von H enthält. Dazu signiert
H das nonce1 (zur Erkennung von Replay-Angriffen) zusammen mit
der von G erhaltenen Auswahl, wobei das erste Element in der Liste
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per Definition den von H gewählten Knoten repräsentiert. Die Quittung
sendet der Zeuge an G.
Å G erfährt aus der Quittung, welchen Knoten der Zeuge als Nachfolger
ausgewählt hat. Er kontaktiert diesen zwecks Tunnelerweiterung. Dabei
legitimiert sich G durch Vorzeigen von nonce2 und teilt dem Nachfol-
ger I den (für die symmetrische Umschlüsselung) zu verwendenden
Tunnelidentifikator id mit.
Ð I generiert seine Hälfte des Diffie-Hellman-Protokolls und sendet diese
an G unter Benutzung des Tunnelidentifikators id.
Ñ G leitet die empfangene Diffie-Hellman-Nachricht zusammen mit der
Quittung des Zeugen an den Nutzer F weiter.
Da G die von F (mit Hilfe des Zeugen) an I übermittelte Diffie-Hellman-
Nachricht nicht im Klartext sieht, kann G einen Nachfolgeknoten nicht ein-
fach simulieren. Will G erreichen, daß der Zeuge auf alle Fälle einen mit G
zusammenarbeitenden Angreifer-Knoten wählt, so darf die von G erstellte
Auswahl nur entsprechende Angreifer-Knoten enthalten. Letzteres wird in
MorphMix zur Erkennung von Kollusionsangriffen ausgenutzt.
Der Angriffserkennungsalgorithmus nutzt dabei aus, daß im Falle eines
Angriffs Kombinationen von Angreifer-Knoten häufiger in Tunneln vorhan-
den sind, als dies bei rein zufälliger Knoten-Auswahl der Fall wäre – da
Angreifer-Knoten ihre Auswahl eben nur aus einer Teilmenge (den angrei-
fenden Knoten) aller möglichen Knoten treffen. Damit dies funktioniert, ist
es natürlich notwendig, daß ein Teilnehmer viele Tunnel etabliert hat. Mor-
phMix schlägt generell vor, daß Tunnel häufig gewechselt werden sollen.
In [RePl_02] ist ein Algorithmus angegeben, wie mit Hilfe der vom jewei-
ligen Zeugen erhaltenen Quittung (welche die Menge möglicher Nachfolge-
knoten und den tatsächlich gewählten Nachfolgeknoten enthält) bestimmt
werden kann, ob ein Tunnel Angreifer-Knoten enthält oder nicht. Haupt-
problem dabei ist, daß kein fester Grenzwert existiert, ab dem ein Tunnel
als kompromittiert eingestuft wird. Vielmehr existieren eine Reihe von Ab-
hängigkeiten, die den Grenzwert beeinflussen, beispielsweise die Anzahl der
Knoten im System, deren Popularität (d. h. wie häufig werden sie verwendet),
dem Anteil der Angreifer-Knoten, der Größe der Auswahl (Parameter n) so-
wie der Anzahl der bisher ausgewerteten Quittungen. Insbesondere ergibt
sich daraus, daß ein neuer Knoten zunächst in einer „Lernphase“ eine sinn-
volle Größe des Grenzwertes bestimmen muß. Die Analysen aus [RePl_02]
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zeigen jedoch, daß der vorgeschlagene Algorithmus geeignet ist, kompromit-
tierte Tunnel zu entdecken. Dabei zeigt sich, daß die Angriffserkennung im
Sinne von „pro Sicherheit“ zwar einen nicht zu vernachlässigenden Anteil
von nicht kompromittierten Tunneln falsch klassifiziert – jedoch sinkt der
Anteil an nicht erkannten kompromittierten Tunneln nach der Lernphase so
auf ein akzeptables Maß.
In [RePl_02] wurden auch Untersuchungen angestellt, wie sich die Stra-
tegie des Angreifers auf dessen Erfolgswahrscheinlichkeit auswirkt. Insbe-
sondere wurde untersucht, ob es für den Angreifer vorteilhaft ist, wenn ein
Angreifer-Knoten nicht nur Angreifer-Knoten zur Auswahl stellt, sondern ei-
ne Mischung aus Angreifer und Nicht-Angreifer-Knoten. Dabei zeigt sich,
daß diese Strategie dem Angreifer tatsächlich einen Vorteil bringt – insbeson-
dere wenn man berücksichtigt, daß ein Angreifer mit Hilfe von Verkehrsana-
lysen bereits erfolgreich angreifen kann, wenn er den ersten und letzten Kno-
ten eines Tunnels kontrolliert. Jedoch haben die Analysen auch ergeben, daß
der Angriffserkennungsalgorithmus immer noch einen Großteil aller kom-
promittierten Tunnel erkennt und somit dessen Benutzung in jedem Fall eine
Verbesserung für die Sicherheit bringt.
A.12 I2P
Bei I2P handelt es sich ebenfalls um einen P2P-basierten Anonymisierungs-
dienst, der dem Ansatz eines reinen P2P-basierten Systems folgt und auf den
Ideen der Chaumschen Mixe aufbaut. Ähnlich wie bei GNUnet ist die In-
tention dabei, daß der Datenverkehr hauptsächlich innerhalb des I2P-Netzes
stattfindet. Zwar ist auch eine Kommunikation mit Servern im „normalen“
Internet (mit Hilfe sogenannter Ausgangsproxies) möglich – jedoch wird dies
aus Sicherheitsgründen ausdrücklich nicht empfohlen.
Die nachfolgenden Erläuterungen basieren im wesentlichen auf der durch
das I2P-Projekt auf der Web-Seite http://www.i2p2.de/ (zuletzt abgerufen
am 5. September 2009) veröffentlichten technischen Dokumentation.
I2P verwendet das Grundkonzept der symmetrisch verschlüsselten Kanä-
le, die (ähnlich zu MorphMix) als Tunnel bezeichnet werden. Dabei arbeitet
I2P nachrichtenorientiert und bietet im Kern lediglich einen unzuverlässi-
gen Übertragungsdienst. Es existiert jedoch eine Bibliothek, die aufbauend
auf der unzuverlässigen Nachrichtenübertragung, einen zuverlässigen, ver-
bindungsorientierten Ende-zu-Ende-Datentransport ermöglicht.
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Abbildung A.15: Übermittlung einer Nachricht von Nutzer A an Nutzer B
bei I2P
Jeder Teilnehmer am I2P-Netz installiert sich lokal eine Java-basierte Soft-die Knoten des
I2P-Netzes:
I2P-Router
ware, die in der I2P-Terminologie als Router bezeichnet wird. Ein Router ist
dabei sowohl für das Senden und Empfangen von anonym zu übertragenden
Daten des jeweiligen Nutzers als auch für das Weiterleiten von I2P-Paketen
anderer Router zuständig. Die Endpunkte einer Kommunikation werden da-
bei als destinations bezeichnet.
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Jeder Router besitzt ein Schlüsselpaar eines asymmetrischen Verschlüs- digitale Identität
eines I2P-Routersselungssystems (ElGamal-2048) und eines digitalen Signatursystems (DSA-
1024). Diese beiden Schlüssel bestimmen die digitale Identität des Routers.
Innerhalb des I2P-Netzes erfolgt eine Adressierung durch Verwendung von
Referenzen (Router-ID) auf diese digitale Identität. Dabei handelt es sich
um den SHA-256 Hash-Wert der beiden öffentlichen Schlüssel. In einem als
NetDB bezeichneten Verzeichnisdienst können unter Verwendung der Refe-
renz alle relevanten Informationen über einen Router abgerufen werden. Da-
bei handelt es sich insbesondere um die für das gewählte Transportprotokoll
(UDP bzw. TCP) notwendigen Adressinformationen (IP-Adresse und Port).
Die NetDB ist als verteilte Datenbank realisiert, wobei zum einen Informa-
tionen mittels eines einfachen Flooding-Algorithmus verteilt werden, zum
anderen gezielt Anfragen gestellt werden können.
Die Kommunikation zwischen benachbarten Routern erfolgt verbindungs- Verbindungsver-
schlüsselungverschlüsselt und integritätsgesichert unter Benutzung von AES-256-CBC und
HMAC-MD5-128. Die verwendeten symmetrischen Schlüssel werden mittels
Diffie-Hellman-Schlüsselvereinbarungsprotokoll gebildet.
Ein wesentlicher Unterschied zu vielen anderen Anonymisierungsdiensten unidirektionale
Datenübertra-
gung mit Hilfe
von Eingangs-
und
Ausgangstunneln
ist, daß zwischen Eingangstunneln und Ausgangstunneln unterschieden wird,
wobei jeweils nur eine unidirektionale Nachrichtenübermittlung möglich ist.
Jeder Nutzer etabliert dabei eine Reihe von Eingangs- und Ausgangstunneln.
Die Begriffe „Eingangstunnel“ und „Ausgangstunnel“ sind dabei im Sinne
der Datenflußrichtung aus Nutzersicht zu verstehen: ein Eingangstunnel be-
sitzt einen (entfernten) Eingangs-Router im I2P-Netz, der Daten für den Nut-
zer entgegennimmt und über den Tunnel an diesen weiterleitet, während ein
Ausgangstunnel einen entfernten Ausgangs-Router hat, der die vom Nutzer
über den Tunnel gesendeten Daten an das in der Nachricht spezifizierte Ziel
weitersendet.
Die Grundidee für eine bidirektionale bilaterale Kommunikation ist nun,
daß Ausgangs- und Eingangstunnel verknüpft werden, d. h. der Nutzer in-
struiert den letzten Router eines Ausgangstunnels, die empfangenen Nach-
richten an einen bestimmten Eingangs-Router eines Eingangstunnels zu sen-
den (siehe Abbildung A.15). Dieses Vorgehen erinnert stark an das bereits
bei den ISDN-Mixen beschriebene Verfahren zur Etablierung einer bidirek-
tionalen Kommunikation, wobei dort die Begriffe Empfangskanal für den
Eingangstunnel und Sendekanal für den Ausgangstunnel verwendet werden.
Ein wesentlicher Unterschied zwischen I2P und den ISDN-Mixen besteht je-
doch in dem Weg, den die Mix-Pakete jeweils entlang des Eingangs- bzw.
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Ausgangstunnels nehmen können. Betrachtet man die beiden Endpunkte der
Kommunikation (Sender und Empfänger), so bedeutet dies im Falle von I2P,
daß die Daten in Upstream- bzw. Downstream-Richtung unterschiedliche Rou-
ten (Tunnel(-Pfade)) benutzen, während bei den ISDN-Mixen die zu einem
Teilnehmer gehörenden Sende- und Empfangskanäle jeweils über dieselbe
Mix-Kaskade übertragen werden und folglich dieselbe Route nehmen.
Als Grund für die unterschiedlichen Routen von Ein- und Ausgangstun-
nel geben die I2P Entwickler an, daß Angriffe auf die Anonymität mittels
Verkehrsanalysen erschwert werden.
Zu beachten ist, daß ein Sender vom Empfänger nur den Eingangs-Router
des vom Empfänger verwendeten Eingangstunnels kennt – nicht aber die
weiteren Router dieses Eingangstunnels. Somit kann der Sender die zu über-
mittelnde Nachricht auch nicht für diese Router verschlüsseln. Vielmehr liegt
die Nachricht am letzten Router des Ausgangstunnels quasi im Klartext vor
und wird in dieser Form an den Eingangs-Router des Eingangstunnels gesen-
det. Um zu verhindern, daß die betreffenden Router Kenntnis vom Nachrich-
teninhalt erlangen, sind die in I2P übermittelten Nachrichten Ende-zu-Ende
verschlüsselt und integritätsgesichert. Diese Verschlüsselung wird in der I2P-
Terminologie als „garlic encryption“ bezeichnet.
Bei der garlic encryption handelt es sich um eine hybride Verschlüsse-
lung, wobei ElGamal-2048 als asymmetrisches Verfahren und AES-256-CBC
als symmetrisches Verfahren eingesetzt wird. Sollen mehrere Ende-zu-Ende
gesicherte Nachrichten übertragen werden, so kann auch eine rein symmetri-
sche Verschlüsselung angewendet werden, um den Aufwand für Sender und
Empfänger zu reduzieren. Dazu werden in einer initialen, hybrid verschlüs-
selten Nachricht mehrere sogenannte session tags (32 Bits lange Zufallsbitfol-
gen) mit übertragen. Einer rein symmetrisch verschlüsselten Nachricht wird
jeweils ein solches session tag vorangestellt, so daß der Empfänger erkennen
kann, welchen symmetrischen Schlüssel er zur Entschlüsselung verwenden
muß.
Informationen über die für die garlic encrpytion zu verwendenden Schlüs-
sel lassen sich der oben erwähnten NetDB entnehmen. Diese speichert neben
den Router-Informationen auch Informationen über die verfügbaren Kom-
munikationsendpunkte (destinations). Dabei handelt es sich neben je einem
Schlüssel des asymmetrischen Verschlüsselungssystems (ElGamal-2048) und
eines digitalen Signatursystems (DSA-1024) insbesondere um eine Menge
an Informationen über die Eingangstunnel, über die der Kommunikations-
endpunkt zu erreichen ist. Diese Informationen umfassen die Router-ID des
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Eingangs-Routers eines Eingangstunnels und die zugehörige Tunnel-ID so-
wie die Gültigkeitsdauer für diesen Tunnel. In der aktuellen Implementie-
rung besteht ein Tunnel höchstens 10 Minuten.
Das Etablieren eines Tunnels erfolgt durch das Versenden einer mehrfach
hybrid verschlüsselten Tunnelaufbaunachricht, wobei das für Mix-basierte
Anonymisierungsdienste übliche rekursive Schema verwendet wird, d. h. die
Tunnelaufbaunachricht wird zunächst für den letzten Router des Tunnels ver-
schlüsselt, das Ergebnis der Verschlüsselung dann für den vorletzten Router
und so fort.
Eine Überprüfung, ob die Etablierung eines Ausgangstunnels erfolgreich
war, erfolgt, indem der letzte Router eine Bestätigung zurück an den Initiator
sendet. Dies muß natürlich anonym über einen zuvor etablierten Eingangs-
tunnel erfolgen. Die Kontrolle, ob ein Eingangstunnel erfolgreich etabliert
wurde, ist trivial, da der Initiator der letzte Router eines solchen Tunnels ist.
Ein Designkriterium von I2P ist es, dem Nutzer eine Abwägung zwischen
Anonymität und Leistung (Durchsatz, Verzögerungszeit) zu ermöglichen.
Dies wird erreicht, indem der Nutzer bestimmt, wieviele Router seine Ein-
gangs- bzw. Ausgangstunnel umfassen sollen.
Die Verhinderung von Replay-Angriffen mit Hilfe von Tunnelaufbaunach-
richten erfolgt zum einen durch einen in der Nachricht enthaltenen Zeitstem-
pel, der die Gültigkeit einer Tunnelaufbaunachricht begrenzt und zum ande-
ren durch das Erkennen bereits bearbeiteter Tunnelaufbaunachrichten. Dazu
wird ein Bloom-Filter [Bloo_70] (siehe auch Kapitel 2.8.3) verwendet, wobei
Teile einer jeden Tunnelaufbaunachricht diesem Filter hinzugefügt werden.
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B Handlungsempfehlungen für ein
möglichst sicheres anonymes
Web-Surfen
Nachfolgend sollen einige praktische Handlungsempfehlungen gegeben wer-
den, wie ein Anonymisierungsdienst wie AN.ON eingesetzt werden sollte,
um die Risiken einer Deanonymisierung zu minimieren. Dabei werden die
aus praktischer Sicht bestehenden Probleme näher erläutert.
Ein Problem ergibt sich dabei aus der Tatsache, daß AN.ON lediglich eine
Anonymisierung auf der Kommunikationsschicht vornimmt – nicht jedoch
auf Anwendungsschicht. Somit bieten insbesondere die transportierten In-
halte Angriffspunkte auf die Anonymität eines Nutzers. Trivialerweise ge-
hören dazu alle Informationen, die ein Nutzer (mehr oder weniger) bewußt
über sich preisgibt, etwa indem er entsprechende Daten in Web-Formulare
einträgt. Zwar kann mit Hilfe von Filtersoftware versucht werden, derartiges
Fehlverhalten eines Nutzers zu entdecken und ihn entsprechend zu warnen,
allerdings ist es sehr schwierig, diese Idee konsequent umzusetzen, insbe-
sondere wenn man davon ausgeht, daß derjenige, der die Daten abfragt, als
potentieller Angreifer anzusehen ist.
Insofern wird nachfolgend davon ausgegangen, daß ein Nutzer aktiv an
der Wahrung seiner Anonymität mitwirkt, indem er zumindest keinerlei per-
sönliche Daten über sich preisgibt.
Dies ist zwar eine notwendige, aber keinesfalls hinreichende Bedingung,
um die Anonymität eines Nutzers insgesamt zu schützen. Weitere wichtige
Angriffspunkte stellen im Falle des anonymen Web-Surfens Technologien wie
JavaScript, ActiveX↑, Plugins, Flash etc. dar, die zusammengefaßt als aktive
Inhalte bezeichnet werden. Problematisch ist dabei, daß ein Angreifer mittels
dieser aktiven Inhalte versuchen kann, Informationen über die Ausführungs-
umgebung des Browsers zu erlangen und diese dann eingebettet in die An-
wendungskommunikation (HTTP) an den Angreifer überträgt. Ein Beispiel
hierfür ist das Auslesen der IP-Adresse des Rechners und deren Übermitt-
lung. Damit wäre jegliche Anonymisierung auf der Kommunikationsschicht
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wirkungslos. Zwar sollen in den Browsern implementierte Sandbox-Modelle
genau diese Art des Zugriffs von aktiven Inhalten auf persönliche bzw. per-
sonenbeziehbare Daten vermeiden, jedoch hat sich in der Vergangenheit ge-
zeigt, daß die Umsetzung derartiger Konzepte zu komplex ist, als daß dies
fehlerfrei gelingen würde.
Zwar warnt der JAP vor der ersten Benutzung jeden Nutzer bezüglich der
Gefahren von aktiven Inhalten und rät zu deren Deaktivierung. Allerdings
geht eine Deaktivierung üblicherweise mit Einschränkungen bezüglich der
Benutzbarkeit der betrachteten Web-Seiten einher. Darüber hinaus ist zu be-
denken, daß nicht nur aktive Inhalte potentiell gefährlich sind sondern prin-
zipiell jeder Inhalt, da er zur Darstellung auf die ein oder andere Art interpre-
tiert wird. Insofern kann jeder Inhalt als Eingabe für eine mehr oder weniger
mächtige Maschine verstanden werden. Durch fehlerhafte Implementierun-
gen ist es dabei häufig möglich, durch geschickt gewählte Inhalte (Eingaben)
Aktionen auszuführen, von denen angenommen wurde, daß sie nicht aus-
führbar sind. Bekanntes Beispiel hierfür sind manipulierte Bilder, die unter
Ausnutzung von Implementierungsfehlern in den zugehörigen Anzeigekom-
ponenten dem Angreifer universellen Zugriff auf den betroffenen Rechner
gewähren.
In [Pime_05] wird für eine praktikable Benutzung existierender Anonymi-
sierungsdienste eine Lösung vorgeschlagen, bei der sämtlicher IP-basierter
Datenverkehr über den Anonymisierungsdienst geleitet wird. Die Idee ist,
bestehende Software, die zur Etablierung von VPNs gedacht ist, zu benutzen.
Derartige Software erzeugt auf den Rechnern der Nutzer in der Regel eine
virtuelle Netzschnittstelle, der genauso wie einer physischen Netzschnittstel-
le eine IP-Adresse zugeordnet ist.
Ein Unterschied ist, daß mittels der virtuellen Schnittstelle zu übermitteln-
de Daten nicht direkt über eine physische Verbindung gesendet, sondern
über eine VPN-Verbindung übertragen werden. In der Regel ist es mög-
lich, die VPN-Client-Software so zu konfigurieren, daß die VPN-Verbindung
selbst wiederum einen Proxy verwendet. Konkret bedeutet dies im Falle der
Anonymisierung also, daß der Anonymisierungsdienst als Proxy in der VPN-
Client-Software konfiguriert wird, so daß die Datenübertragung der VPN-
Verbindung anonymisiert wird. Die der clientseitigen VPN-Netzschnittstelle
zugeordnete IP-Adresse wird ebenfalls „anonym“ vergeben, so daß mit ihrer
Hilfe kein Personenbezug herstellbar ist.
Die VPN-Serversoftware würde dann im Falle von AN.ON beispielswei-
se auf dem letzten Mix der Kaskade ausgeführt werden. Anzumerken ist,
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Abbildung B.1: Erhöhung des Schutzes der Anonymität mit Hilfe von Vir-
tualisierung: Aus der virtuellen Maschine kann nur über den
Anonymisierungsdienst mit dem Internet kommuniziert wer-
den. Das Betriebssystem der virtuellen Maschine hat nur eine
private IP-Adresse und keinen Eintrag für einen Nameserver.
daß die existierende VPN-Software letztlich „mißbraucht“ wird als Proxy-
fähige Lösung für das Übermitteln von IP-Paketen. Die eigentlichen VPN-
Eigenschaften (Verschlüsselung, Integritätssicherung etc.) sind dabei nicht
notwendig.
Problematisch an dieser generischen Lösung ist unter anderem, daß sich al-
le innerhalb einer Sitzung anonym übermittelten IP-Pakete verketten lassen.
Darüber hinaus sind aus der Literatur eine Reihe von Angriffen bekannt, die
es ermöglichen, an Hand der in einem IP-Paket enthaltenen Protokolldaten
Rückschlüsse auf den verwendeten Netzstapel und somit letztlich die Be-
triebssystemversion zu erlangen. Außerdem lassen sich IP-Pakete einzelnen
Instanzen eines Netzstapels zuordnen, d. h. es ergeben sich zusätzliche Ver-
kettungsmöglichkeiten, die über die oben erwähnte Verkettbarkeit innerhalb
einer Sitzung hinaus gehen.
Zusammengefaßt läßt sich feststellen, daß zumindest momentan im Be-
reich des Web-Surfens eine Informationsflußkontrolle auf Ebene des Brow-
sers oder des Betriebssystems als nicht sicher anzusehen ist. Ziel muß es
daher sein, daß die zu schützenden Informationen weder dem Browser noch
dem Betriebssystem zur Verfügung stehen.
Einen möglichen Lösungsansatz hierfür bietet die Virtualisierung. Dabei
wird im einfachsten Fall eine Plattform (bestehend aus Hard- und Software-
komponenten; nachfolgend als Gastsystem bezeichnet) innerhalb einer ande-
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ren Plattform (Wirtsystem) ausgeführt. Das Gastsystem wird dabei so kon-
figuriert, daß es keinen unmittelbaren Zugriff auf das Internet hat. Viel-
mehr ist lediglich eine lokale Kommunikation mit dem Wirtsystem möglich.
Auf diesem wird der Client des Anonymisierungsdienstes ausgeführt. Im
Gastsystem wird dieser Client entsprechend als Proxy konfiguriert. In Ab-
bildung B.1 ist dies schematisch dargestellt und Abbildung B.2 zeigt eine
konkrete Umsetzungsmöglichkeit.
Da es nicht notwendig ist, das Gastsystem zu individualisieren (etwa per-
sonenbeziehbare IP-Adressen zu konfigurieren oder Ähnliches), können alle
Nutzer des Anonymisierungsdienstes, deren Rechner den minimalen Anfor-
derungen an das Wirtsystem (etwa bezüglich Hardwarearchitektur) genügen,
das gleiche Gastsystem benutzen. Insofern wird das Anonymisierungsprin-
zip der „Gleichmacherei“, wie es beispielsweise bei AN.ON auf der Kom-
munikationsschicht angewendet wird, auf Teile der Anwendungsarchitektur
übertragen.
Die vorgeschlagene Lösung scheint zunächst mit großen Nachteilen be-
züglich der Benutzbarkeit verbunden zu sein. Dies betrifft insbesondere die
zusätzlichen Installations- und Konfigurationsschritte bezüglich der Virtua-
lisierung. Allerdings ist anzumerken, daß in den letzten Jahren unter dem
Stichwort „Anwendungsvirtualisierung“ sehr große Anstrengungen unter-
nommen wurden, diesen Aufwand zu minimieren. Darüber hinaus existieren
viele Virtualisierungslösungen, bei denen sich die im Gastsystem ausgeführ-
ten Anwendungen bezüglich des „Look & Feel“ nahtlos in das Wirtsystem
integrieren. So setzt beispielsweise Microsoft in seinem Betriebssystem Win-
dows 7 auf eine Virtualisierungslösung, um Anwendungen, die für ältere
Windows Versionen entwickelt wurden, unter Windows 7 ausführbar zu ma-
chen. Ein Nutzer bemerkt dabei in der Regel nicht, daß Anwendungen, die
beispielsweise für Windows XP entwickelt wurden, gar nicht direkt in Win-
dows 7 ausgeführt werden, sondern in einem virtualisierten Windows XP.
Letztendlich bietet aber natürlich auch die Virtualisierungslösung keinen
hundertprozentigen Schutz. Dies liegt zum einen daran, daß auch die Im-
plementierungen der virtuellen Maschinen, die ja letztlich als Sandbox fun-
gieren, fehlerhaft sind, so daß der im Gastsystem ausgeführte Code mehr
Rechte und Möglichkeiten bezüglich des Wirtsystems erlangen kann, als ur-
sprünglich geplant. Des weiteren ist ein Entwicklungsziel aktueller Virtuali-
sierungslösungen, möglichst wenig Overhead zu erzeugen, d. h. dem Gast-
system möglichst direkten Zugriff auf die Hardware zu ermöglichen. Dieses
unter Leistungsgesichtspunkten sehr sinnvolle Vorgehen steht allerdings in
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Abbildung B.2: Praktische Umsetzung des in Abbildung B.1 skizzierten Prin-
zips. Dabei wird als Gastsystem eine x86-basierte Hardwa-
rearchitektur mit einem Microsoft Windows XP als Betriebs-
system verwendet. Als Wirtsystem kommt eine PowerPC-
basierte Hardwarearchitektur mit einem Apple Mac OS X als
Betriebssystem zum Einsatz.
Konflikt mit dem oben erwähnten Ziel der „Gleichmacherei“. Als ein extre-
mes Beispiel sei die Möglichkeit des direkten Zugriffs aus dem Gastsystem
auf ein im Wirtsystem im Rahmen des Trusted Computing installiertes TPM↑
erwähnt. Das TPM enthält dabei zumindest Informationen, die einen Rech-
ner eindeutig identifizieren. Unter Umständen lassen sich mit Hilfe des TPM
aber auch den angemeldeten Nutzer eindeutig identifizierende Informatio-
nen gewinnen. Dies würde den durch Virtualisierung erreichbaren Schutz
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der Anonymität deutlich schwächen.
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Tabelle C.1 gibt einen Überblick über alle momentan implementierten Info-
Service-Kommandos. In der Spalte „Kommando“ befindet sich die Pfadan-
gabe der im HTTP-Protokoll anzugebenden URL. In eckigen Klammern ist
dabei angegeben, wenn ein zusätzlicher Parameter in Form eines Unterver-
zeichnisnamens erwartet wird. Der Pfeil (←↩) am Zeilenende soll dabei sym-
bolisieren, daß der Zeilenumbruch in der eigentlichen URL nicht enthalten
ist. Eine gültige URL für die Angabe:
/mixcascadestatus/←↩
[cascadeid]
könnte also beispielsweise /mixcascadestatus/0A3D2B6DF12AC900 sein. In
der Spalte „Typ“ ist vermerkt, ob es sich um eine GET- oder POST-Anfrage
handelt. Die Spalte „Sender“ gibt an, welche Entität die primäre Quelle der
übermittelten Informationen ist bzw. die Anfrage gesendet hat.
Kommando Typ Sender Beschreibung
Kategorie: Core
/mixcascadestatus/←↩
[cascadeid]
GET JAP Abruf von Statusinformatio-
nen der Kaskade mit der ID
cascadeid
/cascade POST Mix Übermittlung einer Beschrei-
bung der Kaskade (Erreichbar-
keit, beteiligte Mixe etc.)
/cascadeserials GET JAP Abruf einer Liste von Serien-
nummern bezüglich der aktuell
vorliegenden XML-Strukturen
über Kaskaden
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Kommando Typ Sender Beschreibung
/cascades GET JAP Abruf von Informationen über
alle bekannten Kaskaden
/helo POST Mix Übermittlung von Informatio-
nen über einen Mix (Betreiber,
Standort etc.)
/mixinfo/←↩
[mixid]
GET JAP Abruf von Informationen über
den Mix mit der ID mixid
/feedback POST Mix Übermittlung von Statusin-
formationen einer Kaskade
(Nutzerzahl, Verkehrssituation
etc.)
/mixes GET JAP Abruf von Informationen über
alle Mixe aller Kaskaden
/cascadeinfo/←↩
[cascadeid]
GET JAP Abruf von Informationen
über die Kaskade mit der ID
cascadeid
Kategorie: Verteilter InfoService
/infoservice POST IS Übermittlung einer Beschrei-
bung eines InfoService-Servers
(Erreichbarkeit, Verfügbarkeit
etc.)
/infoservices GET JAP Abruf von Informationen über
alle bekannten InfoService-
Server
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Kommando Typ Sender Beschreibung
/infoserviceserials GET JAP Abruf einer Liste von Serien-
nummern bezüglich der akutell
vorliegenden XML-Strukturen
über InfoService-Server
Kategorie: Benutzbarkeit
/performanceinfo GET
/status GET Browser Abruf einer Übersicht über al-
le bekannten Kaskaden in einer
in einem Browser darstellbaren
Form
/ GET Browser Anzeige einer Startseite im
Browser mit allgemeinen Infor-
mationen über den angefragten
InfoService-Server
/perfstatus GET Browser Anzeige von Informationen
über die aktuellen Leistungs-
daten (Durchsatz, Verzöge-
rungszeit) der verfügbaren
Kaskaden
/values/←↩
[speed|delay|users]/←↩
[cascadeid]/←↩
[day]
GET Browser Anzeige der Historie der
gemessenen Leistungsdaten
(Durchsatz, Verzögerungs-
zeiten, Nutzerzahl) für die
Kaskade mit der ID cascadeid
für die zurückliegenden day
Tage
/messages GET JAP Abruf aller Nachrichten über
das AN.ON-System
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Kommando Typ Sender Beschreibung
/messagesserials GET JAP Abruf einer Liste von Serien-
nummern bezüglich aller aktu-
ellen Informationen über das
AN.ON-System
/message POST IS Übermittlung einer Nachricht
über das AN.ON-System durch
einen anderen InfoService-
Server zur Verbreitung durch
den InfoService
/tornodes GET JAP Abruf einer Liste aller bekann-
ten Tor-Server
/mixminionnodes GET JAP Abruf einer Liste aller bekann-
ten Mixminion-Server
/currentjavaversion GET JAP Abruf von Informationen über
empfohlene Java-Versionen
/currentjavaversion POST IS Übermittlung von Informa-
tionen über zur Ausführung
des JAP besonders gut ge-
eigneter Versionen der Java-
Laufzeitumgebung
/currentjavaversi←↩
onSerials
GET JAP Abruf einer Liste mit Serien-
nummern bezüglich Informa-
tionen über empfohlene Java-
Laufzeitumgebungen
/currentjapversion POST Übermittlung der empfohle-
nen JAP-Version durch einen
InfoService-Server zur Verbrei-
tung durch den InfoService
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Kommando Typ Sender Beschreibung
/currentjapversion GET JAP Abruf der Versionsnummer des
empfohlenen JAP
/japRelease.jnlp POST IS Übermittlung von Informatio-
nen über die aktuelle stabi-
le JAP-Version durch einen
InfoService-Server zur Verbrei-
tung über den InfoService
/japDevelopment.jnlp POST IS Übermittlung von Informatio-
nen über die aktuelle JAP-
Entwicklerversion durch einen
InfoService-Server zur Verbrei-
tung über den InfoService
/japRelease.jnlp GET JAP Abruf von Informationen über
die aktuelle stabile JAP-Version
/japDevelopment.jnlp GET JAP Abruf von Informationen über
die aktuelle Entwicklerversion
von JAP
Kategorie: Bezahlung
/tctemplateserials GET JAP Abruf einer Liste mit Seri-
ennummern bezüglich XML-
Strukturen über Vorlagen für
Allgemeine Geschäftsbedin-
gungen
/tctemplates GET JAP Abruf einer Liste mit Vorla-
gen für Allgemeine Geschäfts-
bedingungen
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Kommando Typ Sender Beschreibung
/tctemplate/←↩
[templateid]
GET JAP Abruf der Vorlage für Allge-
meine Geschäftsbedingungen
mit der ID templateid
/paymentinstance POST Übermittlung von Informatio-
nen über eine Bezahlinstanz
/paymentinstances GET JAP Abruf von Informationen über
alle bekannten Bezahlinstanzen
/paymentinstance/←↩
[paymentinstanceid]
GET JAP Abruf von Informationen über
die Bezahlinstanz mit der ID
paymentinstanceid
Kategorie: Blockungsresistenz
/addforwarder POST JAP Übermittlung von Informatio-
nen über einen Forwarder (Er-
reichbarkeit etc.)
/renewforwarder POST JAP Aktualisierung der Informatio-
nen eines bekannten Forwar-
ders
/getforwarder GET JAP Anfrage nach Informationen
über einen Forwarder
Kategorie: Dynamische Kaskaden
/configure POST Mix Informationen über einen frei-
en Mix, der automatisch konfi-
guriert werden will
/availablemixes GET JAP Abruf von Informationen über
alle freien Mixe
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Kommando Typ Sender Beschreibung
/echoip GET Mix Gibt die IP-Adresse des An-
fragers zurück, beispielsweise
zur Ermittlung der externen IP-
Adresse im Fall von NAT
/connectivity POST Mix Veranlaßt den angefragten
InfoService-Server zu testen,
ab zu der in der Anfrage
übermittelten Adresse eine
TCP/IP-Verbindung etabliert
werden kann
/dynacascade POST Mix
/newcascadeinfor←↩
mationavailable/←↩
[mixid]
GET Mix Anfrage, ob neue Kaskadenin-
formationen für den Mix mit
der ID mixid vorliegen
/reconfigure/←↩
[mixid]
GET Anfrage nach neuen Kaskaden-
informationen für den Mix mit
der ID mixid
/agreement POST IS Nachricht, die zwischen
den InfoService-Servern im
Rahmen des byzantinischen
Übereinstimmungsprotokolls
zur zufälligen Kaskaendgene-
rierung ausgetauscht wird
/startagreement GET IS Manueller Start des byzanti-
nischen Übereinstimmungs-
protokolls zur zufälligen
Kaskadengenerierung (nur für
Testzwecke)
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Kommando Typ Sender Beschreibung
/virtualcascades GET Browser Abfrage von Informationen
über den aktuellen Status der
sich im Rahmen der dyna-
mischen Konfiguration neu
etablierenden Kaskaden
Kategorie: Sonstiges
/exitaddresses GET Browser Abruf einer Liste der ausgangs-
seitig sichtbaren IP-Adressen
der verfügbaren Kaskaden
/cascadewebinfos GET ?
/cascadewebinfo/←↩
[cascadeid]
GET ?
/requestperforman←↩
cetoken
POST ?
/requestperformance POST ?
Tabelle C.1: Kommandos des InfoService
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D Erläuternde Texte zur Untersuchung
bezüglich Schnittmengenangriffen
Nachfolgend sind die im JAP bzw. Web abrufbaren Hilfetexte abgedruckt, die
einen Nutzer nähere Informationen über die Zielstellung und Durchführung
der Untersuchung vermitteln sollen.
D.1 Deutsche Version
Feldstudie zur Untersuchung der praktischen Relevanz von
Schnittmengenangriffen auf das AN.ON/JonDonym-System
Zielstellung
Mit Hilfe der Feldstudie soll untersucht werden, wie effektiv die aus der
Literatur bekannten und dort nur theoretisch untersuchten Schnittmengen-
angriffe in der Praxis tatsächlich sind. Nach unserer Einschätzung handelt es
sich zwar um eine Angriffsart, die aktuell nur mit unverhältnismäßigem Auf-
wand realisierbar wäre. Insbesondere müsste der Angreifer einen Großteil
der Internetaktivität kontrollieren können. Inwieweit jedoch die ggf. ab 2009
notwendige Umsetzung der sogenannten „Vorratsdatenspeicherung“ hieran
etwas ändert, ist ein Teil der Zielsetzung der Studie.
Hintergrund
AN.ON bietet schon heute seinen Nutzern ein sehr hohes Niveau an Anony-
mität. Dies gilt auch im Vergleich zu den meisten anderen Konzepten für
Anonymisierungsdienste.
Die Hauptidee bei Schnittmengenangriffen ist ziemlich einfach: Ein gedach-
ter Angreifer beobachtet den kompletten Anonymisierungsdienst, d.h. er ver-
sucht herauszufinden, welche Nutzer beim Anonymisierungsdienst angemel-
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det sind und welche Web-Seiten abgerufen werden. Natürlich weiß er wegen
der Anonymisierungsfunktion zunächst nicht, wer welche Web-Seiten abge-
rufen hat. Er kann jedoch bei einigen Web-Seiten schlussfolgern, dass bei
mehrmaligem Abrufen zu unterschiedlichen Zeiten derselbe Nutzer dafür
verantwortlich ist. Dies trifft beispielsweise auf Web-Seiten zu, die Login-
Daten (Nutzername, Passwort) erfordern. Wenn jetzt der Angreifer ermittelt,
welche Nutzer zu allen relevanten Zeitpunkten online waren, kann er die
Schnittmenge der Mengen der Nutzer bilden, die jeweils online waren (da-
her auch der Name: Schnittmengenangriffe). Schnittmengenangriffe könnten
in der Praxis eine größere Relevanz bekommen, wenn die ab Januar 2009 dro-
hende Verpflichtung zur Aufzeichnung von Verkehrsdaten (die sogenannte
Vorratsdatenspeicherung) tatsächlich umzusetzen ist, da dann Datenbestän-
de über Online-Zeiten entstehen.
Umsetzung der Studie
Um zu ermitteln, wie relevant derartige Schnittmengenangriffe in Praxis sind,
wollen wir, d.h. die Mitarbeiter des AN.ON-Projektes des Lehrstuhls Daten-
schutz und Datensicherheit der Technischen Universität Dresden, selber sol-
che Angriffe simulieren, jedoch ohne Verknüpfungen mit abgerufenen Inhal-
ten herzustellen. Dazu benötigen wir die Information, wann jeweils dieselben
Nutzer beim Anonymisierungsdienst angemeldet sind. Diese Information
steht uns im normalen Betrieb von AN.ON/JonDonym nicht zur Verfügung,
da Nutzer zwischen mehreren Anmeldungen beim Anonymisierungsdienst
nicht wiedererkennbar sind. Um diese Wiedererkennbarkeit dennoch zu er-
reichen, haben wir die JAP/JonDo Software so verändert, dass der JAP/Jon-
Do und zwar nur nach Ihrer ausdrücklichen Zustimmung zur Teilnahme
an der Studie einmalig eine Zufallszahl erzeugt und dann an den ersten Mix
der von Ihnen gewählten, an der Studie teilnehmenden, Kaskade überträgt.
Die kostenpflichtigen Premiumdienste nehmen nicht an der Untersuchung
teil. Melden Sie sich erneut beim Anonymisierungsdienst an, so wird wieder
dieselbe Zufallszahl übertragen, und wir können erkennen, dass sich dersel-
be Nutzer angemeldet hat.
Die Zufallszahl wird dabei immer nur zum ersten Mix übertragen. Es wird
im Rahmen der Studie insbesondere nicht ermittelt oder gar aufgezeichnet,
welche Inhalte Sie abrufen. Ihre Anonymität gegenüber dem Web-Seitenan-
bieter bleibt somit gewahrt.
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Sollten Sie Ihre Zustimmung zur Teilnahme an der Studie zurückziehen wol-
len, so können Sie das jederzeit tun, indem Sie den JAP/JonDo-Konfigurati-
onsdialog aufrufen, dort die Option für „Studie“ aufrufen und auf den Button
zum Zurückziehen der Zustimmung klicken. Daraufhin wird die zuvor ge-
nerierte Zufallszahl gelöscht und folglich nicht mehr übertragen. Sie werden
außerdem nicht wiederholt um eine Teilnahme an der Studie gebeten, und es
wird keine neue Zufallszahl erzeugt.
Die Zufallszahl wird in der Konfigurationsdatei namens jap.conf gespeichert.
Dabei handelt es sich um eine XML-Datei, die mit einem normalen Text-
Editor betrachtet werden kann. Sie können nach suchen, um die gespeicherte
Zufallszahl in der Konfigurationsdatei zu finden. Dabei bedeutet der Wert -2,
dass Sie nicht an der Studie teilnehmen wollen.
Die Studie endet am 20. Juli 2008. Wenn Sie nach diesem Datum JAP/Jon-
Do starten, so wird die Zufallszahl automatisch gelöscht und nicht mehr an
den Anonymisierungsdienst übertragen.
Die Studie wird vom Lehrstuhl Datenschutz und Datensicherheit der Fakul-
tät Informatik der TU Dresden durchgeführt. Sollten Sie noch weitere Fragen,
Anregungen oder Kommentare haben, so schreiben Sie uns bitte eine e-Mail.
Die Adresse lautet: study@anon.inf.tu-dresden.de
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Field study: Evaluation of the possible impact of intersection
attacks on the AN.ON/JonDonym-System
Study goals
So-called intersection attacks are known to be in theory very powerful attacks
on anonymisation services, such as AN.ON/JonDonym. At the moment, we
consider this attack to be quite difficult to mount. This might drastically
change in 2009 with the advent of the new German Telecommunications Act
which includes the obligation of data retention, beyond others. The purpose
of our study is to evaluate how effective intersection attacks could be in prac-
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tice when data retention is enforced by the new law.
Background
The idea behind intersection attacks is quite simple: An adversary observes
both ends of an anonymisation service with the goal to assign website re-
quests to senders. For single observations, the anonymisation service hides
the sender within the set of all users which are currently logged in. We call
this set of users the anonymity set. The problem is that the adversary will
watch the anonymisation service over a longer period of time, for instance
six months. Thus, he will be able to learn that two requests are caused by
the same user, if the requests contain an identifier, for instance a username
for the web service. Mounting an intersection attack would mean to take
observations from two (or more) events where the same sender requested
websites, and intersect the corresponding anonymity sets. This leads to the
sets of users which were logged in at the time of the events. This will quickly
narrow down the anonymity set to a singleton and thus reveal the identity of
the sender.
Because of the German Telecommunications Act, service providers of an-
onymisation services might be required to log more data than we do at the
moment. We consider intersection attacks as the most likely option that could
be mounted with the possession of the logged data. The act will probably
take effect in January 2009.
Study details
We intend to study the relevance of intersection attacks for AN.ON/JonDo-
nym in practice. For that, we, the researchers at the Chair of Privacy and Data
Security at TU Dresden, intend to simulate intersection attacks and thus need
to re-recognise users as they log in. This is not possible in normal operation
of AN.ON/JonDonym: the situation that one and the same user logs in sev-
eral times is indistinguishable for us from the situation that several different
users logged in. Thus, we adapted JAP/JonDo such that a random number
is generated as identifier for each user who is willing to support our study.
Note that no identifier will be generated and the operation of JAP/JonDo
will be as usual, unless you grant us permission to acquire the identifier. In
case of permission, the identifier will be transmitted to the first Mix whenever
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the user logs in. This would allow us to recognise users beyond sessions. In
contrast to realistic attacks, our simulation will not include the linking from
users to their Web requests. Thus your Web-Surfing remains anonymous.
Besides, the study will only affect the free cascades. Commercial cascades do
not participate in our study.
Users can withdraw their consent to participate in the study at any time.
This is possible by means of a button "Withdraw Participation" in the options
dialog under "Study". This would make JAP/JonDo to delete the random
number and thus disable identification. In that case, the user will not be
asked again to participate in the study and no identifier will be generated.
The identifier, that is random number, will be saved in the file jap.conf. This
is an XML file and can be viewed with an ordinary text editor. In order to
locate the identifier, you need to search for the tag within the file. The value
"-2" represents that you have decided not to take part in the study.
The study ends on 20th July, 2008. No identifier will be transmitted after
that deadline. On the contrary, any identifier will be deleted immediately
when JAP/JonDo is started the first time after 20th July.
We appreciate very much your participation. The more people join the study
the more detailed results will be obtained and the better can we develop
countermeasures against intersection attacks.
This study will be done by the Chair of Privacy and Data Security, TU
Dresden, Germany. Please do not hesitate to return to us with your ques-
tions, comments, or ideas. We are looking forward to your e-mails addressed
to study@anon.inf.tu-dresden.de
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E Auswahl relevanter XML-Strukturen
Nachfolgend findet sich die Beschreibung einiger ausgewählter XML-Struk-
turen, die im Text referenziert werden bzw. wichtig für die Kommunikati-
on zwischen JAP, InfoService und den Mixen sind. Für die Beschreibung
wird dabei auf XML-Schema↑ gemäß der W3C-Spezifikationen zurückgegrif-
fen [WWW:XMLSchema Part 1, WWW:XMLSchema Part 2].
E.1 Grundlegende Datentypen
Die nachfolgend beschriebenen Datentypen bilden grundlegende Bausteine,
aus denen sich die in den weiteren Kapiteln beschriebenen XML-Strukturen
zusammensetzen.
E.1.1 Allgemeine Datentypen
1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema targetNamespace="anon" elementFormDefault="unqualified"
3 xmlns="http: //www.w3.org /2001/ XMLSchema" xmlns:anon="anon">
4 <complexType name="SignatureType">
5 <all>
6 <element name="SignedInfo">
7 <complexType >
8 <all>
9 <element name="Reference">
10 <complexType >
11 <all>
12 <element name="DigestValue" />
13 </all>
14 <attribute name="URI" type="anyURI" />
15 </complexType >
16 </element >
17 </all>
18 </complexType >
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19 </element >
20 <element name="SignatureValue" type="base64Binary" />
21 <element name="KeyInfo">
22 <complexType >
23 <all>
24 <element name="X509Data">
25 <complexType >
26 <sequence >
27 <element name="X509Certificate" type="base64Binary"
28 maxOccurs="unbounded" />
29 </sequence >
30 </complexType >
31 </element >
32 </all>
33 </complexType >
34 </element >
35 </all>
36 </complexType >
37 </schema >
Abbildung E.1: Informationen bezüglich einer digitalen Signatur unter ei-
nem XML-Dokument. Die XML-Struktur orientiert sich da-
bei an dem vom W3C verabschiedeten Standard für XML-
Signaturen [WWW:XMLSig]. Neben den Werten für die ei-
gentliche Signatur können auch Angaben über zu verwen-
dende Testschlüssel in Form von X.509-Zertifikaten übermit-
telt werden. Diese Zertifikate müssen dabei natürlich bezüg-
lich einer dem Überprüfer bekannten Stammzertifizierungs-
stelle überprüfbar sein.
1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" elementFormDefault="unqualified">
4 <complexType name="ListenerInterfaceType">
5 <all>
6 <element name="NetworkProtocol" type="string" />
7 <element name="Host" type="string" minOccurs="0" />
8 <element name="IP" type="string" minOccurs="0" />
9 <element name="Port" type="unsignedShort"
368
E.1 Grundlegende Datentypen
10 minOccurs="0" />
11 <element name="File" type="string" minOccurs="0" />
12 </all>
13 </complexType >
14 </schema >
Abbildung E.2: Beschreibt eine Schnittstelle, die Daten empfangen kann. Ne-
ben den relevanten Adressinformationen ist dabei auch ange-
geben, welches Protokoll durch die Schnittstelle unterstützt
wird. Dabei wird zwischen Netzschicht und Anwendungs-
schicht unterschieden. Der Wert RAW/TCP drück dabei bei-
spielsweise aus, daß die Schnittstelle auf Netzschicht eine
TCP/IP-Verbindung erwartet, während das Anwendungs-
protokoll nicht näher spezifiziert ist. Der Wert SOCKS/UNIX
drückt demgegenüber aus, daß auf Netzschicht die Kommu-
nikation mittels Unix Domain Sockets erfolgt und auf An-
wendungsschicht das SOCKS-Protokoll unterstützt wird.
E.1.2 Datentypen, die zur Beschreibung eines Mixes
verwendet werden
1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" elementFormDefault="unqualified">
4 <complexType name="OperatorType">
5 <all>
6 <element name="Organisation" type="string" />
7 <element name="OrganisationalUnit" type="string" />
8 <element name="URL" type="anyURI" />
9 <element name="EMail" type="string" />
10 <element name="Country" type="string" />
11 </all>
12 </complexType >
13 </schema >
Abbildung E.3: Informationen über einen Mix-Betreiber. Dazu zählen Anga-
ben über eine URL, unter der sich weitere Informationen über
den Betreiber bzw. den Mix-Betrieb finden und eine E-Mail-
Adresse für die Kontaktaufnahme mit dem Betreiber.
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1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" elementFormDefault="unqualified">
4 <complexType name="LocationType">
5 <all>
6 <element name="City" type="string" />
7 <element name="State" type="string" />
8 <element name="Country" type="string" />
9 <element name="Position">
10 <complexType >
11 <all>
12 <element name="Geo">
13 <complexType >
14 <all>
15 <element name="Longitude" type="decimal" />
16 <element name="Latitude" type="decimal" />
17 </all>
18 </complexType >
19 </element >
20 </all>
21 </complexType >
22 </element >
23 </all>
24 </complexType >
25 </schema >
Abbildung E.4: Beschreibung eines Mix-Standortes
1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" elementFormDefault="unqualified">
4 <complexType name="SoftwareType">
5 <all>
6 <element name="Version" type="string" />
7 </all>
8 </complexType >
9 </schema >
Abbildung E.5: Beschreibung der Version der eingesetzten Software
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1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" elementFormDefault="unqualified">
4 <complexType name="DataRetentionType">
5 <all>
6 <element name="LoggedElements">
7 <complexType >
8 <all>
9 <element name="InputTime" type="boolean" />
10 <element name="OutputTime" type="boolean" />
11 <element name="InputChannelID" type="boolean" />
12 <element name="OutputChannelID" type="boolean" />
13 <element name="InputSourceIPAddress" type="boolean" />
14 <element name="OutputSourceIPAddress" type="boolean" />
15 <element name="InputSourceIPPort" type="boolean" />
16 <element name="OutputSourceIPPort" type="boolean" />
17 </all>
18 </complexType >
19 </element >
20 <element name="RetentionPeriod" type="duration" />
21 </all>
22 </complexType >
23 </schema >
Abbildung E.6: Beschreibt, ob und gegebenenfalls welche Daten im Rahmen
der Vorratsdatenspeicherung (siehe Kapitel 7.7) für wie lange
protokolliert werden.
1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" elementFormDefault="unqualified">
4 <complexType name="KeepAliveType">
5 <all>
6 <element name="SendInterval" type="integer" />
7 <element name="ReceiveInterval" type="integer" />
8 </all>
9 </complexType >
10 </schema >
Abbildung E.7: Informationen bezüglich der im Rahmen des Keep-Alive-
Protokolls (siehe Kapitel 2.3.2) verwendeten Parameter.
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1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" elementFormDefault="unqualified">
4 <complexType name="ProxyType">
5 <all>
6 <element name="VisibleAddresses">
7 <complexType >
8 <sequence minOccurs="1" maxOccurs="unbounded">
9 <element name="VisibleAddress">
10 <complexType >
11 <all>
12 <element name="Host" type="string" />
13 </all>
14 </complexType >
15 </element >
16 </sequence >
17 </complexType >
18 </element >
19 </all>
20 </complexType ></schema >
Abbildung E.8: Beschreibt die „nach außen“ sichtbaren IP-Adressen eines
Proxies.
1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" elementFormDefault="unqualified">
4 <complexType name="RSAKeyType">
5 <all>
6 <element name="Modulus" type="base64Binary" />
7 <element name="Exponent" type="base64Binary" />
8 </all>
9 </complexType >
10 </schema >
Abbildung E.9: Beschreibt die Parameter eines RSA-Verschlüsselungsschlüs-
sels in Anlehnung an dem vom W3C verabschiedeten Stan-
dard für XML-Verschlüsselung [WWW:XMLEnc].
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1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" elementFormDefault="unqualified"
4 xmlns:anon="anon">
5 <include schemaLocation="Signature.xsd" />
6 <include schemaLocation="LocationType.xsd" />
7 <include schemaLocation="OperatorType.xsd" />
8 <include schemaLocation="ListenerInterfaceType.xsd" />
9 <include schemaLocation="DataRetentionType.xsd" />
10 <include schemaLocation="KeepAliveType.xsd" />
11 <include schemaLocation="RSAKeyType.xsd" />
12 <include schemaLocation="ProxyType.xsd" />
13 <include schemaLocation="SoftwareType.xsd" />
14
15 <complexType name="MixType">
16 <all>
17 <element name="MixProtocolVersion" type="string"
18 minOccurs="0" />
19 <element name="MixType">
20 <simpleType >
21 <restriction base="string">
22 <enumeration value="FirstMix" />
23 <enumeration value="MiddleMix" />
24 <enumeration value="LastMix" />
25 </restriction >
26 </simpleType >
27 </element >
28 <element name="Name" type="string" />
29 <element name="Location" type="anon:LocationType" />
30 <element name="Operator" type="anon:OperatorType" />
31 <element name="Software" type="anon:SoftwareType" />
32 <element name="DataRetention" type="anon:DataRetentionType" />
33 <element name="KeepAlive" type="anon:KeepAliveType"
34 minOccurs="0" />
35 <element name="RSAKeyValue" type="anon:RSAKeyType" />
36 <element name="LastUpdate" type="integer" />
37 <element name="ListenerInterfaces">
38 <complexType >
39 <sequence minOccurs="1" maxOccurs="unbounded">
40 <element name="ListenerInterface"
41 type="anon:ListenerInterfaceType" />
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42 </sequence >
43 </complexType >
44 </element >
45 <element name="Proxies" minOccurs="0">
46 <complexType >
47 <sequence minOccurs="1" maxOccurs="unbounded">
48 <element name="Proxy" type="anon:ProxyType" />
49 </sequence >
50 </complexType >
51 </element >
52 <element name="Nonce" type="string" minOccurs="0" />
53 <element name="SupportsEncrypedControlChannels"
54 type="boolean" minOccurs="0" />
55 <element name="Signature" type="anon:SignatureType" />
56 </all>
57 <attribute name="id" type="string" />
58 <attribute name="serial" type="integer" />
59 </complexType >
60 </schema >
Abbildung E.10: Zusammenfassung der Informationen, die zur Beschreibung
eines Mixes übermittelt werden.
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E.2 Überblick über ausgetauschte
XML-Nachrichten bei Anmeldung eines
Nutzers beim ersten Mix einer Kaskade
Der vollständige Ablauf der Anmeldung ist in Kapitel 2.3 beschrieben. Die
dabei zum Austausch der notwendigen Informationen verwendeten XML-
Strukturen sind nachfolgend beschrieben.
E.2.1 Erste Nachricht vom Mix an den Nutzer
1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" xmlns:anon="anon">
4 <include schemaLocation="MixType.xsd" />
5 <element name="MixCascade">
6 <complexType >
7 <all>
8 <element name="MixProtocolVersion" type="string" />
9 <element name="Mixes">
10 <complexType >
11 <sequence minOccurs="2" maxOccurs="unbounded">
12 <element name="Mix" type="anon:MixType" />
13 </sequence >
14 <attribute name="count">
15 <simpleType >
16 <restriction base="int">
17 <minInclusive value="2" />
18 </restriction >
19 </simpleType >
20 </attribute >
21 </complexType >
22 </element >
23 <element name="Payment">
24 <complexType >
25 <attribute name="required" type="boolean" />
26 </complexType >
27 </element >
28 <element name="Signature" type="anon:SignatureType" />
29 </all>
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30 <attribute name="version" type="string" />
31 </complexType >
32 </element >
33 </schema >
Abbildung E.11: Beschreibt die erste Nachricht, die nach dem Verbindungs-
aufbau durch einen ersten Mix an einen JAP übermittelt
wird. Die wesentlichen Elemente sind dabei die durch die
betreffende Kaskade unterstützte Protokollversion, eine ge-
ordnete Liste der einzelnen Mixe der Kaskade und Informa-
tionen darüber, ob es sich um eine kostenpflichtige Kaskade
handelt.
E.2.2 Antwort vom Nutzer an den Mix
1 <?xml version="1.0" encoding="UTF -8"?>
2 <EncryptedData xmlns="http://www.w3.org /2001/04/ xmlenc#"
3 xmlns:ds="http: //www.w3.org /2000/09/ xmldsig#"
4 xmlns:xsi="http: //www.w3.org /2001/ XMLSchema -instance"
5 xsi:schemaLocation="http: //www.w3.org /2001/04/ xmlenc#
6 ␣http: //www.w3.org/TR/xmlenc -core/xenc -schema.xsd
7 ␣http: //www.w3.org /2000/09/ xmldsig#
8 ␣http: //www.w3.org/TR/xmldsig -core/xmldsig -core -schema.xsd"
9 Type="http://www.w3.org /2001/04/ xmlenc#Element">
10 <EncryptionMethod
11 Algorithm="http: //www.w3.org /2001/04/ xmlenc#aes128 -cbc">
12 </EncryptionMethod >
13 <ds:KeyInfo >
14 <EncryptedKey >
15 <EncryptionMethod
16 Algorithm=
17 "http: //www.w3.org /2001/04/ xmlenc#rsa -oaep -mgf1p">
18 </EncryptionMethod >
19 <CipherData >
20 <CipherValue >
21 kKdywi8p7x2tVvyq8WWPRUVubrBHKUfht5KPE6SKzAXyfwvwbbQQNWwTWHIhG7
22 deqs3JshvmAJmO7v9oKlb/Fa75L7crVyDJoTONNtV6zxmLEfrS4HtHEAfdGDer
23 5PiWr1mfELrU+e/LB//j/X5twZaDd9MIpazamSOHtmbDw/M=
24 </CipherValue >
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25 </CipherData >
26 </EncryptedKey >
27 </ds:KeyInfo >
28 <CipherData >
29 <CipherValue >
30 3hbvRGV5Z10NeJ7uKPwORtyFaw1rgk7Pk2Yhf5j2ddGdfkx8KIiozsYWO8NZG4g/
31 k6/6 bYpWKR8PS+qJQ4Du6AKJrBK+R/H1W0HtEqT/Ldc0GdXsQXs/X5F+PImiMGq6
32 C/PDnB+YY0Ioho2rbq649CrFX13JKEdSAcoAjGj76HGRdtpfirpIAA8 +8+ TZokjh
33 MMtez5lwjtSNjMXaH8d73rn+f/bxaTr/fIdDptIV8e/AXufihYx7CVxqoqE0wHZf
34 o0+z8OT4azNyMMOA +62 IKA3hVdmjRAhFLFwj22+ZpeHwJcm+DkQMKtyZGAyUrNCp
35 Sqw/nDc39RyxIFUzDG3kEQBZLWlUnTb6kc9Ezef8M9 /1 bT4Z7k1oRf2E8PsxnxaI
36 h/yYVFk6iMUzsKjcx9jHRygccC/luUNUbQv4+wB5FmjLmIOFOYIaMe4yOASXk1MU
37 +2 fqQpNFQShwes/UZ1d2hQONzS22F1KoDvNbP3hw6gTKdwkMv1MkzUrD3SZsWVtl
38 </CipherValue >
39 </CipherData >
40 </EncryptedData >
Abbildung E.12: Die Antwort des Nutzers besteht aus dem verschlüsselten
Geheimnis. Für dessen Übermittlung mittels XML wird auf
den oben erwähnten Standard für XML-Verschlüsselung zu-
rückgegriffen. Die Struktur der Antwortnachricht ergibt sich
aus diesem Standard, so daß hier statt des XML-Schemas ei-
ne Beispielinstanz der Antwort dargestellt ist.
E.2.3 Abschließende Nachricht vom Mix an den Nutzer
1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" elementFormDefault="unqualified">
4 <element name="Signature">
5 <complexType >
6 <all>
7 <element name="Nonce" type="base64Binary" />
8 <element name="SignatureValue" type="base64Binary" />
9 </all>
10 </complexType >
11 </element >
12 </schema >
Abbildung E.13: Diese Nachricht enthält ein nonce zur Verhinderung von
Replay-Angriffen und eine Signatur über die ausgetausch-
ten Nachrichten.
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E.3 Überblick über ausgetauschte
XML-Nachrichten zwischen benachbarten
Mixen bei der Etablierung einer Mix-Kaskade
Der Ablauf des Protokolls zwischen zwei benachbarten Mixen bei der Eta-
blierung einer Kaskade ist in Kapitel 2.3.3 erklärt. Nachfolgend sind die Be-
schreibungen der dabei verwendeten XML-Strukturen aufgeführt.
E.3.1 Nachricht von MixMi+1 an MixMi
1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" xmlns:anon="anon">
4 <include schemaLocation="MixType.xsd" />
5 <element name="Mixes">
6 <complexType >
7 <sequence minOccurs="1" maxOccurs="unbounded">
8 <element name="Mix" type="anon:MixType" />
9 </sequence >
10 <attribute name="count" type="integer" />
11 </complexType >
12 </element >
13 </schema >
Abbildung E.14: Diese Nachricht enthält den asymmetrischen Verschlüsse-
lungsschlüssel des MixesMi+1 und ein von ihm generiertes
nonce. Beides befindet sich in der XML-Struktur, die den
MixMi+1 beschreibt (siehe Abbildung E.10).
E.3.2 Antwort von MixMi an MixMi+1
1 <?xml version="1.0" encoding="UTF -8"?>
2 <schema xmlns="http://www.w3.org /2001/ XMLSchema"
3 targetNamespace="anon" xmlns:anon="anon"
4 xmlns:xsi="http: //www.w3.org /2001/ XMLSchema -instance"
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5 xmlns:xmlenc="http://www.w3.org /2001/04/ xmlenc#"
6 xsi:schemaLocation=
7 "xmlenc␣http: //www.w3.org/TR/xmlenc -core/xenc -schema.xsd">
8 <import namespace="http://www.w3.org /2001/04/ xmlenc#"
9 schemaLocation=
10 "http: //www.w3.org/TR/xmlenc -core/xenc -schema.xsd" />
11 <include schemaLocation="KeepAliveType.xsd" />
12 <include schemaLocation="Signature.xsd" />
13 <element name="EncryptedKey">
14 <complexType >
15 <complexContent >
16 <extension base="xmlenc:EncryptedKeyType">
17 <sequence >
18 <element name="Nonce" type="base64Binary" />
19 <element name="KeepAlive" type="anon:KeepAliveType" />
20 <element name="Signature" type="anon:SignatureType" />
21 </sequence >
22 </extension >
23 </complexContent >
24 </complexType >
25 </element >
26 </schema >
Abbildung E.15: Die Nachricht von Mix Mi enthält die mit dem öffent-
lichen Schlüssel des Mix Mi+1 verschlüsselten symmetri-
schen Schlüssel und eine durch den MixMi generierte digi-
tale Signatur unter das nonce.
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F Struktur der Logeinträge
Nachfolgend wird die Struktur der einzelnen im Rahmen der Vorratsda-
tenspeicherung generierten Logeinträge dargestellt. Der Aufbau hängt zum
einen davon ab, welche Entität die Einträge generiert hat und zum ande-
ren davon, welche Angaben tatsächlich gespeichert wurden. Beide Angaben
lassen sich dem Kopf einer Logdatei entnehmen, dessen genauer Aufbau in
Kapitel 7.7.1 beschrieben ist.
 -32 Bits
0 7 8 15 16 23 24 31
Empfangszeitpunkt tIn
Sendezeitpunkt tOut
Kanalkennzeichen ID
Quell-IP-Adresse der Verbindung vom Nutzer
Quellportnummer der
Verbindung vom Nutzer
Abbildung F.1: Aufbau eines durch einen ersten Mix generierten Logein-
trages
 -32 Bits
0 7 8 15 16 23 24 31
Empfangszeitpunkt tIn
Sendezeitpunkt tOut
Eingangsseitiges Kanalkennzeichen IDIn
Ausgangsseitiges Kanalkennzeichen IDOut
Abbildung F.2: Aufbau eines durch einen mittleren Mix generierten Logein-
trages
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 -32 Bits
0 7 8 15 16 23 24 31
Empfangszeitpunkt tIn
Startzeitpunkt der Verbindung zum Proxy tOut
Kanalkennzeichen ID
Quell-IP-Adresse der Verbindung zum Proxy
Quellportnummer der
Verbindung zum Proxy
Abbildung F.3: Aufbau eines durch einen letzten Mix generierten Logein-
trages
 -32 Bits
0 7 8 15 16 23 24 31
Startzeitpunkt der Verbindung vom Mix tIn
Startzeitpunkt der Verbindung zum Empfänger tStart
Endzeitpunkt der Verbindung zum Empfänger tEnd
Quell-IP-Adresse der Verbindung vom Mix
Quell-IP-Adresse der Verbindung zum Empfänger
Quellportnummer der
Verbindung vom Mix
Quellportnummer der
Verbindung zum Empfänger
Abbildung F.4: Aufbau eines durch einen Proxy generierten Logeintrages
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G Übersicht über die verwendete
Notation
Nachfolgend findet sich eine Zusammenfassung der wesentlichen, in dieser
Arbeit verwendeten Notation zur Beschreibung insbesondere kryptographi-
scher Funktionen und Mechanismen.
EncodeDER (x) injektive Kodierung der in ASN.1 spezifizierten Daten-
struktur x gemäß der Distinguished Encoding Rules
(DER)↑ [ITU-T X.690]
EncodeDER (x) = EncodeDER (x ′)↔ x = x ′
SPKI (c) ASN.1-Datenstruktur des öffentlichen Schlüssels c gemäß
des „Subject Public Key Info“-Eintrags in einem X.509v3-
Zertifikat gemäß [RFC 3280]
Anmerkung: Im Falle, daß es sich bei c um einen DSA-
Schlüssel handelt, müssen beim Algorithm Identifier des
Subject Public Key Info Eintrags die DSA-Parameter ge-
mäß [RFC 3279] mit angegeben werden.
AES symmetrische Blockchiffre AES mit einer Blockgröße von
128 Bits
AES-128 AES unter Benutzung eines 128 Bits großen Schlüssels
AES-128-GCM Betriebsart GCM unter Benutzung von AES-128 als Block-
chiffre
AES-OFB Betriebsart OFB unter Benutzung von AES als Blockchiffre
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RSA-1024,
RSA-2048,
RSA-4096
asymmetrischer Verschlüsselungsalgorithmus RSA unter
Benutzung von geheimen Schlüsseln mit einer Länge von
1024, 2048 bzw. 4096 Bits
RSA-OAEP asymmetrischer Verschlüsselungsalgorithmus RSA unter
Benutzung des OAEP-Paddingschemas
Hash (m) Berechnung eines kryptographischen Hash-Wertes bezüg-
lich der Nachricht m
SHA1 (m) Berechnung des Hash-Wertes bezüglich der Nachricht m
gemäß des Secure Hash Algorithm 1 (SHA-1) gemäß FIPS
PUB 180-2 [FIPS 180-2] bzw. [RFC 4634]
MACk (m) Message authentication code bezüglich der Nachricht m
unter Benutzung des symmetrischen Schlüssels k
SigsE (m)
SigE (m)
digitale Signatur bezüglich der Nachricht m geleistet un-
ter Benutzung des Signierschlüssels sE durch die Entität E
(ohne die Nachricht m selbst). In Fällen, in denen klar ist,
welchen Signierschlüssel E benutzt, wird verkürzt auch
SigE (m) geschrieben.
SigblindE ([m]) blinde Signatur bezüglich der Nachricht m, die nach Ent-
blenden zu einer gültigen Signatur SigE (m) führt
Vrfyt (Sig;m) Verifikation der Signatur Sig bezüglich der Nachricht m
unter Benutzung des Testschlüssels t.
Vrfyt (Sig;m) = true, wenn die Signatur gültig ist; anson-
sten gilt Vrfyt (Sig;m) = false
Encsymk (m) Verschlüsselung der Nachricht m unter Benutzung des
symmetrischen Schlüssels k
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k (m) verkürzte Schreibweise für die Verschlüsselung der Nach-
richtm unter Benutzung des symmetrischen Schlüssels k.
Diese Schreibweise wird angewendet, um Platz zu sparen
und wenn sich die Bedeutung eindeutig aus dem Kontext
ergibt.
Decsymk (m) Entschlüsselung der Nachricht m unter Benutzung des
symmetrischen Schlüssels k
EncasymcE (m)
EncasymE (m)
asymmetrische Verschlüsselung der Nachricht m unter
Benutzung des öffentlichen Schlüssels cE der Entität E.
Ist klar, welcher öffentliche Schlüssel der Entität E zuge-
ordnet ist, so wird verkürzt auch EncasymE (m) geschrieben.
c (m) verkürzte Schreibweise für die asymmetrische Verschlüs-
selung der Nachrichtm unter Benutzung des öffentlichen
Schlüssels c. Diese Schreibweise wird angewendet, um
Platz zu sparen und wenn sich die Bedeutung eindeutig
aus dem Kontext ergibt.
EncRSAc (m) asymmetrische Verschlüsselung mit RSA der Nachrichtm
unter Benutzung des öffentlichen Schlüssels c
EncRSA-OAEPc (m) asymmetrische Verschlüsselung mit RSA-OAEP der
Nachricht m unter Benutzung des öffentlichen Schlüssels
c
DecRSA-OAEPd (n) Entschlüsselung mittels RSA-OAEP von nmit dem gehei-
men Schlüssel d; dabei gilt entweder:
DecRSA-OAEPd (n) = (m, true), wobei m der Klartext ist, der
zuvor mittels RSA-OAEP verschlüsselt wurde; oder:
DecRSA-OAEPd (n) = (., false), was ausdrückt, daß die Ent-
schlüsselung nicht erfolgreich war, etwa wenn die zu ent-
schlüsselnde Nachricht manipuliert wurde.
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A
ActiveX
Bei ActiveX handelt es sich um eine von der Firma Microsoft entwickel-
te Komponententechnologie, die auf Binärschnittstellen beruht. Übli-
cherweise sind ActiveX-Komponenten über Skriptsprachen (beispiels-
weise JavaScript) programmierbar. Anwendungsgebiete sind die Ge-
staltung von Benutzungsschnittstellen mit Hilfe von ActiveX-Steuerele-
menten bzw. das Einbetten von Dokumenten in andere Dokumente mit-
tels ActiveX-Dokumenten. Ein bekanntes Anwendungsprogramm, das
die ActiveX-Technologie verwendet, ist der Internet Explorer (Brow-
ser) der Firma Microsoft. Hier lassen sich entsprechende ActiveX-Kom-
ponenten (Steuerelemente oder Dokumente) in Web-Seiten einbetten.
Unter Sicherheitsgesichtspunkten ist ein Nachteil, daß ein Sandbox-
Konzept nicht existiert. Es findet lediglich eine Unterscheidung in „si-
chere“ und „unsichere“ ActiveX-Komponenten statt, wobei der Nut-
zer für beide Klassen jeweils festlegen kann, ob diese (ohne Nachfrage)
ausgeführt werden dürfen. Allerdings legt der Entwickler einer Kom-
ponente fest, zu welcher Klasse die von ihm programmierte ActiveX-
Komponente gehört.
Asynchronous JavaScript and XML (Ajax)
Ajax ist ein Konzept für die dynamische Gestaltung von Web-Seiten.
Kerntechnologie bildet dabei ein JavaScript-Objekt, das innerhalb eines
Browsers eine HTTP-basierte Kommunikation mit einem Web-Server
ermöglicht. Typischerweise werden auf diese Weise Inhalte (meistens in
Form von XML-Daten) dynamisch nachgeladen und auf der Web-Seite
angezeigt. Vorteil (gegenüber herkömmlicher Web-Technik) ist, daß für
die Anzeige neuer Inhalte nicht die komplette Web-Seite vom Server er-
neut übertragen und entsprechend im Browser angezeigt werden muß.
Abstract Syntax Notation One (ASN.1)
ASN.1 ist eine standardisierte Sprache zur Beschreibung von Datenty-
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pen. Für die rechnerinterne Speicherung von Instanzen eines Daten-
types ist eine Kodierung der zu speichernden Werte mit Hilfe defi-
nierter Kodierungsregeln notwendig. Es existieren eine Vielzahl unter-
schiedlicher, teilweise standardisierter Kodierungsregeln, wie beispiels-
weise BER oder DER. Um einfach auf einen definierten Datentyp ver-
weisen zu können, ist es möglich, diesem einen weltweit eindeutigen
Objektbezeichner (engl.: object identifier (OID)) zuzuweisen. Die Ob-
jektbezeichner sind dabei hierarchisch angeordnet. Will eine Person
oder Institution eigene Objektbezeichner für eigene Datentypen ver-
wenden, so kann sie sich registrieren lassen und erhält dann die Verant-
wortung für einen Teilbaum der OID-Hierarchie. So ist beispielsweise
der Fakultät Informatik der TU Dresden unterhalb des OID-Teilbaums
iso.org.dod.internet.private.enterprise (1.3.6.1.4.1) der Ob-
jektbezeichner inftud (12376) zugeordnet. Unterhalb dessen befindet
sich dann das Institut Systemarchitektur sya (5). Der Objektbezeich-
ner eines am Institut Systemarchitektur definierten Datentyps hat dem-
zufolge das Präfix 1.3.6.1.4.1.12376.5.
B
Basic Encoding Rules (BER)
Die BER-Kodierungsregeln beschreiben, wie sich Daten eines ASN.1-
Datentyps in eine Bitfolge umwandeln lassen und umgekehrt. Dabei
ist ein Nachteil von BER, daß das Kodierungsergebnis nicht besonders
kompakt (im Sinne des Speicherbedarfs) ist.
C
Cascading Style Sheets (CSS)
CSS ist eine Art Formatierungsvorlage, die insbesondere bei der Ge-
staltung von Web-Seiten Anwendung findet. In CSS-Dateien läßt sich
dabei (typischerweise separat vom eigentlichen Inhalt) definieren, wie
Elemente der Web-Seite formatiert (d. h. im Browser dargestellt) wer-
den sollen. Bei CSS ist es möglich, mit Hilfe von URLs auf externe In-
formationen (beispielsweise Bilder, die als Hintergrund dienen sollen)
zu verweisen.
Cypherpunk (Type I) Remailer
Bei den Cypherpunk Remailern handelt es sich um Remailer, welche
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mit Hilfe einfacher Perl-Skripte realisiert sind und deren grundlegende
Funktionalität darin besteht, PGP-verschlüsselte E-Mails entgegen zu
nehmen, zu entschlüsseln und an die angegebenen E-Mail-Empfänger
(bzw. die angegebenen News-Gruppen) weiterzuleiten. Es existiert kei-
ne Standardisierung bezüglich der Nachrichtenformate oder der tat-
sächlichen Funktionalität der Cypherpunk Remailer.
D
Distinguished Encoding Rules (DER)
Die DER-Kodierungsregeln beschreiben, wie sich Daten eines ASN.1-
Datentyps in eine Bitfolge umwandeln lassen und umgekehrt. Ein Vor-
teil der DER-Regeln gegenüber den BER-Regeln ist, daß für jede Instanz
eines ASN.1-Datentyps im Ergebnis der Kodierung genau eine (eindeu-
tige) Bitrepräsentation entsteht.
E
European Telecommunications Standards Institute (ETSI)
Das ETSI (http://www.etsi.org) ist eine durch die Europäische Kom-
mission anerkannte Standardisierungsorganisation mit mehr als 700
Mitgliedern aus mehr als 60 Ländern. Kernaufgabe von ETSI ist die
Entwicklung von Standards im Bereich der Informations- und Kommu-
nikationstechnologien, die zunächst primär für die Regulierung und
Standardisierung in Europa gedacht sind, sich aber an weltweiten An-
forderungen und Bedürfnissen orientieren.
H
Hypertext Markup Language (HTML)
HTML ist eine Seitenbeschreibungssprache, die auf einer Trennung von
Inhalt und (logischer) Formatierung / Struktur basiert. Mit Hilfe von
URLs kann auf andere HTML-Seiten (bzw. ganz allgemein auf andere
Ressourcen) verwiesen werden.
Hypertext Transfer Protocol (HTTP)
HTTP [RFC 1945, RFC 2616] ist ein zustandsloses, textbasiertes Anwen-
dungsprotokoll zur Übertragung von Daten im Internet. Hauptanwen-
dungsgebiet ist dabei das Web, wo es zum Übertragen der Web-Seiten
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vom Web-Server zum Browser eines Nutzers dient. HTTP basiert auf
dem Request-Response Paradigma, d. h. der Client sendet eine Anfra-
ge, die vom Server beantwortet wird. Die Adressierung erfolgt mittels
URLs. HTTP-Nachrichten gliedern sich in einen Kopf- und einen Da-
tenteil, wobei die im Kopfteil übertragenen Informationen dem Schema
VARIABLE : WERT folgen.
I
IPSec
Bei IPSec handelt es sich um eine Reihe von Protokollen, die auf der
Internet-Schicht die Schutzziele Vertraulichkeit, Integrität und Zure-
chenbarkeit realisieren sollen. IPSec ist ein Zusatz von IPv4 und fe-
ster Bestandteil von IPv6. Mit Hilfe von IPSec lassen sich insbesondere
VPNs realisieren. Neben den Mechanismen und Protokollen die pri-
mär dem Erreichen der Schutzziele dienen, widmet sich eine Vielzahl
von IPSec relevanten RFCs dem Management der verwendeten krypto-
graphischen Schlüssel. Ein wesentliches Problem, insbesondere für die
ersten Versionen der IPSec-Standards, stellte der gleichzeitige Einsatz
von NAT-Verfahren dar. Neben den Schwierigkeiten bei der Etablie-
rung einer Ende-zu-Ende-Kommunikation ergeben sich Probleme für
die Ende-zu-Ende-Integritätssicherung, da ein NAT-Gateway Ersetzun-
gen von IP-Adressen und gegebenenfalls Portnummern vornimmt.
J
Java
Java ist eine objektorientierte Programmiersprache, deren kompilierter
Bytecode auf einer virtuellen Maschine ausgeführt wird. Implementie-
rungen von virtuellen Maschinen existieren für eine Vielzahl von Be-
triebssystemen und Hardware-Plattformen. Java-Bytecode kann auch
in vielen Browsern ausgeführt werden, da mit Hilfe von Plugins ei-
ne entsprechende virtuelle Maschine in den Browser eingebettet wer-
den kann. Java verwendet zwar ähnlich wie JavaScript das Sandbox-
Konzept, allerdings gilt auch hier, daß durch fehlerhafte Implementie-
rungen oder implizite Rechteausweitung kein ausreichender Schutz ge-
genüber böswilligem Java-Code gewährleistet ist.
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JavaScript
JavaScript ist eine Programmiersprache (Skriptsprache), für die in na-
hezu allen (graphischen) Browsern ein Interpreter vorhanden ist. Dabei
soll eine sogenannte Sandbox verhindern, daß ausgeführter JavaScript-
Code ernsthaften Schaden auf dem ausführenden Rechner verursachen
kann. Allerdings hat sich in der Vergangenheit gezeigt, daß dieses Sand-
boxing nicht wirklich sicher funktioniert, da die Interpreter entweder
fehlerhaft arbeiten oder eine implizite Rechteausweitung, insbesonde-
re im Zusammenspiel mit zusätzlichen Technologien (aktiven Inhalten)
wie Java, ActiveX oder Plugins, möglich ist.
M
Mixmaster (Type II) Remailer
Der Mixmaster wurde ursprünglich von Lance Cottrell entwickelt, um
einige Schwächen der bis dahin gebräuchlichen Cypherpunk Remailer
zu beseitigen. Die erste Version, die Cottrell veröffentlichte, stammt aus
dem Jahr 1994. Mittlerweile existiert Version 3 der Mixmaster Software,
die als Open-Source-Projekt weiterentwickelt wird.
Mixminion (Type III) Remailer
Mixminion (http://mixminion.net/) entstand im Jahre 2002 als Ent-
wurf eines Type III Remailer Protokolls und gleichnamige Software, die
seitdem als Open-Source-Projekt entwickelt wird. Mixminion beseitigt
Schwächen, die in den Type II Remailer Protokollen vorhanden sind
und führt anonyme Rückadressen ein, die ein anonymes Beantworten
von E-Mails erlauben.
N
Network Address Translation (NAT)
Bei NAT handelt es sich um ein in Netzen (insbesondere dem Inter-
net) angewendetes Verfahren, um mit Hilfe einer Zuordnungsvorschrift
(Datenbank) ein Umschreiben von Adressen vorzunehmen. Ein wichti-
ger Anwendungsfall ist dabei das Umschreiben von im Internet nicht
routebaren privaten Adressen in öffentliche, routebare Adressen. Dabei
erfolgt das Umschreiben typischerweise so, daß mehrere private Adres-
sen auf eine öffentliche Adresse abgebildet werden. Auf diese Weise
können sich in einem Netz hinter einem sogenannten NAT-Gateway
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(auch als NAT-Router bezeichnet) mehrere Rechner mit privaten IP-
Adressen befinden, deren Verbindungen nach außen durch eine einzige
öffentliche IP-Adresse repräsentiert werden.
Der Einsatz von NAT verursacht eine Reihe von Problemen. So sind
etwa die Rechner mit privaten IP-Adressen, die sich hinter dem NAT-
Gateway befinden, nicht vom öffentlichen Internet aus adressierbar,
d. h. zu ihnen kann keine Verbindung initiiert werden. Des weiteren er-
fordert eine Ende-zu-Ende-Integritätssicherung der Kommunikations-
umstände (beispielsweise der Absender- oder Ziel-IP-Adresse) beson-
dere Vorkehrungen, da die entsprechenden Angaben durch das NAT-
Gateway verändert werden.
National Institute of Standards and Technology (NIST)
Beim NIST (http://www.nist.gov/ handelt es sich um eine dem Han-
delsministerium der Vereinigten Staaten von Amerika angegliederte
Bundesbehörde. Aufgabe der Behörde ist unter anderem die Entwick-
lung von Standards. Im Bereich des Datenschutzes und der Datensi-
cherheit sind dies insbesondere die „Federal Information Processing
Standards“ (FIPS), die für amerikanische Behörden bindende Richtli-
nien im Bereich der Informationssicherheit darstellen. Viele der durch
das NIST standardisierten kryptographischen Algorithmen und Proto-
kolle haben weltweite Bedeutung.
O
Overlay-Netz
Ein Overlay-Netz ist ein (Rechner)netz, das auf den Diensten eines be-
stehenden (Rechner)netzes aufbaut und eine eigene, vom zugrundelie-
genden Netz weitgehend unabhängige Architektur und Topologie rea-
lisiert. Dabei kommen in der Regel auch vom zugrundeliegenden Netz
unabhängige Adressierungsmethoden und Routingverfahren zum Ein-
satz. Ein Beispiel für Overlay-Netze sind die P2P-Netze.
P
Peer-To-Peer (P2P)
Peer-To-Peer (kurz P2P) ist ein Paradigma für die Architektur verteilter
Systeme, bei dem die beteiligten Entitäten (Rechner, Prozesse) alle die-
selbe Funktionalität implementieren und sich nicht mehr in Client und
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Server einteilen lassen. Sie sind also gleichrangig (peer engl.: Gleich-
rangige(r)). Jeder Teilnehmer an einem P2P-System ist sowohl Client
als auch Server. Während man bei Client-Server-Systemen oftmals ge-
nau beschreiben kann, in welche Richtung (also vom Client zum Ser-
ver bzw. umgekehrt) bestimmte Daten und Protokollnachrichten flie-
ßen (siehe zum Beispiel HTTP), so lassen sich derartige Kommunikati-
onsrichtungen in P2P-Systemen nicht bestimmen. Der Fluß der Daten
kann sich nahezu beliebig durch das Netz ziehen. P2P-Systeme lassen
sich in verschiedene Klassen einteilen. Der Begriff „reines P2P-Netz“ be-
schreibt ein Netz, bei dem keine ausgezeichneten (zentralen) Kontroll-
bzw. Steuerungseinheiten existieren. Im „hybriden P2P-Netz“ existie-
ren demgegenüber ausgezeichnete Entitäten (beispielsweise spezielle
Verzeichnisdienste), die es den Peers erst ermöglichen, zu interagieren.
Plugin
Ein Plugin ist ein Software-Erweiterungsmodul, das unter Ausnutzung
wohl definierter Schnittstellen eine bestehende Software um zusätzliche
Funktionalität erweitert.
Path Maximum Transmission Unit (PMTU)
Gibt die maximale Größe eines Pakets (typischerweise eines IP-Pakets)
an, für die sicher gestellt ist, daß eine Übertragung entlang der gesam-
ten Route (Ende-zu-Ende) ohne Fragmentierung des Pakets möglich ist.
R
Remailer
Ein Remailer ist ganz allgemein ein Dienst, der dazu dient, den tat-
sächlichen Absender bzw. Empfänger einer E-Mail vor Außenstehen-
den und dem Kommunikationspartner zu verbergen. Remailer gehören
zur Klasse der High-Latency Anonymisierungsdienste. Aus historischer
Sicht lassen sich verschiedene Arten von Remailern unterscheiden. Bei
einem Typ 0 Remailer handelt es sich um einen einfachen Proxy, der
die Absenderadresse einer E-Mail durch ein zufällig generiertes Pseud-
onym ersetzt. Da sich ein Typ 0 Remailer die Zuordnung von Pseud-
onym zu tatsächlichem Absender merkt, ist eine Antwort an die pseud-
onymisierte Absenderadresse möglich. Bei den Typ I Remailern han-
delt es sich um die Cypherpunk Remailer. Als Typ II Remailer werden
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Remailer bezeichnet, die auf dem Mixmaster-Design basieren. Typ III
Remailer basieren auf der Mixminion↑-Spezifikation.
S
Sandbox
Kernidee des Sandbox-Konzeptes ist die Ausführung von Code in einer
wohl definierten Laufzeitumgebung, die dem ausgeführten Programm
nur eine klar definierte Menge von Aktionen (Rechten) erlaubt. Promi-
nenter Anwendungsfall ist das Ausführen von potentiell böswilligem
Code, ohne ernsthaften Schaden (beispielsweise Löschen oder Verän-
dern von Dateien) für die ausführende Rechnerumgebung befürchten
zu müssen. Eine mögliche Implementierung des Sandbox-Konzeptes
sind virtuelle Maschinen↑.
Sealed Storage
Sealed Storage ist ein Konzept im Rahmen des Trusted Computing, bei
dem es darum geht, daß verschlüsselte Daten nur entschlüsselt werden
können, wenn sich das zur Entschlüsselung verwendete Gerät in einem
wohl definierten Zustand befindet. Technisch wird dies beispielsweise
realisiert, indem der Zugriff auf durch ein TPM gesicherte Entschlüsse-
lungsschlüssel nur möglich ist, wenn der Hash-Wert der ausgeführten
Software einen vorher bestimmten Wert hat.
Simple Mail Transfer Protocol (SMTP)
SMTP [RFC 821, RFC 5321] ist ein textbasiertes Protokoll zur Übermitt-
lung von Nachrichten. Das Format der Nachrichten ist in [RFC 5322]
spezifiziert. Hauptsächliche Anwendung des SMTP-Protokolls ist die
Übertragung von E-Mails.
SOCKS-Protokoll
Beim SOCKS-Protokoll handelt es sich um ein Internet-Proxy-Protokoll,
welches es ermöglicht, die Protokolle der Transportschicht UDP und
TCP über einen Proxy umzuleiten. Dieser kann beispielsweise im Sinne
einer Firewall überprüfen, ob die avisierte Kommunikation zulässig ist
oder nicht.
Secure Sockets Layer (SSL)
Secure Sockets Layer ist ein oberhalb der Transportschicht (TCP) an-
gesiedeltes hybrides Verschlüsselungsprotokoll für Ende-zu-Ende-Ver-
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traulichkeit sowie Integrität bzw. Zurechenbarkeit. TLS ist der standar-
disierte Nachfolger von SSL Version 3.0.
T
Transport Layer Security (TLS)
TLS [RFC 2246, RFC 4346] ist der standardisierte Nachfolger des SSL-
Verschlüsselungsprotokolls. Die Unterschiede zwischen TLS 1.0 und
SSL 3.0 sind vernachlässigbar.
Trusted Platform Modul (TPM)
Das TPM ist ein im Rahmen des Trusted Computing von der Trusted
Computing Group (TCG, http://www.trustedcomputinggroup.org/)
spezifizierter Hardwarebaustein. Diese als vertrauenswürdig angesehe-
ne Hardware implementiert die für Trusted Computing fundamental
notwendigen Sicherheitsmechanismen, wie beispielsweise Verschlüsse-
lungsalgorithmen, Signaturverfahren und Hash-Funktionen sowie be-
sonders zugriffsgeschützten Speicher.
Trusted Computing
Trusted Computing ist ein unter diesem Begriff von der Trusted Com-
puting Group (TCG, http://www.trustedcomputinggroup.org/) ent-
wickeltes und in Teilen spezifiziertes Konzept, mit dessen Hilfe, ausge-
hend von einem als vertrauenswürdig angesehenen, wohl definierten,
möglichst minimalen Hard- und Softwareteil, gewünschte Sicherheits-
eigenschaften eines kompletten Systems implementiert werden können.
Viele der im Trusted Computing der TCG enthaltenen Ideen basieren
auf bekannten Forschungsarbeiten, so daß der Hauptverdienst der TCG
nicht im Entwickeln tatsächlich neuer Konzepte, sondern in der Über-
führung bekannter theoretischer Konzepte in die Praxis liegt.
U
Uniform Resource Identifier bzw. Universal Resource Identifier (URI)
Eine URI [RFC 3986] dient zur Identifizierung einer physischen oder
abstrakten Entität, beispielsweise einer Web-Seite oder einer Telefon-
nummer. Der Aufbau einer URI ist definiert durch SCHEME : PATH. Da-
bei bestimmt die SCHEME-Angabe, wie der mittels Doppelpunkt abge-
trennte PATH-Anteil einer URI zu interpretieren ist. Bekannte Teilmenge
der URIs sind die URLs.
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Uniform Resource Locator (URL)
Bei den URLs [RFC 3986] handelt es sich um eine Teilmenge der URIs↑,
die sich dadurch auszeichnet, daß der SCHEME-Teil der URL typischer-
weise ein Protokoll spezifiziert, mit dessen Hilfe auf die Entität zuge-
griffen werden kann, während der PATH-Teil den „Ort“ angibt, an dem
die Entität gefunden werden kann (beispielsweise eine Server-Adresse).
URLs werden insbesondere in Web-Seiten eingesetzt, um auf andere
Web-Seiten zu verweisen.
V
Virtuelle Maschine (VM)
Bei einer virtuellen Maschine handelt es sich um (typischerweise in
Software) emulierte Rechner oder Rechnerkomponenten. Virtuelle Ma-
schinen können beispielsweise eingesetzt werden, um Sandbox-Kon-
zepte umzusetzen.
Virtual Private Network (VPN)
Mit Hilfe der VPN-Technologie lassen sich private Netze erstellen, die
als Übertragungsmedium auf beliebigen öffentlichen Netzen – in der
Regel dem Internet – aufbauen. Das Erfüllen der dabei notwendigen
Schutzziele wird mit Hilfe von kryptographischen Verfahren für Ver-
schlüsselung, Integritätssicherung und Zurechenbarkeit erreicht. Ein
bekanntes Protokoll zur Etablierung von VPNs ist IPSec.
W
World Wide Web Consortium (W3C)
Das W3C ist ein internationales Konsortium, das 1994 mit dem Ziel ge-
gründet wurde, Protokolle und Richtlinien zu entwickeln, die dem Web
ein langfristiges Wachstum sichern. Die vom W3C zu diesem Zweck
veröffentlichten Standards werden als „W3C Recommendations“ be-
zeichnet.
World Wide Web (WWW)
Das World Wide Web (oder kurz: Web) ist ein System von verlinkten
Ressourcen. Bei diesen Ressourcen handelt es sich in der Regel um
Web-Seiten, deren Inhalte mittels HTML beschrieben sind; die mit Hil-
fe von URLs verlinkt sind und für deren Übertragung vom Web-Server
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zum Anzeigeprogramm eines Nutzers (dem sogenannten Browser) das
HTTP-Protokoll verwendet wird. Das Web zählt zu den bekanntesten
und am häufigsten genutzten Internet-basierten Anwendungen. Die Po-
pularität des Web führt gelegentlich dazu, daß das Web dem Internet
gleichgesetzt wird.
X
Extensible Markup Language (XML)
XML ist eine Beschreibungssprache für baumartig strukturierte Daten,
die vom W3C standardisiert wird. Die Speicherung von XML-Struktu-
ren erfolgt in einem textbasierten Format, was die Interpretation durch
einen Menschen vereinfacht. Mittlerweile existiert im XML-Umfeld eine
Vielzahl von Standards, die sich neben der reinen Darstellung und Spei-
cherung von strukturierten Daten beispielsweise auch mit dem Zugriff
und der Abfrage von in XML vorliegenden Daten beschäftigen.
XML-Schema
XML-Schema ist eine vom W3C standardisierte XML-basierte Sprache
[WWW:XMLSchema Part 1, WWW:XMLSchema Part 2] zum Beschrei-
ben der Struktur von XML-Dokumenten. Mit Hilfe von XML-Schema
läßt sich beispielsweise festlegen, welche XML-Elemente in welcher Rei-
henfolge und Häufigkeit innerhalb einer XML-Struktur vorhanden sein
müssen bzw. dürfen. Ferner läßt sich festlegen, welche Attribute für ein
XML-Element angegeben werden können. Für XML-Elemente und At-
tribute läßt sich der zugehörige Datentyp festlegen. Dabei werden ne-
ben den Basisdatentypen wie Integer, Boolean oder String auch komple-
xe Datentypen unterstützt, die auf den Basisdatentypen basieren. Dabei
können zum Beispiel Einschränkungen des Wertebereichs der Basisty-
pen vorgenommen oder Strukturen aus den Basisdatentypen gebildet
werden.
XSL Transformations (XSLT)
Bei XSLT handelt es sich um eine Turing-vollständige Programmier-
sprache, mit deren Hilfe Transformationsregeln für ein XML-Dokument
festgelegt werden können. Die Syntax von XSLT basiert selbst auf XML.
XSLT wird durch das W3C standardisiert [WWW:XSLT].
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