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ABSTRACT: The Global Information Grid (GIG) is emerging as the next-generation architecture for military 
command, control, communications, intelligence, surveillance and reconnaissance information made available as 
discoverable and callable services to the spectrum of users, software agents, and software systems.  To meet 
information needs of operational commanders, data and services available in the GIG will be composed to create a 
Common Operational Picture (COP), defined in Joint Publication 3-0 as “a single identical display of relevant 
information shared by more than one command” to facilitate collaborative planning and situational awareness.  One 
area of the COP of particular interest to land warfare decision-makers is representation of the ground mobility 
characteristics of the battlespace from which warfighters can assess the ability of forces to maneuver effectively under 
multiple environmental and tactical conditions.  We term this portion of the COP the Mobility COP. 
 
Although a subset of the overall COP, the Mobility COP presents a challenging mix of information provided by 
decision aids, environmental data bases, platform performance data, doctrinal behaviors, and simulation processing.  
These sources of data and services use a variety of data models that need to be reconciled through metadata and data 
mediation to enable the information to be effectively merged to create the Mobility COP. This paper will describe 
characteristics of the Mobility COP and will identify and discuss development and operation requirements within the 




The Global Information Grid (GIG) is emerging as the 
next-generation architecture for military command, 
control, communications, computers, intelligence, 
surveillance, and reconnaissance (C4ISR) information 
operating in a network-centric environment.  According 
to the Defense Acquisition Guidebook [1], the GIG is 
“the organizing and transforming construct for managing 
information technology (IT) throughout the Department 
[of Defense].  GIG policy, governance procedures, and 
supporting architectures are the basis for developing and 
evolving IT capabilities, IT capital planning and funding 
strategies, and management of legacy (existing) IT 
services and systems in the DoD.”  The GIG architecture 
is a Department-wide enterprise architecture built on the 
   
 
 
foundation of the “existing, globally interconnected, end-
to-end set of capabilities, processes, and personnel for 
collecting, processing, storing, disseminating, and 
managing information” [ibid].  The GIG will provide an 
unprecedented capability for information sources and 
service providers to make data and services available to a 
broad range of consumers for advanced interoperability 
and access to actionable data.  The information will be 
available through discoverable and callable services to the 
spectrum of DoD users, software agents, and software 
systems, including Battle Command (BC) and Modeling 
and Simulation (M&S) systems and applications.   
 
To meet information needs of operational commanders, 
data and services available in the GIG will be composed 
to create a Common Operational Picture (COP).  The 
COP is defined as “a single identical display of relevant 
information shared by more than one command” [2].  The 
COP facilitates collaborative planning and situational 
awareness.  One area of the COP of particular interest to 
land warfare decision-makers is representation of the 
ground mobility characteristics of the battlespace from 
which warfighters can assess the ability of forces to 
achieve dominant maneuver in a variety of regions under 
multiple environmental conditions and tactical situations.  
We term the unified knowledge space for supporting such 
mobility planning the Mobility Common Operational 
Picture (M-COP).   
 
Although a subset of the overall COP, the M-COP 
presents a challenging mix of information provided by 
decision aids, environmental data bases, platform 
performance data, doctrinal behaviors, and simulation 
processing that will be distributed across the GIG.  These 
sources of data and processes use a variety of data models 
that need to be reconciled through metadata and data 
mediation to enable the information to be effectively 
merged to create the M-COP. This paper will describe 
characteristics of the M-COP and will identify and 
discuss development and operation requirements within 
the GIG architecture to generate and sustain the Mobility 




Mission analysis and course of action (COA) 
development in BC and M&S systems must be based on a 
common interpretation of various representations of the 
battlespace to achieve interoperability.  Currently, BC and 
M&S systems not only use different representations of the 
same battlespace but also process the representations 
differently. These differences include inconsistent 
identification of mobility corridors, potential engagement 
areas, and other information relevant to mobility 
considerations in mission planning.  Common 
terminology and common data formats, or effective data 
translators across different formats, are needed but do not 
currently exist.  To address this shortcoming, a team of 
engineers and scientists from the US Army Engineer 
Research and Development Center (ERDC), US Army 
Training and Doctrine Command (TRADOC) Analysis 
Center, Monterey (TRAC-Monterey), and the Naval 
Postgraduate School Modeling, Virtual Environments, 
and Simulation (MOVES) Institute proposed the 
definition and development of standards for generation of 
a Mobility COP built from and provided for BC and 
M&S systems using ground vehicle mobility-related 
parameters and products.  Guiding principles for the 
effort are taken from requirements for the Future Force 
assured mobility (TP 525-66, Force Operating Capability 
(FOC) 10-03 Provide Assured Mobility) [3]. Within BC 
systems, information relevant to M-COP generation is 
spread throughout systems/echelons and numerous 
situation reports.   
 
A parallel effort is providing a technical foundation and 
lessons learned for the M-COP effort.  The ERDC AT-40 
work package “Common Maneuver Networks (CMN) for 
Embedded Training, Mission Planning and Rehearsal” is 
developing an approach for exchanging data describing 
ground vehicle maneuver networks between a 
representative BC decision support system (Battlefield 
Terrain Reasoning and Awareness [4]) and a 
representative M&S system (OneSAF Objective System 
[5]).  The data exchange problem being addressed by the 
CMN project is a specific instance of the more general 
solution sought in the M-COP project.  It is a good 
precursor to how systems will interact in the GIG where 
the M-COP will find and access a terrain reasoning 
service (in this case, BTRA) to obtain a particular product 
(in this case, the ground vehicle maneuver network) 
provided in a particular format (in this case, compatible 
for use in OOS) to be employed in a software application 
(in this case, OOS).  These concepts will be discussed 
further later in this paper. 
 
In addition, the Extensible Modeling and Simulation 
Framework (XMSF) initiative [6] is an effort to exploit 
the extensive commercial investment in Web-based open 
standards and technologies for application to military 
M&S system architectures and interoperability with BC 
systems.  The fundamental premise is that broad technical 
interoperability is enabled by open standards, XML-based 
markup languages, Internet technologies, and cross-
platform Web services supporting diverse distributed 
modeling and simulation applications.  These principles 
directly correlate to the vision and architecture of the 
GIG.  We see the M-COP effort as an application of the 
principles espoused by the XMSF program in the context 
   
 
 
of the future command and control information 
architecture. 
 
Commonality in data is the foundation for interoperability 
at a syntactic level (i.e., data can be exchanged in 
standard formats).  For higher levels of interoperability, 
not only the data but also its context needs to be 
standardized through a common reference model. 
Knowledge-level interoperability [7] builds upon this 
foundation, adding commonality of usage (algorithms and 
logical inference) so that the systems use the same 
information in the same way.  Development of the M-
COP includes development of an ontology for ground 
mobility planning and situational awareness.  The 
ontology will provide a vocabulary for the key concepts 
comprising the M-COP and will describe conceptual 
relationships to enable common human and software 
understanding of the information.  The project is drawing 
upon concepts, standards, and tools emerging from 
Semantic Web research to transform raw data content 
stored across distributed networked environments into an 
actionable distributed knowledge base. 
 
The M-COP project team started by delineating 
requirements for the components of the M-COP.  This 
work included an analysis of ground vehicle movement 
parameters, objects which affect ground vehicle 
movement, and algorithms within a number of systems, 
including the Army Battle Command System (ABCS), the 
Force XXI Battle Command Brigade and Below – Blue 
Force Tracker (FBCB2-BFT), and OneSAF Objective 
System (OOS) to identify commonalities and differences.  
As part of problem definition and needs analysis, a 
stakeholder analysis is being conducted to identify 
stakeholder needs regarding interoperability and mobility 
information.  The stakeholder inputs will help scope and 
prioritize the development effort.  The team is 
investigating existing and emerging Web technologies, 
including Web Services and Semantic Web concepts, 
together with DoD information technology directives and 
standards relating to the GIG, to further identify 
necessary standards addressing achievement of M-COP 
requirements.  This paper presents work accomplished to 
date and discusses follow-on work to be performed as the 
project continues. 
 
3. Assured Mobility and the Common 
Operational Picture 
 
Assured Mobility.  Assured mobility is a Force 
Operating Capability (FOC) identified in TRADOC 
Pamphlet 525-66 [3].  As stated there, the assured 
mobility framework “includes all those actions that 
guarantee the force commander the ability to deploy, 
move, and maneuver, by ground or vertical means, where 
and when desired, without interruption or delay, to 
achieve the intent.”  The fundamentals of assured 
mobility are predict, detect, prevent, avoid, neutralize, 
and protect.  Figure 1 shows how assured mobility ties 
into the larger operational framework as an overarching 
enabler supported by the Engineer Battlespace Functions 
of Combat Engineering (mobility, countermobility, and 




Figure 1: Assured Mobility within the Operational 
Framework (from [8]) 
 
Figure 2, from FM 3-34 [8] provides another depiction of 
the relationship between the engineer fundamentals and 
assured mobility, including Future Force tenets of “See 
First, Understand First, Act First, Finish Decisively” [9].   
The four imperatives of assured mobility that are linked 
to the elements of combat power are given as: (1) develop 
mobility input to the COP; (2) establish and maintain 
operating areas; (3) negate the influence of impediments 
on operating areas; and (4) maintain mobility and 
momentum.  To achieve assured mobility, these 
imperatives must be integrated into the Military Decision 
Making Process (MDMP).      
 
The first assured mobility imperative serves as the 
impetus for the M-COP project.  Armed with identified 
critical mobility elements for the COP, the commander 
will gain improved situational understanding (SU) 
through the use of geospatial tools that combine improved 
   
 
 
intelligence, surveillance, and reconnaissance (ISR) 
capabilities with terrain data.  Each of the four 
imperatives for assured mobility have implications for 
what mobility-related data and information are needed for 
the M-COP.  The questions shown in Figure 2 (e.g., What 
is my mission and concept? Where do I want to 
maneuver?) provide some insights and serve as a guide 
for further analysis, scoping, and organization of the M-
COP. 
 
Figure 2: Assured Mobility and Engineer 
Fundamentals (from [8]). 
 
Common Operational Picture (COP).  As stated 
previously, the COP is a single fused picture containing 
timely information tailored by echelon and individual 
users.  The COP displays information on terrain, weather, 
civilian, enemy, and friendly forces and helps users draw 
collaboratively from this data.  The Network Centric 
Information Environment (NCIE) feeds the COP with 
data from various sources, including reconnaissance and 
surveillance assets, troops in contact, intelligence derived 
from analysis, information from higher echelons, and 
estimates where information is incomplete.  In the future 
GIG architecture, these information sources will be linked 
to the COP through discoverable Web-based services and 
data repositories using mechanisms such as 
publish/subscribe, push/pull, and query/response. 
 
The COP displays the running estimate, actionable and 
targetable information, and other data (e.g., unknown 
entities) that are updated in near real-time.  Staffs 
contribute to the commander’s situational awareness by 
continually updating the running estimate, which is 
accessed through the COP.  The COP provides shooters, 
decision makers, and analysts at each echelon with a 
continuously updated display of the vital information 
needed to conduct operations.  Updates to the COP 
provide the commander a real-time view of the dynamic 
battlespace.  The COP displays orders, graphics, control 
measures, and other data disseminated over the network.   
4. Characteristics of the Mobility Common 
Operational Picture 
 
M-COP Definition.  The team has developed this draft 
definition based on various authoritative definitions for 
the COP, including JP 3-0, Doctrine for Joint Operations, 
and Army FM 3-0, Operations: 
 
The Mobility COP (M-COP) is a subset of the 
COP consisting of relevant tactical movement 
and maneuver data and information shared by 
more than one command.  The M-COP can be 
tailored for various users and will include data 
and information for mobility of individual 
combatants, ground vehicles, and 
autonomous/robotic vehicles.  
 
As a subset of the COP, it is envisioned that users will be 
able to customize their displays to present M-COP 
information in various graphical and textual forms.  It is 
not the intent of this project to provide visual 
representations of the M-COP, but to concentrate on the 
information and semantic content necessary to construct 
the M-COP.  This reflects one of the key tenets in Web-
based and other design approaches; namely, separation of 
content and presentation.  The definition also supports use 
of the M-COP for live and constructive forces, as well as 
“autonomous/robotic vehicles.”  Here is where the 
challenge for formal semantics is greatest – ensuring 
sufficient semantic content in the M-COP data 
representations such that different software 
implementations, whether in simulations or in robots, will 
have consistent interpretations of the information 
provided.    
 
Mobility Input to the COP.  Mobility input to the COP 
involves collection and integration of geospatial, cultural, 
and enemy information across the area of operations 
(AO).  The information supports development of the 
Modified Combined-Obstacle Overlay (MCOO) used by 
the maneuver commander to determine how to best 
employ the terrain to achieve mission objectives.  During 
an operation, the MCOO is constantly updated to reflect 
most current information on the state of the battlespace.  
Information on the presence and absence of obstacles 
provides a basis for decisions on where and where not to 
maneuver, or what resources are required to enable 
movement in some area.  Of key importance is rapid 
receipt of information that reflects a change in the state of 
the battlespace from that used during planning.  This can 
be a change in placement or condition of obstacles and 
barriers, a change in weather conditions affecting timing, 
enemy movements, or other effects that negate conditions 
and assumptions held during the planning stage.  Since 
   
 
 
this information becomes the basis for re-planning, it 
must be provided to the commander as soon as possible, 
perhaps supported by the overall distributed system 
architecture (a concept called “Valued Information at the 
Right Time,” see [10]).  Because the subsequent operation 
is dependent on the situation and assumptions at the time 
the plan was made, the plan itself generates requirements 
for information prior to and during the operation.  These 
requirements may result in sensor tasking to ensure the 
conditions are maintained for successful mission 
performance. 
 
The COP represents a current “best estimate” 
representation of the battlespace.  It is not a perfect “real-
time, real world” picture and commanders must clearly 
understand this.  All of the sensors used to provide 
mobility input to the COP have associated levels of error.  
Sensor types include humans as well as a variety of 
manned/unmanned systems with seismic, magnetic, 
acoustic, infrared and other capabilities.  These sensors 
each have limitations in their ability to detect, locate, 
classify, track, and identify battlespace events and 
elements.  Sensor fusion and filtering techniques must be 
employed to reduce error and redundancy.  Inputs to the 
COP will be “tagged” (metadata) with specific source 
information including date/time acquired, sensor type, 
sensor reliability/accuracy, and other relevant information 
so that the commander can establish some measure of 
confidence in COP data.   
 
Two doctrinal sources assisted in identifying potential 
mobility inputs to the COP: 
• Army Field Manual 1-02 (Operational Terms and 
Graphics, 21 Sep 04 – replaces FM 101-5-1) [11].  
This manual provides a single standard for 
developing and depicting hand-drawn and computer-
generated military symbols for situation maps, 
overlays, and annotated aerial photographs for all 
types of military operations. 
• Army Field Manual 21-31 (Topographic Symbols, 31 
Dec 68) [12].  This manual describes the topographic 
symbols and abbreviations authorized for use by all 
echelons in the interpretation of military maps, 
overlays, and related features and activities. 
 
FM 1-02 lists such features as routes, mined/contaminated 
areas, obstacles, water crossings, buildings/installations, 
and support and stability operations (SASO) 
activities/locations such as fires, demonstrations, riots, 
and snipers.  FM 21-31 lists features related to drainage, 
relief, vegetation, hydrography, roads, railroads, 
crossings, buildings, and infrastructure. 
 
Additionally, much of the resulting data and information 
products from the intelligence preparation of the 
battlefield (IPB) process serve as mobility inputs to the 
COP.  IPB is a critical part of the mission analysis phase 
of the MDMP.  The IPB process is used to identify the 
battlefield’s effects on threat and friendly capabilities.  
Information on the battlefield environment is evaluated 
and integrated into various factors that affect both 
friendly and threat operations.  Relative to mobility 
information, the IPB process includes: 
• Terrain Analysis, to reduce uncertainties regarding 
effects of natural and man-made features on military 
operations.  Terrain analysis focuses on the military 
aspects of the terrain, known collectively as 
obstacles, avenues of approach, key terrain, 
observation and fields of fire, concealment and cover 
(OAKOC – formerly OCOKA).   
• Weather Analysis, to determine its effects on friendly 
and threat operations.  Key factors include visibility, 
winds (and resulting dust, smoke, sand, or 
precipitation effects), precipitation, cloud cover, 
temperature, and humidity. 
• Threat Evaluation, to identify threat forces, their 
composition and organization, tactical doctrine, 
weapons, equipment and supporting systems.  This 
step includes identifying gaps in current intelligence 
holdings so that collection resources can be 
prioritized accordingly. 
 
Some information, such as vehicle performance on 
different terrain and under different weather conditions, 
relates very directly to mobility concerns.  Other 
information, such as weather and enemy situation, has 
multiple uses and is not limited to the mobility portion of 
the COP.  So, the M-COP is not a separate partitioning or 
presentation of mobility information, but rather an 
integration of various products of reasoning services and 
data sources with the general COP that gives the user 
access to mobility information in context with overall 
mission planning and operations monitoring.   
 
While the above has focused on identification of M-COP 
requirements from doctrinal publications, the project team 
also surveyed several US Army BC systems to identify 
mobility-related information.  This information, and other 
details of the requirements process, is documented in the 
project interim report [13].   
 
5. Applying Stakeholder Analysis to Shape 
Requirements and Content 
 
Overview. The initial effort surrounding requirements 
identification and selection of content for the COP as 
discussed above was performed by technical subject 
matter experts in the domain of ground vehicle mobility 
with assistance from operational military analysts. The 
   
 
 
next steps involve finalizing the M-COP requirements 
and content. The intent is to maximize usefulness of the 
results, garner acceptance, and foster usage.    
 
To ensure the problem has been appropriately identified 
and framed and to evolve M-COP concepts and content, 
the team is preparing to conduct a stakeholders analysis. 
Using a formalized systems engineering management 
process, stakeholders will be identified and their input 
will be solicited in addressing the needs of the 
warfighting community. 
 
The M-COP team will meet with others who have an 
interest, or a stake, in data and information 
representations associated with battle command and M&S 
interoperability and assured mobility.  Identifying the 
stakeholders, selecting representatives and points of 
contact with sponsor input, and involving them in the 
program is part of the effort.  Likewise, developing 
questions to use in eliciting information from 
stakeholders is key in the process.  These will be 
discussed in the remainder of the section. 
 
Approach.  The technical approach utilizes the Systems 
Engineering Management Process (SEMP), a robust, 
deliberate problem solving methodology taught in the 
Department of Systems Engineering at the United States 
Military Academy (USMA).  It has been applied 
successfully to address a variety of military and 
commercial problems; for example, development of an 
operational assessment system for Operation Enduring 
Freedom, in support of the Base Realignment and Closure 
(BRAC) study, and to analyze the regional structure of 
the Army Installation Management Agency.  Figure 3 
depicts the major phases of the SEMP.   
 
The SEMP problem definition phase through the decision 
making phase will be applied to the M-COP project.  
Implementation is decided by the project sponsors and 
requires further work in standards development beyond 
the scope of the initial M-COP project funding.   The 
problem definition phase involves taking the initial 
problem statement and conducting a thorough analysis to 
focus and refine the problem statement as needed to 
ensure the right problem is being addressed and the 
desired end state is achieved.  The initial requirements 
and content identified will provide the basis for this work. 
Stakeholder input, to include sponsor input, is crucial in 
the problem definition phase.  Stakeholders will also be 
involved in design and analysis.  The sponsors, including 
Army Battle Command, Simulation and Experimentation 
Directorate, and their designees will principally be 
involved in the decision making phase.   
 
 Stakeholder Identification and Needs Analysis. Rather 
than following typically employed approaches that tend to 
be more ad hoc, the SEMP was reviewed and selected as 
the process to apply for arriving at M-COP requirements 
and content with input from stakeholders.  The team 
studied the SEMP and various reports of projects carried 
out using its application to become more familiar with the 
process.  Furthermore, part of the team is associated with 
USMA, has used the SEMP, and has ready access to 
seasoned SEMP practitioners. 
 
Likewise, idea generation processes and collaborative 
analysis tools were reviewed. The plan is to utilize 
stakeholder interviews and GroupSystems II software for 
garnering stakeholder input and conducting stakeholder 
and decision analysis. GroupSystems II is software 
designed for team collaboration, brainstorming, and 
decision making1.  The team can utilize this software to 
bring stakeholders together on-site or virtually through 
same time, different place execution mode. Stakeholder 
interviews will be conducted one-on-one with identified 
points of contact to help shape the collaborative group 
activities, shake-out issues ahead of time, and help 
educate stakeholders on the objectives and process.   
 
A set of exercises was developed to take the M-COP team 
through a collaborative session to (a) identify the pool of 
pertinent stakeholders, categorize them, and prioritize 
them and (b) brainstorm questions for stakeholders along 
with potential stakeholder needs.  The exercise was 
effectively carried out, producing lists of ideas per 
participant. An initial pool of stakeholders was identified 
using categories of battle command, customer/sponsor, 
training, doctrine, analysis, acquisition, test and 
evaluation, policy and “other” to drive the input.  The list 
includes representatives from over 20 organizations 
across Army and DoD.  The next steps involve 
prioritizing the list, obtaining the right points of contact, 
and reviewing the information with the project sponsors.   
 
As part of the series of exercises, the M-COP team 
participants generated lists of questions about which 
stakeholders could brainstorm in the future concerning 
needs pertaining to mobility-related components of the 
COP.  Some example questions from the initial 
collaborative activity are provided in Table 1.  The 
question, “What are your needs concerning mobility-
related components of the COP?” is too broad.  The 
exercise was aimed at providing more detail to arrive at a 
set of questions by which to focus stakeholder inputs.   
 
                                                          
1 Refer to http://www.groupsystems.com/page.php for 
information on GroupSystems. 
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Figure 3.  The Systems Engineering Management Process (SEMP) as employed at the United States Military 
Academy, Department of Systems Engineering. 
 
Table 1. Partial list of potential stakeholder questions generated by the M-COP team. 
Subset of Generated Potential Questions for Stakeholders (Raw/Unrevised, Unordered) to be 
Used as Part of the Needs Analysis 
What are the critical sources of ground mobility information? 
What would be the key elements of a display/GUI that contained COP information? 
What BC and M&S systems need to share COP information? 
What would be the best way to tag COP information with its source, time, probability, etc.? 
What sort of (ground vehicle) mobility-related functions must the COP provide? 
What sort of mobility related info is required at each echelon? 
What mobility information is shared between the various systems? 
What Blue Force vs. Red Force mobility information is needed? 
What does the COP need to provide in order for a CDR to determine where to maneuver? 
What does the COP need to provide in order for a CDR to determine what are the impediments to 
mobility? 
What does the COP need to provide in order for a CDR to determine how to overcome impediments to 
mobility? 
 
   
 
 
Obviously, there is a balance as questions that are too 
specific limit the responses and those that are too broad 
limit the usefulness of the input. Similarly, the list of 
questions needs to be manageable within the context of 
the collaborative sessions. The exercise resulted in over 
45 questions that will be synthesized, culled, and further 
refined before conducting the session with stakeholders. 
This process is in progress.     
 
After refining the list of stakeholders and the list of 
questions for stakeholders to consider in needs analysis, 
the next steps in the process will involve carrying out 
stakeholder analysis through one-on-one interviews and 
collaborative sessions.  Utilizing the information gained, 
the team will conduct functional analysis and construct a 
value hierarchy to prioritize requirements, content, and 
capabilities.   
 
6. Global Information Grid 
 
The Global Information Grid (GIG) is defined in the 
Capstone Requirements Document as a “globally 
interconnected, end-to-end set of information capabilities, 
associated processes, and personnel for collecting, 
processing, storing, disseminating, and managing 
information on demand to warfighters, policy makers, and 
support personnel” [14].  It is envisioned as “a single 
secure grid providing seamless end-to-end capabilities to 
all warfighting, national security, and support users.”   It 
provides the “key enabler” for the concept of Net-Centric 
Warfare (NCW) and the key objectives of Joint Vision 
2020 of information superiority and decision superiority 
to achieve full spectrum dominance [15].  DoD users at 
all levels will be able to post and retrieve information 
over the network.  The promise is that warfighters will be 
able to receive near real-time, fused battlespace 
situational awareness through the ability to “analyze data, 
anticipate requirements, focus on answers, and make real-
time decisions rather than relying on historical 
information from multiple stovepiped automated 
information systems applications.” [14]   
 
The technical architecture to achieve this vision is based 
on the use of metadata for describing networked 
resources and Web services for describing distributed 
applications.  XML-based standards provide the 
foundation for these capabilities, creating an environment 
where information and programs are described, 
discoverable, and accessible through the network-centric 
architecture. The combination of services across the DoD 
enterprise constitute a Service-Oriented Architecture 
(SOA). [16] 
 
Department of Defense Discovery Metadata 
Specification (DDMS).  The DoD Discovery Metadata 
Specification [17] was developed to support the DoD 
Net-Centric Data Strategy.  This strategy defines a data 
asset as any entity which is composed of or provides 
access to data.  To facilitate data asset discovery, the 
DDMS was developed as the common set of descriptive 
metadata elements associated with each data asset.  All 
data assets on the GIG must be described with metadata 
that is made visible to the GIG Enterprise Discovery 
capability.  Agents (human and software) performing a 
search will discover data assets that have been tagged and 
entered into catalogs or repositories in accordance with 
the DDMS.  Development of the M-COP can assume that 
such data resources needed to construct and maintain 
mobility information will be available through this 
mechanism. 
 
The DoD Metadata Registry2 is a clearinghouse for 
storage of metadata in the form of XML schema files.  
The DDMS states that communities of interest (COIs) 
will register their metadata components in the DoD 
Metadata Registry.  The registered metadata is then 
available to system architects and architects to employ 
and extend as needed for emerging applications.  With 
respect to the M-COP the DDMS specifies the DoD 
requirements for describing the data that is contained or 
represented by the M-COP.  Preliminary searches of 
currently stored metadata descriptions have yielded some 
schemas that are applicable to portions of the M-COP.  
However, knowledge of and use of the Metadata Registry 
is growing across the DoD, so continued awareness of 
registry contents will be important as the project 
proceeds.  
 
For compliance with GIG precepts, the M-COP project 
will need to fully assess requirements of the Net-Centric 
Enterprise Services Strategy, the DoD Net-Centric Data 
Strategy, and the DoD Information Assurance (IA) 
Strategy to share information and capabilities. The Net-
Centric Operations and Warfare (NCOW) Reference 
Model [18] incorporates these strategies and provides a 
basis for examining the M-COP design to determine the 
degree of “net-centricity” it possesses and the degree to 
which it can evolve to increased “net-centricity.”  
 
GIG Data and Service Taxonomies.  The NCOW 
Reference Model provides a taxonomy of data and a 
taxonomy of services that can be used in the 
characterization of information comprising the M-COP.  
The upper layers of the Data Taxonomy are provided 
below: 
• Forces (Friendly and Enemy) 
                                                          
2  The DoD Metadata Registry is available at the following site: 
http://xml.dod.mil/xmlreg/user/index.cfm 
   
 
 
– Force Composition 
– Force Disposition 
– Force Sustainment 
– Mobility and Transportation 
– Weapons Systems 
– Information Systems 









• Situational Information 
– Mission 
– C3 Conditions 
– Intelligence 
– Targeting 
– Deployment, Movement & Maneuver 
– Protection 
– Sustainment 
• Operational Context 
– Threat Levels 




– Organizations & Locations Affected 





This taxonomy is a useful construct for organizing 
conceptual data models for the M-COP, and is 
expected to become filled in by more detailed 
taxonomies and formal ontology models as the DoD 
community continues to gain momentum in building 
to the GIG principles.  Of particular note is the 
applicability of most of the data categories to 
mobility, reinforcing the extent of the challenge 
facing M-COP developers. 
 
The upper levels of the GIG Service Taxonomy are 
provided below:  










• GIG COI Services 
– Warfighter Mission Area 
o Battlespace Awareness 
o Blue Force Tracking 
o Imagery Retrieval 
o INTEL Product Access 
o Battle Damage Assessment 
o Force Application 
o Global C2 
o Commander’s Indicator 
  Thresholds 
o Mission Planning 
o COA Development 
o COA Selection 
o Protection 
o Focused Logistics 
o Defense Readiness Reporting 
o Battlespace Communications Systems 
o Orders 
– Business Mission Area 
o Logistics 
o Acquisition 
o Human Resource Management 
o Strategic Planning & Budgeting 
o Installations & Environment 
o Accounting and Finance 
– National Intelligence Mission Area 
o TBD 





o Core Enterprise Services 
• GIG Environment Control Services (Policy 
Driven) 
– Policy Enforcement Services 
– Policy Enabling Services 
 
The Service Taxonomy also provides a valuable starting 
point for characterizing M-COP requirements.  The above 
list identifies a number of services that will be needed to 
support the M-COP, particularly in the Warfighter 
Mission Area, but also with respect to the operational 
software environment (e.g., Discovery, Mediation, 
Messaging, Storage, Assurance). 
 
7. M-COP in the GIG Environment 
 
GIG Compliance. As a capability operating within the 
GIG, the M-COP will need to comply with the GIG 
architecture.  This means the application will [1]:  
   
 
 
• Meet the DoD Architecture Framework (DoDAF) 
requirements in producing architectural products. 
This requirement is met by producing a complete 
integrated architecture using the specified products 
described in the DoDAF and having it assessed for 
accuracy, consistency, and sufficiency with respect to 
its intended use (e.g., capability definition, process 
re-engineering, investment decisions, and integration 
engineering).  These architectural products are 
outside the current scope of the M-COP project and 
will not be produced in this phase of the effort. 
• Meet the Core Architecture Data Model (CADM) 
requirements for using/reusing architecture data. This 
requirement is met through reuse of CADM data in a 
program’s integrated architecture and through 
contributing new reusable architecture data (if any) to 
the CADM.  M-COP developers need to determine 
applicability of this requirement. 
• Meet the DoD Information Technology Standards 
Registry (DISR) requirements in selecting 
technologies and standards. This requirement is met 
by defining and implementing capabilities, based on 
technologies and standards contained within the Joint 
Technical Architecture / DISR.  The efforts described 
in this paper are a start toward M-COP compliance 
with this requirement (i.e., by beginning to 
understand what is required). 
• Meet the DoD Net-Centric Data Strategy 
requirements and intent.  This means making explicit 
the data that is produced and used by the program’s 
implemented operations by providing the associated 
metadata, and by defining and documenting the 
program’s data models.  This requirement is met by:  
• Describing the metadata that has been registered 
in the DoD Data Metadata Registry for each data 
asset used and for each data asset produced (i.e., 
data for which the program is the Source Data 
Authority).  
• Providing the documented data models 
associated with the program.  
The M-COP team intends to register metadata 
schema and ontologies developed in the project, and 
will use available metadata schema pertinent to M-
COP requirements. 
• Explicitly address net-centricity and determine the 
program's net-centric correspondence to key net-
centric criteria (e.g., concepts, processes, services, 
technologies, standards, and taxonomy).  An 
important aspect of this is the program's mapping of 
its operational, systems, and technical view content 
to the Network-Centric Operations and Warfare 
Reference Model key net-centric criteria.  As noted 
above, this phase of the M-COP project is not 
producing the DoDAF products, but expects to 
adhere to these requirements for net-centric criteria 
as the development proceeds into later phases. 
• Meet the broad requirements set forth in the GIG 
Capstone Requirements Document.  This requirement 
is met by describing the program elements that 
address each requirement and by expressing an 
overall degree of conformance to the GIG Capstone 
Requirements Document.  This will also be 
recommended as a requirement to be addressed in 
follow-on work. 
 
In the GIG environment, the M-COP will be generated 
through creation of virtual links between the information 
requirements on the user side and the information sources 
on the network side.  The information requirements – i.e., 
the data and computational products needed to populate 
the user’s view of the battlespace situation relating to 
mobility – are derived from the metadata description of 
the M-COP.  Therefore, as discussed earlier, the very 
description of the M-COP becomes the basis for creation 
of the virtual links from source provider to the M-COP 
product presented to the user.  The virtual links come 
about through a process of discovery and establishment of 
communications.  A data description in the M-COP 
becomes a request for data located somewhere on the 
network or for some computational product provided by a 
service located somewhere on the network.  Required 
data discovered at some source will also likely pass 
through data mediation services that will transform the 
information to a form that can be directly employed by 
the M-COP application.   
 
Interconnections across the network will be dynamic – if 
one source becomes unavailable, another source of 
similar information may be used in its place.  Or if a 
higher resolution of information becomes needed, a new 
source satisfying the added condition can be found and 
accessed.  This capability is provided in the GIG through 
Information Dissemination Management (IDM), defined 
in the Capstone Requirements Document as “a set of 
integrated applications, processes and services that 
provide the capability for producers and users to locate, 
retrieve, and send/receive information by the most 
effective and efficient means in a manner consistent with 
a commander’s policy.” [14]  The resulting information 
flow may be either “push” or “pull,” or some 
combination, in order to fulfill the information needs 
expressed in the description of the M-COP.  Ultimately, 
these mechanisms will support human users “viewing” a 
Mobility COP in the more traditional sense as well as 
synthetic or robotic forces who “see” and understand an 
abstract representation of the battlespace that can be used 
for automated reasoning and decision-making. 
 
   
 
 
Services Related to the M-COP. Within the GIG there 
are two types of services: general and special [19].  
Whereas earlier discussion has focused on services 
needed to support generation and sustainment of the M-
COP, the M-COP can also be viewed as a general service 
that provides data/mapping mediation and storage, where 
information based on other data models is interpreted 
with respect to mobility.  For example, other users may 
need to find a supply route with a low probability of 
encountering improvised explosive devices.  M-COP can 
be a source for this integrated product, performing a 
number of other information accesses on behalf of the 
requesting user (e.g., to access data from an 
“intelligence/threat” service as well as accessing a route 
planning service).   
 
As a special service provider, specific products or sets of 
data for use by other services could be produced.  Table 2 
lists potential special services that can be provided by the 
M-COP.  It should be noted that none of these products 
are static, but are dynamic, with changes based on Battle 
Operation Systems, battlespace environment, etc.   
 





Best route based on user provided 
constraints (a’ la www map 
directions) – output as graphic or 




A reflection of standard military 




Text data relating to military load 
class, traffic conditions, security, 
SISO. 
Key terrain A reflection of terrain analysis and 









While a geospatial tool, C/JMTK 
for example along with human in 
the loop analysis will be required to 
develop a maneuver network, once 
produced, it should be available 
outside of the producing tool and 
available in standard format. 
 
The Joint Command and Control (JC2) architecture is 
based on GIG enterprise services [19], and has the 
following joint mission capabilities: Intelligence; Force 
Readiness; Force Projection; Situational Awareness; 
Force Employment – Air & Space Operations; and Force 
Employment – Joint Fires/Maneuver.  The M-COP 
project is not related to the development of the JC2 
system, but by comparing it to the above list, it can be 
envisioned that M-COP services could be a component of 
“Force Employment – Joint Fires/Maneuver” and would 
have a need to interact with “Intelligence” and 
“Situational Awareness,” at a minimum. 
 
Figure 4 attempts to show the M-COP relationship to 
other parts of the COP and how the interactions through 
the GIG might occur (arrows) where the tail of the arrow 
is the “requesting service.”  It is not clear if other services 
should be able to reach down and across (for raw data) or 
interface only through services at the “concepts” level.  
Note that the M-COP ontology must be both vertical and 
horizontal, implying that the M-COP ontology needs to 
be able to understand concepts in other domains such as 
C2 Maneuver (“C2–MVR”) and Intelligence (“INTEL”).  
In the development of the M-COP this implies a 
commonality in concepts, for example a “threat artillery 
emplacement” can influence the determination of a “safe” 
route or plan of maneuver.  However, the M-COP should 
not have to determine the area which can be influenced by 
this position (range fan), but should be able to obtain this 
information from a service in the “Intelligence” domain.  
The M-COP should understand that a “safe” route should 
not pass through the area of a threat artillery range fan, 
and how this information can be obtained.  Such 
semantics needs to be captured in the M-COP ontology, 
likely to be by importing domain ontologies developed by 
other COIs. 
 
GIG M&S Community of Interest. While the Defense 
Information Systems Agency (DISA) is managing the 
design and development of the GIG, specific user 
requirements are being formulated by various 
Communities of Interest (COIs); for example, Command 
and Control, Modeling and Simulation, Intelligence, 
Logistics, Personnel, and Finance.  The M-COP team is 
directly participating in the M&S COI in order to 
understand emerging developments in metadata and data 
mediation services relating to M&S data resources and 
software applications.  In such areas as terrain data, 
weather data, vehicle performance characteristics, and 
other aspects at the heart of the M-COP, there is 
significant overlap in the use of such information and 
processing capabilities across BC and M&S systems.  As 
BC and M&S systems become more closely integrated in 
the future (such as in the Future Combat Systems), data 
and application commonality is expected to grow.  During 
   
 
 
development of the M-COP, it will be important to track 
closely with evolution of the GIG for rapid integration 
into that environment as capabilities emerge.  
Participation in the current requirements process for 
addressing future capabilities of the GIG will ensure 
relevant design decisions are made in the development of 

















































































Figure 4.  A Conceptualization of the M-COP on the GIG. 
8. Summary and Conclusions 
 
The Future Operational Capability (FOC) of assured 
mobility includes the imperative to develop mobility 
inputs to the common operational picture (COP).  The 
COP is a single fused picture containing timely 
information tailored by echelon and individual users.  The 
COP displays information on terrain, weather, civilian, 
enemy, and friendly forces and helps all stakeholders 
draw collaboratively from this data. We have identified 
key sources for mobility inputs to the COP including 
relevant Army field manuals, products from the 
intelligence preparation of the battlefield (IPB) performed 
during the mission analysis phase of the military decision 
making process, existing Battle Command systems, 
decision aids, and M&S systems.  The resulting Mobility 
COP is a subset of the COP consisting of relevant 
movement and maneuver data and information shared by 
more than one command.  
 
Within the context of the emerging GIG, the M-COP will 
be implemented as a composition of various data sources 
and services to create and maintain the mobility-relevant 
information needed to support the warfighter in planning 
and conducting operations.  The M-COP project will 
provide standards facilitating interoperability across 
current and future BC and M&S systems.  The project 
will also serve as an early exemplar for the BC and M&S 
communities of the capabilities and issues associated with 
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