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Abstract
We study adaptive importance sampling (AIS) as an online learning problem and
argue for the importance of the trade-off between exploration and exploitation in
this adaptation. Borrowing ideas from the bandits literature, we propose Daisee,
a partition-based AIS algorithm. We further introduce a notion of regret for AIS
and show that Daisee has O(√T (log T ) 34 ) cumulative pseudo-regret, where T is
the number of iterations. We then extend Daisee to adaptively learn a hierarchical
partitioning of the sample space for more efficient sampling and confirm the
performance of both algorithms empirically.
1 Introduction
Monte Carlo (MC) methods form the bedrock upon which significant sections of probabilistic machine
learning and computational statistics rest. An important MC technique which forms the basis for
many others is importance sampling (IS). Let pi(x) = f(x)/Z be a target density which can be
evaluated pointwise up to an unknown normalising constant Z and let q(x) be a proposal distribution
from which samples can be drawn and can be evaluated pointwise. IS works by drawing a sequence
of samples from q(x) and using these to estimate Z and provide an empirical measure pˆ(·) that we
can use at later time to calculate target statistics Epi[φ(x)] for any arbitrary test function φ(x). Let
w(xt) = f(xt)/q(xt) be the importance weight of xt. Then,
Z =
∫
f(x)dx = Eq[w(X)] ≈ 1
T
T∑
t=1
w(xt), (1)
pˆ(·) =
∑T
t=1 w(xt)δxt(·)∑T
t=1 w(xt)
, (2)
Epi[φ(x)] ≈
∫
pˆ(x)φ(x)dx =
∑T
t=1 w(xt)φ(xt)∑T
t=1 w(xt)
. (3)
Note that the estimate for Z is unbiased, but that for the target statistics is biased but consistent,
provided support(f) ⊂ support(q) and Eq[w(X)φ(X)] <∞ [Owen, 2013].
The efficiency of IS for a general φ(x) is governed by the choice of proposal q(x), with the intuition
that the closer q is to pi the better. Adaptive Importance Sampling (AIS) techniques [Liu, 2008, Cappé
et al., 2004, Cornuet et al., 2012, Cappé et al., 2008] attempt to improve the efficiency of IS by
adapting the proposal to be closer to the target, producing a sequence of proposals q1, q2, . . .. The
IS estimates (3) still apply with q(xt) replaced by qt(xt). The basic idea is that previous samples
provide information about the target distribution and this information can be used to improve the
proposal by altering it to better match the target [Owen, 2013, Bugallo et al., 2017].
Viewed in this way, AIS is, in effect, an online learning problem: that of learning the target density pi
by iteratively querying it. As opposed to the typical setup of density estimation, where each query is
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an iid sample from the target, here qt is both our current estimate of the target, as well as our tool for
querying the target. This exposes a trade-off between exploration and exploitation. We would like
our proposal qt to be as close as possible to the target, so that our IS estimate is as good as possible
(exploit). At the same time, qt directs where queries of the target are made and probability mass
needs to be spread over the sample space where we have high uncertainty of the target, so that we
may query and reduce our uncertainty to improve our estimate in the future (explore).
In this paper we take the first steps towards developing AIS methods which optimally trade off
exploration and exploitation by bringing to bear ideas from the rich literature on online learning, in
particular that on multi-armed bandit algorithms [Berry and Fristedt, 1985, Auer et al., 2002, Agrawal
and Goyal, 2012]. We propose the aDAptive Important Sampling via Exploration and Exploitation
(Daisee), an algorithm which operates by partitioning the sample space into K disjoint subsets, and
adapting the proposal probability of each subset by combining an exploitative estimation term and
an explorative optimism boost. Based on the analysis of [Chatterjee and Diaconis, 2015], which
showed that the Kullback-Leibler (KL) divergence from the target to the proposal is the appropriate
measure of the (in)efficiency of inference using IS, we propose using the KL divergence as the
measure of loss for an AIS scheme, and show that, under mild assumptions, Daisee achieves a
cumulative pseudo-regret of O(
√
T (log T )
3
4 ) where T is the number of iterations. This means that
its per-iteration pseudo-regret asymptotes to zero. We also show a similar result when generalising
to α-divergence [Cichocki and Amari, 2010] based regrets, with α = 1 reducing to the KL case,
while α = 2 corresponds to the variance of the importance weights pi(x)q(x) . Finally, we introduce and
empirically investigate HiDaisee, a hierarchical extension to Daisee in which the partitions themselves
are also simultaneously learned in an online fashion, leading to a more efficient overall proposal.
2 Related Work
The general topic of adaptive MC has received extensive attention in the literature (see e.g. [Bugallo
et al., 2017, Owen, 2013] and references therein). There are a wide range of problems such as rare
event simulation [Owen and Zhou, 2000, Owen et al., 2017] for which IS is more useful. Compared
with MCMC, IS produces a marginal likelihood estimate. It is also the key component of many
advanced MC methods.
Of particular relevance to our work, [Friedman, 1991, Lepage, 1978] tackle the problem of mul-
tidimensional integration by recursive rectangular partitioning of the target space, where regions
with higher contribution to the integral are subdivided into more subregions. Here we instead focus
on the learning of the proposal densities with exploration-exploitation trade-off in mind rather than
integration. Meanwhile, [He and Owen, 2014] bound the regret for multiple importance sampling
where the proposal distribution is a mixture of a finite number of proposal distributions, by bounding
the variance of the importance sampling estimates with the help of control variates. Cappé et al.
[2008] use an entropy criterion instead to learn the weights and component parameters of a mixture
importance sampling density.
On the other hand, methods which address the exploration-exploitation trade off have been well-
studied in online learning, most successfully under the banner of bandit algorithms [Berry and
Fristedt, 1985, Bubeck et al., 2012, Srinivas et al., 2009], with Upper Confidence Bound (UCB)
[Auer et al., 2002] and Thompson sampling [Agrawal and Goyal, 2012] being popular approaches.
In the standard multi-armed bandit problem, one has a finite number arms and must choose an arm
to pull at each iteration, returning a random reward which is distributed differently for each arm.
The aim is to maximise rewards in the long run by finding the arm with the highest average reward.
UCB methods operate by maintaining an estimate of the expected reward for each arm and picking
arms according to the estimates plus optimism boosts which are larger for arms where our estimates
are less certain to encourage exploration. Auer et al. [2002] show that UCB optimally trades-off
exploration and exploitation by showing that the cumulative regret (relative to an oracle which knows
the optimal arm) grows logarithmically in the number of iterations, the best growth rate achievable
[Lai and Robbins, 1985]. Bubeck et al. [2013], Sen et al. [2018] extend the bandit algorithm to fat
tailed distributions in absence of sub-Gaussianity.
The concept of trading off exploration versus exploitation has not been widely considered in the
adaptive MC setting, though there are a number of recent works. Neufeld et al. [2014] consider
the problem of choosing between a number of MC estimators, where the goal is to minimise the
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Algorithm 1 Daisee (aDaptive Importance Sampling with Exploration-Exploitation)
1: Input: partitioning X1, . . . ,XK , partition proposals g1(x), . . . , gK(x), unnormalized target
distribution f(x)
2: Draw one sample from each subset to initialise estimates, denoting these as x1, . . . , xK
3: for t = K + 1 to T do
4: Compute proposal probabilities {qat}Ka=1 using (8), with estimates {Zˆa,t−1}Ka=1 given by (7)
5: Draw an arm At ∼ Discrete(q1t, . . . , qKt)
6: Draw a sample xt ∼ gAt(x)
7: Compute localized weight YAtt = f(xt)/gAt(xt) and update estimate for Za using (7)
8: end for
mean squared error by finding the estimator with lowest variance. This is still inherently a best-arm
optimisation problem, rather than a true proposal adaptation. Carpentier and Munos [2011] and
Leprêtre et al. [2017] consider the problem of stratified sampling for MC integration, where each
stratum is viewed as an arm and the mean in each stratum is estimated. They show that in this
setting the optimal approach is to choose arms in proportion to the standard deviation of the estimate
produced by a single draw from the stratum. Our setting (and resultant approach) is distinct to
[Carpentier and Munos, 2011, Leprêtre et al., 2017] as we aim to approximate a distribution, rather
than performing an integration.
[Rainforth et al., 2018] also realised the need for adaptive MC methods to trade-off between ex-
ploration and exploitation and they also take steps towards designing a framework for adapting
the hierarchical partition of the space. However, their focus is on the design of a new class of
meta-inference algorithms that fall outside the AIS framework and they do not consider any notion of
regret nor provide a regret analysis. Our focus here is more on the exploration-exploitation trade-off
in AIS, establishing a formal notion of regret so that this can be viewed as an online learning problem,
and establishing a theoretical regret bound for our procedure.
3 Daisee
We now propose Daisee, an AIS method which has a similar flavour to UCB. Assume we have a
partition of our sample space X into K disjoint subsets {Xa}Ka=1, where each subspace Xa can be
thought as one bandit arm, and we have a fixed tractable proposal distribution ga(x) restricted on each
subset Xa for a ∈ {1, . . . ,K}. For example, if X is compact we can choose the uniform distribution
ga(x) = I(x ∈ Xa)/
∫
Xa dx. Daisee uses proposal distributions of form
qt(x) =
K∑
a=1
qatga(x)I(x ∈ Xa) (4)
where
∑
a qat = 1 and the probability masses qat of the subsets are to be adapted in the scheme.
Note that whereas typical bandit algorithms only aim to establish the best arm, we are instead looking
to asymptotically learn a distribution over how often each arm should be pulled. At each iteration t,
we query the target by drawing a sample xt from qt. This can be achieved by first sampling an arm
At ∼ Discrete(q1t, . . . , qKt), then drawing a sample xt ∈ XAt from the subset proposal gAt(x), as
per lines 5 and 6 respectively in Algorithm 1.
Let the ratio Yat :=
f(xt)
ga(xt)
denote the “localized” importance weight for a sample in subset a, noting
that each Yat
is an unbiased estimator of the (unnormalised) target probability Za of Xa:
pia :=
∫
Xa
pi(x)dx =
Za
Z
=
Za∑K
b=1 Zb
, (5)
Za :=
∫
Xa
f(x)dx = Ega
[
f(x)
ga(x)
]
. (6)
At each iteration this leads to the following MC estimate for each Za
Zˆat :=
1
Nat
∑
s≤t:As=a
Yas (7)
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where Nat = #{s : s ≤ t, As = a} is the number of times subset a was chosen up to time t. We
note an unusual behaviour of the estimates Zˆat: although each Yat is unbiased, each Zˆat is biased
because the Nat’s are random variables correlated with previous samples. We sidestep this by upper
bounding the probability that Zˆat deviates significantly, simultaneously for all t.
Naively, we can use the estimates Zˆat to construct the next proposal, via qa,t+1 ∝ Zˆat. The problem is
that if by chance Zˆat for some subset a is too small, the resulting underestimated proposal probability
will result in low probability for the subset to be picked in future, and hence the bad estimate may
not be corrected. This is a symptom of under-exploration. As in UCB, we therefore encourage
exploration using an optimism boost σat:
qa,t+1 =
Zˆat + σat∑K
b=1(Zˆbt + σbt)
(8)
where σat should be decreasing with Nat but grow with t. The intuition, which will be formalized in
the next section, is that if we have not explored the subset a sufficiently, σat is relatively large, which
compensates and boosts qat, allowing us to have higher chance to explore subset a and correct the
under-estimate. The growth with t is to ensure sufficient exploration of all subsets over time.
As shown in Algorithm 1, Daisee iterates between drawing samples from qt defined by (4), and using
this sample to update our estimates (7), (8). The next section shows that this simple approach leads
to a low-regret AIS strategy, in the sense that its per-round pseudo-regret tends to zero.
4 Regret Formalisation and Analysis
Having introduced Daisee algorithmically, we now switch focus to formalising a notion of regret
suitable for the AIS setting and analysing this regret for Daisee.
In the nomenclature of bandits, Za can be thought of as the expected reward of arm a, while Yat is
the random reward received at iteration t. Note however that our aim is not to maximise expected
reward, but rather to maximise the efficiency of the resulting IS sampler. Thus a measure of the
(in)efficiency of the proposals qt is required, so that we can define what makes an optimal proposal
among the class in (4), and the regret of using a proposal relative to the optimal. We will use the KL
divergence KL(pi‖qt) as this has been shown by [Chatterjee and Diaconis, 2015] to be the correct
measure of the inefficiency of proposal qt. In particular, they showed that the number of samples
needed for IS to work effectively scales as exp(KL(pi|q)). For proposals as given by (4), this is,
KL(pi‖qt) =
∫
X
pi(x) log
pi(x)∑
a qatga(x)
dx (9)
=
∑
a
∫
Xa
pi(x) log
pi(x)
ga(x)
dx−
∑
a
pia log qat (10)
This loss takes an interesting form: the first term depends only on the local proposals ga(x) and
the second only on the subset probability masses qat. We thus see the surprising result that we can
optimize separately for qat and each ga(x). The closer ga(x) is to the target pi on subset Xa, the less
variability there is in the weights, and the smaller the variance factor, leading to lower KL divergence.
We will discuss it in more details later in section 6. For now, we will only consider the problem of
optimising qat, for which we see from (10) has a true optimum q∗a = pia and therefore we define our
regret R(qt) from using proposal qt as
Rt := R(qt) = KL(pi‖qt)− KL(pi‖q∗) =
∑
a
pia log
pia
qat
,
which is just the KL divergence between the two probability vectors (pia)Ka=1 and (qat)
K
a=1. Given
this instantaneous regret of a particular proposal, we can now use the cumulative regret
∑T
t=1Rt as a
performance measure of the adaptation scheme itself. In particular, we would like schemes for which
the regrets Rt asymptote to zero, which corresponds to cumulative regrets that grow sublinearly.
Our regret analysis rests on an assumption that each Yat is sub-Gaussian. Formally, there are variance
factors τ2a , which we assume known, such that E[exp(θ(Yat − E[Yat]))] ≤ exp( 12τ2aθ2) for each a
and θ ∈ R. This might seem like a strong assumption as importance weights are often wildly varying.
4
However, in practice it can often be satisfied. For example, if the maximum M = supx∈X f(x) can
be found, and we assume X is compact with each ga(x) = I(x ∈ Xa)/
∫
Xa dx uniform on its subset,
then τa can be chosen as M2
∫
Xa dx [Johnson-Lindenstrauss], which is ≥ Za2 . In generally we expect
τa of order O(Za).
Theorem 1. Assume sub-Gaussianity and define the optimism boost as σat := cτa
√
log t/Nat, where
c :=
√
4.14 log2(2e). The cumulative pseudo-regret at T of Daisee is bounded by O(
√
T (log T )
3
4 ).
Proof. We show that the pseudo-regret E[Rt] ≤ E[
∑
a pia log
pia
qat
] = O(t− 12 (log t) 34 ); summing
over t = 1, . . . , T gives our result. The idea is to show that Zˆat ≈ Za and Nat ≈ O(t) with high
probability, and that the pseudo-regret has the desired bound in this case. As such, define the events:
Bt : = {|Zˆas − Za| < σas ∀ 1 ≤ a ≤ K, t2 ≤ s ≤ t}
Ct : = {Nat > βat ∀ 1 ≤ a ≤ K}, where βat := tZa4∑b(Zb+2cτb√log t)
The pseudo-regret can be written as below, and the proof proceeds by bounding each term separately:
E[Rt] = E[Rt|Bt ∩ Ct]P(Bt ∩ Ct) + E[Rt|Bct ]P(Bct ) + E[Rt|Bt ∩ Cct ]P(Bt ∩ Cct ) (11)
For the first term in (11), this is just a bit of algebra:
E[Rt|Bt ∩ Ct]P(Bt ∩ Ct) ≤ E[
∑
a pia log
pia
qat
|Bt ∩ Ct]
≤E[∑a pia log( piaZa ∑b(Zb + 2σbt))|Bt ∩ Ct] = E[log(1 + 2Z ∑a σat)|Bt ∩ Ct]
≤ 2Z
∑
a E[σat|Bt ∩ Ct] ≤ 2Z
∑
a cτa(log t)
1
2 β
− 12
at = O(t−
1
2 (log t)
3
4
√∑
a τa∑
a Za
∑
a
τa√
Za
) (12)
For the second and third terms in (11), the main steps are to show that both P(Bct ) and P(Cct |Bt) are
small. For P(Bct ), for each a, we can rewrite Zˆas as Zˆas = 1Nas
∑Nas
i=1 Yatai , where we re-index the
time {tai }Nasi=1 := {j : Aj = a, 1 ≤ j ≤ s}. Recall that each Yatai is sub-Gaussian with mean Za and
variance factor τ2a . The complication here is that there is a non-trivial dependence of these and the
Nas’s through the proposal probabilities qas’s. To side-step this dependence, we can use a finite time
law of the iterated logarithm [Balsubramani, 2014, Koolen, 2017] (see Appendix A) to bound the
deviations of Zˆas, for all possible values of Nas between 1 and s. Choosing δ = 2s−2, we have√
2.07τ2a
Nas
log
(
2
δ (1 + log2Nas)
2
) ≤√ 2.07τ2aNas (2 log s+ 2 log slog 2) = σas (13)
Hence,
P(|Zˆas − Za| > σas) ≤ P
(
∃l, 1 ≤ l ≤ s :
∣∣∣ 1l ∑li=1 Yatai − Za∣∣∣ >√ 2.07τ2al log ( 2δ (1 + log2 l)2))
≤ δ = 2s−2 (14)
Using a union bound,
P(Bct ) ≤
∑K
a=1
∑t
s=[ t2 ]
P(|Zˆas − Za| > σas) ≤
∑K
a=1
∑t
s=[ t2 ]
2s−2 = O(Kt−1) (15)
To bound P(Cct |Bt), note that conditioned on Bt we have, for t2 ≤ s ≤ t and each a:∑t
s=1 qas ≥
∑t
s= t2
qas ≥
∑t
s= t2
Za∑
b Zb+2σbs
≥ Zat
2
∑
b(Zb+2cτb
√
log t)
= 2βat (16)
We can write Nat =
∑t
s=1Was where Was|Fs ∼ Bernoulli(qas) and Fs is the information filtration
up to iteration s. Since (Was − qas)∞s=1 is a martingale difference sequence, the Azuma-Hoeffding
Inequality [Azuma, 1967] (see Appendix A) gives:
P(Nat < βat|Bt) ≤ P(Nat < 12
∑t
s=1 qas|Bt) ≤ 2 exp
(− 12tβ2at) (17)
A union bound along with e−α < 1/α then shows that P(Cct |Bt) ≤ O(Kt−1 log t). Putting
everything together, along with a loose bound of E[Rt|Bct ],E[Rt|Cct ∩Bt] ≤ O(log t) (see Appendix
B), gives the result that E[Rt] is dominated by the first term, which is O(t− 12 (log t) 34 ).
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It is worth elaborating on the dependence of (12) on τa’s and Za’s. Recall that in general we expect
τa = O(Za). Suppose τa ≈ ΩZa for some Ω > 0. Then (
∑
a τa)
1/2∑
a Za
∑
a
τa
Z
1/2
a
≈ Ω3/2
∑
a Z
1/2
a
(
∑
a Za)
1/2 ≤
Ω3/2K1/2. The larger the variance factors (larger Ω), and the larger the number of arms K, the worse
the bound. Another harder scenario occurs when masses are not uniformly distributed across the arms,
and we have no a priori knowledge of which arm has high mass. That is, suppose Zmax = Z1  Za =
Zmin > 0 for a > 1, and τa ≈ ΩZmax for all a. Then (
∑
a τa)
1/2∑
a Za
∑
a
τa
Z
1/2
a
≈ Ω3/2K3/2(ZmaxZmin )
1
2 , so
the difficulty of the problem is governed by the square root of the ratio Zmax/Zmin, and there is an
extra factor of K due to the higher regret of searching K arms only to find just one of them has high
mass.
In Appendix C we generalise the result to regrets defined by α-divergence losses, obtaining a
cumulative pseudo-regret bound of O(t− 12 (log t) 12 ( 12α+1)). As α → 1, the α-divergence reduces
to the KL divergence and the regret bounds coincide. When α = 2 and Z is known, the loss is
1
2
∫
X (
pi(x)
qt(x)
− 1)2qt(x)dx, which is the variance of the importance weights.
5 Experiments
5.1 Daisee on 1D example
We first demonstrate Daisee on a simple problem, empirically evaluating a number of forms of the
optimism boost. Our sample space is the unit interval [0, 1] and we partitioned it evenly into 100
subintervals. Our target density pi(x) and the subproposals ga(x) were such that Yat has distribution
2aBernoulli(1/100)/101 for interval a ∈ {1, . . . , 100}. We made this choice so that Yat has a large
but controllable variance, so that the resulting problem of adaptation is hard enough for exploration to
be important. τa are selected to be proportional to the volume of the subspace (same for all arms), and
is tuned to minimise regret, after which we fixed its value and repeat the experiments. We did not find
the regret very sensitive to the values of τa. Figure 1b shows that our algorithm successfully recovers
an effective proposal. Figure 1c compares the cumulative regret for various possible optimism boosts,
each of which involve an (not shown) constant multiplier that has been optimised as a hyperparameter.
We observe that optimism boosts with an inverse relationship with Nat and slow growth with t work
well, and seem to achieve sublinear cumulative regret. Among different forms of the boost, it can be
observed that our defined optimism boost gives the lowest cumulative regret.
(a) (b) (c) (d)
Figure 1: Results for 1d example. (a)(b) Target and proposal probabilities at final iteration, with
no optimism boost and with optimism boost
√
log(t)/Nat respectively; (c) Cumulative regrets as
functions of iteration, averaged over 10 runs for different forms of optimism of boost (σat). We
observe that our chosen σat outperforms the others; (d) We explore the amount of exploration
more systematically by considering boost of the form σat = (log(t)/Nat)
α and reporting the final
instantaneous regret as a function of α, averaged over 10 runs. It can be observed that values of α
near to 0.5 gave the lowest regret, matching the theory.
5.2 Validation of Theorem 1
In this section, we empirically evaluate the dependency of regret on different parameters, including the
number of arms K, the variance factor τ and the ratio Zmax/Zmin where Zmax = maxa{Za}Ka=1
and Zmin = mina{Za}Ka=1. Instead of tuning τ by grid search as in 5.1, we assume it is known and
we design the target density accordingly. We adapt the target density such that when varying each
parameter, the other two are kept fixed. The sample space we consider is the interval (0, 1) and we
partition the space into equi-spaced intervals.
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(a) (b) (c) (d) (e)
Figure 2: (a)-(c) Cumulative regret versus τ , K and Zmax/Zmin respectively, while keeping the
other parameters fixed. (d) Cumulative regret versus
√
t when using the same τ or different τa for
each arm. (e) Sensitivity analysis of cumulative regret on τ for a single target density.
Regret bound vs τ : We fix the number of arms K = 10. The unnormalised density f(x) =
(10 + δ)1(0<x≤0.05) + (10− δ)1(0.05<x≤0.1) + 0.11(0.1<x<1), for δ ranging from 0.001 to 8 which
results in a range of different variance factor τ while keeping K and the ratio Zmax/Zmin unchanged.
It can be seen from Figure 2a that bigger τ leads to larger regret which coincides with our theorem.
Intuitively, bigger τ indicated larger fluctuations which is harder and leads to larger regret.
Regret bound vs K: We set f(x) = 3K1(0<x≤0.2) + K1(0.2<x<1) and vary K from 5 to 100. It
can observed from figure 2b that larger K leads to larger regret, as derived from the theorem. This
makes intuitive sense as it is easier to estimate relative masses over a smaller number of subspace.
Regret bound vs Zmax/Zmin: In this case, we move some mass in the first arm equally to the
rest of the arms. f(x) = 101(0<x≤1/K−δ) + 0.11(1/K−δ<x≤1/K) + 101(float(10x)<δ/(K−1)) +
0.11(float(10x)≥δ/(K−1)) where float indicates the floating part of the number. Again, the result
from 2c shows that the result is as expected according to the theorem. The bigger the ratio, the more
variations there is in the target distributions, and more samples needs to be drawn to account for the
uncertainties.
Using separate τa on each arm: If one knows each τa on arm a, then the regret should have a
lower bound according to our derivation in (12). We illustrate this on a simple problem where the
target unnormalised density is f(x) = 2010<x≤0.25 + 310.25<x≤0.5 + 910.5<x<≤0.99 + 10.99<x<1
and we set K = 5. The result can be found in figure 2d where with different τa according to the
distribution over each arm leads to better performance. It can also be seen that the cumulative regret
grows roughly linearly with
√
t, meaning our analysis for the regret is quite tight.
Sensitivity analysis on τ : In practice, τ may not be estimated accurately and thus requires tuning.
We tuned τ in the same way as in section 5.1 where it is chosen to minimise the regret, and show that
the algorithm is robust for small values of τ . With the same set up as in figure 2d, we use the same τ
for all arms and is tuned via grid search with 10 repetitions, the resulting regret displayed in figure 2e
verifies that Daisee is not very sensitive to τ .
6 Hierarchical Daisee
We a view to improving the efficiency of Daisee, we now extend it by introducing an approach to
refining partition proposals ga in part of the space where ga does not approximate f well. Since we
have a disjoint set of proposals ga on each arm Xa, one approach of adapting the ga is to seek a better
partitioning over the space. A good partitioning should be finely grained in areas where the density is
highly fluctuating, and we consider adapting the partition alongside the subset probabilities qat using
information from previous the samples. So, whereas Daisee used a set of fixed partitions, we will
now adapt the partition by recursively splitting subsets into two halves. We refer to this extended
approach as HiDaisee (Hierarchical Daisee). We now describe algorithmic details and show some
promising experimental results for HiDaisee, but leave the theoretical analysis to future work.
For simplicity, we consider a finite rectangle for X , and a hierarchical binary partition of X whereby
each split simply splits a rectangle into two equal rectangles along one dimension (we simply cycle
over the dimensions in the experiments). At each point of the algorithm the partition consists of
rectangular subsets, and we use uniform subproposals ga(x). In order to learn the tree in an online
fashion, HiDaisee decides whether to split a leaf node or not whenever it is sampled. We want
to avoid oversplitting the tree as larger trees are more expensive to sample from and require more
memory. To control this, we introduce a splitting criterion, such that whenever a node is chosen, it is
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(a) 100th iteration (b) 10000th iteration (c) 100000th iteration (d)
(e) 100000th iteration (f) 100000th iteration (g) 100000th iteration (h)
Figure 3: (a)-(c): results for HiDaisee at iteration 1000, 10000 and 100000 respectively. Target
densities are plotted in red and the adaptive proposal probabilities are plotted in blue. HiDaisee
stops splitting the region where the density is relatively high but flat. (e)-(g): results for Daisee
with different number of partitions K = 5, 10, 20, at iteration 100000, where the space has been
partitioned into K intervals of equal length. Last column shows the comparison of Daisee and
HiDaisee. (d): KL(pi||qt) vs iteration. Daisee with fixed partition asymtotes to the best proposal
within that class, which can still be far from the true target density. For HiDaisee the KL continues to
decrease. (h): Nmber of partitions vs iterations, which grows sub linearly with our splitting criterion.
split if it passes the splitting criterion. We want to stop partitioning the subspace if the importance
weights obtained from that subspace are similar to each other, as this indicates little is to be gained
by further splitting. To this end we introduce a splitting criterion based on the effective Sample Size
(ESS) [Owen, 2013] of the node, a measure of efficiency in importance sampling that indicates the
quality of the proposal. For rectangle Xa at iteration t, the ESSat ∈ [1, Nat] is defined as
ESSat :=
(
∑
l≤t:Al=a Yal)
2∑
l≤t:Al=a Y
2
al
(18)
where Yal are the local importance weights as before. Our split criterion is then to only split when both
a) the number of samples at the node exceeds a certain threshold Nmin (set to 10 in our experiments)
and b) the ESS of the samples is less that αNat, where α is an ESS threshold parameter.
Though the leaves of the tree form a valid partitioning for Daisee and can thus be sampled directly,
the computational complexity of doing so naïvely scales as the number of subsets K and so becomes
inefficient as the the tree becomes large. By storing running estimates for each node i in the tree,
qit =
∑
a∈leaves(i) qat (19)
where the sum is over the leaves under node i, we can instead traverse down the tree by recursively
choosing the left or right child node until a leaf node is reached. The computational cost now scales
with the depth of the tree (≈ O(logK)) rather than K. Putting everything together, we arrive at the
complete HiDaisee algorithm as shown in Algorithm 2, where we will sometimes omit an implicit
dependency on t to avoid clutter.
6.1 Experiment results for HiDaisee
We first demonstrate HiDaisee on a simple example where the target density is pi(x) ∝ exp(10(x−
1))1x∈(0.25,1) + 0.51x∈(0,0.25]. Figure 3 shows the learned proposals at the different numbers of
iterations, comparing HiDaisee to Daisee. It can be seen that initially HiDaisee overestimates
the region with low density to encourage exploration. The algorithm stops splitting the region on
0 < x < 0.25 where the density is relatively high but is flat, whereas it continues to split for the
rightmost region where the density is high and is not flat. A video of the learning evolution is available
at https://www.youtube.com/watch?v=LG5RCBcs4kg.
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Algorithm 2 HiDaisee (Hierarchical Adaptive Importance Sampling with Exploration-Exploitation)
1: Input: proposal g(x), unnormalized target f(x), ESS threshold α ∈ (0, 1), minimum #samples
for splitting node Nmin, tree initialisation T
2: for t = 1 to T do
3: Set node id to root i← 0 and initialise traversal path to be empty P ← ∅
4: while i /∈ leaf nodes of T do
5: P = P ∪ i
6: r ∼ Uniform(0, 1)
7: qleft =
qi`
qi`+qir
{i`/ir are left/right children}
8: if r < qleft then i← i` else i← ir end if
9: end while
10: xt ∼ gi(x), compute weight Yit = f(xt)/gi(xt)
11: Update qj for all j ∈ P {Update qi for leaf as per (8) and all ancestors as per (19)}
12: Update ESSi and Ni for the leaf node
13: if Ni ≥ Nmin and ESSi < αNi then
14: Split the node, updating T to include new nodes and calculating the corresponding qj by
pushing samples down tree
15: end if
16: end for
Figure 3d shows a comparison of the KL loss per iteration for HiDaisee and Daisee for this example.
Though the initial performance of HiDaisee is worse than Daisee, because it initially has K = 1, it
quickly catches up and has the best final KL loss. It takes longer for HiDaisee to converge as it is a
harder problem when starting with K = 1. We also plot the evolution of the number of partitions in
Figure 3h. Here it can be seen that the algorithm converges to a fixed partition, which is the optimal
balancing between accuracy and time complexity.
We also applied HiDaisee to the classic 2D banana shaped problem, with density f(x1, x2) ∝
exp{−0.5(0.03x21 + (x2 + 0.03(x21 − 100))2)}. The results are displayed in Figure 4. We see that
the region with high density stops splitting when the density is relatively flat with our ESS splitting
criterion. We compare HiDaisee with Parallel Interacting Markov Adaptive Importance Sampling
(PI-MAIS) Martino et al. [2017] for calculating the marginal likelihood (the normalising constant
Z) in Figure 4c, which shows that when there are more samples and more complex hierarchies are
constructed, HiDaisee achieves lower squared error.
(a) (b) (c)
(d) ESS = 50% (e) ESS = 70% (f) ESS = 95%
Figure 4: Banana shaped example, (a):target density; (b): number of partitions versus number of
iterations for different ESS as a percentage of number of samples ; (c): Comparision of HiDaisee and
PI-MAIS in estimating the marginal likelihood (Zˆ − Z)2, results are averaged over 10 runs; (d)-(f)
learned proposal distributions with difference ESS, showing the partitions.
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7 Conclusions
In this work, we have addressed the issue of exploration-exploitation in adaptive importance sampling,
and proposed a novel approach through the lens of multi-armed bandit problems, borrowing the
ideas of upper confidence bounds. We show a cumulative pseudo-regret of O(√T (log T ) 34 ). We
extend our method to the hierarchical case, where the sample space is recursively split in high
density regions, and demonstrate experimentally that our methods give promising performance with
little computational costs. Future work includes the relaxation of the sub-Gaussian assumption , an
investigation of lower bounds on the KL regret in the AIS setting, and the theoretical analysis of
(various variants of) HiDaisee. The analysis already introduced is an important step towards the
analysis for HiDaisee, which requires substantial complications and is left as future work. It would
also be interesting to investigate the application of the ideas we introduce to other adaptive MC
methods.
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A Concentration Inequalities
Theorem 2. (Finite Time Law of the Iterated Logarithm [Balsubramani, 2014, Koolen, 2017]) Let
X1, X2, . . . be a sequence of iid sub-Gaussian random variables with mean µ and variance factor
τ2. For each δ ∈ (0, 1), we have
P
(
∃s ≥ 1,
∣∣∣∣∣1s
s∑
i=1
Xi − µ
∣∣∣∣∣ ≥
√
2.07τ2
s
log
(
2
δ
(1 + log2 s)
2
))
≤ δ (20)
Theorem 3. (Azuma–Hoeffding Inequality [Azuma, 1967]). Let D1, D2, . . . be a martingale
difference sequence, and suppose that |Dk| ≤ bk almost surely for all k ≥ 1. Then for all
n ≥ 0,P(|∑ni=1Di| ≥ ) ≤ 2 exp(− 22∑ni=1 b2i ).
B Proof Details of Theorem 1
Note that for any event E, by Jensen’s inequality,
E[Rt|E] ≤
∑
a
pia log
(
piaE
[∑
b(Zˆbt + σbt)
Zˆat + σat
|E
])
(21)
Bounding E[Rt|Cct ∩Bt] :
E[Rt|Cct ∩Bt] ≤
∑
a
pia log
(
piaE
[∑
b(Zb + 2σbt)
Za
|Cct ∩Bt
])
(22)
≤ 2
Z
∑
a
E[σat|Cct ∩Bt] (23)
=
2
Z
∑
a
E
[
cτa
√
log t
Nat
|Cct
]
(24)
≤ 2c
∑
a τa
Z
√
log t (25)
Bounding E[Rt|Bct ] : recall (21), we first bound
E
[∑
b(Zˆbt + σbt)
Zˆat + σat
|Bct
]
≤ E
[∑
b(Zˆbt + σbt)
σat
|Bct
]
≤
√
t
cτa
√
log t
∑
b
E[(Zˆbt + σbt)|Bct ] (26)
Now
E[(Zˆbt + σbt)|Bct ] ≤ E[(Zˆbt + σbt)|Bct , |Zˆbt − Zb| > σbt] + E[(Zˆbt + σbt)|Bct , |Zˆbt − Zb| ≤ σbt]
where the second term is bounded by Zb + 2cτb
√
log t. For the first term, we use properties of
sub-Gaussian distributions:
E[(Zˆbt + σbt)|Bct , |Zˆbt − Zb| > σbt] ≤
t∑
n=1
E[Zˆbt + σbt||Zˆbt − Zb| > σbt, Nbt = n] (27)
=
t∑
n=1
E
 1
n
n∑
j=1
(Y bbtj − Zb) + Zb + cτb
√
log t
n
| 1
n
n∑
j=1
(Y bbtj − Zb) > cτb
√
log t
n

(28)
≤
t∑
n=1
E[Wn|Wn > cτb
√
log t] + t(Zb + cτb
√
log t) (29)
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where Wn := 1n
∑n
j=1(Y
b
btj
− Zb) is also sub Gaussian distributed with zero mean and variance
proxy τ
2
b
n since it is a linear combination of n sub Gaussian distributed random variables. For large
t the mean of the truncated sub Gaussian E[Wn|Wn > cτb
√
log t] is upper bounded by that of a
truncated Gaussian:
E[Wn|Wn > cτb
√
log t] ≤ τ φ(cτb
√
log t)
1− Φ(cτb
√
log t)
=
2φ(cτb
√
log t)
erfc( cτb
√
log t√
2
)
(30)
≤ φ(cτb
√
log t)
exp(− c2τ2b log t2 )
√
pi
(
cτb
√
log t√
2
+
√
c2τ2b log t
2
+ 2
)
≤
√
2cτb
√
log t
(31)
where φ(·) and Φ(·) are the pdf and cdf of a standard normal distributions and erfc denotes the
complementary error function, we used Kschischang [2017] for the inequality involving erfc above.
Hence we have E[(Zˆbt + σbt)|Bct ] ≤ O(t
√
log t) and combinaing (21)(26)(29)(31) gives
E[Rt|Bct ] ≤
∑
a
pia log(
pia
c
√
t
log t
∑
b
(
√
2cτbt
√
log t+ Zb) ≤ O(log t) (32)
C Alpha Loss Family
We can generalise the KL loss to the family of alpha-loss which is associated with α− divergence for
α ∈ RCichocki and Amari [2010]. For any target (unnormalised) density p and proposal ∼ q, define:
Lα(x, q) = 1
α(1− α)
(
α
pi(x)
q(x)
+ (1− α)−
(
pi(x)
q(x)
)α)
where we take the limit for α = 0, 1. Taking expectation with respect to x yields the α−divergence
between p and q:
Lα(q) = E[Lα(x, q)] = Dα(pi||q) = 1
1− αZ +
1
α
− 1
α(1− α)
∫
X
(
pi(x)
q(x)
)α
q(x)dx
In particular, L1(q) = KL(pi||q),L0(q) = KL(q||pi) and when α = 2, this leads to the L2 loss:
L2(q) = D2(p||q) = 12
∫
X
(
pi(x)
q(x) − 1
)2
q(x)dx. Using Lagrangian gives the optimal proposal
q∗a =
(∫
Xa pi(x)
αga(x)
1−αdx
) 1
α
∑
a
(∫
Xa pi(x)
αga(x)1−αdx
) 1
α
:=
(pi
(α)
a )
1
α∑
a(pi
(α)
a )
1
α
(33)
where pi(α)a :=
∫
Xa pi(x)
αga(x)
1−αdx. The optimal loss is therefore Lα(q∗) = 11−α + 1α +
1
α(α−1) (
∑
a pi
(α)
a )α. Similarly as in section 3, we can use a Monte Carlo estimate for the intractable
optimal q∗:
q∗a ∝ pi(α)a =
1
Z
∫
Xa
(
f(x)
ga(x)
)α
ga(x)dx ∝ Ega
[(
f(x)
ga(x)
)α]
(34)
Replacing the definition of Yal with Yal :=
(
f(xl)
ga(xl)
)α
, and refine Zˆa,t+1 as in (7), i.e. Zˆa,t+1 :=∑
l≤t:Al=a Yal
Na,t+1
, according to (33) we propose
13
qa,t+1 =
(Zˆa,t+1 + σa,t+1)
1
α∑K
b=1(Zˆb,t+1 + σb,t+1)
1
α
, (35)
define Za := Zpi
(α)
a , this leads to the regret
R(qt) =
1
α(α− 1)
(∑
a
qˆ1−αat pi
(α)
a − (
∑
a
(pi(α)a )
1
α )α
)
=
1
α(α− 1)Z
(∑
a
qˆ1−αat Za − (
∑
a
Z
1
α
a )
α
)
(36)
Theorem 4. The (instantaneous) regret for general α-loss for α ∈ (0, 2] is upper bounded by
2
1
2α
+2c
1
2α
+1K
1
2
α2Z
√
t
(∑
a τaZ
1
2α−1
a
)√∑
a τ
1
α
a (log t)
1
2 (
1
2α+1).
Recall that with proposal
qa,t+1 =
(Zˆa,t+1 + σa,t+1)
1
α∑K
b=1(Zˆb,t+1 + σb,t+1)
1
α
(37)
where σat = cτa
√
log t
Nat
, Zˆa,t+1 :=
∑
l≤t:Al=a Yal
Na,t+1
, Nat is the number of times arm a has been
picked up until time t, and Yal :=
(
f(xl)
ga(xl)
)α
, we would like to bound the expectation of regret
R(qt) =
1
α(α−1)Z
(∑
a qˆ
1−α
at Za − (
∑
a Z
1
α
a )α
)
, where Za =
∫
Xa
(
f(x)
ga(x)
)α
ga(x)dx.
Proof. We follow the same proof structure as in Theorem 1. Recall
Bt : = {|Zˆas − Zas| < σas ∀1 ≤ a ≤ K,
[
t
2
]
< s ≤ t} (38)
Ct : = {Nat > βat ∀ 1 ≤ a ≤ K} (39)
and we re-define βat := tZ
1
α
a
4(
∑
a(Za+2cτa
√
log t)
1
α
. The expected reward at time t therefore can be
written as:
E[Rt] = E[Rt|Bt ∩ Ct]P(Bt ∩ Ct) + E[Rt|Bt ∩ Cct ]P(Bt ∩ Cct ) + E[Rt|Bct ]P(Bct ) (40)
For the first term in (40), we have
E[Rt|Bt ∩ Ct]P(Ct|Bt)P(Bt) ≤ E[Rt|Nat ≥ βat∀a,Bt] (41)
≤ 1
Zα(α− 1)E
 ∑a Z 1αa(∑
a(Za + 2σat)
1
α
)1−α −
(∑
a
Z
1
α
a
)α (42)
=
1
Zα(α− 1)E
∑
a
Z
1
α
a
(∑
a
(Za + 2σat)
1
α
)α−1
−
(∑
a
Z
1
α
a
)α (43)
(44)
We apply Taylor’s expansion twice to functions h(x) = x
1
α and h(x) = xα−1 to get(∑
a
(Za + 2σat)
1
α
)α−1
=
(∑
a
(Z
1
α
a ) +
2
α
∑
a
Z
1
α−1
a σat +O(σ2at)
)α−1
(45)
=
(∑
a
Z
1
α
a
)α−1
+
2(α− 1)
α
(∑
a
Z
1
α
a
)α−2(∑
a
Z
1
α−1
a σat
)
+O(σ2at) (46)
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hence
(43) =
1
Zα(α− 1)E
2(α− 1)
α
(∑
a
Z
1
α
a
)α−1(∑
a
Z
1
α−1
a σat
)
+O(σ2at)
 (47)
≤ 2c
Zα
(∑
a
Z
1
α
a
)α−1(∑
a
τaZ
1
α−1
a
√
log t
βat
)
+O
(
τ2a
log t
βat
)
(48)
=
2c
Zα2
(∑
a
Z
1
α
a
)α−1∑
a
τaZ
1
α−1
a
√√√√4 log t∑a(Za + 2cτa√log t) 1α
tZ
1
α
a
+ lower order term
(49)
≤ 4c
Zα2
√
t
(∑
a
Z
1
α
a
)α−1∑
a
τaZ
1
2α−1
a
√√√√log t(∑
a
Z
1
α
a +
∑
a
(2cτa)
1
α (log t)
1
2α
)
+ lower order term
(50)
=
2
1
2α+2c
1
2α+1K
1
2
α2Z
√
t
(∑
a
τaZ
1
2α−1
a
)√∑
a
τ
1
α
a (log t)
1
2 (
1
2α+1) + lower order term (51)
We proceed by bounding the probability P(Cct |Bt). Conditioning on Bt and for any t2 < s < t, we
have
qas =
(
Zˆas + σas
) 1
α
∑
b
(
Zˆbs + σbs
) 1
α
≥ Z
1
α
a∑
b(Zb + 2σbs)
1
α
by definition of Bt (52)
=⇒
t∑
s=1
qas ≥
t∑
s= t2+1
qas ≥ tZ
1
α
a
2
∑
a(Za + 2cτa
√
log t)
1
α
= 2βat since s ≤ t and Nas ≥ 1
(53)
=⇒ P (Nat < βat|Bt) ≤ P
(
Nat <
1
2
t∑
s=1
qas|Bt
)
≤ 2 exp
(
− 1
2t
β2at
)
by lemma 3 (54)
Hence for the second term of (40), we have
E[Rt|Bt ∩ Cct ]P(Cct |Bt)P(Bt) (55)
≤ 2
Zα(α− 1)E
2(α− 1)
α
(∑
a
Z
1
α
a
)α−1(∑
a
Z
1
α−1
a σat
)
+O(σ2at)
 |Bt ∩ Cct
∑
a
exp
(
− 1
2t
β2at
)
(56)
≤ 4
Zα2
(∑
a
Z
1
α
a
)α−1(∑
a
Z
1
α−1
a E[σat|Bt ∩ Cct ]
)∑
a
2t
β2at
+ lower order term (57)
≤ 4c
√
log t
∑
a τa
Zα2
(∑
a
Z
1
α
a
)α−1(∑
a
Z
1
α−1
a
)∑
a
32
(∑
a(Za + 2cτa
√
log t)
1
α
)2
tZ
2
α
a
+ lower order term
(58)
≤ 2
7+ 2α c1+
2
α (log t)
1
2+
1
α
∑
a τa(
∑
a τ
1
α
a )2
α2tZ
(∑
a
Z
1
α
a
)α−1(∑
a
Z
1
α−1
a
)∑
a
Z
− 2α
a + lower order term
(59)
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The proof of P(Bct ) being small is the same as that in theorem 1. Recall
P(Bct ) ≤
K∑
a=1
t∑
s= t2
P(|Zˆas − Za| > σas) ≤ 2K
t
(60)
Therefore for the thris term in (40), we have
E[Rt|Bct ]P(Bct ) ≤
2K
α(α− 1)ZtE
∑
a
(Zˆat + σat)
1−α
α Za
(∑
a
(Zˆat + σat)
1
α
)α−1
−
(∑
a
Z
1
α
a
)α |Bct

(61)
≤ 2K
α(α− 1)Zt
∑
a
(cτa
√
log t)
1−α
α ZaE
(∑
a
(Zˆat + σat)
1
α
)α−1
|Bct
−(∑
a
Z
1
α
a
)α
(62)
≤ 2K
α(α− 1)Zt
∑
a
(cτa
√
log t)
1−α
α Za
(∑
a
E[(Zˆat + σat)
1
α |Bct ]
)α−1
−
(∑
a
Z
1
α
a
)α by Jensen
(63)
≤ 2K
α(α− 1)Zt
∑
a
(cτa
√
log t)
1−α
α Za
(∑
a
(O(t
√
log t) + Za)
1
α
)α−1
−
(∑
a
Z
1
α
a
)α
(64)
≤ 2K
α(α− 1)Zt
∑
a
(cτa
√
log t)
1−α
α Za
(∑
a
(Z
1
α
a +O((t
√
log t)
1
α )
)α−1
−
(∑
a
Z
1
α
a
)α
(65)
≤ 2K
α(α− 1)Zt
∑
a
(cτa
√
log t)
1−α
α Za
(∑
a
Z
1
α
a
)α−1
+O((t
√
log t)
α−1
α )
−(∑
a
Z
1
α
a
)α
(66)
=
2Kc
1−α
α
∑
a τ
1−α
α
a (
∑
a Za)
α(α− 1)Z t
− 1α + lower order term (67)
Summing over t gives the cumulative regret is dominated by the first term in (40) which is
O(t− 12 (log t) 12 ( 12α+1)).
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