Load frequency control (LFC) is one of the essential process in interconnected power systems.
I. INTRODUCTION
To operate a reliable and stable electrical power system, a system frequency should be kept at scheduled value or its deviation should be regulated as soon as possible in case of variation in load supply or demand [1] . The generated total power of a power system is used to supply loads in steadystate condition. A sudden and random variation in the load demand causes a mismatch between the load and generated power. This situation results in a change in generator speed which directly affects the system frequency. Thus, a control system is required to solve the mismatch problem by The associate editor coordinating the review of this manuscript and approving it for publication was Ton Do . forcing both the system frequency and the tie-line power errors to zero [2] . The LFC or automatic generation control (AGC) keeps the system frequency and the tie line power flow at their scheduled values under normal and disturbed conditions.
There are several linear and non-linear control techniques employed in LFC problem of power systems such as classical integral (I), proportional-integral (PI), and proportionalintegral-derivative (PID) controllers [3] - [13] , PID controller with derivative filter (PIDF) [14] , two degree of freedom PID controller (2-DOF PID) [15] , [16] , PID plus second order derivative controller (PID+DD) [17] , PD-PID cascade controller [18] , fractional order PID controller (FOPID) [19] - [24] , fuzzy fractional order PI and PD controller VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ (FFOPI-FOPD) [25] , fuzzy logic based PID (FPID) and FOPID controllers with derivative filter (FFOPIDF) [26] , fuzzy PID with filter and fractional order integer controller (FPIDN-FOI) [27] , fuzzy tuned PI (FPI) and PID controllers [28] , [29] , fuzzy tuned fractional order integerderivative controller (FFOID) [30] , tilt integral-derivative controller with derivative filter (TIDF) [31] , neuro-fuzzy hybrid intelligent PI controller [32] , linear active disturbance rejection control (LADRC) [33] , LADRC controller with two anti-GDB schemes [34] , and etc. Since, the intelligent and modern control techniques generally require long computational complexities like learning process, expert knowledge and inference mechanism, PID controller and its expanded versions are highly popular for LFC problem because of its two main advantages of simplicity and efficiency [35] . However, dynamic responses of area frequency and tie-line power of LFC system with classical I/PI/PID controllers have large oscillations and longer settling time under consideration of physical limitations, system uncertainties, and change in loading conditions [27] .
Proper selection of controller parameters has a significant role in controller design process since they may cause instability. Therefore, researchers have attempted to set controller parameters optimally by using meta-heuristic algorithms, classical and artificial intelligence methods. Optimal controller design with classical methods (CM) requires complex mathematical calculations making controller design process more difficult. Moreover, artificial intelligence methods such as fuzzy logic and neural network contain training and data analysis processes [36] . Recently, meta-heuristic algorithms have a great attention in controller parameter tuning process, especially in PID controller design. Quasi-oppositional harmony search algorithm (QOHS) [3] , chaos-based firefly algorithm (CFFA) [4] , salp swarm algorithm (SSA) [5] , craziness based particle swarm optimization (CRAZYPSO) [6] , quasi-oppositional grey wolf optimization (QOGWO) [7] , differential evolution (DE) [8] , [16] , [19] , [31] , firefly algorithm (FA) [9] , [12] , hybrid bacteria foraging optimization algorithm and particle swarm optimization algorithm (hBFOA-PSO) [10] , bacterial foraging optimization algorithm (BFOA) [11] , symbiotic organism search (SOS) [13] , differential search algorithm (DSA) [14] , teaching learning based optimization (TLBO) [15] , ant lion optimizer algorithm (ALO) [17] , bath algorithm (BA) [18] , grasshopper optimization algorithm (GOA) [20] , non-dominated sorting genetic algorithm-II (NSGA-II) [21] , imperialist competitive algorithm (ICA) [22] , [25] , [27] , [30] , cuckoo optimization algorithm (COA) [26] , COA into harmony search (HS) algorithm (HSCOA) [28] , hybrid local unimodal sampling (LUS) and TLBO (LUS-TLBO) [29] , and gravitational search algorithm (GSA) [33] are some of the meta-heuristic and hybrid metaheuristic optimization algorithms employed to set PID controller parameters used in LFC system. The performances and advantages of the optimization algorithms are generally compared to well-known optimization algorithms such as PSO and GA.
Optimization techniques employ an objective function (OF) to converge to its optimum value. OF, the value of which depends on controller parameters for control systems, directly affects the performance of the dynamic system to be controlled. When available LFC problem studies given in Table 1 considered, it is concluded that integral of time weighted absolute error (ITAE) criterion is commonly preferred OF. In addition to ITAE criteria, integral of absolute error (IAE), integral of squared error (ISE), integral of time weighted squared error (ITSE), integral of the squared deviation in controller output (ISDCO), integral error criterion (IEC), and user defined (UD) performance metrics are some of the OFs proposed for the LFC system. The UD performance functions generally consist of transient and steady state characteristics of a control system.
It is also important to consider nonlinear dynamics such as generation rate constraints (GRC), governor dead band or dead zone (GDB/GDZ), boiler dynamics (BD), and time delay (TD) of a power system for LFC to perform more practical analysis of the studied system. A literature survey on a group of article based on LFC studies are given in Table 1 . The table also consists of optimization algorithms with performance metrics, controller structures, number of power areas, generation source types and non-linearity effects considered in LFC problem. If demanded, a more detailed comprehensive review of LFC can be found in [37] .
In addition to above-mentioned control methods, high order differential feedback controller (HODFC) as a modelfree control approach is presented in [38] . HODFC utilizes system output data and its extracted differentials via a high order differentiator (HOD). Quality enhanced dynamic response, disturbance rejection and robustness of HODFC have already been verified over several controller types such as PID, PID-P cascade control, FLC and sliding mode controller (SMC) [39] - [43] . Although HODFC studies provide successful results, optimization of the gains of the HODFC is not considered. It is clear that HODFC with optimized gains definitely improve system performance in terms of sustainable robustness and better dynamic response in both transient and steady-state regions.
The above literature survey shows that different type controller structures with various optimization techniques have been suggested for LFC problem. However, HODFC controller approach has not been attempted, so far. In the light of this motivation, a maiden attempt in this study for the implementation of HODFC and developed FHODFC has been made for LFC of interconnected power systems.
The major contributions of the present work can be summarized as follows:
• To design and implement a PSO optimized HODFC and FHODFC schemes for LFC system for the first time.
• To compare performance of the proposed FHODFC with other published controller techniques considering OF value and transient response characteristics.
• To analyze nonlinearity effect on the system performance by applying GDB and GRC. • To verify the robustness of the proposed controller by varying nominal system parameters in a wide range.
• To explore the effectiveness of the proposed controller under size and position change of loading disturbances and random load pattern. This paper is organized as follows. Mathematical model of the studied power system is presented in Section 2. The new proposed controller type FHODFC scheme is illustrated in Section 3 with the subtitles fractional order operator, high order differentiator and its fractional expansion. Optimization process of the proposed controller using PSO algorithm is described in Section 4. In Section 5, simulation results and discussion with comparative analysis are given. Finally, conclusion is stated in Section 6.
II. MATHEMATICAL MODEL OF THE STUDIED POWER SYSTEM
The power system studied in the beginning of this paper is a two-area non-reheat interconnected thermal system. The considered power plant is highly popular in literature to analyze the performance of different type controllers proposed by researches for LFC problem [14] , [26] , [28] . Therefore, the same values of the power system parameters are used in this study for a fair comparison. The linearized model of the power plant is shown in Fig. 1 . For i = [1 to area number (n)], B i is the frequency biasing parameters, R i is the regulation parameters of the governor speed, ACE i is the area control errors, P Li is the demand changes in load, f i is the frequency deviation of the system, T gi is the time constant of the speed governor, T ti is the time constants of the steam turbine, K psi and T psi are the gains and time constants of the power system and T i−n is the synchronizing coefficient of tie-line. The nominal values of the parameters of the studied systems are given in Appendix.
III. PROPOSED CONTROLLER STRUCTURE
Under this heading, presentation of the FHODFC with the subtitles fractional order operator, fractional and integer order HOD designs and FHODFC scheme is given.
A. FRACTIONAL ORDER OPERATOR
With the recent developments in fractional calculus, researches have begun to use fractional operators in many fields of science. Especially in control engineering, more accurate system modeling or design of control systems with increased robustness and applicability are rendered possible by using fractional order operators. Fractional order operators based on integral and differentiator actions provide better design flexibility compared to integer order ones [44] .
The main operator in fractional calculus is t 0 D α t f where t 0 and t f is the time range of the calculation, and α is the 
There are many approaches used for fractional order derivative and integral operator design. The main definitions are Riemann-Liouville, Grunwald-Letkinov, and Caputo methods [45] . Time-domain implementation of a fractional order operator requires complex mathematical calculations. To overcome this problem, approximation methods such as Oustaloup, Matsuda, continued fractional expansion, Carlson, and Chareff are preferred in many applications. Approximation methods converge a fractional order operator or transfer function with integer order operators or transfer functions in a desired frequency range. In this study, Oustaloup, a well-known approximation method, is employed [46] , [47] . Oustaloup method proposes a band pass filter design in a limited frequency range [w lfb , w ufb ], where w lfb and w ufb are the lower and upper frequency bounds, respectively. The approximated transfer function of s λ , (λ ∈ ) by an integer order transfer function with poles, zeros and gain are given below. In the above-given equations, w p k and w z k are the poles and zeros of the sequence k. The approximated transfer function has (2N+1) number of zeros and poles. In this study, we design an N = 5 th order Oustaloup method approximated transfer function in the frequency range of w ∈ 10 −3 , 10 3 rad/s.
B. FRACTIONAL HIGH ORDER DIFFERANTIAL FEEDBACK CONTROLLER
FHODFC is a fractional implementation of a classical HODFC introduced in [38] . Block diagram representation of a closed loop control system with FHODFC/HODFC is illustrated in Fig. 2 where r, y, e,ê, K , u, andũ demonstrate reference signal, measured output signal, error signal, error vector of fractional/integer differential expansion for FHODFC/HODFC, gain vector, control signal and filtered control signal, respectively. In this subsection, classical HOD design is firstly introduced. Afterwards, design of the FHOD is given and finally, FHOD based FHODFC scheme is described.
1) HIGH ORDER DIFFERANTIATOR DESIGN
In order to extract differential of a signal, especially error signal in a control system, HOD is defined by (n 0 ) order dynamic system equations given in (6) with (n + 1) order algebraic equation given in (7) where n 0 ≥ n + 1.
In the above-given equations, z i and a i for (1 ≤ i ≤ n 0 ) are the states and the parameters of HOD. y,ŷ andŷ (i) are the system output, estimated system output and estimated high order differentials of the system output, respectively. The value of the parameter a i is calculated by
where C represents the combination expansion and a 0 is a constant and it is recommended to select in the range of [5] , [30] as in [38] . It is important to indicate that HOD does not depend on system model and it has two parameters: n 0 and a 0 to implement. Also, an HOD is an asymptotically stable system and satisfy a higher accurate convergence to lim [38] .
It is also worth mentioning that undesired peaks and rapid oscillations are experienced in transient response of the HOD. So, a restraint function σ i (t) is recommended in [38] to solve this problem. The amended HOD equations are given below where ρ is a large positive constant.
2) FRACTIONAL HIGH ORDER DIFFERANTIATOR DESIGN
The fractional version of a traditional HOD system (FHOD) can be reconstructed by the following state equations.
where λ i ∈ (0, 1) , for 1 ≤ i ≤ n 0 is the fractional order of the i th state of FHOD. The fractional differential estimations can be obtained by the following equations.
. . , n (11) where a i and σ i (t) are the same constants given in classical HOD design and calculated by using (8) and (9), respectively. y,ŷ,andŷ (λ i ) are the system output, estimated system output and estimated fractional high order differentials of the system output, respectively. Block diagram representation of an FHOD is shown in Fig. 3 where y is the input of the FHOD,ŷ andŷ (λ i ) are the outputs of the designed FHOD system. Fig. 3 can be also used to demonstrate classical HOD schematic. The only difference is that λ i ∈ (0, 1) is assigned in FHOD design and λ i = 1 is considered for integer order HOD application for 1 ≤ i ≤ n 0 .
3) FRACTIONAL HIGH ORDER DIFFERENTIAL FEEDBACK CONTROLLER DESIGN
As shown in Fig. 2 , an FHODFC basically consists of an FHOD mechanism, gain vector K , and a low pass filter. It is noted that the reference and output signals and their differentials up to n th order should be available and continuous. Considering the definition given in [38] (Theorem 1), control signal u for a time-varying nonlinear control-affine system is defined by
where K = [K n , K n−1 , . . . , K 1 , 1] ∈ 1xn is used to convert polynomial to be a Hurwitz-polynomial andũ is the filtered control signal and satisfyinġ
where K f is a big positive constant [38] . Then, the transfer function of the filter is described as
In FHODFC design, the differential vector of error signal (ê) is calculated by FHOD system of which the input is the error signal. The error signal equals to difference between the system output (y) and reference signal (r). The error differential vector isê = ê (λ n ) ,ê (λn−1) , . . . ,ê (λ 1 ) T of which elements of this matrix is the estimated high order differentials of the error signal (e).
IV. OPTIMIZATION PROCESS A. OPTIMIZATION PROBLEM
Controller input signal of each power system area is the area control error (ACE) which defines imbalance situation between the generator and load demands and computed as
where B is frequency bias parameter of area-i, f i is frequency deviation of area-i, and P tie−i,j is tie-line power error between the area-i and the area-j. Controller designed for LFC problem should eliminate or reduce the frequency deviation and effect of the applied disturbance to the power system in order to operate in a safe and stable condition. The determination of the OF directly affects the system dynamic and it is as important as the performance of the optimization method. OF should satisfy designer criteria such as fast and non-oscillated system response with minimized overshoot and steady-state error. In LFC problem, many OFs are proposed as listed in Table 1 . Among them, ITAE criterion is highly popular since it provides reduced settling time and overshoot [14] , [31] . Therefore, ITAE is used as an OF to optimize HODFC/FHODFC by employing PSO algorithm in this study. Another reason of choosing ITAE as OF is that compared controllers available in the literature are also used ITAE criteria. ITEA expression is defined as in (16) where t final represents the simulation time.
The controller parameters to be optimized for HODFC are the elements of gain vector K and filter coefficient K f . Besides controller parameters, it is observed that filter gain has an impact on the system response that's why it is also optimized. Since, we design an n 0 = 5 th order HODFC and FHODFC, the gain vector K is defined as
. FHODFC has also 5 extra parameters to be optimized which are order of the differential blocks in fractional form as λ = [λ 1 , λ 2 , λ 3 , λ 4 , λ 5 ]. Since, the controller parameters are searched in a bounded search space, LFC problem is a constrained design problem which can be formulated as shown in (17) .
Minimize OF given in Eq.
B. PARTICLE SWARM OPTIMIZATION
PSO is one of the most popular meta-heuristic and iterative optimization algorithm inspired by swarm intelligence [48] . Due to its easy implementation and robust convergence rate to the optimal solution, PSO and its modified variations have gained attention and have been applied in many engineering applications [49] . In order to optimize an OF in a d-dimensional search space with PSO algorithm, particles of the population are randomly initialized at first by considering problem limits. Considered OF value is assigned as position vector x t+1 i of the particle which is updated iteratively by velocity vector v t+1 i until stopping criteria is satisfied. The velocity and the position equations of the algorithm are given below, respectively. v t+1
where t is the iteration number, i is the index of the particle, p best is the local best solution, g best is the global best solution, c 1 and c 2 are two constants called acceleration factors, r 1 and r 2 are uniformly random numbers, and w is the inertia weight which balances the global and local search. The above-mentioned PSO parameters: population size, c 1 , c 2 , r 1 , r 2 and w directly affect the algorithm performance. Generally, c 1 and c 2 are set to 2 and w is linearly decreasing from 0.9 to 0.4 depending on iteration number [50] .
The implementation steps of PSO algorithm adapted to the controller parameters tuning process are described as below.
1.
In the first step, initialization of the algorithm is done with random positions and velocities of particles. In addition, population size, iteration number, and upper and lower limits for controller parameters are defined.
The proposed objective function value (ITAE) of all
particles in population is evaluated. 
3.
The minimum objective function value is assigned as p best , and the best objective function value among the all p best is denoted as g best . 4. Velocity and position of the particles are updated by using (18) and (19), respectively. 5. If the stopping criteria is satisfied, go to following step.
Otherwise, go to step 2 and repeat the optimization procedure. 6. The latest obtained g best providing optimum controller parameters is the minimum OF value for the controller.
V. SIMULATION RESULTS AND DISCUSSION
In order to show the effectiveness of the proposed HODFC and FHODFC, different type power systems are considered for LFC problem. Both transient and steady state characteristics of time-domain and robustness analyses are discussed.
In addition, performance of the both controllers are compared to recently published studies consisting of optimized classical PID controllers and its different variations [3] , [6] , [8] , [10] , [26] , [28] , [29] . The transfer function models of the studied power systems are developed in Matlab/Simulink 2018b platform with variable step and ode23tb solver. The codes of PSO algorithm with ITAE objective function computations are performed in (m.file). The number of iteration and runs of the algorithm are considered as 50 and 10, respectively. The parameters of amended FHODFC and HODFC are selected as n 0 = 5, a 0 = 8, and ρ = 100 by considering [38] in which the same parameters are also used. The upper and lower bounds of the fractional orders λ i n 0 =5 i=1 of the FHODFC are in the range of λ i ∈ (0, 1). The gain vector K with 5 gain variables K i n 0 =5 i=1 is considered for upper and lower bounds of K = [K 1 (0, 30), K 2 (0, 10), K 3 (0, 2), K 4 (0, 1), K 5 (0, 1)] for both of the FHODFC and HODFC. And finally, gain of the low pass filter K f shown in Fig. 2 and described in (14) is searched in the range of K f ∈ (0, 10). Therefore, the optimization process involves tuning of 11 different variables (Gain vector K parameters, filter coefficient K f and fractional orders λ) for FHODFC and 6 different variables (Gain vector K parameters and filter coefficient K f ) for HODFC.
A. FIRST TEST SYSTEM WITH 10% SLP IN AREA-1
The studied first test system in this paper is a two-area interconnected non-reheat thermal power system without nonlinearity as shown in Fig. 1 . The power system is considered with 10% (0.1 pu) step load perturbation (SLP) in area-1. The runs of the optimization algorithm for both HODFC and FHODFC are given in Fig. 4 where the best convergence graph with OF value and iteration number is shown.
The minimum objective function value for HODFC is attained as 0.0048 at the 23 rd iteration of the 3 rd trial. The optimized gain K parameters and filter coefficient K f for HODFC are K = [15.19, 3.434, 0.312, 6.571e −4 , 4.083e −5 ] and K f = 4.3606, respectively.
The minimum objective function value for FHODFC is obtained as 0.0027 at the 28 th iteration of the 10 th trial. The optimized gain K parameters and filter coefficient K f , and fractional orders of the integrators λ for FHODFC are K = [25.06, 6.283, 1.97, 1.135e −5 , 6.786e −4 ], K f = 4.992, and λ = [0.685, 0.996, 2.31e −4 , 0.772, 0.849] respectively.
To show the effectiveness of the proposed controller, obtained results are compared to some recently reported soft computing techniques in 2018 and 2019 of which the numerical values of the ITAE, overshoot, undershoot, and settling time are given in Table 2 .
It is reported in [26] that proposed controller type COA: PI λ DF provides lower ITAE and settling time values than DSA: PIDF, LUS-TLBO: PIDF, NSGA-II: PIDF, DSA: PID, GWO: PID, TLBO: PID, DE: PID, FA: PID, TLBO: PI, hBFO-PSO: PI, PSO: PI, BFO: PI, and GA: PI controllers. On the other hand, ITAE value of the FHODFC is nearly 30 times smaller than ITAE value of COA: PI λ DF in [26] . As it is tabulated in Table 2 that The ITAE value with optimized FHODFC is improved by 43.75% (optimized HODFC), 96.91% (COA: PI λ DF), and 97.83% (HSCOA: PID). Also, FHODFC provides the smallest settling time and undershoot values of both are so important in a power system. Whereas, FHODFC and HODFC have overshoots within the band of 0.1%. Furthermore, ITAE and settling time values of the proposed controllers are compared to some control methods reported in the literature consisting of meta-heuristically optimized fuzzy tuned controllers given in Table 3 . It is evident from Table 3 that FHODFC provides the smallest objective function ITAE value and settling time The dynamics responses of the PSO optimized HODFC and FHODFC, COA tuned PI λ DF controller and HSCOA tuned PID controller with 10% of SLP in area-1 are comparatively depicted in Fig. 5 . It is clearly shown from Fig. 5 , Table 2 and 3 that HODFC and FHODFC have a faster response to settle down stable value than compared controller 
B. SENSITIVITY ANALYSIS of FIRST TEST SYSTEM
Changing load conditions and system parameters in a specified value range is a typical application to test robustness of the control system. The designed controller should handle loading variations and system uncertainties to sustain the frequency and tie-line power deviations in a desired level. In order to show robustness performance of the proposed controller FHODFC with optimized gains, the first test system with 10% SLP in area-1 is considered by varying loading conditions and system parameters such as B, R, T g , T t , and T 12 in the range of ±50% from the nominal values given in Appendix A. The change in loading condition is applied to just area-1 and system parameter variations are considered for both area-1 and area-2.
The ITAE, settling time and undershoot values of f 1 , f 2 , and P tie for the first test system under loading and system parameters uncertainty is given in Table 4 . It is observed from Table 4 that the applied variations on ITAE, settling time and undershoot can be easily suppressed by the PSO: FHODFC. Also for further sensitivity analysis, f 1 , f 2 , and P tie deviations of the system response with T g variations are depicted in Fig. 6 . It is concluded from the Fig. 6 that proposed PSO: HODFC structure shows a robust performance against varying SLP in area-1 and system parameters uncertainty for both area-1 and 2.
C. FIRST TEST SYSTEM WITH 10% SLP IN AREA-1 AND 20% SLP IN AREA-2
In order to examine further performance of the proposed HODFC and FHODFC, both of 10% SLP for area-1 and 20% SLP for area-2 are considered simultaneously for the first test system with the same controller and nominal system parameters. The graphical illustrations of the frequency and power deviations are given in Fig. 7 and also, ITAE and settling time values are listed in Table 5 . It is clear from Fig. 7 and Table 5 that the proposed FHODFC structure ensures lesser undershoot and faster suppression of the oscillations seen in dynamic response of area frequencies and tie-line power. Finally, it can be concluded that designed controller can handle the change in size and location of SLP with a robust performance and outperforms PSO based HODFC and COA tuned PI λ DF controller. 
D. FIRST TEST SYSTEM WITH GOVERNOR DEAD BAND NONLINEARITY
To investigate more realistic performance of the proposed controller for LFC problem, the effect of the governor dead band (GDB) nonlinearity is considered in this subtitle.
GDB nonlinearity is applied to the first test system model with 1% SLP in area-1 of which system parameters are given in Appendix B. GDB consideration implies that a sudden change in input signal cannot be reached to output without delay. Generally, application of GDB results more deviation in frequency and tie-line power signals with poor dynamic system performance. The transfer function approach of the GDB is discussed in [6] in detail and the expression of the speed governor with dead band is defined as below.
The minimum objective function value for HODFC is obtained as 0.01807. The optimized gain K parameters and filter coefficient K f for HODFC are K = [0.84, 0.54, 0.159, 3.96e −4 , 7.19e −5 ], and K f = 2.8371, respectively.
The optimized objective function value for FHODFC is 0.01268. The optimized gain K parameters, filter coefficient K f , and fractional orders of the integrators λ for FHODFC are obtained as K = [0.575, 0.679, 0.37, 3.06e −4 , 4.28e −4 ], K f = 5.0021, and λ = [0.665, 0.711, 0.69, 0.895, 0.858], respectively. Transient response performance of the PSO tuned FHODFC and HODFC are compared to CPSO tuned PI and hBFOA-PSO: PI controllers in Fig. 8 . Also, settling time, undershoot and overshoot values are listed in Table 6 . It is evident from the Fig. 8 and Table 6 that frequency and tie-line power deviations are relatively small with proposed controllers. In addition, a significant improvement in settling time and undershoot values are provided by FHODFC under considered scenario.
E. FIRST TEST SYSTEM WITH GENERATION RATE CONSTRAINT
GRC is one of the main physical limitations that should be considered for LFC studies. Generally, GRC is used to increase realistic behavior by limiting power output of the generation unit. The non-liner model of the GRC shown in Fig. 9 replaces the linear turbine model in the first test system. The ±5% limit for GRC is considered for both of the power areas with a 0.05pu SLP applied to area-1 for this problem [3] .
Nominal system parameters are given in Appendix A. Dynamic responses of the PSO tuned FHODFC and HODFC are compared to QOHS tuned PID controller [3] in Fig. 10 . Also, settling time and ITAE values are listed in Table 7 . The same optimized parameters are used for both of the power areas with FHODFC and HODFC. However, two group of different optimized parameters are employed in [3] for two area power system. It is clear from the Fig. 10 and Table 7 that frequency and tie-line power deviations are relatively small with FHODFC. In addition, a significant improvement in settling time are ensured by FHODFC under considered scenario.
F. SECOND TEST SYSTEM WITH AC AND AC/DC PARALLEL TIE LINES
In the second test system, a two-area multi-source power plant interconnected with AC (first scenario) and AC-DC (second scenario) parallel tie lines is investigated to observe the performance of the proposed FHODC and HODFC under increased reality and complexity. Each area of the second test system consists of three different type generation units: re-heat thermal, hydro and gas. The linearized model of the power system under study is depicted in Fig. 11 . The nominal system parameters are available in Appendix C. The same optimization process applied to first test system is also done for the second test system.
For the first scenario, optimized gains of the HODFC and FHODFC for power system with AC tie line under 1% SLP in area-1 is tabulated in Table 8 . It is important to note that only one group of optimized parameters of FHODFC/HODFC is used for each power source and power areas. Whereas, compared studies utilize identical optimization process of the controller for each generation unit [8] , [29] .
Dynamic responses of PSO tuned FHODFC and HODFC compared to LUS-TLBO and DE optimized PID controllers are shown in Fig. 12 . ITAE values and settling times of the system responses are presented in Table 9 . Obtained results confirm that although initial oscillations are seen for a short time with proposed controllers, they provide the minimum In this section for the second scenario, performances of the proposed controllers are observed for the second test system consisting of AC-DC parallel tie lines with 1% SLP in area-1 and 2% SLP in area-2. Only two FHODFC/HODFC are employed for two areas with three power generation units as shown in Fig. 9 .
The same controller parameters given in Table 8 is also used for considered system. The dynamic responses of the proposed controllers with compared studies are shown in Fig. 13 . Settling time and ITAE values of f 1 , f 2 , and P tie are listed in Table 10 . The obtained results show the effectiveness of the proposed controllers with the same controller parameters used for just AC tie line.
In order to perform additional analysis of the proposed controllers designed for the second test system, a random load pattern (RLP) is considered for two cases of which are AC and AC-DC parallel tie lines. RLP is shown in Fig. 14 (a) and the dynamic responses of the controllers with and without DC link are given in Fig 14 (b,c) for FHODFC and in Fig. 14 (d,e ) for HODFC. Proposed controllers provide enhanced system stability in both cases. Also, the positive effect of the DC link is clearly seen from the figures in terms of minimized peak and fluctuations of the frequency and tie-line power deviations.
VI. CONCLUSION
In this study, for the first time in literature, HODFC and its developed structure FHODFC are designed and applied to load frequency control of a two-area single-source and multi-source power systems under different scenarios such as AC/AC-DC parallel tie lines, different loading conditions, variations in system parameters and nonlinearities. In controller design process, PSO algorithm is employed to find the minimum value of ITAE which is commonly preferred in reported studies in literature for LFC problem. The simulation results show that proposed FHODFC and HODFC provide a significant improvement in terms of settling time, undershoot, and objective function value compared to optimally tuned fractional, fuzzy based and classical PI/PID controllers [3] , [6] , [8] , [10] , [26] , [28] , [29] . In addition, flexibility advantageous of the fractional order used in design of FHODFC is clearly seen from the figures and tables over the classical HODFC. Moreover, robustness test of the proposed FHODFC is analyzed and it can be inferred that FHODFC performs satisfactorily in case of uncertainty in the system model and thus desirable dynamic stability is achieved. In addition, it is worthy of note that in the compared studies, identical optimization process of the proposed controllers is considered for each power areas and sources which increase the complexity of the optimization process. Contrarily, for FHODFC and HODFC, the same optimized parameters are used for both of the power areas and sources.
