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Abstract
Consider a group of nodes aiming to solve a resource allocation problem cooperatively and distributedly. Specifically, each
node has access to its own local cost function and local network resource, and the goal is to minimize the sum of the local
cost functions subject to a global network resource constraint. The communication among the nodes occurs at discrete-time
steps and the communication topology is described by a strongly connected and weight-balanced digraph that may be time-
varying. We propose a continuous-time algorithm that solves this problem. Particularly, a novel passivity-based perspective
of the proposed algorithmic dynamic at each individual node is provided, which enables us to analyze the convergence of the
overall distributed algorithm over time-varying digraphs. To exempt from the difficult-to-satisfy assumption of continuous-time
communication among nodes, we also develop an asynchronous distributed event-triggered scheme building on the passivity-
based notion. Additionally, a synchronous periodic communication strategy is also derived through analyzing the passivity
degradation over sampling of the distributed dynamic at each node.
Key words: Resource Allocation, Input Feed-forward Passive, Distributed Convex Optimization, Sampling, Event-trigger.
1 Introduction
An important distributed optimization problem is
one in which each node has access to a convex local cost
function, and all the nodes collectively seek to minimize
the sum of all the local cost functions. Some applications
in which such a problem arises are resource allocation
(Yi et al. (2016), Yun et al. (2019)), statistical machine
learning (Lee et al. (2018), Tsianos et al. (2012)), source
localization (Zhang et al. (2015)).
Most optimization algorithms reported in the liter-
ature are implemented in discrete-time with diminish-
ing step size (see, Zhu & Mart´ınez (2011), Nedic´ & Ol-
shevsky (2014) and the references therein). However, as
pointed out by Wang & Elia (2011), discrete-time algo-
rithms may be insufficient for some applications includ-
ing collectively optimizing social, biological and natural
systems. Continuous-time setting is also desirable for de-
signing control input for multiple physical agents such
as robots (Zhao et al. (2017)). Besides, the continuous-
time models for optimization can overcome the limita-
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tion of diminishing step-size in discrete-time algorithms
and as a result, advanced control techniques can be used
to analyze convergence rate and performance for the al-
gorithm (Wang & Elia (2011)). Some recent works (Lu
& Tang (2012), Gharesifard & Corte´s (2013), Kia et al.
(2015), Yi et al. (2016), Zhu et al. (2018)) have intro-
duced continuous-time solvers, which can be analyzed
using control-theoretic tools. For continuous-time algo-
rithms, it is generally assumed that information of in-
dividual node is transmitted continuously through the
network. However, this assumption inevitably leads to
inefficient implementation in terms of network conges-
tion, communication bandwidth, energy consumption
and processor usage (Nowzari & Corte´s (2016)), and
most practical communication protocols transmit and
receive at discrete times. It is, thus, of interest to design
continuous-time algorithms perform in which nodes can
transmit and receive data only at discrete-time steps.
In this work, we consider the problem of distributed
resource allocation over a dynamic network under
discrete-time communication. Specifically, each node
has access to its own local cost function and local net-
work resource, and the goal is to minimize the sum of the
local cost functions subject to a global network resource
constraint. The communication topology is described by
a strongly connected and weight-balanced digraph that
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may be time-varying. We propose a continuous-time
algorithm that solves this problem based on the tool
of passivity. Closest papers which have also exploited
the notion of passivity to address the distributed op-
timization problem are Tang et al. (2016), Hatanaka
et al. (2018). The results in these mentioned works are
limited to a fixed undirected connected communica-
tion graph. Our work provides a novel passivity-based
perspective of the proposed algorithmic dynamic at
each individual node, which enables us to analyze the
convergence of the overall distributed algorithm over
time-varying digraphs. To exempt from the impractical
assumption of continuous-time communication among
nodes, we also develop an asynchronous distributed
event-triggered scheme building on the passivity-based
notion. Additionally, a synchronous periodic commu-
nication strategy is also derived through analyzing the
passivity degradation over sampling of the distributed
dynamic at each node. Related works on event-based
communication mechanisms for continuous-time algo-
rithms include Wan & Lemmon (2009) which proposes
an event-triggered mechanism for sensor network, and
Kia et al. (2015), Liu et al. (2016), Li et al. (2018),
Wu et al. (2018) that have studied the event-triggered
broadcasting strategy for solving the distributed convex
optimization. Kia et al. (2015) provides also a peri-
odic communication scheme. It has been noted that
all the abovementioned works are build on a common
assumption that the communication graph is fixed and
connected.
The rest of this paper is organized as follows. Sec-
tion 2 introduces some preliminaries and states the prob-
lem formulation. Section 3 presents the main results.
Specifically, Section 3.1 reformulates the problem into
a constrained distributed convex optimization problem.
Section 3.2 proposes a continuous-time algorithm, and
by providing a novel passivity-based perspective of the
proposed algorithm, a distributed condition is provided
for its convergence over time-varying digraphs. Both
distributed event-driven and periodic communication
schemes based on the passivity-based notion is pre-
sented in Section 3.3. The main results are illustrated
by an example in Section IV. Some final remarks and
future works are described in Section V.
2 Preliminaries and Problem Formulation
In this section, we first introduce our notation, some
concepts of convex functions and graph theory followed
by a passivity-related definition. Then, the problem to
be addressed in this work is formulated.
Notation LetR andN denote the set of of real num-
bers and nonnegative integers, respectively. The iden-
tity matrix with size m is denoted by Im. For symmet-
ric matrices A and B, the notation A ≥ B (A > B)
denotes A − B is positive semidefinite (positive defi-
nite). diag(ai) is the diagonal matrix with ai being the
i-th diagonal entry. 0m and 1m denote all zero and one
vectors with size m× 1. For column vectors v1, . . . , vm,
col(v1, . . . , vm) = (v
T
1 , . . . , v
T
m)
T . |λ| denotes the Eu-
clidean norm of vector λ. Given a positive semidefinite
matrix A ∈ RN×N , σ2(A) and σN (A) denote the small-
est positive and the largest eigenvalue of A, respectively.
For a twice differentiable function f(x), its gradient and
Hessian are denoted by∇f(x) and∇2f(x), respectively.
The Kronecker product is denoted by ⊗.
Convex function A differentiable function
f : RN → R over a convex set X ∈ RN is strictly convex
if and only if (∇f(x)−∇f(y))T (x− y) > 0,∀x, y ∈ X ,
and it is µ-strongly convex if and only if (∇f(x) −
∇f(y))T (x − y) ≥ µ|x − y|,∀x, y ∈ X , if and only if
f(y) ≥ f(x) +∇f(x)T (y − x) + µ2 |y − x|2,∀x, y ∈ X . A
function g : RN → RN over a set X is l-Lipschitz if and
only if |g(x)− g(y)| ≤ l|x− y|,∀x, y ∈ X .
Algebraic graph theory A digraph is a pair
G = (I, E) where I = 1, . . . , N is the node set and
E ⊆ I ×I is the edge set. An edge (i, j) ∈ E means that
node j can send information to node i, and i is called
the out-neighbor of j while j is called the in-neighbor
of i. A digraph is strongly connected if for every pair
of nodes there exists a directed path connecting them.
A time-varying graph G(t) is uniformly jointly strongly
connected if there exists a constant T > 0 such that
for any tk, the union ∪t∈[tk,tk+T ]G(t) is strongly con-
nected. A weighted digraph is a triple G = (I, E , A)
whereA ∈ RN×N is a weighted adjacency matrix defined
as A = [aij ] with aii = 0, aij > 0 if (i, j) ∈ E and aij =
0, otherwise. The weighted in-degree and out-degree of
node i are diin =
∑N
j=1 aij and d
i
out =
∑N
j=1 aji, re-
spectively. A digraph is said to be weight-balanced if
diin = d
i
out,∀i ∈ I. The Laplacian matrix of G is defined
as L = Din −A where Din = diag(diin).
Input feedforward passive Consider the follow-
ing nonlinear system:
H :
{
s˙ = f(s, u)
y = h(s, u),
where s ∈ S ⊂ Rn,u ∈ U ⊂ Rm and y ∈ Y ⊂ Rm are
the state, input and output variables, respectively, and
S,U, Y are the state, input and output spaces, respec-
tively.
Definition 1 (Bao & Lee (2007)) System H is Input
Feedforward Passive (IFP) if there exists a nonnegative
real function V (s) : S → R+, called the storage function,
such that for all t1 ≥ t0 ≥ 0, initial condition s0 ∈ S and
u ∈ U ,
V (s(t1))− V (s(t0)) ≤
∫ t1
t0
uT y − νuTudt (1)
for some ν ∈ R, denoted as IFP(ν).
If the storage function V (s) is differentiable, the
inequality (1) is equivalent to
V˙ (s) ≤ uT y − νuTu. (2)
As it can be seen from the above definition, a pos-
2
itive value of ν means that the system has an excess of
passivity while a negative value of ν means the system
lacks passivity. The index ν can be taken as a measure-
ment to quantify how passive a dynamic system is. This
concept will play a crucial role in the subsequent results.
Problem formulation Consider a network of N
nodes interacting with each other over a time-varying
weight-balanced and uniformly jointly strongly con-
nected graph G(t). Each node i has a local cost function
fi(xi) : Rm → R where xi ∈ Rm is the local decision
variable. We make the following assumption about the
cost function.
Assumption 2 Each fi, i ∈ I is twice differentiable
with ∇2fi(xi) > 0 and its gradient ∇fi(xi) is li-
Lipschitz.
The sum of fi(xi) is considered as the global cost func-
tion. The objective is to design a continuous-time dis-
tributed algorithm such that the following problem
min
x1,...,xN
N∑
i=1
fi(xi)
s.t.
N∑
i=1
xi =
N∑
i=1
di
(3)
is solved by each node using only its own information
and exchanged information from its neighbors under
discrete-time communication. In fact, this problem can
be used to formulate many practical applications such
as network utility maximization and economic dispatch
in power systems.
Under Assumption 2, fi is strictly convex and
|∇fi(xi)−∇fi(yi)| ≤ li|xi − yi|. (4)
Thus, its Hessian satisfies
0 < ∇2fi(xi) ≤ liI, ∀i ∈ I. (5)
Let us denote x = col(x1, . . . , xN ). It can be ob-
served that problem (3) is feasible and has a unique op-
timal point x∗.
3 Main Results
3.1 The Lagrange dual problem
In this subsection, we show that the resource allo-
cation problem (3) can be equivalently converted into a
general distributed convex optimization.
Let us define a set of new variable λi ∈ Rn, i ∈
I, and denote the set of range(∇fi) as Λi. It can be
derived from Minty et al. (1964) that Λi is a convex set.
Under Assumption 2, we have that the inverse function
of ∇fi(·) exists and is differentiable, denoted as hi(·),
and further define
gi(λi) , fi(hi(λi)) + λTi (di − hi(λi)) (6)
when λi ∈ Λi.
Lemma 3 Problem (3) can be equivalently solved by the
following convex optimization
min
λi∈Λi,∀i∈I
J(λ) =
N∑
i=1
Ji(λi)
s.t. λi = λj ,∀i, j ∈ I
(7)
with Ji(λi) = −gi(λi) and ∇Ji(λi) = hi(λi)− di. More-
over, Ji(λi) is twice differentiable and
1
li
-strongly convex
in the domain Λi, i.e.,
1
li
≤ ∇2Ji(λi),∀λi ∈ Λi.
Proof. The Lagrangian for the optimization problem
(3) is given by
L(x, λ) =
N∑
i=1
fi(xi) + λ
T
(
N∑
i=1
di −
N∑
i=1
xi
)
(8)
where λ ∈ Rn is the Lagrange multiplier. Based on the
optimality condition, we have that x∗ is the optimal so-
lution of (3) if and only if there exists λ∗ ∈ Rn such that
N∑
i=1
x∗i =
N∑
i=1
di,∇fi(x∗i )− λ∗ = 0,∀i ∈ I. (9)
The Lagrange dual function g : Rn → R associated
with problem (3) is represented as
g(λ) = inf
x
L(x, λ)
= inf
x
[
N∑
i=1
fi(xi) + λ
T
(
N∑
i=1
di −
N∑
i=1
xi
)]
=
N∑
i=1
inf
xi
[
fi(xi) + λ
T (di − xi)
]
where the last equality holds based on the dis-
tributed nature of problem (3). Let us denote g¯i(λi) ,
inf
xi
[
fi(xi) + λ
T
i (di − xi)
]
, and it follows that the La-
grange dual problem associated with (3) has the follow-
ing form
max
λi∈Rn,∀i∈I
N∑
i=1
g¯i(λi)
s.t. λ1 = · · · = λN .
(10)
To obtain the analytic form of g¯i(λi), let us first dif-
ferentiate fi(xi) +λ
T
i (di − xi) with respect to xi, which
yields the minimizer xˆi obtained from
∇fi(xˆi) = λi (11)
if λi ∈ Λi. It is clear from (9) that the optimal solution
λ∗ to (10) satisfies λ∗ ∈ Λ1 ∩ · · · ∩ ΛN . Then, a more
explicit equivalent problem to (10) can be written as
max
λ1∈Λ1,··· ,λN∈ΛN
N∑
i=1
gi(λi)
s.t. λ1 = · · · = λN .
(12)
where gi is defined in (6).
Next, it can be observed that the gradient of gi is
given by ∇gi(λi) = di − hi(λi). By replacing ∇fi(xi) =
λi,∇fi(yi) = λ′i and xi = hi(λi), yi = hi(λ
′
i) in (4),
one has |λi − λ′i| ≤ li|hi(λi) − hi(λ
′
i)|. It follows from
3
Mean Value Theorem that the Jacobian matrix of hi(λi)
satisfies 1li I ≤
∂hi(λi)
∂λi
. Now, it can be concluded that
−gi(λi) : Λi → R is a 1li -strongly convex function. Thus,
the dual problem (12) has a unique optimal solution λ∗.
By letting Ji(λi) = −gi(λi), Lemma 3 is proved. 
Due to the strong duality, the primal optimal solu-
tion x∗ is a minimizer of L(x, λ∗) defined in (8). This
fact enables us to recover the primal solution x∗ from the
dual optimal solution λ∗. Specifically, since fi is strictly
convex, the function L(x, λ∗) is strictly convex in x, and
therefore has a unique minimizer which is identical to
x∗. Moreover, since L(x, λ∗) is separable according to
(8), we can recover x∗i from (11), i.e., x
∗
i = hi(λ
∗).
Based on Lemma 3, we then aim at designing an
continuous-time algorithm to address problem (7). For
simplicity, we will abuse the notation by using λ as λ =
col(λ1, . . . , λN ) hereafter.
3.2 IFP-based Distributed Algorithm Design
In this subsection, a continuous-time distributed al-
gorithm which possesses the IFP property at each indi-
vidual node i is provided to solve (7).
For i ∈ I and with constant scalars α, β > 0, let us
consider the following continous-time algorithm
λ˙i = −α(hi(λi)− di)− γi
γ˙i = −ui
ui = β
∑N
i=1 aij(t)(λj − λi)
(13)
where λi, γi ∈ Rm are the local states variables and
ui ∈ Rm is the local input. α > 0 is a predefined constant
and β > 0 is the coupling gain to be designed. A(t) =
[aij(t)]N×N is the adjacency matrix of the graph G(t).
Let . . . , λN ), γ = col(γ1, . . . γN ), d = col(d1, . . . , dN )
and h(λ) = col(h1(λ1), . . . , hN (λN )). The algorithm
(13) can be rewritten in a compact form as
λ˙ = −α (h(λ)− d)− γ
γ˙ = βL(t)λ
(14)
where L(t) = L(t) ⊗ Im with L(t) being the Laplacian
matrix of the graph G(t).
Lemma 4 For each i ∈ I, if the initial condition λi(0)
satisfies λi(0) ∈ Λi, then λi(t) ∈ Λi,∀t > 0.
Proof. When n = 1, λi is a scalar, and ∇fi(xi) is a
monotonically increasing function since fi(xi) is strictly
convex. Suppose Λi = (a, b) with a, b ∈ R. Since xi ∈ R
is unbounded, it can be observed that hi(λi) → ∞ as
λi → b and hi(λi)→ −∞ as λi → a. Therefore, the first
equation of (13) serves as a barrier function keeping λi(t)
within the set Λi. The same argument can be applied
to the case with n > 1 by treating each element in the
vector λi separately. 
The above lemma states that the set Λi is a posi-
tively invariant set of λi. In the rest of this work, we as-
sume that λi(0) ∈ Λi for all i ∈ I. This can be trivially
satisfied by letting λi(0) = ∇fi(xi(0)).
In the following, we will first show in Lemma 5 that
the optimal solution of (7) coincides with the equilibrium
point of algorithm (13). Then we provide a passivity-
based perspective for the error dynamic in each individ-
ual node in Theorem 6, based on which the convergence
of algorithm (13) is shown in Theorem 8.
Lemma 5 Under Assumption 2, the equilibrium point
(λ∗, γ∗) of the system (13) with the initial condition∑N
i=1 γi(0) = 0 is unique and λ
∗ is the optimal solution
of problem (7).
Proof. Suppose (λ∗, γ∗) is the equilibrium of system
(13) and
∑N
i=1 γi(0) = 0. It follows that
λ˙∗ = −α (h(λ∗)− d)− γ∗ = 0
γ˙∗ = βL(t)λ∗ = 0
. (15)
Since (1N ⊗ Im)T L(t) = 0TNm, we have (1N ⊗ Im)T γ˙ =
β (1N ⊗ Im)T L(t)λ = 0, which gives
∑N
i=1 γ˙i =
0. Hence, it can be observed that
∑N
i=1 γi(t) =∑N
i=1 γi(0) = 0m for any t ≥ 0. Next, let us multiply
(1N ⊗ Im)T from the left of the λ˙∗, and obtain that
(1N ⊗ Im)T λ˙∗
= −α (1N ⊗ Im)T (h(λ∗)− d)−
∑N
i=1 γ
∗
i = 0,
which indicates that
∇J(λ∗) =
N∑
i=1
∇Ji(λ∗i ) =
N∑
i=1
(hi(λ
∗
i )− di) = 0.
Moreover, since the graph G(t) is uniformly jointly
strongly connected, γ˙∗ = βL(t)λ∗ = 0 implies that
λ∗1 = . . . = λ
∗
N . Under Assumption 2, problem (7) has a
unique solution, which coincides with λ∗ based on the
optimality condition (Ruszczyn´ski (2006)). 
Before proceeding to show in Theorem 8 that the
algorithm converges, let us investigate the IFP property
of the error dynamic in each individual node. Denote
∆λi = λi − λ∗i and ∆γi = γi − γ∗i . Comparing (13) and
(15) yields the individual error system shown as
Ψi :

∆λ˙i = −α (hi(λi)− hi(λ∗i ))−∆γi
∆γ˙i = −ui
ui = β
∑N
j=1 aij(t)(∆λj −∆λi).
(16)
By taking ui and ∆λi as the input and output of the error
system Ψi, the following theorem shows that each error
system Ψi is IFP with the proof provided in Appendix.
Theorem 6 Suppose Assumption 2 holds. Then, the
system Ψi is IFP(νi) from ui to ∆λi with νi ≥ − l
2
i
α2 .
Remark 7 It is shown in the above theorem that for
the nonlinear system (16) resulting from general strongly
convex objective function Ji(λi) is IFP from ui to ∆λi.
Moreover, the IFP index is lower bounded by − l2iα2 , which
means that the system (16) can have the IFP index ar-
bitrarily close to 0 (i.e, passivity) if the coefficient α can
take arbitrarily large value. However, it might be imprac-
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tical to choose an infinitely large α due to the potential
numerical error or larger computing costs when solving
the ordinary differential equation (14) numerically. In
view of this, in order to achieve larger IFP index, we can
choose α as the largest positive number allowed by the er-
ror tolerance error level of the available computing plat-
form. It is worth mentioning that similar algorithm with
(13) has been shown in Kia et al. (2015). The contribu-
tion of Theorem 6 is to provide a novel passivity-based
perspective of the proposed algorithm, and this perspec-
tive will lead to fruitful results in the remainder of this
section.
The next theorem provides a condition to design the
coupling gain β under which the algorithm (13) will con-
verge to the optimal solution of problem (7).
Theorem 8 Under Assumption 2, suppose the coupling
gain β satisfies
0 < β <
α2σ2
(
L(t) + L(t)T
)
2σN (L(t)T diag (l2i )L(t))
, (17)
where σ2 and σN is the smallest positive and the largest
eigenvalue respectively. Then the algorithm (13) with any
initial condition with
∑N
i=1 γi(0) = 0 will converge to the
optimal solution of (7).
Proof. The proof is stated in Appendix. 
Remark 9 Lemma 5 states that the equilibrium point of
the continuous-time algorithm (13) under the initial con-
straint
∑N
i=1 γ(0) = 0 is identical to the optimal solution
of the distributed optimization problem (7) while Theo-
rem 8 states that the algorithm (13) will converge to such
an equilibrium point if the coefficients α and β are chosen
to satisfy (17). As discussed in Section 3.1, the optimal
solution x∗i of the original resource allocation problem
(3) can be recovered from (11), i.e., x∗i = hi(λ
∗). In this
view, the distributed algorithm in (13) utilizes only local
interaction with exchanging λi instead of the real deci-
sion variable xi to achieve the optimal collective goal.
It should be mentioned that the condition proposed in
Theorem 8 maybe difficult to be examined in a time-
varying graph. Nevertheless, the following distributed
conditions can be obtained based on Theorem 8.
Corollary 10 Under Assumption 2, the algorithm (13)
with any initial condition with
∑N
i=1 γi(0) = 0 will con-
verge to the optimal solution of (7) if the coupling gain
β satisfies either of the following condition:
0 < β <
α2σ2
(
L(t) + L(t)T
)
2l2i σN (L(t)L(t)
T )
,∀i ∈ I,∀t > 0 (18)
or,
0 < β <
α2
2l2i d
i
in(t)
,∀i ∈ I,∀t > 0 (19)
where diin(t) denotes the in-degree of the i-th node.
Proof. The proof is stated in Appendix. 
Remark 11 (Design of parameter β) In order to imple-
ment the algorithm (13), the parameter β needs to be de-
signed. The second condition proposed in the above corol-
lary provides a distributed strategy to design β. A heuris-
tic solution is to let each node compute the maximum β
according to (19) and search the minimum of β among
them by communicating among neighboring nodes. Re-
peat this procedure when a smaller β is updated (a larger
diin(t) is detected) at any node due to the graph variation.
3.3 Discrete-time Communication
Continuous-time communication among the nodes
is required in the distributed algorithm proposed in Sec-
tion 3.2 whereas a digital network with limited channel
capacity generally allows communication only at discrete
instants. Moreover, the communication cost is far larger
than the computation cost in real applications like sen-
sor networks (Wan & Lemmon (2009)). To separate the
communication and the computation, we will investigate
in this subsection the distributed algorithm design un-
der discrete-time communication by exploiting the IFP
property stated in Theorem 6.
3.3.1 Distributed Event-Driven Communication
Let us start with an event-driven communication
strategy. Reconsider the algorithm as shown in (13) by
incorporating an event-driven communication mecha-
nism, i.e.,
λ˙i = −α(hi(λi)− di)− γi
γ˙i = −ui
ui = β
∑N
i=1 aij(t)(λˆj − λˆi)
(20)
where λˆi, i ∈ I denotes the last known state of node i
that has been transmitted to its neighbors.
The following theorem presents a triggering condi-
tion for each node to update its output while the con-
vergence to the global optimal solution is ensured.
Theorem 12 Under Assumption 2 and consider the al-
gorithm (20). If α, β are designed such that (19) holds,
i.e.,
βl2i d
i
in(t)
α2
<
1
2
,∀i ∈ I,∀t > 0 (21)
and the triggering instant for node i, i ∈ I to transmit
its current information of λi is chosen whenever the fol-
lowing condition is satisfied
|ei(t)| ≥
ci
(
1
2 − βl
2
i d
i
in(t)
α2
)∑N
j=1 aij(t)
∣∣∣λˆj − λˆi∣∣∣2∣∣∣∑Nj=1 aij(t)(λˆj − λˆi)∣∣∣ (22)
where ei(t) = λi(t)− λˆi(t) and ci ∈ (0, 1), then the algo-
rithm (20) with any initial condition with
∑N
i=1 γi(0) = 0
will converge to the optimal solution of (7).
Proof. The proof is stated in Appendix. 
Remark 13 Under the event triggering condition (22),
each node broadcasts its current state λi to its out-
neighbors when a local error signal exceeds a threshold
depending on its own cost function and the last received
state of λj from its in-neighbors. It should be noted that
the triggering condition (22) will inevitably cause Zeno
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behavior when the set ∆λˆi, i ∈ I get small enough. To
avoid this, one can implement the following triggering
condition instead,
|ei(t)| ≥
max
 ci
(
1
2−
βl2
i
di
in
(t)
α2
)∑N
j=1
aij(t)|λˆj−λˆi|2∣∣∑N
j=1
aij(t)(λˆj−λˆi)
∣∣ , ζ

with a small constant ζ > 0 where ζ is an predefined
error. It can be inferred that only practical consensus of
λi, i ∈ I can be reached, and a smaller ζ will result in a
more accurate solution.
3.3.2 Periodic Communication
Under the event-driven communication strategy
proposed above, it is difficult to obtain a common
positive lower bound of inter-event time due to the
asynchronization of communication among nodes. By
considering a synchronized sampling based scheme, we
proceed to investigate the convergence of algorithm (13)
with periodic communication .
Fig. 1. Sampled continuous distributed algorithm.
As depicted in Figure 1, let us consider the algo-
rithm with sampling at each output of individual node,
λ˙i = −α(hi(λi)− di)− γi
γ˙i = −ui
u¯i = β
∑N
i=1 aij(t)(λ¯j − λ¯i)
(23)
where the output λ¯i is obtained by sampling the
continuous-time output λi, while the input ui depending
on the sampled λ¯i,∀i ∈ Ni is applied to the continuous-
time system through a zero order holder. In particular,
let the sampling period be denoted as Ts, and then for
all k ∈ N,
λ¯i(k) = λi(kTs),
ui(t) = u¯i(k),∀t ∈ [kTs, (k + 1)Ts).
(24)
Since the communication is carried out in periodic
discrete-time instants, we need to make the following ad-
ditional assumption for the uniformly jointly connected
graph. Denote the time sequence k = {0, Ts, 2Ts, . . .}.
Assumption 14 The time-varying graph G(k) is uni-
formly jointly strongly connected, i.e., there exists a
bounded integer D such that G(k)∪G(k+1)∪· · ·∪G(k+
D − 1) is strongly connected for any k ∈ N.
With ∆λ¯i = λ¯i−λ∗i where λ∗i is defined in (15), the
error dynamic of subsystem i is
Ψ¯i :

∆λ˙i = −α (hi(λi)− hi(λ∗))−∆γi
∆γ˙i = −ui
u¯i = β
∑N
j=1 aij(∆λ¯j −∆λ¯i).
(25)
In the following, we first analyze and approximate
the bound of the sampling error ∆λi−∆λ¯i with respect
to the input u¯i in Lemma 15&16. Based on these results,
Theorem 17 characterizes the passivity degradation over
sampling of the error dynamic at eat node, and the con-
vergence of the algorithm (23) is stated in Corollary 18.
For notational simplicity, let us denote zi = ∆λ˙i.
Lemma 15 Suppose Assumption 2 holds. Let (ρ∗i , ξ
∗
i ) be
the optimal solution of the following SDP
min
ξi>0
ρi
s.t.
(
2α
li
ξi − 1 −ξi
−ξi ρi
)
≥ 0.
(26)
Then, under the dynamic Ψ¯i, it holds that for all ui ∈ Rm,
dξ∗i |zi|2
dt
≤ ρ∗i |ui|2 − |zi|2. (27)
Proof. The derivative of zi yields that
z˙i = −α∂hi(λi)
∂λi
zi −∆γ˙i = −α∂hi(λi)
∂λi
zi + ui
and it leads to
dξ∗i |zi|2
dt
= 2ξ∗i z
T
i
(
−α∂hi(λi)
∂λi
zi + ui
)
.
By replacing (ρi, ξi) with (ρ
∗
i , ξ
∗
i ) in the constraint
of (26), one has (
2α
li
ξ∗i − 1 −ξ∗i
−ξ∗i ρ∗i
)
≥ 0,
which follows that(
zi
ui
)T ((
2α
li
ξ∗i − 1 −ξ∗i
−ξ∗i ρ∗i
)
⊗ Im
)(
zi
ui
)
≥ 0,∀zi, ui.
Since 1li I ≤
∂hi(λi)
∂λi
under Assumption 2, we further ob-
tain that for all zi, ui ∈ Rm(
zi
ui
)T ((
2ξ∗i α
∂hi(λi)
∂λi
− 1 −ξ∗i
−ξ∗i ρ∗i
)
⊗ Im
)(
zi
ui
)
≥ 0,
which is equivalent to
dξ∗i |zi|2
dt ≤ ρ∗i |ui|2 − |zi|2. 
From the above lemma, it can be seen by the inte-
gration of (27) over t ∈ [kTs, (k + 1)Ts] that
ξ∗i |zi(k + 1)Ts)|2 − ξ∗i |zi(kTs)|2
≤ ρ∗i
∫ (k+1)Ts
kTs
|ui(t)|2dt−
∫ (k+1)Ts
kTs
|zi(t)|2dt
(28)
It can be seen from the form of (27) or (28) that ρ∗i
provides the upper bound of the L2 gain for the map-
ping ui → zi since the specific form of storage function,
ξ∗i |zi|2, is considered. By exploiting more general form of
storage function, a smaller ρ∗i can be derived, which may
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result in smaller IFP index lower bound in Theorem 17.
Here, we use the result (26) and (27) for simplicity.
Lemma 16 Under Assumption 2, for all k ∈ N, the
following inequality holds∫ (k+1)Ts
kTs
|∆λi(t)−∆λ¯i(k)|2dt ≤ T 2s ·(
Tsρ
∗
i |u¯i(k)|2 + ξ∗i
(|zi(kTs)|2 − |zi((k + 1)Ts)|2))
(29)
Proof. First, let us observe that for all t ∈ [kTs, (k +
1)Ts),∀k ∈ N,∣∣∣∣∫ t
kTs
∆λ˙i(s)ds
∣∣∣∣2 ≤
∣∣∣∣∣
∫ (k+1)Ts
kTs
∣∣∣∆λ˙i(s)∣∣∣ ds
∣∣∣∣∣
2
≤ Ts
∫ (k+1)Ts
kTs
∣∣∣∆λ˙i(s)∣∣∣2 ds (30)
where the second inequality holds based on Cauchy-
Schwarz inequality.
Next, it follows from (28) and (30) that∫ (k+1)Ts
kTs
|∆λi(t)−∆λ¯i(k)|2dt
=
∫ (k+1)Ts
kTs
| ∫ t
kTs
∆λ˙i(s)ds|2dt
≤ ∫ (k+1)Ts
kTs
(
Ts
∫ (k+1)Ts
kTs
∣∣∣∆λ˙i(s)∣∣∣2 ds) dt
= T 2s
∫ (k+1)Ts
kTs
∣∣∣∆λ˙i(s)∣∣∣2 ds
≤ T 2s ρ∗i
∫ (k+1)Ts
kTs
|ui(s)|2ds+ T 2s ξ∗i ·(|zi(kTs)|2 − |zi((k + 1)Ts)|2) .
Based on the relationship between ui(t) and u¯i(k) shown
in (24), the inequality (29) can be therefore obtained.
Theorem 17 Under Assumption 2, the sampled system
Ψ¯i is IFP(ν¯i) from u¯i to ∆λ¯i with ν¯i ≥ −
(
l2i
α2 + Ts
√
ρ∗i
)
where Ts is the sampling period and ρ
∗
i is defined in
Lemma 15.
Proof. The proof is stated in Appendix. 
Theorem 17 shows that the lower bound of the IFP
index, ν, decreases from − l2iα2 to − l
2
i
α2 − Ts
√
ρ∗i over
the sampling. This passivity ”degradation” is caused by
sampling error, which depends on the sampling period
Ts. Based on this new IFP index bound, a revised dis-
tributed condition for convergence of the algorithm (23)
is provided as follows.
Corollary 18 Under Assumption 2 & 14, the algorithm
(23) under periodic communication with any initial con-
dition with
∑N
i=1 γi(0) = 0 will converge to the optimal
solution of (7) if the following condition is satisfied for
all t ≥ 0:
0 < β <
1
2
(
l2
i
α2 + Ts
√
ρ∗i
)
diin(t)
,∀i ∈ I. (31)
Proof. This condition can be derived based on similar
argument in the proofs of Theorem 8 and Corollary 10,
and the discrete-time LaSalle invariance principle (Mei
& Bullo 2017). 
As shown in the above corollary, when α and β are
fixed and satisfy the condition (19). The smaller β is,
the larger sampling period Ts is acceptable. Indeed, with
fixed α and β, the sampling period Ts can also be deter-
mined in a distributed way by a similar heuristic solution
described in Remark 11.
4 Simulation
In this section, a numerical example is provided to
illustrate the previous results.
Consider the resource allocation problem (3) with
N = 5, and
f1(x1) =
1
2x
2
1 + 3x1 + 1 f2(x2) =
1
4 (x2 + 2)
2,
f3(x3) =
1
2x
2
3 − x3 f4(x4) = ln(e2x4 + 1)
f5(x5) = ln(e
2x5 + e−0.2x5),
and d1 = d2 = d3 = 1, d4 = d5 = 2. Suppose the com-
munication graph G(t) is time varying, which alternates
every 1s between G1 and G2 shown in Fig. 2. It can be ob-
served that the switching graph G(t) is weight-balanced
and uniformly jointly strongly connected, and Assump-
tion 2 holds with l1 = l3 = l4 = 1, l2 = 0.5, l5 = 0.16.
Fig. 2. The switching communication graph G(t)
We solve the centralized convex problem (3) us-
ing Yalmip, and obtain the optimal solution x∗1 =−1.066, x∗2 = −1.866, x∗3 = 2.934, x∗4 = 1.687, x∗5 =
1.578. The goal is to design a continuous-time dis-
tributed algorithm to equivalently solve the optimiza-
tion problem (3) under discrete-time communication.
To start with, we recast the above problem into (7)
based on Section 3.1. It can be obtained that ∆Ji(λi) =
hi(λi)− di with
h1(λ1) = λ1 − 3 h2(λ2) = 2λ2 − 2
h3(λ3) = λ3 + 1 h4(λ4) =
1
2 ln
λ4
2−λ4
h5(λ5) =
5
11 ln
5λ5+1
10−5λ5 .
Based on the relation of xi and λi in (11), it can be
verified that the optimal solution to problem (7) is λ∗ =
1.934.
In the following simulations, we fix α = 1, and
fix γi(0) = 0,∀i ∈ I to satisfy the initial condition∑N
i=1 γi(0) = 0. To examine the effectiveness of the dis-
tributed algorithms amounts to checking whether the
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trajectories of λi(t), i ∈ I converge to the value λ∗ =
1.934.
Let us first implement the distributed algorithm
(13) under continuous communication. By the condition
(19) in Corollary 10, one has that the algorithm (14) will
converge with 0 < β < 0.342. Under randomly gener-
ated initial value of xi(0), the trajectories of λi(t), i ∈ I
are shown in Figure 3 with different value of β. Although
condition (19) is only sufficient, it is shown in Figure 3
that the convergence is no longer ensured when β takes
some larger value.
Fig. 3. Trajectory of λi(t) under continuous communication
Next, we implement the algorithm (20) under event-
driven communication. We use the event-trigger condi-
tion described in Remark 13 with ζ = 10−2 for each
node i to update its transmitted λi. With β = 0.15, the
trajectories of λi(t), i ∈ I and the triggering instants for
each node i are shown in Figure 4.
Fig. 4. Trajectory of λi(t) under event-driven communication
In the end, let us explore the distributed algorithm
(23) under periodic communication. To this end, we first
solve the SDP in (26), and obtain ρ∗i . Then, by exploiting
the condition (31), we have that the algorithm (23) will
converge with 0 < β < 12.93+2.42Ts . If we let β = 0.15,
then the condition yields that Ts < 1.544. In this ex-
ample, we let Ts = 0.5, 1.5 and it is obvious that As-
sumption 14 holds. The trajectories of λi(t) are shown
in Figure 5.
5 Conclusion
We have introduced the IFP-based continuous-time
algorithm for distributed optimization of a sum of convex
Fig. 5. Trajectory of λi(t) under periodic communication
functions subject to linear constraints over time-varying
balanced digraphs. We have shown that, based on the
IFP property of the algorithm, both event-triggered and
periodic communication protocols can be derived.
Future works will consider the resource allocation
problem with local inequality constraints in real applica-
tions, and initialization-free operations which are more
applicable for decentralized design.
A Proof of Theorem 6
Proof. Based on Lemma 4, the trajectory of λi(t)
satisfies λi(t) ∈ Λi for all t > 0. Since the Jacobian of
hi(λi) satisfies
1
li
I ≤ ∂hi(λi)∂λi , it follows from Mean Value
Theorem that hi(λi)−hi(λ∗i ) = Bλi (λi − λ∗i ) whereBλi
is a symmetric λi-dependent matrix defined as Bλi =∫ 1
0
∂hi
∂λi
(λi+ t(λi−λ∗i ))dt and 1li ≤ B(λi). Therefore, the
system (16) can be rewritten as
∆λ˙i = −αBλi∆λi −∆γi
∆γ˙i = −ui
ui = β
∑N
j=1 aij(t)(∆λj −∆λi).
Consider the storage function
Vi =
ηi
2 |∆λ˙i|2 −∆λTi ∆γi + α(Ji(λ∗i )− Ji(λi)
+ (hi(λ
∗)− di)T ∆λi)
(A.1)
where ηi is chosen to satisfy ηi >
li
α .
First, let us verify the positive definiteness of Vi.
It can be observed that ηi2 |∆λ˙i|2 = ηi2 |αBλi∆λi +
∆γi|2, and the strong convexity of Ji(λi) provides that
Ji(λ
∗
i )− Ji(λi) ≥ − (hi(λi)− di)T ∆λi +
1
2li
|∆λi|2,
which follows that the last term in the storage function
Vi (A.1) satisfies
α
(
Ji(λ
∗
i )− Ji(λi) + (hi(λ∗i )− di)T ∆λi
)
≥ α
(
− (hi(λi)− hi(λ∗i ))T ∆λi + 12li |∆λi|2
)
= ∆λTi
(
−αBλi + α2li I
)
∆λi.
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It can be derived that
Vi ≥ ηi2 |αBλi∆λi + ∆γi|2 −∆λTi ∆γi
+( α2li I − αBλi)|∆λi|2
=
(
∆λi
∆γi
)T (
α2ηi
2 B
2
λi
− αBλi + α2li I ∗
αηi
2 Bλi − 12I ηi2 I
)
︸ ︷︷ ︸
W
(
∆λi
∆γi
)
.
(A.2)
Since ηi2 I > 0 , ηi >
li
α and
α2ηi
2 B
2
λi
− αBλi + α2li I −(
αηi
2 Bλi − 12I
) (
ηi
2 I
)−1 (αηi
2 Bλi − 12I
)
= − 12ηi + α2li >
0, it can be concluded based on Schur Complement
Lemma that W > 0. Therefore, it can be claimed that
Vi ≥ 0 and Vi = 0 if and only if (λi, γi) = (λ∗i , γ∗i ).
The next step is to show that with the defined stor-
age function Vi, the system Ψi is IFP(νi) from ui to ∆λi.
Let us observe that
ηi
2 · d|∆λ˙i|
2
dt = ηi∆λ˙
T
i
(
−αdhi(λi)dt −∆γ˙i
)
= ηi∆λ˙
T
i
(
−α∂hi(λi)∂λi ∆λ˙i + ui
)
≤ −ηiαli |∆λ˙i|2 + ηi∆λ˙Ti ui,
and
d(−∆λTi ∆γi)
dt
= −∆λ˙Ti ∆γi + ∆λTi ui.
Recall that ∇Ji(λi) = hi(λi)− di, and it follows
α ·
d
(
Ji(λ
∗
i )− Ji(λi) + (hi(λ∗i )− di)T ∆λi
)
dt
= α (−∇Ji(λi) + (hi(λ∗i )− di))T ∆λ˙i
=− (αBλi∆λi)T ∆λ˙i.
By combining the above equations, one has that
V˙i =
ηi
2
· d|∆λ˙i|
2
dt
+
d(−∆λTi ∆γi)
dt
+
α ·
d
(
Ji(λ
∗
i )− Ji(λi) + (hi(λ∗i )− di)T ∆λi
)
dt
≤−ηiα
li
|∆λ˙i|2 + ηi∆λ˙Ti ui + ∆λTi ui
− (αB(λi)∆λi + ∆γi)T ∆λ˙i
=
(
−ηiα
li
+ 1
)
|∆λ˙i|2 + ηi∆λ˙Ti ui + ∆λTi ui (A.3)
with −ηiαli + 1 < 0. Since(
−ηiα
li
+ 1
)
|∆λ˙i|2 + ηi∆λ˙Ti ui ≤
η2i
4
(
ηiα
li
− 1
)uTi ui,
it follows that
V˙i ≤ ∆λTi ui +
η2i
4
(
ηiα
li
− 1
)uTi ui.
Finally, let us prove νi ≥ − l
2
i
α2 . To this end, consider the
following optimization problem
min
ηi>
li
α
η2i
4
(
ηiα
li
− 1
) ,
and it can be verified that the optimal solution is given
by η∗i =
2li
α and the corresponding minimum value of
the above objective function is
l2i
α2 .
Thus, it can be summarized that V˙i ≤ ∆λTi ui +
l2i
α2u
T
i ui, which completes the proof. 
B Proof of Theorem 8
Proof. Recall the storage function defined in (A.1)
for individual system, and consider the Lyapunov func-
tion V =
∑N
i=1 Vi for the overall distributed algorithm.
Denote u = col(u1, . . . , uN ), ∆λ = col(∆λ1, . . . ,∆λN ),
and it follows from (16) that u = −β (L(t)⊗ Im) ∆λ.
Based on the result in Theorem 6, one has
V˙ ≤∑Ni=1 ∆λTi ui + l2iα2uTi ui
= −β∆λT (L(t)⊗ Im) ∆λ+ β2∆λT
(
L(t)T ⊗ Im
)×(
diag
(
l2i
α2
)
⊗ Im
)
(L(t)⊗ Im) ∆λ
= ∆λT (M ⊗ Im) ∆λ
with
M = −β
2
(
L(t) + L(t)T
)
+β2
(
L(t)Tdiag
(
l2i
α2
)
L(t)
)
.
Since a weight-balanced digraph G is strongly con-
nected if and only if it is weakly connected (Lemma 1 in
Chopra & Spong (2006)), any weight-balanced digraph
amounts to the union of a set of strongly connected bal-
anced graphs. For a strongly connected balanced graph,
it is apparent that its Laplacian L has the same null
space with LT , which is span{1N}. Then, for a weight-
balanced digraph, its Laplacian L and LT have the same
null space. Therefore, Null(L(t) + L(t)T ) is the same
with Null(L(t)Tdiag
(
l2i
)
L(t)) at any time t. Besides,
since G(t) is weight-balanced for all t, it can be easily ver-
ified that L(t) + L(t)T ≥ 0 and L(t)Tdiag (l2i )L(t) ≥ 0.
Since the above two matrices are both positive semi-
definite and have the same null space, it can be implied
from the min-max theorem that if the condition in (17)
holds, then
α2
(
L(t) + L(t)T
) ≥ 2β (L(t)Tdiag (l2i )L(t)) . (B.1)
Thus, it can be concluded that M ≤ 0, which leads to
V˙ ≤ 0. Note that at any time t, M has the same null
space withL(t)’s, so V˙ (t) = 0 only if the nodes belonging
to the same strongly connected subgraph reach output
consensus. According to LaSalle’s Invaraince Principle,
the trajectory ∆λ tends to the largest invariant set of
{∆λ|V˙ (t) = 0}. Moreover, since the graph G(t) is uni-
formly jointly strongly connected, one has that ∆λ will
converge to the set {∆λ|∆λ1 = . . . = ∆λN}.
Next, let us show that V˙ = 0 ⇒ ∆λ˙1 = . . . =
∆λ˙N = 0. Since the inequality in (17) is strict, it follows
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that there exists a small enough scalar  > 0 such that
0 < β <
α2σ2(L(t) + L(t)
T )
2σN (L(t)Tdiag ((l2i + ))L(t))
. (B.2)
By substituting ηi with η
∗
i =
2li
α in (A.3), we have that
there exists ε > 0 such that
V˙i ≤ −|∆λ˙i|2 + 2liα ∆λ˙Ti ui + ∆λTi ui
≤ −ε|∆λ˙i|2 +
(
l2i
α2 + 
)
uTi ui + ∆λ
T
i ui.
(B.3)
Hence, by similar argument before, it follows that
V˙ ≤ ∆λT
(
Mˆ ⊗ Im
)
∆λ −∑Ni=1 ε|∆λ˙i|2 where Mˆ =
−β2
(
L(t) + L(t)T
)
+ β2
(
L(t)Tdiag
((
l2i
α2 + 
))
L(t)
)
and Mˆ ≤ 0. As a consequence, it can be concluded that
V˙ ≤ 0 and V˙ = 0 only if ∆λ˙1 = . . . = ∆λ˙N = 0.
Because of the LaSalle’s Invaraince Principle, we
have that ∆λ˙ → 0 and ∆λ → 1N ⊗ s for some s ∈ Rm
as t → ∞. Furthermore, by (16), one has ∆γ˙ → 0 as
t → ∞. Thus, the states λ, γ under the algorithm (13)
will converge to an equilibrium point. With the initial
condition
∑N
i=1 γi(0) = 0, it follows from Lemma 5 that
the algorithm (13) will converge to the optimal solution
of the problem (7). 
C Proof of Corollary 10
Proof. The first condition can be directly ob-
tained from (17). Let us prove the second condition.
Define a vector variable x = [x1, . . . , xN ]
T ∈ RN
and it can be observed that xT (L(t) + L(t)T )x(t) =
2
∑N
i=1 xi
∑N
j=1 aij(t)(xi−xj) =
∑N
i=1
∑N
j=1 aij(t)(xi−
xj)
2 where the second equality follows from the balance
of the graph G(t). Suppose the condition (19) holds, i.e.,
α2 > 2β2l2i d
i
in(t) for all i ∈ I. Then, one has
α2xT (L(t) + L(t)T )x(t) = α2
N∑
i=1
N∑
j=1
αij(t)(xi − xj)2
≥ 2β
N∑
i=1
l2i d
i
in(t)
N∑
j=1
αij(t)(xi − xj)2.
Since diin(t) =
∑N
j=1 aij(t), it follows from Cauchy-
Schwartz inequality that diin(t)
∑N
j=1 αij(t)(xi− xj)2 ≥(∑N
j=1 αij(t)(xi − xj)
)2
. This yields that
N∑
i=1
l2i d
i
in(t)
N∑
j=1
αij(t)(xi − xj)2
≥
N∑
i=1
l2i
 N∑
j=1
αij(t)(xi − xj)
2
= xT
(
L(t)Tdiag(l2i )L(t)
)
x(t).
Hence, we have for all x ∈ RN , α2xT (L(t)+L(t)T )x(t) ≥
2βxT
(
L(t)Tdiag(l2i )L(t)
)
x(t), which is equivalent to
(B.1). Following the same reasoning after (B.1) will
complete the proof. 
D Proof of Theorem 12
Proof. First, let us consider the equilibrium point
of (20) with initial condition satisfying
∑N
i=1 γi(0) = 0
and the triggering condition (22), whose compact form
is represented as
λ˙∗ = −α(h(λ∗)− d)− γ∗ = 0
γ˙∗ = βL(t)λˆ∗ = 0.
(D.1)
By similar reasoning in Lemma 5, it is ready to see
that
∑N
i=1 γi(t) = 0 for any t > 0 and ∇J(λ∗) = 0.
Besides, γ˙∗ = βL(t)λˆ∗ = 0 leads to λˆ∗i = λˆ
∗
j ,∀i, j ∈ I.
Due to the triggering condition (22), we have
∣∣∣λ∗i − λˆ∗i ∣∣∣ =
0, indicating λ∗ = λˆ∗ and λ∗i = λ
∗
j ,∀i, j ∈ I. Under
Assumption 2, the equilibrium (λ∗, γ∗) is unique with
λ∗ being the optimal solution of (7).
Then, the error dynamics in each individual subsys-
tem is obtained by comparing (20) and (D.1) as
Ψˆi :

∆λ˙i = −α (hi(λi)− hi(λ∗))−∆γi
∆γ˙i = −ui
ui = β
∑N
j=1 aij(t)(∆λˆj −∆λˆi)
with ∆λˆi = λˆi − λ∗i . Since the dynamic from input ui
to output ∆λi is the same with that in (16), it follows
from Theorem 6 that
V˙i ≤ ∆λTi ui +
l2i
α2
uTi ui,∀i ∈ I
with Vi defined in (A.1). Consider the Lyapunov function
V =
∑N
i=1 Vi, and its derivative yields
V˙ ≤
N∑
i=1
∆λTi ui +
l2i
α2u
T
i ui
=
N∑
i=1
β∆λTi N∑
j=1
aij(t)
(
∆λˆj −∆λˆi
)+ N∑
i=1
β2l2i
α2
∣∣∣∣∣∣
N∑
j=1
αij(t)
(
∆λˆj −∆λˆi
)∣∣∣∣∣∣
2
=
N∑
i=1
β (∆λˆi + ei)T N∑
j=1
αij(t)
(
∆λˆj −∆λˆi
)+
N∑
i=1
β2l2i
α2
∣∣∣∣∣∣
N∑
j=1
αij(t)
(
∆λˆj −∆λˆi
)∣∣∣∣∣∣
2
= β
N∑
i=1
 N∑
j=1
eTi aij(t)
(
∆λˆj −∆λˆi
)
+
N∑
j=1
aij(t)∆λˆ
T
i ∆λˆj
−
N∑
j=1
aij(t)∆λˆ
T
i ∆λˆi +
βl2i
α2
∣∣∣∣∣∣
N∑
j=1
aij(t)
(
∆λˆj −∆λˆi
)∣∣∣∣∣∣
2

where the second equality holds since ei = λi − λˆi =
10
∆λi −∆λˆi. It can be observed that∑N
j=1 e
T
i αij(t)
(
∆λˆj −∆λˆi
)
≤ |ei|
∣∣∣∑Nj=1 αij(t)(∆λˆj −∆λˆi)∣∣∣
and
N∑
i=1
N∑
j=1
αij(t)∆λˆ
T
i ∆λˆj −
N∑
i=1
N∑
j=1
αij(t)∆λˆ
T
i ∆λˆi
= − 12
N∑
i=1
N∑
j=1
αij(t)
(
∆λˆTi ∆λˆi − 2∆λˆTi ∆λˆj + λˆTj ∆λˆj
)
= − 12
N∑
i=1
N∑
j=1
αij(t)
∣∣∣∆λˆj −∆λˆi∣∣∣2
where the first equality holds because the graph G(t) is
balanced. Moreover, by Cauchy–Schwarz inequality, one
has ∣∣∣∑Nj=1 αij(t)(∆λˆj −∆λˆi)∣∣∣2
≤ diin(t)
∑N
j=1 αij(t)
∣∣∣∆λˆj −∆λˆi∣∣∣2 .
Hence, it can be further obtained that
V˙ ≤ β∑Ni=1 (|ei| ∣∣∣∑Nj=1 αij(t)(∆λˆj −∆λˆi)∣∣∣−
1
2
∑N
j=1 αij(t)
∣∣∣∆λˆj −∆λˆi∣∣∣2 + βl2i diin(t)α2 ·∑N
j=1 αij(t)
∣∣∣∆λˆj −∆λˆi∣∣∣2)
= β
∑N
i=1
(
|ei|
∣∣∣∑Nj=1 αij(t)(∆λˆj −∆λˆi)∣∣∣ −(
1
2 − βl
2
i d
i
in(t)
α2
)∑N
j=1 αij(t)
∣∣∣∆λˆj −∆λˆi∣∣∣2) .
Since the conditions (21)-(22) hold and λ∗i = λ
∗
j ,∀i, j ∈I, one has
V˙ ≤
N∑
i=1
β(ci − 1)
(
1
2
− βl
2
i d
i
in(t)
α2
) N∑
j=1
αij(t)
∣∣∣∆λˆj −∆λˆi∣∣∣2
which follows that V˙ ≤ 0. Note that since the
time-varying graph is uniformly jointly strongly con-
nected, the largest invariant set of {∆λˆ|V˙ = 0} is
V˙ = 0 ⇒ ∆λˆ1 = . . . = ∆λˆN . Therefore, according
to the LaSalle’s Invaraince Principle, we have that
∆λˆi−∆λˆj → 0,∀i, j ∈ I as t→∞. Then, it can be indi-
cated from (22) that limt→∞ ei = limt→∞∆λi −∆λˆi =
0, and hence, limt→∞∆λi = limt→∞∆λi,∀i, j ∈ I. It
follows from (20) that limt→∞ γ˙ = 0.
Next, since the inequalities of (21) and ci < 1 are
strict, by following (B.3) with similar argument after it
in the proof of Theorem 8, it can be proved that V˙ =
0⇒ ∆λ˙1 = . . . = ∆λ˙N = 0.
Based on the result that limt→∞∆λ˙ = 0, limt→∞ γ˙ =
0, and limt→∞∆λ = 1N ⊗ s for some s ∈ Rm, it can be
concluded that the states λ and γ under the algorithm
(20) with the triggering condition (22) will converge to
an equilibrium point (λ∗, γ∗), and λ∗ is identical to the
optimal solution of (7) if the initial condition satisfies∑N
i=1 γi(0) = 0. 
E Proof of Theorem 17
Proof. Let us consider a revised storage function
V¯i =
1
Ts
(
Vi + κ|zi|2
)
with Vi defined in (A.1) and the
coefficient κ > 0 will be decided later. The positive defi-
niteness of V¯i can be easily verified since Vi is positive def-
inite according to the proof of Theorem 6 and κ|zi|2 ≥ 0.
Consider the difference of V¯i between two consecu-
tive sampling instants, kTs and (k+ 1)Ts for any k ∈ N,
we have∫ (k+1)Ts
kTs
˙¯Vidt = V¯i((k + 1)Ts)− V¯i(kTs) =
1
Ts
(∫ (k+1)Ts
kTs
V˙idt+ κ|zi((k + 1)Ts)|2 − κ|zi(kTs)|2
)
It is proved by Theorem 6 that V˙i ≤ ∆λTi ui + l
2
i
α2u
T
i ui.
By expressing ∆λi(t) as ∆λ¯i(k) +
(
∆λi(t)−∆λ¯i(k)
)
,
one has∫ (k+1)Ts
kTs
V˙idt
≤ ∫ (k+1)Ts
kTs
∆λ¯i(k)
Tuidt+
∫ (k+1)Ts
kTs(
∆λi(t)−∆λ¯i(k)
)T
uidt+
l2i
α2
∫ (k+1)Ts
kTs
uTi uidt
≤ Ts∆λ¯i(k)T u¯i(k) + Ts l
2
i
α2 |u¯i(k)|2 +
∫ (k+1)Ts
kTs(
1
2θ |∆λi(t)−∆λ¯i(k)|2 + θ2 |u¯i(k)|2
)
dt
where θ can be any positive scalar, and the second in-
equality holds since ui(t) is set to be a piecewise signal
due to the zero order holder (24). Lemma 16 provides∫ (k+1)Ts
kTs
|∆λi(t)−∆λ¯i(k)|2dt
≤ T 3s ρ∗i |u¯i|2 + T 2s ξ∗i
(|zi(kTs)|2 − |zi((k + 1)Ts)|2)
which follows that∫ (k+1)Ts
kTs
V˙idt
≤ Ts∆λ¯i(k)T u¯i(k) + Tsl
2
i
α2 |u¯i(k)|2 +
(
Tsθ
2 +
T 3s ρ
∗
i
2θ
)
·
|u¯i(k)|2 + T
2
s ξ
∗
i
2θ
(|zi(kTs)|2 − |zi((k + 1)Ts)|2) .
By selecting θ to minimize the value of
(
Tsθ
2 +
T 3s ρ
∗
i
2θ
)
, it
can be easily obtained that
θ∗ = Ts
√
ρ∗i and min
(
Tsθ
2
+
T 3s ρ
∗
i
2θ
)
= T 2s
√
ρ∗i
Now, let us choose θ = Ts
√
ρ∗i and κ =
Tsξ
∗
i
2
√
ρ∗
i
. It follows
that
V¯i((k + 1)Ts)− V¯i(kTs)
= 1Ts
(∫ (k+1)Ts
kTs
V˙idt+ κ|zi((k + 1)Ts)|2 − κ|zi(kTs)|2
)
≤ ∆λ¯i(k)T u¯i(k) +
(
l2i
α2 + Ts
√
ρ∗i
)
|u¯i(k)|2.
Thus, it can be observed that the sampled system
Ψ¯i is IFP(ν¯i) from u¯i to ∆λ¯i with IFP index ν¯i ≥
−
(
l2i
α2 + Ts
√
ρ∗i
)
. 
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