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Résumé
Les ombres sont un élément important pour la compréhension d’une scène. Grâce à elles, il est pos-
sible de résoudre des situations autrement ambigües, notamment concernant les mouvements, ou en-
core les positions relatives des objets de la scène. Il y a principalement deux types d’ombres : des
ombres dures, aux limites très nettes, qui résultent souvent de lumières ponctuelles ou directionnelles ;
et des ombres douces, plus floues, qui contribuent à l’atmosphère et à la qualité visuelle de la scène.
Les ombres douces résultent de grandes sources de lumière, comme des cartes environnementales, et
sont difficiles à échantillonner efficacement en temps réel. Lorsque l’interactivité est prioritaire sur la
qualité, des méthodes d’approximation peuvent être utilisées pour améliorer le rendu d’une scène à
moindre coût en temps de calcul.
Nous calculons interactivement les ombres douces résultant de sources de lumière environnemen-
tales, pour des scènes composées d’objets en mouvement et d’un champ de hauteurs dynamique.
Notre méthode enrichit la méthode d’exponentiation des harmoniques sphériques, jusque là limitée
aux bloqueurs sphériques, pour pouvoir traiter des champs de hauteurs. Nous ajoutons également
une représentation pour les BRDFs diffuses et glossy. Nous pouvons ainsi combiner les visibilités
et BRDFs dans un même espace, afin de calculer efficacement les ombres douces et les réflexions
de scènes complexes. Un algorithme hybride, qui associe les visibilités en espace écran et en espace
objet, permet de découpler la complexité des ombres de la complexité de la scène.
Mots clefs : harmoniques sphériques, fonction exponentielle d’harmoniques sphériques, trans-
fert de radiance pré-calculé, synthèse d’image
Abstract
Shadows provide important visual cues to a viewer about the relative positions of objects in a scene,
as well as certain properties of the lighting in an environment, such as orientation, size, and inten-
sity. The importance of shadows in visual simulations is even more striking when any element of an
environment, such as characters in a scene or the light sources themselves, are animated over time.
The simulation of so-called “hard” shadows from small point or directional light sources is a very
mature field in computer graphics, with many concrete and well-established solutions. On the other
hand, efficiently approximating the shadowing effects from larger “area” light sources, such as ceiling
lights or environment maps captured from the real world, remains an open problem. Indeed, in many
applications, the availability of a high-performance solution to this problem trumps the need for an
accurate solution.
Our work aims to solve the problem of approximating soft shadows interactively, in scenes where the
geometric elements and lighting are both allowed to be animated over time. We decompose dynamic
scene elements into deformable objects, approximated with a collection of non-deformable animated
spheres, and height field geometry. By leveraging a novel spherical harmonic basis-space exponen-
tiation formulation, we are able to very quickly accumulate the shadowing effects from these many
dynamic blockers, while also encoding their local reflectance behaviour in a similar reduced basis
representation.
Our proof-of-concept implementation uses a hybrid, multi-resolution image- and object-space vi-
sibility marching algorithm that decouples geometric complexity from radiometric complexity. We
demonstrate our method on several scenes with dynamic blockers and complex illumination.
Keywords : spherical harmonics, SH exponentiation, precomputed radiance transfer, image
rendering
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Chapitre 1
Introduction
En infographie, le rendu consiste à générer une image 2D, composée de pixels, à partir d’une scène
virtuelle. Cette scène contient une caméra virtuelle et des maillages représentant, entre autres, des
sources de lumière, des fluides ou des objets quelconques par exemple. Ces maillages eux-mêmse
ont certaines caractéristiques, comme une surface diffuse ou spéculaire, de la transparence, une cou-
leur, etc. De façon imagée, le rendu consiste donc à prendre une photo de la scène avec un "appareil
photo virtuel", où l’influence de la lumière va créer l’image finale. Une approche physique, proposée
par Kajiya [Kaj86], permet de simuler le transport de la lumière dans la scène virtuelle et d’estimer
la couleur résultante à chaque pixel. En pratique, les rayons de lumière, émis par des sources lumi-
neuses, vont réagir différemment selon les différents matériaux : un rayon rebondira sur un miroir
par exemple, ou sera réfracté par du verre. Tous ces effets d’inter-réflexion, de réfraction, d’ombre ou
encore de caustique, qui résultent des nombreux rebonds de la lumière, constituent ce qu’on appelle
l’éclairage global. La couleur du pixel résulte des chemins parcourus par tous les rayons aboutissant
à ce pixel. Cependant, la majorité des rayons n’atteint jamais l’image finale, et ils sont donc perdus.
Des ressources en mémoire et en temps sont gaspillées, d’où l’intérêt de partir du point de vue.
Dans ce mémoire, nous utilisons une méthode hybride en espace écran et en espace objet, qui consiste
à travailler à partir des pixels de l’image afin d’en déterminer la couleur. Nous nous concentrons sur
le rendu des ombres, qui donnent à l’observateur des indices essentiels à la compréhension de la
scène. Elles permettent de déterminer des influences des objets les uns sur les autres, et donnent des
précisions sur leurs mouvements, ou même leur distance, qui sont parfois difficiles à percevoir. Les
ombres douces, qui résultent de grandes sources de lumière comme des cartes environnementales,
améliorent la qualité visuelle de la scène. Cependant, les techniques classiques d’échantillonnage
sont trop longues dans un contexte dynamique pour traiter efficacement ces sources. La relation de
visibilité entre une grande source et un point de la scène n’a pas de forme analytique (sauf dans des
cas particuliers) et est longue à déterminer numériquement, alors que pour une source ponctuelle, un
seul rayon suffit pour déterminer s’il y a occlusion ou non. Pour une source englobant toute la scène,
la méthode du lancer de rayons est longue, d’autant plus qu’elle doit être exécutée à chaque point
de shading de chaque maillage. Toutefois, il est possible de réduire le coût en temps en reportant les
calculs dans une étape de pré-calcul, et en réutilisant le résultat lors de l’exécution.
Les techniques de pré-calcul du transfert de radiance (Precomputed Radiance Transfer, PRT) per-
mettent d’approximer les ombres et les réflexions d’une scène illuminée par une carte environnemen-
tale. Dans une base compacte, comme celle des harmoniques sphériques par exemple, ces techniques
projettent les propriétés des matériaux des objets, ainsi que les données de visibilité et d’éclairage,
pour pouvoir ensuite les combiner. Dans l’étape de pré-calcul, les visibilités et les fonctions de distri-
bution bidirectionnelle de réflectance (Bidirectionnal Reflectance Distribution Function, BRDF) sont
pré-combinées afin d’éviter le coût de ce calcul pendant l’exécution du programme. En particulier, la
visibilité est déterminée grâce au lancer de rayons, qui n’est pas une méthode viable dans un contexte
dynamique. Comme la visibilité est calculée à l’avance, il est nécessaire que les objets restent im-
mobiles ou que leurs mouvements soient connus à l’avance, dans ce dernier cas il faut pré-calculer
la visibilité pour chaque trame (frame) de l’animation. Ces données sont ensuite projetées dans une
base, et une convolution est faite avec la lumière afin d’obtenir le rendu final. En limitant les formes
possibles dans la scène, par exemple aux champs de hauteurs, des techniques spécifiques du calcul
de la visibilité peuvent être développées. Elles permettent d’estimer la fonction de visibilité en temps
réel et donc de considérer des objets dynamiques. Il faut alors combiner la visibilité et la BRDF à la
volée pendant l’exécution du programme, avant de pouvoir ajouter l’éclairage.
Cependant, l’utilisation d’une méthode spécifique pour chaque type d’objet peut être contraignante.
Certaines techniques peuvent nécessiter des processus et des environnements différents, voire incom-
patibles, d’où l’intérêt de développer une méthode capable d’unifier différents modèles. Nous nous
penchons ici sur le cas de scènes dynamiques, rendues interactivement, composées d’un champ de
hauteurs et de maillages quelconques. Notre travail étend la recherche effectuée sur l’ombrage de
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champs de hauteurs, et sur l’accumulation de bloqueurs en espace logarithmique des harmoniques
sphériques. Nous modifions les méthodes développées par Nowrouzezahrai et Snyder [SN08, NS09]
pour projeter la fonction de visibilité des champs de hauteurs dans le modèle de logarithme d’har-
moniques sphériques de Ren et al [RWS+06]. Nous conservons l’idée de Ren et al. d’approximer
des maillages quelconques par des bloqueurs sphériques afin de faciliter le calcul de leur visibi-
lité [RWS+06]. Nous créons également un modèle pour les BRDFs diffuse et de Phong en loga-
rithme. Enfin, nous présentons comment combiner les valeurs de visibilité obtenues pour les champs
de hauteurs et pour des maillages approximés par des bloqueurs sphériques.
Nous commençons par décrire l’état de l’art sur les algorithmes de rendu qui utilisent le pré-calcul
d’une fonction de transfert et sur les différentes techniques permettant de trouver la visibilité de
champs de hauteurs et de maillages plus généraux. Nous situons notre recherche vis-à-vis de ces
travaux antérieurs au chapitre 2. Nous fournissons ensuite au lecteur un survol du contexte technique
de notre travail. Nous développons les connaissances nécessaires à la compréhension du sujet au
chapitre 3. Une fois ces notions introduites, nous détaillons notre contribution au chapitre 4.
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Chapitre 2
État de l’art
Nous présentons ici les travaux précédents en rapport avec notre recherche. Nous commençons par
survoler les publications sur le transfert de radiance pré-calculé, puis nous étudions les techniques
d’occultation ambiante et d’ombrage. Nous utilisons ici le terme ombrage dans le contexte du calcul
des ombres. Nous explorons ensuite le cas particulier des ombres des champs de hauteurs. Enfin, nous
abordons le sujet de l’accumulation de bloqueurs pour le rendu des ombres de maillages quelconques.
2.1 Transfert de radiance pré-calculé
Le transfert de radiance pré-calculé consiste à calculer à l’avance la réponse d’un objet à la lumière,
en combinant sa visibilité et sa fonction de distribution bidirectionnelle de réflectance (BRDF, pour
Bidirectionnal Reflectance Distribution Function). La BRDF de l’objet correspond aux propriétés de
son matériau, et formalise la façon dont la lumière réagit à son contact. Ces quantités sont ensuite
utilisées pour simuler la réponse à la lumière en temps réel.
Sloan et al. [SKS02] pré-calculent la fonction de transfert à des points de shading d’un objet en
projetant les informations sur sa visibilité, que ce soit sur l’objet lui-même ou sur son voisinage, et
sur sa BRDF, qu’elle soit diffuse ou brillante, dans la base des harmoniques sphériques. Cette méthode
est indépendante de la façon dont est discrétisé le rendu, le pré-calcul peut avoir lieu sur les sommets
du maillage comme sur les texels d’une texture ou les pixels de l’objet. Il suffit alors de moduler ce
transfert avec le vecteur de la projection de la lumière pour obtenir le rendu final, en temps réel. La
figure 2.1 schématise la méthode PRT. Cette méthode est limitée à des objets rigides, non déformables,
qui peuvent cependant être animés sous peu que leur animation soit connue à l’avance. Sloan et
al. [SLS05] traitent le cas des objets déformables, non rigides. Pour ce genre de transformation, la
méthode précédente est coûteuse, car non seulement il faut prévoir comment l’objet va être déformé,
mais en plus cette déformation peut être différente selon le point de l’objet considéré. Pour alléger le
coût des calculs, Sloan et al. [SLS05] calculent premièrement des vecteurs d’harmoniques zonales,
plus compacts que les harmoniques sphériques, comme détaillé à la section 3.3. Ces harmoniques
zonales présentent des propriétés intéressantes de rotation qui permettent de traiter individuellement
les points de l’objet déformé.
Figure 2.1 – Transfert de radiance pré-calculé dans le cas d’une surface diffuse, projeté dans l’espace
des harmoniques sphériques. Les coefficients des harmoniques sphériques sont positifs pour la couleur
rouge, et négatifs pour la couleur bleu. La lumière projetée dans l’espace des harmoniques sphériques
(à gauche) va moduler la fonction de transfert qui inclut la visibilité et la BRDF (au centre) afin de
donner le résultat final (à droite). Image tirée de [SKS02].
Le calcul du transfert nécessite deux données : la visibilité et la BRDF. En approximant les objets
par des bloqueurs sphériques (voir la section 2.4), il est possible de calculer analytiquement des vec-
teurs d’harmoniques zonales qui représentent la visibilité. De même, comme nous le verrons à la
section 2.3, des méthodes existent pour projeter la visibilité de champs de hauteurs dans l’espace des
harmoniques sphériques. En ce qui concerne la BRDF, la difficulté provient en particulier des BRDFs
glossy et spéculaires, surtout dans le cas des lumières environnementales. En effet, la réponse de ces
BRDFs dépend à la fois des directions de la lumière et de la vue, et elle présente un lobe non-uniforme
contrairement à la BRDF diffuse. Pour remédier à ce problème, Kautz et al. [KSS02] projettent les
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BRDFs glossy dans l’espace des harmoniques sphériques, et ajoutent un tableau qui permet de faire
varier les BRDFs sur une surface, comme par exemple pour une BRDF à anisotropie variable. Ils étu-
dient également l’impact de l’ordre choisi pour les harmoniques sphériques, car un ordre trop bas sera
insuffisant pour rendre des détails de hautes fréquences. De plus, ils remarquent que dans le cas des
BRDFs spéculaires, il est souvent plus avantageux d’effectuer une rotation du vecteur d’harmoniques
sphériques selon le point de vue plutôt que selon la lumière [KSS02].
Finalement, en ce qui concerne la projection de la lumière, Ramamoorthi et Hanrahan [RH01] dé-
montrent qu’un vecteur d’harmoniques sphériques de seulement neuf coefficients est souvent suffisant
pour transcrire efficacement une carte environnementale d’irradiance. Sloan, dans son guide [Slo08],
explique aussi comment projeter les lumières directionnelles et sphériques pour obtenir leurs vecteurs
d’harmoniques sphériques.
2.2 Occultation ambiante et ombres douces
Figure 2.2 – Les ombres donnent des informations importantes pour percevoir la géométrie. A
gauche : Un maillage diffus, illuminé par une lumière environnementale d’intensité uniforme, sans
aucune ombre ou inter-réflexion. A droite : Le même maillage rendu avec l’occultation ambiante, les
détails de la géométrie sont visibles. Image tirée de [AMHH08].
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L’occultation ambiante est une méthode populaire pour rendre certaines ombres douces. En fait,
comme elle représente la visibilité moyenne autour d’un objet, elle ne retranscrit pas la direction
de la lumière. Elle reste un outil utile pour donner un effet d’ombre peu coûteux. La figure 2.2 montre
un maillage avec et sans occultation ambiante. Ritschel et al. [RDGK12] font une revue récente des
algorithmes d’occultation ambiante. Le lancer de rayons est utilisé comme méthode de référence
pour comparer les performances et la qualité des autres méthodes. Il permet de trouver une occulta-
tion approximative en lançant des rayons depuis un sommet et en vérifiant si ces rayons sont bloqués
ou non. Cette technique a une vitesse moindre par rapport à des algorithmes en espace écran plus
rapides [LK10, Mit07, SA07].
Il existe plusieurs variations des algorithmes d’occultation ambiante en espace écran [KL05,
MOBH11]. Une première approche consiste à considérer les points à proximité d’un point récep-
teur dans le tampon de profondeurs (depth buffer), au risque de rater des informations plus éloi-
gnées [Mit07, SA07]. Malmer et al. [MMAH07] proposent une méthode pour pré-calculer l’occul-
tation ambiante sur des objets en représentant les informations nécessaires sur une grille englobante.
McGuire [McG10] utilise aussi des volumes autour des objets pour évaluer l’occultation. Kontka-
nen et Laine [KL05] essayent de retranscrire la direction de la lumière en cherchant une direction
moyenne d’occultation. De plus, en introduisant la notion de calotte sphérique (spherical cap), ils
remédient au problème de sur-occultation quand les angles solides de plusieurs objets se superposent.
Vardis et al. [VPG13] utilisent plusieurs points de vue afin de réduire les artefacts en espace écran, et
leur méthode est compatible avec les techniques d’occultation ambiante utilisant des angles solides
ou des volumes.
D’autres auteurs traitent le tampon de profondeurs comme un champ de hauteurs afin d’accéder aux
informations plus éloignées et de pallier au cas de sur-occultation [BSD08, Tim13a]. Timonen pro-
pose des algorithmes qui prennent en compte la totalité de la projection sur l’écran [Tim13b, Tim13a].
Ces approches s’inspirent du travail effectué sur les cartes d’horizons, et souffrent des mêmes limita-
tions, que nous développons dans la section suivante.
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D’autres méthodes pour les ombres sont détaillées dans la revue de Hasenfratz et al. [HLHS03].
Deux familles sont prédominantes : celle des cartes d’ombre (shadow maps) et celle des volumes
d’ombre (shadow volumes). Contrairement à l’occultation ambiante, les ombres obtenues avec ces
méthodes retranscrivent la(les) direction(s) de l’éclairage. Williams [Wil78] a développé la méthode
des cartes d’ombre, encore très populaire aujourd’hui car elle est simple à implémenter et permet
d’obtenir des ombres en temps réel. Dans une première passe, il génère un z-buffer qui garde les
profondeurs des objets du point de vue de la lumière, puis dans une deuxième passe il compare
cette profondeur à celle obtenue du point de vue de la caméra. Cette méthode souffre cependant
de crénelage (aliasing). Reeves et al. [RSC87] atténuent ce problème en introduisant le percentage
closer filtering, qui filtre les résultats du test de profondeur pour les pixel avoisinants le pixel traité
pour déterminer une valeur de pourcentage. Ce pourcentage est ensuite utilisé pour adoucir les ombres
dures obtenues avec l’algorithme de Williams [Wil78]. Une autre manière de pallier au crénelage des
cartes d’ombre est proposée par Donnelly et Lauritzen [DL06]. En partant du constat que chaque
texel d’un z-buffer ne représente au final que la profondeur d’un seul échantillon, ils ajoutent les
informations de moyenne et de variance afin d’atténuer les bordures crénelées des ombres. Dans la
figure 2.3, une scène est présentée avec différentes techniques pour les ombres afin de visualiser leurs
différences.
Figure 2.3 – Une scène rendue avec différentes techniques d’ombrage. A gauche : La méthode stan-
dard de shadow mapping. Au centre : Grâce au percentage closer filtering, les ombres sont adoucies.
A droite : Les ombres sont rendues avec une carte de variance. Image courtoisie de Nico Hempe,
Yvonne Jung et Johannes Behr.
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Tatarchuk [Tat06] traite les ombres douces dans le cas du parallax mapping, qui consiste non pas
à déformer la géométrie, mais à trouver quel point le rayon de vue toucherait si la géométrie était
déformée, et ainsi obtenir l’illusion de volume.
2.3 Cartes d’horizons
Les cartes d’horizons [Max88] ont d’abord été développées afin de rendre les ombres sur des cartes
de reliefs (bump maps). En effet, la plupart des méthodes d’ombrage génériques ne peuvent pas s’ap-
pliquer aux cartes de reliefs car elles n’ont pas de géométrie explicite, elles ne font que perturber
l’apparence de la surface en modifiant ses normales. Nous utilisons les cartes d’horizons pour les
champs de hauteurs (height fields), car ils présentent les mêmes propriétés : pas de tunnels, ni de
falaises en saillie, et à chaque point de la surface ne correspond qu’une seule hauteur. Cependant, à la
différence des bump maps, les champs de hauteurs modifient la géométrie.
Angle d'horizon
p
Figure 2.4 – Angle d’horizon (en bleu) à un point p d’un champ de hauteurs (en vert).
Les cartes d’horizons donnent, pour chaque point d’une surface et dans une direction donnée (tangente
à la surface), un angle d’horizon. Max [Max88] explique de façon imagée que, au-dessus de l’angle
d’horizon nous pourrions voir le ciel, et en-dessous il n’est plus visible. La figure 2.4 montre à quoi
correspond l’angle d’horizon dans une direction azimutale pour un point p sur un champ de hauteurs.
Pour trouver ces angles d’horizons, une première méthode présentée par Max [Max88] consiste, pour
chaque point d’une surface plane, à parcourir le plan à pas fixe dans un nombre discret de directions.
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Si l’on souhaite connaître l’angle d’horizon dans une direction qui n’a pas été parcourue, il suffit
d’interpoler entre les angles des deux directions adjacentes. Cette méthode requiert un compromis
entre la vitesse et la précision. En effet, si l’écart entre les échantillons est trop grand, certains sommets
peuvent être ignorés alors qu’ils auraient eu un impact sur la visibilité ; d’un autre côté, si les pas sont
petits alors de nombreuses comparaisons sont nécessaires, allongeant le temps de calcul. Max se
limite à huit directions et enregistre dans un tableau les angles trouvés. Les points qui ne sont pas
dans les directions traitées sont ignorés et leur angle d’horizon est estimé par interpolation linéaire.
Max [Max88] part de l’hypothèse que la surface est planaire, mais propose également une façon de
transposer ses résultats à des surface courbes. Cependant, plus la surface sera courbée, plus l’ombre
sera approximative.
Sloan et Cohen [SC00] montrent comment implémenter les cartes d’horizons sur des cartes gra-
phiques afin que l’ombrage soit fait en temps réel et puisse changer interactivement avec la lumière.
Comme Max, ils n’utilisent que huit directions (Nord, Nord-Est, Est, etc.). Cependant, ils trouvent
les angles d’horizons en lançant des rayons en partant de la tangente au point à la surface jusqu’au
zénith (normale) du point récepteur. Contrairement à Max, ils considèrent que la surface est inconnue
et ne supposent pas qu’elle est planaire. De ce fait, la carte d’horizons est calculée dans le repère local
(u,v) de la géométrie, au lieu du repère global comme le fait Max [Max88, SC00]. Pour déterminer si
un point est illuminé ou non, Sloan et Cohen [SC00] comparent l’angle d’horizon en direction d’une
lumière directionnelle, et l’angle formé entre la normale à ce point et cette direction, ces deux angles
étant stockés dans deux textures différentes. Si le résultat est strictement positif, le point n’est pas
dans l’ombre.
Malgré une implémentation sur le GPU qui accélère la génération de la carte d’horizons, Sloan et
Cohen doivent toujours parcourir tous les sommets de la carte dans chaque direction pour chaque
sommet récepteur. Snyder et Nowrouzezahrai [SN08] utilisent une pyramide multi-résolution afin de
réduire le nombre d’échantillons dans chaque direction et ainsi réduire le temps de calcul. Ils ap-
pliquent cette approximation sur des cartes de hauteurs dynamiques. Pour chaque point récepteur,
la carte de hauteurs va être parcourue dans un nombre limité de directions comme dans les deux
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méthodes précédentes. Cependant, ici les pas entre les échantillons ne sont pas constants : à mesure
que l’on s’éloigne du point récepteur, l’écart entre les échantillons augmente et des résolutions plus
grossières sont échantillonnées. Les angles d’horizons obtenus dans chaque direction discrète sont
interpolés linéairement deux à deux à la manière de Max [Max88]. La fonction de visibilité est en-
suite projetée dans l’espace des harmoniques sphériques. Le vecteur de visibilité est indépendant des
lumières de la scène, et Snyder et Nowrouzezahrai [SN08] le combinent avec des lumières direction-
nelles ou environnementales, contrairement à Sloan et Cohen [SC00] qui sont limités à des lumières
directionnelles.
Figure 2.5 – Comparaison de l’éclairage et des ombres d’un champ de hauteurs, avec des sources de
lumière environnementales et directionnelles. A gauche : Ombres et éclairage résultant d’une lumière
directe. A droite : Eclairage indirect seulement. Au centre : Ombres et éclairage global. Image tirée
de [NS09].
Nowrouzezahrai et Snyder [NS09] ajoutent l’éclairage indirect et les surfaces glossy à leur modèle.
La figure 2.5 montre la différence entre leurs deux méthodes. Ils modifient la méthode précédente
afin d’utiliser les polynômes de Legendre normalisés pour calculer les vecteurs d’harmoniques sphé-
riques, et n’ont donc plus besoin de pré-calculer une fonction de visibilité pour les tranches et de la
stocker dans une texture. De ce fait, ils peuvent déterminer les angles d’horizons, et calculer de ma-
nière analytique le vecteur d’harmoniques sphériques correspondant, directement pendant l’exécution
du programme. Pour calculer l’éclairage indirect, ils introduisent la notion de collection de sommets
visibles depuis un point récepteur (casting set). La composante indirecte de l’éclairage du sommet
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récepteur est alors déterminée par les sommets de cette collection, qui, parce qu’ils sont les seuls
visibles depuis le point récepteur, sont aussi les seuls à avoir un impact sur son éclairage indirect.
Cependant, la collection ne prend pas en compte la proximité des sommets : deux sommets dans la
collection peuvent se trouver sur le même flanc d’une "montagne" sur la carte de hauteurs, ou sur
deux montagnes séparées. Il est donc nécessaire de supposer que la fonction des angles d’horizons
est linéaire par morceaux. L’angle d’horizon maximal ainsi que la collection de sommets visibles sont
calculés en temps réel pour chaque point récepteur du champ de hauteurs [NS09]. Notre technique
utilise la pyramide multi-résolution et la formulation analytique des polynômes de Legendre norma-
lisés, mais nous modifions cette dernière pour l’adapter à l’espace logarithmique des harmoniques
sphériques.
Les méthodes précédentes se limitent toutes à des directions discrètes (de 8 à 32) et risquent donc
de manquer des détails géométriques importants qui se trouveraient entre les directions choisies.
Stewart [Ste98] propose une méthode qui permet de considérer tous les points du terrain pour trouver
les angles d’horizons, au lieu de se limiter à des directions arbitraires.
Figure 2.6 – Parcours parallèle d’une carte de hauteurs de N×N sommets. Image tirée de [TW10].
Timonen et Westerholm [TW10] retravaillent l’algorithme des angles d’horizons et en réduisent la
complexité. Au lieu de réduire le nombre d’échantillons, leur stratégie est d’utiliser la programma-
tion parallèle pour accélérer la construction de la carte d’horizons. Avec la programmation parallèle,
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pour chaque direction, tous les sommets sont parcourus une seule fois, ce qui donne une complexité
en O(N2) pour un champ de hauteurs de N par N sommets, alors que précédemment pour chaque
sommet on parcourait toutes les directions, ce qui entraînait une redondance des calculs et donnait
une complexité en O(N3). La figure 2.6 illustre ce parcours parallèle. Afin de bénéficier de la cohé-
rence des threads, Timonen et Westerholm [TW10] conçoivent également un motif pour les aligner.
Comme leur méthode traite tous les sommets dans une direction à la fois, ils stockent l’enveloppe
convexe (convex hull) des sommets dans cette direction, au lieu de chercher un sommet unique pour
déterminer l’angle d’horizon. Comme tous les sommets de la carte de hauteurs sont parcourus, aucun
détail ne peut être manqué contrairement à la méthode de Snyder et Nowrouzezahrai [TW10, SN08].
De plus, ces derniers sont limités à des ombres douces à cause de l’utilisation des harmoniques sphé-
riques d’ordre 4, alors qu’ici les ombres dures et douces peuvent être traitées [TW10]. Les angles
d’horizons sont stockés dans des tableaux auxquels on accède ensuite lors du rendu des ombres.
Grâce à la plus faible complexité et à l’implémentation GPGPU, tout ceci se déroule en temps réel.
Cependant, contrairement à Nowrouzezahrai et Snyder, l’éclairage indirect n’est pas traité.
Timonen [Tim12] modifie sa méthode de façon à construire un arbre d’enveloppes convexes, tout en
conservant la complexité en O(N2) dans le pire cas. Cet arbre, inspiré du travail de Nowrouzezahrai
et Snyder, permet de déterminer l’inter-visibilité entre les sommets de la carte de hauteurs dans une
direction donnée, et ainsi de calculer l’éclairage indirect. Cependant, contrairement à ces derniers,
la collection contient également, de façon indirecte, le flanc de la montagne visible. En effet, Timo-
nen [Tim12] crée une structure qui alterne les zones visibles et cachées, au lieu de contenir seulement
la visibilité de façon discrète pour chaque sommet. Les sommets retenus sont les limites de ces zones,
et il n’est plus nécessaire de faire une supposition de continuité comme le font Nowrouzezahrai et
Snyder [NS09]. Timonen ne démontre pas, dans son article, l’utilité d’une telle structure. Au delà
d’un gain de temps, inhérent à son implémentation GPGPU du parcours des cartes de hauteurs, la
structure n’est pas utilisée dans le cas de l’éclairage indirect. L’exemple donné dans l’article utilise
une méthode proche de celle de Nowrouzezahrai et Snyder, et ne tire pas parti de l’information de
continuité des zones de visibilité.
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Figure 2.7 – Comparaison des artefacts de tranches selon le nombre de directions. De gauche à droite :
16, 32, 64, 128 et 256 directions respectivement. Image tirée de [TW10].
Toutes les méthodes mentionnées ici se limitent à l’ombrage de l’objet sur lui-même, et ne projettent
pas d’ombres sur des objets, dynamiques ou non, qui ne sont pas intégrés dans la représentation par
carte de hauteurs. De plus, en calculant les angles d’horizons dans des directions pré-déterminées, ces
méthodes introduisent des artefacts de "tranches" (banding), dont la figure 2.7 donne un exemple. Ces
artefacts peuvent être atténués en augmentant le nombres de directions considérées, ce qui revient à
s’approcher de la continuité.
2.4 Accumulation de bloqueurs
Pour les objets à géométrie complexe, il est difficile de déterminer en temps réel leur visibilité vis-
à-vis des autres objets de la scène, et vis-à-vis d’eux-mêmes. Plusieurs méthodes d’approximation
permettent de déterminer plus vite ces relations de visibilité. Souvent, il s’agit de simplifier la géo-
métrie de l’objet, en approximant sa surface par des disques par exemple [Bun05], ou son volume par
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des sphères [KLA04, WZS+06, RWS+06], ou encore par sa silhouette [NBMJ13].
Notre méthode approxime les objets par des amas de sphères afin de simplifier le calcul de leur occul-
tation dans la base des harmoniques sphériques. Nous utilisons l’approche de Ren et al. [RWS+06]
qui cherche à rendre des ombres douces dans des scènes dynamiques en temps réel. Comme il est
très coûteux d’estimer en temps réel la visibilité d’un objet dynamique quelconque, ils approximent
les objets par une hiérarchie de bloqueurs sphériques, déterminés grâce à une approche variation-
nelle. Cette estimation a été développée par Wand et al. [WZS+06] qui approximent les maillages
triangulaires avec des sphères. La représentation par sphères a plusieurs avantages : elle est compacte
(plusieurs points sont englobés dans une sphère, représentée par les coordonnées de son centre et
son rayon), elle est facile à utiliser avec des harmoniques sphériques, et il est aisé de suivre l’ani-
mation d’une structure de sphères. Ren et al. [RWS+06] pré-construisent une collection de sphères
qui englobent l’objet représenté. Si l’objet est dynamique, cette structure hiérarchique est déterminée
pour chacune des étapes de son animation. Pour déterminer une approximation optimale, les auteurs
cherchent à minimiser le volume extérieur des sphères englobantes [WZS+06]. Une fois la hiérarchie
obtenue, elle est utilisée pour déterminer les ombres de l’objet sur lui-même et sur les autres objets
de la scène. Selon la distance entre le point récepteur et l’objet approximé par des sphères, un niveau
différent de la hiérarchie est utilisé, avec une approximation de plus en plus grossière à mesure que
la distance augmente. La contribution principale de cet article est le développement d’une base d’har-
moniques sphériques en espace logarithmique, ainsi que la dérivation d’une fonction exponentielle.
Ren et al. [RWS+06] accumulent les visibilités des sphères en espace logarithme des harmoniques
sphériques, afin de transformer des multiplications coûteuses en additions plus simples. La figure 2.8
montre l’équivalence entre ces deux opérations selon le domaine utilisé. Une fonction exponentielle
est ensuite appliquée à la somme des visibilités logarithmiques afin d’obtenir la visibilité en espace
d’harmoniques sphériques.
Shanmugan et Arigan [SA07] approximent aussi les objets par des sphères, mais ajoutent une étape
de projection en espace écran (splatting). Leur méthode est limitée à l’occultation ambiante. Sloan
et al. [SGNS07] étendent cette méthode à l’éclairage global, en présentant un algorithme capable de
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Figure 2.8 – Comparaison entre les multiplications dans le domaine des harmoniques sphériques et
les additions dans le domaine logarithmique. Au point p, le vecteur de la visibilité totale des sphères
est la multiplication des vecteurs de leur visibilité individuelle. Ces multiplications coûteuses sont
transformées en additions de vecteurs en espace logarithmique. Image tirée de [RWS+06].
déterminer l’éclairage indirect à partir des bloqueurs en espace écran. Ces deux méthodes présentent
des limitations propres aux algorithmes en espace écran, en particulier les objets dans le monde qui
ne sont pas visibles après leur projection sur l’écran sont ignorés.
Nous présentons une méthode hybride, utilisant les espaces écran et monde, qui permet de combiner
les visibilités des champs de hauteurs et d’objets quelconques, approximés par des sphères, de manière
interactive. Nous étendons la méthode de logarithme d’harmoniques sphériques aux cartes de hauteurs
et aux BRDFs, et présentons un modèle unifié pour représenter l’éclairage direct d’une scène.
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Chapitre 3
Contexte technique
Nous présentons ici le contexte technique de notre recherche afin de faciliter la lecture de notre ar-
ticle au chapitre 4. Nous commençons par une brève présentation de l’équation de rendu, puis nous
expliquons comment l’intégration de Monte Carlo permet de l’approximer. Ensuite, nous survolons
les opérations importantes des harmoniques sphériques. Nous examinons comment elles sont utili-
sées dans le transfert de radiance pré-calculé. Enfin, nous présentons de manière plus approfondie
les travaux dont découle notre recherche. Nous détaillons une technique de calcul de la visibilité des
champs de hauteurs, et expliquons le contexte mathématique de la fonction exponentielle des harmo-
niques sphériques.
3.1 Équation du rendu
L’équation du rendu (équation 3.1) présentée par Kajiya [Kaj86] formalise le transport de la lumière
dans une scène. La figure 3.1 schématise les variables de cette équation.
ωo
ωi n
x
Figure 3.1 – Illustration de l’équation de rendu.
L(x,ωo) = Le(x,ωo)+
∫
Ω
L(x,ωi) ρ(x,ωo,ωi) (ωi ·~n) dωi (3.1)
où :
x est un point de la surface considérée.
~n est la normale de la surface au point x.
ωi est la direction incidente.
ωo est la direction sortante.
Ω est le domaine des directions unitaires sur l’hémisphère supérieur à x.
L(x,ω) est la radiance quittant le point x dans la direction ω .
Le(x,ω) est l’émission lumineuse de la surface au point x dans la direction ω .
ρ(x,ωo,ωi) est la fonction de distribution bidirectionnelle de réflectance (BRDF, pour Bidirection-
nal Reflectance Distribution Function en anglais). Elle détermine quelle proportion
de la lumière venant de la direction ωi au point x est réémise dans la direction ωo. Il
s’agit d’une propriété du matériau de l’objet.
ωi ·~n est un facteur géométrique dû à l’angle d’incidence.
La présence de L dans l’intégrale rend l’équation 3.1 récursive. Cette récursion sur les différents che-
mins de lumière possède une infinité de dimensions. En particulier, le nombre de rebonds de la lumière
d’un point de la scène avant que la lumière atteigne un point de l’écran (pixel) peut être infini, voire
ne jamais aboutir. La méthode de Monte Carlo est une méthode probabiliste indépendante du nombre
de dimensions qui permet d’estimer numériquement ce genre d’intégrale multi-dimensionnelle. Nous
la décrivons dans la section suivante.
3.2 Intégration de Monte Carlo
L’intégration de Monte Carlo permet d’approximer numériquement l’intégrale F =
∫
X f (x)dx en éva-
luant la valeur de l’intégrande pour un ensemble de N échantillons. Ces échantillons Xi sont détermi-
nés de manière probabiliste selon une fonction de densité p. L’équation 3.2 formalise cette estimation,
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où F¯N =N→∞ F ,
F¯N =
1
N
N
∑
i=1
f (Xi)
p(Xi)
. (3.2)
La méthode de Monte Carlo est dite non-biaisée car l’espérance E de l’estimateur F¯N est égale à
l’estimé, ce qui se traduit mathématiquement par l’équation 3.3. Cela signifie que cet estimateur
donne une bonne approximation en moyenne.
E(F¯N) = E
(
1
N
N
∑
i=1
f (Xi)
p(Xi)
)
=
1
N
N
∑
i=1
E
(
f (Xi)
p(Xi)
)
=
1
N
N
∑
i=1
∫
X
f (x)
p(x)
p(x) dx
=
1
N
N
∑
i=1
∫
X
f (x) dx
=
1
N
N
∫
X
f (x) dx
E(F¯N) = F . (3.3)
La variance de l’estimateur de Monte Carlo est V (F¯) = V (X)/N. Cette formule implique que l’esti-
mation dépend de N et de p. Si le nombre d’échantillons est trop faible, l’approximation sera grossière
et un effet de bruit sera visible sur la fonction estimée. La convergence vers la solution réelle est en
O(N−1/2), ce qui signifie que pour doubler la précision, il est nécessaire de quadrupler le nombre
de points. Mais tout comme nous pouvons diminuer la variance en augmentant le nombre d’échan-
tillons, nous pouvons aussi l’améliorer en diminuant V (X), c’est-à-dire en diminuant la dispersion
des échantillons Xi. La fonction de densité p, si choisie intelligemment, permet de réduire cette dis-
persion. Plusieurs techniques de réduction de variance, comme l’échantillonnage préférentiel (impor-
tance sampling), ou la stratification, permettent d’accélérer le calcul, ou d’augmenter la précision, se-
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lon la priorité. La méthode de Monte Carlo ne règle pas le problème de récursivité de l’équation 3.1.
Lorsque les rebonds indirects sont considérés, nous aboutissons à une explosion exponentielle du
nombre de calculs. Il est possible d’en réduire le nombre en ne considérant qu’un seul échantillon
à chaque rebond (comme dans le path tracing [Kaj86]). Cependant la convergence est lente et la
méthode de Monte Carlo reste coûteuse pour du rendu interactif. Par contre, elle peut toujours être
utile pour du pré-calcul, et les valeurs déjà calculées n’ont plus qu’à être transférées lorsqu’elles sont
nécessaires. Nous utilisons d’ailleurs la méthode de Monte Carlo pour pré-calculer les projections en
harmoniques sphériques des cartes environnementales, qui peuvent ensuite être manipulées en temps
réel. Nous présentons dans la section suivante un survol des harmoniques sphériques.
3.3 Revue des harmoniques sphériques
Nous faisons ici une brève revue des harmoniques sphériques avant de voir comment elles sont utili-
sées pour calculer la fonction exponentielle d’harmoniques sphériques (section 3.7), et leur rôle dans
les méthodes de pré-calcul du transfert de la radiance (section 4.3). Nous utilisons les caractères en
gras pour représenter des vecteurs, de sorte que yi représente le i-ème élément du vecteur y.
En utilisant des harmoniques sphériques, il est possible d’approximer l’équation de rendu. Les harmo-
niques sphériques sont une base orthonormale capable de représenter des fonctions sphériques. Elle
sont particulièrement populaires pour le rendu en temps réel lorsque l’on se limite à un ordre faible (4
ou 5, soit 16 ou 25 coefficients). Elles sont utilisées pour des effets à basses fréquences (comme des
ombres douces), car les détails à hautes fréquences nécessitent une projection à un ordre plus élevé, et
un tel nombre de coefficients devient impraticable pour une application en temps réel. En effet, pour
projeter une fonction f à l’ordre n dans l’espace des harmoniques sphériques, n2 coefficients sont
nécessaires, calculés comme suit [Slo08] :
f ml =
∫
Ω
f (ω) yml (ω) dω , (3.4)
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où yml (ω) est une fonction de base des harmoniques sphériques, à la bande l, évaluée dans la direction
ω sur la sphère unitaire Ω, et f ml est le coefficient résultant de la projection de la fonction f à cette
bande.
Une fois que les coefficients de projection sont établis, il est possible de reconstruire la fonction, ou
du moins une approximation si elle comporte des éléments à hautes fréquences, selon l’équation 3.5.
f˜ (ω) =
n
∑
l=0
l
∑
m=−l
f ml y
m
l (ω) =
n2
∑
i=0
f i yi(ω) , (3.5)
avec i = l(l+1)+m. Dans notre travail nous nous limitons à l’ordre n = 4.
Lorsqu’une fonction est symétrique par rapport à l’axe vertical ~z, tous les coefficients de sa pro-
jection sont nuls excepté lorsque m = 0. On parle alors d’harmoniques zonales, et ce vecteur pos-
sède seulement n coefficients à l’ordre n au lieu de n2, ce qui en fait une représentation plus com-
pacte [Slo08, SLS05]. On peut facilement tourner les harmoniques zonales zl dans une direction d en
utilisant :
f ml =
√
4pi
2l+1
zl yml (d) . (3.6)
Comme vu précédemment, l’équation de rendu pour une surface non émettrice nécessite trois valeurs :
la lumière, la BRDF et la visibilité. Nous projetons ces trois fonctions dans la base des harmoniques
sphériques. Dans le cas de la lumière, nous projetons les cartes environnementales à l’ordre 4 en
utilisant la méthode de Monte Carlo [Slo08], comme Snyder et Nowrouzezahrai [SN08], mais nous
pourrions aussi utiliser la méthode de Ramamoorthi et Hanrahan [RH01]. En plus des cartes en-
vironnementales pré-projetées, nous utilisons aussi une lumière directionnelle. Dans ce cas il suffit
d’évaluer chaque fonction de base des harmoniques sphériques dans la direction désirée [Slo08].
La multiplication des vecteurs d’harmoniques sphériques permet de combiner les trois valeurs de
l’éclairage, de la visibilité et de la BRDF. On peut aussi l’utiliser pour cumuler les visibilités de plu-
sieurs bloqueurs. Les coefficients du vecteur résultant sont exprimés avec le triple tenseur Γi jk [Slo08]
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selon :
( f ∗g)i =
n2
∑
j=0
n2
∑
k=0
Γi jk f j gk , (3.7)
où
Γi jk =
∫
Ω
yi(ω) y j(ω) yk(ω) dω . (3.8)
Le vecteur de visibilité de chaque bloqueur doit être multiplié avec celui de la visibilité déjà accu-
mulée, afin de trouver le vecteur de la visibilité totale. A l’ordre n, la multiplication s’exécute en un
temps en O(n5/2) [NRH04], et elle doit être utilisée autant de fois qu’il y a de bloqueurs, ce qui la rend
prohibitive quand la scène en a beaucoup. C’est pourquoi des méthodes sont développées afin de ré-
duire le nombre de multiplications, par exemple en les transformant en additions avec les logarithmes
d’harmoniques sphériques [RWS+06] (voir la section 3.7). Après avoir combiné les visibilités, une
seule multiplication est nécessaire, souvent entre la visibilité totale et la BRDF si l’on souhaite ma-
nipuler la lumière interactivement, ou entre la BRDF et la lumière si la visibilité change au cours du
temps. Il suffit ensuite de faire un produit scalaire entre le vecteur résultant de la multiplication et le
vecteur de la valeur manquante (lumière ou visibilité dans nos exemples) pour obtenir le résultat final.
Ce produit scalaire correspond à une convolution, comme le montre l’équation 3.9.
∫
Ω
f˜ (ω) g˜(ω) dω =
n2
∑
i=0
f i gi (3.9)
Dans la section suivante nous décrivons le transfert de radiance pré-calculé, qui concerne la combi-
naison de la BRDF et de la visibilité dont nous venons de parler.
3.4 Transfert de radiance pré-calculé
Sloan et al. [SKS02] développent une méthode qui pré-calcule la réponse d’une surface à la lumière.
Cette fonction de transfert n’est évaluée que sur un nombre fini de points de shading situés à la
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surface de l’objet. Le transfert de radiance pré-calculé (Precomputed Radiance Transfer, PRT) utilise
un lanceur de rayons pour projeter la lumière et la fonction de transfert dans la base des harmoniques
sphériques. Les projections du transfert sont stockées puis réutilisées dans l’application pendant son
exécution. Cette méthode suppose que la variation de la lumière sur l’objet considéré est faible et vise
donc principalement les cartes environnementales. Les projections de la lumière sont déterminées
dynamiquement pendant l’exécution du programme, en échantillonnant la carte environnementale.
Les auteurs dérivent les formulations pour trois types de transfert, dans les cas des surfaces diffuses
et spéculaires : le transfert sans ombre, le transfert avec ombre (qui correspond au cas de l’éclairage
direct), et le transfert d’inter-réflexion. Nous donnons ici les détails de la fonction de transfert dans
le cas diffus, mais le même raisonnement peut être appliqué pour les surfaces brillantes. De manière
générale, lorsque les inter-réflexions ne sont pas prises en compte, le transfert de radiance au point p
peut-être calculé grâce à la formule suivante :
TD(Lp) =
∫
Ω
Lp(ω) MDp (ω) dω , (3.10)
où Lp est la radiance incidente au point p, et MDp est la fonction de transfert diffus. La fonction de
transfert sans ombre consiste seulement en la BRDF à un point p de l’objet considéré, pondérée par le
cosinus autour de la normale à p. On remplace donc MDp (ω) par (ρp/pi)max(Np ·ω,0), où Np est la
normale à p, et ρp est l’albédo. Nous avons vu à la section 3.3 que l’équation 3.10 n’est qu’un produit
scalaire entre les deux vecteurs d’harmoniques sphériques représentant la BRDF pondérée (dans le
cas diffus) et la radiance incidente.
Lorsque le transfert au point p considère l’ombre, la valeur de la visibilité Vp est ajoutée à l’intégrale.
Les produits triples sont coûteux, Sloan et al. [SKS02] décident donc de combiner la visibilité et la
BRDF, et d’utiliser la valeur pré-calculée pour faire le produit scalaire avec la lumière et obtenir la
valeur finale. On a ici
MDp (ω) = (ρp/pi) max(Np ·ω,0)Vp(ω) . (3.11)
Les dérivations sont similaires pour les surfaces spéculaires, sauf qu’ une matrice MSp est construite au
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lieu d’un vecteur dans le cas diffus. Une convolution entre cette matrice et la BRDF doit être effectuée
avant de combiner avec la lumière. Sloan et al. [SKS02] estiment la visibilité en lançant des rayons
dans plusieurs directions, sur plusieurs points de l’objet. Dans notre méthode, nous nous limitons à
deux formes géométriques (les sphères et les champs de hauteurs), qui nous permettent de déterminer
la visibilité sur le GPU de manière semi-analytique au lieu d’utiliser un lanceur de rayons.
PRT permet d’inclure les inter-réflexions de l’objet sur lui-même (par exemple dans des zones
concaves), mais au coût de l’interactivité. En effet, ces effets doivent être intégrés au transfert pré-
calculé. Mais ils ne sont valables que pour la disposition de la lumière par rapport à l’objet considérée
lors des passes de pré-calcul, donc ces inter-réflexions ne changeront pas par rapport à l’objet, même
s’il tourne par exemple, et que la position de la lumière change par rapport à son repère local. Même
si le rendu reste en temps réel, la scène devra rester statique pour que les inter-réflexions restent cor-
rectes. Si les inter-réflexions sont ignorées, il est possible d’effectuer des transformations sur les ob-
jets, tant qu’ils restent rigides (le cas des objets déformables est développé par SLoan et al. [SLS05]).
Nous souhaitons conserver l’interactivité de nos scènes et nous ignorons les inter-réflexions.
Sloan et al. expliquent aussi comment rendre l’influence d’un objet sur son voisinage (neighborhood-
transfer), que ce soit l’ombre, les réflexions ou encore des caustiques, bien qu’il y ait de nombreuses
limitations. Pour cela, il faut pré-calculer l’influence de l’objet sur des points l’avoisinant, une idée
reprise dans la méthode des champs d’ombre, voir la section 3.5. Ici, la fonction de transfert est
représentée par une matrice, même dans le cas diffus, qui sera ensuite convoluée et évaluée selon
la BRDF de l’objet récepteur. Si l’objet récepteur possède lui-même son vecteur ou sa matrice de
transfert, il est nécessaire d’effectuer des rotations car ces fonctions sont définies selon le repère local
de l’objet utilisé, et donc les objets émetteur et récepteur n’utilisent vraisemblablement pas le même
repère.
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3.5 Champs d’ombre
La méthode de pré-calcul du transfert de radiance ne s’applique que pour des cartes environnemen-
tales. Pour des lumières locales, les cartes et les volumes d’ombre sont plus adaptés. Cependant,
ceux-ci ne peuvent être utilisés que pour une disposition prédéfinie des lumières et objets dans une
scène.
Zhou et al. [ZHL+05] proposent une méthode qui pré-calcule des champs d’ombre. Il en existe deux
types : les champs de source de radiance (source radiance field, SRF) et les champs d’occlusion
d’objet (object occlusion field, OOF). Les SRFs représentent l’effet d’une source lumineuse sur son
environnement proche, qui peut être formalisé avec une fonction plénoptique, dépendante du point
considéré, de l’éclairage incident ainsi que du temps. Cette fonction est échantillonnée et stockée
dans une cube map. Les OOFs quant à eux représentent la façon dont un objet bloque la visibilité
dans son entourage, et sont de même échantillonnés arbitrairement (aucune heuristique n’est fournie
pour l’échantillonnage par Zhou et al. [ZHL+05]) et représentés par une cube map. La figure 3.2
schématise un OOF. Un OOF spécial est construit pour l’occlusion de l’objet sur lui-même. Ces
représentations sont compressées avec des vecteurs d’harmoniques sphériques à l’ordre 4 dans le cas
d’application à basses fréquences, ou par des vecteurs d’ondelettes pour les hautes fréquences.
Figure 3.2 – Représentation du champ d’occlusion de l’objet O. Image tirée de [ZHL+05].
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La compression permet de gagner de l’espace, mais un autre avantage de la méthode des champs
d’ombre est qu’un seul champ représente toutes les instances d’un même objet, ce qui permet de
réutiliser les données et gagner encore plus d’espace. Il suffit de tourner et déplacer le champ, et
de changer l’échelle si nécessaire, selon l’instance considérée. De plus, comme le champ représente
l’influence d’un objet dans un espace vide, il est tout à fait possible d’appliquer cette méthode à des
scènes dynamiques.
Figure 3.3 – Représentation d’une scène avec plusieurs sources lumineuses (S) et des bloqueurs (O).
Image tirée de [ZHL+05].
Pour calculer l’ombrage à un point p, les SRFs et OOFs sont tout d’abord déplacés selon leurs posi-
tions dans la scène, puis triés pas ordre croissant de leur distance à p. La figure 3.3 donne un exemple
de scène. Chaque source de lumière Si va être traitée indépendamment, et seuls les bloqueurs Oi pla-
cés entre la source de lumière considérée et le point récepteur auront une influence sur la radiance.
Les cube maps du SRF de la lumière et des OOFs des bloqueurs vont être échantillonnées selon p, et
les vecteurs obtenus sont ensuite multipliés. La radiance totale est la somme des radiances résultantes
de chaque source lumineuse individuellement.
Cette méthode présente de nombreuses similarités avec PRT. La BRDF et les champs d’ombre repré-
sentant l’influence des sources lumineuses et des bloqueurs, sont projetés dans une base orthonormale,
les harmoniques sphériques pour les basses fréquences par exemple. Le vecteur de la BRDF est mul-
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tiplié avec ceux des bloqueurs avec un produit triple, ce qui résulte en un vecteur représentant la
fonction de transfert. Enfin, tout comme dans PRT, un produit scalaire entre ce vecteur de transfert et
le vecteur de la lumière donne la radiance finale. Cependant, cette méthode a l’avantage de traiter les
objets dynamiques et tous les types de sources lumineuses comparé à PRT.
Pour les champs de hauteurs et les amas de sphères, il existe des méthodes plus efficaces que d’échan-
tillonner l’espace entourant l’objet pour trouver la visibilité. Nous les explorons dans les sections 3.6
et 3.7.3.
3.6 Visibilité des champs de hauteurs
Nous détaillons ici la méthode utilisée pour le rendu des champs de hauteurs avec des harmoniques
sphériques [SN08, NS09], et expliquons au chapitre 4 comment nous la modifions pour utiliser les
logarithmes d’harmoniques sphériques.
(x, y)
t cosϕ
tsinϕ
f (x,y)
f (x+ t cosϕ,y+ t sinϕ)
t
ωmax(x,ϕ)
Figure 3.4 – Calcul naïf de l’angle d’horizon.
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Pour obtenir l’angle d’horizon d’un champ de hauteurs dans une direction, la méthode naïve consiste à
parcourir tous les points dans cette direction, et de comparer à chaque pas l’angle courant avec l’angle
maximum trouvé jusque là. Au point récepteur x de coordonnées (x,y), dans la direction ϕ , l’angle
s’exprime selon la formule 3.12, avec f (x,y) la hauteur au point (x,y). La figure 3.4 schématise
ce calcul, où le point rouge est le point récepteur, le carré en haut à gauche représente la carte de
hauteurs, la ligne verte est le champ de hauteurs obtenu depuis cette carte, et le point jaune est le point
échantillonné à la distance t. L’angle jaune représente l’angle d’occlusion entre le point récepteur et
l’échantillon.
ωmax(x,ϕ)≈ max
t∈[0,∞[
tan−1
(
f (x+ t cosϕ,y+ t sinϕ)− f (x,y)
t
)
(3.12)
Contrairement à la méthode naïve, nous parcourons une pyramide multi-résolution afin de réduire le
nombre d’échantillons nécessaire. Les N niveaux de résolutions sont obtenus en appliquant un filtrage
2D avec une B-spline, en réduisant la résolution par un facteur de 21/k, où k est le pas de niveau
(level step). k détermine la finesse de la transition entre deux niveaux de résolution de la pyramide,
c’est-à-dire qu’il y aura k niveaux de transition pour chaque réduction par une puissance de 2 de la
résolution [SN08, NS09]. Par exemple, k = 1 correspond à une pyramide standard où chaque niveau
correspond à la réduction de la carte de hauteurs originale par une puissance de 2. Nous utilisons k= 4,
ce qui veut dire qu’il y aura quatre niveaux entre chaque réduction consécutive par une puissance de
2 [SN08, NS09]. Un point de coordonnées (x,y) a une hauteur fi(x,y) différente selon le niveau i de
la pyramide. De plus, l’écart entre les pas n’est plus constant, mais augmente de façon exponentielle.
Par conséquent il faut modifier l’équation 3.12. Soit τi la nouvelle distance entre l’échantillon et le
point récepteur, au niveau i elle s’exprime par :
τi = 2−(N−1−i)/k . (3.13)
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L’angle d’horizon ωi, dans la direction ϕ , à la résolution i, devient :
ωi(x,ϕ) = tan−1
(
fi(x+ τi cosϕ,y+ τi sinϕ)− fi(x,y)
τi
)
. (3.14)
Pour trouver l’angle maximal, nous utilisons une interpolation B-spline sur les angles obtenus aux
différentes résolutions [SN08, NS09] :
ωmax ≈maxτ B-spline(τ,{ω0,ω1, ...,ωN−1}) . (3.15)
La figure 3.5 illustre le calcul de l’angle d’horizon à un point récepteur (le point rouge). À mesure
que l’on s’éloigne du point récepteur, l’espace entre les échantillons (points jaunes) augmente, et ce
sont des résolutions plus grossières qui sont échantillonnées.
Figure 3.5 – Approximation de la carte de hauteurs pour le calcul des angles d’horizons. Image tirée
de [SN08].
Une fois les angles d’horizons obtenus dans chaque direction, Nowrouzezahrai et Snyder [SN08]
calculent les vecteurs de visibilité dans l’espace des polynômes normalisés de Legendre. Pour une
direction azimutale ϕ , les polynômes de Legendre permettent d’exprimer les variations des harmo-
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niques sphériques selon l’angle d’élévation θ . Cette représentation est plus compacte car seulement
n coefficients suffisent à l’ordre n, contre n2 pour les harmoniques sphériques. Nous commençons ici
par décrire les polynômes de Legendre avant de montrer leur application au calcul de la visibilité. Par
la suite, les vecteurs seront écrits en gras, ainsi pour une fonction f la notation f i désigne le i-ème
élément du vecteur de projection. L’équation 3.16 montre la relation entre les polynômes de Legendre
et les harmoniques sphériques.
yml (θ ,ϕ) =
√
(2l+1)
4pi
(l−m)!
(l+m)!
Pml (cosθ) e
imϕ . (3.16)
Pour les harmoniques zonales (m = 0), l’équation 3.16 se simplifie en l’expression 3.17 :
y0l (θ ,ϕ) =
√
2l+1
4pi
Pl(cosθ) , (3.17)
avec Pl donné par la formule de Rodrigues, en posant z = cosθ :
Pl(z) =
1
2l l!
dl
dzl
[
(z2−1)l
]
. (3.18)
La base des polynômes de Legendre est orthogonale, mais nous pouvons la normaliser pour faciliter
les calculs de projection ainsi que la décomposition dans cette base. Pour la normaliser sur l’intervalle
[−1,1], il suffit de la diviser par sa norme
‖Pl‖2 = 22l+1 . (3.19)
On obtient donc la base des polynômes de Legendre normalisés, définis dans les cas où m = 0 par
Pˆl(z) =
√
2l+1
2
1
2l l!
dl
dzl
[
(z2−1)l
]
, (3.20)
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avec ∫ 1
−1
Pˆi(z) Pˆj(z) dz = δi, j , (3.21)
où δi, j est le symbole de Kronecker.
Avec cette nouvelle formulation, les harmoniques zonales de l’équation 3.17 deviennent
y0l (θ ,ϕ) =
√
1
2pi
Pˆl(cosθ) . (3.22)
A l’ordre 4, le vecteur des polynômes normalisés de Legendre s’exprime selon :
Pˆ(z) =
[√
1
2
,
√
3z√
2
,
√
5
√
2(3z2−1
4
,
√
7
√
2(5z3−3z)
4
]
. (3.23)
Nowrouzezahrai et Snyder [NS09] expriment la visibilité dans la base des polynômes de Legendre
par :
v = v¯(pi/2)− v¯(ωmax) (3.24)
avec v¯ la fonction d’occlusion telle que :
v¯(ω) =
 1 si le rayon est bloqué dans la direction ω ,0 sinon. (3.25)
Pour un angle d’occlusion σ , dans une direction azimutale ϕ , le vecteur d’occlusion exprimé dans la
base des polynômes normalisés de Legendre est :
v¯(σ) =
∫ pi
θ=0
v¯(ω) Pˆ(cosθ) sinθ dθ =
∫ pi
θ=pi/2−σ
Pˆ(cosθ) sinθ dθ . (3.26)
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A l’ordre 4, ce vecteur a pour forme analytique :
v¯(σ) =
[
sinσ +1√
2
,
−3cos2σ
2
√
6
,
−5sinσ cos2σ
2
√
10
,
7cos2σ(−4+5cos2σ)
8
√
14
]
. (3.27)
La fonction de visibilité de l’équation 3.24 consiste donc à considérer que la tranche d’hémisphère
supérieure dans la direction azimutale ϕ est complètement bloquée, et d’y soustraire la valeur de
l’occlusion entre le "ciel" et l’horizon du champ de hauteurs. Nowrouzezahrai et Snyder ont proposé
cette formulation indirecte de la visibilité, puisqu’elle passe par sa fonction contraire d’occlusion,
pour pouvoir unifier leur modèle avec l’éclairage indirect. Bien que nous utilisions cette expression,
nous ne rendons pas l’éclairage indirect dans notre travail.
Une fois les angles d’horizons obtenus dans chaque direction, nous ne les interpolons pas directement
entre eux [SN08], mais interpolons les projections de leur visibilité dans l’espace des polynômes
normalisés de Legendre [NS09]. Nous faisons une interpolation linéaire, mais une interpolation par
B-spline est également possible [NS09]. Dans l’espace des polynômes normalisés de Legendre, la
visibilité d’une tranche j est obtenue en interpolant les vecteurs de visibilité dans les directions j et
j+1 selon l’équation 3.28.
V j =Mlin
 v j
v j+1
 , (3.28)
où les coefficients de la matrice d’interpolation linéaire sont définis par :
[Mlin]r,c =
∫ ∆ϕ
0
∫ pi
0
[Ilin]c Pˆc(cosθ) Y r(θ ,φ) sinθ dθ dφ (3.29)
avec :
Ilin = [1−α,1−α,1−α,1−α,α,α,α,α]T (3.30)
et α =
φ +ϕ j
∆ϕ
où ∆ϕ est l’écart entre deux tranches consécutives. La figure 3.6 schématise l’interpo-
lation linéaire entre deux fonctions de visibilité pour trouver la visibilité de la tranche. Ce ne sont pas
les angles de visibilité mais bien les fonctions qui sont interpolées.
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ϕ j
ϕ j+1
(1−α)v j +αv j+1
v j
v j+1
φ
Figure 3.6 – Interpolation linéaire des fonctions de visibilité v j et v j+1, des directions ϕ j et ϕ j+1
respectivement, pour trouver la visibilité V j de la tranche j.
Ces tranches sont positionnées canoniquement sur 0 (l’intégration de φ se fait de 0 à ∆ϕ). Après avoir
repositionné les tranches canoniquement sur 0, les auteurs créent une texture 2D pour pré-calculer une
fonction de tranches, dont les paramètres sont les angles d’horizons des deux directions limites de la
tranche, et qui donne le vecteur d’harmoniques sphériques de la visibilité associée [NS09]. Ainsi, pour
obtenir le vecteur d’harmoniques sphériques de la visibilité sur la totalité de l’hémisphère supérieur à
un point récepteur, il suffit d’effectuer une rotation sur chaque tranche selon l’axe vertical~z, et de les
ajouter, tel qu’exprimé dans la formule 3.31.
V =
m−1
∑
j=1
Rotz(V j,ϕ j) . (3.31)
Ce vecteur de visibilité est indépendant des lumières de la scène, et les auteurs le combinent avec des
lumières directionnelles et environnementales, contrairement à Sloan et Cohen qui sont limités à des
lumières directionnelles [SN08, NS09].
3.7 Logarithme d’harmoniques sphériques et exponentielle
L’idée derrière l’utilisation des logarithmes d’harmoniques sphériques est que les multiplications de
vecteurs d’harmoniques sphériques sont coûteuses. Lorsqu’il y a de nombreux produits entre les vec-
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teurs de visibilité des objets d’une scène par exemple, le coût de cette opération peut vite devenir
l’élément limitant de l’exécution. En utilisant des logarithmes, il suffit d’additionner des vecteurs,
une opération rapide. Même si l’exponentielle demande plus de ressources qu’un produit, elle n’est
exécutée qu’une seule fois, ce qui est rentable lorsque le nombre de multiplications évitées est élevé.
3.7.1 Logarithme
Pour obtenir le vecteur d’une fonction en logarithme d’harmoniques sphériques, nous projetons le
logarithme (en base 10) de la fonction, comme exposé dans l’équation 3.32.
f logi =
∫
Ω
log(max( f (ω),ε)) yi(ω) dω , (3.32)
où ε > 0 sert à éviter les cas où log( f (s)) ne serait pas défini. Il s’agit d’une projection naïve, qui induit
un certain nombre d’erreurs comme l’expliquent Ren et al. [RWS+06]. Premièrement, en tronquant le
vecteur nous introduisons une erreur d’atténuation lorsque nous appliquons la fonction exponentielle.
Pour pallier à ce problème Ren et al. inversent la fonction exponentielle (car exp◦ log= id, id étant la
fonction identité), en prenant en compte la troncature. Deuxièmement, nous introduisons des détails
de haute fréquence avec ε . Bien que Ren et al. utilisent aussi une valeur ε pour assurer que la fonction
log est applicable, ils se basent sur une étude des valeurs propres de la matrice représentant la fonction
exponentielle pour choisir ε , ce qui donne une erreur plus faible.
3.7.2 Exponentielle
Nous utilisons la méthode hybride de l’exponentielle [RWS+06], que nous décrivons brièvement ici.
Soit f un vecteur de logarithme d’harmoniques sphériques, Ren et al. [RWS+06] définissent la fonc-
tion exp∗ qui retourne un vecteur d’harmoniques sphériques. La fonction exponentielle classique peut
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être approximée par une série de Taylor, telle qu’énoncé dans l’équation 3.33.
exp(x) = 1+ x+
x2
2
+
x3
3!
+ ... (3.33)
Si l’on veut appliquer une fonction exponentielle équivalente sur les harmoniques sphériques, il est
nécessaire d’exprimer la fonction puissance pour les harmoniques sphériques.
Ren et al. commencent par appliquer la série Volterra à la fonction puissance, telle qu’exprimée dans
l’équation 3.34.
f p =
∫
S
f p(ω) y(ω) dω , (3.34)
où f p est le vecteur d’harmoniques sphériques (logarithme ou non) de la fonction f à la puissance p.
Nous avons vu à la section 3.7.1 comment trouver les coefficients de f , que nous pouvons reconstruire
en appliquant l’équation 3.5. En injectant le résultat dans l’équation 3.34, on obtient l’équation 3.35.
f p =
∫
Ω
(
n2
∑
i=0
f i yi(ω))
)p
y(ω) dω (3.35)
1 = f 0 =
∫
Ω
(
n2
∑
i=0
f i yi(ω))
)0
y(ω) dω
=
∫
Ω
y(ω) dω
=
∫ 2pi
φ=0
∫ pi
θ=0
(
1
2
√
pi
,−
√
3sinθ sinφ
2
√
pi
,
√
3cosθ
2
√
pi
, ...
)
sinθ dθ dφ
= (
√
4pi,0, ...,0) . (3.36)
Les coefficients de f p peuvent s’exprimer selon l’équation 3.37.
( f p)i = Σi1,i2,...,ipΓi,i1,i2,...,ip f i1 f i2... f ip , (3.37)
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où Γ représente le noyau de Volterra et s’exprime par
Γi,i1,i2,...,ip =
∫
Ω
yi(ω) yi1(ω) yi2(ω)...yip(ω) dω . (3.38)
Le noyau de Volterra est trop coûteux à calculer pour une application en temps réel. Ren et
al. [RWS+06] proposent d’approximer la puissance par une succession de produits d’harmoniques
sphériques. Cette simplification induit une erreur, car les harmoniques sphériques étant des poly-
nômes, la multiplication de deux vecteurs d’ordre n crée un polynôme d’ordre maximal 2n−2, donc
un vecteur de 2n− 1 coefficients [Slo08]. Il faut donc tronquer les vecteurs pour revenir à un ordre
n, ici tous les deux produits. Ren et al. [RWS+06] donnent l’exemple de f 3 ≈ ( f ∗ f ) ∗ f , où f ∗ f
doit être tronqué. Cependant, comme la visibilité est limitée dans le domaine [0,1], l’erreur est aussi
limitée. Ren et al. utilisent la notation suivante pour décrire cette puissance de vecteur approximée
par des produits :
f p∗ = f ∗ f ∗ ...∗ f︸ ︷︷ ︸ . (3.39)
p fois
Tous les éléments sont à présent réunis pour appliquer l’équation 3.33 aux vecteurs d’harmoniques
sphériques :
exp∗( f ) = 1+ f +
f 2∗
2
+
f 3∗
3!
+ ... (3.40)
Pour réduire l’erreur introduite par l’exponentielle, il est nécessaire de réduire la norme du vecteur
de log( f ), et de réduire le nombre de produits, car comme vu précédemment les produits successifs
et les troncatures diminuent la précision du calcul. Pour cela, Ren et al. procèdent comme suit, en
isolant la valeur moyenne du vecteur et en utilisant des carrés successifs.
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Isolation de la valeur moyenne du vecteur (DC component) Le premier élément d’un vecteur
d’harmoniques sphériques d’une fonction f (en logarithme ou non) représente la moyenne de cette
fonction. L’isolation du composant DC consiste à mettre à part cette première valeur pour réduire la
norme du vecteur,
f = ( f 0, f 1, ..., f n2−1)
= ( f 0,0, ...,0)+(0, f 1, ..., f n2−1)
=
f 0√
4pi
(
√
4pi,0, ...,0)+(0, f 1, ..., f n2−1)
=
f 0√
4pi
1+ fˆ . (3.41)
Et donc pour appliquer l’exponentielle on a
exp∗( f ) = exp∗
(
f 0√
4pi
1+ fˆ
)
= exp
(
f 0√
4pi
)
exp∗( fˆ ) . (3.42)
Carrés successifs Nous pouvons réduire encore l’erreur induite par exp∗ en diminuant le nombre
de produits appliqués sur f .
Ici, en partant de l’observation que exp(ab) = exp(a)b, on peut de façon similaire appliquer à l’expo-
nentielle :
exp∗( f ) = exp∗
(
f
b
)b∗
. (3.43)
En utilisant b = 2p, p > 0, il suffit de mettre exp∗
(
f
2p
)
au carré p fois pour obtenir le résultat final.
Dans la méthode hybride de SHExp, Ren at al. ajoutent une dernière approximation en plus de l’iso-
lation de la moyenne et des carrés successifs. Pour un vecteur d’harmoniques sphériques d’ordre 4
ou moins, ils approximent la fonction exponentielle exp∗ par une fonction affine. En mathématiques,
une fonction affine s’exprime sous la forme x 7→ a+ bx. Ils partent de l’équation 3.42 et expriment
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exp∗( fˆ ) par l’équation 3.44.
exp∗( fˆ ) = a(‖ fˆ ‖) 1+b(‖ fˆ ‖) fˆ . (3.44)
Les coefficients a et b sont choisis selon la norme du vecteur fˆ . Ren et al. commencent par générer
des paires de vecteurs d’harmoniques sphériques (g, f ), où g = exp∗( f ), qui représentent des cercles
de rayons croissants. Selon l’équation 3.42, on a :
g = exp
(
f 0√
4pi
)
exp∗( fˆ ) . (3.45)
En posant gˆ = exp∗( fˆ ), on obtient l’équation :
gˆ = exp
(− f 0√
4pi
)
g . (3.46)
Ils cherchent à minimiser la différence entre les valeurs obtenues aux équations 3.44 et 3.46, c’est-
à-dire ‖gˆ− (a1+ b fˆ )‖. Pour cela, ils utilisent la méthode des moindres carrés sur chaque cercle et
tabulent les valeurs de a et b en fonction de la valeur de ‖ fˆ ‖. L’expression analytique de a et b est
énoncée dans l’équation 3.47.
a =
gˆ ·1
1 ·1 =
gˆ0√
4pi
, b =
gˆ · fˆ
fˆ · fˆ . (3.47)
Ren et al. [RWS+06] étudient dans leur article la précision d’une telle approximation et remarquent
qu’elle est satisfaisante si ‖ fˆ ‖< 4.8.
3.7.3 Cumul des visibilités
La visibilité est une fonction sphérique qui détermine si à un point récepteur, un rayon incident dans
la direction ω va être bloqué avant d’atteindre le point ou non. Nous définissons cette fonction dans
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l’équation 3.48.
v(ω) =
 0 si le rayon est bloqué,1 sinon. (3.48)
Pour une scène quelconque, lorsqu’il n’existe pas de description analytique de la visibilité, il est
nécessaire de l’estimer, par exemple en utilisant l’intégration de Monte Carlo, qui consiste à échan-
tillonner la visibilité en lançant des rayons selon une fonction de densité. Cette méthode est coûteuse
et impraticable en temps réel. Nous nous limitons à des objets dont les propriétés nous sont connues,
respectivement des cartes de hauteurs et des amas de bloqueurs sphériques. Ces limitations nous per-
mettent d’utiliser des méthodes spécifiques aux deux types d’objets, et ainsi d’accélérer le calcul de
la visibilité. Nous développons ensuite un moyen de combiner les visibilités obtenues pour chaque
objet pour obtenir la visibilité totale à chaque point récepteur.
Lorsque le bloqueur est un champ de hauteurs, on peut déterminer à l’aide de la carte de hauteurs
correspondante la visibilité à chaque point récepteur, comme expliqué à la section 3.6. Lorsque le
bloqueur est une sphère, il est particulièrement pratique de projeter la façon dont elle obstrue la
visibilité d’un point récepteur, analytiquement [Slo08]. Nous approximons les objets, sauf le champ de
hauteurs, par des sphères, et à chaque point récepteur nous traitons la listes de ces sphères occultantes
pour évaluer la visibilité. La figure 3.7 illustre le cas d’une sphère unique, de centre C et de rayon r.
L’angle visible au point p est exprimé par :
θ(p,C,r) = arcsin
(
r
‖C− p‖
)
. (3.49)
Nous considérons d’abord que la direction entre p et C est parallèle à l’axe vertical~z, c’est-à-dire le
cas de la sphère grise de la figure 3.7, ce qui permet de calculer un vecteur d’harmoniques zonales. Il
suffit ensuite d’effectuer une rotation sur ce vecteur dans la direction ~d = C−p‖C−p‖ pour obtenir le vecteur
d’harmoniques sphériques de la sphère verte. Les harmoniques zonales pour un bloqueur sphérique
sont :
zl =
∫ 2pi
φ=0
∫ θ(p,C,r)
θ=0
sinθ dθ dφ . (3.50)
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dr
C‖C− p‖
p
Figure 3.7 – Calcul de la visibilité d’une sphère.
Dans l’espace logarithmique, en nous référant à l’équation 3.32, elles s’expriment selon :
zl =
∫ 2pi
φ=0
∫ pi/2
θ=θ(p,C,r)
logε sinθ dθ dφ . (3.51)
Une fois les rotations effectuées pour chaque bloqueur sphérique, il suffit d’additionner les vecteurs
logarithmiques ensemble pour obtenir la visibilité totale, et d’appliquer la fonction exponentielle.
Ren et al. [RWS+06] utilisent une hiérarchie de sphères qui permet de considérer encore moins de
bloqueurs selon l’éloignement de ceux-ci par rapport au point récepteur, cependant dans notre travail
nous utilisons seulement une approximation unique au niveau le plus fin. De plus, nous étendons la
fonction de logarithme au calcul de visibilité des champs de hauteurs, à la BRDF diffuse et à la BRDF
de Phong, comme présenté au prochain chapitre.
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Chapitre 4
Practical Shading of Height Fields and Meshes
using Spherical Harmonic Exponentiation
Ce chapitre est une version mise à jour de notre article, dans la langue originale de publication.
Les auteurs sont Aude Giraud et Derek Nowrouzezahrai. L’article a été accepté à ACM/SIGGRAPH
Eurographics Symposium on Rendering 2015.
4.1 Abstract
Interactively computing smooth shading effects from environmental lighting, such as soft shadows
and glossy reflections, is a challenge in scenes with dynamic objects. We present a method to effi-
ciently approximate these effects in scenes comprising animating objects and dynamic height fields,
additionally allowing interactive manipulation of view and lighting. Our method extends spheri-
cal harmonic (SH) exponentiation approaches to support environmental shadowing from both dy-
namic blockers and dynamic height field geometry. We also derive analytic expressions for the view-
evaluated BRDF, directly in the log-SH space, in order to support diffuse-to-glossy shadowed reflec-
tions while avoiding expensive basis-space product operations. We illustrate interactive rendering
results using a hybrid, multi-resolution screen- and object-space visibility-marching algorithm that
decouples geometric complexity from shading complexity.
4.2 Introduction
Shadows provide important lighting and depth cues, especially in the presence of complex illumi-
nation. Computing shadows from large area and environmental light sources is a difficult and long-
standing problem in image synthesis.
Precomputed radiance transfer (PRT) efficiently approximates shading and shadows from environ-
mental light sources by representing incident light in a compact basis-space (e.g., spherical harmon-
ics (SH)), and then shading with potentially spatially-varying BRDFs entirely in this space. These
approaches, however, typically require static geometry in order to precompute the complex inter- and
intra-object visibility relationships that capture the shadowing effects.
We combine two techniques for efficient visibility determination, one for dynamic blockers and an-
other for dynamic height field geometry, in order to compute visibility interactively in a PRT-context
for scenes with dynamically animated meshes and height fields. We extend a logarithmic SH formula-
tion [RWS+06] to couple both the visibility and the view-evaluated BRDF, allowing us to interactively
compute final shading completely in the log basis-space, unlike existing log-SH techniques. Shading
is performed on the GPU using a hybrid image- and object-space marching approach.
4.3 Previous Work
Precomputed Radiance Transfer. PRT methods render soft shadows from large area and envi-
ronmental light sources [SKS02]. The transfer function that combines the view-evaluated BRDF
and visibility at each point of an object is projected onto a compact spherical basis, and the shading
integral is evaluated as the inner-product of the basis-projected transfer and incident lighting. The pre-
computation involves a costly ray-tracing for static objects in order to resolve visibility relationships,
forming a bottleneck that precludes the use of standard PRT in dynamic scenes.
Ren et al. [RWS+06] lift this constraint by approximating dynamic and static objects with spheres,
and then using spherical harmonic exponentiation (SHExp) to replace expensive SH product accu-
mulation of blocker visibilities with cheap additions in SH log-space. At each receiver point, they
accumulate log-SH over a hierarchy of blocking spheres, and exponentiate to evaluate the final SH
visibility. The spheres’ log-SH visibility vectors are calculated individually from a simple tabulation.
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ϕiϕi+2 ϕi
ϕi+2
Figure 4.1: Accumulation of the visibility vectors of the blocker spheres and of the height field.
We similarly accumulate log-SH for spherical blockers, but we additionally derive analytic formula-
tions for wedge-visibility accumulation in log-SH space for dynamic height fields (see Section 4.5).
Blocker Accumulation. We approximate dynamic objects with spheres and height fields, accumu-
lating their visibility in log-SH space in order to compute the blocker visibility. Unlike the sphere
fitting used by Ren et al. [WZS+06], we simply apply a k-means clustering in order to approximate
our dynamic (non-height field) objects with spherical blockers. Conversely, Kautz et al. [KLA04] ras-
terize blocker geometry directly into hemispherical bitmaps at each receiver point, but their method
is quickly limited by the scene complexity, which they alleviate to a certain degree using simplified
blocker geometry during visibility accumulation. Zhou et al. [ZHL+05] precompute volumetric basis-
space shadow fields for each rigid object in the wavelet and SH bases to render soft shadows, where
the complete visibility across objects is combined using expensive basis-space products. As such,
they are limited in the number of dynamic rigid objects, and they do not support deformations from,
e.g., skinned mesh animations. For these reasons, we were motivated to build atop the approach of
Ren et al.
Our approach does not require any costly precomputation, and we completely avoid triple-product
shading by working almost exclusively in the log-SH domain: we are the first to explore BRDF
representations in the log-SH domain, and our initial investigation yields some promising results (see
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Section 4.6).
We combine deformable objects with dynamic height fields. Many existing works have looked at the
problem of computing shadows on height field geometry, starting with the seminal horizon mapping
work [Max88, SC00] where azimuthal directions are discretized and object-space ray-marching is
employed to precompute maximum blocking angles along these directions. At run-time, an azimuthal
“slice” is queried depending on the light source position/direction, in order to determine whether the
point is in (hard) shadow or not.
Snyder and Nowrouzezahrai [SN08] extend this approach to dynamic height fields and environmen-
tal lighting. Their method replaces naïve ray-marching with a multi-resolution approach that takes
non-uniform steps into prefiltered geometric approximations of the height field. This reduces the
number of required samples, but at the cost of biasing the resulting maximum blocking angle compu-
tation. They directly compute SH visibility vectors by composition across azimuthal wedges, where
the per-wedge visibility is pre-tabulated. In 2009, the same authors extend their method to indirect
illumination and an analytic formulation of per-wedge SH visibility [NS09]. We base ourselves
on this technique and derive an analytic per-wedge visibility formulation directly in log-SH space
(Section 4.5).
Timonen and Westerholm [TW10] use a GPU-based convex hull formulation to further accelerate the
per-wedge blocking angle computation, completely avoiding any approximation bias. This allows
them to more accurately represent visibility, avoiding low-frequency basis representation and captur-
ing all-frequency shadows from dynamic environment maps. Timonen [Tim13a] later applied this
concept to the problem of screen-space ambient occlusion, treating the Z-buffer as a height field.
4.4 Overview and Terminology
We provide a quick overview of the mathematical concepts we will use throughout our paper.
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Height fields are 3D surfaces defined by a height function h, where each 2D point on the plane of
the height field (x,y) has height z = h(x,y). Height fields are often represented by a texture, or height
map, where each texel stores a height value. In general, these grey level values are multiplied by a
coefficient to scale the heights. Height fields can represent macro-geometry, like mountains or oceans
(as we do in our applications), but also micro-geometry like a skin’s geometric texture.
Visibility is a spherical function at a shading point that determines, for each direction ω on the unit
sphere, whether an outgoing ray in that direction would be occluded or not. We define the visibility
function v as:
v(ω) =
 0 if the ray is occluded,1 otherwise. (4.1)
In numerical log space, visibility v is expressed by
vlog(ω) =
 logε if the ray is occluded,0 otherwise. (4.2)
Spherical Harmonics are an orthonormal, frequency-space basis used to represent spherical func-
tions. They are useful for representing irradiance environment maps [RH01] or for computing soft
shadows and glossy reflections [SKS02]. The SH projection coefficients of a spherical function f are
defined as:
f ml =
∫
Ω
f (ω) yml (ω)dω (4.3)
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where yml (ω) is the m-th band-l SH basis function, evaluated in direction ω on the unit sphere Ω.
After projection, we can reconstruct an order-n band-limited approximation of f as:
f˜ (ω) =
n−1
∑
l=0
l
∑
m=−l
f ml y
m
l (ω) =
n2
∑
i=0
f i yi(ω) , (4.4)
where we often replace the (l,m)-double indices with a more compact single index i = l(l+1)+m.
Zonal Harmonics (ZH) are the m= 0 circularly-symmetric (about the canonical z up-vector) subset
of SH basis functions. An order-n ZH expansion requires only n projection coefficients, instead of
n2 for an SH expansion, however it can only represent a (band-limited) circularly-symmetric function
aligned along z. The SH projection coefficients of a circularly-symmetric aligned about an arbitrary
direction d can, however, be obtained using the Funke-Hecke convolution theoreom [Slo08] as:
f ml =
√
4pi
2l+1
zl yml (d) , (4.5)
where zl = y0l are the ZH projection coefficients of the circularly-symmetric function aligned along
the canonical z axis.
SH Product Operators can be defined in order to compute the (approximate) SH projection co-
efficients of the product of two SH-projected functions. This operation is useful for shading, where
we require the product of the visibility, the view-evaluated BRDF, and the lighting prior to spherical
integration. SH products can also be used to accumulate the spherical visibility across blockers, as in
e.g., [ZHL+05]. The SH coefficients of the product of two functions f (s) and g(s) (with projection
coefficient vectors f and g) can be expressed as:
( f ∗g)i =
n2
∑
j=0
n2
∑
k=0
Γi jk f j gk with Γi jk =
∫
Ω
yi y j yk dω, (4.6)
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where Γ is the SH tripling coefficient tensor [Slo08], and we temporarily omit parameters for brevity.
Computing Equation 4.6 has O(n5/2) time complexity in SH [NRH04], which becomes prohibitively
slow in the case of many blockers (i.e., many product operations).
SH Logarithm and Exponentiation are used to approximate SH products. Ren et al. [RWS+06]
compute numerically the log-ZH projection coefficients of a canonically oriented spherical blocker.
In log-space, we must take care to treat the undefined behavior of the log operator for values below
zero; Sloan et al. [SGNS07] simply clamp their functions to a small (positive) value ε prior to tak-
ing the log. Ren et al. improve upon this naïve method by clipping the eigenvalues of the product
matrix [RWS+06]. Another way to handle negative values is to use the log-modulus transforma-
tion [JD80], but this is used primarily in statistics for data visualization. We use the naïve method,
and explore the effect of changing ε on the accuracy of the log-SH representation, particularly in
the context of our new analytic log-SH BRDF formulation (see Section 4.6). Concretely, the log-SH
projection coefficients of a spherical function f (s) are defined as
f logi =
∫
Ω
log(max( f (ω),ε)) yi(ω) dω . (4.7)
SH Blocker Accumulation combines the visibility function across all blockers at a shading point p.
We decompose our scenes into a set of m spherical blockers, approximating deformable objects, and
a dynamic height fields (see Figure 4.1). Here, the visibility can be composed as a sequence of (SH)
product operations over of the m blockers’ SH visibility vectors v[i] and the height field’s SH visibility
vector v[HF] as:
v = v[1]∗ v[2]∗ . . .∗ v[m]∗ v[HF] . (4.8)
In log-SH, however, these product operations are replaced with cheaper additions [RWS+06] of the
log-SH visibility vectors, after which we take an SH exponentiation to obtain an approximation of
the final accumulated visibility, as expressed in Equation 4.9. We note exp∗ the exponential operator
47
applied to SH vectors as in [RWS+06]. We use the hybrid variant, called HYB in [RWS+06].
v ≈ exp∗(vlog[1]+ . . .+ vlog[m]+ vlog[HF]) . (4.9)
4.5 Visibility
We combine the effects of visibility from dynamic height fields and blockers. Here, we will describe
how we perform this accumulation entirely in log-SH space by building atop the approaches of Ren
et al. [RWS+06] and Nowrouzezahrai and Snyder [NS09]. We derive analytic expressions for per-
wedge log-SH visibility, as well as devise a new ratio clamping heuristic that reduces ringing artifacts
that arise from accumulated numerical imprecisions in log-SH representation.
4.5.1 Height Field Log-SH Visibility
We build atop the multi-resolution ray-marching approach of Nowrouzezahrai and Snyder [NS09] to
compute log-SH visibility for points on a dynamic height field. Consider point p = (px, py, pz) on the
height field, we define the blocking angle between p and any other point on the height field p′ as:
θb(p, p′) = arctan
 p′z− pz√
(p′x− px)2+(p′y− py)2
 . (4.10)
This angle is measured from the horizon plane to the up vector, representing the portion of the sky
hidden by the height field in a given direction (i.e., from p to p′). The visibility is zero below this
elevation angle and one above it. It is convenient to adopt Max’s [Max88] horizon angle definition:
θh(p, p′) = pi/2−θe(p, p′) , (4.11)
where horizon angle θh is directly related to the visible portion of the great-circle (see Figure 4.2).
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p′
θh(p, p′)
p
Figure 4.2: Horizon angle θh for point p on the height field.
We can use a compact representation of the elevation function to define a slice of the height field’s
visibility, as in [NS09]. We use the orthonormal Normalized Legendre Polynomial (NLP) basis to
project the log-SH visibility of a single azimuthal slice. Zonal harmonics are related to NLP basis
function, denoted Pˆl , via the following expression:
y0l (θ ,φ) =
√
1
2pi
Pˆl(cosθ) . (4.12)
The NLP functions are given by Rodrigues’ formula:
Pˆl(z) =
√
2l+1
2
1
2l l!
dl
dzl
[
(z2−1)l
]
, (4.13)
where z = cosθ .
For order 4, they can be analytically expressed by:
Pˆ(z) =
[√
1
2
,
√
3z√
2
,
√
5
√
2(3z2−1)
4
,
√
7
√
2(5z3−3z)
4
]
. (4.14)
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The visibility vector for a slice with a horizon angle σ , projected in the NLP basis, is then given by:
vlog(σ) =
∫ pi
pi/2−σ
logε Pˆ(cosθ) sinθ dθ . (4.15)
At order 4, their expression is the following:
vlog(σ) =
[
logε
sinσ +1√
2
, logε
−3cos2σ
2
√
6
, logε
−5sinσ cos2σ
2
√
10
, logε
7cos2σ(−4+5cos2σ)
8
√
14
]
.
To reconstruct the continuous function of the visibility, one has to do a dot product of the visibility
vector and the basis vector, as in Equation 4.16.
vlog(θ) = vlog · Pˆ(cosθ) . (4.16)
We compose log-SH visibility due to the height field by summing over the log-SH wedge visibility,
similarly to [NS09] albeit with a few important modifications, discussed below. First, we must not
only compute the height field’s self-shadows, but also its shadows projected onto the other objects in
the scene.
Height Field Self-shadowing. For the height field self-shadowing, we sample the (log) visibility on
a discrete set of azimuthal directions, as in [NS09]. At each height field shading point, and for each
azimuthal direction, we use a multi-resolution pyramid marching scheme [SN08] to march along
the azimuthal direction and sample the (filtered) height field in order to approximate θh for each
discrete ϕ . We linearly interpolate the visibility between these n− 1 discrete azimuthal wedges: the
first wedge is aligned canonically at ϕ = 0 , and each successive wedge is rotated by k4ϕ , with
4ϕ = 2pi/W , with W the number of wedges and k ∈ [0,W −1].
In the primal SH domain, wedge visibilities could be added together in order to obtain the final SH
height field visibility [SN08], since visibility value outside a wedge is (implicitly) zero, as illustrated
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Figure 4.3: Combining visibilities. Top: The visibility wedges are added before we multiply them
with the blockers’ visibility vectors. Middle: Adding in log-SH space is equivalent to multiplying in
SH space. Bottom: When using spherical harmonics exponentiation, we add the visibility vectors in
log-SH space; the numerical values are inverted as log(1) = 0, and we use a factor ε because log(0)
is undefined. Right: The resulting visibility.
in Figure 4.3. In the log-SH domain, however, summation equates to multiplication in the primal
domain (after exponentiation), and so we have to rethink the wedge accumulation strategy.
Specifically, we now treat the (log-)visibility as 1 outside the wedge; it now has effectively an implicit
value of log(1) = 0 in log-SH space. Thus, when working in log-SH space we can apply the same
tactic as used in [NS09]. We construct a canonical log-SH wedge function from the two log-ZH
azimuthal values on the borders of the wedge, using a composition operator that explicitly sets all the
visibility outside the wedge to a value of 0 (see Figure 4.3). Assuming that Vk(θ ,φ) is the visibility
function of the k-th wedge, Equation 4.17 gives its projection in log-SH space.
V logk =
∫ ∆ϕ
0
∫ pi
0
V logk (θ ,φ)yk(θ ,φ) sinθ dθ dφ , (4.17)
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where V logk results from the linear interpolation of the slices’ functions in the directions ϕk and ϕk+1:
V logk (θ ,φ) =
((
1− φ −ϕk
∆ϕ
)
vlogk +
(
φ −ϕk
∆ϕ
)
vlogk+1
)
· Pˆ(cosθ) .
When substituting Equation ?? into Equation 4.17, we see that the integral can be expressed by a
product between a matrix of linear interpolation, and the NLP log-SH vectors of the visibility of the
discrete border directions of the wedge:
V logk =Mlin
[
vlogk v
log
k+1
]T
, (4.18)
where Mlin coefficients are calculated with
[Mlin]i, j =
∫ ∆φ
0
∫ pi
0
[Ilin] j Pˆ j(cosθ) yi(θ ,φ) sinθ dθ dφ , (4.19)
and
αk =
φ −ϕk
∆ϕ
, (4.20)
Ilin = [1−αk,1−αk,1−αk,1−αk,αk,αk,αk,αk] . (4.21)
We precompute the wedge interpolation and composition operator Mlin which, for e.g., an order-4
SH expansion has dimensions (42)× (2×4) = 16×8. After applying this operator to the two wedge
boundary coefficients (Equation 4.19), we align the canonical log-SH wedge to its actual starting
azimuthal coordinate using a fast z-rotation, as in [SN08, NS09]. We finally add the rotated wedges
to get the complete visibility function, as in [NS09].
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Height Field Cast Shadows. To compute the shadow of the height field onto another (non-height
field) object’s point, we use a similar approach: we first project the shading point of the object onto
the plane of the height field, and we offset our maximum blocking angle calculation using the height
of the point above the height field. We march along each azimuthal direction as before, accumulating
and compositing log-ZH visibility slices, as illustrated in Figure 4.4.
θh(p, p′) p′
p
Figure 4.4: Horizon angle θh for one receiver point p of a blocker.
4.5.2 Dynamic Blocker Shadows
When treating spherical blockers, the log-SH visibility for a single blocker can be determined ana-
lytically: consider a spherical blocker with center c and radius r. If we first assume that c is aligned
directly above our shading point p, the horizon angle formed by the projection of the sphere onto the
point is:
θ(p,c,r) = arcsin
(
r
/‖c− p‖) . (4.22)
The log-ZH of this canonical blocker visibility is simply:
V l =
∫ 2pi
φ=0
∫ pi
θ=θ(p,c,r)
y0l (θ) sinθ dθ dφ , (4.23)
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which we can quickly rotate to align along the actual direction between p and c using the Funke-
Hecke theorem (see Section 4.4). We can similarly compute the log-ZH blocker visibility analytically
as:
V logl =
∫ 2pi
φ=0
∫ θ(p,c,r)
θ=0
logε y0l (θ) sinθ dθ dφ , (4.24)
and repeat the rotation to obtain the log-SH visibility, which we will accumulate (with a sum) across
all spherical blockers (and the accumulated height field log-SH visibility). All dynamics objects (ex-
cept the height field) are approximated with a set of spheres [RWS+06], and we use a simple k-means
clustering to place the sphere blockers and determine their radii. Equation 4.24 (and Equation 4.23,
for that matter) has compact analytic forms that we hardcode into our shaders. Figure 4.1 shows how
we accumulate the visibilities at a point p.
A common problem with log accumulation is that, given many blockers, numerical accumulation
errors are compounded as the occluded regions of blockers overlap. For example, for a given direction
ω occluded by m blockers, the threshold logε will be accumulated m times yielding an effective value
of log(εm). Since ε < 1, log(εm) approaches minus infinity and the error (after exponentiation) can
become unbounded. To mitigate this problem, we smoothly attenuate the influence of distant blockers
to the shading point during log-SH accumulation. To avoid visible transitions, we multiply the log-
SH vector of each sphere’s visibility (Equation 4.24) by the ratio r
/‖c− p‖. The farther and smaller
a blocker, the lower its influence. This approach has limits, e.g., when a small sphere close to p is
aligned with a big sphere far from p, but we found it gives visually pleasing results in most of the
cases. Figure 4.5 illustrates the impact of our attenuation approach for a scene with 402 blockers.
Moreover, for a shading point p with a normal n, we only consider blockers b in direction db (from
p) if n ·db > 0.
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(a) Without ratio attenuation (b) With ratio attenuation
Figure 4.5: Use of a ratio criterion to decide if a blocker is considered or not.
4.6 BRDF
Log-SH Diffuse. Ren et al. [RWS+06] accumulate log-SH visibility, exponentiation, and then per-
form an expensive triple-product basis-space shading operation with the view-evaluated BRDF and
the light source SH coefficients. This amounts to the application of an SH product and double-product
integration.
We instead compute log-SH BRDF coefficients, accumulate them with the (accumulated) log-SH visi-
bility, and exponentiate, prior to double-product integration with the lighting coefficients. This allows
us to completely avoid SH products, and reduces shading to a simpler double-product integration. For
a diffuse BRDF, we first can again compute canonical log-ZH coefficients as:
f logi =
∫ 2pi
φ=0
∫ pi
θ=0
log(max(cosθ/pi,ε) y0i (θ) sinθ dθ dφ .
We then rotate this vector in the direction of the shading point’s normal.
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Log-SH Phong. For a glossy Phong BRDF we again project the canonical log-ZH lobe as:
f logi =
∫ 2pi
φ=0
∫ pi/2
θ=0
log
(
max
(
r+1
2pi
cosθ r,ε
))
y0i (θ)sinθ dθ dφ
+
∫ 2pi
φ=0
∫ pi
θ=pi/2
logε y0i (θ)sinθ dθ dφ ,
where we have to take care to split the integral in case r is even, in order for the hemispherical
clamping to logε to hold. For a Phong term, we simply rotate (using Funke-Hecke again) the log-ZH
lobe to align with the reflected view-vector.
0.2 0.4 0.6 0.8 1.0
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Figure 4.6: L2 error between the SH BRDFs and the exponentiated log-SH BRDFs for various values
of r and ε .
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ε Parameter Setting. We choose ε experimentally: for different values of ε , we compute the
ground-truth ZH BRDF vector, as well as the exponentiated log-ZH BRDF vector, and we com-
pute their L2 error (see Figure 4.6). The closer ε is to one, the larger the error. For example, consider
the diffuse BRDF, cosθ/pi < 1, which means that when ε = 0.9, max(cos(θ)/pi,ε) = ε most of the
times. Thus, logε is close to 0, and its exponentiation is close to 1. The same reasoning holds for our
glossy BRDF.
SH
lo
g-
SH
1 2 3
Figure 4.7: Spheres lit by a directional light with varying r. Our log-SH BRDF is a coarse approxi-
mation of the SH BRDF, but avoids a costly triple-product integration. Here log-SH uses ε = 0.2.
Figure 4.7 shows a specular sphere with different exponents. When the exponent is high, we can see
that the specular highlight on the sphere is not very strong. This is due to our choice of order 4, as
low order SH cannot capture high frequency information [Slo08].
4.7 Implementation and Results
We generate G-buffers of our scenes in Blender for the positions, the normals, the UV coordinates and
the type of each object (height field, water, diffuse or specular surfaces). We also use Mathematica
to approximate our general meshes with spherical blockers. If a mesh is animated, we create a list of
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blockers for each separate frame and record the centers’ positions and radii in a file. For the light, we
pre-generate SH vectors representing the environment maps using Monte Carlo sampling.
We load the G-buffers, the height map, the lights’ SH vectors, and a buffer with the blockers’ informa-
tions on the GPU. We hardcode a table of pre-generated log-ZH coefficients for the BRDFs, that are
rotated along the normal or the reflection vector depending on the type of material. We compute the
shading interactively in a pixel shader. At each pixel, we determine the type of object. The material
ID is used to choose which log-SH vector to use for the BRDF. We apply the ray-marching algorithm
on the heightmap with or without an offset depending on whether the pixel is on the height field or a
blocker. This gives us the log-SH visibility vector resulting from the height field geometry. We then
process the list of blockers and compute their visible angles and directions on the fly. We rotate them
and add their log-SH visibility vectors together. We add the height field’s visibility log-SH vector,
and the complete visibility is summed with the BRDF log-SH vector. We finally exponentiate the
resulting log-SH visibility vector summed with the log-SH BRDF vector and do a dot product with
the light’s SH vector to get the final shading. The lights’ SH vectors can be rotated according to the
user input, who can manipulate the light interactively.
We render our scenes on an NVIDIA GTX480 card, at the resolution of 960×540 pixels. The whale
in Figure 4.8 is approximated by 50 spheres and runs at 10fps. The reflection is computed using ray-
tracing in Blender to pre-generate a special G-buffer for the water surface, that gives the positions,
normals, and object’s ID of the reflected point. The method is then applied on the water surface as
if it were the reflected point, for example if sand is reflected, then we compute the shading as if we
were on the sand’s surface. The wrecking-ball scene in Figure 4.9 has 402 blockers and runs at about
15fps. The ball and half the cubes are specular. We retrieve the view direction from the moving
camera using a python script in Blender and use this information to rotate the specular BRDF log-SH
vector. Finally, the scenes with the walking man do not use G-buffers, and run at 68fps.
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Figure 4.8: A whale under water with self- and cast-shadows.
Figure 4.9: A glossy wrecking ball crashing into a block of diffuse and glossy cubes.
4.8 Conclusion and Future Work
Our method provides a unified framework to combine low-frequency visibility from dynamic objects
and a dynamic height field. We derive a model to represent diffuse and specular BRDFs in the log-SH
space, as well as height field’s visibility. We combine those log-SH vectors with the accumulations
of the spherical blockers’ log-SH vectors and use the SH exponentiation to reduce the number of SH
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products. Our method can be applied as a post-processing step, and runs interactively.
In future work, we could add indirect illumination. Guerrero et al. use the spherical blockers as
secondary light sources to compute real-time indirect illumination [GJW08], and we could combine
this approach with indirect illumination for height fields [NS09]. These methods work only for diffuse
surfaces, and for specular BRDFs we could adapt the approach of Pan et al. [PWL+07]. We could
extend the work of [RWS+06] to find an optimal value for ε in a systematic way. The use of a
hierarchy of blockers as in [RWS+06] would probably speed up the rendering as fewer blockers
would be considered, and it would reduce the artifacts of SH ringing without the need for a ratio
criterion. Another approach would be to drop the blockers’ approximation and use a semi-analytic
visibility function for general meshes [NBMJ13].
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Chapitre 5
Conclusion
Les ombres douces permettent d’améliorer la qualité d’une scène. Cependant, elles sont difficiles à
synthétiser rapidement car pour de grandes sources de lumière, la relation de visibilité entre un point
et la lumière n’a pas de solution analytique, et les analyses numériques comme l’échantillonnage
ne sont pas efficaces. De nombreuses techniques cherchent à accélérer le rendu des ombres douces
afin de pouvoir les utiliser dans un contexte interactif. Les stratégies de pré-calcul sont populaires
car elles permettent de reporter le coût du calcul dans une étape préliminaire, et d’atteindre ainsi des
performances en temps réel [SKS02, KSS02]. Cependant, il faut souvent sacrifier la qualité de la
scène, que ce soit au niveau de l’exactitude des ombres ou de son interactivité, comme par exemple
pour le pré-calcul du transfert de la radiance qui ne permet pas de traiter des objets dynamiques dont
les mouvements ne sont pas connus à l’avance [SKS02, SLS05]. En nous limitant à deux types de
géométrie, des bloqueurs sphériques pour approximer des maillages quelconques, et des champs de
hauteurs, nous pouvons traiter des scènes manipulées interactivement par un utilisateur.
Nous proposons une approche hybride, inspirée des méthodes de PRT, qui combine les espaces écran
et objet pour afficher les ombres douces dans des scènes dynamiques. Nous utilisons la projection
dans l’espace des harmoniques sphériques, qui présentent des propriétés de convolution et de rotation
intéressantes. En passant par une fonction exponentielle, qui permet d’ajouter des harmoniques sphé-
riques dans l’espace logarithme au lieu d’effectuer des multiplications très coûteuses, nous pouvons
combiner les visibilités de manière efficace et réduire le temps de calcul [RWS+06]. Nous réduisons
la complexité géométrique des maillages en les approximant par des bloqueurs sphériques [RWS+06],
et nous introduisons également un critère de discrimination afin d’ignorer les bloqueurs qui ont un
impact minime sur les ombres finales. Nous ajoutons aux bloqueurs sphériques un modèle pour re-
présenter la visibilité d’un champ de hauteurs dans des directions discrètes. Nous nous basons sur
les travaux de Nowrouzezahrai et Snyder [NS09, SN08] qui utilisent une pyramide multi-résolution
d’un champ de hauteurs afin de réduire le nombre d’échantillons nécessaires. Cette pyramide permet
de trouver de manière approximative, mais efficace, les angles d’horizons d’un champ de hauteurs
dans des directions discrètes. La visibilité résultant de ces angles est projetée dans chacune de ces
directions. Les vecteurs sont ensuite interpolés afin de trouver la visibilité complète à chaque point
récepteur du champ. Cependant, nous devons modifier la façon dont est projetée la visibilité car en
changeant l’espace de projection nous changeons d’opération (l’addition en espace logarithme corres-
pond à une multiplication), et nous changeons ainsi d’élément neutre. Nous devons donc considérer
une valeur différente pour la visibilité à l’extérieur de chaque tranche. Nous expliquons comment
interpoler les angles pour les paires de directions consécutives afin de former des tranches, puis com-
ment tourner ces tranches, et les ajouter afin d’obtenir la projection logarithmique de la visibilité
complète sur l’hémisphère supérieur à un point du champ. Nous expliquons aussi comment générer
les ombres du champ sur les maillages quelconques de la scène. Une fois la visibilité du champ obte-
nue, nous la combinons avec celle des maillages approximés par des bloqueurs sphériques [RWS+06].
L’opération du calcul de la visibilité, due au champ de hauteurs ou aux bloqueurs, n’est effectuée que
sur les pixels visibles de ces objets.
Après cette première contribution, nous expliquons comment projeter deux types de BRDFs en log-
SH. Ainsi, nous pouvons traiter les valeurs de la visibilité et de la BRDF dans un espace unifié.
Nous commençons par la BRDF diffuse, puis expliquons comment projeter une BRDF de Phong.
Nous fournissons les valeurs des projections de ces BRDFs en espace log-SH, de sorte que seule
une rotation, selon la normale ou la vue réfléchie, est nécessaire pendant l’exécution du programme.
Que ce soit pour la visibilité ou pour les BRDFs, la projection en espace logarithme nécessite un
soin particulier pour les valeurs non définies (i.e. 0). Nous introduisons un facteur ε qui permet de
contrôler un seuil de troncature afin d’éviter ces valeurs non définies. Nous étudions l’impact du choix
de ε sur le rendu final. Nous comparons les différences obtenues sur les BRDFs, et fournissons les
mesures pour différentes valeurs de ε et différents exposants pour Phong. Quelque soit l’exposant,
nous remarquons une augmentation exponentielle de l’erreur vers ε ≈ 0.10. Enfin, l’utilisation de la
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fonction exponentielle une fois que les visibilités et les BRDFs sont ajoutées permet de repasser dans
l’espace des harmoniques sphériques. Une simple convolution (un produit scalaire) avec le vecteur de
la lumière permet de trouver le shading final de la scène.
Nous nous sommes limités à deux modèles de BRDFs, mais il pourrait être intéressant par la suite de
projeter des modèles de BRDFs plus complexes. Une attention particulière devra être portée au niveau
de la troncature, selon la BRDF considérée. De plus, les modèles plus élaborés de BRDFs spéculaires
nécessiteront une représentation matricielle au lieu d’un simple vecteur [LSSS04]. Une autre piste
de recherche porte sur l’étude de ε . Pour l’instant, ce paramètre est choisi par l’utilisateur, mais en
développant une heuristique nous pourrions peut-être déterminer automatiquement sa valeur. Ren et
al. proposent dde multiplier par 0.02 la plus grande valeur propre de la matrice de multiplication de la
fonction exponentielle d’harmoniques sphériques [RWS+06]. Une autre possibilité de travaux futurs
concerne l’implémentation de l’éclairage indirect, après avoir défini sa projection en log-SH. Enfin,
concernant la visibilité, il serait peut-être intéressant d’utiliser la silhouette des objets plutôt que de les
approximer par des sphères [NBMJ13], l’impact sur le temps de calcul reste cependant à déterminer.
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