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Abstract
We study the benefits of splitting variables variables for reducing the variance of linear functions of
the regression coefficient estimate. In an extensive simulation study, we show that splitting combined
with shrinkage can result in estimators with lower prediction error compared to popular shrinkage
estimators such as ridge regression, Lasso, elastic net and non-negative garrote. For high-dimensional
problems, we show that an exhaustive search is computationally infeasible and we evaluate the
minimum attainable mean squared prediction error of a promising objective function approach to
splitting variables in linear models for high-dimensional data recently proposed in the literature.
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1 Introduction
We consider the linear regression model
yi = x
′
iβ + εi, i = 1, ..., n;
where the error εi is assumed independent from xi ∈ Rd, with E(εi) = 0 and V ar(εi) = σ2. We focus on
the estimation of linear functions, a′β, of the regression coefficients. For example, a′β = β1, when the
interest resides in a particular effect, or a′β = x′0β, when the interest resides in the prediction of a new
outcome y0 = x
′
0β+ ε0. We aim for estimators θ̂ of β such that the mean squared error, E(a
′θ̂− a′β)2,
is minimized. It holds that
MSE(a′θ̂) = E(a′θ̂ − a′β)2 = (a′(E(θ̂)− β))2 + a′ Cov(θ̂)a, (1)
where the two terms on the right hand side are the squared bias and the variance, respectively. The
standard estimator for β is the ordinary least squares (LS) estimator β̂ = (X ′X)−1X ′y, where X is
the n × d design matrix and y ∈ Rn is the response vector. Since β̂ is unbiased, we obtain that
MSE(a′β̂) = a′Cov(β̂)a, with Cov(β̂) = σ2(X ′X)−1. Moreover, by the Gauss-Markov theorem we
know that MSE(a′β̂) ≤ MSE(a′θ̂) for any linear unbiased estimator θ̂. Therefore, one focuses on biased
estimators when one aims to reduce MSE(a′θ̂).
A common approach in this regard is regularization by shrinkage (Tikhonov, 1963; Hoerl, 1962). The
most popular family of shrinkage estimators is ridge regression (Hoerl and Kennard, 1970), given by
β̂λ = (X
′X + λI)−1X ′y, λ ≥ 0.
It can be shown that Cov(β̂λ)  Cov(β̂), for any given λ ≥ 0, where  represents inequality in the
Loewner partial order for symmetric matrices [i.e. A  B if A − B is non-negative definite, see
e.g. Horn and Johnson (2012)]. Indeed, taking σ2 = 1 (w.l.g.) we have that Cov(β̂λ)
−1 = X ′X +λ(2I +
λ(X ′X)−1)  X ′X = Cov(β̂)−1.
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Another well-known shrinkage family is the non-negative garrote (Breiman, 1995). A simplified
version of this method (which we use in this paper) is defined as
β̂ω = Dβ̂, D = diag(ω),
with 0 ≤ ωj ≤ 1, j = 1, ..., d. In Section 3 we show that both the total variance and the generalized
variance of β̂ω are smaller than those of β̂. There is an extensive literature on shrinkage in linear
regression which mainly focuses on automatic variable selection with the Lasso and the elastic net as the
most prominent examples, see e.g. Hastie, Tibshirani, and Wainwright (2015).
In Section 2 we consider a new family of estimators, which we call split regression estimators (SPLIT).
In Section 3, we show that the total variance and generalized variance of the simplified garrote and SPLIT
are smaller than those of LS. We illustrate the potential usefulness of SPLIT in Section 4 through results
of some numerical comparisons with ridge regression, garrote and Lasso. We simulate the theoretical
mean squared prediction errors (MSPEs) curves for the methods considered in Section 5, illustrating the
benefits in higher dimensions. Finally, Section 6 concludes.
2 Split Estimators
Consider a partitioning of the design matrix X = (X1 X2) with X1 a n×d1 matrix and X2 a n× (d−d1)
matrix. According to this partition, consider the matrices
A = X ′X =
(
A11 A12
A21 A22
)
and A =
(
A11 −A12
−A21 A22
)
.
Then, we define the corresponding split LS estimator by
β˜ = diag(A−111 , A
−1
22 )X
′y,
which has mean
E(β˜) = diag(A−111 , A
−1
22 )Aβ = (β1 +A
−1
11 A12β2, β2 +A
−1
22 A21β1)
′
and covariance matrix
Cov(β˜) = σ2 diag(A−111 , A
−1
22 )A diag(A
−1
11 , A
−1
22 ). (2)
Example 1. Consider the linear regression model yi = β1xi1+β2xi2+εi with εi ∼ N(0, σ2), i = 1, . . . , n.
To simplify the notation we assume that the explanatory variables have been centered and scaled so that
(1/n)
∑n
i=1 x
2
i1 = (1/n)
∑n
i=1 x
2
i2 = 1 and let us denote (1/n)
∑n
i=1 xi1xi2 = r.
Suppose that X1 is the main effect and X2 is a control variable. Hence, we are mainly interested in
estimating a′β = β1. Let us compare the LS estimator β̂1 ∼ N(β1, σ2[(1 − r2)n]−1) with the SPLIT
estimator β˜1 = (1/n)
∑
xi1yi ∼ N(β1 + rβ2, σ2n−1). The MSE for β̂1 and β˜1 is σ2[(1 − r2)n]−1 and
r2β22 +σ
2n−1, respectively. Therefore, β˜1 is preferred if and only if β22 < σ
2[(1− r2)n]−1. Hence, SPLIT
becomes more attractive when there is a larger error variance and/or a larger correlation between the
explanatory variables (multicolinearity) and/or a smaller sample size. For example, if σ = 1, r = 0.7 and
n = 10, then the SPLIT estimator is preferred if |β2| < 0.443.
3 Variance Inequalities
To compare the variability of the estimators β̂, β̂ω and β˜ we use the following expression for A
−1. Let
B11 = (A11 −A12A−122 A21)−1 and B22 = (A22 −A21A−111 A12)−1, then we have
A−1 = diag(B11, B22) A diag(A−111 , A
−1
22 ). (3)
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Proposition 1 (Generalized Variance Inequality). Consider the three estimators above, then we
have the following inequalities for the generalized variance
(a) det(Cov(β˜)) ≤ det(Cov(β̂)),
(b) det(Cov(β̂ω)) ≤ det(Cov(β̂)).
Proof. To prove (a) we notice that
det(Cov(β˜)) = σ2d[det(A−111 ) det(A
−1
22 )]
2 det(A) (4)
Similarly using that det(A) = det(A) we have
det(Cov(β̂)) = σ2d[det(A−111 ) det(A
−1
22 )][det(B11) det(B22)] det(A) (5)
From (4) and (5) it suffices to show that
det(A−111 ) det(A
−1
22 ) ≤ det(B11) det(B22)
Or equivalently,
det(A11) det(A22) ≥ det(A11 −A12A−122 A21) det(A22 −A21A−111 A12)
This holds because A11  A11 − A12A−122 A21 and A22  A22 − A12A−111 A21 implies det(A11) ≥
det(A11 −A12A−122 A21) and det(A22) ≥ det(A22 −A21A−111 A12), respectively.
Part (b) follows because
det(Cov(β̂ω)) = σ
2d det(D)2 det(A−1) ≤ σ2d det(A−1) = det(Cov(β̂)).
Proposition 2 (Total Variance Inequality). Consider again the three estimators β̂ , β˜, β̂ω. Then
we have the following inequalities for the total variance:
(a) tr(Cov(β˜)) ≤ tr(Cov(β̂)),
(b) tr(Cov(β̂ω)) ≤ tr(Cov(β̂)).
Proof. From (2) it follows that
tr(Cov(β˜)) = σ2[tr(A−111 ) + tr(A
−1
22 )].
On the other hand, using equation (3) we obtain that
tr(Cov(β̂)) = σ2 tr(A−1) = σ2[tr(A11 −A12A−122 A21)−1 + tr(A22 −A21A−111 A12)−1].
Now, notice that
A11  A11 −A12A−122 A21 ⇐⇒ A−111  (A11 −A12A−122 A21)−1,
A22  A22 −A21A−111 A12 ⇐⇒ A−122  (A22 −A21A−111 A12)−1,
which implies
tr(A−111 ) ≤ tr((A11 −A12A−122 A21)−1),
tr(A−122 ) ≤ tr((A22 −A21A−111 A12)−1).
To prove (b) let us set B = A−1, then we have that
tr(Cov(β̂ω)) ≤ σ2tr(D2B) = σ2
d∑
i=1
w2i bii ≤ σ2
d∑
i=1
bii = tr(Cov(β̂))
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To show that split LS estimators improve the total and generalized variance of the least squares
estimator more generally, we now consider nested partitions of the set {1, ..., d}. A partition P =
{I1, ..., Ik} is nested in the partition Q = {J1, ..., Jm} if for all l ∈ {1, ...,m} there is a subset Ml ⊂
{1, ..., k} such that
Jl = Uα∈MlIα.
For simplicity, we will consider the partitions Q ={J1, J2} and P = {I1, I2, I3} with J1 = I1 ∪ I2 and
J2 = I3. We will also assume (w.l.g.) that I1 = {1, ..., d1}, I2 = {d1 + 1, ..., d2} and I3 = {d2 + 1, ..., d}.
The corresponding partitions of the matrix A = X ′X are
A =
A11 A12 A13A21 A22 A23
A31 A32 A33
 , A = (C11 C12
C21 C22
)
with
C11 =
(
A11 A12
A21 A22
)
, C12 =
(
A13
A23
)
and C22 = A33.
We now compare the split estimators β˜ = diag(C−111 , C
−1
22 )X
′y and α˜ = diag(A−111 , A
−1
22 , A
−1
33 )X
′y.
Proposition 3 (Nested Partitions Inequality).
(a) det(Cov(α˜)) ≤ det(Cov(β˜)),
(b) tr(Cov(α˜)) ≤ tr(Cov(β˜)).
Proof. To simplify the notation, assume that σ2 = 1,. We have
Cov(β˜) = diag(C−111 , C
−1
22 )A diag(C
−1
11 , C
−1
22 )
and
Cov(α˜) = diag(A−111 , A
−1
22 , A
−1
33 )A diag(A
−1
11 , A
−1
22 , A
−1
33 )
Therefore, to prove (a) write
det(Cov(β˜)) = [det(C−111 ) det(C
−1
22 )]
2 det(A)
det(Cov(α˜)) = [det(A−111 ) det(A
−1
22 ) det(A
−1
33 )]
2 det(A)
Since A−133 = C
−1
22 , we just need to show that det(C
−1
11 ) ≥ det(A−111 ) det(A−122 ). But this has been shown
in Proposition 1(a) with C11 playing the role of A.
Similarly, to prove (b) we write
tr(Cov(β˜)) = tr(C−111 ) + tr(A
−1
33 )
tr(Cov(α˜)) = tr(A−111 ) + tr(A
−1
22 ) + tr(A
−1
33 )
Hence, we just need to show that tr(C−111 ) ≥ tr(A−111 ) + tr(A−122 ), but this has already been shown in
Proposition 2(a) with C11 playing the role of A.
Remark 1 From Theorem 2 and 3 it follows that
det(Cov(α˜)) ≤ det(Cov(β˜)) ≤ det(Cov(β̂)),
and also
tr(Cov(α˜)) ≤ tr(Cov(β˜)) ≤ tr(Cov(β̂)).
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4 Potential benefit of split regression estimators
Our aim is to illustrate the potential benefits of SPLIT for the prediction of new outcomes. We use the
model and notation introduced in Example 1. The prediction of a new outcome corresponds to the choice
a = x0 and the prediction performance of an estimator θ̂ is measured by averaging MSE(x
′
0θ̂) over the
values of x0, that is we calculate MSPE(θ̂) = Ex0{MSE(x′0θ̂)}. To calculate the expectation we assume
that x0 ∼ N(0,Γ) where Γ is a correlation matrix with parameter ρ. The empirical correlation between
the predictor variables is fixed and given by the parameter r. It can be shown that for LS prediction
MSPE(β̂) = 2(σ2/n)(1− rρ)/(1− r2).
For garrote prediction with weights ω, we obtain that
MSPE(β̂ω) =(w1 − 1)2β21 + (w2 − 1)2β22 + 2ρ(w1 − 1)(w2 − 1)β1β2
+
σ2
n(1− r2) (w
2
1 + w
2
2 − 2rw1w2ρ).
For ridge regression prediction with penalty λ, we have
MSPE(β̂λ) = ((1 + λ/n)
2 − r2)−2((λ/n)2β′BΓBβ + σ2 tr(ΓV )/n)
where B = (bij), with b11 = b22 = 1 + λ/n, b12 = b21 = −r and V = (vij) with v11 = v22 =
(1 + λ/n)2 − r2(1 + 2λ/n), v12 = v21 = r((λ/n)2 − 1 + r2). We also consider prediction based on the
Lasso and elastic net estimators, denoted by β˜λ and β̂α, respectively. However, in this case we do not
have a closed form expression for MSPE(β˜λ), so we calculate it numerically. We determine the optimal
prediction performance of ridge regression, Lasso, elastic net and garrote corresponding to values of the
shrinkage parameters λ, α or ω which minimizes the MSPE for each respective method.
To make SPLIT more flexible, similarly as for the garrote, we add a shrinkage parameter w = (w1, w2)
to the split coefficient estimates β˜. Moreover, since splitting is not always better than joint estimation
as illustrated in Example 1, we make SPLIT adaptive by allowing it to choose whether to use the joint
LS estimates or to use the split LS estimates. The decision to split or not to split is made by comparing
the performance of the best shrunken SPLIT estimator β˜w to the best shrunken joint LS estimator, i.e.
the simplified garrote estimator β̂ω. The MSPE of the shrunken SPLIT estimator is given by
MSPE(β˜w) = β
′T ′ΓTβ + (σ2/n) tr(ΓρWΓrW ),
with W = diag(w1, w2) and where T = (ti,j) is a 2×2 matrix with t11 = 1−w1, t22 = 1−w2, t12 = −w1r
and t21 = −w2r.
In Figures 1-2, we compare the minimal attainable MSPE via theoretical MSPE curves for the LS,
ridge regression, Lasso, elastic net, simplified garrote, and adaptive SPLIT methods as a function of β2
when β1 = 1. The sample size is n = 10 and the error variance σ
2 was chosen such that the signal-
to-noise ratio (SNR) equals 1, 3 or 5. The correlation between the predictors in the training sample is
given by r = 0.1, 0.5 or 0.9 and we consider the testing sample correlations ρ = 0.1, 0.5 or 0.9. Since we
use a small training sample size of n = 10, the probability that the empirical correlation r between the
predictor variables is greater than the underlying correlation ρ is high. For this reason, we only consider
the cases where r ≥ ρ.
From these plots, we can see that all methods can improve on LS as expected. Moreover, the SNR has
little effect on the order of performance. The elastic net and ridge regression perform identically across
all cases considered and for all values of β2. Ridge regression has a lower minimum attainable MSPE
than Lasso, across all cases considered. The garrote performs better than the elastic when r = 0.1 and
r = 0.5. When r = 0.1 and r = 0.5, the minimum attainable MSPE for the garrote is often lower than
the elastic net, particularly when |β2| is further away from zero. Otherwise, when r = 0.9, the elastic
net is generally the second best method.
The adaptive SPLIT consistently yields the best performance. The relative improvement of adaptive
SPLIT over the competitors is greater when there is a larger the difference between the training data
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empirical correlation r and ρ. Interestingly, the minimum attainable MSPE by the adaptive SPLIT does
not appear to be affected highly by r and ρ, as the highest theoretical MSPEs reached by each of the
adaptive SPLIT curves are very similar for a fixed SNR.
Figure 1: Theoretical MSPE curves for two variables and SNR = 1.
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Figure 2: Theoretical MSPE curves for two variables and SNR = 3.
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Figure 3: Theoretical MSPE curves for two variables and SNR = 5.
5 Theoretical MSPE curves via simulation
Extending the results for theoretical MSPE curves for more than two variables is most easily done via
simulation. The ultimate goal of the following simulation is to provide evidence, on a theoretical level,
that splitting variables is optimal under certain conditions, motivating research on methods that can find
optimal splits for linear models in high-dimensional settings while being computationally feasible. We
extend the theoretical MSPE curves from Section 4 to six variables.
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5.1 Data Generation
We first give the details of the data generating mechanism for the simulation experiment, in which the
simulated training data has a specified target empirical covariance matrix. We assume a sample size n, a
population covariance Γρ, and a target sample covariance Γr. The procedure to generate the data with
target empirical covariance is as follows.
1. Generate the independent training observations
X˜i = (X˜i1, . . . , X˜i6) ∼ N(0,Γρ), i = 1, . . . , n,
X˜ =

X˜1
X˜2
...
X˜n
 , n× 6 matrix.
2. Let X be the scaled matrix X˜, such that the columns have mean zero and variance 1, and set
S = Cov(X).
3. Get the spectral decomposition of of the matrix S
S =
6∑
j=1
λjaja
′
j ,
and set
Z˜ = XP,
with
P = (a1, . . . ,a6).
4. Denote by Z the transformed matrix Z˜ after scaling its columns so that the columns of Z have
mean zero and variance 1.
5. We construct the data matrix Y with sample covariance Γr. Let Y
j and Zj be the jth columns of
the matrices Y and Z respectively for j = 1, . . . , 6. The construction is done column by column,
as follows. The first column is given by
Y 1 = Z1.
The second column is given by
Y 2 =
a0√
1 + a20
Z1 +
1√
1 + a20
Z2,
where the requirement Cov(Y 1, Y 2) = [Γr]
2
12 is satisfied by setting
a20 =
[Γr]
2
12
1− [Γr]212
.
Likewise, the third column is given by
Y 3 =
a1√
1 + a21 + a
2
2
Z1 +
a2√
1 + a21 + a
2
2
Z2 +
1√
1 + a21 + a
2
2
Z3
The values of a1 and a2 are determined by the conditions
Cov(Y 1, Y 3) = [Γr]
2
13
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and
Cov(Y 2, Y 3) = [Γr]
2
23.
This process is continued until all six columns of the matrix Y have been computed.
An R package mvnTargetCor was published on CRAN to implement the methodology described above
to simulate data with a target empirical covariance.
The properties of data with pre-specified empirical correlation is considered further research.
5.2 Split Combinations
We now address the problem of determining the total possible number of splits of p variables into G
groups, for p ≥ G.
Let a(p,G) be the number of splits of p variables into G groups. Let p1, p2, ..., pG > 0 be the number
of elements in groups 1, 2, . . . , G, respectively. We first assume that no variables are left out,
p1 + p2 + · · ·+ pG = p.
Let hi(p1, p2, ..., pG) be the number of elements in the sequence p1, p2, . . . , pG that are equal to i, i =
1, . . . ,
⌊p−(G−2)
2
⌋
. The number of possible splits of p features into G is given by
a(p,G) =
∑
p1≤p2≤···≤pG
[
p!
p1!p2! . . . pG!
⌊
p−(G−2)
2
⌋∏
i=1
1
hi(p1, p2, ..., pG)!
]
So the total number of possible splits of p = 6 variables in G = 2 or G = 3 groups is a(6, 2)+a(6, 3) =
31 + 90 = 121. For the theoretical MSPE curves in Section 5, we consider any split of the six variables
into two or three groups, as well as all variables in a single group. So there are a total of 122 possible
splits considered for the adaptive SPLIT estimator.
Note that the number of possible splits of p = 15 features into G = 3 groups is 6,137,951. So for
high-dimensional problems, the issue of computational infeasibility for an exhaustive search becomes
apparent.
We could also consider the total number of possible splits by allowing some variables to be left out,
b(p,G), given by
b(p,G) =
p∑
j=G
(
p
j
)
a(j,G)
The number of possible splits is even larger if we allow the variables to be shared by the different groups.
An R package to output all possible splits of p variables into G groups has been published on CRAN,
under the name SplitCombinations.
5.3 Theoretical MSPE Computation
We now describe the steps to approximate the theoretical MSPE curves for the methods of interest. We
give a full description of the procedure for SPLIT as it contains the most parameters. The steps can
easily be adapted for the approximations of the theoretical MSPE curves of the other methods. Least
Squares theoretical MSPE can be computed directly, so we forego providing any details.
Note that the essence of the steps given below is the following: we wish to estimate the theoretical
MSPE of an estimator for the optimal parameters of this estimator, under a particular data simulation
scheme.
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Let β be given and let D = (X,y) be a data set such that
y =Xβ + ε, β =

β1
β1
β2
...
β2
 , ε ∼ N(0, σ2I), Ĉov(X) = Γr. (6)
The test data, independent from D, is given by
y0 = x
′
0β + ε0, with ε0 ∼ N(0, σ2) and x0 ∼ N(0,Γρ). (7)
Let P be a particular partition of the six variables into G groups (G = 1, 2, 3) and let w = (w1, . . . , wp)
be some arbitrary set of weights. We wish to compute
g(β˜w) = min
w,P P
E[(y˜w(D,x0;P,w)− y0)2|Ĉov(X) = Γr],
where y˜w(D,x0;P,w) is the SPLIT predicted value for test data x0 using training data D, fixed partition
P and fixed weights w. To estimate g(β˜w), we proceed as follows:
1. Genarate D1, . . . , DN , independent data sets, each of them satisfying (6).
2. Generate (y01,x01), . . . , (y0M ,x0M ) independent satisfying (7).
3. Fix PP, and a conforming w. We define the approximation of g(β˜w) as
ĝ(β˜w) = min
w,P P
1
N
1
M
N∑
i=1
M∑
j=1
(y˜w(Di,x0j ;P,w)− y0j)2
The minimum attainable MSPE for ridge regression g(β̂λ), Lasso g(β˜λ), elastic net g(β̂α) and
garrote g(β˜ω) are approximated similarly using the prediction functions ŷλ(Di,x0j ;λ), y˜λ(Di,x0j ;λ),
ŷα(Di,x0j ;α, λ), ŷω(Di,x0j ;ω) respectively and minimizing over their tuning parameters in the last
step.
5.4 Results
As in the case of two variables in Section 4, all methods improve on LS and the SNR has a limited effect on
the order of performance. Ridge regression and elastic net have an identical performance, outperforming
the Lasso across all scenarios. This confirms the conjecture of Section 4 that on a theoretical level, it is
optimal to forego any L1 penalization (α = 0 is always optimal for the elastic net). With the exception
of the case of low correlation in the training data with r = 0.1 and test data with ρ = 0.1, the elastic net
has a lower minimum attainable MSPE than the garrote, making it the best competitor against SPLIT.
The relative improvement of adaptive SPLIT over the other methods is greater for six variables than
for the case of two variables. The competitors break down when there is spurious correlation in the
training data, whereas the minimum attainable MSPE of adaptive SPLIT is generally constant across
all cases considered.
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Figure 4: Theoretical MSPE curves for six variables and SNR = 1.
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Figure 5: Theoretical MSPE curves for six variables and SNR = 3.
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Figure 6: Theoretical MSPE curves for six variables and SNR = 5.
6 Relaxation of SPLIT estimator
The number of possible splits of p variables into G groups grows very large as the number of variables
increase, see Section 5.2. Consequentially, an exhaustive search over all possible splits is not a reasonable
approach for high-dimensional data. In the same way the Lasso is a relaxation of the problem of best
subset selection, a relaxation to the problem of best split selection, SPLIT as it is referred in this article,
is even more desirable.
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6.1 SplitReg estimator
A method proposed by Christidis et al. (2019) to fit linear regression models that split the set of variables
into groups, SplitReg, is to minimize an objective function that encourages sparsity within each group
and diversity among them. The estimated coefficients are then pooled together to form the final fit. The
procedure works on top of a given penalized linear regression estimator (e.g., Lasso, elastic net) by fitting
it to possibly overlapping groups of features, encouraging diversity among these groups to reduce the
correlation of the corresponding predictions. An extensive simulation study and real-data applications
show that in general the proposed method improves the prediction accuracy of the base estimator used
in the procedure.
Suppose we have training data (y,X), where y ∈ Rn is a vector of response variables and X ∈ Rn×p
is a design matrix comprising n measurements on p features. We consider the linear regression model
y = Xβ + ε, where β ∈ Rp is the vector of regression coefficients and ε ∈ Rn is a vector of independent
regression errors.
SplitReg is a minimizer βˆ =
(
βˆ
1
, · · · , βˆG
)
of an objective function of the form
O(y,X,β1, · · · ,βG) =
G∑
g=1
 12n‖y −Xβg‖22 + λsPs (βg) + λd2
G∑
h6=g
Pd
(
βh,βg
) , (8)
where G is the number of groups, Ps(β) is a penalty function that encourages shrinkage and Pd
(
βh,βg
)
is a penalty function that encourages diversity. The constants λs, λd ≥ 0 determine the amount of
shrinkage and diversity, respectively. The diversity penalty function for SplitReg is
Pd
(
βh,βg
)
=
p∑
j=1
|βgj ||βhj |.
The sparsity penalty Ps is taken to be the elastic net penalty
Ps(β
g) =
(
(1− α)
2
‖βg‖22 + α‖βg‖1
)
,
where α ∈ [0, 1].
The problem of minimizing (8) can be posed as an ‘artificial’ multivariate linear regression problem.
Let Y ∈ Rn×G be the matrix with the vector y repeated G times as columns.
O(y,X,β) =
1
2n
‖Y −Xβ‖2F + λs
(
(1− α)
2
‖β‖2F + α‖β‖1
)
+
λd
2
(‖|β|′|β|‖1 − ‖β‖2F ) ,
where ‖ · ‖F is the Frobenius norm, |β| stands for taking the absolute value coordinate-wise and ‖ · ‖1 is
the sum of the absolute values of the entries of the matrix. It is seen that the diversity penalty term in
a sense penalizes correlations between the different models.
Once the estimates βˆ
1
, . . . , βˆ
G
have been obtained by minimizing (8), they must aggregated them to
form an overall fit or prediction by averaging these models: if x0 is a training point (new observation),
the fitted value (prediction) is given by
1
G
G∑
g=1
x′0βˆ
g
= x′0
(
1
G
G∑
g=1
βˆ
g
)
= x′0βˆ∗.
Breiman (1996) proposes to aggregate predictors by averaging them according to weights determined
by solving a constrained least squares problem and calls the method stacking. In detail, given predictors
vk(x), k = 1, . . . ,K, define their leave-one-out versions as v
−i
k (x), i = 1, . . . , n. Let zk,i = v
−i
k (xi). Then
15
the weights used to form the final predictor are defined as the non-negative constants δ1, . . . , δK that
minimize
n∑
i=1
(
yi −
K∑
k=1
δkzk,i
)2
.
.
The theoretical properties of combining prediction procedures are discussed in Yang (2004) and
references therein.
6.2 Theoretical MSPE curves for SplitReg
We now proceed to plot the theoretical MSPE curves for SplitReg and compare them with that of SPLIT.
The minimum attainable MSPE for SplitReg g(β̂λd) may be approximated as described as in Section 5.2
using in the last step
ĝ(β̂λd) = minλd,λs,α
1
N
1
M
N∑
i=1
M∑
j=1
(ŷλd(Di,x0j ;λd, λs, α)− y0j)2
where ŷλd(Di,x0j ;λs, α, λd) is the prediction function for SplitReg for fixed parameters λs, α, λd. It is
clear from 8 that if λd= 0, then the SplitReg estimator is simply the elastic net. The minimum attainable
MSPE for SplitReg is therefore never larger than that of the elastic net.
We also consider the SplitReg estimator while optimizing over the weights δ = (δ1, . . . , δG) in the
aggregation of the models
βˆ∗ =
G∑
g=1
δgβˆ
g
.
In this case the minimum attainable MSPE for SplitReg g(β˜λd) is achieved in the minimization
ĝ(β˜λd) = minλd,λs,α,δ
1
N
1
M
N∑
i=1
M∑
j=1
(y˜λd(Di,x0j ;λd, λs, α, δ)− y0j)2
where y˜λd(Di,x0j ;λd, λs, α, δ) is the prediction function for SplitReg for fixed parameters λd, λs, α and
model aggregation weights δ.
The results are presented in Figures 7-9. Both SplitReg curves are closer to the SPLIT curves
compared to the competitors in Section 5. There is a noticeable difference between SplitReg and SPLIT
when the correlation is low in the training set is low, which is expected as SplitReg behaves like the
elastic net in this case. This is confirmed by our experiment as the estimator was optimal when λd was
close to 0. When the correlation in the training set was high, SplitReg replicates SPLIT closely. In some
cases, the SplitReg estimator with optimal aggregation weights actually had a lower attainable MSPE
than SPLIT. This is observed across all SNR values considered. We expect that for higher-dimensional
problems, SplitReg is an even more powerful relaxation of SPLIT as the estimator allows for overlap
between the groups.
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Figure 7: Theoretical MSPE curves for SplitReg with six variables and SNR = 1.
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Figure 8: Theoretical MSPE curves for SplitReg with six variables and SNR = 3.
18
Figure 9: Theoretical MSPE curves for SplitReg with six variables and SNR = 5.
7 Conclusions
We have shown that in addition to regularization, splitting variables can be used to reduce the variability
of LS. Both the generalized variance and the total variance of linear functions of the SPLIT coefficients
are smaller than those based on LS coefficients. This smaller variability can result in a lower MSPE as
illustrated in a simple setting by comparing the minimum attainable MSPE of an adaptive SPLIT method
with ridge regression, Lasso, elastic net and simplified garrote. We expect that the benefits are higher
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in high-dimensional regression models where spurious correlations frequently occur, as demonstrated in
Section 5 by increasing the number of predictors. However, determining the optimal splits is a difficult
task in practice. An exhaustive search over all possible splits is not feasible, so approximate methods
need to be developed. Promising results have been achieved by SplitReg, a method which minimizes loss
function that penalizes for correlation between the models. We have shown that SplitReg is a promising
relaxation of an exhaustive search over all possible splits and can potentially improve on SPLIT as the
former allows for variables to be split in more than one model.
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