Introduction
In recent years, numerous security issues are raised duo to the wide usage of computer networks which affect services availability for legitimate users. As a result, intrusion detection systems (IDSs) are expected to play a significant role in defending these intrusive activities [1] .
Intrusion detection approaches are classified into either signature-based or anomaly-based. Signature-based approaches use signatures for matching and detecting attacks. They are known with their high accuracy for known attacks but they are incapable of detecting new attacks. On contrary, anomaly-based detectors try to build models for normal behavior in order to detect any deviation from the built model. They are able to detect previously unseen attacks but with less accuracy and higher false positive rate (FPR, events incorrectly classified as attacks) [2] . Techniques like statistical methods, data mining, machine learning algorithms, and evolutionary algorithms could be used for building detection models based on the use of training intrusion detection datasets.
KDDCUP99 is an intrusion detection dataset for IDS evaluation which is the most widely used because of its connections are well labelled and large number of attacks is included. Despite of this, it is considered outdated dataset because it does not reflect perfectly the recent behavior of normal and malicious traffic activities [3] .
In previous research [4] , we proposed a hybrid approach to anomaly detection using some inspiration of negative selection algorithm. Its detector generation (model building) is based on using k-means clustering along with a multi-start metaheuristic method and a genetic algorithm. Its detectors are shaped as hyper-spheres with radii thresholds to cover normal volumes. In another previous research [5] , we proposed a fast clustering algorithm for large scale high dimensional dataset called Density Partitioning and Merging (DPM). Results shows its extreme fastness compared to other clustering algorithms. Its fastness comes due to its ability to simplify clustering operations with the help of three insensitive parameters.
In this work, DPM is integrated into the previously proposed intrusion detection approach and an enhancements are added to the detector generation process for the sake of lessen the overall processing overhead and to automate value selection of two parameters of the proposed intrusion detection approach. In addition, a recent network traffic is captured and analyzed to build a new intrusion dataset that reflects the current behavior of normal and malicious network activities. Performance evaluation of the enhanced intrusion detection approach on both KDDCUP99 and the built real dataset shows its superiority compared to other machine learning algorithms and other proposed detection approaches in literature.
The rest of this paper is organized as follows: Section 2, introduces briefly the previously proposed anomaly detection approach and DPM clustering algorithm. Section 3 presents some literature review on anomaly detection approaches. Section 4 discusses the enhanced intrusion detection approach and real dataset construction. Experimental results along with a comparison against other machine learning algorithms and other proposed approaches in literature are presented in section 5 followed by some conclusions in section 6.
Previously proposed research

Previously proposed intrusion detection approach.
Detector generation process in the previously proposed intrusion detection approach [4] goes through a number of stages in order to generate anomaly detectors with high performance as stated below.
Preprocessing: Training dataset ( ) is normalized to be ready for later processing.
Clustering and Training Dataset Selection:
In this step, DS is clustered into k clusters using k-means in order to select a small sample training dataset (TR) with size of sz samples with a good representation of DS. This is done by distributing the selection of (TR) samples over the labeled (DS) classes and clusters in each class.
Detector Generation using Multi-Start Algorithm: Multi-start searching algorithm is used for generating detectors (hyper-spheres) which is used later to detect anomalies. Hyper-spheres detectors are used and defined by its center and radius. A number of well selected initial start points (isn) is used for enhancing solutions diversity.
Detector Radius Optimization using Genetic algorithm: This stage is used to optimize only detectors radius to cover the maximum possible number of only normal samples using genetic algorithm.
Detectors Reduction: Redundant detectors are removed to improve the speed of later online anomaly detection.
Repetitive Evaluation and Improvements: Detector generation and reduction stages are repeated until a satisfied condition exists. Two iterations are enough to obtain stable results.
Previously proposed DPM clustering algorithm.
DPM is a fast clustering algorithm for large scale high dimension datasets with three steps as stated below [5] .
Dimension based data partitioning: Data is partitioned into small dense partitions based on the successive processing of each dimension histogram.
Noise filtering: Noise detection is accomplished by estimating dimensional density of all partitions generated in the first stage. Then partitions that have low dimensional densities are considered noise and removed.
Partitions merging and clusters construction: Boundary samples of each generated partition are used to make a decision about merging with nearest partitions in order to form clusters.
Related work
Statistics-based approaches are one several categories used in anomaly detection. They uses means like predefined threshold and probabilities to identify abnormal activities. Another category is Rule-based approaches which use If-Then-Else rules for building detection models. State-based approaches use finite state machine to describe network behavior and detecting attacks [6] .
In recent years, negative selection algorithms (NSAs) are used to identify malicious activities [7] based on its detector generation scheme. Genetic and particle swarm algorithms, are the widely used algorithms in generating NSA detectors. In [8] , genetic-based NSA is used for generating Hyper-sphere detectors based on a fitness function that maximizes the coverage of no-self (abnormal) space. Another genetic based NSA with deterministic crowding niching technique is introduced in [9] for improving hyper-sphere detectors generation. Deterministic crowding niching is used with genetic for the purpose of improving the diversification and generating high quality solutions. Another work is presented in [10] and [11] , which tests the usage of hyperrectangular and hyper-ellipsoid detectors in anomaly detection using evolutionary algorithm. Another approach is proposed in [12] . This approach begins by feature selections based on rough set and then a modified version of particle swarm algorithm is used for detectors generation. Another work for detecting anomalies hidden in the self-regions using boundary detectors is proposed in [13] . This approach uses evolutionary search algorithms for detectors generation.
In this research, an enhanced intrusion detection approach is introduced and tested using the widely used intrusion detection dataset KDD CUP 99. In addition, a real traffic dataset is constructed and labeled in order to reflect current network traffic behavior. This dataset is used for evaluating the proposed approach enhancements to ensure its high performance in recent networks. Results shows the superiority of the proposed enhanced approach compared to other machine learning algorithms and other literature proposed approaches.
Methodology
The Enhanced intrusion detection approach
Although k-means clustering algorithm is known with its fastness, it is not suitable for clustering large scale datasets in terms of time consumption and resources needed to accomplish clustering process. It is one of the reasons that affects the overall processing time overhead of the proposed intrusion detection approach. Here is where DPM clustering is used to enhance the processing overhead caused by the earlier usage of k-means. As shown before, DPM is characterized by its fastness and its capability of clustering huge amounts of data effectively.
Furthermore, detector generation stage using multi-start algorithm are modified to enhance the overall processing time. Multi-start method is one of metaheuristic methods which is used to obtain a number of high quality solutions in large solution space (e.g. intrusion detection space). The basic concept of multi-start method is simple: start searching for solutions using local solvers initiated from multiple well-selected starting points, in hopes of locating solutions of better quality (which have smaller objective function values by definition). Clustering algorithm is used to select a number of good initial starting points which is distributed over the generated clusters.
First of all, multi-start is modified to minimize the searching space for each initial start point. The previously proposed approach uses the upper and lower bound of the whole solution space to be the boundary of solution searching process for each initial start point. This may lead to a bigger chance to obtain some new solutions that may be near from the each other and so, they will be removed later in detectors reduction stage. Moreover, duo to the largeness of the searching space, this may lead to obtain some solution with poor quality. To enhance the detector generation process, each solution searching process will be bounded by lower and upper values of the cluster that its initial start point belongs to. This is done as the following:
Where k is number of clusters, DS is the data source of m samples and n columns, rrl is the upper limit of detector radius, cluster number (c) = 1,2,3,…, k, and is the jth column of all samples that belong to cluster number c.
Second, multi-start objective function is modified to minimize the number of samples to work on for obtaining each solution (detector). This is because all samples in solution space are processed whenever objective function is computed in the previously proposed approach which implies more processing overhead. Good solutions (detectors) are defined as those solutions that cover the maximum number of normal samples, minimum number of abnormal samples and with lower intersection with previously generated solutions. Objective function is modified to count the covered normal and abnormal samples within only the cluster where the initial start point belongs to. As a result, the number of processed samples at each execution of the objective function is minimized and the overall processing overhead is enhanced. The objective function is modified to be as the following:
where solutions is ith solution generated from cluster number c, and each solution is in the form of = ( 1 , 2 , 3 , … , , ), where hyper-sphere center is at = ( 1 , 2 , 3 , … , ), n is the number of dimensions, hyper sphere radius is , ( ) and ( ) is the number of normal and abnormal samples covered by solution respectively.
Moreover, at higher iterations (itr > 1), the intersection between the newly generated solution ( ) and old solutions ( _ ( )) is computed using only the old solutions generated from the same cluster rather than using all old solutions. This enhances processing overhead for doing such computation.
Finally, as mentioned earlier, four parameters affect the performance of the previously proposed intrusion detection approach. These parameters are training dataset size (sz), number of initial start points (isn), detector radius upper limit (rrl) and number of clusters (k). Two of these parameters, which are k, isn, are chosen to automate the selection of their values. Clusters number (k) value is set using DPM. Unlike k-means, DPM has the capability to detect clusters number automatically. Also, previous extensive study shows that higher number of initial start points (isn=300) and medium number of clusters (k=200) are preferable. As a result, number of selected initial start points is set to be as : isn = (300/200) * k = 1.5 * k.
Real dataset construction experiments
Although KDDCUP is the most widely used dataset for evaluating intrusion detection systems, it may not reflect perfectly the current network traffic behavior and intrusion patterns as they evolve. So, real network traffic is captured and analyzed to construct real intrusion detection dataset for the sake of performance evaluation of the enhanced proposed system.
Real traffic is captured from the network of Faculty of Computers and Information, Menofia University. Network structure is prepared as shown in Figure 1 .This network includes wired and wireless connected users. In addition, server farm is built to enable email, file and web services to enrich the services in the network. A monitoring zone is added and configured for tapping traffic passes between internal devices and internet. Tcpdump tool is used for traffic capture. SNORT, BRO, and OSSIM IDSs software with their latest updates are used to analyze and detect attacks in the captured traffic. In addition, some scripts and tools are used to generate a number of denial of service (DOS), probing, and remote to local (R2L) attacks against internal users and services. Also real internal attacks duo to internal compromised devices and internet attacks against internal attacks are captured. This structure gives the ability to capture real normal and abnormal network activities.
The captured packets is then analyzed and grouped to form connections. Then, a script is built to extract 25 KDDCUP features for each connection. Finally, Attacks is detected using SNORT, BRO, and OSSIM software and matched with the formed connections for the sake of labelling each connection as normal or attack.
Connections statistics of the captured datasets is shown in Table 1 . It is notices that some connections may include more than one attack. Also, attack connections occupy only 3.94% of total connections. Statistics of these attacks are stated in Table 2 . These statistics shows that network Trojan attacks and privacy violation attacks are the major attacks that face legitimate network users. This means that new attacks with different behavior are added to network activities compared to KDDCUP99 dataset where DOS and probing attacks was the dominants.
In Figure 2 , statistics of dataset protocols and services are stated. TCP and UDP are the main used protocols in the captured traffic. It is noticed that web, remote desktop, and video streaming are the main TCP services request by network users. Also, DNS and streaming are the most used UDP services in the captured dataset. 
Results and discussions
Experimental setup
In this experiment, NSL-KDD; which is a modified version of KDDCUP99 [3] ; and real built dataset is used for evaluating the enhanced intrusion detection approach. NSL-KDD has a number of more than one million of network connections with 41 features plus connection label. Each connection label belongs to one of five main classes (Normal, DOS, Probe, R2L, and U2R). NSL-KDD dataset includes training dataset with 23 attack types and test dataset with additional 14 new attacks not exist on training dataset. Our experiments ran on a system with 3.0 GHz Intel® Core™ i5 processor, 4GB RAM and Windows 7 as an operating system. As proposed in [5] , DPM is controlled by three insensitive parameters. This means that DPM results does not vary over a range of values for each of these parameters. As a result, DPM parameters, which are dimension divisions, dimensional dense threshold and histogram peak detection sensitivity, is set to values of 100, 0.1 and 0.1 respectively as used in that research. Also hyper-sphere radius upper limit is set to 2 as recommend in [4] .
Performance evaluation is done using three metrics which are processing time, classification accuracy and false positive rate (FBR). The last two metrics are calculated as follows:
Where true positive (TP) is normal samples correctly classified as normal, false positive (FP) is Normal samples incorrectly classified as abnormal, true negative (TN) is abnormal samples correctly classified as abnormal and false negative (FN) is abnormal samples incorrectly classified as normal.
Results
Processing time overhead comparison between the old hybrid anomaly detection (HAD) and the enhanced anomaly detection approach (E-HAD) is introduced in Table 3 . In E-HAD, DPM clusters dataset into 166 clusters which is near the recommended number of clusters in [4] . The detected number of clusters by DPM is used as input to k-means clustering algorithm in old HAD to make fair comparison. Results shows that E-HAD has lower processing in both clustering time and detector generation using multi-start compared to the old HAD approach using different sizes of reduced training samples of NSL-KDD dataset. In Figure 3 , performance comparison between E-HAD, HAD and six of other machine learning algorithms used for intrusion detection is presented. These algorithms are Bayes Network (BN), Bayesian Logistic Regression (BLR), Naive Bayes (NB), Multilayer Feedback Neural Network (FBNN), Radial Basis Function Network (RBFN), and Decision Trees (J48). Results shows that E-HAD has higher accuracy than HAD with nearly the same FBR at different NSL-KDD training dataset sizes. But E-HAD has lower processing overhead compared to HAD approach. In addition, E-HAD has the highest accuracy as well as the lowest FBR along with moderate processing time overhead compared to other machine learning algorithm. Performance evaluation of E-HAD is tested using the built real dataset as introduced in Figure 4 . Results shows that E-HAD has the highest accuracy as well as the lowest FBR at training datasets of size 20000 and 40000 samples compared to other algorithms. Although E-HAD has more processing overhead at offline training, a positive effect is expected at online detection due to generating detectors of high detection accuracy and low false positive rate. A comparison is held between E-HAD and six of other proposed research work in the field of intrusion detection systems using KDDCUP dataset as shown in Table 4 . Different research approaches are used in these papers which are inspired from different machine learning and evolutionary techniques. E-HAD is evaluated with similar training datasets according to each of these research papers. Some of these work is evaluated using only accuracy or using accuracy and FBR while others use true positive rate (TPR) and FPR as metrics for such evaluations. Whatever the metrics used, E-Had is evaluated with the same metrics. All of these research work, except research in [9] , is tested with partial datasets selected from the training dataset of KDDCUP99 and not from the test dataset of KDDCUP99. KDDCUP99 has extra 14 attack not existed in KDDCUP99 training dataset. On the other hand, E-HAD is tested with all samples of KDDCUP99 test dataset. Results shows that E-HAD performance keeps balancing between higher accuracy or TPR and lower FPR compared to other approaches which ensure its superiority compared to other research work.
Conclusion
In this research, An Enhanced anomaly detection approach is introduced. The enhancements include the integration between the previously proposed hybrid anomaly detection approaches with the previously proposed DPM clustering algorithm. In addition, Detector generation using multi-start metaheuristic is modified for the sake of minimizing the search space for each solution and minimizing the number of processed samples for each objective function computation. Moreover two control parameters, which are clusters number and initial start points number, are chosen to be select automatically.
Furthermore, a new recent intrusion detection dataset is constructed using real network traffic. A suitable network structure is implemented. Captured packets is then transformed to connections with 25 features for each of them. Then connections is labeled as normal or attack. This dataset reflects current traffic behavior which is missed by the old widely used intrusion detection dataset KDDCUP99.
In general, performance Evaluation or real and KDDCUP99 dataset shows that our enhanced approach has higher accuracy with lower FPR compared to other machine learning algorithms with more processing overhead in some cases. Despite of this processing overhead at offline training, a positive effect is expected at online detection due to the high detection accuracy and low false positive rate of the generated detectors.
In future research, more enhancements is needed to improve the processing overhead especially in detectors radius optimization stage. Also, more research is needed in order to make the enhanced anomaly detection approach is fully automated which increases it applicability in real world.
