We can write So for x 2x 0 we find that (1.3)
< 2 1+3ρ/2 , and (1.4) for − ∞ < u 0, 1
2.
Therefore 0 h x (u) 2 1+3ρ/2 g(u) for all x and u, and as g ∈ L 1 we can use the Dominated Convergence Theorem to obtain the limit of the integral in (1.
2). For each fixed u, h x (u) → g(u) as x → ∞, so
We have also B(x)/g(x) → 1 by interchange of notation, so the result (1.1) follows. Regular variation of f + g, with index the maximum of the index of f and the index of g, follows by an elementary closure property of regular variation [5, Prop. 1.5.7(iii)]. Regular variation of f * g, with the same index, then follows from (1.1).
To set the above result in context we need to define the following class. f (x) = 1 for every y ∈ R.
We then have the following result. 1.
Proof. We decompose f * g(x) as in the previous proof. Application of Fatou's Lemma to (1.2) gives that
Similarly lim inf x→∞ B(x)/g(x) 1. The result follows.
This enables us to see Theorem 1.1 in the following light:
The L property gives a sharp asymptotic lower bound on f * g(x)/(f (x) + g(x)), and regular variation allows use of the Dominated Convergence Theorem to show that the lower bound is in fact the limit.
Convolution of densities, one dominating the other
When one density dominates the other we can drop all further assumptions on the dominated density, as in the following result. A further result involving rapid variation (Corollary 2.3) will ensue. Theorem 2.1. If f and g are probability densities on R, with f regularly varying and g(x) = o(f (x)) as x → ∞, then their convolution has the property
equivalent to (1.1), and is regularly varying with index the same as that of f .
Proof. We use the same decomposition of f * g(x) as in the proof of (1.1), and the proof that A(x)/f (x) → 1 as x → ∞ remains valid. Indeed, it further remains valid if we replace g by f ; that is, we have
Given > 0 we may find x 1 such that g (x) f (x) for all x x 1 . Then for
The conclusion (2.1) follows. (2.1) is equivalent to (1.1) in this case because of the assumption g = o(f ). Finally, (2.1) makes f * g inherit regular variation, with the same index, from f .
The extension to rapid variation will be immediate given the following general result on rapidly varying functions. As usually defined ( [9] ; [5, §2.4] 
Bounds instead of limits
For functions a(·), b(·) on R, both eventually positive, we use the notation a(x) b(x) to mean that
and is said to have bounded decrease, notation f ∈ BD, if
Recall also, from [5, Ch. 2] , the class OR of O-regularly varying functions, which includes the classes R and ER of regularly varying and extended regularly varying functions; R ⊂ ER ⊂ OR. A function f on R is in OR if it is measurable, eventually positive, and has the property that
where
For f ∈ OR the upper and lower global or Matuszewska indices α(f ) and β(f ) are given respectively by
both are thus finite. , that OR ⊂ BD, and conversely the set of measurable f ∈ AD ∩ BD is a subset of OR. Thus for measurable f , and in particular for a probability density, the assertion f ∈ AD ∩ BD is equivalent to f ∈ AD ∩ OR.
With all these definitions we may now give a 'boundedness' extension of Theorem 1.1.
Theorem 3.1. If f and g are probability densities on R, both almost decreasing and of bounded decrease, then their convolution f * g has the property
The convolution is then also almost decreasing and of bounded decrease, and its global indices are bounded by those of its constituent parts in that
Proof. The method of proof of Theorem 1.1 again applies. Bounded decrease of f gives the bound [5, (2.2.1 )], which leads to (1.3) being replaced by
Mf(x) for all y x x 0 , and that implies (1.4) can be replaced by
M . We conclude that the functions h x (u) are bounded above by a constant multiple of g(u), as before. In place of
We may then employ a limsupand-liminf form of Lebesgue's Dominated Convergence theorem, e.g. [10, (12.24 
combination with B(x) g(x), obtained as before by interchange of notation, this yields
For the remaining claims, note first that if f (y) Mf(x) for all y x x 0 , and
for all y x max(x 0 , x 0 ), so f + g inherits the almost-decreasing property from f and g. We also clearly have
for all λ > 1, so that f + g ∈ OR and
Finally, all these properties are immediately inherited by f * g from f + g via (3.1).
Limits restored
In §1 we assumed f , g ∈ L whereas in §3 we did not. With the assumption that f , g ∈ L we gained the limit conclusion (1.1); without it, only the asymptotic comparability conclusion (3.1). Let us restore the assumption; then we may weaken the regular variation assumed in §1 to conditions of the type employed in §3, as follows. There are many densities satisfying the conditions of this result but not those of Theorem 1.
where c is such as to make f = 1, then f is in AD ∩ BD ∩ L, but it is not regularly varying.
Is there an extension of the index conclusions of Theorem 3.1 to the above setting? Yes. Recall that the class ER mentioned at the beginning of §3 is defined in [5, §2.0.2] 
For f ∈ ER the upper and lower local or Karamata indices c(f ) and d(f ) are given respectively by 
1). The convolution is then also in AD ∩ ER, and its local indices are bounded by those of its constituent parts in that
Proof. From (1.1) it is straightforward to show that f + g ∈ ER and
The final conclusions concerning f * g then follow via (1.1).
Alternatives to the almost-decreasing property
In Theorem 3.1, suppose that g is a density on the positive half-line. Then in the proof we may re-define the function h x as
and we find that in the lines following we do not employ our assumption f ∈ AD either for the conditions of the Dominated Convergence Theorem or for its application. We gain the conclusion (3.1) without using the assumption f ∈ AD.
Similarly, mutatis mutandis, with f and g interchanged. If both f and g are densities on the positive half-line then we gain the conclusion (3.1) without assuming either f ∈ AD or g ∈ AD.
Similarly, in Theorem 4.1, if g is a density on the positive half-line we gain the conclusion (1.1) without using the assumption f ∈ AD. If f is a density on the positive half-line then we gain the same conclusion without using the assumption g ∈ AD, while if both f and g are densities on the positive half-line then we conclude (1.1) without assuming either f ∈ AD or g ∈ AD.
Another way to avoid assuming the almost-decrease property on one or other component of the convolution is to compensate for its lack by a moment assumption on the other component. Take the case of Theorem 3.1 (without any longer assuming either density is restricted to a half-line). If we assume f ∈ OR rather than the more restrictive f ∈ AD ∩ BD then for any r > α(f ) there exist positive constants C and x 0 such that
If we use this in place of (1.4) in the proof we will gain a suitable bound for dominated convergence if we also assume
Similarly, if we assume g ∈ OR rather than g ∈ AD ∩ BD then we may retrieve dominated convergence by a moment assumption on the left tail of f . We formulate this precisely for the case where the almost-decreasing assumption is removed for both f and g, leaving to the reader the variants where only one such assumption is removed.
In the following we let X and Y be random variables with densities f and g respectively. We use the notation x − := (−x)1 x<0 .
Theorem 5.1. Let f and g be probability densities on R, both in the class OR.
If, for some r > α(f ) and s > α(g), E((X
holds. The convolution f * g is then also in OR and we have
Proof. In place of (1.4) we have that for x 2x 0 ,
If we ensure x 0 1 and then set C := C(1 + x −1 0 ) r , the right-hand side is at most C max (1, (−u) r ) for all x 2x 0 and u < 0. When multiplied by g(u) this bound, by assumption, is integrable over −∞ < u < 0. Hence, as in the proof of Theorem 3.1, we have the condition of the Dominated Convergence Theorem, and may use it again to conclude A(x) f (x). With B(x) g(x), similarly derived, this leads to (3.1) as before.
The remaining conclusions are straightforward.
In each of the results of §4 we may similarly weaken membership of AD ∩ BD for either component to membership of OR, if we also impose a suitable moment condition on the left tail of the other component. We give the (double) extension of Theorem 4.1 only, leaving the proof and other possibilities to the reader.
Theorem 5.2. Let f and g be probability densities on R, both in OR ∩ L. If, for some r > α(f ) and s > α(g), E((X
− ) s + (Y − ) r ) < ∞, then (1.1) holds. The convolution f * g is then also in OR ∩ L.
Convolutions of distributions
The situation for probability distribution functions is much better known. The result below is Theorem 6.1 in Applebaum [2] , where it is attributed to G. Samorodnitsky. 
Theorem. If F , G are distribution functions with regularly varying tails-that is, if
The proof (which is probabilistic in the reference cited) is given also in Embrechts, Klüppelberg and Mikosch We may extend this result using a similar method to those for densities. Note that for non-increasing functions (such as distribution tails F , G, . . . ), membership of BD is equivalent to membership of OR.
Proof. Let X, Y be independent with distributions F , G respectively. For z ∈ R,
we have that
since F is non-increasing. We may thus apply the Dominated Convergence Theorem. In (6.2) the integrand converges pointwise to 1, hence
For the final term we have for instance that
since F ∈ OR, and thus F (z/2)G(z/2)/F (z) = o(1). The result follows.
Analogues for distribution functions of a number of our results above for densities are possible, but we shall not pursue that topic.
Since addition of independent random variables corresponds to convolution of their distribution functions, the theorems in this section have the pleasing interpretation that, asymptotically, tails add over independent summands; similarly for the results of previous sections in terms of densities.
Complements
7.1. One density. Theorem 4.1 is the 'two-densities' result corresponding to the 'no-densities' result Theorem 6.1. Note however that if one of F , G has a density, so does their convolution. Indeed, if F has density f , then H := F * G has density h given by For a subexponential distribution on [0, ∞) it was proved by H. Kesten (see [3, IV] ) that for all > 0 there exists K( ) with F n * (x) K( )(1 + ) n F (x) for all n = 1, 2, . . . and x 0 ((·) n * denotes n th convolution power). One might conjecture that for a regularly varying distribution tail F or density f , a bound of the form 
Logarithmic derivatives.
Berman [4] obtains results complementary to ours, where the focus is on the logarithmic derivatives of densities rather than densities themselves. Again, the heavier tail predominates. His work is motivated by applications to HIV-latency times.
