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Аннотация 
диссертации на соискание степени «магистр» по специальности 21.04.01 
«Нефтегазовое дело» профиль «Управление разработкой и эксплуатацией 
нефтяных и газовых месторождений» 
Тема: Анализ эффективности эксплуатации установки комплексной 
подготовки газа и газового конденсата на примере «С» газоконденсатного 
месторождения (Республика Саха (Якутия)). 
Диссертационная работа содержит 7 глав/разделов. 
В первой главе описана общая геолого-физическая характеристика «С» 
газоконденсатного месторождения, приведены свойства и состав пластовых 
флюидов.  
Во второй главе представлена краткая характеристика текущего 
состояния разработки месторождения. 
В третьей главе рассмотрены способы стабилизации газового 
конденсата, обзор и описание объекта исследования, смоделированной в 
Aspen HYSYS технологической схемы установки комплексной подготовки 
газа и газового конденсата, проанализирована работа установки комплексной 
подготовки газа, выявлены недостатки, поставлены задачи исследования. 
В четвертой главе приведены решения поставленных задач 
исследования, подробно описан принцип работы метода главных компонент, 
а также произведен обзор метода вычисления программных средств, 
основанных на использовании программного комплекса Aspen HYSYS. 
В пятой главе обсуждены результаты проведенного исследования, 
приведена смоделированная в Aspen HYSYS технологическая схема 
установки комплексной подготовки газа с введенной установкой 
стабилизации конденсата, описан процесс подготовки газа и газового 
конденсата по представленной технологической схеме, а также приведены 
зафиксированные параметры в результате мониторинга свойств газового 
конденсата и результаты применения метода главных компонент к данным 
мониторинга. 
В шестой главе проанализирован экономический эффект от замены 
технологии стабилизации конденсата методом сепарации на технологию 
стабилизации ректификации в технологической схеме установки комплексной 
подготовки газа, а также подробно обсуждается вопрос замены установки 
стабилизации конденсата со стороны ресурсоэффективности и 
ресурсосбережения. 
В седьмой главе проанализированы вредные и опасные факторы труда 
работников на УКПГ и разработаны меры защиты от них, а также рассмотрены 
вопросы техники безопасности, пожарной профилактики и охраны 













В «Энергетической стратегии» после 2000 г. в качестве главного 
приоритета по добыче топлива рассматривается природный газ, способный 
обеспечить более 50 % всего производства первичных топливно-
энергетических ресурсов.  
Республика Саха (Якутия) – крупный перспективный регион для 
формирования новых центров газовой промышленности национального и 
международного значения.  
На данный момент основным источником электрической и тепловой 
энергии в промышленных регионах Республики Саха (Якутия) является 
природный газ. По некоторым оценкам разведанные запасы газа составляют 
лишь менее 20 % от того, что скрывается в якутских недрах. В процессе 
подготовки природного газа на газоконденсатных месторождениях Якутии 
выделяется значительное количество газового конденсата. Поэтому, задача 
переработки газового конденсата непосредственно в Якутии, попутно 
добывающегося с природным газом является актуальной. 
Планируется создание территории опережающего социально-
экономического развития в п. Нижний Бестях Республики Саха (Якутия). 
Целью проекта является создание промышленного центра на Дальнем 
Востоке, направленного на привлечение прямых инвестиций в 
газоперерабатывающий и геохимический комплекс Республики Саха 
(Якутия). Планируется строительство газохимического завода. Химическим 
сырьем для газохимического завода предполагается газ «С» 
газоконденсатного месторождения. 
Задача повышения выхода стабильного конденсата в сложных условиях 
«С» газоконденсатного месторождения является актуальной. 
Объектом исследования является установка комплексной подготовки 
газа «С» газоконденсатного месторождения. 
Предмет исследования – моделирование установки комплексной 
подготовки газа. 
Цель данной работы – анализ эффективности эксплуатации установки 
комплексной подготовки газа и ее модернизация путем замены технологии 
стабилизации конденсата методом сепарации на технологию стабилизации 
методом ректификации.  
В связи с поставленной целью выдвинуты следующие задачи: 
 проанализировать существующую схему установки комплексной 
подготовки газа; 
 усовершенствовать существующую схему установки комплексной 
подготовки газа «С» газоконденсатного месторождения посредством замены 
технологии стабилизации конденсата технологией ректификации; 
 определить оптимальный температурный режим ректификационного 
процесса. 
 Защищаемое положение – введение технологии стабилизации 
конденсата методом ректификации позволит увеличить выход стабильного 
конденсата и повысить его качество. 
  
ЗАКЛЮЧЕНИЕ 
По результатам проделанной работы можно сделать следующие выводы: 
 в программном комплексе Aspen HYSYS смоделирована 
действующая схема установки комплексной подготовки газа и газового 
конденсата «С» газоконденсатного месторождения с введением установки 
стабилизации конденсата методом ректификации, что позволило увеличить 
выход стабильного конденсата на 16 тыс.т/год и повысить его качество; 
 оптимизация работы установки стабилизации конденсата 
проводилась исходя из мониторинга свойств выходящего потока газового 
конденсата и выявления зависимости его свойств от работы оборудования, а 
именно температурного режима; 
 установлен оптимальный температурный режим 
ректификационного процесса, при котором выход стабильного конденсата 
максимален, а также соответствует требованиям ГОСТ Р 54389-2011; 
 предложенная новая установка стабилизации конденсата методом 
ректификации на УКПГ позволит получать стабильный конденсат в объёме на 
16 тыс.т/год больше, тем самым получить годовой экономический эффект в 
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A.4. RESEARCH METHODS AND SOLUTION APPROACHES 
One of the solutions to optimize the condensate stabilization operation is 
monitoring outlet gas condensate properties and identifying its property 
dependencies in respect to the equipment operation.  But the problem is that these 
product properties are characterized by a great variety of parameters (component 
composition, saturated vapor pressure, consumption, water content, etc.) and it is 
very difficult to recognize this process dependence on the multiparameter 
technological procedure of the equipment operation. Therefore, the statistic methods 
for data analysis and gas condensate property determination are applied. There are 
plenty of statistic methods. In this case, the principle component analysis is the most 
preferable. Effective monitoring of outlet gas condensate properties can be carried 
out through process simulation provided by a special software package Aspen 
HYSYS. 
This chapter describes the software package Aspen HYSYS and a statistic 
method overview of processing data. Besides, operating concept of principle 
component analyses is provided in detail as well as application examples of 
multivariate statistical methods of data processing in the oil and gas industry. 
A.4.1 Aspen HYSYS 
Aspen HYSYS is a comprehensive process modeling tool used by the world’s 
leading oil and gas producers, refineries, and engineering companies for process 
simulation and process optimization in design and operations. 
Aspen HYSYS is easy-to-use oil and gas process simulation software that 
enables optimization of conceptual design and operations. Aspen HYSYS has a 
broad array of features and functionalities that address the process engineering 
challenges of the energy industry. 
Aspen HYSYS gives an engineer access to over 1000 assays representing 
global production, as well as to the world’s most extensive property database. It can 
handle multiphase flow modeling, gas processing, refinery reactors, and LNG – 
making it the best choice for process optimization and process simulation of oil and 
gas processes from wellhead to sales point. 
The best process simulation environment for the oil and gas industry is now 
easier to use than ever before. Experience activated economics, energy analysis of 
heat exchanger design and rating, and dynamics for process optimization are 
valuable. 
Easily evaluate and model the effects of crude feedstock selections in the 
refinery engineering processes with the new Aspen assay management in Aspen 
HYSYS Petroleum Refining. Access hundreds of assays from a variety of regions in 
the assay library database for use in your process modeling simulation. Better predict 
crude properties with improved characterization methods, including molecular 
characterization, to improve decision-making. 
Model Acid Gas Cleaning, dehydration, compression, and NGL parts of gas 
processing are all within a single model. All components of HYSYS, i.e. Activated 
Energy and Economic Analysis enable optimization of energy use, CAPEX, and 
OPEX. It is possible to employ dynamics to improve compressor operability, 
optimize across the entire Gas Processing Unit network and reduce cycle time. One 
will enjoy a complete gas processing modeling solution within the HYSYS 
environment which allows for both, physical and chemical solvent modeling. 
Aspen HYSYS is an easy-to-use process simulation environment that enables 
optimization of conceptual design and operations. Aspen HYSYS has a broad array 
of features and functionalities that address the process engineering challenges of the 
energy industry. 
Aspen Simulation Workbook makes it easy to link your models to Microsoft 
Excel, putting the power of process simulation to work to help run plants more 
efficiently. Optionally link models to plant data tags or run «what-if» studies to guide 




A.4.2 Statistical Treatment Of Data 
Statistical treatment of data is essential in order to make use of the data in the 
right form. Raw data collection is only one aspect of any experiment; the 
organization of data is equally important so that appropriate conclusions can be 
drawn. This is what statistical treatment of data is all about. 
There are many techniques involved in statistics that treat data in the required 
manner. Statistical treatment of data is essential in all experiments, whether social, 
scientific or any other form. Statistical treatment of data greatly depends on the kind 
of experiment and the desired result from the experiment. 
For example, in a survey regarding the election of a Mayor, parameters like 
age, gender, occupation, etc. would be important in influencing the person's decision 
to vote for a particular candidate. Therefore the data needs to be treated in these 
reference frames. 
An important aspect of statistical treatment of data is handling of errors. All 
experiments invariably produce errors and noise. Both systematic and random errors 
need to be taken into consideration. 
Depending on the type of experiment being performed, Type-I and Type-II 
errors also need to be handled. These are the cases of false positives and false 
negatives that are important to understand and eliminate in order to make sense from 
the result of the experiment. 
Treatment of Data and Distribution. 
Classification of data into commonly known patterns is a tremendous help and 
is intricately related to statistical treatment of data. This is because such distributions 
as the normal probability distribution very commonly occur in reality as they are 
underlying distributions in most medical, social and physical experiments. 
Therefore, if a given sample size is known to be normally distributed, then the 
statistical treatment of data becomes much easier for the researcher as he would 
already have a lot of back up theory in this aspect. Care should always be taken, 
however, not to assume all data to be normally distributed, and should always be 
confirmed with appropriate testing. 
Statistical treatment of data also involves describing the data. The best way to 
do this is to measure central tendencies like mean, median and mode. This helps the 
researcher explain in short how the data are concentrated. Range, uncertainty and 
standard deviation help to understand the distribution of the data. Therefore, two 
distributions with the same mean can have wildly different standard deviation, which 
shows how the data points are properly concentrated around the mean. 
Statistical treatment of data is an important aspect of all experimentation today 
and a thorough understanding is necessary to conduct the right experiments with the 
right inferences from the data obtained. 
Statistical Outliers. 
Statistical outliers are data points that are far removed and numerically distant 
from the rest of the points. Outliers occur frequently in many statistical analyses and 
it is important to understand them and their occurrence in the right context of the 
study to be able to deal with them. 
An outlier can be a chance phenomenon, measurement error or due to an 
experimental error. It can also occur in special cases that have a heavy tail 
distribution, in which the assumption of a normal distribution may not be held. 
Certain statistical estimators are able to deal with statistical outliers and are 
robust, while others cannot deal with them. A typical example is the case of a median 
that can perfectly deal with outliers, since it would not matter whether the extreme 
point is far away or near the other data points, as long as the central value is 
unchanged. 
The mean, on the other hand, is affected by outliers as it increases or decreases 
in value depending on the position of the outlier. 
One should be careful while dealing with outliers and not confuse them with 
experimental errors or exceptions at all times. Outliers can indicate a different 
property and may indicate that they belong to a different population. 
Outliers should be given special attention till their cause is known, which is 
not always random. Therefore a study needs to be made before an outlier is 
discarded. 
Statistical outliers are common in distributions that do not follow the 
traditional normal distribution. For example, in a distribution with a long tail, the 
presence of statistical outliers is more common than in the case of a normal 
distribution. 
In case of a normal distribution, it is easy to see that about 1 in 370 
observations will deviate by more than three times the standard deviation from the 
mean. This ratio decreases drastically for more distant values. Therefore, if there is 
a more than frequent case of data away from the mean, then the cause needs to be 
examined. 
For example, if out of 1000 data points, 5 points are at a distance of four times 
the standard deviation or more, then these outliers need to be examined [15]. 
Data Output. 
Data output is the process and method by which data can be studied under 
different circumstances and manipulated as required by the researcher. Any 
statistical analysis produces an output data that needs to be studied. 
This data needs to be modified in a presentable form so that further 
conclusions and inferences can be drawn from this data. Therefore, the researcher 
needs to study different data output methods for this purpose. 
With the increased use of computers in statistics, today there are many 
softwares and programs that help in data output. These tools can be used by the 
researcher to present the findings in different formats and also helps him to do the 
required data calculations. 
Spreadsheets are very handy tools in data output that can help the researcher 
quickly do simple computations and data checks. Simple statistical analysis and 
statistical parameters like mean, median, mode, range, etc. can easily be found using 
spreadsheets. 
For example, in a physical experiment, if the time interval between two events 
is considered, it is always better to average out the readings in order to eliminate 
random errors. When these data points are entered into a spreadsheet, their average, 
standard deviation, etc. can be easily found out. This facilitates easy recording of 
results, and also helps to identify any deviant points and anomalies. 
Data output also involves representation of the data. For example, if a 
researcher is studying the effect of a particular disease in people of different age 
groups, he may make use of a pie chart to indicate the percentage of people affected 
in different age slabs. 
This would immediately give a graphic representation which age group is 
most prone to that disease. If the researcher needs to include absolute numbers, then 
he may choose to take the help of a bar chart. 
The choice of the format of data output and presentation should be driven by 
the inference that is being drawn from the research. In the above case, if the research 
aims to show that children are most prone to the disease, then a pie chart may be the 
best option. However, if the aim of the research is to show that the disease is 
spreading most rapidly among the older people, then a bar graph may be the best 
option. 
Data output is central to statistical analysis and is an integral part of the 
experiment. When done right, data output can bring about the strengths of the 
research in an easy to understand fashion [15]. 
Statistical Analysis. 
Statistical analysis is fundamental to all experiments that use statistics as a 
research methodology. Most experiments in social sciences and many important 
experiments in natural science and engineering need statistical analysis. 
Statistical analysis is also a very useful tool to get approximate solutions when 
the actual process is highly complex or unknown in its true form. 
Example: The study of turbulence relies heavily on statistical analysis derived 
from experiments. Turbulence is highly complex and almost impossible to study at 
a purely theoretical level. Scientists therefore need to rely on a statistical analysis of 
turbulence through experiments to confirm theories they propound. 
In social sciences, statistical analysis is at the heart of most experiments. It is 
very hard to obtain general theories in these areas that are universally valid. In 
addition, it is through experiments and surveys that a social scientist is able to 
confirm his theory. 
What is the link between money and happiness? Does having more money 
make you happier? This is an age-old question that scientists are now trying to 
answer. Such experiments are highly complex in nature. After various studies, it 
turns out that there is a direct relationship between money and happiness till you 
reach a certain income level that corresponds to minimum basic requirements of 
food, shelter and clothing and after this level (it is about $60,000/year in the US), 
money and happiness seem independent of each other. 
Students of science need to know statistical analysis as so many areas use it. 
There are also many pitfalls to avoid. Statistics can be used, intentionally or 
unintentionally, to reach faulty conclusions. Misleading information is unfortunately 
the norm in advertising. The drug companies, for example, are well known to indulge 
in misleading information. 
Knowledge of statistics therefore will help you look behind the numbers and 
know the truth instead of being misled to believe something that is not true. Data 
dredging is another huge problem especially in this internet era where numbers and 
data are so easy to come by. Only by knowing the robust elements of statistical 
analysis can one really harness the potential of this incredible tool. 
Survey questions are another favorite area that can very easily be manipulated. 
This happens all the time, right from presidential election surveys to market surveys 
by corporations. It can always happen unintentionally, which means you need to be 
even more careful. Such bias is hard to detect because it doesn’t come out easily in 
the statistical analysis and there is no mathematical technique that will determine 
whether this question is biased. 
It is therefore important that you understand not just the numbers but the 
meaning behind the numbers. Statistics is a tool, not a substitute for in-depth 
reasoning and analysis. It should supplement your knowledge of the area that you 
are studying [15]. 
A.4.3 Principal component analysis 
The principal component analysis is the basic approach used in chemometrics 
to solve a variety of problems. The principal component analysis is applied to data 
stored in a matrix form X – a rectangular table of numbers having dimension I rows 
and J columns (Fig. А.4.1). 
 
Figure А.4.1 – The data matrix 
Traditionally, these matrix rows are called samples. They are indexed as I 
from 1 to I. The columns are variables indexed as j = 1...J. 
The PCA purpose is to obtain necessary information out of these data. The 
information essentially depends on the chosen task. The data may include both 
necessary and even redundant information. However, in some cases the information 
data can be lacking. 
The data dimension is the number of samples and variables and it is of great 
importance for successful data mining. It is supposed that the more redundant data 
are the better than lacking of them. Practically this means that if a sample spectrum 
was obtained, it would necessary to use all points or at least significant part of them 
(except for a few specific wavelengths). 
Data always (or almost always) contain an undesirable component called 
noise. The nature of this noise can be different, but in many cases noise is a portion 
of data that does not contain the information being sought. To understand what is 
noise or information, the applied objectives and methods are always taken into 
account. 
Data noise and redundancy necessarily manifest themselves through the 
correlations between variables. Data errors can lead to random connections between 
variables. The concept of effective (chemical) rank and hidden latent variables, the 
number of which is equal to this rank, is the most important concept in the PCA. 
The essence of the method of principal component is a significant reduction 
in the data dimension. The initial matrix X is replaced by two new matrices T and P 
having dimension A, which is less than the number of variables (columns) J of the 
original matrix X (Fig. A.4.2). 
 
Figure A.4.2 – Decomposition of the matrix X 
The second dimension:  the number of samples (rows) I is saved. If 
decomposition is correct and the dimension of A is chosen correctly, the matrix T 
carries the same amount of information as it was previously in the matrix X. In this 
case, the matrix T is smaller and therefore simpler than X. 
 Let us assume that there is a matrix of variables of X dimension (I × J), where 
I is the number of samples (rows) and J is the number of independent variables 
(columns).  In the method of principal component new, formal variables ta (a=1…A) 
are used being a linear combination of the original variables xj (j = 1...J): 
ta=pa1x1+… + paJxJ                                              (4.1) 
With these new variables, the matrix X is decomposed into the product of two 
matrices T and P: 
𝑋 = 𝑇𝑃𝑡 + 𝐸 = ∑ 𝑡𝑎𝑝𝑎
𝑡 + 𝐸𝐴𝑎=1 ,                                    (4.2) 
where the matrix T is a scores matrix (scores)  and its dimension is (I × A); 
matrix P is called a loadings matrix (loadings)  and its dimension (A × J); E  is a 
matrix of residuals and its dimension (I × J).  
The new variables (ta) are called principal components (PC), and therefore the 
method itself is called the method of principal component analysis. In the matrix T 
the number of columns is ta, and in the matrix P pa is equal to A, that is called the 
number of principal components (PC). This value (Fig. A.4.3) is known to be less 
than the number of variables J and the number of samples I. 
 
Figure A.4.3 – Expansion of the principal components 
The PCA important property is orthogonality (independence) of the principal 
components. Therefore, the scores matrix T is not rebuilt by increasing the number 
of components, and it just adds another column corresponding to the new direction. 
The same happens with the loading matrix P. 
Scores matrix T gives us the initial samples projection (J-dimensional vectors 
x...xI) for the subspace of the principal components (A-dimensional). Lines t1...tI of 
T matrix are the coordinates of the samples in the new coordinate system. Columns 
t1...tA of T matrix are orthogonal and present the projection samples on a new 
coordinate axis.  
When studying the data via PCA, there is focus on a scores graph (Fig. А.4.4). 
 Figure A.4.4 – Score graph  
Score graphs contain useful information in order to understand how data are 
arranged. In the load graph, each sample is represented in coordinates (ti, tj), mostly 
(t1, t2), denoted by PC1 and PC2. The proximity of the two points is their similarity, 
i.e. positive correlation. The points located at a right angle are uncorrelated, and 
diametrically opposed are negatively correlated.  
The load matrix P is the transition matrix from the original space of the variables 
x1...xJ (J-dimensional) into the space of principal components (A-dimensional). Each 
row of the matrix P consists of coefficients relating the variables t and x (1). For 
example, a-row is a projection of all the variables x1...xJ on the a-th principal 
component axis. Each column of P is the projection of the corresponding variable xj 
onto the new coordinate system. Load graphs are applied to study the role of 
variables (Fig. A.4.5). 
 Figure A.4.5 – Load graph 
In this graph, each variable xj is displayed in the point coordinates (pi, pj), for 
example (p1, p2). Analyzing it similar to the score graph, it becomes evident which 
variables are related and which are independent. A complex study of pair score and 
load graphs can also give some additional information about the data [10]. 
A.4.4 Contributions of Multivariate Statistics in Oil and Gas Industry 
Several articles have been written about applications of multivariate analysis 
to predict properties of oil derivatives (Santos Junior et al., 2005; Chung, 2007).  
Pasadakis, Sourligas and Foteinopoulos (2006) have used the first six 
principal components of Principal Component Analysis (PCA) as input variables in 
nonlinear modeling of oil properties. Pasquini and Bueno (2007) have proposed a 
new approach to predict the true boiling point of oil and its degree API (American 
Petroleum Institute) – a measure of the relative density of liquids by Partial Least 
Squares (PLS) and Artificial Neural Networks (ANN). Samples of mixtures oil were 
obtained from various producing regions of Brazil and abroad. In this application, 
the models obtained by the PLS method were superior to neural networks. The short 
time required for prediction the properties justifies the proposed of characterization 
the oil quicker to monitor refining processes. 
Adler e Yazhemsky (2010) have combined the Monte Carlo Simulation, PCA 
and Data Envelopment Analysis (DEA) in a context where there is a relatively large 
number of variables related to the number of observations for decision making. 
Llobet et al. (2005), by means a Multiple Criteria Decision-Making (MCDM) model, 
have used Fuzzy classification of samples of chips. For prediction oxidative and 
hydrolytic properties, was used an electronic nose based on PLS models, with prior 
selection of input variables by a GA Metaheuristic [14]. 
Wu, Feng and Wen (2011), in studies related to Botany, compared the 
performance of the growth of a tree species – Carya Cathayensis Sarg by PCA 
methods and Analytic Hierarchy Process (AHP), identifying the advantages and the 
disadvantages of each method, although the results obtained by both have been 
essentially identical. 
Zhang et al. (2006) have combined the method Preference Ranking 
Organization Method for Enrichment Evaluations (PROMETHEE), from the 
Elimination et la Choix Traduisant Réalité (ELECTRE) and Geometrical Analysis 
for Interactive Assistance (GAIA) with PCA and PLS methods to classify 67 oils 
and determine an indicator of product quality. Purcell, O'Shea and Kokot (2007) also 
combined PROMETHEE and GAIA with PCA and PLS in studies related to cloning 
of sugarcane. Regarding to the control charts designed to monitor the mean vector, 
Machado and Costa (2008) have studied the performance of T2 charts based on 
principal components for monitoring multivariate processes. Lourenço et al. (2011) 
have used the principles of Process Analytical Technology (PAT) in the construction 
of control charts based on the scores of the first principal component versus time for 
the online monitoring of pharmaceutical processes. Moreover, Multivariate Analysis 
is an important technique in various areas of knowledge such as Data Mining 
(Kettaneh; Berglund; Wold, 2005); Econometrics (Mackay, 2006); Marketing (Ahn; 
Choi; Han, 2007) and Supply Chain Management (Pozo et al., 2012). 
The first process in a refinery is atmospheric distillation or direct distillation, 
where components of crude oil are separated into different sections using different 
boiling points. The main products obtained in this process are: liquefied petroleum 
gas (LPG), naphtha – precursor of gasoline, jet fuel, diesel and fuel oil. Additionally, 
refineries usually have a second tower, vacuum distillation, to produce diesel cuts. 
These intermediate streams feeding a chemical process called Fluid Catalytic 
Cracking (FCC). In this, two noble streams are generated: LPG, and gasoline. It is a 
refining scheme much more flexible, but though modern, may also present 
difficulties for framing products stricter specifications. The production scheme level 
3 is more flexible and cost effective than the previous one, because it uses the 
chemical process of Coking, which transforms a fraction of lower value – vacuum 
residue of distillation towers, in the noblest products like LPG, gasoline, naphtha 
and diesel oil. This final refining scheme incorporates the process. Hydrotreating of 
middle fractions generated in the Coker Unit, enabling increased supply of diesel 
with good quality. This scheme allows a more balanced supply of gasoline and diesel 
oil, producing more diesel and less gasoline than the previous settings. Of course, 
there are other macro-processes and auxiliary processes such as water treatment 
plant, effluent disposal, sulfur recovery units, units of hydrogen generation and 
consequently other interconnections, details of which are not subject of this work 
(ANP, 2012). 
In the oil industry, signs of infrared radiation generated by sensors are 
associated with the prediction of the quality of distillates such as naphtha, gasoline, 
diesel and jet fuel (Kim, Cho; Park, 2000). Freitas et al. (2012) and Pasquini (2003) 
explain this instrumentation (Figure A.3.6): the polychromatic radiation emitted by 
the source has a wavelength selected by a Michelson interferometer. The beam 
splitter has a refractive index such that approximately half of the radiation is directed 
to the fixed mirror and the other half is reflected, reaching the movable mirror and 
is therefore reflected by them. The optical path differences occur due the movement 
of the movable mirror that promotes wave interference. An interferogram is obtained 
as a result of a graph of the signal intensity received by the detector versus the 
difference in optical path traveled by the beams. By calculating the Fourier 
Transform (FT) the interferogram can be written as a sum of sines and cosines 
(Tarumi et al, 2005) and in this case, happens to be called transmittance spectra, T 
(Forato; Filho; Colnago, 1997). Finally, the spectrum of transmittance, T, is 
converted to absorbance spectra, A, by co-logarithm of T (Suarez et al. May 2011). 
The absorbance can be interpreted as the amount of radiation that the sample absorbs 
and the transmittance, the fraction of radiation that the sample does not absorb. 
These phenomena occur depending on their chemical composition (Kramer; Small, 
2007). 
 
Figure A.4.6 – Scheme for technology acquisition database  
(Adapted from Pasquini, 2003) 
The chemical bonds of the type carbon-hydrogen (CH), oxygen-hydrogen 
(OH) and nitrogen-hydrogen (NH), present in petroleum products (Pasquini; Bueno, 
2007), are responsible for the absorption of infrared radiation, however, are not very 
intense and overlap. The broad spectral bands formed are difficult to interpret 
(Skoog; Holler; Crouch, 2007) due to the phenomenon of collinearity (Naes; 
Martens, 1984). The origin of this phenomenon is associated with the manner in 
which the infrared radiation interacts with matter and can be demonstrated by 
Quantum Mechanics at work Pasquini (2003) [14]. 
These input variables (radiation absorbed), called Xi are correlated, so are said 
collinear or multicollinear (NAES et al., 2002). To illustrate the collinearity, X is a 
dummy matrix aij with i rows and j in terms columns, where aij is the radiation 
absorption of three samples i (i = 1, 2, 3) at two wavelengths j (j = 1, 2). 





The columns of X are linearly dependent, so the variables column j1 and j2 are 
colinear, that is, when increases j1, j2 increases proportionally. This causes the 
determinant of X'X to be zero, where X' is the transpose of matrix X. 




Then, the det (X'X) = (14.56) - (28.28) = 0 and this according to Naes et. al 
(2002) means that there is a singular error matrix and that those erros are propagated 
when the dependent properties, Y, are determined by regression methods which are 
not based on the principal components, such as the MLR.  
However, the multivariate approaches such as Principal Component 
Regression (PCR) and PLS have been quite appropriate due to dimensionality 
reduction, which creates a new set of variables called principal components 
(Rajalahti; Kvalheim, 2011). Therefore, with data mining for Multivariate Analysis, 
it is possible to relate the physicochemical properties (quality characteristics) of 
products with the chemical composition of the sample reflected by the absorption 
spectra. So once modeled a property, just a sample is subjected to infrared radiation 
to predict their properties [14]. 
 
