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Abstract
Taking photos of objects behind glass always troubles people due to the
problem of reflection. This kind of photos are called reflected images.
They are composed by two layers, a transmission layer which contains
the real image of objects behind glass and a reflection layer which con-
tains the virtual image of objects in front of glass. Therefore, we are
interested in separating the two layers. In this thesis, we propose a
new approach to solve the problem of separation of reflected images
by using Whitened Fisher’s Linear Discriminant (WFLD) Model. We
suppose that the two layers that we would like to separate from the re-
flected image are from two different classes and we have a training data
set which contains training data samples of the two classes. Then, we
can form a whitened space of the training data set as suggested in the
WFLD theory because the whitened space has certain nice mathematical
properties. With these properties, the reflected image can be separated
in the whitened space. Finally, the separated two layers in whitened
space are projected back into the original image space to get the final
separation results. Experiment results show that this method can solve
the problem quite well as long as our training data samples are repre-
sentative enough to their respective classes. Furthermore, they show
superior performance compared to the method proposed in [Levin and
Weiss 2007].
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Figure 1.1: Photo of a glass showcase with reflection
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CHAPTER 1. Introduction
Figure 1.1 shows a photo of a glass showcase. Unfortunately, because of the
protective glass showcase, the wine bottles in which we have interests are largely
disturbed by the reflections which can be seen clearly in the photo as the transparent
layer of visitors, other settings in the room, etc. This problem arises commonly
when the objects of interest are situated behind a glass window or windshield, or
showcase, since most types of glasses have the semi-reflecting property. Separating
reflections from reflected images is very important not only because we want to
take photos of masterpieces like Mona Lisa without any reflection disturbance
from the protective glass, or we want to capture the beautiful landscape through
the windshield on a tourist coach, but also because after remove reflections from
original image, the accuracy of further image process on the non-reflection image
like segmentation, object detection or feature extractions will be greatly improved
compared to processing reflected images directly.
Mathematically, the problem of separation of reflections can be approximated
by a linear model
I(x, y) = T(x, y) + R(x, y) (1.1)
, where I(x, y) is the reflected image, T(x, y) is the transmission layer which contains
the real image of the scene and R(x, y) is the reflection layer which contains the
virtual image. This model holds because light energy coming from both objects are
added up at the camera sensor. More detailed explanation can be seen in Chapter
3. It is quite obvious that this problem is massively ill-posed as there are many
possible decompositions such that the sum of T and R is the known reflected image
I. Therefore, additional information and assumptions are inevitably required in
order to solve this problem.
4
CHAPTER 1. Introduction
A number of approaches to solve the problem of separation of reflected images
have been proposed. They all fall into a same 5-stage general framework: basic
model, inputs and features, problem formulation, parameter estimation(optional)
and layer reconstruction. In the first stage, all the methods use the same basic
model which is stated in equation 1.1. The biggest difference between methods is
on the second stage - what inputs and features they choose to use. According to the
number of reflected images used as inputs, all the approaches can be divided into
two categories: single-image approaches and multiple-image approaches. Single-
image approaches use single reflected image input and some heuristics or user-
assistance information to solve the problem. Whereas, multiple-image approaches
use multiple reflected images and some optical properties to solve the problem.
Single-image approaches are obviously much more attractive than multiple-images
approaches as only one image is needed and previously taken reflected images can
also be processed. However, up to now, only two methods fall into this category.
[Levin et al. 2004] presented a method to separate the two layers only from the
original reflected image by introducing a new prior which is the total amount
of edges and corners in image. Later A. Levin and Y. Weiss proposed another
method in [Levin and Weiss 2007] with user assistance by using another prior
which is a sparsity prior. The rest of methods belong to the second category by
using multiple reflected images and optical properties. For examples, [Schechner
et al. 1998] used two reflected images focus at different distances. [Schechner et al.
1999] and [Noboru Ohnishi 1996] used the properties of polarisation to solve this
problem by capturing multiple images with different rotations of the polarising
lens. [Alexander M. Bronstein and Zeevi 2005] used two images under different
illumination conditions. Some other methods used multiple images captured with
5
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some camera motions, like [Be’ery and Yeredor 2006], [Zhou and Kambhamettu
2004], [Szeliski et al. 2000], [Gai et al. 2009],.etc. Due to the difference in inputs,
the problem is formulated in different ways, and finally it is solved differently.
Detailed comparisons between approaches will be discussed in chapter 2.
1.2 Our Approach
Our approach uses single reflected image as the only user input. Then this image is
separated based on a machine learning technique - Whitened Fisher’s Linear Dis-
criminant (WFLD). The basic assumptions of our approach are: 1. the transmission
layer and reflection layer are from two different classes, since they contain different
objects. Here, one class means a group of images with certain characteristics like
“tree”, “sky”, “images with round objects”, “images with square objected”, etc. 2.
That one layer is from a class means that this layer can be represented by a linear
combination of a set of representative data of the class.3. The training data samples,
which are considered as the representative data, of the corresponding classes for
the two layers are available. Then, the general process of our approach is shown
in Figure. 1.2. This process can be summarised to three steps:
1. Build WFLD model based on the training data samples from the two classes
which form a training data set. The WFLD model contains a whitening op-
erator, the bases of the identity space and the variation space which are two
subspaces of the span of the whitened training data set and the original train-




Figure 1.2: General Process of Separation of Reflected Images using WFLD
2. Whiten the input reflected image first. Then, separate it in the whitened
space by using some nice mathematical properties of its identity space and
variation space to get its transmission layer and reflection layer in whitened
space. The detailed separation algorithm is explained in Chapter. 4.
3. Reconstruct the two layers back into the original space.
Our approach is very different from existing methods in the way that we use a
machine learning technique by assuming that two layers are actually from different
classes and the training data samples which represent the two classes are available.
Suppose we have a large enough database which contains training data samples
from many classes, then ideally with our method, any reflected image can be sepa-
rated perfectly. This overcomes the limitation of multiple-images input approaches
which cannot deal with reflected images taken before the method is developed. It
is also more robust than the two existing single-image input methods as those two




The contribution of this thesis can be divided into two parts: theory and application.
In theory part, this thesis extends the Whitened Fishter’s Linear Discriminant
theory to represent mixtures from different sources. In application part, based
on the extended theory, this thesis proposes a totally novel approach to solve
the problem of separation of reflected images. Beyond solving the separation of
reflected images problem, this approach can be also expected to be further used in




In the past twenty years, many methods have been proposed for solving the prob-
lem of separation of reflected images. And all these methods share a common
general framework.
2.1 General Framework
The general framework to solve problem of separation of reflected images consists
of five stages. (Shown in Figure 2.1)
The first step is to define a basic mathematical model of this problem according
to physics properties of reflection or research results in the field of graphics. Second,
inputs and features must be carefully chosen, for example, in some papers, only one
reflected image is used as input, whereas in others multiple images are involved.
Third, the model is refined in order to match the characteristics of chosen inputs
and features. Then, the problem is formulated mathematically based on the refined
model. If the model is parametric, a stage of parameter estimation is required.
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Figure 2.1: General Framework of solving problem of Separation of Reflections
Finally, the transmission layer and reflection layer are reconstructed. Similarities
and differences among various methods at each stage are shown in the following
sections.
2.2 Basic Model
All existing methods adopt the same basic model of reflected image which is:
I(x, y) = T(x, y) + R(x, y). (2.1)
I(x, y) is the reflected image, T(x, y) is the transmission layer and R(x, y) is the
reflection layer.
There are two main reasons why this reflection model is widely used. First, this
model is a good approximation to real reflections. The validity of this model is
discussed section 3.1. Second, it is a simple linear model which can largely reduce
10
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the computation complexity.
2.3 Inputs and Features
The biggest and fundamental different between approaches occurs in choosing
inputs and features. According to the number of reflected images used as inputs, all
the methods are divided into two categories: single-image methods and multiple-
image methods.
2.3.1 Single-image methods
Only two methods use single reflected image as input: [Levin et al. 2004] and [Levin
and Weiss 2007].[Levin and Weiss 2007] is a semi-automatic approach which needs
user’s assistance to let mark a group of pixels belonging to the reflection layer and
another group of pixels belonging to the transmission layer. The more pixels user
marks, the better the result is. For complicated scenes, users have to do a tedious
marking work before process the image. The feature used in this method is the
intensity of each image pixel. [Levin et al. 2004] is a total automatic method, but
a strong assumption is involved. It assumes that the best decomposition from the
reflected image into reflection and transmission layers is the one with minimum
number of edges and corners in the two layers. Therefore, the feature used in this
method are the number of edges and the number of corners in the image. However,
according to the result in this paper, this assumption only works when the image
has a few strong edges and easily fails when the image becomes more complicated.
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2.3.2 Multiple-image methods
Other methods require multiple reflected images as input, and the requirements of
how to shoot these reflected images are different from one method to another. [Farid
and Adelson 1999], [Alexander M. Bronstein and Zeevi 2005] and [Noboru Ohnishi
1996] used reflected images taken through a linear polarizer with different polar-
ized angles. [Diamantaras and Papadimitriou 2005] required two reflected images
of exactly the same scene captured under different illumination conditions. From
the approach of focusing, [Schechner et al. 2000] shot the same scene twice but focus
on different distances. Others required relative motions between reflected layers as
the camera move since the relative motion between transmission layer and the re-
flection layer provides the cues for separation, like [Be’ery and Yeredor 2006],[Sarel
and Irani 2004],[Thanda Oo1 and Ikeuchi 2006],[Szeliski et al. 2000],[Zhou and
Kambhamettu 2004],[Gai et al. 2008] and [Gai et al. 2009]. Most methods in this
category use the intensity of each image pixel as the feature. However,[Alexander
M. Bronstein and Zeevi 2005] brings up the idea that a proper sparse feature may
help to solve our problem more accurately and efficiently. It suggests that edge
is a sparse feature in most of natural images. Moreover, it presents a quantitative
criteria of sparseness. Following Bronstein’s discovery, [Levin and Weiss 2007],
[Gai et al. 2008] and [Gai et al. 2009] uses the gradients of image as a sparse feature
to solve the problem.
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2.4 Problem Formulation
According to the characteristics of chosen inputs and features, the basic model can
be refined to a more precise and well-posed form.
2.4.1 Single-image methods
In methods with single-image input, the basic model is usually refined to a con-
strained cost function which is solved by optimisation. For example, in [Levin
et al. 2004], the cost function is cost(T,R) = costI(T) + costI(R) with costI(I) =
Σx,y|∇I(x, y)|α + ηc(x, y; I)β where c(x, y; I) is the corner detection function. The opti-
misation problem becomes finding T and R such that cost(T,R) is minimised under
the constraint that I(x, y) = T(x, y) + R(x, y) where I(x, y) is the input reflected im-
age. Here, the constraint is exactly the basic model of reflected image. In [Levin
and Weiss 2007], the cost function is a probability function which describes the
possibility of each pair of images to be the transmission and reflection layers of
the input reflected image. And the problem is solved by finding a pair of image
(T,R) such that the Prob(T,R) is maximum and agrees with two constraints. The
first constraint is the same as the one in [Levin et al. 2004]. The second constraint
is that gradients must be preserved at the user-marked pixels.
2.4.2 Multiple-image methods
In methods with multiple-image inputs, the basic model is redefined to a parametric
equation. Then the problem is formulated as with the estimated parameters, to
find the solution of the equation. For example, in [Farid and Adelson 1999] and
13
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[Alexander M. Bronstein and Zeevi 2005], the equation is set as
I1(x, y) = aT1(x, y) + bR1(x, y)
I2(x, y) = cT2(x, y) + dR2(x, y)
(2.2)
. This is equivalent to I = M[T R] where I = [I1 I2]T (Ii is one of the input reflected
images), M = [a b; c d], T = [T1 T2]T and R = [R1 R2]T. With this parametric
model, problem can be formulated as to estimate all the entries in M and solve
the equation I = M[T R]. [Diamantaras and Papadimitriou 2005] defines a similar
model in which the only difference is M = [1 1; a b]. For the cases using inputs
with relative motions, the refined model is slightly different from Eq. 2.2. In [Zhou
and Kambhamettu 2004], a warping operator is introduced to the refined model in
order to describe the relative motion. The model is as follows:
I(k) = M(k)T ◦ T + M(k)R ◦ R (2.3)
, where I(k) means the kth input reflected images, M are the warping functions and
◦ is the warping operator. [Szeliski et al. 2000] and [Be’ery and Yeredor 2006] both
shares a very similar model as the above one. With the refined model, the problem
is formulated as to estimate motion function and solve Eq. 2.3. If the motion is
restricted to translational shift, the model can be simplified as:
I(k) = T(x − Sh(k)T , y − Sv(k)T ) + R(x − Sh(k)R , y − Sv(k)R ) (2.4)
, where Sh(k)i means the horizontal shift between kth image and original image with
respect to layer i which is T or R. Sv(k)i describes the vertical shift.
14
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2.5 Parameter Estimation
If the formulated problem is to solve a parametric equation as for the multiple-
image methods, a parameter estimation stage is inevitable. Numerous parameter
estimation techniques were used when solve the problem of separation of reflec-
tions. [Farid and Adelson 1999] used independent components analysis (ICA) to
estimate the parameter matrix M as mentioned in the previous session. By single
value decomposition (SVD), M = R1SR2 in which Ri is a rotation matrix and S
is the scaling matrix. Then, by principle components analysis (PCA) and some
further calculations, R1, S and R2 can be found. [Alexander M. Bronstein and Zeevi
2005] proposed two approaches to recover the unknown parameters. One way is
to plot the angular histogram of the scatter plot of the sparse features of the two in-
puts. Then apply a peak-detection algorithm to determine the mixing ratio of each
layer between the two inputs. The other way is to project the scatter plot points
on a unit hemisphere, then use some clustering algorithm, e.g. Fuzzy C-means
(FCM) to determine the cluster centroids. [Diamantaras and Papadimitriou 2005]
applied a straight forward calculation and get the parameter atmaxk(I2(k)/I1(k)) and
mink(I2(k)/I1(k)) with the assumption that in T and R there exists at least one pixel
k and one pixel q such that T(k) = 0, R(k) , 0, R(k) = 0 and T(k) , 0. In motion
related methods,different motion estimation techniques have been applied. [Zhou
and Kambhamettu 2004] assumed a translational motion for each layer between
inputs, therefore Eq.2.4 in frequency domain is in linear form. By this property,
a Circle Fitting Algorithm was used to find the initial guess of parameters. Then
the parameters are refined through a iterative optimisation process. With the same
assumption, [Be’ery and Yeredor 2006] proposed another algorithm to estimate
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relative spatial shifts which is 2D-AC-DC Algorithm where AC-DC means ”Alter-
nating Columns / Diagonal Centres”. In [Szeliski et al. 2000], Min/max Alternation
Algorithm was used to estimate the warping function.
2.6 Reconstruction
2.6.1 Single-image methods
[Levin et al. 2004] and [Levin and Weiss 2007] get the recovered transmission layer
and reflection layer directly after the optimisation functions are solved.
2.6.2 Multiple-image methods
In multiple-image methods, the reconstruction of transmission layer and reflection
layer were achieved by solving the linear equation with the two layers as unknown
variables.
16
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2.7 Summary
Single-image Methods Multiple-image Methods
Existing
methods
[Levin et al. 2004] [Levin and
Weiss 2007]
[Alexander M. Bronstein and
Zeevi 2005] [Be’ery and Yeredor
2006] [Gai et al. 2008], [Diaman-
taras and Papadimitriou 2005]
etc. (14 papers in total)
Pros
User friendly: only one reflected
image needed. No special shoot-
ing equipment required.
more accurate
Past taken reflected images can
be processed.
more robust: some images can
be separated by multiple-image
methods but cannot be separated
by single-image methods.
Cons
less accurate Not user friendly: Special equip-
ment required: tripod, polar-
izer, special illumination envi-
ronment, etc. More reflected im-
ages needed to be taken.





3.1 Reflections and Reflected Images
Reflection is the change in direction of a wavefront at an interface between two
different media so that the wavefront returns into the medium from which it orig-
inates. There are two types of reflections in the field of reflection of light, specular
and diffuse, depending on the nature of interface. In our case, glass is a reflector
which produces specular reflections.
Specular reflection is the mirror-like reflection of light from a surface, in which
light from a single incoming direction (a ray) is reflected into a single outgoing
direction. By laws of reflection, if the reflection is specular, then the angle of
incidence must be equal to the angle of reflection shown in Fg. 3.1. That is the
reason why there exists a reflection layer in the reflected image. However, not
all of the incoming light is reflected, because part of it is absorbed by the surface
and another part transmits through the surface. Therefore, the reflection layer that
contributes to the reflected image is not the same as the real image of those reflected
18
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Figure 3.1: Model of Specular Reflection. The angle of incidence θi equals to the
angle of reflection θr
.
objects, but still highly related to them by certain coefficients.
Since most glass has the property of semi-reflection, it not only produces spec-
ular reflections, but also allows light transmit through it as well. That is why the
painting behind the glass can be seen by us and where the transmission layer comes
in. One example is shown in Fg. 3.2. It shows that each point on the reflected
image is composed by two rays, transmission ray from the objects behind the glass,
and the outgoing ray from the objects in front of the glass. By the superposition
principle in physics, the intensity of the composition of the two rays equals the
sum of the intensities of the two rays. Therefore, I(x, y) = T(x, y) + R(x, y) which
shows the validity of the common basic model of reflected image used by all the
research methods in this field. This model also helps graphics researchers to mimic
the effect of reflection.[Blinn 1994]
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Figure 3.2: A typical scenario containing a semi-reflector like glass(d): (a) real
object producing transmission ray, (b) reflected object producing reflection ray, (c)
virtual image of (b), (f) camera which captures image.
3.2 Whitened Fisher’s Linear Discriminant (WFLD)
In [Zhang and Sim. 2007],Zhang and Sim found that a pre-whitening step can be
used to truly optimize the Fisher Criterion based on which they proposed a new
method - Whitened Fisher’s Linear Discriminant (WFLD). The subspaces induced
by WFLD have several nice mathematical properties proven in [Zhang and Sim.
2009]. These properties will be used in our method. Therefore, they will be briefly
introduced in the following paragraphs.
We begin by letting X = {x1, . . . , xN}, xi ∈ RD, denote a dataset of D-dimensional
feature vectors and also denotes the data matrix X = [x1| . . . |xN]. Each feature vector
xi belongs to exactly one of C classes {L1, . . . ,LC}. Let mk denote the mean of class
Lk. Without loss of generality, it is assumed that the global mean of X is zero, i.e.
(
∑
i xi) /N = m = 0. Define the between-class scatter matrix Sb, the within-class
scatter matrix Sw, and the total scatter matrix St as follows:
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The whitening process is to find a whitening operator P for the dataset X such that
the total scatter matrix of X˜ = PTX (X after whitening transformation by operator
P) becomes identity matrix I. To get the operator P, the eigen-decomposition
of the total scatter matrix of X, St is calculated which gives St = UDUT. Then,
retain only non-zero eigenvalues in the diagonal matrix D and their corresponding
eigenvectors in D. Now, P can be calculated as follows:
P = UD−1/2 (3.2)
. Then, X is whitened to X˜, the class means mk are whitened to m˜k = PTmk and the
between-class and within-class scatter matrix Sb and Sw are whitened as S˜b = PTSbP
and S˜w = PTSwP. Suppose V are the eigenvectors of S˜b, the columns of V can be
partitioned into three parts according to their corresponding eigenvalues λb: those
columns whose λb = 1 forms V1; those columns whose 0 < λb < 1 forms V2; and
those columns whose λb = 0 forms V3.
V = [V1 | V2 | V3] (3.3)
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. Then the subspaces spanned by V1, V2 and V3 are named Identity Space, Mixed
Space, and Variation Space, respectively.
Special properties of the Identity Space and the Variation Space will be used in
our method. Thus, they will be discussed in details in the following subsections.
3.2.2 Identity Space
As defined in the previous section, the identity space is the span of V1. In [Zhang
and Sim. 2009], it is proven that:
Theorem 3.2.1. In WFLD, if V1 is the set of eigenvectors of S˜b associated with Λb = 1,
then
VT1 x˜i = V
T
1 m˜k, ∀x˜i ∈ Lk (3.4)
.
This theorem means that for any data in class Lk, (a) all within-class variation is
projected out when projected it onto the identity space; (b) it always projects to the
same vector VT1 m˜k.
3.2.3 Variation Space
Variation Space is the span of V3 in the subsection of ”Whitening Step”. In [Zhang
and Sim. 2009], it is proven that:
Theorem 3.2.2. In WFLD, if V3 is the set of eigenvectors of S˜b associated with λb = 0,
then all class means project to 0:
∀k, VT3 m˜k = 0 (3.5)
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.
Theorem 3.2.3. After projected onto Variation Space, any two vectors VT3 x˜i = x
′
i (xi ∈ Lk)




x j ∈ Ll
)





1 − 1Nk i f i = j and Lk = Ll,
− 1Nk i f i , j and Lk = Ll,
0 i f i , j and Lk , Ll.
(3.6)
.
This theorem implies that the projection of the span of the dataset in one class
onto variation space is orthogonal to the projection of the span of any other classes
onto variation space. Let Wk be the projection of the span of the whitened dataset
of class Lk onto variation space. Then,
WTkWl = 0, i f k , l (3.7)
.
3.2.4 Data Decomposition
Combining Theorem 3.2.1 and Theorem 3.2.2, it can be seen that any whitened
training data x˜i can be decomposed into two components:
x˜i = V1VT1 x˜i + V3V
T
3 x˜i (3.8)
= V1VT1 m˜k + V3V
T
3 x˜i (3.9)
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, where x′i = V
T




1 m˜k, is the pro-
jection onto identity space. This decomposition follows because V1VT1 + V3V
T
3 = I.
This equation holds because we assume that the training data set is linearly inde-
pendent. Thus any sample x˜i ∈ Lk can be decomposed into a identity component




Separation of Reflected Images using
WFLD
The method in this thesis follows the general framework discussed in Section 2.1:
1. Basic Model





This method uses the basic model of reflected image demonstrated in Section 3.1:
I(x) = I1(x) + I2(x) (4.1)
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, where I(x) is the intensity of the reflected image at pixel x, I1(x) and I2(x) are the
two layers: transmission layer T and reflection layer R of the reflected image. It
is obvious to see that this basic model is ill-posed if only the reflected image is
available.
4.2 Input, feature and outputs
There is only one input for our method which is the original reflected image that
the user would like to separate. It is denoted by I.
The feature used in this method is the vector of the intensity values on each
pixel in each channel of I.
The outputs of our method are the separation result of the reflected image:
• I1: the transmission layer in the reflected image.
• I2: the reflection layer in the reflected image.
4.3 Problem Formulation
As mentioned in the beginning of this chapter, the basic model is ill-posed. There-
fore, the model should be refined. To make the problem well-posed, assumptions
are required.
4.3.1 Assumption
• The two layers, I1 and I2, that we would like to separate from the reflected
image are from two classes.
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• The training data samples which represent the two classes are available. They
form a training data set T. The samples from class 1 are in subset C1 and the
samples from class 2 are in subset C2. Therefore T = C1 ∪ C2.
• I1 lies in the span of C1 and I2 lies in the span of C2.
4.3.2 Model Refinement
From above assumption, Ik, k = 1, 2 can be decomposed into two components,
class mean mk and within-class variation ∆k which can be stated as:
Ik = αk (mk + ∆k) (4.2)
, αk is the coefficient of a layer image compared to the training data in its corre-
sponding class.
Combining the basic model with the above equation, the reflected image I can
be rewritten as:
I = α1 (m1 + ∆1) + α2 (m2 + ∆2) (4.3)
.
4.3.3 Formulation
Since the training data set and the data class labels are known, the class means m1




; Nk is the number of training data in Ck.
Thus, the rest unknowns are αk and ∆k.
The final problem formulation is:
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Given reflected image I, and training data set T = C1 ∪ C2, known class means
m1 and m2,
1. Calculate the coefficients α1 and α2.
2. Find the within-class variation ∆1 and ∆2.
3. Reconstruct I1 = α1 (m1 + ∆1) and I2 = α2 (m2 + ∆2)
The final output - separation results are the transmission layer image I1 and the
reflection layer image I2.
All the calculation of images are actually done in its vector mode, e.g. I means
I(:). Therefore, there is one more reshape step to make the 1-D vectors I1 and I2
back to 2-D images.
4.4 Algorithm: Parameter Estimation
Figure 4.1: General Algorithm of Separation of Reflected Images using WFLD
28
CHAPTER 4. Separation of Reflected Images using WFLD
Since our method use WFLD to solve the problem of separation of reflected
images, the first step of our algorithm is to train the WFLD model by our training
data. With the trained model, the input reflected image can be separated into two
components: identity component and variation component for each of the two
layers as mentioned in the last part of Section 3.2. Finally the two layers can be
reconstructed by composing the two corresponding components.
4.4.1 Building WFLD model
Figure 4.2: Process of building WFLD model
In Section 3.2, we have introduced theoretically how to build a WFLD model
based on a training data set. In our method, the initial training data set T = C1∪C2
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is formed by two groups of image vectors C1 and C2 which are from two classes
respectively. In the theory of WFLD model, there are two existence conditions
concerning the training data set T:
• all training data samples in T should be linearly independent.
• D ≥ N − 1. D:dimension of data; N: total number of training data samples
If the two conditions are fulfilled, the size of the mixed space is zero, which means
that the whitened space are formed by only identity space and variation space.
Here, T is assumed to fulfill the two conditions. However in real cases, the two
conditions can be violated. Therefore, some pre-processing steps will be discussed
in next Chapter so that the training data set can be forced to fulfil the conditions.
Besides the two existence conditions, WFLD requires that the mean of training
data set T should be zero. At this moment, we assume it is true for our T. Now the
global mean of T, m = 0, and the rank of T is N − 1.
Whitening Operator
Since the training data setT fulfils all the requirements of WFLD now, the whitening
operator P can be calculated. According to Section 3.2, P depends on the eigen-
vectors and eigenvalues of the total scatter matrix of T, TTT. Therefore, we did an
eigen-decomposition first to get its eigenvectors U and eigenvalues D which only
retains non-zero eigenvalues in the diagonal matrix. Thus,
P = UD−1/2 (4.4)
.
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Therefore, P has size of D × (N − 1) since the rank of T which is the same as the
rank of its scatter matrix is N − 1 which means D has size of (N − 1) × (N − 1) and
U has size of D × (N − 1)
The reverse of the operator Pr can also be calculated which will be used later
during the reconstruction step to project the result in whitened space back to the
original space.
Pr = UD1/2 (4.5)
.
Identity Space and Variation Space
By definition of identity space and variation space, they are the subspaces of
whitened between-class scatter matrix S˜b = PTSbP formed by the span of eigen-
vectors with eigenvalues 1 and 0 respectively. Since training data set T fulfils the
sufficient existence conditions, it is for sure that the identity and variation spaces
exist at their maximum extent, which means that all the non-zero eigenvalues of S˜b
equal to 1 and the size ofV1 isC−1; the size ofV3 isN−C. C is the number of classes
and N is the total number of training data. Therefore, identity space should be the
span of eigenvectors of S˜b, V1, which correspond to all the non-zero eigenvalues;
variation space should be the null space of S˜b. As the size of scatter-matrix is always
huge which makes the computation expensive, we could use its precursor matrix
Hb to calculate identity space and variation space as the eigenvectors of Hb are the
same as Sb.
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According equation 3.1:





















Since identity space and variation space are in the whitened space of Hb, Hb
must be whitened:
H˜b = PTHb (4.9)
.
Now identity space basis V1 can be calculated by eigen-decomposing H˜b and
keeping only the eigenvectors that correspond to non-zero eigenvalues. There
should be 2 columns in V1 since we have three classes.
Variation space basis V3 can be calculated by finding the null space of H˜b. There
are N − 3 columns in V3.
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Figure 4.3: Process of Separating Reflected Images
4.4.2 Separating reflected images
After build the WFLD model based on the training data set T, the following infor-
mation are available:
• T = C1 ∪C2 : the training data set containing data from the three classes with
size of D ×N
• m = 0 : global mean of T
• m1 and m2: within-class means
• P and Pr : whitening operator and its reverse with size of D × (N − 1)
33
CHAPTER 4. Separation of Reflected Images using WFLD
• V1 : the basis of identity space with size of (N − 1) × 2
• V3 : the basis of variation space with size of (N − 1) × (N − 3)
We will use the above information to separate the input reflected image I.
Whitening Reflected Image
The first step of separation algorithm is to project input vector I onto the whitened
space:
I˜ = PTI (4.10)
.
From previous chapter, it is shown that I can be decomposed into α1 (m1 + ∆1) +
α2 (m2 + ∆2). Thus,
I˜ = PTI (4.11)
= PT[α1 (m1 + ∆1) + α2 (m2 + ∆2)] (4.12)
= α1m˜1 + α1∆˜1 + α2m˜2 + α2∆˜2 (4.13)
.
Coefficients Estimation
In this step, the coefficients α1 and α2 are going to be estimated.
By the property of identity space as described in Theorem 3.2.1, we know that
the within-class variation of whitened data can be projected out by projecting them
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onto the identity space, i.e. VT1 ∆˜i = 0. Thus, if we project I˜ onto identity space V1:




α1m˜1 + α1∆˜1 + α2m˜2 + α2∆˜2
)
(4.14)
= α1VT1 m˜1 + α1V
T
1 ∆˜1 + α2V1Tm˜2 + α2V
T
1 ∆˜2 (4.15)
= α1VT1 m˜1 + 0 + α2V1Tm˜2 + 0 (4.16)
= α1VT1 m˜1 + α2V1Tm˜2 (4.17)
.






 = VT1 I˜ (4.18)
.






; α denotes the vector
 α1α2
; and Iˆ
denotes VT1 I˜. Then the equation can be simplified as:
Mα = Iˆ (4.19)
.
In the above equation both M and Iˆ are known and the only unknown variable
is α. Thus, this is a standard linear equation with form Ax = b. If M has full rank,
then it is for sure that a unique solution of α exists.
As mentioned in the beginning of this section, V1 has size of (N − 1) × C − 1 =
(N − 1)× 1, m˜k have size of (N − 1)× 1, so the size of M is 1× 2. Therefore M is rank
deficient which means that we cannot find a unique solution of α. To solve this
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problem, we can introduce a fake class which contains several random generated
data samples which neither belong to class 1 nor to class 2. The set of these samples
is denoted asC3. Now the training data setT becomesT = C1∪C2∪C3. Furthermore,
the training data set T is required to have a zero global mean. We could add one
more data into C3 which is the negative of current global mean of T. In this way,
the global mean of T is ensured to be zero.
Now the number of class becomes C = 3, so there are three coefficients α =





Since V1 has size of (N − 1) × C − 1 = (N − 1) × 2, M should have size 2 × 3 which
is still rank deficient. However, we know that the reflected image should only
be composed by images from class 1 and 2 but not the fake class. Therefore, it is































. Now M becomes 2× 2. Since VT1 m˜1 and VT1 m˜2 should be linearly independent, the
matrix M has full rank. Therefore, the solution of α =
 α1α2
 exists and it is unique.
The unique solution can be found by least square solution or an optimization tool.
Recovery of Within-class Variations
To recover the within-class variations of the two layers, ∆1 and ∆2, the variation
space is going to be used as according to Theorem 3.2.2, it has the property that
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when project data onto the variation space, its class mean will be projected out, i.e.
VT3 m˜i = 0. Thus, when I˜ is projected onto the variation space:




α1m˜1 + α1∆˜1 + α2m˜2 + α2∆˜2
)
(4.21)
= α1VT3 m˜1 + α1V
T
3 ∆˜1 + α2V3Tm˜2 + α2V
T
3 ∆˜2 (4.22)
= 0 + α1VT3 ∆˜1 + 0 + α2V
T
3 ∆˜2 (4.23)
= α1VT3 ∆˜1 + α2V
T
3 ∆˜2 (4.24)
. By using xˇ to denote VT3 x˜, the above equation becomes:
Iˇ = α1∆ˇ1 + α2∆ˇ2 (4.25)
.
If ∆ˇk can be calculated, then ∆k can be recovered by doing reverse projections on
∆ˇk. However, in Equation 4.25, Iˇ, α1 and α2 are known, both ∆ˇ1 and ∆ˇ2 are unknown
with size (N − 3) × 1 which means there are 2 (N − 3) unknowns with only (N − 3)
equations. Thus, no unique solution can be found by solving the equation directly.
Some other information must be needed.
Theorem 3.2.3 implies a nice property which provides an important information
to solve the above equation. This theorem implies that the projection of the span of
the dataset in one class onto variation space is orthogonal to the projection of the
span of any other classes onto variation space. Let Wk be the projection of the span
of the whitened dataset of class Lk onto variation space. Then,
WTkWl = 0, i f k , l (4.26)
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. In our case, Wk is the basis of the span of matrix VT3P
TCk, k = 1, 2. Ck is the data
set of training data samples from class k. Thus,
WT1W2 = 0 (4.27)
WT2W1 = 0 (4.28)
.
To get Wk, Singular Value Decomposition can be used.
Since layer Ik is from class k, if Ck is representative enough which is assumed,
then Ik must lie in the span of Ck. Thus VT3P
TIk = Iˇk must lie in the span of VT3P
TCk
which is Wk. Since VT3P






= VT3 ∆˜k = ∆ˇk, ∆ˇk must lie in Wk as
well which means:
WkWTk ∆ˇk = ∆ˇk (4.29)
. It implies that




2 ∆ˇ2 = 0 (4.30)




1 ∆ˇ1 = 0 (4.31)
.
According to above information, we can solve Equation 4.25 by project both
sides of the equation onto W1 and W2. Then it becomes:
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. By applying Equation 4.30
WT1 Iˇ = α1W
T
1 ∆ˇ1 (4.35)
. By multiplying W1 to both sides of the above equation, it becomes,
W1WT1 Iˇ = α1W1W
T
1 ∆ˇ1 (4.36)
. In Equation 4.29, it shows that W1WT1 ∆ˇ1 = ∆ˇ1. Thus,











. Since, W1, W2, α1, α2, and Iˇ are all known. ∆ˇ1 and ∆ˇ2 can be calculated. The
final step is to project ∆ˇk = VT3P
T∆k back to its original space. This can be done by
projecting it back to whitened space first: ∆˜k = V3∆ˇk because ∆ˇk lies in span of V3.
Then project ∆˜k back to the original space: ∆k = Pr∆˜k. Pr is the reverse whitening
operator calculated in the previous section which can project data in whitened
space back to the original space.
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4.5 Algorithm: Layers Reconstruction
Now, the two separated layers I1 and I2 can be reconstructed by composing their
respective class means m1 and m2, the estimated coefficient α1 and α2, and the
recovered within-class variations ∆1 and ∆2.
The final outputs are:
I1 = α1 (m1 + ∆1) (4.42)
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Algorithm 1 Full algorithm of separation of reflected images using WFLD
Input:
• One reflected image I
Output:
• Reconstructed transmission layer I1.
• Reconstructed transmission layer I2.
1: Eigen-decompose the total scatter matrix of the training data matrixT. Get non-
zero eigenvalue diagonal matrix D and its corresponding eigenvector matrix
U.
2: Calculate whitening operator P = UD−1/2
3: Whiten the precursor matrix of T and get H˜b
4: Calculate the identity space basis V1 by eigen-decomposing H˜b
5: Calculate the variation space basis V3 by finding the null space of H˜b
6: Whiten input image I. Get I˜ = PTI = α1m˜1 + α1∆˜1 + α2m˜2 + α2∆˜2
7: Project I˜ into the identity space.
8: Estimate coefficients α1 and α2 by solving equation 4.19
9: Project I˜ into the variation space.
10: Calculate the bases of the span of VT3P
TC1 and the span of VT3P
TC1
11: Estimate the whitened variations in variation space ∆ˇ1 and ∆ˇ2 by equation 4.38
and equation 4.39
12: Project the estimated varations back to their original space by equation 4.40




In real examples which means that the input reflected images are real photos, some
of the conditions or assumptions required by our method may be violated. In
general, there are following problems:
1. Using the full image as the input can be too large to deal with. It is because
that in our method, we assume that the input image is a combination of two
layers which are linear combinations of the training data samples of their
corresponding classes. It is hardly to imagine that a complicated huge real
image can be a linear combination of some real images. Furthermore, a huge
image can make the computation very expensive.
2. Using the full image as the input assumes that the coefficient of each layer
are uniform for each pixel of that layer. In real cases, this assumption is not
always valid.
3. How to know which two classes is the input image come from. We may
have many classes of training data samples available. However, when an
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unknown input image comes, we must decide which two classes of samples
should be used as the training data set T.
4. The method requires that all the training data in T should be linearly inde-
pendent. It may not be true in real cases.
5. The method requires the dimension of input or training data D should be
larger than or equal to N − 1. N denotes the total number of training data
samples in T. This may be violated in real cases.
To solve each of the above practical problems, some pre-processing steps are
applied.
5.1 Full Image Problem
As mentioned above, using full image as input may be too large to do the compu-
tation and has low probability to find a set of training samples so that this input is
a linear combination of those training samples. Therefore, we propose to cut the
full image into equal size patches. Then, we perform our method to separate it
patch by patch. Finally, the separation result can be obtained by putting the result
patches together according to their original locations. In this case, each patch has
smaller size. Furthermore, the content of each patch should be much simpler than
the full image which means that it has a much larger probability to find a set of
training samples whose linear combination forms the input patch.
Therefore, for real photo input, we cut it into patches first. Training data
samples are required to be cut into the same size patches as well. Then, perform
our separation algorithm to separate the input photo patch by patch. The size of
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patch can be set by user. It depends on the size of the input image and the number
of training data samples that user would like to use.
5.2 Uniform Coefficients Problem
In our method, the coefficient is assumed to be uniform across the input image.
However, it may not be true for real cases. To overcome this problem, we accept
that the coefficients are not globally uniform for the full image, but we assume that
they are locally uniform. With this assumption, we can use the same technique
for solving the first problem - cutting input image into patches. Then we assume
that for each patch, the coefficients are uniform. This assumption is much more
reasonable than the global assumption.
5.3 How to choose correct classes
To make our method work for most of real images, our training data samples should
cover as many classes as possible. If we have more than two classes, when an input
comes in, which two classes we should use as training data set is a problem.
One solution is to let the user give the information about the classes of the two
layers. For example, layer 1 is from class ”Sky” and layer 2 is from class ”Balls”.
Then, we can use the training data samples from class ”Sky” and class ”Balls” to
form our training data set T.
Another solution is to use heuristics. We assume that the nearest two classes
to the input image should be the two classes that the image is formed from. The
nearest means the least average Euclidean distance from the input image to all the
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classes. Let Lk denote class k; Nk denote the number of training samples in class k; I




denote the two classes
k whose f (k) are the smallest among all the classes. Then the two classes for input





. This is an efficient automatic way to choose the two
classes, however it is not for sure that every time it can pick the correct classes.
5.4 Linear Independence Problem
Our method requires that the training data set T which is formed by training data
samples from two classes must be linearly independent. If T is linearly dependent,
it actually means that the training data set is over representative. We can simply
delete those data samples who can be expressed by others in T so that T becomes
linearly independent. In real cases, when we obtained two sets of data samples
from two classes, we can form our training data set T by:
1. Set initial T to empty set. Set initial alternator to false.
2. If alternator is false, add a sample from class 1 into T, then set alternator to
true. Otherwise, add a sample from class 2 into T, then set alternator to false.
3. Check if the rank of T equals to the number of elements in T. If so, continues,
otherwise, delete this sample from T.
4. Stop when all the data samples from both classes have been tried to add into
T
To add samples alternatively from class 1 and class 2 can keep the number of
training samples in T from each class balanced so that both groups of training
samples from the two classes are representative enough.
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5.5 Restriction on number of training data samples
One of the conditions for our method to work properly is that D ≥ N − 1. D
denotes the dimension of input reflected image/patch; N denotes the total number
of training data samples in T. If the patch has size 8 × 8 and it has three colour
channels, then D = 8× 8× 3 = 192. This means that N must be less than or equal to
193 which is a pretty small number if we have several large training images. These
training images can be cut into thousands patches. This means that we have much
more training data samples than the restriction of the method. Therefore, we must
find a good T which is a shortlist of training data samples so that the number of
elements in T is within the restriction and input patch I should lie in the span of T
as assumed by our method. This problem can be formulated as:
Given M training data samples and input patch I, pick N samples from all the
M samples to form a training data set T such that I lies in the span of T.
To get the optimal T for this question, the only way is to try every possible
combination of N samples out of M samples. There are M!N!(M−N) possible Ts. If
M  N, then to compute the optimal T by evaluating every possible T will be too
time consuming.
To find such a good T more efficiently, we use some heuristics. We assume
that the relevant training data samples should be closed to the input patch I in
Euclidean distance. With this assumption, we could form the T by:
1. Calculate the Euclidean distance between I and each training data samples
from the two classes.
2. Sort the training data samples from class 1 ascendingly according to the
calculated distance and form new class 1 data set C1
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3. Sort the training data samples from class 2 ascendingly according to the
calculated distance and form new class 1 data set C2
4. Set initial T to empty set. Set initial alternator to false. Set target number of
training data samples N.
5. If alternator is false, add a sample sequentially from C1 into T, then set
alternator to true. Otherwise, add a sample sequentially from C2 into T, then
set alternator to false.
6. Check if the rank of T equals to the number of elements in T. If so, continues,
otherwise, delete this sample from T.
7. Stop when the number of elements in T reaches N.
In this way, both the restriction of number of training data samples condition
and the linearly independency condition can be met and the training samples from
the two classes are balanced.
One experiment involving this pre-processing algorithm has been shown in the





To show the strength and limitation of our method, several experiments will be
discussed. First, a basic synthetic experiment will be shown. This basic example
fulfils every requirement of the theory. Second, a comparison experiment is done
by comparing the result of Levin’s method [Levin and Weiss 2007] and that of our
method. Third, an experiment shows in some cases, our method can still work but
Levin’s method fails. Fourth, an experiment shows how well our method works
when the constraint D ≥ N − 1 is violated.
6.1 Basic synthetic experiment
In this experiment, we synthesise a test case which fulfils all the requirements of
the WFLD theory. In this test case, a training data set which contains two groups
of images as the two classes of training data samples is constructed. One group
contains images with a grey rectangle and the other group contains images with
a grey disc, as shown in Figure. 6.1. As mentioned in the algorithm, a fake class
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will be randomly generated to be class 3. In this test case, we use 10 random
data samples to represent the fake class. The matrix of the training data set (each
column in the matrix is a training data sample in the training data set) is verified
to be linearly independent.
Training data of class 1 (602 images in total) Training data of class 2 (468 images in total)
Figure 6.1: Training data samples for the basic synthetic experiment
The input reflected image I is synthesised by superimposing two layers L1 and
L2 as I = L1 + L2. L1 is formed by randomly selecting 3 training data samples from
class 1, then assigning them different weights, finally adding them together. The
process for constructing L2 is the same, but the 3 samples are from class 2 instead.
This process is shown in Figure. 6.2 and the reflected image can be seen in the
bottom of this figure.
Now, a training data set containing N = 602 + 468 + 10 = 1080 samples and the
input reflected image is available. In this case, the size of each image is 50 × 50
and there are three colour channels, thus the dimension of the input and each
training vector is D = 50 × 50 × 3 = 7500. Therefore, N is less than D which
fulfils the constraint of number of training data samples which is D ≥ N − 1.
Furthermore the matrix of training data set is linearly independent which is the
second requirement of the theory. Finally, the input reflected image is constructed
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Figure 6.2: The process to synthesise input reflected image I
by a linear combination of some training data samples which fulfils the requirement
that the reflected image lies in the span of the training data set. Thus, all the
requirements of the WFLD theory are fulfilled and our method can apply to separate
this reflected image.
The result of separation by applying our method is shown in Figure. 6.3. It can
be seen that this result is exactly the same as the synthesised L1 and L2 which are
used to form the input reflected image. Therefore, it can be concluded that when
all the requirements of the WFLD theory are fulfilled, our method can separate the
reflected images perfectly.
Reconstructed Layer 1 Reconstructed Layer 2
Figure 6.3: Result of the basic synthetic experiment from our method
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6.2 Comparison with Levin’s Method
As discussed in Chapter. 2, there are only two existing methods ([Levin et al. 2004],
[Levin and Weiss 2007]) which use single reflected image as their input, but all the
rest methods use multiple reflected images. Since our method requires only one
reflected image input, we would like to compare with the single reflected image
methods. However, [Levin et al. 2004] only works with very simple image which
means image has very few and clear edges and corners, so it is too limited to be
compared with. Therefore, in the following two experiments, we will compare
our method with [Levin and Weiss 2007]. The first experiment shows that in some
cases, both of the two methods can solve the problem, but our result is better than
the one of Levin’s; the second one shows that in other cases, Levin’s method fails,
but our method can still work well.
6.2.1 Experiment 1
In this experiment, we use a mixture of sky (Figure.6.4 (a)) and a tennis ball
(Figure.6.4 (b)) to form the synthetic reflected image shown in Figure. 6.5.
Levin’s method requires user’s assistance to mark the pixels whose gradients are
solely contributed by layer 1 and the pixels whose gradients are solely contributed
by layer 2. Therefore, in our experiment, we mark pixels from layer 1 with blue
dots and pixels from layer 2 with red dots, shown in Figure. 6.6
Applying Levin’s method by executing the code provided on her website
http://www.wisdom.weizmann.ac.il/ levina/, the result is shown in Figure. 6.7
From Levin’s result it can be seen that it is able to roughly separate the reflected
image. However, there are two problems: 1) the background colours of the two
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(a) Layer 1 L1: sky (b) Layer 2 L2: Tennis ball
Figure 6.4: Two layers to form the synthetic reflected image for experiment 1 in
section 6.2.1
Figure 6.5: Input reflected image formed by 0.7L1 + 0.3L2
reconstructed layers are not correct. This is due to the feature used in this method.
Levin’s method used gradients of the reflected image to separate it. Therefore, it
has no control on the base colour. 2) On the right side of the reconstructed layer 2,
there are some slight pieces of wite cloud which should not appear in the layer of
”tennis ball” but in the layer of ”sky”. This is because we missed to mark that part
to layer ”sky” with blue dots. This shows that user has to mark the pixels as many
as possible in order to get a good result which is a tedious work.
Using our method, the above limitations can be overcome. We use the same
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Figure 6.6: Marked reflected image by user. Blue dots: pixel’s gradient is from
layer 1; red dots: pixel’s gradient is from layer 2.
Reconstructed Layer 1 Reconstructed Layer 2
Figure 6.7: Result of experiment 1 from Levin’s method
reflected image in Figure. 6.5 as our input. Since the image is quite large, it is
very difficult to exist a group of training images with the same size of our input
and our input is a linear combination of these images. Thus, we apply the trick
introduced in Chapter. 5 which is cutting the input image into patches with size
17 × 17, then separating the input patch by patch. In this experiment,the training
data samples for class 1 are the patches cut from Layer 1, L1, with the same size as
the patch of input image, and the training data samples for class 2 are the patches
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cut from Layer 2, L2,. L1 and L2 are the two layers where the input reflected image
is synthesised from. The training data samples are shown in Figure. 6.8
Training data samples for class 1 (352 patches) Training data samples for class 2 (352 patches)
Figure 6.8: Training data samples for our method with size 17 × 17 pixels
Due to the requirement of our method that the training data set should be
linearly independent, by applying the pre-processing step discussed in Chapter.
5, the number of training data samples of class 1 shrinks to 348 and the one of
class 2 becomes 15. By adding the fake class which contains 10 random generated
samples, now the total number of training samples is N = 348 + 15 + 10 = 373. The
dimension of each vector in the training data matrix is D = 17× 17× 3 = 867. Thus,
the requirement of D ≥ N − 1 is fulfilled in our example. Now, our method can be
applied to separated the input reflected image.
The result is shown in Figure. 6.9. It can be seen that our method perfectly
separates the synthetic reflected image as it is 0.7L1 + 0.3L2 and our reconstructed
layers are 0.7L1 and 0.3L2.
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Reconstructed Layer 1 = 0.7L1 Reconstructed Layer 2 = 0.3L2
Figure 6.9: Result of experiment 1 from our method
6.2.2 Experiment 2
In this experiment, the input reflected image is synthesised by two different textured
images L1 and L2. The reflected image I = 0.5L1 + 0.5L2. L1, L2 and I are shown in
Figure. 6.10
Figure 6.10: Input reflected image for experiment 2 in section 6.2.2
Levin’s method requires user’s assistance to mark the pixels whose gradients are
solely contributed by layer 1 and the pixels whose gradients are solely contributed
by layer 2. However, in this case, every thing is mixed together, so it is very hard
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for human eyes to determine which pixels whose gradients are only from one layer.
Therefore, in this kind of situation, Levin’s method fails and this situation happens
quite often in real reflected images.
However, under this situation, the input image can still be separated by our
method. In this experiment, we cut input image into 8 × 8 patches. The training
data samples are formed by cutting the two layers L1 and L2 where the input is
synthesised from into 8 × 8 patches. These training data samples are shown in
Figure. 6.11. Adding 10 randomly generated samples as the fake class into the
training data set, now the number of training data samples becomes N = 72 + 72 +
10 = 154. The dimension of each vector in the training matrix is D = 8×8×3 = 192.
Thus, it fulfils the requirement of D ≥ N − 1. Furthermore, it is verified that the
training data set is linearly independent. Therefore, all the requirements of our
method are fulfilled and a perfect separation result can be obtained.
Training data samples for class 1 (72 patches) Training data samples for class 2 (72 patches)
Figure 6.11: Training data samples for our method with size 8 × 8 pixels
The result of our method is shown in Figure. 6.12. The separation results are
56
CHAPTER 6. Experiments
0.5L1 and 0.5L2 which are exactly the same as expected.
Reconstructed Layer 1 = 0.5L1 Reconstructed Layer 2 = 0.5L2
Figure 6.12: Result of experiment 2 from our method
6.3 Experiment on violation of constraint D ≥ N − 1
The purpose of this experiment is to test when the constraint D ≥ N− 1 is violated,
if the reflected image can still be separated well by using the trick discussed in
Chapter. 5, because in real cases, we can easily have a training data set which has
a huge number of samples but the dimension of each patch is small.
In this experiment, the reflected image is synthesised from two images: one of
Mona Lisa, L1; another one of a crowd in the museum, L2, shown in Figure. 6.13.
The reflected image I = 0.6L1 + 0.4L2. This is shown in Figure. 6.14
Due to the huge size of the input image, the image is cut into 12 × 12 pixels
patches. The training data samples used in this examples are the patches cut from
L1 and L2, shown in Figure. 6.15. Applying the trick mentioned in Chapter. 5, the
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Layer 1, L1 Layer 2, L2
Figure 6.13: Two layers to synthesise the reflected image for experiment Mona Lisa
Figure 6.14: Input reflected image for experiment Mona Lisa
training data set can be forced to be linearly independent. After this processing
step, the number of training data samples for class 2 becomes 190, and the number
for class 1 keeps 374. Adding 10 random generated samples to form the fake class,
the total number of training data samples is N = 374+190+10 = 574. However, the
dimension of each vector in the training matrix isD = 12×12×3 = 432. This violates
the constraint D ≥ N − 1. To make the training data set falls into the constraint, the
heuristics proposed in Chapter. 5 is used. In this case, we use all the 190 patches
from class 2 as the training data samples of class 2, the 10 randomly generated
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patches as the samples of the fake class. But, we only keep the D − 190 − 10 = 232
nearest training data samples from class 1 to the input patch as the samples of class
1. Here, nearest means the Euclidean distance between the sample and the input
patch is smallest. Thus, now N becomes 432 which agrees the constraint D ≥ N−1.
Training data samples for class 1 (374 patches) Training data samples for class 2 (374 patches)
Figure 6.15: Training data samples for experiment Mona Lisa
Using the pre-processed training data set, our method is applied to separated
the reflected image. Our result and the ground truth result are both shown in
Figure. 6.16. Comparing the two results, it can be seen that for most patches, our
method works quite well. However, there are still some patches which are failed
to be separated. This is because that Euclidean distance is only a heuristics which
means it cannot guarantee to pick the most suitable training data samples all the
time.
6.4 Experiment on variation of coefficients α
For real reflected images, it is very common that the coefficient α, which denotes
the coefficient compared to the mean of the class that transmission layer / reflection
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Reconstructed Layer 1 and Ideal Layer 1 Reconstructed Layer 2 and Ideal Layer 2
Figure 6.16: Result of experiment 2 from our method
layer corresponds to, varies from one part of the image to another part of the image.
Therefore, in this experiment, a case that both the transmission layer coefficient and
reflection layer coefficient in the test reflected image vary through the whole image
is simulated.
In this experiment, the reflected image is synthesised by mixing an image of a
stone pave L1 and an image of flowers L2. L1 is derived from an original image O1
by varying the intensity of the original image on each pixel by a certain coefficient.
From top to bottom of the image, the coefficients changes from 0 to 1 evenly. The
same process applied for L2 to derive from O2. The difference is that from top to
bottom, the coefficients changes from 1 to 0. L1, L2, O1 and O2 are shown in Fig.6.17.
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The result reflected image is I = L1 + L2 which is shown in Fig.6.18.
Layer 1, L1 Layer 2, L2
Its original image, O1 Its original image, O2
Figure 6.17: Two layers to synthesise the reflected image for experiment on variation
of coefficients. These two layers are derived from the two original images by
varying the intensity vertically through the images
Due to the huge size of the input image, the image is cut into 15 × 15 pixels
patches. In this experiment, the training samples are patches cut from the original
images O1 and O2 which are shown in Fig. 6.19.
After apply our method to separated the reflected image, result and ground
truth are shown in Fig.6.20. From the result, it can be seen that our method can
separate reflected images which are composed by two layers whose coefficients are
not constant through the whole image quite well.
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Figure 6.18: Input reflected image for experiment on variation of coefficients
Training data samples for class 1 (289 patches) Training data samples for class 2 (289 patches)
Figure 6.19: Training data samples for experiment on variation of coefficients
62
CHAPTER 6. Experiments
Reconstructed Layer 1 and Ideal Layer 1 Reconstructed Layer 2 and Ideal Layer 2





Taking photo of objects behind glass is always considered to be a hard task because
of the reflection phenomena. In this thesis, a new approach is proposed to solve the
problem of separation of reflected images by using single reflected image input.
It is ”new”, because our method is the first method to consider using a machine
learning technique to solve the problem and our method is the first try to apply
WFLD model on solving a source separation problem. However, our method still
falls into the five stage general framework introduced in Chapter 2 which is shared
by most of the research works on solving this problem.
1. The basic model of our method is the same as others which is I = L1 + L2: the
reflected image is a linear combination of two layers, transmission layer L1
and reflection layer L2.
2. The user input used in our method is simply the reflected image I that we
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would like to separate. Besides the user input, a pre-known input is required
which is a training data set T containing training data samples of the two
classes that the two layers are from respectively. The feature used in this
method is the intensity vector of an image which contains each intensity
value of every colour channel on every pixel in the image.
3. In our method, we propose a new refined model based on the machine learn-
ing technique. Since it is assumed that L1 and L2 are from two classes,
each of them can be decomposed into two components: a weighted class
mean mi and a weighted within class variation ∆i. Therefore, our model be-
comes I = α1 (m1 + ∆1) + α2 (m2 + ∆2). As m1 and m2 are known, our problem
can be formulated as three sub problems: estimate weights α1 and α2; esti-
mate variations ∆1 and ∆2; reconstruct the two layers L1 = α1 (m1 + ∆1) and
L2 = α2 (m2 + ∆2).
4. Our method uses the Whitened Fisher’s Linear Discriminant (WFLD) model
to estimate the coefficients and variations. First, the WFLD model is con-
structed by whitening the training data set T and reflected image I. Then,
in the whitened space some nice mathematical properties can be applied to
estimate the coefficients and variations. The detailed algorithm has been
explained in Chapter 4.
5. In the final step, the two layers can be reconstructed by a direct calculation.
The above process works perfectly if all the requirements of the WFLD theory
are fulfilled. However, in real cases, they may be violated easily. There are three
requirements of the WFLD theory:
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1. The input reflected image should lie in the span of the training data set.
2. The training data set should be linearly independent.
3. The dimension D of our feature vector should be greater than or equal to the
total number of training data samples N minus one. In brief, D ≥ N − 1.
For real considerations, we may have many classes of data samples, but we need
to decide which two the reflected image corresponds to; we may have too many
training data samples of the two corresponding classes which requires us to pick
only D + 1 of them to form a best training data set for our input; The training data
set may be linearly dependent which should be forced to be linearly independent,
etc. To solve these problems, some pre-processing steps are proposed in Chapter
5. The effect of applying these tricks is shown in the experiments.
To conclude, in this thesis we propose a new approach to solve the problem of
separation of reflected images by using a new machine learning technique - WFLD.
The results are perfect if all the requirements of the WFLD theory are fulfilled. In
general, the results of our method are better than the existing single reflected image
input methods.
7.2 Contributions
This thesis has the following contributions:
• Provides a new approach to solve the problem of separation of reflected
images by using a machine learning technique.




• Demonstrates that WFLD model can be applied to solve source separation
problems.
7.3 Future Works
7.3.1 Problem of separation of reflected images
To improve the result of our method, the following works can be done:
• Find a better method to decide which two classes are the input reflected image
from among many candidate classes of data samples which are available.
• Find a better method to form the best training data set from a large number
of available training data samples.
• Make a collection of every possible training data classes so that any input
reflected image can be separated.
7.3.2 WFLD model
WFLD model can be expected to work for other source separation problems as
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