Precise asymptotics have been proved for sums like
Introduction
Let X, X 1 , X 2 , . . . be i.i.d. random variables, and set S n = X 1 + X 2 + ... + X n , n ≥ 1. Hsu and Robbins [11] introduced the concept of complete convergence and proved that the sequence of arithmetic means converges completely provided the mean and the variance exist. The converse was proved by Erdős [3, 4] . More generally, it was shown in Baum and Katz [1] that, for 0 < p < 2 and r ≥ p, ∞ n=1 n r/p−2 P (|S n | ≥ εn 1/p ) < ∞, ε > 0, (1.1) if and only if E|X| r < ∞, and, when r ≥ 1, EX = 0. Another extension departs from the observation that the sum tends to infinity as ε 0. A first result in this direction was Heyde [10] , who proved that
whenever EX = 0 and EX 2 < ∞. For analogous results in the more general case, see Chen [2] , Spȃtaru [15] and Gut and Spȃtaru [8] . Recently Gut and Steinebach [9] proved analogous theorems for renewal counting processes, partial maxima and first passage times of random walks. The aim of this paper is to investigate this problem for the record times of a sequence of i.i.d. random variables and the associated counting process. In order to avoid trouble with ties we assume throughout that the underlying distribution is absolutely continuous.
Let X, X 1 , X 2 , . . . be i.i.d. absolutely continuous random variables. The record times are L(1) = 1 and, recursively,
The associated counting process {µ(n), n ≥ 1} is defined by
The pioneering paper in the area is Rényi [14] . For a more recent introduction and survey of results, see Resnick [13] , Section 4.1, and Nevzorov [12] .
We first collect some basic facts concerning the counting process. Let
are independent random variables. With γ = 0.577 . . . = Euler's constant we have, as n → ∞,
As for the record times,
All of this was originally proved in [14] . The following ingeneous representation by Williams [16] reduces many results for record times to almost a triviality: Let {E k , k ≥ 1} be i.i.d. standard exponential random variables, and set
property of the gamma distribution carries over to the logarithm of the record times.
Finally, let N be a standard normal random variable, ϕ(x) the standard normal density, set Ψ(x) = P (|N | > x), x ≥ 0, and ∆ n = sup x |P (|µ n − m n | > x) − Ψ(x/ √ log n)|. Constants are denoted by the letter C and may vary between appearances.
In this section we present two main results and some "boundary" cases.
(log log n) r−1 n log n P (|µ(n) − log n| > ε log n log log log n) = 2 r .
Remark 3.1 The finiteness of the sums in Theorem 3.1 was established in Gut [7] , Theorem 8 for the case p = δ = 1. The sum in Theorem 3.2 converges for ε > √ 2r and diverges for ε ≤ √ 2r; see [7] Theorem 9 (for r ≥ 1). 2
The proofs follow the main pattern in the area in that the first step is to check the limit in the normal case and then to show that the error in the normal approximation is negligible. Since various sums differ by at most some constant from a corresponding integral, we shall, without special notice, interchange them at our convenience.
Proof of Theorem 3.1. The change of variable y = ε(log x) (2−p)/2p yields
which verifies the limit in the normal case. Next, since the weighted average of a sequence that converges to 0 also converges to 0, it follows that
which, by putting b(ε) = exp{M ε − 2p 2−p } for some M > 1, shows that, for any such M ,
As for the normal tail, changing variables as in the first step yields
For the last step we apply the tail estimate (5.3) from [8] with x = ε(log n) 1/p and t = ε(log n) (1−p)/p . For ε sufficiently small we then obtain, via an integral comparison and the change of variable y =
Finally, since m n − log n → γ as n → ∞, replacing m n by log n, finishes the proof. 2
Proof of Theorem 3.2. The first step amounts to asserting that
(log log n) r−1 n log n P (|N | > ε log log log n) = 2 r . (3.6)
Since the moment generating function of a χ 2 (1)-distributed random variable equals
the change of variable y = ε √ log log log x yields, for C ≥ 9 and ε > √ 2r,
which proves (3.6).
For the remaining part we exploit the Berry-Esseen estimate [7] , Theorem 3,
to obtain n≥9 (log log n) r−1 n log n P (|µ(n) − m n | > ε log n log log log n) − Ψ(ε log log log n)
(log log n) r−1 n log n ∆ n ≤ 3.8 n≥9 1 n(log n) 3/2 log log n < ∞ , in particular,
(log log n) r−1 n log n × P (|µ(n) − m n | > ε log n log log log n) − Ψ(ε log log log n) = 0 . (3.8)
Replacing m n by log n completes the proof. 2 We close this section by mentioning some limiting cases corresponding to δ = −1 in Theorem 3.1 and r = 0 in Theorem 3.2, respectively.
Theorem 3.3 We have
1 n log n log log n P (|µ(n) − log n| > ε log n log log n) = 2.
1 n log n log log n P (|µ(n) − log n| > ε log n log log log n) = 1.
Proof. Since the normalizing function of n decreases to zero more rapidly than √ log n/n in such a way that the Berry-Esseen operates as in the preceding proof, it only remains to compute the relevant normal integrals, which after an appropriate change of variable turn into
respectively. 2 4 Precise asymptotics for the record times
The following results for record times are immediate from Williams' representation and the corresponding results for partial sums from [2] , [8] , Theorem 2, and [9] , Theorem 7.2 (which treats the one-sided case). (log n) δ n P (|L(n) − n| > ε n log n) = E|N | 2(1+δ) 1 + δ . 1 n P (|L(n) − n| ≥ ε log log n) = √ 2 .
Remark 4.1 Since the record times are essentially gamma-distributed it may even be a surmountable task to prove these results by direct computation. 2
