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ABSTRACT OF THE DISSERTATION
Investigation of intracellular protein regulation using synthetic biology and
single-cell analytic techniques
by
Chung Sze Joyce Luke
Doctor of Philosophy in Bioengineering
University of California, San Diego, 2017
Professor Jeff Hasty, Chair
The field of synthetic biology has significantly grown over the past decade. Some
of the major goals include creating simple gene circuits in order to elucidate complex
biological network behaviors and creating new regulation and functionalities in cell.
These gene networks allow us to study dynamics of intracellular gene and protein regu-
lation, as they are essential in maintaining homeostasis and cell survival in response
to changing or stressful environments. Single cell analytic techniques enable us to
study dynamic gene expression of individual cells, which can sometimes be masked
by population statistics. First, we developed a microfluidic chemostat for the long-term
culturing and imaging of three well characterized strains of cyanobacteria and microal-
gae. Although microfluidic technology has been applied to culture and monitoring a
diverse range of bacterial and eukaryotic species, cyanobacteria and eukaryotic microal-
gae present several challenges that have made them difficult to culture in a microfluidic
xiv
setting. Second, we investigated the native ClpXP protease in Escherichia coli, and
the correlation between proteins targeted for ClpXP degradation as a result of queueing
(competition for a common enzyme). We compared the results to computational model
predictions and generated evidence to support the hypothesis that E. coli can adapt the
production of ClpXP in response to the number of mistranslated or tagged proteins tar-
geted for ClpXP degradation in the cellular environment. Third, we expressed ClpXP
from E. coli in Saccharomyces cerevisiae, and further investigated its properties in an
non-native system using flow cytometry. We engineered a “probe” that can detect when
the processing capacity of ClpXP is saturated in S. cerevisiae. Together, these studies
illustrated how synthetic biology and single-cell analytic techniques could help study
fundamental cellular processes.
xv
Chapter 1
Introduction
The field of synthetic biology has significantly grown over the past decade. Sci-
entists use standardized genetic components to rewire or create biological systems. They
use a forward engineering approach to build simple circuits to elucidate complex natu-
ral behaviors, and to create new regulation and functionalities in cells. Key technologies
like molecular cloning, PCR, DNA synthesis, and automated DNA sequencing, and
complete genome sequences of model organisms like Escherichia coli (Blattner et al.,
1997) and Saccharomyces cerevisiae (Goffeau et al., 1996), were crucial to the devel-
opment of the field. Many synthetic gene circuits have been developed since: toggle
switch containing promoters that drive the expression of mutually inhibitory transcrip-
tional repressors (Gardner et al., 2000), repressilator, an oscillatory circuit consisted of
a triple negative-feedback loop of sequential repressor-promoter pairs, toggle between
two stable expression states in response to external signals(Elowitz and Leibler, 2000),
auto-regulatory negative feedback circuit (Becskei and Serrano, 2000), robust and stable
oscillator with positive and negative feedbacks (Stricker et al., 2008), and others. Cur-
rently more complex circuits can be engineered at a much more rapid pace with faster
cloning methods like Golden Gate (Engler et al., 2008) and Gibson Assembly (Gibson
et al., 2009), faster and cheaper synthesis of long DNA fragments, and recently, genome
editing enabled by the CRISPR-Cas9 system (Horvath and Barrangou, 2010; Cong et al.,
1
22013). Within the broad field of synthetic biology, our research focuses on the design,
construction, and modeling of engineered gene circuits. In my work, I used standard-
ized parts to create a synthetic circuit in S. cerevisiae to study protein regulation of the
protease ClpXP that is native to E. coli.
Fluorescent proteins are the main tools for quantifying gene activity in vivo for
synthetic biologists. They are usually placed behind a promoter of interest or fused to
a gene of interest. Flow cytometry and microscopy are two common techniques used
for quantifying fluorescent protein expression. Flow cytometry is high-throughput and
generate the distribution of the activity of a gene in a population of cells at a time point.
Single cell analytic techniques enable us to collect data of individual cells, as opposed to
values averaged over populations of cells. Single-cell imaging most often relies on fluo-
rescent molecules and reveals heterogeneity in populations of genetically identical cells.
Microfluidic technology has become an increasingly popular tool in biology. It has small
volume, precise fluidic control, and is compatible with high resolution and real-time mi-
croscopy. The spatial and temporal control of the chemical and physical environment
makes it favorable to study dynamic cellular processes. Although microfluidic devices
have been developed and used for long term imaging for bacterial (Bennett and Hasty,
2009), yeast, and some mammalian cells, there are challenges to culture some organisms
such as cyanobacteria. The microfluidic device has to cater to the specific cell type and
purpose of study, and may take many iterations to create an ideal design.
Although signifiant progress have been made on circuit engineering using syn-
thetic biology, some challenges remain. Well-characterized parts for constructing gene
networks are still needed for many organisms other than E. coli. In many cases, rela-
tively well-characterized parts failed to function properly when taken out of the specific
genetic or environmental context (Cardinale and Arkin, 2012). New technologies in
molecular biology, microfluidic, and computation techniques are continuously being
developed. For example, tools on rapid screening or selection of desired circuit func-
tions would be highly desirable for quickly analyzing circuit behavior and incorporating
into new design (Cameron et al., 2014). Overall, this is a rapidly changing field and by
3applying engineering and technology to biology, it will give us greater understanding
fundamental biological processes.
Chapter 2
Monitoring Dynamics of Single-Cell
Gene Expression of Algae in a
Microfluidic Platform
2.1 Introduction
The application of microfluidic technologies to biological research has increased
significantly over the past decade (Sackmann et al., 2014). Microfluidics allows precise
control of spatio-temporal dynamics of the cell microenvironment and makes an ideal
tool for studying dynamic cellular processes such as natural and synthetic gene net-
works and intracellular signaling (Bennett and Hasty, 2009; Croushore and Sweedler,
2013; Yang et al., 2010; Teng et al., 2013). Time lapse imaging of cyanobacteria has
been traditionally done by growing cells on agarose pads. In recent years, a few mi-
crofluidic devices were developed for single cell imaging of cyanobacteria. Moffitt et
al. developed an agarose device with patterned linear tracks for bacteria and cyanobac-
teria (Teng et al., 2013; Moffitt et al., 2012). Nanatani et al. developed a device with
PDMS coverslip and hydrogel cages on glass slide to trap single cells and minimize
physical stress on the cells caused by fluid exchange (Nanatani et al., 2015). Both of
4
5these devices utilized porous substrates that allow fluid exchange without adding a lot
of mechanical stress.
One of the primary challenges in the development of devices for cyanobacteria
has been the sensitivity of photosystem II (PSII) to photodamage and oxidative stress.
Reactive oxygen species (ROS) are produced in abundance in the photosynthetic ma-
chinery under strong light and are known to inhibit the native repair of photodamaged
PSII (Blot et al., 2011; Ejima et al., 2012). ROS are also produced when fluorescent
proteins are excited (Remington, 2006). Some strains of commonly studied cyanobac-
teria such as Synechocystis and Synechococcus elongatus are sensitive to acidic pH, and
pH is affected by CO2 concentration of the culture medium. As CO2 gets consumed by
cells during photosynthesis, pH of the medium increases. CO2 is supplemented to the
medium to prevent CO2 depletion and also decreases pH. This balance is difficult to con-
trol when dealing with small volumes of medium on the scale presented by microfluidic
devices.
In this study we address these and other design challenges in the development of
a microfluidic system for long term culture and imaging of cyanobacteria. We demon-
strate the functionality of the device by performing long-term imaging experiments with
two cyanobacterial strains Synechocystis sp. PCC6803, and Synechococcus elongatus
PCC7942, and a microalgal strain Chlorella sorokiniana. These three species are com-
monly used as model organisms and are also considered as potential sources of renew-
able energy and specialty chemicals, as many scientists are trying to use synthetic biol-
ogy and metabolic engineering to increase their biomass and productivity (Wang et al.,
2012; Yu et al., 2013; Chen et al., 2013; Jia et al., 2014; Machado and Atsumi, 2012).
Of all cyanobacterial species, S. elongatus serves as an important model organ-
ism for studying circadian rhythms because of its relatively simple circadian clock and
has therefore been the target of several microscopy studies to investigate single cell be-
havior (Yang et al., 2010; Teng et al., 2013; Mihalcescu et al., 2004). While this work
has led to important discoveries about circadian networks, including the observation of
stable circadian oscillations (Mihalcescu et al., 2004) and the coupling of circadian and
6cell division phases (Yang et al., 2010), the use of agarose pads can limit the experi-
mental duration due to more rapid nutrient and water depletion and leads to lower signal
due to agarose autofluorescence. Microfluidic devices can extend the experimental du-
ration and can also provide better signal and better quality of data. In addition, our
microfluidic platform has a Dial-A-Wave (DAW) system that allows precise temporal
control of media exposure, which is novel to cyanobacterial research and is useful for
characterizing cellular dynamics and new functionalities derived from synthetic biology
approaches. Our device design is suitable for various species of different shapes and
division patterns.
2.2 Results and Discussion
The microfludic set up is consisted of a fluorescence microscope with the stage
housed in a temperature controlled chamber, and computer controlled actuators for ad-
justing the heights of the media input (Figure 2.1). Our goal was to design a microfluidic
device that can culture many species of different shapes and division patterns over long
time periods. We based the design of our device on a previously published yeast device
(Ferry et al., 2011) (Figure 2.2). Media from ports 1 and 2 pass through the Dial-A-Wave
(DAW) function generator and mixer, which combines the two inputs at a precise ratio
defined by the user. The DAW system can deliver any desired waveform of biochemical
inducer for dynamic stimulation of cells inside the culture chambers (Ferry et al., 2011).
Excess medium goes to port 3, and cell waste passes to ports 4 and 5. One design cri-
terion of the microfluidic device is that the cell chamber height should be slightly lower
than the smallest dimension of the cell to keep the cells inside the chamber constrained
to a monolayer and also to allow slow media perfusion without perturbing the cells.
Three devices with different cell chamber heights were customized to each indi-
vidual strain imaged for this study. All devices have a ring-shaped culture chamber of
1.4 mm diameter. Synechocystis has an average cell diameter of 1.75 µm, and its cell
chamber was made to a height of 1.25 µm. S. elongatus has an average width of 1 µm
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Figure 2.1: Set up for microfludic experiment. (A) Fluorescence microscope with tem-
perature control chamber in the front and linear actuators in the back. (B) A microfluidic
device made of PDMS and glass coverslip with connection pins and lines attached. (C)
Two linear actuators for controlling the heights of the media input.
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Figure 2.2: Schematic of our microfluidic device capable of imaging and subjecting dif-
ferent cell types to a dynamic environment. (A) The cell trapping chamber is colored red.
Ports 1-3 make up the DAW dynamic stimulation generator, where 1 and 2 contain different
media types for switching and Port 3 is a waste port. Port 5 is used to load cells and then
becomes a waste port during during the imaging experiment. Port 4 is an additional waste
outlet. Arrows indicate flow direction during experiment, where red represents the direc-
tion of flow during loading, and black represents the direction of flow during the imaging
experiment. (B and C) Enlargement of the boxed area in (A) to show the cell chambers for
(B) Synechocystis and (C) S. elongatus. PDMS posts (bright areas) are used to ensure that
the low-height chamber doesn’t collapse.
9and length of 3 µm, and its cell chamber has a height of 0.74 µm. A channel structure
with an aspect ratio lower than 1:10 (height:width) is prone to collapse, so support posts
must be added within the structure to prevent collapse. Circular posts of 30 µm diam-
eter and rectangular posts of 12-45 µm x 15 µm were added radially around the cell
chambers of the devices of Synechocystis and S. elongatus, respectively (Figure 2.2B,
C). The distance between circular posts is 25-40 µm and the distance between rectan-
gular posts is 20-30 µm. The cell chamber for C. sorokiniana has a 3.25 µm height, so
support posts are not necessary. To prevent phototoxicity from image acquisition, we
employed a highly sensitive Electron-Multiplying Charged-Coupled Device (EMCCD)
camera and a white light laser with small focal area to limit superfluous light exposure.
In addition, we found that a combination of supplementing the culture medium with
sodium bicarbonate and infusing humidified 5% CO2 into the culture chamber helped
the balance of CO2 and pH and was critical to cell growth.
To test the functionality of our platform, we grew Synechocystis, S. elongatus,
and C. sorokiniana in the device and measured their growth rates and fluorescence. All
cell types exhibited healthy morphology and fully colonized the glass surface of the
culture chamber within a few days (Figure 2.3, rows A, B, and C respectively). We
loaded a small number of cells per field of view to allow sufficient space for growth
over the course of the experiment. The growth rates of photoautotrophic organisms are
highly dependent on the light intensity, and the experimental conditions can be tailored
to the organism of interest. All three types of cells had similar doubling times (mean
+/- standard deviation) in microfluidic devices as in shaker flasks under the same light
intensity (Table 2.1). In a microfluidic device, cells are spread out in a single layer and
hence would experience an effective higher light intensity than counterparts growing in
bulk culture that would experience shading effects from neighboring cells. Continuous
perfusion at a constant flow rate ensured that the cells had sufficient access to nutrients.
We developed a tracking algorithm that is able to segment images, pick out
individual cells, and track their growth and fluorescence over time (Figure 2.4). The
Synechocystis strain used for our experiments employs a lac repressible promoter Ptrc1O
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Figure 2.3: Time-lapse images of three species in microfluidic chambers at times t = 0,
16, 40, and 65 hours after inoculation to show growth and healthy morphology. (A) Syne-
chocystis. (B) S. elongatus. (B) C. sorokiniana.
11
Table 2.1: Comparison of microfluidic and bulk culture characteristics
Species Culture format Light intensity (µE m−2 s−1) Doubling time (hr)
Synechocystis Shaker flask 20 26.7 ± 0.5
Synechocystis Device 20 22.8 ± 6.6
S. elongatus Shaker flask 50 12.8 ± 4.0
S. elongatus Device 50 7.3 ± 3.2
S. elongatus Shaker flask 100 6.4 ± 0.8
S. elongatus Device 100 5.7 ± 1.5
C. sorokiniana Shaker flask 100 12.3 ± 3.1
C. sorokiniana Device 100 9.5 ± 1.0
expressing eYFP (Huang et al., 2010). Without lacI being expressed, eYFP is constitu-
tively being expressed and was imaged using a yellow filter. Chlorophyll displays red
autofluorescence and was imaged using a red filter. We imaged the cells at 100x bright-
field, using both fluorescence channels for up to 68 hours, and we were able to track
cell area and fluorescence over the course period. Automated single cell tracking was
performed using custom Matlab algorithm. A mask was created to identify and label
individual cells (Figure 2.4A, B). Area and fluorescence of single cells were measured.
A significant drop in cell area indicated a cell division event (Figure 2.4C). This enabled
us to calculate the time for each cell division event to give us an overview of the growth
rate inside our device (Figure 2.4D).
Our device also presents the opportunity to track individual cellular behaviors
over long time periods. As an example, we can track circadian rhythms of gene expres-
sion in the model species S. elongatus. We used a strain developed by Yang et al. that
expresses YFP-SsrA(LVA) under control of the rhythmic kaiBC promoter (Yang et al.,
2010; Dong et al., 2010). The kaiBC promoter drives the endogenous expression of the
kaiB and kaiC genes, which in combination with KaiA make up the central oscillator
of the cyanobacterial circadian clock. This strain was developed to demonstrate cell
cycle regulation by the circadian clock. In a previous study, when light intensity was
increased from ∼25 to ∼50 µE m−2 s−1, the average cell cycle duration shortened by
12
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Figure 2.4: We developed algorithm to track the growth of Synechocystis to demonstrate
the utility of the device. (A) Segmentation of phase images enables the identification of
individual cells. A portion of the mask is shown to demonstrate the ability of the algorithm
to identify single cells. (B) Segmentation allows us to outline the cells in the original image
and measure their area (i.e. number of pixels). (C) A single cell tracking algorithm allows
us to track individual cells over time and observe division events, highlighted by sharp
drops in area between successive frames. (D) We measured 84 division events and found
the average doubling time to be about 23 hours with a relatively wide distribution.
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an approximate factor of 2 while the average circadian period remained around 24 hours
(Yang et al., 2010). Here we increased the light intensity to ∼100 µE m−2 s−1 and ob-
served that the cell cycle was further shortened while the circadian period stayed around
24 hours (Figure 2.5B, C). We used this strain to show that our device is capable of
imaging hundreds of cells in a single position and we tracked 134 cells for 92 hours and
measured their division time and fluorescence.
As one of the major advantages of microfluidic technology is precise and dy-
namic control of the cellular microenvironment, we tested the ability to dynamically
stimulate the cells in the culture chambers using the Dial-A-Wave functionality. To
mimic nitrogen fluctuations in nature, we cultured C. sorokiniana in BG11 medium
without nitrate and subjected the cells to pulsing of 100 ppm ammonia at different pe-
riods. We monitored the cell proliferation and chlorophyll autofluorescence, which can
be viewed as a measure of the efficiency of photochemistry. That is, when autofluo-
rescence is higher, less light is being converted to energy indicating a slow down in
photosynthesis. As verification of this hypothesis, we observed that chlorophyll autoflu-
orescence (Figure 2.6, green line) decreased when ammonia was introduced (red line),
providing a nitrogen source for cellular proliferation. These types of time course induc-
tion experiments can provide an opportunity to study dynamic phenomena that could
not be replicated on an agarose pad or agarose device, and could provide great insight
into the behavior of cells in more natural environments.
2.3 Conclusions
Previous implementations of microfluidics for cyanobacteria have employed hy-
drogel or agarose due to the concern of mechanical stress. In this study, we demonstrated
the use of a new PDMS device for growing and imaging cyanobacteria and microalgae
in a monolayer. We found that minimizing the exposure settings but staying above the
detection threshold can permit normal cell growth while still capturing gene expression
dynamics. The addition of sodium bicarbonate to the medium in conjunction with CO2
14
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Figure 2.5: Single cell tracking of the growth and fluorescence of S. elongatus. (A) Phase
contrast (upper panel) and YFP fluorescence (lower panel) images of cells tracked over a
92-hour period. The same cell is outlined in both panels with corresponding trajectories
shown in panels (B) and (C) (red, phase; blue, YFP). (B) The length of the cell outlined
in (A) during growth and division with red points corresponding to the select frames in
(A). (C) The mean YFP of 134 cells (black line) with variability (+/-STD) indicated by
the yellow shaded region. The blue trace corresponds to the mean YFP trace of the cell
outlined in (a) with the blue dots matching select frames.
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Figure 2.6: To demonstrate the use of the DAW functionality, we monitored Chlorophyll
fluorescence ofC. sorokiniana under dynamic stimulation with pulses of ammonia. Chloro-
phyll fluorescence (green line) decreased when ammonia was introduced (red line). The
total cell area (blue line) increased over time.
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infusion is critical for pH and CO2 balance. In addition, the Dial-a-Wave functionality
enables the probing of cyanobacteria and algae in a dynamically changing chemical en-
vironment, opening the door for experiments that can elucidate native behaviors or can
facilitate the search for optimal conditions for the production of biofuel precursors or
other specialty chemicals.
2.4 Materials and Methods
2.4.1 Design and Fabrication
The devices were fabricated by first creating a multi-layer master-mold using
photolithography. Negative photoresists (Microchem Corporation) were used to create
the master-mold according to established methods (Ferry et al., 2011). Parameters used
in microfabrication of the microfluidic master mold are listed in Table ??. Specifically,
SU-8 2001.5 was spun at 2700 rotations per minute (rpm) to generate a 1.25 µm trap
layer for Synechocystis. SU-8 2000.5 was spun at 565 rpm to generate a 0.74 µm trap
layer for S. elongatus. SU-8 2003 was spun at 1600 rpm to generate a 3.25 µm trap
layer for C. sorokiniana. The other layers for all three devices were the same. SU-
8 2005 was spun at 660 rpm and 1200 rpm to generate the main channel and chaotic
mixers, respectively. UV lamp power was 5.2 mW cm−2. Developing time for each
layer was 2 minutes. Main channel layer was not developed and chaotic mixer layer
was directly spun on top. Each layer was soft baked (SB) at 95 degree C, post-exposure
baked (PEB) at 95 degree C, and hard baked (HB) at 150 degree C. The devices were
then made by pouring and curing polydimethyl-siloxane (PDMS) onto the master-mold.
PDMS was prepared by mixing Sylgard 184 Elastomer curing agent and base (DOW
Corning) in 1:10 ratio. PDMS was poured onto the master-mold, de-gassed for 30 min,
cured for 1 hour at 80 degrees C, and then carefully peeled off the mold. Holes for the
five ports were punched using a 0.5 mm Harris Uni-Core hole puncher (Ted Pella, Inc.)
and the devices were subsequently bonded to glass coverslips (Corning) via oxygen
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Table 2.2: Microfabrication process overview
Layer Height Resist RPM SB Exp. PEB HB
Trap (Synechocystis) 1.25 µm 2001.5 2700 2.5 min 8 s 3 min 5 min
Trap (S. elongatus) 0.74µm 2000.5 565 3 min 15 s 2 min 5 min
Trap (C. sorokiniana) 3.25µm 2003 1600 3 min 10 s 3 min 5 min
Alignment elements 5 µm 2005 3000 4 min 10 s 4 min 5 min
Main channel 10 µm 2005 660 5 min 12 s 6 min NA
Chaotic mixer 14 µm 2005 1200 5 min 12 s 6 min 5 min
plasma exposure (Jelight UVO cleaner Model no. 42, 0.6 scfm O2, 3 min).
2.4.2 Cell Culture and Device Loading
Synechocystis, S. elongatus, and C. sorokiniana were maintained at 30 degrees
C, 5% CO2, and 35 µE m−2 s−1 white light in a standard incubator (Percival). Cells were
cultured in BG11 medium (Sigma), with pH adjusted to 7.8-8.0 with sodium hydroxide
after 50x dilution. Cells were grown to OD730 of 0.8 prior to device loading. For the
circadian experiments with S. elongatus, cells were entrained to 12 hour light and 12
hour dark cycle for 3 days prior to imaging. The device was first wetted by gently push-
ing sterile water plus 0.075% tween 20 (G Biosciences) through the ports and channels
with a syringe to remove all air bubbles. Syringes containing media were connected to
ports 1 and 2, and syringes containing sterile water were connected to ports 3 and 4. For
C. sorokiniana experiments that used two different media, 0.5 µg/mL Sulforhodamine
101 (Sigma), a red fluorescent dye, was added to the BG11 with 100 ppm ammonia to
help visualize medium switching in the mCherry fluorescence channel. 100mM sodium
bicarbonate was supplemented to the BG11 as a pH buffer against CO2 fluctuations.
Finally, a syringe containing the cell suspension was connected to port 5. Cells were
loaded into the chamber by flicking the line connecting the cell syringe to port 5 to
create pressure waves. Cells in the main channel that did not enter the chamber were
washed away by reversing the flow direction without perturbing cells inside the cham-
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ber. During the microscopy experiment, the microfluidic device was contained within
an environmental chamber maintained at 30 degrees C with humidified 5% CO2 and
fluid flow delivered using hydrostatic pressure. 0.022 inch inner diameter PTFE tubing
(Cole-Parmer) and 23 gauge stainless steel luer stub (Becton Dickinson) pins were used
to connect the ports of the device to syringes.
2.4.3 Microscopy
Time lapse images of cyanobacteria were taken by a Nikon Ti-Eclipse micro-
scope fitted with a Photometrics QuantEM:512SC EMCCD Camera at 300x electron
multiplying gain. 100x Phase brightfield images were taken every 5 minutes, and fluo-
rescent images were taken every 30 minutes using programmable NIS-Elements control
software. 50% intensity and 100 ms exposure (Lumencor SOLA light engine) was used
for capturing yellow fluorescence. Cell autofluorescence was captured at 70% intensity
and 5 ms exposure in mCherry channel. C. sorokiniana was imaged at 20x every 5 min-
utes, and its chlorophyll autofluorescence was captured by an Atto655 channel. Ammo-
nia pulsing (switching between medium without nitrogen and medium with ammonia)
was imaged in the mCherry channel. To provide light for photosynthesis, constant il-
lumination of 20-100 µE m−2 s−1 (Schott LLS LED) was used. The light source was
programmed to turn off during imaging.
2.4.4 Image Processing
To obtain and analyze single cell data from time lapse images, we adopted a
recently developed single cell tracking algorithm (Mondrago´n-Palomino et al., 2011).
To generate the mask and identify S. elongatus cells, we optimized the area and width
parameters to minimize tracking errors. In the case of Synechocystis, we had to modify
the algorithm to account for the more rounded shape of the cells to minimize tracking
errors. We used the circularity of the cell, rather than the cell width, to filter out non-
cell objects. Once single cell objects were identified, the tracking algorithm described
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previously (Mondrago´n-Palomino et al., 2011) was applied to obtain single cell time
course information about the area and mean fluorescence of the cells. By identifying
large drops in single cell area trajectories we were able to calculate division times. Sin-
gle cell tracking was not performed on C. sorokiniana because one cell divides into
four new cells, making it difficult to determine which is the mother and daughter cell.
The normalized total area occupied by cells was used to estimate the growth rate of
C. sorokiniana.
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Chapter 3
Highly correlated intracellular
signaling due to queueing
3.1 Introduction
Quantitative data arising from genomic technologies have led to significant progress
in the deduction of network connections from transcriptional and post-transcriptional
regulation. It is equally important to understand the molecular mechanisms that under-
lie the observed network connections. Recently, a post-translational indirect coupling
mechanism was investigated by Cookson et al. (Cookson et al., 2011). The authors
found that indirect coupling may arise from an abundance of target molecules relative
to a limited number of processors, resulting in “waiting lines” that occur in the con-
text of queueing theory. Using the Escherichia coli ClpXP degradation machine as a
model processing system, the authors observed significant crosstalk between two net-
works that are indirectly coupled through the ClpXP degradation processor. The group
also developed a stochastic model for the processing of multiple protein species by a
common enzyme (Mather et al., 2010). The model tracks the dynamics of the numbers
of many finite protein species molecules subject to processing by a limited number of a
common enzyme. For small production rates, the waiting line, or the queue, is short or
20
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absent, and competition for the enzyme is weak (underloaded), resulting in small cor-
relations. For production rates much larger than the processing capacity of the enzyme
(overloaded), the queue is very long, the production is mainly balanced by dilution, and
correlations due to enzyme competition become small again. Between the transition
from the underloaded state to the overloaded state, there is a balance point, where total
rate of influx of proteins is equal to the maximum processing capacity of enzyme, and
the proteins have very high correlation (Figure 3.1) (Cookson et al., 2011). The authors
termed this phenomenon “correlation resonance”: for small dilution rate, correlation
peaks near the balance-point where the total rate of influx of proteins into the system
is equal to the maximum processing capacity of the enzyme (Figure 3.2) (Mather et al.,
2010). Experimentally, the authors showed in single cells and at the population level
that two independently produced proteins were highly correlated as a result of indirect
coupling via ClpXP (Cookson et al., 2011). Here, we would like to to further investigate
the correlation resonance phenomenon from the computational model in a biological
system, by experimenting with a wide range of protein expression levels and measuring
how the system responds beyond the balance point.
E. coli uses queueing as a signaling mechanism to ensure rapid response to ad-
verse conditions (Figure 3.3) (Cookson et al., 2011). E. coli uses protease ClpXP to
degrade mistranslated proteins with ssrA tags to remove incomplete protein fragments
that might have compromised cellular activities, and to relieve ribosome from stalled
translation (Gottesman et al., 1998). In addition, ClpXP also degrades the master stress
regulator, the sigma factor σS . In low stress condition, σS is maintained at low level
through its rapid degradation via ClpXP. However, when the cell is subjected to nutrient
starvation, an increased number of mistranslated proteins compete for a limited number
of the proteases. This increases the half-life of σS , which builds up and initiates the
stress response. Queueing yields a fast and adaptive response to stress that is dynamic
and noisy.
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Figure 3.1: Coupling via common enzymatic machinery: connection to queueing theory.
(A) Rate-limited processing can couple the queue lengths of different job types. Here,
species X1 and species X2 are flowing into their respective queues. The set of servers (red
boxes) removes these jobs from their queues and processes each job with some character-
istic time. Queue lengths become coupled due to different jobs competing for the attention
of the servers. (B) Individual stochastic trajectories for queueing system in three different
conditions demonstrate correlation resonance.
Figure 3.2: Correlation resonance of two proteins targeted for a common enzyme degra-
dation from stochastic simulation. Correlation coefficient is plotted against λ1, production
rate of protein 1, at constant production rate of protein 2. Correlation peaks near the bal-
ance point, where rate of influx of proteins is equal to the maximum processing capacity of
enzyme. K represents the Michaelis-Menten constant.
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Figure 3.3: The E. coli stress response network uses queueing as a signaling mechanism to
ensure rapid response to stress. Certain types of stress such as nutrient starvation cause the
accumulation of a large amount of misfolded proteins, which are targeted for degradation
and compete with the master stress regulator, σS , for a limited amount of ClpXP.
3.2 Results and Discussion
We investigated the effect of queueing and correlation resonance with an E. coli
strain that had two fluorescent proteins, expressed from separate and uncorrelated pro-
moters, but both targeted for ClpXP degradation with their identical LAA degradation
tags (Figure 3.4) (Cookson et al., 2011). The PLtetO−1 promoter, used to drive expres-
sion of YFP (yeast-enhanced venus fluorescent protein, (Raser and O’Shea, 2004)), is
tightly repressible by the Tet repressor (TetR) and can be regulated over a range of up to
5000-fold by supplying doxycycline to the culture (Lutz and Bujard, 1997). The hybrid
promoter, Plac/ara−1, used to drive expression of CFP (yeast-enhanced cerulean fluores-
cent protein, (Raser and O’Shea, 2004)), is tightly repressed by the Lac repressor (LacR)
and activated by AraC in the presence of IPTG and arabinose. It can be regulated over
a range of up to 1800-fold in the presence of IPTG and arabinose in the culture (Lutz
and Bujard, 1997). For maximum expression of the Plac/ara−1 promoter, we used 1
mM of IPTG in all samples and used various levels of arabinose to tune the induction
level of CFP and three concentrations of doxycycline to induce YFP. Both YFP and
CFP were tagged on their C terminus with the well-characterized 11-residue ‘LAA’ tag
(AANDENYALAA), signaling them as targets for rapid degradation by ClpXP (Keiler
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et al., 1996). The synthetic system was transformed into an E. coli MG1655 Z1 host
that produces constitutive levels of TetR, LacI and AraC off of the chromosome.
ClpXP
CFP-LAAPlac/ara
Ara.
AraC
Dox.
TetR
YFP-LAAPLtetO
0
Figure 3.4: A synthetic signaling network in E. coli. Two independently produced flu-
orescent proteins are coupled only by degradation. LAA-tagged YFP is produced by the
PLtetO promoter, which is repressed by tetR in the absence of doxycycline. LAA-tagged
CFP is produced by the Plac/ara promoter, which is activated by araC in the presence of
arabinose.
Assuming there is a limited number of enzymes so the maximum processing ca-
pacity is fixed at some level, the correlation resonance model predicts that as production
rate of protein species 2 increases, the balance point is reached at a lower production rate
of protein species 1, and is shifted left (Figure 3.6), which we compared to experimental
data. We subjected the engineered strain to a wide range of inducer levels and measured
fluorescence of single cells using a microfluidic platform (Mondrago´n-Palomino et al.,
2011) and time-lapse microscopy. We first subjected cells to a fixed level of doxycycline
(constant production of YFP) and varying arabinose concentration. Then we repeated
the same experiment at two other doxycycline levels to see how changing production
rate of one protein affects the system.
Single cell fluorescence measurements over time (up to 12 hours) were collected
for hundreds of cells (Figure 3.7). Pearson’s correlation coefficient (covariance of the
mean YFP and mean CFP divided by the product of their standard deviations) could be
calculated over the time points for a given cell (Figure 3.8) or over cells for a given time
frame. We generated data for arabinose ranging from 0 to 2.5% at three different doxy-
cycline concentrations, 50 ng/ml, 75 ng/ml, and 100 ng/ml (Figure 3.9). After fitting the
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Figure 3.5: Microfluidic device used in the study. The device consists of two parts: the
signal generator (dynamic switch) and the trapping region, where 48 cell chambers host
teh same number of monolayer bacterial colonies.
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λ2/μ	
Figure 3.6: Model predicts shift of balance point. Model predicts that as λ2/µ, produc-
tion rate of protein 1 divided by degradation rate, increases, balance point where maximum
enzyme processing capacity is equal to queue length will be reached at a lower λ2/µ, pro-
duction rate of protein 2 divided by degradation rate, and the balance point shifts to the
left.
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experimental data points with smooth lines, we estimated the peak of each curve was
1.6% arabinose for 50 ng/ml doxycycline, 1.3% arabinose for 75 ng/ml doxycycline,
and 0.85% arabinose for 100 ng/ml doxycycline. As doxycycline increased, the peak
of the correlation resonance curve was reached at a lower arabinose concentration. In
another term, as YFP production increased, the peak of the correlation resonance curve
was reached at a lower CFP production, similar to the model prediction.
Figure 3.7: Cell traces and fluorescence trajectories of two cells. Green trace represents
YFP and blue trace represents CFP. Fluorescence trajectories of the two cells shown were
highly correlated. Induction condition was 1 mM IPTG, 1.5% arabinose, and 75 ng/ml
doxycycline.
Comparing the correlation resonance curves generated from experiments to the
model, several notable differences were observed. First, the correlation resonance curves
generated experimentally are different from the model prediction that their peaks are
more dampened. In a cell, there are other proteins targeted for ClpXP degradation be-
sides YFP and CFP. This effect can be simulated by increasing Michaelis-Menten con-
stant K in the model (Mather et al., 2010). Second, at high arabinose concentration (high
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Figure 3.8: Single-cell trajectories and correlation of two cells. YFP and CFP correlation
of the same cell (top panels) is high while YFP of cell 1 and CFP of cell 2 have low
correlation (bottom panels).
production rate of CFP), the experimental curve is more flat and does not decrease as sig-
nificantly as the model prediction. In a biological system, protein production is limited
by promoter saturation, gene expression is maximized at a certain inducer concentration.
In the model, however, the production rate does not have a physical constraint and can
be very high. In our experiments, we seem to have saturated Plac/ara at 2.5% arabinose.
To account for correlation between YFP and CFP that was not due to ClpXP
coupling, we made a modified strain with LAA tags of YFP and CFP removed. There
was high variability amongst YFP/CFP correlation of cells (Figure 3.10). Overall, cor-
relation not due to ClpXP coupling averaged to be around 0.3 to 0.4, which is not in-
significant, especially compared to the model that assumes a much lower correlation
without ClpXP coupling.
We adjusted parameters to the model to account for the intrinsic noise, due to
factors such as shared upstream machinery including ribosomes. Assume there are 100
units of the enzyme ClpXP, we simulated the production of two tagged proteins YFP and
CFP (targeted for ClpXP degradation), and one untagged protein RFP (no ClpXP degra-
dation) (Figure 3.11). We set constants for production term of each protein, dilution
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Figure 3.9: Correlation resonance curves from synthetic queueing circuit. Mean and stan-
dard error of the mean for each induction condition was plotted. Black star shows the peak
of the fitted curve for each doxycycline concentration (ng/ml). We estimated the peak of
each curve was 1.6% arabinose for 50 ng/ml doxycycline, 1.3% arabinose for 75 ng/ml
doxycycline, and 0.85% arabinose for 100 ng/ml doxycycline.
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term for each protein, and ClpXP Michaelis-Menten term for the two tagged proteins.
Without the noise, our simulations looked similar to the Mather’s model, in which cor-
relation peaks near the balance point (Figure 3.12). Calculating the mean correlation
for a population at a time point or for a cell over its time course yield similar trend, but
correlation for a cell over its time course has higher standard deviation. For ribosomal
production noise, we added a ribosome variable that can vary between 60 and 140. We
then took constant production terms and multiply them by the ribosome value divide by
100. The noise may significantly change the shape of the curve and would not necessar-
ily see a dip in correlation above some production level 3.13). Also, untagged proteins
would exhibit some level of correlation due to this sort of noise.
—- Begin MATLAB Code —–
function [Time XTraj] = gilQ 3protribo(Ttot,tSamp,parms)
t = 0; % time variable for simulation
nIter = 0; % output iteration variable
tSamp = 0.001; % sampling rate of the stochastic process
% parameters
A1 = parms(1);
A2 = parms(2);
A3 = parms(3);
dilute = parms(4); % dilution
mu = parms(5); % degradation rate
K = parms(6); % load on ClpXP
% variables
x(1) = parms(7);
x(2) = parms(8);
x(3) = parms(9);
x(4) = 100;
% trajectory
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Time = zeros(1,ceil(Ttot/tSamp));
XTraj = zeros(length(x),ceil(Ttot/tSamp));
while (t<Ttot)
% compute rates for reactions
% reaction 1: birth of protein 1 dependent on dox concentration
Kv(1) = A1*x(4)/100 ; %+ D1*(dox/C1)∧H1/(1+(dox/C1))∧H1;
% reaction 2: birth of protein 2 dependent on ara concentration
Kv(2) = A2*x(4)/100 ; %+ D2*(ara/C2)∧H2/(1+(ara/C2))∧H2;
% reactions 3: death of protein 1
if x(1)<=0
Kv(3) = 0;
else
Kv(3) = x(1)*((dilute)+mu/(K+x(1)+x(2)));
end
% reaction 4: death of protein 2
if x(2)<=0
Kv(4)=0;
else
Kv(4) = x(2)*((dilute)+mu/(K+x(1)+x(2)));
end
% reaction 5: birth of protein 3 dependent on dox concentration
Kv(5) = A3*x(4)/100 ; %+ D1*(dox/C1)∧H1/(1+(dox/C1))∧H1;
% reaction 6: death of protein 3
if x(3)==0
Kv(6)=0;
else
Kv(6) = x(3)*(dilute);
end
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% reaction 7: ribosomal noise
Rnoise = 40;
maxNoise = 40;
if x(4)>100+maxNoise
Kv(7) = 0;
else
Kv(7) = Rnoise ;
end
if x(4)<100-maxNoise
Kv(8) = 0;
else
Kv(8) = Rnoise ;
end
% number of reactions
NDim = length(Kv);
% compute cumulative vector
Kvcum = cumsum(Kv);
KvTot = Kvcum(NDim);
Kvcum = Kvcum ./ KvTot;
% find time of next reaction
tau = -(1/KvTot)*log(rand);
t = t+tau;
% output trajectory when time exceeds sampling time
while ((t>nIter*tSamp) && (nIter*tSamp < Ttot))
nIter = nIter+1;
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Time(nIter) = nIter*tSamp;
XTraj(:,nIter) = x;
end
% find out which reaction to choose
RR = rand;
nrxn = 1;
while (Kvcum(nrxn)<RR)
nrxn = nrxn+1;
end
switch (nrxn)
case (1)
x(1) = x(1)+1; % reaction 1: birth P1
case (2)
x(2) = x(2)+1; % reaction 2: birth P2
case (3)
x(1) = x(1)-1; % reaction 3: death P1
case (4)
x(2) = x(2)-1; % reaction 4: death P2
case (5)
x(3) = x(3)+1; % reaction 5: death P3
case (6)
x(3) = x(3)-1; % reaction 6: death P3
case (7)
x(4) = x(4)+1; % reaction 7: death ribosome
case (8)
x(4) = x(4)-1; % reaction 8: death ribosome
end
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end
end
——————————————————————————-
production=[10 20 30 40 50 60 70 90 110];
N=length(production); M=1; NN=100;
% simulation parameters
T = 100.0; % time of simulation
dt = 1; % time step
yfp all = nan(T/dt,NN,N,M);
cfp all = nan(T/dt,NN,N,M);
rfp all = nan(T/dt,NN,N,M);
for i=1:N
for j=1:M
disp(i)
% parameters
dilute = 1e-2;%max(0,1e-2+1e-4*randn); % dilution
E=100;
mu = E*1;%+randn; % ClpXP degradation rate
K = 10(ˆj-2); % load on ClpXP
A1 = production(i);
A2 = 50;
A3 = 100/100; %production(i)/100;
syms x1 x2 x3
[I]=solve(A1-mu*x1/(K+x1+x2)-dilute*x1,A2-mu*x2/(K+x1+x2)-dilute*x2);
z=double(I.x1);
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Xi = nan(3,1);
Xi(1)=round(z(z>0));
z=double(I.x2);
Xi(2)=round(z(z>0));
% I=solve(A3-mu*x3/(K+x3)-dilute*x3);
I=solve(A3-dilute*x3);
z=double(I);
Xi(3)=round(z(z>0));
% initial array that passes parameters to simulation
parms = nan(9,1);
parms(1) = A1;
parms(2) = A2;
parms(3) = A3;
parms(4) = dilute;
parms(5) = mu;
parms(6) = K;
parms(7) = Xi(1);
parms(8) = Xi(2);
parms(9) = Xi(3);
parfor n=1:NN
[time, X] = gilQ 3protribo(T, dt, parms);
yfp all(:,n,i,j)=X(1,1:end)’; %+offset+noise*rand(1,length(X(1,T/2/dt:end)))+
bleed*X(2,T/2/dt:end);
cfp all(:,n,i,j)=X(2,1:end)’; %+offset+noise*rand(1,length(X(1,T/2/dt:end)))+
bleed*X(1,T/2/dt:end);
rfp all(:,n,i,j)=X(3,1:end)’; %+offset+noise*rand(1,length(X(1,T/2/dt:end)))+
36
bleed*X(1,T/2/dt:end);
% ribo=X(4,1:end)’; %+offset+noise*rand(1,length(X(1,T/2/dt:end)))+
bleed*X(1,T/2/dt:end);
% plot(1:T,cfp all(:,n,i,j),1:T,yfp all(:,n,i,j),1:T,rfp all(:,n,i,j),1:T,ribo)
end
end
end
save 3prot1ribo100cells T production N NN M yfp all cfp all rfp all
meanYFPcv=nan(N,M);
meanCFPcv=nan(N,M);
meanRFPcv=nan(N,M);
stdYFPcv=nan(N,M);
stdCFPcv=nan(N,M);
stdRFPcv=nan(N,M);
meanYFP=nan(N,M);
meanCFP=nan(N,M);
meanRFP=nan(N,M);
stdYFP=nan(N,M);
stdCFP=nan(N,M);
stdRFP=nan(N,M);
meanCCtime=nan(N,M);
stdCCtime=nan(N,M);
meanCCtimeR=nan(N,M);
stdCCtimeR=nan(N,M);
meanCCcell=nan(N,M);
stdCCcell=nan(N,M);
meanCCcellR=nan(N,M);
stdCCcellR=nan(N,M);
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for ii=1:M
yfp=yfp all(:,:,:,ii);
cfp=cfp all(:,:,:,ii);
rfp=rfp all(:,:,:,ii);
% figure(1)
CCtime=nan(T,1);
CCtimeR=nan(T,1);
CCcell=nan(NN,1);
CCcellR=nan(NN,1);
for i=1:N
thresh=2;
changeYFP=abs(yfp(end,:,i)-yfp(1,:,i))./yfp(1,:,i)¿20;
changeCFP=abs(cfp(end,:,i)-cfp(1,:,i))./cfp(1,:,i)¿20;
changeRFP=abs(rfp(end,:,i)-rfp(1,:,i))./rfp(1,:,i)¿20;
YFPselect=yfp(:,:,i);
% YFPselect(:,changeYFP — changeCFP — changeRFP)=[];
CFPselect=cfp(:,:,i);
% CFPselect(:,changeYFP — changeCFP — changeRFP)=[];
RFPselect=rfp(:,:,i);
% RFPselect(:,changeYFP — changeCFP — changeRFP)=[];
% plot(CFPselect)
for t=1:T
c=corrcoef(YFPselect(t,:),CFPselect(t,:));
if isnan(c)
CCtime(t)=c(2,1);
end c=corrcoef(YFPselect(t,:),RFPselect(t,:));
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if isnan(c)
CCtimeR(t)=c(2,1);
end
end
for j=1:size(YFPselect,2)
c=corrcoef(YFPselect(:,j),CFPselect(:,j));
if isnan(c)
CCcell(j)=c(2,1);
end
c=corrcoef(YFPselect(:,j),RFPselect(:,j));
if isnan(c)
CCcellR(j)=c(2,1);
end
end
meanYFPcv(i,ii)=mean(std(YFPselect)./abs(mean(YFPselect)));
meanCFPcv(i,ii)=mean(std(CFPselect)./abs(mean(CFPselect)));
meanRFPcv(i,ii)=mean(std(RFPselect)./abs(mean(RFPselect)));
stdYFPcv(i,ii)=std(std(YFPselect)./abs(mean(YFPselect)));
stdCFPcv(i,ii)=std(std(CFPselect)./abs(mean(CFPselect)));
stdRFPcv(i,ii)=std(std(RFPselect)./abs(mean(RFPselect)));
meanYFP(i,ii)=mean(YFPselect(:));
meanCFP(i,ii)=mean(CFPselect(:));
meanRFP(i,ii)=mean(RFPselect(:));
stdYFP(i,ii)=std(YFPselect(:));
stdCFP(i,ii)=std(CFPselect(:));
stdRFP(i,ii)=std(RFPselect(:));
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meanCCtime(i,ii)=nanmean(CCtime);
stdCCtime(i,ii)=nanstd(CCtime);
meanCCtimeR(i,ii)=nanmean(CCtimeR);
stdCCtimeR(i,ii)=nanstd(CCtimeR);
meanCCcell(i,ii)=nanmean(CCcell);
stdCCcell(i,ii)=nanstd(CCcell);
meanCCcellR(i,ii)=nanmean(CCcellR);
stdCCcellR(i,ii)=nanstd(CCcellR);
end
end
% legend(’YFP-laa’,’CFP-laa’,’RFP’)
% Figure 1
fig size = [6.8 3];
figure(’units’,’inches’,’position’, [10 10 fig size],...
’PaperPositionMode’,’Auto’,’PaperUnits’,’Inches’,...
’PaperSize’, fig size, ’Name’, ’Figure 1B’);
for m=1:M
subplot(1,2,1)
errorbar(production,meanCFP(:,m),stdCFP(:,m),’.-b’), hold on
errorbar(production,meanYFP(:,m),stdYFP(:,m),’.-’,’color’,[0 0.7 0]), hold on
errorbar(production,meanRFP(:,m),stdRFP(:,m),’.-r’), hold on
xlabel(’YFP production’)
ylabel(’mean fluorescence’)
set(gca,’Xgrid’,’on’,’Ygrid’,’on’,’ylim’,[0 5000],’xlim’,[0 120])
% legend(’CFP-laa’,’YFP-laa’,’RFP’,’location’,’nw’)
subplot(1,2,2)
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errorbar(production,meanCFPcv(:,m),stdCFPcv(:,m),’.-b’), hold on
errorbar(production,meanYFPcv(:,m),stdYFPcv(:,m),’.-’,’color’,[0 0.7 0]), hold on
errorbar(production,meanRFPcv(:,m),stdRFPcv(:,m),’.-r’), hold on
xlabel(’YFP production’)
ylabel(’mean Cell fluorescence CV’)
set(gca,’Xgrid’,’on’,’Ygrid’,’on’,’ylim’,[0 3],’xlim’,[0 120])
legend(’CFP-laa’,’YFP-laa’,’RFP’,’location’,’best’)
end
print(gcf, ’-painters’,’-dpdf’, ’Fig3’,’-loose’, ’-cmyk’);
% Figure 2
fig size = [6.8 3];
figure(’units’,’inches’,’position’, [10 10 fig size],...
’PaperPositionMode’,’Auto’,’PaperUnits’,’Inches’,...
’PaperSize’, fig size, ’Name’, ’Figure 1B’);
for m=1:M
subplot(1,2,1)
errorbar(production,meanCCtime(:,m),stdCCtime(:,m),’.-’,’Color’,[0 0 m/M]),hold on
errorbar(production,meanCCtimeR(:,m),stdCCtimeR(:,m),’.-’,’Color’,[m/M 0 0])
% plot(production,meanCCtime(:,m),’.-’,’Color’,[0 0 m/M]),hold on
% plot(production,meanCCtimeR(:,m),’.-’,’Color’,[m/M 0 0])
ylabel(’Coef. of Correlation (population)’)
xlabel(’YFP production (au)’)
set(gca,’Xgrid’,’on’,’Ygrid’,’on’,’xlim’,[0 120])
% ylim([0 1.2])
subplot(1,2,2)
errorbar(production,meanCCcell(:,m),stdCCcell(:,m),’.-’,’Color’,[0 0 m/M]),hold on
errorbar(production,meanCCcellR(:,m),stdCCcellR(:,m),’.-’,’Color’,[m/M 0 0])
% plot(production,meanCCcell(:,m),’.-’,’Color’,[0 0 m/M]),hold on
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% plot(production,meanCCcellR(:,m),’.-’,’Color’,[m/M 0 0])
ylabel(’Coef. of Correlation (per cell)’)
xlabel(’YFP production (au)’)
set(gca,’Xgrid’,’on’,’Ygrid’,’on’,’xlim’,[0 120])
legend(’YFP-laa vs CFP-laa’,’YFP-laa vs RFP’,’location’,’best’)
% ylim([0 1.2])
end
print(gcf, ’-painters’,’-dpdf’, ’Fig4’,’-loose’, ’-cmyk’);
—- End MATLAB Code —–
Although the correlation resonance curves and the balance points do appear to
shift in the direction predicted by the model, if we ignore the data points where ara-
binose was 0 (no production of CFP), the rest of the correlation coefficients are all
relatively high, 0.7 or above. We further looked into this by examining single cell tra-
jectories of YFP and CFP over time. When either YFP or CFP or both fluorescence of
a cell is below detection threshold, the correlation between YFP and CFP is low. Once
there is expression of both YFP and CFP, high correlation between YFP and CFP is
observed. Recently, we performed genome-wide RNA sequencing analysis in a strain
of E. coli in which a synthetic oscillator periodically produced large amounts of ssrA-
tagged proteins. We found that the ClpP and ClpX transcripts oscillated in sync with
the transcripts of the proteins comprising the oscillator (Figure 3.14), which supports
the notion of load-based regulation of the protease activity. We modified our hypothesis
that the growth of the queues of proteins targeted for degradation by ClpXP may lead to
amplified synthesis of the protease through the general process which we term “adap-
tive queueing”. We further searched for literature that may support this new hypothesis.
As part of the stress response, the native system adapts to make more ClpXP available
for the degradation of increased levels of mistranslated proteins. In response to an in-
creased level of σS , which impedes degradation of mistranslated proteins by competing
42
Figure 3.10: Protein correlation not due to ClpXP coupling. There is a high variability
of correlations within cells. CFP and YFP trajectories from six random cells were shown.
Correlation not due to ClpXP coupling averaged to be around 0.3 to 0.4.
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Figure 3.11: Simulation of mean fluorescence and CV with respect to YFP production.
With 100 units of enzyme, little fluorescence is observed when YFP production is below
50 units. Once the sum of YFP and CFP (both tagged for ClpXP degradation) exceeds
100 units, assume YFP and CFP are produced equally so at 50 units of YFP, we begin to
see fluorescence of both YFP and CFP increase. CV decreases significantly when signal is
high. RFP is a protein not tagged for ClpXP degradation. It is set to 0 and not affected by
YFP production because there is no coupling via ClpXP.
0 50 100
YFP production (au)
-0.2
0
0.2
0.4
0.6
0.8
1
Co
ef
. o
f C
or
re
la
tio
n 
(po
pu
lat
ion
)
0 50 100
YFP production (au)
-0.5
0
0.5
1
Co
ef
. o
f C
or
re
la
tio
n 
(pe
r c
ell
)
YFP-laa vs CFP-laa
YFP-laa vs RFP
Figure 3.12: Simulation of YFP and CFP correlation at different YFP production rates.
Left: Correlation is calculated over cell population per time frame. Right: Correlation is
calculated per cell over time series. This method produces a higher standard deviation.
Both cases show the same trend, a sharp peak is observed when YFP production at 50 units
(blue). There is no correlation between the tagged protein and the untagged protein (red).
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Figure 3.13: Simulation of YFP and CFP correlation at different YFP production rates
with noise. Left: Correlation is calculated over cell population per time frame. Right:
Correlation is calculated per cell over time series. Both cases show a similar trend, by in-
troducing 40% ribosomal noise, for the correlation of the two tagged proteins (blue curve),
the sharp peak as seen in Figure 3.12 disappears. The right side of the curve also does
not go down as much. There is also some correlation between the tagged protein and the
untagged protein (red curve) that is not observed in Figure 3.12 due to noise from upstream
machinery.
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for the same protease, stress response anti-adaptor proteins bind to the adaptor protein
RssB, and prevent RssB from binding and targeting sigma s for degradation by ClpXP.
This quickly reduces the burden on ClpXP machinery and leads to faster degradation of
mistranslated proteins (Raju et al., 2012). Another adaptive mechanism results in the
increase of the number of ClpP molecules when the cell transitions from exponential to
stationary phase and nutrient availability decreases (Farrell et al., 2005). Similarly, it
has been shown in Bacillus subtilis that the amount of clpP-specific mRNA increased
after cells were exposed to heat shock, salt and ethanol stresses Gerth et al. (1998). A
major challenge in understanding intracellular networks is that the environment is both
highly stochastic and far from equilibrium. It is plausible that evolution selects for orga-
nizational principles that may be advantageous for survival, such as poising the number
of ClpXP near the balance point for rapid and adaptive stress response.
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Figure 3.14: RNA sequencing data demonstrating adaptive processing. Top panel: A syn-
thetic circuit is used to pulse the number of tagged proteins that are targeted by the ClpXP
proteases. Bottom panel: The number of ClpX and ClpP transcripts is tightly correlated
with the number of degradation targets in the top panel, suggesting that regulation of pro-
tease production is need based.
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3.3 Conclusion
Using an E. coli strain with two independent promoters driving YFP and CFP,
both with LAA tags for ClpXP degradation, we measured the correlation between YFP
and CFP at various YFP and CFP induction levels. In contrary to the predictions from
correlation resonance model (Mather et al., 2010) that showed the underloaded, bal-
anced, and overloaded states with distinctive correlation regimes, experiments showed
that once both YFP and CFP were expressed, the correlation between YFP and CFP was
high. Low correlation was only observed when one protein was not expressed. Together
with the recent RNA sequencing data and some evidence from literature, we modified
our hypothesis to that E. coli can adapt the number of ClpXP in the cell in response
to the number of proteins that need to be degraded. Moving forward, we would study
protein degradation via ClpXP in an organism where ClpXP is not regulated natively.
Then we can fix the production of ClpXP and measure the correlation and see if they are
closer to the model. We can compare these results to the E. coli data, which may give
us more insight into ClpXP regulation in E. coli.
3.4 Materials and Methods
3.4.1 Strain Construction
The plasmid pNO-2CLAA with the hybrid Para/lac−1 promoter driving CFP-
LAA and PLtetO−1 promoter driving YFP-LAA was obtained from Dr. Natalie Cookson
(Cookson et al., 2011) and transformed into a non-cloning E. coli strain MG1655. A
modified version with LAA tags of YFP and CFP removed was constructed using PCR
and Gibson Assembly.
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3.4.2 Microscopy
Image acquisition was performed on a Nikon Ti-Eclipse inverted microscope
fitted with fluorescence filter cubes optimized for YFP and CFP imaging and a phase-
contrast based autofocus algorithm. Images were acquired using a Photometrics Quan-
tEM:512SC EMCCD Camera at 300x electron multiplying gain, controlled by Nikon
Elements software. 100% intensity and 500 ms exposure (Lumencor SOLA light en-
gine) was used for capturing yellow fluorescence. 50% intensity and 30 ms exposure
was used for capturing cyan fluorescence. 100x Phase brightfield images were acquired
every 1 minute, in order to provide the optimal temporal coverage to suit the automated
tracking program. Fluorescent images were acquired every 5 minutes. The microfluidic
experiments were performed using a previously described microfluidic device (Mon-
drago´n-Palomino et al., 2011) and protocol (Danino et al., 2010). Briefly, an overnight
culture was diluted 1:1000 in 50 ml LB (Difco) with kanamycin and inducers (arabi-
nose, IPTG, and/or doxycycline) the day of the experiment. Cells were harvested at
OD600 of 0.1, spun down and resuspended in 1 ml of fresh LB with 0.075% tween, and
loaded into the device.
3.4.3 Image processing and analysis
To obtain and analyze single cell data from time lapse images, we used single cell
tracking algorithm that was improved upon a previously described algorithm(Mondrago´n-
Palomino et al., 2011). Images were segmented by creating a binary mask to identify
individual cells, then the tracking algorithm described was applied to obtain single cell
time course information about the area and mean fluorescence of the cells. Drift was
corrected using a fixed object such as the wall of the cell chamber. Fluorescence of
each cell was divided by cell area for normalization. At each time frame, YFP and CFP
fluorescence of each cell were used to calculate the Pearson’s correlation coefficient
(covariance of the mean YFP and mean CFP divided by the product of their standard
deviations).
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Figure 3.15: Single cell tracking algorithm for E. coli. First, create save directories and
load the image and tracking code directories. Second, select the images to be analyzed,
enter brightfield and fluorescence image frequency. Third, set boundary around the cell
chamber. Use a fixed object such as the wall of the cell chamber to correct for drift. Fourth,
set up mask. Lastly, check desired properties and run the cell tracking algorithm.
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Chapter 4
Engineer an ultra-sensitive probe to
detect substrate load on an enzyme
4.1 Introduction
Amongst the main goals of synthetic biology are to investigate natural biological
phenomena by engineering simple circuits to elucidate complex network behaviors, and
to create new regulation or functionalities in cells. As mentioned in the previous chapter,
the protease ClpXP plays an essential role in the native E. coli nutrient stress response
by degrading both the mistranslated proteins and the master stress regulator sigma factor
σS (RpoS) (Fredriksson et al., 2007; Levchenko et al., 2000; Sauer et al., 2004). Un-
der low stress conditions, the concentration of σS is maintained at a low level through
rapid degradation by ClpXP. In response to nutrient starvation, the increased number of
mistranslated proteins compete with σS for degradation by a limited number of ClpXP
complexes, and initiates stress response. The substrate load on ClpXP is crucial as it can
determine when stress response is elicited. Instead of using complicated assays, we pro-
posed to engineer a probe to monitor in real time when the processing capacity of ClpXP
becomes saturated. To first test the concept without interference from the native stress
response, we performed the experiments in a species without native ClpXP. To create a
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simple system, we used two different colored fluorescent proteins, both with ssrA tags
and targeted for ClpXP degradation. One fluorescent protein acted as the substrate load
on ClpXP, the other acted as a probe to indicate when ClpXP becomes overloaded. Our
first design criterion in developing a probe is to ensure that it does not put a large bur-
den (load) on ClpXP. Second, the probe should be sensitive to detect small dynamic
changes and produce a detectable signal. Previously, a computational model was devel-
oped to describe how correlations can arise from post-translational coupling involving
competitive protein degradation (Mather et al., 2010). Mather’s model assumes that all
the substrates targeted for enzymatic degradation have same affinity for the common
enzyme. Here, we modified the model to create asymmetric queueing, or imbalance of
production rates of the two substrates competing for ClpXP.
Besides the important role that ClpXP plays in native stress response, it has also
been shown that ClpXP can be used as a tool for rapid and tunable coupling of synthetic
genetic modules (Prindle et al., 2014) in E. coli. It would be useful to see if the fast
coupling via ClpXP can be transferred to other organisms to help expand the repertoire
of synthetic biology tools. In addition, by porting ClpXP to another organism and rel-
atively insulating it from native circuitry, we can simplify the development of models
and the analysis of experimental data. ClpXP from E. coli has been previously shown
to function and be tunable when expressed heterologously in the budding yeast Saccha-
romyces cerevisiae (Grilly et al., 2007). Therefore, we chose to do our experiments in
the model organism S. cerevisiae.
4.2 Results and Discussion
4.2.1 Strain Engineering
Our engineered system in S. cerevisiae consisted of the E. coli protease ClpXP,
and fluorescent proteins of two colors representing the probe and the substrate normally
processed by ClpXP. First, we used YFP as the probe and CFP as the substrate, both have
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ssrA (LAA) tags targeted for ClpXP degradation. We selected a weaker promoter driv-
ing YFP and a stronger promoter driving CFP so the number of probes is substantially
less than the actual proteins targeted for ClpXP. Both ClpX and ClpP were expressed
from the same inducible promoter. In this synthetic system, we can control the pro-
duction of the ClpXP, while in E. coli, the degradation machinery is regulated natively.
SspB, an adaptor protein that brings ssrA-tagged substrates to ClpX and lowers activa-
tion energy, is constitutively expressed. We constructed strains with various promoter
and gene combinations (Table 4.1) and selected the strain that produced the desired dy-
namics.
To engineer new regulation in yeast requires well characterized parts. Unlike
E. coli, a constraint in yeast synthetic biology is the limited availability of standardized
parts. Studies have been focused on optimizing constitutive promoters for metabolic en-
gineering, increasing production of molecules of interest (Du et al., 2012; Nevoigt et al.,
2006). For our circuit, the use of regulatable promoters is required to tune levels of pro-
teins production and to experiment with the saturation of ClpXP. There are endogenous
promoters that are inducible via external cues such as the CUP1 and MET25 promot-
ers, regulated by copper and methionine, respectively. CUP1 promoter can be tightly
repressed but high amount of copper can be toxic to cells. Literature has shown that the
transcriptional activator binds periodically to CUP1 promoter with fast or slow cycle,
which could complicate our interpretation of results (Karpova et al., 2008). MET25 pro-
moter is leaky and has high basal expression even at full methionine repression (Ferry,
2010). GAL1 promoter is one of the strongest and commonly used inducible promoters.
It is tightly repressed by glucose and strongly induced by galactose, but carbon source
shifts are known to have pleiotropic effects on yeast gene expression and undesirable
in many experiments (Labbe´ and Thiele, 1999). Heterologous promoters are highly de-
sirable because of their diversity in sequences and functions, however the majority of
the existing regulatable promoters utilize the well studied TetR and lacI proteins (Ellis
et al., 2009; Grilly et al., 2007; Gari et al., 1997). We utilized two of the heterologous
promoters in our engineered system, modified ADH1i promoter that is repressible by
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Table 4.1: Summary of yeast strains.
Strain Description
TS01 pCUP1-ClpXP with pTetO2-YFP-LAA and constitutive tTA
TS02 pCUP1-ClpXP with pTetO2-YFP-LAA, constitutive tTA and pADH1i-SspB
TS03 pCUP1-ClpXP with pTetO2-YFP-LAA, constitutive tTA and pADH1i-SspB
and pGPD-lacI
TS04 pCUP1-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pADH1i-CFP-LAA
TS05 pCUP1-ClpXP with pTetO2-YFP-LAA, constitutive tTA and pGAL1-CFP-LAA
TS06 pCUP1-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pGAL1-mTurquoise2-LAA
TS07 pCUP1-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pGAL1-mTurquoise2-LAA and pMET25-SspB
TS12 pCUP1-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pADH1i-mTurquoise2-LAA
TS13 pCUP1-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pADH1i-mTurquoise2-LAA and pGPD-lacI
TS14 pCUP1-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pADH1i-mTurquoise2-LAA and pGPD-lacI and pMET25-SspB
TS15 pMET25-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pADH1i-mTurquoise2-LAA
TS16 pMET25-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pADH1i-mTurquoise2-LAA and pMET25-SspB
TS17 pADH1i-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pMET25-mTurquoise2-LAA
TS19 pTetO2-YFP-LAA, constitutive tTA and pMET25-mTurquoise2-LAA
TS20 pADH1i-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pMET25-mTurquoise2-LAA and pGPD-lacI and pGPD-SspB
TS21 pMET25-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pADH1i-mTurquoise2-LAA and pMET25-SspB and pGPD-lacI
TS30 pTetO2-YFP-LAA, constitutive tTA and pMET25-mKate2-LAA
TS31 pADH1i-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pMET25-mKate2-LAA
TS32 pADH1i-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pMET25-mKate2-LAA and pGPD-lacI
TS33 pADH1i-ClpXP with pTetO2-YFP-LAA, constitutive tTA and
pMET25-mKate2-LAA and pGPD-lacI and pGPD-SspB
TS34 pADH1i-ClpXP with pTetO2-YFP-LAA-CYCt, constitutive tTA and
pMET25-CFP-LAA-ADHt
TS35 pTetO2-YFP-LAA-CYCt, constitutive tTA and pMET25-CFP-LAA-ADHt
TS36 pADH1i-ClpXP with pTetO2-YFP-LAA-CYCt, constitutive tTA and
pMET25-CFP-LAA-CYCt and pGPD-lacI and pGPD-SspB
TS37 pTetO2-YFP-LAA-CYCt, constitutive tTA and pMET25-CFP-LAA-CYCt
TS41 pADH1i-ClpXP with pTetO2-CFP-LAA-CYCt, constitutive tTA and
pMET25-YFP-LAA-CYCt and pGPD-lacI and pGPD-SspB
TS42 pADH1i-ClpXP with pTetO2-YFP-LAA-ADHt, constitutive tTA and
pMET25-CFP-LAA-CYCt and pGPD-lacI and pGPD-SspB
TS43 pADH1i-ClpXP with pTetO2-CFP-LAA-CYCt, constitutive tTA and
pMET25-YFP-LAA-ADHt and pGPD-lacI and pGPD-SspB
TS45 pTetO2-yCFP-LAA-CYCt, constitutive tTA and pMET25-YFP-LAA-CYCt
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lacI (Grilly et al., 2007) and TetO2 promoter (hybrid tetO-CYC1 promoter through the
action of a tetR-VP16 (tTA) activator) (Gari et al., 1997). A heterologous promoter was
used to express our probe to minimize interaction with the native yeast network.
We needed two spectrally separated fluorescent proteins to be our probe and
substrate. We tested four yeast-optimized fluorescent proteins to select the best pair.
yECFP (yeast-optimized enhanced cyan fluorescent protein) (Raser and O’Shea, 2004),
yVYFP (yeast-optimized Venus yellow fluorescent protein) (Raser and O’Shea, 2004),
yeast-optimized mTurquoise2 provided by Dr. Nan Hao at UCSD, and mKate2 (Lee
et al., 2013) were selected because of their brightness and relatively fast folding time.
mKate2 is a brighter red fluorescent protein than the commonly used mCherry. Red light
is less harmful to cells than yellow or blue excitation, which is more desirable, but the
sequence and properties of mKate2 are most different from the other three fluorescent
proteins, which could mean different maturation and degradation times. mTurquoise2 is
twice as bright as ECFP (Goedhart et al., 2012) but in our data yECFP and mTurquoise2
did not differ significantly (data not shown). In the end, we decided to use yECFP and
yVYFP for our synthetic circuit since they share the most codon similarity, thus should
have the most similar biochemical properties and dynamics.
The final desired strain has ClpX and ClpP controlled by two separate copies of
ADH1i promoter, which is repressed by lacI in the absence of IPTG. LacI is expressed
by the constitutive GPD promoter. The synthesis of CFP and YFP is regulated by in-
dependent promoters PTetO2 and PMET25, respectively. PMET25 has stronger expression
than PTetO2 . PTetO2 is induced by tTA activation in the absence of doxycycline, and
PMET25 is repressed by the presence of methionine. Both CFP and YFP are tagged with
identical ssrA tags and are targeted for degradation by ClpXP. SspB is expressed by the
constitutive GPD promoter. (See Figure 4.1)
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Figure 4.1: Schematic network diagram of both probe and substrate targeted for enzymatic
degradation in yeast. The synthesis of YFP and CFP is regulated by independent promoters
PTetO2 and PMET25, respectively. PTetO2 is induced by tTA activation in the absence of
doxycycline, and PMET25 is repressed by the presence of methionine. Both CFP and YFP
are tagged with identical ssrA tags and are targeted for degradation by ClpXP. ClpX and
ClpP are expressed by the same inducible promoter PADH1−i, which is repressed by lacI.
The repression can be relieved by addition of IPTG. Both SspB and lacI are expressed by
the constitutive PGPD promoter.
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4.2.2 Single cell experiments
Single cell fluorescence data was collected using two color flow cytometry. Me-
dian YFP and median CFP of 100,000 cells normalized by forward scatter (FSC) are
reported. For control, we subjected cells to a range of IPTG concentrations to show that
ClpXP was efficient at degrading both tagged CFP and YFP (Figure 4.2). Both YFP
and CFP decreased as IPTG increased (ClpXP increased), verifying the functionality
of ClpXP. The induction data serve as a reference curve for experimenting with ClpXP
production and degradation capacity.
To test the orthogonality of the promoter driving the probe (PTetO2) and the pro-
moter driving the substrate (PMET25) and ensure little crosstalk between the promoters,
we first looked at cells that express the fluorescent proteins but not ClpXP (Figure 4.3).
Without ClpXP, YFP only responded to its own repressor doxycycline, and was not af-
fected by changing methionine (repressor of CFP). CFP also only responded to its own
repressor methionine, and not affected by doxycycline, repressor of YFP. In the cells
expressing ClpXP at 5mM IPTG, YFP and CFP were coupled through competition for
ClpXP degradation (Figure 4.4). At 1 mM methionine, both YFP and CFP were at the
minimum at all doxycycline concentrations. When CFP production was low, the com-
petition for ClpXP degradation was small and there was sufficient ClpXP to degrade all
the tagged proteins. All YFP molecules were degraded even at high expression. At 0.5
mM methionine, CFP production increased and more CFP molecules competed with
YFP to be processed by ClpXP. At low YFP production of 1 - 0.06 µg/ml doxycycline,
YFP remained at the baseline level. However when YFP expression increased to 0.05 -
0 µg/ml doxycycline, YFP signal quickly went up due to ClpXP capacity saturation and
accumulation of YFP and CFP molecules waiting to be degraded. The increase in signal
at 0.05 - 0 µg/ml doxycycline was also observed in CFP. Increasing number of YFP
molecules by decreasing doxycycline led to increase of CFP signal due to the accumu-
lation of proteins waiting to be processed by ClpXP. At 0.1 mM methionine, the highest
CFP expression level in these experiments, the YFP signal increased more steeply be-
57
IPTG  (mM)
10-210-1100101
m
ed
ian
 Y
FP
n
0.05
0.1
0.15
0.2
0.25
pTetO2-YFP
0.1
0.2
0.5
IPTG (mM)
10-210-1100101
m
ed
ian
 C
FP
n
0
0.2
0.4
0.6
0.8
1
pMet-CFP
0.1
0.2
0.5
Dox (ug/ml)
Dox (ug/ml)
Met (mM)
Figure 4.2: IPTG induction of ClpXP at constant 1 µg/ml doxycycline and three levels
of methionine (top left: YFP, top right: CFP) and 1mM methionine and three levels of
doxycycline (bottom left: YFP, bottom right: CFP). Both YFP and CFP decrease as IPTG
increase (ClpXP increases) in both cases, verifying the functionality of ClpXP.
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cause there were even more proteins waiting to be processed. At 0.1 mM methionine,
CFP signal also increased as YFP production increased.
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Figure 4.3: No coupling of YFP and CFP in absence of ClpXP. In cells not expressing
ClpXP, YFP and CFP are uncoupled. Different levels of methionine (legend) only affected
level of CFP (right) but not YFP (left). Also, CFP did not respond to changing dox levels.
One observation is that for all methionine levels, YFP seemed to reach a basal
level at 1 µg/ml dox, when tTA is fully repressed. If the protease was underloaded at 1
µg/ml dox, and has same affinity for YFP and CFP, we would expect CFP to the reach
the basal level when YFP was at the basal level. However that was not the case at 0.1
mM methionine, CFP level was still about two times the basal expression. To check
if this was due to the difference in promoter strength or due to intrinsic properties of
the two different fluorescent proteins, and therefore one protein does not get completely
degraded, we swapped YFP and CFP so CFP was driven by PTetO2 and YFP driven
by PMET25 (Figure 4.5). As expected, without ClpXP, CFP driven by PTetO2 did not
respond to methionine induction, and YFP driven by PMET25 did not respond to change
in doxycycline (Figure 4.6), like the reverse of Figure 4.3.
With ClpXP expressed at 5 mM IPTG (Figure 4.7), at 1 mM and 0.5 mM me-
thionine, YFP signal was “off” for all doxycycline (CFP) levels. CFP had no effect
on YFP, ClpXP was “underloaded”. At 0.1 mM methionine, YFP was expressed and
a transition from underloaded to overloaded state was observed as doxycycline around
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Figure 4.4: YFP and CFP were coupled via competition for ClpXP degradation. At max-
imum induction of ClpXP at 5 mM IPTG, YFP driven by PTetO2 responded to change in
methionine levels (left). For 0.5 mM met (red line), YFP increased at 0.05 µg/ml dox,
signaling a transition from underloaded to loaded regime. For 0.1 mM met (blue line), the
jump in YFP appeared at 0.06 µg/ml dox.
0.1 µg/ml. Methionine had effect on CFP driven by PTetO2 at all doxycycline concentra-
tions, decreasing methionine (increasing YFP) increased CFP. At 0.1 mM methionine,
the increase is non-linear and steep starting at 0.1 µg/ml doxycycline. 0.1 µg/ml doxy-
cycline and 0.1 mM methionine should be near where maximum ClpXP capacity was
reached.
These results consistently showed that PMET25 is a stronger promoter than PTetO2 .
The asymmetric queueing effect was likely due to difference in promoter strengths, not
intrinsic properties of the fluorescent proteins. The probe (tagged FP driven by PTetO2)
is sensitive to the change of the other tagged protein driven by PMET25, which makes
it suitable as a probe. The probe did seem to cause a small increase on the substrate
load but the effect can be reduced by using a weaker promoter while still staying above
detection threshold theoretically.
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Figure 4.5: Schematic network diagram of the new circuit after swapping the promoters
for YFP and CFP. The synthesis of CFP and YFP is regulated by independent promoters
PTetO2 and PMET25, respectively. PTetO2 is induced by tTA activation in the absence of
doxycycline, and PMET25 is repressed by the presence of methionine. Both CFP and YFP
are tagged with identical ssrA tags and are targeted for degradation by ClpXP. SspB is
expressed by the constitutive GPD promoter.
61
dox  (ug/ml)
10-310-210-1100
m
ed
ian
YF
Pn
0
0.2
0.4
0.6
0.8
1
pMet-YFP
0.1
0.5
  1
dox  (ug/ml)
10-310-210-1100
m
ed
ian
 C
FP
n
0.1
0.15
0.2
0.25
0.3
0.35
0.4
pTetO2-CFP
0.1
0.5
  1
Figure 4.6: Like the reverse of Figure 4.3, in absence of ClpXP, CFP driven by PTetO2 did
not respond to change in methionine levels (right) and YFP did not respond to changing
dox levels (left), ensuring little crosstalk between the two promoters.
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Figure 4.7: CFP and YFP were coupled via competition for ClpXP degradation. With
ClpXP expressed at 5 mM IPTG, CFP driven by PTetO2 responded to methionine at all
dox. levels (right). For 0.1 mM met. (blue line), CFP started increasing at 0.1 µg/ml dox.,
signaling a transition from underloaded to overloaded regime. YFP was “off” at 1 mM and
0.5 mM met and not affected by dox. At 0.1 mM met, YFP was produced and also seemed
to transition from underloaded to overloaded at at 0.1 µg/ml dox.
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4.2.3 Asymmetric queueing model
The model
The deterministic model consists of two ODEs for the two proteins X and Y,
where X corresponds to the protein driven by PTetO2 and Y is driven by PMET25.
Whether X is YFP or CFP therefore depends on the experiment that is being consid-
ered.
x˙ = αx
(
lx + (1− lx) c
nx
x
cnxx + I
nx
x
)
− β x
x+ y + c
− γx (4.1a)
y˙ = αy
c
ny
y
c
ny
y + I
ny
y
− β y
x+ y + c
− γy (4.1b)
Suffices refer to the promoters PTetO2 and PMET25 that are driving protein X and
Y, respectively. Ix,y denote inducer levels. αx,y are the maximum production rates, lx is
the leakiness (only necessary to fit PTetO2), cx,y and nx,y parameterize the Hill functions
for each promoter, β is the processing capacity of ClpXP, γ is the dilution rate, and c
is the binding constant for ClpXP. As we are only interested in the steady state of these
equations, the time scale of the system (4.1) is irrelevant, allowing us to fix γ = 1.
Fluorescence intensities only determine relative amounts of protein, so protein levels
contain an unknown factor that must be eliminated by normalization when comparing
to the experiment. Scaling x and y independently in the model changes the dynamics
(and steady state) due to the enzymatic degradation term. However, if x and y are scaled
by the same factor, the dynamics can be preserved by rescaling c and αx,y appropriately.
We can therefore fix another parameter and choose c = 1 to avoid this degeneracy.
There is a slight degeneracy in the model if typical x and y values are much larger
than c. Then, x and y can be rescaled arbitrarily again (which is usually prohibited by
the fixed value of c) if β and αx,y are scaled by the same factor. As the good fits all seem
to be in this degenerate regime, the values of αx,y and β relative to each other should
be considered rather than their absolute magnitude. If it is clear a priori that we are
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only looking in this regime, we could consider c→ 0 and fix one of the three queueing
parameters. This would also allow for easier analytical treatment.
Parameter fitting for promoter parameters
We fitted the promoter characteristics simultaneously to both the original flu-
orescent protein configuration and the swapped configuration. We require that all the
“shape” parameters (cx,y, nx,y, lx) be the same and allow only the maximum induction
strengths αx,y to differ. The different α’s account for the (arbitrary) change in fluores-
cent units when switching from YFP to CFP or vice versa, but they also model any
implicit expression level difference that might be due to the protein being expressed.
The results are shown in Figure 4.8. The resulting promoter characteristics were then
used as before to fit the queueing experiments using the lowest fluorescence observed as
the background fluorescence value (Figures 4.9 and 4.10).
Parameter fitting for queueing
For fitting experimental data and model queueing effects, the promoter charac-
teristics (except αx,y) were fixed at the parameters determined above. For different αx,y
and β, the whole system (4.1) was then simulated until it reached steady state (for all the
different inducer levels of one experiment). The maximum levels of x and y for a full
set of inducer levels was then normalized to 1, and the same normalization was applied
to an entire experimental data set, before comparing simulations and experiments. The
parameters for the best fits (in a least-squares sense) are shown in Figure 4.9 (PTetO2
driving YFP, PMET driving CFP) and Figure 4.10 (PMET driving YFP, PTetO2 driving
CFP). The absolute fluorescence levels were determined by subtracting the lowest fluo-
rescence observed for any inducer level.
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Figure 4.8: Fit of promoter characteristics for both strains with different fluorescent pro-
tein configurations. Squares indicate {dox→YFP, met→CFP} configuration, circles refer
to {dox→CFP, met→YFP} configuration. Note that the fluorescence units for the two dif-
ferent FPs cannot be compared to each other. In these experiment with no ClpXP, there is
no cross-talk. Thus, we can use all the methionine concentrations (four, different colors)
for fitting the doxycycline response, and all the doxycycline concentrations (ten, different
colors) for fitting the methionine response.
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Figure 4.9: Fit of queueing parameters αx,y, β for the strain where PTetO2 is driving
YFP (left) and PMET is driving CFP (right). Promoter parameters are fixed using the
values determined in Figure 4.8. The parameters where chosen by simulating a large but
discrete “grid” of different parameters and then choosing the parameters with the least sum
of squared differences. Prior to fitting, the maximum fluorescence was normalized to 1 for
each fluorescent protein, for both simulated and experimental data. The actual maxima are
indicated above each plot, 31 for YFP and 58 for CFP. The maximum production rate of
YFP is 91 and maximum production rate of CFP is 171, so CFP is produced at a higher
rate than YFP
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Figure 4.10: Fit of queueing parameters αx,y, β for the strain where PMET is driving YFP
and PTetO2 is driving CFP. Promoter parameters are fixed using the values determined in
Figure 4.8. The actual maxima are indicated above each plot, 17 for YFP and 2 for CFP.
The maximum production rate of YFP is 125 and maximum production rate of CFP is 15.
YFP is produced at a much higher rate than CFP
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Summary
For the strain with PTetO2 driving YFP and PMET driving CFP, the maximum
production rate of YFP was 91 and maximum production rate of CFP was 171. For the
strain with PMET driving YFP and PTetO2 driving CFP, the maximum production rate of
YFP was 125 and maximum production rate of CFP was 15. The fitting results showed
the asymmetrical queueing effect is consistent by yielding higher expression levels for
PMET than for PTetO2 . The protein driven by the weaker promoter PTetO2 is almost
fully degraded and the protein driven by the stronger promoter PMET (at low PTetO2
expression level) is not when the other protein is minimally induced.
4.3 Conclusion
In this work, we demonstrated a method using a fluorescent probe to detect when
the processing capacity of the ClpXP protease is reached. We first ported ClpXP from
E. coli to S. cerevisiae, to insulate ClpXP from its essential role in native stress response.
After constructing and characterizing many synthetic yeast strains with different combi-
nations of promoters and genes, we successfully engineered strains expressing bacterial
ClpX, ClpP, SspB, and two fluorescent proteins with ssrA tags targeted for ClpXP degra-
dation. Expression levels of ClpXP and the two fluorescent proteins could be tuned
with their respective inducer or repressor. We used a weaker promoter to express the
fluorescent protein representing the probe and a stronger promoter to express the flu-
orescent protein representing substrates naturally targeted for ClpXP. Flow cytometry
results showed that when ClpXP was expressed and substrate concentration was low,
all the probes were degraded even when expressed at high levels. As the substrate con-
centration increased, the probe fluorescence increased non-linearly due to saturation of
ClpXP and accumulation of proteins waiting to be degraded. Without the probe, it would
be more difficult to notice the change in fluorescence due to ClpXP saturation. The con-
trol strain without ClpXP showed that YFP and CFP are regulated independently and
68
not affected by the concentration of the other protein. We modified a previously pub-
lished computational model to account for the asymmetric production of the two protein
species, and fitted our experimental data to those models. The next step would be to
conduct experiments with this strain using single cell imaging in microfluidic devices
and measuring fluorescence in real time with respect to different inducer levels. The
probe should be able to show the time when ClpXP becomes overloaded at the differ-
ent inducer levels. This work serves as a proof-of-concept of using a highly sensitive
probe to differentiate when a protease’s capacity is under-saturated (low fluorescence)
or over-saturated (high fluorescence) in different external environments.
With single cell experiments, we could also measure the Pearson’s correlation
coefficient between YFP and CFP of the cell at different inducer levels and try to address
the question from Chapter 3: do E. coli adjust the number of ClpXP according to the
number of molecules needed to be degraded? In S. cerevisiae, ClpXP production is only
controlled by promoter induction so we should expect to see low correlation when the
number of molecules needed to be degraded and the maximum processing capacity of
the enzymes are far from balanced.
Using ClpXP to couple two independently produced proteins is also working
toward the goal of expanding the synthetic biology toolbox. As in E. coli, it may be
possible to use ClpXP to couple genetic modules rapidly in yeast or other eukaryotes.
4.4 Materials and Methods
4.4.1 Plasmids, Yeast Strains and Culture
The synthetic modules were first constructed in E. coli and then integrated into
the yeast genome via homologous recombination. Foreign gene expression via chro-
mosomal integration was chosen over expression with non-integrative plasmids because
plasmids require selective pressure for maintenance and may have more structural in-
stability. Also, chromosomal integration gives a fixed copy number of each gene while
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plasmid copy number can fluctuate. Plasmid backbones were derived from pRS403,
pRS404, pRS405, and pRS406 shuttle vectors (Stratagene), which contain the his3,
trp1, leu2, and ura3 auxotrophic markers, respectively. In addition, HO and YERC∆8
loci (Bai Flagfeldt et al., 2009) were also used as integration sites in conjunction with
yeast antibiotics resistance genes, kan (conferring resistance to G418), and hph (confer-
ring resistance to hygromycin B). To minimize epigenetic effects in connection with the
chromosomal integration site, YFP and CFP were inserted next to each other at the same
YERC∆8 locus with hygromycin B resistance. ClpX, ClpP, and SspB were integrated
into ura3, trp1, and his3 loci, respectively. Mammalian-enhanced lacI was integrated at
HO locus with G418 resistance. Details of the plasmids being integrated are described
in Table 4.2. All plasmids contained an ampicillin resistance marker and the ColEI repli-
cation origin. Plasmids were constructed using Gibson Assembly and were introduced
to Escherichia coli Mach1 (Thermo Fisher Scientific) by using a standard heat shock
transformation protocol. All bacterial cells were grown in LB (Thermo Fisher Scien-
tific) with 100µg/ml of ampicillin (Sigma). The yeast strain used in this study was S.
cerevisiae K699 (MATa ade2-1 trp-1-1 can1-100 leu2-3,112 his3-11,15 ura3 GAL+).
Cells were grown in synthetic drop-out (SD) medium supplemented for selection of cor-
rection integrands or synthetic complete (SC) with antibiotics containing 2% glucose at
30 degree C. Correct integration was verified by PCR and sequencing.
Table 4.2: Summary of integration plasmids.
Plasmid Name Description
pRS3-SspB integrating vector with GPD promoter driving SspB;
his3 marker
pRS4-ClpP integrating vector with ADH1i promoter driving ClpP;
trp1 marker
pRS6-ClpX integrating vector with ADH1i promoter driving ClpX;
ura3 marker
pJL-YCFP integrating vector with TetO2 promoter driving yVYFP;
MET25 promoter driving yCCFP; YERC∆8 locus; hph marker
pJL-lacI integrating vector with GPD promoter driving mLacI;
HO locus; kan marker
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4.4.2 Flow Cytometry and Data Analysis
Flow cytometry data was acquired with a Becton-Dickinson LSR II Cell An-
alyzer, fitted with 405nm and 488nm lasers. The cells were grown overnight in non-
inducing selective medium: SD minus auxotrophic marker and with antibiotics. The
cells were passed the next day into inducing medium (SC minus methionine plus vari-
ous levels of inducers: IPTG, doxycycline, and/or methionine) to OD600 of 0.05. Exper-
iments were done at 0 or 5 mM IPTG, which corresponds to minimum and maximum
ClpXP induction, respectively. 0 to 1 µg/ml doxycycline was used for PTetO2 induction
and 0 to 1 mM methionine was used for PMET25 induction. The cells were grown in a
30 degree C shaker at 300 rpm. After 6 hours to approximate OD600 of 0.2 - 0.3, cells
were put on ice until they were ready to be sampled. 100,000 cells were sampled and
median CFP and YFP fluorescence was calculated using MATLAB (The MathWorks,
Inc.). Median was used instead of mean because the fluorescence distribution was not a
Gaussian distribution. To process the data, we gated the flow cytometry size histogram
about the mode of the distribution. Cookson et al. has shown that taking cells 20% on
either side of the forward scatter (FSC) peak eliminates wider size distribution caused
by cell clumps or small particles, and is more representative of a healthy cell population
(Cookson et al., 2009). Since absolute fluorescence is relative to cell size and volume,
fluorescence is divided by FSC for normalization.
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Chapter 5
Summary
The field of synthetic biology is growing rapidly as powerful tools in molec-
ular biology, microfluidic, and computational techniques are continuing being devel-
oped. The ability to construct networks from simple biological components will help us
understand the basic cellular functions and dynamics that underly complex biological
networks.
Here, we presented our studies on dynamic cellular behaviors in different model
organisms Synechocystis, Synechococcus elongatus, Chlorella sorokiniana, Saccharomyces
cerevisiae and Escherichia coli, quantified by single cell analytic techniques such as
time-lapse microscopy in microfluidic devices and flow cytometry. The design and un-
derstanding of the synthetic networks were aided by computational modeling.
In Chapter 2, we developed a microfluidic chemostat for the long-term culturing
and imaging of three well characterized strains of cyanobacteria and microalgae (Luke,
C., Selimkhanov, J., Baumgart, L., Cohen, S., Golden, S., Cookson, N., and Hasty, J.,
2015). Although microfluidic technology has been applied to culture and monitoring a
diverse range of bacterial and eukaryotic species, cyanobacteria and eukaryotic microal-
gae present several challenges that have made them difficult to culture in a microfluidic
setting. With the device, we can modulate the external cellular environment by subject-
ing the cells to different or changing inducers. We developed tracking algorithm that
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can segment images and track single cells over time.
In Chapter 3, we investigated the native ClpXP protease in E, coli, and the cor-
relation between proteins targeted for ClpXP degradation as a result of queueing (com-
petition for a limited number of common enzyme). We found differences between the
experimental data and the model prediction due to biological constraints. The high cor-
relation data supports a new hypothesis that the number of ClpXP may not be fixed, and
that E. coli may adapt the production of ClpXP in response to the number of mistrans-
lated or tagged proteins in the cellular environment.
In Chapter 4, we ported ClpXP from E. coli to S. cerevisiae, and further inves-
tigated competitive protein degradation via ClpXP in a non-native environment. We
constructed a network with independently expressed YFP and CFP, indirectly coupled
via competition for ClpXP. We engineered a “probe” that can differentiate between when
ClpXP is underloaded or overloaded. We modified the queueing model from both ClpXP
targeting substrates have similar production rate to asymmetrical queueing where the
two substrates have very different maximum production rates.
Together, these studies have demonstrated the importance of using single cell
analytic techniques in studying the dynamics of biological systems and understand fun-
damental cellular processes that will allow the development of more complex synthetic
networks.
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