Abstract: This paper investigates whether the batch optimization methodology recently proposed by McCready [2011] can be extended to full online batch optimization and control. McCready [2011] requires full factorial experiments for (i ) the times where control actions are allowed and (ii ) the manipulated variables; this is feasible for the three considered decision times. For true online batch control and optimization, however, control actions are required every few time points. This would result in a very large number of required experiments. In this paper, it is investigated whether all possible control action times must be included in the training data. Based on two case studies, it is concluded that accurate online estimates of the final batch quality are obtained even when the manipulated variables change at times not included in the training set, provided these changes occur at times in between the change times of the training batches. This is a valuable result for industrial acceptance because implies that fewer experiments are required for accurate model identification.
INTRODUCTION
Batch processes are widely used in chemical and life sciences industries for the production of products with a high added value (e.g., medicines, enzymes, high-performance polymers). Accurately controlling the final quality of a batch process presents a major challenge. First of all, a batch process is dynamic in nature. In addition, physical measurements of the quality parameter that can be used to predict the final quality are often simply not available onor even offline: a sensor for the quality parameter might not exist (yet), it might be too expensive, or a physical property might not be present yet. In drug production for example, the final concentration of the active compound is often used as a quality index: as long as the reaction chain has not reached the final reaction that forms the active compound, no concentration will be measured.
Data-driven models provide an answer to this problem, and have been applied successfully both to simulation and industrial data. These techniques employ simple, online available measurements (temperatures, pressures, flow rates, ...) to monitor the batch process. Examples include work of Nomikos and MacGregor [1994] , Chen and Liu [2002], Choi et al. [2005 Choi et al. [ , 2008 , Simoglou et al. [2005] , and Hu and Yuan [2008] . In these works, abnormal quality is detected through deviations from the nominal batch behavior; no actual quality predictions are ever made. Inferential models have also been developed for quality prediction. Nomikos and MacGregor [1995a,b] and García-Muñoz et al. [2004] predict the final quality of a simulated semi-batch emulsion polymerization of styrene-butadiene rubber and an industrial nylon polymerization using Multiway Partial Least Squares [MPLS; Nomikos and MacGregor, 1995b ]. More recently, Ündey et al. [2003] also used PLS to predict the final penicillin concentration for the simulated fermentation of Birol et al. [2002] . The authors also reported successful (online) batch-end quality prediction for an industrial polymerization process [Gins, 2007 , Gins et al., 2009 . Baffi et al. [2000] used nonlinear modelling for a benchmark pH neutralization system. Most of the research effort has been directed towards process monitoring: the current state of the batch is assessed and alarms are raised when an abnormality is detected. The number of applications where the datadriven models are used to actually control or optimize a batch is very limited. Flores-Cerrillo and MacGregor [2005] and Golshan et al. [2010] used Multiway Principal Component Analysis [MPCA; Nomikos and MacGregor, 1994] models to accurately track set point profiles in batch operations. This enables disturbance rejection, resulting in smaller deviations from the nominal trajectories and, ultimately, in smaller variations of the batch-end quality. moments. Expansion to full batch production optimization requires a combination of disturbance rejection and production optimization and, ideally, changes in MVs every few time points. As a result, more test runs are required to identify the MPLS model. The amount of time required to perform these tests is a major drawback: successful industrial adoption hinges on -relatively-fast implementation with as few tests as possible. This paper investigates whether all possible decision moments must be considered during model identification. From training sets with a limited number of MV changes, MPLS models are constructed. If these models are capable of predicting the final quality when MV changes occur at times not included in the training set, the number of tests required for the model identification can be significantly reduced. This tackles one of the major hurdles for industrial adoption of data-driven control strategies by reducing the number of tests required to identify the mathematical model.
The structure of this paper is as follows. In Section 2, Multiway Partial Least Squares is briefly described. Next, Section 3 details the methodology for determining the system response to future set point changes. Section 4 discusses the expansion from the work of McCready [2011] to full online batch control and optimization. Next, the case study and data sets used in this study are presented in Section 5. Results are presented and discussed in Section 6, and final conclusions are drawn in Section 7.
MULTIWAY PARTIAL LEAST SQUARES
In this paper, Multiway Partial Least Squares [MPLS; Nomikos and MacGregor, 1995b ] is used to infer the final batch quality from the online measurements. MPLS consists of data unfolding to deal with the data structure specific to batch processes, followed by a standard Partial Least Squares model.
Data unfolding
A historic data set of I batches, where J sensors are sampled at K time points can be naturally arranged in an I × J × K three-dimensional data tensor X after synchronization of the measurement profiles. The measurements of the L quality parameters are stacked in an I × L quality matrix Y. Before application of PLS, however, the measurement data tensor must be arranged in a twodimensional matrix.
When dealing with quality prediction, the entire batch history determines the final quality. Hence, batch-wise unfolding of the data tensor X is employed [Nomikos and MacGregor, 1995b] . Batch-wise unfolding (Figure 1) preserves the batch direction and results in a I × JK data matrix X. Each row of X represents a single batch; each column contains the values of one sensor at one time point for all batches.
Partial Least Squares
After data unfolding, each column of the data matrix X is centered to zero mean and scaled to unit variance. This effectively linearizes the measurements around the average trajectory [Nomikos and MacGregor, 1995a,b] .
Finally, a standard PLS model [Geladi and Kowalski, 1986] identifies the relation between online measurements and final quality. PLS is a latent variable modelling approach that decomposes the input matrix X and output (quality) matrix Y into R latent variables (components).
The scores T (I × R) are the low-dimensional approximation of X. The matrices P (JK × R) and Q (L × R) are the loading matrices in in-and output space, respectively.
The matrices E represent the residuals. To compute the scores T for a given X, a weight matrix W (JK × R) is used to obtain the regression matrix B (JK × R).
W has orthonormal columns such that P T W −1 is upper triangular with ones as diagonal elements.
TRIMMED SCORES REGRESSION
When running a new batch at given time k, the future measurements are unknown. Hence, the input matrix X new (1 × JK) is only partially known, and the developed full PLS model (i.e., matrices P, Q and W identified on a historical training set of completed batches X tr (I × JK)) cannot be employed to obtain quality predictions.
To alleviate this problem, Trimmed Scores Regression [TSR; Arteaga and Ferrer, 2002, García-Muñoz et al., 2004] compensates for the missing measurements without estimating the future batch behavior.
The data matrix X new and regression matrix B are partitioned in a part corresponding with the known measurements (denoted by the subscript k) and a part corresponding with the unknown future measurements (denoted by the subscript u). For batch control, the known measurements include (i ) the past k values of all J measurements, and (ii ) the future K − k values of the manipulated variables (more specifically, their set points). The unknown measurements u are the future values of the nonmanipulated variables. Equation (2) becomes: The scores of the new batch T new,k (1 × R) consists of an estimation based on the known samples, T * new,k (1 × R), and a correction for future measurements, T * new,u (1 × R). Equation (4) cannot be used to predict the scores of a running (incomplete) batch because T * new,u is unknown. Therefore, the relationship between the final scores T new,k and the trimmed scores T * new,k is identified from the training batches, for which both T train,k and T * train,k are known, using a least squares estimator.
Substituting the expression of A into (5) and exploiting the relation between measurements, scores and quality variables known from (1) and (2), the online estimate of the quality variables for the new batch is obtained.
The advantage of TSR is that a single model is used to provide batch-end quality estimates at all times of the operation. Hence, once the full PLS model is identified, online estimates are available without much extra effort.
BATCH CONTROL & OPTIMIZATION
McCready [2011] optimized the production of a batch process with an MPLS model by adapting manipulated variables (MVs) at three distinct decision moments. Full factorial experiments were required for the identification of the MPLS model that infers the final quality from the online measurements. This is feasible for a low number of MVs and/or decision moments (McCready [2011] used 36 experiments). However, full batch control and optimization requires a combination of disturbance rejection and production optimization. To eliminate process disturbances, MV changes ideally occur every few time points. The need for factorial experiments quickly results in unfeasibly large amounts of tests required to identify the MPLS model between measurement and final quality employed in the optimization.
For continuous processes, this problem is traditionally solved via Pseudo-Random Binary Signal (PRBS) tests on the different MVs. For profile tracking in batch processes, PRBS tests can also be used to quickly identify system response to changes in MVs [e.g., Flores-Cerrillo and MacGregor, 2005, Golshan et al., 2010] . In these cases, the aim is to identify the influence of the MVs on the evolution of the other online process variables.
For quality prediction of a batch process, however, the situation is more complicated. Here, the influence of the MVs on the final quality is sought. The effects of all MV changes are compounded in a single quality value; the influence of each MV on the final quality is, therefore, less clear when multiple MVs are changed. Hence, only a few MVs should be changed in each test to maximize the information content of each experiment. In addition, the dynamics of a batch process and the (magnitude of the) influence of the MVs on the final quality, Offline measurement σ noise Penicillin concentration [g/L] 1.860 · 10 −2 change over time. Therefore, MV changes should be limited to a specific time range to simplify the identification of the correct dynamics for each phase batch. In summary, more tests are required for batch optimization to identify the correct MPLS model between MVs and online measurements on the one hand, and final batch quality on the other hand.
In this paper, it is investigated whether a set of tests with MV steps at times t 1 , t 2 . . . t n can serve to identify an MPLS model capable of correctly predicting the final quality when MV changes occur at times not included in the training set. If tests with only a few switch times contain sufficient information for model identification, the number of tests can be significantly reduced.
CASE STUDIES
This work employs the same process as McCready [2011] ; a brief description is provided in Section 5.1. Two studies are performed: the first investigates the case where only one adjustment to the substrate feed rate is allowed (Section 5.2), while the second case allows multiple changes during a batch (Section 5.3).
Pensim: industrial-scale penicillin production
The Pensim simulator of Birol et al. [2002] is used for the case studies. It simulates an industrial-scale fermentative penicillin production, and it is a widely-used benchmark for batch processes.
Initially, the fermentor is operated in batch mode. Once the substrate concentration in the reactor drops below 0.3 g/L (after approximately 43 hours), the operation is switched to fed-batch mode. In this second phase, substrate is continuously fed to the reactor. The fermentation is terminated once 25 L of substrate have been fed. The total duration is approximately 460 hours. For more details, the reader is referred to Birol et al. [2002] .
In the case studies, the substrate feed rate is the manipulated variable. The penicillin concentration after batch completion is used as the quality variable.
During the fermentation, 11 sensors record the variables presented in Table 1 . To retain speed information after synchronization, time is added as a 12th measurement. Two phases are identified: (i ) the batch phase and (ii ) 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 the fed-batch phase. The profiles are synchronized and resampled to a length of 101 samples for the batch phase and 502 samples for the fed-batch phase using the indicator variables proposed by Birol et al. [2002] , namely the culture volume for the batch phase and the percent substrate fed for the fed-batch phase.
Gaussian measurement noise is added to the online sensors, with zero mean and standard deviations listed in Table 1 . The measurement error on the penicillin concentration Y is represented by adding N (0, 0.0186 2 ) Gaussian noise; this corresponds to an error of 1%.
Study 1: Single input change
In a first case study, batches with a single change in substrate feed rate are simulated. All batches start at the nominal feed rate of 0.06 g/L. After either 150h, 200h, 250h, 300h, 350h, or 400h, the feed rate is changed up or down 5% to 0.057 g/L or 0.063 g/L. Each change time and step direction is simulated 20 times. In adddition, 20 batches without feed rate changes are simulated. This results in 240 batches with single feed rate adjustments and 20 nominal batches. Various combinations of the jump times will be used for model training.
Study 2: Multiple input changes
The second case study investigates batches with multiple changes in feed rate. The training set consists of batches with jumps in the substrate feed rate at 150h, 250h, and 350h. For each of the 8 possible combinations, 20 batches are generated. In addition, 20 batches without feed rate changes are added to the training set. The validation set contains batches with jump times not included in the training set. Table 2 lists the investigated jump patterns for the training and validation sets. A first subset of the validation batches (patterns 1-6) have changes in feed rate after 200h and/or 300h (i.e., between the training changes). Patterns 7-12 have an additional change in feed rate after 400h. This final change is outside the time range for the changes in feed rate for training.
RESULTS & DISCUSSION
An (MPLS) model is suited for online batch optimization and control if it accurately predicts the final batch quality at an early stage of the batch. Therefore, two performance indices are used in each case study. Fig. 2 . Predicted vs. measured final penicillin concentration for the training batches and batches with change in feed rate after 400h.
The first performance measure is the accuracy of the offline quality prediction: a MPLS model that is unable to correctly estimate the final quality based on measurements of the entire batch run, is worthless for online optimization and control. If the offline model predictions are accurate, the convergence of the online estimate to the batch-end quality measurement is used as the second performance indicator. A model that only converges very late in the batch is again not useful for online control.
In each case study, the number of latent variables of the MPLS model is identified using the adjusted Wold criterion [Li et al., 2002] .
Study 1: Single input change
Final prediction accuracy First, an MPLS model is trained on the batches without changes in feed rate and the batches with changes in feed rate after 150h. The second column (Case 1) of Table 3 lists the (cross)validation MSE for all batches. For batches where the change in feed rate occurs after 200h, 250h, and 300h, the prediction accuracy is slightly worse than for the training batches. As the change in feed rate occurs later in the batch, the prediction accuracy degrades. Figure 2 compares the predicted and measured penicillin concentration for the batches with a feed rate change after 400h; the crossvalidation results for the training batches are added for reference. From this plot, it is clear there is a systematic model mismatch: the process dynamics identified after 150h are not valid at the later stages of the batch.
To take the time-varying process dynamics into account, a new MPLS model is trained on batches with changes in feed rate after either 150h, 250h, or 350h. Validation is performed on the batches with changes in feed rate after 200h, 300h, or 400h. Again, the results are listed in Table 3 (Case 2). If the feed rate changes occur after 200h or 300h (i.e., between the times of the training set), the MPLS model yields accurate predictions of the penicillin concentration. The feed rate changes after 400h are not predicted accurately. It is hypothesized that the MPLS model captures the effect of feed rate changes located in the time range used during training while changes outside of the training range are not captured correctly. To test this hypothesis, a third MPLS model is identified. This time, feed rate changes after 150h and 300h are used for training. The validation results are listed in Table 3 (Case 3). Again, the batches where the changes in feed rate occur in the time range used for training (i.e., after 200h and 250h) show a good prediction accuracy. When the feed rate changes occur after 350h or 400h, a bad prediction accuracy is observed. As for the first case, the accuracy degrades as the feed rate change time is located further from the training range. For these batches, a systematic model mismatch similar to Figure 2 is observed.
Two other cases are tested to corroborate the observed trends: case 4 employs batches with feed rate jumps after 150h and 350h, and case 5 employs jumps after 150h and 400h. The prediction accuracy of the batches where the feed rate change is located in the training range is comparable to the crossvalidation accuracy in both cases, even though the overall accuracy decreases in case 5.
Online convergence For each of the five cases studies, the convergence of the online estimate is investigated. Figure 3 depicts the deviation from final quality for the batches with feed rate changes after 200h or 300h in case 2. It is concluded that the online estimate converges quickly: after approximately 100 samples (i.e., after completion of the batch phase), the deviation from the actual measurement is typically not larger than 0.05 g/L 1 . This implies that the identified model is suited for online optimization during the fed-batch phase of the batch. The small loss in accuracy between 200 and 400 samples indicates that the process dynamics are not perfectly captured by the MPLS model. Nevertheless, the model captures the general trends in dynamics accurately enough to correctly infer the final quality. Similar graphs are obtained for the other cases. Even for the batches with a poor prediction performance (e.g., feed rate changes after 400h in case 2), the online quality estimate converges to its final value after about 100 samples. This indicates that there is a systematic prediction error for these batches, and strengthens the conjecture that the dynamics of these batches are not captured correctly by the model. 
Study 2: Multiple input changes
Final prediction accuracy The second study investigates whether the conclusions from the first study hold for multiple changes in feed rate.
The more complicated feed rate patterns negatively impact the accuracy of the MPLS model: the LOO crossvalidation MSE is 4.5 · 10 −3 when using all 12 measurements as model inputs. This is an order of magnitude larger than the crossvalidation MSE values observed for the single feed rate changes in the first study. Therefore, model performance is improved via variable selection [Gins et al., 2009] . The selection procedure results in the retention of 6 input variables: time, reactor volume, feed rate, cooling water flow, base flow, and acid flow. The MPLS model with these inputs has a crossvalidation MSE of 2.1 · 10 −3 . Table 4 summarizes the accuracy of the offline model predictions for the training (in crossvalidation) and validation batches. It is clear that the batches with feed rate patterns 1-6 exhibit prediction accuracy in line with the (crossvalidation) accuracy of the training batches. These feed rate patterns correspond to feed rate changes at 200h and/or 300h, inside the training time range. For feed rate patterns 7-12, on the other hand, the offline prediction accuracy is much larger than expected from the crossvalidation.
These results are in line with the conclusions drawn from the studies with single feed rate changes: the MPLS model predicts final penicillin concentrations accurately for feed rate changes at times where none of the training batches have a change in feed rate, provided the switch time is located inside the range of switch times used for model training. If the changes in feed rate occur outside of the training time range, the prediction accuracy degrades.
Online convergence Similar to the speed of convergence for batches with a single change in feed rate, all online quality estimates converge after approximately 100 samples (i.e., at the end of the batch phase). The conclusions from the studies with a single feed rate change are, therefore, also drawn here.
CONCLUSIONS
Recently, a batch optimization procedure was proposed by McCready [2011] . This methodology allows changes of the manipulated variables at three decision times during the batch. For true online batch control and optimization, however, control actions are required every few time points. The approach of McCready [2011] requires full factorial design and can, therefore, not directly be applied for online optimization. This paper therefore investigated whether all possible times for control actions must be considered for model identification.
Two case studies were performed: one where only a single change in the manipulated variable was allowed, and one where multiple changes could be performed. In both studies it was concluded that the inclusion of a few switch times in the training data sufficed: the final quality of batches with other switch times was accurately estimated on-and offline, provided the switches occur in the range of training switch times. This is a valuable result for practical (industrial) implementation and acceptance because the amount of test batches needed is reduced and the information content of each experiment is increased.
Future work will consist in (i ) the extension of this study towards other magnitudes of the feed rate changes, and (ii ) the derivation of mathematical criteria for determining the optimal frequency of changes of the manipulated variables.
