Abstract. Equational problems (i.e.: rst-order formulae with quanti er pre x 9 8 , whose only predicate symbol is syntactic equality) are an important tool in many areas of Computer Science like automated deduction, automated model building, logic programming, functional programming, etc. The aim of this work is a complexity analysis of the satis ability problem of equational problems over a nite domain. Our main result is the p 2 -completeness proof for equational problems in CNF.
Introduction
Equational problems (i.e.: rst-order formulae with quanti er pre x 9 8 , whose only predicate symbol is syntactic equality) are an important tool in many areas of Computer Science like automated deduction, automated model building, logic programming, functional programming, etc. In many cases, testing the satis ability of an equational problem is even more important than actually computing its solutions. The usefulness of equational problems mainly comes from their balance between expressive power and computational complexity. In particular, recall from 3] and 7] that if we did not restrict the quanti er pre x to the form 9 8 , then the satisability problem would be PSPACE-complete (in case of a nite domain) or even non-elementary recursive (for an in nite domain), respectively.
The goal of this work is an investigation of the inherent complexity of the satis ability problem of equational problems (i.e.: where the quanti er pre x is of the form 9 8 ). In 4], the NP-completeness was shown for equational problems in CNF over an in nite domain. In this paper, we investigate the case of a nite domain. In summary, we get the following results:
nite domain D in nite domain jDj = 2 -hard Our main result is the p 2 -completeness for equational problems in CNF over any nite domain with at least three elements. This is somehow surprising for the following reasons:
1. The p 2 -hardness proof for equational problems in DNF can be immediately carried over from a nite domain to an in nite one, whereas the p 2 -membership proof cannot. Hence, for DNF, the case of an in nite domain is at least as hard as the nite case. In contrast, for equational problems in CNF, the nite case turns out to be one level higher in the polynomial hierarchy than the in nite case.
2. In computational logic it is quite common that the transformation into DNF is relatively cheap, if the innermost quanti er is \8", whereas CNF is usually cheaper to obtain if the innermost quanti er is \9". Hence, it was more or less to be expected, that the satis ability of equational problems in DNF is equally hard as for equational problems in arbitrary form. On the other hand, it is by no means obvious that, in case of a nite domain, equational problems in CNF also have the same complexity. As a consequence, there exists a polynomial time transformation from equational problems in DNF into sat-equivalent problems in CNF. This is in great contrast to the case of an in nite domain, where CNF can only be achieved at the expense of an exponential blow-up. This work is organized as follows: After recalling some basic de nitions in Section 2, we come to the complexity analysis of equational problems over a nite domain in Section 3. In Section 4 we point out some consequences of the complexity results from Section 3 on the actual construction of an algorithm for solving equational problems. Finally, in Section 5 we give a short conclusion.
Preliminaries

Equational Problems
Equational problems are formulae of the form 9w 8y P(w; x;y), s.t. P(w; x;y) is a quanti er-free formula with equality \=" as the only predicate symbol. A disequation s 6 = t is a short-hand notation for a negated equation :(s = t). The trivially true problem is denoted by > and the trivially false one by ?. In this paper, every equational problem P is considered over some xed nite signature consisting of constant symbols and function symbols. We assume that contains at least one constant symbol. Moreover, the domain D over which the terms (and, in particular, the variables) of P are interpreted is the Herbrand universe over the signature , i.e. the algebra of ground terms that can be constructed from the symbols in . Clearly, this domain is in nite, i contains at least one (proper) function symbol.
An interpretation over D is given through a D-ground substitution , whose domain coincides with the free variables of the equational problem. The trivial problem > evaluates to \true" in every interpretation. Likewise, ? always evaluates to \false". A single equation s = t is validated by a ground substitution , if s and t are syntactically identical. Note that ground terms are interpreted \by themselves", so to speak. Analogously to the usual treatment of equational problems in the literature, we do not distinguish between a constant symbol c in the signature and the constant (i.e.: element) c in the domain D. The connectives^, _, :, 9 and 8 are interpreted as usual. A ground substitution which validates a problem P is called a solution of P.
In order to distinguish between syntactical identity and the equivalence of two equational problems, we shall use the notation \ " and \ ", respectively, i.e.: P Q means that the two equational problems P and Q are syntactically identical, while P Q means that the two problems are equivalent (i.e.: they have the same set of solutions). If an equational formula P contains no variables (i.e. it is made up from ground equations and disequations), then it either evaluates to \true" in every interpretation or it evaluates to \false" in every interpretation. Hence, we either have P > (i.e.: \P is trivially true") or P ? (i.e.: \P is trivially false").
As far as the satis ability of an equational problem is concerned, there is no di erence between free variables and existentially quanti ed ones, i.e.: 9w 8y P(w; x;y) is satis able, i 9x9w 8y P(w; x;y) is. W.l.o.g. we shall therefore only consider equational problems without free variables here.
Quanti ed Boolean Formulae
In Section 3, we make use of the following well-known p 2 In this paper, it is convenient to restrict the form of the Boolean formula E in several ways: We assume that no conjunction C i = l i1^li2^li3 contains a pair of complementary literals (since otherwise this conjunction will never evaluate to \true"). Moreover, we assume that every conjunction C i contains at least one literal over R (since otherwise it is trivial to de ne a truth assignment I on P s.t. C i evaluates to \true" in I and, hence, in every extension J of I to the variables in P R). Finally we may of course arrange the literals of each conjunction C i in such a way that the literals over R stand in front of the literals over P.
If we are not interested in the precise truth value of some propositional variables in the boolean formula E = (l 11^l12^l13 ) _ : : : _ (l n1^ln2^ln3 ), then we shall consider partial truth assignments J on the propositional variables occurring in E. By \J (v) = unde ned" we denote that J assigns no truth value to v. To this end, we need the following generalization of the evaluation of Boolean formulae: We say that the boolean formula E evaluates to \false" in a partial assignment J , i E evaluates to \false" in every complete extension J 0 of J . In particular, if J is a partial assignment s.t. in every conjunction l 1^l 2^l 3 of E there is at least one literal l that evaluates to \false" in J , then E evaluates to \false" in J .
Complexity of Equational Problems
In this section, we provide a complexity analysis of the satis ability problem of equational problems over a nite domain. For equational problems in arbitrary form or in DNF, the p 2 -completeness follows immediately from the p 2 -completeness of the 3-QSAT 2 problem. We therefore have: Theorem 3.1. (arbitrary form or DNF over a nite domain) Let D be a nite domain with at least two elements. Then the satis ability problem for equational problems in arbitrary form or in DNF over D is p Let a be an arbitrary constant in D. Then we de ne the equational problem P 9x 8y C 1^: : :^C n ] in DNF over D in such a way that every literal of the form p or :p in E is encoded by the literal x = a or x 6 = a, respectively, in P. Likewise, y = a and y 6 = a are used to encode literals over R. u t
The remainder of this section deals with the complexity of equational problems in CNF. The idea of the p 2 -completeness proof is illustrated in Theorem 3.2 below, where we consider the case of a domain with exactly three elements. The extension to a K-element domain for some arbitrary K 3 is straightforward. in z. All of the variables in x, y and z mentioned above are assumed to be pairwise distinct. Note that the division of the universally quanti ed variables into y and z was only done for the sake of better readability. We still have a quanti er pre x of the form 9 8 . clause C 0 : There is a \big clause" C 0 , which contains some information on the conjunctions of E as well as on the complementary literals over R that occur in E. C 0 consists of the following disjuncts: { case 1: If all of the literals l 1 ; l 2 and l 3 in the -th conjunction of E are literals over R (i.e.: they are either of the form r i or :r i for some r i 2 R), then C 0 contains the three disjuncts y 1 = y 2 , y 1 = y 3 and y 2 = y 3 . { case 2: If in the -th conjunction of E, there are two literals l 1 and l 2 over R and one literal l 3 over P, then C 0 contains the three disjuncts y 1 = y 2 , y 1 = x 3 and y 2 = x 3 . { case 3: Finally, if in the -th conjunction of E there is one literal l 1 over R and two literals l 2 and l 3 over P, then C 0 contains the two disjuncts y 1 = x 2 and y 1 = x 3 Moreover, for every pair (l ; l ) of complementary literals over R, where l 2 R and l = :l hold, C 0 contains the following six disjuncts: z { For every pair (l ; l ) of complementary literals over P, where l 2 P and l = :l hold, C contains the following two clauses: x = a _ x = a and x 6 = a _ x 6 = a. { Moreover, for every conjunction in E with two literals l 2 and l 3 over P, C contains the clause x 2 6 = x 3 _ x 2 = a _ x 3 = a. No further clauses are in C.
Of course, this transformation can be done in polynomial time. It only remains to prove the equivalence of the two problem instances, i.e.: 9(p 1 ; : : : ; p k )8(r 1 ; : : : ; r l )E is satis able, i 9x 8y 8z C 0^C ] >. Actually, we shall prove the complementary equivalence, i.e.: For every truth assignment I on P there exists an extension J to P R, s.t. E evaluates to \false" in J , i for every ground substitution on x, there exists a ground substitution on y z, s.t. :(C 0^C ) > holds.
Before we give a formal proof of this equivalence, we illustrate the main idea of this problem reduction by means of the following example: Note that the clauses in C contain only variables from x. Hence, for any ground substitution on x, C is either trivially true or trivially false. Then there is a oneto-one correspondence between truth assignments I on the propositional literals p i and :p i in the Boolean formula E and ground substitutions on x, for which C is trivially true, i.e.: Given a truth assignment I, we can de ne the following ground substitution . Recall that x contains no variable of the form x 1 , since we assume throughout this paper that every conjunction in the Boolean formula E contains at least one literal over R and, in each conjunction, the literals over R stand in front of the literals over P:
Likewise, if is a ground substitution on x, for which C is trivially true, then we can de ne the following truth assignment I on the propositional literals l over P: clause :C 0 basically encodes a graph 3-colourability problem. In Figure 1 , the graph corresponding to :C 0 in the above example is displayed. The dotted line between x 12 and x 13 was inserted so as to visualize the one-to-one correspondence between the conjunctions in the Boolean formula E and the small triangles in the graph. When colouring the graph, we shall use the constant a to encode the truth value \false" in the original Boolean formula. Recall that we have to show the following equivalence: The ground substitution on x with C > can be extended to a ground substitution on x y z s.t. :C 0 ( ) > holds, i the corresponding truth assignment I on P can be extended to an assignment J on P R, s.t. E evaluates to \false" in J . In fact, this equivalence can be shown as follows:
The ground substitution on x can be extended to on x y z, s.t. :C 0 ( ) > holds. , There exists a valid 3-colouring of the graph corresponding to :C 0 , s.t. in every small triangle, at least one node is coloured by a. , I can be extended to an assignment J on P R, s.t. in every conjunction of E at least one literal evaluates to \false". , I can be extended to an assignment J on P R, s.t. E evaluates to \false" in J .
Note that the subgraph corresponding to the six disjuncts z ; ) = y has a valid 3-colouring, i at least one of the nodes y or y is assigned a colour di erent from a. By our correspondence between instantiations of the variables in y and the truth assignment J restricted to R, this means that for any pair (l ; l ) of complementary literals over R, we never assign the truth value \false" to both of them.
We are now ready to prove the correctness of the problem reduction from Theorem 3.2, i.e.: For every truth assignment I on P there exists an extension J to P R, s.t.
E evaluates to \false" in J , i for every ground substitution on x, there exists a ground substitution on y z, s.t. :(C 0^C ) > holds:
\only if"-direction: Suppose that for every ground substitution on x, there exists a ground substitution on y z, s.t. :(C 0^C ) > holds. Now let I be an arbitrary truth assignment on P. We have to show that then I can be extended to an assignment J on P R, s.t. every conjunction l 1^l 2^l 3 in E evaluates to \false" in J . From I we de ne the following ground substitution on the rst-order variables x 2 x. Recall that x contains no variable of the form x 1 , since we assume throughout this paper that every conjunction in the Boolean formula E contains at least one literal over R and, in each conjunction, the literals over R stand in front of the literals over P: We claim that, on the one hand, J is well-de ned and, on the other hand, every conjunction in E evaluates to \false" in J :
In order to show that J is well-de ned, we only have to prove that no two complementary literals are assigned the truth value \false" by J . Suppose on the contrary that there exists a pair (l ; l ) of complementary literals over R, s. 
( 0 0 ; 0 0 ) 6 = y 0 0 which are all trivially true by assumption. It is easy to check that then either y 0 0 6 = a or y 0 0 6 = a must hold, which is a contradiction to the above considerations. In order to show that every conjunction l 1^l 2^l 3 in E evaluates to \false" in J we have to show for every 2 f1; : : : ; ng that at least one literal l evaluates to \false" in J . We distinguish the following cases (which correspond to the cases in the above de nition of the clause C 0 ): { case 1: If all of the literals l 1 ; l 2 and l 3 are literals over R (i.e.: they are either of the form r i or :r i ), then :C 0 contains the three disequations y 1 6 = y 2 , y 1 6 = y 3 and y 2 6 = y 3 . By assumption, all of these disequations are trivially true. Hence, at least one of the variables y 1 , y 2 and y 3 is instantiated to a by . But then, by the de nition of J , at least one of the literals l 1 ; l 2 and l 3 evaluates to \false" in J . { case 2: If l 1 and l 2 are literals over R and l 3 is a literal over P, then :C 0 contains the three disequations y 1 6 = y 2 , y 1 6 = x 3 and y 2 6 = x 3 . If x 3 is instantiated to a by then, by the de nition of , the literal l 3 evaluates to \false" in I and, therefore, also in J . On the other hand, if x 3 is di erent from a, then either y 1 or y 2 must be equal to a. But then, by the de nition of J , either l 2 or l 3 evaluates to \false" in J . { case 3: If l 1 is a literal over R and l 2 and l 3 are literals over P, then :C 0 contains the two disequations y 1 6 = x 2 and y 1 6 = x 3 , which are both trivially true by assumption. If x 2 or x 3 is equal to a, then the corresponding literal l 2 or l 3 evaluates to \false" in I and, therefore, also in J . On the other hand, if both x 2 and x 3 are di erent from a then, by the de nition of , x 2 = b and x 3 = c hold. But then y 1 = a must hold in order to validate the above two disequations. Hence, l 1 evaluates to \false" in J . \if"-direction: Suppose that for every truth assignment I on P there exists an extension J to P R, s.t. E evaluates to \false" in J . Moreover, let be an arbitrary ground substitution on x. We have to show that there exists a ground substitution on y z, s.t. :(C 0^C ) > holds. Note that C contains only variables from x.
Hence, if : C > holds, then : C > and :(C 0^C ) > clearly also hold for any substitution on y z and we are done. We therefore only have to consider the case where C > holds. Then we de ne the following truth assignment I on the propositional literals in P: I(l ) = \true" if there exists a literal l in E, s.t. l = l and x 6 = a \false" otherwise First of all note that this truth assignment is well-de ned, i.e.:
{ If (l ; l ) is a pair of identical literals over P then, by the de nition of I, I(l ) = I(l ) clearly holds. { Now let (l ; l ) be a pair of complementary literals over P. We have to show that they are assigned distinct truth values in I. Suppose on the contrary that either both are assigned the value \true" or both are assigned the value \false". Actually, if both literals l and l are assigned the value \false" then, by the de nition of I, both x = a and x = a hold. However, this is impossible, since we consider the case where C > holds and C contains the clause x 6 = a _ x 6 = a. So suppose that both literals l and l are assigned the value \true". Then, by the de nition of I, there exists a literal l 0 0 which is identical to l , s.t. x 0 0 6 = a holds. Likewise, there exists a literal l 0 0 which is identical to l with x 0 0 6 = a. Of course, (l 0 0 ; l 0 0 ) is also a pair of complementary literals. But then C contains the clause x 0 0 = a _ x 0 0 = a, which is trivially true by assumption. So we have again a contradiction.
By assumption, there exists an extension J of I to the propositional variables in P R, s.t. E evaluates to \false" in J . From J we construct a ground substitution on y z for which :C 0 > holds. For this construction we again distinguish the cases from the de nition of the clause C 0 . { case 1: If all of the literals l 1 ; l 2 and l 3 are literals over R, then :C 0 contains the three disequations y 1 6 = y 2 , y 1 6 = y 3 and y 2 6 = y 3 . By assumption, at least one of the literals l 1 ; l 2 and l 3 evaluates to \false" in J , l say. Then we set y = a and require that instantiates the remaining two rst-order variables in fy 1 ; y 2 ; y 3 g to b and c, respectively. Note that then all of the disequations y 1 6 = y 2 , y 1 6 = y 3 and y 2 6 = y 3 in :C 0 are trivially true. { case 2: If l 1 and l 2 are literals over R and l 3 is a literal over P, then :C 0 contains the three disequations y 1 6 = y 2 , y 1 6 = x 3 and y 2 6 = x 3 . If x 3 = a holds, then we can de ne on fy 1 ; y 2 g in such a way that one of the variables is instantiated to b and the other one to c. On the other hand, if x 3 6 = a holds then, by the de nition of I, l 3 evaluates to \true" in I and, therefore, also in J . However, we know that at least one of the literals l 1 ; l 2 and l 3 evaluates to \false" in J . Hence, at least one of the literals l 1 and l 2 evaluates to \false" in J , l say. Then we de ne on fy 1 ; y 2 g in such a way that y is instantiated to a and the other variable is either instantiated to b (if x 3 = c holds) or to c (in case of x 3 = b), respectively. Thus, in any case, the resulting disequations y 1 6 = y 2 , y 1 6 = x 3 and y 2 6 = x 3 in :C 0 are again trivially true. { case 3: If l 1 is a literal over R and both l 2 and l 3 are literals over P, then :C 0 contains the two disequations y 1 6 = x 2 and y 1 6 = x 3 . Again we can de ne in such a way that both disequations y 1 6 = x 2 and y 1 6 = x 3 are trivially true and, furthermore, y 1 is equal to a, only if l 1 evaluates to \false" in J .
It only remains to provide an appropriate de nition of on z: Let (l ; l ) be a pair of complementary literals over R. Then either l or l is not assigned the value \false" by J . Hence, by the above de nition of on y, either y or y is di erent from a. By distinguishing all possible cases of (y ; y ) 2 fa; b; cg u t
The extension of the p 2 -hardness proof idea from a domain with exactly three elements to an arbitrary nite domain with at least three elements is not too di cult (cf. 5]). We thus get the following result: In order to arrive at a complete complexity analysis of equational problems over a nite domain, it remains to investigate equational problems in CNF over a domain with only two elements. Actually, in this case the problem reduction from Theorem 3.2 does not work. Recall that the graph K-colourability problem is NP-hard only for K 3. On the other hand, for K = 2, it is in P. Analogously, it can be shown for equational problems in CNF over a domain with K elements, that the satis ability problem for K = 2 is one level lower in the polynomial hierarchy for K 3, i.e.: 
Algorithms for Solving Equational Problems
As usual, the complexity analysis of a given problem is not the end of the story. In general, one will try to apply the theoretical insight into the inherent complexity of a problem to the construction of new and more e cient algorithms. An important conclusion to be drawn from the complexity results in the previous section is that in case of a nite domain, the transformation from arbitrary form or DNF into CNF via the distributivity of^and _ does not make sense at all. Hence, when searching for a more e cient algorithm, one should actually try to take the arbitrary form or DNF itself as the starting point for a satis ability test. Note that this is in great contrast to the case of an in nite domain, where the transformation into CNF via the distributivity of^and _ (either as a preprocessing step as in 2] or gradually as in 1]) is clearly a reasonable strategy. In order to illustrate this point in some more detail, we revisit the algorithm from 2] for deciding equational problems over a nite or an in nite domain, respectively. In particular, we shall sketch how this algorithm can be improved in case of a nite domain.
The goal of the algorithm from 2] is a transformation of a given equational problem P into the so-called de nition with constraints form (DWC-form, for short), which is either the trivially true problem > or the trivially false problem ? or an 9 -DNF, where the disjuncts are of the form P i x i1 = s i1^: : :^x ik i = s ik i^z i1 6 = t i1: : :^z il i = t il i ], s.t. the x ij are variables that occur exactly once in P i and every z ij is a variable that is syntactically di erent from the term t ij on the right-hand side.
Moreover, disequations are only allowed in case of an in nite domain. It is shown in 2], that an arbitrary equational problem is satis able, i it can be transformed into a DWC-form that is syntactically di erent from ?. (4) , only uni cation is required. By the p 2 -hardness of equational problems in arbitrary form over any non-trivial domain (cf Theorem 3.1), we cannot really expect to get rid of these two sources of exponential complexity. Note that this algorithm was re ned in 1]. However, in the worst case, the two above mentioned sources of exponential complexity are still present.
On the other hand, in case of a nite domain, all of the steps (1) through (4) have exponential complexity. As far as the steps (1) and (3) are concerned, this is clear. The steps (2) and (4) also have exponential complexity due to the \expensive" transformation rules U 5 and E, respectively, given in 2]: Let = fa 1 ; : : : ; a n g denote a signature without proper function symbols. Suppose that our equational problem is of the form (9x)(8y) P^Q], s.t. Q contains a universally quanti ed variable y from y. Then, by the rule U 5 , we may replace P^Q by P^Q(y a 1 )^: : :^Q(y a n )].
Likewise, let us consider an equational problem (9x) P 1 _ : : : _ P n ] in 9 -DNF, s.t. the disjunct P i is of the form P i Q^x 6 = t^R. Then P i may be transformed by the rule E into the disjunction P 0 i (Q^a 1 6 = t^R) _ : : : _ (Q^a n 6 = t^R).
Of course, the transformation system given in 2] also contains \cheap" rules, whose application is always preferred to the \expensive" ones recalled above. However, in general, the application of the \expensive" rules cannot be avoided and the overall complexity of the steps (2) and (4) is thus exponential in the worst case.
In other words, the exponential complexity of the steps (1) and (3) is not justied in case of a nite domain since, in contrast to an in nite domain, the resulting equational problems are just as hard to solve as the original ones. Instead we should eliminate straight away the universally quanti ed variables via the rule U 5 . Note that this rule is not restricted to a particular form of the equational problem. Moreover, the rule E does not necessarily have to be restricted to the elimination of non-ground disequations. Instead, it can be used to eliminate all existentially quanti ed variables, i.e.: Let (9x) P _ Q] be an equational problem, s.t. Q contains an existentially quanti ed variable x from x. Then, analogously to the rule U 5 , we may replace P _ Q by P _ Q(x a 1 ) _ : : : _ Q(x a n )]. Of course, both the elimination of the universally quanti ed variables via the rule U 5 and the elimination of the existentially quantied variables via the (modi ed) rule E have exponential complexity. However, by the p 2 -completeness result from Theorem 3.1, two orthogonal sources of non-polynomial complexity are somehow to be expected anyway.
Conclusion
The main result of this paper is the proof of the p 2 -completeness of the satis ability problem for equational problems in CNF over a nite domain with at least three elements. In particular, DNF and CNF have been shown to be equally hard for such a domain. This is in great contrast to the case of an in nite domain, for which the NP-membership of CNF was proven in 4], while the p 2 -hardness proof from Theorem 3.1 for equational problems in DNF also applies to an in nite domain. On the other hand, the p 2 -membership proof from Theorem 3.1 cannot be simply extended to an in nite domain. The obvious upper bound on the complexity is NEXPTIME, since we can of course solve equational problems in DNF over an in nite domain by rst transforming the DNF into CNF via the distributivity of^and _ (in general, at the expense of an exponential blow-up) and then apply the NP-algorithm from 4]. Closing the gap between the p 2 -lower bound and the NEXPTIME-upper bound is an interesting open problem.
More importantly, the search for more e cient algorithms on equational problems should be continued. As a rst step in this direction, we have sketched in Section 4 how simple modi cations of the algorithm from 2] may lead to a signi cant improvement in case of a nite domain. An important lesson to be learnt from our complexity results is that one should not try to treat the cases of a nite domain and of an in nite domain, respectively, in a uniform way.
