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STRONG UNIFORM CONSISTENCY WITH RATES FOR KERNEL DENSITY
ESTIMATORS WITH GENERAL KERNELS ON MANIFOLDS
HAU-TIENGWU AND NANWU
ABSTRACT. We provide a strong uniform consistency result with the convergence rate for
the kernel density estimation on Riemannian manifolds with Riemann integrable kernels
(in the ambient Euclidean space). We also provide a strong uniform consistency result
for the kernel density estimation on Riemannian manifolds with Lebesgue integrable ker-
nels. The kernels considered in this paper are different from the kernels in the Vapnik-
Chervonenkis class that are frequently considered in statistics society. We illustrate the
difference when we apply them to estimate probability density function. We also provide
the necessary and sufficient condition for a kernel to be Riemann integrable on a submani-
fold in the Euclidean space.
1. INTRODUCTION
Motivated by analyzing modern machine learning algorithms, we provide a strong uni-
form consistency result with the convergence rate for kernel density estimation (KDE)
with general kernels on Riemannian manifolds. Our main results can be summarized as
follows. Let M be a smooth d dimensional compact manifold without boundary isometri-
cally embedded in Rp through ι . Let x1, · · · ,xn be a sequence of points independently and
identically (i.i.d) sampled fromM following the probability density function P onM.
(1) Suppose K(t) : R≥0 → R (not necessary non-negative) is a bounded Riemann in-
tegrable kernel function with a proper decay rate. Suppose
∫
Rd K(‖v‖Rd )dv = 1.
Consider the kernel density estimator at x ∈M as
Kn(x) =
1
nεdn
n
∑
i=1
K
(‖ι(xi)− ι(x)‖Rp
εn
)
. (1.1)
Under a suitable relationship between εn and n, we show that supx∈M |Kn(x)−
EKn(x)| → 0 a.s. and we will provide the convergence rate. If we further assume
that the probability density function P is Ho¨lder continuous on M, then we have
supx∈M |EKn(x)−P(x)| → 0 with a convergence rate.
(2) Suppose Kε : ι(M)× ι(M)→ R≥0 is a sequence of bounded Lebesgue integrable
kernel with compact support indexed by ε > 0. Moreover,
∫
MKε(ι(x), ι(y))dV (y)=
1, where dV is the volume form onM. Let
Kn,ε(x) =
1
n
n
∑
i=1
Kε (ι(x), ι(xi)) . (1.2)
Under a suitable relationship between ε and n, we show that Kn,ε(x)→ P(x) a.s.
in the L1 sense under different conditions on P.
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To our knowledge, this is the first KDE work on manifold with such a generality. Com-
pared with the general kernels in the “Vapnik-Chervonenkis (VC) class” considered in [7],
the kernels considered in this work are quantified by their integrability properties. The con-
sideration of this kernel setup is motivated by analyzing the locally linear embedding (LLE)
[15] under the manifold setup [19]. The LLE algorithm is a well-developed and widely ap-
plied unsupervised nonlinear dimensional reduction algorithm. At the first glance, the LLE
algorithm seems irrelevant to KDE. However, it is shown in [19] that under the manifold
setup, by representing the barycentric coordinate on the tangent space, the KDE naturally
appears. The KDE turns out to play a significant role in the asymptotic analysis. The kernel
associated with the LLE algorithm has several interesting properties. It is adaptive to the
geometry underlying the dataset and depends on the regularization chosen for the barycen-
tric coordinate evaluation, so the kernel varies from point to point and might be irregular.
The kernel might not be non-negative, particularly if the regularization is not chosen prop-
erly. Moreover, the kernel behavior near the boundary is dramatically different from that
away from the boundary [20]. While the kernel associated with the LLE algorithm turns
out to be not that pathological, it is natural to suspect if we would encounter more general
and pathological kernels in other modern machine learning algorithms. It is this suspicion
that motivated us to consider the more general kernel setups under the manifold setup.
Our results could be viewed as a generalization of various existing results. The tra-
ditional KDE on the Euclidean space was first considered by M. Rosenblatt [13] and E.
Parzen [9]. Let P be a probability density function on Rd . Let x1, · · · ,xn be a sequence of
i.i.d samples from Rd based on P. Let εn be a sequence of numbers such that ε := εn → 0
and nεdn → ∞ as n→ ∞. For x ∈ Rd , the kernel density estimator at x is defined as
Kn(x) :=
1
nεd
n
∑
i=1
K
(
xi− x
ε
)
, (1.3)
whereK(x)≥ 0 is a bounded real valued function onRd . After [13, 9], a lot of results under
various conditions were proposed. We summarize those results that are directly related to
our work.
(1) In [4], the authors consider the KDE on the Euclidean space. It is shown that
if P is bounded and K is non-negative and its Lebesgue integration is 1, then
Kn(x) → P(x) in L1(Rd) a.s. when n→ ∞. It is also shown that if there is no
condition on P and K further satisfies certain decay rate, then Kn(x) → P(x) in
L1(R
d) a.s. when n→ ∞. In [5], it is shown that if P is uniformly continuous
and K is non-negative with certain decay rate and Riemann integration 1, then
Kn(x)→ P(x) for all x, a.s. when n→ ∞.
(2) In [7] and [6], the authors consider the KDE in the Euclidean space. The authors
provide the L∞ convergence rate from Kn(x) to EKn(x) for bounded P and K in the
VC class. Compared with the convergence of Kn(x) to EKn(x), the regularity of P
is necessary for the convergence rate from EKn(x) to P(x). The result is applied
to the density clustering problem in [12]. The proof of the convergence of Kn(x)
to EKn(x) relies on the Radamacher process. In this process, it is crucial that the
ε-covering number of the kernel in the L2 norm is of order 1εv for some v > 0 so
that the log of the covering number is an integrable function of ε . We mention that
the VC class is in some sense stronger than Riemann integrable in that there exists
a bounded kernel with compact support which is continuous except at one point
but not in the VC class. We will discuss this difference more extensively below.
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(3) There have been several KDE results on compact Riemannian manifold without
boundary. In [10], the author works on a closed Riemannian manifold while as-
suming P isC2 andK is a non-negativeLebesgue integrable with compact support.
Through the Taylor expansion of P, the author provides the convergence rate of
EP‖Kn−P‖L2(M). In this work, the author uses the geodesic distance rather than
the ambient Euclidean distance to construct the kernel, while in practice the geo-
desic distance information is usually not accessible to researchers. In [2], under a
similar assumption, the authors prove the same L2 convergence on compact mani-
fold with boundary.
(4) We mention that the asymptotic convergence of KDE in the pointwise sense under
the manifold setup is widely considered implicitly in several asymptotic analyses
of manifold learning algorithms. In addition to those in the LLE analysis men-
tioned above [19, 20], see, for example, [1] and many others. To our knowledge,
in most work, since the KDE is not the focus, usually the probability density func-
tion and the kernel, if needed, are assumed to behave nicely.
To our knowledge, there is no L∞ convergence result with a detailed analysis in the
manifold setup. A closely related result under the different kernel assumption is shown in
[12]. Indeed, in [12], when the dataset is sampled from the manifold, the authors directly
generalize [7, Corollary 2.2] to estimate the mollified density function in the ambient space,
where the kernel is in the VC class. Thus, the convergence in [12] is extrinsic to the ambient
Euclidean space but not intrinsic to the manifold. The convergence in [12] might suffer
when the ambient space dimension is high, and it is not clear how to direct deconvolve the
estimated mollified density function to recover the density function on the manifold. On
the other hand, we found that the technical challenge to produce the convergence rate of
the KDE on manifolds with kernels classified by their integrability is different from that
with kernels in the VC class.
Through the whole paper, we consider the following manifold model. Let M be a
smooth d dimensional compact manifold without boundary isometrically embedded in Rp
through ι . Let P be a probability density function on M. Let x1, · · · ,xn be i.i.d sampled
fromM based on P. We will discuss the KDE with two types of kernels: isotropic Riemann
integrable kernels and Lebesgue integrable kernels. We impose different conditions on the
probability density function P and study the convergence behavior of the kernel density
estimator. We use u= (u1, · · · ,up) to denote a vector in Rp and v = (v1, · · · ,vd) to denote
a vector in Rd .
2. KERNEL DENSITY ESTIMATION WITH RIEMANN INTEGRABLE KERNELS
We start from stating our assumptions on the kernel.
Assumption 2.1. Suppose K(t) : R≥0 → R is the kernel function satisfying the following
conditions:
(i) K is a bounded function on R≥0; that is, supt∈R≥0 |K(t)|= Ksup for some Ksup > 0.
(ii) K is Riemann integrable on any compact subset [0,a], where a> 0.
(iii) There exists a ρ > 0, such that if t ≥ ρ , then |K(t)| ≤ 1
tα
, where α > d.
(iv)
∫
Rd K(‖v‖Rd )dv = 1.
We have a few comments about the above assumptions. First, we do not need the ker-
nel to be non-negative. Second, since K(‖u‖Rp) can be regraded as an isotropic kernel
function on the ambient space Rp, we still call the kernel an isotropic one for the den-
sity estimation on M despite the fact that it is not isotropic with respect to the intrinsic
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geometry of the manifold. Third, note that if K(t) : R≥0 → R is a bounded function that
is Riemann integrable on the compact subsets [0,a] for any a and f : A ⊂ Rq → R≥0 is a
continuous function on a closed rectangle A, then it is in general not true that K ◦ f is Rie-
mann integrable on A. However, if f is the Euclidean distance function; that is, f (x) = ‖x‖,
we know that K(‖v‖Rq) is Riemann integrable on any closed rectangle A in Rq. Hence,∫
Rd K(‖v‖Rd )dv= 1 in the assumptions can be either understood as an improper Riemann
integral or as a Lebesgue integral.
Let εn be a sequence of numbers such that εn → 0, as n→ ∞. For x ∈M, consider the
kernel density estimator at x defined in (1.1). Note that
EKn(x) =
∫
M
1
εdn
K
(‖ι(y)− ι(x)‖Rp
εn
)
P(y)dV (y), (2.1)
where dV is the volume form onM. We need to emphasize that the integration in the above
equation should be understood as Lebesgue integral onM even though we assume thatK(t)
is Riemann integrable. In fact, we will see in the later section that under the manifold setup
we consider here, for an arbitrary Riemann integrable kernel K(t), K
( ‖ι(y)−ι(x)‖Rp
εn
)
may
not be a Riemann integrable function onM.
In this section we expect to show that when n→ ∞,
Kn(x)→ P(x) (2.2)
a.s. for all x onM under some convergence rate; that is, L∞ convergence. We split this result
in two steps, including the variance analysis and the bias analysis. In the bias analysis,
under the regularity assumption of P, we control ‖EKn(x)−P(x)‖L∞(M) in the deterministic
way. In the variance analysis, we control the variance of ‖EKn(x)−Kn(x)‖L∞(M) in the
probabilistic sense, where the regularity assumption of P is not needed.
2.1. Variance analysis. We introduce the partition number for the kernel K(t) satisfying
Assumption 2.1. The partition number plays an essential role in calculating the conver-
gence rate.
Definition 2.1. (Partition number) Consider the kernel function K(t) satisfying Assump-
tion 2.1. Let Dlip be a constant that depends only on the d-dimensional smooth and com-
pact manifold without boundary embedded in Rp. See (A.16) for a precise definition. For
any γ > 0, the partition number N(γ) is the smallest integer so that the following condition
is satisfied. If we partition [−Dlipγ− 1α ,Dlipγ− 1α ]d uniformly into N(γ) cubes {Qi}N(γ)i=1 ,
where each Qi is of the form [v1,v1+ a]×·· ·× [vd,vd + a] for a> 0, we have
N(γ)
∑
i=1
[Mi(K)−mi(K)]Vol(Qi)< γ2. (2.3)
Here, Mi(K) and mi(K) are the supremum and infimum of K(‖v‖Rd ) respectively over the
cube Qi.
Recall the above-mentioned fact thatK(‖v‖Rd ) is Riemann integrable over [−Dlipγ−
1
α ,Dlipγ
− 1α ]d .
Hence, the existence of N(γ) follows from the Riemann integrability.
Theorem 2.1. Under Assumptions 2.1, we further assume ‖P‖∞ = PMax for PMax > 0.
Suppose 0< γ <min{ρ−α ,1} and εn → 0 as n→ ∞. When εn ≤D3γ
1
α−d , we have
P{‖EKn−Kn‖∞ ≤D1γ1−
d
α } ≥ 1− 8(2n)2p2+2p exp
{
−D2nεd+
d2
α
n
γ2−
d
α
N(γ)2
}
, (2.4)
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whereD1 andD2 depend on p, d, α , PMax, Ksup, and the second fundamental form of ι(M),
and D3 depends on p, d, α , PMax and the second fundamental form of ι(M).
The definitions of D1, D2 and D3 can be found in the proof, which is postponed to
Appendix A. The proof involves the methods in [5] developed for the convergence analysis
in the Euclidean space setup.
To appreciate the challenge of generalizing this result to Lebesgue integrable kernels,
for simplicity, we assume that M is a rectangle A ⊂ Rd . Since the function K(‖ · ‖Rd ) is
Riemann integrable on A, we can approximate K(‖ · ‖Rd ) by a step function K∗(·) uni-
formly, except on a bad set Aε which can be covered by finitely many rectangles with the
total volume less than ε > 0. Hence, instead of controlling |EKn(x)−Kn(x)| for an arbi-
trary kernel function, we study the variance of the 0−1 kernel over rectangles. In contrast,
if the functionK(‖ ·‖Rd ) is Lebesgue measurable on A, we can still approximateK(‖ ·‖Rd)
by a step function K∗(·) uniformly, except on a bad set Aε . Here, Aε can be covered by
countably, but may not finitely, many rectangles with the total volume less than ε . There-
fore, to control the variance |EKn(x)−Kn(x)|, we have to deal with a bad set Aε associated
with each x. The major difficulty in generalizing the argument from Riemann integrable
kernels to Lebesgue integrable kernels is that if Aε cannot be covered by finite rectangles,
then the variance over Aε can not be controlled uniformly for all x. The reader may refer
to the last two steps in (A.38) in the Appendix for details.
In the following corollary, we state a special case of Theorem 2.1 when the kernel K(t)
has a compact support. We see that the convergence rate is improved from the general case.
Corollary 2.1. Under Assumption 2.1, we further assume that K(t) has a compact support
on [0,ρ ] and ‖P‖∞ = PMax for PMax > 0. Suppose 0< γ < 1 and εn → 0 as n→ ∞. When
εn ≤D3, we have
P
{
sup
x∈M
|EKn(x)−Kn(x)| ≤D1γ
}
≥ 1− 8(2n)2p2+2p exp
{
−D2nεdn
γ2
N(γ)2
}
, (2.5)
where D1 and D2 depend on p, d, PMax, Ksup, and the second fundamental form of ι(M),
and D3 depends on ρ , PMax and the second fundamental form of ι(M).
The proof of the corollary follows directly by choosing γ < 1 and taking α → ∞ in
Theorem 2.1. We explain why the convergence rate is slower when K(t) does not have
compact support. As we show in Lemma A.2, we have a good control of the variance
over any region centered at x that is not too large on the manifold M, and this control is
uniform. To control the variance outside the region, we have to make sure that the tail is
small enough; that is, for η > 0,
∫
M\Bη (x)
1
εdn
K
( ‖ι(y)−ι(x)‖Rp
εn
)
P(y)dV (y) is small enough
when εn is small, where Bη (x) is a geodesic ball of radius η at x ∈M.
WhenM is an Euclidean space, due to the polynomial decay assumption, the larger ‖y−
x‖ is, the smaller the kernel value K(‖y− x‖) is. So, for η > 0, we can choose εn > 0 suf-
ficiently small so that
∫
Rd\BRdη (x)
1
εdn
|K( ‖y−x‖Rdεn )|P(y)dy is small. However, in general, due
to the geometry of the manifold, it is not guaranteed that the larger the geodesic distance
between y and x is, the smaller the kernel value K(‖ι(y)− ι(x)‖). Indeed, two far away
points in the sense of geodesic distance might have short Euclidean distance in the ambi-
ent space. Thus, the only way to make sure that
∫
M\Bη (x)
1
εdn
K
( ‖ι(y)−ι(x)‖Rp
εn
)
P(u)dV (y) is
small is to choose εn further smaller so that
1
εdn
K
( ‖ι(y)−ι(x)‖Rp
εn
)
is small outside Bη(x). In
other words, the slower convergence rate in the non compact kernel case is a result of the
geometry of the manifold.
6 HAU-TIENGWU AND NANWU
The following Corollary is a special case when the kernel K(t) is a step function. The
proof is in Appendix A.
Corollary 2.2. Suppose K(t) = ∑Jj=1 c jχ [a j ,b j ](t), where c j ≤ Ksup and 0 ≤ a j ≤ b j ≤ ρ .
Suppose ‖P‖∞ = PMax for PMax > 0. Let 0< γ < 1 and εn → 0 as n→ ∞. If εn ≤D3, then
P
{
sup
x∈M
|EKn(x)−Kn(x)| ≤D1γ
}
≥ 1− 8(2n)p+2exp
{
−D2nεdn γ2
}
, (2.6)
where D1 depends on d, PMax, J, Ksup and the second fundamental form of ι(M), and D2
depends on d, ρ , PMax and the second fundamental form of ι(M) and D3 depends on ρ ,
PMax and the second fundamental form of ι(M).
Hence, if εn → 0 as n→ ∞ and εn ≤ D3, then with probability greater then 1− 1n2 , we
have
sup
x∈M
|EKn(x)−Kn(x)| ≤D4
√
logn
nεd
, (2.7)
where D4 depends on p, d, PMax, ρ , J, Ksup and the second fundamental form of ι(M)
Since K(t) is a step function, we do not need to approximate it anymore. Hence, in
contrast to Corollary 2.1, there is no partition number and step function approximation
involved and the convergence rate can be further improved.
2.2. Bias analysis. To get the bias analysis with a convergence rate, we need to further
assume the Ho¨lder continuity condition on the probability density function P. In fact,
if we only need to show that ‖EKn(x)−P(x)‖L∞(M) → 0 as εn → 0, then it is sufficient to
assume P is continuous. However, if we want to control the convergence rate of ‖EKn(x)−
P(x)‖L∞(M), we need to know how P(x)→ P(y) when x→ y for x,y ∈M.
Assumption 2.2. Suppose the density function P satisfies ‖P‖∞ = PMax for some PMax > 0
on M. Moreover, P is Ho¨lder continuous so that
|P(x)−P(y)| ≤CPd(x,y)κ , (2.8)
where d(x,y) is x,y is the geodesic distance between x and y on M, 0< κ ≤ 1 and CP > 0.
The main theorem in the bias analysis is discussed when K(t) is compactly supported
or not. The proof of the theorem is in Appendix B.
Theorem 2.2. (1) Under Assumptions 2.1 and 2.2, when 0< γ < 1 and ε ≤ω1γ
2α
(α−d) ,
we have
sup
x∈M
∣∣∣∣
∫
M
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)−P(x)
∣∣∣∣≤ ω2γκ , (2.9)
where ω1 depends ρ , α and d and ω2 depends on ρ , α , d, κ , CP, PMax, Ksup, the
curvature of M and the second fundamental form of ι(M).
(2) Under Assumptions 2.1 and 2.2, we further assume that K(t) is compactly support
on [0,ρ ], where ρ > 0. When 0< γ < 1 and ε ≤ ω1γ2, we have
sup
x∈M
∣∣∣∣
∫
M
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)−P(x)
∣∣∣∣≤ ω2γκ , (2.10)
where ω1 depends on ρ and ω2 depends on ρ , d, κ , CP, PMax, Ksup, the curvature
of M and the second fundamental form of ι(M).
KDE WITH GENERAL KERNEL ON MANIFOLD 7
2.3. Put everything together. We concatenate the variance and the bias analysis to derive
the main result. In the following theorem, we discuss three cases corresponding to those
three cases in the variance analysis. The proof is in Appendix B.
Theorem 2.3. (1) Under Assumptions 2.1 and 2.2, assume 0< γ <min{ρ−α ,1} and
εn → 0 as n→ ∞. When εn ≤ Ω3γ
2α
α−d , we have
P
{
sup
x∈M
|Kn(x)−P(x)| ≤ Ω1(γ1−
d
α + γκ)
}
≥1− 8(2n)2p2+2p exp
{
−Ω2nεd+
d2
α
n
(
γ2−
d
α
N(γ)2
)}
, (2.11)
where Ω1 depends on p, ρ , d, α , κ , CP, PMax, Ksup, the curvature of M and the
second fundamental form of ι(M). Ω2 depends on p, d, α , PMax, Ksup and the
second fundamental form of ι(M). Ω3 depends on p, ρ , α , d, PMax and the second
fundamental form of ι(M).
(2) Under Assumptions 2.1 and 2.2, we further assume that K(t) is compactly sup-
ported on [0,ρ ]. Suppose 0< γ < 1 and εn → 0 as n→ ∞. If εn ≤ Ω3γ2, then
P
{
sup
x∈M
|Kn(x)−P(x)| ≤ Ω1γκ
}
≥ 1− 8(2n)2p2+2p exp
{
−Ω2 nε
d
n γ
2
N(γ)2
}
, (2.12)
where Ω1 depends on p, ρ , d, κ , CP, PMax, Ksup, the curvature of M and the
second fundamental form of ι(M). Ω2 depends on p, d, PMax, Ksup, and the second
fundamental form of ι(M). Ω3 depends on ρ , PMax and the second fundamental
form of ι(M).
(3) Suppose K(t) = ∑Jj=1 c jχ [a j ,b j ](t), where c j ≤ Ksup and 0 ≤ a j ≤ b j ≤ ρ . More-
over, K(t) satiesfies (iv) in Assumption 2.1 . Suppose 0 < γ < 1 and εn → 0, as
n→ ∞. Under Assumption 2.2, if εn ≤ Ω3γ2, then
P
{
sup
x∈M
|Kn(x)−P(x)| ≤ Ω1γκ
}
≥ 1− 8(2n)p+2exp
{
−Ω2nεdn γ2
}
, (2.13)
where Ω1 depends on ρ , d, J, κ , CP, PMax, Ksup, the curvature of M and the second
fundamental form of ι(M). Ω2 which depends on d, ρ , PMax and the second funda-
mental form of ι(M). Ω3 which depends on ρ , PMax and the second fundamental
form of ι(M).
Hence, if εn → 0 as n → ∞ and εn ≤ Ω3, then with probability greater then
1− 1
n2
, we have
sup
x∈M
|Kn(x)−P(x)| ≤ Ω4( logn
nεd
)
κ
2 , (2.14)
where Ω4 depends on p, ρ , d, J, κ , CP, PMax, Ksup, the curvature of M and the
second fundamental form of ι(M).
We believe our idea in the analysis can be generalized to other non-isotropic kernels
which may depend on the intrinsic information of the manifold. However, due to the more
complicated interaction of the non-isotropic kernel and the geometry, the details of the
analysis will depend on the specific kernel.
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2.4. Riemann integrability of an isotropic kernel on a manifold. In this section, we
discuss the necessary and sufficient condition for an isotropic kernel to be Riemann inte-
grable on a manifold when it is Riemann integrable in the ambient space. We will provide
an explicit kernel example that is Riemann integrable in the ambient space but not inte-
grable on the manifold. In this example, although the kernel is not Riemann integrable on
the manifold, by our main theorem, such kernel can still be used for density estimation on
the manifold and the convergence rate can still be estimated. Our theorem in this section
gives the motivation that the results in the Euclidean space may not be easily generalized
to the manifold case when the extrinsic properties of the manifold are involved.
For any function f which is Riemann integrable on any closed ball in Rp, it is not
necessary that f is a Riemann integrable function over any embedded submanifold in Rp.
A trivial example is as follows.
Example 2.1. f (x,y) is defined on R2. f (x,y) = 1 when (x,y) ∈ Q∩ (0,1)×{0}. And
f (x,y) = 0 otherwise. Then f (x,y) is Riemann integrable over any ball in Rp. But, if
(0,1)×{0} is the embedded submanifold, then f (x,y) is not Riemann integrable over the
submanifold.
For the theoretical purpose, one may ask that whether K(
‖ι(y)−ι(x)‖Rp
ε ) is a Riemann
integrable function on the manifoldM. The next theorem provides the necessary and suffi-
cient condition such that K(
‖ι(y)−ι(x)‖Rp
ε ) is Riemann integrable on the manifoldM for any
ε .
Theorem 2.4. Suppose M is a d-dimensional compact smooth manifold without boundary
isometrically embedded in Rp through ι . Fix x ∈M. Let Dx(u) = ‖u− ι(x)‖Rp . The set
of critical points of Dx(u) on ι(M) is Jordan measurable if and only if for any ε > 0,
K(
‖ι(y)−ι(x)‖Rp
ε ) is a Riemann integrable function of y on the manifold for all bounded
kernel K(t) : R≥0 →R that is Riemann integrable on [0,a] for all a> 0.
The proof of Theorem 2.4 is in Appendix C. WhenM is an analytic manifold, the set of
critical points of Dx(u) on ι(M) has measure 0. Because the set of critical points of Dx(u)
on ι(M) is a closed subset of ι(M) containing ι(x), it contains all its boundary points.
Hence, the set of critical points of Dx(u) on ι(M) is Jordan measurable and we have the
following corollary.
Corollary 2.3. Suppose M is a d-dimensional compact analytic manifold without bound-
ary isometrically embedded in Rp through ι . Take a bounded kernel K(t) : R≥0 → R that
is Riemann integrable on [0,a] for all a> 0. Fix x ∈M. For any ε > 0, K( ‖ι(y)−ι(x)‖Rpε ) is
a Riemann integrable function of y on the manifold.
Next, we construct explicitly an embedded manifold ι(M) so that for some ι(x) on
ι(M), the set of critical points of Dx(u) on ι(M) is not Jordan measurable. Moreover,
we construct a function K(t) satisfies Assumption 2.1, but K(
‖ι(y)−ι(x)‖Rp
ε ) is not Riemann
integrable on the manifold for infinity many choices of ε .
Example 2.2. We construct a fat Cantor set C in [0, pi
2
] with non-zero measure. Then there
is a non-negative smooth function f (θ ) that only vanishes onC. f (θ ) can be constructed in
the following way. The complement of C in [0, pi
2
] is the union of countable open intervals.
Then on each of the open interval, f (θ ) is equal to an everywhere positive bump function
subject to the open interval and vanishes on the boundary of the open interval. Moreover,
f (θ ) is 0 on the fat cantor set. We construct the curve γ(θ )⊂ R2 for θ ∈ [0,2pi ] with the
following conditions.
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(1) γ(θ ) is smooth with γ(pi) = (0,0).
(2) γ(θ ) = (( f (θ )+ 1)cos(θ ),( f (θ )+ 1)sin(θ )), for θ ∈ [0, pi
2
].
(3) γ(θ ) for θ ∈ (pi
2
,2pi) is contained in the open unit disc centered at (0,0).
Note that the fat Cantor set C is embedded into the closed curve as a fat Cantor set. In
other words, let C′ = γ(C). Then, the unit circle in R2 is tangent to γ(θ ) along the fat
cantor set C′. Hence, they are the critical points of the function Dx(u) = ‖u‖R2 . The other
critical points on γ(θ ) for θ ∈ [0, pi
2
] are the image of the critical points of f (θ ) in the
open intervals under γ . Thus, they are countable. Therefore, the set of critical points of
Dx(u) = ‖u‖R2 is not Jordan measurable.
K(t) =


1
3
if t ∈ [0,1)∪ (1, 3
2
];
1
t2
if t is a positive integer;
0 everywhere else.
(2.15)
Note that K(t) satisfies Assumption 2.1 and K(t) is not continuous on positive integers
and 3
2
. Fix x = 0 ∈ R2. We can easily see that K( ‖y−0‖R2ε ) = K(
‖y‖
R2
ε ) is not a Riemann
integrable function on γ(θ ), for any ε = 1
k
where k can be any positive integer. In other
word, given the above manifold and kernel, there are arbitrarily small bad choices of ε so
that the kernel fails to be Riemann integrable.
2.5. A comparison between Riemann integrable kernels and kernels in the VC class.
We recall the VC class of kernels subject to a set A in Rp, and refer readers with interest to
[16] and [11] for more general definition. Suppose K(u) is a bounded function on Rp and
K(u) ∈ L1(Rp). Note that K(u) is also in L2(Rp). For any A⊂ Rp, we consider the space
of kernels over A, denoted as F (A), by
F (A) = {K(x−·), x ∈ A}. (2.16)
Suppose P is any probability measure defined on the σ -algebra of the Borel sets in Rp.
Then the L2(P) metric over F (A) is defined as
dL2(P)(K(x−·),K(y−·)) = (
∫
Rp
(K(x− z)−K(y− z))2dP(z)) 12 . (2.17)
Let Ncov(ε,F (A),dL2(P)) be the ε-covering number of F (A) with respect to the metric
dL2(P). Then F (A) is a VC class, whenever there exist constants C > 0 and b > 0 such
that for all 0< ε < 1,
sup
P
Ncov(ε,F (A),dL2(P))≤Cε−b, (2.18)
where the supremum is taken over all the probability measure P defined on the σ algebra
of the Borel sets in Rp. The constants C and b are called the VC characteristics. In [16],
[11], [8], [17], the authors discuss several sufficient conditions for F (A) to be a VC class.
For example, if g1 is a bounded real function with bounded variation, g2(u) is a polynomial
on Rp and K(u) = g1(g2(u)), then F (A) is a VC class.
Next, we show an example of kernel which is Riemann integrable but not in VC class.
Example 2.3. Let K(t) = sin(exp(exp( 1|t| ))) for |t| ≤ 1 and K(t) = 0 for |t| > 1. K(t) is
discontinuous at t =−1,0,1. Hence, K(t) is Riemann integrable. It is also trivial to modify
K(t) so it is discontinuous only at t = 0. Suppose A = [0,1]⊂ R, then F (A) is not a VC
class. The proof is in Appendix D.
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Before closing this subsection, we have a comparison of our results with those shown
in [7]. The authors in [7] proved the following variance analysis result for the density
estimation on the Euclidean space Rd by using the kernel in the VC class.
Theorem 2.5. [Gine´ and Guillou] Let P be a bounded probability density function on Rd .
Let v1, · · · ,vn be a sequence of i.i.d samples from Rd based on P. Suppose K(v) is in the
VC class of Rd with the VC characteristics C and b. Suppose
‖P‖∞
∫
Rd
|K(v)|2dv ≤D. (2.19)
For v ∈ Rd , define the kernel density estimator at v to be
Kn,ε(v) =
1
nεd
n
∑
i=1
K
(
vi− v
ε
)
. (2.20)
Suppose C1 and C2 are constants depending on the VC characteristics. For any c1 >C1
and 0< γ < c1D‖K‖∞ , there is a n0 depending on γ , D, ‖K‖∞ and the VC characteristics, such
that if n> n0, then
P
{
sup
x∈Rd
|EKn(v)−Kn(v)| ≥ 2γ
}
≤C2 exp
{
− 1
D
log(1+ 4c1
C2
)
c1C2
nεdγ2
}
, (2.21)
It is reasonable to compare Theorem 2.5 with Corollary 2.1. In Corollary 2.1, we prove
that if εn ≤D3, then
P
{
sup
x∈M
|EKn(x)−Kn(x)| ≥D1γ
}
≤ 8(2n)2p exp
{
−D2nεdn
γ2
N(γ)2
}
, (2.22)
which has an extra log(n) term compared with (2.21). The term
log(1+
4c1
C2
)
c1C2
in (2.21) and the
term 1
N(γ)2
in (2.22) both characterize the regularity of the kernel. Besides this difference,
the convergence rate in Theorem 2.5 and Corollary 2.1 are the same. However, in the case
when the kernel is not in the VC class,
log(1+
4c1
C2
)
c1C2
does not exist.
3. KERNEL DENSITY ESTIMATION WITH LEBESGUE INTEGRABLE KERNEL
We consider the following assumption on the Lebesgue integrable kernel.
Assumption 3.1. Kε : ι(M)× ι(M)→R≥0, where ε > 0, is a sequence of kernel functions
so that the following conditions are satisfied for all ε:
(i) There exists a constant Ksup > 0, such that 0≤ Kε (ι(x), ι(y)) ≤ Ksupεα , for all x,y ∈M
and α ≥ d.
(ii) Kε is a Lebesgue measurable function on ι(M)× ι(M).
(iii) Kε (ι(x), ι(y)) = 0 if ‖ι(x)− ι(y)‖Rp > ε .
(iv)
∫
MKε(ι(x), ι(y))dV (y) = 1, where dV is the volume form on M.
Remark 3.1. For the kernel K(t) satisfies Assumption 2.1, if we apply the same nota-
tion as in Assumption 3.1, we have Kε(ι(x), ι(y)) =
1
εd
K
( ‖ι(y)−ι(x)‖Rp
ε
)
. Hence, for the
isotropic kernel, εdKε (ι(x), ι(y)) ≤ Ksup for all ε . In contrast, if Kε is a kernel defined as
in Assumption 3.1, then εdKε(ι(x), ι(y)) ≤ Ksupεα−d . In other words, Assumption 3.1 is more
general than Assumption 2.1 in the sense that we allow the kernel to blow up as ε → 0.
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Let x1, · · · ,xn be a sequence of i.i.d samples from M based on the probability density
function P onM. For x ∈M, we define the kernel density estimator at x to be
Kn,ε(x) =
1
n
n
∑
i=1
Kε (ι(x), ι(xi)) . (3.1)
Clearly, we have
EKε (x) =
∫
M
Kε(ι(x), ι(y))P(y)dV (y). (3.2)
Then we have the following result for the variance analysis.
Proposition 3.1. Suppose P is measurable on M with ‖P‖∞ = Pmax for some Pmax > 0.
Under Assumption 3.1, if ε → 0 and logn
nε2α−d → 0 as n→ ∞, then, a.s.∫
M
∣∣∣∣∣1n
n
∑
i=1
Kε (ι(x), ι(xi))−EKε(x)
∣∣∣∣∣dV (x)→ 0. (3.3)
The proof of the proposition is in Appendix E, which generalizes the method developed
in [4]. Note that since we apply Scheffe’s Lemma, we require the kernel Kε to be non-
negative. The bias analysis includes the following two cases. The proof of the proposition
is in Appendix E.
Proposition 3.2. (1) Under Assumption 3.1, suppose P is continuous onM with ‖P‖∞ =
Pmax for some Pmax > 0, then EKε (x)→ P(x) for all x ∈M as ε → 0.
(2) Under Assumption 3.1, suppose α = d and P is measurable on M with ‖P‖∞ =
Pmax for some Pmax > 0, then EKε (x)→ P(x) for almost every x ∈M as ε → 0.
Since we have∫
M
∣∣∣∣∣1n
n
∑
i=1
Kε (ι(x), ι(xi))−P(x)
∣∣∣∣∣dV (x)
≤
∫
M
∣∣∣∣∣1n
n
∑
i=1
Kε(ι(x), ι(xi))−EKε(x)
∣∣∣∣∣dV (x)+
∫
M
|EKε (x)−P(x)|dV(x) ,
we can concatenate the previous two propositions and conclude the convergence of Kn,ε to
P in the L1 sense.
Theorem 3.1. Under Assumption 3.1, suppose ε → 0 and logn
nε2α−d → 0 as n→ ∞. Then,
a.s. ∫
M
|Kn,ε(x)−P(x)|dV (x)→ 0 (3.4)
whenever one of the following conditions holds.
(1) P is continuous on M with ‖P‖∞ = Pmax for some Pmax > 0.
(2) α = d and P is measurable on M with ‖P‖∞ = Pmax for some Pmax > 0.
In a specific case, by using the same argument as in Theorem 3.2, we can prove the
convergence of the density estimation in L1 sense for an isotropic nonnegative Lebesgue
integrable kernel.
Theorem 3.2. Suppose K(t) :R≥0 →R≥0 is a non-negative Lebesgue integrable function
satisfying conditions (i), (iii) and (iv) in Assumption 2.1, and P is measurable on M with
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‖P‖∞ = Pmax for some Pmax > 0. Suppose ε → 0 and lognnεd → 0 as n→ ∞. Then, for the
kernel defined in (1.1), we have a.s.∫
M
|Kn(x)−P(x)|dV(x)→ 0 (3.5)
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APPENDIX A. PROOF OF THEOREM 2.1 AND COROLLARY 2.2
Definition A.1. We define a rectangle R in Rp as any set that is isometric to (a1,b1]×·· ·×
(ap,bp] in R
p, i.e. R is equal to (a1,b1]×·· ·× (ap,bp] up to a rotation.
Denote BR
p
to be a closed ball in Rp. Unless necessary, we do not specify the centers
of the rectangles and the balls. We define a half open cube centered at the origin of side
length 2a in Rp as
Qa = (−a,a]p. (A.1)
For Ω ⊂ Rp, we define the following sets related to rectangles:
Rr(Ω) = {R∩Ω|R∩Ω 6= /0,diam(R)≤ r} (A.2)
and the following sets related to balls:
Br(Ω) =
{
BR
p ∩Ω
∣∣∣BRp ∩Ω 6= /0,radius of BRp ≤ r} . (A.3)
Suppose the points {xi}ni=1 are i.i.d. samples from the random variables with the density
function P supported on the manifold M. Let ι−1 be the inverse of ι . Then P ◦ ι−1 is
the corresponding probability density function on ι(M). And ι∗dV is the volume density
associated with the metric on ι(M). Then ι(x1), · · · , ι(xn) can be regarded as a sequence
of i.i.d samples from ι(M) based on the density function P◦ ι−1. We denote the empirical
measure associated with the measure PdV as
Pn :=
1
n
n
∑
i=1
δxi , (A.4)
where δxi is the delta measure supported on xi. Similarly, we denote the empirical measure
associated with the measure P◦ ι−1ι∗dV :
(P◦ ι−1)n := 1
n
n
∑
i=1
δι(xi) . (A.5)
For any Lebesgue measurable subset A of ι(M), denote
µ(A) :=
∫
A
P◦ ι−1ι∗dV and µn(A) :=
∫
A
(P◦ ι−1)n . (A.6)
Recall the following definitions of the VC dimension and the growth function [18].
Definition A.2. Let H be a family of subsets of Rp. For any finite subset C ⊂ Rp, the
intersection H ∩C = {h∩C,h ∈ H} is a family of subset of C. Obviously |H ∩C| ≤ 2|C|.
We say that C is shattered by H if |H ∩C| = 2|C|, i.e. H ∩C contains all subsets of C. The
VC dimension H is the largest cardinality of C that can be shattered by H.
Suppose C = {u1, · · · ,un} ⊂ Rp. Then, |H ∩C| ≤ 2n. Hence, we define the growth
function as follows,
G(H,n) =max
C
|H ∩C|, (A.7)
where max is taken over all possible C, i.e. all possible sets of n points in Rp.
The Sauer’s lemma [14] relates the growth function and the VC dimension of H.
Lemma A.1 (Sauer).
G(H,n)≤ ( ne
dVC
)dVC , (A.8)
where dVC is the VC dimension of H.
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Suppose H1 is the set of all p dimensional rectangles in R
p defined as in Definition
A.1, then G(H1,2n) ≤ (2n)2p2+2p, [3]. Let H2 be the set of all closed balls in Rp. It is
also known that the VC dimension of H2 is p+ 2. Hence, by Sauer’s lemma, G(H2,2n)≤
( 2ne
p+2)
p+2 ≤ (2n)p+2. By using the same argument of in Lemma 1 and Lemma 2 in [5], we
have the following Lemma:
Lemma A.2. Let H1 be the set of all p dimensional rectangles in R
p defined as in Defini-
tion A.1. Suppose we can find r > 0 so that supA∈R2r(ι(M)) µ(A)≤ b≤ 14 . For any δ > 0 ,
if n≥max( 1
b
, 8b
δ 2
)
, then we have
P
{
sup
A∈Rr(ι(M))
|µn(A)− µ(A)| ≥ δ
}
≤ 4G(H1,2n)exp
{
− nδ
2
64b+ 4δ
}
+ 8nexp
{
−nb
10
}
(A.9)
≤ 4(2n)2p2+2p exp
{
− nδ
2
64b+ 4δ
}
+ 8nexp
{
−nb
10
}
.
(A.10)
We can use the same method to prove the following lemma.
Lemma A.3. Let H2 be the set of all closed balls in R
p. Suppose we can find r so that
supA∈B2r(ι(M)) µ(A)≤ b≤ 14 . For any δ > 0 , if n≥max
(
1
b
, 8b
δ 2
)
, then
P
{
sup
A∈Br(ι(M))
|µn(A)− µ(A)| ≥ δ
}
≤ 4G(H2,2n)exp
{
− nδ
2
64b+ 4δ
}
+ 8nexp
{
−nb
10
}
(A.11)
≤ 4(2n)p+2 exp
{
− nδ
2
64b+ 4δ
}
+ 8nexp
{
−nb
10
}
.
(A.12)
Remark A.1. The arguments in Lemma 1 and Lemma 2 in [5] do not rely on the struc-
ture of ι(M) at all. In fact, the same conclusions hold for supA∈Rr(Ω) |µn(A)− µ(A)| or
supA∈Br(Ω) |µn(A)−µ(A)| for any set Ω ⊂Rp, as long as the sets in Rr(Ω) or Br(Ω) are
measurable.
For any x ∈M, we introduce the following coordinates for ι(M) which represents ι(M)
locally as the graph of some function. Generally speaking, there are several canonical
ways to build up a coordinate on a manifold. For example, there are normal coordinates
and harmonic coordinates. However, we introduce the following one since it is closely
related to the idea of the previous lemmas and is useful in the proof of the main theorems.
Let e1, · · · ,ep be the standard orthonormal basis of Rp. Without loss of generality, we
assume that ι is an isometric embedding so that ι(x) = 0 ∈ Rp and ι∗TxM is the subspace
Rd ⊂ Rp generated by e1, · · · ,ed . Let u = (u1, · · · ,up) ∈ Rp, we define the projection:
Ix : R
p →Rd ,
Ix(u) = (u1, · · · ,ud). (A.13)
If λ1 is small enough, then Ix is a diffeomorphism from [−λ1,λ1]p∩ι(M) onto [−λ1,λ1]d ⊂
Rd . Let I−1x be the inverse map from [−λ1,λ1]d to [−λ1,λ1]p∩ ι(M), then for v ∈ Rd , we
have
I−1x (v) = (v,g1(v), · · · ,gp−d(v)) , (A.14)
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where for k = 1, · · · , p− d, gk is a smooth function of v, and gk(v) = ∑i, j aki j(x)viv j +
O(‖v‖3
Rd
). Note that I−1x is bi-Lipschitz. Since M is compact, we can choose λ1 and Clip
that satisfy the following conditions:
(1) I−1x is a diffeomorphism from [−λ1,λ1]d to [−λ1,λ1]p∩ ι(M), for all x ∈M.
(2) For any x∈M, I−1x is bi-Lipschitz with a bi-Lipschitz constant bounded byClip≥ 1
so that for any v1,v2 ∈ [−λ1,λ1]d ,
‖v1− v2‖Rd ≤ ‖I−1x (v1)− I−1x (v2)‖Rp ≤ d(I−1x (v1), I−1x (v2))≤Clip‖v1− v2‖Rd , (A.15)
where d(·, ·) denotes the geodesic distance on ι(M).
Note that Clip depends on a
k
i j(x), and hence depends on the second fundamental form of
ι(M) in Rp.
Next, take λ ≤ λ1 and define a map Jx from [−λ ,λ ]d to Rd by
Jx(v) =
√
‖v‖2
Rd
+ g21(v)+ · · ·+ g2p−d(v)
v
‖v‖Rd
. (A.16)
For a fixed direction v‖v‖
Rd
, denote t := ‖v‖Rd so that v= v‖v‖
Rd
t. Since gk(v)=∑i, j a
k
i j(x)viv j+
O(‖v‖3
Rd
) for 1≤ k ≤ p− d, we have
g21(v)+ · · ·+ g2p−d(v) =
[
A
(
x,
v
‖v‖Rd
)
+O(t)
]2
t4 (A.17)
for a smooth function A :M× Sd−1 → R. Taking the derivative with respect to t, we can
show that if λ is small enough, then g21(v)+ · · ·+ g2p−d(v) is a non decreasing function of
t. Hence, Jx(v) is bijective on [−λ ,λ ]d . Since M is compact, we can choose λ and Dlip
that satisfy the following conditions:
(1) λ ≤ λ1.
(2) Jx is a homeomorphism from [−λ ,λ ]d onto its image for all x∈M and Jx is smooth
except at 0.
(3) For any x∈M, Jx is bi-Lipschitz with a bi-Lipschitz constant bounded by Dlip ≥ 1
so that for any v1,v2 ∈ [−λ ,λ ]d ,
1
Dlip
‖v1− v2‖Rd ≤ ‖Jx(v1)− Jx(v2)‖Rd ≤ Dlip‖v1− v2‖Rd . (A.18)
Note that Dlip depends on a
k
i j(x), hence depends on the second fundamental form of
ι(M) in Rp. Moreover, as a consequence of (A.16), we have [−λ ,λ ]d ⊂ Jx([−λ ,λ ]d) ⊂
[−Dlipλ ,Dlipλ ]d .
By using the maps Jx and Ix constructed above, we have the following approximation
lemma.
Lemma A.4. Fix x ∈ M. Without loss of generality, we assume that ι(M) is rotated
and translated, so that ι(x) = 0 ∈ Rp and ι∗TxM is the subpace Rd ⊂ Rp generated by
e1, · · · ,ed . Let λ and Dlip be the constants described as in the construction of the map Jx.
Suppose K(t) : R≥0 → R is a bounded Riemann integrable function. For any η > 0,
choose εn so that εnη < λ . We partite [−Dlipη ,Dlipη ]d uniformly into N (η ,γ) cubes
{Qi}N (η,γ)i=1 , where each Qi is of the form [v1,v1+ a]×·· ·× [vd,vd + a] for a> 0 so that
N (η,γ)
∑
i=1
(Mi(K)−mi(K))Vol(Qi)< γ2 , (A.19)
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where Mi(K) and mi(K) are the supremum and infimum of K(‖v‖Rd ) over the cube Qi
respectively.
For u ∈ Qεnη ∩ ι(M), there is an approximation of K
( ‖u‖Rp
εn
)
by a function K∗εn(u) =
∑
N1
i=1 aiχAi(u) with the following properties:
(1) 0≤ |a1|, · · · , |aN1 | ≤ Ksup and N1 ≤N (η ,γ).
(2) {Ai} are disjoint sets and Ai = Ri∩ ι(M), where {Ri} are rectangles in Qεnη de-
fined as in Definition A.1.
(3) For u ∈ Qεnη ∩ ι(M), we have∣∣∣∣K∗εn(u)−K
(‖u‖Rp
εn
)∣∣∣∣< (⌈Dlip⌉+ 1)dγ,
except on a set D⊂ Qεnη ∩ ι(M).
(4) D⊂ ⊔N2i=1A′i, {A′i} are disjoint sets and A′i = R′i∩ ι(M) and {R′i} are rectangles in
Qεnη defined as in Definition A.1.
(5) N2 ≤N (η ,γ) and ∑N2i=1Vol(A′i)< [Clipεn(⌈Dlip⌉+ 1)]dγ .
Proof. For v ∈ (−η ,η ]d , let
Jx,εn(v) :=
1
εn
Jx(εnv). (A.20)
Note that Jx,εn is well defined by the choice of η and εn. A key observation is that for
u ∈ Qεnη ∩ ι(M),
K
(‖u‖Rp
εn
)
= K
(∥∥∥∥Jx,εn
(
Ix(u)
εn
)∥∥∥∥
Rd
)
. (A.21)
Moreover, both Jx,εn and Ix are bi-Lipschitz homeomorphism. Since Jx,εn
(
Ix(u)
εn
)
is smooth
except at one point, we are able to apply the change of variables formula later.
Let us start with approximating K(‖Jx,εn(v)‖Rd ) for v ∈ (−η ,η ]d . The construction is
based on a development of the proof of the well known statement “a function is Riemann
integrable if and only if the set where the function is discontinuous has measure 0”, while
taking the map Jx,εn into account. Based on the scaling argument and the fact that Jx is
bi-Lipschitz homeomorphism with a bi-Lipschitz constant bounded by Dlip ≥ 1, we have
the follwing observations about Jx,εn ,
(1) Jx,εn is a bi-Lipschitz homeomorphismwith the same bi-Lipschitz constantDlip as
Jx.
(2) [−η ,η ]d ⊂ Jx,εn([−η ,η ]d)⊂ [−Dlipη ,Dlipη ]d .
Note that K(‖v‖Rd ) is integrable on [−Dlipη ,Dlipη ]d . We partite [−Dlipη ,Dlipη ]d uni-
formly into N (η ,γ) disjoint cubes {Qi}N (η,γ)i=1 , where each Qi is of the form [v1,v1 +
a]×·· ·× [vd,vd + a] for a> 0 so that
N (η,γ)
∑
i=1
(Mi(K)−mi(K))Vol(Qi)< γ2 , (A.22)
where Mi(K) and mi(K) are the supremum and infimum of K(‖v‖Rd ) over the cube Qi
respectively. Let S1 denote the set of cubes Qi whereMi(K)−mi(K)< γ and let S2 denote
the set of cubes Q j where whereM j(K)−m j(K)≥ γ . Clearly, max{|S1|, |S2|} ≤N (η ,γ)
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and
∑
Qi∈S1
(Mi(K)−mi(K))Vol(Qi)+ ∑
Q j∈S2
(M j(K)−m j(K))Vol(Q j)< γ2. (A.23)
Hence, ∑Q j∈S2Vol(Q j)< γ .
Denote S3 := {Q j ∈ S2|Q j∩Jx,εn([−η ,η ]d) 6= /0}. DenoteS :=∪Q j∈S3Q j∩Jx,εn((−η ,η ]d).
Since diam(Q j∩Jx,εn((−η ,η ]d))≤ diam(Q j), we have diam
(
J−1x,εn(Q j∩Jx,εn((−η ,η ]d))
)≤
Dlipdiam(Q j). Note that the diameters of the above sets are measured by the canonical
metric of Rd . Therefore, each J−1x,εn(Q j∩Jx,εn([−η ,η ]d))
)
can be covered by no more than
(⌈Dlip⌉+ 1)d cubes Q j.
Let S4 denote the set of cubes that cover J
−1
x,εn(S ). Then |S4| ≤ (⌈Dlip⌉+ 1)d |S3| ≤
(⌈Dlip⌉+ 1)d|S2|, and
∑
Q j∈S4
Vol(Q j)< (⌈Dlip⌉+ 1)dγ. (A.24)
Let L := {Li := Qi ∩ [−η ,η ]d}. Then, each Li is a closed rectangle in Rd . Set L =
L1∪L2, where L2 = {Li = Qi∩ [−η ,η ]d |Qi ∈ S4} and L1 := L \L2. By construction,
the union of Li ∈L2 covers J−1x,εn(S ). Moreover,
∑
Li∈L2
Vol(Li)≤ ∑
Q j∈S4
Vol(Q j)< (⌈Dlip⌉+ 1)dγ. (A.25)
For each Li ∈L1, Jx,εn(Li)⊂S c∩ Jx,εn([−η ,η ]d). Hence Jx,εn(Li) can be covered by Q j
in S1, and hence diam(Jx,εn(Li)) ≤ Dlipdiam(Li) ≤ Dlipdiam(Q j). Again, the diameters
of the above sets are measured by the canonical metric of Rd . Therefore, Jx,εn(Li) can be
covered by no more than (⌈Dlip⌉+ 1)d cubes in S1. Denote Mi(K,J) and mi(K,J) be the
supremum and infimum of K(‖Jx,εn(v)‖Rd ) over Li ∈L1 respectively. Since Jx,εn(Li) is a
path connected set, by the triangle inequality, we have
Mi(K,J)−mi(K,J)< (⌈Dlip⌉+ 1)dγ, (A.26)
for Li ∈L1.
Note that each Li is of the form [v
i
1,v1+ a
i
1]× ·· ·× [vid,vid + aid]. Define L˜i = (vi1,v1+
ai1]×·· ·× (vid,vid + aid]. For v ∈ (−η ,η ]d , define
K∗Jx,εn (v) = ∑mi(K,J)χ L˜i(v), (A.27)
where the summation is over all the L˜i such that Li ∈ L1 and L˜i ∩ (−η ,η ]d 6= /0. Then,
|K∗Jx,εn (v)−K(‖Jx,εn(v)‖Rd )| < (⌈Dlip⌉+ 1)dγ on (−η ,η ]d , except on the set ∪Li∈L2 L˜i.
And ∑Li∈L2Vol(L˜i)< (⌈Dlip⌉+ 1)dγ .
We define
K∗εn(u) = K
∗
Jx,εn
(
Ix(u)
εn
)
, (A.28)
where u ∈ Qεnη ∩ ι(M). If we use a scaling argument, then we can show that K∗εn(u) =
∑
N1
i=1 aiχAi(u) and it satisfies the following properties:
(1) 0≤ |a1|, · · · , |aN1 | ≤ Ksup and N1 ≤N (η ,γ).
(2) {Ai} are disjoint sets and Ai=Ri∩ι(M), where {Ri} are rectangles inQεnη defined
as in Definition A.1.
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(3) For u ∈ Qεnη ∩ ι(M), we have∣∣∣∣K∗εn(u)−K
(‖u‖Rp
εn
)∣∣∣∣< (⌈Dlip⌉+ 1)dγ,
except on a set D⊂ Qεnη ∩ ι(M).
(4) D ⊂ ⊔N2i=1A′i, {A′i} are disjoint sets and A′i = R′i∩ ι(M) and {R′i} are rectangles in
Qεnη defined as in Definition A.1.
(5) N2 ≤N (η ,γ) and ∑N2i=1Vol(A′i)< [Clipεn(⌈Dlip⌉+ 1)]dγ .
Note that we also use the fact that Ix is Clip bi-Lipschitz to prove (5). 
Proof of Theorem 2.1. We fix x ∈ M and show the conclusion holds for any x. Without
loss of generality, we assume that ι(M) is rotated and translated, so that ι(x) = 0 ∈Rp and
ι∗TxM is the subpace Rd ⊂Rp generated by e1, · · · ,ed .
Choice of λ
Choose λ as described in the previous construction. Moreover, it also satisfies the
following bound
PMax[2Clipλ ]
d ≤ 1
4
. (A.29)
Choice of η based on γ
Suppose 0< γ <min{ρ−α ,1}. We choose η = γ− 1α ≥ ρ . If K(t) has a compact support
on [0,ρ ], we simply require η = ρ . Let T (t) = 1
tα
for t > 0. Then, by the assumption we
immediately have the following statements:
(1) |K(t)| ≤ γ whenever t ≥ η .
(2)
∫(
BR
d
η (0)
)c T (‖v‖Rd )dv≤ |Sd−1|α − d γ1− dα , (A.30)
where BR
d
η (0) is ball of radius η .
Choice of εn based on γ
We choose εn small enough, so that
8
√
pε
1− dα
n γ
− 1α < λ . (A.31)
Note that this automatically implies εnη ≤ λ . If K(t) has compact support on [0,ρ ], we
simply require εnη = εnρ ≤ λ . In other words, by letting D3 =
(
λ
8
√
p
) α
α−d
, we have
εn ≤D3γ
1
α−d . (A.32)
Similarly, we take D3 =
λ
ρ when K(t) has compact support, and hence εn ≤D3.
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We start to analyze the term |EKn(x)−Kn(x)| for the previously fixed x. Note that we
will use the fact that ι(x) = 0.
|EKn(x)−Kn(x)| (A.33)
=
∣∣∣∣
∫
M
1
εdn
K(
‖ι(y)− ι(x)‖Rp
εn
)P(y)dV (y)−
∫
M
1
εdn
K(
‖ι(y)− ι(x)‖Rp
εn
)dPn(y)
∣∣∣∣
=
∣∣∣∣
∫
ι(M)
1
εdn
K(
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV(u)−
∫
ι(M)
1
εdn
K(
‖u‖Rp
εn
)d(P◦ ι−1)n(u)
∣∣∣∣
≤
∣∣∣∣
∫
Qεnη∩ι(M)
1
εdn
K(
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
Qεnη∩ι(M)
1
εdn
K(
‖u‖Rp
εn
)d(P◦ ι−1)n(u)
∣∣∣∣
+
∣∣∣∣
∫
(Qεnη )
c∩ι(M)
1
εdn
K(
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
(Qεnη )
c∩ι(M)
1
εdn
K(
‖u‖Rp
εn
)d(P◦ ι−1)n(u)
∣∣∣∣ .
We apply K∗εn(u) in the Lemma A.4 to approximate K(
‖u‖Rp
εn
). Specifically, we find the
smallest integer N(γ) so that we partitie [−Dlipγ− 1α ,Dlipγ− 1α ]d uniformly into N(γ) cubes
{Qi}N(γ)i=1 , where each Qi is of the form [v1,v1+ a]×·· ·× [vd,vd + a] for a> 0 and
N(γ)
∑
i=1
(Mi(K)−mi(K))Vol(Qi)< γ2 , (A.34)
where Mi(K) and mi(K) are the supremum and infimum of K(‖v‖Rd ) over the cube Qi
respectively. By Lemma A.4, for u ∈Qεnη ∩ ι(M), there is an approximation of K
( ‖u‖Rp
εn
)
by a function K∗εn(u) = ∑
N1
i=1 aiχAi(u) with the following properties:
(1) 0≤ |a1|, · · · , |aN1 | ≤ Ksup and N1 ≤ N(γ).
(2) {Ai} are disjoint sets and Ai=Ri∩ι(M), where {Ri} are rectangles inQεnη defined
as in Definition A.1.
(3) For u ∈ Qεnη ∩ ι(M), we have∣∣∣∣K∗εn(u)−K
(‖u‖Rp
εn
)∣∣∣∣< (⌈Dlip⌉+ 1)dγ,
except on a set D⊂ Qεnη ∩ ι(M).
(4) D ⊂ ⊔N2i=1A′i, {A′i} are disjoint sets and A′i = R′i∩ ι(M) and {R′i} are rectangles in
Qεnη defined as in Definition A.1.
(5) N2 ≤ N(γ) and ∑N2i=1Vol(A′i)< [Clipεn(⌈Dlip⌉+ 1)]dγ .
For the first part in the right hand side of (A.33), we have∣∣∣∣
∫
Qεnη∩ι(M)
1
εdn
K(
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
Qεnη∩ι(M)
1
εdn
K(
‖u‖Rp
εn
)d(P◦ ι−1)n(u)
∣∣∣∣
≤
∣∣∣∣
∫
Qεnη∩ι(M)
[
1
εdn
K(
‖u‖Rp
εn
)− 1
εdn
K∗εn(u)
]
P◦ ι−1(u)ι∗dV (u)
∣∣∣∣ (A.35)
+
∣∣∣∣
∫
Qεnη∩ι(M)
1
εdn
K∗εn(u)P◦ ι−1(u)ι∗dV (u)−
∫
Qεnη∩ι(M)
1
εdn
K∗εn(u)d(P◦ ι−1)n(u)
∣∣∣∣
+
∣∣∣∣
∫
Qεnη∩ι(M)
1
εdn
[
K(
‖u‖Rp
εn
)−K∗εn(u)
]
d(P◦ ι−1)n(u)
∣∣∣∣ .
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We bound the first term in (A.35):∣∣∣∣
∫
Qεnη∩ι(M)
1
εdn
[
K(
‖u‖Rp
εn
)−K∗εn(u)
]
P◦ ι−1(u)ι∗dV (u)
∣∣∣∣ (A.36)
≤
∫
Qεnη∩ι(M)\D
1
εdn
∣∣∣∣K(‖u‖Rpεn )−K∗εn(u)
∣∣∣∣P◦ ι−1(u)ι∗dV (u)+
∫
D
1
εdn
∣∣∣∣K(‖u‖Rpεn )−K∗εn(u)
∣∣∣∣P◦ ι−1(u)ι∗dV (u)
≤Vol(Qεnη ∩ ι(M))
1
εdn
(⌈Dlip⌉+ 1)dγPMax+Vol(D) 1
εdn
2KsupPMax
≤Cdlip(2η)d(⌈Dlip⌉+ 1)dγPMax+ 2Cdlip(⌈Dlip⌉+ 1)dγKsupPMax
≤2d+1Cdlip(⌈Dlip⌉+ 1)dPMax(Ksup+ 1)γ1−
d
α .
Note that in the second last step of the above equation, we use the bi-Lipschitz property
of I−1x to estimate the volume. Hence, Vol(Qεnη ∩ ι(M)) ≤ Cdlip(2εnη)d and Vol(D) ≤
∑
N2
i=1Vol(A
′
i)< [Clipεn(⌈Dlip⌉+ 1)]dγ . For the second term in (A.35),∣∣∣∣
∫
Qεnη∩ι(M)
1
εdn
K∗εn(u)P◦ ι−1(u)ι∗dV (u)−
∫
Qεnη∩ι(M)
1
εdn
K∗εn(u)d(P◦ ι−1)n(u)
∣∣∣∣ (A.37)
≤ 1
εdn
∣∣∣∣∣
N1
∑
i=1
ai(µn(Ai)− µ(Ai))
∣∣∣∣∣≤ N(γ)εdn Ksup supA∈R2√pεnη (ι(M)) |µn(A)− µ(A)|.
Note that Ai = Ri ∩ ι(M), where Ri is a rectangle in Qεnη and diam(Ri) ≤ diam(Qεnη) =
2
√
pεnη . Therefore, the supremum in the last step is taken over A ∈R2√pεnη(ι(M)).
For the last term in (A.35), again, we use the bi-Lipschitz property of I−1x to estimate
the volume. So, we have∣∣∣∣
∫
Qεnη∩ι(M)
1
εdn
[
K(
‖u‖Rp
εn
)−K∗εn(u)
]
d(P◦ ι−1)n(u)
∣∣∣∣ (A.38)
≤
∫
Qεnη∩ι(M)\D
1
εdn
∣∣∣K(‖u‖Rp
εn
)−K∗εn(u)
∣∣∣d(P◦ ι−1)n(u)+ ∫
D
1
εdn
∣∣∣K(‖u‖Rp
εn
)−K∗εn(u)
∣∣∣d(P◦ ι−1)n(u)
≤ 1
εdn
(⌈Dlip⌉+ 1)dγµn(Qεnη ∩ ι(M))+ 2KSup
1
εdn
µn(D)
≤ 1
εdn
(⌈Dlip⌉+ 1)dγ|µn(Qεnη ∩ ι(M))− µ(Qεnη ∩ ι(M))|+
1
εdn
(⌈Dlip⌉+ 1)dγµ(Qεnη ∩ ι(M))
+ 2KSup
1
εdn
|µn(D)− µ(D)|+ 2KSup 1
εdn
µ(D)
≤(⌈Dlip⌉+ 1)
dγ
εdn
sup
A∈R2√pεnη (ι(M))
|µn(A)− µ(A)|+ 1
εdn
(⌈Dlip⌉+ 1)dγPMaxCdlip(2εnη)d
+
2
εdn
Ksup|
N2
∑
i=1
µn(A
′
i)−
N2
∑
i=1
µ(A′i)|+ 2KsupPMax[Clip(⌈Dlip⌉+ 1)]dγ
≤(⌈Dlip⌉+ 1)
dγ
εdn
sup
A∈R2√pεnη (ι(M))
|µn(A)− µ(A)|+[2Clip(⌈Dlip⌉+ 1)]dPMaxγ1−
d
α
+
2N(γ)
εdn
Ksup sup
A∈R2√pεnη (ι(M))
|µn(A)− µ(A)|+ 2KsupPMax[Clip(⌈Dlip⌉+ 1)]dγ.
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If we plug the bounds (A.36), (A.37), and (A.38) into (A.35), we have
∣∣∣∣
∫
Qη∩ι(M)
K(
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
Qη∩ι(M)
K(
‖u‖Rp
εn
)d(P◦ ι−1)n(u)
∣∣∣∣ (A.39)
≤
(
2d+1Cdlip(⌈Dlip⌉+ 1)dPMax(Ksup+ 1)+ [2Clip(⌈Dlip⌉+ 1)]dPMax+ 2KsupPMax[Clip(⌈Dlip⌉+ 1)]d
)
γ1−
d
α
+
3N(γ)+ (⌈Dlip⌉+ 1)dγ
εdn
Ksup sup
A∈R2√pεnη (ι(M))
|µn(A)− µ(A)|
≤C1γ1−
d
α +
3N(γ)+ (⌈Dlip⌉+ 1)dγ
εdn
Ksup sup
A∈R2√pεnη (ι(M))
|µn(A)− µ(A)|,
where C1 = 2
d+2Cdlip(⌈Dlip⌉+ 1)dPMax(Ksup+ 1).
Next, we bound the second part in (A.33). Recall that T (t) = 1
tα
. For u= (u1, · · · ,up),
let u˜=max{|u1|, · · · , |up|}, define T˜ (u) = 1u˜α . Since p−
1
2 ‖u‖Rp ≤ u˜≤ ‖u‖Rp , we have
|K(‖u‖Rp)| ≤ T (‖u‖Rp)≤ T˜ (u)≤ p
α
2 T (‖u‖Rp), (A.40)
for all ‖u‖Rp ≥ η ≥ ρ . Thus, the second part in (A.33) is∣∣∣∣
∫
(Qεnη )
c∩ι(M)
1
εdn
K(
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
(Qεnη )
c∩ι(M)
1
εdn
K(
‖u‖Rp
εn
)d(P◦ ι−1)n(u)
∣∣∣∣
≤
∫
(Qεnη )
c∩ι(M)
1
εdn
|K(‖u‖Rp
εn
)|P◦ ι−1(u)ι∗dV (u)+
∫
(Qεnη )
c∩ι(M)
1
εdn
|K(‖u‖Rp
εn
)|d(P◦ ι−1)n(u)
≤
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)P◦ ι−1(u)ι∗dV (u)+
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)d(P◦ ι−1)n(u)
≤2
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)P◦ ι−1(u)ι∗dV(u) (A.41)
+
∣∣∣∣
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)d(P◦ ι−1)n(u)
∣∣∣∣ .
The first term in (A.41) can be bounded by:
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)P◦ ι−1(u)ι∗dV (u)
≤p α2
∫(
[−λ ,λ ]p\(Qεnη )
)
∩ι(M)
1
εdn
T (
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV (u)
+ p
α
2
∫(
[−λ ,λ ]p
)c∩ι(M) 1εdn T (
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV (u). (A.42)
For v ∈ Jx ◦ Ix
((
[−λ ,λ ]p \ (Qεnη )
)∩ ι(M)), there is a unique u ∈ ([−λ ,λ ]p \ (Qεnη ))∩
ι(M) such that v = Jx ◦ Ix(u). Moreover, ‖u‖Rp = ‖v‖Rd . Since ‖u‖Rp ≥ εnη , we have
‖v‖Rd ≥ εnη . Hence, we conclude that Jx ◦ Ix
((
[−λ ,λ ]p\(Qεnη )
)∩ ι(M))⊂ (BRdεnη(0))c.
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Now, the first term in (A.42) can be bounded as:
∫(
[−λ ,λ ]p\(Qεnη )
)
∩ι(M)
1
εdn
T (
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV (u) (A.43)
=
∫
Jx◦Ix
((
[−λ ,λ ]p\(Qεnη )
)
∩ι(M)
) 1
εdn
T (
‖I−1x ◦ J−1x (v)‖Rp
εn
)P◦ ι−1(I−1x ◦ J−1x (v))ι∗dV (I−1x ◦ J−1x (v))
≤PMax
∫
Jx◦Ix
((
[−λ ,λ ]p\(Qεnη )
)
∩ι(M)
) 1
εdn
T (
‖v‖Rd
εn
)ι∗dV (I−1x ◦ J−1x (v))
≤PMax(ClipDlip)d
∫(
BR
d
εnη (0)
)c 1
εdn
T (
‖v‖Rd
εn
)dv
=PMax(ClipDlip)
d
∫(
BR
d
η (0)
)c T (‖v‖Rd )dv≤ PMax(ClipDlip)d |Sd−1|α− d γ1− dα .
Note that we use the fact that I−1x ◦J−1x is a bi-Lipschitz homeomorphism in the second last
step, and we use the property (A.30) about η in the last step. Then we bound the second
term in (A.42). In
(
[−λ ,λ ]p)c∩ ι(M), we have 1
εdn
T (
‖u‖Rp
εn
)≤ εα−dnλ α , therefore,
∫(
[−λ ,λ ]p
)c∩ι(M) 1εdn T (
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV (u)≤ ε
α−d
n
λ α
<
1
(16p)
α
2
γ, (A.44)
where we use the relation (A.31) in the last step.
We sum above two terms to bound the first term in (A.41) by
2
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)P◦ ι−1(u)ι∗dV (u) (A.45)
≤2p α2 PMax(ClipDlip)d |S
d−1|
α − d γ
1− dα +
2
4α
γ.
To bound the second term in (A.41), we are going to approximate T˜ (u) over (Qη )
c by
a step function T˜ ∗(u). Let q be an integer so that 1
εdn
< q< 2
εdn
. Let
ηi = [(1− i
q
)γ]−
1
α , (A.46)
for i= 0, . . . ,q− 1. Note that η = η0. Define
{
T˜ ∗(u) = (1− i
q
)γ if u ∈ Qηi \Qηi−1 for i= 1, · · · ,q− 1,
T˜ ∗(u) = 0 if u ∈ (Qηq−1)c.
(A.47)
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By the definition, T˜ (u) = 1
tα
if and only if u is on the boundary of the cube Q2t . Hence, if
u ∈ (Qη )c, 0≤ T˜ (u)− T˜∗(u)≤ γq . The second term in (A.41) can be bounded by:∣∣∣∣
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)d(P◦ ι−1)n(u)
∣∣∣∣
≤
∫
(Qεnη )
c∩ι(M)
1
εdn
|T˜ ( u
εn
)− T˜∗( u
εn
)|P◦ ι−1(u)ι∗dV (u) (A.48)
+
∣∣∣∣
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ ∗(
u
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ ∗(
u
εn
)d(P◦ ι−1)n(u)
∣∣∣∣
+
∫
(Qεnη )
c∩ι(M)
1
εdn
∣∣∣∣T˜ ( uεn )− T˜ ∗(
u
εn
)
∣∣∣∣d(P◦ ι−1)n(u)
≤ 2
εd
γ
q
+
∣∣∣∣
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ ∗(
u
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ ∗(
u
εn
)d(P◦ ι−1)n(u)
∣∣∣∣
≤2γ +
∣∣∣∣
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ ∗(
u
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ ∗(
u
εn
)d(P◦ ι−1)n(u)
∣∣∣∣ .
Note that T˜ ∗(u) = 0 outside Qεnηq−1 . Moreover, the difference between T˜
∗(u) for u in
Qηi+1 \Qηi and Qηi \Qηi−1 is γq . Hence, we have
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ ∗(
u
εn
)P◦ ι−1(u)ι∗dV (u)
=
∫
(Qεnηq−1\Qεnη )∩ι(M)
1
εdn
T˜ ∗(
u
εn
)P◦ ι−1(u)ι∗dV (u)
=
γ
qεdn
q−1
∑
i=1
µ
(
(Qεnηq−i \Qεnη)∩ ι(M)
)
.
Similarly,
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ ∗(
u
εn
)d(P◦ ι−1)n(u) = γ
qεdn
q−1
∑
i=1
µn
(
(Qεnηq−i \Qεnη )∩ ι(M)
)
. (A.49)
Combining the above two equations,∣∣∣∣
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ ∗(
u
εn
)P◦ ι−1(u)ι∗dV(u)−
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ ∗(
u
εn
)d(P◦ ι−1)n(u)
∣∣∣∣
≤ γ
qεdn
|
q−1
∑
i=1
(
µ
(
(Qεnηq−i \Qεnη )∩ ι(M)
)− µn((Qεnηq−i \Qεnη)∩ ι(M)))|
≤ γ
qεdn
q−1
∑
i=1
|µ(Qεnηq−i ∩ ι(M))− µ(Qεnη ∩ ι(M))− µn(Qεnηq−i ∩ ι(M))+ µn(Qεnη ∩ ι(M))|
≤ γ
qεdn
q−1
∑
i=1
(
|µ(Qεnηq−i ∩ ι(M))− µn(Qεnηq−i ∩ ι(M))|+ |µ(Qεnη ∩ ι(M))− µn(Qεnη ∩ ι(M))|
)
≤2γ
εdn
sup
A∈R2√pεnηq−1 (ι(M))
|µn(A)− µ(A)|.
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Therefore, (A.48) which is also the second term in (A.41) can be bounded by:∣∣∣∣
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
(Qεnη )
c∩ι(M)
1
εdn
T˜ (
u
εn
)d(P◦ ι−1)n(u)
∣∣∣∣
≤2γ + 2γ
εdn
sup
A∈R2√pεnηq−1 (ι(M))
|µn(A)− µ(A)| .
The above equation together with (A.45) helps us bound (A.41) which also bounds the
second part in (A.33):∣∣∣∣
∫
(Qεnη )
c∩ι(M)
1
εdn
K(
‖u‖Rp
εn
)P◦ ι−1(u)ι∗dV (u)−
∫
(Qεnη )
c∩ι(M)
1
εdn
K(
‖u‖Rp
εn
)d(P◦ ι−1)n(u)
∣∣∣∣
≤2p α2 PMax(ClipDlip)d |S
d−1|
α − d γ
1− dα +
2
4α
γ + 2γ +
2γ
εdn
sup
A∈R2√pεnηq−1 (ι(M))
|µn(A)− µ(A)|
≤C2γ1−
d
α +
2γ
εdn
sup
A∈R2√pεnηq−1 (ι(M))
|µn(A)− µ(A)| , (A.50)
where C2 := 2p
α
2 PMax(ClipDlip)
d |Sd−1|
α−d + 4.
Finally, we plug (A.39) and (A.50) into (A.33) and obtain
|EKn(x)−Kn(x)| (A.51)
=|
∫
M
1
εdn
K(
‖ι(y)− ι(x)‖Rp
εn
)P(y)dV (y)−
∫
M
1
εdn
K(‖ ι(y)− ι(x)‖Rp
εn
)dPn(y)|
≤(C1+C2)γ1−
d
α +
3N(γ)+ (⌈Dlip⌉+ 1)dγ
εdn
Ksup sup
A∈R2√pεnη (ι(M))
|µn(A)− µ(A)|
+
2γ
εdn
sup
A∈R2√pεnηq−1 (ι(M))
|µn(A)− µ(A)|
≤(C1+C2)γ1−
d
α +
C3N(γ)
εdn
sup
A∈R2√pεnηq−1(ι(M))
|µn(A)− µ(A)|.
In the last step, since εnη < εnηq−1, R2√pεnη (ι(M)) ⊂R2√pεnηq−1(ι(M)). Hence,
sup
A∈R2√pεnη (ι(M))
|µn(A)− µ(A)| ≤ sup
A∈R2√pεnηq−1 (ι(M))
|µn(A)− µ(A)|. (A.52)
Moreover, γ < N(γ), when γ < 1. So C3 := (3+(⌈Dlip⌉+ 1)d)Ksup+ 2.
In order to bound supA∈R2√pεnηq−1 (ι(M)) |µn(A)−µ(A)| by LemmaA.2, we first estimate
the upper bound of µ(A) for A ∈ R2√pεnηq−1(ι(M)). By (A.46) and 1εdn < q <
2
εdn
, we
have 4
√
pεnηq−1 < 8
√
pε
1− dα
n γ
− 1α . Suppose A = R∩ ι(M), where R is a rectangle in
Rp. Then, diam(R) ≤ 4√pε1−
d
α
n γ
− 1α . Choose any y ∈ A. We can rotate and translate
ι(M) so that ι(y) = 0 ∈ Rp and ι∗TyM is the subspace Rd ⊂ Rp generated by e1, · · · ,ed .
After the rotation and translation, R ⊂ Q
8
√
pε
1− dα
n γ
− 1α
⊂ Qλ . Therefore, if we apply Iy to
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Q
8
√
pε
1− dα
n γ
− 1α
∩ ι(M), then
Iy(A)⊂ Iy(Q
8
√
pε
1− dα
n γ
− 1α
∩ ι(M)) = [−8√pε1−
d
α
n γ
− 1α ,8
√
pε
1− dα
n γ
− 1α ]d . (A.53)
We use the bi-Lipschitz property of Iy, (A.29) and (A.31), we have
sup
A∈R4√pεnηq−1 (ι(M))
µ(A)≤ µ(Q
8
√
pε
1− dα
n γ
− 1α
∩ ι(M)) (A.54)
≤b= PMax
[
16Clip
√
pε
1− dα
n γ
− 1α
]d ≤ PMax[2Clipλ ]d ≤ 1
4
Let C4 := PMax
[
16Clip
√
p]d , then b= C4[ε
1− dα
n γ
− 1α
]d
.
If δ < b, then 1
b
< 8b
δ 2
. Lemma A.2 when it is applied to A ∈R2√pεnηq−1(ι(M)), can be
simplified to the following statement. If n≥ 8b
δ 2
, then
P

 supA∈R2√pεnηq−1 (ι(M)) |µn(A)− µ(A)| ≥ δ

≤ 8(2n)2p2+2pe− nδ
2
68b (A.55)
Let δ = C4
εdn
N(γ)γ
1− dα , then a straightforward calculation shows that δ < b and we have
P

 supA∈R2√pεnηq−1 (ι(M)) |µn(A)− µ(A)| ≤ δ

≥ 1− 8(2n)2p2+2pe−
C4
68
(
nε
d+ d
2
α
n
)(
γ2−
d
α
N(γ)2
)
.
(A.56)
In conclusion, suppose 0< γ <min{ρ−α ,1}. Let εn ≤D3γ
1
α−d . LetD1 =C1+C2+C3C4,
and D2 =
C4
68
, then
P
{
sup
x∈M
|EKn(x)−Kn(x)| ≤D1γ1−
d
α
}
≥ 1− 8(2n)2p2+2pe−D2
(
nε
d+ d
2
α
n
)(
γ2−
d
α
N(γ)2
)
. (A.57)
D1 and D2 depend on p, d, α , PMax, Ksup, and the second fundamental form of ι(M). D3
depends on p, d, α ,PMax and the second fundamental form of ι(M).
Note again when K(t) has compact support on [0,ρ ], then we only require εn ≤ D3
where D3 depends on ρ , PMax and the second fundamental form of ι(M). 
Remark A.2. Although we fix x ∈ M, rotate and translate ι(M), so that ι(x) = 0 ∈ Rp
and ι∗TxM is the subspace Rd ⊂ Rp generated by e1, · · · ,ed , our argument is not a point-
wise argument. In fact, the argument in the above proof relies on the approximation of
K
( ‖u−ι(x)‖Rp
εn
)
by a simple function K∗εn(u− ι(x)) in Lemma A.4. K∗εn(u− ι(x)) is constant
on each Ai, where Ai is the intersection between a rectangle Ri defined as in Definition
A.1 with ι(M). Such approximation exists regardless of the rotation or translation of the
manifold. The variance on each Ai can always be controlled unformly by Lemma A.2, so
the argument works for all x. If we rotate and translate the manifold, then Ri is parallel
to the axes of Rp and the proof of Lemma A.4 and the proof of the above theorem can be
presented in a simpler way.
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Proof of Corollary 2.2. Let K+j (t) = c jχ [0,b j ](t) and K
−
j (t) = c jχ [0,a j ](t),where 0≤ a j ≤
b j ≤ ρ then
K(t) =
J
∑
j=1
(K+j (t)−K−j (t)).
Let K˜(t) = cχ [0,b](t) , where c≤ Ksup and b≤ ρ .
For any x ∈M,
|EKn(x)−Kn(x)| (A.58)
≤
J
∑
j=1
|E(K+j )n(x)− (K+j )n(x)|+
J
∑
j=1
|E(K−j )n(x)− (K−j )n(x)|. (A.59)
Hence, it is sufficient to control |EK˜n(x)− K˜n(x)|.
Suppose
εn <
λ
8ρ
,
and λ is small enough so that
PMax[Clipλ ]
d ≤ 1
4
.
|EK˜n(x)− K˜n(x)| (A.60)
=
∣∣∣∣
∫
M
1
εdn
K˜(
‖ι(y)− ι(x)‖Rp
εn
)P(y)dV (y)−
∫
M
1
εdn
K(
‖ι(y)− ι(x)‖Rp
εn
)dPn(y)
∣∣∣∣
≤Ksup
εdn
sup
A∈Bεnρ (ι(M))
|µn(A)− µ(A)|.
Therefore,
|EKn(x)−Kn(x)| ≤ 2JKsup
εdn
sup
A∈Bεnρ (ι(M))
|µn(A)− µ(A)|.. (A.61)
In order to bound supA∈Bεnρ (ι(M)) |µn(A)− µ(A)| by Lemma A.3, we first estimate the
upper bound of µ(A) for A ∈B2εnρ(ι(M)). Suppose A= BR
p
2εnρ
∩ ι(M). Choose any y ∈ A.
We can rotate and translate ι(M) so that ι(y) = 0 ∈Rp and ι∗TyM is the subpace Rd ⊂ Rp
generated by e1, · · · ,ed . After the rotation and translation, since εn < λ8ρ , we have BR
p
2εnρ
⊂
Q4εnρ ⊂ Qλ . Therefore, if we apply Iy to Q4εnρ ∩ ι(M), then
Iy(A)⊂ Iy(Q4εnρ ∩ ι(M)) = [−4εnρ ,4εnρ ]d . (A.62)
We use the bi-Lipschitz property of Iy,
sup
A∈B2εnρ (ι(M))
µ(A)≤ b := PMax
[
8Clipρεn
]d ≤ PMax[Clipλ ]d ≤ 1
4
.
Define C2 = PMax(8Clipρ)
d . Then b= C2ε
d
n .
If δ < b, then 1
b
< 8b
δ 2
and Lemma A.3 when it is applied to A ∈ Bεnρ(ι(M)) can be
simplified to the following statement. If n≥ 8b
δ 2
, then
P
{
sup
A∈Bεnρ (ι(M))
|µn(A)− µ(A)| ≥ δ
}
≤ 8(2n)p+2e− nδ
2
68b (A.63)
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Let δ = C2ε
d
n γ , then δ < b. Hence,
P
{
sup
A∈Bεnρ (ι(M))
|µn(A)− µ(A)| ≥ δ
}
≤ 8(2n)p+2e− C268 nεdn γ2 . (A.64)
Let D1 = 2JKsupC2 = 2JKsupPMax(8Clip)
d , D2 =
C2
68
=
PMax(8Clipρ)
d
68
and D3 = min(
λ
8ρ ,1),
then
P
{
sup
x∈M
|EKn(x)−Kn(x)| ≤D1γ
}
≥ 1− 8(2n)p+2e−D2nεdn γ2 . (A.65)
Choose εn = γ
2 and 8(2n)p+2e−D2nεdn γ2 = 1
n2
, the last statement in the corollary follows.

APPENDIX B. PROOF OF THEOREM 2.2 AND THEOREM 2.3
Denote BR
d
r (0) the open ball of radius r at 0 in R
d . For x ∈M, the exponential map at x
is denoted as expx(v). Let Br(x) ⊂M be the open geodesic ball of radius r at x. Suppose
r is less than in j(M), the injectivity radius of M. Then expx(v) is a diffeomorphism from
BR
d
r (0) to Br(x), which is the normal coordinates of the manifold around x. Hence, for any
function f on M, ∫
Br(x)
f (y)dV (y) =
∫
BR
d
r (0)
f (expx(v))Vx(v)dv, (B.1)
where Vx(v)dv is the associated volume form in the normal coordinates. The following
lemma is about the volume form. The proof of the lemma can be found in [19].
Lemma B.1. Fix x ∈M. If we use the Cartesian coordinate to parametrize TxM, we can
write the volume form as dV =Vx(v)dv. The volume form has the following expansion
dV =
(
1− 1
6
d
∑
i, j=1
Ricx(i, j)viv j+O(v
3)
)
dv, (B.2)
where v = ∑di=1 viei ∈ TxM, Ricx(i, j) = Ricx(ei,e j).
The volume form of Vx(v) is smooth function on B
Rd
r (0) ⊂ TxM. If r < in j(M), then
sup‖v‖
Rd
<in j(M)Vx(v) can be bounded in terms of the curvature of M at x. Since the mani-
fold is compact, we introduce the universal upper bound of the volume form in the normal
coordinates.
Definition B.1. For v ∈ TxM, we have
sup
x∈M
sup
‖v‖
Rd
<in j(M)
Vx(v)<Vmax. (B.3)
The next lemma relates the geodesic distance between two points on the manifold and
the Euclidean distance between the corresponding points on the embedded submanifold in
Rp. The proof of the lemma can be found in [19].
Lemma B.2. Fix x ∈M. If v ∈ TxM, when ‖ι ◦ expx(v)− ι(x)‖Rp is sufficiently small, we
have
‖ι ◦ expx(v)− ι(x)‖Rp
‖v‖Rd
=1− 1
24
‖IIx(θ ,θ )‖2‖v‖2Rd +O(‖v‖3Rd ) ,
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where θ = v‖v‖
Rd
.
For any x ∈M, and v ∈ TxM and 0< ‖v‖Rd < in j(M), we define a map φx:
φx(v) =
‖ι ◦ expx(v)− ι(x)‖Rp
‖v‖Rd
v. (B.4)
The following lemma describes an important property of φx
Lemma B.3. When δ is small enough, for all x, φx is a diffeomorphism on B
Rd
δ (0) \ {0}.
We have
‖φx(v)‖Rd ≤ ‖v‖Rd , (B.5)
and
|Det(Dφ−1x (v))|= 1+O(‖v‖2Rd ). (B.6)
The constant in O(‖v‖2
Rd
) depends on the second fundamental form of M.
Proof. By LemmaB.2 and a straight forward calculation, when v 6= 0, we haveDet(Dφx(v))=
1+O(‖v‖2
Rd
). The constant in O(‖v‖2
Rd
) depends on the second fundamental form of M.
Since M is compact, for all x, Det(Dφx(v)) > 0, if ‖v‖2Rd < δ and δ is small enough. The
conclusion follows from the inverse function theorem.
Since ‖v‖Rd is the geodesic distance between ι ◦ expx(v) and ι(x) in ι(M), while
‖φx(v)‖Rd is equal to the Euclidean distance between ι ◦expx(v) and ι(x) inRp, ‖φx(v)‖Rd ≤
‖v‖Rd follows. 
We discuss more properties of the map φx in the next lemma.
Lemma B.4. If δ is small enough, then we have the following statements:
(1) Define
Mδ/2(x) = {y ∈M|‖ι(y)− ι(x)‖Rp ≤
δ
2
}, (B.7)
Dδ/2(x) = exp
−1
x (Mδ/2(x)) ⊂ TxM ≈ Rd . (B.8)
Then,
BR
d
δ/2(0)\ {0}= φx
(
Dδ/2(x)\ {0}
)⊂ Dδ/2(x)⊂ BRdδ (0). (B.9)
(2) For all x, and all 0< ‖v‖Rd < δ
||Det(Dφ−1x (v))|− 1| ≤C1δ 2, (B.10)
where C1 depends on the second fundamental form of ι(M).
(3) Suppose ‖v‖Rd < δ . There is a constant C2 depending on the Ho¨lder constant CP
of P, PMax and the curvature of M such that for any x and y= expx(v), we have
|P(expx(v))Vx(v)−P(expx(0))| ≤C2δ κ , (B.11)
where κ is the Ho¨lder exponent of P.
(4) Suppose 0 < ‖v‖Rd < δ . There is a constant C3 depending on CP, κ , PMax, the
curvature of M and the second fundamental form of ι(M) such that∣∣P(expx(φ−1x (v)))Vx(φ−1x (v))|Det(Dφ−1x (v))|−P(expx(v))Vx(v)∣∣ ≤C3δ 2κ , (B.12)
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Proof. (1) BR
d
δ/2(0)\{0}= φx
(
Dδ/2(x)\{0}
)
follows from the definition of φx. φx
(
Dδ/2(x)\
{0})⊂ Dδ/2(x) follows from Lemma B.3. Suppose ‖v‖Rd = δ . By Lemma B.2, if δ is
small enough, there is a constant C depending on the second fundamental form of M such
that ‖ι ◦ expx(v)− ι(x)‖Rp ≥ δ −Cδ 2 > δ2 . So, we show that the boundary of BR
d
δ (0) is in
the complement of Dδ/2(x). Hence, Dδ/2(x)⊂ BRdδ (0) holds whenever δ is small enough.
(2) By Lemma B.3, for all x and all 0< ‖v‖Rd < δ , there is a constantC1 depending on
the second fundamental form ofM such that ||Det(Dφ−1x (v))|− 1| ≤C1δ 2.
(3) P is Ho¨lder so |P(expx(v))−P(expx(0))| ≤CPd(x,y)κ <CPδ κ . By Lemma B.1, we
have |Vx(v)− 1| ≤Cδ 2, whereC is a constant depending on the curvature ofM. Hence,
|P(expx(v))Vx(v)−P(expx(0))| (B.13)
≤|P(expx(v))Vx(v)−P(expx(0))Vx(v)|+ |P(expx(0))Vx(v)−P(expx(0))|
≤VMax|P(expx(v))−P(expx(0))|+PMax|Vx(v)− 1|
≤CPVMaxδ κ +PMaxCδ 2
≤C2δ κ .
whereC2 depends onCP, PMax and the curvature ofM.
(4) Note that φ−1x (v) is a positive scalar mutiple of v. Hence, by Lemma B.2,
d(expx(φ
−1
x (v)),expx(v)) = ‖φ−1x (v)− v‖Rd ≤ C˜1‖v‖3Rd ≤ C˜1δ 3, (B.14)
where C˜1 depends on the second fundamental form ofM. Hence,
|P(expx(φ−1x (v)))−P(expx(v))| ≤CP(C˜1δ 3)κ =CPC˜κ1 δ 3κ (B.15)
By Lemma B.2, if δ is small enough
|Vx(φ−1x (v))−Vx(v)| ≤ C˜2(‖φ−1x (v)‖2Rd + ‖v‖2Rd )≤ 5C˜2δ 2, (B.16)
where C˜2 depends on the curvature of M. From (2), ||Det(Dφ−1x (v))| − 1| ≤ C1δ 2 and
|Det(Dφ−1x (v))| ≤ 2. Hence,∣∣P(expx(φ−1x (v)))Vx(φ−1x (v)|Det(Dφ−1x (v))|−P(expx(v))Vx(v)∣∣ (B.17)
≤|P(expx(φ−1x (v)))−P(expx(v))|max
v
Vx(φ
−1
x (v)max
v
|Det(Dφ−1x (v))|
+max
v
P(expx(v))max
v
Vx(φ
−1
x (v)||Det(Dφ−1x (v))|− 1|
+max
v
P(expx(v))|Vx(φ−1x (v)−Vx(v)|
≤2VMaxCPC˜κ1 δ 3κ +PMaxVMaxC1δ 2+ 5PMaxC˜2δ 2 ≤C3δ 2κ ,
whereC3 depends onCP, κ , PMax, the curvature ofM and the second fundamental form of
ι(M). 
Proof of Theorem 2.2
Note that based on Assumption 2.1, we have
C˜1 := |Sd−1|(Ksupρd + 1
α − dρ
d−α)≥
∫
Rd
|K(‖v‖Rd )|dv=
∫
Rd
1
εd
|K(‖v‖Rd
ε
)|dv.
(B.18)
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Fix x ∈M, define
Mδ/2(x) = {y ∈M|‖ι(y)− ι(x)‖Rp ≤
δ
2
}, (B.19)
Dδ/2(x) = exp
−1
x (Mδ/2(x)) ⊂ TxM ≈ Rd . (B.20)
Given 0 < γ < 1, we choose a 0 < δ < γ and δ is small enough so that (1) to (4) in
Lemma B.4 are satisfied. Based on δ , we choose ε . We need to find the relation between
ε and δ so that |K( tε )| ≤ ε
α+d
2 for t > δ
2
. For t > δ
2
, if
ε <
δ
2ρ
, (B.21)
then tε > ρ . Hence,
|K( t
ε
)|< (ε
t
)α < εα (
δ
2
)−α , (B.22)
where we use t > δ
2
in the last step. Note that if
ε < (
δ
2
)
2
1−d/α , (B.23)
then |K( tε )|< εα( δ2 )−α < ε
α+d
2 .
In conclusion, if
ε <min{ δ
2ρ
,(
δ
2
)
2
1−d/α }< 1
2ρ + 1
(
δ
2
)
2
1−d/α =
1
2ρ + 1
(
δ
2
)
2α
α−d , (B.24)
then |K( tε )| ≤ ε
α+d
2 for t > δ
2
. If we substitute δ < γ into (B.24), then
ε <
1
2ρ + 1
(
γ
2
)
2α
(α−d) (B.25)
Since ε < ( δ
2
)
2
1−d/α , we have 2εδ < (
δ
2
)
α+d
α−d < ( γ
2
)
α+d
α−d . Hence,
∫
Rd\BRd
δ/2
(0)
1
εd
|K(‖v‖Rd
ε
)|dv≤
∫
Rd\BRd
δ/2
(0)
1
εd
(
ε
‖v‖Rd
)αdv≤ |S
d−1|
α − d (
2ε
δ
)α−d ≤ C˜2γα+d ,
(B.26)
where C˜2 =
|Sd−1|
α−d (
1
2
)α+d .
Now, we are ready to bound |∫M 1εdK( ‖ι(y)−ι(x)‖Rpε )P(y)dV (y)−P(x)|.∣∣∣∣
∫
M
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)−P(x)
∣∣∣∣ (B.27)
=
∣∣∣∣
∫
M
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)−
∫
Rd
1
εd
K(
‖v‖Rd
ε
)P(x)dv
∣∣∣∣
≤
∣∣∣∣∣
∫
Mδ/2(x)
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)−
∫
Rd
1
εd
K(
‖v‖Rd
ε
)P(x)dv
∣∣∣∣∣
+
∣∣∣∣∣
∫
M\Mδ/2(x)
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)
∣∣∣∣∣ .
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If y ∈M \Mδ/2(x), then ‖ι(y)− ι(x)‖Rp > δ2 . We have |K(
‖ι(y)−ι(x)‖Rp
ε )|< ε
α+d
2 . Hence,
∣∣∣∣∣
∫
M\Mδ/2(x)
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)
∣∣∣∣∣ ≤ ε α−d2
∣∣∣∣∣
∫
M\Mδ/2(x)
P(y)dV (y)
∣∣∣∣∣ (B.28)
≤ε α−d2 < ( 1
2ρ + 1
)
α−d
2 (
γ
2
)α ,
where we substitute (B.25) in the last step.
Next,∣∣∣∣∣
∫
Mδ/2(x)
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)−
∫
Rd
1
εd
K(
‖v‖Rd
ε
)P(x)dv
∣∣∣∣∣
=
∣∣∣∣∣
∫
Dδ/2(x)
1
εd
K(
‖ι ◦ expx(v)− ι(x)‖Rp
ε
)P(expx(v))Vx(v)dv−
∫
Rd
1
εd
K(
‖v‖Rd
ε
)P(expx(0))dv
∣∣∣∣∣
≤
∣∣∣∣∣
∫
Dδ/2(x)
1
εd
(
K(
‖ι ◦ expx(v)− ι(x)‖Rp
ε
)−K(‖v‖Rd
ε
)
)
P(expx(v))Vx(v)dv
∣∣∣∣∣
+
∣∣∣∣∣
∫
Dδ/2(x)
1
εd
K(
‖v‖Rd
ε
)
(
P(expx(v))Vx(v)−P(expx(0))
)
dv
∣∣∣∣∣
+
∣∣∣∣∣
∫
Rd\Dδ/2(x)
1
εd
K(
‖v‖Rd
ε
)P(expx(0))dv
∣∣∣∣∣ . (B.29)
We bound (B.29) term by term. For the second term in (B.29), by (1) in Lemma B.4,
Dδ/2(x)⊂ BRdδ (0),∣∣∣∣∣
∫
Dδ/2(x)
1
εd
K(
‖v‖Rd
ε
)
(
P(expx(v))Vx(v)−P(expx(0))
)
dv
∣∣∣∣∣ (B.30)
≤ sup
v∈Dδ/2(x)
|P(expx(v))Vx(v)−P(expx(0))|
∫
Dδ/2(x)
1
εd
|K(‖v‖Rd
ε
)|dv
≤ sup
v∈BRd
δ
(0)
|P(expx(v))Vx(v)−P(expx(0))|
∫
Rd
1
εd
|K(‖v‖Rd
ε
)|dv≤ C˜1C2δ κ ≤ C˜1C2γκ ,
where we use (B.11) in the second last step and δ ≤ γ in the last step.
We bound the third term in (B.29). By (1) in Lemma B.4, BR
d
δ/2(0) ⊂ Dδ/2(x). Hence,
we have∣∣∣∣∣
∫
Rd\Dδ/2(x)
1
εd
K(
‖v‖Rd
ε
)P(expx(0))dv
∣∣∣∣∣≤
∫
Rd\Dδ/2(x)
1
εd
|K(‖v‖Rd
ε
)|P(expx(0))dv
(B.31)
≤
∫
Rd\BRd
δ/2
(0)
1
εd
|K(‖v‖Rd
ε
)|P(expx(0))dv≤ PMaxC˜2γα+d , (B.32)
where we use (B.26) in the last step.
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At last, for the first term in (B.29),
∣∣∣∣∣
∫
Dδ/2(x)
1
εd
(
K(
‖ι ◦ expx(v)− ι(x)‖Rp
ε
)−K(‖v‖Rd
ε
)
)
P(expx(v))Vx(v)dv
∣∣∣∣∣ (B.33)
=
∣∣∣∣∣
∫
Dδ/2(x)
1
εd
K(
‖φx(v)‖Rd
ε
)P(expx(v))Vx(v)dv−
∫
Dδ/2(x)
1
εd
K(
‖v‖Rd
ε
)P(expx(v))Vx(v)dv
∣∣∣∣∣
=
∣∣∣∣∣
∫
φx
(
Dδ/2(x)\{0}
) 1
εd
K(
‖v‖Rd
ε
)P(expx(φ
−1
x (v)))Vx(φ
−1
x (v))|Det(Dφ−1x (v))|dv
−
∫
Dδ/2(x)
1
εd
K(
‖v‖Rd
ε
)P(expx(v))Vx(v)dv
∣∣∣∣∣
=
∣∣∣∣∣
∫
BR
d
δ/2
(0)\{0}
1
εd
K(
‖v‖Rd
ε
)P(expx(φ
−1
x (v)))Vx(φ
−1
x (v))|Det(Dφ−1x (v))|dv
−
∫
Dδ/2(x)
1
εd
K(
‖v‖Rd
ε
)P(expx(v))Vx(v)dv
∣∣∣∣∣ (B.34)
By (1) in Lemma B.4, BR
d
δ/2(0)\ {0}⊂ Dδ/2(x), hence, we have
∣∣∣∣∣
∫
BR
d
δ/2
(0)\{0}
1
εd
K(
‖v‖Rd
ε
)P(expx(φ
−1
x (v)))Vx(φ
−1
x (v))|Det(Dφ−1x (v))|dv (B.35)
−
∫
Dδ/2(x)
1
εd
K(
‖v‖Rd
ε
)P(expx(v))Vx(v)dv
∣∣∣∣∣
≤
∫
BR
d
δ/2
(0)\{0}
1
εd
|K(‖v‖Rd
ε
)|
∣∣∣P(expx(φ−1x (v)))Vx(φ−1x (v))|Det(Dφ−1x (v))|−P(expx(v))Vx(v)∣∣∣dv
+
∫
Dδ/2(x)\BRdδ/2(0)
1
εd
|K(‖v‖Rd
ε
)|P(expx(v))Vx(v)dv
≤ max
v∈BRd
δ/2
(0)\{0}
∣∣∣P(expx(φ−1x (v)))Vx(φ−1x (v))|Det(Dφ−1x (v))|−P(expx(v))Vx(v)∣∣∣
∫
BR
d
δ/2
(0)
1
εd
|K(‖v‖Rd
ε
)|dv
+
∫
Dδ/2(x)\BRdδ/2(0)
1
εd
|K(‖v‖Rd
ε
)|P(expx(v))Vx(v)dv
≤C˜1C3δ 2κ +PMaxVMaxC˜2γα+d
≤C˜1C3γ2κ +PMaxVMaxC˜2γα+d ,
where we use (4) in Lemma B.4 and (B.26) in the second last step.
Therefore, (B.29) can be bounded by
C˜1C2γ
κ +PMaxC˜2γ
α+d + C˜1C3γ
2κ +PMaxVMaxC˜2γ
α+d. (B.36)
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Now, if we sum up (B.28), we have∣∣∣∣
∫
M
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)−P(x)
∣∣∣∣ (B.37)
≤( 1
2ρ + 1
)
α−d
2 (
γ
2
)α + C˜1C2γ
κ +PMaxC˜2γ
α+d + C˜1C3γ
2κ +PMaxVMaxC˜2γ
α+d
≤
[
(
1
2ρ + 1
)
α−d
2 (
1
2
)α + C˜1C2+PMaxC˜2+ C˜1C3+PMaxVMaxC˜2
]
γκ ,
where we use κ ≤ 1≤ d < α in the last step.
We set ω1 and ω2 to be the constants in (B.25) and (B.37) respectively. As a summary,
if 0< γ < 1 and ε ≤ ω1γ
2α
(α−d) , then
sup
x∈M
∣∣∣∣
∫
M
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)−P(x)
∣∣∣∣≤ ω2γκ . (B.38)
ω1 depends ρ , α and d and ω2 depends on ρ , α , d, κ , CP, PMax, Ksup, the curvature of M
and the second fundamental form of ι(M).
Suppose K(t) has compact support on [0,ρ ], then we take α → ∞ in (B.25) and (B.37).
If 0< γ < 1 and ε ≤ ω1γ2, then
sup
x∈M
∣∣∣∣
∫
M
1
εd
K(
‖ι(y)− ι(x)‖Rp
ε
)P(y)dV (y)−P(x)
∣∣∣∣≤ ω2γκ . (B.39)
ω1 depends on ρ . ω2 depends on ρ , d, κ ,CP, PMax, Ksup, the curvature ofM and the second
fundamental form of ι(M).
Proof of Theorem 2.3
The proof is a concatenation of the variance and bias analysis.
To derive (1) in Theorem 2.3, we use Theorem 2.1 and (1) in Theorem 2.2. Note that
γ
2α
α−d < γ
1
α−d , when 0 < γ < 1. Therefore, we have the following conclusion. Suppose
0< γ <min{ρ−α ,1} and εn → 0 as n→ ∞. If εn ≤ Ω3γ
2α
α−d , then
P{sup
x∈M
|Kn(x)−P(x)| ≤ Ω1(γ1−
d
α + γκ)} ≥ 1− 8(2n)2p2+2pe
−Ω2
(
nε
d+ d
2
α
n
)(
γ2−
d
α
N(γ)2
)
.
(B.40)
Ω1 = D1+ω2 which depends on p, ρ , d, α , κ , CP, PMax, Ksup, the curvature of M and the
second fundamental form of ι(M). Ω2 = D2 which depends on p, d, α , PMax, Ksup and the
second fundamental form of ι(M). Ω3 =min{ω1,D3} which depends on p, ρ , α , d, PMax
and the second fundamental form of ι(M).
To derive (2) in Theorem 2.3, we use Corollary 2.1 and (2) in Theorem 2.2. Note that
γ2 < 1 and γ ≤ γκ when 0< γ < 1. Therefore, we have the following conclusion. Suppose
K(t) has compact support on [0,ρ ]. Suppose 0< γ < 1 and εn→ 0, as n→∞. If εn≤Ω3γ2,
then
P{sup
x∈M
|Kn(x)−P(x)| ≤ Ω1γκ} ≥ 1− 8(2n)2p2+2pe
−Ω2 nε
d
n γ
2
N(γ)2 . (B.41)
Ω1 = D1+ω2 which depends on p, ρ , d, κ , CP, PMax, Ksup, the curvature of M and the
second fundamental form of ι(M). Ω2 = D2 which depends on p, d, PMax, Ksup, and the
second fundamental form of ι(M). Ω3 =min{ω1,D3} which depends on ρ , PMax and the
second fundamental form of ι(M).
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To derive (3) in Theorem 2.3, we use Proposition 2.2 and (2) in Theorem 2.2. For
K(t) = d|Sd−1|ρd χ [0,ρ ](t), Kn(x) =
Nεnρ (x)
nεdn
. Note that γ2 < 1 and γ ≤ γκ when 0 < γ < 1.
Therefore, we have the following conclusion. Suppose 0< γ < 1 and εn → 0, as n→ ∞. If
εn ≤ Ω3γ2, then
P{sup
x∈M
|Nεnρ(x)
nεdn
−P(x)| ≤ Ω1γκ} ≥ 1− 8(2n)p+2e−Ω2nεdn γ2 . (B.42)
Ω1 = D1 + ω2 which depends on ρ , d, κ , CP, PMax, Ksup, the curvature of M and the
second fundamental form of ι(M). Ω2 = D2 which depends on d, ρ , PMax and the second
fundamental form of ι(M). Ω3 = min{ω1,D3} which depends on ρ , PMax and the second
fundamental form of ι(M).
Choose εn = Ω3γ
2 and 8(2n)p+2e−Ω2nεdn γ2 = 1
n2
, the last statement in the theorem fol-
lows.
APPENDIX C. PROOF OF THEOREM 2.4
We are going to use the following linear algebra lemma:
Lemma C.1. Suppose {e1, · · · ,ep} is the standard basis of Rp. V is a d dimensional
subspace of Rp, such that V is not perpendicular to e1. Then there is a p− d dimensional
subspace of Rp, W, generated by {ei1 , · · · ,eip−d} such that W is perpendicular to e1 and
W ∩V = {0}.
Proof. Suppose v1,v2, · · · ,vd forms a basis of V . We can write them as a d× p matrix.
A1 =

 v⊤1· · ·
v⊤p−d.

 (C.1)
Since V is not perpendicular to e1, by using elementary row operations, we can turn A1
into
A2 =
[
1 v⊤
0 B
]
, (C.2)
where B is a (d− 1)× (p− 1) matrix. Since the row vectors of A2 also form a basis of
V , rank(B) = d− 1. If we enumerate the column vectors of B as b2, · · · ,bp, then we can
find d−1 column vectors, b j1 , · · · ,b jd−1 of B that are linearly independent. The rest of the
column vectors of B are bi1 , · · · ,bip−d .
We claim thatW is generated by {ei1 , · · · ,eip−d}. First, e1 is not inW . Hence, e1 is per-
pendicular toW . To prove that V ∩W = 0, we prove that {ei1 , · · · ,eip−d} together with the
row vectors of A2 generate R
p. In fact, let B∗ be (d− 1)× (d− 1) matrix whose columns
are b j1 , · · · ,b jd−1 . Then, determinant of B∗ is not zero. Then, by the straightforward calcu-
lation, the determinant of 

e⊤i1
...,
eip−d
A2

 (C.3)
is equal to determinant of B∗. Hence, V andW together generate Rp, which implies V ∩
W = 0. 
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Lemma C.2. Let U ⊂M be a connected open set. f is a smooth real function on U. If f
maps U to the set of the critical values , then f is constant on U.
Proof. The property is local, hence we can prove the theorem in a chart ofM. If we write
f in the coordinates, then it suffices to prove the following: let U ⊂ Rd be a connected
open set. f is a smooth real function on U . If f maps U to the set of the critical values ,
then f is constant onU .
If (∇ f )−1(Rd \ {(0, · · · ,0)}) is not empty, then it is an open subset of U . Then we can
find an open ball in U such that the gradient of f in U is not zero. By the fundamental
theorem of calculus, if we integrate the gradient along a line in the open ball, then we
know that the image of f should at least contain an open interval. Hence the set of the
critical values of f contains an open interval. This contradicts to Sard’s theorem. Therefore
(∇ f )−1(Rd \ {(0, · · · ,0)}) is empty. SinceU is connected, f is a constant onU . 
Proof of Theorem 2.4. We use ∂A to denote the topological boundary of a set A. Fix x, we
denote the set of critical points of Dx(u) on ι(M) as C (x) and the set of the critical values
of Dx(u) as V (x).
Note that Dx(u) is smooth except at u = ι(x). Hence C (x) consists of ι(x) and the
critical points of Dx(u) on ι(M)\ ι(x). The set of critical points of Dx(u) on ι(M)\ ι(x) is
the preimage of 0 of the derivative of Dx(u), therefore it is a closed subset of ι(M)\ ι(x).
ι(M) is the one point compactification of ι(M)\ ι(x), so C (x) is a closed subset of ι(M),
and hence a compact subset of ι(M). Moreover, it is worth to mention that ι(x) is an
isolated critical point of Dx(u).
(1) Suppose that fix x, C (x) is Jordan measurable. Without loss of generality, we
assume ε = 1, and ι(x) = 0. We need to prove K(‖u‖Rp) is Riemann integrable on ι(M)
when ∂C (x) has measure 0. We prove this in the following three steps.
Step 1. Suppose u0 ∈ ι(M) \ {0} and it is not a critical point of Dx(u) = ‖u‖Rp on
ι(M). Then we will show that we can construct a local diffeomorphism from an open set
around u0 in ι(M) to an open set in R
d whose boundary has measure 0 by inverse function
theorem.
Let a = ‖u0‖Rp . Let ψ1(u) be a rotation of Rp such that ψ1(u0) = (a,0, · · · ,0). By
rotation invariance, u0 is not a critical point of Dx(u) on ι(M) if and only if (a,0, · · · ,0) is
not a critical point of Dx(u) on ψ1(ι(M)). Note that the tangent space V of ψ1(ι(M)) at
(a,0, · · · ,0) is a d dimensional subspace of Rp. The gradient of Dx(u) at (a,0, · · · ,0) is in
e1 direction. Since (a,0, · · · ,0) is not a critical point of Dx(u) on ψ1(ι(M)), V is not per-
pendicular to e1. By Lemma C.1, we can find a subspaceW generated by {ei1 , · · · ,eip−d}
such that W is perpendicular to e1 and W ∩V = {0}. Let W⊥ be the orthogonal com-
plement ofW , then e1 is inW
⊥. For notation simplicity, we assumeW⊥ is generated by
{e1, · · · ,ed}. Define
ψ2(u) = (
‖u‖Rpu1√
u21+ · · ·+ u2d
, · · · , ‖u‖Rpud√
u21+ · · ·+ u2d
). (C.4)
We need to prove that ψ2 is a local diffeomorphism of ψ1(ι(M)) around (a,0, · · · ,0). Sup-
pose τ(v) is a chart of ψ1(ι(M)) around (a,0, · · · ,0) such that τ(0) = (a,0, · · · ,0). Then
[Dψ2(τ(0))] = [Dψ2(a,0, · · · ,0)][Dτ(0)]. Here [Dτ(0)] is p×d matrix whose column vec-
tors form a basis ofV . A straight forward calculation shows that [Dψ2(a,0, · · · ,0)] is d× p
matrix whose row vectors are {e1, · · · ,ed}. If the null space of [Dψ2(τ(0))] is not 0, then
there is a non zero vector v in V such that v is perpendiuclar to e1, · · · ,ed . Since W⊥ is
generated by {e1, · · · ,ed}, so v is in W , and this contradicts to W ∩V = {0}. Therefore,
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the null space of [Dψ2(τ(0))] is 0 and Det([Dψ2(τ(0))]) is not 0. By inverse function
theorem, ψ = ψ2 ◦ψ1 is a diffeomorphsim from an open set O around u0 to an open set
in Rd whose boundary has measure 0. Moreover, for any u, ‖u‖Rp = ‖ψ(u)‖Rd . Hence,
K(‖u‖Rp) = K(‖ψ(u)‖Rd ).
Step 2. K(‖u‖Rp) is continuous in the interior of C (x). In fact, for any open geodesic
ball in the interior, K(‖u‖Rp) is a constant over the ball. Hence it is constant on each
connected component of the interior of C (x).
Step 3. For any δ > 0, since ι(M) is compact and ∂C (x) has measure 0, ∂C (x) has
content 0. Therefore, we can cover the boundary by finite many uniform open geodesic
balls of radius r(δ ) so that the total volume of the open balls of radius 2r(δ ) with the
same centers is less than δ
2
. The union of these open balls of radius 2r(δ ) with the interior
of C (x) is an open set. Denote the complement of the union in ι(M) as M′. M′ is a
compact subset of ι(M). We can construct a cover ofM′ by finitely many open sets {Oi}Ni=1
satsifying the following properties:
(1) Each Oi is an open geodesic ball with radius less then r(δ )/2.
(2) There is a diffeomorphismψ i associated with Oi as constructed in Step 1. Each Oi
is diffeomorphic through ψ i to an open set O∗i in R
d whose boundary has measure
0.
Obviously, the function K(‖v‖Rd ) is Riemann integrable on O∗i , in particular the set where
K(‖v‖Rd ) is discontinuous is a measure 0 subset of the interior of O∗i . Note that by
the construction of the open cover of ∂C (x), we can make sure that each Oi is at least
r(δ )/2 away from the closure of C (x). Hence, there is a constant C(r(δ )), such that
|Det(Dψ i)|>C(r(δ ))> 0. Therefore if we cover the discontinuous set of K(‖v‖Rd ) in O∗i
(including the boundary) by countable open balls with total volume less than
C(r(δ ))δ
2N
, then
the discontinuous set of K(‖u‖Rp) = K(‖ψ i(u)‖Rd ) in Oi ∩M′ can be covered by count-
able open sets with total volume less than δ
2N
. So the discontinuous set of K(‖u‖Rp) inM′
can be covered by countable open sets with total volume less than δ
2
and the discontinuous
set of K(‖u‖Rp) in ι(M) can be covered by countable open sets with total volume less than
δ . Hence, K(‖u‖Rp) is Riemann integrable on ι(M) and the conclusion follows.
(2) If for any ε > 0, K(
‖ι(y)−ι(x)‖Rp
ε ) is a Riemann integrable function of y on the
manifold for all K(t) satisfies the conditions in Assumption 2.1, then obviously K(‖u−
ι(x)‖Rp) is a Riemann integrable function of u on ι(M) for all K(t) satisfies the conditions
in Assumption 2.1.
Since Dx(u) is continuous, V (x) is compact. Moreover, V (x) is the union of 0 and
the critical values of Dx(u) on ι(M) \ ι(x). Note that Dx(u) is smooth except at u =
ι(x). By Sard’s theorem, the set of critical values of Dx(u) on ι(M) \ ι(x) has measure
0. Hence V (x) is compact and has measure 0. Define K(t) = χ
V (x)(t). Since V (x) is
Jordan measurable, K(t) is bounded and Riemann integrable. We have K(‖u− ι(x)‖Rp) =
χ
D−1x (V (x))(u) is Riemann integrable on ι(M). Thus, we have ∂D
−1
x (V (x)) has measure 0.
Next we show that ∂C (x) ⊂ ∂D−1x (V (x)). Since both C (x) and D−1x (V (x)) are com-
pact and C (x) ⊂ D−1x (V (x)), if there is a point u0 on ∂C (x) but not on ∂D−1x (V (x)),
then u0 is in the interior of D
−1
x (V (x)). Hence, we can find an open geodesic ball B ⊂
D−1x (V (x)) on ι(M) around u0 so that Dx is smooth on the open set B \ u0. By Lemma
C.2, Dx is constant on B \u0. Hence B ⊂ C (x) and this contradicts to u0 on ∂C (x). We
prove the claim ∂C (x) ⊂ ∂D−1x (V (x)). Since ∂D−1x (V (x)) has measure 0, ∂C (x) has
measure 0. 
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APPENDIX D. PROOF OF THE CLAIM IN EXAMPLE 2.3
Let dL2 be the metric on F (A) defined as in (2.17), where P is the uniform probability
measure on [0,1]. Then, we have
Npack(ε,F (A),dL2)≤ Ncov(ε,F (A),dL2 )≤ sup
P
Ncov(ε,F (A),dL2(P)), (D.1)
where Npack(ε,F (A),dL2) is the packing number of F (A) by the ε ball with respect to
the metric dL2 . Next, we find a lower bound for Npack(ε,F (A),dL2). Let 0≤ a,a+ ε,≤ 1,
we need to find a lower bound for dL2(K(a+ ε − ·),K(a− ·)). Note that by the Cauchy
Schwarz inequality,
dL2(K(a+ ε−·),K(a−·)) =(
∫ 1
0
|sin(exp(exp( 1|a+ ε− z|)))− sin(exp(exp(
1
|a− z|)))|
2dz)
1
2
(D.2)
=(
∫ 1
0
|sin(exp(exp( 1|a+ ε− z|)))− sin(exp(exp(
1
|a− z|)))|
2dz)
1
2 (
∫ 1
0
12dz)
1
2
≥
∫ 1
0
|sin(exp(exp( 1|a+ ε− z|)))− sin(exp(exp(
1
|a− z|)))|dz.
Hence, we need to find a lower bound for
∫ 1
0 |sin(exp(exp( 1|a+ε−z| )))−sin(exp(exp( 1|a−z| )))|dz.
For notation simplicity, we assume a = 0 to find the lower bound. The method and the
lower bound will be the same for a general a. Note that if ε < 1
10
, then 0<− 1
logε <
1
2
and
0< ε < ε − 1
logε < 1. Hence, for ε small enough, we have∫ 1
0
|sin(exp(exp( 1|ε − z|)))− sin(exp(exp(
1
|z| )))|dz≥
∫ ε− 1logε
ε
|sin(exp(exp( 1|ε − z| )))− sin(exp(exp(
1
|z| )))|dz
(D.3)
=
∫ ε− 1logε
ε
|sin(exp(exp( 1
z− ε )))− sin(exp(exp(
1
z
)))|dz.
We compare the function sin(exp(exp( 1
z−ε ))) and sin(exp(exp(
1
z
))). Let
ai = ε +
1
log(log((N+ i)pi))
,
where i is an integer (may be negative) and N is the smallest integer such that 1
log(log(Npi)) ≤
− 1
logε . In other words, N− 1≤ 1pi e
1
ε ≤ N. Let
a∗i = ε +
1
log((N+ i)pi + pi
2
)
.
Note that if z= ai, then exp(exp(
1
z−ε ))= (N+ i)pi . Intuitively, [ai+1,ai] is a “half period” of
sin(exp(exp( 1
z−ε ))). In other words, sin(exp(exp(
1
z−ε ))) is completely positive or negative
on (ai+1,ai). Let
b j =
1
log(log((M1+ j)pi))
,
where j ≤ M2. M1 is the smallest postive integer such that 1log(log(M1pi)) ≤ ε −
1
logε . M2
is the largest non negative integer such that 1
log(log((M1+M2)pi))
≥ ε . Hence, M1 +M2 ≤
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1
pi exp(exp(
1
ε )) ≤ M1 +M2 + 1. We have the following observations about [ai+1,ai] and
[b j+1,b j].
Lemma D.1. If ε is small enough, then we have the following statements.
(1) |ai− ai+1|> |ai+1− ai+2| and |b j− b j+1|> |b j+1− b j+2|.
(2) 1<
|ai−a∗i |
|a∗i −ai+1| < 2.
(3) 1
2
<
|ai+6−ai+7|
|ai−ai+1| < 1.
Proof. Note that 1pi e
1
ε ≤ N implies that N → ∞ as ε → 0.
(1) ai− ai+1 = 1log(log((N+i)pi)) − 1log(log((N+i+1)pi)) . The result follows from 1log(log(pix)) −
1
log(log(pi(x+1))) is decreasing for x> 0. Similarly, we have |b j− b j+1|> |b j+1− b j+2|.
(2) ai − a∗i = 1log(log((N+i)pi)) − 1log(log((N+i)pi+ pi2 )) and a
∗
i − ai+1 = 1log(log((N+i)pi+ pi2 )) −
1
log(log((N+i+1)pi))
. Hence,
|ai− a∗i |
|a∗i − ai+1|
=
1
log(log((N+i)pi))
− 1
log(log((N+i+ 12 )pi))
1
log(log((N+i+ 12 )pi))
− 1
log(log((N+i+1)pi))
. (D.4)
The conclusion follows from
1
log(log(pix))
− 1
log(log(pi(x+ 1
2
)))
1
log(log(pi(x+ 1
2
)))
− 1
log(log(pi(x+1)))
is decreasing to 1 as x→ ∞.
(3)
|ai+1− ai+2|
|ai− ai+1| =
1
log(log((N+i+1)pi))
− 1
log(log((N+i+2)pi))
1
log(log((N+i)pi)) − 1log(log((N+i+1)pi))
. (D.5)
Note that
1
log(log(pi(x+1)))
− 1
log(log(pi(x+2)))
1
log(log(pix))
− 1
log(log(pi(x+1)))
is increasing to 1 as x→∞. Hence, if ε is small enough,
for all i, we have ( 1
2
)
1
6 <
|ai+1−ai+2|
|ai−ai+1| < 1. The conclusion follows. 
Denote [a˜k+1, a˜k] to be an interval [ai+1,ai] such that sin(exp(exp(
1
z−ε ))) and sin(exp(exp(
1
z
)))
have the opposite sign on [ai+1,ai]. The existence of [a˜k+1, a˜k] and the total length of
∪k[a˜k+1, a˜k] are proved in the following lemma.
Lemma D.2. If ε is small enough,
∑
k
|a˜k− a˜k+1|>− 1
20logε
. (D.6)
Proof. Let g(z) = exp(exp( 1
z
)). Consider the interval [b j+1,b j]. By the mean value theo-
rem, there is a b j+1 ≤ m≤ b j such that
dg(m)
dz
=
g(b j+1)− g(b j)
b j+1− b j =
pi
b j+1− b j . (D.7)
Then, we find ai such that ai+1 < m < ai. By the mean value theorem, there is a m
′ with
ε < ai+6 ≤ m′ ≤ ai+1 < m such that
dg(m′− ε)
dz
=
g(ai+6− ε)− g(ai+1− ε)
ai+6− ε− (ai+1− ε) =
5pi
ai+6− ai+1 . (D.8)
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Hence,
1
5
dg(m′−ε)
dz
dg(m)
dz
(ai+1− ai+6) = b j− b j+1. (D.9)
By (1) and (3) in Lemma D.1, if ε is small enough, ai−5− ai+6 < 3(ai− ai+6). Therefore,
1
15
dg(m′−ε)
dz
dg(m)
dz
(ai−5− ai+6)< b j− b j+1. (D.10)
Observe that for z> 0, we have g′(z)< 0 and g′′(z) > 0. Since m′ ≤ m, we have
1
15
dg(m′−ε)
dz
dg(m′)
dz
(ai−5− ai+6)< b j− b j+1. (D.11)
Next we show that
dg(m′−ε)
dz
dg(m′)
dz
> 15, when ε is small enough. For z> ε ,
dg(z−ε)
dz
dg(z)
dz
=
g(z− ε)e 1z−ε (z− ε)−2
g(z)e
1
z (z)−2
>
g(z− ε)
g(z)
. (D.12)
Note that by the quotient rule
d
g(z−ε)
g(z)
dz
=
g(z−ε)(z−2e 1z −(z−ε)−2e 1z−ε )
g(z) < 0.
Hence, For ε < z< ε − 1
logε ,
dg(z−ε)
dz
dg(z)
dz
>
g(z− ε)
g(z)
>
g(− 1
logε )
g(ε − 1
logε )
. (D.13)
Note that
1
ε − 1
logε
=− logε( 1
1− ε logε ). (D.14)
Since ε logε < 0 and goes to 0 as ε goes to 0, if ε is small enough so that ε logε > −1,
then
1
ε − 1
logε
≤−(logε)(1+ 1
2
ε logε) =− logε − 1
2
ε log2 ε. (D.15)
Hence,
g(ε − 1
logε
) = exp(exp(
1
ε − 1
logε
))≤ e 1ε e−
1
2
ε log2 ε
, (D.16)
At last, note that 1− e− 12 x > 1
4
x when x< 3. Hence, if ε is small enough, then ε log2 ε < 3
and
g(− 1
logε )
g(ε − 1
logε )
≥ e 1ε [1−e−
1
2
ε log2 ε
] ≥ e 14 log2 ε . (D.17)
We require ε to be even smaller, we have
g(− 1
logε )
g(ε − 1
logε )
≥ e 14 log2 ε > 15. (D.18)
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Therefore,
ai−5− ai+6 < b j− b j+1. (D.19)
Since m ∈ [ai+1,ai]∩ [b j+1,b j] 6= /0, either [ai+6,ai+1] or [ai,ai−5] is in [b j+1,b j]. Hence,
each [b j+1,b j] contains at least five consecutive intervals [ai+1,ai], while [ε,bM2 ] contains
infinitely many [ai+1,ai]. For ε small enough, choose L to be the largest postive integer
such that ε− 1
2 logε < b1 < aL. Then, for any i≥ L, there is a there is a [a˜k+1, a˜k] in any five
consecutive intervals [ai+5,ai+4], · · · , [ai+1,ai]. Hence, by (1) and (3) in Lemma D.1
∑
[a˜k+1,a˜k]=[ai+1,ai],i≥L
|a˜k− a˜k+1| ≥ 1
10
∑
i≥L
|ai− ai+1|= 1
10
|aL− ε| ≥ 1
10
|b1− ε|=− 1
20logε
.
(D.20)
Therefore,
∑
k
|a˜k− a˜k+1| ≥ ∑
[a˜k+1,a˜k]=[ai+1,ai],i≥L
|a˜k− a˜k+1| ≥ −
1
20logε
. (D.21)

Next, we find the lower bound for
∫ a˜k
a˜k+1
|sin(exp(exp( 1
z−ε )))|dz.
Lemma D.3.
∫ a˜k
a˜k+1
|sin(exp(exp( 1
z−ε )))|dz> 18 |a˜k− a˜k+1|.
Proof. Let g(z) = exp(exp( 1
z
)), then the second derivative for sin(exp(exp( 1
z−ε ))) is
−sin(g(z− ε))(g′(z− ε))2+ cos(g(z− ε))g′′(z− ε). (D.22)
Note that g′′(z− ε) > 0 for z > ε . Thus, if sin(exp(exp( 1
z−ε ))) is negative on [ai+1,ai],
then cos(exp(exp( 1
z−ε ))) is positive on [ai+1,a
∗
i ] and sin(exp(exp(
1
z−ε ))) is convex on
[ai+1,a
∗
i ]. If sin(exp(exp(
1
z−ε ))) is positive on [ai+1,ai], then cos(exp(exp(
1
z−ε ))) is neg-
ative on [ai+1,a
∗
i ] and sin(exp(exp(
1
z−ε ))) is concave on [ai+1,a
∗
i ]. By (2) in Lemma D.1,
|a∗i − ai+1|> 14 |ai− ai+1|. Therefore,∫ a˜k
a˜k+1
|sin(exp(exp( 1
z− ε )))|dz>
1
2
· 1
4
|a˜k− a˜k+1|=
1
8
|a˜k− a˜k+1|. (D.23)

Hence, ∫ ε− 1logε
ε
|sin(exp(exp( 1
z− ε )))− sin(exp(exp(
1
z
)))|dz (D.24)
>
∫
∪k[a˜k+1,a˜k]
|sin(exp(exp( 1
z− ε )))− sin(exp(exp(
1
z
)))|dz (D.25)
>
∫
∪k[a˜k+1,a˜k]
|sin(exp(exp( 1
z− ε )))|dz.
>
1
8
∑
k
|a˜k− a˜k+1|>− 1
160logε
.
Note that we apply Lemma D.3 in the second last step and we apply Lemma D.2 in the last
step.
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Therefore, dL2(K(a+ ε − ·),K(a− ·)) > − 1160 logε . Equivalently, if |x− y| > e−
1
160ε ,
then dL2(K(x−·),K(y−·))> ε . We conclude that Npack(ε,F (A),dL2 ) is greater than the
packing number of [0,1] by balls of radius e−
1
160ε . Hence,
sup
P
Ncov(ε,F (A),dL2(P))≥ Npack(ε,F (A),dL2)≥
1
2
e
1
160ε . (D.26)
In other words, it is impossible that
sup
P
Ncov(ε,F (A),dL2(P))≤Cε−b, (D.27)
when ε is small enough.
APPENDIX E. PROOF OF PROPOSITIONS 3.1 AND 3.2
Proof of Proposition 3.1. We show that
∫
M | 1n ∑ni=1Kε (ι(x), ι(xi))−EKε (x)|dV (x)→ 0, a.s.
as n→ ∞.
Pointwise convergence of 1
n ∑
n
i=1Kε (ι(x), ι(xi)) to EKε (x)
Suppose P is the density function of the random variable X on M. Fix x ∈M. Define a
random variable F := Kε (ι(x), ι(X)). Then, Fi := Kε (ι(x), ι(xi)) can be regarded as i.i.d
samples from F . Note that if we use Lemma B.1, so thatVol(BR
p
ε (ι(x))∩ ι(M)) ≤Cεd for
some constantC depending on the manifoldM, then, we have
b= ‖Kε‖∞ ≤ Ksup
εα
,
E[F ]≤ Pmax,
E[F2]≤ K
2
sup
ε2α
PmaxVol(B
Rp
ε (ι(x))∩ ι(M)) ≤
CK2supPmax
ε2α−d
.
Thus,
σ2 := Var(F)≤ CK
2
supPmax
ε2α−d
−P2max ≤
C1
ε2α−d
, (E.1)
when ε is small enough. We apply Bernstein’s inequality to provide a large deviation
bound. Recall Bernstein’s inequality
Pr
{∣∣∣∣∣1n
n
∑
i=1
Fi−E[F]
∣∣∣∣∣> β
}
≤ e
− nβ2
2σ2+ 2
3
bβ . (E.2)
For any β < 1 and ε small, there is a constantC2 such that 2σ
2+ 2
3
bβ < 1
C2ε2α−d
. Hence,
e
− nβ2
2σ2+ 2
3
bβ < e−C2nβ
2ε2α−d . (E.3)
Note that e−C2nβ 2ε2α−d < 1
n2
if and only if β 2 > 2 logn
C2nε2α−d
. Take β → 0, we conclude that
for the fixed x, if
logn
nε2α−d → 0 as n→ ∞, then, a.s.∣∣∣∣∣1n
n
∑
i=1
Kε(ι(x), ι(xi))−EKε(x)
∣∣∣∣∣→ 0 . (E.4)
Pointwise convergence of
∫
M | 1n ∑ni=1Kε(ι(x), ι(xi))|dV (x) to
∫
M |EKε (x)|dV (x)
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Suppose P is the density function of the random variable X on M. We define a ran-
dom variable G =
∫
MKε (ι(x), ι(X))dV (x). Then, G(i) =
∫
MKε(ι(x), ι(xi))dV (x) can be
regarded as i.i.d samples from F . Note that we use Lemma B.1, so that Vol(BR
p
ε (ι(x))∩
ι(M))≤Cεd for some constantC depending on the manifoldM. Hence, we have
b= ‖G‖∞ ≤ CKsup
εα−d
. (E.5)
If we apply Fubini’s theorem, we have
E[G] =
∫
M
∫
M
Kε (ι(x), ι(y))dV (x)P(y)dV (y) (E.6)
=
∫
M
∫
M
Kε (ι(x), ι(y))P(y)dV (y)dV (x)
≤Pmax
∫
M
∫
M
Kε (ι(x), ι(y))dV (y)dV (x)
=Pmax
∫
M
1dV(x) = PmaxVol(M).
If we apply the Cauchy Schwarz inequality and the Fubini’s Theorem,
E[G2] =
∫
M
|
∫
M
Kε(ι(x), ι(y))dV (x)|2P(y)dV (y) (E.7)
≤Vol(M)
∫
M
∫
M
[
Kε (ι(x), ι(y))
]2
dV (x)P(y)dV (y)
≤CK
2
supPmax(Vol(M))
2
ε2α−d
.
Thus,
σ2 := Var(G)≤ CK
2
supPmax(Vol(M))
2
ε2α−d
− (PmaxVol(M))2 ≤ C3
ε2α−d
, (E.8)
when ε is small enough. Note that∫
M
∣∣∣∣∣1n
n
∑
i=1
Kε(ι(x), ι(xi))
∣∣∣∣∣dV (x) =
∫
M
1
n
n
∑
i=1
Kε (ι(x), ι(xi))dV (x) =
1
n
n
∑
i=1
G(i), (E.9)
and ∫
M
|EKε (x)|dV (x) =
∫
M
∫
M
Kε(ι(x), ι(y))P(y)dV (y)dV (x) (E.10)
=
∫
M
∫
M
Kε(ι(x), ι(y))dV (x)P(y)dV (y) = E[G]
We apply Bernstein’s inequality
Pr
{∣∣∣∣∣
∫
M
∣∣∣1
n
n
∑
i=1
Kε(ι(x), ι(xi))
∣∣∣dV (x)− ∫
M
|EKε (x)|dV (x)
∣∣∣∣∣ > β
}
(E.11)
=Pr
{∣∣∣∣∣1n
n
∑
i=1
G(i)−E[G]
∣∣∣∣∣> β
}
≤ e
− nβ2
2σ2+ 2
3
bβ .
For any β < 1 and ε small, there is a constantC4 such that 2σ
2+ 2
3
bβ < 1
C4ε2α−d
. Hence,
e
− nβ2
2σ2+ 2
3
bβ < e−C4nβ
2ε2α−d . (E.12)
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Note that e−C4nβ
2ε2α−d < 1
n2
if and only if β 2 > 2 logn
C4nε2α−d
. Take β → 0, we have the follow-
ing conclusion. If
logn
nε2α−d → 0 as n→ ∞, then, a.s.∫
M
∣∣∣∣∣1n
n
∑
i=1
Kε(ι(x), ι(xi))
∣∣∣∣∣dV (x)→
∫
M
|EKε (x)|dV (x) . (E.13)
By Scheffe’s Lemma, if
logn
nε2α−d → 0 as n→ ∞, then, a.s.∫
M
∣∣∣∣∣1n
n
∑
i=1
Kε (ι(x), ι(xi))−EKε(x)
∣∣∣∣∣dV (x)→ 0. (E.14)

Proof of Proposition 3.2. Next, we show that
∫
M |EKε (x)− P(x)|dV (x) → 0, as ε → 0.
Note that
|EKε (x)|= |
∫
M
Kε (ι(x), ι(y))P(y)dV (y)|=
∫
M
Kε (ι(x), ι(y))P(y)dV (y)≤ Pmax. (E.15)
Hence, if we can show thatEKε(x)→P(x) for almost every x, then
∫
M |EKε (x)−P(x)|dV (x)→
0 follows from bounded convergence Theorem.
EKε (x)→ P(x), when P is continuous
|EKε (x)−P(x)|=|
∫
M
Kε(ι(x), ι(y))P(y)dV (y)−
∫
M
Kε (ι(x), ι(y))dV (y)P(x)| (E.16)
≤
∫
M
Kε(ι(x), ι(y))|P(y)−P(x)|dV (y)
≤ sup
y:ι(y)∈BRpε (ι(x))
|P(y)−P(x)|.
As ε → 0, we have ι(y) → ι(x) and y → x. Hence, we have |P(y)− P(x)| → 0 and
|EKε(x)−P(x)| → 0.
EKε (x)→ P(x) for almost every x, when α = d and P is bounded
For ε small enough, since M is compact, we can cover M by finite many open sets
{Oi,zi} with the following properties.
(1) zi ∈ Oi ⊂M.
(2) Let in j(zi) be the injectivity radius at zi, then any for x ∈Oi, we have BRpε (ι(x))∩
ι(M) ⊂ ι(Bin j(zi)/2(zi)), where Br(zi) is a geodesic ball of radius r > 0.
Since expzi is a diffeomorphism, we have a bi-Lipschitz constant ri > 1 for expzi on the
closure of Bin j(zi)/2(zi). Let r =maxi ri.
For any x ∈ Oi,
|EKε (x)−P(x)|=
∣∣∣∫
M
Kε(ι(x), ι(y))P(y)dV (y)−
∫
M
Kε (ι(x), ι(y))dV (y)P(x)
∣∣∣ (E.17)
≤
∫
M
Kε(ι(x), ι(y))|P(y)−P(x)|dV (y).
=
∫
BR
p
ε (ι(x))∩ι(M)
Kε(ι(x), ι(y))|P(y)−P(x)|dV (y)
Suppose x= expzi(v1) and y= expzi(v) for v,v1 ∈ TziM ≈Rd . Denote
D(v1) = (ι ◦ expzi)−1
(
BR
p
ε (ι(x))∩ ι(M)
)
. (E.18)
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Note that we have D(v1) ⊂ BRdin j(zi)/2(zi). Suppose Vzi(v) is the volume form of expzi at v.
Then, by Lemma B.1 and Definition B.1 for any v ∈ BRd
in j(zi)/2
(zi), Vzi(v)<Vmax.
By Lemma B.2, there is a constant C5 such that the diameter of B
Rp
ε (ι(x)) ∩ ι(M)
as a subset of ι(M) is bounded above by C5ε , hence D(v1) ⊂ Q2rC5ε(v1) ⊂ Rd . where
Q2rC5ε(v1) is an open cube of side length 2rC5ε centered at v1.
Hence,∫
BR
p
ε (ι(x))∩ι(M)
Kε (ι(x), ι(y))|P(y)−P(x)|dV (y) (E.19)
=
∫
D(v1)
Kε(ι ◦ expzi(v1), ι ◦ expzi(v))|P(expzi(v))−P(expzi(v1))|Vzi(v)dv.
≤Vmax
∫
D(v1)
Kε(ι ◦ expzi(v1), ι ◦ expzi(v))|P(expzi(v))−P(expzi(v1))|dv
≤Vmax
Ksup
εd
∫
Q2rC5ε
(v1)
|P(expzi(v))−P(expzi(v1))|χD(v1)(v)dv
=Vmax
Ksup
εd
Vol(Q2rC5ε(v1))
∫
Q2rC5ε
(v1)
|P(expzi(v))−P(expzi(v1))|χD(v1)(v)dv
Vol(Q2rC5ε (v1))
=Vmax(2C5)
drdKsup
∫
Q2rC5ε
(v1)
|P(expzi(v))−P(expzi(v1))|χD(v1)(v)dv
Vol(Q2rC5ε (v1))
≤Vmax(2C5)drdKsup
∫
Q2rC5ε
(v1)
|P(expzi(v))χD(v1)(v)−P(expzi(v1))|dv
Vol(Q2rC5ε (v1))
.
By [21], as ε → 0,∫
Q2rC5ε
(v1)
|P(expzi(v))χD(v1)(v)−P(expzi(v1))|dv
Vol(Q2rC5ε (v1))
→ 0, (E.20)
for almost every v1 in exp
−1(Oi). Hence, EKε (x)→ P(x) for almost every x ∈ Oi. There
are finite many Oi, thus we conclude that EKε(x)→ P(x) for almost every x. 
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