Random transformations and entropy
Let (X, B, ρ) be a probability space. In deterministic ergodic theory one is usually concerned with the study of a single ergodic measure-preserving transformation S on (X, B, ρ). For example, the concept of entropy, as was defined by Kolomogorov and Sinai, plays an important role in the classification of ergodic systems (see e.g. Walters (1982) ).
In this paper we are concerned with the entropy of random transformations. In Section 2, we consider the case where the dynamics or the random evolution of the system is generated by independent applications of transformations chosen at random according to some probability distribution. The concept and properties of such random systems have already been defined and studied (see Kifer (1986) ). However, we show that the classical setup gives unsatisfactory entropy results when the set of transformations consists of generators of a higher-dimensional group. In this case, it is more natural to compare the random system with a group action. In such systems we do not think of picking transformations randomly one at a time, but rather according to a stationary and ergodic distribution. This is made more precise in Section 3. In the final section we give an explicit and concrete formula for the calculation of the entropy of random group actions.
In the remaining part of this section we recall the classical definitions and results of random transformations, random entropy and random generators.
All these are found in Kifer (1986) but we include them for the convenience of the reader.
Consider a probability space (X, B, ρ) and let F be a set of transformations acting on X. The set F is assumed to possess a measure structure 2 such that the map from F × X to X defined by (f, x) → f (x) is measurable.
Let m be a probability measure on F. Introduce a new probability space (Ω, µ), where Ω = F N + , µ = m N + , where N + denotes the positive integers.
The σ-algebra on Ω is the product σ-algebra. Thus, an element ω ∈ Ω is a sequence of transformations ω = (f 1 , f 2 , . . .).
All quantities defined below will depend on m, but we won't make this dependence explicit in the notation. Let P be the operator acting on bounded functions of X as follows:
The adjoint operator P * gives a new measure P * ρ on X in the following way: For any measurable subset G of X,
where χ G denotes the indicator function of G.
Definition 1.1:
The measure ρ is said to be P * -invariant if P * ρ = ρ.
Definition 1.2:
The measure ρ is said to be m-invariant
for m almost every f and for every measurable G ⊂ X.
We shall use the following notation:
(i) If ξ is a finite partition of X, then H ρ (ξ) denotes the entropy of ξ, i.e.
• denotes composition. Note that i = 0 corresponds to the identity operator.
Theorem 1.1: Suppose ρ is P * -invariant and let ξ be a finite partition of
Definition 1.3:
The random entropy of the system (X, ρ; F, m) is defined
where the supremum is taken over all finite partitions of X.
Remark: The deterministic entropy h ρ (S) (or h ρ (S, ξ)) of a single measure preserving transformation S can be viewed as a special case of the random entropy defined above when µ is concentrated on S.
Definition 1.4:
A finite partition ξ of X is said to be a random generator for (X, ρ; F, m) if for µ a.e. ω ∈ Ω, ∨ ∞ i=0 ( i f (ω)) −1 ξ generates the σ-algebra B on X, up to sets of ρ measure zero.
Theorem 1.2:
(i) If ξ is a random generator for (X, ρ; F, m), then
(ii) If ξ 1 ξ 2 · · · is an increasing sequence of finite partitions generating the σ-algebra B on X (i.e. ∨ ∞ i=1 ξ i generates B up to sets of measure zero), then
Randomly chosen generators of group actions
First we consider the one-dimensional case. The underlying space X is equipped with a measure ρ. Let S denote an invertible ρ-invariant transformation. The space Ω := F N + = {S −1 , S} N + is given the product measure µ which assigns probability p to S and probability q = 1 − p to S −1 . Note that ρ is m-invariant since ρ is S-invariant. Thus for any finite partition ξ of X, we have that µ a.e.
Lemma 2.1: For any finite partition ξ of X, we have
Proof: For ω ∈ Ω, define
Note that K n (ω) is a subset of {−n, −(n − 1), . . . , (n − 1), n} consisting of R n (ω) consecutive integers. It is well known (see Spitzer (1976) ) that lim n→∞ Rn(ω) n = |p − q| µ a.e., say for ω ∈ A where µ(A) = 1. Moreover, since ρ is m-invariant, for any finite partition ξ of Ω and any ω ∈ A, we have
Then the random entropy of
Proof: Since the deterministic entropy h ρ (S) < ∞ one can find, using
Krieger's theorem (Krieger (1970) ), a finite partition ξ such that h ρ (S) = lim n→∞ h ρ (S, ξ n ) where ξ n = ∨ n i=−n S −i ξ. Thus from Lemma 2.1 and Theorem 1.2 (ii) we see that
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Next we show that Krieger's theorem is no longer true in the random case.
Theorem 2.2: Let (X, ρ) be a probability space and suppose that S : X → X is invertible, ρ invariant and satisfies h ρ (S) > 0. Let F := {S, S −1 } with measure m which assigns probability p to S and q = 1 − p to S −1 . If p = q, then (X, ρ; F, m) has no random generator.
Proof: If ξ is a random generator, then for µ a.e. ω,
Assume with no loss of generality that p > q. Then the set
has positive µ measure, with U n (ω) as defined in the proof of Lemma 2.1.
, and set M = max{n :
Since the sequence ∨ n i=0 ( i f (ω)) −1 )ξ generates B, it follows that {∨ n j=0 S −j ξ} also generates B. This shows that ξ is a one-sided generator for S and so S must have zero entropy (see Walters (1982) , Corollary 4.18.1), which is a
The situation in the higher-dimensional case is quite different. To explain this we specialise to the case where X = {0, 1} Z 2 , ρ is product measure and
where S and T denote the left-and downwards shifts respectively. We show that the random entropy is either 0 or +∞ depending on whether m is symmetric or not. (We say that m is symmetric if m gives equal probability to
This is the unsatisfactory fact referred to in the first section. Proof: For any ω ∈ Ω = F N + , define
Since m is symmetric, the random walk {U n : n ≥ 0} is recurrent, so that lim n→∞ Rn(ω) n = 0 and ∪ ∞ n=0 K n (ω) = Z 2 µ a.e., say on a set A of µ measure one (see Spitzer (1976) ). The latter implies that ξ is a random generator for (X, ρ; F, m). Moreover, since both S and T are measure preserving with respect to ρ, it follows that ρ is m-invariant. Thus,
where h ρ (S, T ) denotes the entropy of the deterministic Z 2 action generated by S and T . (Note that h ρ (S, T ) < ∞ because of the product structure of
Proof: Consider the partition ξ as defined in the proof of Theorem 2.3. For
Thus, ξ k is the partition that specifies coordinates
K n (ω) and R n (ω) as in the proof of Theorem 2.3. Let R k n (ω) be the number of coordinates specified by ∨ n−1
Since m is nonsymmetric we can assume without loss of generality that the random walk U n has a drift to the right. Let R n (ω) be the projection of U 0 (ω), . . . , U n (ω) on the x-axis.
By assumption, there exist > 0 and a set A of µ measure one such that for ω ∈ A we have R n (ω) ≥ n for n sufficiently large. It follows that for n large enough, R k n (ω) ≥ nk. Thus, for ω ∈ A and n large enough
where h ρ (S, T, ξ k ) denotes the entropy of the deterministic Z 2 action generated by S and T with respect to ξ k (see e.g. Conze (1972) or Schmidt (1995)). ¿From this it follows that for all k,
Therefore,
3 Entropy formalism for random group actions
We start by reconsidering the one-dimensional case. We have an invertible and ρ measure-preserving transformation S on X and define F = {S, S −1 }.
An element of Ω = F N + (which corresponds to a sequence of operators) may be represented as a labelling of the edges of N (the nonnegative integers).
To this end, we identify N with the graph whose vertices are the elements of N and which has edges between vertices that are distance one apart. The edge set of this graph is denoted by E. Label each edge by either +1 or −1, the +1 corresponding to S and the −1 to S −1 . Given the labels of the edges, we next label each vertex m ∈ N by the sum of the labels of all edges preceding m, and we write f (m) for this label, where f (0) = 0. We think of the vertex m as being associated with the transformation S f (m) . The map f is from N into Z and we call it the power map. Finally, we denote the cardinality of f ({0, 1, . . . , n − 1}) by S(n).
Choosing the transformations S and S −1 independently with probability p and q respectively corresponds with product measure on {1, −1} E with each marginal assigning probability p to 1 and probability q to −1. Note that if µ = m N + denotes this product measure then S(n) n → |p − q|, µ a.e., and that the random entropy of (X, ρ; F, m) is equal to |p − q|h ρ (S), as we showed in the previous section.
If we take another stationary and ergodic measure ν on {1, −1} E , then we obtain a system of random transformations where the consecutive transformations are no longer selected in an i.i.d. fashion but chosen in some stationary and ergodic way. The entropy of such a system may now be defined as h ρ (S) · lim n→∞ S(n)/n, which is a ν a.e. constant by ergodicity. We shall use this point of view to define a notion of entropy for more general systems of random transformations.
Next consider the higher-dimensional case, that is, we have a Z 2 ac-tion on X generated by two commuting and invertible ρ measure-preserving transformations S and T . Let F = {S, S −1 , T, T −1 }. It is perhaps more natural to define a notion of randomness in such a way that the resulting system can be compared with the deterministic group action on X generated by S and T . Let us proceed along the lines of the one-dimensional case above. (We shall restrict ourselves to the two-dimensional case, but the reader should note that generalisation to higher dimensions causes no difficulty.)
Let N 2 be the graph whose vertices are the integer points (k, l) with k, l ≥ 0, and which has edges between vertices that are distance one apart.
We denote the edge set of this graph by E 2 . We want each vertex (k, l) to be associated with a transformation of the form S α T β , (α, β) ∈ Z 2 . To do this succesfully, we have to make a few definitions.
A path π is a finite sequence of edges π = (e 1 , e 2 , . . . , e k ) in such a way that the endpoint of e i is the starting point of e i+1 for all appropriate i, where begin-and endpoint are defined in the obvious way. When π travels through an edge e in the upwards or right direction, we say that e is a positive edge for π; when π travels through e downwards or to the left, we say that e is a negative edge for π. An edge may be traversed more than once by π and in such a case it could be both positive and negative for π.
We define π + to be the set of positive edges for π and π − the set of negative edges, noting that a given edge e can appear more than once in either π + , π − or both.
Next we label each edge by either (1, 0), (−1, 0), (0, 1) or (0, −1), and the label of edge e is denoted by (e). Think of the labels as corresponding to S, S −1 , T and T −1 respectively. However, we do not allow all possible labellings of the edges. The restriction we impose is that for any two vertices
x and y and any path π from x to y, the vector
is independent of the choice of π, and only depends on x and y. The reason for this restriction will become apparent soon. At first sight, it is not clear that many labellings are possible under this restriction. A little thought however, reveals that it is sufficient (and necessary) to require the following.
Denote the unit vectors by e 1 and e 2 . Take a vertex x and write f 1 for the edge between x and x + e 1 , f 2 for the edge between x + e 1 and x + e 1 + e 2 , f 3 for the edge between x and x + e 2 and f 4 for the edge between x + e 2 and
x + e 2 + e 1 . For a labelling to be allowed we now need to require that
for all vertices x. T . The subshift T will play an important role in our formalism, so we shall first convince ourselves that T contains many elements, i.e. there are many allowed configurations of the edge labels. We continue with the definition of the power map f :
where π is any path from (0, 0) to x. We have seen that for any configuration in T , this is independent of the choice of π. The point x should be thought of as associated with the map S f 1 (x) T f 2 (x) . So in order to obtain f (x) for a point x, take any path from (0, 0) to x, choose S whenever you see
(1, 0) on a positive edge or (−1, 0) on a negative edge; choose S −1 whenever you see (−1, 0) on a positive edge or (1, 0) on a negative edge and so on.
The composition of the maps chosen along the way from (0, 0) to x will be
Next we introduce probability in this formalism. As anticipated previously, we do no longer think of picking one out of S, S −1 , T and T −1
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at random one at a time, but instead consider a stationary and ergodic probability measure µ on T . Write S(n) for the cardinality of the set f ({0, 1, . . . , n − 1} 2 ).
Proposition 3.2:
For any stationary and ergodic probability measure µ on T , there exists a constant c(µ) such that
µ a.e. as n tends to infinity.
Proof:
The fact that S(n)/n 2 converges a.e. is an immediate consequence of the multiparameter subadditive ergodic theorem (Krengel (1985) , Theorem 6.2.9). Indeed, S(n) represents a cardinality and is easily seen to be subadditive. The fact that the limit is µ a.e. constant follows from the fact that the limit is obviously invariant under translations, together with the ergodicity of µ. Definition 3.1: Let µ be a stationary and ergodic probability measure on T . The random entropy E(µ) is defined by the µ a.e. constant
Remarks:
In particular, if the entropy of the deterministic group action is finite, so is the random entropy. This takes care of the problem mentioned in the previous section.
(ii) The deterministic group action is a special case, namely the case in which µ concentrates on the configuration which has all horizontal edges labelled (1, 0) and all vertical edges labelled (0, 1). This gives S(n) = n 2 in this case whence E(µ) = h ρ (S, T ).
Identification of the entropy
In this section we derive a formula for E(µ) which can be used to actually compute E(µ) in certain cases. We work with the same setup as in Section 3. Consider the subshift of finite type T . In a given realisation, each point
. Consider a stationary and ergodic (under the whole group action) measure µ on T . We define vertical and horizontal limits as follows:
All these limits exist µ a.e. by stationarity. We first claim that h S (k) is independent of k and similarly for the other quantities. To see this, just observe that
as can be seen easily using the rules of the subshift. The claim follows immediately from this observation. It follows that h S (k) is invariant under both horizontal and vertical translations and hence it is µ a.e. constant.
Similar statements are valid for the other quantities. Therefore it makes
Consider the parallellogram P with vertices (0, 0), (h S , h T ), (v S , v T ) and
In the following theorem we identify the entropy E(µ) corresponding to µ.
Theorem 4.1: For any ergodic measure µ on T ,
where λ denotes two-dimensional Lebesgue measure.
Note that it follows quickly from the definitions that 0 ≤ λ(P) ≤ 1. Also note that in the case where F = {S, S −1 }, the analogue of λ(P) is |p − q| which is in agreement with Theorem 2.1.
Before we prove the theorem, we present a corollary. The statement of the corollary could give rise to confusion: the entropy in the statement refers to the usual measure-theoretical entropy of µ and not to E(µ).
Corollary 4.1:
(i) Suppose that T has a unique measure of maximal entropy µ 0 , say.
Then E(µ 0 ) = 0.
(ii) If µ is invariant under rotations, then E(µ) = 0.
Proof: For (i), when we flip S to S −1 , S −1 to S, T to T −1 and T −1 to T , we obtain another measure µ 0 , say. It is clear that h S (µ 0 ) = −h S (µ 0 ) and similarly for the other quantities. But clearly, µ 0 has the same entropy as µ 0 , whence it follows from the assumption that h S (µ 0 ) = h S (µ 0 ) and similarly for the other quantities. it follows that h S (
For (ii), just observe that the assumption on µ implies that h S = v S and
of V n are good is at least 1 − 6 . So if the claim is correct we have that
from which it follows that
where δ ( , P) → 0 when → 0. ¿From this it follows as above that E(µ) ≥
It remains therefore to prove the claim, i.e. we need to show that if all points on the boundary of V n are good, then all vertices in the set Q n ( ) := Each side of the parallellogram Q n ( ) can be extended to a doubly infinite line which divides the plane into two half planes, one of which does not contain Q n ( ). The latter half planes are denoted H 1 , . . . , H 4 , where the numbering is chosen such that γ N ⊂ H 1 , γ n−1 ⊂ H 3 , γ i (1) ∈ H 2 for all i and γ i (n − N ) ∈ H 4 for all i. This can be done by the goodness of the points on the boundary of V n . Next we are going to describe a process evolving in time as follows: at time t = 0, we place a particle at each of the vertices of γ N , and label the particle at γ N (i) by the number i. Note that if a vertex appears more than once in γ N , then there is more than one particle at this vertex. Between t = 0 and t = 1, particle 1 moves with unit speed from γ N (1) to γ N +1 (1), therefore ending up at this last vertex at time 1. All other particles do not move in this time interval. (In fact, there will always be exactly one particle moving at any non-integer time.) Between time 1 and 2, particle 2 moves with unit speed from γ N (2) to γ N +1 (2). We continue this, so that finally between time n − N − 1 and n − N , particle n − N moves from γ N (n − N ) to γ N +1 (n − N ). Note that at this point, all particles have moved from γ N to γ N +1 . Next, between time n−N and n−N +1, particle 1 moves from γ N +1 (1) to γ N +2 (2). After that, particle 2 moves from γ N +1 (2) to γ N +2 (2) and so on. So at time 2(n−N ) particle i is at the vertex γ N +2 (i).
We continue in the obvious way, until the final configuration is reached at time (n − N ) 2 when particle i is at γ n (i) for all i = 1, . . . , n − N .
At all times t, the curve ρ t is defined by connecting particles 1, . . . , n−N (in that order) with straight line segments. In particular, we have that ρ k(n−N ) is just γ N +k . Consider horizontal lines l k := {(x, k) : x ∈ R} for integers k, and let I(k) denote the intersection of l k and Q n ( ). Assume for the sake of concreteness that Q n ( ) is oriented in such a way that H 1 ∩ l k is at the left of H 3 ∩ l k . If I(k) ∩ ρ t = ∅, we denote the leftmost point of this intersection by r(k, t). If the intersection is empty, r(k, t)) is defined to be the leftmost point of I(k).
The main observation is the following: as a function of t, r(k, t) can only make 'jumps' from one vertex to a neighbouring vertex. Apart from these possible jumps, r(k, t) is a continuous function of t. This observation is easy to verify by checking all possibilities. It follows from this observation,
