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QUADRATIC NONLINEAR DERIVATIVE SCHRO¨DINGER
EQUATIONS - PART 1
IOAN BEJENARU
Abstract. In this paper we consider the local well-posedness theory for
the quadratic nonlinear Schro¨dinger equation with low regularity initial
data in the case when the nonlinearity contains derivatives. We work
in 2 + 1 dimensions and prove a local well-posedness result up to the
scaling for small initial data with some spherical symmetry structure.
1. Introduction
This work is concerned with the initial value problem for the nonlinear
Schro¨dinger equations which generically have the form:
(1)
{
iut −∆u = P (u, u¯,∇u,∇u¯), t ∈ R, x ∈ R
n
u(x, 0) = u0(x)
where u : Rn × R→ C and P : C2n+2 → C is a polynomial.
We are interested in the theory of local well-posedness for this problem in
Sobolev spaces. It is natural to discuss this in terms of the Taylor expansion
of P around 0.
Constant functions are not in Hs, hence the first natural condition to
impose on P is P (0) = 0. The next step is to consider the linear terms.
Those without derivatives are harmless for the local well-posedness theory
because they have Lipschitz contribution in all Sobolev spaces.
The problem becomes nontrivial when we have linear terms with deriva-
tives. This is made clear by the following result due to Mizohata [Mi] which
proves that for the problem:
(2)
{
iut −∆u = b1(x)∇u, t ∈ R, x ∈ R
n
u(x, 0) = u0(x)
the following condition on b1 is necessary for the L
2 well-posedness theory:
(3) sup
x∈Rn,ω∈Sn−1,R>0
|Re
∫ R
0
b1(x+ rω) · ωdr| <∞
The idea behind this condition is that Re b1 contributes to exponential
growth of the solution along the flow.
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One of the consequences for our problem is that we cannot have in the
nonlinearity terms like b1∇u with b1 real. On the other hand if the in-
homogeneity is of type b1∇u with b1 imaginary or b2 · ∇u¯, the problem is
well-posed in any Hs, see [KePoVe3] and [KePoVe4].
The problem becomes more complicated once we have to deal with qua-
dratic and higher order terms. There is a very general result due to Kenig,
Ponce and Vega, see [KePoVe2] which we summarize in what follows.
Theorem 1. Assume that P has no constant or linear terms. Then there
exist s = s(n, P ) > 0 and m = m(n, P ) > 0 such that ∀u0 ∈ H
s(Rn) ∩
L2(Rn : |x|2mdx) the problem (1) has a unique solution in C([0, T ] : Hs ∩
L2(Rn : |x|2mdx) where T = T (||u||Hs∩L2(Rn:|x|2mdx)).
If P does not contain quadratic terms, then the above authors also obtain
a similar result without involving any decay, see [KePoVe2].
When we have terms with derivatives in the nonlinearity there is a loss of
a derivative in the right-hand side of the equation which should be recovered.
Hence one of the main ingredients in dealing with the problem is the local
smoothing effect for Schro¨dinger equation which we describe bellow.
Let (Qα)α∈Zn be a system of disjoint cubes of size R such that R
n =
∪α∈ZnQα. The homogeneous Schro¨dinger equation has a local gain of a
half-derivative:
sup
α∈Zn
||D
1
2
x e
it∆u0||L2(Qα×R) ≤ cR||u0||L2(Rn)
The solution of the inhomogeneous Schro¨dinger equation
(4)
{
iut −∆u = f, t ∈ R, x ∈ R
n
u(x, 0) = 0
has a local gain of a derivative:
sup
α∈Zn
||∇xu||L2(Qα×R) ≤ cR
∑
α∈Zn
||f ||L2(Qα×R)
These estimates can be found in [KePoVe1] and there are even more
refined versions in [KePoVe2].
Let us briefly justify the need of decay. If we look at the problem:
(5) iut −∆u = u∇u
then we need to recover an l1α structure for the term u∇u, while ∇u comes
only with a l∞α structure. Hence we need an l
1
α structure for u and this can
be achieved by a decay condition on u.
Another way is to think of u∇u as being b1(t, x)∇u. The result in (3) tells
us that we need an integrability condition for b1 = u which can be fulfilled
via a decay condition at infinity.
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In [Chr], Christ gives a complete proof of ill-posedness of (5) in one-
dimension with u(0) = u0 ∈ H
s no matter how large we take s. This is
because Sobolev regularity cannot be traded for decay.
Bringing in decay in Schro¨dinger equation forces some kind of trade-off.
The linear equation conserves theHs structure of the initial data, but it does
not conserve the decay structure. A simple way to see this is to consider
the homogeneous equation with initial data u0e
ixξ0 , where u0 is a smooth
approximation of the characteristic function of the unit ball in Rn. A stan-
dard approximation of the solution is u0(x − 2tξ0)e
ixξ0eitξ
2
0 . At time t = 1
this solution is supported at |x| ≈ |ξ0|, therefore we have to recover a decay
of type |ξ0|
m, while u0 comes with no decay since it was supported around
the origin. Therefore we have to spend derivatives in order to conserve the
decay. Thus we should increase the regularity of the initial data more.
This last remark brings us closer to the goal of this paper. The general
result of Kenig, Ponce and Vega is not concerned with is the following ques-
tion: what is the lowest Sobolev regularity the initial data can have so that
we have well-posedness? When asking this question, one should be more
specific about the type of the equation and the dimension of the space.
The quadratic terms in P are the ones we want to understand. If the
nonlinearity contains only terms without derivatives then the problem is
called semilinear Schro¨dinger equation (NLS). The generic quadratic (NLS)
are those with the nonlinearity of type:
u2, |u|2 = u · u¯, (u¯)2
If the nonlinearity contains terms with derivatives then the problem is
called derivative non-linear Schro¨dinger equation (D-NLS). The generic qua-
dratic (D-NLS) are those with the nonlinearity of type:
u ·Du, u¯ ·Du, u ·Du¯, u¯ ·Du¯,Du ·Du,Du¯ ·Du,Du¯ ·Du¯
To obtain a sharp result for these kind of problems means to obtain for
each equation an index s0 such that if s > s0 and u0 ∈ H
s (maybe with
some additional structure) we have a well-posedness result and if s < s0 and
u0 ∈ H
s we have ill-posedness. What exactly is meant by ill-posedness is in
itself a delicate issue. The case s = s0 is the hardest one and it depends on
the specific equation whether there is a positive or negative result.
An important concept for these problems is the scaling exponent, sc.
This is the exponent of the Sobolev space which scales the same way as the
equation. Heuristically one would expect that s0 = sc, but many times this
is not the case. Let’s become more specific.
For the case of quadratic (NLS) we have sc =
n
2 − 2. There has been
considerable progress in the study of quadratic (NLS) in two dimensions
(here sc = −1), see [CoDeKeSt], which led to the following results: if the
nonlinearity is of type u2 or (u¯)2 then s0 = −
3
4 and if the nonlinearity is
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of type |u|2 then s0 = −
1
4 . The problem becomes ill-posed if s < s0 in the
following sense: the bilinear estimates fail to hold true.
The results for quadratic (D-NLS) did not yet reach this level of preci-
sion, the main difficulty being generated by the loss of one-derivative in the
nonlinearity. What are the expectations for this problem? If only one of
the terms contains derivatives (for instance uDu) then sc =
n
2 − 1. If both
terms contain contain derivatives (for instance DuDu) then sc =
n
2 . One
new aspect in these cases is the use of decay: one needs a condition of the
form 〈x〉mu0 ∈ L
2 in addition to u0 ∈ H
s. The best result up to date we
know is of the form, see [Ch]: if m = n2 +2 and s =
n
2 +4 then the quadratic
(D-NLS) is locally well-posed. This is a bit too far from the scaling exponent
and, as we will see later on, the decay is too strong also.
There is one exception. For the terms u¯ ·Du¯ and Du¯ ·Du¯ the results were
established up to the critical exponent, namely the existence of a solution
was proved for every s > sc, see [Gr-p]. This was possible because of the
following fact : the Fourier transforms of solutions for Schro¨dinger equations
concentrate near the paraboloid τ = ξ2 and the most difficult estimates
are the ones when the interacting elements are localized in frequency near
the paraboloid and the result falls back near the paraboloid. The effect of
the complex conjugation is that it replaces the paraboloid τ = ξ2 by the
symmetric τ = −ξ2. The interaction via convolution of two paraboloids of
type τ = −ξ2 is localized in the region τ ≤ 0 so it does not intersect the
paraboloid τ = ξ2 (except the point (0, 0)). This way the most difficult
interactions mentioned above do not occur and the problem becomes easier.
Let us return to the general form of the quadratic (D-NLS). The analy-
sis of the problem brings the conclusion that the “worst” interactions are
the orthogonal ones, i.e. those between waves which travel in orthogonal
directions. In one-dimension this is not possible and this is why the prob-
lem becomes interesting once n ≥ 2. As always, one tries to understand
what happens when n = 2 and then attempt to replicate the argument in
higher dimensions. This is why in this work we will specialize to the case of
two-dimension quadratic (D-NLS).
Our goal is to obtain local well-posedness for initial data u0 ∈ H
s, for any
s > sc. With the techniques we involve it is not possible to prove such a
result unless something else comes into play. Often one considers first what
happens for spherically symmetric initial data; we choose to use a bit of
spherical symmetry. We also know that decay is needed when we deal with
quadratic (D-NLS).
We define the differential operator:
(6) Rf = (x1∂x2 − x2∂x1)f
and the pseudodifferential operators in the left calculus:
(7) Df = (1 +
〈x〉2
µ+ 〈D〉2
)
1
4
+ ε
2 f with symbol (1 +
〈x〉2
µ+ 〈(ξ, τ)〉2
)
1
4
+ ε
2
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for some 0 < ε < 12 . For a generic space of functions X we define:
(8) DRX = {f ∈ X : Df ∈ X and DRf ∈ X}
We denote by χ[0,T ] a smooth approximation of the characteristic function
of [0, T ] such that χ[0,T ](t) = 1, ∀t ∈ [0, T ]. We will always consider χ[0,T ]
as a function of time, in other words by χ[0,T ] we mean χ[0,T ](t).
The space for our initial data is DRHs. We dedicate section 3 to the
definition of the spaces DRZs,5 (for the solutions) and DRW s (for the
inhomogeneity). These spaces satisfy the linear estimate:
Theorem 2. If g ∈ DRHs and f ∈ DRW s, then the solution of:
(9)
{
iut −∆u = f
u(x, 0) = g(x)
satisfies χ[0,1]u ∈ DRZ
s,5 ∩ CtDRH
s
x.
To each quadratic nonlinearity we associate is the standard way the bi-
linear form B(u, v). The bilinear estimate is the next key result:
Theorem 3. If s > sc, we have the global bilinear estimate:
(10) ||B(u, v)||RDW s ≤ Cε,s||u||RDZs ||v||RDZs
Once we have the above two results, a standard fixed point argument
gives us the main result:
Theorem 4. Assume n=2. Given any s > sc and T > 0, there exists δ > 0
such that for every u0 ∈ DRH
s with δ0 = ||u0||DRHs < δ , the quadratic (D-
NLS) has a unique solution u in C([0, T ] : DRHs) ∩RDZs,5 with Lipschtiz
dependence on the initial data.
A sketch of the proof goes as follows. Let B(u, v) be the bilinear form:
(11) B(u, v) =
∑
i,j∈{1,2}
cijuxivxj
where cij are constant complex numbers. We intend to obtain bilinear es-
timates for B(u, v) and B(u, v¯) since this way we cover the theory for all
quadratic polynomials of type P (∇u,∇u¯), except for those of type P (∇u¯).
For the last ones the theory had been developed previously, as we remarked
before.
We start with the Bourgain space Xs,
1
2
,1 as the candidate for Zs and
Xs,−
1
2
,1 as a candidate forW s. We split the Fourier space in pieces according
to the size of (ξ, τ) and its distance to the paraboloid (τ = ξ2). Taking into
account that the product becomes convolution under the Fourier transform,
we see how the pieces interact and try to recover the Xs,−
1
2
,1 structure for
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B(u, v). This goes fine as long as we recover information which is at some
distance from the paraboloid and it breaks down very close to the paraboloid
- we catch a logarithm of the high frequency which cannot be controlled. To
remedy this we come up with a more delicate decomposition of the part
of the Fourier space which is at distance less than 1 from the paraboloid.
More exactly we introduce a wave packet decomposition and we measure
the packets in L∞t L
2
x. Then the target space W
s is also modified at distance
less than 1 from paraboloid, i.e. we also have a wave packet decomposition
and the packets are measured in L1tL
2
x. We have to recover a L
1
t structure
on the packets for B(u, v) and this is why we need to involve the extra decay
and spherical symmetry.
All along the argument we do involve some spherical symmetry and decay
in the bilinear estimates and this is why our spaces will be of type RDZs
and RDW s. See the next section for the definitions.
Once the bilinear estimates are fixed, then a standard fixed point argu-
ment gives us the result of Theorem 4.
One can easily adapt our argument for the bilinear forms of type:
(12) B(u, v) =
2∑
j=1
cjuvxj
This is because the basic estimates are derived for the bilinear form
B˜(u, v) = u · v and then we ”over-estimate” the size of ∇, see the beginning
of section 5 for more details. Thus we are entitled to claim the result for
the quadratic polynomials of type P (u,∇u), P (u¯,∇u) and P (u,∇u¯).
We think that further analysis should reveal that without assuming some
spherical symmetry there is no way one can get existence all the way down
to the critical exponent. Without spherical symmetry, but involving decay,
we expect a positive result for s > sc + 1 and a negative one for s < sc + 1.
This work is in progress and it will be the main core of the second part of
this paper.
The spaces we use in this paper are in some way the counterpart of the
ones involved in dealing with the wave maps equation, see [Ta1] and [Tao].
Our spaces are a bit more difficult since they involve phase-space localiza-
tion, rather than phase localization which is the case for the wave-maps.
We conclude the introduction with few open problems. The most obvious
thing to ask is what happens at the scaling exponent sc. Our techniques
lose logarithms of the low frequency in the bilinear estimates and we can
eliminate them only by imposing s > sc. Then the question of the optimality
of the decay is another one to ask. Is the factor 12 + ε the optimal one? The
estimates in Bourgain spaces seem to indicate that we should manage with
a factor of ε.
In the end the generalization to higher dimensions should be of interest
too. We know that the scaling exponent is n2 for the case when both terms
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come with derivatives and we think it should be possible to get similar results
under similar conditions in all dimensions.
Quadratic D-NLS is in itself an interesting problem, but one of the most
important reasons to study it comes from the Schro¨dinger maps. They
are the natural Schro¨dinger equation when the target space is a complex
manifold. It is well-known in the literature that understanding the problem
(1) with nonlinearity |∇u|2 is essential for the study of the Schroedinger-
maps equation (at least for the case when the manifold is Sn−1). So far the
problem has been solved for initial data in H
3
2
+ε in R2 and when the target
manifold is S2 or H2, see [NaStUh]. It is known that the scaling exponent
for these problems is n2 , so a natural question to ask in dimension 2 is what
happens when the initial data is in Hs for 1 ≤ s ≤ 32 . The result in higher
dimensions is also open. The results in this paper might be a good start in
understanding and approaching these problems.
The results of this paper were mostly obtained when the author was a PhD
student at University of California, Berkeley. The author is greatly indebted
to Daniel Tataru, his thesis adviser, for many fruitful conversations and for
the constant encouragement along the way.
2. Proof of Main Theorem
Assuming the results of Theorems 2 and 3 we can prove the result of the
Theorem 4. We did not define yet the spaces Zs,5 andW s,5, but at this time
it is enough to take for granted that they are Banach spaces.
We define the operator T1 by w = T1f to be the solution of the inhomo-
geneous Schro¨dinger equation with zero initial data:
(13)
{
iwt −∆w = f
w(x, 0) = 0
We fix T = 1 and prove that if the initial data is small enough then our
problem has a solution. We define the set K to be
K = {χ[0,1]w ∈ RDZ
s,5 : ||χ[0,1]w||RDZs,5 ≤ 2||χ[0,1]e
it∆u0||RDZs,5}
and the operator T : RDZs,5 →RDZs,5 by
T (v) = eit∆u0 + T1(χ
2
[0,1]B(v, v))
In the hypothesis that ||u0||DRHs is small enough, we prove that T : K →
K and that T is a contraction on K. This give us the existence of a fixed
point for T which is the solution of our problem in the interval [0, 1]. This
is because we chose χ[0,1] to be equal to 1 on [0, 1].
To prove the invariance of K under the action of T we use (15) and (16):
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||χ[0,1]T u||DRZs,5 ≤ ||χ[0,1]e
it∆u0||DRZs,5 + ||χ[0,1]T1(χ
2
[0,1]B(u, u))||DRZs,5 ≤
||χ[0,1]e
it∆u0||DRZs,5 + C5||χ[0,1]B(χ[0,1]u, χ[0,1]u)||DRW s,5
Using the bilinear estimate in (10) we continue with:
||χ[0,1]T u||DRZs,5 ≤ ||χ[0,1]e
it∆u0||DRZs,5 + Cε,s||χ[0,1]u||
2
RDZs,5 ≤
||χ[0,1]e
it∆u0||DRZs,5 + Cε,s||χ[0,1]e
it∆u0||
2
RDZs,5
It is enough to choose ||u0||DRHs small enough in order to obtain the
bound Cε,s||e
it∆u0||DRZs ≤ C1Cε,s||u0||DRHs ≤ 1 which gives us the desired
inequality.
To prove that T is a contraction we proceed as follows:
T u1 − T u2 = T1(χ
2
[0,1]B(u1, u1))− T1(χ
2
[0,1]B(u2, u2)) =
T1(χ
2
[0,1]B(u1, u1 − u2)) + T1(χ
2
[0,1]B(u2, u1 − u2))
followed by the estimates
||χ[0,1](T u1 − T u2)||DRZs,5 ≤
Cε,s(||χ[0,1]u1||DRZs,5 + ||χ[0,1]u2||DRZs,5)||χ
2
[0,1](u1 − u2)||DRZs,5 ≤
Cε,s||u0||DRHs ||χ[0,1](u1 − u2)||DRZs,5 <
1
2
||χ[0,1](u1 − u2)||DRZs,5
where again we have to choose ||u0||DRHs small enough so that we have
Cε,s||u0||DRHs <
1
2 .
We conclude that T has a unique fixed point in K which is a solution to
our problem. By rescaling we can obtain the result of the Theorem for any
T > 0.
3. Definition of the spaces
For each u we denote by Fu = uˆ the Fourier transform of u. This is
always taken with respect to all the variables, unless otherwise specified.
Throughout this paper all the inequalities of type ≤ should be understood
in the sense .: A ≤ B is meant to be A . B ⇔ A ≤ CB for some constant
C which is independent of any possible variable in our problem.
We say A ≈ B if A ≤ CB ≤ C2A for the same constant C. We say
that we localize at frequency 2i to mean that in the support of the localized
function |(ξ, τ)| ∈ [2i−1, 2i+1].
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The paraboloid P = {(ξ, τ) : τ = ξ2} plays a very important role in the
geometry of the problem.
In the Schro¨dinger equation time and space scale in a different way, and
this suggests to define the norm for (ξ, τ) by |(ξ, τ)| = (|τ |+ξ2)
1
2 . In dealing
with the quadratic nonlinearity without derivatives the Bourgain space Xs,b
proved to be a very useful space to work with for appropriate choice of b,
see [CoDeKeSt]. They are defined in the following way:
Xs,b = {f ∈ S′; 〈(ξ, τ)〉s〈τ − ξ2〉bfˆ ∈ L2}
Here and thereafter 〈x〉 = (1 + |x|2)
1
2 where |x| is the norm of x. The
integral defining Xs,
1
2 has two weights in it, an elliptic one, 〈(τ, ξ)〉s, and one
adapted to the paraboloid, 〈τ − ξ2〉
1
2 . We will employ frequency localized
versions of Xs,
1
2 which are constructed according to these weights.
Consider ϕ0 : [0,∞)→ R to be a nonnegative smooth function such that
ϕ0(x) = 1 on [0, 1] and ϕ0(x) = 0 if x ≥ 2. Then for each i ≥ 1 we define
ϕi : [0,∞)→ R by ϕi(x) = ϕ0(2
−ix)−ϕ0(2
−i+1x). With the help of (ϕi)i≥0
we define the operators Si, S
ξ
i and S
τ
i by:
F(Sif) = fˆi = ϕi(|(ξ, τ)|) · fˆ(ξ, τ)
F(Sξi f) = fˆ
ξ
i = ϕi(|ξ|) · fˆ(ξ, τ)
F(Sτi f) = fˆ
τ
i = ϕi(
√
|τ |) · fˆ(ξ, τ)
Since |τ − ξ2| ≈ |(τ, ξ)|d((ξ, τ), P ) (away from zero), then we can chose
to localize with respect to d((ξ, τ), P ) instead of |τ − ξ2|. If |(ξ, τ)| ≈ 2i,
then |τ − ξ2| ranges in the interval [0, 22i+2], hence d((τ, ξ), P ) ranges in
the interval [0, 2i+2]. The appropriate localization for |τ − ξ2| is on a
dyadic scale of type 2k with k ∈ {0, 1, .., 2i + 2}. Therefore the appro-
priate localization for d((τ, ξ), P ) is on a dyadic scale of type 2k with k ∈
{−i,−i+ 1, ..,−1, 0, 1, .., i + 2}. For d ∈ Ii = {2
−i, 2−i+1, .., 2i+1}, we build
a system of functions ϕi,d : R
2 → R having the following property that the
support of ϕi,d is approximately the set
{(ξ, τ) : |(ξ, τ)| ≈ 2i, d((τ, ξ), P ) ≈ d} ≈ {(ξ, τ) : |(ξ, τ)| ≈ 2i, |τ − ξ2| ≈ d2i}
and ∑
d∈Ii
ϕi,d(ξ, τ) = ϕi(|(ξ, τ)|), ∀(ξ, τ) ∈ R
2 × R
The support of ϕi,2−i should contain not only the points which are at
distance ≈ 2−i from P , but also those at distance less than 2−i from P .
We define the operators Si,d by Si,df = fi,d = ϕˇi,d ∗ Sif and we have
fi =
∑
d∈Ii
fi,d. In the support of fˆi,d we have 1 + |τ − ξ
2| ≈ 2id.
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Sometimes it is useful to localize in a linear way rather than a dyadic way.
In these cases we localize with respect to the value of |τ − ξ2| instead; we
will make this clear when we need it.
For each dyadic value d ∈ Ii we define ϕi,≤d =
∑
d′∈Ii:d′≤d
ϕi,d′ and ϕi,≥d =∑
d′∈Ii:d′≥d
ϕi,d′ . The give rise to the operators which localize at distance
less and greater than d from P :
Si,≤df = fi,≤d = f ∗ ϕˇi,≤d and Si,≥df = fi,≥d = f ∗ ϕˇi,≥d
The part of fˆ which is at distance less than 1 from P plays an important
role and this is why we define the global operators:
S·,≤1f = f·,≤1 =
∞∑
i=0
fi,≤1 and S·,≥1f = f·,≥1 =
∞∑
i=0
fi,≥1
We denote by Ai the support in R
2 × R of ϕi(|(ξ, τ)|) and by Ai,d the
support of ϕi,d. In a similar way we can define Ai,≤d and Ai,≥d to be the
support of the operators Si,≤d, respectively Si,≥d.
We work with Xs,
1
2
,1 which is defined as follows:
X
s, 1
2
,1
i = {f : fˆ supported in Ai and ||f ||
X
s, 12 ,1
i
=
∑
d∈Ii
||fi,d||
X
s, 12
≤ ∞}
Xs,
1
2
,1 = {f : fi ∈ X
s, 1
2
,1
i and ||f ||
2
X
s, 12 ,1
=
∑
i
||fi||
2
X
s, 12 ,1
i
<∞}
For technical purposes we need:
X
s, 1
2
i,d = {f ∈ X
s, 1
2 : fˆ supported in Ai,d}
and, similarly, X
s, 1
2
,1
i,≤d and X
s, 1
2
,1
i,≥d .
When we work out the estimates it turns out that Xs,
1
2
,1 is the right space
to measure only the part of the solution whose support in the Fourier space
is at distance greater than 1 from P , i.e. the S·,≥1 part of our solutions.
This is why we introduce also:
X
s, 1
2
,∞
i = {f : fˆ supported in Ai and ||f ||
X
s, 12 ,∞
i
= ||fi,d||
l∞
d
(Xs,
1
2 )
<∞, d ∈ Ii}
Xs,
1
2
,∞ = {f : fi ∈ X
s, 1
2
,∞
i and ||f ||
2
X
s, 12 ,∞
=
∑
i
||fi||
2
X
s, 12 ,∞
i
<∞}
We will measure the S·,≤1 part of our solutions in X
s, 1
2
,∞; in addition to
that we will measure it in a space whose construction goes as follows.
We define the following lattice in the plane τ = 0:
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Ξ = {ξ = (r, θ) : r = n, θ =
pi
2
k
n
, n, k positive integers}
Ξ is like a lattice in polar coordinates. It has the properties that the
distance between any two points is at least 1 and that for every η ∈ R2
there is a ξ ∈ Ξ such that |ξ − η| ≤ 1. For each ξ ∈ Ξ we build a non-
negative function φξ to be a smooth approximation of the characteristic
function of the cube of size 1 in R2 centered at ξ and satisfying the natural
partition property:
(14)
∑
ξ∈Ξ
φξ = 1
We can easily impose uniforms bounds on the derivatives of the system
(φξ)ξ∈Ξ. For each ξ ∈ Ξ we define:
fξ = φˇξ ∗ f and fξ,≤1 = φˇξ ∗ f·,≤1
The convolution above is performed only with respect to the x variable.
The support of fˆξ,≤1 is a almost a parallelepiped having the center (ξ, ξ
2) ∈ P
and sizes: ≈ |ξ| in the τ direction and 1 in the other two directions (normal
to P and the completing third one).
We can also build a system of non-negative functions φ˜ξ satisfying:
- φ˜ξ · φξ = φξ and
∑
ξ φ˜ξ ≤ C
- the support of φ˜ξ is contained in the set {η : |η − ξ| ≤ 2}
- the system (φ˜ξ)ξ∈Ξ has uniform bounds on the derivatives.
For technical purposes we need the following construction. For n positive
integer define Ξn = {ξ ∈ Ξ : |ξ| = n} and then :
fn,≤1 =
∑
ξ∈Ξn
fξ,≤1
The next concern is how to measure fξ,≤1. We denote by (Q
m)m∈Z2
the standard partition of R2 in cubes of size 1; i.e. Qm is centered at
m = (m1,m2) ∈ Z
2, has its sides parallel to the standard coordinate axis
and has size 1. For each ξ ∈ Ξ, m ∈ Z2 and l ∈ Z we define the tubes:
T
m,l
ξ = ∪t∈[l,l+1](Q
m − 2tξ)× {t} =
{(x− 2tξ1, y − 2tξ2, t) : (x, y) ∈ Q
m and t ∈ [l, l + 1]}
Then, for each ξ ∈ Ξ, we define the space Yξ by the following norm:
||f ||2Yξ =
∑
(m,l)∈Z3
||f ||2
L∞t L
2
x(T
m,l
ξ
)
We have f =
∑
ξ∈Ξ fξ and then we define the space Y
s by the norm:
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||f ||2Y s =
∑
ξ∈Ξ
〈ξ〉2s||fξ||
2
Yξ
For technical reasons we need also:
Yi = {f ∈ Y
0; fˆ supported in Ai}
Yi,≤d = {f ∈ Y
0; fˆ supported in Ai,≤d}
the last one being defined for any d ∈ Ii with d ≤ 1.
We localize our solutions in time. If we come with a frequency localization
on the top of this we are left with decay in time of our solutions. For this
we define Y Nξ and Y
s,N by the norms:
||f ||Y N
ξ
= ||〈t〉Nf ||Yξ and ||f ||
2
Y s,N =
∑
ξ∈Ξ
〈ξ〉2s||fξ||
2
Y N
ξ
To bring everything together, define Zs,N to be
Zs,N = {f ∈ S′ : ||f·,≥1||
Xs,
1
2 ,1
+ ||f·,≤1||Y s,N + ||f·,≤1||Xs,
1
2 ,∞
<∞}
with the obvious norm. Our spaces are going to be equipped with some
additional structure, namely a bit of spherical symmetry and some decay.
Recalling the definitions in (6), (7) and (8), we are going to measure our
solution in DRZs,5.
So far we have built the spaces suitable for the solution of (1). We need
also a space for the right hand side of the equation, see Theorem 2.
We can easily define Xs,−
1
2
,1 by simply replacing 12 with −
1
2 in the defi-
nition of Xs,
1
2
,1. Then we define Ys by:
||f ||2Ys,N =
∑
ξ∈Ξ
〈ξ〉2s||fξ||
2
YN
ξ
where YNξ is defined as follows:
||f ||2
YN
ξ
=
∑
(m,l)∈Z3
||〈t〉Nf ||2
L1tL
2
x(T
m,l
ξ
)
Notice that (Yξ)
∗ = Yξ since we will use this later for duality purposes.
Back to the right hand side of (9), we need f·,≥1 to be in X
s,− 1
2
,1, but we
do not need f·,≤1 to be both in Y
s,5 and Xs,−
1
2
,1 in order to recover the Zs,5
structure for χ[0,1]u. This is why we introduce W
s,N defined by the norm:
||f ||Ws,N = inf{||f1||Ys,N + ||f2||Xs,−
1
2 ,1
; f = f1 + f2}
We measure the right hand side of (9) in:
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W s,5 = {f ∈ S′ : ||f·,≤1||
2
Ws,5 + ||f·,≥1||
2
Xs,−
1
2 ,1
<∞}
Besides Xs,b we need the conjugate X¯s,b which is defined as follows:
X¯s,b = {f ∈ S′; 〈(ξ, τ)〉s〈τ + ξ2〉bfˆ ∈ L2}
We can define all the other elements the same way as above by simply
placing a bar on each space and operator, while replacing everywhere |τ−ξ2|
with |τ + ξ2| and P with P¯ = {(ξ, τ) : τ + ξ2 = 0}.
We have the following important fact:
f ∈ Xs,b ⇐⇒ f¯ ∈ X¯s,b
and the obvious correspondents for the variants of Xs,
1
2 we work with. In
addition the dual of Xs,b is:
(Xs,b)∗ = X¯−s,−b
4. The linear estimates
This section is dedicated to proving the result in Theorem 2. As expected
from the statement we have to prove the following two Propositions.
Proposition 1. The solution of the homogeneous equation satisfies:
(15) ||χ[0,1]e
it∆g||DRZs,N∩CtDRHsx ≤ CN ||g||DRHs
Proposition 2. The solution of (13) satisfies:
(16) ||χ[0,1]w||DRZs,N∩CtDRHsx ≤ CN ||f ||DRW s
It is well-known that the Schro¨dinger equation is invariant under rota-
tions, therefore it is enough to prove the results in the two Proposition
without rotations. As about conserving the decay, we leave this problem
for the end of the section. Therefore we first prove Propositions 1 and 2
without involving the RD structure.
The following result brings some important informations about the struc-
ture of the spaces we work with and will be very useful for the rest of the
section.
Lemma 1. The spaces we involve have the following properties:
a) Xs,
1
2
,1 ⊂ CtH
s
x
b) f ∈ Xs,
1
2
,1 ⇒ χ[0,1]f ∈ X
s, 1
2
,1
c) Y0 ⊂ X0,−
1
2
,∞ and X0,
1
2
,1 ⊂ Y 0
d) f ∈ Y s ⇒ χ[0,1]f ∈ Y
s,N ∀N
e) f ∈ Y s,N ⇒ f·,≤1 ∈ Y
s,N and, more generally, for any d ∈ Ii we have
fi ∈ Y
s,N ⇒ fi,≤d ∈ Y
s,N .
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Proof. a) and b) are standard result, see for instance [Ta2].
c) Let us fix i, d ∈ Ii and ξ ∈ Ξ, |ξ| ≈ 2
i. Let us denote by φ˜ξ,d = φ˜ξ ·ϕi,d.
We have (fξ)i,d = fξ ∗
ˇ˜
φξ,d. One can show (see part e)) that
ˇ˜
φξ,d is highly
concentrated in T 0,0ξ in the following sense:
||χ
T
m,l
ξ
ˇ˜
φξ,d||L2 ≤ CN 〈(m, l)〉
−N || ˇ˜φξ,d||L2 ≈ CN 〈(m, l)〉
−N (2id)
1
2
This allows us to conclude that:
||(fξ)i,d||
2
L2 ≤
∑
m,l
||χ
T
m,l
ξ
fξ ∗
ˇ˜
φξ,d||
2
L2 ≤
∑
m,l
||χ
T
m,l
ξ
fξ ∗
ˇ˜
φξ,d||
2
L2tL
∞
x
≤
∑
m,l
||χ
T
m,l
ξ
fξ||
2
L1tL
2
x
|| ˇ˜φξ,d||
2
L2 ≈ (2
id)
1
2 ||fξ||
2
Yξ
Summing up with respect to the ξ ∈ Ξ, |ξ| ≈ 2i gives us:
||fi,d||L2 ≤ (2
id)
1
2 ||fi||Y 0
which is enough to conclude Y0 ⊂ X0,−
1
2
,∞. By duality we obtain X0,
1
2
,1 ⊂
Y 0.
d) We observe that (χ[0,1]f)ξ = χ[0,1]fξ. Since fξ ∈ Yξ, then it follows
immediately that tNχ[0,1]fξ ∈ Yξ for any N . Summing this up with respect
to ξ ∈ Ξ gives us the claim.
e) We fix i, d ∈ Ii and ξ ∈ Ξ, |ξ| ≈ 2
i and denote by φ˜ξ,≤d = φ˜ξ · ϕi,≤d.
We observe that (fξ)i,≤d = fξ ∗
ˇ˜
φξ,≤d. φξ,≤d is a smooth approximation of
the characteristic function of the set {(η, τ) : |η − ξ| ≤ 12 , |τ − ξ
2| ≤ 2id}
which, geometrically, is approximately a parallelepiped. Then ˇ˜φξ,≤d is highly
localized in a subset of T 0,0ξ , namely ∪t∈[0,(2id)−1](Q
0 − 2tξ) × {t} the dual
parallelepiped. In the particular setup that d = 2−i, we can quantify this
high localization as follows:
|| ˇ˜φξ,≤2−i ||L2(Tm,l
ξ
)
≤ CN 〈(m, l)〉
−N || ˇ˜φξ,≤2−i ||L2 = CN 〈(m, l)〉
−N ||φ˜ξ,≤2−i ||L2
In the general case we should construct a new family of tubes by splitting
each Tm,lξ in 2
id subtubes, by splitting the time interval in equal intervals,
and then have a similar estimate on these tubes. We skip this formalization,
since it does not bring anything illuminating and requires complicated no-
tations. One key observation, besides the fact that
ˇ˜
φξ,≤d is highly localized
in ∪t∈[0,(2id)−1](Q
0 − 2tξ)× {t} is that:
|| ˇ˜φξ,≤d||L1(∪
t∈[0,(2id)−1](Q
0−2tξ)×{t}) ≤ (2
id)−
1
2 || ˇ˜φξ,≤d||L2 = (2
id)−
1
2 ||φ˜ξ,≤d||L2 ≈ 1
On behalf of all these facts, a straightforward argument gives us:
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|| ˇ˜φξ,≤d||L1(Tm,l
ξ
)
≤ CN 〈(m, l)〉
−N
This allows us to estimate:
||fξ ∗
ˇ˜
φξ,≤d||
2
Yξ
≤
∑
m,l

∑
m′,l′
||χ
T
m,l
ξ
fξ ∗ χTm′,l′
ξ
ˇ˜
φξ,≤d||L∞t L2x


2
≤
∑
m,l
||χ
T
m,l
ξ
fξ||
2
L∞t L
2
x
= ||fξ||
2
Yξ
Summing up with respect to ξ ∈ Ξ, |ξ| ≈ 2i gives us the general result
fi,≤d ∈ Y
s. If for each i we take d = 1 we can sum up with respect to all
ξ ∈ Ξ and obtain f·,≤1 ∈ Y
s. One can easily observe that the decay in time
structure is conserved in all the above computations, therefore we also get
fi,≤d ∈ Y
s,N and f·,≤1 ∈ Y
s,N .

4.1. Proof of Proposition 1. We denote by v = eit∆g. It is well known
that v ∈ CtH
s
x and that χ[0,1]v ∈ X
s,b for any b, see for example [KePoVe5].
As a consequence χ[0,1]v ∈ X
s, 1
2
,1.
The delicate part of the proof is to show that (χ[0,1]v)·≤1 ∈ Y
s. For this
purpose we decompose the initial data in the following way (see (14)):
g =
∑
ξ∈Ξ
∑
m
ˇ˜
φξ ∗ (χQmgξ) =
∑
ξ∈Ξ
∑
m
gmξ
Then we can write:
(17) v =
∑
ξ∈Ξ
vξ =
∑
ξ∈Ξ
∑
m
vmξ
where vmξ = e
it∆gmξ . We fix ξ = ξ
0 ∈ Ξ and recall the well-known energy
conservation for the homogeneous Schro¨dinger equation.
Lemma 2. For each ξ0 and m we have:
(18) ||vmξ0 ||L∞t L2x = ||g
m
ξ0 ||L2
χ[0,1]v
m
ξ0
has a phase-space concentration: it is highly concentrated in Tmξ0
in space and in a neighborhood of size 1 around (ξ0, ξ
2
0) in frequency. The
next Lemma bellow prepares step by step the estimates necessary to prove
this claim. Before that we need to define Pj,m(x, t,D), j = 1, 2 and m ∈ Z,
to be the differential operators:
Pj,m = xj −mj − i2tDxj with symbols pj,m = xj −mj + 2tξj
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Lemma 3. i∂t −∆ commutes with both Pj,m(x, t,D), j=1,2.
For each m ∈ Z and j = 1, 2 we have the estimates:
(19) ||Pnj,m(x, t,D)v
m
ξ0 ||L∞t L2x = ||P
n
j,m(x, 0,D)g
m
ξ0 ||L2
(20) ||Pnj,m(x, 0,D)g
m
ξ0 ||L2 ≤ Cn||χQmgξ0 ||L2
(21) ||(xj −mj + 2tξ
0
j )
nχ[0,1]v
m
ξ0 ||L∞t L2x ≤ Cn||χQmgξ0 ||L2
(22) ||χ[0,1]v
m
ξ0 ||L∞t L2x(T
m′,0
ξ0
)
≤ Cn〈m−m
′〉−nCn||χQmgξ0 ||L2
Proof. The fact that i∂t−∆ commutes with both Pj,m(x, t,D), j=1,2 can be
verified by direct computation. As a consequence Pnj,mv
m
ξ0
is also a solution
of the homogeneous equation and then the energy conservation gives us (19).
In order to prove (20) we start with:
Pnj,m(x, 0,D)g
m
ξ0 = (xj −mj)
nφ˜ξ0(D)(χQmgξ0)
Standard calculus gives us:
(xj −mj)
nφ˜ξ0(D) =
n∑
k=1
∂kφ˜ξ0
∂ξkj
(D)(xj −mj)
k
A simple computation shows that ||
∂kφ˜
ξ0
∂ξkj
||L∞
ξ
≤ Ck. In addition we have
that |x1 −m1| ≤ 2 in the support of χQm. Therefore we can conclude that
for all k’s in the above sum we have:
||
∂kφ˜ξ0
∂ξkj
(D)(xj −mj)
kχQmgξ0)||L2 ≤ Ck||χQmgξ0 ||L2
This is enough to justify the claim of (20). Next we expand:
(xj −mj + 2tξ
0
j )
n = (xj −mj − i2tDxj + (i2tDxj + 2tξ
0
j ))
n =
∑
α+β+γ≤n
CαβγP
α
j,m(x, t,D)(i2tDxj + 2tξ
0
j )
βtγ
We took into account that the commutator [Pαj,m(x, t,D), i2tDxj + 2tξ
0
j )]
has symbol C · t, for some constant C which can be explicitly computed.
We make two observations: in the support of vˆm
ξ0
we have |ξ01 − ξ1| ≤ 1 and
|2tχ[0,1]| ≤ 2. Then using (19) and (20) gives us (21).
The proof of (22) is a direct consequence of (21).

QUADRATIC NONLINEAR DERIVATIVE SCHRO¨DINGER EQUATIONS 17
We continue now with the proof of Proposition 1. Recalling (17) we
estimate:
||χ[0,1]vξ0 ||
2
Y =
∑
m′
||χ[0,1]vξ0 ||
2
L∞t L
2
x(T
m′,0
ξ0
)
≤
∑
m′
(∑
m
||χ[0,1]v
m
ξ0 ||L∞t L2x(T
m′,0
ξ0
)
)2
≤
∑
m′
(∑
m
Cn〈m−m
′〉−n||χQmgξ0 ||L2
)2
≤ C2n
∑
m′
∑
m
〈m−m′〉−n||χQmgξ0 ||
2
L2
≤ C2n
∑
m
||χQmgξ0 ||
2
L2 ≤ C
2
n||gξ0 ||
2
L2
In the above computations we used twice the inequality:
∑
m
〈m−m′〉−n ≤ C
which is true as long as n ≥ 3. At the level of Y s the above estimate
becomes ||χ[0,1]vξ0 ||Y s ≤ ||gξ0 ||Hs . Summing up with respect to ξ
0 ∈ Ξ
gives us ||χ[0,1]v||Y s ≤ ||g||Hs . Notice also that we get for free the estimate
||χ[0,1]v||Y s,N ≤ ||g||Hs , see part d, Lemma 1.
From part e) of Lemma 1 we can conclude ||(χ[0,1]v)·,≤1||Y s,N ≤ ||g||Hs
4.2. Proof of Proposition 2.
The claim is that if f ∈W s then χ[0,1]w ∈ Z
s,N ∩CtH
s
x. We rewrite (13):
iwt −∆w = f·,≥1 + f·,≤1 = f·,≥1 + f
1 + f3
where f1 ∈ Xs,−
1
2
,1 and f3 ∈ Ys. We decompose more:
iwt −∆w = f·,≥1 +
∑
j
f1j,≥2−j +
∑
j
f1j,≤2−j + f
3
The solution of (13) can be written:
w = w1 + w2 + w3 − eit∆v
where w1, w2, w3 are given by:
(23) (τ − ξ2)wˆ1 = fˆ·,≥1 +
∑
j
fˆ1j,≥2−j
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(24)


(i∂t −∆)w
2 =
∑
j
f1j,≤2−j
w2(x, 0) = 0
(25)
{
(i∂t −∆)w
3 = f3
w3(x, 0) = 0
The correction factor eit∆v is present since the solution of (23) does not
necessarily come with zero initial data. But we prove that it corresponds to
an initial data in v ∈ Hs and this justifies our correction.
We will focus on showing the following properties:
(26) w1, χ[0,1]w
2 ∈ Xs,
1
2
,1 and χ[0,1]w
3 ∈ Zs,5 ∩ C([−1, 2] : Hs)
If we assume for the moment the properties (26), we can prove the result
of the Proposition 2.
Proof of Proposition 2. From part a) and b) of Lemma 1 we can conclude
that χ[0,1]w
1, χ[0,1]w
2 ∈ C([−1, 2] : Hs), therefore χ[0,1](w
1 + w2 + w3) ∈
C([−1, 2] : Hs). Thus (w1 + w2 + w3)(0) = v ∈ Hs which implies w =
w1 + w2 + w3 − eit∆v is the solution of (13). Since v ∈ Hs, we can use the
result in Proposition 1 to obtain χ[0,1]e
it∆v ∈ Zs,5 ∩ C([−1, 2] : Hs).
Part b) of Lemma 1 gives us that χ[0,1]w
1 ∈ Xs,
1
2
,1 and part e) implies
(χ[0,1]w
1 + χ[0,1]w
2)·,≤1 ∈ X
s, 1
2
,1 ⊂ Xs,
1
2
,∞ and (χ[0,1]w
1 + χ[0,1]w
2)·,≥1 ∈
Xs,
1
2
,1.
From Lemma 1, part c), χ[0,1]w
1 + χ[0,1]w
2 ∈ Xs,
1
2
,1 ⊂ Y s and using part
d) we obtain that χ[0,1]w
1 + χ[0,1]w
2 ∈ Xs,
1
2
,1 ⊂ Y s,5. In the end we invoke
part e) of the same Lemma to conclude with (χ[0,1]w
1 +χ[0,1]w
2)·,≤1 ∈ Z
s,5.

We continue with the proof of the claims in (26).
w1 ∈ Xs,
1
2
,1.
The equation (23) can be written in the form:
wˆ1 =
1
τ − ξ2
(fˆ·,≥1 +
∑
j
fˆ1j,≥2−j)
and the right hand side is localized in a region where |τ − ξ2| ≥ 1, therefore:
||w1||
X
s, 12 ,1
≤ ||f·,≥1 +
∑
j
f1j,≥2−j ||Xs,−
1
2 ,1
χ[0,1]w
2 ∈ Xs,
1
2
,1
We write w2 =
∑
j w
2
j , where w
2
j solves the equation:
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(27)
{
(i∂t −∆)w
2
j = f
1
j,≤2−j
w2(x, 0) = 0
for each j. The standard energy estimate gives us:
||χ[0,1]w
2
j ||L2 ≤ ||f
1
j,≤2−j ||L1tL2x([−1,2]×R2) ≤ ||f
1
j,≤2−j ||L2
fˆ1
j,≤2−j
is localized in Aj,≤2−j , hence wˆ
2
j is localized in Aj,≤2−j . The cut
in time spreads the support, but χ̂[0,1]w
2
j is highly localized in Aj,≤2−j :
(28) ||χ[ξ2+k,ξ2+k+1]χ̂[0,1]w
2
j (ξ, ·)||L2τ ≤ CN 〈k〉
−N
N∑
α=0
||
∂N−αχ[0,1]
∂tN−α
w
2,α
j ||L2t
where χ[ξ2+k,ξ2+k+1] is a smooth approximation of the characteristic function
of the interval [ξ2 + k, ξ2 + k + 1] (in the τ variable) and wˆ2,αj = (τ −
ξ2)αwˆ2j (ξ, τ). This estimate can be proved by using the commutator identity:
(i∂t − ξ
2)Nχ[0,1]w
2
j =
∑
α
(
N
α
)
∂N−αχ[0,1]
∂tN−α
(i∂t − ξ
2)αw2j
We denote by fˆ1,αj = (τ − ξ
2)αfˆ1j (ξ, τ). Since |τ − ξ
2| ≤ 1 in the support
of fˆ1
j,≤2−j it follows that
||
∂N−αχ[0,1]
∂tN−α
w
2,α
j ||L2 ≤ ||f
1,α
j,≤2−j
||L1tL2x([−1,2]×R2) ≤ ||f
1
j,≤2−j ||L2
We have all ingredients to claim that χ[0,1]w
2 ∈ Xs,
1
2
,1.
χ[0,1]w
3 ∈ Zs,5 ∩ C([−1, 2] : Hs).
We decompose the inhomogeneous term in the following way (see (14)):
f3 =
∑
ξ∈Ξ
∑
(m,l)∈Z3
ˇ˜
φξ ∗ (χTm,l
ξ
f3ξ ) =
∑
ξ∈Ξ
∑
(m,l)∈Z3
f
m,l
ξ
The solution of (24) can be written as:
(29) w3 =
∑
ξ∈Ξ
∑
(m,l)∈Z3
w
m,l
ξ
where for each ξ0 ∈ Ξ, wm,l
ξ0
satisfies the equation
(30)
{
(i∂t −∆)w
m,l
ξ0
= fm,l
ξ0
w
m,l
ξ0
(x, 0) = 0
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We want estimates for χ[0,1]w
3, hence we want estimates for χ[0,1]w
m,l
ξ0
.
Since fm,l
ξ0
is essentially supported in the time interval [l, l + 1] it follows
that χ[0,1]w
m,l
ξ0
= 0 for l 6= 0,±1. Therefore, all the estimates bellow are for
l = 0,±1
For the solution of (30) we have the standard energy estimate:
(31) ||wm,l
ξ0
||L∞t L2x ≤ ||f
m,l
ξ0
||L1tL2x
From this point on the argument follows the same steps as the one for the
homogeneous equation. The only difference is that we work with Pj,m(x, t,D)
instead of Pj,m(x, 0,D).
We list a sequence of results whose proofs can be derived in a similar way
as their correspondent in the homogeneous case.
Lemma 4. For each m ∈ Z, l = 0,±1 and j = 1, 2 we have the estimates:
(32) ||Pnj,m(x, t,D)w
m,l
ξ0
||L∞t L2x ≤ CN ||P
n
j,m(x, t,D)f
m,l
ξ0
||L1tL2x
(33) ||Pnj,m(x, t,D)f
m,l
ξ0
||L1tL2x ≤ Cn||χTm,l
ξ0
f3ξ0 ||L1tL2x
(34) ||(xj −mj + 2tξ
0
j )
nχ[0,1]w
m,l
ξ0
||L∞t L2x ≤ Cn||χTm,l
ξ0
f3ξ0 ||L1tL2x
(35) ||χ[0,1]w
m,l
ξ0
||
L∞t L
2
x(T
m′,0
ξ0
)
≤ Cn〈m−m
′〉−n||χ
T
m,l
ξ0
f3ξ0 ||L1tL2x
(36) ||χ[0,1]w
3
ξ0 ||Y n ≤ Cn||f
3
ξ0 ||Yn
Using (36) and performing the summation with respect to ξ ∈ Ξ im-
plies that ||χ[0,1]w
3||Y s,n ≤ Cn||f
3||Ys,n . Part e) of Lemma 26 gives us that
||(χ[0,1]w
3)·,≤1||Y s,n ≤ ||χ[0,1]w
3||Y s,n ≤ Cn||f
3||Ys,n .
The solution of (30) has a better property, namely:
(37) ||wm,l
ξ0
||CtL2x ≤ ||f
m,l
ξ0
||L1tL2x
Going through the same machinery as in Lemma 4 gives us χ[0,1]w
3 ∈
CtH
s
x.
We can also write w3 =
∑
j w
3
j where
(38)
{
(i∂t −∆)w
3
j = f
3
j
w3j (x, 0) = 0
For fixed d ∈ Ij , d > 2
−j we have wˆ3j,d = (τ − ξ
2)−1fˆ3j,d, hence:
QUADRATIC NONLINEAR DERIVATIVE SCHRO¨DINGER EQUATIONS 21
||w3j,d||Xs,
1
2
≤ ||f3j,d||Xs,−
1
2
≤ ||f3j ||Xs,−
1
2 ,∞
≤ ||f3j ||Ys
In the last estimate we have used part c) of Lemma 1 and the fact that
both f3 and w3 are localized at distance less than 1 from P . This was
important since Xs,
1
2
,∞ has an improved weight, i.e. 〈(ξ, τ)〉s, over Ys, i.e.
〈ξ〉s, and this makes a difference away from P . Hence we can claim:
||w3j,≥2−j ||Xs,
1
2 ,∞
≤ ||f3j ||Ys
For d = 2−j we have:
||χ[0,1]w
3
j,≤2−j ||L2 ≤ ||χ[0,1]w
3
j ||L2 + ||χ[0,1]w
3
j,≥2−j ||L2 ≤
||χ[0,1]w
3
j ||Y 0 + ||w
3
j,≥2−j ||L2 ≤ ||f
3
j ||Y0 + ||w
3
j,≥2−j ||X0,
1
2 ,∞
≤ ||f3j ||Y0
Since wˆ3
j,≤2−j
is concentrated in a region where |τ − ξ2| ≤ 1 and χˆ[0,1] is
highly concentrated in [−1, 1] a similar argument to the one in χ[0,1]w
2 ∈
Xs,
1
2
,1 gives us that actually:
||χ[0,1]w
3
j,≤2−j ||Xs,
1
2 ,1
≤ ||f3j ||Ys
We are left with proving that (χ[0,1]w
3
j,≥2−j)·,≥1 ∈ X
s, 1
2
,1. We know that
w3
j,≥2−j
∈ Xs,
1
2
,∞ and wˆ3
j,≥2−j
is supported at distance less than 1 from P .
The key idea is that χˆ[0,1] is highly localized in [−1, 1]. To formalize a bit,
if we denote by hk(τ) = h(τ) · χ[k− 1
2
,k+ 1
2
](τ) (here χ[k− 1
2
,k+ 1
2
] is a smooth
approximation of the characteristic function of the interval [k − 12 , k +
1
2 ])
we have:
||(χˆ[0,1] ∗ hk)k′ ||L2 ≤ CN 〈k − k
′〉−N ||hk||L2
Applying this to hξ = wˆ
3
j,≥2−j(ξ, ·), for each ξ with |ξ| ≈ 2
j, it is a matter
of algebraic computations to obtain:
||(χ[0,1]w
3
j,≥2−j)·,≥1||Xs,
1
2 ,1
≤ ||w3j,≥2−j ||Xs,
1
2 ,∞
≤ ||f3j ||Ys
4.3. Conservation of decay.
In this section we complete the proof of (15) and (16) in the sense that
we add the decay structure. The decay we use is scaled properly for the
Schro¨dinger equation and this is why, in principle, it should be easily con-
served.
Before we start we need to introduce some new localization operators.
For each k ∈ N we define the lattice:
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(39) Ξk = {ξ = (n2−k, θ) : θ =
pi
2
l
n
;n ∈ N, l ∈ Z}
and for each ξ ∈ Ξk we build the corresponding φkξ to be a smooth approxi-
mation of the characteristic function of the cube centered at ξ and with sizes
2−k. We also assume that the system (φkξ )ξ∈Ξk forms a partition of unity in
R2. For every ξ ∈ Ξk we define:
F(Skξ f) = φ
k
ξ · fˆ
For each k we define Ξk,∗ ⊂ Ξk to be the subset of those ξ with |ξ| ≈ 2k
and such that we have:
∑
k
∑
ξ∈Ξk,∗
φkξ = 1
For each l ∈ Z we can easily construct a function χ[l− 1
2
,l+ 1
2
] to be a smooth
approximation of the characteristic function of the interval [l− 12 , l+
1
2 ] and
such that the system (χ[l− 1
2
,l+ 1
2
])l∈Z form a partition of unity in R. For any
ξ ∈ Ξk with |ξ| ≤ 2k+1 we consider those l ∈ Z with the property |(ξ, l)| ≈ 2k
and define the operators:
F(Tξ,lf)(ξ, τ) = fˆξ,l = φ[l− 1
2
,l+ 1
2
](τ)φ
k
ξ (ξ)fˆ(ξ, τ)
This is one example when we localize in a linear way with respect to the
size of τ − ξ2 rather than a dyadic way, as commented in the section 2.
The main result of this section which will help us to prove the conservation
of decay is the following:
Proposition 3. a) We have the approximation:
(40)
||Df ||2
X
s, 12∩Y s,N
≈
∑
i
∑
ξ∈Ξi,∗
∑
l∈Z:|(ξ,l)|≈2i
〈(ξ, l)〉2s〈l − ξ2〉||〈
x
2i
〉
1
2
+εfξ,l||
2
L2+
∑
ξ∈Ξ
22|ξ|s||〈
x
〈ξ〉
〉
1
2
+εfξ,≤1||
2
Y 0,N
b) The result in a) holds true if we replace Xs,
1
2 ∩ Y s,N with X
s, 1
2
,1
·,≥1 ∩
X
s, 1
2
,∞
·,≤1 ∩ Y
s,N
·,≤1 .
We did not write down the result claimed in part b) because of its com-
plicated formulation. The constant in the ≈ relation depends on µ, but we
choose to ignore it. µ is present only for technical reasons and it does not
affect the computations with more than a Cµ. This is why we keep track of
it only when we do symbolic calculus and discard it later on.
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The result of Proposition 3 are of commutator type. The norm of Df in
Xs,
1
2 ∩ Y s,N is:
∑
i
∑
ξ∈Ξi,∗
∑
l∈Z:|(ξ,l)|≈2i
〈(ξ, l)〉2s〈l − ξ2〉||(Df)ξ,l||
2
L2 +
∑
ξ∈Ξ
22|ξ|s||(Df)ξ,≤1||
2
Y 0,N
The above result claims that we can commute D with the localization Tξ,l
and keep the same weights even if F(Dfξ,l) does not have the same support
as fˆξ,l; in fact F(Dfξ,l) is not even compactly supported. The reason this
works is that F(Dfξ,l) is mainly localized in the support of Tξ,l and decreases
rapidly outside this support.
Another fact which is implicit in the statement of Proposition 3 is that if f
is localized at frequency 2i then Df can be seen as 〈 x
2i
〉
1
2
+εf ; in other words
we can freeze the frequency part of the symbol of D and see the symbol as
a multiplier.
We now turn to the proof of Proposition 3. We deal with a commutator
problem. The symbol of D is d(x, ξ, τ) = (1 + x
2
µ+|τ |+ξ2
)
1
4
+ε commutes with
frequency localizations in τ . Hence we can ignore the time component of
the problem for a while and consider τ as a parameter in the expression of
the symbols bellow.
We have to recall some basics of the theory of the hypoelliptic operators as
developed, for instance, in [Ho¨]. An symbol p(x, ξ) is said to be hypoelliptic
if it satisfies the following condition:
(41) |∂αξ ∂
β
xp(x, ξ)| ≤ Cαβ |p(x, ξ)|〈ξ〉
−|α|, |ξ| ≥ C
for some C. The operator pseudo-differential operator P (x,D) with symbol
p(x, ξ) is invertible in the sense that there is P−1(x,D) with the properties:
PP−1 = I +R1 P
−1P = I +R2
where R1, R2 are of order −∞. In addition the symbol q(x, ξ) of P
−1(x,D)
satisfies:
(42) |∂αξ ∂
β
x q(x, ξ)| ≤ Cαβ |p(x, ξ)|
−1〈ξ〉−|α|, |ξ| ≥ C
d(x, ξ, τ) is hypoelliptic. Moreover we added the constant µ >> 1 with
a sole purpose: to be able to take C = 0 in (41). If we denote by e(x, ξ, τ)
the symbol of D−1 (defined up to an operator of order −∞), e(x, ξ, τ) has
bounds of type (42) where p(x, ξ) is replaced by d(x, ξ, τ).
We can prove our first result:
Lemma 5. We have the estimate:
(43) ||Dfi||L2 ≈ ||〈
x2
µ+ 22i
〉
1
4
+ ε
2 fi||L2 ≈ Cµ||〈
x
2i
〉
1
2
+εfi||L2
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Proof. The second estimate is obvious, hence we have to deal only with the
first one. We first prove the inequality:
||Dfi||L2 ≤ ||〈
x2
µ + 22i
〉
1
4
+ ε
2 fi||L2
If we denote by h = 〈 x
2
µ+22i
〉
1
4
+ ε
2 fi we observe that fi = φi(D)〈
x2
µ+22i
〉−
1
4
− ε
2h,
so we have to show that:
||Dφi(D)〈
x2
µ + 22i
〉−
1
4
− ε
2h||L2 ≤ ||h||L2
It is enough to show that the composition Dφi(D)〈
x2
µ+22i
〉−
1
4
− ε
2 is in the
standard class Ψ01,0. The symbol of Dφi(D) is d(x, ξ, τ)·φi(ξ, τ) and satisfies:
|∂αξ ∂
β
x (d(x, ξ, τ) · φi(ξ, τ))| ≤ Cαβ〈
x2
µ+ 22i
〉
1
4
+ ε
2 〈ξ〉−|α|
〈 x
2
µ+22i
〉−
1
4
− ε
2 is obviously a hipoelliptic operator and this is enough to
invoke the standard theory for composition of pseudo-differential operators
to obtain that Dφi(D)〈
x2
µ+22i
〉−
1
4
− ε
2 is in the standard class Ψ01,0.
We are left with the second inequality:
||Dfi||L2 ≥ ||〈
x2
µ + 22i
〉
1
4
+ ε
2 fi||L2
If we denote by h = Dfi we observe that fi = φi(D)D
−1h, so we have to
show that:
(44) ||〈
x2
µ + 22i
〉
1
4
+ ε
2φi(D)D
−1h||L2 ≤ ||h||L2
The symbol q(x, ξ, τ) of the operator φi(D)D
−1 has an asymptotical ex-
pansion of type:
q(x, ξ, τ) =
∑
α
1
α!
(i∂ξ)
αφi(ξ, τ)∂xe(x, ξ, τ)
The bounds on its derivatives which are of type:
|∂αξ ∂
β
x q(x, ξ, τ)| ≤ Cαβ〈
x2
µ+ 22i
〉−
1
4
− ε
2 〈ξ〉−|α|
Here we have used the bounds we have for e(x, ξ, τ) from the standard
theory. Again this is enough to conclude that 〈 x
2
µ+22i
〉
1
4
+ ε
2φi(D)D
−1 ∈ Ψ01,0
and then conclude that (44) is true.

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Lemma 6. If f is localized at frequency 2i and ξα ∈ Ξ
i, |ξα| ≤ 2
i, we have
the following estimates:
(45) ||SξβDSξαf ||L2 ≤ CN (2
i|ξβ − ξα|)
−N ||DSξαf ||L2
(46) ||DSξβD
−1Sξαf ||L2 ≤ CN (2
i|ξβ − ξα|)
−N ||Sξαf ||L2
Proof. We start with proving (45) for N = 1. We have:
(47) (Dx1 − ξ
1
α)DSξαf = D(Dx1 − ξ
1
α)Sξαf + [Dx1 − ξ
1
α,D]Sξαf
We deal separately with each term on the right hand side of (47). The
standard calculus gives us that the symbol of [Dx1 − ξ
1
α,D] is:
r(x, ξ, τ) = −i
∂
∂xα
d(x, ξ, τ) = −i
2x1
µ+ |τ |+ ξ2
(1 +
x2
µ+ |τ |+ ξ2
)−1d(x, ξ, τ)
r(x, ξ, τ) is hypoelliptic of one class smoother than d(x, ξ, τ) in the fol-
lowing sense:
|∂αξ ∂
β
xr(x, ξ, τ)| ≤ Cαβ|d(x, ξ)|〈
√
µ+ |τ |+ ξ2〉−1−|α|
Then emulating a similar argument as in the proof of (43) we obtain:
(48) ||[Dx1 − ξ
1
α,D]Sξαf ||L2 ≤ 2
−i||〈
x2
µ + 22i
〉
1
4
+ ε
2Sξαf || ≈ 2
−i||DSξαf ||
For the second term on the right hand side of (47) we want to prove a
similar estimate:
(49) ||D(Dx1 − ξ
1
α)Sξαf ||L2 ≤ 2
−i||DSξαf ||L2
The underlying idea is that in the support of Sξα we have that |ξ
1− ξ1α| ≤
2−i (ξ1 − ξ1α is the symbol of Dx1 − ξ
1
α). We need an argument just a bit
more subtle. Let (Qmi )m∈Z2 be a system of of cubes centered at (2
i + µ)m
and of sizes 2i + µ which form a partition of R2. Let also χQm
i
to be a
smooth approximation of the characteristic function of Qmi and such that
(χQmi )m∈Z2 forms a partition of unity in R
2. We decompose:
Sξαf =
∑
m∈Z2
χQmi Sξαf
If S˜ξα is a localizing operator similar to Sξα in the sense that S˜ξαSξα = Sξα
and the support of S˜ξα is a cube of size 2× 2
−i centered at ξα, then:
(Dx1 − ξ
1
α)Sξαf =
∑
m′∈Z2
∑
m∈Z2
χ
Qm
′
i
S˜ξα(Dx1 − ξ
1
α)χQmi Sξαf
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S˜ξα(ξ
1 − ξ1α) is localized on a scale 2
−i × 2−i which is greater or equal
than the dual scale produced by localizations corresponding to χQmi . Hence
a standard argument gives us:
||χ
Qm
′
i
S˜ξα(Dx1 − ξ
1
α)χQmi Sξαf ||L2 ≤
CN 〈m−m
′〉−N ||S˜ξα(Dx1−ξ
1
α)χQmi Sξαf ||L2 ≤ CN2
−i〈m−m′〉−N ||χQmi Sξαf ||L2
In the last line we have use the above observation that ||S˜ξα(Dx1 −
ξ1α)h||L2 ≤ 2
−i||h||L2 . We can continue with:
||D(Dx1 − ξ
1
α)Sξαf ||
2
L2 ≈ ||〈
x
µ + 2i
〉
1
2
+ε(Dx1 − ξ
1
α)Sξαf ||
2
L2
≈
∑
m′∈Z2
〈m′〉1+2ε||χ
Qm
′
i
S˜ξα(Dx1 − ξ
1
α)
∑
m
χQmi Sξαf ||
2
L2
≤
∑
m′∈Z2
〈m′〉1+2ε

∑
m∈Z2
CN2
−i〈m−m′〉−N ||χQmi Sξαf ||L2


2
≤ C2N2
−2i
∑
m′∈Z2
∑
m∈Z2
〈m′〉1+2ε〈m−m′〉−2N+4||χQm
i
Sξαf ||
2
L2
≤ C2N2
−2i
∑
m∈Z2
∑
m′∈Z2
〈m〉1+2ε〈m−m′〉−2N+6||χQmi Sξαf ||
2
L2
≤ C2N2
−2i
∑
m∈Z2
〈m〉1+2ε||χQmi Sξαf ||
2
L2 ≈ C
2
N2
−2i||DSξαf ||
2
L2
This finishes the proof of (49). From (47),(48) and (49) we obtain:
||(Dx1 − ξ
1
α)DSξαf ||L2 ≤ 2
−i||DSξαf ||L2
In a similar manner we obtain a similar estimate whenDx1−ξ
1
α is replaced
by Dx2 − ξ
2
α and these two estimates together are enough to justify (45) in
the case N = 1. The argument for general N follows in a similar manner.
Now we turn our attention to proving (46). The proof is similar in spirit
to the argument for (45), just that it involves more computations. This is
why we outline only the main steps. Let us assume that |ξβ| ≈ |ξα| ≈ 2
i.
We decompose:
DSξβD
−1Sξα =
∑
m∈Z2
∑
m¯∈Z2
DSξβχQim¯D
−1SiχQm
i
Sξα
The hard part of the argument is to prove that:
||DSξβχQm¯i D
−1SiχQmi Sξαf ||L2 ≤ CN (2
i|ξβ−ξα|)
−N 〈m−m¯〉−N ||χQmi Sξαf ||L2
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This can be achieved by using the results (and the arguments used in their
proofs) in (43) and (45). Then we can put the above estimates together and
sum them up to obtain (46). A similar approach would give the estimate in
the case |ξβ| ≈ |ξα|.

We prove in detail an easier variant of (40) in the sense that we evaluate
all terms in Xs,
1
2 :
Lemma 7. We have:
(50) ||Df ||2
X
s, 12
≈
∑
i
∑
ξ∈Ξi,∗
∑
l∈Z:|(ξ,l)|≈2i
〈(ξ, l)〉2s〈l − ξ2〉||〈
x
2i
〉
1
2
+εfξ,l||
2
L2
Proof. We have the decomposition:
Df =
∑
i
∑
ξ∈Ξi,∗
∑
l∈Z:|(ξ,l)|≈2i
Dfξ,l
A direct consequence of (45) is that:
||(Dfξ,l)η,k||L2 ≤ CN 〈|ξ||(ξ, l) − (η, k)|〉
−N ||Dfξ,l||L2
and this is enough to justify:
||Df ||2
Xs,
1
2
≤
∑
i
∑
ξ∈Ξi,∗
∑
l∈Z:|(ξ,l)|≈2i
〈(ξ, l)〉2s〈l − ξ2〉||〈
x
2i
〉
1
2
+εfξ,l||
2
L2
If we write Df = g, the reverse inequality is equivalent to:
∑
i
∑
ξ∈Ξi,∗
∑
l∈Z:|(ξ,l)|≈2i
〈(ξ, l)〉2s〈l − ξ2〉||D(D−1g)ξ,l||
2
L2 ≤ ||g||Xs,
1
2
This can be easily deduced from:
||D(D−1gη,k)ξ,l||L2 ≤ CN 〈|ξ||(ξ, l) − (η, k)|〉
−N ||gη,k||L2
which is a direct consequence of (46)

Proof of Proposition 3. It can be easily seen that in the argument for (50)
we can replace Xs,
1
2 with X
s, 1
2
,1
≥1 ∩X
s, 1
2
,∞
≤1 .
In addition to what has been done so far, we need only to embed the Y
structure in the computations. We need results similar to (45) and (46).
For instance, the equivalent of (45) is:
(51) ||(Dfξ,≤1)η,≤1||Y ≤ CN 〈ξ − η〉
−N ||Dfξ,≤1||Y
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We can copy verbatim the argument we provided for the proof of (45) with
replacing L2 with L∞t L
2
x and work on localized tubes in the physical space.
Just that in this way we end up measuring (Dfξ,≤1)η,≤1 in L
∞
t L
2
x(T
m,l
η ),
instead of measuring it in L∞t L
2
x(T
m,l
ξ ).
One the other hand, we see a difference between the system (Tm,lη )(m,l)∈Z3
and its associated norm and the system (Tm,lξ )(m,l)∈Z3 and its associated
norm only if |ξ − η| ≥ 1. From the projected gain of a factor 〈ξ − η〉−N we
can easily spare a factor of 〈ξ − η〉−1 to make this transition.
Notice that the factor 〈ξ−η〉−N was 〈|ξ|(ξ−η)〉−N in the context of (45).
The reason is that in the proof of (45) we deal with L2 theory while now we
deal with L∞L2 functions. The spared factors of |ξ|−
1
2 is enough to make
the transition between L∞t L
2
x and L
2
x,t. We leave out the rest of the details
of the proof.

Proof of (15) and (16) with decay. If we wanted to provide a complete proof
of how decay is preserved in (15) and (16) we should rewrite many of the
computations we made for the proofs without decay. We choose instead to
outline only the main steps and leave the computations aside.
Step 1. If ξ0 ∈ Ξ
∗ and l0 ∈ Z such that |l0 − ξ
2
0 | ≥ 1, then:
wˆξ0,l0(ξ, τ) =
fˆξ0,l0(ξ, τ)
τ − ξ2
Therefore wξ0,l0 = fξ0,l0∗F
−1(
φ˜ξ0,l
τ−ξ2
) where φ˜ξ0,l is a smooth approximation
of the characteristic function of the support of the operator Tξ0,l0 and fˆξ0,l0 ·
φ˜ξ0,l = fˆξ0,l0 for any f . A simple computation shows that F
−1(
φ˜ξ0,l
τ−ξ2
) is
concentrated in a cube of sizes 〈ξ〉 × 〈ξ〉 × 1 around the origin and that
||F−1(
φ˜ξ0,l
τ−ξ2
)||L1 ≤ |l0 − ξ
2
0 |
−1. This is enough to justify that:
||Dwξ0,l0 ||L2 ≤ |l0 − ξ0|
−1||Dfξ0,l0 ||L2
Using the results from Proposition 3 we can get the conservation of decay
at the Xs,
1
2 level.
Step 2. In dealing with the Y s,N structure we notice that the weights
coming from the decay we impose are constant on the tubes Tm,lξ . Then
it is a routine exercise to show that they can be easily absorbed in the
computations in the proofs of Propositions (15) and (16).
Step 3. Last thing to prove is that the homogeneous equation preserves
the decay condition in Xs,
1
2
,1. This is not that straightforward since when
we argued about the Xs,
1
2
,1 structure without decay, we did not involve any
space decomposition. This time this should be done in the same spirit with
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the decomposition used for proving the Y s,N structure for the homogeneous
equation. The localizations in the physical space do not have to be at the
level of Tm,lξ , but rather at the level of Q
m × [l, l+ 1] on which the decay is
like a constant. Then we go on and argue in a similar manner as before.

The last result we provide in this section is a Lemma which will be useful
in proving the conservation of decay in the bilinear estimates. For any j ∈ Z,
let us denote by dj(x) = (1 +
|x|2
µ+22j
)
1
4
+ ε
2 to be the weight corresponding to
D localized at frequency 2j . We have the result:
Lemma 8. For any function f ∈ L2 we have:
(52) ||dkSkf ||L2 ≤ CN2
(k−j)( 1
2
+ε)
∑
i∈N
2−|i−k|N ||Sidjf ||L2
Proof. We write:
dkSkf = dkSkd
−1
j djf =
∑
i
dkSkd
−1
j Sidjf
We denote by h = djf . In the same spirit of argument for (46) we can
prove the following:
||dkSkd
−1
j Sih||L2 ≤ CN2
(k−j)( 1
2
+ε)2−|i−k|N ||h||L2
The factor 2(k−j)(
1
2
+ε) appears here because we freeze the weights dk and
d−1j unlike in (46). If i = k, then it is almost like estimating ||dkd
−1
j h||L2
and here it is obvious where the factor comes from, since dk
dj
≈ 2(k−j)(
1
2
+ε).

5. Bilinear estimates in RXs,
1
2
,1
The objective of this section is to obtain the bilinear estimates for B(u, v)
and B(u, v¯) inRXs,
1
2
,1, where B is of type (11). We introduce the additional
bilinear form B˜(u, v) = u · v. If uˆ is localized in Ai we use the estimate
||∇u||L2 ≤ 2
i||u||L2 . X
s,± 1
2
,1 are L2 like on dyadic pieces, hence if uˆ is
localized in Ai and vˆ is localized in Aj we use the estimates:
(53) ||B˜(u, v)||X ≤ C||u||X′ ||v||X′′ ⇒ ||B(u, v)||X ≤ 2
i+jC||u||X′ ||v||X′′
(54) ||B˜(u, v¯)||X ≤ C||u||X′ ||v||X′′ ⇒ ||B(u, v¯)||X ≤ 2
i+jC||u||X′ ||v||X′′
Here X,X ′,X ′′ are of type Xs,±
1
2
,a (a ∈ {1, 2,∞}). The constant C may
depend on u, v, more exactly of their localizations. The key thing is once
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we have estimates for B˜, we obtain estimates for B by simply bringing in
the correction factor of 2i+j .
If B were of type (12) the correction factor would be only 2j and this
justifies why we can claim the estimates for bilinear estimates of type (12).
The main results we claim are listed in the following theorem.
Theorem 5. a) Assume that i ≤ j. We have the bilinear estimate:
(55) ||B(u, v)||
RX
s,− 12 ,1
k
≤ j
3
22(1−s)i2(k−j)s||u||
RX
s, 12 ,1
i
||v||
RX
s, 12 ,1
j
b) Assume that 5i ≤ j. We have the following bilinear estimates:
(56) ||B(u, v)||
RX
s,− 12 ,1
j,≥2−i
≤ i
3
2 2(1−s)i||u||
RX
s, 12 ,1
i
||v||
RX
s, 12 ,1
j,≥2−i
Both estimates (55) and (56) remain valid if B(u, v) is replaced by B(u¯, v)
or B(u, v¯).
The theorem tells us that at the dyadic level the spaces RXs,
1
2
,1 with
1 < s are suitable for the bilinear estimates as long as j can be controlled
by a power of 2i . For instance the estimates are good as long as j ≤ Ci.
If this does not happen, the second part of the Theorem tells us that
RXs,
1
2
,1 is still good enough to measure the high frequency at distance
greater than 2−i from the parabola. This means we need additional infor-
mation close to P .
5.1. Basic Estimates.
We start with a simple result stating how two parabolas interact under
convolution. We need few technical definitions.
Throughout this section functions are defined on Fourier space (they
should be thought as Fourier transforms). This is why we use the stan-
dard coordinates (ξ, τ). Also the operator Sξk should be understood as
S
ξ
kf = ϕk(|ξ|) · f(ξ, τ).
For each c ∈ R denote by Pc = {(ξ, τ) : τ − ξ
2 = c} and by P¯c = {(ξ, τ) :
τ + ξ2 = c}. For simplicity P = P0 and P¯ = P¯0.
Denote by δPc = δτ−ξ2=c the standard surface measure associated to the
parabola Pc. With respect to this measure, the restriction of f : R
3 → C to
Pc has norm:
||f ||L2(Pc) =
(∫
|f |2(ξ, ξ2 + c)
√
1 + 4|ξ|2dξ
) 1
2
Throughout this section we make the following convention:
i ∼= j if |i− j| ≤ 3 and i ≇ j if |i− j| ≥ 4
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The estimates for the case i = j are generic for the case i ∼= j. Hence, we
will list or prove only the case i = j since the other ones are similar and can
be proved the same way.
We want estimates for fδP ∗gδP restricted to Pc. We assume f is localized
at 2i and g at 2j . We want to measure the part of the restriction of the
convolution which is localized at 2max (i,j). We obtain a good result for the
those c with |c| ≤ 2i+j−2, i.e. at distance at most 2min (i,j)−2 from P , while
for the rest of the interaction we provide only a global L2 estimate.
The next Proposition states the main ingredient for the bilinear estimates.
Proposition 4. a) Let f, g ∈ RL2(P ) or RL2(P¯ ) such that f is localized
at |ξ| ≈ 2i and g at |ξ| ≈ 2j . If min (i, j) ≥ 1 and |c| ≤ 2i+j−2 we have
(57) ||Sξmax (i,j)(fδP 1 ∗ gδP 2)||L2(Pc) ≤ 2
min (i,j)
2 ||f ||RL2(P 1)||g||L2(P 2)
where P 1, P 2 ∈ {P, P¯}, except for the case P1 = P2 = P¯ .
b) Also we have the global estimate
(58) ||fδP 1 ∗ gδP 2 ||L2 ≤ 2
min (i,j)||f ||L2(P 1)||g||L2(P 2)
where P 1, P 2 ∈ {P, P¯}, except for the case P1 = P2 = P¯ .
Remark. In the above Proposition we do not provide the ingredients for
high-high interactions with outcome at low frequencies (see the Sξmax (i,j)).
These type of estimates are going to be proved later using duality.
Proof. a) fδP ∗ gδP .
We make the choice i ≤ j. We have to prove two results according to the
case when we use rotations on the high or the low frequency.
We simplify also the arguments of f and g. For f ∈ L2(P ), instead of
using the full argument f(ξ, ξ2) we reduce it to f(ξ), where ξ ∈ R2. We
can also use polar coordinates ξ = (ρ, θ) ∈ (0,∞) × [0, 2pi) and denote by
f(ρ, θ) = f(ξ). With these reductions we have:
||f ||2L2(P ) =
∫
|f(ξ)|2
√
1 + 4ξ2dξ =
∫
|f(ρ, θ)|2
√
1 + 4ρ2ρdρdθ
Because f is localized at |ξ| ≈ 2i, the domain of integration for the ρ vari-
able is (2i−1, 2i+1). We have a similar formula for g with the corresponding
observation about the domain of integration for the ρ variable.
We want to estimate the convolution of two measures, hence we need to
derive the formula which gives us the value of fδτ=ξ2 ∗ gδτ=ξ2 at (ζ1, ζ2, ζ3).
If h : R3 → C is a smooth function which decays rapidly at ∞, then from
the definition of convolution we have:
(fδτ=ξ2 ∗ gδτ=ξ2)h
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∫
f(ξ)g(η)h(ξ + η, ξ2 + η2)
√
1 + 4ξ2
√
1 + 4η2dξdη =
∫
f(ρ1, θ1)g(ρ2, θ2)h(ρ1 cos θ1 + ρ2 cos θ2, ρ1 sin θ1 + ρ2 sin θ2, ρ
2
1 + ρ
2
2)
√
1 + 4ρ21
√
1 + 4ρ22ρ1ρ2dρ1dρ2dθ1dθ2
If we write (fδτ=ξ2∗gδτ=ξ2)h =
∫
l(ζ)h(ζ)dζ this gives us fδτ=ξ2∗gδτ=ξ2 =
l. Motivated by this, we introduce the change of variables ρ2(ρ1), θ1(ρ1), θ2(ρ1)→
(ζ1, ζ2, ζ3):


ρ1 cos θ1 + ρ2 cos θ2 = ζ1
ρ1 sin θ1 + ρ2 sin θ2 = ζ2
ρ21 + ρ
2
2 = ζ3
(59)
where ρ1 is seen as a parameter. Computing the Jacobian of the transfor-
mation, we obtain dζ1dζ2dζ3 = 2ρ1ρ
2
2| sin (θ1 − θ2)|dρ2dθ1dθ2, therefore:
(fδτ=ξ2 ∗ gδτ=ξ2)(ζ1, ζ2, ζ3) =∫
f(ρ1, θ1)g(ρ2, θ2)
√
1 + 4ρ21
√
1 + 4ρ22
dρ1
2ρ2| sin (θ1 − θ2)|
where ρ2(ρ1), θ1(ρ1), θ2(ρ1) solve (59) with parameter ρ1.
Since we evaluate the result on Pc, we are interested in the points sat-
isfying ζ3 = ζ
2
1 + ζ
2
2 + c. In polar coordinates, this condition becomes
2ρ1ρ2 cos (θ1 − θ2) = −c. Then we have:√
1 + 4ρ21
√
1 + 4ρ22
ρ1ρ2| sin (θ1 − θ2)|
=
√
1 + 4ρ21
√
1 + 4ρ22√
ρ21ρ
2
2 −
c2
4
≈ 4
since |c| ≤ 2i+j−2 and 2i−1 ≤ ρ1, 2
j−1 ≤ ρ2 . We obtain:
|fδτ=ξ2 ∗ gδτ=ξ2(ζ1, ζ2, ζ
2
1 + ζ
2
2 + c)| ≤
∫
|f(ρ1, θ1)||g(ρ2, θ2)|ρ1dρ1
Next we estimate fδτ=ξ2 ∗ gδτ=ξ2 in L
2(Pc). From (59) we can easily
derive that dζ1dζ2 = ρ2dρ2dθ2. Notice that the third equation in the system
gave us 2ρ1ρ2 cos (θ1 − θ2) = −c from where we can express θ1 in terms of
ρ1, ρ2, θ2. Therefore we have:
||fδτ=ξ2 ∗ gδτ=ξ2 ||
2
L2(Pc)
≤
∫ (∫
|f(ρ1, θ1)| · |g(ρ2, θ2)|ρ1dρ1
)2√
1 + 4(ζ21 + ζ
2
2 )dζ1dζ2
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≤ 2j
(∫
sup
θ1
|f(ρ1, θ1)|
2ρ1dρ1
)(∫
|g(ρ2, θ2)|
2ρ1dζ1dζ2dρ1
)
≈
(∫
sup
θ1
|f(ρ1, θ1)|
2ρ1dρ1
)(∫
|g(ρ2, θ2)|
2
√
1 + 4ρ22ρ2ρ1dρ2dρ1
)
≤ 2−i
(∫
sup
θ1
|f(ρ1, θ1)|
2
√
1 + 4ρ21ρ1dρ1
)(∫
||g||2L2(P )ρ1dρ1
)
≤ 2i||f ||2RL2 ||g||
2
L2(P )
In the last line we have taken advantage of the rotations via the estimate:∫
sup
θ1
|f(ρ1, θ1)|
2
√
1 + 4ρ21ρ1dρ1 ≤ ||f ||
2
RL2
If we want to use the rotations on g, then we use the change of variables
(ζ1, ζ2)→ (ρ2, θ1) satisfying dζ1dζ2 = ρ2dρ2dθ1. We obtain:
||fδτ=ξ2 ∗ gδτ=ξ2 ||
2
L2(Pc)
≤
∫ (∫
|f(ρ1, θ1)| · |g(ρ2, θ2)|ρ1dρ1
)2√
1 + 4(ζ21 + ζ
2
2 )dζ1dζ2 ≤
2j
(∫
|f(ρ1, θ1)|
2ρ1dρ1dθ1
)(∫
sup
θ2
|g(ρ2, θ2)|
2ρ1ρ2dρ2dρ1
)
≤
2−i||f ||2L2(P )
(∫
sup
θ2
|g(ρ2, θ2)|
2
√
1 + 4ρ22ρ1ρ2dρ2dρ1
)
≤
2−i||f ||2L2(P )
(∫
||g||2RL2(P )ρ1dρ1
)
≤ 2i||f ||2L2 ||g||
2
RL2(P )
fδP¯ ∗ gδP
We pursue the same argument we used for fδP ∗ gδP .
The value of fδτ=−ξ2 ∗ gδτ=ξ2 at (ζ1, ζ2, ζ3) is given by:
(fδτ=−ξ2 ∗ gδτ=ξ2)(ζ1, ζ2, ζ3) =∫
f(ρ1, θ1)g(ρ2, θ2)
√
1 + 4ρ21
√
1 + 4ρ22
dρ1
ρ2| sin (θ1 − θ2)|
where ρ2(ρ1), θ1(ρ1), θ2(ρ1) solve the system with parameter ρ1:


ρ1 cos θ1 + ρ2 cosθ2 = ζ1
ρ1 sin θ1 + ρ2 sinθ2 = ζ2
−ρ21 + ρ
2
2 = ζ3
(60)
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We want to evaluate the result on Pc therefore we are interested in the
points satisfying ζ3 = ζ
2
1 + ζ
2
2 + c. In polar coordinates, this condition
becomes 2ρ1ρ2 cos (θ1 − θ2) = −c− 2ρ
2
1. Since we localize the interaction at
2j , we have ρ22 − ρ
2
1 ≥ 2
2j−2. Then we can estimate:√
1 + 4ρ21
√
1 + 4ρ22
ρ1ρ2| sin (θ1 − θ2)|
=
√
1 + 4ρ21
√
1 + 4ρ22√
ρ21ρ
2
2 −
(c+2ρ21)
2
4
≤ 8
From this point on we can continue like in the case of fδτ=ξ2 ∗ gδτ=ξ2 .
b) We assume i ≤ j and we have to consider two cases.
Case 1: i ≇ j
fδP ∗ gδP
The strategy here is to prove an estimate of type:
(61) ||fδτ=ξ2 ∗ gδτ=ξ2 ∗ h||L∞ ≤ 2
i||f ||L2(P )||g||L2(P )||h||L2
for any h ∈ L2(R3). We have:
(fδτ=ξ2 ∗ gδτ=ξ2 ∗ h)(z1, z2, z3) =
∫
h(z1 − ξ1 − η1, z2 − ξ2 − η2, z3 − ξ
2 − η2)f(ξ)g(η)
√
1 + 4ξ2
√
1 + 4η2dξdη
where ξ = (ξ1, ξ2), η = (η1, η2). A direct use of Schwartz inequality gives us:
|(fδτ=ξ2 ∗ gδτ=ξ2 ∗ h)(z1, z2, z3)| ≤ ||f ||L2(P )||g||L2(P )·(∫
|h|2(z1 − ξ1 − η1, z2 − ξ2 − η2, z3 − ξ
2 − η2)
√
1 + 4ξ2
√
1 + 4η2dξdη
) 1
2
≤
2
i+j
2 ||f ||L2(P )||g||L2(P )
(∫
|h|2(z1 − ξ1 − η1, z2 − ξ2 − η2, z3 − ξ
2 − η2)dξdη
) 1
2
We use the change of variables (ξ1, η1, η2) → (ζ1, ζ2, ζ3) given by the
system:


z1 − ξ1 − η1 = ζ1
z2 − ξ2 − η2 = ζ2
z3 − ξ
2 − η2 = ζ3
(62)
This Jacobian of this transformation is 12 (η1 − ξ1)
−1. If we were to in-
tegrate over a region where |η1| ≥ |η2|, then we would get |η1 − ξ1| ≥ 2
j−2
(here it is important that i ≤ j − 3) which would lead us to:
|(fδτ=ξ2 ∗ gδτ=ξ2 ∗ h)(z1, z2, z3)| ≤ 2
i
2 ||f ||L2(P )||g||L2(P )
(∫
||h||2L2dξ1
) 1
2
≤
QUADRATIC NONLINEAR DERIVATIVE SCHRO¨DINGER EQUATIONS 35
2i||f ||L2(P )||g||L2(P )||h||L2
the last inequality being justified by the fact that we integrate over a region
where |ξ| ≈ 2i.
The way to fix the proof is to split g = g1 + g2 where g1 is localized in a
region where |η1| ≥ |η2| and g2 is localized in a region where |η2| ≥ |η1|. For
g1 we apply the above argument, while for g2 we use the change of variables
(ξ2, η1, η2) → (ζ1, ζ2, ζ3) given by the same system (62). The Jacobian is
given in this case by 12(η2 − ξ2)
−1 and we can argue in the same way as
before.
By adding the results we obtain for g1 and g2, we get (61).
The estimates for fδP¯ ∗ gδP and fδP¯ ∗ gδP¯ can be obtained in a similar
way.
Case 2: i ∼= j
In this case we make use of the the Strichartz estimate:
||
∫
a(ξ)ei(x·ξ+t·ξ
2)dξ||L4 ≤ C||a||L2
ξ
In our case, f and g are localized at ≈ 2j , therefore the above inequality
gives us ||F−1(uδP )||L4 ≤ 2
j
2 ||u||L2(P ) and the similar one for v.
||fδP ∗ gδP ||L2 = ||F
−1(fδP ) · F
−1(gδP )||L2 ≤
||F−1(fδP )||L4 ||F
−1(gδP )||L4 ≤ 2
j ||f ||L2(P )||g||L2(P )
The Strichartz estimate is valid also for P¯ , i.e. :
||
∫
a(ξ,−ξ2)ei(x·ξ−t·ξ
2)dξ||L4 ≤ C||a||L2
ξ
(P¯ )
therefore we get also the estimates involving δP¯ .

We are interested in a general result for fδP 1 ∗ gδP 2 restricted to a Pc,
where P 1, P 2 ∈ {Pc, P¯c : c ∈ R} . The result of Proposition 1 is true with a
simple modification on the condition imposed on c : |c ± c1 ± c2| ≤ 2
i+j−2.
If we work out the details of the proof, we can see the way the ± in this
condition are related to the ± in P 1 = {τ±ξ2 = c1} and P
2 = {τ±ξ2 = c2}.
On the other hand, when we will apply this result we will have the condition
|c± c1 ± c2| ≤ 2
i+j−2 fulfilled for all choices of signs. Therefore we will not
be concerned about the sign connection.
Another observation is that we will not apply this result for the extreme
values for c’s. More exactly, if we deal with fδPc1 and f is localized at 2
i
we always take |c1| < 2
2i−2. This guarantees that in the support of fδPc1
we have |ξ| ≈ 2i and not only that |(ξ, τ)| ≈ 2i. When we dealt with δP we
have τ = ξ2 therefore we had for free that |(ξ, τ)| ≈
√
|τ | ≈ |ξ|.
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Proposition 5. Let f ∈ RL2(Pc1) or RL
2(P¯c1) and g ∈ RL
2(Pc2) or
RL2(P¯c2) such that f is localized at 2
i, g at 2j and min (i, j) ≥ 1, |c1| <
22i−2, |c2| < 2
2j−2. Then all the results listed in Proposition 1 hold true with
the obvious adjustments. The adjustment for c is |c± c1 ± c2| ≤ 2
i+j−2.
5.2. Bilinear estimates on dyadic regions.
We first derive the estimates in X0,
1
2 . The advantages are that X0,
1
2 and
X¯0,−
1
2 are dual to each other and we do not carry s in all the computations.
For a bilinear estimate we use the notation:
X · Y → Z
which means that we seek for an estimate ||B(u, v)||Z ≤ C||u||X ·||v||Y . Here
the constant C may depend on some variables, like the frequency where the
functions are localized.
Our function spaces involve rotations, therefore we need estimates of type:
RX · RY → RZ
R is a first-order differential operator, i.e. it satisfies
R(u · v) = Ru · v + u · Rv
Therefore we have the implication:
(63) RX · Y → Z and X · RY → Z ⇒ RX · RY → RZ
We also have:
(64) X · Y → Z ⇒ RX · RY → RZ
with the same constant in the estimate. We already saw in the Proposition
(1) that there are regimes where we do have estimates without the use of
rotations. These type of estimates are good for duality purposes. We do not
want to involve in duality factors of type RX0,
1
2 .
A standard way of writing down each case looks like:
X
0,1
2
i,d1
·X
0,1
2
j,d2
→ X
0,−1
2
j,d3
, i ≤ j − 4
This means that for u ∈ X
0, 1
2
i,d1
and v ∈ X
0, 1
2
j,d2
we estimate the part of
B(u, v) (or B˜(u, v)) whose Fourier transform is supported in Aj,d3 . Formally
we estimate F−1(χAj,d3F(B(u, v))). This is going to be the only kind of
“abuse” in notation which we make throughout the paper, i.e. considering
||B(u, v)||
X
s, 12
j,d3
even if F(B(u, v)) is not supported in Aj,d3 . We choose to
do this so that we do not have to relocalize every time in Aj,d3 .
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Sometimes we prove estimates via duality:
X · Y → Z ⇐⇒ X · (Z)∗ → (Y )∗
Another simple property is the following:
X · Y → Z ⇐⇒ X¯ · Y¯ → Z¯
Proposition 6. For the operator B we have the following dyadic estimates:
(65) ||B(u, v)||
RX
0,− 12
k,d3
≤ 2min (i,j)||u||
RX
0, 12
i,d1
||v||
RX
0, 12
j,d2
(66) ||B(u¯, v)||
RX
0,− 12
k,d3
≤ 2min (i,j)||u||
RX
0, 12
i,d1
||v||
RX
0, 12
j,d2
where the parameters involved are restricted as follows:
- min (i, j) ≥ 1
- i ≤ j − 5⇒ d1 ≤ 2
i−2
- j ≤ i− 5⇒ d2 ≤ 2
j−2
- i = j, j ± 1 and k ≤ j − 5⇒ d3 ≤ 2
k−2
Proof. We should make some commentaries about the statement above.
First we make the choice i ≤ j. If i ≤ j − 2, then the result is localized at
frequency ≈ 2j . There is something to estimate only if k = j, j ± 1.
It is only when i = j − 1, j that we have parts of the result at lower
frequencies and then we have to provide estimates for all k ≤ j + 1.
We first deal with the case when we measure the outcome at the high
frequency and then with the case when we have to measure the outcome at
lower frequencies (here i = j − 1, j).
If we localize in a region where |ξ| ≈ 2k, the parabolas Pc make an angle of
≈ 2−k with the τ axis, so we have the following relation between measures:
dξdτ ≈ 2−kdPcdc
If d ≤ 2i−3 then in Ai,d we have |ξ| ≈ 2
i. Therefore for l ≤ i− 3:
(67) ||u||2
X
0,± 12
i,2l
≈ 2±(l+i)
∫ 2l+1
b=2l
||uˆ||2L2(P
b2i )
db
At this time we are ready to start the estimates.
RX
0,1
2
i,d1
· RX
0,1
2
j,d2
→ RX
0,−1
2
j,d3
Case 1: d1 ≤ 2
i−3
Subcase 1.1: d2, d3 ≤ 2
i−3
In this case we get |2jd3 − 2
jd2 − 2
id1| ≤ 2
i+j−2. Therefore, if c ∈
[2j−1d3, 2
j+1d3] we can apply the result of Proposition 5 to evaluate
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||uˆ ∗ vˆ||L2(Pc) ≤
∫
I1
∫
I2
||uˆδP
b12
i
∗ vˆδP
b22
j
||L2(Pc)db1db2 ≤∫
I1
∫
I2
2
i
2 ||uˆ||RL2(P
b12
i )||vˆ||L2(Pb22j )
db1db2 ≤
2
i
2
(∫
I1
(1 + b12
i)−1db1
) 1
2
||u||
RX
0, 12
i,d1
(∫
I2
(1 + b22
j)−1db2
)1
2
||v||
X
0, 12
j,d2
≈
2−
j
2 ||u||
RX
0, 12
i,d1
||v||
X
0, 12
j,d2
Here we used the fact that I1 ≈ [
d1
2 , 2d1] which gives us
∫
(1+b12
i)−1db1 ≈
2−i. Same thing for the integral with respect to b2. (67) gives us:
||B˜(u, v)||2
X
0,− 12
j,d3
≈ (2jd3)
−1
∫ 2j+1d3
c=2j−1d3
||uˆ∗vˆ||2L2(Pc)2
−jdc ≤ 2−2j ||u||2
RX
0, 12
i,d1
||v||2
X
0, 12
j,d2
Notice that the Proposition 1 allows us to move the rotations on v in all
the computations above. Therefore we get also:
||B˜(u, v)||
X
0,− 12
j,d3
≤ 2−j ||u||
X
0, 12
i,d1
||v||
RX
0, 12
j,d2
The estimates for B are obtained by using the principle in (53).
Subcase 1.2: d3 ≥ 2
i−2 and d2 ≤ 2
j−2
Making use to the global L2 estimate for convolutions, see (58), gives us:
||uˆ ∗ vˆ||L2 ≤
∫
I1
∫
I2
||uˆδP
b12
i
∗ vˆδP
b22
j
||L2db1db2
∫
I1
∫
I2
2i||uˆ||L2(P
b12
i )||vˆ||L2(Pb22j )
db1db2 ≤ 2
i−j
2 ||u||
X
0, 12
i,d1
||v||
X
0, 12
j,d2
Next
||B˜(u, v)||
X
0,− 12
j,d3
≈ (2jd3)
− 1
2 ||uˆ ∗ vˆ||L2(Aj,d3 ) ≤ 2
−j ||u||
X
0, 12
i,d1
||v||
X
0, 12
j,d2
where we use the fact that d3 ≥ 2
i−2.
Subcase 1.3: d2 ≥ 2
i−2 and d3 ≤ 2
j−2
This estimate for this case can be deduced by duality from the estimate:
X
0, 1
2
i,d1
· X¯
0, 1
2
j,d3
→ X¯
0,− 1
2
j,d2
⇔ X¯
0, 1
2
i,d1
·X
0, 1
2
j,d3
→ X
0,− 1
2
j,d2
and it is important that we get this estimate without rotations since other-
wise we would not be able to use duality. The proof of the last estimate is
treated in RX¯
0,1
2
i,d1
· RX
0,1
2
j,d2
→ RX
0,−1
2
j,d3
, Subcase 1.2.
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Subcase 1.4: d2, d3 ≥ 2
j−2
In this case we use a much simpler argument. For reference we call this
the L1 ∗ L2 → L2 argument. It goes as follows:
||uˆ||L1 ≤ 2
3
2
id
1
2
1 ||uˆ||L2 ≤ 2
i||u||
X
0, 12
i,d1
Then we continue with:
||B˜(u, v)||
X
0,− 12
j,d3
≈ 2−j||uˆ ∗ vˆ||L2(Aj,d3 )
≤
2−j ||uˆ||L1 · ||vˆ||L2 ≤ 2
i−2j ||u||
X
0, 12
j,d1
||v||
X
0, 12
j,d2
Case 2: d1 ≥ 2
i−2
We have to deal only with the case i ≥ j − 5 is obtained by duality:
X¯
0, 1
2
j,d3
·X
0, 1
2
j,d2
→ X¯
0,− 1
2
i,d1
⇔ X
0, 1
2
j,d3
· X¯
0, 1
2
j,d2
→ X
0,− 1
2
i,d1
The last estimate is treated in the next group of estimates. It is important
that d1 ≥ 2
i−2, since it is one of the cases when rotations are not needed.
RX¯
0,1
2
i,d1
· RX
0,1
2
j,d2
→ RX
0,−1
2
j,d3
Case 1: d1 ≤ 2
i−3
Subcase 1.1: d2, d3 ≤ 2
i−3
This case is totally similar to Subcase 1.1 in the first estimate because we
have all the necessary ingredients.
Subcase 1.2: d3 ≥ 2
i−2 and d2 ≤ 2
j−2
Same situation, this case is similar to Subcase 1.2 in the first estimate.
Notice that the result is obtained without the use of rotations.
Subcase 1.3: d2 ≥ 2
i−2 and d3 ≤ 2
j−2
This estimate for this case can be deduced by duality from the estimate:
X¯
0, 1
2
i,d1
· X¯
0, 1
2
j,d3
→ X¯
0,− 1
2
j,d2
⇔ X
0, 1
2
i,d1
·X
0, 1
2
j,d3
→ X
0,− 1
2
j,d2
The last estimate was proved in RX
0,1
2
i,d1
·RX
0,1
2
j,d2
→RX
0,−1
2
j,d3
, Subcase
1.2.
Subcase 1.4: d2, d3 ≥ 2
j−2
Use the L1 ∗ L2 → L2 argument.
Case 2: d1 ≥ 2
i−2
Notice that we work in the hypothesis i ≥ j − 5. Then use duality to get
the estimate from X¯
0, 1
2
j,d3
·X¯
0, 1
2
j,d2
→ X
0,− 1
2
i,d1
. This estimate can be easily treated
as if it were ∇X¯
0, 1
2
j,d3
· ∇X¯
0, 1
2
j,d2
→ X¯
0,− 1
2
i,d1
, since d1 ≥ 2
i−2. The conjugate of
this estimate has been treated before.
RX
0,1
2
i,d1
· RX¯
0,1
2
j,d2
→ RX
0,−1
2
j,d3
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This estimate can be proved going through the same steps as for the
estimateRX
0, 1
2
i,d1
·RX
0, 1
2
j,d2
→RX
0,− 1
2
j,d3
. The underlying idea is that Proposition
4 provides the estimates for fδP ∗ gδP¯ too and this is what we need here.
High - High interactions with output at low frequencies
RX
0,1
2
j,d1
· RX
0,1
2
j,d2
→RX
0,−1
2
i,d3
Conjugation and duality give us:
X
0, 1
2
i,d3
·RX¯
0, 1
2
j,d2
→ X
0,− 1
2
j,d1
⇒ X¯
0, 1
2
i,d3
·RX
0, 1
2
j,d2
→ X¯
0,− 1
2
j,d1
⇒ X
0, 1
2
j,d1
·RX
0, 1
2
j,d2
→ X
0,− 1
2
i,d3
RX¯
0, 1
2
j,d1
·X
0, 1
2
i,d3
→ X
0,− 1
2
j,d2
⇒ RX
0, 1
2
j,d1
·X¯
0, 1
2
i,d3
→ X¯
0,− 1
2
j,d2
⇒RX
0, 1
2
j,d1
·X
0, 1
2
j,d2
→ X
0,− 1
2
i,d3
and this is enough to justify the estimate.
With one exception though: i ≥ j − 5 and d3 ≥ 2
i−2. This exception is
treated in the next two cases.
Case 1: d1, d2 ≤ 2
j−2
The argument is similar to Subcase 1.2 in the previous estimates.
Making use of (58) we obtain:
||B˜(u, v)||L2 ≤
∫
I1
∫
I2
||uˆδP
b12
i
∗ vˆδP
b22
j
||L2db1db2 ≤
∫
I1
∫
I2
2j ||uˆ||L2(P
b12
j )||vˆ||L2(Pb22j )
db1db2 ≤ ||u||
X
0, 12
j,d1
||v||
X
0, 12
j,d2
Next
||B˜(u, v)||
X
0,− 12
i,d3
≈ (22j)−
1
2 ||B˜(u, v)||L2(Ai,d3 )
≤ 2−j||u||
X
0, 12
j,d1
||v||
X
0, 12
j,d2
where we use the fact that d3 ≥ 2
i−2 ≥ 2j−7.
Case 2: max (d1, d2) ≥ 2
j−2
This case is similar to Subcase 1.4 in the previous estimates and uses the
trivial L1 ∗ L2 → L2 argument. We skip the rest of the details.
Notice that in both cases we did not make use of rotations.
RX
0,1
2
j,d1
· RX¯
0,1
2
j,d2
→RX
0,−1
2
i,d3
In the same way as above, duality gives us the estimates as claimed in
the Theorem, except for the case: i ≥ j − 5 and d3 ≥ 2
i−2 ! The exception
is treated as in the Case 1 and Case 2 above.

Proposition 6 has some restrictions on the parameters involved. Therefore
we have to deal with the cases left out.
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Proposition 7. a) Assume 1 ≤ i ≤ j − 5 and d1 ≥ 2
i−2. Then we have the
following estimates on dyadic pieces:
(68) ||B(u, v)||
RX
0,− 12
j,d3
≤ 2ij
1
2 ||u||
RX
0, 12
i,d1
||v||
RX
0, 12
j,d2
The same estimate holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
Assume i = j, j ± 1 and d3 ≥ 2
k−2. Then we have the estimates:
(69) ||B(u, v)||
RX
0,− 12
k,d3
≤ 2jj
1
2 ||u||
RX
0, 12
i,d1
||v||
RX
0, 12
j,d2
Both estimates hold true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
b) For any j, d2, d3 we have:
(70) ||B(u, v)||
RX
0,− 12
j,d3
≤ j
1
2 ||u||
RX
0, 12
0
||v||
RX
0, 12
j,d2
The same estimate holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
We need to prepare the geometrical setup to approach Proposition 4.
Preparation
In what follows we work for a while with functions of two variables, the
idea being that we work on sections with τ = constant.
We fix i ≤ j − 5 and i ≤ k ≤ j. Recall the definition of Ξk from (39) and
the related entities. For each positive integer n we define:
(71) Ξkn = {ξ = (n2
−k, θ) : θ =
pi
2
·
l
n
; l ∈ Z}
For every ξ ∈ Ξk we define:
fkξ = φ
k
ξ · f
and for fixed n we define:
fkn =
∑
ξ∈Ξkn
fkξ
Because k is fixed we drop the upper index k from fkξ and f
k
n and write
only fξ and fn.
We fix n2 ≈ 2
k+j and n3 ≈ 2
k+j . We want to estimate the term:
φkn3(
∑
n1≤22i+k−2
gn1 ∗ fn2)
The result we expect to obtain is the following:
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Proposition 8. Assume that f, g ∈ RL2(R2). Then we have the estimate:
(72) ||φkn3(
∑
n1≤2i+k−2
gn1 ∗ fn2)||L2 ≤ 2
−k(i+ k)
1
2 ||
∑
n1
gn1 ||RL2 ||fn2 ||L2
and also the estimate with R moved on the second factor on the right.
Geometry of interactions
In order to approach the above stated problem we decompose:
φkn3(
∑
n1≤2i+k−2
gn1 ∗ fn2) =
∑
n1≤2i+k−2
∑
ξ∈Ξkn1
∑
η∈Ξkn2
φkn3(gξ ∗ fη)
The first thing we have to understand is under what conditions the quan-
tity φkn3(gξ ∗fη) is nontrivial. In other words, under what condition between
ξ ∈ Ξkn1 and η ∈ Ξ
k
n2
we have that the support of φkξ ∗ φ
k
η intersects the
support of φkn3 .
Lemma 9. If α is the angle between ξ ∈ Ξkn1 and η ∈ Ξ
k
n2
then φkn3(gξ ∗ fη)
is nontrivial iff
(73) 2|ξ||η| cos α+ ξ2 ∈ I(n2, n3, k)
where I(n2, n3, k) is an interval of length 2
−2k+2n3 ≈ 2
j−k.
Proof. φkξ is supported in a cube centered at ξ and of sizes 2
−k × 2−k, so
each ξ′ in its support can be written as ξ′ = ξ + ε1 with |ε1| ≤ 2
−k. In a
similar way φkη is supported in a tube centered at η and of sizes 2
−k × 2−k,
so each η′ in its support can be written as η′ = η + ε2 with |ε2| ≤ 2
−k.
Therefore φkξ ∗ φ
k
η is supported in a cube centered at ξ + η and each ξ
′ in
its support can be written as ξ′ = ξ + ε′ with |ε′| ≤ 2−k+1.
We want this cube to be contained in the support of φkn3 . The condition
we have to impose on the center is that |ξ+ η| ∈ 2−k[n3− 1, n3+1] which is
equivalent to η2+2ξ · η+ ξ2 ∈ 2−2k[n23− 2n3+1, n
2
3+2n3+1]. Our interval
I(n2, n3, k) in (73) is [2
−2k(n23 − 2n3 + 1)− n
2
2, 2
−2k(n23 + 2n3 + 1)− n
2
2].
The condition is also sufficient.

We want to solve (73). Basically this is an inclusion equation in |ξ| = n1
and α and we do expect the solution to come as intervals. If the solution
interval contains only values of α away from zero then we have an easy
characterization:
Lemma 10. If the interval solution In1 of (73) contains angles with |α| ≥
pi
4 > 0 then |In1 | ≈ |n1|
−1.
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Proof. We have 2|ξ||η| cos α + |ξ|2 ∈ I(n2, n3, k) therefore ∆(2|ξ||η| cos α +
|ξ|2) ≈ 2j−k. The only variable here is α hence we get |ξ|−12−k ≈ ∆cosα ≈
∆α sinα and since | sinα| ≥ | sin pi4 | >
1
2 we get ∆α ≈ |ξ|
−12−k = n1.
Note. Here ∆ should be understood as a measure of the variation. It is
different than the Laplacian; hopefully this will not create any confusion, as
it is only in this section that ∆ is seen in this way.

This piece of information will suffice for these cases.
The problem becomes more complicated when we deal with solutions of
(73) giving us values of α close to 0. Let us pick n∗1 such that the solution
interval which contains 0.
Lemma 11. The length of In∗1 is ≈ 〈n
∗
1〉
− 1
2 .
Proof. If α is another angle in the solution interval, then | cosα − 1| ≤
|ξ|−12−k. This implies 2 sin2 α2 ≤ |ξ|
−12−k = (n∗1)
−1 which gives us |α| ≤
(n∗1)
− 1
2 . So the interval has length ≈ (n∗1)
− 1
2 . The case n∗1 is trivial. 
The next question one should ask is for what values of n1 do we still get
that the solution interval contains angles less than pi4 ?
Lemma 12. In1 contains angles less than
pi
4 only if
(74) n∗1 − 4 ≤ n1 ≤ 4n
∗
1
Proof. If n1 < n
∗
1 − 4 and ξ ∈ Ξ
k
n1
, ξ∗ ∈ Ξkn∗1
then
2|ξ||η| cos α+ |ξ|2 ≤ 2|ξ||η| + |ξ|2 ≤
(|ξ| − |ξ∗|)(|ξ|+ |ξ∗|+ 2|η|) + 2|ξ∗||η|+ (ξ∗)2 ≤
2(n1 − n
∗
1)2
−k|η|+ 2|ξ∗||η|+ (ξ∗)2
We have 2(n1−n
∗
1)2
−k|η| ≤ −2 · 2−k+2|η| ≤ −2−2k+2n3 = −|I(n2, n3, k)|.
Therefore we do not get any solutions in this case.
If 4n∗1 < n1 and |α| ≤
pi
4 then
2n1|η| cosα+ ξ
2 ≥ n1|η|+ n
2
1 ≥
(n1 − n
∗
1)(n1 + n
∗
1 + |η|) + 2n
∗
1|η|+ (n
∗
1)
2
In the same way as before we can prove that (n1 − n
∗
1)(n1 + n
∗
1 + |η|) ≥
|I(n2, n3, k)|, therefore we do not have solutions under these conditions.

We are interested in characterizing all possible solution intervals for dif-
ferent values of n1 ∈ [n
∗
1 − 4, 4n
∗
1]. Let fix d positive integer such that
1 ≤ 2d ≤ (n∗1)
1
2 .
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Remark 1. The possible set of values for d has cardinality ≈ ln((n∗1)
1
2 ) ≤
i+ k.
Lemma 13. If In1 contains α’s with |α| ≈ 2
d(n∗1)
− 1
2 then |In1 | ≈ 2
−d(n∗1)
− 1
2
Proof. We have |ξ|−12−k ≈ ∆cosα ≈ ∆α sinα ≈ 2d(n∗1)
− 1
2∆α from which
we conclude that ∆α ≈ 2−d(n∗1)
− 1
2 . Here we make use of the fact that
n∗1 − 4 ≤ |ξ| ≤ 4n
∗
1.

This suggests to split Id = [2
d−1(n∗1)
− 1
2 , 2d+1(n∗1)
− 1
2 ] =
⋃22d
l=1 I
l
d where
|I ld| ≈ 2
−d(n∗1)
− 1
2 . This gives us
[0,
pi
4
] =
⋃
d
Id =
⋃
d
22d⋃
l=1
I ld
We obtain this way a map n1 → In1 = I
l
d → (d, l). We denote this map
by h. h is “almost” injective in the following sense:
Lemma 14. For any (d, l) we have |h−1(d, l)| ≤ 4
Proof. Suppose that we have h(n1) = h(n¯1) for |n1 − n¯1| ≥ 4. This implies
that there are ξ ∈ Ξkn1 and ξ¯ ∈ Ξ
k
n¯1
such that 2|ξ||η| cos α+ ξ2 ∈ I(n2, n3, k)
and 2|ξ¯||η| cos α+ ξ¯2 ∈ I(n2, n3, k) for the same α ∈ I
l
d. On the other hand
we have:
|2|ξ||η| cos α+ ξ2 − 2|ξ¯||η| cosα− ξ¯2| = |(|ξ| − |ξ¯|)(2|η| cos α+ |ξ|+ |ξ¯|)| ≥
|n1 − n2|2
−k|η| ≥ |I(n2, n3, k)|
This is in contradiction with the fact that both quantities are in I(n2, n3, k).
Therefore for every (d, l) there are at most 4 n’s such that h(n) = (d, l).

Proof of Proposition 8.
Case 1 . We first deal with the n1’s for which In1 contains angles less
than pi4 and then with the others.
Let’s assume h(n1) = (d, l). Denote by m1 = 2
−kn1 and m2 = 2
−kn2. We
prefer these substitutions because we know that ξ ∈ Ξkn1 implies |ξ| = m1
and η ∈ Ξkn2 implies |η| = m2.
We split Ξkn1 and Ξ
k
n2
in angular sectors of size ≈ 2−dm
− 1
2
1 2
− k
2 :
Ξkn1 = ∪lAl and Ξ
k
n2
= ∪lBl
with the following properties:
- any two ξ’s in the same Al make an angle of at most ≈ 2
−dm
− 1
2
1 2
− k
2
- any two η’s in the same Bl make an angle of at most ≈ 2
−dm
− 1
2
1 2
− k
2
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- the angle between a ξ ∈ Al and an η ∈ Bl (for the same l!) is ≈
2dm
− 1
2
1 2
− k
2 ; more exactly it is an angle in I ld
We have:
φkn3(gn1 ∗ fn2) =
∑
ξ∈Ξkn1
∑
η∈Ξkn2
φn3(gξ ∗ fη) ≈
∑
l
∑
ξ∈Al
gξ ∗
∑
η∈Bl
fη
We use a simple estimate:
||
∑
ξ∈Al
gξ ∗
∑
η∈Bl
fη||L2 ≤ ||
∑
ξ∈Al
gξ||L1 ||
∑
η∈Bl
fη||L2
The support of
∑
ξ∈Al
gξ has sizes 2
−k ×m1 · 2
−dm
− 1
2
1 2
− k
2 :
||
∑
ξ∈Al
gξ ||L1 ≤ (2
−dm
1
2
1 2
− k
2 )
1
2 2−
k
2 ||
∑
ξ∈Al
gξ||L2
The supports of
∑
ξ∈Al
gξ ∗
∑
η∈Bl
fη are disjoint with respect to l because
it has an angular localization depending on l, therefore:
||φkn3(gn1 ∗ fn2)||
2
L2 ≈
∑
l
||
∑
ξ∈Al
gξ ∗
∑
η∈Bl
fη)||
2
L2 ≤
∑
l
2−dm
1
2
1 2
− k
2 2−k||
∑
ξ∈Al
gξ||
2
L2 ||
∑
η∈Bl
fη||
2
L2 ≤
2−dm
1
2
1 2
− k
2 2−k||fn2 ||
2
L2 sup
l
||
∑
ξ∈Al
gξ||
2
L2
or
2−dm
1
2
1 2
− k
2 2−k||gn1 ||
2
L2 sup
l
||
∑
η∈Bl
fη||
2
L2
For the first option in the estimate above we use the rotations on g:
sup
l
||
∑
ξ∈Al
gξ||
2
L2 ≤ 2
−dm
− 1
2
1 2
− k
2 ||gn1 ||
2
RL2
For the second option we use the rotations on f :
sup
l
||
∑
η∈Bl
fη||
2
L2 ≤ 2
−dm
− 1
2
1 2
− k
2 ||fn2 ||
2
RL2
The argument continues the same way regardless to whether we choose
to use rotations on f or g. We choose to use rotations on g:
||φkn3(gn1 ∗ fn2)||L2 ≤ 2
−d2−k||gn1 ||RL2 ||fn2 ||L2
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Next, we can add up with respect to those n1 such that h(n1) = (d, l)
with d fixed. We know there are about 22d such n1’s, therefore we get:
||φkn3(
∑
n1∈h−1(d,·)
gn1 ∗ fn2)||L2 ≤ 2
−k||
∑
n1∈h−1(d,·)
gn1 ||RL2 ||fn2 ||L2
In the end we need to sum up with respect to d for which we know there
are about i+ k values (see Remark 1), so we get:
||φn3(
∑
n1
gn1 ∗ fn2)||L2 ≤ 2
−j(i+ k)
1
2 ||
∑
n1
gn1 ||RL2 ||fn2 ||L2
Case 2 . We deal with the n1’s for which In1 contains angles greater
than pi4 . We know that the angle localization should be of order n
−1
1 .
Ξkn1 comes already with this localization:
Ξkn1 = ∪ξ∈Ξkn1
{ξ}
We split Ξkn2 in angular sectors of size ≈ n
−1
1 :
Ξkn2 = ∪ξ∈Ξkn1
Bξ
with the following properties:
- any two η’s in the same Bξ make an angle of at most ≈ n
−1
1
- the angle between a ξ and an η ∈ Bξ (for the same ξ!) is in the interval
which comes out as a solution for (73).
We have:
φkn3(gn1 ∗ fn2) ≈
∑
ξ
gξ ∗
∑
η∈Bξ
fη
We use a simple estimate:
||gξ ∗
∑
η∈Bξ
fη||L2 ≤ ||gξ ||L1 ||
∑
η∈Bξ
fη||L2
The support of gξ has sizes ≈ 2
−k × 2−k
||gξ ||L1 ≤ 2
−k||gξ ||L2
The supports of gξ ∗
∑
η∈Bξ
fη are disjoint with respect to ξ due to the
angular localization, therefore we get:
||φkn3(gn1 ∗ fn2)||
2
L2 ≈
∑
ξ
||gξ ∗
∑
η∈Bξ
fη||
2
L2 ≤
∑
ξ
2−2k||gξ||
2
L2 ||
∑
η∈Bξ
fη||
2
L2 ≤
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2−2k||fn2 ||
2
L2 sup
ξ
||gξ ||
2
L2 or 2
−2k||gn1 ||
2
L2 sup
ξ
||
∑
η∈Bξ
fη||
2
L2
As before (see Case 1) we chose to use rotations on g; working with
rotations on f is completely similar. We continue with:
sup
ξ
||gξ ||
2
L2 ≤ n
−1
1 ||gn1 ||
2
RL2
Then we end up with the following estimate:
||φkn3(gn1 ∗ fn2)||L2 ≤ n
− 1
2
1 2
−k||gn1 ||RL2 ||fn2 ||L2
Summing up with respect to n1 for which we have at most 2
i+k values we
obtain:
||φn3(
∑
n1
gn1 ∗ fn2)||L2 ≤ 2
−k(i+ k)
1
2 ||
∑
n1
gn1 ||RL2 ||fn2 ||L2
Adding up the estimates from Case 1 and Case 2 gives us:
||φn3(
∑
n1
gn1 ∗ fn2)||L2 ≤ 2
−k(i+ k)
1
2 ||
∑
n1
gn1 ||RL2 ||fn2 ||L2
where now we sum over all n1’s.

An immediate corollary of Proposition 8 deals with the case when we
want to consider the interaction∑
n3∈J
φkn3(
∑
n1
gn1 ∗
∑
n2∈I
fn2)
where I and J are possible set of values for n2 and n3 such that we still have
the condition |η| ≈ 2j for every η ∈ Ξkn2 and |η| ≈ 2
j for every η ∈ Ξkn3 . We
denote by |I|, |J | the cardinal of I, J respectively.
Corollary 1. In the same conditions as in Proposition 3, we have the esti-
mate:
(75) ||
∑
n3∈J
φkn3(
∑
n1
gn1 ∗
∑
n2∈I
fn2)||L2 ≤
2−k(i+ k)
1
2 |I|
1
2 |J |
1
2 ||
∑
n1
gn1 ||RL2 ||
∑
n2∈I
fn2 ||L2
and the corresponding estimate when we move R on the second term.
Proof. Fix n3 ∈ J . By using Cauchy-Schwartz we get:
||φkn3(
∑
n1
gn1 ∗
∑
n2∈I
fn2)||L2 ≤
∑
n2∈I
||φkn3(
∑
n1
gn1 ∗ fn2)||L2
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
∑
n2∈I
1


1
2

∑
n2∈I
||φkn3(
∑
n1
gn1 ∗ fn2)||
2
L2


1
2
and then use the result of Proposition 3 for each n2 ∈ I. Next:
||
∑
n3∈J
φkn3(
∑
n1
gn1 ∗
∑
n2∈I
fn2)||
2
L2 ≈
∑
n3∈J
||φkn3(
∑
n1
gn1 ∗
∑
n2∈I
fn2)||
2
L2 ≤
∑
n3∈J
2−2k(i+ k)|I|||
∑
n1
gn1 ||
2
RL2 ||
∑
n2∈I
fn2 ||
2
L2 =
2−2k(i+ k)|I||J |||
∑
n1
gn1 ||
2
RL2 ||
∑
n2∈I
fn2 ||
2
L2

Proof of Proposition 7. a) In order to prove (68) we apply the result in (75)
for k = j. In terms of the τ variable we can derive from (75) a pointwise
estimate. uˆ is supported in Aj,d2 whose section with the plane τ = τ2 is an
annulus of thickness ≈ d2. Similar for vˆ and we have:
uˆ(ξ, τ2) =
∑
n2∈I
φjn2(ξ)uˆ(ξ, τ2)
vˆ(ξ, τ3) =
∑
n3∈J
φjn3(ξ)uˆ(ξ, τ3)
where |I| ≈ 2jd2 and |J | ≈ 2
jd3. We have the pointwise estimate:
||χAj,d3 (uˆ(·, τ1)∗vˆ(·, τ2)||L2τ=τ1+τ2
≤ 2−jj
1
2 (22jd2d3)
1
2 ||uˆ(·, τ1)||RL2 ||vˆ(·, τ2)||L2
Now we can derive the global estimate:
||χAj,d3 (uˆ(·, τ1) ∗ vˆ(·, τ2))||L2 ≤ 2
−jj
1
2 (22jd2d3)
1
2 ||uˆ||L1τRL2ξ
||vˆ||L2 ≤
2−jj
1
2 (22jd2d3)
1
2 2i||uˆ||RL2 ||vˆ||L2 ≈ 2
−jj
1
2 (22jd2d3)
1
2 2i||uˆ||RL2 ||vˆ||L2
the last estimate being justified by the fact that the size of Ai,d1 in the τ
direction is ≈ 22i. At the level of Bourgain spaces, the last estimate becomes:
||B˜(u, v)||
RX
0,− 12
j,d3
≈ (2jd3)
− 1
2 ||uˆ ∗ vˆ||L2(Aj,d3 )
≤
2−jj
1
2 (2jd2)
1
2 2i||uˆ||RL2 ||vˆ||L2 ≈ 2
−jj
1
2 ||u||
RX
0, 12
i,d1
||v||
X
0, 12
j,d2
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The estimates for B˜(u¯, v) can be obtained in a similar way. The basic
idea is that in this particular setup, when interacting with v, u¯ behaves like
u and this is due to the fact that i ≤ j − 5 and d1 ≥ 2
i−2.
For the estimate for B˜(u, v¯) we need a simple observation: only if d3 ≈ 2
j
we have a nontrivial interaction. The rest is trivial.
The last estimate can be easily derived by duality from the first ones.
b) This is done in a similar way. The only potential difference from the
previous argument would be that the condition d1 ≥ 2
i−2 is not present
here anymore. But this was used to conclude that the weight coming from
(1+ |τ − ξ2|) ≈ 22i in the support of uˆ. On the other hand we deal with the
case i = 0, hence (1 + |τ − ξ2|) ≈ 1 on the whole support of uˆ.
In the end the case j ≤ 5 is not covered by the previous argument since
we do not have anymore the condition i ≤ j − 5 fulfilled. But these cases
are essentially reduced to trivial L2 estimates which can be easily derived.
The estimates for B˜(u¯, v) and B˜(u, v¯)can be obtained in a similar way.

We are ready to provide the estimates on dyadic pieces only with respect
to the frequency. The next result is the proof of part a) of Theorem 5 in the
particular case s = 0.
Corollary 1. Assume i ≤ j. We have the following bilinear estimates:
(76) ||B(u, v)||
RX
0,− 12 ,1
k
≤ j
3
2 2i||u||
RX
0, 12 ,1
i
||v||
RX
0, 12 ,1
j
The same estimate holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
Proof. We provide the argument in a particular case, namely when k = j.
We fix d3 and making use of (65) and (68)we estimate
||B(u, v)||
RX
0,− 12
j,d3
≤
∑
d1,d2
||B(u·,d1 , v·,d2)||
RX
0,− 12
j,d3
≤
∑
d1≤2i−3
∑
d2
2i||u·,d1 ||
RX
0, 12
i,d1
||v·,d2 ||
RX
0, 12
j,d2
+
∑
d1≥2i−2
∑
d2
2ij
1
2 ||u·,d1 ||
RX
0, 12
i,d1
||v·,d2 ||
RX
0, 12
j,d2
≤
2i||u||
RX
0, 12 ,1
i
||v||
RX
0, 12 ,1
j
+ j
1
22i||u||
RX
0, 12 ,1
i
||v||
RX
0, 12 ,1
j
Next we sum up with respect to d3 and obtain:
||B(u, v)||
RX
0,− 12 ,1
j
≤ j
3
2 2i||u||
RX
0, 12 ,1
i
||v||
RX
0, 12 ,1
j
The same type of argument gives the rest of the estimates.

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The estimate (76) and the similar ones for B(u¯, v) or B(u, v¯) are good
as long as i ≈ j since eventually we will be able to control powers of i.
Otherwise the j factor cannot be controlled in any way, so we cannot close
the bilinear estimates in Xs,
1
2
,1.
Therefore we are interested in dealing with the case when 5i ≤ j; 5 was
randomly chosen, any constant big enough would be good for our purposes.
In this case, we still have some “good” bilinear estimates in the sense that
they do not contain logarithms of the high frequency. If we deal with dyadic
pieces at the high frequencies which are at some distance from P , then we
can obtain an improvement.
Proposition 9. a) Assume i ≤ j − 5, d1 ≥ 2
i−2 and d2, d3 ≥ 2
−i. Then we
have the following estimates on dyadic pieces:
(77) ||B(u, v)||
RX
0,− 12
j,d3
≤ 2ii
1
2 ||u||
RX
0, 12
i,d1
||v||
RX
0, 12
j,d2
The same estimate holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
b) Assume that d2, d3 ≥ 1. Then we have the estimates:
(78) ||B(u, v)||
RX
0,− 12
j,d3
≤ ||u||
RX
0, 12
0
||v||
RX
0, 12
j,d2
The same estimate holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
c) All the estimates in a) and b) hold true without involving rotations with
the additional factors: 2i for (77) and none for (78).
Proof. In order to prove (77) we apply the result in (75) for k = i. In
terms of the τ variable we can derive from (75) a pointwise estimate. uˆ is
supported in Aj,d2 whose section with the plane τ = τ2 is an annulus of
thickness ≈ d2. Similar thing for vˆ and we have:
uˆ(ξ, τ2) =
∑
n2∈I
φin2(ξ)uˆ(ξ, τ2)
vˆ(ξ, τ3) =
∑
n3∈J
φin3(ξ)uˆ(ξ, τ3)
where |I| ≈ 2id2 and |J | ≈ 2
id3.
From this point on we have the same setup as in the proof of (75), just
that k = i instead of k = j. With this only correction, the argument there
can be copied verbatim now.
The rest of the estimates are obtained in a similar way.

At this time we can prove the claim in part b) of the Theorem 5 in the
particular case s = 0.
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Corollary 2. Assume 5i ≤ j. We have the following bilinear estimates:
(79) ||B(u, v)||
RX
0,− 12 ,1
j,≥2−i
≤ i
3
2 2i||u||
RX
0, 12 ,1
i
||v||
RX
0, 12 ,1
j,≥2−i
The same estimate holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
Proof. We prove the first estimate, the other ones being treated in a similar
way. Without losing the generality we can assume that u = ui and v = vj.
The main observation is that the small frequency cannot change the distance
to P of the high frequency with a factor bigger than 2i+1. Therefore if we
decompose:
∑
d2≥2−i
v·,d2 =
2i+1∑
d2=2−i
v·,d2 +
∑
d2≥2i+1
v·,d2
we notice that the interaction of uˆ∗
∑2i+1
d2=2−i
vˆ·,d2 is localized at distance less
than 2i+1 from P while uˆ ∗ vˆ·,d2 is localized at distance ≈ d2 from P , for any
d2 ≥ 2
i+1. Using (77) also we obtain:
||B(u, v)||
X
0,− 12 ,1
j,≥2−i
≤
2i+1∑
d2=2−i
||B(u, v·,d2)||
X
0,− 12 ,1
j,≥2−i
+
∑
d2≥2i+1
||B(u, v·,d2)||
X
0,− 12
j,≥2−i
≤
2i+1∑
d3=2−i
2i+1∑
d2=2−i
||B(u, v·,d2)||
X
0,− 12 ,1
j,d3
+
∑
d2≥2i+1
||B(u, v·,d2)||
X
0,− 12
j,≥2−i
≤
2i+1∑
d3=2−i
2i+1∑
d2=2−i
i
1
2 2i||u||
X
0, 12 ,1
i
||v||
X
0, 12
j,d2
+
∑
d2≥2i+1
i
1
2 2i||u||
X
0, 12 ,1
i
||v||
X
0, 12
j,d2
≤ i
3
2 2i||u||
X
0, 12 ,1
i
||v||
X
0, 12 ,1
j
In the last line we used the fact that there are ≈ 2i values for d3.

Proof of Theorem 5. The statements in the Theorem are the statements in
(76) and (79) when we pass from X0,
1
2
,1 to Xs,
1
2
,1 in all the norms involved.

The theory of bilinear estimates does not require any decay of type D.
This is necessary in the next section when we want to provide bilinear es-
timates involving the Y spaces. On the other hand when we involve decay
we do it globally, therefore it is going to affect the Xs,
1
2 spaces too. The
question one should ask is whether the bilinear estimates are the same if
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we involve DRXs,
1
2 spaces instead of RXs,
1
2 in Theorem 5. The answer is
provided in the following Theorem.
Theorem 6. a) Assume that i ≤ j. We have the following estimates:
(80) ||B(u, v)||
DRX
s,− 12 ,1
k
≤ j
3
2 2(1−s)i2(k−j)(s−
1
2
−ε)||u||
DRX
s, 12 ,1
i
||v||
DRX
s, 12 ,1
j
b) Assume that 5i ≤ j. We have the following bilinear estimates:
(81) ||B(u, v)||
DRX
s,− 12 ,1
j,≥2−i
≤ i
3
2 2(1−s)i||u||
DRX
s, 12 ,1
i
||v||
DRX
s, 12 ,1
j,≥2−i
Both estimates (80) and (81) remain valid if B(u, v) is replaced by B(u¯, v)
or B(u, v¯).
Proof. Another way of stating the result of this theorem is that all results in
Theorem 5 hold true if the outcome of the interaction is localized at the high
frequency and in the case of high - high frequency interactions with outcome
at lower frequency we have to replace the factor 2(k−j)s by 2(k−j)(s−
1
2
−ε).
Let’s deal with the first case, i.e. when the outcome gets localized at
high frequency. In this case D acts the same way as the multiplication with
dj = (1 +
|x|2
µ+22j
)
1
4
+ ε
2 in the physical space (in terms of L2 estimates). We
have:
dj · B(ui, vj) = B(ui, djvj) +B(ui, dj)vj
We have ∇dj = (
2x1
22j
, 2x2
22j
)(1 + |x|
2
22j
)−1dj =
−→mjdj . A straightforward com-
putations gives us that ||−→mj||L∞ ≤ 2
−j .
For the term B(ui, djvj) we apply the theory of bilinear estimates we have
developed so far. There is a potential difficulty since djvj is not localized
anymore at frequency 2j . We learned in the argument for Lemma 6 that
djvj is essentially localized at frequency 2
j . Quantitatively we have shown
there that (djvj)k decays rapidly with respect to |k − j|. This is enough to
perform every necessary summation with respect to k.
For the term B(ui, dj)vj we apply apply the same strategy, just that the
situation is far more simple since we do not have the gradient on the high
frequency and moreover we have a gain of a 2−j from the L∞ norm of −→mj .
If we have a high-high frequency interaction (|i− j| ≤ 1) with outcome at
a lower frequency then we have to deal with a term of type dkSkB(uj , vj).
The above argument gives us the estimate:
||SldjB(ui, vj)||
RXs,−
1
2 ,1
≤ j
3
2 2(1−s)j2−|l−j|s||u||
DRX
s, 12 ,1
i
||v||
DRX
s, 12 ,1
j
Making use of the result in (52) we obtain:
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||dkSkB(ui, vj)||
RXs,
1
2 ,1
≤ CN2
(j−k)( 1
2
+ε)
∑
l∈N
2−|l−k|N ||SldjB(ui, vj)||
RXs,−
1
2 ,1
≤ CN2
(j−k)( 1
2
+ε)
∑
l∈N
2−|l−k|Nj
3
2 2(1−s)j2−|l−j|s||u||
DRX
s, 12 ,1
i
||v||
DRX
s, 12 ,1
j
≤ j
3
2 2(1−s)j2(k−j)(s−
1
2
−ε)||u||
DRX
s, 12 ,1
i
||v||
DRX
s, 12 ,1
j
We have skipped quite a few steps in this argument. The reason we did
so is in order to spare space and avoid redundancy. For instance Lemma
52 gives us an estimate in L2 and we use it directly at the level of Xs,
1
2
,1.
This could be done rigourously by preparing an analogue of that Lemma for
Xs,
1
2
,1; we did something similar in the section dedicated to decay.

6. Bilinear estimates involving the Y spaces
In the previous section we have just seen that the theory of bilinear es-
timates cannot be completely closed in the Xs,
1
2 spaces. This is the reason
for introducing a more refined structure to measure our solutions, namely
the wave-packet one. We concluded that the interactions causing problems
in the Xs,
1
2
,1 theory are the low-high ones. This is why we need to complete
Theorem 5 with a result for this particular case. As we did there, we assume
that B is of type (11).
Theorem 7. Assume we have 5i ≤ j. We have the bilinear estimates:
(82) ||B(u, v)||RDW sj ≤ i
3
22(1−s)i||u||RDZsi ||v||RDZsj
The estimate remains valid if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
In what follows we make few important remarks for the rest of this section.
Remark 1. We work under the hypothesis that 5i ≤ j.
The result in (79) shows that it is fine to use the Xs,
1
2
,1 structure to
measure the low frequency and part of the high frequency (both input and
output) at distance greater than 2−i from P . Thus we shall obtain estimates
for:
(83) X
0, 1
2
,1
i · Yj,≤2−i → Yj,≤2−i + X
0, 1
2
,1
j,≥2−i
; X
0, 1
2
,1
i ·X
0, 1
2
,1
j,≥2−i
→ Yj,≤2−i
We also need the corresponding estimates when we involve conjugates of
these spaces. The condition 5i ≤ j implies that the the low frequency does
not see the curvature of the parabola at the high frequency, in other words
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the parabola at high frequency is flat in these interactions. This is why the
estimates for B(u¯i, vj) are similar to the ones for B(ui, vj).
If we have to deal with B(ui, v¯j), a simple geometric argument shows that
the interaction is localized at high frequency and in a region with τ ≤ 0.
This makes these estimates weaker than the ones in (83).
Remark 2. Once we get one of the estimates in (83), we trivially get the
corresponding ones with conjugate spaces.
Our spaces involve rotations, therefore:
Remark 3. We use the principles in (63) and (64) in dealing with rotations.
We have to involve and recover decay in these estimates. We prove:
||B(u, v)||RW sj ≤ i
3
22(1−s)i||u||RDZsi ||v||RZsj
and the similar ones. In the end we obtain the estimates with decay on all
terms by a similar argument as in Theorem 6.
Remark 4. We first prove the estimates without involving decay on the
bilinear term and on the high frequency. But we do involve decay on the low
frequency.
The structure of this section is the following:
- continue with a few definitions;
- provide estimates for interactions between Y and DL2 - spaces;
- analyze the geometry of interactions;
- provide the bilinear estimates in Theorem 7.
We record a change in the geometry, namely we want to work with es-
timates in strips of width 2−i. For this recall the definition of Ξin and the
corresponding φiξ, see (71).
We consider a system of functions (φτl )l∈Z to be smooth approximations
of χ[l− 1
2
,l+ 1
2
] and with the standard partition of unity for R property.
For each ξ ∈ Ξi and l ∈ Z we define gξ,l by gˆξ,l = φ
i
ξ · φ
τ
l · gˆ. The support
of gˆξ,l is approximately a tube centered at (ξ, l) and of size 2
−i × 2−i × 1,
the last one being in the τ direction. Since the distance of these tubes will
play an important role, sometimes it would be convenient if we were able
to work with (gξ,ξ2+l)ξ∈Ξi,l∈Z instead. The only problem is that it is not
guaranteed that ξ2 ∈ Z for all ξ ∈ Ξi. Of course we could change the way
we cut in the τ direction, but this would complicate notations even more.
We choose instead to ignore that ξ2 may not be integer, and go on and use
gξ,ξ2+l. It will be obvious from the argument that this does not affect in
any way the rigorousness of the proof. The last notation we introduce is
gξ,ξ2±l = gξ,ξ2+l + gξ,ξ2−l.
For k ∈ N, we define gi,k2−i to be the part of gi whose Fourier transform is
localized in {(ξ, τ) : |τ − ξ2| ∈ [k− 1, k+1]} ⊂ {(ξ, τ) : d((ξ, τ), P ) ≈ k2−i}.
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This inclusion should rather be seen in a strict way. Notice that if we used
d instead of k2−i then we obtain a different localization and we hope this
will not create confusions. To be more suggestive about which way we go,
Remark 5. We choose to run k’s over a discrete scale of values and d’s
over a dyadic scale.
This is the case when, as mentioned in the introduction, we may choose
to localize in a linear way rather than a dyadic way with respect to the
distance to P when it is more convenient. Related to the above notations,
we can easily define Si,2−ik, X
0, 1
2
i,2−ik
and similar entities.
For k ≤ 22i−2 we obtain a new decomposition of gi,k2−i :
gi,k2−i =
∑
n
∑
ξ∈Ξin
gξ,ξ2±k
Notice that the ξ’s ∈ Ξin involved in the above summation have |ξ| ≈ 2
i
since we deal with the part of gˆ close to P .
For the part of gˆ supported away from P we come with a different de-
composition. In this region it turns out that the important parameter is the
distance to the τ axis. We have the decomposition:
(84) gi,≥2i−2 =
∑
n
∑
ξ∈Ξin
∑
l∈Iξ
gξ,l
where Iξ = {l ∈ Z : 2
2i−2 ≤ |l − ξ2| ≤ 22i+2}.
6.1. Basic estimates.
This section is concerned with providing results of type Y · DL2 → Y,
Y · DL2 → L2 and L2 · DL2 → Y.
We make the convention that whenever we specify the sizes of a tube in
the frequency space, the last size is the one in the τ direction.
We localize gˆ on a scale 2−i×2−i×1, hence the dual scale to localize in the
physical space is 2i × 2i × 1. Recall that the system of cubes (Qmi )m∈Z2 is a
partition of R2 with the properties: Qmi is centered at (2
im1, 2
im2) and has
sizes 2i × 2i. Associated to this systems we build a partition (Qm,li )(m,l)∈Z3
of R3 defined by:
Q
m,l
i = ∪t∈[l,l+1]Q
m
i × {t} = Q
m
i × [l, l + 1]
Lemma 15. Let g ∈ L2 such that gˆ is supported in a tube of size 2−i×2−i×1.
We have the estimate:
(85)
∑
m
||g||2
L∞(Qm,li )
≤ 2−2i||g||2L2
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Proof. The support of gˆ is a tube with volume 2−2i therefore we have:
(86) ||g||
L∞(Qm,li ))
≤ 2−i
∑
(m′,l′)∈Z3
CN 〈(m, l) − (m
′, l′)〉−N ||g||
L2(Qm
′,l′
i )
If we chose N ≥ 4, then we use Cauchy-Schwartz and estimate:
||g||2
L∞(Qm,li ))
≤ 2−2i
∑
(m′,l′)∈Z3
C2N 〈(m, l)− (m
′, l′)〉−N ||g||2
L2(Qm
′,l′
i )
We can perform the summation with respect to (m, l):
∑
(m,l)
||g||2
L∞(Qm,li ))
≤ 2−2i
∑
m,l
∑
m′,l′
〈(m, l)−(m′, l′)〉−N ||g||2
L2(Qm
′,l′
i )
≤ 2−2i||g||2L2
In the last line we use again the fact that if N ≥ 4, then we have:
∑
m,l
〈(m, l) − (m′, l′)〉−N ≤ C
This is enough to justify the claim.

Lemma 16. Let g ∈ DL2 such that gˆ is supported at frequency 2i in a tube
of size 2−i × 2−i × 1. We have the estimate:
(87) 〈m〉1+2ε||g||2
L∞(Qm,li )
≤ 2−2iCN
∑
m′,l′
〈(m, l) − (m′, l′)〉−N ||g||2
DL2(Qm
′,l′
i )
Proof. Making use of (86) we can continue with:
〈m〉1+2ε||g||2
L∞(Qm,li )
≤
2−2iC2N
∑
m′,l′
〈m〉1+2ε〈(m′, l′)− (m, l)〉−N ||g||2
L2(Qm
′,l′
i )
≤
2−2iC2N
∑
m′,l′
〈m′〉1+2ε〈(m′, l′)− (m, l)〉−N+1+2ε||g||2
L2(Qm
′,l′
i )
≤
2−2iC2N
∑
m′,l′
〈(m′, l′)− (m, l)〉−N+
1
2
+ε||g||2
DL2(Qm
′,l′
i )
This is enough to justify the claim.

In this section we always work with g = gξ,k2−i or g = gξ,l.
We want fˆη,≤2−i ∗ gˆ to be supported at distance less than 2
−i from P .
fˆη,≤2−i and fˆη,≤2−i ∗ gˆ are measured on family of tubes which are different;
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first family is associated to η and the second one to η + ξ. We need to
analyze some of the geometry of the these two families.
By fairly simple geometrical arguments we can conclude the following:
- Tm,lη+ξ ∩ T
m′,l′
η 6= ∅ ⇒ l = l′
- Tm,lη+ξ ∩ T
m′,l
η 6= ∅ ⇔ |m−m′ + tξ| ≤ 2 for some t ∈ [l, l + 1]
- if Tm,lη+ξ ∩ T
m′,l
η 6= ∅, then it is approximately a tube of length 2j−i
In the last observation we think of the intersection as a subtube of either
tubes, and by its length we mean the size of the subtube in the direction of
the longest size of either original tubes. We introduce:
- Am,l = {m′ : Tm,lη+ξ ∩ T
m′,l
η 6= ∅}
- Bm,m
′,l = {m′′ : Qm
′′,l
i ∩ T
m,l
η+ξ ∩ T
m′,l
η 6= ∅}
- γlm(m
′) : Am,l → N \ {0} defined by:
γlm(m
′) = {sup 2i−j ||p|| : (p, t) ∈ Tm,lη+ξ ∩ T
m′,l
η }
The idea behind the γm function is that the points in T
m,l
η+ξ ∩ T
m′,l
η (if
nonempty) are of the form (p, t) ∈ R2 × R and the variation of ||p|| in the
intersection is at most 2j−i since the subtubes have length ≈ 2j−i. It is easy
to check the following consequences:
- if γlm(m
′) ≤ 2 then ∀(p, t) ∈ Tm,lη+ξ ∩ T
m′,l
η we have ||p|| ≤ 2j−i+2
- if γlm(m
′) ≥ 3 then ∀(p, t) ∈ Tm,lη+ξ ∩ T
m′,l
η we have ||p|| ∈ [2j−i(γlm(m
′)−
1), 2j−i(γlm(m
′) + 1)].
We need a simple result about the function γlm(m
′):
Lemma 17. For each l ∈ Z and m′ ∈ Z2 we have:
(88)
∑
m:m′∈Am,l
γlm(m
′)−1−2ε ≤ Cε
Proof. Things should not be seen as too complicated in the statement above.
We simply fix m′ (equivalent to fixing Tm
′,l
η ), collect all m’s for which T
m,l
η+ξ
intersect Tm
′,l
η and perform the summation above over this range.
The function h(p, t) = ||p|| defined on Tm
′,l
η attains a minimum at one
point, let’s call it p0. Reminding that T
m,l
η+ξ ∩ T
m′,l
η , if not void, is approxi-
mately a subtube of Tm
′,l
η of length 2j−i, we can easily conclude that:
γlm(m
′)2 ≈ ||2i−jp0||
2 + k2 + 1
for some k ∈ N with k ≤ 2i. More exactly, Tm,lη+ξ ∩ T
m′,l
η is the subtube
of Tm
′,l
η at distance ≈ k2j−i from p0, or in other words the points in the
subtube of Tm
′,l
η at distance ≈ k2j−i from p0. We may have at most two
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subtubes Tm,lη+ξ ∩ T
m′,l
η at distance k2i−j from p0, hence we may conclude
that:
∑
m:m′∈Am,l
γlm(m
′)−1−2ε ≤
2i∑
k=1
(||2i−jp0||
2 + k2 + 1)−
1
2
−ε ≤ Cε

Lemma 18. In the same hypothesis as in Lemma 16 we have the estimate:
(89)
∑
m′∈Am,l
γlm(m
′)1+2ε

 ∑
m′′∈Bm,m′ ,l
||g||
L∞(Qm
′′,l
i
)


2
≤ 2−2i||g||2DL2
Proof. For those m′ ∈ Am,l for which γlm(m
′) ≤ 2 (if there are any) we
obviously get:
∑
m′′∈Bm,m′ ,l
||g||
L∞(Qm
′′,l
i )
≤

 ∑
m′′∈Bm,m′ ,l
〈m′′〉1+2ε||g||2
L∞(Qm
′′,l
i )


1
2
There are at most 5 possible m′ ∈ Am,l for which γlm(m
′) ≤ 2.
For those m′ ∈ Am,l for which γlm(m
′) ≥ 3 we proceed as follows. Tm,lη+ξ ∩
T
m′,l
η is a subtube of length 2j−i, hence the cardinality of Bm,m
′,l is ≈ 2j−2i.
For each fixed m′ ∈ Am,l we have:
∑
m′′∈Bm,m′ ,l
||g||
L∞(Qm
′′,l
i )
≤ 2
j−2i
2

 ∑
m′′∈Bm,m′ ,l
||g||2
L∞(Qm
′′,l
i )


1
2
≤
2
j−2i
2 (2j−2iγlm(m
′))−
1
2
−ε

 ∑
m′′∈Bm,m′ ,l
〈m′′〉1+2ε||g||2
L∞(Qm
′′,l
i )


1
2
≤
γlm(m
′)−
1
2
−ε

 ∑
m′′∈Bm,m′ ,l
〈m′′〉1+2ε||g||2
L∞(Qm
′′,l
i )


1
2
where we make use of the fact that j−2i ≥ 0 and ε is positive. At this time
we can perform the summation with respect to m′:
∑
m′∈Am,l
γlm(m
′)1+2ε

 ∑
m′′∈Bm,m′ ,l
||g||
L∞(Qm
′′,l
i )


2
≤
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∑
m′∈Am,l
∑
m′′∈Bm,m′,l
〈m′′〉1+2ε||g||2
L∞(Qm
′′,l
i )
The family of (Qm
′′,l)m′′∈Bm,m′,l,m′∈Am,l does not contain repeated cubes,
therefore we can make use of (87) to get:
∑
m′∈Am,l
γlm(m
′)1+2ε

 ∑
m′′∈Bm,m′ ,l
||g||
L∞(Qm
′′,l
i )


2
≤
2−2i
∑
m′∈Am,l
∑
m′′∈Bm,m′ ,l
||g||2
DL2(Qm
′′,l
i )
≤ 2−2i||g||2DL2

Proposition 10. Let f and g be two functions with the following properties:
f = fη,≤2−i ∈ Yj, |η| ≈ 2
j , g ∈ DL2, gˆ is supported at frequency 2i in a tube
of size 2−i × 2−i × 1(ξ × τ), then we have the estimates:
(90) ||f · g||Yj ≤ 2
−j ||f ||Yj ||g||DL2
(91) ||f · g||L2 ≤ 2
− i+j
2 ||f ||Yj ||g||L2
Proof. For a particular m, m′ ∈ Am,l and m′′ ∈ Bm,m
′,l the intersection
Q
m′′,l
i ∩T
m,l
η+ξ is included in a rectangular parallelepiped of sizes 2
i×2i×2i−j
(last one in the t direction). Therefore we have:
||f · g||
L1tL
2
x(T
m,l
η+ξ∩T
m′,l
η )
=
∑
m′′∈Bm,m′,l
||f · g||
L1tL
2
x(Q
m′′,l
i
∩Tm,l
η+ξ)
≤
2i−j
∑
m′′∈Bm,m′ ,l
||f · g||
L∞t L
2
x(Q
m′′,l
i ∩T
m,l
η+ξ)
≤
2i−j
∑
m′′∈Bm,m′ ,l
||f ||
L∞t L
2
x(Q
m′′,l
i )
||g||
L∞(Qm
′′ ,l
i )
≤
2i−j ||f ||
L∞t L
2
x(T
m′ ,l
η )
∑
m′′∈Bm,m′ ,l
||g||
L∞(Qm
′′,l
i )
We can go on and perform the summation with respect to m′ ∈ Am,l:
||f · g||
L1tL
2
x(T
m,l
η+ξ)
≤
2i−j
∑
m′∈Am,l
||f ||
L∞t L
2
x(T
m′,l
η )
∑
m′′∈Bm,m′,l
||g||
L∞(Qm
′′,l
i )
≤
60 IOAN BEJENARU
2i−j

 ∑
m′∈Am,l
γlm(m
′)−1−2ε||f ||2
L∞t L
2
x(T
m′,l
η )


1
2
·

 ∑
m′∈Am,l
γlm(m
′)1+2ε

 ∑
m′′∈Bm,m′ ,l
||g||
L∞(Qm
′′,l
i )


2

1
2
≤
2−j

 ∑
m′∈Am,l
γlm(m
′)−1−2ε||f ||2
L∞t L
2
x(T
m′,l
η )


1
2
· ||g||DL2
In the last line we have used the result in (89) . The norm in Yj is an l
2
m,l
of the norms above:
||f · g||2Yj ≈
∑
(m,l)∈Z3
||f · g||2
L1tL
2
x(T
m,l
η+ξ)
≤
2−2j ||g||2DL2
∑
m,l
∑
m′∈Am,l
γlm(m
′)−1−2ε||f ||2
L∞t L
2
x(T
m′,l
η )
≤
2−2j ||g||2DL2
∑
m′,l
||f ||2
L∞t L
2
x(T
m′,l
η )
∑
m:m′∈Am,l
γlm(m
′)−1−2ε ≤ 2−2j ||g||2DL2 ||f ||
2
Yj
In the last estimates we have made use of (88).
The L2 estimates are much easier. For each (m, l) ∈ Z3 let’s denote by
Cm,l = {m′ ∈ Z2 : Qm
′,l ∩ Tm,lη 6= ∅}. Then we have:
||f · g||2
L2(Tm,lη )
=
∑
m′∈Cm,l
||f · g||2
L2(Qm
′,l
i ∩T
m,l
η )
≤
2i−j
∑
m′∈Cm,l
||f ||2
L∞t L
2
x(T
m,l
η )
||g||2
L∞(Qm
′,l
i )
≤
2i−j ||f ||2
L∞t L
2
x(T
m,l
η )
∑
m′∈Cm,l
||g||2
L∞(Qm
′,l
i )
≤ 2−i−j ||f ||2
L∞t L
2
x(T
m,l
η )
||g||2L2
In the last estimate we have used the result in (85).
We sum the above estimate with respect to (m, l) over Z3 to obtain (91).

From (91) we obtain, by duality, the following result:
Proposition 11. Let f ∈ L2 and and g be two functions with the following
properties: f ∈ L2, fˆ is supported at frequency 2j , gˆ is supported at frequency
2i in a tube of size 2−i × 2−i × 1(ξ × τ), then we have the estimates:
(92) ||f · g||Yj ≤ 2
− i+j
2 ||f ||L2 ||g||L2
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The next Lemma is a geometrical one. We work with f = fη,≤2−i and
g = gξ0,l, ξ
0 ∈ Ξi, l ∈ Z where |η| ≈ 2j , |(ξ0, l)| ≈ 2i and recall that 5i ≤ j.
Lemma 19. fˆ ∗ gˆ is supported in a region where |τ−ξ2| ∈ 2−i|η|[k−1, k+1]
iff
(93) | cosα| ∈ 2−i|ξ0|−1[k − 1, k + 1]
where α is the angle between ξ0 and η.
Proof. fˆ is supported in a region where |τ2−η
2| ≤ 2−i|η|, while gˆ is supported
in a region where |ξ − ξ0| ≤ 2−i and |τ1 − l| ≤
1
2 . A generic point in
the support of fˆ ∗ gˆ is of type (ξ1 + ξ2, τ1 + τ2) where (ξ1, τ1) is in the
support of fˆ and (ξ2, τ2) is in the support of gˆ. We want this point to satisfy
|τ1 + τ2 − (ξ1 + ξ2)
2| ∈ 2−i|η|[k − 1, k + 1].
We have |τ1 − ξ
2
1 | ≤ 2
2i ≤ 2−i|η|, ∆|ξ1| ≈ 2
−i, ∆|η| ≈ 1, therefore the
condition is equivalent to |2η · ξ0| ∈ |η|2−i[k − 1, k + 1]. This implies (93).

6.2. Estimates: DRX
0,1
2
,1
i · RYj,≤2−i →RYj,≤2−i .
The first Proposition deals with the case when we have the low frequency
input close to P .
Proposition 12. If k ≤ 22i−2 we have:
(94) ||vj,≤2−i · ui,k2−i ||RYj,≤2−i ≤ 2
−j ||vj,≤2−i ||RYj · ||ui,k2−i ||DRL2
Proof. We first deal with the case k = 1 and then use this as a model for
the other k’s. We decompose:
(95) vj,≤2−i =
2j+i+1∑
n1=2j+i−1
vn1,≤2−i =
2j+1∑
n1=2j−1
∑
η∈Ξn1
vη,≤2−i
(96) ui,≤2−i =
22i+2∑
n2=22i−2
un2,≤2−i =
22i+1∑
n2=22i−1
∑
ξ∈Ξin2
uξ,≤2−i
Fix n1 and n2. Take ξ ∈ Ξ
i
n2
and η ∈ Ξn1 and denote by α their angle.
We want vˆη,≤2−i ∗ uˆξ,≤2−i to be supported at distance less than 2
−i from P .
Using (93) we obtain the following condition on α:
| cosα| ≤ 2−2i
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This condition suggests splitting Ξn1 and Ξ
i
n2
in 2−2i angular subsets, i.e.
such that two elements in the same subset make an angle less then 2−2i and
two elements from different subsets make an angle greater than 2−2i.
Ξin2 = ∪ξ∈Ξin2
{ξ} is exactly what we need by the definition of Ξin2 .
For each ξ ∈ Ξin2 there are ≈ 2
j−2i η’s which make an angle less than 2−2i
with ξ and we denote by Aξ this set. It is obvious that if ξ 6= ξ
′ then Aξ
and Aξ′ are disjoint and ∪ξAξ = Ξn1 .
The last geometrical detail we have to clarify is the separation of the
supports of vˆη,≤2−i ∗ uˆξ,≤2−i as we vary ξ and η ∈ Aξ.
The support of uˆξ,≤2−i is a tube of sizes 2
−i× 2−i× 1 and the (long) axis
points in the direction of τ . The support of vˆη,≤2−i is a parallelepiped of
sizes 2−i × 1 × 2j whose longest side is tangent to P . The key property is
that we can translate the support of uˆξ,≤2−i so that it is included in the
support of vˆη,≤2−i (by simply translating the center of the first to the center
of the second). Therefore the support of vˆη,≤2−i ∗ uˆξ,≤2−i is a translate of the
support of vˆη,≤2−i by the vector (ξ, ξ
2). If we keep ξ fixed and take η 6= η′
both in Aξ, then the supports of vˆη,≤2−i ∗ uˆξ,≤2−i and vˆη′,≤2−i ∗ uˆξ,≤2−i are
disjoint.
If we take ξ 6= ξ′ and η ∈ Aξ, η
′ ∈ Aξ′ then the supports of vˆη,≤2−i ∗uˆξ,≤2−i
and vˆη′,≤2−i ∗ uˆξ′,≤2−i are in different angular regions, therefore they are
disjoint again.
We can apply (90) to each pair vη,≤2−i , uξ,≤2−i . Using the orthogonality
with respect to η ∈ Aξ of the convolution we get:
||
∑
η∈Aξ
vη,≤2−i · uξ,≤2−i ||
2
Y
j,≤2−i
=
∑
η∈Aξ
||vη,≤2−i · uξ,≤2−i ||
2
Y
j,≤2−i
≤
2−2j
∑
η∈Aξ
||vη,≤2−i ||
2
Yj
||uξ,≤2−i ||
2
DL2
Using the orthogonality with respect to ξ of the convolution we get:
||vn1,≤2−i · un2,≤2−i ||
2
Y
j,≤2−i
≈
∑
ξ
||
∑
η∈Aξ
vη,≤2−i · uξ,≤2−i ||
2
Y
j,≤2−i
≤
2−2j
∑
ξ
∑
η∈Aξ
||vη,≤2−i ||
2
Yj
||uξ,≤2−i ||
2
DL2
We can perform the summation with respect to ξ on each of the both
terms above and use a sup on the other one:
||vn1,≤2−i · un2,≤2−i ||
2
Y
j,≤2−i
≤ 2−2j sup
ξ∈Ξin2
(
∑
η∈Aξ
||vη,≤2−i ||
2
Yj
)||un2,≤2−i ||
2
DL2
and
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||vn1,≤2−i · un2,≤2−i ||
2
Y
j,≤2−i
≤ 2−2j ||vj,≤2−i ||
2
Yj
sup
ξ∈Ξin2
||uξ,≤2−i ||
2
DL2
In both cases we can bound the sup by using R on the corresponding
term:
sup
ξ∈Ξin2
(
∑
η∈Aξ
||vη,≤2−i ||
2
Yj
) ≤ 2−2i||vn1,≤2−i ||
2
RYj
sup
ξ∈Ξin2
||uξ,≤2−i ||
2
DL2 ≤ 2
−2i||un2,≤2−i ||
2
RDL2
Therefore we get the estimates:
||vn1,≤2−i · un2,≤2−i ||Yj,≤2−i ≤ 2
−i−j ||vn1,≤2−i ||RYj ||un2,≤2−i ||DL2
||vn1,≤2−i · un2,≤2−i ||Yj,≤2−i ≤ 2
−i−j ||vn1,≤2−i ||Yj ||un2,≤2−i ||RDL2
In the end we have to sum with respect to n1 and n2. vˆn1,≤2−i ∗ uˆn2,≤2−i is
supported in a region with τ ≈ n21+(n22
−i)2 and ∆τ ≤ 3n1+2
−i+2n2 ≤ 4n1.
As a consequence, if we keep n2 fixed and take |n1 − n
′
1| ≥ 2, then the
supports of vˆn1,≤2−i ∗ uˆn2,≤2−i and vˆn′1,≤2−i ∗ uˆn2,≤2−i are disjoint. This
implies:
||vj,≤2−i · un2,≤2−i ||
2
Y
j,≤2−i
≈
∑
n1
||vn1,≤2−i · un2,≤2−i ||
2
Y
j,≤2−i
≤
2−2i−2j
∑
n1
||vn1,≤2−i ||
2
RYj ||un2,≤2−i ||
2
DL2 ≈ 2
−2i−2j ||vj,≤2−i ||
2
RYj ||un2,≤2−i ||
2
DL2
We do not have orthogonality with respect to n2, so we use the trivial
estimate:
||vj,≤2−i · ui,≤2−i ||Yj,≤2−i ≈
∑
n2≤22i+1
||vj,≤2−i · un2,≤2−i ||Yj,≤2−i ≤
2i

 ∑
n2≤22i+1
||vj,≤2−i · un2,≤2−i ||
2
Y
j,≤2−i


1
2
≤ 2−j ||vj,≤2−i ||RYj ||un2,≤2−i ||DL2
In a similar way we can perform the estimate when we use the rotations
on v and obtain:
||vj,≤2−i · ui,≤2−i ||Yj,≤2−i ≤ 2
−j ||vj,≤2−i ||Yj ||un2,≤2−i ||RDL2
Making use of the principle stated in (63) we can derive (94) from these
two last estimates.
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What changes if k 6= 1? We start in a similar manner, namely decompose
vj,≤2−i as in (95) and
(97) ui,k2−i =
∑
n2≤22i+1
un2,k2−i =
22i+1∑
n2=22i−1
∑
ξ∈Ξin2
uξ,ξ2±k
We fix n1 and n2. We reduce the estimates at this level to the ones we
have just proved by showing that the main geometrical elements are similar.
Take ξ ∈ Ξin2 and η ∈ Ξn1 and denote by α their angle. We want vˆη,≤2−i ∗
uˆξ,ξ2±k to be supported at distance less than 2
−i from P . Using (93) we get
the following condition on α:
| cosα| ≤ 2−2i
From this point we can use the same argument as in the case k = 1.

The next Proposition deals with the case when we have the low frequency
input close to τ axis.
Proposition 13. We have
(98) ||vj,≤2−i ·
∑
ξ∈Ξi
k
uξ,≥2i−2 ||RYj,≤2−i ≤
2i−jk−
1
2 ||vj,≤2−i ||RYj · ||
∑
ξ∈Ξi
k
uξ,≥2i−2 ||DRL2
Proof. We decompose vj,≤2−i as in (95) and using (84):∑
ξ∈Ξi
k
uξ,≥2i−2 =
∑
ξ∈Ξi
k
∑
l∈Iξ
uξ,l
(93) gives us a necessary and sufficient condition for the support of vˆη,≤2−i∗
uˆξ,l to be localized at distance less than 2
−i from P : | cosα| ≤ k−1, where
α is the angle between ξ and η. We use the fact that in the support of uˆξ,l
we have |ξ| ≈ k2−i.
This suggests to split Ξn1 and Ξ
i
k2−i in angular sectors of size ≈ k
−1.
Ξi
k2−i
comes already with this splitting since that the angle between every
two different ξ ∈ Ξi
k2−i
is at least k−1. We define Aξ to be the set of η ∈ Ξn1
whose angle α with ξ satisfies | cosα| ≤ k−1.
We have the same geometrical setup as before. At the numerology level
we record the following changes:
- the gain from spherical symmetry changes now to k−
1
2 since this is the
angular localization.
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- since we have to perform a summation with respect to l (which we did
not have to do before) we pick a factor of 2i.
Other than that the argument is the same as before.

The next result sums up the results in the two previous Propositions and
provides us with the estimate we wanted in this section.
Proposition 14. We have
(99) ||vj,≤2−i · ui||RYj,≤2−i ≤ i
1
22−j ||vj,≤2−i ||RYj · ||ui||DRX0,
1
2 ,1
Proof. We decompose:
ui = ui,≤2i−2 + ui,≥2i−2 =
22i−2∑
k=1
ui,k2−i +
∑
k
∑
ξ∈Ξi
k
∑
l∈Iξ
uξ,l
Using the result in (50) we have:
||ui||
2
RDX0,
1
2
≈
∑
k
k||ui,k2−i ||
2
RDL2 + 2
−i
∑
k
∑
ξ∈Ξi
k
∑
l∈Iξ
||uξ,l||
2
RDL2
We continue with:
||vj,≤2−i · ui,≤2i−2 ||RYj,≤2−i ≤
22i−2∑
k=1
||vj,≤2−i · ui,k2−i ||RYj,≤2−i ≤
2−j
22i−2∑
k=1
||vj,≤2−i ||RYj · ||ui,k2−i ||DRL2 ≤
2−j||vj,≤2−i ||RYj (
22i−2∑
k=1
k−1)
1
2

22i−2∑
k=1
k||ui,k2−i ||
2
DRL2


1
2
≤
i
1
2 2−j ||vj,≤2−i ||RYj ||ui,≤2i−2 ||DRX0,
1
2
For the second part:
||vj,≤2−i · ui,≥2i−2 ||RYj,≤2−i ≤
∑
k
||vj,≤2−i ·
∑
ξ∈Ξi
k
∑
l∈Iξ
uξ,l||RY
j,≤2−i
≤
2−j
∑
k
2ik−
1
2 ||vj,≤2−i ||RYj · ||
∑
ξ∈Ξi
k
∑
l∈Iξ
uξ,l||DRL2 ≤
2i2−j||vj,≤2−i ||RYj (
∑
k
k−1)
1
2

∑
k
||
∑
ξ∈Ξi
k
∑
l∈Iξ
uξ,l||
2
DRL2


1
2
≤
66 IOAN BEJENARU
i
1
2 2−j ||vj,≤2−i ||Yj ||ui,≥2i−2 ||DRX0,
1
2
In the end we sum up the two estimates and use the trivial fact that
||ui||
X0,
1
2
≤ ||ui||
X0,
1
2 ,1
to obtain (99).

6.3. Estimates: RX
0,1
2
,1
i · RYj,≤2−i →RX
0,−1
2
,1
j,≥2−i
.
The first result deals with the case when we have the low frequency input
close to P and we measure the part of the output which is close to P .
Proposition 15. If k2 ≤ 22i−2 and k1 ≤ 22i−2 then we have
(100) ||vj,≤2−i · ui,2−ik2 ||
RX
0,− 12
j,2−ik1
≤ 2−jk
− 1
2
1 ||vj,≤2−i ||RYj · ||ui,2−ik2 ||RL2
Proof. We decompose vj,≤2−i as in (95) and ui,k2−i as in (97).
Fix n1 and n2. Take ξ ∈ Ξ
i
n2
and η ∈ Ξn1 and denote by α their angle.
We want vˆη,2−i ∗ uˆξ,ξ2+k2 to be at distance ≈ 2
−ik1 from P . The condition
we get from (93) is:
| cosα| ∈ 2−2i[k1 − 1, k1 + 1]
We have that k1 ≤ 2
2i−2, therefore cosα ≤ 12 . This is important because
it implies that the solution of the above inclusion is an interval of size ≈ 2−2i.
Therefore we go on and split Ξn1 and Ξ
i
n2
in 2−2i angular subsets. We use
the same kind of decomposition as in the proof of (94).
Ξin2 = ∪ξ∈Ξin2
{ξ} is exactly what we need by the definition of Ξin2 .
For each ξ ∈ Ξin2 there are ≈ 2
j−2i η’s whose angle α with ξ satisfies
| cosα| ∈ 2−2i[k1− 1, k1+1] and we denote by Aξ this set. It is obvious that
if ξ 6= ξ′ then Aξ and Aξ′ are disjoint and ∪ξAξ = Ξn1 .
From this point on we can copy verbatim the argument in used in proving
(94), of course making use of (91). We obtain:
||vj,≤2−i · ui,2−ik2 ||
X
0,− 12
j,2−ik1
≈ (2j2−ik1)
− 1
2 ||Sj,2−ik1(vj,≤2−i · ui,2−ik2)||L2 ≤
(2j2−ik1)
− 1
2 2−
i+j
2 ||vj,≤2−i ||Yj · ||ui,2−ik2 ||RL2 =
k
− 1
2
1 2
−j||vj,≤2−i ||Yj · ||ui,2−ik2 ||RL2
In a similar way we obtain the estimates with rotations on Yj.

The next result deals with the case when we have the low frequency input
close to P and we measure the part of the output which is away from P .
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Proposition 16. If k2 ≤ 2
2i−2 and d ≥ 22i−2 we have
(101) ||vj,≤2−i · ui,2−ik2 ||
X
0,− 12
j,2−id
≤ 2−j||vj,≤2−i ||Yj · ||ui,2−ik2 ||L2
Proof. What is the particularity of this case? When we localize the support
of uˆη,≤2−i ∗ uˆξ,ξ2+k2 at distance ≥ 2
i−2 from P we do not have anymore
that the angle α between η and ξ satisfies | cosα| ≤ 12 . Therefore we cannot
conclude that if | cosα| is in an interval of size 2−2i then so does α.
So we have to come up with a different way of organizing the interacting
elements, the main reason being to bring some sort of orthogonality into
play. For θ = pi2 l2
−2i with l ∈ {0, 1, ..., 22i+4 − 1} we define
Ξiθ = {ξ = (r, θ); r = n2
−i for n ≤ 22i+1}
We decompose vj,≤2−i as in (95) and:
ui,k22−i =
∑
θ
∑
ξ∈Ξi
θ
uξ,ξ2+k2
Let’s take ξ ∈ Ξiθ and η ∈ Ξn1 and denote by α their angle. From (93) we
obtain that if the support of vˆη,≤2−i ∗ uˆξ,ξ2+k2 is at distance ≥ 2
i−2 from P
then | cosα| ≥ 2−2.
We fix θ. For fixed η, as we change ξ ∈ Ξiθ we actually change |ξ| in
increments of 2−i. The support of uˆξ,ξ2+k2 moves in a direction transversal
to the support of vˆη,≤2−i in increments of 2
−i, therefore the supports of
vˆη,≤2−i ∗ uˆξ,ξ2+k2 are disjoint with respect to ξ ∈ Ξ
i
θ.
Because the support of vˆη,≤2−i ∗ uˆξ,ξ2+k2 is a translation of the support of
vˆη,≤2−i in a transversal direction to P and vˆη,≤2−i are supported on P , we
get orthogonality with respect to η too.
Taking into account the above two remarks and (91) we can estimate:
||
∑
η∈Ξn1 ,ξ∈Ξ
i
θ
vη,≤2−i · uξ,ξ2+k2 ||
2
L2 ≤
∑
η∈Ξn1 ,ξ∈Ξ
i
θ
||vη,≤2−i · uξ,ξ2+k2 ||
2
L2 ≤
2−i−j
∑
η∈Ξn1 ,ξ∈Ξ
i
θ
||vη,≤2−i ||
2
Yj
· ||uξ,ξ2+k2 ||
2
L2 ≈
2−i−j(
∑
η∈Ξn1
||vη,≤2−i ||
2
Yj
) · (
∑
ξ∈Ξi
θ
||uξ,ξ2+k2 ||
2
L2) =
2−i−j ||vn1,≤2−i ||
2
Yj
· (
∑
ξ∈Ξi
θ
||uξ,ξ2+k2 ||
2
L2)
We do not have orthogonality of the interaction with respect to θ, hence:
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||vn1,≤2−i · ui,k22−i ||L2 ≤
∑
θ
||
∑
η∈Ξn1 ,ξ∈Ξ
i
θ
vη,≤2−i · uξ,ξ2+k2 ||L2 ≤
2i

∑
θ
||
∑
η∈Ξn1 ,ξ∈Ξ
i
θ
vη,≤2−i · uξ,ξ2+k2 ||
2
L2


1
2
≤
2
i−j
2 ||vn1,≤2−i ||Yj

∑
θ
∑
ξ∈Ξi
θ
||uξ,ξ2+k2 ||
2
L2


1
2
≈ 2
i−j
2 ||vn1,≤2−i ||Yj ||ui,k22−i ||L2
The summation with respect to n1 has been already discussed (see proof
of (94)):
||vj,≤2−i · ui,k22−i ||L2 ≤ 2
i−j
2 ||vj,≤2−i ||Yj ||ui,k22−i ||L2
Therefore:
||vj,≤2−i · ui,k22−i ||
X
0,− 12
j,d2−i
≈ 2−
i
2
− j
2 ||vj,≤2−i · ui,k22−i ||L2 ≤
2−j ||vj,≤2−i ||Yj ||ui,k22−i ||L2

The next result deals with the case when we have the low frequency input
close to τ axis and we measure parts of the output which are close to P .
Proposition 17. If 2k1 ≤ k2 ≤ 2
2i−2 we have
(102) ||vj,≤2−i ·
∑
ξ∈Ξi
k2
∑
l∈Iξ
uξ,l||
RX
0,− 12
j,k12
−i
≤
2i−j(k1k2)
− 1
2 ||vj,≤2−i ||RYj · ||
∑
ξ∈Ξi
k2
∑
l∈Iξ
uξ,l||RL2
Proof. From (93) we get the necessary and sufficient condition that the
support of vˆη,≤2−i ∗ uˆξ,l is localized at distance ≈ 2
−ik1 from P :
| cosα| ∈ k−12 [k1 − 1, k1 + 1]
where, as usual α is the angle between ξ and η and we use the fact that in
the support of uˆξ,l we have |ξ| ≈ 2
−ik2. Since 2k1 ≤ k2 we get | cosα| ≤
1
2 .
This suggest a splitting of Ξin1 and Ξ
i
k2
in angular sectors of size ≈ k−12 .
From this point on, the steps are exactly as in the proof of (100).
At the numerology level we record the following changes:
- the gain from spherical symmetry changes now to k
− 1
2
2 .
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- the summation with respect to l brings an additional factor of 2i.
Other than that the argument is the same as before.

We need to complete the result in the previous Proposition by analyzing
the cases left out. In what follows d ∈ {1, 2, 22, ..., 23i+2} and we remark
that the outcome vˆj,≤2−i ∗ uˆi cannot be supported at distance higher than
22i+2 from P .
Proposition 18. We have
(103) ||vj,≤2−i ·
∑
k≤4d
∑
ξ∈Ξk
∑
l∈Iξ
uξ,l||
X
0,− 12
j,d2−i
≤
2−j ||vj,≤2−i ||Yj · ||
∑
k≤4d
∑
ξ∈Ξk
∑
l∈Iξ
uξ,l||
X0,
1
2
Proof. We decompose vj,≤2−i as in (95). We fix n1 and group the η’s in 2
j−2i
subsets which have orthogonal interaction with
∑
k≤4d
∑
ξ∈Ξk
∑
l∈Iξ
uξ,l. Write
Ξn1 = ∪
2j−2i
m=0Am where Am = {η ∈ Ξn1 : arg η ∈ [2
2i−jm, 22i−j(m + 1)]}.
The size of such a block in the tangential direction to P is ≈ 22i which is
greater than the size of the support of
∑
k≤4d
∑
ξ∈Ξk
∑
l∈Iξ
uξ,l.
The basic estimate we use is the one in (91) which says:
||vη,≤2−i · uξ,l||L2 ≤ 2
− i+j
2 ||vη,≤2−i ||Yj ||uξ,l||L2
The rest is just a careful examination of possible orthogonalities we can
take advantage while summing up this estimate. We fix m and note that
the supports of vˆη,≤2−i ∗ uˆξ,l are disjoint with respect to η ∈ Am, hence:
||
∑
η∈Am
vη,≤2−i · uξ,l||L2 ≤ 2
− i+j
2 ||
∑
η∈Am
vη,≤2−i ||Yj ||uξ,l||L2
Then we pick an arbitrary point in the support of
∑
η∈Am
vˆη,≤2−i and take
the normal vector to P at this point and denote by nm. We fix l and notice
that the interaction
∑
η∈Am
vˆη,≤2−i ∗ uˆξ,l is almost orthogonal with respect
to ξ as we move ξ in the direction of nm. In the end we have to sum with
respect to ξ in the orthogonal direction to nm and with respect to l and
there is no more orthogonality we can exploit. Therefore we pick factors of
d
1
2 and 2i respectively and obtain:
||
∑
η∈Am
vη,≤2−i ·
∑
k≤4d
∑
ξ∈Ξk
∑
l∈Iξ
uξ,luξ,l||L2 ≤
2
i−j
2 d
1
2 ||
∑
η∈Am
vη,≤2−i ||Yj ||
∑
k≤4d
∑
ξ∈Ξk
∑
l∈Iξ
uξ,luξ,l||L2
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Using the orthogonality with respect to m of the interaction as explained
at the beginning helps us to perform the last summation with respect to m
from where we obtain the (103) by passing to Xs,±
1
2 .

At the end of this section we sum up all the estimates.
Proposition 19. We have:
(104) ||vj,≤2−i · ui||
RX
0,− 12
j,d2−i
≤ i
1
22−j ||vj,≤2−i ||RYj ||ui||RX0,
1
2
Proof. For fixed d we decompose:
ui = ui,≤2i−2 + ui,≥2i−2 =
22i−2∑
k=1
ui,k2−i+
∑
k≥4d
∑
ξ∈Ξk
∑
l∈Iξ
uξ,l +
∑
k≤4d
∑
ξ∈Ξk
∑
l∈Iξ
uξ,l
where the factors have disjoint support in the frequency space and:
||ui||
2
RX0,
1
2
≈
∑
k
k||ui,k2−i ||
2
RL2+
2i
∑
k≥4d
∑
ξ∈Ξk
∑
l∈Iξ
||uξ,l||
2
RL2 + 2
i
∑
k≤4d
∑
ξ∈Ξk
∑
l∈Iξ
||uξ,l||
2
RL2
If d ≤ 22i−2 we make use of (100) to derive:
||vj,≤2−i · ui,≤2i−2 ||
2
RX
0,− 12
j,d2−i
≈
2d∑
k1=2−1d
||vj,≤2−i · ui,≤2i−2 ||
2
RX
0,− 12
j,2−ik1
≤
2d∑
k1=2−1d

22i−2∑
k2=1
||vj,≤2−i · ui,k22−i ||
RX
0,− 12
j,2−ik1


2
≤
2d∑
k1=2−1d

22i−2∑
k2=1
2−jk
− 1
2
1 ||vj,≤2−i ||RYj · ||ui,k22−i ||RL2


2
≤
2d∑
k1=2−1d

22i−2∑
k2=1
2−jk
− 1
2
1 k
− 1
2
2 ||vj,≤2−i ||RYj · ||ui,k22−i ||RX0,
1
2


2
≤
2−2j(
22i−2∑
k2=1
k−12 )
1
2 (
2d∑
k1=2−1d
k−11 )||vj,≤2−i ||
2
RYj ||ui,≤2i−2 ||
2
RX0,
1
2
≤
i2−2j ||vj,≤2−i ||
2
RYj ||ui,≤2i−2 ||
2
RX0,
1
2
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If d ≥ 22i−2 we use (101) to derive in a similar way:
||vj,≤2−i · ui,≤2i−2 ||
X
0,− 12
j,d2−i
≤ i
1
2 2−j||vj,≤2−i ||Yj ||ui,≤2i−2 ||X0,
1
2
For the second part we use (102) to obtain:
||vj,≤2−i ·
∑
k2≥4d
∑
ξ∈Ξk2
∑
l∈Iξ
uξ,l||
2
RX
0,− 12
j,2−id
≤
2d∑
k1=2−1d
||vj,≤2−i ·
∑
k2≥4d
∑
ξ∈Ξk2
∑
l∈Iξ
uξ,l||
2
RX
0,− 12
j,2−ik1
≤
2d∑
k1=2−1d

 ∑
k2≥4d
||vj,≤2−i ·
∑
ξ∈Ξk2
∑
l∈Iξ
uξ,l||
RX
0,− 12
j,2−ik1


2
≤
2d∑
k1=2−1d

 ∑
k2≥4d
2i−jk
− 1
2
1 k
− 1
2
2 ||vj,≤2−i ||RYj · ||
∑
ξ∈Ξk2
∑
l∈Iξ
uξ,l||RL2


2
≈
2d∑
k1=2−1d

 ∑
k2≥4d
2−jk
− 1
2
1 k
− 1
2
2 ||vj,≤2−i ||RYj · ||
∑
ξ∈Ξk2
∑
l∈Iξ
uξ,l||
RX0,
1
2


2
≤
i2−2j ||vj,≤2−i ||
2
RYj · ||
∑
k2≥4d
∑
ξ∈Ξk2
∑
l∈Iξ
uξ,l||
2
RX0,
1
2
Finally, for the third part (103) is exactly what we need. Summing up all
these estimates gives us the result claimed.

Proposition 20. We have:
(105) ||vj,≤2−i · ui||
RX
0,− 12 ,1
j,≥2−i
≤ i
3
22−j ||vj,≤2−i ||RYj ||ui||RX0,
1
2 ,1
Proof.
Sj,≥2−i(vj,≤2−i · ui) =
∑
d
Sj,d2−i(vj,≤2−i · ui)
Because 5i ≤ j, we have that uˆi cannot move the support of vˆj,≤2−i with
respect to the distance to P with more than 22i+2. Therefore the set of
values for d in the above sum is {1, 2, 22, ..., 23i+2} which implies it contains
≈ 3i values. We apply (104) for each d, perform the summation with respect
to d and get the claim in (105).

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6.4. Estimates: RX
0,1
2
,1
i · RX
0,1
2
,1
j,≥2−i
→RYj,≤2−i .
These estimates can be obtained by duality from the ones in RX
0, 1
2
,1
i ·
RYj,≤2−i → RX
0,− 1
2
,1
j,≥2−i
. We state the main result we need:
Proposition 21. We have the estimate:
(106) ||vj,≥2−i · ui||RYj,≤2−i ≤ i
3
22−j ||vj,≥2−i ||RX0,
1
2 ,1
· ||ui||
RX0,
1
2 ,1
6.5. Bilinear estimates on dyadic regions.
Proof of Theorem 7.
B(ui, vj) = Sj,≤2−iB(ui, vj) + Sj,≥2−iB(ui, vj) =
Sj,≤2−iB(ui, vj,≤2−i) + Sj,≤2−iB(ui, vj,≥2−i)+
Sj,≥2−iB(ui, vj,≤2−i) + Sj,≥2−iB(ui, vj,≥2−i)
For the first term we make use of (99) and get:
||Sj,≤2−iB(ui, vj,≤2−i)||RYs ≈ 2
sj ||Sj,≤2−iB(ui, vj,≤2−i)||RY ≤
i
1
22(s−1)j ||∇vj,≤2−i ||RY ||∇ui||DRX0,
1
2
≈
i
1
2 2i2sj ||vj,≤2−i ||RY ||ui||DRX0,
1
2
≈
i
1
22(1−s)i||vj,≤2−i ||RY s ||ui||DRXs,
1
2
≤ i2(1−s)i||vj,≤2−i ||RY s ||ui||DRZs
For the second term we make use of (106) to get:
||Sj,≤2−iB(ui, vj,≥2−i)||RYs ≈ 2
sj ||Sj,≥2−iB(ui, vj,≥2−i)||RY ≤
i
1
22(s−1)j ||∇vj,≥2−i ||RX0,
1
2
· ||∇ui||
DRX0,
1
2
≈
i
1
2 2(1−s)i||vj,≥2−i ||RXs,
1
2
· ||ui||
DRXs,
1
2
≤
i
3
22(1−s)i||vj,≥2−i ||RZs · ||ui||DRZs
For the third term we use of (105) to obtain:
||Sj,≥2−iB(ui, vj,≤2−i)||RXs,−
1
2 ,1
≈ 2sj||Sj,≥2−iB(ui, vj,≤2−i)||RX0,−
1
2 ,1
≤
i
3
22(s−1)j ||∇vj,≤2−i ||RY ||∇ui||DRX0,
1
2
≈
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i
3
2 2(1−s)i||vj,≤2−i ||RY s ||ui||DRXs,
1
2
≤ i22(1−s)i||vj,≤2−i ||RY s ||ui||DRZs
The fourth term had been handled in Theorem 5. By adding all the
estimates we obtain:
||B(u, v)||RW sj ≤ i
3
22(1−s)i||u||RDZsi ||v||RZsj
In the end we can recover the decay via an argument similar to the one
in (80) in the case when the outcome is localized at high frequency. One
would notice that over there we had to recover decay of type dj and all we
used is that the high frequency comes with that decay. This is why we were
allowed to make use of the decay property of the low frequency throughout
the argument so far.

7. Bilinear estimates
Proof of Theorem 3. We decompose our functions in dyadic pieces to get:
B(u, v) =
∑
k
∑
i,j
SkB(ui, vj) =
∑
k
∑
i≤j
SkB(ui, vj) +
∑
k
∑
i>j
SkB(ui, vj)
We work out the first term, the second one being similar. We know that
if i < j − 1 then B(ui, vj) is supported at frequency 2
j or 2j±1. Therefore
we have:
∑
i≤j
SkB(ui, vj) =
∑
i≤k−2
SkB(ui, vk−1 + vk + vk+1)+
∑
k≤j
SkB(uj−1 + uj + uj+1, vj−1 + vj + vj+1)
From the bilinear estimates on dyadic pieces, see (80) and (82) we get
two sets on inequalities:
||
∑
i≤k−2
SkB(ui, vk−1 + vk + vk+1)||RDW s ≤
CN
∑
i≤k−2
i22(1−s)i||ui||RDZs ||vk−1 + vk + vk+1||RDZs ≤
CN ||u||RDZs ||vk−1 + vk + vk+1||RDZs
and
||
∑
k≤j
SkB(uj−1 + uj + uj+1, vj−1 + vj + vj+1)||RDW s ≤
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∑
k≤j
j22(1−s)j2(
1
2
+ε−s)(j−k)||uj−1+uj +uj+1||RDZs ||vj−1+ vj + vj+1||RDZs ≤
∑
k≤j
2(
1
2
+ε−s)(j−k)||uj−1 + uj + uj+1||RDZs ||vj−1 + vj + vj+1||RDZs ≤
Cε,s

∑
k≤j
2(1+2ε−2s)(j−k)||uj−1 + uj + uj+1||
2
RDZs ||vj−1 + vj + vj+1||
2
RDZs


1
2
In the last line we used Cauchy-Schwartz and the estimate:
∑
k≤j
2(1+2ε−2s)(j−k) ≤ C2ε,s
which is valid as long as 1 < s and ε < 12 since these imply that 1+2ε−2s > 0.
In the end we sum up with respect to k:
||
∑
k
∑
i≤j
SkB(ui, vj)||
2
RDW s =
∑
k
||
∑
i≤j
SkB(ui, vj)||
2
RDW s ≤
∑
k
||u||2RDZs ||vk−1 + vk + vk+1||
2
RDZs+
C2ε,s
∑
k
∑
k≤j
2(1+2ε−2s)(j−k)||uj−1+uj+uj+1||
2
RDZs ||vj−1+vj+vj+1||
2
RDZs ≤
C4ε,s||u||
2
RDZs ||v||
2
RDZs
The term in the third line of the previous estimate was handled by an
change in the order of summation:
∑
k
∑
k≤j
2(1+2ε−2s)(j−k)||uj−1 + uj + uj+1||
2
RDZs ||vj−1 + vj + vj+1||
2
RDZs =
∑
j
∑
k≤j
2(1+2ε−2s)(j−k)||uj−1 + uj + uj+1||
2
RDZs ||vj−1 + vj + vj+1||
2
RDZs ≤
C2ε,s
∑
j
||uj−1 + uj + uj+1||
2
RDZs ||vj−1 + vj + vj+1||
2
RDZs ≤
C2ε,s||u||
2
RDZs ||v||
2
RDZs
The estimate for B(u, v¯) is obtained in a similar way.

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