Markov model (CHMM) and artificial neural network (ANN) on text dependent, closed set speaker identification (SID) system with Thai language recording in office environment. Thai isolated digit 0-9 and their concatenation are used as speaking text. Mel frequency cepstral coefficients (MFCC) are selected as the studied features. Two well-known recognition engines, ANN and CHMM, are conducted and compared. The ANN system (multilayer perceptron network with backpropagation learning algorithm) is applied with a special design of input feeding methods. The general Gaussian density distribution HMM is developed for CHMM system. After optimizing system's parameters by performing some preliminary experiments, CHMM gives the best identification rate at 90.4%, which is slightly better than 90.1% of ANN on digit "5". Contrarily when using 3-concatenated digit, ANN achieves 97.3%, which is higher than 95.7% of CHMM.
Introduction
Speaker recognition can be classified into 2 tasks, Speaker identification (SID) and Speaker verification (SV) . SID functions to answer who is speaking, whereas SV aims to verify whether incoming speech belongs to a speaker that the system expect. A combination of both tasks performs an open set speaker identification, i.e. not only identifies the speaker but also rejects imposters, contrast to closed set system, which always give the answer as one of the trained speakers. Fixed speaking text or free speaking text (text dependent or text independent system, respectively) is another significant factor for accuracy. Our project aims in the first phase to create a text dependent, closed set SID system, especially, to use with Thai speech in the office environment. [1, 2] In SID, a lot of researches have reported results about the acoustic representation and pattern matching approaches. Several speech features have been proven to be superb representatives for SID.
Our previous experiments [4] have shown that Mel Frequency Ceptrum Coefficients (MFCC) gives a very promising result. About matching approaches, dynamic time warping (DTW) has presented its excellence on fixed text SID problem as reported in our previous work [3] . However, a significant problem of DTW is a time consuming which increases proportionally to number of recognized speakers. Several other stochastic approaches e.g. vector quantization (VQ), hidden Markov model (HMM) and Gaussian mixture model (GMM) as well as artificial neural network (ANN) are also tested. In order to improve a processing speed, we have developed an ANN based system using multilayer perceptron (MLP) network with a backpropagation learning algorithm. A special input feeding method was proposed [5] by using sliding windows of speech features into an ANN of each speaker. It has been proposed to improve accuracy from the conventional design. Time consuming for a recognition process of ANN was shown to be much less than of DTW. The use of continuous HMM (CHMM) is another efficient approach that takes not much of a recognizing time. A comparative study among VQ, DTW, and continuous HMM (CHMM) has been reported [6] to show the CHMM capability, which was slightly lower than DTW in text dependent task.
In this paper, a comparative study to show the identification between ANN and CHMM engines is shown. The experiment is evaluated on 50 speakers using Thai isolated ten digits utterances recording in an office environment and their concatenation as the speaking texts. Section 2 explains the overview of our SID system. Details of using speech database and the experimental results are discussed in section 3. The conclusion will be presented in the last section.
System Overview
In this paper, we consider two recognition engines for Thai text-dependent speaker identification system. The first is an artificial neural network (ANN) which is a very popular pattern matching in the field of speech recognition. Multilayer perceptron (MLP) network with a backpropagation learning algorithm is the most well known of ANN. The other technique is a hidden Markov model (HMM). The overall speaker identification system is illustrated in Figure 1 . [5, 7] In Figure 1 , we can separate a speaker identification system into three main functions.
Signal Preprocessing 2. Feature Extraction 3. Pattern Matching
Signal Preprocessing is the first process of converting a continuous signal to a discrete form. It contains high-pass filter, preemphasis, windowing and endpoint detection. [5] Feature Extraction is to extract a sequence of feature vectors from a speech signal. Examples are linear prediction coefficients, cepstral coefficients, fundamental frequency and formant frequency. These vectors are used to represent a whole speech signal.
In this research, we use Mel frequency cepstral coefficients (MFCC). It is calculated by using a filter-bank approach in which the set of filters are of equal bandwidth with respect to the Mel-scale frequency. Because human perception of the frequency contents of sounds does not follow a linear scale. They are approximately linear with logarithmic frequency beyond about 1000 Hz. Furthermore, the critical band is a constant with the logarithmic frequency below 1000 Hz and linear with respect to the logarithmic above 1000 Hz [8] .
One approach to simulate the subjective spectrum is to use a filter bank, spaced uniformly on a nonlinear, warped frequency scale, such as the Mel scale or Bark scale [9] .
Pattern Matching is to measure the similarity between unknown feature vectors and reference templates. Speaker models are constructed from the extracted features from a speech signal. The matching algorithm compares the incoming speech signal to the reference model and scores their difference, called a distance. The distance is used later to determine the unknown pattern. There are two types of models: stochastic models and template models. In stochastic models, the pattern matching is probabilistic results such as HMM, ANN and genetic algorithm (GA). For template models, the pattern matching is deterministic such as dynamic time warping (DTW) with K-nearest neighbors (KNN) [1] .
Artificial Neural Network (ANN) Approach
The multilayer perceptron (MLP) network architecture using a backpropagation learning algorithm is one of the most popular neural networks. It consists of at least three layers of neurons: an input layer, one or more hidden layers and an output layer. The hidden and output layers have a non-linear activation function. A backpropagation is a supervised learning algorithm to calculate the change of weights in the network. In the forward pass, the weights are fixed and the input vector is propagated through the network to produce an output. An output error is calculated from the difference between actual output and the target. This is propagated backwards through the network to make changes to the weights [10] .
A special design of input feeding method that is proposed to use with MLP, is a windowing technique [5] as shown in Figure 2 . In our network, the first layer contains 60 neurons (15 coefficients per frame * 4 fixed frames). 
Hidden Markov Model (HMM) Approach
The HMM used in this system is a continuous HMM (CHMM). It measures the likelihood via conditional probability of the observation given in the model. The model is a doubly embedded stochastic process where the underlying stochastic process is not directly observable. [1] The different between discrete HMM (DHMM) and CHMM is the output probability form (Matrix B), which is discrete probability distributions in the discrete case and continuous probability density functions (pdf's) in the continuous case. But all of these output probabilities utilize random variables (called stochastic process) in the model. Therefore, difference between DHMM and CHMM leads to a different reestimation algorithm for the model parameter. [11] The CHMM uses a Gaussian density functions. It is the most widely efficient density functions without loss of generality and can also be applied to elliptically symmetric density functions. In the other hand, DHMM require integer input by used of quantization. However, the input data that are quantised with codebook form a continuous data to be a discrete data has lost some information. Therefore, CHMM should be more complete than DHMM because it uses continuous observations constructed the model directly without a quantization. However, the computational complexity of CHMM is more than of DHMM. It normally takes more time in the training phase. The block diagram of CHMM is shown in Figure 3 . 
Data

Experiments and Results
Thai isolated digits (0 to 9) are used in this system because it is designed for using in a security system i.e., door passing. We record the voice of each digit in five consecutive weeks. Each speaker utters 10 utterances of each digit per each recording session.
The number of speakers used in the system is 50 (30 males and 20 females). The range of speaker age is an early working man (18-35 years). All utterances of speakers are recorded with the same microphone, sound card, and an accessory of computer that used in recording. It is recorded under the office environment with 11.025 kHz sampling rate, 16 bits quantization level and mono channel. The recording time is one second for each digit. The automatic sound recording software is developed. It will generate each of 10 digits (0-9) randomly. It is implemented to avoid the tone of voices between consecutive digits.
All utterances are divided into two groups: a training set and a testing set. The training set is a group of voices that are recorded in the first 3 weeks. The fourth and fifth week utterances are used in a testing set. Therefore, a training set contains 1,500 utterances (3*10*50) and 1,000 utterances (2*10*50) in a testing set per a digit.
A speech data is converted to MFCC by using a triangular bandpass frequency response and the spacing. In addition, the bandwidth is determined by a constant Mel frequency interval. The spacing is approximately 150 Mels and the width of the triangle is 300 Mels. The 15-order MFCCs are calculated with 16 triangle filters (bandwidth is equal to 300 Mels and shifting every 150 Mels).
In this paper, five experiments have been performed. First, we trained and tested the system of each isolated digit based on CHMM with a single Gaussian mixture and five states. In the second and the third experiments, the optimal number of Gaussian mixtures and states of CHMM were discovered. Digit 3 is used because it obtained the best identification rate from the first experiment. The fourth experiment war used to compare the result of system with CHMM and ANN. The test on the top-3 concatenated digits is done in the last experiment.
Experiment on isolated digits
In this experiment, we trained and tested the system for each isolated digit (0-9) at one Gaussain mixture and five states of CHMM. Results are shown in Table 1 . 
Experiment on the number of Gaussian mixtures
Gaussian mixtures are varied between 1 to 256 in step of 2 n as show in Table 2 . The number of Gaussain Mixtures that has a maximum identification rate (89.2%) is 32. This experiment has performed on digit 3. 
Experiment on the number of states of CHMM
Other main variable that should be searched for is the states of CHMM. We studied the states in the ranges of 5 to 30. The experiment is also performed with digit 3 by fixing the Guassian mixtures at 32. Table 3 illustrates identification rates of this experiment. 
Experiment on comparing of CHMM and ANN
Regarding the results of previous experiments, CHMM with the best parameters is trained. (32 Gaussian mixtures and 5 CHMM states) The system with the parameters and technique of training that used in [4] is applied. The results of both systems illustrate in Table 4 . 
Experiment on top-3 concatenated digits
In the last experiment, we select the top 3 of isolated digits to form a concatenated speech by summing output probability of each selected digits. With this method, result of digit for ANN and CHMM are not the same. The result is shown in Table 5 . Backpropagation network gives higher identification rate the ones of CHMM. 
Conclusion
The ANN and CHMM are well-known pattern matching techniques that are widely used in speech and speaker recognition. From our experiments, the optimal parameters of CHMM developed for our Thai text-dependent speaker identification system are 32 Gaussian mixtures and 5 states. CHMM provides the same average identification rate as ANN on isolated digits. However, ANN gives higher identification rate than CHMM on top-3 concatenated digits. The performance is significantly improved on the longer speaking text. In our experiment on isolated digit, digit "5" gives the best result on both CHMM and ANN. This can be explained by that the phonetics of digit 5 in Thai (/h a: 2/) composes of the long vowel.
