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NONLINEAR ELLIPTIC EQUATIONS
WITH MEASURES REVISITED
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Abstract. We study the existence of solutions of the nonlinear problem
(P)
{
−∆u+ g(u) = µ in Ω,
u = 0 on ∂Ω,
where µ is a Radon measure and g : R → R is a nondecreasing continuous function
with g(0) = 0. This equation need not have a solution for every measure µ, and we
say that µ is a good measure if (P) admits a solution. We show that for every µ
there exists a largest good measure µ∗ ≤ µ. This reduced measure has a number of
remarkable properties.
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0. Introduction.
Let Ω ⊂ RN be a bounded domain with smooth boundary. Let g : R → R
be a continuous, nondecreasing function such that g(0) = 0. In this paper we are
concerned with the problem
(0.1)
{
−∆u+ g(u) = µ in Ω,
u = 0 on ∂Ω,
where µ is a measure. The study of (0.1) when µ ∈ L1(Ω) was initiated by Brezis-
Strauss [BS]; their main result asserts that for every µ ∈ L1 and every g as above,
problem (0.1) admits a unique weak solution (see Theorem B.2 in Appendix B
below). The right concept of weak solution is the following:
(0.2)


u ∈ L1(Ω), g(u) ∈ L1(Ω) and
−
∫
Ω
u∆ζ +
∫
Ω
g(u)ζ =
∫
Ω
ζ dµ ∀ζ ∈ C2(Ω), ζ = 0 on ∂Ω.
It will be convenient to write
C0(Ω) =
{
ζ ∈ C(Ω) ; ζ = 0 on ∂Ω
}
and
C20 (Ω) =
{
ζ ∈ C2(Ω) ; ζ = 0 on ∂Ω
}
,
and to say that (0.1) holds in the sense of (C20 )
∗. We will often omit the word
“weak” and simply say that u is a solution of (0.1), meaning (0.2). It follows from
standard (linear) regularity theory that a weak solution u belongs to W 1,q0 (Ω) for
every q < NN−1 (see, e.g., [S] and Theorem B.1 below).
The case where µ is a measure turns out to be much more subtle than one might
expect. It was observed in 1975 by Ph. Be´nilan and H. Brezis (see [B1], [B2], [B3],
[B4], [BB] and Theorem B.6 below) that if N ≥ 3 and g(t) = |t|p−1t with p ≥ NN−2 ,
then (0.1) has no solution when µ = δa, a Dirac mass at a point a ∈ Ω. On the
other hand, it was also proved (see Theorem B.5 below) that if g(t) = |t|p−1t with
p < NN−2 (and N ≥ 2), then (0.1) has a solution for any measure µ. Later Baras-
Pierre [BP] (see also [GM]) characterized all measures µ for which (0.1) admits a
solution. Their necessary and sufficient condition for the existence of a solution
when p ≥ NN−2 can be expressed in two equivalent ways:
(0.3)
{
µ admits a decomposition µ = f0 −∆v0 in the (C20 )
∗-sense,
with f0 ∈ L1 and v0 ∈ Lp,
or
(0.4) |µ|(A) = 0 for every Borel set A ⊂ Ω with cap2,p′ (A) = 0,
where cap2,p′ denotes the capacity associated to W
2,p′ .
Our goal in this paper is to analyze the nonexistence mechanism and to describe
what happens if one “forces” (0.1) to have a solution in cases where the equation
“refuses” to possess one. The natural approach is to introduce an approximation
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scheme. For example, µ is kept fixed and g is truncated. Alternatively, g is kept
fixed and µ is approximated, e.g., via convolution. It was originally observed by
one of us (see [B4]) that if N ≥ 3, g(t) = |t|p−1t, with p ≥ NN−2 , and µ = δa, with
a ∈ Ω, then all “natural” approximations (un) of (0.1) converge to u ≡ 0. And, of
course, u ≡ 0 is not a solution of (0.1) corresponding to µ = δa ! It is this kind of
phenomenon that we propose to explore in full generality. We are led to study the
convergence of the approximate solutions (un) under various assumptions on the
sequence of data.
Concerning the function g we will assume throughout the rest of the paper (except
in Section 7) that g : R→ R is continuous, nondecreasing, and that
(0.5) g(t) = 0 ∀t ≤ 0.
Remark 1. Assumption (0.5) is harmless when the data µ is nonnegative, since the
corresponding solution u is nonnegative by the maximum principle and it is only
the restriction of g to [0,∞) which is relevant. However when µ is a signed measure
it is worthwhile to remove assumption (0.5) and this is done in Section 7 below.
By a measure µ we mean a continuous linear functional on C0(Ω), or equivalently
a finite measure on Ω such that |µ|(∂Ω) = 0 (see Appendix C below). The space of
measures is denoted by M(Ω) and is equipped with the standard norm
‖µ‖M = sup
{∫
Ω
ϕdµ ; ϕ ∈ C0(Ω) and ‖ϕ‖L∞ ≤ 1
}
.
By a (weak) solution u of (0.1) we mean that (0.2) holds. A (weak) subsolution
u of (0.1) is a function u satisfying
(0.6)


u ∈ L1(Ω), g(u) ∈ L1(Ω) and
−
∫
Ω
u∆ζ +
∫
Ω
g(u)ζ ≤
∫
Ω
ζ dµ ∀ζ ∈ C20 (Ω), ζ ≥ 0 in Ω.
We will say that µ ∈ M(Ω) is a good measure if (0.1) admits a solution. If µ is
a good measure, then equation (0.1) has exactly one solution u (see Corollary B.1
in Appendix B). We denote by G the set of good measures (relative to g).
Remark 2. In many places throughout this paper, the quantity
∫
Ω
ζ dµ, with ζ ∈
C20 (Ω), plays an important role. Such an expression makes sense even for measures µ
which are not bounded but merely locally bounded in Ω, and such that
∫
Ω
ρ0 d|µ| <
∞, where ρ0(x) = d(x, ∂Ω). Many of our results remain valid for such measures
provided some of the statements (and the proofs) are slightly modified. In this
case, the condition g(u) ∈ L1(Ω) in (0.2) (and also in (0.6)) must be replaced by
g(u)ρ0 ∈ L1(Ω). Since we have not pursued this direction, we shall leave the details
to the reader.
In Section 1 we will introduce the first approximation method, namely µ is fixed
and g is “truncated”. In the sequel we denote by (gn) a sequence of functions gn :
R→ R which are continuous, nondecreasing and satisfy the following conditions:
0 ≤ g1(t) ≤ g2(t) ≤ . . . ≤ g(t) ∀t ∈ R,(0.7)
gn(t)→ g(t) ∀t ∈ R.(0.8)
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(Recall that, by Dini’s lemma, conditions (0.7) and (0.8) imply that gn → g uni-
formly on compact subsets of R).
If N ≥ 2, we assume in addition that each gn has subcritical growth, i.e., that there
exist C > 0 and p < NN−2 (possibly depending on n) such that
(0.9) gn(t) ≤ C(|t|
p + 1) ∀t ∈ R.
A good example to keep in mind is gn(t) = min {g(t), n}, ∀t ∈ R.
Our first result is
Proposition 1. Given any measure µ ∈ M(Ω), let un be the unique solution of
(0.10)
{
−∆un + gn(un) = µ in Ω,
un = 0 on ∂Ω.
Then un ↓ u
∗ in Ω as n ↑ ∞, where u∗ is the largest subsolution of (0.1). Moreover
we have
(0.11)
∣∣∣ ∫
Ω
u∗∆ζ
∣∣∣ ≤ 2‖µ‖M‖ζ‖L∞ ∀ζ ∈ C20 (Ω)
and
(0.12)
∫
Ω
g(u∗) ≤ ‖µ‖M.
An important consequence of Proposition 1 is that u∗ does not depend on the
choice of the truncating sequence (gn). It is an intrinsic object which will play an
important role in the sequel. In some sense, u∗ is the “best one can do” (!) in the
absence of a solution.
Remark 3. If µ is a good measure, then u∗ coincides with the unique solution
u of (0.1); this is an easy consequence of standard comparison arguments (see
Corollary B.2 in Appendix B).
We now introduce the basic concept of reduced measure. From (0.11), (0.12), and
the density of C20 (Ω) in C0(Ω) (easy to check), we see that there exists a unique
measure µ∗ ∈M(Ω) such that
(0.13) −
∫
Ω
u∗∆ζ +
∫
Ω
g(u∗)ζ =
∫
Ω
ζ dµ∗ ∀ζ ∈ C20 (Ω).
We call µ∗ the reduced measure associated to µ. Clearly, µ∗ is always a good
measure. Since u∗ is a subsolution of (0.1), we have
(0.14) µ∗ ≤ µ.
Even though we have not indicated the dependence on g we emphasize that µ∗ does
depend on g (see Section 8 below).
One of our main results is
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Theorem 1. The reduced measure µ∗ is the largest good measure ≤ µ.
Here is an easy consequence:
Corollary 1. We have
(0.15) 0 ≤ µ− µ∗ ≤ µ+ = sup {µ, 0}.
In particular,
(0.16) |µ∗| ≤ |µ|
and
(0.17) [µ ≥ 0] =⇒ [µ∗ ≥ 0].
Indeed, every measure ν ≤ 0 is a good measure since the solution v of
{
−∆v = ν in Ω,
v = 0 on ∂Ω,
satisfies v ≤ 0 in Ω, and therefore by (0.5)
−∆v + g(v) = ν in (C20 )
∗.
In particular, −µ− is a good measure (recall that µ− = sup {−µ, 0}). Since −µ− ≤
µ, we deduce from Theorem 1 that
−µ− ≤ µ∗,
and consequently
µ− µ∗ ≤ µ+ µ− = µ+.
Our next result asserts that the measure µ− µ∗ is concentrated on a small set:
Theorem 2. There exists a Borel set Σ ⊂ Ω with cap (Σ) = 0 such that
(0.18) (µ− µ∗)(Ω \ Σ) = 0.
Here and throughout the rest of the paper “cap” denotes the Newtonian (H1)
capacity with respect to Ω.
Remark 4. Theorem 2 is optimal in the following sense. Given any measure µ ≥
0 concentrated on a set of zero capacity, there exists some g such that µ∗ = 0
(see Theorem 14 below). In particular, µ − µ∗ can be any nonnegative measure
concentrated on a set of zero capacity.
Here is a useful
Definition. A measure µ ∈ M(Ω) is called diffuse if |µ|(A) = 0 for every Borel
set A ⊂ Ω such that cap (A) = 0.
An immediate consequence of Corollary 1 and Theorem 2 is
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Corollary 2. Every diffuse measure µ ∈ M(Ω) is a good measure.
Indeed, let Σ be as in Theorem 2, so that cap (Σ) = 0 and
(µ− µ∗)(Ω \ Σ) = 0.
On the other hand, (0.15) implies
(µ− µ∗)(Σ) ≤ µ+(Σ) = 0,
since µ is diffuse. Therefore
(µ− µ∗)(Ω) = 0,
so that µ = µ∗ and thus µ is a good measure.
Remark 5. The converse of Corollary 2 is not true. In Example 5 (see Section 8
below) the measure µ = cδa, with 0 < c ≤ 4π and a ∈ Ω, is a good measure, but it
is not diffuse — cap ({a}) = 0, while µ({a}) = c > 0. See, however, Theorem 5.
Remark 6. Recall that a measure µ is diffuse if and only if µ ∈ L1 + H−1; more
precisely, there exist f0 ∈ L
1(Ω) and v0 ∈ H
1
0 (Ω) such that
(0.19)
∫
Ω
ζ dµ =
∫
Ω
f0ζ −
∫
Ω
∇v0 · ∇ζ ∀ζ ∈ C0(Ω) ∩H
1
0 .
The implication [µ ∈ L1 + H−1] ⇒ [µ diffuse] is due to Grun-Rehomme [GRe].
(In fact he proved only that [ν ∈ H−1] ⇒ [ν diffuse], but L1-functions are dif-
fuse measures — since [cap (A) = 0] ⇒ [|A| = 0] — and the sum of two diffuse
measures is diffuse). The converse [µ diffuse]⇒ [µ ∈ L1+H−1] is due to Boccardo-
Galloue¨t-Orsina [BGO1] (and was suggested by earlier results of Baras-Pierre [BP]
and Galloue¨t-Morel [GM]). As a consequence of Corollary 2 we obtain that, for
every measure µ of the form (0.19), the problem
(0.20)
{
−∆u+ g(u) = µ in Ω,
u = 0 on ∂Ω,
admits a unique solution. In fact, the same conclusion was already known for any
distribution in L1 + H−1, not necessarily in M(Ω). (The proof, which combines
techniques from Brezis-Browder [BBr] and Brezis-Strauss [BS], is sketched in Ap-
pendix B below; see Theorem B.4). A very useful sharper version of the [BGO1]
decomposition is the following:
Theorem 3. Assume µ ∈ M(Ω) is a diffuse measure. Then, there exist f ∈ L1(Ω)
and v ∈ C0(Ω) ∩H10 such that
(0.21)
∫
Ω
ζ dµ =
∫
Ω
fζ −
∫
Ω
∇v · ∇ζ ∀ζ ∈ C0(Ω) ∩H
1
0 .
In addition, given any δ > 0, then f and v can be chosen so that
(0.22) ‖f‖L1 ≤ ‖µ‖M, ‖v‖L∞ ≤ δ‖µ‖M and ‖v‖H1 ≤ δ
1/2‖µ‖M.
The proof of Theorem 3 is presented in Appendix D below.
In Section 2 we present some basic properties of the good measures. Here is a
first one:
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Theorem 4. Suppose µ1 is a good measure. Then any measure µ2 ≤ µ1 is also a
good measure.
We now deduce a number of consequences:
Corollary 3. Let µ ∈ M(Ω). If µ+ is diffuse, then µ is a good measure.
In fact, by Corollary 2, µ+ diffuse implies that µ+ is a good measure. Since
µ ≤ µ+, it follows from Theorem 4 that µ is a good measure.
Corollary 4. If µ1 and µ2 are good measures, then so is ν = sup {µ1, µ2}.
Indeed, by Theorem 1 we have µ1 ≤ ν∗ and µ2 ≤ ν∗. Thus ν ≤ ν∗ ≤ ν, and
hence ν = ν∗ is good measure.
Corollary 5. The set G of good measures is convex.
Indeed, let µ1, µ2 ∈ G. For any t ∈ [0, 1], we have
tµ1 + (1− t)µ2 ≤ sup {µ1, µ2}.
Applying Corollary 4 and Theorem 4, we deduce that tµ1 + (1− t)µ2 ∈ G.
Corollary 6. For every measure µ ∈M(Ω) we have
(0.23) ‖µ− µ∗‖M = min
ν∈G
‖µ− ν‖M.
Moreover, µ∗ is the unique good measure which achieves the minimum.
Proof. Let ν ∈ G and write
|µ− ν| = (µ− ν)+ + (µ− ν)− ≥ (µ− ν)+ = µ− inf {µ, ν}.
But ν˜ = inf {µ, ν} ∈ G by Theorem 4. Applying Theorem 1 we find ν˜ ≤ µ∗. Hence
|µ− ν| ≥ µ− ν˜ ≥ µ− µ∗ ≥ 0,
and therefore
‖µ− ν‖M ≥ ‖µ− µ
∗‖M ,
which gives (0.23). In order to establish uniqueness, assume ν ∈ G attains the
minimum in (0.23). Note that inf {µ, ν} is a good measure ≤ µ and
∥∥µ− inf {µ, ν}∥∥
M
≤ ‖µ− ν‖M.
Thus, ν = inf {µ, ν} ≤ µ. By Theorem 1, we deduce that ν ≤ µ∗ ≤ µ. Since ν
achieves the minimum in (0.23), we must have ν = µ∗.
As we have already pointed out, the set G of good measures associated to (0.1)
depends on the nonlinearity g. Sometimes, in order to emphasize this dependence,
we shall denote G by G(g). By Corollary 3, if µ ∈ M(Ω) and µ+ is diffuse, then
µ ∈ G(g) for every g satisfying (0.5). The converse is also true. More precisely,
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Theorem 5. Let µ ∈ M(Ω). Then µ ∈ G(g) for every g if and only if µ+ is
diffuse.
We also have a characterization of good measures in the spirit of the Baras-Pierre
result (0.3):
Theorem 6. A measure µ ∈ M(Ω) is a good measure if and only if µ admits a
decomposition
µ = f0 −∆v0 in D
′(Ω),
with f0 ∈ L1(Ω), v0 ∈ L1(Ω) and g(v0) ∈ L1(Ω).
Corollary 7. We have
G + L1(Ω) ⊂ G.
In Section 3 we discuss some properties of the mapping µ 7→ µ∗. For example,
we show that for every µ, ν ∈ M(Ω), we have
(0.24) (µ∗ − ν∗)+ ≤ (µ− ν)+.
Inequality (0.24) implies, in particular, that
(0.25) [µ ≤ ν] =⇒ [µ∗ ≤ ν∗]
and
(0.26) |µ∗ − ν∗| ≤ |µ− ν|.
In Section 4 we examine another approximation scheme. We now keep g fixed
but we smooth µ via convolution. Let µn = ρn ∗ µ and let un be the solution of
(0.27)
{
−∆un + g(un) = µn in Ω,
un = 0 on ∂Ω.
We prove (assuming in addition g is convex) that un → u∗ in L1(Ω), where u∗ is
given by Proposition 1. In Section 5 we discuss other convergence results.
Theorem 5 is established in Section 6. In Section 7 we extend Proposition 1
to deal with the case where µ ∈ M(Ω) is a signed measure, but assumption (0.5)
is no longer satisfied. Finally, in Section 8 we present several examples where
the measure µ∗ can be explicitly identified and in Section 9 we propose various
directions of research.
Part of the results in this paper were announced in [BMP].
1. Construction of u∗ and µ∗. Proofs of Proposition 1 and Theo-
rems 1, 2.
We start with the
Proof of Proposition 1. Using Corollary B.2 in Appendix B we see that the sequence
(un) is non-increasing. Also (see Corollary B.1)
‖gn(un)‖L1 ≤ ‖µ‖M
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and thus
‖∆un‖M ≤ 2‖µ‖M.
Consequently,
‖un‖L1 ≤ C‖µ‖M.
Therefore, (un) tends in L
1 to a limit denoted u∗. By Dini’s lemma, gn ↑ g uniformly
on compact sets; thus
gn(un)→ g(u
∗) a.e.
Hence g(u∗) ∈ L1(Ω), (0.11)–(0.12) hold and, by Fatou’s lemma,
−
∫
Ω
u∗∆ζ +
∫
Ω
g(u∗)ζ ≤
∫
Ω
ζ dµ ∀ζ ∈ C20 (Ω), ζ ≥ 0 in Ω.
Therefore u∗ is a subsolution of (0.1). We claim that u∗ is the largest subsolution.
Indeed let v be any subsolution of (0.1). Then
−∆v + gn(v) ≤ −∆v + g(v) ≤ µ in (C
2
0 )
∗.
By comparison (see Corollary B.2)
v ≤ un a.e.
and, as n→∞,
v ≤ u∗ a.e.
Hence u∗ is the largest subsolution.
Recall (see [FST], or Appendix A below) that any measure µ on Ω can be
uniquely decomposed as a sum of two measures, µ = µd + µc (“d” stands for
diffuse and “c” for concentrated), satisfying |µd|(A) = 0 for every Borel set A ⊂ Ω
such that cap (A) = 0, and |µc|(Ω \ F ) = 0 for some Borel set F ⊂ Ω such that
cap (F ) = 0. Note that a measure µ is diffuse if and only if µc = 0, i.e., µ = µd.
A key ingredient in the proof of Theorems 1 and 2 is the following version of
Kato’s inequality (see [K]) due to Brezis-Ponce [BP2].
Theorem 7 (Kato’s inequality when ∆v is a measure). Let v ∈ L1(Ω) be
such that ∆v is a measure on Ω. Then, for every open set ω ⊂⊂ Ω, ∆v+ is a
measure on ω and the following holds:
(∆v+)d ≥ χ[v≥0](∆v)d in ω,(1.1)
(−∆v+)c = (−∆v)
+
c in ω.(1.2)
Note that the right-hand side of (1.1) is well-defined because the function v is
quasi-continuous. More precisely, if v ∈ L1(Ω) and ∆v is a measure, then there
exists v˜ : Ω→ R quasi-continuous such that v = v˜ a.e. in Ω (see [A1] and also [BP1,
Lemma 1]). Recall that v˜ is quasi-continuous if and only if, given any ε > 0, one
can find an open set ωε ⊂ Ω such that cap (ωε) < ε and v˜|Ω\ωε is continuous. In
particular, v˜ is finite q.e. (= quasi-everywhere = outside a set of zero capacity). It
is easy to see that χ[v˜≥0] is integrable with respect to the measure |(∆v)d|. When
v ∈ L1 and ∆v is a measure, we will systematically replace v by its quasi-continuous
representative.
Here are two consequences of Theorem 7 which will be used in the sequel. The
first one was originally established by Dupaigne-Ponce [DP] and it is equivalent to
(1.2):
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Corollary 8 (“Inverse” maximum principle). Let v ∈ L1(Ω) be such that ∆v
is a measure. If v ≥ 0 a.e. in Ω, then
(−∆v)c ≥ 0 in Ω.
Another corollary is the following
Corollary 9. Let u ∈ L1(Ω) be such that ∆u is a measure. Then,
∆Tk(u) ≤ χ[u≤k](∆u)d + (∆u)
+
c in D
′(Ω).
Here, Tk(s) = k − (k − s)
+ for every s ∈ R.
Proof. Let ω ⊂⊂ Ω. Applying (1.1) and (1.2) to v = k − u, yields
(∆Tk(u))d = −(∆v
+)d ≤ −χ[v≥0](∆v)d = χ[u≤k](∆u)d in ω
and
(∆Tk(u))c = (∆u)
+
c in ω.
Combining these two facts, we conclude that
∆Tk(u) ≤ χ[u≤k](∆u)d + (∆u)
+
c in D
′(ω).
Since ω ⊂⊂ Ω was arbitrary, the result follows.
Let u∗ be the largest subsolution of (0.1), and define µ∗ ∈ M(Ω) by (0.13). We
have the following
Lemma 1. The reduced measure µ∗ satisfies
µ∗ ≥ µd − µ
−
c .
Proof. Let (un) be the sequence constructed in Proposition 1. By Corollary 9, we
have
(1.3) ∆Tk(un) ≤ χ[un≤k](∆un)d + (∆un)
+
c in D
′(Ω).
Since un satisfies (0.10),
(∆un)d = gn(un)− µd and (∆un)c = −µc.
Inserting into (1.3) gives
−∆Tk(un) ≥ χ[un≤k]
{
µd − gn(un)
}
− µ−c
≥ χ[un≤k]µd − gn(Tk(un))− µ
−
c in D
′(Ω).
For every n ≥ 1 we have u∗ ≤ un ≤ u1, so that
[u∗ ≤ k] ⊃ [un ≤ k] ⊃ [u1 ≤ k]
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and
χ[un≤k]µd ≥ χ[u1≤k]µ
+
d − χ[u∗≤k]µ
−
d .
Thus
(1.4) −∆Tk(un) + gn(Tk(un)) ≥ χ[u1≤k]µ
+
d − χ[u∗≤k]µ
−
d − µ
−
c in D
′(Ω).
By dominated convergence,
gn(Tk(un))→ g(Tk(u
∗)) in L1(Ω), as n→∞.
As n→∞ in (1.4), we get
−∆Tk(u
∗) + g(Tk(u
∗)) ≥ χ[u1≤k]µ
+
d − χ[u∗≤k]µ
−
d − µ
−
c in D
′(Ω).
Let k → ∞. Since both sets [u1 = +∞] and [u∗ = +∞] have zero capacity (recall
that u1 and u
∗ are quasi-continuous and, in particular, both functions are finite
q.e.), we conclude that
µ∗ = −∆u∗ + g(u∗) ≥ µ+d − µ
−
d − µ
−
c = µd − µ
−
c .
This establishes the lemma.
Proof of Theorems 1 and 2. It follows from (0.14) and Lemma 1 that
µd − µ
−
c ≤ µ
∗ ≤ µ.
By taking the diffuse parts, we have
(1.5) (µ∗)d = µd.
Thus µ− µ∗ = (µ− µ∗)c, which proves Theorem 2.
We now turn to the proof of Theorem 1. Let λ be a good measure ≤ µ. We
must prove that λ ≤ µ∗. Denote by v the solution of (0.1) corresponding to λ,
{
−∆v + g(v) = λ in Ω,
v = 0 on ∂Ω.
By (1.5),
λd ≤ µd = (µ
∗)d.
Since u∗ is the largest subsolution of (0.1), we also have
v ≤ u∗ a.e.
By the “inverse” maximum principle,
λc = (−∆v)c ≤ (−∆u
∗)c = (µ
∗)c.
Therefore λ ≤ µ∗. This establishes Theorem 1.
The following lemma will be used later on:
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Lemma 2. Given a measure µ ∈ M(Ω), let (un) be the sequence defined in Propo-
sition 1. Then,
gn(un)
∗
⇀ g(u∗) + (µ− µ∗) = g(u∗) + (µ− µ∗)c weak
∗ in M(Ω).
Proof. Let ζ ∈ C20 (Ω). For every n ≥ 1, we have∫
Ω
gn(un)ζ =
∫
Ω
un∆ζ +
∫
Ω
ζ dµ.
By Proposition 1, un → u∗ in L1(Ω). Thus,
lim
n→∞
∫
Ω
gn(un)ζ =
∫
Ω
u∗∆ζ +
∫
Ω
ζ dµ =
∫
Ω
g(u∗)ζ +
∫
Ω
ζ d(µ− µ∗).
In other words,
gn(un)
∗
⇀ g(u∗) + (µ− µ∗) weak∗ in M(Ω).
Since (µ∗)d = µd, the result follows.
2. Good measures. Proofs of Theorems 4, 6.
We start with
Lemma 3. If µ is a good measure with solution u, and un is given by (0.10), then
un → u in W
1,1
0 (Ω) and gn(un)→ g(u) in L
1(Ω).
Proof. We have
−∆un + gn(un) = µ and −∆u+ g(u) = µ in (C
2
0 )
∗,
so that
−∆(un − u) + gn(un)− g(u) = 0 in (C
2
0 )
∗.
Thus
−∆(un − u) + gn(un)− gn(u) = g(u)− gn(u) in (C
2
0 )
∗.
Hence, by standard estimates (see Proposition B.3),∫
Ω
|gn(un)− gn(u)| ≤
∫
Ω
|g(u)− gn(u)| → 0.
Thus ∫
Ω
|gn(un)− g(u)| ≤ 2
∫
Ω
|g(u)− gn(u)| → 0.
In other words, gn(un)→ g(u) in L1(Ω). This clearly implies that ∆(un − u)→ 0
in L1(Ω) and thus un → u in W
1,1
0 (Ω).
We now turn to the
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Proof of Theorem 4. Let u1,n, u2,n ∈ L1(Ω) be such that
{
−∆ui,n + gn(ui,n) = µi in Ω,
ui,n = 0 on ∂Ω,
for i = 1, 2. Since µ2 ≤ µ1, we have
u2,n ≤ u1,n a.e.
Thus gn(u2,n) ≤ gn(u1,n) → g(u∗1) strongly in L
1 by Lemma 3. Hence gn(u2,n) →
g(u∗2) strongly in L
1 and we have
−∆u∗2 + g(u
∗
2) = µ2 in (C
2
0 )
∗,
i.e., µ2 is a good measure.
A simple property of G is
Proposition 2. The set G of good measures is closed with respect to strong con-
vergence in M(Ω).
Proof. Let (µk) be a sequence of good measures such that µk → µ strongly in
M(Ω). For each k ≥ 1, let uk be such that
{
−∆uk + g(uk) = µk in Ω,
uk = 0 on ∂Ω.
By standard estimates (see Corollary B.1),
(2.1)
∫
Ω
|g(uk1)− g(uk2)| ≤ ‖µk1 − µk2‖M
and
(2.2)
∫
Ω
|uk1 − uk2 | ≤ C
∥∥∆(uk1 − uk2)∥∥M ≤ 2C‖µk1 − µk2‖M.
By (2.1) and (2.2), both (uk) and (g(uk)) are Cauchy sequences in L
1(Ω). Thus,
there exist u, v ∈ L1(Ω) such that
uk → u and g(uk)→ v in L
1(Ω).
In particular, v = g(u) a.e. It is then easy to see that
−∆u+ g(u) = µ in (C20 )
∗.
Thus µ is a good measure.
We next present a result slightly sharper than Theorem 6:
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Theorem 6′. Let µ ∈ M(Ω). The following conditions are equivalent:
(a) µ is a good measure;
(b) µ+ is a good measure;
(c) µc is a good measure;
(d) µ = f0−∆v0 in D′(Ω), for some f0 ∈ L1 and some v0 ∈ L1 with g(v0) ∈ L1.
Proof. (a) ⇒ (b). Since µ and 0 are good measures, it follows from Corollary 4
that µ+ = sup {µ, 0} is a good measure.
(b) ⇒ (a). Since µ+ is a good measure and µ ≤ µ+ in Ω, it follows from
Theorem 4 that µ is a good measure.
(b) ⇒ (c). Note that we always have
(2.3) µc ≤ µ
+.
Indeed, (µ+ − µc)d = (µ
+)d ≥ 0 and (µ
+ − µc)c = µ
+
c − µc ≥ 0.
[Here and in the sequel we use the fact that (µ+)d = (µd)
+ and (µ+)c = (µc)
+
which will be simply denoted µ+d and µ
+
c ].
Since µ+ is a good measure, it follows from (2.3) and Theorem 4 that µc is also a
good measure.
(c) ⇒ (b). It is easy to see that, for every measure λ,
(2.4) λ+ = sup {λd, λc}.
Assume µc is a good measure. Since µd is diffuse, Corollary 2 implies that µd is also
a good measure. By Corollary 4 and (2.4), µ+ = sup {µd, µc} is a good measure as
well.
(a) ⇒ (d). Trivial.
(d) ⇒ (c). We split the argument into two steps.
Step 1. Proof of (d) ⇒ (c) if v0 has compact support.
Since µ = f0 −∆v0 in D′(Ω) and v0 has compact support, we have
µ = f0 −∆v0 in (C
2
0 )
∗.
Thus, µ−f0+g(v0) is a good measure. Using the equivalence (a)⇔ (c), we conclude
that µc =
[
µ− f0 + g(v0)
]
c
is a good measure.
Step 2. Proof of (d) ⇒ (c) completed.
By assumption,
µ = f0 −∆v0 in D
′(Ω).
In particular, we have ∆v0 ∈ M(Ω), so that v0 ∈ W
1,p
loc (Ω), ∀p <
N
N−1 (see Theo-
rem B.1 below). Let (ϕn) ⊂ C∞c (Ω) be such that 0 ≤ ϕn ≤ 1 in Ω and ϕn(x) = 1
if d(x, ∂Ω) > 1n . Then
ϕnµ = fn −∆(ϕnv0) in D
′(Ω),
NONLINEAR ELLIPTIC EQUATIONS WITH MEASURES REVISITED 15
where
fn = ϕnf0 + 2∇v0 · ∇ϕn + v0∆ϕn ∈ L
1(Ω).
Moreover, since 0 ≤ g(ϕnv0) ≤ g(v0) a.e., we have g(ϕnv0) ∈ L1(Ω). Thus, by
Step 1,
ϕnµc = (ϕnµ)c ∈ G ∀n ≥ 1.
Since ϕnµc → µc strongly in M(Ω) and G is closed with respect to the strong
topology in M(Ω), we conclude that µ ∈ G.
We may now strengthen Corollary 7:
Corollary 7′. We have
G +Md(Ω) ⊂ G,
where Md(Ω) denotes the space of diffuse measures.
Proof. Let µ ∈ G. By Theorem 6′, µc is a good measure. Thus, for any ν ∈ Md,
(µ + ν)c = µc is a good measure. It follows from the equivalence (a) ⇔ (c) in the
theorem above that µ+ ν ∈ G.
Proposition 3. Assume
(2.5) g(2t) ≤ C(g(t) + 1) ∀t ≥ 0.
Then the set of good measures is a convex cone.
Remark 7. Assumption (2.5) is called in the literature the ∆2-condition. It holds if
g(t) = tp for t ≥ 0 (any p > 1), but (2.5) fails for g(t) = et− 1. In this case, the set
of good measures is not a cone. As we will see in Section 8, Example 5, if N = 2,
then for any a ∈ Ω we have cδa ∈ G if c > 0 is small, but cδa 6∈ G if c is large.
Proof of Proposition 3. Assume µ ∈ G. Clearly, it suffices to show that 2µ ∈ G.
Let u be the solution of {
−∆u+ g(u) = µ in Ω,
u = 0 on ∂Ω.
Thus,
2µ = −∆(2u) + 2g(u) in D′(Ω).
By (2.5), g(2u) ∈ L1. We can now invoke the equivalence (a) ⇔ (d) in Theorem 6′
to conclude that 2µ ∈ G.
3. Some properties of the mapping µ 7→77 µ∗.
We start with an easy result, which asserts that the mapping µ 7→ µ∗ is order
preserving:
Proposition 4. Let µ, ν ∈M(Ω). If µ ≤ ν, then µ∗ ≤ ν∗.
Proof. Since the reduced measure µ∗ is a good measure and µ∗ ≤ µ ≤ ν, it follows
from Theorem 1 that µ∗ ≤ ν∗.
Next, we have
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Theorem 8. If µ1, µ2 ∈M(Ω) are mutually singular, then
(3.1) (µ1 + µ2)
∗ = (µ1)
∗ + (µ2)
∗.
Proof. Since µ1 and µ2 are mutually singular, (µ1)
∗ and (µ2)
∗ are also mutually
singular (by (0.16)). In particular, we have
(3.2) (µ1)
∗ + (µ2)
∗ ≤
[
(µ1)
∗ + (µ2)
∗
]+
= sup
{
(µ1)
∗, (µ2)
∗
}
.
By Corollary 4, the right-hand side of (3.2) is a good measure. It follows from
Theorem 4 that (µ1)
∗ + (µ2)
∗ is also a good measure. Since
(µ1)
∗ + (µ2)
∗ ≤ µ1 + µ2,
we conclude from Theorem 1 that
(3.3) (µ1)
∗ + (µ2)
∗ ≤ (µ1 + µ2)
∗.
We now establish the reverse inequality. Assume λ is a good measure≤ (µ1+µ2).
By Radon-Nikodym, we may decompose λ in terms of three measures:
λ = λ0 + λ1 + λ2,
where λ0 is singular with respect to |µ1| + |µ2|, and, for i = 1, 2, λi is absolutely
continuous with respect to |µi|. Since λ0, λ1, λ2 ≤ λ+, each λj , j = 0, 1, 2, is a good
measure. Moreover, λ ≤ µ1 + µ2 implies
λ0 ≤ 0, λ1 ≤ µ1 and λ2 ≤ µ2.
Thus, in particular, λi ≤ (µi)
∗ for i = 1, 2. Therefore,
λ = λ0 + λ1 + λ2 ≤ (µ1)
∗ + (µ2)
∗.
Since λ was arbitrary, we have
(3.4) (µ1 + µ2)
∗ ≤ (µ1)
∗ + (µ2)
∗.
Combining (3.3) and (3.4), the result follows.
Here are some consequences of Theorem 8:
Corollary 10. For every µ ∈ M(Ω), we have
(3.5) (µ∗)d = (µd)
∗ = µd and (µ
∗)c = (µc)
∗.
Also,
(3.6) (µ∗)+ = (µ+)∗ and (µ∗)− = µ−.
Proof. Since µd is a good measure (see Corollary 2), we have (µd)
∗ = µd. By
Theorem 8,
µ∗ = (µd + µc)
∗ = (µd)
∗ + (µc)
∗.
Comparison between the diffuse and concentrated parts gives (3.5). Similarly,
µ∗ = (µ+ − µ−)∗ = (µ+)∗ + (−µ−)∗ = (µ+)∗ − µ−,
since every nonpositive measure is good. This identity yields (3.6).
More generally, the same argument shows the following:
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Corollary 11. Let µ ∈M(Ω). For every Borel set E ⊂ Ω, we have
(3.7) (µ⌊E)
∗ = µ∗⌊E .
Here µ⌊E denotes the measure defined by µ⌊E(A) = µ(A ∩ E) for every Borel set
A ⊂ Ω.
For simplicity, from now on we shall write µ∗d = (µ
∗)d and µ
∗
c = (µ
∗)c.
The following result extends Corollary 7′:
Corollary 12. For every µ ∈ M(Ω) and ν ∈Md(Ω),
(µ+ ν)∗ = µ∗ + ν.
Proof. By Theorem 8 and Corollary 2, we have
(µ+ ν)∗ = µ∗c + (µd + ν)
∗ = µ∗c + µd + ν = (µ
∗
c + µ
∗
d) + ν = µ
∗ + ν.
Next, we have
Theorem 9. Given µ, ν ∈ M(Ω), we have[
inf {µ, ν}
]∗
= inf {µ∗, ν∗},(3.8) [
sup {µ, ν}
]∗
= sup {µ∗, ν∗}.(3.9)
Proof.
Step 1. Proof of (3.8).
Clearly,
inf {µ∗, ν∗} ≤
[
inf {µ, ν}
]∗
.
Assume λ is a good measure ≤ inf {µ, ν}. By Theorem 1, λ ≤ µ∗ and λ ≤ ν∗.
Thus, λ ≤ inf {µ∗, ν∗}, whence[
inf {µ, ν}
]∗
≤ inf {µ∗, ν∗}.
Step 2. Proof of (3.9).
Applying the Hahn decomposition to µ − ν, we may write Ω in terms of two
disjoint Borel sets E1, E2 ⊂ Ω, Ω = E1 ∪ E2, so that
µ ≥ ν in E1 and ν ≥ µ in E2.
By Proposition 4 and Corollary 11,
µ∗⌊E1= (µ⌊E1)
∗ ≥ (ν⌊E1)
∗ = ν∗⌊E1 .
Thus, µ∗ ≥ ν∗ on E1. Similarly, ν∗ ≥ µ∗ on E2. We then have
(3.10) sup {µ, ν} = µ⌊E1+ν⌊E2 and sup {µ
∗, ν∗} = µ∗⌊E1+ν
∗⌊E2 .
On the other hand, by Theorem 8 and Corollary 11,
(3.11) (µ⌊E1+ν⌊E2)
∗ = (µ⌊E1)
∗ + (ν⌊E2)
∗ = µ∗⌊E1+ν
∗⌊E2 .
Combining (3.10) and (3.11), we obtain (3.9).
We now show that µ 7→ µ∗ is non-expansive:
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Theorem 10. Given µ, ν ∈M(Ω), we have
(3.12) |µ∗ − ν∗| ≤ |µ− ν|.
More generally,
(3.13) (µ∗ − ν∗)+ ≤ (µ− ν)+.
Proof. Clearly, it suffices to show that (3.13) holds. We split the proof into two
steps.
Step 1. Assume ν ≤ µ. Then we claim that
(3.14) µ∗ − ν∗ ≤ µ− ν.
Indeed, let vn be the solution of (0.10) corresponding to the measure ν. Since
ν ≤ µ, we have
vn ≤ un a.e., ∀n ≥ 1.
Recall that gn is nondecreasing; thus,
gn(vn) ≤ gn(un) a.e.
Let n→∞. According to Lemma 2, we have
g(v∗) + (ν − ν∗)c ≤ g(u
∗) + (µ− µ∗)c.
Taking the concentrated part on both sides of this inequality yields
(ν − ν∗)c ≤ (µ− µ
∗)c.
Since νd = ν
∗
d and µd = µ
∗
d (by Corollary 2), we have
ν − ν∗ ≤ µ− µ∗,
which is (3.14).
Step 2. Proof of (3.1) completed.
Recall that
(3.15) sup {µ, ν} = ν + (µ− ν)+.
Applying the previous step to the measures ν and sup {µ, ν}, we have
(3.16)
[
sup {µ, ν}
]∗
− ν∗ ≤ sup {µ, ν} − ν = (µ− ν)+.
By (3.9), (3.15) and (3.16),
(µ− ν)+ ≥
[
sup {µ, ν}
]∗
− ν∗ = sup {µ∗, ν∗} − ν∗ = (µ∗ − ν∗)+.
Therefore, (3.13) holds.
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4. Approximation of µ by ρn ∗ µ.
Let (ρn) be a sequence of mollifiers in R
N such that supp ρn ⊂ B1/n for every
n ≥ 1. Given µ ∈M(Ω), set
µn = ρn ∗ µ,
that is,
(4.1) µn(x) =
∫
Ω
ρn(x− y) dµ(y) ∀x ∈ R
N .
[The integral in (4.1) is well-defined in view of Proposition C.1 in Appendix C
below. Here, we identify µ with µ˜ ∈
[
C(Ω)
]∗
defined there].
Let un be the solution of
(4.2)
{
−∆un + g(un) = µn in Ω,
un = 0 on ∂Ω.
Theorem 11. Assume in addition that g is convex. Then un → u∗ in L1(Ω),
where u∗ is given by Proposition 1.
Proof.
Step 1. The conclusion holds if µ is a good measure.
In this case, there exists u = u∗ such that
(4.3)
{
−∆u+ g(u) = µ in Ω,
u = 0 on ∂Ω.
Let ω ⊂⊂ Ω. For n ≥ 1 sufficiently large, we have
−∆(ρn ∗ u) + ρn ∗ g(u) = µn in ω.
Thus, using the convexity of g,
∆(ρn ∗ u− un) = ρn ∗ g(u)− g(un) ≥ g(ρn ∗ u)− g(un) in ω.
By the standard version of Kato’s inequality (see [K]),
(4.4) ∆(ρn ∗ u− un)
+ ≥
{
g(ρn ∗ u)− g(un)
}+
≥ 0 in D′(ω).
Since ∫
Ω
|∆un| ≤ 2‖µn‖M ≤ C ∀n ≥ 1,
we can extract a subsequence (unk) such that
unk → v in L
1(Ω),
for some v ∈ W 1,10 (Ω). As nk →∞ in (4.4), we have
−∆(u− v)+ ≤ 0 in D′(ω).
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Since ω ⊂⊂ Ω was arbitrary,
(4.5) −∆(u− v)+ ≤ 0 in D′(Ω).
On the other hand,
(4.6) (u− v)+ ∈W 1,10 (Ω).
From (4.5), (4.6) and the weak form of the maximum principle (see Proposition B.1)
we deduce that
(u− v)+ ≤ 0 a.e.
Therefore,
v ≥ u a.e.
By Fatou’s lemma, v is a subsolution of (0.1); comparison with (4.3) yields,
v ≤ u a.e.
We conclude that
v = u a.e.
Since v is independent of the subsequence (unk), we must have
un → u = u
∗ in L1(Ω).
Step 2. Proof of Theorem 11 completed.
Without loss of generality, we may assume that
un → v in L
1(Ω).
By Fatou, once more, v is a subsolution of (0.1). Proposition 1 yields
v ≤ u∗ a.e.
Let u∗n denote the solution of{
−∆u∗n + g(u
∗
n) = ρn ∗ µ
∗ in Ω,
u∗n = 0 on ∂Ω.
By the previous step,
u∗n → u
∗ in L1(Ω).
On the other hand, we know from the maximum principle that
u∗n ≤ un a.e.
Thus, as n→∞,
u∗ ≤ v a.e.
Since v ≤ u∗ a.e., the result follows.
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Open problem 1. Does the conclusion of Theorem 11 remain valid without the
convexity assumption on g ?
5. Further convergence results.
We start with the following
Theorem 12. Let (fn) ⊂ L1(Ω) and f ∈ L1(Ω). Assume
(5.1) fn ⇀ f weakly in L
1.
Let un (resp. u) be the solution of (0.1) associated with fn (resp. f). Then un → u
in L1(Ω).
Proof. By definition,
−∆un + g(un) = fn and −∆u+ g(u) = f in (C
2
0 )
∗.
Using a device introduced by Galloue¨t-Morel [GM] (see also Proposition B.2 below),
we have, for every M > 0, ∫
[|un|≥M ]
|g(un)| ≤
∫
[|un|≥M ]
|fn|.
Thus
(5.2)
∫
E
|g(un)| =
∫
E
[|un|≥M ]
+
∫
E
[|un|<M ]
≤
∫
[|un|≥M ]
|fn|+ g(M)|E|.
On the other hand, ‖∆un‖L1 ≤ C implies ‖un‖L1 ≤ C, and thus
meas
[
|un| ≥M
]
≤
C
M
.
From (5.1) and a theorem of Dunford-Pettis (see, e.g., [DS, Corollary IV.8.11]) we
infer that (fn) is equi-integrable. Given δ > 0, fix M > 0 such that
(5.3)
∫
[|un|≥M ]
|fn| ≤ δ ∀n ≥ 1.
With this fixed M , choose |E| so small that
(5.4) g(M)|E| < δ.
We deduce from (5.2)–(5.4) that g(un) is equi-integrable.
Passing to a subsequence, we may assume that unk → v in L
1(Ω) and a.e., for some
v ∈ L1(Ω). Then g(unk)→ g(v) a.e. By Egorov’s lemma, g(unk)→ g(v) in L
1(Ω).
It follows that v is a solution of (0.1) associated to f . By the uniqueness of the
limit, we must have un → u in L1(Ω).
Remark 8. Theorem 12 is no longer true if one replaces the weak convergence
fn ⇀ f in L
1, by the weak∗ convergence in the sense of measures. Here is an
example:
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Example 1. Assume N ≥ 3 and let g(t) = (t+)q with q ≥ NN−2 . Let f ≡ 1 in Ω.
We will construct a sequence (fk) in C
∞
c (Ω) such that
(5.5) fk
∗
⇀ f in M(Ω),
and such that the solutions uk of (0.1) corresponding to fk converge to 0 in L
1(Ω).
Let (µk) be any sequence inM(Ω) converging weak∗ to f , as k →∞, and such that
each measure µk is a linear combination of Dirac masses. (For example, each µk
can be of the form |Ω|M−1
∑
δai , where the M points ai are uniformly distributed
in Ω). Recall that for µ = δa, the corresponding u
∗ in Proposition 1 is ≡ 0 (see
[B4] or Theorem B.6 below). Similarly, for each µk, the corresponding u
∗ is ≡ 0.
Set hn,k = ρn ∗ µk, with the same notation as in Section 4. Let un,k denote the
solution of (0.1) relative to hn,k. For each fixed k we know, by Theorem 11, that
un,k → 0 strongly in L1(Ω) as n→∞. For each k, choose Nk > k sufficiently large
so that ‖uNk,k‖L1 < 1/k. Set fk = hNk,k, so that uk = uNk,k is the corresponding
solution of (0.1). It is easy to check that, as k →∞,
fk
∗
⇀ f ≡ 1 in M(Ω), but uk → 0 in L
1(Ω).
Our next result is a refinement of Theorem 12 in the spirit of Theorem 6. Let
µ ∈M(Ω) and let (µn) be a sequence in M(Ω). Assume that
µ = f −∆v in (C20 )
∗,(5.6)
µn = fn −∆vn in (C
2
0 )
∗,(5.7)
where f ∈ L1, fn ∈ L
1, v ∈ L1, vn ∈ L
1, g(v) ∈ L1, and g(vn) ∈ L
1.
By Theorem 6 we know that there exist u and un solutions of
−∆u+ g(u) = µ in Ω, u = 0 on ∂Ω,(5.8)
−∆un + g(un) = µn in Ω, un = 0 on ∂Ω.(5.9)
Theorem 13. Assume (5.6)–(5.9) and moreover
‖µn‖M ≤ C,(5.10)
fn ⇀ f weakly in L
1,(5.11)
vn → v in L
1 and g(vn)→ g(v) in L
1.(5.12)
Then un → u in L1(Ω).
Proof. We divide the proof into two steps.
Step 1. Fix 0 < α < 1 and let u(α), un(α) be the solutions of
−∆u(α) + g(u(α)) = αµ in Ω, u(α) = 0 on ∂Ω,(5.13)
−∆un(α) + g(un(α)) = αµn in Ω, un(α) = 0 on ∂Ω.(5.14)
Then un(α)→ u(α) in L1(Ω).
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Note that u(α) and un(α) exist since αµ = αf − ∆(αv) and g(αv) ≤ g(v), so
that g(αv) ∈ L1, and similarly for αµn. We may then apply Theorem 6 once more.
For simplicity we will omit the dependence in α and we will write u˜, u˜n instead of
u(α), un(α) (recall that in this step α is fixed). Since
‖∆u˜n‖M ≤ 2α‖µn‖M ≤ C,
we can extract a subsequence of (u˜n) converging strongly in L
1(Ω) and a.e. Let
w ∈ W 1,10 (Ω) be such that u˜nk → w in L
1(Ω) and a.e. We will prove that w
satisfies (5.13), and therefore, by uniqueness, w = u˜. Since w is independent of the
subsequence, we will infer that (u˜n) converges to u˜, which is the desired conclusion.
We claim that
(5.15) g(u˜n) is equi-integrable.
To establish (5.15) we argue as in the proof of Theorem 12. From (5.7) and (5.14)
we see that
(5.16) −∆(u˜n − αvn) + [g(u˜n)− g(αvn)] = hn in (C
2
0 )
∗,
with
(5.17) hn = αfn − g(αvn).
Using (5.11) and (5.12) we see that
(5.18) (hn) is equi-integrable.
From (5.16) and Proposition B.2 we obtain (as in the proof of Theorem 12) that,
for every M > 0,
(5.19)
∫
[|u˜n−αvn|≥M ]
|g(u˜n)− g(αvn)| ≤
∫
[|u˜n−αvn|≥M ]
|hn|.
On the other hand, for any Borel set E of Ω, we have
(5.20)
∫
E
g(u˜n) =
∫
An
g(u˜n) +
∫
Bn
g(u˜n) +
∫
Cn
g(u˜n),
where
An = [u˜n ≥ vn] ∩ [|u˜n − αvn| ≥M ] ∩ E,
Bn = [u˜n ≥ vn] ∩ [|u˜n − αvn| < M ] ∩ E,
Cn = [u˜n < vn] ∩ E.
To handle the integral on An, write∫
An
g(u˜n) ≤
∫
[|u˜n−αvn|≥M ]
|g(u˜n)− g(αvn)|+
∫
E
g(vn).
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Thus, by (5.19),
(5.21)
∫
An
g(u˜n) ≤
∫
[|u˜n−αvn|≥M ]
|hn|+
∫
E
g(vn).
Next, on Bn, we have
u˜n < M + αvn ≤M + αu˜n
and thus
u˜n <
M
1− α
.
Therefore
(5.22)
∫
Bn
g(u˜n) ≤ g
( M
1− α
)
|E|.
Finally we have
(5.23)
∫
Cn
g(u˜n) ≤
∫
E
g(vn).
Combining (5.20)–(5.23) yields
(5.24)
∫
E
g(u˜n) ≤
∫
[|u˜n−αvn|≥M ]
|hn|+ 2
∫
E
g(vn) + g
( M
1− α
)
|E|.
But ‖u˜n − αvn‖L1 ≤ C and therefore
(5.25) meas [|u˜n − αvn| ≥M ] ≤
C
M
.
Given δ > 0, fix M > 0 sufficiently large such that∫
[|u˜n−αvn|≥M ]
|hn| ≤ δ ∀n ≥ 1
(here we use (5.18) and (5.25)). With this fixed M , choose |E| so small that
2
∫
E
g(vn) + g
( M
1− α
)
|E| ≤ δ ∀n ≥ 1.
This finishes the proof of (5.15).
Since g(u˜n) → g(w) a.e., we deduce from (5.15) and Egorov’s lemma that
g(u˜n) → g(w) in L
1. We are now able to pass to the limit in (5.14) and con-
clude that w satisfies (5.13), which was the goal of Step 1.
Step 2. Proof of the theorem completed.
Here the dependence on α is important and we return to the notation u(α) and
un(α). From (5.8) and (5.13) we deduce that
(5.26) ‖∆(u(α)− u)‖M ≤ 2(1− α)‖µ‖M
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and similarly, from (5.9) and (5.14), we have
(5.27) ‖∆(un(α) − un)‖M ≤ 2(1− α)‖µn‖M ≤ C(1− α).
Estimates (5.26) and (5.27) yield
(5.28) ‖u(α)− u‖L1 + ‖un(α) − un‖L1 ≤ C(1− α),
with C independent of n and α. Finally we write
(5.29) ‖un − u‖L1 ≤ ‖u(α)− u‖L1 + ‖un(α) − un‖L1 + ‖un(α)− u(α)‖L1 .
Given ε > 0, fix α < 1 so small that
(5.30) C(1− α) < ε
and then apply Step 1 to assert that
(5.31) ‖un(α)− u(α)‖L1 < ε ∀n ≥ N,
provided N is sufficiently large. Combining (5.28)–(5.31) yields
‖un − u‖L1 ≤ 2ε ∀n ≥ N,
which is the desired conclusion.
6. Nonnegative measures which are good for every g must be diffuse.
Let h : [0,∞) → [0,∞) be a continuous nondecreasing function with h(0) = 0.
Given a compact set K ⊂ Ω, let
cap∆,h(K) = inf
{∫
Ω
h(|∆ϕ|) ; ϕ ∈ C∞c (Ω), 0 ≤ ϕ ≤ 1, and ϕ = 1 on K
}
,
where, as usual, C∞c (Ω) denotes the set of C
∞-functions with compact support in
Ω.
We start with
Proposition 5. Assume
(6.1) lim
t→∞
g(t)
t
= +∞ and g∗(s) > 0 for s > 0.
If µ is a good measure, then µ+(K) = 0 for every compact set K ⊂ Ω such that
cap∆,g∗(K) = 0.
Here, g∗ denotes the convex conjugate of g, which is finite in view of the coercivity
of g. Note that if g′(0) = 0, then g∗(s) > 0 for every s > 0.
Proof. Since µ is a good measure, µ+ is also a good measure. Thus,
µ+ = −∆v + g(v) in (C20 )
∗
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for some v ∈ L1(Ω), v ≥ 0 a.e., such that g(v) ∈ L1(Ω).
Let ϕn ∈ C∞c (Ω) be such that 0 ≤ ϕn ≤ 1 in Ω, ϕn = 1 on K, and∫
Ω
g∗(|∆ϕn|)→ 0.
Passing to a subsequence if necessary, we may assume that
g∗(|∆ϕn|)→ 0 a.e. and g
∗(|∆ϕn|) ≤ G ∈ L
1(Ω) ∀n ≥ 1.
Since g∗(s) > 0 if s > 0, we also have
ϕn, |∆ϕn| → 0 a.e.
For every n ≥ 1,
(6.2) µ+(K) ≤
∫
Ω
ϕn dµ
+ =
∫
Ω
[
g(v)ϕn − v∆ϕn
]
.
Note that ∣∣g(v)ϕn − v∆ϕn∣∣→ 0 a.e.
and ∣∣g(v)ϕn − v∆ϕn∣∣ ≤ 2g(v) + g∗(|∆ϕn|) ≤ 2g(v) +G ∈ L1(Ω).
By dominated convergence, the right-hand side of (6.2) converges to 0 as n → ∞.
We then conclude that µ+(K) = 0.
As a consequence of Proposition 5 we have
Theorem 14. Given a Borel set Σ ⊂ Ω with zero H1-capacity, there exists g such
that
µ∗ = −µ− for every measure µ concentrated on Σ.
In particular, for every nonnegative µ ∈ M(Ω) concentrated on a set of zero H1-
capacity, there exists some g such that µ∗ = 0.
Proof. Let Σ ⊂ Ω be a Borel set of zero H1-capacity. Let (Kn) be an increasing
sequence of compact sets in Σ such that
µ+
(
Σ \
⋃
n
Kn
)
= 0.
For each n ≥ 1,Kn has zeroH1-capacity. By Lemma E.1, one can find ψn ∈ C∞c (Ω)
such that 0 ≤ ψn ≤ 1 in Ω, ψn = 1 in some neighborhood of Kn, and∫
Ω
|∆ψn| ≤
1
n
∀n ≥ 1.
In particular, ∆ψn → 0 in L1(Ω). Passing to a subsequence if necessary, we may
assume that
∆ψn → 0 a.e. and |∆ψn| ≤ G ∈ L
1(Ω) ∀n ≥ 1.
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According to a theorem of De La Valle´e-Poussin (see [DVP, Remarque 23] or [DM,
The´ore`me II.22]), there exists a convex function h : [0,∞) → [0,∞) such that
h(0) = 0, h(s) > 0 for s > 0,
lim
t→∞
h(t)
t
= +∞, and h(G) ∈ L1(Ω).
By dominated convergence, we then have h(|∆ψn|)→ 0 in L1(Ω). Thus,
(6.3) cap∆,h(Kn) = 0 ∀n ≥ 1.
Let g(t) = h∗(t) if t ≥ 0, and g(t) = 0 if t < 0. By duality, h = g∗ on [0,∞).
Let µ ∈M(Ω) be any measure concentrated on Σ. By Proposition 5, (6.3) yields
(µ∗)+(Kn) = 0 ∀n ≥ 1,
where the reduced measure µ∗ is computed with respect to g. Thus, (µ∗)+(Σ) = 0.
Since µ is concentrated on Σ, we have (µ∗)+ = 0. Applying Corollary 10, we then
get
µ∗ = (µ∗)+ − (µ∗)− = −µ−,
which is the desired result.
We may now present the
Proof of Theorem 5. Assume µ ∈ M(Ω) is a good measure for every g. Given a
Borel set Σ ⊂ Ω with zero H1-capacity, let λ = µ+⌊Σ. In view of Theorem 14,
there exists g˜ for which λ∗ = 0. On the other hand, by Theorems 4 and 6′, λ is a
good measure for g˜. Thus, λ = λ∗ = 0. In other words, µ+(Σ) = 0. Since Σ was
arbitrary, µ+ is diffuse. This establishes the theorem.
We conclude this section with the following
Open problem 2. Let g : R→ R be any given continuous, nondecreasing function
satisfying (0.5). Can one always find some nonnegative µ ∈ M(Ω) such that µ is
good for g, but µ is not diffuse?
After this paper was finished, A.C. Ponce [P] has given a positive answer to the
above problem.
7. Signed measures and general nonlinearities g.
Suppose that g : R → R is a continuous, nondecreasing function, such that
g(0) = 0. But we will not impose in this section that g(t) = 0 if t < 0. We shall
follow the same approximation scheme as in the Introduction. Namely, let (gn) be
a sequence of nondecreasing continuous functions, gn : R→ R, gn(0) = 0, satisfying
(0.8), such that both (g+n ) and (g
−
n ) verify (0.7), and
g+n (t) ↑ g
+(t), g−n (t) ↑ g
−(t) ∀t ∈ R as n ↑ ∞.
Let µ ∈ M(Ω). For each n ≥ 1, we denote by un the unique solution of
(7.1)
{
−∆un + gn(un) = µ in Ω,
un = 0 on ∂Ω.
First a simple observation:
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Lemma 4. Assume µ ≥ 0 or µ ≤ 0. Then there exists u∗ ∈ L1(Ω) such that
un → u∗ in L1(Ω). If µ ≥ 0, then u∗ ≥ 0 is the largest subsolution of (0.1). If
µ ≤ 0, then u∗ ≤ 0 is the smallest supersolution of (0.1). In both cases, we have
(7.2)
∣∣∣ ∫
Ω
u∗∆ζ
∣∣∣ ≤ 2‖µ‖M‖ζ‖L∞ ∀ζ ∈ C20 (Ω)
and
(7.3)
∫
Ω
|g(u∗)| ≤ ‖µ‖M.
Proof. If µ ≥ 0, then un ≥ 0 a.e. In particular, gn(un) = g+n (un) for every n ≥ 1.
Since (g+n ) satisfies the assumptions of Proposition 1, we conclude that un → u
∗ in
L1(Ω), where u∗ ≥ 0 is the largest subsolution of (0.1).
If µ ≤ 0, then un ≤ 0, so that wn = −un satisfies{
−∆wn + g˜n(wn) = −µ in Ω,
wn = 0 on ∂Ω,
where g˜n(t) = g
−
n (−t), ∀t ∈ R. Clearly, the sequence (g˜n) satisfies the assumptions
of Proposition 1. Therefore, un = −wn → −w∗ = u∗ in L1(Ω). It is easy to see
that u∗ ≤ 0 is the smallest supersolution of (0.1).
Given µ ∈ M(Ω) such that µ ≥ 0 or µ ≤ 0, we define µ∗ ∈M(Ω) by
(7.4) µ∗ = −∆u∗ + g(u∗) in (C20 )
∗.
The reduced measure µ∗ is well-defined because of (7.2) and (7.3). It is easy to see
that
(a) if µ ≥ 0, then 0 ≤ µ∗ ≤ µ;
(b) if µ ≤ 0, then µ ≤ µ∗ ≤ 0.
We now consider the general case of a signed measure µ ∈ M(Ω). In view of
(7.4), both measures (µ+)∗ and (−µ−)∗ are well-defined. Moreover,
−µ− ≤ (−µ−)∗ ≤ 0 ≤ (µ+)∗ ≤ µ+.
The convergence of the approximating sequence (un) is governed by the following:
Theorem 15. Let un be given by (7.1). Then, un → u∗ in L1(Ω), where u∗ is the
unique solution of
(7.5)
{
−∆u∗ + g(u∗) = (µ+)∗ + (−µ−)∗ in Ω,
u∗ = 0 on ∂Ω.
Proof. By standard estimates, ‖∆un‖M ≤ 2‖µ‖M. Thus, without loss of generality,
we may assume that for a subsequence, still denoted (un), un → u in L1(Ω) and
a.e. We shall show that u satisfies (7.5); by uniqueness (see Corollary B.1), this
will imply that u is independent of the subsequence.
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For each n ≥ 1, let vn, v˜n be the solutions of
(7.6)
{
−∆vn + gn(vn) = µ
+ in Ω,
vn = 0 on ∂Ω,
and
(7.7)
{
−∆v˜n + g
+
n (v˜n) = µ in Ω,
v˜n = 0 on ∂Ω,
so that vn ≥ 0 a.e., vn ↓ v∗ and v˜n ↓ v˜∗ in L1(Ω). By comparison (see Corol-
lary B.2), we have
v˜n ≤ un ≤ vn a.e.
Thus,
(7.8) g+n (v˜n) ≤ g
+
n (un) ≤ g
+
n (vn) = gn(vn) a.e.
By Lemma 2, we know that
g+n (v˜n)
∗
⇀ g+(v˜∗) + µ− µ∗,
gn(vn)
∗
⇀ g(v∗) + µ+ − (µ+)∗.
Here, both reduced measures µ∗ and (µ+)∗ are computed with respect to the non-
linearity g+; in particular, (see Corollary 10)
(7.9) µ− µ∗ = µ+ − (µ+)∗.
We claim that
(7.10) g+n (un)
∗
⇀ g+(u) + µ+ − (µ+)∗.
This will be a consequence of the following
Lemma 5. Let an, bn, cn ∈ L
1(Ω) be such that
an ≤ bn ≤ cn a.e.
Assume that an → a, bn → b and cn → c a.e. in Ω for some a, b, c ∈ L1(Ω). If
(cn − an)
∗
⇀ (c− a) weak∗ in M(Ω), then
(7.11) (cn − bn)
∗
⇀ (c− b) weak∗ in M(Ω).
Proof. Since
(7.12) 0 ≤ (cn − bn) ≤ (cn − an) a.e.,
the sequence (cn − bn) is bounded in L1(Ω). Passing to a subsequence if necessary,
we may assume that there exists λ ∈M(Ω) such that
(cn − bn)
∗
⇀ λ.
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By (7.12), we have 0 ≤ λ ≤ (c−a). Thus, λ is absolutely continuous with respect to
the Lebesgue measure. In other words, λ ∈ L1(Ω). GivenM > 0, we denote by SM
the truncation operator SM (t) = min {M,max{t,−M}}, ∀t ∈ R. By dominated
convergence, we have
SM (an)→ SM (a) strongly in L
1(Ω),
and similarly for SM (bn) and SM (cn). Since
0 ≤
[
(cn − SM (cn))− (bn − SM (bn))
]
≤
[
(cn − SM (cn))− (an − SM (an))
]
a.e.,
as n→∞ we get
0 ≤ λ− (SM (c)− SM (b)) ≤
[
(c− SM (c))− (a− SM (a))
]
a.e.
Let M →∞ in the expression above. We then get λ = (c− b). This concludes the
proof of the lemma.
We now apply the previous lemma with an = g
+
n (v˜n), bn = g
+
n (un) and cn =
gn(vn). In view of (7.8) and (7.9), the assumptions of Lemma 5 are satisfied. It
follows from (7.11) that
(7.13) gn(vn)− g
+
n (un)
∗
⇀ g(v∗)− g+(u).
Thus,
g+n (un) = gn(vn)−
[
gn(vn)− g
+
n (un)
] ∗
⇀ g+(u) + µ+ − (µ+)∗,
which is precisely (7.10). A similar argument shows that
(7.14) g−n (un)
∗
⇀ g−(u) + µ− + (−µ−)∗.
We conclude from (7.10) and (7.14) that
(7.15) gn(un)
∗
⇀ g(u) + µ−
[
(µ+)∗ + (−µ−)∗
]
.
Therefore, u satisfies (7.5), so that (7.5) has a solution u∗ = u. By uniqueness, the
whole sequence (un) converges to u
∗ in L1(Ω).
Motivated by Theorem 15, for any µ ∈ M(Ω), we define the reduced measure
µ∗ by
(7.16) µ∗ = (µ+)∗ + (−µ−)∗.
[This definition is coherent if µ is either a positive or a negative measure].
One can derive a number of properties satisfied by µ∗. For instance, the state-
ments of Theorems 8–10 remain true. Moreover,
Theorem 2′. There exists a Borel set Σ ⊂ Ω with cap (Σ) = 0 such that
|µ− µ∗|(Ω\Σ) = 0.
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8. Examples.
We describe here some simple examples, where the measure µ∗ can be explicitly
identified. Throughout this section, we assume again that g(t) = 0 for t ≤ 0.
Example 2. N = 1 and g is arbitrary.
This case is very easy since every measure is diffuse (recall that the only set
of zero capacity is the empty set). Hence, by Corollary 2, every measure is good.
Thus, µ∗ = µ for every µ.
Example 3. N ≥ 2 and g(t) = tp, t ≥ 0, with 1 < p < NN−2 .
In this case, we have again µ∗ = µ since, for every measure µ, problem (0.1)
admits a solution. This result was originally established in 1975 by Ph. Be´nilan
and H. Brezis (see [BB, Appendix A], [B1], [B2], [B3], [B4] and also Theorem B.5
below). The crucial ingredient is the compactness of the imbedding of the space{
u ∈ W 1,10 ; ∆u ∈ M
}
, equipped with the norm ‖u‖W 1,1 + ‖∆u‖M, into L
q for
every q < NN−2 (see Theorem B.1 below).
Example 4. N ≥ 3 and g(t) = tp, t ≥ 0, with p ≥ NN−2 .
In this case, we have
Theorem 16. For every measure µ, we have
(8.1) µ∗ = µ− (µ2)
+,
where µ = µ1 + µ2 is the unique decomposition of µ (in the sense of Lemma A.1)
relative to the W 2,p
′
-capacity.
Proof. By a result of Baras-Pierre [BP] (already mentioned in the Introduction) we
know that a measure ν ≥ 0 is a good measure if and only if ν is diffuse with respect
to the W 2,p
′
-capacity.
Set
(8.2) µ˜ = µ− (µ2)
+ = µ1 − (µ2)
− and ν˜ = (µ2)
+.
We claim that
(8.3) (µ˜)∗ = µ˜ and (ν˜)∗ = 0.
Clearly, (µ˜)+ = (µ1)
+. From the result of Baras-Pierre [BP], we infer that (µ1)
+ is
a good measure. By Theorem 4, µ˜ is also a good measure. Thus, (µ˜)∗ = µ˜. Since
ν˜ is a nonnegative measure concentrated on a set of zero W 2,p-capacity, it follows
from [BP] that (ν˜)∗ ≤ 0. Since (ν˜)∗ ≥ 0, we conclude that (8.3) holds.
Applying Theorem 8, we get
µ∗ = (µ˜+ ν˜)∗ = (µ˜)∗ + (ν˜)∗ = µ˜ = µ− (µ2)
+,
which is precisely (8.1).
Remark 9. In this example we see that the measure µ−µ∗ is concentrated on a set
Σ whose W 2,p
′
-capacity is zero. This is a better information than the general fact
that µ− µ∗ is concentrated on a set Σ whose H1-capacity is zero.
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Example 5. N = 2 and g(t) = et − 1, t ≥ 0.
In this case, the identification of µ∗ relies heavily on a result of Va´zquez [Va].
Theorem 17. Given any measure µ, let
µ = µ1 + µ2
where µ2 is the purely atomic part of µ (this corresponds to the decomposition of µ
in the sense of Lemma A.1, where Z consists of countable sets). Write
(8.4) µ2 =
∑
i
αiδai
with ai ∈ Ω distinct, and
∑
|αi| <∞. Then
(8.5) µ∗ = µ−
∑
i
(αi − 4π)
+δai .
Proof. By a result of Va´zquez [Va], we know that a measure ν is a good measure
if and only if ν({x}) ≤ 4π for every x ∈ Ω. (The paper of Va´zquez deals with the
equation (0.1) in all of R2 but the conclusion, and the proof, are the same for a
bounded domain).
Clearly, µ1({x}) = 0, ∀x ∈ Ω. From the result of Va´zquez [Va] we infer that µ1
is a good measure. Thus,
(8.6) (µ1)
∗ = µ1.
Let a ∈ Ω and α ∈ R. It is easy to see from [Va] that
(8.7) (αδa)
∗ = min {α, 4π} δa.
An induction argument applied to Theorem 8 and the continuity of the mapping
µ 7→ µ∗ show that
(8.8) µ∗ = (µ1)
∗ + (µ2)
∗ = (µ1)
∗ +
∑
i
(αiδai)
∗.
By (8.6)–(8.8), we have
(8.9) µ∗ = µ1 +
∑
i
min {αi, 4π} δai = µ−
∑
i
(αi − 4π)
+δai .
This establishes (8.5).
We conclude this section with two interesting questions:
Open problem 3. Let N = 2 and g(t) = (et
2
− 1), t ≥ 0. Is there an explicit
formula for µ∗ ?
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Open problem 4. Let N ≥ 3 and g(t) = (et − 1), t ≥ 0. Is there an explicit
formula for µ∗ ?
A partial answer to Open problem 4 has been obtained by Bartolucci-Leoni-
Orsina-Ponce [BLOP]. More precisely, they have established the following:
Theorem 18. Any measure µ such that µ ≤ 4πHN−2 is a good measure.
Here,HN−2 denotes the (N−2)-Hausdorff measure. The converse of Theorem 18
is not true. This was suggested by L. Ve´ron in a personal communication; explicit
examples are given in [P]. The characterization of good measures is still open; see
however [MV6].
9. Further directions and open problems.
9.1. Vertical asymptotes.
Let g : (−∞,+1)→ R be a continuous, nondecreasing function such that g(t) =
0, ∀t ≤ 0, and such g(t)→ +∞ as t→ +1. Let (gn) be a sequence of functions gn :
R→ R which are continuous, nondecreasing and satisfy the following conditions:
0 ≤ g1(t) ≤ g2(t) ≤ . . . ≤ g(t) ∀t < 1,(9.1)
gn(t)→ g(t) ∀t < 1 and gn(t)→ +∞ ∀t ≥ 1.(9.2)
If N ≥ 2, then we also assume that
(9.3) each gn has subcritical growth, i.e., gn(t) ≤ C(|t|
p + 1) ∀t ∈ R,
for some constant C and some p < NN−2 , possibly depending on n.
Given µ ∈ M(Ω), let un be a solution of (0.10). Then un ↓ u∗ in Ω as n ↑ ∞.
Moreover (0.11) and (0.12) hold. We may therefore define µ∗ ∈ M(Ω) by (0.13).
Open problem 5. Study the properties of u∗ and the reduced measure µ∗.
Clearly, u∗ is the largest subsolution. But there are some major differences in
this case. When N ≥ 2, Dupaigne-Ponce-Porretta [DPP] have shown that for any
such g one can find a nonnegative measure µ for which the set {ν ∈ G ; ν ≤ µ}
has no largest element. In particular, for such measure µ, the reduced measure µ∗
cannot be the largest good measure ≤ µ. They have also proved that the set of
good measures G is not convex for any g. We refer the reader to [DPP] for other
results.
Similar questions arise when g is a multivalued graph. For example,
g(r) =


0 if r < 1,
[0,∞) if r = 1,
∅ if r > 1.
This is a simple model of one-sided variational inequality. The objective is to solve
in some natural “weak” sense the multivalued equation{
−∆u+ g(u) ∋ µ in Ω,
u = 0 on ∂Ω,
for any given µ ∈ M(Ω). This problem has been recently studied by Brezis-
Ponce [BP4]. There were some partial results; see, e.g., Baxter [Ba], Dall’Aglio-Dal
Maso [DD], Orsina-Prignet [OP], Brezis-Serfaty [BSe], and the references therein.
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9.2. Nonlinearities involving ∇u.
Consider the model problem:
(9.4)
{
−∆u+ u|∇u|2 = µ in Ω,
u = 0 on ∂Ω,
where µ ∈ M(Ω). Problems of this type have been extensively studied and it is
known that they bear some similarities with the problems discussed in this paper.
In particular, it has been proved in [BGO2] that (9.4) admits a solution if and only
if the measure µ is diffuse, i.e., |µ|(A) = 0 for every Borel set A ⊂ Ω such that
cap (A) = 0. Moreover, the solution is unique (see [BM]). When µ is a general
measure, not necessarily diffuse, it would be interesting to apply to (9.4) the same
strategy as in this paper. More precisely, to prove that approximate solutions
converge to the solution of (9.4), where µ is replaced by its diffuse part µd (in the
sense of Lemma A.1, relative to the Borel sets whose H1-capacity are zero):
(9.5)
{
−∆u+ u|∇u|2 = µd in Ω,
u = 0 on ∂Ω,
which possesses a unique solution. There are several “natural” approximations.
For example, one may truncate the nonlinearity g(u,∇u) = u|∇u|2 and replace it
by gn(u,∇u) =
n
n+|g(u,∇u)| g(u,∇u). It is easy to see (via a Schauder fixed point
argument in W 1,10 ) that the corresponding equation
(9.6)
{
−∆un + gn(un,∇un) = µ in Ω,
un = 0 on ∂Ω,
admits a solution un.
Open problem 6. Is it true that (un) converges to the solution of (9.5)?
Another possible approximation consists of smoothing µ: let un be a solution of
(9.7)
{
−∆un + un|∇un|
2 = µn in Ω,
un = 0 on ∂Ω,
where µn = ρn ∗ µ, as in Section 4. It has been proved by Porretta [Po] that if
µ ≥ 0, then un → u in L1(Ω), where u is the solution of (9.5). We have been
informed by A. Porretta that the same conclusion holds for any measure µ, by
using a substantial modification of the argument in [Po].
9.3. Measures as boundary data.
Consider the problem
(9.8)
{
−∆u+ g(u) = 0 in Ω,
u = µ on ∂Ω,
where µ is a measure on ∂Ω and g : R→ R is a continuous, nondecreasing function
satisfying (0.5). It has been proved by H. Brezis (1972, unpublished) that (9.8)
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admits a unique weak solution when µ is any L1 function (for a general nonlin-
earity g). When g is a power, the study of (9.8) for measures was initiated by
Gmira-Ve´ron [GV], and has vastly expanded in recent years; see the papers of
Marcus-Ve´ron [MV1], [MV2], [MV3], [MV4]. Important motivations coming from
the theory of probability — and the use of probabilistic methods — have reinvig-
orated the whole subject; see the pioneering papers of Le Gall [LG1], [LG2], the
recent books of Dynkin [D1], [D2], and the numerous references therein. It is known
that (9.8) has no solution if g(t) = tp, t ≥ 0, with p ≥ pc =
N+1
N−1 and µ = δa, a ∈ ∂Ω
(see [GV]). Therefore, it is interesting to develop for (9.8) the same program as in
this paper. More precisely, let (gk) be a sequence of functions gk : R → R which
are continuous, nondecreasing, and satisfy (0.7) and (0.8). Assume in addition
that each gk is, e.g., bounded. Then, for every µ ∈ M(∂Ω), there exists a unique
solution uk of
(9.9)
{
−∆uk + gk(uk) = 0 in Ω,
uk = µ on ∂Ω,
in the sense that uk ∈ L1(Ω) and
(9.10) −
∫
Ω
uk∆ζ +
∫
Ω
gk(uk)ζ = −
∫
∂Ω
∂ζ
∂n
dµ ∀ζ ∈ C20 (Ω),
where ∂∂n denotes the derivative with respect to the outward normal of ∂Ω.
We have the following:
Theorem 19. As k ↑ ∞, uk ↓ u∗ in L1(Ω), where u∗ satisfies
(9.11)
{
−∆u∗ + g(u∗) = 0 in Ω,
u∗ = µ∗ on ∂Ω,
for some µ∗ ∈ M(∂Ω) such that µ∗ ≤ µ. More precisely, g(u∗)ρ0 ∈ L1(Ω), where
ρ0(x) = d(x, ∂Ω), and
(9.12) −
∫
Ω
u∗∆ζ +
∫
Ω
g(u∗)ζ = −
∫
∂Ω
∂ζ
∂n
dµ∗ ∀ζ ∈ C20 (Ω).
In addition, u∗ is the largest subsolution of (9.8), i.e., if v ∈ L1(Ω) is any function
satisfying g(v)ρ0 ∈ L1(Ω) and
(9.13) −
∫
Ω
v∆ζ +
∫
Ω
g(v)ζ ≤ −
∫
∂Ω
∂ζ
∂n
dµ ∀ζ ∈ C20 (Ω), ζ ≥ 0 in Ω,
then v ≤ u∗ a.e. in Ω.
Proof. By comparison (see Corollary B.2), we know that (uk) is non-increasing. By
standard estimates, we have
∫
Ω
|uk|+
∫
Ω
gk(uk)ρ0 ≤ C‖µ‖M(∂Ω) ∀k ≥ 1.
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In addition, (see [B5, Theorem 3])
‖uk‖C1(ω) ≤ Cω ∀k ≥ 1,
for every ω ⊂⊂ Ω. Thus, uk converges in L1(Ω) to a limit, say u∗. Moreover,
gk(uk)→ g(u
∗) in L∞loc(Ω).
Let ζ0 ∈ C20 (Ω) be the solution of{
−∆ζ0 = 1 in Ω,
ζ0 = 0 on ∂Ω.
Since
(
gk(uk)ζ0
)
is uniformly bounded in L1(Ω), then up to a subsequence
(9.14) gk(uk)ζ0
∗
⇀ g(u∗)ζ0 + λ in
[
C(Ω)
]∗
,
for some λ ∈M(∂Ω), λ ≥ 0. We claim that
(9.15)
∫
Ω
gk(uk)ζ →
∫
Ω
g(u∗)ζ +
∫
∂Ω
∂ζ
∂n
1
∂ζ0
∂n
dλ ∀ζ ∈ C20 (Ω).
In fact, given ζ ∈ C20 (Ω), define γ = ζ/ζ0. It is easy to see that γ ∈ C(Ω) and
γ = ∂ζ∂n
1
∂ζ0
∂n
on ∂Ω. Using γ as a test function in (9.14), we obtain (9.15).
Let k →∞ in (9.10). In view of (9.15), we conclude that u∗ satisfies (9.12), where
µ∗ is given by
µ∗ = µ+
1
∂ζ0
∂n
λ ≤ µ.
Finally, it follows from Corollary B.2 that if v is a subsolution of (9.8), then v ≤ uk
a.e., ∀k ≥ 1, and thus v ≤ u∗ a.e.
Some natural questions have been addressed and the following results will be
presented in a forthcoming paper (see [BP3]):
(a) the reduced measure µ∗ is the largest good measure ≤ µ; in other words, if
ν ∈ M(∂Ω) is a good measure (i.e., (9.8) has a solution with boundary data ν) and
if ν ≤ µ, then ν ≤ µ∗;
(b) µ−µ∗ is concentrated on a subset of ∂Ω of zero HN−1-measure (i.e., (N−1)-
dimensional Lebesgue measure on ∂Ω) and this fact is “optimal”, in the sense that
any measure ν ≥ 0 which is singular with respect to HN−1⌊∂Ω can be written as
ν = µ− µ∗ for some µ ≥ 0 and some g;
(c) if µ is a measure on ∂Ω which is good for every g, then µ+ ∈ L1(∂Ω);
(d) given any g, there exists some measure µ ≥ 0 on ∂Ω which is good for g, but
µ 6∈ L1(∂Ω).
When g(t) = tp, t ≥ 0, with p ≥ N+1N−1 , a known result (see, e.g., [MV3]) asserts that
µ ∈M(∂Ω) is a good measure if and only if µ+(A) = 0 for every Borel set A ⊂ ∂Ω
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such that C2/p,p′(A) = 0, where C2/p,p′ refers to the Bessel capacity on ∂Ω. In this
case, we have
(e) the reduced measure µ∗ is given by µ∗ = µ− (µ2)+, where µ = µ1+µ2 is the
decomposition of µ, in the sense of Lemma A.1, relative to C2/p,p′ .
In contrast with Example 5, we do not know what the reduced measure µ∗ is when
N = 2 and g(t) = et − 1, t ≥ 0.
Similar issues can be investigated for the parabolic equations{
ut −∆u+ g(u) = µ,
u(0) = 0,
or
{
ut −∆u+ g(u) = 0,
u(0) = µ.
Appendix A: Decomposition of measures into diffuse and concentrated
parts.
The following result is taken from [FST]. We reproduce their proof for the con-
venience of the reader.
Lemma A.1. Let µ be a bounded Borel measure in RN and let Z be a collection
of Borel sets such that:
(a) Z is closed with respect to finite or countable unions;
(b) A ∈ Z and A′ ⊂ A Borel ⇒ A′ ∈ Z.
Then µ can be represented in the form
(A.1) µ = µ1 + µ2,
where µ1 and µ2 are bounded Borel measures such that
µ1(A) = 0 ∀A ∈ Z and µ2 vanishes outside a set A0 ∈ Z.
This representation is unique.
Proof. First assume that µ is nonnegative. Denote
Xµ = sup
{
µ(A) ; A ∈ Z
}
.
Let {An} be an increasing sequence of sets in Z such that
µ(An)→ Xµ.
Let A0 =
⋃
nAn and put
µ1(B) = µ(B ∩ A
c
0), µ2(B) = µ(B ∩ A0),
for every Borel set B. Since A0 ∈ Z, it remains to verify that µ1 vanishes on sets
of Z. By contradiction, suppose that there exists E ∈ Z such that µ1(E) > 0. Let
E1 = E ∩ A
c
0. Then µ(E1) > 0 and E1 ∈ Z. It follows that A0 ∪ E1 ∈ Z and
µ(A0 ∪ E1) > Xµ. Contradiction.
If µ is a signed measure, apply the above to µ+ and µ−. The uniqueness is obvious.
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Appendix B: Standard existence, uniqueness and comparison results.
In this appendix, we collect some well-known results (and a few new ones) which
are used throughout this paper. For the convenience of the reader, we shall sketch
some of the proofs.
We start with the existence, uniqueness and regularity of solutions of the linear
problem
(B.1)
{
−∆u = µ in Ω,
u = 0 on ∂Ω,
where µ ∈ M(Ω).
Theorem B.1. Given µ ∈ M(Ω), there exists a unique u ∈ L1(Ω) satisfying
(B.2) −
∫
Ω
u∆ζ =
∫
Ω
ζ dµ ∀ζ ∈ C20 (Ω).
Moreover, u ∈ W 1,q0 (Ω) for every 1 ≤ q <
N
N−1 , with the estimates
(B.3) ‖u‖Lq∗ ≤ C‖∇u‖Lq ≤ C‖µ‖M,
where 1q∗ =
1
q −
1
N . In particular, u ∈ L
p(Ω) for every 1 ≤ p < NN−2 , and u satisfies
(B.4)
∫
Ω
∇u · ∇ψ =
∫
Ω
ψ dµ ∀ψ ∈W 1,r0 (Ω),
for any r > N .
The proof of Theorem B.1 relies on a standard duality argument and shall be
omitted; see [S, The´ore`me 8.1].
We now establish a weak form of the maximum principle:
Proposition B.1. Let v ∈ W 1,10 (Ω) be such that
(B.5) −
∫
Ω
v∆ϕ ≤ 0 ∀ϕ ∈ C∞c (Ω), ϕ ≥ 0 in Ω.
Then
(B.6) −
∫
Ω
v∆ζ ≤ 0 ∀ζ ∈ C20 (Ω), ζ ≥ 0 in Ω
and, consequently,
(B.7) v ≤ 0 a.e.
Proof. From (B.5) we have
∫
Ω
∇v · ∇ϕ ≤ 0 ∀ϕ ∈ C∞c (Ω), ϕ ≥ 0 in Ω
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so that, by density of C∞c (Ω) in C
2
c (Ω),∫
Ω
∇v · ∇ϕ ≤ 0 ∀ϕ ∈ C2c (Ω), ϕ ≥ 0 in Ω.
Let (γn) be a sequence in C
∞
c (Ω) such that 0 ≤ γn ≤ 1, γn(x) = 1 if d(x, ∂Ω) >
1
n ,
and |∇ζn| ≤ Cn, ∀n ≥ 1. For any ζ ∈ C20 (Ω), ζ ≥ 0, we have
(B.8)
∫
Ω
∇v · (γn∇ζ + ζ∇γn) =
∫
Ω
∇v · ∇(γnζ) ≤ 0.
Note that∫
Ω
|∇v||∇γn|ζ ≤ Cn
∫
d(x,∂Ω)≤ 1
n
|∇v|ζ ≤ C
∫
d(x,∂Ω)≤ 1
n
|∇v| → 0 as n→∞.
Thus, as n→∞ in (B.8), we obtain∫
Ω
∇v · ∇ζ ≤ 0 ∀ζ ∈ C20 (Ω), ζ ≥ 0 in Ω,
which yields (B.6) since v ∈ W 1,10 (Ω). Inequality (B.7) is a trivial consequence of
(B.6).
Lemma B.1. Let p : R → R, p(0) = 0, be a bounded nondecreasing continuous
function. Given f ∈ L1(Ω), let u ∈ L1(Ω) be the unique solution of
(B.9) −
∫
Ω
u∆ζ =
∫
Ω
fζ ∀ζ ∈ C20 (Ω).
Then
(B.10)
∫
Ω
fp(u) ≥ 0.
Proof. Clearly, it suffices to establish the lemma for p ∈ C2(R). Assume for the
moment f ∈ C∞(Ω). In this case, u ∈ C20 (Ω). Since p(0) = 0, we have p(u) ∈
C20 (Ω). Using p(u) as a test function in (B.9), we get∫
Ω
fp(u) =
∫
Ω
p′(u)|∇u|2 ≥ 0.
This establishes the lemma for f smooth. The general case when f is just an
L1-function, not necessarily smooth, easily follows by density.
Proposition B.2. Given f ∈ L1(Ω), let u be the unique solution of (B.9). Then,
for every M > 0, we have
(B.11)
∫
[u≥M ]
f ≥ 0 and
∫
[u≤−M ]
f ≤ 0.
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In particular,
(B.12)
∫
[|u|≥M ]
f sgn (u) ≥ 0.
Above, we denote by sgn the function sgn (t) = 1 if t > 0, sgn (t) = −1 if t < 0,
and sgn (0) = 0.
Proof. Clearly, it suffices to establish the first inequality in (B.11). Let (pn) be a
sequence of continuous functions in R such that each pn is nondecreasing, pn(t) = 1
if t ≥M and pn(t) = 0 if t ≤M −
1
n . By the previous lemma,∫
Ω
fpn(u) ≥ 0 ∀n ≥ 1.
As n→∞, the result follows.
Proposition B.3. Let v ∈ L1(Ω), f ∈ L1(Ω) and ν ∈M(Ω) satisfy
(B.13) −
∫
Ω
v∆ζ +
∫
Ω
fζ =
∫
Ω
ζ dν ∀ζ ∈ C20 (Ω).
Then
(B.14)
∫
[v>0]
f ≤ ‖ν+‖M
and thus
(B.15)
∫
Ω
f sgn (v) ≤ ‖ν‖M.
Proof. Let νn = ρn ∗ ν (here we use the same notation as in Section 4). Let vn
denote the solution of (B.13) with ν replaced by νn. By Lemma B.1, we have∫
Ω
(νn − f) p(vn) ≥ 0,
where p is any function satisfying the assumptions of the lemma. Thus, if 0 ≤
p(t) ≤ 1, ∀t ∈ R, then we have∫
Ω
fp(vn) ≤
∫
Ω
νnp(vn) ≤
∫
Ω
(νn)
+ ≤ ‖ν+‖M.
Let n→∞ to get
(B.16)
∫
Ω
fp(v) ≤ ‖ν+‖M.
Apply (B.16) to a sequence of nondecreasing continuous functions (pn) such that
pn(t) = 0 if t ≤ 0 and pn(t) = 1 if t ≥
1
n . As n→∞, we obtain (B.14).
An easy consequence of Proposition B.3 is the following
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Corollary B.1. Let g : R→ R be a continuous, nondecreasing function such that
g(0) = 0. Given µ ∈M(Ω), then the equation
(B.17)
{
−∆u+ g(u) = µ in Ω,
u = 0 on ∂Ω,
has at most one solution u ∈ L1(Ω) with g(u) ∈ L1(Ω). Moreover,
(B.18)
∫
Ω
|g(u)| ≤ ‖µ‖M and
∫
Ω
|∆u| ≤ 2‖µ‖M.
If (B.17) has a solution for µ1, µ2 ∈M(Ω), say u1, u2, resp., then
(B.19)
∫
Ω
[
g(u1)− g(u2)
]+
≤
∥∥(µ1 − µ2)+∥∥M.
In particular,
(B.20)
∫
Ω
∣∣g(u1)− g(u2)∣∣ ≤ ‖µ1 − µ2‖M.
We now recall the following unpublished result of H. Brezis from 1972 (see, e.g.,
[GV]):
Proposition B.4. Given f ∈ L1(Ω; ρ0 dx) and h ∈ L1(∂Ω), there exists a unique
u ∈ L1(Ω) such that
(B.21) −
∫
Ω
u∆ζ =
∫
Ω
fζ −
∫
∂Ω
h
∂ζ
∂n
∀ζ ∈ C20 (Ω).
In addition, there exists C > 0 such that
(B.22) ‖u‖L1 ≤ C
(
‖fρ0‖L1(Ω) + ‖h‖L1(∂Ω)
)
.
We now establish the following
Lemma B.2. Given f ∈ L1(Ω; ρ0 dx), let u ∈ L1(Ω) be the unique solution of
(B.21) with h = 0. Then
(B.23) k
∫
d(x,∂Ω)< 1
k
|u| → 0 as k→∞.
Proof.
Step 1. Proof of the lemma when f ≥ 0.
Since f ≥ 0, we have u ≥ 0. Let H ∈ C2(R) be a nondecreasing concave function
such that H(0) = 0, H ′′(t) = −1 if t ≤ 1 and H(t) = 1 if t ≥ 2. We denote by
ζ0 ∈ C20 (Ω), ζ0 ≥ 0, the solution of{
−∆ζ0 = 1 in Ω,
ζ0 = 0 on ∂Ω.
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For any k ≥ 1, let wk =
1
kH(kζ0). By construction, wk ∈ C
2
0 (Ω) and
∆wk = kH
′′(kζ0)|∇ζ0|
2 +H ′(kζ0)∆ζ0 ≤ −kχ[ζ0≤ 1k ]|∇ζ0|
2.
Thus,
(B.24) −
∫
Ω
u∆wk ≥ k
∫
[ζ0≤
1
k
]
|∇ζ0|
2u.
Use wk as a test function in (B.21) (recall that h = 0). It follows from (B.24) that
(B.25) k
∫
[ζ0≤
1
k
]
|∇ζ0|
2u ≤
∫
Ω
wkf.
By Hopf’s lemma, we have |∇ζ0|2 ≥ α0 > 0 in some neighborhood of ∂Ω in Ω. In
particular, there exists c > 0 such that cζ0(x) ≤ d(x, ∂Ω) ≤
1
c ζ0(x) for all x ∈ Ω.
Thus, for k ≥ 1 sufficiently large, we have
(B.26) α0k
∫
d(x,∂Ω)≤ c
k
|∇ζ0|
2u ≤
∫
Ω
wkf.
Note that the right-hand side of (B.26) tends to 0 as k → ∞. In fact, we have
wk ≤ Cζ0, ∀k ≥ 1, and wk ≤
1
kH(kζ0)→ 0 a.e. Thus, by dominated convergence,
(B.27)
∫
Ω
wkf → 0 as k →∞.
Combining (B.26) and (B.27), we obtain (B.23).
Step 2. Proof of the lemma completed.
Let v ∈ L1(Ω) denote the unique solution of
(B.28) −
∫
Ω
v∆ζ =
∫
Ω
|f |ζ ∀ζ ∈ C20 (Ω).
By comparison, we have |u| ≤ v. On the other hand, v satisfies the assumption of
Step 1. Thus,
(B.29) k
∫
d(x,∂Ω)< 1
k
|u| ≤ k
∫
d(x,∂Ω)< 1
k
v → 0 as k →∞.
This establishes Lemma B.2.
The next result is a new variant of Kato’s inequality, where the test function ζ
need not have compact support in Ω:
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Proposition B.5. Let u ∈ L1(Ω) and f ∈ L1(Ω; ρ0 dx) be such that
(B.30) −
∫
Ω
u∆ζ ≤
∫
Ω
fζ ∀ζ ∈ C20 (Ω), ζ ≥ 0 in Ω.
Then
(B.31) −
∫
Ω
u+∆ζ ≤
∫
[u≥0]
fζ ∀ζ ∈ C20 (Ω), ζ ≥ 0 in Ω.
Proof. We first notice that
(B.32) −
∫
Ω
u+∆ϕ ≤
∫
[u≥0]
fϕ ∀ϕ ∈ C∞c (Ω), ϕ ≥ 0 in Ω.
In fact, by (B.30) we have −∆u ≤ f in D′(Ω). Then, Theorem 7 yields
(−∆u+)d ≤ χ[u≥0](−∆u)d ≤ χ[u≥0]f and (−∆u
+)c = (−∆u)
+
c ≤ (f)
+
c = 0.
Thus,
−∆u+ = (−∆u+)d + (−∆u
+)c ≤ χ[u≥0]f in D
′(Ω),
which is precisely (B.32).
Let (γk) ⊂ C∞c (Ω) be a sequence such that 0 ≤ γk ≤ 1 in Ω, γk(x) = 1 if d(x, ∂Ω) ≥
1
k , ‖∇γk‖L∞ ≤ k, and ‖∆γk‖L∞ ≤ Ck
2. Given ζ ∈ C20 (Ω), ζ ≥ 0, we apply (B.32)
with ϕ = ζγk to get
(B.33) −
∫
Ω
u+∆(ζγk) ≤
∫
[u≥0]
fζγk.
Consider again the unique solution v ≥ 0 of (B.28). By comparison we have u ≤ v
a.e. and thus u+ ≤ v a.e. From Lemma B.2 we see that
(B.34)
∫
Ω
u+|∇ζ||∇γk| ≤ Ck
∫
d(x,∂Ω)< 1
k
u+ → 0 as k→∞.
Similarly,
(B.35)
∫
Ω
u+ζ|∆γk| ≤ Ck
∫
d(x,∂Ω)< 1
k
u+ → 0 as k →∞.
Let k →∞ in (B.33). Using (B.34) and (B.35), we obtain (B.31).
Remark B.1. There is an alternative proof of Proposition B.5. First, one shows
that (B.30) implies that there exist two measures µ ≤ 0, λ ≤ 0, where µ ∈ M(∂Ω)
and λ is locally bounded in Ω, with
∫
Ω
ρ0 d|λ| <∞, satisfying
(B.36) −
∫
Ω
u∆ζ =
∫
Ω
fζ +
∫
Ω
ζ dλ−
∫
∂Ω
∂ζ
∂n
dµ ∀ζ ∈ C20 (Ω).
[The existence of λ is fairly straightforward, and the existence of µ is a consequence
of Herglotz’s theorem concerning positive superharmonic functions].
Then, inequality (B.31) follows from (B.36) using the same strategy as in the proof
of Lemma 1.5 in [MV2].
As a consequence of Proposition B.5, we have the following
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Corollary B.2. Let g1, g2 : R → R be two continuous nondecreasing functions
such that g1 ≤ g2. Let uk ∈ L1(Ω), k = 1, 2, be such that gk(uk) ∈ L1(Ω; ρ0 dx). If
(B.37) −
∫
Ω
(u2 − u1)∆ζ +
∫
Ω
[
g2(u2)− g1(u1)
]
ζ ≤ 0 ∀ζ ∈ C20 (Ω), ζ ≥ 0 in Ω,
then
(B.38) u2 ≤ u1 a.e.
Proof. Applying Proposition B.5 to u = u2 − u1 and f = g1(u1)− g2(u2), we have
−
∫
Ω
(u2 − u1)
+∆ζ ≤ −
∫
Ω
[
g2(u2)− g1(u1)
]+
ζ ≤ 0 ∀ζ ∈ C20 (Ω), ζ ≥ 0 in Ω.
This immediately implies that u2 ≤ u1 a.e.
We now present some general existence results for problem (B.17). Below, g :
R→ R denotes a continuous, nondecreasing function, such that g(0) = 0.
Theorem B.2 (Brezis-Strauss [BS]). For every f ∈ L1(Ω), the equation
(B.39)
{
−∆u+ g(u) = f in Ω,
u = 0 on ∂Ω,
has a unique solution u ∈ L1(Ω) with g(u) ∈ L1(Ω).
Proof. We first observe that if f ∈ C∞(Ω), then (B.39) always has a solution
u ∈ C1(Ω) (easily obtained via minimization).
For a general f ∈ L1(Ω), let (fn) be a sequence of smooth functions on Ω, converging
to f in L1(Ω). For each fn, let un denote the corresponding solution of (B.39). By
(B.20), the sequence (g(un)) is Cauchy in L
1(Ω). We then conclude from (B.3) that
(un) is also Cauchy in L
1(Ω), so that
un → u and g(un)→ g(u) in L
1(Ω).
Thus u is a solution of (B.39). The uniqueness follows from Corollary B.1.
Theorem B.3 (Brezis-Browder [BBr]). For every T ∈ H−1(Ω), the equation
(B.40)
{
−∆u+ g(u) = T in Ω,
u = 0 on ∂Ω,
has a unique solution u ∈ H10 (Ω) with g(u) ∈ L
1(Ω).
Proof. Assume g is uniformly bounded. In this case, the existence of u presents no
difficulty, e.g., via a minimization argument in H10 (Ω). In particular, we see that
u ∈ H10 (Ω).
For a general nonlinearity g, let (gn) be the sequence given by gn(t) = g(t) if |t| ≤ n,
gn(t) = g(n) if t > n, and gn(t) = g(−n) if t < −n. Let un ∈ H10 (Ω) be the solution
of (B.40) corresponding to gn. Note that un satisfies∫
Ω
∇un · ∇v +
∫
Ω
gn(un)v = 〈T, v〉 ∀v ∈ H
1
0 (Ω).
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Using v = un as a test function, we get∫
Ω
|∇un|
2 +
∫
Ω
gn(un)un = 〈T, un〉 ≤ C
(∫
Ω
|∇un|
2
)1/2
.
Thus,
(B.41)
∫
Ω
gn(un)un ≤ C and
∫
Ω
|∇un|
2 ≤ C,
for some constant C > 0 independent of n ≥ 1. Since (un) is uniformly bounded in
H10 (Ω), then up to a subsequence we can find u ∈ H
1
0 (Ω) such that
un → u in L
1 and a.e.
By (B.41), for any M > 0, we also have∫
[|un|≥M ]
|gn(un)| ≤
1
M
∫
Ω
gn(un)un ≤
C
M
.
We claim that
gn(un) is equi-integrable.
In fact, for any Borel set E ⊂ Ω, we estimate∫
E
|gn(un)| =
∫
E
[|un|<M ]
|gn(un)|+
∫
E
[|un|≥M ]
|gn(un)| ≤ AM |E|+
C
M
,
where AM = max {g(M),−g(−M)}. Given ε > 0, let M > 0 sufficiently large so
that CM < ε. With M fixed, we take |E| small enough so that AM |E| < ε. We
conclude that ∫
E
|gn(un)| < 2ε ∀n ≥ 1.
Thus, (gn(un)) is equi-integrable. Since un → u a.e., it follows from Egorov’s lemma
that gn(un) → g(u) in L1(Ω). Therefore, u satisfies (B.40). By Proposition B.3,
this solution is unique.
Combining the techniques from both proof, we have the following:
Theorem B.4. For every f ∈ L1(Ω) and every T ∈ H−1(Ω), the equation
(B.42)
{
−∆u+ g(u) = f + T in Ω,
u = 0 on ∂Ω,
has a unique solution u ∈ L1(Ω) with g(u) ∈ L1(Ω).
Proof. Let fn be a sequence in C
∞(Ω) converging to f in L1(Ω). Since fn + T ∈
H−1, we can apply Theorem B.3 to obtain a solution un of (B.42) for fn + T . For
every n1, n2 ≥ 1, we have
(B.43) −∆(un1 − un2) + g(un1)− g(un2) = fn1 − fn2 in (C
2
0 )
∗.
It follows from Proposition B.3 that∫
Ω
∣∣g(un1)− g(un2)∣∣ ≤
∫
Ω
|fn1 − fn2 |.
Thus, (g(un)) is a Cauchy sequence. Returning to (B.43), we conclude from (B.3)
that (un) is Cauchy in L
1(Ω). Passing to the limit as n → ∞, we find a solution
u ∈ L1(Ω) of (B.42). By Proposition B.3, the solution is unique.
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Corollary B.3. Let µ ∈ M(Ω). If µ is diffuse, then (B.17) admits a unique
solution u ∈ L1(Ω) with g(u) ∈ L1(Ω).
Proof. It suffices to observe that, by a result of Boccardo-Galloue¨t-Orsina [BGO1],
every diffuse measure µ belongs to L1 +H−1.
Concerning the existence of solutions for every measure µ ∈ M(Ω), we have
Theorem B.5 (Be´nilan-Brezis [BB]). Assume N ≥ 2 and
(B.44) |g(t)| ≤ C(|t|p + 1) ∀t ∈ R,
for some p < NN−2 . Then, for every µ ∈ M(Ω), problem (B.17) has a unique
solution u ∈ L1(Ω).
Assumption (B.44) is optimal, in the sense that if N ≥ 3, g(t) = |t|p−1t and
p ≥ NN−2 , then (B.17) has no weak solution for µ = δa, where a ∈ Ω:
Theorem B.6 (Be´nilan-Brezis [BB]; Brezis-Ve´ron [BV]). Assume N ≥ 3.
If p ≥ NN−2 , then, for any a ∈ Ω, the problem{
−∆u+ |u|p−1u = δa in Ω,
u = 0 on ∂Ω,
has no solution u ∈ Lp(Ω).
Appendix C: Correspondence between
[
C0(Ω)
]∗
and
[
C(Ω)
]∗
.
In this section we establish the following
Proposition C.1. Given µ ∈
[
C0(Ω)
]∗
, there exists a unique µ˜ ∈
[
C(Ω)
]∗
such
that
(C.1) µ˜ = µ on C0(Ω) and |µ˜|(∂Ω) = 0.
In addition, the map µ 7→ µ˜ is a linear isometry.
In order to prove Proposition C.1, we shall need the following
Lemma C.1. Given ε > 0, there exists δ > 0 such that if ζ ∈ C0(Ω), |ζ| ≤ 1 in Ω,
and supp ζ ⊂ Ω\Ωδ, then
|〈µ, ζ〉| ≤ ε.
Here, we denote by Ωδ the set
{
x ∈ Ω ; d(x, ∂Ω) > δ
}
.
Proof. We argue by contradiction. Assume there exist ε0 > 0 and a sequence
(ζn) ⊂ C0(Ω) such that |ζn| ≤ 1 in Ω, supp ζn ⊂ Ω\Ω1/n, and
〈µ, ζn〉 > ε0 ∀n ≥ 1.
Without loss of generality, we may assume that each ζn has compact support in
Ω (this is always possible, by density of C∞c (Ω) in C0(Ω)). In particular, we can
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extract a subsequence (ζnj ) such that supp ζnj are all disjoint. For any k ≥ 1, let
ζ˜k =
∑k
j=1 ζnj . By construction,
‖ζ˜k‖L∞ ≤ 1 and supp ζ˜k ⊂ Ω.
Moreover,
kε0 < 〈µ, ζ˜k〉 ≤ ‖µ‖M.
Since k ≥ 1 was arbitrary, this gives a contradiction.
Proof of Proposition C.1. Let µ ∈
[
C0(Ω)
]∗
. Given ζ ∈ C(Ω), let (ζn) be any
sequence in C0(Ω) such that
‖ζn‖L∞ ≤ C and ζn → ζ in L
∞
loc(Ω).
It easily follows from Lemma C.1 that (〈µ, ζn〉) is Cauchy in R. In particular, the
limit lim
n→∞
〈µ, ζn〉 exists and is independent of the sequence (ζn). Set
〈µ˜, ζ〉 = lim
n→∞
〈µ, ζn〉.
Clearly, µ˜ is a continuous linear functional on C(Ω) and
〈µ˜, ζ〉 = 〈µ, ζ〉 ∀ζ ∈ C0(Ω).
In addition, Lemma C.1 implies that |µ˜|(∂Ω) = 0; in particular, ‖µ˜‖C∗ = ‖µ‖(C0)∗ .
The uniqueness of µ˜ follows immediately from (C.1).
Appendix D: A new decomposition for diffuse measures.
The goal of this section is to establish Theorem 3. Let G denote the Green
function of the Laplacian in Ω. Given µ ∈ M(Ω), µ ≥ 0, set
G(µ)(x) =
∫
Ω
G(x, y) dµ(y).
Note that G(µ) is well-defined for every x ∈ Ω, possibly taking values +∞.
We first present some well-known results in Potential Theory:
Lemma D.1. Let µ ∈ M(Ω), µ ≥ 0, be such that G(µ) < ∞ everywhere in Ω.
Given ε > 0, there exists L ⊂ Ω compact such that
(D.1) µ(Ω\L) < ε and G(µ⌊L) ∈ C0(Ω).
Proof. If µ has compact support in Ω, then Lemma D.1 is precisely Theorem 6.21
in [H]. For an arbitrary µ ∈M(Ω), µ ≥ 0, such that G(µ) <∞ in Ω, we proceed as
follows. By inner regularity of µ, there exists K ⊂ Ω compact such that µ(Ω\K) <
ε
2 . Since G(µ⌊K) ≤ G(µ), the function G(µ⌊K) is also finite everywhere in Ω. Then,
by Theorem 6.21 in [H], there exists L ⊂ Ω compact such that
µ⌊K(Ω\L) <
ε
2
and G(µ⌊K∩L) ∈ C0(Ω).
We conclude that (D.1) holds with L replaced by K ∩ L.
As a consequence of Lemma D.1, we have
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Proposition D.1. Let u ∈ W 1,10 (Ω) be such that ∆u is a diffuse measure in Ω.
Then, there exists a sequence (un) ⊂ C0(Ω) such that ∆un ∈M(Ω), ∀n ≥ 1,
(D.2) u =
∞∑
n=1
un a.e. in Ω and ‖∆u‖M =
∞∑
n=1
‖∆un‖M.
Proof. We shall split the proof of Proposition D.1 into three steps.
Step 1. Let µ ≥ 0 be a measure such that G(µ) <∞ everywhere in Ω. Then, there
exist disjoint Borel sets An ⊂ Ω such that
(D.3) µ
(
Ω\
∞⋃
n=1
An
)
= 0 and G(µ⌊An) ∈ C0(Ω) ∀n ≥ 1.
This result easily follows from Lemma D.1 by an induction argument.
Step 2. Let µ ≥ 0 be a diffuse measure in Ω. Then, there exist disjoint Borel sets
An ⊂ Ω such that
(D.4) µ
(
Ω\
∞⋃
n=1
An
)
= 0 and G(µ⌊An) ∈ C0(Ω) ∀n ≥ 1.
For each k ≥ 1, let
Ek =
{
x ∈ Ω ; G(µ)(x) ≤ k
}
.
Since G(µ) is lower semicontinuous (by Fatou), Ek is closed in Ω. Clearly, we have
G(µ⌊Ek) ≤ k in Ek and G(µ⌊Ek) is harmonic in Ω\Ek. Therefore, by the maximum
principle, G(µ⌊Ek) ≤ k everywhere in Ω.
Applying the previous step to the measures µ⌊Ek\Ek−1 , one can find disjoint Borel
sets An ⊂ Ω such that
µ
(
F\
∞⋃
n=1
An
)
= 0 and G(µ⌊An) ∈ C0(Ω) ∀n ≥ 1,
where
F =
{
x ∈ Ω ; G(µ)(x) <∞
}
.
Since µ is diffuse and Ω\F has zero capacity (see e.g. [H, Theorem 7.33]), we have
µ(Ω\F ) = 0. Thus,
µ
(
Ω\
∞⋃
n=1
An
)
= 0,
from which the result follows.
Step 3. Proof of Proposition D.1 completed.
Set µ = −∆u. Applying Step 2 to µ+, one can find disjoint Borel sets (An) such
that
µ+
(
Ω\
∞⋃
n=1
An
)
= 0 and G(µ+⌊An) ∈ C0(Ω) ∀n ≥ 1.
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Similarly, there exist disjoint Borel sets (Bn) such that
µ−
(
Ω\
∞⋃
n=1
Bn
)
= 0 and G(µ−⌊Bn) ∈ C0(Ω) ∀n ≥ 1.
Since
µ = µ+ − µ− =
∞∑
n=1
µ+⌊An −
∞∑
n=1
µ−⌊Bn ,
we have
u =
∞∑
n=1
G(µ+⌊An)−
∞∑
n=1
G(µ−⌊Bn) a.e.
and
‖∆u‖M =
∞∑
n=1
∥∥µ+⌊An∥∥M +
∞∑
n=1
∥∥µ−⌊Bn∥∥M.
This concludes the proof of the proposition.
We can now present the
Proof of Theorem 3. Let u ∈W 1,10 (Ω) be the unique solution of
−∆u = µ in (C20 )
∗.
Let (un) ⊂ C0(Ω) be the sequence given by Proposition D.1. For δ > 0 fixed, take
wn ∈ C20 (Ω) such that
‖un − wn‖L∞ ≤
δ
2n
and ‖∆wn‖L1 ≤ ‖∆un‖M.
Let
v =
∞∑
n=1
(un − wn) and f = −
∞∑
n=1
∆wn.
Since
(D.5) ‖v‖L∞ ≤
∞∑
n=1
‖un − wn‖L∞ ≤ δ,
we have v ∈ C0(Ω) and ‖v‖L∞ ≤ δ. Moreover,
(D.6) ‖f‖L1 ≤
∞∑
n=1
‖∆wn‖L1 ≤
∞∑
n=1
‖∆un‖M = ‖µ‖M
implies f ∈ L1(Ω). Finally, by construction, we have
(D.7) µ = f −∆v in (C20 )
∗.
In particular, ∆v = f − µ is a measure and ‖∆v‖M ≤ 2‖µ‖M. Thus,
(D.8) ‖∇v‖2L2 ≤ ‖v‖L∞‖∆v‖M ≤ 2δ‖µ‖M.
Since v ∈ C0(Ω) ∩H10 , (0.21) immediately follows from (D.7). Moreover, replacing
δ by δ2‖µ‖M in (D.5) and (D.8), we conclude that (0.22) holds. The proof of
Theorem 3 is complete.
Note that our construction of f ∈ L1 and v ∈ L∞ satisfying (0.21) is not linear
with respect to µ. Here is a natural question:
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Open problem 7. Can one find a bounded linear operator
T : µ ∈ Md(Ω) 7−→ (f, v) ∈ L
1 × L∞
such that (0.21) and (0.22) hold?
After receiving a preprint of our work, A. Ancona [A2] has provided a negative
answer to the question above.
Appendix E: Equivalence between capH1 and cap∆,1.
Given a compact set K ⊂ Ω, let cap∆,1 (K) denote the capacity associated to
the Laplacian. More precisely,
cap∆,1(K) = inf
{∫
Ω
|∆ϕ| ; ϕ ∈ C∞c (Ω), ϕ ≥ 1 in some neighborhood of K
}
.
In order to avoid confusion, throughout this section we shall denote by capH1 the
Newtonian capacity with respect to Ω (which we simply denote cap everywhere else
in this paper).
The main result in this appendix is the following
Theorem E.1. For every compact set K ⊂ Ω, we have
(E.1) cap∆,1(K) = 2 capH1 (K).
Remark E.1. In an earlier version of this work, we had only established the equiv-
alence between capH1 and cap∆,1. The exact formula (E.1) has been suggested to
us by A. Ancona.
We first prove the following
Lemma E.1. Let K ⊂ Ω be a compact set. Given ε > 0, there exists ψ ∈ C∞c (Ω)
such that 0 ≤ ψ ≤ 1 in Ω, ψ = 1 in some neighborhood of K, and
(E.2)
∫
Ω
|∆ψ| ≤ 2 capH1(K) + ε.
Proof. Let ω ⊂⊂ Ω be an open set such that K ⊂ ω and
capH1(ω) ≤ capH1 (K) +
ε
4
.
Let u denote the capacitary potential of ω. More precisely, let u ∈ H10 (Ω) be such
that u = 1 in ω and ∫
Ω
|∇u|2 = capH1(ω).
Note that u is superharmonic in Ω and harmonic in Ω\ω. In particular, 0 ≤ u ≤ 1.
Since supp∆u ⊂ [u = 1], u is continuous (see [H, Theorem 6.20]) and
‖∆u‖M = −
∫
Ω
∆u = −
∫
Ω
u∆u =
∫
Ω
|∇u|2 = capH1 (ω).
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Given δ > 0 small, set
v =
(u − δ)+
1− δ
.
Since v has compact support in Ω, we have
(E.3)
∫
Ω
∆v = 0.
Moreover, ∆v is a diffuse measure (note that v ∈ H10 (Ω)) and
(E.4) supp∆v ⊂ [v = 0] ∪ [v = 1].
Thus, by Corollary 1.3 in [BP2], we have
(E.5) ∆v ≥ 0 in [v = 0] and ∆v ≤ 0 in [v = 1].
It then follows from (E.3)–(E.5) that
‖∆v‖M = 2
∫
[v=1]
|∆v|.
Since ∆v = 11−δ∆u in [v = 1], we conclude that
‖∆v‖M ≤
2
1− δ
‖∆u‖M.
Using the same notation as in Section 4, we now take n ≥ 1 sufficiently large so that
the function ψ = ρn ∗ v has compact support in Ω and ψ = 1 in some neighborhood
of K. We claim that ψ satisfies all the required properties. In fact, since 0 ≤ ψ ≤ 1
in Ω, we only have to show that (E.2) holds. Note that
∫
Ω
|∆ψ| ≤ ‖∆v‖M ≤
2
1− δ
‖∆u‖M =
2
1− δ
capH1 (ω).
Choosing δ > 0 so that
δ
1− δ
capH1 (ω) <
ε
4
,
we have ∫
Ω
|∆ψ| ≤ 2
(
1 +
δ
1− δ
)
capH1 (ω) ≤ 2 capH1 (K) + ε,
which is precisely (E.2).
We now present the
Proof of Theorem E.1. In view of Lemma E.1, it suffices to show that
(E.6) capH1 (K) ≤
1
2
cap∆,1(K).
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Let ϕ ∈ C∞c (Ω) be such that ϕ ≥ 1 in some neighborhood of K. Set ϕ˜ =
min {1, ϕ+}. For n ≥ 1 sufficiently large, the function ϕ˜n = ρn ∗ ϕ˜ belongs to
C∞c (Ω) and ϕ˜n = 1 in some neighborhood of K. We then have
capH1 (K) ≤
∫
Ω
|∇ϕ˜n|
2 ≤
∫
Ω
|∇ϕ˜|2 =
∫
Ω
∇ϕ˜ · ∇ϕ = −
∫
Ω
ϕ˜∆ϕ.
Recall that ϕ has compact support in Ω and 0 ≤ ϕ˜ ≤ 1. Thus,
∫
Ω
∆ϕ = 0 and we
have
capH1 (K) ≤ −
∫
Ω
(
ϕ˜−
1
2
)
∆ϕ ≤
1
2
∫
Ω
|∆ϕ|.
Since ϕ was arbitrary, we conclude that (E.6) holds. This establishes Theorem E.1.
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