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Abstract
Symplectic geometry is a branch of differential geometry that studies dif-
ferentiable manifolds equipped with a closed nondegenerate two-form. They
became much more interesting when it was observerd that the phase space
of some classical dynamical systems, under the hamiltonian formulation, take
structure of a symplectic manifold. In this thesis, after a review of all needed
background on symplectic geometry, we focus on toric manifolds. It is the case
when the symplectic manifold we consider admits an effective smooth action of
a torus of exactly half the dimension of the symplectic manifold. We explain
Delzant theorem, which classifies all compact toric manifolds and the link of
these manifolds with integrable systems, a particular case of dynamical system,
through Arnold-Liouville theorem. Finally, under the Severo Ochoa - Introduc-
tion to Research program at ICMAT and tutoring of Daniel Peralta, we develop
a new proof for the first statement of Arnold-Liouville theorem.
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1 Preliminaries
In this section we will introduce all the necessary background in Symplectic
geometry to understand the statement and the proof of Delzant theorem. Most
of the content in this section was learned from [3].
1.1 Skew-symmetric bilinear maps
Let V be a vector space over R of dimension m. A bilinear map Ω : V ×V → R
is skew-symmetric if Ω(u, v) = −Ω(v, u), for all u, v ∈ V .
Theorem 1. Let Ω be a skew-symmetric bilinear map on V. Then there is a
basis u1, ..., uk, e1, ..., en, v1, ..., vn of V such that
Ω(ui, v) = 0, ∀i and ∀v ∈ V,
Ω(ei, ej) = Ω(vi, vj) = 0, ∀i, j and ,
Ω(ei, fj) = δij , ∀i, j.
The dimension of V can be written dim V = 2n+k. This basis is not unique,
and in matrix notation we have
Ω(u, v) = u
0 0 00 0 Id
0 −Id 0
v.
Proof. Choose a basis u1, ..., uk of U := {u ∈ V | Ω(u, v) = 0 ∀v ∈ V }. Choose
a complementary space W to U in V ,
V = U ⊕W.
Take any nonzero e1 ∈ W . There is f1 ∈ W such that Ω(e1, f1) 6= 0. We
can assume that Ω(e1, f1) = 1. Let
W1 = span of e1, f1
WΩ1 = {w ∈ Ω|Ω(w, v) = 0 for all v ∈W1}.
Claim. W1 ∩WΩ1 = {0}.
Suppose v = ae1 + bf1 ∈W1 ∩WΩ1 .
0 = Ω(v, e1) = −b,
0 = Ω(v, f1) = a,
implies v = 0.
Claim. W = W1 ⊕WΩ1 .
Suppose that v ∈W has Ω(v, e1) = c and Ω(v, f1) = d. Then
v = (−cf1 + de1)︸ ︷︷ ︸
∈W1
+ (v + cf1 − de1)︸ ︷︷ ︸
∈WΩ1
.
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Now take e2. There is f2 ∈ WΩ1 such that Ω(e2, f2) 6= 0. Assume that
Ω(e2, f2) = 1 and let W2 be the span of e2, f2. Etc. This iteration stops
because dim V <∞. We obtain then
V = U ⊕W1 ⊕ ...⊕Wn
where all the summands are orthogonal with respect to Ω, and Wi has basis
ei, fi with Ω(ei, fi) = 1.
The dimension of the subspace U does not depend on the choice of the basis,
so
k := dim U is an invariant of (V,Ω).
Since k + 2n = m = dim V , we have that
n is an invariant of (V,Ω); 2n is called the rank of Ω.
Definition. The map Ω˜ : V → V ∗ is the linear map defined by Ω˜(v)(u) =
Ω(v, u).
Definition. A skew-symmetric bilienar map Ω is symplectic (or nondegener-
ate) if Ω˜ is bijective. Then Ω is called a linear symplectic structure on V , and
(V,Ω) is called a symplectic vector space.
As Ω˜ is bijective, we have by Theorem 1 a basis e1, ..., en, v1, ..., vn and we
have
Ω(u, v) = [ u ]
[
0 Id
−Id 0
] |v
|
 .
In particular, for a vector space to be symplectic, it has to be of even dimension.
1.2 Symplectic structure on manifolds and hamiltonian
vector fields
Definition. Given a manifold M2n of even dimension and a closed non-degenerate
2-form ω ∈ Ω(M), the pair (M2n, w) is called a symplectic manifold.
A diffeomorphism f from (M1, ω1) to (M2, ω2) is a symplectomorphism if
f∗ω2 = ω1.
Example. A very important example of symplectic structure can be con-
structed in the cotangent bundle M = T ∗X of any n-dimensional manifold
X. Let (U, x1, ..., xn) be a coordinate chart at x ∈ X with xi : U → R the
coordinate facts. The differentials (dx1)x, ..., (dxn)x form a basis of T
∗
xX. That
means for ξ ∈ T ∗xX, ξ =
∑n
i=1 ξi(dxi)x for some ξi ∈ R. In particular it induces
a map
T ∗U −→ R2n
(x, ξ) 7−→ (x1, ..., xn, ξ1, ..., ξn).
This is a coordinate chart for M . The transition functions on intersections
are smooth: given two charts (U, x1, ..., xn, ξ1, ..., ξn) and (U
′, x′1, ..., x
′
n, ξ
′
1, ..., ξ
′
n)
then
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ξ =
n∑
i=1
ξi(dxi)x =
∑
i,j
ξi
∂xi
∂x′j
(dx′j)x =
n∑
i=1
ξ′i(dx
′
i)x.
Hence M is a 2n-dimensional manifold. We can define on it a 2-form ω by
ω =
n∑
i=1
dxi ∧ dξi.
Clearly, defining the 1-form
α =
n∑
i=1
ξidxi,
we have that ω = −dα. The form ω is independent from coordinates as a
consequence of the following claim.
Claim. The form α is intrinsically defined.
Proof. Let (U, x1, ..., xn, ξ1, ..., ξn) and (U
′, x′1, ..., x
′
n, ξ
′
1, ..., ξ
′
n) be two coordi-
nate charts for the cotangent space. On U ∩U ′, the two sets of coordinates are
related by the change of charts ξ′j =
∑
i ξi(
∂xi
∂x′j
). Since dx′j =
∑
i (
∂x′j
∂xi
)dxi, we
have
α =
∑
i
ξidxi =
∑
j
ξ′jdx
′
j = α
′
It is the tautological form, called the Liouville 1-form, and ω is the canonical
symplectic form.
An observation that can be done about symplectic manifolds is that they
are necessarily orientable. Consider the 2n-form ωn: by definition of ω it never
vanishes and so defines a volume form in M (equivalent to M being orientable).
In the particular case of dimension 2, a volume form is exactly a symplectic form.
This leads to another example of class of symplectic manifolds: orientable
surfaces. Some other examples are
• (R2n, ω0 =
∑n
i=1 dxi ∧ dyi),
• (Cn, ω = i2
∑n
i=1 dzi ∧ dz¯i),
• (S2, ω = dh ∧ dθ).
The (R2n, ω0) example is very important: any symplectic manifold (M2n, ω)
is locally symplectomorphic to (R2n, ω0).
Theorem (Darboux). Let (M,ω) be a 2m-dimensional symplectic manifold and
p be any point in M . Then there is a coordinate chart (U, x1, ..., xn, y1, ..., yn)
centered at p such that on U
ω =
n∑
i=1
dxi ∧ dyi.
This chart is called a Darboux chart.
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Let’s recall now a few concepts about vector fields in a manifold M , and
introduce new ones for a symplectic manifold (M,ω). Given a complete vector
field X ∈ Γ(M), its flow ϕt : M −→M is the unique solution for any p ∈M of
the ODE: {
ϕ0(p) = p
∂ϕt
∂t (p) = X(ϕt(p)).
The uniqueness and existence of the solution is given by Picard theorem.
The family {ϕt|t ∈ R} is then called a one-parameter group of diffeomorphisms
of M and denoted
ϕt = exp tX.
Definition. The Lie derivative of a differential form α with respect to the vector
field X is:
LXα = d
dt
(ϕt
∗α)|t=0.
Definition. A vector field X ∈ Γ(M) is symplectic if LXω = 0.
Define the interior product or contraction :
iX : Ω
k(M) −→ Ωk−1(M)
α 7−→ iXα(X1, ..., Xk−1)
= α(X,X1, ..., Xk−1).
We can state now the Cartan’s formula, that relates as follows Lie derivative
with the interior product and the exterior derivative d,
LXω = (d ◦ iX + iX ◦ d)ω. (1)
Finally, using Equation (1) and the fact that ω is closed (i.e dω = 0) we
obtain that:
X is symplectic ⇐⇒ LXω = 0 ⇐⇒ iXω is closed .
Note that iXω is a one-form in M . A particular case of closed forms are exact
forms, that is iXw = dβ for a certain smooth function β in M . Vector fields X
such that iXω is exact are called hamiltonian vector fields. In particular, for
any smooth function f : M −→ R we have by nondegeneracy a unique vector
field Xf on M such that iXfω = df . It is called the hamiltonian vector field
with hamiltonian function f .
Example. Consider the symplectic manifold (R4, ω = dx1 ∧ dy1 + dx2 ∧ dy2).
If we consider for example the function f = x2
2 + y1
2 we can compute its
corresponding hamiltonian vector field. The derivative of our function is df =
2x2dx2 + 2y1dy1. On the other hand, any vector field is of the form
X = a1
∂
∂x1
+ a2
∂
∂x2
+ b1
∂
∂y1
+ b2
∂
∂y2
, a1, a2, b1, b2 ∈ C∞(R4).
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Then, the interior product is
iXω = ω(X, ·)
= dx1 ∧ dy1(X, ·) + dx2 ∧ dy2(X, ·)
= a1dy1 + a2dy2 − b1dx1 − b2dx2.
Imposing iXω = df we obtain that a1 = 2y1, a2 = 0, b1 = 0 and b2 = −2x2.
The hamiltonian vector field with hamiltonian function f is hence
Xf = 2y1
∂
∂x1
− 2x2 ∂
∂y2
.
1.3 Lie groups and actions
Definition. G is called a Lie group if G is a smooth manifold and there exist
two smooth maps:
m : G×G −→ G
(x, y) 7−→ m(x, y),
and
i : G −→ G
x 7−→ i(x),
where m is the product and i the inverse giving G a group structure.
Examples. A very simple example of Lie group is R with addition. Another
example of Lie group is the circle S1 with rotation through θ the standard
angle (mod(2pi)). This is equivalent to complex numbers with modulus 1 with
multiplication.
Definition. A Lie action ϕ of G a Lie group on a manifold M is a map :
ϕ : G×M −→M
(g, x) 7−→ ϕ(g, x) = g · x,
such that e · x = x and g · (h · x) = (g · h) · x and ϕ is smooth. It is effective
if all element g ∈ G\{e} moves at least one point p ∈ M . It is free if e is the
only element in G with fixed points.
Example. We can consider an action of S1 on T 2 which consist simply on
rotating in one of the coordinate angles of the torus
ϕ : S1 × T 2 −→ T 2
(α, (θ1, θ2)) 7−→ (θ1 + α, θ2).
This action is free and effective.
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Note that an action can also be written as ϕ : G −→ Diff(M). Now given a
Lie group G, we denote TeG (tangent space at neutral element e ∈ G) as g. For
a given g ∈ G we can consider the smooth function ”left multiplication”:
Lg : G −→ G
h 7−→ g · h,
and consider its differential dLg|e : TeG −→ TgG.
For a given tangent vector X ∈ TeG we define the vector field X˜ ∈ Γ(G) as
X˜g = dLg|e(X) and a bracket in g:
[·, ·] : g× g −→ g
(X,Y ) 7−→ ([X˜, Y˜ ]G)e,
where [·, ·]G is the usual Lie bracket for vector fields.
Definition. A Lie algebra is a vector space g over some field F with a binary
operation [·, ·] : g× g→ g satisfying:
1. bilinearity,
2. antisymmetry: [x, y] = −[y, x], for all x, y ∈ g and
3. Jacobi identity: [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for all x, y, z ∈ g.
Definition. With this new defined bracket, g has a Lie algebra structure: we
call g the Lie algebra of the Lie group G.
Example. A simple example is the case where G = Rn. Then g = T0Rn ∼= Rn.
If we take X ∈ g, let’s check what is X˜g. By definition X˜g = d(Lg)|t=0(X). If
we take for example the curve γ(t) = tX then
X˜g =
d
dt
(Lg ◦ γ)|t=0
=
d
dt
(g + tX)|t=0
= X.
As X is fixed, we have X˜g constant ∀g ∈ G. Then the bracket of any two
tangent vectors X,Y is [X,Y ] = ([X˜, Y˜ ]G)0 = (X˜(Y˜ ) − Y˜ (X˜))0 = 0. Last
equality stands because constant vector fields commute.
Definition. An action ϕ is a symplectic action if
ϕ : G −→ Sympl(M,ω) ⊂ Diff(M,ω),
i.e., G acts by symplectomorphisms’.
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For the special case where the group acting is R, we have a bijection between
complete vector fields in M and smooth Lie actions of R on M given by:
{complete vector fields on M} ←→ {Lie actions of R on M}
X 7−→ exp tX
Xp =
dϕt(p)
dt
|t=0 ←− [ ϕ.
Claim. Symplectic complete vector fields are in a one-to-one correspondence
with symplectic actions.
Proof. If the action is symplectic, we have that ϕ∗tω = ω ∀t. The associated
vector field Xp =
dϕt(p)
dt is symplectic because
LXω = d
dt
(ϕ∗tw)|t=0
=
d
dt
(w)
= 0.
In the other way, given a symplectic vector field X, its associated action
is ϕt = exp tX. As X is symplectic, we have LXω = ddt (ϕ∗tω)|t=0 = 0. In
particular ϕ∗tω is constant. For t = 0, we have ϕ0 = ω so we conclude that
ϕ∗tω = ω i.e. ϕt is a symplectic action.
In the special case of hamiltonian vector, we have the following definition:
Definition. A symplectic action ϕ of R or S1 on (M,w) is hamiltonian if the
vector field generated by ϕ is hamiltonian i.e. iXω = dH for a certain function
H in M .
For the case where G the group acting on M is an n-torus Tn then an action
of G on M is called hamiltonian if each restriction
ϕi := ϕ|ith S1 factor : S1 −→ Sympl(M,ω)
is hamiltonian in the previous sense.
Example. Let’s see a very simple example of hamiltonian action. Consider the
action of translating one coordinate in R2n with ω =
∑
dxi ∧ dyi.
ϕ(t, (x1, y1, ..., xn, yn)) = (x1, y1 + t, ..., xn, yn).
The associated vector field is X = ∂∂y1 . This vector field is hamiltonian with
hamiltonian function f = −x1. An easy computation checks it:
iXω = ω(X, ·)
=
∑
dxi ∧ dyi(X, ·)
= dx1 ∧ dy1( ∂
∂y1
)
= −dx1
= d(−x1).
12
Example. Consider the S1 action on T 2 seen on a previous example taking the
symplectic form ω = dθ1 ∧ dθ2,
ϕ(ψ, (θ1, θ2)) 7−→ (θ1 + ψ, θ2).
The vector field generated by this action is X = ∂∂θ1 , then we have
iXω = dθ1 ∧ dθ2(X, ·)
= dθ2.
This is obviously a closed form, but it is not exact because θ2 is not globally
defined. It is an example where the action is symplectic but not hamiltonian.
1.4 Moment map
We denote (M,ω) a compact and connected symplectic manifold, G a Lie group,
g the associated Lie algebra and g∗ its dual.
Definition. Given a symplectic action (i.e ϕ∗ω = ω) of G on M , for X ∈ g
the fundamental vector field X# associated to X is the vector field in M
such that its flow is exp(uX).
Note now that G acts on itself by conjugation:
G −→ Diff(G)
g 7−→ ψg(a) = g · a · g−1.
As ψg(e) = e, its differential at e is an invertible linear map :
Adg = dψg|e : g −→ g.
Letting g vary, we obtain the adjoint representation of G on g:
Ad : G −→ GL(g)
g 7−→ Adg.
From this we define the coadjoint representation Ad∗ :
Ad∗ : G −→ Gl(g∗)
g 7−→ Ad∗g,
where Ad∗g is a linear map that goes from g
∗ to g∗ defined as (note that Ad∗g(ξ)
is a form that acts on tangent vectors in g ):
Ad∗g(ξ)(X) = 〈ξ, Adg−1(X)〉 = ξ(Adg−1(X)).
Definition. A moment map associated to the action ϕ is a map
µ : M −→ g∗ such that:
1) For all X ∈ g we have µ(p)(X) := 〈µ(p), X〉 and dµ(X) = iX#ω where
X# is the fundamental vector field generated {exp(tX)|t ∈ R}
2) µ is equivariant with respect to the given action ϕ and the coadjoint action
Ad∗, that is:
µ ◦ ϕg = Ad∗g ◦ µ, ∀g ∈ G.
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There are particular cases (in which we are mainly interested in this thesis)
where these conditions can be rephrased.
Case G = S1 or G = R : we have g ∼= R, g∗ ∼= R,
1) for the generator X = 1 of g, we have µ(p)(X) = µ(p).1, i.e. µ(X) = µ,
and X# is the standard vector field on M generated by S1. Then dµ = iX#ω.
2) µ is invariant: LX#µ = iX#dµ = 0.
Case G = Tn: we have g ∼= Rn, g∗ ∼= Rn,
1) For each basis vector Xi of Rn, µXi is a hamiltonian function for X#i .
2) µ is invariant i.e. iX#j
dµi = 0 ∀i, j.
Example. Let Tn be a n-dimensional torus acting on Cn by
(eit1 , ..., eitn) · (z1, ..., zn) = (eit1k1z1, ..., eit1knzn),
where k1, ..., kn ∈ Z are fixed. For n = 1 this corresponds to a rotation in the
complex plane with a speed coefficient k1.
x
y
k1θ1
Given a tangent vector in g ∼= Rn, X = A1 ∂∂t1 |p+...+An ∂∂tn |p, the associated
fundamental vector field is
X# = A1k1
∂
∂θ1
+ ...+Ankn
∂
∂θn
.
We took polar coordinates in Cn, (r1, θ1, ..., rn, θn) and standard symplectic form
in polar coordinates ω =
∑n
i=1 ridri ∧ dθi. We can check this formula applying
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change of coordinates to the differential form ω.
zi = rie
iθi =⇒ dzi = eiθidri + irieiθidθi,
z¯i = rie
−iθi =⇒ dz¯i = e−iθidri − irie−iθidθi.
Then
i
2
n∑
i=1
dzi ∧ dz¯i = i2
n∑
i=1
(eiθidri + irie
iθidθi) ∧ (e−iθidri − irie−iθidθi)
= i2
n∑
i=1
−2iridri ∧ dθi
=
n∑
i=1
ridri ∧ dθi.
We can compute now the interior product of the fundamental vector field
iX#ω = −
n∑
i=1
Aikiridri
= − 12
n∑
i=1
Aikid(r
2
i ).
The moment map is
µ : Cn −→ Rn
(z1, ..., zn) 7−→ − 12 (k1|z1|2, ..., kn|zn|2) (+constant)
since
dµ(X) = d(〈µ(p), X〉)
= d(− 12 (A1k1|z1|2, ..., Ankn|zn|2))
= − 12
n∑
i=1
Aikid(r
2
i ).
Example. Take now the complex projective space CPn. It is defined as the
projectivization of Cn+1.
CPn := (Cn+1\{0})/C∗ = S2n+1/S1
where C∗ acts of Cn+1\{0} by component wise multiplication:
λ(z0, ..., zn) = (λz0, ..., λzn).
Spheres are seen as unit-norm elements of Cn+1 and C. This space has sym-
plectic structure (see [12]) which is in fact a consequence of CPn being a Ka¨hler
manifold (a certain type of differential manifolds with additional structures).
The symplectic form is called Fubini-Study form and is given by
ωFS =
i
2|z|4
n∑
j,k=1
|zj |2dzk ∧ dz¯k − z¯jzkdzj ∧ dz¯k.
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This is in fact a 2-form on Cn+1\{0}, and ωFS is its pullback to the quotient
manifold CPn.
Take the following T 1 = S1 action on CP1:
eit1 · [z0, z1] = [z0, eit1z1],
Lets compute the moment map of this action. The action is in fact induced
by the one considered before on C1, with k1 = 1. Taking the affine chart
U0 = {[z0, z1] ∈ CP1 |z0 6= 0} , the Fubiny-Study form is given by [3]:
ωFS =
dx ∧ dy
(x2 + y2 + 1)2
.
Where we the coordinates are z1z0 = z = x + iy. First, we compute the vector
field associated to the action. In polar coordinates it is trivial, since we have
the action written like this:
ϕ : (t1, (r, θ)) 7−→ (r, θ + t1).
We have then that d(f◦ϕt)dt |t=0 = ∂f∂θ . We deduce that the vector field in polar
coordinates is Xpolar =
∂
∂θ . In particular, changing coordinates to cartesian, we
obtain:
X = −y ∂
∂x
+ x
∂
∂y
.
To find the moment map, we have to impose the condition iXωFS = dµ.
iXωFS =
dx ∧ dy
(x2 + y2 + 1)2
(X, ·)
=
dx ∧ dy
(x2 + y2 + 1)2
(−y ∂
∂x
+ x
∂
∂y
, ·)
= − xdx
(x2 + y2 + 1)2
− ydy
(x2 + y2 + 1)2
.
Taking into account that x2 + y2 + 1 = |z1|2 + |z0|2 = |z|2 where we took
z0 = 1 we deduce that
µ[z0, z1] = −1
2
(
|z1|2
|z|2 ).
We can check easily that this map satisfies the condition in our chart U0:
dµ = −1
2
d(
x2 + y2
x2 + y2 + 1
)
= −1
2
(
2x(x2 + y2 + 1)− (x2 + y2)2x
(x2 + y2 + 1)2
dx
+
2y(x2 + y2 + 1)− (x2 + y2)2y
(x2 + y2 + 1)2
dy
= −1
2
(
2x
(x2 + y2 + 1)2
dx+
2y
(x2 + y2 + 1)2
)
= − xdx
(x2 + y2 + 1)2
− ydy
(x2 + y2 + 1)2
.
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This example generalizes to CPn and the action of Tn:
(eit1 , ..., eitn) · [z0 : z1 : ... : zn] = [z0 : eit1z1 : ... : eit1zn],
and has moment map
µ[z0, ..., zn] = −1
2
(
|z1|2
|z|2 , ...,
|zn|2
|z|2 ).
1.5 Symplectic blow-up and Hirzebruch surfaces
Fiber bundles.[11] Let’s define a topological construction called a fiber bun-
dle that we will use in this section and later on too. The idea of fiber bundle is
a space that is locally a product space, but not necessarily globally. Formally,
it is the following.
Definition. A fiber bundle is a structure (E,B, pi, F ) where E,B and F are
topological spaces and pi : E → B is a continuous surjection satisfying the follow-
ing condition, called the local triviality condition. We will call B the base space,
E the total space and F the fiber. The map pi is called the projection map(or
bundle projection). We have that for every x ∈ E, there is an open neighbour-
hood U in B of pi(x) such that there is a homeomorphism ϕ : pi−1(U)→ U × F
such that the following diagram commutes (i.e. pi agrees with the projection onto
the first factor):
pi−1(U) U × F
U
ϕ
pi
proj1
where proj1 is the natural projection.
Symplectic blow up. The blowing-up operation in complex geometry con-
sists in replacing a point in a space by the space of complex tangent lines through
that point. This local operation can be explicitly written. The blow-up of Cn
is as a set
C˜n = Cn unionsq CPn−1,
with CPn−1 the space of tangent lines through the origin and called the excep-
tional divisor. As a manifold, it is a submanifold of Cn × CPn−1 described
by
C˜n = {((z1, ..., zn), [v1, ..., vn]) | (z1, ..., zn) ∈ [v1, ..., vn]}.
It can also be described as
C˜n = {([p], z) | p ∈ Cn\{0}, z = λp for some λ ∈ C}.
There is a result on these manifolds in general, we have
Theorem. Let X be a complex manifold of dimension n. Then the blow up of
X at one point is an n-dimensional complex manifod X˜ which is diffeomorphic
to X# ¯CPn.
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In order to generalize this construction to symplectic manifolds (M,ω) of di-
mension 2n, we need to make sure the resulting manifold still haves a symplectic
structure.
Definition. A blow-up symplectic form on C˜n is a U(n)-invariant symplectic
form ω such that the difference ω − β∗ω0 is compactly supported, where w0 =
i
2
∑n
i=1 dzi ∧ dz¯i the standard symplectic form in Cn.
Two blow-up symplectic forms are called equivalent if one is the pullback of
the other by a U(n)-equivariant diffeomorphism of C˜n. Let Ω( > 0) be the
set of all blow-up symplectic forms on C˜n whose restriction to the exceptional
divisor is ωFS , where ωFS is the Fubini-Study form on CPn. An -blow-up of
Cn at the origin is a pair (C˜n, ω) with ω ∈ Ω.
Now let (M,ω) be a 2n-dimensional symplectic manifold. By Darboux the-
orem, for each point q ∈M there exists a chart (U, z1, ..., zn) centered at q with
image in Cn where
ω|U = i2
n∑
i=1
dzi ∧ dz¯i.
It is shown that for  small enough, we can perform an -blow up of M at q
without changing the symplectic structure outside a small neightbourghood of
q. The blow-up is given by the blow up of Cn at the origin through the chart
that exists by Darboux theorem. The resulting manifold is the -blow-up of M
at q.
Example (Hirzebruch surfaces). We present here a quite technical construc-
tion a family of surfaces, which is interesting for further examples on Delzant
construction. From now on, denote C˜n(= Cn unionsq CPn−1) as L. Let P(L ⊕ C)
the projectivization of the direct sum of L with a trivial complex line bundle.
Consider the map
β : P(L⊕ C) −→ CPn
([p], [λp,w]) 7−→ [λp,w]
Notice that β maps the exceptional divisor
E := {([p], [0 : ... : 0 : 1]) | [p] ∈ CPn−1} ∼= CPn−1
to the point [0 : ... : 0 : 1] ∈ CPn, whereas in the complement it is a diffeomor-
phism
S := EC = {([p], [λp : w] | [p] ∈ CPn−1, λ ∈ C∗, w ∈ C} ∼= CPn\{[0 : ...0 : 1]}.
Therefore, we can see P(L⊕C) as smoothly replacing the point [0 : ... : 0 : 1]
in CPn by a copy of CPn−1. For n = 2 this is known as the first Hirzebruch
surface.
Hirzebruch surfaces are in fact a family of algebraic surfaces over the complex
numbers of dimension 4 in R, or 2 in C. We present its general construction, as
they will appear in examples of Delzant construction of toric manifolds.
Identify S1 with the unit complex numbers in C. Notice that the 3-sphere,
S3 = {(z1, z2) | |z1|2 + |z2|2 = 1} ⊂ C2, admits a free S1 action defined by
ϕ : S1 × S3 : −→ S3
(λ, (z1, z2)) 7−→ (λz1, λz2)
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The quotient of this action is S
3
/S1 ∼= CP1. For any integer n ∈ Z define
the complex line bundle Ln → CP1 whose total space is the following quotient
of S3 × C
Ln := (S
3 × C)/∼n , (x, z) ∼n (λx, λnz) ∀λ ∈ S1.
We map Ln → CP1 as [x, z] 7→ [x] ∈ S3 /S1 ∼= CP1.
Definition. For n ∈ Z define the Hyrzebruch surface Hn := P(L−n ⊕ C).
Hirzebruch stated also a classification theorem:
Theorem. For the smooth manifolds Hn
Hn ∼= Hm diffeomorphic ⇐⇒ n = m mod 2,
and
Hn ∼=C Hm complex diffeomorphic ⇐⇒ n = m.
From a non complex point of view, the only possible manifolds are H0 ∼=
S2 × S2 and H1 ∼= CP2#(−CP2), where # is the connected sum and −CP2 is
CP2 with opposite orientation.
1.6 First result on topological invariants in symplectic
manifolds
As always when considering certain type of manifolds, an interesting field of
study is to look for their topological invariants. We state here the first immediat
invariant that is found.
Claim. A compact symplectic manifold (M,ω) has a non-trivial H2(M), the
second cohomology group.
Proof. One of the consequences of De Rham theorem, a very important result in
smooth manifold theory, is that the dimension of HnDR(M
2n,R) is the same as
the dimension of Hn(M,Z). Lets show H2DR(M,R) is not trivial in a symplectic
manifold.
As a first observation, note that since ω is closed, so is ωk, for all k ∈ 2, ..., n.
Suppose now [ω] = [0], i.e. there exists a one-form such that ω = dα. Then
using the properties of the exterior derivative and Stokes theorem we have∫
M
ωn =
∫
M
dα ∧ ωn−1 =
∫
M
d(α ∧ ωn−1) =
∫
∂M
α ∧ ωn−1 = 0.
Last equality stands because M has no boundary because it is compact. But this
is a contradiction since ωn is a volume form so ωn > 0 which implies
∫
M
ωn > 0.
We conclude that [ω] 6= [0] and hence H2(M,Z) 6= 0.
Corollary. The sphere S2n is not symplectic for n ≥ 2.
Proof. We know that S2n is compact and that H2(S2n) = 0 for all n ≥ 2.
Hence, S2n is not symplectic.
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2 Delzant theorem
After all the preliminaries, we can go on with the study of Delzant theorem.
In a first place, we state Delzant theorem and show the Delzant construction,
which is the most interesting part of the theorem proof. It proves the surjec-
tivity of the bijection that is stated in the theorem. After looking at a few
particular examples of construction, we also see (omitting some non-interesting
high technical lemma’s proofs) the proof of the injectivity in Delzant theorem.
2.1 Delzant Polytopes and Toric manifolds
Definition. A quaternion (M2n, ω, Tn, µ), with (M2n, ω) a symplectic manifold
and µ a moment map for the action of Tn, is a toric manifold.
Example. A very simple example of manifold which is toric is the sphere S2
with the standard symplectic form ω = dθ ∧ dh.
hθ
Consider the rotation which is an action of T 1 = S1
ψ : S1 × S2 −→ S2
(ϕ, (θ, h)) 7−→ (θ + ϕ, h).
Its moment map is µ(θ, h) = h. To check this, take a tangent vector in g ∼= R,
X = a ∂∂x . the associated fundamental vector field is
X# = a
∂
∂θ
.
We have then
iX#ω = dθ ∧ dh(a ∂∂θ , ·)
= (a)dh.
And lastly
dµX = d(〈µ(p), X〉)
= d((a)h)
= (a)dh.
The image of the moment map is [−1, 1].
1
−1
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An interesting lemma about toric actions is the following.
Lemma 2. Let Tn be the n-dimensional torus and ϕ an effective Lie action of
Tn on a manifold M . Then:
1) ϕ has n+ 1 fixed points,
2) dim(M) ≥ 2n, if not ϕ cannot be effective.
In the particular case where the dimension of M is 2n and the manifold is
toric, the strong result previous to Delzant theorem is:
Theorem 3 (Guillemin – Sternberg ; Atiyah ).
Let (M2n, ω, Tn, µ) be a toric manifold with M compact and connected. Then:
1) the level sets of µ are connected,
2) µ(M) is convex,
3) µ(M) is the convex hull of fixed points images by the action with moment
map µ.
The image µ(M) of the moment map is called the moment polytope
Example. Consider the T 3-action on CP3 defined as:
(eiθ1 , eiθ2 , eiθ2) · [z0, z1, z2, z3] = [z0, eiθ1z1, eiθ2z2, eiθ3z3],
that has moment map (seen in section 1.4)
µ[z0, z1, z2, z3] = −1
2
(
|z1|2
|z|2 ,
|z2|2
|z|2 ,
|z3|2
|z|2
)
.
The image of its fixed points are
[1, 0, 0, 0] 7−→ (0, 0, 0)
[0, 1, 0, 0] 7−→ (− 12 , 0, 0)
[0, 0, 1, 0] 7−→ (0,− 12 , 0)
[0, 0, 0, 1] 7−→ (0, 0,− 12 ).
The convex hull of these points define the 3-dimensional polytope which is by
Theorem 5 the image of the moment map.
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-1/21/2
-1/2
1/2
-1/2
1/2
0 −x
−z
−y
What types of polytopes can be obtained through the image of a moment
map? As we will see in Delzant theorem, only the following ones.
Definition. A polytope in Rn is a Delzant polytope if it is:
1) simple : n edges meeting at each vertex,
2) rational : edges meeting at vertex p are of form Ai : p+tui, t ≥ 0, ui ∈ Zn,
3) smooth: for each vertex, the corresponding u′is can be chosen to be a basis
of Zn.
Examples of Delzant polytopes :
Examples of non-Delzant polytopes :
For the non-Delzant polytopes, the first example is not simple and the second
one is not smooth.
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Algebraic description A facet of a polytope is a (n − 1)-dimensional face.
Let n be the dimension of a Delzant polytope ∆ and d its number of facets. A
lattice vector v ∈ Zn is primitive if it cannot be written as v = ku with k ∈ Z,
u ∈ Zn and |k| > 1. Let vi, i = 1, ..., d be the primitive outward-pointing normal
vectors of the facets. Then we can describe algebraically the Delzant polytope
as an intersection of halfspaces
∆ = {x ∈ (Rn)∗|〈x, vi〉 ≤ λi, i = 1, ..., d} for some λi ∈ R.
Example. For the toric manifold that we saw before, S2, the moment polytope
is this one.
1
−1
In this case, the algebraic definition of this polytope would be
∆ = {x ∈ R | 〈x, (1)〉 ≤ 1, 〈x, (−1)〉 ≤ 0}.
That is v1 = (1), v2 = (−1), λ1 = 1 and λ2 = 0. We will see more examples in
the particular constructions of Delzant toric manifolds.
We are now in conditions to state Delzant theorem, which uses Delzant
polytopes to classify compact symplectic toric manifolds.
Theorem (Delzant, 1990). The moment polytope ∆ determines the toric man-
ifold. We have the bijection
compact symplectic toric manifolds
Tn-equivariant symplectomorphisms
←→ Delzant polytopes
translations
.
2.2 Delzant construction and examples
The description of Delzant polytopes and the Delzant construction are described
in [3]. The injectivity proof is detailed in [7]. The goal of this section is to show
that for every given Delzant polytope, we can construct a toric manifold such
that its moment polytope is exactly that polytope.
In order to state a result that we need for the construction, we can define a
generalization of a toric manifold to any Lie group G.
Definition. Let (M,ω) be a symplectic manifold, G a Lie group acting on it
and µ is a moment map. Then the vector (M,ω,G, µ) is a hamiltonian G-space.
The previous result that we will need for the construction is the following
Theorem 4 (Marsden-Weinstein-Meyer). Let (M,w,G, µ) be a hamiltonian G-
space for a compact Lie group G. Let i : µ−1(0) ↪→M be the inclusion map. G
acts freely on µ−1(0). Then
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1. the orbit space Mred = µ
−1(0)/G is a manifold,
2. pi : µ−1(0)→Mred is a principal G-bundle, and
3. there is a symplectic form ωred on Mred satisfying i
∗ω = pi∗ωred.
Let ∆ be a Delzant polytope with d facets. Note that d > n. As seen before,
we can describe it as:
∆ = {x ∈ (Rn)∗|〈x, vi〉 ≤ λi, i = 1, ..., d} for some λi ∈ R.
Let {ei; i = 1, ..., d} be the standard basis of Rd. Consider
p˜i : Rd −→ Rn
ei 7−→ vi.
Claim. p˜i maps Zd to Zn.
Proof. Because of ∆ being Delzant, we have that at a vertex p, the edge vectors
u1, ..., un form a basis for (Zn)∗. We may assume it is the standard basis without
loss of generality. Then the corresponding normal vectors to each edge meeting
at p are also a basis of Zn.
Therefore, p˜i induces to a map between tori.
Rd Rn
T d Tn 0
p˜i
pi1 pi2
pi
Let
N = Ker(pi)
n = Lie algebra of N.
Then we have an exact sequence
0 N T d Tn 0p˜i i pi
that induces (differentiating) to an exact sequence of Lie algebras
0 n Rd Rn 0p˜i i pi
and its dual sequence
0 (Rn)∗ (Rd)∗ n∗ 0.p˜i pi
∗ i∗
We now consider Cd with the symplectic form ω = i2
∑
dzk ∧ dz¯k and the
standard T d hamiltonian action
(eiθ1 , ..., eiθd) · (z1, ..., zd) = (eiθ1z1, ..., eiθdzd).
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The moment map is
µ : Cd −→ (Rd)∗
µ(z1, ..., zd) 7−→ − 12 (|z1|2, ..., |zd|2) + constant
and we choose the constant to be (λ1, ..., λd) from the algebraic description of
our polytope. The subtorus N acts with moment map
i∗ ◦ µ : Cd −→ n∗.
Let Z = (i∗ ◦ µ)−1(0) be the zero-level set.
Claim. The set Z is compact and N acts freely on it.
Proof. We will show that µ(Z) = ∆′ where ∆′ is the image of ∆ by pi∗ :
(Rn)∗ −→ (Rd)∗. Assuming it and using the following claim the proof is imme-
diate.
Claim. The moment map µ is proper in this particular case.
Proof. The preimage of a compact subset K in (Rd)∗ will have its norm limited
by values at the boundary of K. Hence, as the preimage of a closed set is closed,
we have that it µ−1(K) is closed and bounded so it is compact. This is true
because Cd is, as a Banach space, isomorphic to R2d.
As ∆′ is compact and µ is proper it will follow that Z is compact.
Lemma 5. Let y ∈ (Rd)∗. Then:
y ∈ ∆′ ⇐⇒ y is in the image of Z by µ.
Proof of the lemma. The given y is in the image of Z by µ if:
1. y is in the image of µ;
2. i∗y = 0.
Being in the image of µ means yi = λi − 12 |zi|2,∀i ⇐⇒ yi − λi ≤ 0,∀i ⇐⇒
yi ≤ λi,∀i. Because we had an exact sequence, i∗y = 0 ⇐⇒ y = pi∗(x) for
some x ∈ (Rn)∗. Now:
y ∈ Im(Z) ⇐⇒ 〈pi∗(x), ei〉 ≤ λi,∀i
⇐⇒ 〈x, pi(ei)〉 ≤ λi,∀i
⇐⇒ x ∈ ∆.
Hence, y ∈ Im(Z) ⇐⇒ y ∈ pi∗(∆) = ∆′. Finally we have Z image of a
compact ∆′ by a proper map µ : Z is compact.
We want to show also that N acts freely on Z to apply reduction theorem.
Recall that an action is free if
g · x = x ∀x ∈ X =⇒ g = e.
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An equivalent condition is that all stabilizers are trivial:
Gx = {g ∈ G | g · x = x} = {e}, ∀x ∈ X.
Let F be a face of ∆′ with dim(F ) = n − r. F is then characterized as a
subset of ∆′ by r equations:
〈y, ei〉 = λi, i = i1, ..., ir.
Denote it F = FI with I = (i1, ..., ir). Let z = (z1, ..., zd) ∈ Z.
z ∈ µ−1(FI) ⇐⇒ µ(z) ∈ FI
⇐⇒ 〈µ(z), ei〉 = λi, ∀i ∈ I
⇐⇒ − 12 |zi|2 + λi = λi, ∀i ∈ I
⇐⇒ zi = 0, ∀i ∈ I.
Observe that T d acts on Z, and the stabilizer of z so that µ(z) ∈ FI is
(T d)I = {(eiθ1 , ..., eiθd) | eiθj = 1,∀j 6∈ I}.
In order to show that N acts freely on Z, consider the worst case scenario of
points z ∈ Z whose stabilizer under the action of T d is as large as possible.
That is when FI = y is a vertex of ∆
′. Then y satisfies:
〈y, ei〉 = λi, i ∈ I = {i1, ..., in}.
Lemma 6. Let z ∈ Z be such that µ(z) is a vertex of ∆′. Then the map
pi : T d −→ Tn maps (T d)I bijectively on Tn.
If this is true, we have that in the worst case the stabilizer of z intersects N
in the trivial group.
Proof of the lemma. Suppose y = µ(z) is a vertex of ∆′. We can renumber the
indices such that
I = (1, ..., n).
Hyperplans meeting at y are
〈y′, ei〉 = λi, i = 1, ..., n.
The set pi(e1), ..., pi(en) is basis of Zn. Thus, pi is bijective.
This proves that n acts freely in the worst case points of Z, and hence in
general. It is the worst case since the other stabilizers Nz′ for z
′ ∈ Z are
contained in stabilizers for points z mapped to vertices. This is clear because
for a z′ different from a vertex will have less vanishing components than a
vertex.
We have now that Z is a compact submanifold of Cd of dimension:
dimR(Z) = 2d− (d− n) = d+ n.
Applying the Marsden-Weinstein-Meyer reduction theorem we have that:
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1. M∆ = Z /N is a manifold and
2. there is a symplectic form ω∆ satisfying i
∗ω = pi∗ω∆.
Claim. For a certain µ′, (M∆, ω∆, Tn, µ′) is a toric manifold of dim(M∆) = 2n
and µ′(M∆) = ∆.
Proof. We have that given a z ∈ Z its stabilizer with respect to the T d-action
is (T d)I . N acts freely on Z so
(T d)I ∩N = {e}
In the worst case scenario, z is a vertex of ∆′. There is in any case the
inverse map pi−1 : Tn −→ (T d)I and thus the exact sequence
0 −→ N −→ T d −→ Tn −→ 0
splits. Then we have T d = N × Tn acting on (M∆, ω∆). The moment map is
µ : Cd −→ (Rd)∗ = n∗ ⊕ (Rn)∗.
Let j : Z ↪→ Cd be the inclusion map, and let
pr1 : (Rd)∗ −→ n and pr2 : (Rd)∗ −→ (Rn)∗
be the projections maps. The map
pr2 ◦ µ ◦ j : Z −→ (Rn)∗
is constant on N -orbits because it is projected to the Tn component. Thus there
exists a map µ′
µ′ : M∆ −→ (Rn)∗,
such that
µ′ ◦ p = pr2 ◦ µ ◦ j.
The image of µ′ is equal to the image of pr2 ◦ µ ◦ j. We showed earlier that
µ(Z) = ∆′. We have that pr2 ◦ pi∗ = id and thus
Im(µ′) = pr2(∆′) = pr2 ◦ pi∗(∆) = ∆.
In conclusion, the image of M∆ is the required polytope.
Before going into the examples of Delzant construction, we can state a result
that will help us identifying some of the constructed manifolds.
Theorem 7. Take a Delzant polytope in Rn with a vertex p with primitive edge
vectors u1, ..., un at p. Consider a new polytope obtained by chopping off the
corner and replacing it by n new vertices:
p+ uj , j = 1, ..., n,
where  is a small positive real number. Then this new polytope is Delzant and
the corresponding toric manifold is the -symplectic blow-up at p of the original
one.
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Example. Consider an isosceles triangle:
x
y
a
a
Which can be described algebraically as:
∆ = {x ≥ 0, y ≥ 0, x+ y ≤ a}
= {〈x, v1〉 ≤ 0, 〈x, v2〉 ≤ 0, 〈x, v3〉 ≤ a},
with v1 = (−1, 0), v2 = (0,−1), v3 = (1, 1) and λ = (0, 0, a). We have 3 facets
in R2 so our map is:
pi : R3 −→ R2
(1, 0, 0) 7−→ (−1, 0)
(0, 1, 0) 7−→ (0,−1)
(0, 0, 1) 7−→ (1, 1).
This map can be quotiented to a T 3 map to T 2 and its kernel is N = Ker(pi) =
{(eiθ, eiθ, eiθ) | θ ∈ [0, 2pi]}. Consider now C3 with symplectic form ω =
i
2
∑3
k=1 dzk ∧ dz¯k and standard hamiltonian action of T 3
(eiθ1 , eiθ2 , eiθ3) · (z1, z2, z3) = (eiθ1z1, eiθ2z2, eiθ3z3).
As we already know its moment map (with λ as additive constant) is
µ(z1, z2, z3) = −(|z1|2, |z2|2, |z3|2) + (0, 0, a).
We can compute the dual of the differential of the inclusion map of N in T 3
i : N −→ T 3
x 7−→ (x, x, x).
Its differential has matrix [
1 1 1
]
.
So the matrix of the dual of the differential, that we denote i∗, is the transpose11
1
 .
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In coordinates, this is i∗(x1, x2, x3) = x1 + x2 + x3. Finally we compute the
zero-level set
(i∗ ◦ µ)−1(0) = {(z1, z2, z3) | |z1|2 + |z2|2 + |z3|2 = a} ∼= S5
. The reduced space, which is the sought manifold, is then
(i∗ ◦ µ)−1(0) /N ∼= S5 /S1 ∼= CP2
Example. Lets try now a trapezoid:
x
y
a
a
2a
Which can be described algebraically as:
∆ = {x ≥ 0, y ≥ 0, y ≤ a, x+ y ≤ 2a}
= {〈x, v1〉 ≤ 0, 〈x, v2〉 ≤ 0, 〈x, v3〉 ≤ a, 〈x, v4〉 ≤ 2a},
with v1 = (−1, 0), v2 = (0,−1), v3 = (1, 0), v4 = (1, 1) and λ = (0, 0, a, 2a).
We have 4 facets in R2 so our map is:
pi : R4 −→ R2
(1, 0, 0, 0) 7−→ (−1, 0)
(0, 1, 0, 0) 7−→ (0,−1)
(0, 0, 1, 0) 7−→ (1, 0).
(0, 0, 0, 1) 7−→ (1, 1).
This map can be quotiented to a T 4 map to T 2 and its kernel is N = Ker(pi) =
{(eiθ+eiϕ, eiϕ, eiθ, eiϕ) | θ, ϕ ∈ [0, 2pi]} ∼= T 2. Consider now C4 with symplectic
form ω = i2
∑4
k=1 dzk ∧ dz¯k and standard hamiltonian action of T 4
(eiθ1 , eiθ2 , eiθ3 , eiθ4) · (z1, z2, z3, z4) = (eiθ1z1, eiθ2z2, eiθ3z3, eiθ4z4).
As we already know its moment map ( with λ as additive constant ) is
µ(z1, z2, z3, z4) = −(|z1|2, |z2|2, |z3|2, |z4|2) + (0, 0, a, 2a)
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We can compute the dual of the differential of the inclusion map of N in T 4,
i : N −→ T 4
(x, y) 7−→ (x+ y, y, x, y).
Its differential has matrix [
1 0 1 0
1 1 0 1
]
.
So the matrix of the dual of the differential, that we denote i∗, is the transpose
1 1
0 1
1 0
0 1
 .
In coordinates i∗(x1, x2, x3, x4) = (x1 + x3, x1 + x2 + x4). Finally we compute
the zero-level set
(i∗ ◦ µ)−1(0) = {(z1, z2, z3, z4) | |z1|2 + |z3|2 = a, |z1|2 + |z2|2 + |z4|2 = 2a}
In order to understand what is the manifold M = (i
∗ ◦ µ)−1(0) /T 2 we have
to recall Theorem 9 . Notice that our trapezoid is in fact a isosceles triangle
(with 2a sides) whose top vertex has been chopped off as in the construction of
Theorem 9.
x
y
2a
2a
So in fact M is the symplectic blow-up of CP2 at the fixed point which image
through moment map is the top vertex. This is exactly the first Hirzebruch
surface H1 as defined in section 1.5.
Example. Consider a rectangle:
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xy
a
b
Which can be described algebraically as:
∆ = {x ≥ 0, y ≥ 0, x ≤ a, y ≤ b}
= {〈x, v1〉 ≤ 0, 〈x, v2〉 ≤ 0, 〈x, v3〉 ≤ a, 〈x, v4〉 ≤ b},
with v1 = (−1, 0), v2 = (0,−1), v3 = (1, 0), v4 = (0, 1) and λ = (0, 0, a, b).
We have 4 facets in R2 so our map is:
pi : R4 −→ R2
(1, 0, 0, 0) 7−→ (−1, 0)
(0, 1, 0, 0) 7−→ (0,−1)
(0, 0, 1, 0) 7−→ (1, 0).
(0, 0, 0, 1) 7−→ (0, 1).
This map can be quotiented to a T 4 map to T 2 and its kernel is N = Ker(pi) =
{(eiθ, eiϕ, eiθ, eiϕ) | θ, ϕ ∈ [0, 2pi]}. Consider now C4 with symplectic form ω =
i
2
∑4
k=1 dzk ∧ dz¯k and standard hamiltonian action of T 4
(eiθ1 , eiθ2 , eiθ3 , eiθ4) · (z1, z2, z3, z4) = (eiθ1z1, eiθ2z2, eiθ3z3, eiθ4z4).
As we already know its moment map ( with λ as additive constant ) is
µ(z1, z2, z3, z4) = −(|z1|2, |z2|2, |z3|2, |z4|2) + (0, 0, a, b)
We can compute the dual of the differential of the inclusion map of N in T 4
i : N −→ T 3
(x, y) 7−→ (x, y, x, y).
Its differential has matrix [
1 0 1 0
0 1 0 1
]
.
So the matrix of the dual of the differential, that we denote i∗, is the transpose
1 0
0 1
1 0
0 1
 .
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In coordinates i∗(x1, x2, x3, x4) = (x1 + x3, x2 + x4). Finally we compute the
zero-level set
(i∗ ◦ µ)−1(0) = {(z1, z2, z3, z4) | |z1|2 + |z3|2 = a, |z2|2 + |z4|2 = b} ∼= S3 × S3
. The reduced space, which is the sought manifold, is then
(i∗ ◦ µ)−1(0) /N ∼= S3 × S3 /T 2 ∼= S2 × S2
Example. The isosceles triangle can be generalized to any dimension. For
dimension 3 we can draw it
The generalized polytope can be described algebraically as:
∆ = {xi ≥ 0 ∀i = 1, ..., n; Σni=1xi ≤ a},
with vi = −ei ∀i, vn + 1 = (1, ..., 1) and λ = (0, ..., 0, a). We have n + 1
facets in Rn. If {e˜i, i = 1, ..., n+ 1} is the canonical basis of Rn+1 our map is:
pi : Rn+1 −→ Rn
e˜i 7−→ −ei ∀i = 1, ..., n
e˜n+1 7−→ (1, ..., 1)
This map can be quotiented to a Tn+1 map to Tn and its kernel is N =
Ker(pi) = {(eiθ, ..., eiθ) | θ ∈ [0, 2pi]} ∼= S1. Consider now Cn+1 with sym-
plectic form ω = i2
∑n
k=1 dzk ∧ dz¯k and standard hamiltonian action of Tn+1
(eiθ1 , ..., eiθn+1) · (z1, ..., zn+1) = (eiθ1z1, ..., eiθn+1zn+1).
As we already know its moment map ( with λ as additive constant ) is
µ(z1, ..., zn+1) = −(|z1|2, ..., |zn+1|2) + (0, ..., 0, a).
We can compute the dual of the differential of the inclusion map of N in Tn,
i : N −→ Tn
x 7−→ (x, ..., x).
Its differential has matrix [
1 . . . 1
]
.
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So the matrix of the dual of the differential, that we denote i∗, is the transpose1...
1
 .
In coordinates i∗(x1, ..., xn+1) = x1 + ... + xn+1. Finally we compute the zero-
level set
(i∗ ◦ µ)−1(0) = {(z1, ..., zn+1) | |z1|2 + ...+ |zn+1|2 = a} ∼= S2n+1.
The reduced space, which is the sought manifold, is then
(i∗ ◦ µ)−1(0) /N ∼= S2n+1 /S1 ∼= CPn.
2.3 Injectivity of Delzant theorem
The goal of this subsection is to prove the injectivity in Delzant theorem.
Theorem 8. Let M1 and M2 be two symplectic manifolds of dimension 2n and
Tn a torus of dimension n acting on both manifolds by hamiltonian effective
actions. Let µi be the corresponding moment maps. If µ1(M1) = µ2(M2), there
exist a symplectic diffeomorphism Tn-equivariant ϕ from M1 to M2 that makes
commutative the following diagram.
M1 M2
µ1(M1) µ2(M2)
ϕ
µ1 µ2
Id
The proof of the theorem leans on the following lemma, which is a conse-
quence of some Atiyah theorems.
Lemma 9. Let (M,ω) be a symplectic manifold of dimension 2n and µ the
moment map of an effective action of torus Tn on M . Then:
- µ is the quotient map of torus action,
- for all z ∈ µ(M), the manifold µ−1(z) is a torus of dimension equal to the
face of µ(M) containing z and
- the stabilizer group of a point p in M is the connex group whose Lie algebra
is the annihilator in g of face containing µ(p).
Let x be a point of µ(M); its preimage is an stabilizer orbit. The stabi-
lizer group of points in µ−1(x) is a direct factor so this submanifold is of trivial
normal bundle. By Weinstein, we know that the symplectic normal bundle
of an isotropic submanifold caracterizes (up to symplectomorphism) it’s neigh-
bourhood. If F is any facet of µ(M), the interior of F being convex, µ is a
trivial bundle of ΩF = µ
−1(int F ) into int F and ΩF is a deformation retract of
µ−1(x). It is then a symplectic submanifold of M with trivial normal bundle.
A semilocal equivariant version in a neighbourhood of ΩF of Darboux theorem
shows the following lemma:
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Lemma 10. Let B() be a ball of center 0 and radius  in C. Let K be an open
convex set relatively compact on the interior of F , a face of ∆.
We equip (R/Z)i ×K ×B()n−i with the symplectic form :
σ =
∑
1≤j≤i
dαj ∧ daj +
∑
i+1≤k≤n
dxk ∧ dyk,
where α are the coordinates on R/Z, a coordinates on F and z = x + iy
coordinates in B().
Then there exists an symplectic isomorphism of a neighbourhood of reciprocal
image of K on (R/Z)i×K×B()n−i transforming the action of Tn in the action
of (R/Z)n defined as
(θ1, ..., θn) · (α1, ..., αi; a1, ..., ai; zi+1, ..., zn) =
(α1 + θ1, ..., αi + θi; a1, ..., ai; e
2ipiθi+1zi+1, ..., e
2ipiθnzn).
Its moment map being:
J(α1, ..., αi; a1, ..., ai; zi+1, ..., zn) = µ+ (a1, ..., ai; |zi+1|2, ..., |zn|2).
Keep the same notations and denoting S2n−2i−1() the boundary of ball
B()n−i. Then we have:
Lemma 11. Let ϕ be a diffeomorphism of (R/Z)i ×K × S2n−2i−1() that pre-
serves the moment map J and commuting with torus action of (R/Z)n, then
ϕ extends to (R/Z)i × K × B()n−i as a diffeomorphism verifying the same
property.
Proof. (Theorem 10)
Only lemmas 12 and 13 are directly used in the theorem proof. To construct
a diffeomorphism of M1 to M2 equivariant for torus action and compatible with
moment maps, we cut the polytope ∆ = µi(Mi) in a reunion of open sets Ωi,j ,
where 0 ≥ i ≥ n and j describes the set of faces of dimension i of ∆, verifying:
• Ωi,j ∩ j is relatively compact in the interior of face j, and in Ωi,j we have
on M1 and M2 action-angle coordinates as in lemma 12.
• The union of Ωi,j is ∆ and Ωi,j ∩ Ωi,k = ∅ if j different from k.
• Ωi,j ∩ (
⋃
a>i Ωa,b) contains µ((R×Z)i ×K × S()2n−2i−1) with notations
of previous lemma.
Lemma 12 shows that µ−11 (Ωi,j) is diffeomorphic to µ
−1
2 (Ωi,j) by an equiv-
ariant diffeomorphism transforming µ1 in µ2. Lemma 13 shows that giving this
diffeomorphisms on the reunion , for i > a, of Ωi,j allows to construct a diffeo-
morphism with same properties on the reunion of Ωi,j for i ≥ a−1: It is enough
to restrict our known diffeomorphism to the complementary of the reunion of
Ωa−1,j and extend to each Ωa−1,j using lemma 13.
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3 Link with integrable systems
The goal of this section is to understand the link between toric manifolds and
integrable systems. After defining them and looking at a few examples, we prove
the main result: Arnold-Liouville theorem. Finally, a new alternative proof for
the first statement is explained.
3.1 Integrable systems
Definition. An integrable system on a symplectic manifold (M2n, ω) is a set
of n functions f1, ..., fn generically functionally independent (i.e. df1∧...∧dfn 6=
0 on a dense set) and ω(Xfi , Xfj ) = 0,∀i, j.
In fact, the operator ω(Xfi , Xfj ) is a particular case of a more general family
of operators.
Definition. Given a differentiable manifold M , an operation
{·, ·} : C∞(M)× C∞(M) −→ C∞(M),
is a Poisson bracket if it satisfies :
1. Leibniz rule: {f.g, h} = f{g, h}+ g{f, h},
2. is skew-symmetric: {f, g} = −{g, f},
3. Jacobi identity: {{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} = 0.
Let’s see what are the consequences of the condition on the n functions. If
we denote F = (f1, ..., fn), lets study its level sets. A first observation that can
be done is that the dimension of F−1(p) for any p ∈M is n. This is because the
condition of the n functions being generically functionally independent implies
that the rank of dF is n. Using the regular value theorem we obtain that F−1(p)
is a manifold and
dim F−1(p) = dim (M)− dim (dF )
= 2n− n
= n.
The other condition can be written as:
0 = {fi, fj}
= ω(Xfi , Xfj )
= iXfiω(Xfj )
= dfi(Xfj )
= Xfj (fi) ∀i, j.
We have that vector fields Xf1 , ..., Xfn are tangent to F
−1(p). We can write
then T (F−1(p))p =< Xf1 , ..., Xfn >p. As ω(Xfi , Xfj ) = 0 ∀i, j we deduce that
ω vanishes in L = F−1(p). This leads to two interesting definitions.
Definition. A submanifold where the restriction of the symplectic form vanishes
is called an isotropic manifold.
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Definition. The particular case where the dimension of this submanifold is
1/2 dim(M) is called a Lagrangian submanifold. All the lagrangian sub-
manifolds (the level sets) form a Lagrangian fibration.
Example. Let’s see a first very simple example of integrable system. Consider
(R2, ω = dx ∧ dy) and F = x + y. Let’s compute its associated vector field. A
general vector field is of the form X = a ∂∂x + b
∂
∂y so:
iXω = dF =⇒ ω(X, ·) = d(x+ y)
⇐⇒ dx ∧ dy(X, ·) = dx+ dy
⇐⇒ ady − bdx = dx+ dy
⇐⇒ X = ∂
∂x
− ∂
∂y
.
The lagrangian submanifolds are then generated by a point and the subspace
V =< (1,−1) >. The fibration of R2 obtained by those lines, and a few fibres
look like this.
x
y
It is clear that ω vanishes in these submanifolds: we only have the vector
field X there, and we have that
ω(X,X) = dx ∧ dy(X,X)
= dx(X)dy(X)− dy(X)dx(X)
= −1 + 1
= 0.
Example. An example of mechanical system which is also an integrable system
is the simple pendulum. The manifold where the pendulum moves is S1 and
we can look its cotangent bundle as T ∗S1 ∼= [0, 2pi]∼ × R knowing that points
at (0, ξ) are identified with (2pi, ξ). We take the coordinates (θ, ξ) with θ the
oriented angle between the rod and the vertical direction and ξ the velocity
induced by θ.
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mθ
To simplify, let’s take the example where the mass and the length of the rod
are 1. As we know, the hamiltonian function for this system is
H(θ, ξ) =
ξ2
2
+ 1− cos θ.
Let’s compute the vector field associated to it. Since dH = ξdξ+ sinθdθ we
want:
iXω = dH =⇒ dθ ∧ dξ(a ∂
∂θ
+ b
∂
∂ξ
, ·) = ξdξ + sinθdθ
=⇒ adξ − bdθ = ξdξ + sinθdθ.
We deduce that
XH = ξ
∂
∂θ
− sin θ ∂
∂ξ
.
Some of the lagrangian fibres in the plane (θ, ξ) look like this.
θ
ξ
As we can see, the lagrangian submanifolds are diffeomorphic to S1, a 1-
dimension torus. This is true only for regular values of the hamiltonian, of
course. If we consider the value 0, which is a singular point, the preimage is not
an S1 but a point.
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Example (The 2-body problem [9]). The two-body problem is the system con-
sisting of two bodies with masses m1,m2 and positions q1, q2 ∈ R3 moving under
gravitational attraction. The equations of motion are deduced from the Newton
laws:
miq¨i = Gm1m2
qj − qi
‖q2 − q1‖3 , i, j = 1, 2, i 6= j,
where G is the gravitational constant. We can introduce the negative gravita-
tional potential
U := m1m2
G
‖q2 − q1‖ .
So the equations are written
miq¨i =
∂U
∂qi
, i, j = 1, 2, i 6= j.
We want to describe the equations of motion using the hamiltonian formal-
ism. The hamiltonian function corresponds to the energ of the system and is
obtained as the sum of kinetic and potential energy:
H(q1, q2, p1, p2) := Ekin − U = ‖p1‖
2
2m1
+
‖p2‖2
2m2
− U,
where pi = miq˙i are the linear momenta. The evolution of the system is given
by the hamiltonian equations {
q˙i =
∂H
∂pi
p˙i = −∂H∂qi .
And in our case −∂H∂qi = Gm1m2
qj−qi
‖q2−q1‖3 Here the underlying symplectic struc-
ture is the canonical one for the cotangent space
ω = dq1 ∧ dp1 + dq2 ∧ dp2.
From the equations of motion we observe that that
p˙1 + p˙2 = 0.
This means the quantity p1 + p2 is preserved. The center of mass moves with
constant velocity and only the relative position q := q2 − q1 of the two bodies
has to be solved from the equations. Let’s introduce the following change of
coordinates
g = ν1q1 + ν2q2, G = p1 + p2,
q = q2 − q1, Q = −ν2p1 + ν1p2,
where νi = mi/(m1 +m2). Note that g is the center of mass and G is the total
linear momentum. The coordinate q is the relative position of the second body
with respect to the first one. The other “momentum” coordinate Q is chosen
such that the change of coordinates preserves the symplectic form (the change
is ”canonical”). This coordinates are called Jacobi coordinates.
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In these coordinates the hamiltonian is
H(g, q,G,Q) =
‖G‖2
2ν
+
‖Q‖2
2M
− Gm1m2‖q‖
where ν = m1 +m2 and M = m1m2/(m1 +m2).
Writing down the hamiltonian equations explicitly
g˙ =
∂H
∂G
=
G
ν
, G˙ = −∂H
∂g
= 0,
q˙ =
∂H
∂Q
=
Q
M
, Q˙ = −∂H
∂q
= −m1m2w‖q‖3 ,
we see that total linear momentum G is preserved and that the center of mass
moves with constant velocity Gν .
Physically this means that we are viewing the system as one body with
coordinates q under the influence of the central force field of a body with mass
M . Now we are facing a hamiltonian system on (R3\{0})×R3 with hamiltonian
function
H(q,Q) =
‖Q‖2
2M
− Gm1m2‖q‖ .
This is known as the Kepler problem.
First link with toric manifolds. The first observation that can be done
relating toric manifolds to integrable systems is the following. Given a toric
manifold (M2n, ω, Tn, µ), an integral system is obtained by taking as functions
the n components µi of the moment map µ.
As a first step, since we have that the components X#i of the fundamental
vector field are independent, we have that iX#i
ω are independent, which are ex-
actly the dµ1, ..., dµn because each µi is hamiltonian function for X
#
i . Having
dµ1, ..., dµn independent is equivalent to having the functions µ1, ..., µn funtion-
ally independent. The fact that the moment is invariant is written, as we saw
in the case where G = Tn, the following way (lets write Xi for X
#
i to simplify)
iXjdµi = 0 ∀i, j.
We want to prove that {µi, µj} = 0 ∀i, j to show µ1, ..., µn is an integrable
system. But note that
{µi, µj} = ω(Xi, Xj)
= iXiω(Xj)
= iXj iXiω
= iXjdµi
= 0.
We can conclude that µ1, ..., µn determines an integrable system. A toric man-
ifold gives us always an integrable system, and the logical question is: does an
integrable system always comes from toric manifold? This is not true in general
and there are example such as the spherical pendulum.
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Without going into details, the spherical pendulum is a pendulum with con-
figuration space S2. We have two degrees of freedom and using spherical co-
ordinates (θ, ϕ), where θ is the polar angle and ϕ the azimuthal angle, the
hamiltonian H takes the form
H(ϕ, θ, pϕ, pθ) =
1
2
(
p2θ +
p2ϕ
sin2 θ
)
+ cos θ.
where pϕ = sin
2 θ ϕ˙ and pθ = θ˙ are the momenta. Since H is independent of
ϕ, the conjugate momentum pϕ is conserved and the system is integrable. But
in this case it is shown if [6] that there is a singularity in the ‘interior’ of the
image of our candidate to moment map. This is not possible since convexity
theorem told us that singularities have to be in the edges of the polytope for
toric manifolds. Hence, it cannot be globally a toric manifold.
3.2 Arnold-Liouville theorem
Even if in general an integrable system is not a toric manifold, Arnold-Liouville
theorem tells us that in the neighbourhood of a regular value an integrable
system looks like a toric manifold.
Given a smooth function H on a symplectic manifold M , we define the
vector of skew-symmetric gradient sgrad(H) for this function using the following
identity:
ω(v, sgrad(H)) = v(H),
where v is an arbitrary tangent vector. In local coordinates x1, ...x2n it has the
following expression:
(sgradH)i =
∑
ωij
∂H
∂xj
,
where ωij are components of the inverse matrix of Ω, the matrix of ω. The
vector field sgrad H is in fact the −XH , where XH is the hamiltonian vector
field.
Definition. Given an integrable system, the decomposition of the manifold M2n
into connected components of common level surfaces of the integrals f1, ..., fn is
called the Liouville foliation corresponding to the integrable system v = sgrad H.
By convention, H = f1.
Theorem 12. Let (M2n, ω) be a symplectic manifold and F = (f1, ..., fn) an
integrable system. Let p be a regular point (i.e. df1 ∧ ... ∧ dfn(p) 6= 0). Note
F (p) = c and F−1(c) = Lc (fibre associated to c). Assuming Lc is compact and
connected, then
1. Lc ∼= Tn
2. the Liouville foliation is trivial in some neighbourhood of the Liouville
torus, that is, a neighbourhood U of the torus Lc is the direct product of
Tn and the disc Dn.
3. In a neighbourhood of Lc, U(Lc), there exist coordinates of the form
(θ1, ..., θn, p1, ..., pn) and ω is written ω =
∑
dpi ∧ dθi. F only depends
of p1, ..., pn.
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Proof. We have that the tangent space to the manifold Lc is T (Lc) = 〈Xf1 , ..., Xfn〉.
Let’s consider now for each of the vector fieldsXfi its associated flow φ
ti
Xfi
, which
is defined ∀t because Lc is compact. We can now consider the following action,
defined with the flow of each of the vector fields:
φ : Rn ×M −→M
((t1, ..., tn), p) 7−→ φt1Xf1 ◦ ... ◦ φ
tn
Xfn
.
This action is well defined because the condition of {fi, fj} = 0 implies
[Xfi , Xfj ] = 0 which is equivalent to the fact that the flows commute. They are
all complete as well.
Lemma 13. If the submanifold Lc is connected, then it is an orbit of the Rn
action.
Proof. Consider the image of Rn in M under the action, for a given point p ∈ Lc
this is
Ap : (t1, ..., tn) −→ φ(t1, ..., tn)(p).
Since the fields are independent, this mapping is an immersion i.e. rank(dAp) =
n. It is a local diffeomorphism onto the image. Thus, the image or Rn is an
open in Lc. If we assume that Lc is not a single orbit of Rn, the it is the union
of at least two. But then since each is open, Lc is disconnected which is a
contradiction.
Lemma 14. An orbit O(p) of maximal dimension of the action of Rn is the
quotient space of Rn with respect with some lattice Zk. If O(p) is compact, then
k = n and O(p) is diffeomorphic to the n-dimensional torus.
Proof. Note that since we assume Lc compact, Ax : R
n → Lc cannot be a
injective. Hence, Hx the stationary group is non trivial. Every orbit O(p) of
a smooth action of Rn is a quotient space of Rn with respect to the stationary
group Hp. This group is discrete since the mapping Ap is a local diffeomorphism
(as it is locally injective, so points that fix p are isolated). A discrete subgroup
has no accumulation points. In particular, in any bounded set there is only a
finite number of elements of Hp. Lets show by induction that Hp is a lattice
Zk.
Suppose n = 1.
e1
e2
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Take a non-zero e1 of Hp on the line R1 which is the nearest to zero. All the
other elements of Hp have to be multiples of e1. If e is not, then for some k we
have
ke1 < e < (k + 1)e1.
But then the element e − ke1 would be closer to zero than e1. Consequently,
Hp is the lattice generated by e1.
e1
e2
e1 + e2
h
h′
Suppose n = 2. Take e1 the nearest element to zero in R2 and consider the
straight line l(e1) generated by it. All the elements of Hp there are multiples
of e1. There are two possibilities now. If all the elements of Hp lie in l(e1)
the proof is complete. Otherwise, take e2 a non-zero vector nearest to the line
l(e1). We want to see now that all the elements of Hp are linear combinations
of e1 and e2. Assume the contrary and take h ∈ Hp which is not decomposed
into e1 and e2 with integer coefficients. We have then that h is in one of the
parallelograms generated by e1 and e2 (and is not a vertex). Moving h with
integer combinations of e1 and e2 it is clear that we can obtain an element h
′
closer to l(e1) than e2 which is a contradiction.
Continuing with this argument by induction, we obtain a basis e1, ..., ek of
the subgroup Hp such that its elements are a unique linear combination of the
basis with integer coefficients.
If k < n, then the quotient space Rn/Zk is a cylinder. In particular, the
orbit is compact for n = k only, and hence O(p) is diffeomorphic to the torus
Tn.
This proves 1.
We want to prove now that in a neighbourhood of Lc, U is a direct product
of Tn by a disc Dn. This follows from a more general theorem. Suppose
f : M −→ N a smooth map between manifolds M and N . If y ∈ N is a
regular value, then there exists a neighbourhood D of a point y such that the
preimage f−1(D) is diffeomorphic to the direct product D× f−1(y). Moreover,
the direct product structure is compatible with the mapping f in the sense that
f : D × f−1(y) → D is just the natural projection. It follows from this that
each set f−1(z) with z ∈ D is diffeomorphic to f−1(y). This proves 2.
Now we want to construct the action-angle variables. Consider the neigh-
bourhood U(Lc) = T
n × Dn. Choose a point x on each tori T depending
smoothly on the torus. Consider T as the quotient we saw Rn/Hx and fix a
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basis e1, ..., enin the lattice Hx. The lattice will smoothly depend on x. In-
deed, the coordinates of the basis vector ei = (t1, ..., tn) are the solutions of the
equation φ(t1, ..., tn) = x, where x is regarded as a parameter. Using implicit
function theorem, the solutions depend smoothly on x. We can use the theorem
because ∂∂tj φ(t)x = sgradfj(φ(t)x), and the vector fields sgradfj are linearly
independent.
Let us now define certain angle coordinates (ψ1, ..., ψn) on the torus Lc in
the following way. If y = φ(a)x where a = a1e1 + ...+ anen ∈ Rn then ψ1(y) =
2pia1(mod2pi), ..., ψn(y) = 2pian(mod2pi). This coordinate system satisfies this
property: the vector fields ∂∂ψ1 , ...,
∂
∂ψn
and sgradf1, ..., sgradfn are connected
by a linear change with constant coefficients. That is
∂
∂ψi
=
∑
cik sgradfk ∀i.
The form ω in coordinates (f1, ..., fn, ψ1, ..., ψn) is written:
ω =
∑
i,j
c˜ijdfi ∧ dψi,f +
∑
i,j
bijdfi ∧ dfj .
Notice that the terms of form aijdψi ∧ dψj are absent since the tori are
Lagrangian. In fact, the coefficients c˜ij coincide with the coefficients cij . Indeed,
c˜ij = ω(
∂
∂fi
,
∂
∂ψj
)
= ω(
∂
∂fi
,
∑
ckjsgradfk)
=
∑
ckj
∂fk
∂fi
= cij(f1, ..., fn).
Note that because sgrad fk = −Xfk , we have that ω(X, sgrad fk) = X(fk),
instead of the property that we had with the usual hamiltonian vector field Xfk
where ω(X,Xfk) = −ω(Xfk , X) = −X(fk).
We show now that the functions bij are independent on (ψ1, ..., ψn). Since
ω is closed(i.e. dω = 0)), we get
∂bij
∂ψk
=
∂ckj
∂fi
− ∂cki
∂fj
.
Functions bij are 2pi-periodic (as functions on the torus) on ψk but as we
see the derivative does not depend of ψk. As bij is linear with respect ψk and
is also 2pi-periodic on it, it follows that the function does not depend on ψk.
If we write the form the following way ω = (
∑
cijdfj) ∧ dψi+
∑
bijdfi ∧ dfj =∑
ωi ∧ dψi + β, where ωi =
∑
cijdfj and β =
∑
bijdfi ∧ dfj are forms on the
disc Dn (which is not dependent on (ψ1, ..., ψn). As ω is closed, so are ωi and
β.
Lemma 15. In the neighbourhood U(Lc), the form ω is exact, i.e. ω = dα.
Proof. It is a particular case of the folllowing general statement. Let Y be a
submanifold in X and there exists a mapping f : X −→ Y homotopic to the
identity mapping id : X −→ X. Then a closed differential form is exact on X if
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and only if its restriction to Y is exact. In our case, when X is a neighbourhood
of a Liouville torus, and Y is this Liouville torus, we even have a stronger
condition ωLc = 0 because Lc is Lagrangian. Therefore, ω is exact.
This can be shown also with direct calculation. Since ωi and β are closed
on the disk, and a disk is contractible, by Poincar lemma they are exact and
therefore there exist functions si and a 1-form ξ such that dsi = ωi and dξ = β.
Finally, let α =
∑
sidψi + ξ and dα = ω.
Consider now the functions s1 = s1(f1, ..., fn), ..., sn = sn(f1, .., fn). They
are independent. Indeed, from the formula ω =
∑
dsi ∧ dψi + β it follows that
the matrix Ω of ω has the form
0 ... 0
... cij
0 ... 0
−cij bij
 ,
where cij =
∂si
∂fj
. Therefore, detΩ = (detC)2 and detC 6= 0, where C is the
Jacobi matrix of the transformation s1, ..., sn and we can consider now a new
system of independent coordinates (s1, ..., sn, ψ1, ..., ψn).
Next, we represent ξ in the form ξ =
∑
gidsi and make one more change
ϕi = ψi − gi(s1, ..., sn). Geometrically this means that we change the initial
points of reference for the angle coordinates on the Liouville tori. The level
lines and even basis vectors fields are not changed.
Finally, let us show that the constructed system of action-angle variables
(s1, ..., sn, ϕ1, ..., ϕn) is canonical. We have∑
dsi ∧ dϕi =
∑
dsi ∧ d(ψi − gi(s1, ..., sn))
=
∑
dsi ∧ dψi +
∑
dgi(s1, ..., sn) ∧ dsi
=
∑
dsi ∧ dψi + dξ
=
∑
dsi ∧ dψi + β
= ω.
Hence, the action-angle variables have been constructed. It remains to show
that the flow sgrad H straightens on Liouville tori in coordinates (s1, ..., sn, ϕ1, ..., ϕn).
Indeed we have that sgrad si =
∂
∂ϕi
and so ∂H∂ϕi = sgrad si(H) = {si(f1, ..., fn), H} =
0. That means H is a function of s1, ..., sn only. Consequently
v = sgrad H =
∑
i
∂H
∂si
sgrad si =
∑
i
∂H
∂si
∂/∂ϕi,
moreover, the coefficients ∂H∂si depend only on the action variables s1, ..., sn, i.e.
are constant on Liouville tori. This completes the proof of Liouville theorem.
We can now interpret this theorem with respect to Delzant theorem. Arnold-
Liouville theorem is telling us that every integrable system looks locally as the
pre-image of an open neighbourhood of a Delzant polytope, i.e. it looks locally
like a toric manifold.
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3.3 New proof of first statement in Arnold Liouville the-
orem
In this final subsection, we elaborate a new alternative proof of the first state-
ment of Arnold-Liouville theorem, that is Lc ∼= Tn. This work was done under
the Severo Ochoa: Introduction to research 2017 program at ICMAT, devel-
opped and tutored by Daniel Peralta-Salas. It is based on the method used to
prove Tischler theorem which we will now explain from [2] and [10]. For the
proof we need the following lemma:
Lemma 16 (Ehresmann’s lemma [8]). A smooth mapping f : M −→ N between
smooth manifolds M and N such that :
1. f is a surjective submersion, and
2. f is a proper map
is a locally trivial fibration.
Theorem 17 (Tischler theorem). Let M be a compact manifold such that there
exists a nonsingular 1-form and closed ω. Then M admits a fibration over S1.
Proof. Let [ν1], ..., [νn] be a basis of H
1(M,Z) ∈ H1(M,R). Let p be the first
Betti number, by the correspondence with the set of homotopy classes of maps
f : M → S1 we write:
[νi] = f
∗
i [θ], 1 ≤ i ≤ p,
for some smooth maps fi and θ being the standard volume form on S
1. The
forms are then νi = f
∗
i (θ). Our closed one-form ω is then such that [ω] =∑n
i=1 ci[νi]. At the form level that is
ω =
n∑
i=1
ciνi + dF,
for certain function F and real numbers ci. We can assume that dF = 0 since
we can take ν1 = (f1 + pi ◦ F )∗(dθ), where pi is a projection to S1. Since M is
compact, F has a compact image and the projection to S1 can be done. Since
Q are dense in R, we can choose rational number qi such that the form
ω′ =
n∑
i=1
qiνi
is as close as we want to ω in the desired C∞ topology. In particular, we can
take them such that ω′ is also nonsingular. For a suitable integer N , Nω′ can
then be written:
Nω′ =
n∑
i=1
nif
∗
i (dθ)
= d(
n∑
i=1
pifi),
with ni ∈ Z ∀i. The function Θ =
∑n
i=1 pifi quotients to Θ˜ : M → S1. As
we took the coefficients such that Nω′ stills nonsingular we have that Θ˜ is a
surjective submersion. M is compact so Θ˜ is proper and by Ehresmann’s lemma
it is a fiber map which proves the theorem.
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Back to integrable systems. Let (M2n, ω) be a symplectic manifold and
f = (f1, ..., fn) an integrable system. Take p a regular point and c = f(p).
Since it has dimension n denote Ln any connex component of f−1(c)(or all
of it if assumed connected) and assume it compact, just as Arnold-Liouville
hypotheses.
Write Xi the hamiltonian vector asociated to fi. Recall that vector fields
X1, ..., Xn are tangent to L
n for all p ∈ Ln. We can write then T (Ln)p =<
Xf1 , ..., Xfn >p. Take now in Rn the canonical basis of vector fields {∂i =
∂
∂xi
}ni=1. We can consider its pullbacks by f , Si := f∗(∂i), which are vector
fields in M . They satisfy:
Si(fj) = δij .
They are determined by this condition modulo TpL
n.
Lemma 18. Let j : Ln −→M2n be the inclusion of the regular level set Ln into
M . Define the one-forms αi = iSiω then the one-forms βi = j
∗αi are closed.
Proof. By definition of Si, we have Si(fj) = δij. Then ∀i, j,:
αi(Xj) = ω(Si, Xj)
= −ω(Xj , Si)
= −iXjω(Si)
= −dfj(Si)
= −Si(fj)
= −δij .
To prove that βi is closed, we just have to check that dαi(X,Y ) = 0 ∀X,Y ∈
Γ(Ln). We know that TpL
n = 〈X1, ..., Xn〉p so we just have to check it for any
pair of elements in the basis.
We’ll use the invariant formula of the exterior derivative for a one form β:
dβ(X,Y ) = Y (β(X))−X(β(Y ))− β([X,Y ]).
Applying it in our case we have
dαi(Xj , Xk) = Xk(αi(Xj))−Xj(αi(Xk))− αi([Xj , Yk])
= Xk(−δij)−Xj(−δik)− αi(0)
= 0.
We conclude that d(j∗αi) = dβi = 0 and so our forms βi are closed in Ln.
Lemma 19. The one-forms β1, ..., βn are linearly independent and non degen-
erate in all points of Ln.
Proof. As seen in the previous lemma, we have that βi(Xj) = −δij . We deduce
that βi = Xi
∗.
Since X1, ..., Xn are basis of the tangent space at every point in L
n, we have
that β1, ..., βn form a basis of the cotangent space at every point in L
n. In
particular all βi are independent. This implies that β1 ∧ ... ∧ βn is a volume
form and so each of the forms is non degenerate.
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Lemma 20. As cohomology classes in H1DR(L
n,R), {[βi]}ni=1 are all different.
Proof. Suppose we have βi and βj with i 6= j such that [βi] = [βj ]. Then there
exists f ∈ C∞(Ln) such that
βi = βj + df.
Recall now that having βi all linearly independent is equivalent to saying that
β1 ∧ ... ∧ βn is a volume form of Ln. But since we have the last equation, then
βi ∧ βj = βi ∧ (βi + df) = βi ∧ df.
By the properties of the wedge product and the fact that βi is closed, we have
that:
βi ∧ df = dβi ∧ f − d(βi ∧ f)
= 0− fdβi
= 0.
It is a contradiction because then β1 ∧ ... ∧ βn is not a volume form.
Theorem 21 (1. in Arnold-Liouville theorem). We have Ln ∼= Tn.
Proof. By the canonical correspondence between H1(Ln,Z and the set of ho-
motopy classes of maps f : Ln −→ S1, we can choose a base [νi] of H1(Ln,R)
such that ∀i there exists a submersion gi : Ln → S1 with νi = g∗i (dθ), where θ
is the standard angle on S1.
With this basis, we have that our independent βi can be written as:
βi =
n∑
j=1
aijνi + dFi, ∀i.
Using the argument on Tishcler theorem proof, we can choose qij ∈ Q ∀i, j
and obtain non degenerate forms β˜i =
∑n
j=1 qijνi+dFi. Taking suitable Ni ∈ Z
we obtain forms β′i = Niβ˜i such that
β′i =
∑
kijνi + dHi,
where kij = Niqij ∈ Z and Hi = NiFi ∈ C∞(Ln).
Without loss of generality we can assume dHi = 0. Indeed, the image
Hi ∈ C∞(Ln) is contained in a closed interval since Ln is compact. Hi quotients
then into S1 with a projection pii, and we can redefine gi := gi + pi ◦Hi. The
basis νi were defined as νi = g
∗
i (dθ) = d(g˜i), with g˜i = θ ◦ gi. In particular the
forms β′i can be written
β′i = d(
∑
pig˜i).
If we define the functions θi =
∑
pig˜i, then its quotients (by their period)
θ˜i : L
n −→ S1 are n submersions of Ln to S1. Consider the function
Θ : Ln −→ S1 × ...× S1 = Tn
p 7−→ (θ˜1(p), ..., θ˜n(p)).
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We have to check that Θ is a submersion into Tn. Since we had that β′i generate
all H1(Ln,R), we can deduce that all dθi are independent as one-forms from
Ln to Rn and so dθ˜i are also independent. We deduce that Θ is a submersion
so also an immersion since it is a function between same dimension manifolds.
An immersion between compact manifolds is an embedding, and with same
dimension manifolds it is in fact a diffeomorphism. The conclusion obtained is
the first statement of Arnold-Liouville theorem:
Ln ∼= Tn.
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