Abstract. This paper addresses the following question: "Suppose that a static state-feedback controller stabilizes an infinite-dimensional linear continuous-time system. If we choose the parameters of an event/self-triggering mechanism appropriately, is the event/self-triggered control system stable under all sufficiently small nonlinear Lipschitz perturbations?" We assume that the stabilizing feedback operator is compact. Then the answer to the above question is positive if the control operator is bounded. Even if the control operator is unbounded, we show that the answer is still positive for periodic event-triggering mechanisms, provided that the semigroup governing the state-evolution of the uncontrolled linear system is analytic.
1. Introduction. Let the state space X and the input space U be Hilbert spaces, and consider the following system with state x(t) ∈ X and input u(t) ∈ U :
(1.1)ẋ(t) = Ax(t) + Bu(t) + φ x(t) , t ≥ 0;
where A is the generator of a strongly continuous semigroup T (t) on X, B is a bounded linear operator from U to the extrapolation space X −1 associated with T (t) (see the notation section for the definition of the extrapolation space X −1 ), and a nonlinear operator φ : X → X satisfies
for some constant L ≥ 0.
In this paper, we study event/self-triggered control for the infinite-dimensional system (1.1). Choose a bounded linear operator F from X to U such that the static state-feedback controller u(t) = F x(t) exponentially stabilizes the linear systemẋ(t) = Ax(t) + Bu(t), that is, the strongly continuous semigroup generated by A + BF is exponentially stable. For the infinite-dimensional system (1.1), we here implement an event/self-triggering controller, which is given by (1.2) u(t) = F x(t k ), t k ≤ t < t k+1 , k ∈ N 0 , where {t k } k∈N0 is determined by a certain event/self-triggering mechanism. If we appropriately choose the parameters of the event/self-triggering mechanism, then the inter-event times t k+1 − t k can be small. Therefore, we would expect intuitively that the event/self-triggered controller (1.2) exponentially stabilizes the system (1.1) for all perturbations with sufficiently small Lipschitz constants L. The objective of this paper is to show that this intuition is correct for certain event/self-triggering mechanisms. Throughout this paper, we assume that the feedback operator F is compact.
As the time-discretization of control systems, periodic sampling and controlupdating are widely used. Various problems on periodic sampled-data control have been studied for infinite-dimensional systems; for example, stabilization [11, 12, 18, 20, 23, 28] , robustness analysis of continuous-time stabilization with respect to periodic sampling [19, 24, 25] , and output regulation [14-16, 21, 31] . Event/self-triggering mechanisms are other time-discretization approaches, which send measurements and update control inputs when they are needed. Event/self-triggered control has been an area of intense research for finite-dimensional systems, starting from the seminal works of [27] . Event-triggered control methods have been extended to some classes of infinite-dimensional systems, e.g., systems with output delays and packet losses [17] , first-order hyperbolic systems [5, 6] , second-order hyperbolic systems [2] , and secondorder parabolic systems [10, 13, 26] . For abstract linear evolution equations, that is, systems in (1.1) with φ = 0, the authors of [30] have analyzed the inter-event times t k+1 − t k and the closed-loop stability of infinite-dimensional event-triggered control systems. Relatively little work has been done on self-triggered control for infinitedimensional systems, compared with event-triggered control.
We call the control operator B in (1.1) bounded if B maps boundedly from U into X. Otherwise, we call B unbounded. We first study the case in which B is bounded. For this case, we consider the following two event-triggering mechanisms: t 0 := 0 and t k+1 := min t k + τ max , inf{t > t k : F x(t k ) − F x(t) U > ε x(t k ) } (1.3) t k+1 := min t k + τ max , inf{t > t k + τ min : x(t k ) − x(t) > ε x(t k ) } (1. 4) for every k ∈ N 0 , where ε > 0 is the threshold and τ max > τ min > 0 are the bounds on inter-event times. The event-triggering mechanism (1.3) have been used for infinitedimensional linear systems in [30] . The event-triggering mechanism (1.4) is based on the mechanism introduced in [9] and has not been applied to infinite-dimensional systems yet. We show that the inter-event times t k+1 − t k are bounded from below by a positive constant for the closed-loop system (1.1), (1.2) with the the eventtriggering mechanism (1.3). We also prove that the closed-loop system (1.1), (1.2) with the event-triggering mechanism (1.3) is exponentially stable for all sufficiently small Lipschitz constants L > 0 and thresholds ε > 0. Under the event-triggering mechanism (1.4), the inter-event times t k+1 − t k clearly have a lower bound τ min . The difficulty here is that the event-triggering mechanism (1.4) does not guarantee that the error x(t k ) − x(t k + s) is small for 0 < s < τ min . However, if the lower bound τ min is chosen appropriately, then closed-loop stability can be achieved under the event-triggering mechanism (1.4) for all sufficiently small Lipschitz constants L > 0 and thresholds ε > 0.
Based on the event-triggering mechanism (1.3), we propose a self-triggering mechanism for the case in which the control operator B is bounded. We consider the situation where the control operator B is also perturbed by a bounded linear operator. It is assumed that the self-triggering mechanism knows only an upper bound ≥ 0 on the norm of this perturbation. The event-triggering mechanism (1.3) uses the current state x(t) for the computation of the error F x(t k ) − F x(t) U induced by the event-triggered implementation. Therefore, the event-triggering mechanism (1.3) is implemented at the sensor. In contrast, the proposed self-triggering mechanism estimates an upper bound on the error F x(t k ) − F x(t) U only from the dynamics model of the nominal linear system, the Lipschitz constant L, the upper bound on the norm of the perturbation of the control operator B, and the latest transmitted state x(t k ). The lack of information on the current state x(t) is the difficulty of self- triggered control, but its advantage is that the mechanism can be implemented in the controller. Figs 1 and 2 illustrate the closed-loop system with an event/self-triggering mechanism, respectively. We guarantee the strict positiveness of the inter-event times t k+1 − t k and the closed-loop stability of the self-triggered control system.
For the case in which the control operator B is unbounded, we apply the periodic event-triggering mechanism: t 0 := 0 and
for every k ∈ N 0 , where ε, h > 0 and max ∈ N. The periodic event-triggering mechanism has been introduced for finite-dimensional linear systems in [8] and then has been extended to finite-dimensional nonlinear Lipschitz systems in [7] . We here assume that the semigroup T (t) is analytic and that the strongly continuous semigroup generated by A BF , where A BF x = (A + BF )x and dom(A BF ) = {x ∈ X : (A + BF )x ∈ X}, is exponentially stable. It has been shown in [19] that the feedback controller (1.2) with t k+1 − t k ≡ h exponentially stabilizes the linear system (1.1) with φ ≡ 0 for all sufficiently small h > 0. Applying this result, we prove that if h is so small that the linear sampled-data system (1.1), (1.2) with φ ≡ 0 and t k+1 − t k ≡ h is exponentially stable, then the event-triggered control system with the mechanism (1.5) is also exponentially stable for all sufficiently small Lipschitz constants L > 0 and thresholds ε > 0.
Stability analysis under the event-triggering mechanisms (1.3) and (1.5) are extensions of Theorems 4.1 and 5.8 in [30] to systems with Lipschitz perturbations, respectively. In the linear case, x(t k+1 ) is determined only by x(t k ). However, if a Lipschitz perturbation exists, then every x(t) with t k ≤ t < t k+1 influences x(t k+1 ). We employ Gronwall's inequality for the evaluation of the influence of the Lipschitz perturbation. Another contribution of this paper is to introduce a self-triggering mechanism for infinite-dimensional systems. Moreover, stability analysis under the event-triggering mechanism (1.4) is new even without Lipschitz perturbations. This paper is organized as follows. In Section 2, we introduce the class of infinitedimensional systems. In Section 3, we present some preliminary technical results used in the rest of the paper. In Section 4, we consider the case in which the control operator B is bounded. We study closed-loop stability under the event-triggering mechanisms (1.3), (1.4) and under the self-triggering mechanism rooted in (1.3). In Section 5, we apply the periodic event-triggering mechanism (1.5) to infinite-dimensional systems with unbounded control operators. Section 6 is devoted to the application of the obtained results to a delay system and a heat equation. Let X be a Banach space. An operator ∆ ∈ B(X) is said to be power stable if there exist M ≥ 1 and δ ∈ (0, 1) such that ∆ k B(X) ≤ M δ k for every k ∈ N 0 . Let T (t) be a strongly continuous semigroup on X. We say that T (t) is exponentially stable if there exist Γ ≥ 1 and γ > 0 satisfy T (t) B(X) ≤ Γe −γt for all t ≥ 0. Let A be the generator of T (t). For λ ∈ (A), the extrapolation space X −1 associated with T (t) is the completion of X with respect to the norm x −1 := (λI − A) −1 x . Different choices of λ lead to equivalent norms on X −1 . The semigroup T (t) can be extended to a strongly continuous semigroup on X −1 , and its generator on X −1 is an extension of A to X. We shall use the same symbols T (t) and A for the original ones and the associated extensions. We refer the reader to Section II.5 in [4] and Section 2.10 in [29] for more details on the extrapolation space X −1 .
2. Infinite-dimensional system. 2.1. Plant dynamics. Let us denote by X and U the state space and the input space, and both of them are Hilbert spaces. We denote by · the norm of X.
For given τ max > τ min > 0, let an increasing sequence {t k } k∈N0 satisfy t 0 = 0 and τ min ≤ t k+1 − t k ≤ τ max for every k ∈ N 0 . Consider the following infinite-dimensional system:ẋ (t) = Ax(t) + Bu(t) + φ x(t) , t ≥ 0;
where x(t) ∈ X is the state and u(t) ∈ U is the input for t ≥ 0. We assume that A is the generator of a strongly continuous semigroup T (t) on X. Let X −1 denote the extrapolation space associated with T (t). The control operator B and the feedback operator F satisfy B ∈ B(U, X −1 ) and F ∈ K(X, U ), respectively. The perturbation φ : X → X is a nonlinear operator satisfying
for some constant L ≥ 0. The control operator B is said to be bounded if B ∈ B(U, X). Otherwise, B is said to be unbounded.
Solution of evolution equation.
To guarantee the existence and the uniqueness of solutions of the abstract evolution equation (2.1) with B ∈ B(U, X), we can apply the results, e.g., in Sec. 6.1 of [22] . However, if B ∈ B(U, X −1 ), then some additional treatments are required due to the unboundedness.
To solve the evolution equation (2.1), we consider the following integral equation:
We show that the integral equation (2.3) has a unique solution in C(R + , X) and that the solution satisfies the evolution equation (2.1) in X −1 . To this end, we define the operator S τ on U by
The following properties of S τ are useful in the analysis of the infinite-dimensional system (2.1):
Moreover, for every F ∈ K(X, U ),
Combining these properties of S τ and standard techniques for Lipschitz perturbations of evolution equations, we obtain the following result: Proposition 2.2. Let τ max > τ min > 0 and an increasing sequence {t k } k∈N0 satisfy t 0 = 0 and τ min ≤ t k+1 − t k ≤ τ max for every k ∈ N 0 . Assume that A is a generator of a strongly continuous semigroup T (t) on X, B ∈ B(U, X −1 ), F ∈ K(X, U ), and a nonlinear operator φ : X → X satisfies (2.2). Then the integral equation (2.3) has a unique solution x in C(R + , X). Furthermore, this solution x satisfies
which is interpreted in the extrapolation space X −1 .
The proof of Proposition 2.2 can be found in Appendix. The solution of the integral equation (2.3) is called a (mild) solution of the evolution equation (2.1).
Lemma 2.1 shows that for every τ ≥ 0, the operator ∆ τ on X defined by
satisfies ∆ τ ∈ B(X). Using this operator ∆ τ , we can rewrite (2.3b) as
We define the exponential stability of the closed-loop system (2.1), by using the mild solution. 
3. Preliminaries. In this section, we present some basic results for stability analysis of event/self-triggered control systems.
Lemma 3.1. Let τ max > τ min > 0 and an increasing sequence {t k } k∈N0 satisfy t 0 = 0 and τ min ≤ t k+1 − t k ≤ τ max for every k ∈ N 0 . Assume that T (t) is a strongly continuous semigroup on X, B ∈ B(U, X −1 ), F ∈ K(X, U ), and a nonlinear operator φ : X → X satisfies (2.2). For the solution x of the integral equation (2.3), there exist Υ = Υ(τ max ) ≥ 1 and a 0 = a 0 (τ max ) > 0 such that
Proof. By the strong continuity of T (t) and Lemma 2.1, there exist Υ, a 0 ≥ 1, depending on τ max , such that
Using the Lipschitz condition (2.2) and the integral equation (2.6), we obtain
The assertion follows by Gronwall's inequality (see, e.g., Lemma A.6.7 in [3] ).
For compact operators, the next lemma is known:
Lemma 3.2 (Lemma 3.5 in [30] ). Assume that T (t) is a strongly continuous semigroup on X, B ∈ B(U, X −1 ), and F ∈ K(X, U ). Then
Using Lemmas 3.1 and 3.2, we obtain the following result:
is a strongly continuous semigroup on X, B ∈ B(U, X −1 ), F ∈ K(X, U ), and a nonlinear operator φ : X → X satisfies (2.2). For every L ≥ 0 and every ε > 0, there exists θ > 0 such that for every x 0 ∈ X, the solution x of the integral equation
Proof. By Proposition 2.2, the integral equation (3.3) has a unique solution x in C(R + , X), and this solution satisfies
Therefore, by the Lipschitz condition (2.2), we obtain
Together with Lemma 3.2, there exists θ ∈ (0, τ max ) such that (3.4) holds. This completes the proof.
Until the end of this section, we consider the case where the control operator B is bounded. A routine calculation (see, e.g., Exercise 3.3 in [3] ) yields the following equivalence of mild solutions:
Lemma 3.4. Assume that A generates a strongly continuous semigroup T (t) on X, B ∈ B(U, X), and u ∈ L 1 ([0, τ ), U ). For every F ∈ B(X, U ), the mild solution oḟ
equals the mild solution oḟ
In the case B ∈ B(U, X), we can rewrite the evolution equation (2.1) aṡ
Let T BF (t) denote the strongly continuous semigroup generated by A + BF . By Lemma 3.4 we obtain another representation of the mild solution x given in (2.3b):
for every τ ∈ (0, t k+1 − t k ] and every k ∈ N 0 .
Assume that the semigroup T BF (t) is exponentially stable, i.e., there exist Γ ≥ 1 and γ > 0 satisfy
We define a new norm | · | on X by
as in the proof of Theorem 3.1 in [19] . It has been shown there that this norm has the following properties:
Lemma 3.5. Assume that a strongly continuous semigroup T BF (t) satisfies (3.6) for some Γ ≥ 1 and γ > 0. The norm defined by (3.7) satisfies
We obtain upper bounds on the second and third terms in the right-hand side of (3.5) with respect to the norm | · |. Lemma 3.6. Let τ max > τ min > 0 and an increasing sequence {t k } k∈N0 satisfy t 0 = 0 and τ min ≤ t k+1 − t k ≤ τ max for every k ∈ N 0 . Assume that A generates a strongly continuous semigroup T (t) on X, B ∈ B(U, X), F ∈ K(X, U ), and a nonlinear operator φ : X → X satisfies (2.2). Assume further that the semigroup T BF (t) generated by A + BF is exponentially stable, i.e., (3.6) holds for some Γ ≥ 1 and γ > 0. For the solution x of the integral equation (2.3) and the norm | · | defined by (3.7), the following assertions hold:
1. There exists Υ = Υ(τ max ) ≥ 1 and a = a(τ max ) > 0 such that the solution x of the integral equation
for every τ ∈ (0, t k+1 − t k ] and every k ∈ N 0 . Proof. 1. By Lemma 3.1, there exist Υ, a 0 ≥ 1 such that (3.1) holds. Using the properties (3.8) of the norm | · |, we obtain
for every τ ∈ (0, t k+1 − t k ] and every k ∈ N 0 , where a := a 0 Γ/γ.
2. Combining (3.10) and the properties (3.8) of the norm | · |, we have
for every τ ∈ (0, t k+1 − t k ] and every k ∈ N 0 , where b := Γ B B(U,X) /γ.
Event/self-triggering mechanisms for bounded control.
We analyze the minimum inter-event time and the exponential stability of event/self-triggered control systems with bounded control operators in this section. First, we determine the control updating instants {t k } k∈N0 , by comparing the plant state and the input error induced by the event-triggering implementation. Based on this event-triggering mechanism, we next propose a self-triggering mechanism. Finally, we consider an event-triggering mechanism in which the minimal inter-event time is bounded from below by a predefined value.
4.1. Event-triggering mechanism based on input error. For given τ max > 0 and ε > 0, we here construct the increasing sequence {t k } k∈N0 by the following event-triggering mechanism:
We first show that the inter-event times of the event-triggering mechanism (4.1) is bounded from below by a positive constant.
Lemma 4.1. Assume that A generates a strongly continuous semigroup T (t) on X, B ∈ B(U, X), F ∈ K(X, U ), and a nonlinear operator φ : X → X satisfies (2.
where x is the solution of (2.1), satisfies inf k∈N0 (t k+1 − t k ) ≥ θ.
Proof. Applying Lemma 3.3, we find that there exists θ > 0, not depending on x 0 , such that t 1 − t 0 ≥ θ. Proposition 2.2 shows that the state x of the system (2.1) satisfies x(t 1 ) ∈ X. Continuing in this way, we obtain inf k∈N0 (t k+1 − t k ) ≥ θ.
We next show that if the threshold ε of the event-triggering mechanism (4.1) is appropriately chosen, then the event-triggered control system is exponentially stable for all sufficiently small Lipschitz perturbations.
Theorem 4.2. Assume that A generates a strongly continuous semigroup T (t) on X, B ∈ B(U, X), F ∈ K(X, U ), and a nonlinear operator φ : X → X satisfies (2.2). Assume further that the semigroup T BF (t) generated by A+BF is exponentially stable. For every τ max > 0, there exist constants L * , ε * > 0 such that the system (2.1) with the event-triggering mechanism (4.1) is exponentially stable for every L ∈ [0, L * ) and every ε ∈ (0, ε * ).
Proof. Under the event-triggering mechanism (4.1), we obtain
Since T BF (t) is exponentially stable, there exist Γ ≥ 1 and γ > 0 such that (3.6) holds. Define a norm | · | on X by (3.7). By Lemma 3.6 and the integral equation (3.5), there exist a, b > 0 and Υ ≥ 1 such that for every τ ∈ (0, t k+1 − t k ]
Let L ∈ [0, L * ) and ε ∈ (0, ε * ) be given. Define a function f on (0, ∞) by
τ .
Since
it follows that f (τ ) > 0 for every τ > 0. Moreover, a routine calculation shows that f is monotonically decreasing on (0, ∞). Hence
where γ 0 := f (τ max ) > 0. By induction on k ∈ N 0 , we obtain
for every x 0 ∈ X, τ ∈ (0, t k+1 − t k ], and k ∈ N 0 . Thus, the system (2.1) with the event-triggering mechanism (4.1) is exponentially stable.
4.2. Self-triggering mechanism based on input error. To implement the event-triggering mechanism (4.1), we need to monitor the state x(t) at all t ≥ 0. If we know the exact plant dynamics, then the controller can estimate the current state x(t) from the received state x(t k ). However, such a situation is rare. Therefore, the even-triggering mechanism is implemented in the sensor.
Here we consider the infinite-dimensional system (2.1) with B = B 0 + D, where B 0 ∈ B(U, X) is a nominal control operator and D ∈ B(U, X) is a perturbation operator satisfying D B(U,X) ≤ for some ≥ 0. Define
We propose a self-triggering mechanism that constructs {t k } k∈N0 only from the data on the linear system T (t), B 0 , F , the Lipschitz constant L, the bound on the norm of the perturbation of the control operator B, and the latest transmitted state x(t k ). For constants ε, τ max > 0 and a function α : R + × R + → R + , set t 0 := 0, t k+1 := t k + min{τ max , ψ k } ∀k ∈ N 0 (4.3a)
Note that the self-triggering mechanism (4.3) does not use the information on the current state x(t). Therefore, we can implement the self-triggering mechanism (4.3) in the controller. for some ≥ 0, F ∈ K(X, U ), and a nonlinear operator φ : X → X satisfies (2.2). Assume further that the semigroup T B0F (t) generated by A+B 0 F is exponentially stable. The following two statements hold:
1. For every L ≥ 0, ε > 0, ≥ 0, and α : R + × R + → R + , there exists θ > 0 such that for every x 0 ∈ X, the increasing sequence {t k } ∞ k=0 defined by t 0 := 0 and
For every τ max > 0, there exist an increasing and continuous function α :
R + × R + → R + and constants L * , ε * , * > 0 such that the system (2.1) with the self-triggering mechanism (4.3) is exponentially stable for every L ∈ [0, L * ), ε ∈ (0, ε * ), and ∈ [0, * ).
Proof. 1. Let x 0 ∈ X, L ≥ 0, ε > 0, ≥ 0, and α : R + × R + → R + be given. We have
and Lemma 3.2 yields lim τ ↓0
Moreover, α(L, ) ≥ 0 and lim τ ↓0 τ α(L, ) = 0.
Hence t 1 −t 0 ≥ θ for some θ > 0, and θ does not depend on x 0 . By Proposition 2.2, we also obtain x(t k ) ∈ X for every k ∈ N. Applying induction, we obtain inf k∈N0 (t k+1 − t k ) ≥ θ.
2. By Lemma 2.1, there exist Υ, a 0 ≥ 1 such that
it follows that
Applying this inequality and the Lipschitz condition (2.2) to (2.6), we obtain
Hence Gronwall's inequality yields
Using (2.6) again, we have that for every τ ∈ [0, t k+1 − t k ),
where the function α :
and is increasing and continuous with respect to both variables. Under the self-triggering mechanism (4.3), we have from (4.5) that
On the other hand, Lemma 3.4 shows that
Since the semigroup T B0F (t) is exponentially stable, there exist Γ ≥ 1 and γ > 0 such that T B0F (t) ≤ Γe −γt for every t ≥ 0. Similarly to (3.7), define a new norm | · | on X by |x| := sup t≥0 e γt T B0F (t)x .
Using (4.4), we obtain
for every τ ∈ (0, t k+1 − t k ] and every k ∈ N 0 , where
Similarly to 2. of Lemma 3.6, (4.6) yields
for every τ ∈ (0, t k+1 − t k ] and every k ∈ N 0 , where b := Γ B 0 B(U,X) /γ. We also obtain (4.10)
for every τ ∈ (0, t k+1 − t k ] and every k ∈ N 0 , where c := Γ F B(X,U ) /γ. Applying these inequalities (4.8)-(4.10) to (4.7), we have
The rest of the proof is the same as that of Theorem 4.2.
4.3. Event-triggering mechanism enforcing minimal inter-event time. For given τ max > τ min > 0 and ε ≥ 0, we here define the increasing sequence {t k } k∈N0 by t 0 := 0, t k+1 := min{t k + τ max , ψ k } ∀k ∈ N 0 (4.11a)
By definition, t k+1 − t k ≥ τ min for every k ∈ N 0 . Moreover, if the threshold ε = 0, then the system with this event-triggering mechanism can be regarded as a periodic sampled-data system with sampling period τ min .
As in Theorems 4.2 and 4.3, a suitable choice of the threshold ε and the lower bound τ min of inter-event times in (4.11) makes the event-triggered control system exponentially stable under all sufficiently small Lipschitz perturbations.
Theorem 4.4. Assume that A generates a strongly continuous semigroup T (t) on X, B ∈ B(U, X), F ∈ K(X, U ), and a nonlinear operator φ : X → X satisfies (2.2). Assume further that the semigroup T BF (t) generated by A+BF is exponentially stable. For every τ max > 0, there exist constants L * , ε * > 0 and τ * min ∈ (0, τ max ) such that the system (2.1) with the event-triggering mechanism (4.11) is exponentially stable for every L ∈ [0, L * ), ε ∈ [0, ε * ), and τ min ∈ (0, τ * min ). Proof. Under the event-triggering mechanism (4.11), the solution x of the integral equation (2.3) satisfies
Note that the above condition may not hold for s ∈ (0, τ min ). Therefore, compared with the case of the event-triggering mechanism (4.1), the careful estimate of
is required. By the exponential stability of T BF (t), there exist Γ ≥ 1 and γ > 0 such that (3.6) holds. Define a norm | · | on X by (3.7). From the properties (3.8) of the norm | · |, it follows that for every τ ∈ [τ min , t k+1 − t k ],
By Lemma 3.3 and its proof, there exists a function g 0 (τ min ) : (0, τ max ) → R + such that
and lim
For every τ ∈ [τ min , t k+1 − t k ] and every s ∈ [0, τ min ], the properties (3.8) of the norm | · | yield
By Lemma 3.6, there exist Υ ≥ 1 and a > 0 such that
for every τ ∈ (0, t k+1 − t k ] and every k ∈ N 0 . Combining (3.5) with (4.12)-(4.14), we obtain
We will prove ν(τ ) < 1 for every τ ≥ τ min . To this end, define
First we investigate κ 1 (τ ). Since e −γτ < 1 − γτ e −γτ for every τ > 0, it follows that
Let us next evaluate κ 2 (τ ). We obtain
There exist L * > 0 and ε * > 0 such that
By (4.17) and (4.18), ν given in (4.16) satisfies
If we define a function f on (0, ∞) by
then f is increasing on (0, ∞) and lim τ ↓0 = (γ − ς)/γ. Since
it follows that ν(τ ) < 1 for all τ ≥ τ min . Hence
By (4.15),
Applying induction, we obtain
and hence we have
for all x 0 ∈ X, τ ∈ [0, t k+1 − t k ], and k ∈ N 0 . Thus, the closed-loop system is exponentially stable.
5. Periodic event-triggering mechanism for unbounded control. In this section, we study event-triggered control for infinite-dimensional systems with unbounded control operators. Let h > 0, ε ≥ 0, and max ∈ N be given, and define the increasing sequence {t k } k∈N0 by
which is called a periodic event-triggering mechanism [8] . If ε = 0, then the control input is updated at every t = kh, k ∈ N 0 , unless x(kh + h) = x(kh). Therefore, the event-triggered control system with ε = 0 is the periodic sampled-data system with sampling period h.
We analyze the periodic event-triggered control system by discretizing the closedloop system with period h. The resulting discrete-time system has a bounded control operator by Lemma 2.1. Combining this with the estimate in Lemma 3.1 for Lipschitz perturbations, we obtain the following lemma, which is the discrete-time counterpart of Theorem 4.2.
Lemma 5.1. Assume that A generates a strongly continuous semigroup T (t) on X, B ∈ B(U, X −1 ), F ∈ B(X, U ), and a nonlinear operator φ : X → X satisfies (2.2). Let h > 0 be given. If ∆ h defined by (2.5) is power stable, then for every max ∈ N, there exist ε
, the system (2.1) with the periodic event-triggering mechanism (5.1) is exponentially stable.
Proof. Since ∆ h is power stable, there exist Ω ≥ 1 and ω ∈ (0, 1) such that
As in the proof of Theorem 5.8 in [30] , define a new norm | · | d on X by
Similarly to the norm | · | defined by (3.7), the discrete-time counterpart | · | d satisfies
For the time sequence {t k } k∈N0 defined by (5.1), there exists k ∈ N 0 such that t k = k h. The error e induced by the event-triggering implementation is given by
Under the periodic event-triggering mechanism (5.1), the error e satisfies
A routine calculation shows that
Therefore,
where p k := k+1 − k .
Using Lemma 3.1, we find that there exist Υ, a 0 ≥ 1 such that
By the properties (5.3) of the norm | · | d and the Lipschitz condition (2.2), we obtain
for every q ∈ [0, p k − 1] ∩ N 0 and every k ∈ N 0 , where
Since the error e satisfies (5.4), it follows from the properties (5.3) of the norm | · | d and Lemma 2.1 that
for every q ∈ [0, p k − 1] ∩ N 0 and every k ∈ N 0 , where δ 2 (ε) := εΩ S h F B(X) .
Combining (5.5), (5.7), and (5.8), we have
then f is positive and monotonically decreasing on N. Therefore,
where γ 0 := f ( max ) > 0. By induction, we obtain
Using (5.6) again, we obtain
where M := a 0 e LΥ maxh . Hence, the first property (5.3) of the norm | · | d yields
Thus, the closed-loop system is exponentially stable.
Define an operator A BF on X by (5.9) A BF x = (A + BF )x with dom(A BF ) := {x ∈ X : (A + BF )x ∈ X}, which we distinguish from the unbounded operator A + BF on X −1 with dom(A + BF ) = X. The following theorem provides sufficient conditions for the linear periodic sampled-data system to be exponentially stable:
Theorem 5.2 (Theorems 3.1 and 4.8 in [19] ).
Assume that A generates a strongly continuous semigroup T (t) on X, B ∈ B(U, X −1 ), and F ∈ K(X, U ).
1. If B ∈ B(U, X) and the semigroup generated by A + BF is exponentially stable, or 2. if T (t) is analytic and the semigroup generated by A BF in (5.9) is exponentially stable, then there exists h * > 0 such that for every h ∈ (0, h * ), the linear periodic sampleddata system (2.1) with φ = 0 and t k+1 − t k ≡ h is exponentially stable.
Theorem 5.3. Assume the same hypotheses on A, B, F, T (t) as in Theorem 5.2, and choose h > 0 so that the linear periodic sampled-data system (2.1) with φ = 0 t k+1 − t k ≡ h is exponentially stable. Assume further that a nonlinear operator φ :
Proof. By Lemma 2.3 in [19] , the linear periodic sampled-data system (2.1) with φ ≡ 0 and t k+1 − t k ≡ h, is exponentially stable if and only if the operator ∆ h is power stable. Combining this with Lemma 5.1, we obtain the desired result.
6. Examples. In this section, we show that the obtained results can be applied to delay systems and heat equations.
6.1. Delay systems. Consider the following retarded differential equations:
We assume that a nonlinear function ψ :
. Define the state space X := L 2 (0, 1), the input space U := C, and the state x(t) := z(·, t) ∈ X. Regard φ as a function on L 2 (0, 1) and assume that
for some constant L ≥ 0. Define the self-adjoint generator A : dom(A) ⊂ X → X by
, where · A is the graph norm of A. Let ·, · denote the inner product on X = L 2 (0, 1). We define the control operator B ∈ B(C, X −1 ) by Bu = uδ ξ0 for u ∈ C, where the extrapolation space X −1 associated with A is identified with the dual space of X 1 . The duality paring ·, · X−1,X1 on X −1 × X 1 is a continuous extension of the inner product ·, · on X, that is, ·, · X−1,X1 is a bounded nondegenerate sesquilinear form on X −1 × X 1 such that x, φ X−1,X1 = x, φ for every x ∈ X and every φ ∈ X 1 . We refer the reader to Sections 2.9 and 2.10 in [29] for more details on the dual structure of X −1 and X 1 . The heat equation (6.3) can be rewritten as the abstract evolution equation in the form (2.1a) with the spaces and the operators above.
Define f n ∈ dom(A), n ∈ N 0 , by
Then {f n } n∈N0 forms an orthonormal basis of X = L 2 (0, 1), and A has the expansion
We see from a standard argument that {f n } n∈N0 is a Schauder basis of X −1 . Choose λ > 0 arbitrarily. We obtain
One can easily show that this decomposition is unique. Hence {f n } n∈N0 is a Schauder basis of X −1 . Furthermore, since
x, f n X−1,X1 f n ∀x ∈ X −1 .
Combining this expansion and
we obtain the following expansion of the control operator B:
For c > 0, define the compact feedback operator F ∈ B(X, C) by
From the expansions (6.4), (6.5), Lemma 4.1, and Proposition 4.5 in [19] , we see that the (analytic) semigroup generated by A BF defined as in (5.9) is exponentially stable for every c > 0. Thus, Theorem 5.3 shows that the closed-loop system is exponentially stable under the periodic event-triggering mechanism (5.1) if the Lipschitz constant L, the sampling period h, and the threshold ε are sufficiently small.
7. Conclusion. In this paper, we have analyzed the exponential stability of infinite-dimensional event/self-triggered control systems with Lipschitz perturbations. We have considered three event-triggering mechanisms and one self-triggering mechanism. The first event-triggering mechanism and the self-triggering mechanism compare between the plant state and the error of the control input induced by the event/self-triggered implementation. The second and third event-triggering mechanisms combine time-triggering conditions and the comparison of the plant state and its error induced by the event-triggered implementation. Assuming that the feedback operator is compact and exponentially stabilizes the infinite-dimensional plant without Lipschitz perturbations, we have guaranteed that there exist parameters of the event/self-triggering mechanisms such that the closed-loop system is exponentially stable under all perturbations with sufficiently small Lipschitz constants. Future work will involve investigating how large the threshold of the event/self-triggering mechanisms and the nonlinear Lipschitz perturbation can be allowed to be without compromising closed-loop stability. Lemma A.1. Let t 1 > 0 be given. Assume that T (t) is a strongly continuous semigroup on X, B ∈ B(U, X −1 ), F ∈ K(X, U ), and a nonlinear operator φ : X → X satisfies (2.2). The integral equation (A.1) has a unique solution in C [0, t 1 ], X for every initial state x 0 ∈ X.
Proof. By Corollary 1.3 on p. 185 in [22] , it suffices to show that ζ(t) := t 0 T (t − s)BF x 0 ds = S t F x 0 satisfies ζ ∈ C [0, t 1 ], X . First we show the right continuity of ζ. Let t ∈ [0, t 1 ) and h ∈ (0, t 1 − t) be given. By the strong continuity of T (t), there exists Υ ≥ 1 such that T (t) B(X) ≤ Υ for every t ∈ [0, t 1 ]. Since Let us next show the left continuity of ζ. Let t ∈ (0, t 1 ] and h ∈ (0, t) be given. Since
we have that
Therefore, Lemma 2.1 yields Lemma A.2. Let t 1 > 0 be given. Assume that A generates a strongly continuous semigroup T (t) on X, B ∈ B(U, X −1 ), F ∈ K(X, U ), and a nonlinear operator φ : X → X satisfies (2.2). For every initial state x 0 ∈ X, the solution x ∈ C [0, t 1 ], X of the integral equation (A.1) satisfies x| [0,t1) ∈ C 1 [0, t 1 ), X −1 ∀k ∈ N 0 andẋ (t) = Ax(t) + BF x(t k ) + φ x(t) ∀t ∈ (0, t 1 ), ∀k ∈ N 0 , which is interpreted in the extrapolation space X −1 .
Proof. Define f i : [0, t 1 ) → X, i ∈ {1, 2}, by f 1 (t) := BF x 0 and f 2 (t) := φ x(t) for t ∈ [0, t 1 ). By Theorem 2.4 on p. 107 in [22] , it suffices to show that for each i ∈ {1, 2}, f i ∈ C [0, t 1 ), X −1 and v i defined by
satisfies v i ∈ X for every t ∈ [0, t 1 ) and Av i ∈ C [0, t 1 ), X −1 . Clearly, the constant function f 1 belongs to C [0, t 1 ), X −1 . Since v 1 (t) = S t F x 0 , it follows from Lemma 2.1 that v 1 (t) ∈ X for every t ∈ [0, t 1 ). Moreover, Av 1 (t) = (T (t) − I)BF x 0 , and hence we obtain Av 1 ∈ C [0, t 1 ), X −1 by the strong continuity of T (t).
Let us next investigate f 2 and v 2 . Since x ∈ C [0, t 1 ], X and φ is Lipschitz continuous on X, it follows that f 2 ∈ C [0, t 1 ), X . Therefore, f 2 ∈ C [0, t 1 ), X −1 by X → X −1 . By definition, v 2 (t) ∈ X for every t ∈ [0, t 1 ). To show Av 2 ∈ C [0, t 1 ), X −1 , it is enough to prove Af 2 ∈ C [0, t 1 ), X −1 , because Av 2 (t) = t 0 T (t − s)Af 2 (s)ds; see also Propsoition 1.3.4 in [1] for the continuity property on convolutions.
Let λ ∈ (A) be given, and (X −1 , · X−1 ) be the completion of (X, · −1 ), where x −1 := (λI − A)
−1 x for x ∈ X. Since λI − A is an isometry from X to X −1 (see, e.g., Theorem II.5.5 in [4] ), it follows that for every t, s ∈ [0, t 1 ), Af 2 (t) − Af 2 (s) X−1 ≤ φ x(t) − φ x(s) + |λ| · φ x(t) − φ x(s) X−1 .
Using x ∈ C [0, t 1 ], X , the Lipschitz continuity of φ on X, and X → X −1 , we obtain Af 2 ∈ C [0, t 1 ), X −1 . This completes the proof.
Proof of Proposition 2.2. Since x(t k ) ∈ X for every k ∈ N 0 by Lemma A.1, we obtain the desired conclusion by repeating the argument in Lemmas A.1 and A.2.
