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Abstract
Cayley rational forms for rotations are given as explicit matrix polynomials for any quan-
tized spin j. The results are compared to the Curtright-Fairlie-Zachos matrix polynomials for
rotations represented as exponentials.
Curtright, Fairlie, and Zachos (CFZ) obtained an elegant and intuitive result [1] expressing
the exponential form for a rotation about an axis nˆ, for any quantized angular momentum j, as
a polynomial of order 2j in the corresponding (2j + 1) × (2j + 1) spin matrices nˆ · J , thereby
culminating several decades of previous studies on this or closely related problems [2]-[6]. For each
angle-dependent coefficient of the polynomial, the explicit formula found by CFZ involves nothing
more complicated than a truncated series expansion for a power of the arcsin function. Although
a detailed proof of the CFZ result is not exhibited in [1], the essential ingredients needed to provide
such a proof are in that paper, and indeed, details of two elementary derivations were subsequently
given in [7].
I discuss here the corresponding polynomial result for the Cayley rational form of an irreducible,
unitary SU(2) representation with spin j. In this case, the explicit polynomial coefficients involve
nothing more complicated than truncated series expansions for simple, finite products. I compare
the Cayley form to the CFZ result.
The CFZ formula for a rotation through an angle θ about an axis nˆ, valid for any spin j ∈{
0, 12 , 1,
3
2 , · · ·
}
, is given by the unitary SU (2) matrix
U = exp (i θ nˆ · J) =
2j∑
k=0
1
k!
A
[j]
k (θ) (2i nˆ · J)
k , (1)
where the angle-dependent coefficients of the various spin matrix powers are explicitly given by
A
[j]
k (θ) = sin
k (θ/2) (cos (θ/2))ǫ(j,k) Trunc
⌊j−k/2⌋
[
1
(
√
1− x)ǫ(j,k)
(
arcsin
√
x√
x
)k]
x=sin2(θ/2)
. (2)
Here, ⌊· · · ⌋ is the integer-valued floor function while ǫ (j, k) is a binary-valued function of 2j − k
that distinguishes even and odd integers: ǫ (j, k) = 0 for even 2j − k, and ǫ (j, k) = 1 for odd
2j − k. More importantly, Trunc
n
[f (x)] is the nth-order Taylor polynomial truncation for any
f (x) admitting a power series representation:
f (x) =
∞∑
m=0
fmx
m , Trunc
n
[f (x)] ≡
n∑
m=0
fmx
m . (3)
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To emulate the CFZ formula, I now construct Cayley transforms [8, 9] of elements in the su (2)
algebra as spin matrix polynomials.
At first glance the Cayley transform for any spin representation would seem to follow imme-
diately from the CFZ result just by changing variables from θ to a function of the angle, α (θ).
For any given numerical value of nˆ · J this would be so, of course, but it is not obviously so for
matrix-valued nˆ · J . In fact, it turns out that the matrix produced by the Cayley transform of an
su (2) generator reduces to a spin matrix polynomial that has a simpler form than the CFZ result
(1) for the exponential of that generator.
For a finite dimensional, unitary, irreducible representation of SU (2), all the underlying spin
matrices iS ≡ 2i nˆ · J are anti-hermitian, and for spin j satisfy the Cayley-Hamilton theorem
[8, 10] appropriate for (2j + 1) × (2j + 1) matrices. Consequently the Cayley rational form of a
unitary SU (2) group element for spin j can be reduced to a spin matrix polynomial [11]:
U =
1 + 2iα nˆ · J
1− 2iα nˆ · J =
2j∑
k=0
A
[j]
k (α) (2i nˆ · J)
k , (4)
where α is a real parameter, and where the coefficients A
[j]
k (α) are to be determined as functions of
α. The challenge here is to rewrite the geometric series 1/ (1− 2iα nˆ · J) for spin j as a polynomial
in nˆ · J . Thus define
1
1− 2iα nˆ · J =
2j∑
k=0
B
[j]
k (α) (2i nˆ · J)
k . (5)
Then clearly A
[j]
0 = 2B
[j]
0 − 1 and A[j]k≥1 = 2B[j]k≥1. The coefficients in the latter expansion follow
directly from the methods in [1, 7]. The results are succinctly given by
B
[j]
k (α) =
αk
det (1− 2iα nˆ · J) Trunc2j−k [det (1− 2iα nˆ · J)] , (6)
where the truncation is in powers of α, and where the determinant for spin j is
det (1− 2iα nˆ · J) =
2j∏
m=0
(1− 2iα (j −m)) =
⌊j+1/2⌋∏
n=1
(
1 + 4α2 (j + 1− n)2
)
. (7)
These results are readily checked for small values of j upon using explicit matrices, say nˆ · J = J3.
Indeed, this is how (6) was first deduced.
Subsequently, after the first version of this paper was posted on the arXiv, a detailed proof of
(6) was given in [12]. But, as it turns out, after the previous version of this paper was posted,
I learned that (5) and (6) are true for any N × N matrix M , upon replacing nˆ · J → M and
2j + 1 → N . The result is a widely known theorem from the resolvent formalism (e.g. see [13]),
and is proven in numerous textbooks and articles on matrix theory (e.g. see [14] and [15]).
Still, some comments are in order. Firstly, note that for either bosonic (integer) or fermionic
(semi-integer) spins, only even powers of α with positive coefficients are produced by the determi-
nant factors in (6). Consequently the A
[j]
k (α) and B
[j]
k (α) coefficients have no singularities for real
α. Secondly, the determinants in (6) are essentially generating functions of the central factorial
numbers t (m,n) (see [16]), a fact already exploited in [1, 7]. For example, for integer j,
Trunc
2j−k
[det (1− 2iα nˆ · J)] =
⌊j−k/2⌋∑
m=0
4mα2m |t (2j + 2, 2j + 2− 2m)| , (8)
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with the full determinant obtained for k = 0. Thirdly, as j →∞ for any fixed k the truncation in (6)
is lifted — albeit not without some subtleties [17] — to obtain, for small α, limj→∞B
[j]
k (α) ∼ αk.
Nevertheless, in contrast to the periodicized θ-monomials found in [1], the large j behavior here
does not make the periodicity of rotations manifest. To exhibit periodicity even for finite values of
j, θ must be expressed, on a case-by-case basis, as cyclometric functions of α, and then the branch
structure of those cyclometric functions must be invoked.
Finally, the Hille-Yosida theorem from resolvent theory provides a one-to-one relation between
(2) and (6). That is, for any hermitian N ×N matrix, a Laplace transform gives
1
1− itM =
∫ ∞
0
e−seistMds . (9)
So for linearly independent powers Mk, 0 ≤ k < N , as is the case for spin matrices, the matrix
polynomial expansion coefficients are related order-by-order.
1
1− itM =
N−1∑
n=0
An (t) (iM)
n , exp (iφM) =
N−1∑
n=0
Cn (φ) (iM)
n , An (t) =
∫ ∞
0
e−sCn (st) ds .
(10)
This provides yet another route to prove the CFZ result (1) starting from the known coefficients
for the resolvent (see [12]). For example, for spin j = 1/2,
exp
(
1
2 iφ σ3
)
= cos
(
φ
2
)
I + i sin
(
φ
2
)
σ3 , (11)
∫ ∞
0
e−s cos (st/2) ds =
1
1 + 14 t
2
,
∫ ∞
0
e−s sin (st/2) ds =
1
2 t
1 + 14 t
2
, (12)
det
(
1− 12 it σ3
)
= 1 + 14 t
2 , (13)
1
1− 12 it σ3
=
1
1 + 14 t
2
(
I + 12 it σ3
)
, (14)
where I =
(
1 0
0 1
)
and the Pauli matrix is σ3 =
(
1 0
0 −1
)
, as usual.
Acknowledgements I thank Curtright and Zachos for suggesting this problem, and for discus-
sions and encouragement. I also thank Jack and Peggy Nichols for their hospitality. Finally, I
have benefited from stimulating views of sea waves approaching the Maleco´n, La Habana.
Keywords: Cayley transform, resolvent, rotations, spin, su(2)
MSC: 15A, 15B, 20C, 22E70, 81R05, 81R50
References
[1] T L Curtright, D B Fairlie, and C K Zachos, “A compact formula for rotations as spin matrix
polynomials” SIGMA 10 (2014) 084. e-Print: arXiv:1402.3541 [math-ph]
3
[2] E P Wigner, Group Theory and its Application to the Quantum Mechanics of Atomic Spectra,
Academic Press (1959).
[3] Y Lehrer–Ilamed,. “On the direct calculations of the representations of the three-
dimensional pure rotation group” Proc.Camb.Phil.Soc. 60 (1964) 61–66. DOI:
10.1017/S0305004100037452
[4] R van Wageningen, “Explicit polynomial expressions for finite rotation operators”
Nuc.Phys. 60 (1964) 250–263. DOI: 10.1016/0029-5582(64)90660-1
[5] T AWeber and S AWilliams, “Spin-matrix polynomials and the rotation operator for arbitrary
spin” J.Math.Phys. 6 (1965) 1980-1983. DOI: 10.1063/1.1704751
[6] A J Torruella, “Representations of the three-dimensional rotation group by the direct method”
J.Math.Phys. 16 (1975) 1637-1642. DOI: 10.1063/1.522718
[7] T L Curtright and T S Van Kortryk, “On rotations as spin matrix polynomials”
J. Phys. A: Math. Theor. 48 (2015) 025202. e-Print: arXiv:1408.0767 [math-ph]
[8] The Collected Mathematical Papers of Arthur Cayley, Cambridge University Press (1889). See
Vol. I. for the Cayley transform, and see Vol. II. for the Cayley-Hamilton theorem.
[9] See http://en.wikipedia.org/wiki/Cayley transform. For a recent paper which provides a
brief guide to more current literature and some applications, see Y Hardy, A Fosˇner,
and W-H Steeb, “Cayley transform and the Kronecker product of Hermitian matrices”
Linear Algebra and its Applications 439 (2013) 4023–4031. DOI: 10.1016/j.laa.2013.09.043
[10] See http://en.wikipedia.org/wiki/Cayley-Hamilton theorem.
[11] In this paper I only use Cayley transforms to construct a group element U from an element S
in the Lie algebra, i.e. U = 1+iS1−iS . I do not consider the inverse problem to construct the Lie
algebra generator from a given group element, i.e. iS = U−1U+1 .
[12] T L Curtright, “More on Rotations as Spin Matrix Polynomials” e-Print: arXiv:1506.04648
[math-ph]
[13] M X He and P E Ricci, “On Taylor’s formula for the resolvent of a com-
plex matrix” Computers and Mathematics with Applications 56 (2008) 2285–2288. DOI:
10.1016/j.camwa.2008.03.051
[14] A S Householder, The Theory of Matrices in Numerical Analysis, Dover (1975). See Section
6.7, and also the references cited therein, where the history of the identity is traced backed to
U J J Leverrier, “Sur les variations seculaires des elements des orbites” J. Math. (1840).
[15] S-H Hou, “A Simple Proof of the Leverrier-Faddeev Characteristic Polynomial Algorithm”
SIAM Review 40 (1998) 706-709.
[16] P L Butzer, M Schmidt, E L Stark, and L Vogt, “Central Fac-
torial Numbers: Their main properties and some applications”
Numerical Functional Analysis and Optimization 10 (1989) 419-488.
[17] The subtleties involved in the limit of large j are discussed more fully in [12] where the precise
meaning of limj→∞B
[j]
k (α) ∼ αk is explained in detail, and where exact limj→∞B[j]k (α) results
are obtained for both integer and semi-integer j.
4
