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Abstract
Among the various research niches in epilepsy, scientists and computer engi-
neers have been contributing with methods for the detection and prediction of seizures,
as well as with the location of epileptic foci. A common challenge is represented by the
inherent variability of the disease and the scarcity of data containing seizure onset time
and length, usually making most optimized solutions found for a particular patient of
poor performance when applied to other patients. It highlights the need for developing
more robust feature extraction strategies and predictive intelligent algorithms, capable of
discriminating cerebral states under diverse conditions, as well as, ideally, being able to
convey information across disjoint predictive tasks.
This work addresses, first, a comparison of multiple representations of elec-
troencephalographic signals. These representations yield feature vectors of the underlying
phenomena which have intrinsic distinct interpretations. We compare Fourier, wavelet
and graph-based decompositions of the incoming signal, which correspond to features
encoding energies of the signal at various time scales, the similarity of the waveform to
that of a given motherwave function and the correlation between multiple cerebral areas,
respectively.
Finally, we evaluate multiple methods that could prove to be useful when
experimental conditions are not ideal, in which there is a lack of properly labeled data.
This di culty is initially handled by an autoencoder, which solely learns the profiles of
normal cerebral states, not containing seizure timestamps, and detects seizures through a
measure of their divergences with respect to normal timestamps, thus avoiding the need
for experimental training sets that contain seizure labels. Algorithms that are part of a
community of transfer learning methods, in computer science, are also studied in contexts
in which we try to use distinct patients’ labeled instances aiming at improving a detection
task for a given target patient.
Keywords: Machine Learning; Epilepsy; Transfer Learning; Seizure Detection; EEG;
Resumo
Entre os vários nichos de pesquisa em epilepsia, cientistas e engenheiros de
computação têm procurado contribuir junto a métodos de detecção e previsão de crises,
assim como na localização de focos epilépticos. Um desafio comum revela-se no caráter
de variabilidade da doença e da escassez de dados que contenham os instantes de crises,
fazendo com que a maioria das soluções otimizadas encontradas para um determinado
paciente tenham geralmente baixo desempenho quando aplicadas a outros pacientes. Isso
aponta para a necessidade de desenvolvimento de métodos de extração de atributos e
algoritmos inteligentes que sejam capazes de discriminar estados cerebrais em diversas
condições e que, também, idealmente, sejam capazes de transmitir informação entre tarefas
de predição disjuntas.
Este trabalho inicialmente compara múltiplas representações de sinais eletroence-
falográficos. Essas representações dão origem a vetores de atributos, a respeito dos fenô-
menos por trás dos possíveis estados cerebrais, com interpretações distintas. Compara-
se neste trabalho decomposições do tipo Fourier, wavelet e baseadas em propriedades
de grafos, que correspondem a atributos que codificam energias do sinal de entrada em
diferentes escalas temporais, similaridades da forma de onda com a de uma motherwave
pré-fixada e correlações entre múltiplas regiões cerebrais, respectivamente.
Finalmente, múltiplos métodos que poderiam ser úteis em casos em que condições
experimentais não são ideais, havendo uma escassez de dados devidamente rotulados, são
avaliados. Esta dificuldade é inicialmente tratada por um autoencoder, o qual somente
aprende perfis de estados cerebrais normais, os quais não contêm instantes de crises, e
detecta novas crises através de uma medida de divergência destas instâncias em relação
às instâncias previamente vistas, assim evitando uma necessidade de conjuntos de treino
que contenham marcações de crises cerebrais. Algoritmos que fazem parte da comunidade
de métodos de aprendizado por transferência, em ciência da computação, também são
estudados em contextos em que dados rotulados de pacientes distintos são reaproveita-
dos para melhorar a performance de detecção de uma tarefa de predição para um dado
paciente-alvo.
Palavras-chave: Aprendizado de máquina; Epilepsia; Aprendizado por Transferência;
Detecção de Crises Epilépticas; EEG;
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1 Introduction and motivation
According to the International League Against Epilepsy (ILAE) and the Inter-
national Bureau for Epilepsy (IBE), “Epilepsy is a disorder of the brain characterized by
an enduring predisposition to generate epileptic seizures and by the neurobiologic, cogni-
tive, psychological, and social consequences of this condition. The definition of epilepsy
requires the occurrence of at least one epileptic seizure” (FISHER et al., 2005). In sim-
pler words, epilepsy is a condition defined by a repetitive and natural manifestation of
seizures. Seizures, on the other hand, do not necessarily make reference to epileptic sub-
jects. Seizures may occur after fever, stroke, drug abuse, etc., so that a unique seizure is not
a su cient diagnosis of an individual being epileptic (SMITHSON; WALKER, 2012). The
same guidelines from Fisher et al. (2005) define the term “epileptic seizures” as “transient
occurrence of signs and/or symptoms due to abnormal excessive or synchronous neuronal
activity in the brain”.
These definitions, however, are not enough to completely describe a syndrome;
the more precise criteria include both a clinical and electroencephalographic perspectives,
some of which can be: 1. Ictal phenomenology; 2. Seizure-type pathology; 3. Epilepsy
syndrome; 4. Etiology (WEINSTEIN, 2011). Besides electroencephalography (EEG), an-
other variety of diagnostic tools can also be utilized for the description of a syndrome,
such as: magnetic resonance imaging (MRI), positron emission tomography (PET), sin-
gle photon emission computed tomography (SPECT), magneto encephalography (MEG),
near-infrared spectroscopy (NIRS) and neuropsychiatric testing (JEWELLS et al., 2014).
EEG, in particular, is widely used for the diagnostic and monitoring of epilepsy because
it can provide a more direct measurement at a high temporal resolution of electric brain
activity, while being typically more a ordable.
Epilepsy is also widely incident across the globe. According to the World Health
Organization (WORLD HEALTH ORGANIZATION, 2017), it is expected to a ect nearly
50 million of people worldwide, making it a 0.6% incidence. In Brazil, the door-to-door
epidemiological survey with healthcare professionals described in Li et al. (2007) revealed
that the prevalence of lifetime and active epilepsy were 0.92% and 0.54%, respectively.
Not only being very present, these neurological disorders in a developing country such as
Brazil face extra burdens: the latter study pinpoints 38% of patients with active epilepsy
undergoing inadequate treatment and 73% of the physicians not being confident in man-
aging epileptics. The high presence of these disorders as well as the inherent di culty in
the assessment of epileptics explicit the need of developing technology directed to support
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epileptic patients.
1.1 Electroencephalography
An electroencephalographic device is a tool used in medical research, which
is composed of multiple electrodes placed in a brain’s scalp aiming at recording voltages
that represent cerebral states. Neurons are in constant exchange of ions with extracellular
media and with other neurons through synapses. In the particular case of cortical neu-
rons, for the EEG, the greatest contribution to detectable current densities arises from
the action of a chemical transmitter on postsynaptical neurons, which result in a disconti-
nuity in the electric potential function (MALMIVUO; PLONSEY, 2012). These potential
di erences, when summed over the large number of cells per unit volume, yield a non-zero
net electric field, in moments in which cells fire synchronously and are relatively aligned.
The inherent dynamics of ions between neurons, associated with the creation
of such electric fields, create the phenomenon of volume conduction, in which a wave of
these charged particles travel throughout the brain up to the skull layers, then the electric
signal continues through the scalp and finally to the electrode, so that between volumes a
form of capacitance helps the continuation of signal propagation (JACKSON; BOLGER,
2014).
An overview of the most recent part of the history behind EEG starts with
the unification of the number and placement of electrodes at the early years of the In-
ternational Federation of E.E.G. Societies. At the first International Congress, in 1947,
Dr. Herbert Jasper was appointed to head a committee to study the problem and de-
velop a standard set of naming and localization conventions, using a set of principles
(SILVERMAN, 1963), which are reproduced below:
1. Positions of electrodes should be determined by measurements from standard land-
marks on the skull. Measurement should be proportional to skull size and shape,
insofar as possible.
2. Adequate coverage of all parts of the head should be provided with standard desig-
nated positions, even though all would not be used in a given examination.
3. Designation of positions should be in terms of brain areas (frontal, parietal, etc.)
rather than only in numbers so that communication would become more meaningful
to the non-specialist.
4. Anatomical studies should be carried out to determine the cortical areas most likely
to be found beneath each of the standard electrode positions in the average subject.
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These set of principles gave rise to the international 10-20 system, with elec-
trodes’ names having a set of characters (F, C, T, P and O), representing the underlying
brain regions (frontal, central, temporal, parietal and occipital); a set of numbers, with
homologous positions over the left and right hemispheres di erentiated by odd and even
numbers, respectively, and mid-line positions having a su x “Z” instead of a number; the
“10-20” naming was a reference to the spacing between electrodes as a fraction of the total
distance between two fixed points across the skull. A total of 21 electrodes were involved
in this system (KLEM et al., 1999). Later in 1991, the American Electroencephalographic
Society (SHARBROUGH et al., 1991) added intermediate 10 % electrode positions to the
international 10-20 system, resulting in an array of electrodes similar to the one shown in
Figure 1, in which the four electrodes in the set {T7, T8, P7, P8}, were given di erent
names when compared to the 10-20 system.
The configuration of the channels of an EEG equipment results from a di er-
ential measurement of one electrode relative to another, so that inputs can be arranged
either into bipolar or referential montages. Bipolar arrangements, which constitute the
data set used in this work, are made of straight line chains of electrodes, with the second
input of a given channel becoming the first input to its neighbor channel.
Electroencephalographic measurements are classified in two main kinds: “os-
cillations” and “transients”. Normal oscillatory activity are represented by the common
divisions into alpha (8-13Hz), beta (> 13Hz), theta (3.5-7.5 Hz), delta waves (Æ 3Hz),
among other; Abnormal oscillatory activities can be exemplified by seizures or burst-
suppresions (WENNBERG, 2011). The transients present in EEG signals can be used
for diagnostic purposes, however they are of little interest for seizure dynamical analy-
sis. Frequencies above 30Hz are heavily attenuated by the skull and scalp (JACKSON;
BOLGER, 2014).
The valuable asset of being non-invasive comes at the price that EEG measure-
ments have some limitations, specially when compared to intracranial EEG. Scalp signals
go through an amplitude deterioration while they travel across the skull and specially
the skin; extracranial artifacts are added to the signal; lower amplitude faster frequencies
cannot be accurately recorded (WENNBERG, 2011).
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Figure 1 – Figures (A) and (B) describe the international 10-20 EEG setting. Figure (C)
exhibits additional electrodes in black circles and white letters which were
added to the 10-20% system of 1991, as suggested by Sharbrough et al. (1991).
Images extracted from the online edition of the book Malmivuo e Plonsey
(2012).
1.2 The relevance of seizure detection
The importance of developing strategies capable of providing accurate esti-
mates of seizures’ timings and localizations is twofold.
One side of the problem concerns the observance and the need of taking an
immediate action to secure an individual’s safety. As discussed in Weinstein (2011), partial
seizures often start with an aura and/or abrupt alteration in behavior; in absence seizures,
an individual may continue to perform a simple task, but is unable to rapidly respond
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to a novel task; Myoclonic, brief tonic and atonic seizures that lead to an abrupt loss
in posture come with an impaired consciousness and there is no self-protective behavior
during the fall, commonly resulting in head trauma. These characteristics of the syndrome
show us that the detection of seizures, specially at the early stages around their onsets,
could imply in rapid action taking to avoid further damages.
Another side of the problem consists of the treatment itself, concerning the
administration of medications and surgeries as well as alleviating the analysis of gigantic
amounts of data. Taking the point of view of medically intractable epilepsy, the Vagal
Nerve Stimulation is an example of a treatment method, shown to prevent, terminate
or attenuate seizures in various animal models (BINNIE, 2000), which are studies that
help better understanding diseases without the chance of harming a human being. This
kind of stimulation can benefit from the detection of seizure events, so that on-demand
stimulation can be applied, likely relieving the burden of caregivers and initiating the
on-demand stimulation almost immediately upon seizure onsets (SHOEB et al., 2009)
1.3 The main focus of the research
In the literature, there are numerous examples of seizure detectors, which, for
the works concerning EEG data, are further ramified in terms of the feature extraction
methods employed as well as the algorithms derived from the field of machine learning,
that act as classifiers, usually aiming at distinguishing timestamps containing seizures
from those that do not.
Data quality, di erent kinds of syndromes and the data division strategy for
the evaluation of methods play a key role for the demonstration of the performance of de-
tectors, thus complicating comparisons, if not making them inconsistent. However, leaving
aside these specific considerations, robust machine learning algorithms allied to good fea-
ture extraction procedures have been shown to perform well for seizure detection, leaving
the research niche with the task of finding new ways to achieve even higher performances
and tackle more challenging epileptic manifestations.
Some examples of techniques for seizure detection are: Support Vector Ma-
chines applied to features composed of energies of the Fourier spectrum of data, having
an accuracy rate of 96% of seizure detection (SHOEB; GUTTAG, 2010); Extreme Learning
Machines applied to features composed of fractal intercepts, derived from fractal geometry,
yielding sensitivities and specificities of 91.72% and 94.89%, respectively (YUAN et al.,
2012); Deep Convolutional Neural Networks, classifying a number of bivariate features,
achieving 71% of sensitivity while keeping a null number of false-positives (MIROWSKI
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et al., 2009).These are only some illustrations of the fact that a good choice of estimators,
combined with wise choices for the descriptive features, can obtain satisfactory perfor-
mances.
The aim of this work is not to compete with already developed methods for
seizure detection, trying to surpass the reported sensitivities, specificities, accuracies and
so on. Here it is aspired to investigate what could be some guidelines to follow when these
algorithms do not operate in their ideal environments as well as provide comparisons of
multiple strategies under the same circumstances. It might be the case in which a descrip-
tion of brain states in terms of energies in bands of Fourier spectra proves to be a better
approach than a wavelet decomposition of the signal, for the purposes of distinguishing
normal from abnormal timestamps. Similarly, di erent classification algorithms may have
diverging behaviors in the same dataset, so it becomes interesting to investigate di erent
detection strategies using the same data and evaluation metrics. These two environments
motivate us to provide a repertoire of techniques, eliciting their best and worst facets, so
that we can build more personalized seizure detection software whenever needed.
Also, it might happen that not much data can be acquired in order to start the
training process of an algorithm, not being possible to capture a significant number of both
ictal, pre-ictal and inter-ictal instants. Taking the Physionet database (GOLDBERGER
et al., 2000; SHOEB, 2009), which is a high quality database, providing recordings of
17 hours per patient, or more, less than ten seizures were recorded across 23 patients, on
average. This illustrates the fact that methods developed making use of such database are
being built on top of a very generous amount of data, yet even a high quality database
is not guaranteed to contain many seizure-like samples. In more adverse settings, it is
reasonable to expect data of worse quality and lower quantity, so that we should not
expect obtaining so good performances.
Similarly, many of the algorithms in the literature are assembled in a way
that it uses data from a given patient, during a training session, aiming at obtaining a
high performance in a test scenario for the same patient. Algorithms devoted to convey
information to a given patient in an inter-patient fashion often have poorer performances,
making patient non-specific detectors severely limited in accuracy (SHOEB, 2009).
Scarcity of properly labeled data and the need of greater generalization power
motivate the development algorithms that can either share previously acquired knowledge,
thus being part of a Transfer Learning community of algorithms, or develop robust semi
and unsupervised methods. This is the second focus of this work, in which a number of
transfer learning strategies are tested, trying to make use of other patient’s data aiming
at boosting the detection performance for a separate individual. In this context, a semi-
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supervised strategy is tested: an autoencoder trained using solely normal, seizure-free
timestamps, is then used to detect seizures in a test scenario.
1.4 Overview of the structure of the following chapters
The text has been structured in a way to contemplate almost the whole process
for the creation of seizure detectors.
Data coming as a set of voltage measurements per channel needs to go through
a process of creation of features with which machine learning algorithms can work. This
process is dealt with in Chapter 2 and has the multidimensional vector of attributes
analyzed in a lower dimensional space in Chapter 6.
Once raw data is transformed into a set of features and labels, there is a need for
choosing algorithms responsible for discriminating seizure-like samples from non-seizure-
like ones. Chapter 3 introduces the algorithms that learn solely from a target patient’s
data; Chapter 4 provides a range of choices for algorithms that can make a wise use of
multiple patient’s data simultaneously.
Chapter 5 introduces the metrics that are used to judge the quality of the
multiple facets of the detection task, while Chapter 6 goes deeper into visualization aspects
of the datasets, looking for meaningful insights. The performances of algorithms from
Chapters 3 and 4 are outlined in Chapter 7, followed by final considerations in Chapter
8.
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2 Feature engineering EEG data
The process of feature engineering of EEG data is a first step in the construc-
tion of classification algorithms for the detection of epileptic seizures. This is a process in
which the raw signal goes through transformations that can be more easily interpreted by
traditional classifiers, so it is a stage in which the focus is on developing transformations
that put data of di erent labels in regions of the feature space such that classes can be
more easily discriminated.
This chapter first provides a standard for the patients, di erential channel
measurements and the labeling strategy of data points to be adopted throughout the
whole work. Three feature extraction strategies are then taken into account: the first is
composed of a Fourier decomposition of the incoming signal, so that the e ect of distinct
scales in temporal frequencies are captured; the second decomposes the signal into wavelet
components, this time understading that the degree of similarity between the motherwave
wavelet with specific electric measurements can provide discriminative attributes; finally,
the bipolar measurements are used to compose a graph, so that the correlation between
multiple cerebral areas provide meaningful and distinguishable features to be fed to the
classification process. In order to understand the positioning of classes in the feature
space, a feasible way to comprehend high dimensional feature vectors based on a multi-
dimensional visualization tool is also introduced.
2.1 Fixation of patients and electrodes for feature extraction
The data analyzed in this work was extracted from the Physionet Database,
introduced in the work of Goldberger et al. (2000), being composed of several hours
of acquisition for 23 pediatric patients and one adult, acquired with 23 EEG channels or
more, at 256Hz. They come represented as hour long records, with a description of the start
and ending times of seizures as well as the number of seizures in each file. The only pre-
processing prior to algorithm tuning was the one outlined in this chapter, so that e ects
due to body movements, eye-blinks, electrical artefacts etc may be present. Possibly,
more e ective pre-processing steps such as ICA, dedicated filters, among others, could
have been applied before the classification stage, but focus was given to the development
of discriminative features.
The experimental sets for these acquisitions are not in same conditions through-
out the whole experiment, neither for a given patient nor across multiple patients. Some
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files contain more channels than other files, electrodes can be removed or have their order
changed. To address these variations and tackle the problem of transferring some kind of
knowledge between patients’ features, it was first necessary to establish a feasible set of
electrodes and patients to work with.
In this work, the following set of di erential voltage measurements are consid-
ered:
V = {FT9-FT10, P3-O1, T7-P7, F7-T7, T7-FT9, T8-P8, F4-C4, C4-P4, FP2-
F4, F8-T8, P4-O2, P8-O2, F3-C3, P7-O1, FP1-F7, FZ-CZ, P7-T7, FP2-F8, FP1-F3, C3-
P3, CZ-PZ, FT10-T8 }
This choice of di erential measurements has been found to be common across
18 of the 24 patients, these individuals being characterized by the codes :
P = {chb01, chb02, chb03, chb04, chb05,chb06, chb07, chb08, chb09, chb010,
chb11, chb12, chb14, chb20, chb21, chb22, chb23, chb24 }
Patient chb24 has been dropped from the analysis due to the lack of consistency
in terms of its available annotations, so that we remain with 17 patients.
2.2 Labeling extracted features
Before precisely defining the methods to be used for the extraction of features
from the data, it is important to mention which regions of it give rise to instances that
will be passed to the classifiers, as well as their respective labels.
Later in this work, the extraction of features will be referred to as a member
of the set {Topological-based, Fourier transform-based, Wavelet transform-based}. Each
strategy yields a feature-vector x˛(t) at time t, which is associated with a label y œ {0, 1}
indicating whether an excerpt of a seizure was happening at time t, y(x˛(t)) = 1, or not,
y(x˛(t)) = 0. Data as a function of time t and channel c will be denoted as data(t)[c].
Inspired by the suggestions contained in Shoeb (2009) and Esbroeck et al.
(2016), with respect to its y labels for time t, four kinds of data regions are defined here
prior to feature extraction. They can be visualized in Figure 2 and their definitions are:
Green shaded region: Region outside both a seizure temporal interval and a “post-
ictal”-defined period. Any t inside these temporal regions will be such that the
associated label of features will be y(x˛(t)) = 0, meaning the absence of a seizure
event.
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Dark-red shaded region: Retained seizure activity region. Any time t inside these tem-
poral regions will be such that the associated label of features will be y(x˛(t)) = 1,
meaning the presence of a seizure event. Only the first Ninit = 20s of data, since the
seizure onset time, will be classified as positive instances to facilitate the learning
of the earliest part of a seizure.
Light-red shaded region: Late seizure activity region. No features will be extracted
from such temporal intervals.
Blue shaded region: “Post-ictal”-defined region. This is a 1-minute-long region after
the instant marking the end of a seizure. This interval is also avoided in this work,
in which no features are to be extracted.
It is worth mentioning that the end mark of a previous seizure happens always
before the start mark for its following seizure, and that, in case the postictal-defined
region of a previous seizure exceeds the start of a new seizure, then the past postictal
labeling procedure is ignored and the red/dark-red and blue shaded regions of the new
coming seizure are the ones that define features’ labels. These definitions must be rigorous
in order to make it clear the distinction between y = 0 and y = 1 events.
Once clearly defined the regions in which data is extracted, feature extraction
occurred in shifts of 1 second (that is  t = 1s). This way, in 24 hours of data with only
a few Ns seizures, roughly N0 ¥ 24 · 3600 ≥ 86400 instances were labeled with y = 0,
while the twenty second initial stage of seizures yielded N1 = Ns · 20 ≥ 160 instances,
labeled with y = 1, because the average number of seizures in the dataset is N¯s = 8,
across patients, according to Esbroeck et al. (2016). This feature extraction procedure
clearly states a major problem concerning typical epileptic data: many more non-seizure
windows will be typically encountered when compared to seizure ones. This is especially
problematic for machine learning algorithms, because of class imbalance, demanding the
usage of very robust algorithms and/or extensive parameter search.
2.3 Fourier-based features
The features of the kind “Fourier transform-based” are extracted following the
procedure contained in Shoeb (2009):
• Inside a time interval [T ≠ L, T ], the energies of M = 8 intervals of length  f =
3.06Hz between 0.5Hz and 25Hz are extracted from the Fourier spectrum of the
data. In this stage, M ·Nch = 176 features are obtained. These features are inserted
in a vector XT .
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Figure 2 – Example of the regions used in the feature extraction process. Here, a seizure is
marked as active inside the interval t œ [3, 4]. Features extracted before t = 3
are labeled with y = 0 (green regions). After the seizure onset initial time,
t = 3, features are extracted up to the end of the following Ninit = 20 seconds
(dark red region), and labeled with y = 1. No more features are extracted
until 1 minute has passed from the seizure onset ending time marked by the
neurologists (light red and blue regions). The last two regions have no feature
representations in order to enhance recognition of the initial part of the seizure
event and avoid the chance of misannotations, that could deteriorate the tuning
of algorithms.
• The inherent dynamic evolution of epileptic time series is taken into account when
a vector ‰T is created by stacking W of the XT vectors obtained by L-second shifts
of time: ‰T = [XT , XT≠L, . . . , XT≠(W≠1)L]. The values used for these parameters are
L = 2s and W = 3, hence ‰T has M ·Nch ·W = 528 dimensions.
The energy of the Fourier spectrum of a function x(t) œ R, inside the frequency
interval [f, f + f ], is here defined as:
E(f, f) =
⁄ f+ f
f
|x˜(f)|2df (2.1)
with x˜(f) being the Fourier transform of x(t). In practice, the integral over frequencies
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is replaced by a summation of the fast Fourier-transformed signal x˜(f) at discrete f -
frequencies separated by  f .
2.4 Wavelet-based features
Another method for feature extraction considered is based on the analysis of
wavelet spectra of data. It has been shown that this kind of expansion yields distinguish-
able attributes across di erent scales (LATKA et al., 2003).
The wavelet transform of the function data(t) happens for each of its entries
data(t)[i], i = 0, . . . , 22 through the multiplication of the signal with a motherwave func-
tion.
Let hi(t) = data(t)[i], t = 0, . . . , N”t be the recording of the i-th channel at
time t, in which ”t = 1/256 is the sampling time precision. Then, a wavelet transform of
hi(t) is defined as:
Wi(n, a) =
N≠1ÿ
j=0
hi(j”t)f
A
(j ≠ n)”t
a
B
(2.2)
with f(·) being the chosen wavelet basis function.
For the analysis of epileptic waveforms, it has been shown in Latka et al. (2003)
that the Sombrero Wavelet can be a good choice:
f(t) =
Û
”t
a
2Ô
3
fi≠1/4(1≠ t2)e≠t2/2, a œ R (2.3)
The extraction of wavelet coe cients from data can be visually demonstrated
to be, in certain cases, capable of properly distinguishing classes y = 0 and y = 1.
Two examples are considered in this section. First, Figure 3 illustrates the
relative amplitude of the coe cients W (t, a) for times t in a region centered around the
seizure onset time t = 2996, for the patient of code chb01.
Visually, it is possible to infer that there is a clear distinction between t < 2996
and t > 2996, regarding the coe cients’ amplitudes. From this perspective, it is reasonable
to expect that the transition to a seizure can be predicted by the absolute value of W
for a ≥ 1.2, which is approximately the a-scale at which one visually first notices the
transition to a high excited state.
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Figure 3 – Analysis of the wavelet expansion capacity for distinguishing time intervals
with and without seizures. This figure shows the value of W (t, a) for t œ
[2986, 3006](s) and a œ [0.01, 2.5], for the third acquisition file of patient chb01,
for which a seizure had been marked from t = 2996(s) to t = 3036(s). The
wavelet expansion can be used to distinguish between t < 2996 and t > 2996
and thus be a useful classifier for seizure onset times.
This kind of behavior does not necessarily happen for every seizure of chb01,
so it is impossible to a rm that it will always be possible to visually distinguish the states
in which an epileptic brain can be, by the use of these wavelet coe cients.
However, the purpose of this section is to suggest that wavelet expansions
seems to be suitable for the creation of good features to represent brain signals. The task
of evaluating and combining these features in order to build an accurate classifier is not
the essence of this part, after all, the visual distinction is only one of the possible classifiers
one can build out of such features.
To further support these features as prominent ones when representing epilep-
tic brain signals, another example is exhibited in Figure 4. In Figure 4, the wavelet coef-
ficients are extracted from patient chb02, taking a recording in which a seizure happens
at t = 130(s). Once again, the coe cients can be used to visually distinguish between
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y = 0 and y = 1 instants. For this, it is only necessary to observe the transition of the
amplitudes for scales above a = 0.5.
Figure 4 – Analysis of the wavelet expansion capacity for distinguishing time intervals
with and without seizures. This figure shows the value of W (t, a) for t œ
[120, 140](s) and a œ [0.01, 2.5], for the sixteenth acquisition file of patient
chb02, for which a seizure had been marked from t = 130(s) to t = 212(s).
The wavelet expansion can be used to distinguish between t < 130(s) and
t > 130(s), this time the visual distinction happens for a-scales greater than
a = 0.5.
To set the parameter a for the feature extraction, it is important to notice
that the wavelet transformation is such that, for a fixed model signal h, the values of
W (n, a), for some fixed n, attain a maximum at a scale a = aú, which is the typical length
associated with h: it is roughly the typical time needed for the function h to rise, decline
to a negative level and get back to the zero line once again, that is, it is the typical scale at
which the function h can be best superposed to the mother wavelet f . With this in mind,
it is straightforward to infer that the best a values capable of distinguishing ictal from
interictal timestamps are the usual time scales brain signals have in such circumnstances.
The approach used in Shoeb (2009) considers seizure epileptic activity to have
typical frequencies inside [0.5, 30]Hz, while extracting Fourier-based features. Here, an
analogous procedure will be considered. This time, however, only faster time scales are
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retained, so we are interested in covering a œ [0.03, 1], with more interest in describing a
higher density of points around a = 0.03 than at slower time scales, as can be seen from
the previous figures. This way, we propose the usage of the following 8 a-scales:
a œ A = {0.031, 0.033, 0.037, 0.049, 0.080, 0.165, 0.392, 1.}
It is worth mentioning that the spacing between scales increases exponentially,
so that we guarantee a better resolution at shorter lengths, while preserving some kind of
information of longer mother wave superposition periods.
The complete procedure for feature extraction will take into account, in a given
sample extracted at time t, the current as well as W past brain states, in a way analogous
to the one expressed in Shoeb (2009) while extracting Fourier-based features.
For parameters w in 1, 2, . . . ,W , two steps are taken:
1. For t œ [T≠(w+1)L, T≠wL], the coe cientsW (t, a) are extracted by varying a œ A,
for each of the Nch channels of data(t). Because L/”t = 256, this preprocessing stage
yields 256 features per channel, per a-scale.
In order to reduce the dimensionality, we capture the essence contained in these
spectra by keeping the mean value as well as the di erence between the maximum
and minimum values in the series, so that the original 256 features are reduced to a
pair of variables capable of providing information regarding their mean energy and
deviation. These 2 ·Nch · |A| = 352 features are inserted in a vector XT .
These two created predictor variables were inspired by the visual inspection of
graphs like those in Figures 3 and 4, in which the mean value W¯ (t, a)t can be used
to describe the behavior of the time series for longer time scales, telling whether
indications of a seizure event were present since longer in the past; the di erence
between the maximum and minimum values of the series, on the other hand, can
provide a sharper measure of the degree of deviation of each signal, which might be
indications of high oscillations, characteristic of seizures.
2. The dynamic evolution of epileptic time series is again taken into account by a vector
‰T being created by stacking W of the XT vectors obtained by L-second shifts of
time: ‰T = [XT , XT≠L, . . . , XT≠(W≠1)L].
Here, the values used for these parameters are L = 1(s) and W = 2, hence the final
feature vector ‰T ends up with 2 ·Nch · |A| ·W = 704 variables.
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2.5 Topological features
While interpreting brain signals taking the sole point of view of expansions in
Fourier or wavelet domains, one might be discarding an important characteristic behind
the biology of the problem, which is, in the context of multiple scalp signal measure-
ments, the interdependence and communication between brain regions, sampled by the
EEG electrodes. This perspective illustrates the need of creating features capable of con-
taining useful information dealing with the degree of intercommunication between multiple
signals.
Figure 5 – Scheme for the construction process of features derived from graph metrics.
A common approach for incorporating interconnectivity information between
a set of electrodes is to associate each electrode to a vertex v, and, for any pair of channels
vi, vj, provide a measure of the degree of similarity between them, which can be understood
as a weight w(vi, vj). This mapping is inherently intertwined with the idea of interpreting
the signals in hand as multiple time states of a graph G = (V, E˜), with V = {vi}i
representing the set of all pairs of di erential measurements and E˜ being the set of
weighted edges between nodes v œ V , whose weights are {wij}, as depicted in Figure
5.
It must be emphasized that this kind of investigation does not necessarily
mean that seizure-like events can be detected in a real time fashion: the extraction of
graph’s features can be computationally demanding for practical purposes, however it is
important to take di erent points of view that go beyond the classical expansions in series
or mother wavelets.
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Among the variables that can be extracted from such a graph, it has been
shown that cortical connections can, in certain cases, exhibit “Small-world” network-
ing properties (SPORNS; ZWI, 2004); graph clustering coe cients and path lengths can
change notably from pre-ictal to ictal states during absence seizures (PONTEN et al.,
2009).The method for feature extraction in this section, however, is based on the works
of Dhulekar et al. (2015) and Kramer et al. (2008). The procedure consists of calculating
the weight matrix W = [wij] with the Pearson product-moment correlation coe cients
(PPMCCs) between multiple electrodes.
Inside a time window of size L = 10s ending at time t, m = 20 intervals of
size  t = 1s, with overlapping, are created. These intervals are of the form t ≠ [L(1 +
n/m), L(1+n/m)+ t]. It is worth noting that these intervals have a non-null intersection
of length | t≠L/m| = 0.5s. For each of thesem subintervals and for every pair of channels,
the PPMCCs between these channels’ signals are computed and the maximum absolute
values of these correlations are retained. This implies that a total of m cross-correlations
are captured for any of such pairs of di erential measurements. At the end, these m values
are reduced to a single variable, which is taken to be the maximum of the set.
Note that di erently from what is mentioned in Kramer et al. (2008), the
maximum correlation kept is not constrained to happen before 250ms and that, until
this point, the graph is considered a weighted graph, so we do not need the concept of a
threshold for connecting two vertices. Also, here, the vertices of the graph are defined to be
di erential measurements in a bipolar setting rather than electrodes’ captured potentials.
Inspired by the work of Dhulekar et al. (2015), the following set of graph met-
rics are extracted from each of the created graphs: average degree; diameter; average path
length; giant connected component ratio; number of connected components; number of
isolated points; normalized Laplacian Trace; number of ⁄ = 0 eigenvalues of the Laplacian
matrix, here denoted by Ln; number of ⁄ = 2 eigenvalues of Ln; number of ⁄ = 1 eigenval-
ues of Ln; average connected component size; adjacency matrix spectral radius; adjacency
matrix trace; adjacency matrix energy; clustering coe cient; eccentricity; radius; number
of edges; normalized Laplacian Energy; ratio between the first non-zero and the largest
eigenvalue of the normalized Laplacian; second largest eigenvalue of the Laplacian.
In order to avoid possible mistakes by the usage of a wrong discretization pa-
rameter while converting a matrix of correlations into an adjacency matrix, three thresh-
olds were considered · = [0.4, 0.5, 0.6]. This way, 21 · 3 features were obtained from all
these graphs while the mean and standard deviation of each channel contributed with
another 44 extra features, this procedure ending with a total of 21 · 3+44 = 107 features.
Throughout this dissertation, the set of feature extraction methods is defined
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as E = {Fourier-based, Wavelet-based, Topological-based}, which are the procedures
defined in Sections 2.3, 2.4 and 2.5
2.6 Data visualization
Data visualization plays a key role in determining how points of a given dataset
are spread out in a given feature space. This is a separate research field, not necessarily
intersecting the study of feature development, but will be here utilized in order to provide
meaningful insights on how well the mathematical representations of the EEG data are
capable of separating points of di erent classes.
Intuitively, one expects that the more similar the seizure-like and non-seizure-
like instances projections are, the worse an average classification algorithm would perform
aiming at distinguishing them. If this intuition is correct, then it would be enough to plot
the data points and look for regions where classes are spread out. This is, however, not
straightforward, since our feature space dimension largely exceeds 3D, requiring sofisti-
cated methods capable of reproducing properties of our data points in less dimensions.
The chosen algorithm for data visualization is the t-distributed Stochastic
Neighbor Embedding (t-SNE) (MAATEN; HINTON, 2008). This choice is supported by
the fact that the algorithm is capable of taking a set of high-dimensional points and
finding a non-linear, faithful representation of it in a lower dimensional space. Here we
choose to visualize datapoints in a reduced space of 2 dimensions.
The mathematics behind the method can be better understood after the anal-
ysis of the algorithm it is built upon: the Stochastic Neighbour Embedding (SNE) (HIN-
TON; ROWEIS, 2003).
In this formulation, points x˛ œ RD are mapped to representations r˛(x˛) œ
Rd with D > d. The transformation that leads from x˛ to r˛ is such that it preserves
similarities between any original pair of points x˛i, x˛j œ RD in the transformed space with
the respective pair r˛i, r˛j œ Rd in the representational space.
The similarity of a datapoint xj to a point xi, in the original domain, is defined
to be:
pj|i =
exp(≠||x˛i ≠ x˛j||2/2‡2i )q
k ”=i exp(≠||x˛i ≠ x˛k||2/2‡2i )
(2.4)
with ‡i being the variance of the Gaussian curve centered on xi.
The respective similarity of the representation yj with respect to yi, in the new
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domain, is defined to be:
qj|i =
exp(≠||r˛i ≠ r˛j||2)q
k ”=i exp(≠||r˛i ≠ r˛k||2) (2.5)
note that this is a representation whose variance is chosen to be 1/
Ô
2.
In the ideal case in which similarities are completely preserved, then pj|i = qj|i.
The central idea behind the algorithm is then to search for this ideal condition through
the minimization of the Kullback-Leibler divergence C(p, q) between these variables:
C(p, q) =
ÿ
i
ÿ
j
pj|ilog
A
pj|i
qj|i
B
(2.6)
Note that there is one final parameter left in order to precisely define the new
r˛-representations: the variances ‡2i need to be set.
A ‡i parameter is interpreted as the typical local neighbourhood length of
points surrounding a given x˛i point. If the {‡i} were fixed as ‡, then data points located
in more populated regions of the domain would naturally tend to have many points with
high p-similarities when compared to data points in less aglomerated regions, thus not
creating a fair measure of proximity in the sense of similarity.
Moreover, fixing a given observation point x˛i, the function pj|i can be inter-
preted as a probability/proximity measure of the other points x˛j. In the limit ‡i æŒ, all
j points are measured as equally similar with respect to x˛i, thus creating a distribution
approaching maximal entropy. The equivalent for ‡i æ 0 would be creating a distribution
in which only one j point is said to be similar to x˛i, thus yielding a zero-entropic similar-
ity distribution. The other contribution of the SNE algorithm is to estabilsh the {‡i} in
such a way that all the datapoints have the same value for the entropy of the similarity
function pj:
H(Pi) = ≠
ÿ
j
pj|ilog2pj|i (2.7)
This means that the same kind of randomness in the pj|i distributions is shared
amongst all datapoints x˛i. In practice, the perplexity Perp(Pi) = 2H(Pi) is given to the
user as a parameter to be defined, instead of the entropy of the distributions.
The t-SNE algorithm comes with two main adjustments of its original version
SNE. At first, it addresses the fact that outlier points have a very little e ect in the cost
function by introducing a symmetrized version of the similarities pij = pi|j+pj|i2n and qij =
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exp(≠||r˛i≠r˛j ||2)q
k ”=l exp(≠||r˛l≠r˛k||2)
. Additionally, the “crowding problem”, which comes as a side-e ect of
the di culty in faithfully mapping high-dimensional volumes, which grow exponentially
with a power proportional to the dimension D, is addressed by the modification of the q
similarities in terms of a Student t-distribution:
qij =
(1 + ||r˛i ≠ r˛j||)≠1q
k ”=l(1 + ||r˛k ≠ r˛l||)≠1) (2.8)
Heavy-tailed distributions in the new domain, such as the Student t-distribution,
allow moderate distances in the original domain to be converted into points reasonably
far appart in the map.
The visualizations in this work are obtained after the minimization of the
Kullback-Leibler divergence of Eq. 2.6, after the symmetrization of the functions and the
introduction of the heavy-tailed modification of the {qij}.
The minimization of the divergence occurs via an approximation of its gradient,
known as “Barnes-Hut Approximation” (BARNES; HUT, 1986). Recommended values of
perplexity lie in the range [5, 50], we set this parameter to 30. Given the approximation of
the gradient function, the minimization of the objective function proceeded through 1000
iterations with a learning rate of 200 up to the point in which the gradient’s norm would
reach 10≠7 or a total of 300 iterations without progress in the minimization procedure are
passed by.
2.7 Dimensionality reduction and aggregation of multiple types of
features
In order to evaluate the descriptive power of each of the mentioned methods,
Section 7.2 will consider the performance of each classifier separately, for each of the
extracted features and patients. Additionally, in order to evaluate what is the benefit
of aggregating multiple feature extraction methods, all feature extraction techniques are
combined to form a single feature vector. In order to reduce the chance of overfitting
as well as to reduce the computational burden of tuning algorithms with feature vectors
of high dimensionality, these aggregated vectors go through a process of feature selection
known as a wrapper, which is a methodology for choosing features that actively contribute
to the detection performance of a given classification algorithm. Given that the classifier
is going to be synthesized a high number of times during the wrapper procedure, the
learning model will be a logistic regression classifier, because of its ease of training.
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A wrapper selects features in a greedy fashion, keeping those that most benefit
the performance of the given machine learning algorithm. It is particularly robust against
overfitting and come in two usual flavors: forward selection and backward elimination
(GUYON; ELISSEEFF, 2003). In the scenario of this work, the wrapper is used in its for-
ward selection variety, in which variables are progressively incorporated into an increasing
set of retained features as long as the validation performance of the classifier does not start
to decrease. A more detailed description about the mechanism behind forward selection
can be found in Kohavi e John (1997).
2.8 Data quantity
Dataset sizes are outlined in Table 1 so that it becomes more feasible to under-
stand the cost of each feature development strategy as well as the e ect of dimensionality
reduction.
The largest of the feature extraction techniques is the wavelet transform, fol-
lowed by Fourier and, in last place, the topological features. The process of feature se-
lection ends up with approximately 2.6 times the raw dataset size, highly reducing the
burden of pure feature concatenation while training machine learning algorithms.
Graph Wavelet Fourier Selected features
Average 230MB 2.058GB 1.533GB 607MB
STD 160MB 1.4GB 1.022G 423MB
Total (all patients) 3.917GB 34.989GB 26.064GB 10.323 GB
Table 1 – Sizes of the full dataset used in this work. Rows “Average” and “STD” stand
for the average and standard deviation of file sizes, per patient. The last row
aggregates all patients’ file sizes.
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3 Single-task classifiers
Single-task classification in this work refers to the fact that a tool specialized
in the detection of seizures is tuned using only the data acquired from the patient the
tool needs to be applied to. It is a procedure that consumes previously registered seizure
events, {( ˛x(t), y(t)) : y(t) = 1}, and non-seizure events, {( ˛x(t), y(t)) : y(t) = 0}, feeds
these pairs to a classification algorithm, which is then capable of receiving a new signal
x˛(T ) and stating whether a seizure is present at time T or not.
Once features are ready to be used, a number of classifiers could be chosen
to be tuned and tested in the given binary classification problem. A few considerations
such as susceptivity to overfitting or underfitting, training time etc, need to be taken
into account prior to choosing which method comes to the detection stage, so that the
following constraints are outlined to guide this choice:
• As pointed out in Section 2.8, data size varies between 4Gb to 35Gb, so the com-
plexity of classifiers should be hindered by training time.
• The dimension of the feature space is usually large (528 for Fourier-based features,
704 for Wavelet-based features and 107 for Topological-based Features ).
• The data set is unbalanced, with non-seizure-like instances more likely to be found.
• There is no guarantee that, even for a fixed individual, di erent seizures should have
similar representations.
With these requirements in mind, three main single-task classifiers evaluated
in this work are: Support Vector Machines (SVMs), logistic regression classifiers and
shallow artificial neural networks. Support vector machines are well known for handling
well high dimensional datasets, logistic regressors for their ease of training and shallow
neural networks, for admitting a large number of inputs while exhibiting a nice compromise
between approximation capability and training cost.
Additionally, two other single-task seizure detection frameworks are proposed
in this section: the first is the formulation of the problem in terms of anomaly detection, by
creating a deep neural network autoencoder; and the second, STNISE, elaborates a much
richer regularized logistic regression classifier, founded on a multi-objective perspective.
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3.1 Logistic regression
A logistic regression classifier can be defined based on two main illustrative
hypotheses. They should be interpreted as simple motivations that culminate in the for-
mulae of our interest, so that rigorous and more formal approach should follow Classical
Statistical Mechanics, particularly linked to the principle of Maximum Entropy.
The first idea is that any label yi corresponding to a feature vector x˛i can
be understood as the realization of a random variable Y whose probability distribution
function is given by:
Y |x˛i =
Y_]_[1 with probability pi0 with probability 1≠ pi (3.1)
that is, Y |x˛i ≥ Bernoulli(pi).
The second hypothesis concerns our lack of knowledge regarding the distri-
bution pi. Intending to construct a simple model, a possible first approach would be
modelling the probabilities as:
pi = w˛T x˛i with x˛i, w˛ œ RD (3.2)
and then proceeding on with techniques of maximum likelihood estimation. However,
this model, without the introduction of constraints, can yield w˛’s such that w˛T x˛i may lie
outside the interval [0, 1] and pi can no longer be interpreted as a probability function. The
easy approach, which constitutes the second symbolic hypothesis of a logistic regression
classifier, is modelling the probabilities with:
ln( pi1≠ pi ) = w˛
T x˛i
∆ pi = 11 + ew˛T x˛i
(3.3)
This way, pi œ [0, 1],’w˛, x˛i.
With the probabilities parametrized by parameters w˛ and given the samples
{(x˛i, yi)}N1 , the way to obtain w˛ is to maximize the likelihood of estimates given the true
labels:
w˛ = argmax
w˛
P (y˛ = [y1, . . . , yN ]) (3.4)
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Being a binary problem, the probabilities P (y) can be written in a straight-
forward way:
P (y) = pyi (1≠ pi)1≠y (3.5)
The latter equation can be used in Eq. 3.4, yielding:
w˛ = argmax
w˛
P (y˛ = [y1, . . . , yN ])
= argmax
w˛
Nÿ
i=1
pyii (1≠ pi)1≠yi
(3.6)
Finally, the standard approach to obtain a Logistic Regression classifier con-
sists in the minimization of a loss function L which is composed of the expression in Eq.
3.6 and a regularization term  :
L = ≠
Nÿ
i=1
pi(w˛, x˛i)yi [1≠ pi(w˛, x˛i)]1≠yi +  (w˛) (3.7)
3.2 Support vector machines
The concept behind Support Vector Machines (SVMs), (VAPNIK; LERNER,
1963; BOSER et al., 1992; CORTES; VAPNIK, 1995), can be more clearly introduced by
the case in which data of two distinct classes can be separated by a hyperplane in the
feature space.
In cases in which it is known a priori that data can be linearly separated, like
shown in Figure 6, a hyperplane among, possibly, an infinity of planes should be the one
elected to discriminate labels. The criterion for the best hyperplane is stated as having
the “largest possible margin”.
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Figure 6 – Scheme of the separation hyperplane and margins of a SVM. Blue and red
triangles represent data of di erent classes. The separating hyperplane, as well
as its separation margins, are denoted by fi and fiup, fidown, respectively. The
quantity w represents the norm of the vector normal to the hyperplane fi,
satisfying the equation fi : wtx+ b = 0, for a given b œ R.
Let fi : w˛tx˛+ b = 0 be the equation for a hyperplane in the feature space RD.
The distance between any point r˛ œ RD to such a hyperplane can be easily computed as:
d(r˛,fi) =
----- r˛ · w˛||w˛|| + b||w˛||
----- (3.8)
The margins around this central plane fi can be defined as two additional
hyperplanes fiup and fidown, which share the same normal vector w˛||w˛|| , but whose bias
constants place them on symmetric positions above and below the central hyperplane,
respectively. Their equations are given by:
fiup : w˛tx˛+ b = 1
fidown : w˛tx˛+ b = ≠1
(3.9)
If r˛ œ fiup ∆
d(r˛,fi) = |r˛ · w˛ + b|||w˛|| =
1
||w˛|| (3.10)
An analogous procedure yields d(r˛,fi) = 1||w˛|| for r˛ œ fidown. Both distances
added yield the margin l of the separation hyperplane:
l = 2||w˛|| (3.11)
The algorithm now must solve the problem of finding the largest possible
margin l, restricted to the case in which data of di erent labels lie in opposite sides of the
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margin-hyperplanes. This constraint means that if y œ {≠1, 1} are the possible labels for
x˛ points, then:
y(x˛) = 1∆ w˛tx˛+ b Ø 1∆ y(x˛)(w˛tx˛+ b) Ø 1
y(x˛) = ≠1∆ w˛tx˛+ b Æ ≠1∆ y(x˛)(w˛tx˛+ b) Ø 1
(3.12)
That is, in general, it must hold that y(x˛)(w˛tx˛+ b) Ø 1.
The SVM can be therefore defined as the result of the following optimization:
max
w˛
2
||w˛||
s.t. y(x˛)(w˛tx˛i + b) Ø 1,’i
(3.13)
This problem can be rearranged into a Lagrangian formulation, as:
min
w˛,⁄iØ0
L = min
w˛,⁄iØ0
||w˛||2 +ÿ
i
⁄i[1≠ yi(w˛tx˛i + b)] (3.14)
Di erentiating with respect to the weight vector and the Lagrange multiplier,
one obtains two conditions for a minimum:
Y_]_[w˛ =
1
2
q
i ⁄iyix˛i
1≠ yi(w˛tx˛i + b) if ⁄i ”= 0
(3.15)
Inserting these two conditions back into L, we obtain:
L = 14
ÿ
i,j
⁄i⁄jyiyj < x˛i, x˛j > (3.16)
with < . , . > here denoting a scalar product operation.
The final solution needs once again to minimize L with respect to the Lagrange
coe cients ⁄i and, in such conditions, the function L has two interesting properties:
• Its optimal value only depends on a set of samples with ⁄i ”= 0. These samples are
denominated “Support Vectors”. Intuitively, they are the closest ones to the dividing
hyperplane and should be enough to completely determine how the separation of
classes should occur.
• In such case, it only depends on the result of internal products between the Support
Vectors. This way, it is possible to convert a nonlinearly separable set into a linearly
separable one by a suitable choice of an internal product in the feature space.
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3.3 (Shallow) Neural networks
Neural networks are models inspired by a mathematical model of how a neuron
and a group of interconnected neurons behave under stimuli receival and transmission.
Its history in the closest context of Machine Learning originates from Frank Rosenblatt’s
perceptron (ROSENBLATT, 1958). The modern introduction of a perceptron consists of
a model that maps an input x into:
x˛æ f(w˛, x˛) =
Y_]_[1 if w˛
T x˛ Ø 0
0 otherwise
(3.17)
with the parameter w œ RD being adjusted in order to mimic a desired output y(x˛).
The more contemporary neural networks still preserve the basic idea of the
perceptron with a couple of more modifications necessary to handle increasingly complex
targets y(x).
A first needed modification was the introduction of di erentiable versions of
the activation function shown in Equation 3.17. One example of this modification can be
f(x˛, w˛) = tanh(w˛T x˛). This function saturates around ±1 for w˛T x˛ æ ±Œ and allows a
better choice for the parameter w˛, since it is di erentiable. In the least-squares sense, a
strategy for adjusting w˛ could be through computing the derivative:
ˆ(f(x˛, w˛)≠ y(x˛))2
ˆw˛
= 2(f(x˛, w˛)≠ y(x˛))sech2(w˛T x˛)x˛ (3.18)
so that, a “gradient descent” method could be used for iteratively finding the best pa-
rameter wú for minimizing the giving quadratic error function:
w˛t+1 = w˛t ≠ ÷ˆ(f(x˛, w˛t)≠ y(x˛))
2
ˆw˛
= wt ≠ ÷(f(x˛, w˛t)≠ y(x˛))sech2(w˛Tt x˛)x˛ (3.19)
A second major needed modification for progressively solving more complex
problems was the introduction of multiple of interconnected neurons, concatenating their
inputs and forming a network. In particular, the buzzword “deep learning” refers to archi-
tectures of neural networks with many hidden layers and has its progress highly dependent
on methods for more e ciently updating weights at such deep layers.
The shallow networks evaluated in this work consist of multilayer perceptrons
with one or two hidden layers, whose neurons are characterized by activation functions
in the form of rectifier linear units or hyperbolic tangent functions. Their final results
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and architectures are reported after an extensive training phase, responsible for weight
adjustment, with retained configurations having the best performance in a separate vali-
dation set. The objective function of the networks consists of a cross-entropy between the
estimations yˆ and the true labels y œ {0, 1}:
L =
ÿ
i
[≠yiln(yˆi)≠ (1≠ yi)ln(1≠ yˆi)] + Regularization term (3.20)
A more detailed description of the architecture of these networks can be found
in Appendix A.1.2
3.4 Anomaly detection framework
Following the introduction to neural networks given in the previous section,
we now develop a technique that could be particularly useful in the cases in which no
seizures are recorded during the training stage of a classifier, without necessarily pooling
information from other patients. The idea is built on the framework of Anomaly Detection
(A.D.), in which one aims at finding patterns that are distant from defined “normal”
standards. An interesting definition to A. D. is the one appearing in Chandola et al.
(2009):
“Anomaly detection refers to the problem of finding patterns in data that do
not conform to expected behavior. These non-conforming patterns are often referred to
as anomalies, outliers, discordant observations, exceptions, aberrations, surprises, pecu-
liarities or contaminants in di erent application domains”.
The means taken in this section make use of the abstraction behind autoen-
coders. If seizure-free timestamps are the ones considered as “normal” instances, then
the development of a mechanism capable of simply reconstructing these normal samples
would, possibly, fail whenever attempting to reconstruct patterns that are reasonably
distant from seizure-free feature descriptions, as proposed in the scheme of Figure 7.
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Figure 7 – Autoencoder’s classification scheme. Original data points are represented by
squares and reconstructions are depicted as triangles. Blue squares, which rep-
resent normal timestamps, are used to train an autoencoder. When recon-
structing any other sample, the autoencoder produces lower reconstruction
errors for instances similar to the blue squares used in the training stage. Red
squares, which are the seizure-like samples, are expected to have higher re-
construction errors, as long as their feature representations di er substantially
from data used to tune the autoencoder.
The synthesized autoencoder is composed of a deep neural network whose
goal is to, given an input x˛, produce a reconstruction output R(x˛) with minimal error
||R(x˛)≠ x˛||. In more practical machine learning terms, the network was fed multiple pairs
of explanatory variables x˛i and response variables R(x˛i) = x˛i identical to their respective
inputs.
The architecture, as shown in Figure 8, is composed of all kernels of size 3,
with unitary stride and valid padding. It starts o  with the features themselves, then a
sequence of 64, 100 and 50 convolutional filters followed by 10% dropout were applied.
After these series of convolutions, an average pooling of size 2 and valid padding was
applied and linked to the output of same length of the inputs, 215.
The constraint for the training stage was to only feed the network instances
equivalent to timestamps without any registered seizure. A mean squared error between
the inputs and the reconstructions was then minimized by the algorithm for first-order
gradient-based optimization “Adam” (KINGMA; BA, 2014). The minimization procedure
stopped when an average error of less than 1%, per feature, was obtained in a separate
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validation set.
Figure 8 – Scheme of the architecture of the autoencoder: linear inputs of 215 dimensions
are fed to the network and followed by a series of convolution operations of
kernels of size 3, unitary strides and valid padding. A total of 64, 100, 50
and 50 of such convolutional filters are used, with 10% dropout applied in
the first three convolutions and average pooling just prior to the last set of
convolutional filters. The final output has the exact same shape of the inputs
so that the reproduction mean squared error can then be minimized.
Following the training of the network, the instances in the training set had
their highest and lowest reconstruction errors annotated as Ermax and Ermin, respectively.
These values were used to classify new examples x˛ into either equivalent to a seizure state,
with y(x˛) = 1, or pertaining to a seizure-free timestamp, with y(x˛) = 0. Note that these
values Ermax and Ermin do not need to be optimal for a testing scenario, so that border
e ects Er > Ermax or Er > Ermin are possible to happen.
The classification is implemented by the linear relationship:
y(x˛) =
Y_]_[1 if
||x˛≠R(x˛)||≠Ermin
Ermax≠Ermin Ø ·
0 otherwise
(3.21)
so that the classification was dependent on both the features x˛ and a discrimination
threshold parameter · .
Clearly, the quality and behaviour of the detector is strictly dependent on the
parameter · . Higher values of the threshold imply that less examples are classified as
y(x˛) = 1, positively impacting the detector’s specificity and negatively contributing to its
Chapter 3. Single-task classifiers 49
sensitivity. The inverse is also valid, lower values of · yield more true positives, to the cost
of an increasingly number of false positives. In this sense, a measure of its performance
in terms of the area under the receiver operating characteristic curve is a proper measure
for the quality of the designed algorithm.
3.5 Single-task NISE
The Noninferior Set Estimation (NISE) algorithm (COHON, 1978) is a frame-
work whose aim is to provide a good description of the Pareto frontier of a problem with
more than a single objective function. Here it is adapted to find the solution of having a
loss function of a given classification algorithm minimized simultaneously to a complexity
term, represented by a regularization function. This way, it is expected to provide mul-
tiple choices for good trade-o s between a well-tuned model with less chance to produce
overfitting.
Given that any minimization problem can be easily converted into a maxi-
mization problem, the formalism here will consider maximization. A bi-objective NISE
works with a maximization problem, which consists of the following description:
maxx{f1(x˛), f2(x˛)} (3.22)
with two conflicting objectives f1, f2.
NISE converts this multi-objective structure into a weighted maximization
problem, finding a pair of solutions for {f1, f2} that depend on the weights {w1, w2}:
maximize
x˛
w1f1(x˛) + w2f2(x˛)
subject to x˛ œ RD,
2ÿ
i=1
w˛i = 1
w˛i > 0’i œ {1, 2}.
(3.23)
The coverage of the front needs good choices for the weights that aggregate
the objectives. In order to avoid the usage of a fixed grid, which may not capture the
nuances of the Pareto front (JUBRIL, 2012), NISE proposes a method that provides a
more accurate mapping of the front.
Suppose that the Pareto front is convex and let P1, P2 be any two solutions
for Equation 3.23. Let also the line r from P1 to P2 be described by the relationship
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r(bú) : Ê1f1 + Ê2f2 = bú. If r contains points that are dominated, then the Pareto front
must lie above it, otherwise we fully mapped the Pareto front in the portion between the
parent solutions. In the first case, because the front lies above r, it is possible to find a
new non-dominated solution x = C(P1, P2) by the usage of weights w1 = Ê1 and w2 = Ê2
in Equation 3.23.
The intermediary point C(P1, P2) yields two new line segments: P1C and CP2,
which are new approximations of the frontier. If the height of the triangle P1CP2 is above
a pre-defined threshold  , the algorithm uses P1, C(P1, P2) and C(P1, P2), P2 as two new
pairs of parent solutions to keep mapping new intermediary points C(P1, C(P1, P2)) and
C(C(P1, P2), P2), otherwise it stops looking for a better approximation of the front in this
region, and the union P1C fi CP2 is the approximate Pareto front between the parent
points.
Figure 9 exemplifies a situation in which two parent solutions P1 and P2 give
rise to another non-dominated point C. Because the height of the triangle P1CP2 is high
enough, it proceeds on mapping the front using P1 and C as two new parent solutions.
The point D is then found and, because the triangle P1CD has its height su ciently low,
the points C and P2 become the two new parent solutions for another iteration of the
method.
Figure 9 – Illustration of a first step of the NISE algorithm in a bi-objective maximization
problem.
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The single-task NISE (STNISE) strategy used in the work of Beserra et al.
(2018) consists of the minimization of a multinomial logistic regression loss function f1,
by simultaneously minimizing the complexity of a model using a second objective function
f2, composed of an L-2 regularization over the model parameters ◊˛:
min
◊˛
Y][≠
Nÿ
i=1
Kÿ
k=1
SUy˛ki ln
Qa e◊˛€k „(x˛i)qK
j=1 e
◊˛€k „(x˛i)
RbTV , Kÿ
k=1
||◊˛k||2
Z^
\ (3.24)
This multi-objective problem, whose scheme is shown in Figure 10, is solved
by NISE, after proper conversion of its maximization formulation into a minimization
variation by flipping signs of the objectives, and the stopping criterion is the creation
of 25 models in the Pareto front. The final model is composed of the one among the 25
generated models that achieved the best performance in a validation set withheld from
the training process.
Figure 10 – Illustration of the choice for the best trade-o  between model loss and regu-
larization, in the case of a logistic regressor. In our classifier, the points that
describe the Pareto front are chosen by the NISE algorithm and the retained
classifier, as described by the red x-mark, is the one with the lowest validation
loss.
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4 Transfer learning
“... Many machine learning methods work well only under a common assump-
tion: the training and test data are drawn from the same feature space and the same
distribution. When the distribution changes, most statistical models need to be rebuilt
from scratch using newly collected training data. In many real-world applications, it is
expensive or impossible to recollect the needed training data and rebuild the models. It
would be nice to reduce the need and e ort to recollect the training data. In such cases,
knowledge transfer or transfer learning between task domains would be desirable” (PAN;
YANG, 2010)
In data science and machine learning, in general, basic assumptions for obtain-
ing highly accurate mining algorithms are based on the quality, quantity and coverage of
the data. In a classification task as an example, quality would refer to the degree at which
one can assert that data has not been contamined by noise or general artefacts; coverage
would be related to whether the data itself contains samples capable of illustrating both
wide characteristics of the feature space and the label space and quantity is related to
the question of whether the amount of data in hands would be enough for the training of
classification algorithms, showing fair number of samples capable of illustrating distinct
classes and aspects of the features.
What happens in practice is that it is often not possible to guarantee all
these requirements simultaneously and this motivates deeper insights on how to leverage
further information from multiple sources of correlated data, that is research is needed to
improve the traditional machine learning modeling and incorporate mechanisms to make
a wise reuse of data, as distinguished in Figure 11. In particular, medical data is a clear
example in which these three usual requirements for machine learning fail. First because
the acquisition of biological signals is inherently associated with varying degrees of both
biological and instrumental noise corrupting signals. Second the complications behind
signal acquisition in biological contexts usually impose several constraints on the data
coverage. Indeed, resolution is usually better for more invasive information extraction
techniques, which is not desired. Thirdly, it is often the case that the more accurate or
resolved the signals are, the smaller the times for experimentation, so the quantity of data
gets severely a ected.
Given these considerations, this chapter introduces a number of techniques
that may escape traditional machine learning modeling, in which algorithm construction
and tuning is made patient-speficic, towards sharing properties across patients’ features
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that could prove to be useful in a context closer to patient non-specific detector construc-
tion. These two scenarios are represented in the scheme of Figure 11, in which points of
distinct colors represent di erent classes of data and their relative positions represent how
attributes are spread out in the feature domains.
Distinct tasks 
Learning
system
Learning
system
Learning
system
Source tasks
Knowledge
transfer
Target task 
Learning
system
Traditional machine learning Transfer Learning
Figure 11 – Traditional versus transfer learning settings in machine learning. Distinct
colors are used in order to distinguish data of di erent classes. Adapted from
Pan e Yang (2010).
4.1 Mathematical definition of transfer learning
Before tackling the problem of knowledge transfer itself, it is important to
precisely define the concepts behind source and target domains and tasks, as well as give
a rigorous definition for the term “transfer learning”. Throughout this work, the definitions
contained in Pan e Yang (2010) will be used. Let us succinctly start with two concepts:
• A domain Do consists of two components: a feature space ‰ composed of features
X = (x˛1, . . . , x˛f ) œ ‰ and a probability measure on ‰ P : ‰æ [0, 1]. The domain is
therefore a pair Do = {‰, P} containing features and their probabilities.
• A task ·˜ consists of two components: a label space   and a predictive function f(·),
·˜ = { , f}. For the purposes of this work, the label space will be solely composed
of two elements {0, 1}, with 0 meaning the absence of a seizure and 1 indicating the
current presence of a seizure.
Clearly, one of our patients’ specific data defines a unique pair composed of
a domain and a task {Do, ·˜}, either because the function f(·) that maps current brain
states to a seizure state is universal but the features a patient has are specific to his
biology or because the features a patient has are themselves universal, but the mapping
to a seizure state is what makes its condition specific.
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Transfer learning is defined as the procedure that, given a source domain-task
pair DS, ·˜S and a target domain-task pair DT , ·˜T , is capable of improving the learning of
the target predictive function fT (·) by using the knowledge in Ds, ·˜S, with Ds ”= DT or
·˜S ”= ·˜T .
The definitions between various Transfer Learning settings is shown in Table
2.
Learning Settings Source and Target Domains Source and Target Tasks
Traditional Machine Learning the same the same
Inductive Transfer Learning the same di erent but related
Usupervised Transfer Learning di erent but related di erent but related
Transductive Transfer Learning di erent but related the same
Table 2 – Domains and tasks: relationships for multiple TL settings. Adapted from Pan
e Yang (2010)
Each learning setting provides a number of strategies and algorithms regarding
the best practices in order to perform some knowledge transfer between source and target
domains and tasks. The issue one faces now is focusing on one among these four di erent
areas. The tiebreaker should be the analysis of whether the source and target domains
or source and target tasks are the same. However, a priori, it is di cult to provide a
precise and correct answer to this question. The most conservative procedure would be
choosing to use tools from the Unsupervised Transfer Learning setting, since little is
assumed about the relatedness between multiple patients’ data. In reality, though, there
might be cases in which two distinct patients could have varying degrees of similarity
between their domains or tasks and that would allow even the most traditional machine
learning methods to provide accurate seizure detectors.
In general, regardless of the transfer learning setting one deals with, there are
some common approaches to the question of “What to transfer?”, in which case four main
divisions are considered by Pan e Yang (2010):
• Instance-transfer: reusage of certain instances coming from the source domain and
adjustment of their weights to be then incorporated in a learning task for a target
domain.
• Feature-representation transfer: search for good feature representations that either
diminishes the di erence between source and target domains or unveils discrimina-
tive directions to boost an independent task in the target domain.
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• Parameter-transfer: reveals parameters that are common across multiple related
scenarios.
• Relational-knowledge-transfer: this is the case that data are non-i.i.d.. Common ex-
amples of this scenario include data with pair-wise connections, social and networked
data.
In the following sections, methods covering the first three of the above four
approaches are presented: Sections 4.2 and 4.5 provide methods in close relationship to
the “Feature-representation transfer” subdivision, whereas Sections 4.3 and 4.4 stand for
strategies closely related to the “Parameter-transfer” and “Instance-transfer” branches,
respectively.
4.2 Morphology Knowledge Transfer (MKT)
Annotated data in this work means that we are provided with all the onset
and ending times of registered seizures. Each of these abnormal manifestations needs
not to be similar: even for a fixed patient, there is no guarantee that the seizures a
patient experienced in the morning should obey the same statistics or have features of
similar components to those experienced during the afternoon or during sleep. The method
introduced in this section comes as an alternative for the case in which it is no longer
reasonable to assume that all the labels for seizure-like instances should be y = 1, but
rather be grouped in packages of multiple examples belonging to a di erent kind of seizure
profile, as schematized in Figure 12.
Figure 12 – Illustration of the concept behind the transfer of knowledge about seizure
morphologies. Red squares, representing seizure samples, are associated with
clusters via a clustering algorithm. The clusters’ identifiers are then used to
relabel the explanatory variables to a multiclass setting.
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These considerations imply that there is a chance that the formulation of a
seizure detector in terms of binary variables may not be optimal. To account for that, this
section introduces the expansion of y = 1 labels into kseiz seizure clusters and, accordingly,
y = 0 into knon seiz non-seizure clusters, so that the former binary representation becomes
a task of classification into kseiz + knon seiz distinct classes.
4.2.1 Relabeling stage
Let S+ and S≠ be the sets of pairs (x˛, y) for which y = 1 and y = 0, respectively,
with S = S+ fi S≠ the full domain, composed of the union between a given choice for a
source and target sets S = (XS, S) fi (XT , T ).
The first step of the algorithm consists of grouping points in S+, generating
kseiz clusters, whose centroids are denoted by {c0, . . . , ckseiz≠1}. Each x œ S+ can then
be mapped to a centroid in {ci} of integer index j : 0 Æ j Æ kseiz ≠ 1. An analogous
procedure happens for samples belonging to D≠, yielding knon seiz representative centers
{ckseiz , . . . , ckseiz+knon seiz≠1}. Points inside the D≠ portion of the domain are associated
with integer j indices in the interval kseiz Æ j Æ kseiz + knon seiz ≠ 1.
The algorithm which performs the clustering in this work is the well-known K-
Means, so that centroids could be learned in a training stage and used to relabel instances
in test scenarios. Its outputs result from the best of 10 initializations, in terms of inertia
(within-cluster sum of squared deviations to the centroid), whose seeds are determined by
the k-means++ algorithm (ARTHUR; VASSILVITSKII, 2007). Note that the numbers of
clusters kseiz and knon seiz are unknown a priori, so that we use the grid search {1, 2, 3, 4}¢
{1, 2, 3, 4} for tuning these values. As a preprocessing step for the grouping stage, data was
PCA-transformed into either 1, 2 or 3 dimensions to reduce the burden of dimensionality
that degrades Euclidean norm computations at high dimensionalities. The final grid-search
of this grouping step had a total size of 4 ·4 ·3 = 48 configurations, whose best parameters
were kept after performance evaluation in a validation set.
This initial grouping step provides new labels y˜ œ {0, . . . , kseiz + knon seiz ≠ 1}
to x instances and the original values y(x˛) can be straightforwardly recovered by:
y(x˛) =
Y_]_[1 if 0 Æ y˜(x˛, y(x˛)) Æ kseiz ≠ 10 if kseiz Æ y˜(x˛, y(x˛)) Æ kseiz + knon seiz ≠ 1 (4.1)
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4.2.2 Classifier-tuning stage
Once the relabeling process is done, the algorithm proceeds on with tuning a
pre-determined classifier with a target patient’s features and relabeled targets : {(x˛, y˜)}.
It is important to emphasize that this step happens in a manner independent of the
transformations of the grouping step: the x vectors are the original samples inside S, this
time restricted to the set pertaining to the target patient (XT , T ), thus containing only
a given target patient’s data.
The evaluation of the given classifier in a separate test set yields values that
are no longer binary. Equation 4.1 translates the outputs back to its {1, 0} formulation,
declaring whether a seizure is active or not.
The transfer learning potential of this method is that it pools information from
a set of source patients only in the phase which tunes the clustering algorithm. This way,
the source patients provide information about possibly new labels one should expect for
the seizures to come, while the classifier is tuned exclusively with x˛-data from a target
patient, not substantially degrading its performance.
This methodology will be addressed from this point on as “Morphology Knowl-
edge Transfer”, abbreviated as MKT, since we are expected to learn from source patients
di erent classes of seizures’ and where they should be lying in the feature space.
4.3 TLNISE
Transfer Learning NISE (BESERRA et al., 2018), TLNISE, is an adaptation
of the method introduced in section 3.5, which aims to make use of di erent patients and
di erent feature extraction methods in order to boost detection performance for a target
patient. It is built upon two basic premises: the degree of regularization can be learned
from source patients and the complexity of a model generated for a target patient can be
hindered by a simultaneous minimization of its source patient loss.
TLNISE first learns good regularization coe cients for all source patients using
its single-task formulation STNISE. The regularization degree is transferred to the next
step of the algorithm, in which it tries to simultaneously minimize the regularized loss
function of two models, one for a target patient and the other one for the source patient,
generating a number of Pareto-optimal solutions with NISE. In short, its later stage of
two-objective tuning is interpreted as motivated by the minimization of the loss function
of a target patient as long as its model’s parameters do not di er too much from those of
the source patient’s. A more detailed explanation follows in Sections 4.3.1, 4.3.2 and 4.3.3
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4.3.1 Regularization parameter transfer
Let Xpe denote the samples x˛ obtained for patient p œ P , for a given feature
extraction method e œ E. Fixing a target patient t œ P , indices st œ P \ {t} denote all
other patients but the target, which are referred to as source patients.
The STNISE algorithm applied to a source patient s, represented by a feature
extraction method e, yields a coe cient ⁄(s, e), which is the best regularization trade-o 
for s in a validation set. This parameter is transferred to the next step of the algorithm.
4.3.2 Simultaneous minimization of the loss
Given the previously found regularization coe cient, TLNISE proceeds on
with the simultaneous minimization of the loss function for both the source patient st
and the target patient t, once again recurring to the weighted method:
min
◊˛
w1 (l(◊, Xste , Y ste ) + ⁄(s, e)r(◊))
+ w2
1
l(◊, X te, Y te ) + ⁄(s, e)r(◊)
2 (4.2)
with r(◊) denoting the regularization function, and using the NISE algorithm to populate
the Pareto front.
At this point of the algorithm, the target’s loss comes already with a regular-
ization coe cient ⁄(s, e) that has been carefully chosen from the source patient. The fact
that the minimization of its loss is coupled to the minimization of the source patient’s
imposes another degree of obstruction for too complex parameters ◊: the target model is
as good as long as the source detector does not have a very high loss, for the same choice
of parameters.
4.3.3 Model aggregation
For each target patient t, there are other |P | ≠ 1 source patients that can be
characterized by three feature extraction strategies. The models generated in the step of
Section 4.3.2 are aggregated in two ensembles: TLNISE_wta, read as the winner-take-all
TLNISE, and TLNISE_elite, read as elite TLNISE, which retain the best and the average
of the 10 best learners, respectively, evaluated in a validation set.
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4.4 TrAdaBoost
The work contained in Dai et al. (2007) expresses a modification, the TrAd-
aBoost, for the well-known AdaBoost, Adaptive Boosting algorithm (FREUND; SCHAPIRE,
1997), whose main aim is to be used in conjunction with other algorithms to improve
their performances, this time by profiting from useful information possibly contained in a
source-domain, related data. Its strategy is to use source data points for the tuning of a
given classifier and to penalize their influence on the training process depending on how
much they contribute to deteriorating classification performance in a target set.
Its mathematical formulation makes use of a classification algorithm that re-
ceives a set of samples containing features x˛i, labels yi and sample weights wi, i = 0, . . . , N ,
and which synthesizes a mapping f responsible for the transformation f : ‰ æ  . It ex-
plicitly orders the samples (x˛i, yi) in such a way that instances indexed by 1 Æ i Æ n and
n+ 1 Æ i Æ m+ n belong to a source and target domain-task pairs, respectively, so that
di erent penalizations are applied to source and target data points.
Following the distinction between instances’ weights, the algorithm is tuned,
that is the mapping f(·) is learned. This results in an algorithm that tries to approximate
f(x˛i) ¥ yi but, eventually, makes classification mistakes whose losses are given by li =
|f(x˛i)≠yi|, which are associated with each sample in the training set. These losses are then
used to either reinforce instances’ weights or to reduce them, according to the following
expression:
wk+1i =
Y_]_[w
k
i —
+li , 1 Æ i Æ n
wki —
≠li
t , 1 + n Æ i Æ n+m
(4.3)
The — and —t are two parameters that control the updates of weights for the
source and target domains, respectively. These two parameters are not equally updated,
but rather change according to an expression that, in a given iteration k, distinguishes
between source and target domains e ects:
‘t =
n+mÿ
i=n+1
wki liqn+m
i=n+1w
k
i
∆
Y__]__[
—t = ‘t1≠‘t
— = 1
1+
Ô
2ln(n)/N
(4.4)
4.4.1 E ects: updates of weights
According to Equation 4.4, the higher the associated error of a given source
data point, the greater the e ect on its weight, which is strongly reduced by a factor
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0 < —+li < 1, meaning that source data that actively contributes to the deterioration
of a predictive function in the target domain have their influence diminished after every
iteration.
The update of target weights occur in an opposite way. The update rules of
Equation 4.4 have a contribution —t raised to a negative power. Because 0 < —t < 1, any
positive loss li is such that 1 < —≠lit . This way, target samples with higher associate errors
have their weight increased, meaning that as the method advances through the iterations,
the synthesized learners get more specialized at correctly labelling samples that were
previously missed by other estimators.
4.4.2 Hypothesis generation
After T iterations of weight updates, T sets of models fk(·) and parameters
—t have been tuned, their behaviours are then retained to construct a better classifier:
f(x) =
Y__]__[
1, if
T
 
k=ÁT/2Ë
—≠f
k(x)
t Ø
T
 
k=ÁT/2Ë
—≠1/2t
0, otherwise
(4.5)
4.4.3 Convergence properties
According to Dai et al. (2007), TrAdaBoost minimizes the error on the source
domain as well as the weighted average loss in the target domain data simultaneously.
The generalization performance of the method, however, depends on a trade-o  between
the number of iterations and the quantity of target samples. If dV C is the VC-dimension
of the hypothesis space, the generalization is expected to be at most:
‘+O
A
TdV C
m
B
(4.6)
with ‘ being the training error on target data. This means that the generalization perfor-
mance is expected to deteriorate as the number of target training samples is diminished.
4.5 Self-taught Learning via Sparse Coding
Self-taught Learning via Sparse Coding (RAINA et al., 2007), here abbrevi-
ated to SLSC, is an unsupervised method for learning higher level representations of data
in a source domain, aiming at providing better directions for the representation of fea-
tures, expressing target data in such bases and using newly obtained representations for a
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final supervised training procedure of di erent estimators. It is in close relationship with
dictionary and sparse representation learning (ZHANG et al., 2015), di ering in the fact
that more attention is paid to the development of good discriminative directions to be
used in a later stage of target data representation, instead of focusing on obtaining new
sparse source data points.
Di erently from PCA, SLSC provides a non-linear representation of data in
bases that can exceed the original dimensionality of the input space, with the basis vectors
not necessarily being orthogonal. The main idea is to use only the source features {x˛i} in
Xs to learn a basis {˛bi} by minimizing:
minb,a
ÿ
i
||x˛i ≠
ÿ
j
aij b˛j||22 +
ÿ
i,j
—||aij||1
||˛bj|| Æ 1,’j , x˛i œ Ds
(4.7)
A set of s basis vectors b˛1, . . . , b˛s are learned and target samples will be pro-
jected in {˛bi} for later training of a given classifier. This process means that samples
x˛i œ XT are transformed into ˛˜xi œ Rs by minimizing:
˛˜xi = min˛˜xi||x˛i ≠
ÿ
j
x˜ij b˛j||22 +
ÿ
j
—||x˜ij||1 (4.8)
In short, source data is used to learn good {˛bj} directions for data projection
in Equation 4.7. Once these new directions are learned from source patients, they can be
used to enhance data representation of target patients, by projecting their x˛i data points
in these previously learned vectors, as shown in Equation 4.8, yielding new feature-target
pairs (˛˜xi, yi).
The newly generated pairs (˛˜xi, yi) are the ones that feed classification algo-
rithms, in a regular machine learning task, with the di erence that they are expected to
be better positioned in the feature space and exhibit a greater discriminative power, with
the new positioning of features being influenced by source data’s most relevant directions.
With respect to the minimizations described in Equations 4.7 and 4.8, an im-
portant computational di culty when minimizing the expression formulated in Equation
4.7 is that the problem is biconvex and that there is a 1-norm involved in the optimization.
While using SLSC for transfer learning, such minimizations will occur by alternatively
updating one among {aij, bij}, while the other parameter remains fixed.
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5 Metrics
While working with the classification of seizure in epileptic data, a number of
metrics have been used in the literature in order to compare di erent classifiers. In this
work, sensitivity, specificity, the area under the ROC curve and detection latency are used
for the evaluation of the multiple transfer learning approaches. These were evaluated in
terms of a binary classification task for each of the test instances acquired by shifts of
one second and main moments are reported and, to get closer to obtaining a notion of
statistical significance, in this regime of very small sample size, distribution kernel density
estimates are shown.
5.1 Sensitivity
Sensitivity (SEN) is a measure of timestamps correctly labelled as containing
part of a seizure with respect to the actual number of seizure events. Its mathematical
formulation is given by:
SEN = TP
TP + FN (5.1)
with TP and FN being the number of true positives and false negatives, respectively.
5.2 Specificity
The specificity (SPE), on the other hand, comes to balance our analysis of the
quality of a detector.
In practice, it is desired to have a high sensitivity, meaning that most seizure
events are correctly labelled as seizures. However, as important as detecting seizures is not
giving false alarms. The specificity is a measure of the relative number of false alarms with
respect to the number of samples that were not within a seizure event. Mathematically,
this translates to:
SPE = TN
TN + FP (5.2)
with FP being the number of false positives.
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5.3 Area under the ROC curve
The Receiver Operating Characteristic curve is associated with classifiers whose
final y = {0, 1} outputs depend on the discretization of a function, having continuous val-
ues in [0, 1], by the usage of a given threshold parameter.
Suppose that the outputs y œ {0, 1} come from a probability estimate p of
the positive y = 1 class. Then, one way of thinking about the ROC curve is through the
definition of a threshold · such that p Ø · ∆ y = 1 and p < · ∆ y = 0.
This definition makes the sensitivity and specificity become a function of · .
Varying · inside [0, 1] yields a curve in a 2D-graph given by G = {(SEN(·), 1≠SPE(·)) :
· œ [0, 1]}. The area under the curve is then computed by making (x, y) œ G and calcu-
lating :
AUC(ROC) =
⁄ ·=1
·=0
ydx (5.3)
Good AUC-scores should be close to AUC = 1 while bad scores should ap-
proach AUC = 0.5.
In general, one should also require the points in G to obey y Ø x,’· , meaning
that the proportion of correctly predicted positives, in an ensemble of positive class sam-
ples, is required to be greater than or equal to the proportion of falsely predicted positive
classes, in an ensemble of negative class samples.
5.4 Detection latency
The detection latency (LAT) is the average time needed for the classifier to
yield a 1 classification since seizure onset marks, provided it is no further than the end
mark for the seizure and before the Ninit = 20 seconds since its start.
Seizures not detected were not included in the statistics for the average latency
detection score, since computational NaNs or InFs would be required to replace them.
Instead, the detection latency score reported in this work will be the average latency for
only the detected seizures, with the undetected ones having their count reported.
5.5 Number of completely missed seizures
Finally, because testing data only contain future timestamps, it may be the
case that all of the samples belonging to a specific seizure get missed by the detector.
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In such case, two approaches could have been chosen: we could count all the missed
samples as false negatives (FNs), which would bring the SEN metric down and would
not necessarily reflect on the general behavior of the detector on the seizures that it is
in fact capable of detecting, or we could add a second metric which would tell us how
many test seizures were not captured. The second path was chosen in this work, so that
we still keep an understanding of the proportion of seizures’ divisions that the detector
is capable of recognizing while noticing how many unseen seizures were fully labelled as
normal timestamps, while still annotating the respective e ect of false negatives in the
sensitivity metric. This metric is abbreviated as #UND throughout this work.
Part II
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6 Visualization of patient’s high dimensional
features
Each of the patient’s features were transformed using the t-SNE as defined in
Section 2.6. The original feature vectors, lying in a high dimensional space, were mapped
to points in a two-dimensional scatter plot, in which it is possible to observe non-seizure
instances in red and seizure-like timestamps in black, in Figure 13.
Because original similarities are intended to be preserved by the visualization
tool, data of same class in compact regions of the space can be interpreted as data with
more alike instances whereas points of same class, but more spread out in the domain
can have an interpretation of a higher degree of variability between instances. The plots
of Figure 13, whose interpretations are naturally subjective, are intended to provide an
intuition for which among all the patients have a greater potential to be better classified.
Section 6.1 provides a number of interpretations regarding the relative positioning of
classes in the feature space as well as the compactness of same class data points.
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Figure 13 – T-SNE visualization of epileptic data. Points in red and black denote non-
seizure-like and seizure-like instances, respectively.
6.1 Analysis of the t-SNE visualizations of data
An analysis of the figures leads us to observe a number of distinct behaviours
concerning the class distribution of the attributes in the feature space: not all seizure-like
instances can be well separated from normal timestamps, some black marks are more
densely located while others can be spread out in the mapped domain, among other
profiles.
The feature visualization results are summarized in terms of four qualitatively-
defined classes that describe how points are found in the graph:
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(A) Seizure-like points are spread out in the domain, without the clear presence of
clusters or groups
(B) There is an evident presence of groups of compact regions where seizure-like points
agglomerate
(C) There exist groups of seizure instances which are reasonably appart from seizure-
free, red marks
(D) The seizure points are embedded in a surrounding region of normal sample points.
Categories (A) and (B) have to do with how similar the abnormal timestamps
are among themselves. If points belong to category B, then a classification algorithm
trained with a sample of them is expected to generalize better for other seizure-marks,
when compared to patients of profiles of kind A.
Categories (C) and (D) describe how similar are the seizure-free features with
respect to seizure samples. It is also logical to suppose that the more dissimilar these two
classes of events are, the easiest it should be for a given method to discriminate them.
The collection of patients then exhibits the profile described in Table 3.
Patients
Category 1 2 3 4 5 6 7 8 9 10 11 12 14 20 21 22 23
(A) X X X X X X X X X
(B) X X X X X X X X X X
(C) X X X X X X X X X X
(D) X X X X X X X X X X
Table 3 – Summary of the distribution of the qualitative categories (A), (B), (C) and (D),
defined in the section above.
It is interesting to observe that, even though not strictly necessary to happen,
categories (A) and (D) co-occur in 7 of the 17 cases. Also, categories (B) and (C) happen
simultaneously in 6 of the 17 cases.
These observations indicate that two main profiles of cerebral states are found
in the dataset: patients whose seizures are well defined and fairly divergent from nor-
mal timestamps and patients whose seizure profiles vary significantly and can be often
mistaken by normal timestamps.
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7 Comparative analysis of distinct methods
for the detection of seizures
7.1 Definition of training, validation and test sets
For every patient p œ P , let nseizp be its number of annotated seizures. Test
sets were kept separated for reporting the final performances of the classifiers of this
dissertation. They were composed solely of most recent, out-of-time test data, comprising
all samples whose timestamps t satisfied t Ø tpseiz := túp ≠ 5min, with túp being the lowest
time index of a sample occurring after the núp-th last seizure, núp = max(1, Ânseizp /4Ê]). This
choice approaches more favourable conditions of real test cases by including the influence
of time on our series, which is not intrinsically taken into account when model selection
strategies such as k-fold or leave-one-out cross-validation procedures are used.
Training and validation data consisted of a random split (70% / 30 %) of the
samples whose timestamps t were less than the previously defined tpseiz. Additionally, due
to the large amount of training data, non-seizure states have been subsampled, retaining
only a quarter of them. This choice had no e ect on the testing stage of the algorithm,
whose results are reported throughout the chapter, but only helped reduce the computa-
tional burden during classifier tuning.
Validation sets were mostly used for hyperparameter tuning. Model selection
occurred through the usage of a score given by the harmonic mean between sensitivity
and specificity.
7.2 Single-task experiments
All the three feature extraction techniques defined in Chapter 2 were individ-
ually evaluated, along with the classifiers (1) ANN, the shallow neural networks of the
kind multilayer perceptron, defined in Section 3.3; (2) SVM, the support vector machines,
defined in Section 3.2; and (3) LogReg, the logistic regression classifiers, defined in Section
3.1.
The first results are reported in Table 4, which depicts the average of all metrics
across the 17 patients. These initial results are already promising since its best reported
sensitivity (SEN), specificity (SPE), latency (LAT), AUC, and number of missed seizures
(#UND) are 73.1%, 99.5%, 2.3s, 0.926 and 0, respectively, considering disjoint classifiers.
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Table 4 – Comparison of the average values across multiple classification settings. The
number of victories, for any given feature extraction technique, is composed of
the number of times it is ranked in first position, across all metrics.
SVM LogReg ANN
SEN SPE LAT AUC #UND SEN SPE LAT AUC #UND SEN SPE LAT AUC #UND Victories
Fourier 0.662 0.963 3.052 0.910 0.118 0.415 0.993 5.585 0.926 0.176 0.611 0.983 3.562 0.926 0.059 9
Wavelet 0.703 0.959 3.241 0.905 0 0.333 0.995 6.313 0.905 0.176 0.731 0.895 2.300 0.920 0 6
Graph 0.706 0.886 3.886 0.886 0.059 0.311 0.993 7.881 0.904 0.588 0.560 0.982 5.216 0.917 0.118 1
Average 0.690 0.936 3.393 0.900 0.059 0.353 0.994 6.593 0.912 0.313 0.634 0.953 3.692 0.921 0.059
In the case of the classifier achieving the best sensitivity, which is the neural
network, its AUC is kept reasonably high, at 92%, while its specificity drops to 89.5%.
Fourier-based features are in first place, across all metrics, 9 times while wavelet and
graph-decomposed signals win on 6 and 1 turns, respectively.
Regarding the algorithms used for classification, the best average results are
obtained with SVMs, with top positions in sensitivity, latency and # UND, logistic re-
gression with best average specificity and ANNs with best average AUC.
Bringing extra qualitative information, the graphs in Figure 14 exhibit box
plots, along with violin plots (HINTZE; NELSON, 1998), in order to distinguish multiple
combinations among feature extraction techniques and classifiers. Note that, especially in
the graph for #UND, the number of completely undetected seizures, outliers have a high
influence in the bandwidth of the kernel, since it scales with the deviation of data.
The essential behaviour of Table 4 is captured by the graphs of Figure 14.
The kernel density estimate along with the interquartile ranges of the boxplots, however,
provides a better understanding of the models’ performance deviations.
It is possible to observe that only the combinations wlt x SVM and wlt x
ANN have all of its sensitivity measurements above a minimum of 40%, that the most pre-
cise specificities are given by fourier x LogReg, wlt x LogReg and graph x LogReg.
Qualitatively, all combinations with the exception of graph x SVM, graph x LogReg and
graph x ANN, show a similar profile, the latter three revealing lower bounds when ana-
lyzing AUC.
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Figure 14 – Box and violin plots of the metrics across all patients for each combination
of a single-task classifier and a feature extraction procedure.
Another degree of analysis is extracted from the graphs in Figure 15, in which
patient-wise comparisons of combinations between feature extraction techniques and clas-
sifiers is presented. For each patient and metric, the detector(s) with highest perfor-
mance(s) is (are) said to be victorious. The final score consists of the number of victories
across all patients, with possible ties rewarded a unit point to the appropriate best clas-
sifiers.
Graph-based features are shown to be in the first place, while analyzing the
number of patient-wise victories, in three (SEN, SPE and AUC) of the five metrics. Neural
networks and logistic regressors occupy the first place in 2 cases each, while focusing on
latency and # UND as well as specificity and AUC, respectively.
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Figure 15 – Comparison of the multiple combinations of classification algorithms and fea-
ture extraction strategies in terms of the number of victories of each com-
bination. The number of victories, with respect to a given metric, consists
of the number of times the best performance (including ties) was achieved,
across all patients.
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Results may vary greatly depending on the perspective data is analyzed. The
apparent diverging outcomes seen in patient-level victories with respect to average ten-
dencies conduct us to reflect on whether devices to be applied in new, unseen patients,
should be designed based on registered tables of average properties or, still, more than a
single combination of equipments should be employed and tested.
7.2.1 Aggregation of features and dimensionality reduction
In order to combine all of the feature extraction procedures described in Chap-
ter 2, as well as to reduce the dimensionality and establish a common base for compar-
isons, the three representations were concatenated, yielding 1339 attributes per sample,
and were subject to a process of feature selection known as a constructive wrapper.
More precisely, if Xgraph(t), Xwlt(t) and Xfourier(t) denote the features ex-
tracted out of data at time t, a new feature vector is created by stacking each individual
feature vector as the columns of a matrix X = [Xgraph, Xwlt, Xfourier]. Then, a logistic re-
gression classifier, with a regularization parameter C = 1.0, was trained in a constructive
wrapper that, starting from an empty set, created a set of retained features by adding
the feature that best contributes to performance validation loss at each time, until the
performance starts to decrease. At the end, from the original number of 1339, a subset of
features Fi, containing Ni Æ 1339 features that had the best performance for each patient
i œ P , was kept.
Given all the selected features subsets {Fi}, the approach that seemed the most
reasonable was to keep all selected features, across all patients, so that future classifiers
would have the chance of having not only the directions that would imply in a best global
performance, but also the representations with particular nuances of each patient, that
could represent performance gains at a single-patient level. Mathematically, all subsets
were joined according to:
F = fiiFi (7.1)
whose size is composed of |F | = 215 selected features. There were 17 synchronization
graph-based, 53 wavelet expansion-based and 145 Fourier expansion-based features among
the 215 selected ones.
It is necessary to emphasize that the reason for choosing a logistic regressor
as the classifier to which the method is wrapped to is due to its ease of training when
compared to neural networks and support vector machines, because the process of feature
selection is expensive and demands many retrainings of a classifier. This has potential
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harmful consequences for other algorithms that may deal with the data, and that is
another motivation for computing F as the union of the selected features per patient
rather than their intersection. Other dimensionality reduction techniques could have been
used, such as PCA, but in some exploratory tests they were found to be empirically worse
than the wrapper approach, so they have been left aside.
The graphs in Figure 16 reveal the behavior of the single-task classifiers using
these new feature representations.
In terms of sensitivity, neural networks and SVMs are shown to perform above
80% and have minima not less than 40%. In contrast, logistic regressors exhibit the worst
values for average and minimum sensitivities. The improved behaviours expressed by sen-
sitivity seems to positively impact latency and #UND metrics, while the logistic regressor
produces the less variant specificity profile.
The average performances, after the feature selection stage, are shown in Table
5, for the 15 combinations of metrics and classifying algorithms.
Table 5 – Performance metrics after the feature concatenation stage.
SEN SPE LAT AUC #UND
SVM 0.829 0.863 2.177 0.949 0
LogReg 0.599 0.991 4.906 0.932 0.118
ANN 0.791 0.979 2.378 0.944 0
It is possible to observe the highest mean of 82.9% for sensitivity, after the
feature concatenation process, being accomplished by SVMs. This value surpasses the best
previous average of the same metric when considering separate Fourier, graph and wavelet-
decomposed signals. Support vector machines also exhibit best mean values for latency
and AUC whereas logistic regressors once again describe highest (and most compact)
distributions of specificity.
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Figure 16 – Box and violin plots of the metrics across all patients. In the plots for SPE,
two outliers were not considered for the SVM: SPE = 0.004 and SPE = 0.119.
7.2.2 Performance comparison of the single-task methods and features
Tables 6 and 7 describe the average and standard deviation of all metrics
across datasets and classifiers. For each metric, a winner was computed as the method(s)
with highest performance(s). The winners in standard deviation are computed as the
approaches with lower variability and do not necessarily resemble their ranking in Table
6.
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Table 6 – Comparison of the average values of the metrics across all datasets and classi-
fiers. The abbreviation S. F. refers to the selected features yielded by the feature
selection process. The last row only indicates the winner(s) per column.
SVM LogReg ANN
SEN SPE LAT AUC #UND SEN SPE LAT AUC #UND SEN SPE LAT AUC #UND
Fourier 0.662 0.963 3.05 0.91 0.118 0.415 0.993 5.58 0.926 0.176 0.611 0.983 3.56 0.926 0.059
Wavelet 0.703 0.959 3.24 0.905 0 0.333 0.995 6.31 0.905 0.176 0.731 0.895 2.3 0.92 0
Graph 0.706 0.886 3.89 0.886 0.059 0.311 0.993 7.88 0.904 0.588 0.56 0.982 5.22 0.917 0.118
S. F. 0.829 0.863 2.177 0.949 0 0.599 0.991 4.906 0.932 0.118 0.791 0.979 2.378 0.944 0
Winner S.F. Fourier S.F. S. F. S. F./Wavelet S. F. Fourier/Wavelet S. F. S. F. S. F. S.F Fourier/Graph Wavelet S.F. Wavelet/S.F.
Table 7 – Comparison of the standard deviation of the metrics across all datasets and
classifiers. The abbreviation S. F. refers to the selected features yielded by the
feature selection process. The last row only indicates the winner(s) per column.
SVM LogReg ANN
SEN SPE LAT AUC #UND SEN SPE LAT AUC #UND SEN SPE LAT AUC #UND
Fourier 0.294 0.043 3.96 0.119 0.332 0.27 0.009 4.79 0.087 0.393 0.29 0.029 4.37 0.088 0.243
Wavelet 0.169 0.034 2.89 0.112 0 0.233 0.009 4.88 0.097 0.393 0.209 0.253 2.6 0.096 0
Graph 0.269 0.088 3.84 0.115 0.243 0.293 0.014 3.7 0.103 1.06 0.274 0.014 4.29 0.075 0.332
S. F. 0.190 0.296 3.272 0.072 0 0.314 0.014 6.072 0.108 0.471 0.213 0.03 3.56 0.09 0
Winner Wavelet Wavelet Wavelet S. F. S. F./Wavelet Wavelet Fourier/Wavelet Graph Fourier Fourier/Wavelet Wavelet Graph Wavelet Graph Wavelet/S.F.
Interestingly, the process of feature selection proved to enhance the majority
of the other methods. Table 6 shows that the selected features, abbreviated as S.F., win
on 11 of the 15 comparisons (including ties). There was a general trend in augmenting
the sensitivity of the classifier, to the cost of losing some of its specificity.
With regard to its standard deviation, as shown in Table 7, the wrapper ap-
proach places the features in the other side of the spectrum: it has the lowest variability
in only 3 of the 15 comparisons.
7.2.3 STNISE
The single-task NISE, STNISE, has its average and standard deviation, per
metric, expressed in Table 8.
Table 8 – Performance metrics for the STNISE.
Fourier Graph Wavelet
SEN SPE LAT AUC #UND SEN SPE LAT AUC #UND SEN SPE LAT AUC #UND
Mean 0.864 0.863 1.89 0.949 0 0.611 0.887 5.73 0.881 0.0588 0.723 0.91 2.47 0.912 0.0588
STD 0.17 0.213 3.23 0.0798 0 0.245 0.135 4.63 0.0927 0.235 0.266 0.17 3.31 0.0935 0.235
When compared to the results of the previous sections, synthesized in Tables 6
and 7, it is possible to notice a similar result to that obtained through the feature selection
procedure: it tended to better recognize seizures while slightly diminishing its specificity.
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Especially when compared to the logistic regressor, its sensitivities nearly dou-
ble, from the best case of 41.5% to STNISE’s best case of 86.4% . These are indications that
not only dimensionality reduction plays a key role into a better detection of true-positives,
but a good regularization technique, promoted by the multi-objective perspective, can also
positively impact performance.
Kernel density estimations, together with box plots, are exhibited in Figure
17.
Figure 17 – Box and violin plots of the metrics across all patients for the STNISE algo-
rithm.
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7.2.4 Autoencoder
The behavior of the Autoencoder is illustrated in terms of a specificity versus
sensitivity plot in Figure 18.
Each point in Figure 18 corresponds to a measurement at a discrimination
level · that varied in steps of ”t = 0.01 inside [0, 1]. As previously discussed in Section
3.4, this range needed not to be optimal for a detection in a reserved test set, as the
borders of the curves for chb04, chb06 and chb23 clearly show, with the prefix “chb” used
in accordance with its original naming at Goldberger et al. (2000).
Figure 18 – Trade-o  between the sensitivities and specificities of multiple autoencoders
acting as anomaly detectors.
In general, these results prove that the formulation of the task of seizure de-
tection in terms of anomaly detection can yield points with high sensitivities and speci-
ficities, here understood as points surpassing 80%. The quadrants 0.8 Æ SEN Æ 1 and
0.8 Æ SPE Æ 1 being not empty also demonstrate that it is possible to achieve a simul-
taneous trade-o  between these metrics, that are still reasonable points of operation.
In terms of the overall balance between sensitivity and specificity, Table 9
exhibits the area under the receiver operating curve for each synthesized autoencoder.
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Patient 1 2 3 4 5 6 7 8 9
AUC 0.914 0.957 0.867 0.434 0.707 0.457 0.884 0.884 0.977
Patient 10 11 12 14 20 21 22 23
AUC 0.998 0.989 0.822 0.885 0.792 0.765 0.927 0.844
Table 9 – Area under the receiver operating characteristic curves of Figure 18.
The mean value across all patients is 82.95% with a standard deviation of
16.4% and a median value for AUC is 88.3%. From all the patients, only chb04 and chb06
had performances below 50% of AUC.
This approach has consequences in agreement with the major motivations be-
hind this work: no seizure points were used during the training of the networks. This
means that it might be the case that, as long as seizures have feature representations
reasonably di erent from non-seizure-like samples, any kind of seizure could be detected
by this method. This might change our mindset regarding what should be addressed when
developing such kinds of equipments, about whether should we fully characterize individ-
ual’s seizures in order to detect the ones to come or only specialize at recognizing events
that are far away from how the brain functions under normal circumnstances. The first
approach clearly yields greater scientific insights and content, but the second one could
have a higher or as good impact for real world applications.
7.3 Transfer Learning - Performances
The performance of the algorithms that try to convey information across pa-
tients is expressed in terms of q, the fraction of available target data, purposely simulating
lack of data while being varied inside the range q œ {0.001, 0.003, 0.015, 0.06, 0.25, 1.0}.
Because each point q was associated to a complete grid search of best parameters, the
complexity of computations hindered a better evaluation of data fractions and scenarios.
The graphs of this section describe the metrics di erences between transfer learning ap-
proaches and the Single Task classifiers these methods were wrapped to. The TLNISE, in
particular, required a very demanding computational power, taking about a week to get
complete results, so its results were evaluated with the totality of each target patient’s
data.
7.3.1 Morphology Knowledge Transfer
The behavior of the Morphology Knowledge Transfer strategy is reported in
Figure 19, in which each method was tuned in the same grid search of the logistic regres-
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Figure 19 – Average increase in metrics for the MKT transfer learning setting, with re-
spect to the underlying logistic regression classifier.
sion, single-task classifiers, and the transfer learning approach had other grid points to
cover the numbers kseiz and knon≠seiz, inside {1, 2, 3, 4}.
Interestingly, it is possible to notice that the average curves do not necessarily
present a monotonic-decreasing profile. This means that the transfer learning approach
does not positively contribute to the detection performance as q æ 0, but rather has an
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ideal range of application Qopt œ [0, 1] that does not contain points too close to the limit
of no target training data nor too much target training data.
Moreover, each metric seems to have its own optimal range for the application
of the synthesized transfer learning algorithm. As an example, the sensitivity seems to
benefit more from the method when we are closer to the regime of q < 1/100 whereas the
specificity gains are, on average, positive for all the computed q œ [0, 1] fractions.
The behavior expressed in Figure 20 shows that besides the simple deviations
from the ST counterparts, the relative performance of this TL technique mostly negatively
impacts its ROC curve, and that a positive relative change, of less than 5% in the limit
q < 0.015, happens for the SEN and SPE metrics.
Figure 20 – Average relative improvement of the metrics’ deviation with respect to the
single-task performances for the MKT transfer learning setting.
7.3.2 TrAdaBoost
The TrAdaBoost approach has a slightly di erent profile from the MKT set-
ting. Its e ect mostly lies throughout all the investigated range, a ecting positively its
sensitivity, which contributes to a lower detection latency, while deteriorating its speci-
ficity.
Comparatively, it completely misses less than 0.2 seizures, on average (as ex-
plicit in Figure 21), so that it is possible to synthesize its behavior as a good recruiter of
source instances that actively contribute to stating true positives, improving its sensitiv-
ity, to the cost of stating a couple of more false positives, which in turn deteriorates its
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specificity.
Figure 21 – Average increase in metrics for the TrAdaBoost transfer learning setting, with
respect to the underlying logistic regression classifier.
Figure 22 – Average relative improvement of the metrics’ deviation with respect to the
single-task performances for the TrAdaBoost transfer learning setting.
It is possible to observe that its relative performance, with respect to the
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underlying single-task classifier, depicted in Figure 22, shows a stronger deviation that
can reach ≥ +20%, for the sensitivity, and ≥ ≠40% for its specificity.
The method clearly cannot handle a good trade-o  between these conflicting
metrics, and is specialized at improving the detection of larger portions of seizures, to the
cost of a higher rate of false positives.
7.3.3 SLSC
The Self-taught Learning via Sparse Coding strategy for learning discrimina-
tive features has its behavior expressed in Figures 23 and 24.
Figure 23 – Average increase in metrics for the SLSC transfer learning setting, with re-
spect to the underlying logistic regression classifier.
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Figure 24 – Average relative improvement of the metrics’ deviation with respect to the
single-task performances for the SLSC transfer learning setting.
Once more, the critical metric is the most negatively a ected, the single-task
logistic regression underlying the classification process is reasonably better for stating
true positives than SLSC is. Alternatively, SLSC finds new feature representations that
actively contribute to the detection of true negatives, since its specificity deviation is, on
average, positive for all the range q.
Figure 24 shows a negative contribution along all the target-data utilization
range, peaking around q = 0.015. Specificity increments, on the other hand, do not have
their cumulative ratios significantly changed while they remain positive.
7.3.4 TLNISE
The results from the TLNISE method are shown in Table 10, in which both
the wta and elt variants have means and standard deviations reported. Because of time
and computational constraints, TLNISE has its average results reported in the regime of
full target data utilization, so that comparisons with its single-task variety are possible.
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Table 10 – Final performances of the ensemble variations of the TLNISE transfer learning
setting.
SEN SPE LAT AUC #UND
mean ± std mean ± std mean ± std mean ± std sum
tlNISE_wta 0.803± 0.201 0.920± 0.149 2.447± 3.393 0.862± 0.100 0
tlNISE_elt 0.819± 0.178 0.918± 0.156 2.547± 3.580 0.964± 0.065 0
Particularly when compared to its single-task formulation, STNISE, it is pos-
sible to observe that it keeps a high value of specificity while maintaining its sensitivity
above 80%. In comparison, among the three STNISEs variations, only the Fourier variant
had an average sensitivity above 80%.
Once again, a NISE formulation of the regularization scheme for our models
exhibits more satisfactory results than other transfer learning settings. This could be an
indication that the diversity behind seizures would naturally deteriorate most choices for
information transfer across patients that would tend to reuse instances or discriminant
directions from other patients. Possibly, learning the amount of randomness or deviation
of seizure-like instances, here done through regularization parameter transfer, would be a
better strategy for a better placing of parameters for the detection algorithms.
Part III
Conclusions
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8 Final Considerations
The introduction given in Chapter 1 to the group of neurological disorders
characterizing epilepsy depicts its manifestations as highly frequent worldwide, which in
turn corroborates to the diversity of its possible spatio-temporal profiles across di erent
individuals. This inherent variability is the key factor that motivates continued research
in the topic, with the development of drugs, surgical procedures and other treatments as
well as auxiliary technologies to be applied when medical research is not able to track
and/or solve the biological triggers that initiate seizures.
Possible accessory technologies can help solve di erent aspects of an epilep-
tic’s needs, through the measurement of brain synchronization levels, detection of active
seizures, estimation of onset times of upcoming ones, among others. These equipments
can be used to cooperatively help medical procedures, as in the case of controlling drug
infusion or electric stimulations, or be a useful tool for ordinary daily situations, in which
one could be aware of imminent seizures. As happens with medical research, these tools
need to be robust to the diversity of patterns to come and this builds the cornerstone of
this work.
The first attempt of this dissertation to tackle these points is to build a set of
data representations that describe di erent aspects of the brain’s functioning.
The highly-synchronized profile of seizures motivates the first data represen-
tation, addressed as Fourier-based features. This step of the dissertation is inspired by
the work of Shoeb (2009). The raw EEG signals of the multiple channels are mapped to
a frequency domain through a Fourier transform. The signals with frequencies between
0.5Hz and 30Hz are kept, so that the most useful region of the spectrum is retained, and
partitioned into multiple subbands in which their squared absolute values compose a mea-
sure of the strength of the incoming signal in the given bands. Moreover, the evolution of
the dynamics behind the phenomenon is taken into account when the final feature vector
is composed of sequential time-delayed contributions of the EEG signals. These features
are expected to detect seizures of characteristic frequencies.
Synchronization in the sense of a signal composed of multiple Fourier-components
may not capture all the e ects of an abnormal brain state. To account for the recogni-
tion of waveform patterns, another data decomposition is used for the creation of features.
Signals are mapped to feature representations according to wavelet transforms, with moth-
erwave functions inspired by the “Sombrero” functions of Latka et al. (2003). Timescales
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for these transforms are set after a visual analysis of the discrimination power of the
method around seizure timestamps of two distinct patients.
The last representation comes as an attempt to capture coherent behaviour
across distinct brain regions by the construction of a connectivity graph between the
multiple electrodes’ measurements. The works of Dhulekar et al. (2015) and Kramer et
al. (2008) motivate the choice of correlation metrics as well as intervals for computation
of a weight matrix for the graph, which is then used to extract a number of topological
properties to compose the final feature vectors.
An equipment capable of telling abnormal from normal brain states requires
the association of this set of feature extraction techniques to a number of classification
algorithms. Two experimental conditions were defined to compose the rest of the work:
the first simply evaluates multiple machine learning algorithms, trained in conditions in
which patients were treated disjointly; the second setting’s core purpose was to evaluate
techniques that could be applied in situations in which there would be a certain amount
of properly labeled data lacking.
In the first classification stage of the feature vectors, three well known super-
vised algorithms were applied: Logistic Regression, Support Vector Machines and Neural
Networks. These well-known machine learning models guided to high performance values,
achieving maximal values of sensitivity, specificity, latency, AUC and the number of com-
pletelly missed seizures as 73.1%, 99.5%, 2.3s, 92.6% and 0, respectively. It was performed
a pairwise evaluation of each method for feature extraction, forming a total of 3 · 3 = 9
possible combinations. This process of independently evaluating the feature extraction
techniques was compared, for the same three classifiers, to their aggregation followed by a
wrapper dimensionality reduction technique. The total set of 1339 agglomerated features
was reduced to 215, making this new data representation win on 11 of 15 metrics used
for comparison.
The STNISE (BESERRA et al., 2018) formulation is a multi-objective learning
framework dedicated to provide better than grid search regularization coe cients after
the coverage of the Pareto front, concerning the minimization of both Logistic Regressor’s
loss function and the regularization variable for the model. It was shown to be highly
performable, achieving in its best sensitivity case, with the Fourier-derived features, 86.5%
of sensitivity, 86.3% of specificity, 1.89s of latency, 94.9 % of AUC and 0 fully missed
seizures.
Still treating patients separately, but this time closer to the goal of dealing
with lack of properly labeled data, a semi-supervised anomaly detection framework was
devised. It was composed of an autoencoder neural network, whose goal was to finely learn
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how to reconstruct normal instances, aiming at provoking high reconstruction errors for
instances highly di erent from normal timestamps. Its receiver operating characteristic
curve yielded an average AUC of 82.9% ± 16.49%. This result is particularly interesting,
since no examples of seizures were passed to the training of the network, thus deserving
further exploration in terms of its aplicability and potential in real scenarios.
More directly aiming at pooling information from other patient’s data to boost
a given classification algorithm, four other algorithms were evaluated in the regime of
transfer learning.
The first algorithm was built on the idea that, although the usage of other
patients data is expected to deteriorate performance for a specific target individual, it
could be possible to learn from source patients useful labeling extension strategies for
seizures’ categories. This method, abbreviated as MKT, simply expanded the binary la-
bels of active/inactive seizures into a multiclass classification paradigm. This strategy,
counterintuitively, does not achieve an ideal operation point as the amount of available
target data shrinks towards zero. As expected, as the amount of target data grows, the
contribution of the method for the performances has been shown to decrease. For all the
target data fractions evaluated, its most impactant change was to the AUC metric, whose
contribution was kept negative.
The TrAdaBoost, implemented as described in Dai et al. (2007), is a method
that reweights source-domain instances according to the extent to which they improve
detection in a target-domain. This algorithm exhibitted a positive influence for the sensi-
tivity and latency throughout the whole range of target data utilization, while negatively
impacting its specificity and generated a non-null number of completelly missed seizures.
Overall, its results describe this kind of transfer learning strategy as a good recruiter of
samples for improving the rate of true positives.
Self-taught Learning via Sparse Coding, as described in Raina et al. (2007),
was the next algorithm evaluated while distinguishing source and target patients. It uses
source data samples to learn discriminative directions, that need not be orthogonal, so
that target data can be projected into. The projected data, along with its annotated
labels, are then passed to a binary classification stage. Its results characterize a positive
increase in specificity, while negatively impacting its sensitivity, latency and the number
of fully missed seizures.
Finally, the TLNISE (BESERRA et al., 2018) approach is a modification of the
STNISE’s strategy that handles regularization parameter transfer as well as simultaneous
minimization of source and target-patient loss functions in order to build a better regu-
larized model. While STNISE expresses its sensitivities as 86.4%, 61.1% and 72.3% for
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Fourier, graph and wavelet-based signal decompositions, respectively, the winner-take-all
and elite variations of TLNISE express 80.3% and 81.9%, respectively, indicating an in-
termediary value between those of its counterpart. This moderate value of sensitivity was
compensated by the fact that specificities were kept as 92% and 91.8%, which contrasts
with the fact that its single-task formulation had minimum and maximum specificities as
86.3% and 91%.
8.1 Concluding remarks
The lack of a universal, single metric in this work for evaluating the quality
of the task of seizure detection, may be explained by the multi-objective nature of the
problem. Given the existence of multiple conflicting objectives to be fulfilled, it is not
possible to elect a best solution and not even to rank di erent strategies. Instead, our focus
was directed to provide a range of solutions with di erent qualities and applicabilities.
In this sense, initially, we provided feature extractions with di erent interpre-
tations, upon which a number of classification algorithms were trained. Those features
acquired by extracting properties out of graphs exhibited, overall, the worst performances.
This could be explained in two di erent perspectives. The first arises when we evaluate the
choices made for building the graphs. The choices made for the correlation time windows
and the correlation metric itself needed not be optimal nor needed the features themselves
be discriminative of seizure/non-seizure states. Further parameter tuning needs to be per-
formed for actually stating whether this strategy is not recommended for the ends of this
work. The second possible explanation consists of reflecting on whether it makes sense to
build these connectivity graphs out of EEG data, in which a small number of electrodes
are sensitive to a large number of neurons firing synchronously and may even capture
electric behavior of neighboring sites, and the correlation between di erent cerebral re-
gions is already embedded in the measured signals. Wavelet and Fourier-based features
had somewhat good performances when used together with Support Vector Machines
and Shallow Neural Networks. Logistic Regression classifiers had the worst performances
as acting classifiers, in the single-task settings. These developed feature vectors can also
be potentially useful in a distinct machine learning task, in which one is interested on
predicting when a next seizure is coming.
Two facts conduct us to pursue future research towards the investigation of
the role of feature selection as well as di erent regularization strategies. The first comes
as the single-task NISE exhibits the best sensitivity when used together with the Fourier-
based features, while basically every other combination of Logistic Regressors had very low
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values of the same metric. The basic di erence between STNISE and the raw “LogReg”
results were based on a more sophisticated choice for model regularization. The second
fact comes as the set of selected features, previously abbreviated as S.F., had the best
values for most metrics across classifiers, as presented in Table 6. These two phenomena
clearly point to the need of investigating the e ects of more complex feature selection,
normalization, cross-validation and regularization schemes.
The approaches that were directed towards leveraging data reuse, on average,
tended to privilege a specific metric to the detriment of others, even as a function of
the fraction of used target data in the training process. In particular, the strategy that
positively contributed to the sensitivity of detection was the TrAdaBoost, while most of
the other TL algorithms positively impacted specificity of detection. In this context, it is
important to emphasize that the underlying classifier in these algorithms was a Logistic
Regressor, which initially had the worst, single-task, performances, but was the fastest to
train and evaluate. This behavior need not be similar when ANNs or SVMs come to the
detection stage, thus asking for further investigation.
Finally, the introduction of the autoencoder proves to be a feasible alternative
to build equipment without the necessity of actually recording a given patient’s seizures
nor recurring to other patient’s data. Because of its structure being composed of a Deep
Neural Network, further investigation needs to be done in order to tune even more its
architecture and parameters. However, this structure also invites well-known techniques
that could make use of transfer learning, through pre-trained networks across previously
registered data, in order to boost detection performance.
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APPENDIX A – Parameters of the
algorithms
The whole framework of this work was implemented using Python. Python’s
scikit-learn (abbreviated as sklearn) environment contains most of the algorithms pre-
sented here (PEDREGOSA et al., 2011). Sklearn provides an enormous repertoir of tools
to use in machine learning research that range from very basic data pre-processing tech-
niques, such as scaling, to very robust algorithms for clustering, regression and classifica-
tion.
A.1 Grid search for hyperparameter tuning
The performances reported in this work are derived from a “grid search”, which
is a process that keeps the best configuration of a given classifier after evaluating all of
its performances in a separate dataset, for all the choices yielded by a Cartesian product
of multiple configuration parameters. Sklearn, together with the classification algorithms
themselves, provides us with an automatic tool for such task, it is a Python class called
GridSearchCv, which receives as basic inputs a classifier instance and a list of possible
hyperparameters and their values.
Each classification algorithm has, possibly, more parameters than those intro-
duced in Chapter 3, so that further understanding of their intrinsic meanings can be found
in sklearn’s main documentation page of its stable release1.
A.1.1 Support vector machines’ parameters
The used SVM algorithm is an instance of sklearn’s SVC class. As previously
introduced, the concept of a kernel for internal product arises, motivating the usage of
the “Kernel” and “Gamma” parameters.
The parameters fed to the grid search stages of this work are:
• Penalty of the error term: {10≠3, 10≠2, . . . , 10+3}
• Kernel: {RBF, Sigmoid}
1 The documentation is available at <http://scikit-learn.org/stable/index.html> (0.18.2 at the time
of writing this dissertation)
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• Gamma (for the sigmoid kernel) = 1nfeatures
• Tolerance: 10≠3
A.1.2 Shallow artificial neural networks’ parameters
The used Shallow ANNs described throughout this work are variations of a
multilayer perceptron architecture. This classifier is contained in sklearn’s neural_network
module, under the name MLPClassifier. Here, less focus was given to the choice of ac-
tivation function, so that a more extensive investigation was performed to determine a
suitable number of hidden layers and number of neurons in each layer. The model was
L2-regularized and tuned in batches according to the following parameters:
• Activation: Relu
• Solver: Adam
• Batch size: min(200, nsamples)
• Learning rate: constant and equal to 10≠3
• Epochs: 200
• —1 = 0.9, —2 = 0.999
• ‘ = 10≠8 (numerical stability variable)
• L2 Regularization coe cient: {0, 0.001, 0.1, 10}
Also, there was a choice for multiple architectures of one and two hidden layers. They
were composed of dimensions: {(10), (10, 10), (27), (10, 27), (13, 27), (19, 27), (27, 27),
(73), (10, 73), (19, 73), (37, 73), (73, 73), (199), (10, 199), (27, 199), (73, 199), (199, 199)}
A.1.3 Logistic regressors’ parameters
Logistic regression classifiers were obtained from sklearn’s linear_model mod-
ule under the class named as LogisticRegression. Its optimization occurred by the
utilization of a coordinate descent algorithm, implemented under the “liblinear” solver.
Throughout the grid search, the focus was primarily dedicated to obtaining better regular-
ized models, so most of the grid points were covering distinct L1 regularization strengths.
The grid search points are:
• Formulation: primal
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• Tolerance: 10≠4
• Bias term added to the decision function
• Solver: liblinear
• Maximum number of iterations: 100
• Inverse of the L1 regularization strength: {2≠11, 2≠10, . . . , 210, 211}
