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Abstract This study was performed to determine the relations between the features of wall shear stress and
aneurysm rupture. For this purpose, visual data mining was performed in unsteady blood flow simulation
data for an aortic aneurysm. The time-series data of wall shear stress given at each grid point were converted
to spatial and temporal indices, and the grid points were sorted using a self-organizing map based on the
similarity of these indices. Next, the results of cluster analysis were mapped onto the real space of the aortic
aneurysm to specify the regions that may lead to aneurysm rupture. With reference to previous reports
regarding aneurysm rupture, the visual data mining suggested specific hemodynamic features that cause
aneurysm rupture.
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1 Introduction
Flow visualization using isosurfaces, volume rendering, etc. should help us to understand the flow fields
from computational fluid dynamics (CFD) simulation data. However, even through the flow visualization, it
is still difficult to understand the phenomena latent in the unsteady flow fields. This is because unsteady
CFD simulations provide a huge amount of data, which consist of various fluid properties (density, velocity,
pressure, etc.), given at each grid point at every time step. Therefore, most of the data users usually narrow
down the data to limit size, which is acceptable for manual data processing based on their experience and/or
intuition. Such a data processing approach may lead to the overlooking of universal information about
unsteady flow fields.
To systematically treat unsteady CFD data, feature extraction techniques are used together with flow
visualization (e.g., Jiang et al. 2002). They introduce the technique that can automatically extract vortex
features by searching for vortex core regions. In general, however, there are other characteristic flow features,
such as shock waves, shear layers, and separation lines. In addition, flow unsteadiness should be extracted as
an additional feature for unsteady flow fields. Consequently, to reveal universal information about unsteady
flow fields, various flow features and their relations need to be examined in a comprehensive manner.
Our research group has been proposing the use of ‘‘visual data mining,’’ in which an additional process
called ‘‘data mining’’ is integrated with feature extraction and visualization, for understanding unsteady flow
fields. Data mining is an automated process to find characteristic rules and/or patterns latent in high-
dimensional data, which are too complicated to be interpreted manually. Our ideas are to analyze multiple
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features extracted from unsteady flow fields through the data mining process, and then to visualize char-
acteristic patterns of unsteady flow phenomena based on the data mining results. Thus, the visual data
mining is expected to support a comprehensive understanding of unsteady flow fields.
To date, our research group has demonstrated the implementation of visual data mining for unsteady
CFD data of supersonic airflow to determine the relations between shock wave oscillation and vortex
shedding (Shibasaki and Obayashi 2006). They successfully extracted and visualized specific information
about unsteady supersonic flow, which agreed with empirical fluid dynamic knowledge, but it did not
achieve the acquisition of brand-new information about significant flow phenomena and mechanisms. Based
on such background, this study aims to achieve an earnest acquisition of unknown flow information through
visual data mining. This study deals with the unsteady blood flow simulation data for an aortic aneurysm as
one of the application example; it performs the visual data mining to examine the relations between blood
flow features and aneurysm rupture, and to provide significant information about the blood flow phenomena
and mechanisms, which is useful for predicting aneurysm rupture.
2 Hemodynamics related to aneurysm rupture
Several previous studies have revealed that wall shear stress (WSS) plays an important role in the occur-
rence of circulatory diseases, such as arteriosclerosis and aneurysm rupture (Caro et al. 1971). This is
because temporal variation in WSS affects the hemodynamic characteristics of endothelial cells. However,
aneurysm rupture is considered to show different physical features depending on the situation.
There have been conflicting reports suggesting that low or high WSS causes aneurysm rupture. The
concept of low WSS suggests that aneurysm rupture tends to occur in regions where the peak value of WSS
during the cardiac cycle is reduced (Shojima et al. 2004), because such WSS conditions are apt to suppress
blood circulation, cause blood vessel wall degeneration, and necrotize vascular cell. In contrast, the concept
of high WSS, which suggests that aneurysm rupture may occur at regions with a large WSS peak value
(Hassan et al. 2004), also seems plausible as high WSS is directly linked to a mechanical contribution to
aneurysm rupture. This paper reported an example corresponding to the high WSS concept in which blood
flow is separated from the parent artery and hits on the inside wall of the aneurysm, and therefore, WSS
becomes high locally at this position and may lead to aneurysm rupture.
3 Visual data mining procedure
Figure 1 shows a flowchart of the present visual data mining procedure. This procedure consists of four
steps: the first step inputs the time-series data obtained from unsteady flow simulation. The second step
extracts temporal indices from the time-series data for each grid point. Based on the similarity of the
temporal and spatial indices, the third step divides a set of grid points into several clusters by self-organizing
map (SOM) (Kohonen 1995). The final step maps the clustering results onto a real space for visualizing the
temporal and spatial characteristics latent in the time-series data. These procedures enable us to examine
complex characteristics of unsteady flow fields easily. Details of each step are described in Sects. 3.1–3.4
3.1 Input data
The input data to be analyzed in this study were obtained from the unsteady blood flow simulation for an
aortic aneurysm reported previously (Funamoto et al. 2008). Figure 2 shows the aortic aneurysm considered
in this simulation. Figure 2a shows the whole shape layout of the aortic aneurysm, which was reconstructed
from a patient’s computed tomography image using the software Mimics and Magics. The blood flow goes
out of the heart through ascending aorta, aortic arch (upper curved region), descending aorta, and abdominal
aorta, and afterward it reaches the lower body. Figure 2b shows the simulation domain in the descending
aorta section with an aneurysm.
These data contain the time-series data of WSS vectors in a three-dimensional Cartesian coordinate
system. The WSS data are given at each of 3,631 grid points on the aorta surface during a cardiac cycle of
0.98 s (98 time steps with a step size of 0.01 s). Unlike typical flow simulations, upstream and downstream
boundary conditions were not set to be constant in the blood flow simulation. Prior to this simulation,
unsteady blood flow in the whole descending aorta was simulated by FLUENT. These results were then
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applied to the unsteady boundary conditions for simulation in the partial descending aorta near the aneu-
rysm. Therefore, these data did not lack accuracy even near the upstream and downstream boundaries. Notes
that these data have already been validated experimentally in terms of velocity fields by comparison with
actual measurement using Doppler velocimentry in the reference (Funamoto et al. 2008).
3.2 Extraction of temporal indices
For each grid point, five temporal index values (wssmx, tmmx, wssav, CV, and OSI) are extracted from the
WSS time-series data. ‘‘wssmx’’ is the maximum peak value of WSS in a cardiac cycle, and ‘‘tmmx’’ is the
time when wssmx occurs. These two index values represent the attenuation and delay of cardiac pulse.
‘‘wssav’’ is the time-averaged value of WSS during a cardiac cycle. ‘‘CV’’ (coefficient of variation) is the
ratio of the standard deviation (r) to the average (l) of WSS. CV represents the ‘‘magnitude’’ unsteadiness
of WSS value at each grid point. On the other hand, ‘‘OSI’’ (oscillatory shear index) can be used to quantify























where wssi is an instantaneous WSS vector at time t, and T is the time period of the cardiac cycle.
Fig. 1 Flowchart of visual data mining procedure
(a) Whole shape layout (b) Simulation domain in the descending 
aorta section with an aneurysm
Fig. 2 Aortic aneurysm
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3.3 Cluster analysis by self-organizing map (SOM)
Cluster analysis aims to group the dataset into several subsets (called clusters), so that data points in the
same cluster are similar in terms of data dimension values. In this study, we performed cluster analysis for a
set of 3,631 grid points by SOM, based on the similarity of the total of eight index values: five temporal
indices (wssmx, tmmx, wssav, CV, and OSI) and three spatial indices (x, y, and z coordinates) assigned to
each grid point.
SOM is a feedforward-type neural network model with an unsupervised learning algorithm, as illustrated
in Fig. 3. Neurons in the input layer of SOM are associated with the input data vectors as:
f i ¼ ½f i1; f i2; . . .; f imT ði ¼ 1; 2; . . .; NÞ ð2Þ
On the other hand, neurons in the output layer are arranged with two-dimensional rectangular or
hexagonal mesh topology, and associated with the weight vectors as:
w j ¼ ½w j1; w j2; . . .; w jmTðj ¼ 1; 2; . . .; LÞ ð3Þ
where m is the number of input vector dimensions, N is the number of neurons in the input layer (equivalent
to the number of input data points), and L is the number of neurons in the output layer. Note that the weight
vectors have the same m dimensions as the input vectors and are randomly assigned before the learning
process. The learning algorithm of SOM starts with finding the best-matching unit wci , which is the closest
weight vector to each input vector f i as follows:
f i  wci ¼ min f i  w j ðj ¼ 1; 2; . . .; LÞk ð4Þ
Once the best-matching units are determined for all input vectors, the weight adjustments are performed
not only for the best-matching units but also for the neighbors. The adjustments depend on the distance










hjci ðj ¼ 1; 2; . . .; LÞ ð5Þ
where hjci is defined by the following Gaussian-like function:





where djci denotes the Euclidean distance between the neuron w
j and the best-matching unit wci on the two-
dimensional map in the output layer, and rt denotes the neighborhood radius, which decreases with iteration
of the learning processes. Repeating the learning process, weight vector distribution becomes smooth not
only locally, but also globally on the two-dimensional map.
The SOM performs nonlinear projection of high-dimensional input dataset onto a two-dimensional map,
so that a sequence of close data points in the original high-dimensional space will result in a sequence of
neighboring neurons in the two-dimensional map. Thus, the SOM makes it easy to group the high-
dimensional data into clusters on the two-dimensional map. In addition, the SOM enables the high-
dimensional data to be visualized in a two-dimensional form while preserving their own features. Therefore,
comparing the SOM images colored by the data dimension values, users can interpret the correlation





Fig. 3 Basic structure of SOM
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3.4 Mapping of clustering results onto real space
The clusters divided by SOM show different unsteady flow field characteristics from each other. To visu-
alize these characteristics in an intuitive manner, clustering results, such as cluster IDs, are mapped onto the
real space of the aorta surface. The mapping results help us to visually distinguish real-space regions with
different temporal flow features.
4 Results
Figure 4 shows the visual data mining results, in which the set of 3,631 grid points is divided into 21 clusters
by the SOM based on the similarity of spatial index values (x, y, and z) and temporal index values (wssmx,
tmmx, wssav, CV, and OSI). Figure 4a shows the SOM images colored by each index value, Fig. 4b shows
the SOM image divided into clusters, and Fig. 4c shows the contour plots of SOM cluster IDs, which are
mapped onto the real space of the aortic aneurysm surface. Here, note that the data given at a grid point
maintains the same position in all SOM images. In Fig. 4b, c, numbers 1–5 are assigned to the clusters, each
of which involves some features concerned with aneurysm rupture and are discussed below.
Comparison of the color patterns among the SOM images in Fig. 4a indicates that tmmx and wssmx show
a similar tendency, such that the index value changes markedly between the area corresponding to the
aneurysm (denoted as clusters 1, 2, and 3 in Fig. 4b, c) and the others. In addition, cluster 5 corresponding to
the edge of aneurysm is located far from cluster 2 in the SOM image as shown in Fig. 4b, although these
clusters are adjacent in the real space as shown in Fig. 4c. This means that WSS temporal characteristics
change markedly between the aneurysm and its surroundings.
Hereafter, the relations between WSS temporal characteristics in an aortic aneurysm and aneurysm
rupture are examined based on the concepts reported in previous studies as described in Sect. 2. First, the
low WSS concept for aneurysm rupture applies to cluster 2 corresponding to the location inside the
aneurysm, because this cluster has a low value of wssmx. With regard to other index values, cluster 2
includes low CV and low OSI, which indicate the blood flow conditions with small temporal variations in
terms of WSS magnitude and direction. From the standpoint of fluid dynamics, these results seem consistent
with the actual condition that blood circulation becomes inactive. In addition, cluster 2 has a much larger
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(a) SOM images colored by the spatial 
and temporal index values
(b) SOM image divided into clusters 
(c) Color map of SOM cluster IDs on the aorta surface 
Fig. 4 Visual data mining results
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from the aneurysm have strong peaks that synchronize with the blood pulsation by the heart, while the data
inside the aneurysm have gentle and delayed peaks due to inactive blood circulation, i.e., the blood flow
inside the aneurysm is insensitive to the blood pulsation. Therefore, the above discussions based on the low
WSS concept suggest that aneurysm rupture tends to occur wherever blood flow is insensitive to heart
pulsation.
On the other hand, the high WSS concept for aneurysm rupture applies to cluster 4 because this cluster
has high wssmx. With regard to other index values, cluster 4 has high CV and low OSI. These index values
indicate the flow conditions with high WSS and small temporal variation of WSS direction, i.e., high WSS
always acts on the aorta surface in a same direction. Under such conditions, the blood vessel wall tends to
yield by accumulating strain energy. However, it should be noted that the input data used in this study were
obtained from the unsteady blood flow simulation, which assumed the blood vessel to be rigid without strain
energy. Cluster 4 corresponds to the downstream end of the aorta. Therefore, the present results indicated
that the high WSS concept is inappropriate to identify the regions where aneurysm rupture will occur, while
the low WSS concept is appropriate for this purpose.
5 Conclusions
Visual data mining of the unsteady blood flow simulation data for an aortic aneurysm was performed to
examine the relations between the features of WSS and aneurysm rupture. The visual data mining extracted
spatial and temporal indices from time-series WSS data given at each grid point, and then clustered the grid
points using a SOM based on the similarity of the index values. The results identified the critical regions
where aneurysm rupture may occur with reference to the existing reports. Then, the visual data mining
revealed the unsteady hemodynamic features, which seemed to be closely related to aneurysm rupture. The
etiological factors of aneurysm rupture are attributable to the regions in which circulation of blood is
inactive. Consequently, these results confirmed the superior capability of visual data mining as one of the
systematic methodologies to provide important information about hemodynamic features as well as for
prediction of aneurysm rupture in an aortic aneurysm.
A key issue in this paper is that visual data mining has been established for unsteady CFD data, and
suggested specific hemodynamic features, which seem possible to cause aneurysm rupture, from a single
case of blood flow simulation data. However, it is undeniable that the number of blood flow simulation cases
considered here is insufficient to verify the relations between WSS and aneurysm rupture from the stand-
point of medical science. Therefore, further implementation of visual data mining in other cases and medical
verification of those results should be considered as future works.
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