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Abstract 
Humankind has given itself the scientific name Homo sapiens (man the wise) because of our mental capacities are so important to our 
everyday lives and our sense of self. The requirement inspires to create new things. The basic machineries that makes our life simple and 
getting combined together to make the facilities for life more simple. This paper deals with the designing of the automatic guided vehicles 
enabled with artificial intelligence, to increase the efficiency and reduce time for searching any physical objects. The developed system 
prototype, a twin dc motor operated small vehicle has been interfaced with PC through standard USB port. Data from the vehicle is sent 
towards the PC through a transmission line using serial data transmission in the form of data stream. In software part, for searching the 
target as physical object, the image analysis of the object is accomplished using proposed near color value search method. The vehicle 
module is equipped with only one optical sensor i.e a standard web camera.  This type of vehicle can be used in variety of application 
such as military spying, firefighting system, remote and autonomous exploration, home security etc. 
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1. Introduction 
 
The work presented in this paper started with the objective of searching an object and locating it physically in an 
optically large space, locate a specific target based on color, shape and texture, navigate autonomously through an empty 
room from a known initial location, drive towards target once located, once located and display a believed location of object 
on computer display. The motivation of this work is mainly to explore knack over hardware as well as image processing to 
make self-governing finding of object is larger space. In traditional ROV (Remotely Operated Vehicle ) architecture there is 
lot of self-pay load for control and power. In this work we emphasized on a low cost and robust architecture where the 
vehicle will be free from any control circuit or power. It will be having only one optical sensor and connected to control 
computer with wire. This mode of architecture will reduce the cost of autonomous vehicle. Multiple vehicles can be 
connected and controlled from single control system. In any situation the vehicle stuck in critical condition it can be easily 
left out without bothering the loss of equipment. 
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2. System description 
 
The system module equipped with the capabilities as: 
x The basic principle is identifying ‘NEAR COLOR’ similarity. 
x PC based remote processing will accomplish all decision making and control. 
x The vehicle actuators will be guided and controlled by signals from the computer. 
x The control signals will be sent through parallel port. 
 
The prime purpose of the hardware is to inexpensive autonomous vehicle with least control on board and least sensor. To 
achieve the intended goal optical sensor in the form of web camera found as the best choice. The second target was to make 
it operable form any consume graded computer. Both the target was challenging for runtime analysis and controls the 
movement of the vehicle. Fig.3 (a) shows the relation among the major modules of system. 
 
3. System Implementation 
 
According to the modular approach towards the system design, the hardware modules are: 
x Accessing Parallel Port 
x Optocoupler circuit 
x Relay circuit 
x Power unit 
 
 
 
 
 
 
 
 
 
 
 
 
3.1. Serial data transmission 
 
In order to access and test the parallel port, we have fabricated a small circuit on veroboard. The chief component of the 
circuit is a printer cable. The first step was to remove the casting of the female connector, thus detaching the wire from the 
female connector. Next we identified the wires attached to the data pins and ground pins using a multimeter. These wires 
were then soldered on the veroboard. LEDs were connected to the wires through the 47 ohm resistors.  
                                                                                                                     
3.2. Optocoupler circuit 
The complete circuit diagram of the optocoupler circuit used in this work has been shown in appendix C. The circuit 
primarily consists of an MCT2E optocoupler that is connected via a BC107B NPN transistor and resistors to yield a 
switching circuit whose output is high only if the data signal from the parallel port is high. Thus apart from power signals 
from the 6V DC power source, two external input lines are also connected from the parallel port circuit to each optocoupler 
circuit- one is a wire connecting a data-pin of the parallel port and another is a wire connecting the ground of the parallel 
port. 
 
  3.3. Relay Circuit 
 
The relay circuit is used to provide the various signal combinations to drive the vehicle. The circuit has been formed with 
six solid state relays. Each relay has been connected to two power lines- the blue wires connect the relays to the negative 
power line, while the red wires connect the relays to the positive power line. The output signal from one optocoupler circuit 
is connected to the coil of each relay. The corresponding relay switches this signal from the optocoupler circuit on/ off. 
 
Fig3. (a)Inter relation among various major modules of the proposed system.  
(b)Three optocoupler circuits fabricated on a common vero board
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4. SOFTWARE IMPLEMENTATION: 
 
To accomplish the task of designing a searching mechanism based on colour identification. The following task 
segmentation done to achieve the endeavour. 
 
x Programming the parallel port. 
x Driving the vehicle using parallel port signal. 
x Decision making regarding target object identification. 
x Decision on the automatic vehicle movement. 
 
4.1. Driving the vehicle using remote signal 
 
In the proposed system the controls are both in manual mode and autonomous mode The manual control has been 
designed to enable the user to drive the vehicle after his will. Using manual control, the search of a physical object can be 
monitored by the user himself and the vehicle can be moved in one of the four directions: Forward, Backward, Left and 
Right. The user can also stop the moving vehicle. In the automatic control mode, the vehicle behaves like an intelligent 
agent and autonomously decides its direction of movement according to the position of the target object. The search 
completion time is decided by using a parameter called search object color density. This parameter is directly proportional 
to the number of pixels having the search object color in the current web cam view. When the value of this parameter 
exceeds its specified threshold, the target object is considered to be “found”. Until the threshold value is reached, the 
vehicle continues moving forward towards the target object. The backward movement is used only in case the search object 
color density has accidentally crossed its threshold value or the when the vehicle collides with an obstacle. The vehicle 
moves left or right in a way to always keep the target object center-aligned in the webcam view.  
 
 
 
 
 
 
 
 
 
 
 
 
 
4.2. Decision making regarding target object identification 
 
Whenever the search object color is registered by double clicking on any color in the webcam view, automatic target 
identification begins at that instant. In the target identification process, the webcam view, which is taken every 1 
millisecond, is scanned for the color of the pixels. The value of the number of pixels scanned during each iteration can be 
set by adjusting a slider value. However if this value becomes too small, the webcam view becomes slow. When the first 
occurrence of the selected color is found, the target is identified at that point. This is depicted by a circle whose center is the 
first pixel with the registered color.  
 
Fig 4.1 (a) Automatic and manual Decision Control Status Panel , Identified Object (indicated by the green circle)  
 (b) System prototype (c) Logical division of the decision on the direction of movement of the vehicle 
Fig 3.3 (a) Customized Parallel port hardware interface.  
            (b)Inter relation of hardware modules 
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4.3. Decision on the automatic movement of the vehicle 
 
After identification of the target object, the next work done by the software is to determine how the vehicle will move 
towards it. This comprises of taking two primary decisions: 1. Move left or right and 2. Move forward or backward. For the first 
decision the position of the target object in the current camera frame is considered. A logical zone of 80 pixels width has 
been defined right in the middle of the webcam view. If the target is on the left (or right) of the zone then the vehicle moves 
left(or right). When the target is positioned within that zone no left or right movement takes place. For the 
forward/backward movement the search object color density is considered as has been mentioned before. Until the threshold 
value of this parameter is reached the vehicle moves forward.  
5. System Prototype 
 
The system consists of a vehicle with a web-camera mounted on it. This vehicle communicates with a personal computer 
through parallel port. The computer accepts camera data from the vehicle, processes it, and issues control signals back to the 
vehicle.   
5.1. Block Descriptions 
 
x Controller- The controller is the ‘brain’ of the system. The controller is implemented in C on a personal computer and 
will monitor the overall operation of the program. It will take input from the image processing software, output data for 
users, and output motor control signals. 
x Vehicle- This remote car will provide mobility for our system.  
x Image Acquisition- A security camera Microsoft VX1000 mounted on the vehicle will gather and transmit visual data 
back to the computer, where image processing will take place. 
x Image Processing- Software based image processing will analyze the visual input data and determine if the object of 
interest is in the image. 
x Vehicle Control Circuitry- This control includes both software and hardware to control the vehicle. The C software will 
output appropriate control signals to a parallel port. A custom designed circuit will receive these commands and 
produce one of five control signals- Left, Right, Forward, Backward and Stop. These control signals will be sent to the 
existing circuit for our vehicle and be used to electrically operate five switches that were previously mechanical.  
 
 
 
 
 
 
 
 
5.2. System Flow 
The flow diagram of the system has been given in appendix A. It consists of the following main components: 
x Initialization: This state is the initial state. It will configure the camera, test the parallel port connection, and ensure that 
everything is functioning properly. The controller will then proceed to the capture image state. 
x Capture Image: Here an image is selected from the camera stream for processing. Once a proper image has been 
selected, the controller will proceed to the processing state. 
x Process image: The image processing software will determine if there is an object of interest in the image. 
x First Decision: The first decision is if the image processing software finds an object of interest. If one is found, it 
proceeds to the second decision. If not, it proceeds to the Rotate Car and Search state.  
Fig 5.1 (a) Image processing block diagram 
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x Second Decision: If the first decision is yes then the controller looks at the size of the object. If the object is close 
enough, it will proceed to the Alert User state. If the object is not close enough, it will proceed to the Move Closer to 
Object State. 
x Rotate Car and Search: If an object has not been found, the controller will send the appropriate signals to rotate the car 
and continue the search. One in the new position, the controller will proceed to the Capture image state. 
x Move Closer to Object: If the object is not close enough to the car the controller will send the appropriate signals to 
move the car closer to the object. It will then proceed to the Capture Image state. 
x Alert user: If the object has been successfully identified and is close enough the controller halts the car and gives an 
alert to the user via an alarm. This is the final state of the controller.  
 
6. Components of the user interface of ROBOVISION 
 
The various components in the user interface of the system integrated together and named as ROBOVISION. This image 
analyser and decision support system sends control signal to the motors connected with the remote vehicle.  
 
6.1 Live Webcam View 
 
The live web cam view shows the image captured at each instant by the web cam mounted on the vehicle. Though the 
word ‘live’ is used, the captured frame is not actually real-time. That is, instead of directing the camera output directly to the 
image box, frames captured by the camera every n millisecond (the value of n is determined by the value of the slider 
entitled “Camera frame capturing rate”) are pasted from the clipboard to the image box. However, this phenomenon cannot 
be detected by human eye so that the webcam view appears fairly ‘real-time’ and the use of the word ‘live’ seems quite apt 
and appropriate. In order to register the color to be searched, the user has to bring any object of that color into the web cam 
view and then double click on the area of that color. 
 
6.2. Indecision Factor 
 
This parameter is used when multiple objects of the same color are detected in a same camera view. The indecision factor 
can be depicted as follows: 
I = (px, py)-(X, Y) 
  = Distance of the line from the        point (px, py) to the point (X, Y),  
 
Where, (px, py) is the position of the first pixel of the registered color in the previously captured camera frame and (X, 
Y) is the position of the first pixel of the registered color in the current camera frame. If the value of the indecision factor is 
large then it is considered that multiple objects of same color are detected. On the other a small value of the indecision 
factor indicates that multiple pixels of the same object may have been detected. 
        
6.3. Search object color density 
 
This parameter shows the density or the number of pixels of the registered color in the current camera view. It is used to 
determine the forward or backward movement of the vehicle. While scanning every camera frame the value of this 
parameter is initially set to zero and is incremented by a specific value each time a pixel of the registered color is 
encountered. The value of the search object color density is dependent on the light conditions. When far from the search 
object, the search object seems to of one color value (registered color), which changes as the vehicle moves very close to the 
target or searched object because the light conditions then change and the color of the searched object appears to be of 
lighter shade, i.e., its color value changes. This is why although the search object color density at first increases almost 
linearly as the vehicle moves towards it, yet the value of this parameter falls sharply when the vehicle comes too close to the 
searched object and at a moment, becomes equal to zero, provided, the color tolerance value and external light conditions 
remain constant. The maximum value of the search object color density after which, its value suddenly decreases while the 
vehicle is still in forward motion is called the threshold value. A searched object is considered to be “found” when the 
search object color density attains the threshold value. The following graph represents the relation between the search object 
color density and the forward distance moved by the vehicle when the color tolerance and the external light conditions 
remain constant. 
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6.4 Search and object density factors 
 
x Time vs. registered color density graph 
This graph shows the variation of the search object color density in each consequent camera frame. Since the camera 
frame is captured every one millisecond we can say that the color density also changes with time and hence we obtain 
the above graph. 
x Shadow of Detected Object 
This graph shows the shadow(s) of the object(s) of the registered color by plotting the corresponding pixels on the 
screen. 
x Robot Movement Graph 
This graph shows the movement of the robot with respect to time in all directions.  
x Indecision Factor Graph 
This graph plots the most recent 4-5 values of the indecision factor, if there is any. 
 
7. Conclusion 
 
This work is an implementation of searching of objects primarily based on color identification. Similar color occurrence 
in multiple objects creates ambiguity. In the proposed system is resolved by an ad-hoc method of first occurring or larger 
similarities to the search sample taken as search object. This definitely may cause error in decision control, but as the system 
designed for very specific purpose and close domain. This in turn promotes the initial target of lower operational 
complexities with minimised cost overhead. The whole system of “ROBOVISION” software and logical decision support 
system can be improvised where the life threatening environment of exploration and rescue can be augmented without 
human direct intervention.  
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Fig 6.3: Variation of the search object color density as the vehicle moves forward towards the object
when color-tolerance and external light conditions are constant 
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