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This document contains a summary of the LHCb workshop on multi-body decays of D and B
mesons, held at CBPF, Rio de Janeiro, in July 2015. The workshop was focused on issues related to
amplitude analysis of three- and four-body hadronic decays. In addition to selected LHCb results,
contributions from guest theorists are included.
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I. INTRODUCTION
Jonas Rademackera and Alberto C. dos Reisb
aH. H. Wills Physics Laboratory, University of Bristol,
Bristol, United Kingdom
bCentro Brasileiro de Pesquisas F´ısicas – CBPF
Rio de Janeiro, Brazil
The study of multi-body hadronic decays of D and B mesons is very important in many respects.
The very large samples available after LHCb allow for precision measurements, opening interesting
possibilities in fields such as CP violation, mixing, heavy and light meson spectroscopy.
The analysis of these data and the interpretation of the results, however, involve rather intricate
aspects, since multi-body hadronic decays involve a complex interplay between weak and low-energy
strong interactions. Traditional approaches techniques and tools are no longer satisfactory. Improved
models are required for extracting the most information from the new data. With this motivation, a
LHCb workshop on amplitude analysis of multi-body took place in July, 2015, with the participation of
invited theorists.
To trigger the discussions, a number of questions were proposed:
• Rescattering is an important ingredient which is not included in the usual decay models. How
do one describes it in D and B decays? What role could combined analyses in multiple decay
channels play?
• Quarks and hadrons — To what extent can one think of penguin diagrams when dealing with
exclusive channels? When is it not useful anymore to think in terms of quark-level diagrams?
What should one do instead? Ideally, one should explore the connection between the quark and
hadron degrees of freedom to built sound parameterisations of nonresonant amplitudes. This is
obviously a rather intricate problem. Is there any alternative approach?
• Symmetries — To what extend is it useful to use approximate symmetries like isospin, U-spin,
V-spin, SU(3)-flavour? How can we quantify the effects of the breaking of those symmetries?
Fundamental principles, such as unitarity, analyticity and CPT conservation, are widely used in
2→ 2 processes to constrain and to relate the scattering amplitudes. How could one implement
such constraints in the context of a hadronic weak decay of a heavy meson?
• Translatable results — What are the limitations and opportunities for using 2 → 2 scattering
results for describing 1 → 3 decays? What about 1 → 4 decays? What are the limitations of
invoking Watson theorem in this context? Can the (model-independent) results for pipi and other
line shapes obtained by COMPASS be directly applied to modeling the (weak) multi-body decays of
D and B mesons? To what degree are mass/width results (such as those from Breit Wigner-based
analyses, but also others) translatable between different experiments?
• The statistical precision in charm Dalitz analyses is unprecedented. What to do with these
extremely clean, huge data samples (some with tens of millions of events), if one does not have
models that are anywhere near precise enough to describe them?
• Threshold data provide a way of measuring phases across Dalitz plots in a model-independent
fashion. As a matter of fact, this was used in model-independent analyses. Should one uses this
unique information instead to build better models? Why is the CP-odd content of D0 → pipipi0
100%? What does the CP-odd content of 75% in other investigated D0 decay modes, such as
D0 → 4pi, D0 → KKpi0, tell us? Can this be used to test models?
• New resonances — How can one determine whether an observed structure corresponds to a new
state or to some kind of threshold effect? Does an Argand plot with the phase motion (and its
direction) tell us anything about that?
This document contains a summary of the discussions held at the LHCb workshop, with individual
contributions from the guest theorists addressing the above and related questions. A non-exhaustive set
of LHCb results on amplitude analysis is also presented.
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II. LHCB - SUMMARY OF B → Dhh′ ANALYSES
Mark Whitehead, for the LHCb collaboration
Department of Physics, University of Warwick,
Coventry, United Kingdom
A. Introduction
Results from the following analyses were presented at the workshop B0s → D0K−pi+ [1], B+ →
D−K+pi− [2], B0 → D0pi+pi− [3], B0 → D0K+pi− [4], B0 → DK+pi− and Λ0b → D0ppi−. Of these, the
first four are published results whilst the last two analyses are currently active. These decays modes
can be used to study spectroscopy in the DK, Dpi, Dp, Kpi, pipi and ppi systems, and so have a wide
and important role in the understanding of such resonant states. Additionally, amplitude analyses
of some B → Dhh′ channels can be used to measure CP violation. The decay B0 → DK+pi−, with
D → K+K− , pi+pi−, can be used to measure the CKM angle γ [5, 6] and the CKM angle β can be
measured using B0 → D0pi+pi− decays [7, 8].
B. Summary of results
The Dalitz plot analysis of B0s → D0K−pi+ decays found that a resonance previously seen in inclusive
DK events, the so called D∗sJ(2860)
+, is actually comprised of two overlapping states of different spin.
Figure 1 shows the cosine of the helicity angle of the DK system in the region 2770 < m(DK) < 2910
MeV/c2, with fits including spin 1, spin 3 and both spin 1 and spin 3 contributions overlaid. The
reported masses and widths of these states are
m(D∗s1(2860)
+) = 2859± 12± 6± 23 MeV/c2,
Γ(D∗s1(2860)
+) = 159± 23± 27± 72 MeV/c2,
m(D∗s3(2860)
+) = 2860.5± 2.6± 2.5± 6.0 MeV/c2,
Γ(D∗s3(2860)
+) = 53± 7± 4± 6 MeV/c2,
where the uncertainties are statistical, experimental systematic and model systematic, respectively.
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Figure 1: Projections of data and fit models on to the cosine of the helicity angle of the DK system for
B0s → D0K−pi+ decays in the mass window 2770 < m(DK) < 2910 MeV/c2. The data are black points and the
fit models are described in the legend.
Analyses of B+ → D−K+pi−, B0 → D0pi+pi− and B0 → D0K+pi− decays showed the equivalent
results for Dpi resonances. The previously seen D∗J (2760) was found to be spin 1 using B
+ → D−K+pi−
decays while a spin 3 state was observed in the B0 → D0pi+pi− final state. Note that the B+ analysis sees
neutral charm mesons while the B0 final state is sensitive to charged charm states. For B0 → D0K+pi−
decays no evidence for a D∗J(2760) state was found. Figure 2 shows the distribution of m(Dpi) for
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B+ → D−K+pi−, B0 → D0pi+pi− and B0 → D0K+pi− final states together with the amplitude fit
projections. The masses and widths of the D∗J(2760) states are
m(D∗1(2760)
0) = 2781± 18± 11± 6 MeV/c2,
Γ(D∗1(2760)
0) = 177± 32± 20± 7 MeV/c2,
m(D∗3(2760)
+) = 2798± 7± 1± 7 MeV/c2,
Γ(D∗3(2760)
+) = 105± 18± 6± 23 MeV/c2,
where the uncertainties are as before. More data will be required to search for the D∗1(2760)
+ and
D∗3(2760)
0 states, neither of which were ruled out in the analyses described above.
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Figure 2: Projections of the data and fit models on m(Dpi) for the (left) B+ → D−K+pi−, (right)
B0 → D0pi+pi− and (bottom) B0 → D0K+pi− samples. Note that it is actually m2(Dpi) shown for
B0 → D0pi+pi− decays.
C. Questions and challenges
The amplitude analysis Λ0b → D0ppi− decays is currently in progress. There was some discussion about
the use of model independent partial waves to model the large non-resonant contributions to m(Dp). It
was felt that while this approach would work, and could potentially describe the amplitude well, the
results would not be portable to other analyses. This portability would be desirable when performing an
amplitude analysis of the suppressed Λ0b → D0pK− decay, which is sensitive to the CKM angle γ.
This is also an approach being considered for the Dpi S-wave in high statistics modes such as
B+ → D−pi+pi+. The Dpi S-wave has been described by exponential form factors in B+ → D−K+pi−
and B0 → D0pi+pi− analyses, while the B0 → D0K+pi− analysis used the dabba model [9]. In all
cases an additional component was included for the D∗0(2400) resonance, described by a relativistic
Breit-Wigner function. The combination of these functions violates unitarity, this problem could be
solved with either model independent partial waves, a LASS-like approach, a K-matrix approach or the
use of Veneziano-like models [10] as suggested by Adam Szczepaniak.
7
The pipi S-wave in B0 → D0pi+pi− was modelled using two separate methods, the isobar model and
the K-matrix approach. While both of these gave good quality fits, and the results agree well between
the two, it was reiterated by the theory colleagues that there are well-known problems using the isobar
model the pipi S-wave, in particular for the σ meson. It was also mentioned that it would be interesting
to try a K-matrix approach to model the Kpi S-wave.
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III. LHCB - CP VIOLATION IN CHARMLESS B± THREE-BODY DECAYS
Alberto C. dos Reis, for the LHCb collaboration
Centro Brasileiro de Pesquisas F´ısicas – CBPF
Rio de Janeiro - Brazil
A. Introduction
The study of CP violation (CPV) is one the main topics in contemporary particle physics. In the
Standard Model (SM) CPV arises due to an irreducible phase in the Cabibbo-Kobayashi-Maskawa
(CKM) matrix. All existing measurements of CP violation in decays of flavoured mesons are consistent
with the SM predictions. However, the CKM mechanism for CPV fails to account for the baryon number
density of the Universe by many orders of magnitude. Other sources of CPV must exist. The study of
CPV, therefore, offers unique opportunities to search for new Physics, being one of the main purposes of
the LHCb experiment.
The study of CPV in charmless B decays is an important part of the LHCb physics programme. In
this section, decays of B± mesons into three light pseudo-scalars are discussed. Four decay channels
are analyzed [11]: B+ → pi+pi+pi−, B+ → K+pi+pi−, B+ → K+pi+K− and B+ → K+K+K−. These
processes are a primary source for studies of CPV in decay, since mixing is not possible for charged B
mesons.
CPV in decay occurs when a given final state may be reached by two interfering amplitudes with
different weak and strong phases:
A = a1 + a2 e
i(δ+γ), A = a1 + a2 e
i(δ−γ) ,
where γ and δ are the weak (CP odd) and strong phases (CP even) and a1 and a2 are real numbers.
Given that Γ(B¯ → f¯) ∝ |A|2 and Γ(B¯ → f¯) ∝ |A|2, the AdirCP observable is
AdirCP ≡
Γ(B → f)− Γ(B¯ → f¯)
Γ(B → f) + Γ(B¯ → f¯) =
2a1a2 sinγ sinδ
a21 + a
2
2 + 2a1a2 cosγ cosδ
.
The weak phase difference arises from the amplitudes for the b→ uu¯s and b→ sq¯q transitions, in the
case of final states with net strangeness; and b→ uu¯d and b→ dq¯q, in the case of final states with zero
strangeness. The advantage of charmless three-body decays results from the fact that most final states
have a rich resonant structure. The interference between resonances plus the final state interactions
(FSI) at the hadron level provide the required strong phase differences. These phase differences vary
across the phase space and can be very large, giving rise to large CP asymmetries in specific regions of
the Dalitz plot [12–14].
B. The Dalitz plots
The Dalitz plots for the four decay channels are shown in Fig. 3. In all cases a dense, rich resonance
structure is observed at low pi+pi−, K+pi− and K+K− invariant mass squared. Since the phase space is
so large, in all cases there is also a significant non-resonant component.
C. CP asymmetry across the Dalitz plot
The CP asymmetry is computed from observed signal yields:
Aobs =
NB− −NB+
NB− +NB+
.
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Figure 3: Dalitz plots of (top left) K+K+K−, (top right) K+pi+pi−, (bottom left) pi+pi+pi− and (bottom right)
K+pi+K− candidates.
The CP asymmetry is obtained correcting Aobs for the B
± production asymmetry and asymmetry in
the detection of unpaired hadron (B± → K±h+h−, B± → pi±h+h−),
ACP = Aobs −ABprod −Ahdet .
The correction factors ABprod and A
h
det are determined using data-driven methods. Typical values are
of the order of 1%, and are small compared to Aobs. In all plots that follow we assume Aobs 'ACP .
The Dalitz plots of the four channels are divided into bins with the same population. In each bin the
value of ACP is computed. The distribution of ACP values in the regions m2(h+h−)<3.5 GeV2/c4 is
shown in Fig. 4.
The distribution of ACP shown in Fig. 4 exhibits some interesting features. In some regions bellow 1
GeV2/c4 one observes values of the CP asymmetry as high as 80%, which are rather unusual. Moving
from threshold to 1 GeV2/c4 in the K+pi+pi− final state, the CP asymmetry changes sign as one crosses
the ρ(770) mass. A similar effect is visible in the pi+pi+pi− Dalitz plot.
This effect may be caused by the interference between the various resonances. This hypothesis is
tested with a fast simulation exercise, where the decay amplitude is represented by a sum of an S- and
a P-wave component. This simple model yields a distribution of ACP values in qualitative agreement
with the experimental observations.
In the lower part of the K+pi+pi− Dalitz plot, the region between 1 and 2.2 GeV2/c4 has mostly
positive ACP values. In the same region in the K+K+K− Dalitz plot one sees mostly negative ACP
values. A similar effect is observed in the pi+pi+pi− and K+pi+K− channels.
A possible interpretation of the pattern observed in the region between 1 and 2.2 GeV2/c4 invokes CPT
invariance. CPT symmetry implies equal partial widths for particle and antiparticle. As a consequence, in
a family of final states sharing the same quantum numbers one must have
∑
Γi(B→fi) =
∑
Γi(B→ f¯i).
The K+pi+pi− and K+K+K− channels are connected by pipi → KK re-scattering, and so are the
pi+pi+pi− and K+pi+K− final states. Recall that the pipi interaction becomes inelastic with the opening
of the KK channel, and up to a center-of-mass energy of ∼ 1.5 GeV all the inelasticity of the pipi
interaction goes into the KK channel.
In the absence of CP violation there would be a balance between the outgoing and the ingoing flux in
each channel. But if CP is violated this balance would be broken, giving rise to a positive asymmetry in
one channel which must be compensated by a negative asymmetry in other channels. Of course in a
comprehensive analysis of such effect one should also consider the neutral modes (pi0pi0 and K0K
0
). But
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Figure 4: A zoom of the Dalitz plots of the K+pi+pi− (top left), K+K+K− (top right), pi+pi+pi− (bottom left),
K+pi+K− (bottom right) decays, showing the distribution of ACP .
if this is the underlying mechanism of the observed CP asymmetries, then the pipi ↔ KK re-scattering
would provide the source of the strong phase difference, a unique feature of multi-body decays. A recent
studies of the impact of the pipi ↔ KK re-scattering can be found in Refs. [15, 16].
D. Challenges for the amplitude analysis
The study of CP violation in B± decays reveals an unusual pattern with large asymmetries in specific
regions of the Dalitz plot. A full amplitude analysis is the necessary step towards identifying the
underlying mechanisms responsible for the observed ACP distribution. The data suggest that the
hadronic degrees of freedom are the source of strong phase difference. The inclusion of the these degrees
of freedom in a consistent manner is one of the main challenge of the Dalitz plot analysis of the charmless
three-body B± decays.
The vast phase space of charmless three-body B decays is populated by a non-resonant component.
The Dalitz plot analyses of B decays adopt empirical parameterizations of the non-resonant amplitude.
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In all cases the S-waves are a significant part of the decay amplitude. In general the S-wave includes
broad structures which interfere with the smooth non-resonant component, often resulting in very large
interference terms or, in other words, a sum of fit fractions that largely exceeds 100%.
A theoretical description the three-body FSI is not possible from first principles. Calculations of these
FSI in the D+→K−pi+pi+ have been performed [17–19], showing that this is an important effect and
that a slowly varying phase is introduced. To our knowledge, no such calculation have been performed
for B decays.
The inclusion of re-scattering effects in the decay amplitude is a far from trivial task. This effect is
entangled with the three-body re-scattering. This is another instance where input from theory is much
needed.
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IV. LHCB - THREE-BODY DECAYS OF CHARGED D MESONS
Alberto C. dos Reis, for the LHCb collaboration
Centro Brasileiro de Pesquisas F´ısicas – CBPF
Rio de Janeiro - Brazil
A. Introduction
Light meson spectroscopy from hadronic charm meson decays is one of the main lines of the LHCb
programe on charm physics. In this section, ongoing Dalitz plot analyses of charged D decays are
discussed.
The very large samples of D+ and D+s decays into three charged light mesons offer an unique
opportunity for low-energy hadron physics studies. The main motivation is the understanding of the
strong dynamics of the final state, with particular emphasis on the S-wave amplitudes — a key input for
CP violation studies performed with decays of B mesons.
S-wave amplitudes are the dominant component in three-body D decays having a pair of identical
particles in the final state, such as the D+ → K−pi+pi+ and D+(s) → pi−pi+pi+ decays [20–23]. In addition
to the abundant contribution of scalar resonances, there is an unique feature of D decays: the pipi, Kpi
and KK¯ scattering amplitudes can be measured throughout the whole elastic part of the spectrum,
starting from threshold.
The analysis of very large data sets (O(107) reconstructed decays in Cabibbo-suppressed modes) is
rather challenging. Most Dalitz plot analyses are performed in the framework of the isobar model [24].
This approach has known limitations, especially when scalar particles are involved. Going beyond the
simple isobar model is indeed the major challenge. Some alternative formulations are based on the
assumption that the dynamics of the final states is entirely driven by two-body interactions, disregarding
any possible effect related to the third particle. It is now clear that corrections to these two-body
re-scattering must be incorporated in a consistent way, using a maximum of theoretical constraints from
unitarity, analycity and crossing symmetries.
B. The D+(s) → pi−pi+pi+ decays
An interesting aspect of the pi−pi+pi+ final state is that the pi−pi+ S-wave amplitude in the D+ decay
is very different from that of the D+s . The D
+ → pi−pi+pi+ decay is Cabibbo-suppressed, has a large
contribution of the σ meson and some f0(980). The D
+
s → pi−pi+pi+ decay is Cabibbo allowed, with a
large contribution of f0(980) and no σ. In both cases, however, there is a significant contribution of
a scalar particle, referred to as “f0(X)”, with mass between 1.4 and 1.5 GeV and width between 100
and 200 MeV (natural units are adopted). Previous determinations of the f0(X) parameters [22, 25]
indicate that this state is not consistent with neither the f0(1500) nor the f0(1370).
The combined study of the D+ and D+s decays provide, therefore, inputs to the physics of the
light scalars, from the σ to the f0(1710). The basic challenge is to extract this information. There
is a consensus that one should not represent the broad, overlapping scalars as a sum of Breit-Wigner
functions. Alternative approaches assume a 2+1 picture, where the dynamics of the final state is entirely
determined by the two-body interaction, the third particle playing no role. One example of this approach
is the recent analysis of the B0 → D0pi+pi− decay by LHCb [3]. In this work the K-matrix formalism is
used for the S-wave amplitude, where the poles are obtained from a fit to the pipi scattering data [26]
and fixed in the Dalitz plot fit. A good description of the data is obtained, but one would like to go the
other way around, that is, to extract information about pipi interaction from the D and B decays.
Another alternative is to perform a minimal model-dependent analysis, extracting the S-wave amplitude
from the data making no assumption about its composition. This technique was developed by the E791
collaboration [27], and herein is referred to as ”MIPWA”. In the ”MIPWA”, the S-wave amplitude is
parameterized as a generic complex function, AS = a(s)eiφ(s) (s ≡ m2(pi−pi+)). The real functions a(s)
and φ(s) are obtained directly from the data, dividing the pi−pi+ spectrum(2mpi <mpipi <MD −mpi)
into bins . At each bin edge, two fit parameters, ak and φk, determine the S-wave amplitude. A spline
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interpolation yields the S-wave amplitude at any mpipi value in the pi
−pi+ spectrum. This approach was
used by the BaBar collaboration in the analysis of the D+s → pi−pi+pi+ decay [28].
Figure 5: Left: S-wave phase from D+s → pi−pi+pi+ [28] and from the CERN-Munich collaboration [29]. Right:
S-wave phase from the FOCUS Dalitz plot analysis [30] of the D+ → K−pi+pi+ decay and from the LASS
(I=1/2) experiment [31]. The K−pi+ → K−pi+ cross section is elastic up to the Kη′ threshold, indicated by
vertical line.
The MIPWA is probably the approach with less model dependence, relying on the assumption is that
the P- and D-waves are well represented by a sum of Breit-Wigner functions. A comparison between the
phases obtained by the MIPWA and those from scattering data is shown in Fig. 5. In the left panel,
the S-wave phases obtained by the BaBar measurement and by the CERN-Munich collaboration [29]
(pi+pi− → pi+pi−) are displayed as a function of the pi+pi− mass. On the right, a similar measurement
of the K−pi+ S-wave phase performed by the FOCUS collaboration [30] in the D+ → K−pi+pi+ decay
is superimposed to the I=1/2 S-wave phase from K−pi+ → K−pi+ scattering obtained by the LASS
collaboration [31].
The differences between the S-wave phases obtained from D decays and from scattering data are
evident, which seems to indicate deviations from Watsons final-state theorem[32]. In addition to an
overall shift, in both pi+pi− and K−pi+ systems there is a clear mismatch between the phase motion
from decay and scattering. This discrepancy indicates that other effects must be taken into account.
One can picture the decay of a D meson as a time-ordered sequence of the short-distance c quark
transition, resulting in the ”final state quarks”, from which the long-distance hadronization occurs. The
different configuration of the final state quarks would explain the differences in the S-wave composition in
the D+ and D+s decays described above. Strong phases, possibly with some smooth energy dependence,
may be generated in the ”weak vertex”, and would depend on the nature of the initial D meson. The
hadrons emerging from the weak vertex re-scatter in all possible ways before reaching the detector:
D → KKp¯i → pipipi, D → K0pi0pi → K−pi+pi, three-body interactions. Studies performed with the
D+ → K−pi+pi+ decay [17–19, 33] show that FSI involving all three particles in hadronic loops are an
important effect, explaining part of the differences in the S-wave phases observed in Fig. 5.
The S-wave phases measured with the MIPWA technique must be understood as a convolution of the
pure, universal pi+pi−/K−pi+ scattering phases with those inherited from the weak vertices and with
phases resulting from three-body FSI. Moreover, in D decays one cannot disentangle the contribution
from the different isospin amplitudes. In addition, given the large number of free parameters, any defect
on the representation of the other waves will leak into the MIPWA phase.
A comparative study of the MIPWA pi+pi− S-wave amplitude in D+ and D+s → pi−pi+pi+ decays is
very important. The mass difference between the D+ and the D+s is only 100 MeV. This may be seen
as a bonus: three-body FSI should be similar in the D+ and the D+s decays. A comparison between
measurements of the raw S-wave phases would provide information about the D+ and D+s weak vertices.
This should be taken with a grain of salt, though, since it is not really possible to draw a clear line
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separating classes of FSI.
In a model-dependent measurement, different line shapes of the σ meson can be tested. A simultaneous
study of the S-wave amplitude from the D+ and D+s decays will give information about the scalar meson
at ∼1.4 GeV. Isospin-breaking processes can also be addressed in model-dependent measurements. A
precise determination of the f0(980) line shape, possible in the D
+
s decay, is related to the physics of the
f0 − a0 mixing. This effect is enhanced in the region between the K+K− and K0K¯0 thresholds [34].
These thresholds are 8 MeV apart, while the LHCb mass resolution is of the order of 2 MeV. The ρ− ω
mixing can be studied in the D+ decay, where a large ρ(770)0pi+ contribution is observed.
Model-dependent and MIPWA measurements are under way in LHCb. For the D+ decay the MIPWA
measurements of the pi+pi− S-wave amplitude will be made for the first time. For the D+s decay a
significant improvement in precision is expected, since the LHCb sample is one order of magnitude larger
than that of BaBar.
C. The D+(s) → K−K+pi+ decays
Another ongoing effort in the LHCb charm physics programme is the study of the D+(s) → K−K+pi+
decays. The main goal is the MIPWA measurement of the K+K− S-wave amplitude, an important input
to CP violation studies in the B meson system. Statistics is not an issue: the selected D+(s) → K−K+pi+
sample is approximately ten times larger than that of D+(s) → pi−pi+pi+, with much higher purity due to
the presence of two kaons. Compared to BaBar, the LHCb D+(s) → K−K+pi+ signals are two orders
of magnitude larger. The major challenge for the MIPWA measurement of the K+K− S-wave is the
presence of an S-wave component also in the K−pi+ system. Both amplitudes populate the whole phase
space. The best strategy for this measurement needs still to be defined. As in the case of the pi−pi+pi+
final state, a model-dependent analysis is also underway.
The D+ → K−K+pi+ is a Cabibbo-suppressed decay. There are two tree-level diagrams leading to
(Kpi)0K+ and to (KK¯)0pi+ intermediate states. Contributions from resonances coupling to both K−pi+
and K−K+ are therefore expected.
The D+s → K−K+pi+ decay is Cabibbo-allowed. As for the D+, there are two tree-level diagrams. The
colour suppressed can lead to both K−pi+ and K−K+ resonances, whereas the colour allowed (external
W-radiation) leads mainly to K+K− resonances. The latter is the same as for the D+s → pi−pi+pi+,
so a strong contribution of the f0(980)pi
+ is expected, as well as a large φpi+ component. In the
model-dependent analysis, the coupling of the f0(980) to KK¯ can be measured independently in the
K−K+pi+ and pi−pi+pi+ final states.
In both D+ and D+s decays there is a tree-level diagram with an ss¯ pair which could form resonances
of the f0 family with mass above 1 GeV, including the f0(X) state. The situation concerning these
resonances and their contribution to D and B decays is still rather confuse. The measurement of the
K−K+ S-wave amplitude will help to understand the role — and the nature — of these states in heavy
flavour decays.
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V. LHCB - EXOTIC HADRON SPECTROSCOPY
Tomasz Skwarnicki, for the LHCb collaboration
Syracuse University
Syracuse, New York, USA
The LHCb experiment offers unique opportunities in the field of exotic hadron spectroscopy. Production
rates of B mesons are 3 orders of magnitude larger than previously available at the e+e− B factories
(Belle and BaBar). Even after correcting for the smaller reconstruction efficiencies, LHCb has typically
collected 10 times bigger data samples of B meson decays to J/ψ and light-quark hadrons in all charged
particle final states during Run I at LHC (2011-12, 3 fb−1). The long visible lifetime of the lightest
b-hadrons provides for excellent suppression of combinatorial backgrounds and two RICH detectors
provide further background suppression for final states with at least one charged kaon. Thus, signal-to-
background ratios have been slightly better than those at the e+e− B factories. The RICH detectors,
and the large trigger bandwidth to tape (up to 5 kHz at Run I) devoted almost entirely to the flavor
physics offer a competitive edge over the general purpose detectors, ATLAS and CMS. The larger bb¯
cross-section at the LHC as compared to the Tevatron, offers additional advantage over the CDF and D0
data samples. A unique advantage over the e+e− B factories comes with simultaneous productions of B,
Bs, Bc mesons and b−quark baryons (Bs samples require dedicated beam time at the B factories, while
Bc and b−baryons are not accessible). The efficient trigger on final states with the J/ψ → µ+µ− decays
led to several high impact results in the field of exotic hadrons related to the charmonium family. The
same final states offer also an opportunity to study conventional and exotic light-hadron spectroscopy in
a relatively clean environment as illustrated in Ref. [35].While this potential of the LHCb experiment
has gone largely unexplored, we concentrate here on exotic spectroscopy with heavy charmed quarks
inside. The dominant weak decays turn a b quark to a c quark, while a companion c¯ comes from the
associated W → c¯s vertex.
Three LHCb amplitude analyses are worth invoking here. The use of full angular phase-space (5D)
in the analysis of the X(3872) decays to ρ0J/ψ, with ρ0 → pi+pi− and J/ψ → µ+µ−, with the fully
polarized X(3872) states produced in B+ → X(3872)K+ decays, led to the first decisive determination
of X(3872) spin and parity (JP = 1+) [36], in a sample not much larger than previously available in
Belle, where an opportunity to achieve such a goal earlier was missed due to the limitations of three
1D angular fits which were employed. This example underscores the importance of studying full decay
dynamics especially when number of signal events is limited. An update to this analysis published
recently, confirmed these results without any assumptions about the orbital angular momentum in the
X(3872)→ ρ0J/ψ decays and set a tight upper limit on the D-wave fraction [37]. This assignment of
quantum numbers ruled out the closest-in-mass cc¯ hypothesis (ηc(2
3D2−+)). The remaining explanations
invoke either a loosely bound D0D
∗0
molecule, which would explain the mass coincidence with the
D0D
∗0
threshold, the χc(2
3P1++) conventional meson or a tightly bound (cu)(c¯d¯) tetraquark, attracted
to the threshold via quantum effects [38] (for a recent review see Ref. [39]). The X(3872) is too narrow
to be simply a D0D
∗0
cusp, with no bound state contribution [38].
The 4D amplitude analysis of B0 → ψ′pi+K− decays, had less angular dimensions to work with,
but many conventional K∗0 states contributing to the observed pi+K− mass distribution. A successful
amplitude model was found, which required a very significant (> 13σ) contribution of the exotic
Z(4430)+ state decaying to ψ′pi+ (see Fig. 6) [40].This state was first observed by Belle [41], but was in
experimental limbo for many years after the BaBar experiment was not able to confirm it [42]. The
LHCb results agree very well with the results of the earlier Belle 4D amplitude analysis of the same
channel [43] on the Z(4430)+ mass, width and fit fraction, while improving their determination. The
3.4σ evidence for JP = 1+ assignment to Z(4430)+ from Belle, was also confirmed beyond any doubt.
Last but not least, thanks to a sample 10 times larger than that available at Belle, LHCb was able
to probe Z(4430)+ amplitude dependence on ψ′pi+ mass without the Breit-Wigner assumption. The
resulting Argand diagram (Fig. 7) shows a quick counter-clockwise change of the amplitude phase at
the peak of its magnitude, in agreement with the resonant hypothesis. This diagram rules out the
rescattering model by Pakhlov-Uglov [44], offered as an explanation for the Z(4430)+ mass peak, since
it predicts the phase mass running in the opposite direction.
The 6D amplitude analysis of Λb → J/ψpK− decays [45] followed in footsteps of the B0 → ψ′pi+K−
analysis. The increased dimensionality is due to the Λb spin. The observed J/ψp mass distribution,
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Figure 6: Distribution of invariant mass of ψ′pi+ squared for B0 → ψ′pi+K−, ψ′ → µ+µ− candidates together
with the projections of the 4D fit of K∗0 → K−pi+ and Z(4430)+ → ψ′pi+ amplitudes. The distribution for the
K−pi+ mass slice in which the K∗0 contributions are smaller is shown in the inset.
which contains a narrow peak at 4450 MeV, could not be described with the excitations of the Λ baryon.
Two interfering J/ψp resonances of opposite parity with allowed spin combinations being either (3/2,
5/2) or (5/2, 3/2) are needed, in addition to the known Λ∗ resonances, for a successful description of the
data (see Fig. 8). The two new states have been labeled Pc(4380)
+ and Pc(4450)
+ with the lighter one
having a larger width of 218± 18± 86 MeVthen the heavier one, which is very narrow for a resonance at
such high mass, 39± 5± 19 MeV. The Argand diagram for the narrower state is very consistent with the
resonant behavior and is inconclusive for the broader state (Fig. 9). The pair can be accommodated in
the diquark model of tightly bound pentaquarks, via a change of the orbital angular momentum between
the states, which explains the opposite parity and the prediction that the narrower state has a spin of
5/2, which also would explain its smaller width due to the orbital angular momentum barrier factor in
its decay [46–48]. While the narrower state can be accommodated as a baryon-meson molecule, either
ΣD∗0 [49–52] or pχc(1P1) [53], if its spin is 3/2−, the 5/2 spin cannot be reached in the molecular model
since l = 1 molecular states are very unlikely to be bound. Rescattering models have been also proposed
[54–57]. While they can produce the peak at the Pc(4450)
+ mass, with the counterclockwise running of
phase with the mass, it is not yet clear whether they can produce fits as good as those achieved from
assuming bound state models in all 6 dimensions. Such mechanisms cannot produce a structure with a
spin of 5/2 at these masses.
While the P+c states are the first plausible pentaquark candidates with heavy quarks inside, there
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K∗(892) amplitude to be real. Systematic uncertainties are not included.
are many other observed neutral and charged tetraquark candidates with a cc¯ pair inside (the neutral
exotic candidates could also be hybrid states), but not necessarily confirmed, by the other experiments
(see e.g. Ref. [39]). Although many such states have been reported, including several Z+b candidates, no
clear theoretical model explaining all of them has emerged. The main competitors are tightly bound
tetraquark and pentaquark models with diquarks inside, molecular models and rescattering processes.
Once at work for one phenomenon (e.g. for the P+c pentaquark candidates), the same mechanism should
also be at work at other masses, different multiquark structures (e.g. also for tetraquarks) and with
different quark flavor structure (isospin and SU(3)f partners, bb¯ and cc¯ etc.). In fact, different bound
state models lead to different but always rich “periodic tables” of various expected states. Uncovering
new entries to the experimentally observed tables is of crucial importance. However, it is also possible
that more than one dynamics is at play for multiquark systems, which would vastly complicate the
interpretation of the data.
Exotic bound states are likely to decay to more than one mode, and could be produced by more
than one process (e.g. prompt production, central-exclusive production, heavy ion collisions). Each
observation contributes a new insight into internal hadron structure. Rescattering processes are likely to
produce structures which are specific for each final state and each production mechanism. Thus searches
for the known exotic states in different decay modes or in different production environment are doubly
important.
The opportunities for experimental advancement of exotic hadron spectroscopy in LHCb are, therefore,
very rich and likely will be manpower limited for foreseeable future. Many channels known to contain
important information, even easily accessible in LHCb like B0 → J/ψpi+K−, await thorough amplitude
analysis. Other, harder to access channels, like χcJpi
+K− will have lower statistics and worse purity
but are still usable for the important goal of verifying the states claimed in these channels by other
collaborations. Survey of all accessible channels, especially in b-baryon decays, in a hunt for new entries
to the pentaquark candidate tables and for the existing ones in new decay modes or new production
mechanisms, is an important responsibility for the LHCb collaboration given its unique experimental
capabilities in this area. Search for even more complex multiquark structures, like hexaquarks (among
them dibaryons) is also a unique window of opportunity. Theoretical guidance has been already provided
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by specific models, but open minded searches should be performed too.
Refining the analysis of the decays that already produced important results (Z(4430)+ and P+c states)
should not be forgotten. Increased data statistics from the on-going Run II, and later from the upgraded
LHCb, will help this goal. However, even the existing data samples may contain more information
than already extracted. For example, the exotic hadron structures cross many conventional resonances.
Careful investigation of their interference patterns in different parts of the Dalitz plane may provide
firmer evidence for their bound state nature or indicate rescattering processes.
The LHCb detector is equipped with a trigger on purely hadronic final states with a detached
secondary vertex. Such triggers have been successfully utilized to study D(s) meson spectroscopy from
B(s)0 → DK+pi− and Dpi+pi− final states [1–3, 58]. Such studies are also important for interpretation
of exotic hadron candidates. For example, the only remaining molecular explanation of the Z(4430)+
state is a DD(2600) hypothesis. This calls for confirmation of the D(2600) state and determination
of its quantum numbers (1− has been assumed). With larger future data samples, a possibility of
tetraquarks with one c quark inside can perhaps be also explored. Work on conventional states that
constitute “background” components to the exotic candidates, like e.g. K∗ states in decays to Kpi and
φK, or Λ∗ states in decays to Kp using the other channels than the ones known to contain strong exotic
signals in the coupled decay mode is likely to be important for future precision amplitude fits.
The theoretical community already provides plenty of guidance concerning possible interpretation of
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amplitude for Λ(1520) to be real. Systematic uncertainties are not included.
the existing exotic hadron candidates, as well as prediction for other channels and states to look for.
It would be very useful to see more theoretical work on ways to distinguish rescattering signals from
true bound states. At present the rescattering papers play the role of spoilers, providing post-dictions
offering mundane explanation of the observed peaks. Promoting them to models with predictive power
would be useful. The sensitivity of high statistics amplitude analyses may become limited by theoretical
limitations of the frameworks employed in fitting the data. So far, the amplitude analyses in LHCb with
exotic hadron components relied on isobar approximation in spite of its known limitations. Theorists
can help design variations of this framework to expose the limitations of such approach. The other
known problem is how to describe very broad, often referred to as “non-resonant”, contributions. Since
the amplitude analyses involving exotic candidates involve final particles with spin, theoretical works
assuming final particles with no spin are not terribly useful.
The analysis of angular moments in the conventional hadron channel, reflected into mass distribution
in the coupled exotic channel, motivated by the past BaBar papers, has been also employed in LHCb
and promoted to proper statistical analysis in the B0 → ψ′pi+K− channel [59]. Such a method can also
be employed in the analysis of other final states, though its sensitivity is limited to prominent exotic
peaks. At best it proves a need for exotic (or rescattering) contributions. Negative outcomes do not
carry useful information, as the sensitivity of this method cannot be evaluated without an amplitude
model. In fact, there is a danger of misinterpretation of null results, thus this method must be applied
with proper awareness of its limitation. When the outcome is positive, then the results are very valuable,
but the amplitude analysis is still absolutely necessary for the interpretation of the exotic structures.
Suggestions for other alternative ways of analyzing multidimensional data with coupled conventional
and exotic decay channels may be helpful.
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VI. LHCB - FOUR BODY DECAYS OF D MESONS
Sam Harnew & Jonas Rademacker, for the LHCb collaboration
H. H. Wills Physics Laboratory, University of Bristol,
Bristol, United Kingdom
A. Formalism and differences to three body decays
The differential decay rate of a D meson into a final state f of Nf pseudoscalars with four momenta
p1, . . . , pNf is given by,
dΓ[D → f(x)] = |M(x)|2
∣∣∣∣ ∂nφ(x)∂(x1, . . . , xn)
∣∣∣∣dnx, (1)
whereM is the matrix element describing the D → f transition and | ∂nφ(x)∂(x1,...,xn) | represents the density of
states at point x = (x1, . . . , xn) in n dimensional phase space, with n = 3Nf − 7. For Nf = 3, this leads
the important case of the two-dimensional Dalitz plot, discussed much in these proceedings, and usually
parametrised with s12 = (p1 + p2)
2 and s23 = (p2 + p3)
2. For Nf = 4, phase space is five dimensional.
Five independent variables analogous to s12 and s23 can be formed by combining and squaring different
final state 4-momenta. However, such variables cannot fully describe four-body decay kinematics. The
reason for this is related to the way in which three and four body decays transform under parity. In
the decay of a pseudoscalar to three pseudoscalars, the daughters’ four-momenta form a plane in the
mother’s center-of-mass frame; for this reason the effect of the parity operation can also be achieved by
a rotation. Hence there can be no parity violating observables in such decays and it is indeed possible to
parametrise their kinematics using the parity-invariant observables s12 and s23. In 4-body decays, where
the daughters are no longer constrained to a plane, parity violating observables can be defined, and
the decay cannot be fully described using only parity-invariant parameters. Although this might seem
like an unwelcome complication, it also means that four-body decays provide a new set of parity-odd
observables. These have unique sensitivity to CP violation, as discussed in Section VI C 2.
Usually,M is modelled using a coherent sum of decay amplitudes, where each proceeds via a sequence
of resonant two-body decays. The theoretical limitations of this approach are discussed in detail elsewhere
in these proceedings. The amplitude structure of four body decays is significantly more complicated
than in three-body decays, since there are usually two resonances in each decay sequence, and there
is a much larger variety of possible spin/helicity structures. This complication also leads to another
benefit of four-body decays: while decays of a pseudoscalar to three pseudoscalars can only contain
intermediate resonances with natural spin-parity (JP = 0+, 1−, 2+, . . .), there is no such restriction for
four-body decays.
Four body amplitude analyses have for example been carried out in D0 → K−pi+pi−pi+, D0 →
K0pi+pi−pi0, D+ → K−pi+pi+pi0, D+ → K0pi+pi+pi−, D0 → K−K+pi−pi+, D0 → K−K−K+pi+, and
D0 → pi−pi+pi−pi+ by the MARK III, FOCUS and CLEO collaborations [60–64]. In this article, we
focus on the use of 4-body charm decays for CP violation measurements, and the role of amplitude
models in this context.
B. Measurement of the CP -violating phase γ
1. Formalism
One of the key applications of an amplitude model is in the measurement of the CP violating phase
γ (or φ3) in B
− → DB−K− decays (and similar) where DB− represents the following superposition of
D0and D0:
DB− ∝ D0 + rBei(δB−γ)D0. (2)
Here rB is the magnitude of the ratio of the B
− → D0K− to B− → D0K− amplitude, and δB is the a
CP–conserving phase generated by the strong interaction. The phase difference (δB − γ) between the
21
two decay amplitudes can be measured in decays of DB− to a final state f accessible from both D
0
and D0 [65–69]. Performing the measurment in both B− → DB−K− and its CP -conjugate decay mode
allows to disentangle δB and γ. The DB− decay rate at phase space point x can be expressed in terms
of the D0 and D0 amplitudes Af (x) and A¯f (x) as
ΓDB− ∝ |Af (x)|
2
+ r2B
∣∣A¯f (x)∣∣2 + rB ∣∣Af (x)A¯f (x)∣∣ cos(δB − γ − δ(x)) (3)
where δ(x) ≡ arg(Af (x)A¯∗f (x)). To determine γ requires information on both the magnitude of Af (x)
and δ(x). While |Af (x)|2 can be taken directly from D0 → f data accessible at the B-factories or
LHCb, obtaining δ(x) is more challenging. One approach is to use an amplitude model to obtain the
phase information from a fit D0 → f and D0 → f data. This model-dependent approach has been used
successfully to constrain gamma using three-body decays, e.g. [70–74]. With current datasets at LHCb,
it should be possible to reach a similar precision with four-body final states such as K+K−pi+pi− and
pi+pi−pi+pi− [75].
2. Model-independent measurement of the CP -violating phase γ
The theoretical limitations of the most widely-used amplitude models are a key topic discussed
in several contributions to these proceedings. As a result of these limiations, the model-dependent
approach discussed above suffers from significant systematic uncertainties. This motivates the use of
model-independent methods.
The model-independent methods discussed here are based on data-driven techniques that split phase
space into one or more regions and integrate over these regions. In phase space region i one can define
the complex interference parameter,
Zfi =
∫
x∈iAf (x)A¯∗f (x)
∣∣∣ ∂nφ(x)∂(x1,...,xn) ∣∣∣dnx√∫
x∈i |Af (x)|
∣∣∣ ∂nφ(x)∂(x1,...,xn) ∣∣∣dnx ∫x∈i ∣∣A¯f (x)∣∣2 ∣∣∣ ∂nφ(x)∂(x1,...,xn) ∣∣∣dnx
. (4)
In this region of phase space the γ-sensitive interference term in B− → (D → f)K− decays is proportional
to |Zfi | cos(δB − γ − arg(Zfi )). The parameter Zfi is equivalent to the coherence factor Rfi and average
strong phase difference δfi introduced in [76], and the ci and si parameters introduced in [68] through
Zfi = R
f
i e
−iδfi = ci + si (where we follow [77] for the normalisation of ci, si). The phase of Z
f
i is a
weighted average of δ(x) over i, and |Zfi | ∈ [0, 1] describes the dilution of the interference term from
integrating over i. The advantage of this binned approach is that Zfi can be measured amplitude-
model-independently, using decays of well-defined superpositions of D0 and D0, accessible at the charm
threshold and in charm mixing [68, 76–79].
Somewhat paradoxically, input from an amplitude model is still important to maximise the sensitivity
of model-independent analyses. With a model it is possible to select regions of phase space such that |Zfi |,
which multiplies the γ-sensitive term, is as large as possible [80]. Any inaccuracies in the model will not
lead to a systematic bias, but just a reduction in |Zfi |, and a corresponding reduction in sensitivity, which
will be apparent in the statistical uncertainty. The same model-informed, model-unbiased constraints on
Zfi provide valuable input to time-dependent mixing and CP violation measurements in the D
0 −D0
system [81–83].
3. Quantum correlated ψ(3770)→ DD decays
Quantum correlated ψ(3770)→ DD decays provide the well-defined D0 −D0 superpositions needed
to measure Zfi . For example if one D meson (the ‘tag’) decays to a CP ± eigenstate, then the other
must be in the following superposition (using the convention that CPD0 = +D0):
D ∝ D0 ∓D0. (5)
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Figure 10: Constraints on ZK3pi = RK3pie
−iδK3piD from (left) CLEO-c [89], (center) LHCb [99], (right) CLEO-c
and LHCb combined [89].
This method has been applied at CLEO-c to measure Zfi for a variety of different final states [84–90]
including four-body decays D0 → K+pi−pi+pi− (see Figure 10) and D0 → pi+pi−pi+pi−. In the latter
case, the measurement can be interpreted in terms of the CP -even fraction of the D0 → pi+pi−pi+pi−
decay [90, 91]. The constraints have been used in many γ measurements, including [92–98].
4. D-mixing as input for γ
Another method to constrain Zfi is by measuring D-mixing in large samples of D
0 → f decays, which
are tagged as a D0 at production [78, 79]. At decay-time t, the D meson is in the following superposition:
D0(t) ∝ g+(t)D0 + g−(t)D0 (6)
where g+ and g− evolve slowly with decay-time and g+(0) = 1 and g+(0) = 0. The exact form of g+
and g− depends on the dimensionless mixing parameters x and y, which are proportional to the mass
and width difference between the Dmass eigenstates, respectively.
Constraints on Zf have been obtained from D mixing measurements by LHCb for the final state
f = K+pi−pi+pi− [99], shown in Figure 10. Here, the omission of the subscript i represents the fact
that the integral defining Zf is performed over the entire phase space. The combined constraints on
ZK3pi from LHCb and CLEO-c are also shown in Figure 10 [89]. A binned measurement of ZK3pii is
expected to significantly improve the mode’s sensitivity to γ [79]. To obtain good sensitivity with this
approach requires a model for both the D0 and the D0 decay amplitude to K+pi−pi+pi− to inform the
binning; at the time of writing, no such model exists for the doubly-Cabibbo suppressed decay amplitude
D0 → K+pi−pi+pi−.
C. CP violation in four body Charm Decays
1. Local CP violation in four body decays
Comparing CP -conjugate regions in phase space provides a measure of CP violation. Direct CP
violation results from interference effects between two decay paths that have both a strong and a weak
phase difference. In multibody decays, there is a rich interference structure with many different strong
phase differences, so one can expect to find locally enhanced CP violating effects that would be ‘washed
out’ if one integrated over the entire phase space i.e. considered the total decay rates, only. The even
richer structure of four-body decays, compared to three-body decays, could lead to further enhanced
sensitivity, at the price of a substantially more complex analysis. Comparing the results of amplitude
fits for CP -conjugate decay modes provides a measure of CP violation. Such a model-dependent search
for direct CP violation was performed by CLEO in D0 → K+K−pi+pi− [64]. Most model-independent
searches for local CP violation are based on performing a χ2 comparison of the number of events in the
bins of CP–conjugate Dalitz plots. This method was pioneered by BaBar [100] and developed further
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in [13, 14], and has been generalised to four-body decays in LHCb’s analysis of D0 → K+K−pi+pi− and
D0 → pi+pi−pi+pi− [101]. All results have been compatible with CP conservation.
2. CP violation in P-odd observables
While the above examples of CP violation searches in four body decays use generalisations of methods
used in three-body analyses, there is class of model-independent CP violating parameters in four-body
decays that is inaccessible to Dalitz plot analyses. These are based on Tˆ odd observables [102–110],
where Tˆ represents motion reversal, also referred to as “na¨ıve time reversal” [110]. For the decay of a
pseudoscalar to pseudoscalars, Tˆ is equivalent to parity, so here we refer to them as P -odd. As mentioned
in Section.VI A, parity violation is only possible in decays where Nf > 3. In such a case one can define
any parity-odd function w(x) = −w(−x), then use this to define the parity sensitive variable,
Aw =
∫
w(x)|Af (x)|2
∣∣∣ ∂φ(x)∂(x1,...,xn) ∣∣∣dnx∫ |w(x)||Af (x)|2 ∣∣∣ ∂φ(x)∂(x1,...,xn) ∣∣∣ dnx, (7)
where a non-zero Afw indicates parity-violation. The same quantity can also be calculated for the
CP conjugate decay to obtain A¯fw. Any difference in parity violation between the two decays i.e.
ACPw = Aw − A¯w 6= 0 would then indicate CP violation. This may just seem like a convoluted method to
find CP -violation, but it is a truly independent observable; usually a prerequisite of CP -violation is a non-
zero strong-phase difference δ i.e. the magnitude of CP -violation is proportional to sin δ. CP -violation
in the observable ACPw , however, is proportional to cos(δ+ − δ−), where δ+ (δ−) is the strong phase
associated to a parity-even (parity-odd) part of the amplitude [110]. Such measurements have been made
in D0 → K+K−pi+pi− and D+s → K+KSpi+pi− using w(p) = sign(p1 · (p2 × p3)) [111–114]. In addition
to a phase–space integrated result, LHCb’s analysis [114] is also carried out locally in sub–regions of
phase space to enhance the sensitivity of the method. All results so far have been consistent with CP
conservation.
D. Summary
Four body decays have unique sensitivity to P and CP violating variables in charm and beauty decay
spectroscopy. The vast, clean samples of such decays available at LHCb and the B-factories, and their
upgrades, will lead to new opportunities as well as new challenges. The unprecidented statistical precision
will require excellent control of systematic and theoretical uncertainties. Theoretically well-motivated,
practically implementable amplitude models for four-body decays matching the superb quality of the
data would clearly be highly desirable. At this point, they seem significantly further away than for the
three body case.
In the meantime, the focus in controlling theory uncertainties will remain on data-driven, model-
independent approaches. Such approaches have been developed, and are continuously being improved,
for key measurements like the precision determinations of γ or CP violation in charm decays. Many of
these methods rely on input from the charm threshold. For the measurement of γ, the precision can be
increased further through the use of phase information obtained from charm mixing. However, even
model-independent approaches rely on input from amplitude models to optimise their precision. Since
these approaches are robust against model-induced biases, even a ‘traditional’ isobar model with Breit
Wigner resonances and the much vilified non-resonant term is expected to be very useful. Of course,
better descriptions of four body decay amplitudes would be even more valuable.
E. Acknowledgements
We gratefully acknowledge funding from the European Research Council under FP7 / ERC Grant
Agreement number 307737.
24
VII. IIB’S VIEW OF THEORETICAL LANDSCAPE FOR LHCB EXPERIMENTALISTS
Ikaros I. Bigi
Department of Physics, University of Notre Dame du Lac
Notre Dame, Indiana, USA
We have to deal with three cultures: Hadrodynamics (HD), HEP & lattice QCD (LQCD). The first
one deals with hadrons & their diagrams, while the second & third one with quarks & gluons in different
situations. The general challenge is how one can combine them. Obviously I am seen is somewhat
‘biased’, but I think & work in HEP, while I know about the strengths (& weak points) of LQCD. There
are sizable differences, as we have seen during the Rio WS. It is not trivial at all to combine them; in
my view there is no other option to make progress in understanding underlying dynamics. We are not in
a situation where we are looking for a culprit with a smoking gun at the scene of the crime. It is more
complex to make the case.
It is usually said that ‘model independent’ analyses are the best information we can get from the data.
To say it with different words: the ‘best fitted’ analyses in the future with more data is the final step
to understand the underlying dynamics. I agree that is very important. However in my view it is not
the final step even with more data. I might been seen as biased as a theorist – however it is crucial
to enhance the collaboration between experimenters & theorists on a long time scale. It is crucial to
discuss which refined theoretical tools & thinking are best in complex situations; it depends. One has
only to look at the history in HEP: the best fits do not always give the best informations.
In this case we cannot just ‘trust’ diagrams; we are in a different era, where we have to go for real
precision. My main points:
• ‘Popular’ candidates are (broken) SU(3)Fl and in particular U-spin symmetries. They are fine for
spectroscopy, but not, when one includes weak transitions. The difference between U- vs. V-spin
symmetries are ‘fuzzy’ for well-know examples like: D0 → K+K− vs. D0 → pi+pi− and compare
with D0 → K+K−pi+pi− vs. D0 → 2pi+2pi− etc. etc. It was discussed in some details in [115].
Another example: the lifetimes of B0 and B0s are the same within 2%; however we find BR(B
0 →
K+pi−) = (1.96 ± 0.05) · 10−5 vs. BR(B0s → K+pi−) = (0.55 ± 0.06) · 10−5. There are sizable
differences between ”inclusive” vs. ”exclusive” ones.
• In general re-scattering/final state interactions [116–118] happen all the time in two-body final states
(FS), but even more crucial for many-body FS. For the future we have to work on the connection
of the ‘cultures’ of HD and HEP. Here I use the language of quarks: q¯iqi → q¯jqj + q¯kqkq¯lql + ...; it
crucially depends on strong forces. However, it does not mean that it is under quantitative control
of our understanding of QCD – unless we get ”help” with other tools.
• The impacts of penguin diagrams were first shown about ∆I = 3/2  ∆I = 1/2 in kaon
decays and direct CPV in ′/K 6= 0. They are based on local operators. The expected SM
predictions are effected by large uncertainties. We have also sizable experimental uncertainties:
Re(′/K)exp. = (1.66 ± 0.23) · 10−3. We have the first result from the LQCD culture [119]:
Re(′/K)LQCD = (0.138 ± 0.515 ± 0.443) · 10−3. Obviously our community needs more lattice
‘data’ & more analyses. Of course the LHCb collaboration will not go after these transitions; my
point is: when somebody goes after accuracy or even precision, one has be careful to use just
diagrams.
We can discuss the impact of penguin diagrams on inclusive lifetimes of beauty (& charm) hadrons
and in CKM suppressed decays of B(s) for b → q with q = s, d. Their impact is described with
short distance QCD like for ∆Γ(Bq).
We know about the impact of penguins in those items in at least semi-quantitatively. However
the situations are much more ‘complex’ for exclusive decays of heavy flavor hadrons. Penguin
diagrams might show us the ‘road’, but we need much more thinking, working and apply other
tools like chiral symmetry, dispersion relations etc.; it needs time.
Now I talk specifically for beauty and charm hadrons:
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• We know that the SM produces at least the leading source of CPV. Therefore the goal is to
establish New Dynamics (ND) and maybe even its features. It is crucial to measure ”regional”
CP asymmetries in B → Kpipi vs. B → 3K and B → 3pi vs. B → pi2K with more accuracies. We
have learnt that ”regional” CP asymmetries are large. The definition of ”regional” asymmetries is
important; furthermore it depends on the differences between narrow resonances vs. broad ones vs.
non-resonances. Even CPT invariance seems to be ‘usable’.
• We cannot stop at three-body FS; we have to go to four-body FS and probe semi-regional
asymmetries.
• We have to probe CPV in the CKM suppressed decays of Λb. I think we can deal with production
asymmetries in pp collisions. Finally it seems that even Belle II will not compete there.
• Obviously we have to probe CPV both in SCS and DCS in the decays of charm mesons & baryons.
The SM gives basically zero CPV in DCS ones. Most decays of those give mostly three- and
four-body FS.
Again it is important to probe regional asymmetries; we have to go beyond moments with four-body
FS and compare D → 4pi vs. D → K¯K2pi.
• However, there is a question: how do you ”define regional” asymmetries. In particular it needs some
”intelligent” judgment about four-body FS; probing phase spaces is not. Furthermore re-scattering
connects 4pi FS with K¯K2pi one. In general we have to compare D0, D+ & D+s transitions.
Finally in the future we have to probe DCS decays like: D+ → K+pi+pi−/K+K+K0, D0 →
K+pi+pi−pi−/K+K+K−pi− and D+s → K+K+pi−.
• We have to probe CPV in the decays of Λ+c at least.
• Dynamics close to thresholds are very complex. Probing CP asymmetries give us much more
information, where it comes from resonances or not, shows our limit so far about understanding
strong forces - or the impact of New Dynamics [120, 121].
My main points are: we have to go beyond diagrams & U-spin symmetry; they are connected with V-spin
symmetry based on CPT invariance. We have to probe CP asymmetries in baryons, non-leading sources
of CPV for beauty transitions & in general for charm ones and the impact of ND & its features. Again,
it is crucial to combine two cultures in fundamental dynamics. Correlation, correlations, correlations!
In the real world there is a good reason to give short contributions in Proceedings. I explain my points
in detail in [122, 123].
Acknowledgments: This work was supported by the NSF under the grant numbers PHY-1215979
& PHY-1520966.
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VIII. PARAMETRIZATION OF THREE-BODY HADRONIC D DECAY AMPLITUDES
Diogo Boitoa,b and Benoˆıt Loiseauc
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France
In order to constrain the Dalitz-plot analyses of hadronic three-body D decays we suggest here
parametrizations of D+ → K−pi+pi+ and D0 → K0Spi−pi+ amplitudes that can be readily implemented
in experimental analyses. Our parametrizations are derived in the quasi-two-body factorization approach
where the two-body final state interactions are fully taken into account by unitary hadronic form factors.
In particular, we tackle here the cases of the S- and P -wave K−pi+ pairs in D+ → K−pi+pi+ and K0Spi−
in D0 → K0Spi−pi+, where the scalar and vector Kpi form factors play a decisive role. Parametrizations
of other three-body hadronic D and B decay amplitudes are in progress and will be presented elsewhere.
A. Introduction: quasi two-body factorization approach
The two-body QCD factorization, as a leading order approximation in an expansion in αs and inverse
powers of the b quark mass, has been applied with success to charmless nonleptonic B decays (see
e.g. Ref. [124]). The charm quark mass, mc ∼ 1.2 GeV, is smaller than the bottom quark mass which
enhances corrections to the factorized results. Factorization for D decays is less predictive inasmuch
as it does not allow for systematic improvement. Nevertheless, as a phenomenological approach, since
the initial articles of Bauer, Stech and Wirbel [125], the factorization hypothesis has been applied
successfully to D decays, provided one treats Wilson coefficients as phenomenological parameters to
account for possibly important non-factorizable corrections [126].
So far there is no factorization scheme for three-body decays. However, three-body decays of D and
B mesons have important contributions from intermediate resonances — such as those of the ρ(770)
and K∗(892) — and can therefore be considered as quasi two-body decays. One assumes that two of
the three final-state mesons form a single state originating from a quark-antiquark pair, which leads to
quasi two-body final states so that the factorization procedure can be applied. Then, the three-body
final state is reconstructed with the use of two-body mesonic form factors to account for the important
hadronic final state interactions. For instance, for the D0 → K0Spi−pi+ decays, the three-meson final
state K0Spi
+pi− is supposed to be formed by the quasi two-body pairs, [K0Spi
+]L pi
−, [K0Spi
−]L pi+ and
K0S [pi
+pi−]L, where two of the three mesons form a state in L = S, P or D wave. This framework has
been successfully employed to several three-body B and D decays [127–130].
As a concrete example of this procedure let us apply it to the D+ → K−pi+pi+ case. The amplitude
given by 〈K−pi+pi+|Heff |D+〉 receives contributions from two topologies and factorizes as
A(D+ → K−pi+pi+) = GF√
2
cos2 θC [a1〈K−pi+1 |s¯γµ(1− γ5)c|D+〉〈pi+2 |u¯γµ(1− γ5)d|0〉
+ a2〈K−pi+1 |s¯γµ(1− γ5)d|0〉〈pi+2 |u¯γµ(1− γ5)c|D+〉] + (pi+1 ↔ pi+2 ). (8)
In the above expression GF is the Fermi constant, θC the Cabbibo angle and a1,2 [131] are combinations
of Wilson coefficients of the effective weak Hamiltonian. In the expression factorized as above, the
Kpi form factors appear explicitly in the matrix element 〈K−pi+1 |s¯γµ(1 − γ5)d|0〉. The evaluation of
〈K−pi+1 |s¯γµ(1− γ5)c|D+〉 is less straightforward. However, assuming this transition to proceed through
the dominant intermediate resonances, this matrix element can also be written in terms of the Kpi
form factors [132]. The other matrix elements of Eq. (8) can be written in terms of decay constants or
transitions form factors that can be extracted from semi-leptonic decays.
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In the next section we cast the amplitudes for the decays D+ → [K−pi+]S,P pi+ and D0 →
[K0Spi
−]S,P,D pi+ in forms that can be readily used in data analyses.
B. Examples of amplitude parametrizations
Parametrization of the D+ → [K−pi+]S,P pi+ amplitudes
We use the following notation for the invariant masses of the final state s1 = (pK− + ppi+1
)2, s2 =
(pK− +ppi+2
)2 and s12 = (ppi+1
+ppi+2
)2. From the results of Ref. [128], obtained within the quasi two-body
factorization approach, one can parametrize the S- and P -wave amplitudes for D+ → [K−pi+]S,P pi+ as
AD+S (s1, s2, s12) =
[
cS0 (m
2
D − s1) + cS1
FDpi0 (s1)
s1
]
FKpi0 (s1),
AD+P (s1, s2, s12) =
[
cP0 Ω(s1, s2, s12) + c
P
1
(
s2 − s12
∆2
− 1
s1
)
FDpi1 (s1)
]
FKpi1 (s1), (9)
with Ω(s1, s2, s12) = s2 − s12 − ∆2/s1 and ∆2 = (m2K − m2pi)(m2D − m2pi). In Eq. (9), cS,P0,1 are free
complex parameters to be fitted. We have assumed that the Wilson coefficients of the effective weak
Hamiltonian get wave dependent non-factorizable corrections. The S- plus P -wave amplitude has then
7 (real) free parameters, since one global phase cannot be observed. They can be related to those of
Ref. [128] through a comparison with Eqs. (3), (8) and (35) of that work. If we drop the assumption that
the corrections to Wilson coefficients depend on the angular momentum of the Kpi pair, the number of
free parameters is reduced to 4. In Eq. (9) FDpi0,1 (s1) are the scalar and vector D to pi transition form
factors and FKpi0,1 (s1) the scalar and vector Kpi form factors.
A parametrization of the type of Eq. (9) has been introduced S- and P -wave Kpi pairs. The
parameters in that work were obtained from integrated branching ratios, and not from a Dalitz plot
analysis. Nevertheless, the results were satisfactory for
√
s1,2 .1.55 GeV. Additional contributions, e.g.
with higher angular momentum or the isospin-2 pi+pi+ interactions, are very small in this process. In
a realistic Dalitz plot analysis, however, they may be required and have to be included in the signal
function through usual isobar model expressions, for example.
Parametrization of the D0 → [K0Spi−]S,P,D pi+ amplitudes
In an amplitude analysis, using quasi-two body factorization, Ref. [129] has obtained good fits to the
Belle Dalitz plot density distribution and to that of a BABAR model for the D0 → K0Spi−pi+ decays.
The following parametrization, for the D0 → [K0Spi−]S,P,D pi+ amplitudes, is based on the amplitudes
derived from Eqs. (66) and (68) in Ref. [129]. One has, with s− = (pK0S + ppi−)
2, s+ = (pK0S + ppi+)
2
and s0 = (ppi− + ppi+)
2,
AD0S (s0, s−, s+) =
(
dS0 + d
S
1 s−
)
FKpi0 (s−),
AD0P (s0, s−, s+) =
(
s0 − s+ + ∆
2
s−
)
dP0 F
Kpi
1 (s−). (10)
Here the S- plus P -wave amplitude MD0(s0, s−, s+) = AD0S (s0, s−, s+) +AD
0
P (s0, s−, s+) depends on
3 free complex parameters, dS0,1 and d
P
0 which can also be related to the parameters appearing in the
Eqs. (66) and (68) of Ref. [129].
Despite its small fit fraction, the D0 → [K0Spi−]D pi+ amplitude can play an important role through
interference and from Eq. (76) of Ref. [129], it can be parametrized as
AD0D (s0, s−, s+) =
(
dD0 + d
D
1 s−
)
BK∗2 (s+, s−), (11)
where the contribution of the K∗−2 (1430) resonance is described by the relativistic Breit-Wigner function
BK∗2 (s+, s−) whose expression is given by Eq. (73) of Ref. [129]. Here again the two complex parameters
dD0,1 are related to those entering Eqs. (76) to (78) of Ref. [129].
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Finally, there will be analogous parametrizations for the D0 → [K0Spi+]S,P,D pi− amplitudes and
the contribution from the pi+pi− final state interactions can also be parametrized in a similar way by
introducing pipi form factors [129].
Relative phase
It is important to emphasize that in the total amplitude for the decay rates one cannot have access to
a global phase. Therefore, one of the global phases of the partial wave amplitudes can be set to zero.
This reduces the number of free (real) parameters in Eqs. (9) and (10) by one. Experimental groups
often take the P -wave, dominated by the ρ(770) or K∗(892), as the reference wave and hence impose,
by convention, the P -wave phase to be zero. This global phase difference between the S- and P -waves
plays an important role in generating the correct pattern of interferences observed in the Dalitz plot
analyses. In the parametrization outlined here this phase difference is obtained empirically from data.
Form factors
In Eqs. (9) and (10), the Kpi form factors play a crucial role. Those employed in our works are obtained
from dispersion relations accounting for analyticity and unitarity constraints [130, 133–135]. The scalar
form factor includes the contribution of the K∗0 (800) and K
∗
0 (1430) and the vector form factor those of
K∗(892) and K∗(1410). The non-resonant background is automatically included. The scalar and vector
D to pi transition form factors can be parametrized following Ref. [136] (see, e.g., Eqs. (116) and (117)
of Ref. [129]).
C. Concluding remarks and outlook
In this note we suggest the replacement of the sums of Breit-Wigner expressions, often used in Dalitz
plot analyses, by amplitudes parametrized in terms of unitary form factors. Those are determined by
coupled channel equations based on experimental meson-meson T -matrix elements together with chiral
symmetry and asymptotic QCD constraints. Our amplitudes also carry information about the weak
vertex, described within the quasi-two body factorization approach. In collaboration with J. P. Dedonder,
B. El-Bennich, R. Escribano, R. Kamin´ski, L. Les´niak, we are working on parametrizations for other
three-body hadronic D and B decays, that will be presented elsewhere. We will, upon request, provide
C++ functions ready for use, e.g., in CERN/Root.
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IX. TESTING THE SM WITH 3-BODY B DECAYS
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Abstract
An amplitude analysis can be used to extract the amplitudes of charmless B → PPP decays from
their Dalitz plots. Here we describe two methods that use such an amplitude analysis to perform
clean tests of the standard model (SM). Both methods use flavor SU(3) symmetry. We argue that
SU(3)-breaking effects, which could be responsible for discrepancies with the SM predictions, may be
reduced by averaging over the Dalitz plot. We show how this conjecture can be tested experimentally.
We also address some questions, related to rescattering, that arose at the LHCb workshop.
A. Introduction
One of the main purposes of the LHCb workshop on multi-body decays of B and D mesons was to
re-examine the analysis used to reconstruct the amplitudes of 3-body B decays from their Dalitz plots.
Here we describe two methods that use such an amplitude analysis to perform clean tests of the standard
model (SM).
Under flavor SU(3) symmetry, there are three identical final-state particles in charmless B → PPP
decays, so that the six permutations of these particles must be taken into account. This leads to six
final-state symmetries: there are one totally symmetric, one totally antisymmetric, two mixed-symmetric,
and two mixed-antisymmetric states. In B → P1P2P3 decays, the relative angular momenta of the Pi
are not fixed, so all six symmetry states are possible. The physical P1P2P3 state is a linear combination
of all six states.
The symmetry states can be isolated with an amplitude analysis. The B → P1P2P3 amplitude is
written as
M(s12, s13) = NDP
∑
j
cje
iθjFj(s12, s13) . (12)
The form of the Fj depends on the particular contribution to the amplitude (resonant or non-resonant),
and the cj and θj can be extracted from a fit to the Dalitz-plot event distribution. Given these quantities,
M(s12, s13) can be reconstructed. The amplitude for a state with a given symmetry is then found by
applying this symmetry to M(s12, s13). For example, the fully-symmetric (FS) final-state amplitude is
MFS = 1√
6
[M(s12, s13) +M(s13, s12) +M(s12, s23)
+ M(s23, s12) +M(s23, s13) +M(s13, s23)] . (13)
The FS state is particularly interesting because it receives no contributions from spin-1 resonances.
Furthermore, the FS state can be used to test the SM. Methods are described in the following two
sections.
B. Amplitude Equalities
It was shown in Ref. [137] that two amplitude equalities follow from U-spin transformations. They are√
2A(B+ → K+pi+pi−)FS = A(B+ → K+K+K−)FS ,√
2A(B+ → pi+K+K−)FS = A(B+ → pi+pi+pi−)FS , (14)
1 bhujyo@lps.umontreal.ca
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which we refer to as the Kpipi-KKK¯ and piKK¯-pipipi relations, respectively. These relations can be
probed experimentally, providing clean tests of the SM.
Question: Flavor SU(3) (or U spin) is only an approximate symmetry. Can it really be used in tests
of the SM? Answer: Absolutely, but SU(3) breaking must be kept in mind. In particular, if either of
the above amplitude equalities is found not to hold, it could simply be due to SU(3)-breaking effects. In
all of these tests, the possibility of SU(3) breaking must be addressed.
Question: Could rescattering break the amplitude equalities? Answer: Only if it includes an
SU(3)-breaking effect. Rescattering that respects SU(3) is included in the amplitude equalities.
Consider the Kpipi-KKK¯ relation. It can be written as
|A(B+ → K+K+K−)FS|√
2|A(B+ → K+pi+pi−)FS|
= 1 . (15)
(This also holds for B− decays.) The Kpipi-KKK¯ relation is momentum dependent, and holds at every
point in the Dalitz plot. Thus, the above ratio should be measured for each Dalitz-plot point, and
then one should average over all points. This will reduce the statistical error. Also: recall that the FS
amplitudes are reconstructed from a fit to the full Dalitz plot. The errors on the ratio at different points
are therefore correlated. These correlations must be taken into account in calculating the total error
resulting from averaging.
A similar analysis can be done for the piKK¯-pipipi relation.
1. SU(3) breaking
What about SU(3) breaking? In the presence of SU(3) breaking, we have
|A(B+ → K+K+K−)FS|√
2|A(B+ → K+pi+pi−)FS|
= |X| , (16)
where X is the SU(3)-breaking factor. It is a complex number that depends in a complicated way on all
the group-theoretical SU(3)-breaking terms, and can take different values at different points in the Dalitz
plot. Its size is unknown, though, based on SU(3)-breaking effects in two-body decays, one might naively
estimate its deviation from 1 to be O(30%). Now, it seems reasonable to expect that |X| − 1 > 0 at
some points of the Dalitz plot, and |X| − 1 < 0 at others. In this situation, averaging over all Dalitz-plot
points will reduce the effect of SU(3) breaking. If so, the deviation of X from 1 will be found to be much
smaller than O(30%).
Of course, there is no guarantee that this occurs for the Kpipi-KKK¯ relation (and SU(3) breaking
could be smaller simply due to the fact that all spin-1 resonances, and the associated SU(3) breaking,
are absent from the FS amplitudes). However, the key point is that one can experimentally test whether
the theoretical error is indeed reduced when one averages over the Dalitz plot.
Now consider a pair of B decays – one b¯→ d¯, the other b¯→ s¯ – that are related by U-spin reflection
(d↔ s). It has been shown [138] that, in the U-spin limit, the four observables Bd,s (branching ratios)
and ACPd,s (direct CP asymmetries) are not independent, but obey
− A
CP
s
ACPd
τ(B0)Bs
τ(B0s )Bd
= 1 . (17)
One 3-body decay pair to which this relation applies is B+ → pi+K+K− and B+ → K+pi+pi−. The
relation holds at each point on the Dalitz plot.
But what about U-spin breaking? Using the same logic as above, we expect that any U-spin breaking
is reduced when one averages over all Dalitz-plot points. That is, we write
− A
CP
s
ACPd
τ(B0)Bs
τ(B0s )Bd
= N . (18)
In the U-spin limit, N = 1. By measuring Bd,s and A
CP
d,s , and constructing the above ratio, it is possible
to experimentally determine if an average over all Dalitz-plot points leads to N → 1. If so, this supports
the conjecture that SU(3)-breaking effects are also reduced by averaging. (Note that no amplitude
analysis is required for this test.)
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C. Extraction of γ using an amplitude analysis
In this section we describe the method for extracting γ from B → PPP decays using an amplitude
analysis [139, 140].
It was shown in Ref. [141] that the amplitudes for each B → PPP symmetry state can be expressed
in terms of diagrams. These are similar to those of two-body B decays (T , C, etc.), except that (i)
they are momentum dependent, and (ii) for B → PPP decays one has to “pop” a quark pair from the
vacuum. Diagrams have the subscript “1” (“2”) if the popped quark pair is between two non-spectator
final-state quarks (two final-state quarks including the spectator).
Question: Doesn’t rescattering ruin the diagrammatic description of amplitudes? For example, what
do penguin diagrams even mean in the presence of rescattering? Answer: There was a great deal of
confusion at the workshop about diagrams and rescattering. Indeed, the simple use of penguin diagrams
was called into question. However, this is all a red herring. The diagrams include rescattering. For
example, consider the decay B+ → pi+K0, which is b¯ → s¯dd¯ at the quark level. One of the diagrams
contributing to this decay is a gluonic penguin: b¯→ s¯g∗(→ dd¯). Now, one of the gluonic penguin diagrams
has an internal c quark, and is proportional to V ∗cbVcs. It represents the tree-level decay b¯→ c¯cs¯, with the
cc¯ pair rescattering to dd¯. If the momentum transfer is large, this is short-distance scattering, and can be
thought of as cc¯→ dd¯ via the exchange of a single gluon. However, if the momentum transfer is small,
this becomes a long-distance effect involving multiple gluon exchange, or taking place at the hadronic
level. Regardless, this penguin diagram includes such rescattering processes as B+ → D+s D¯0 → pi+K0.
The point is that the diagrammatic decomposition of a decay amplitude takes rescattering into account,
and this holds for B → PPP decays.
Now consider the five decays B0 → K+pi0pi−, B0 → K0pi+pi−, B+ → K+pi+pi−, B0 → K+K0K−,
and B0 → K0K0K¯0. The B → Kpipi diagrams involve a popped uu¯ or dd¯ quark pair, while those of
B → KKK¯ have a popped ss¯ pair. But flavor SU(3) symmetry makes no distinction between uu¯, dd¯ or
ss¯, so that the five amplitudes are written in terms of the same diagrams.
The decay amplitudes for the FS states are given by
2A(B0 → K+pi0pi−)FS = beiγ − κc ,√
2A(B0 → K0pi+pi−)FS = −deiγ − P˜ ′uceiγ − a+ κd ,√
2A(B+ → K+pi+pi−)FS = −ceiγ − P˜ ′uceiγ − a+ κb ,√
2A(B0 → K+K0K−)FS = αSU(3)(−ceiγ − P˜ ′uceiγ − a+ κb) ,
A(B0 → K0K0K¯0)FS = αSU(3)(P˜ ′uceiγ + a) , (19)
where P˜ ′uc is a penguin diagram, a-d are linear combinations of diagrams (see Ref. [140]), and
κ ≡ −3
2
|V ∗tbVts|
|V ∗ubVus|
c9 + c10
c1 + c2
. (20)
There are many possible SU(3)-breaking effects between the B → Kpipi and B → KKK¯ diagrams, but
they cannot all be included in a fit. Instead, we assume that there is only a single SU(3)-breaking
parameter, αSU(3).
As written above, the five FS amplitudes depend on 11 theoretical parameters: the magnitudes of P˜ ′uc
and a-d (5), their relative strong phases (4), γ, and |αSU(3)|. But there are 13 experimental observables:
the decay rates and direct CP asymmetries of each of the five processes, and the indirect CP asymmetries
of B0 → K0pi+pi−, B0 → K+K0K− and B0 → K0K0K¯0. With more observables than theoretical
parameters, γ can be extracted from a fit, even with the inclusion of |αSU(3)| as a fit parameter.
In addition, since the SU(3)-breaking effects are momentum dependent, their effect on γ will vary
from point to point on the Dalitz plot. Thus, as before, we expect that averaging over all Dalitz-plot
points will reduce the effect of SU(3) breaking, so that the extracted value of γ will be close to its true
value. This also holds for αSU(3) alone.
In order to perform the fit, one must first extract the FS amplitudes MFS and MFS for each of the
five processes and their CP conjugates using an amplitude analysis of their Dalitz plots. Then, using
these FS amplitudes, one generates the observables for each decay. The effective CP-averaged branching
ratio (X), direct CP asymmetry (Y ), and indirect CP asymmetry (Z) are obtained at each Dalitz-plot
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point as follows:
X(s12, s13) = |MFS(s12, s13)|2 + |MFS(s12, s13)|2 ,
Y (s12, s13) = |MFS(s12, s13)|2 − |MFS(s12, s13)|2 ,
Z(s12, s13) = Im
[M∗FS(s12, s13) MFS(s12, s13)] . (21)
Given the theoretical expressions for the FS amplitudes [Eq. (19)], we know how X, Y and Z depend
on the theoretical unknowns. And given the values of these observables, one can perform a fit at
each Dalitz-plot point. Of all the theoretical parameters, only γ is the same at each point (i.e., it is
momentum-independent). One can therefore combine the results of all the fits to extract the preferred
value of γ. Note that the errors on X, Y and Z at different points are correlated. These correlations
must be taken into account in calculating the total error on γ.
In fact, BaBar has measured the Dalitz plots for each of the five decays of interest. In Ref. [140], we
performed a preliminary fit using this data and found the following intriguing result. There are four
preferred values for γ:
(31+2−3)
◦ , (77± 3)◦ , (258+4−3)◦ , (315+3−2)◦ . (22)
Three of these indicate new physics (is this a “Kpipi-KKK¯ puzzle”?). But one solution – (77± 3)◦ – is
consistent with the standard model.
Furthermore, we found that, when averaged over the points, |αSU(3)| = 0.97 ± 0.05 is found, i.e.,
this SU(3) breaking is small. This supports the conjecture that the full SU(3) breaking is small when
averaged over the Dalitz plot. Of course, as noted above, the full effect of SU(3) breaking is not simply
encoded in αSU(3). However, an estimate of this theoretical error can be obtained from the experimental
measurements of SU(3) breaking in Eqs. (16) and (18).
D. Conclusions
An amplitude analysis of charmless B → PPP decays can be used to construct the fully-symmetric
(FS) amplitude of the PPP final state. We have described two methods that use the FS amplitudes of
3-body B decays to perform clean tests of the SM. One of these uses the fact that, within flavor SU(3),
the SM predicts
√
2A(B+ → K+pi+pi−)FS = A(B+ → K+K+K−)FS and
√
2A(B+ → pi+K+K−)FS =
A(B+ → pi+pi+pi−)FS. The other is a method, also using SU(3), for extracting the weak phase γ from
the FS states of B → Kpipi and B → KKK¯ decays. This value of γ can be compared with that found in
independent measurements. In both of these methods, SU(3)-breaking effects could lead to discrepancies
with the SM predictions. We argue that such effects may be reduced by averaging over the Dalitz plot,
and show how this conjecture can be tested experimentally.
At the LHCb workshop there was much discussion about rescattering and its effect on the diagrammatic
description of B decay amplitudes, particularly penguins. In fact, this concern is misplaced – the diagrams
include rescattering. As regards the above methods for testing the SM, rescattering is important only
insofar as it breaks SU(3). Rescattering that respects SU(3) will not lead to discrepancies with the SM.
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A. Introduction
Rather than making a review of my talk, and following the recommendation of the organizers, here go
some thoughts stimulated by the discussions in the sessions and my view of these current issues.
B. Three mesons in the final state
One must differentiate two cases:
a) One meson interacts weakly with the others.
b) The three mesons interact strongly among themselves.
Case a) is for instance B0s decay into J/ψ and pi
+pi−. The J/ψ and pi+ interaction can be neglected
(even if some resonance is seen in this channel because other more important channels are not open).
Then one concentrates on the pipi interaction. Recall that in this decay one has ss¯ at the end, which
after hadronization gives KK¯. Then how does one get pipi at the end? The answer is re-scattering. This
is the first lesson in all these processes: Considering the interaction of the mesons is essential to correctly
interpreting the data. Second thought: Better use a scheme with coupled channels. You produce KK¯ at
the first step and measure pipi at the end. It is the re-scattering in coupled channels that produces the
pions at the end.
When taking into account meson meson interaction, like in other cases, unitarity, analyticity, chiral
symmetry, etc., should be implemented in the amplitudes. Although many approaches are suited, the
chiral unitary approach conjugates all these things in a technically easy way [142, 143].
Case b) is more difficult. In principle one should make approaches resembling Faddeev equations.
This is very difficult to implement for experimental analysis. The minimum requirement is the addi-
tion of the proper interacting amplitudes of each pair to guarantee that all possible resonances will appear.
Note also that in these processes, like in the Λb → K−pJ/ψ, there is also a non resonant term from
tree level production, meaning the production of the particles prior to their final state interaction. For
this it is important to look at the process at the quark level and perform the hadronization to obtain
final mesons. This is important because in some cases, like J/ψ and pi+pi− in the Bs decay, there is no
tree level, there is tree level for KK¯ but not for pipi, see [144]. This is also a point where the theoreticians
can help, evaluating or estimating the dependence of the tree level in the invariant masses.
C. D with high statistics
There is nothing wrong about having such fantastic statistics in D decays. In spite of it, there are
still many observables that are relevant and have not been properly exploited. One such example is the
mass distributions of pipi, piη, piK in D0 decays into K0S and f0(500), f0(980), a0(980) which can help in
our understanding of the nature of the scalar resonances [145].
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D. Quarks versus mesons
The description of the weak processes in terms of quarks is realistic and most useful, so let us stick to
it. However, if we observe mesons in the final states these quarks have to hadronize. From this moment
on we have entered the arena of meson interactions, which thanks to Weinberg [146], we know can be
described more efficiently in terms of effective theories, chiral Lagrangians, local hidden gauge approach
[147], etc.
Concerning the discussion of the f0(500) and f0(980) described in terms of quark components in
some experimental papers, one should recall that these resonances are well described in terms of meson
interactions in the chiral unitary approach. This does not mean that quarks are not there, simply that
they are not the efficient degrees of freedom to account for these resonances. There is another way to
look at this. In works where one starts with a qq¯ seed to represents the scalars and then unitarizes the
models to account for the inevitable coupling of these quarks to the meson meson components, it turns
out that the meson meson components ”eat up” the seed and remain as the only relevant component of
the wave function [148–151].
E. Threshold effects and new resonances
This is an interesting topic not yet exploited and that should prove fruitful in the future. There are
some resonances that appear as bound states of pairs of mesons (sometimes several channels collaborate)
and are not trivially identified as such. One such example is the D∗s0(2317) which in most works appears
roughly as a bound state of DK [152]. Another one is a predicted DD¯ bound state around 3720 MeV
[152] (the equivalent to the f0(980) which stands as mostly a bound state of KK¯). This state is difficult
to identify because it is below the DD¯ threshold, although the analysis of the DD¯ spectrum close to
threshold in the e+e− → J/ψDD¯ reaction supports the existence of this state [153].
In some papers we have stressed the relevant information to this respect that one finds by measuring
simultaneously the KD mass distribution close to threshold and the strength of the D∗s0(2317) formation
which will be seen in the Dspi channel [154, 155]. Similar cases for the production of X,Y,Z resonances
are discussed in [156].
F. When can we be sure to have a new resonance and not a threshold effect or reflection of
another resonance?
This is not trivial but has a solution. Reflection of a resonance in one invariant mass for the other
invariant mass of the Dalitz plot should come automatically in the present partial wave analysis that
LHCb is doing. For instance in the analysis of the Λb → J/ψpK− [157] one can see in fig. 3 that the
Λ(1405) and Λ(1520) resonances in the K−p distribution give rise to some broad peaks in the J/pi p
distribution.
Detecting threshold effects from other channels requires to use a coupled channel analysis with a
proper unitarization in coupled channels. This would require a different approach to the present partial
wave analysis, feasible in principle. In between, we will have to rely on theoretical calculations for
such possible effects. Yet, we should be warned that not every possible threshold effect will revert into
a visible peak, or account for the observed peaks. In this respect, the possible explanations for the
narrow peak observed in the pentaquarks search of [157], all rely on a production amplitude involving
the scattering amplitude of J/ψN or similar channels, which are necessarily small due to the OZI rule,
and hence do not seem too likely to explain the big narrow peak observed.
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Hadron spectroscopy is incomparably more involved than atomic spectroscopy, because of the multitude
of strongly coupling decay channels and the usually large resonance widths, which can even be of the
same order of magnitude as the level splittings. This reality is hardly compatible with the continued use
of Breit-Wigner (BW) parametrisations of hadronic resonances, as BW shapes can only be accurate
for relatively narrow resonances, far from any threshold. But also the often used Flatte´ [158] form to
parametrise two-channel resonances near an important inelastic threshold can lead to pathological effects,
as in the often cited LASS [159] analysis of S-wave Kpi scattering, due to an unphysically large effect of
the subthreshold Kη′ channel a low energies.
Clearly, it would be very desirable for data analysts to have at their disposal a simple-to-use expression
for the fitting of multichannel hadronic data that manifestly satisfies unitarity and analyticity, besides a
proper handling of overlapping resonances and also accounting for subthreshold contributions. Now,
such a framework has been proposed by us for mesons many years ago, on the basis of the empirically
observed dominance of OZI-allowed decays, triggered by quark-pair creation from the vacuum and so
with 3P0 quantum numbers. Of course, experimentalists need model-independent formulae to analyse
their data. However, as we shall show right away, our expressions for the amplitudes can be stripped of
most or even all of their model dependence, without affecting the nice properties of the formalism.
In the year 2001, Jeffrey Appel, co-spokesperson of the E791 Collaboration, contacted us by email
[160] in connection with a Comment we had published [161] on a paper by To¨rnqvist [162], in which
we criticised the failure to find a scalar κ meson (nowadays called K∗0 (800)), besides the σ meson
(now f0(500) “rehabilitated” by To¨rnqvist & Roos in Ref. [149]. Appel informed us that E791 had
been encouraged by our Comment and indeed observed preliminary evidence of a κ resonance. In the
ensuing email exchange, he also challenged us [160] to provide easy-to-use formulae to fit the awkward
light scalars, as in our original work predicting a complete light scalar nonet [163] a very complicated
multichannel quark model had been employed, which was indeed impracticable for experimental anaysis.
Thus, we developed a very simple yet fully unitary and analytic ansatz for non-exotic mesonic resonances
without mixing in the quark sector and only one open decay channel, hence particularly suited to
describe S-wave Kpi scattering below the Kη′ threshold. (Note that the Kη channel almost entirely
decouples for a realistic pseudoscalar mixing angle). The resulting expression for the cotangent of the
phase shift reads [164]
cot(δL) =
nL(ka)
jL(ka)
−
{
2λ2µka j2L(ka)
N∑
i=0
B
(i)
`
E − E(i)`
}−1
, (23)
where jL and nL are spherical Bessel and Neumann functions, respectively, with L the orbital angular
momentum in the meson-meson decay channel, k and µ are the relativistically defined momentum
and reduced mass in that channel, a is the decay radius of string breaking for OZI-allowed decay, λ
is an overall coupling constant, N is the number of included bare (“quenched”) q1q¯2 states, ` is the
orbital angular momentum of these states, B
(i)
` are adjustable constants, E
(i)
` are the real energies of the
bare q1q¯2 states, and E is the total energy of the system, which becomes complex for physical mesonic
resonances. The expression in Eq. (23) was then fitted [164] to experimental S-wave Kpi phase shifts,
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with only two bare strange scalar quark-antiquark states included having fixed energies as predicted
by the model of Ref. [163], and the rest of the infinite sum approximated by a negative constant,
while absorbing λ in the constants B
(i)
0 . Not only was the resulting four-parameter fit of excellent
quality, up to 1.45 GeV, but it also yielded automatically very reasonable values for the κ and K?0 (1430)
resonance pole positions [164], which can be obtained from Eq. (23) by finding the complex energies E
that satisfy cot(δ0) = i. In Ref. [165] we developed a very detailed coupled-channel formalism, called
Resonance-Spectrum Expansion (RSE), to show the relation between our previous coordinate-space
model as employed e.g. in Ref. [163] and the simple, more empirical expression in Eq. (23).
In Ref. [166] we demonstrated the predictive power of Eq. (23), by applying exactly the same expression
to the then just observed enigmatic and very narrow DsJ (2317) meson, with unaltered parameters, the
only difference being the substitution of the mass of a strange quark mass by that of a charmed quark.
This allowed to explain the low mass of what is now established as the scalar cs¯ meson D?s0(2317), while
also predicting a broad D?0(2100–2300) resonance, now listed in the PDG meson summary table as
D?0(2400)
0, with a mass of (2318± 29) MeV and a width of (267± 40) MeV.
Now, from an experimental point of view one may argue that the formula in Eq. (23) is still too
model dependent. However, this dependence can be almost completely eliminated. For instance, the
bare energies E
(i)
` can be taken as free fit parameters instead of resulting from an unquenched quark
model like that of Ref. [163]. This would be similar to fitting resonance masses and widths in a BW
or Flatte´ parametrisation, with the additional advantage of needing to fit only one real quantity for
each resonance, as the pole positions follow straightforwardly from Eq. (23). Moreover, the employed
spherical Bessel and Neumann functions may even be replaced by more general functions. We shall
come back to this point below.
Clearly, most mesonic resonances have several inelastic decays, so that the one-channel formula in
Eq. (23) is inadequate in those cases. Thus, we have also developed more general expressions, which
can not only account for multiple decays, but also for more than one qq¯ channel. This is important,
for instance, when different qq¯ angular-momentum states having the same quantum numbers can mix,
e.g. 3S1 and
3D1, or when one is dealing with light isoscalar mesons, which are in principle mixtures of
nn¯ (n = u, d) and ss¯. Together with David Bugg and Frieder Kleefeld, we applied such an extension
to the light scalar nonet [167], achieving a detailed description of phase shifts, inelasticities, and line
shapes, besides realistic pole positions. Another application was a more detailed calculation [168] of the
charmed scalars D?s0(2317) and D
?
0(2400), also predicting their first radial excitations, the former of
which is a candidate for the DsJ(2860) resonance.
The most general RSE framework for non-exotic meson-meson scattering, with an arbitrary number of
quark-antiquark and two-meson channels of different types, we published in Ref. [169]. This formalism has
been very successfully applied to e.g. JP = 1+ open-charm mesons [170] and the mysterious axial-vector
charmonium-like state X(3872) [171]. The general expression for the fully off-energy-shell multichannel
T -matrix reads
T (Li,Lj)ij (pi, p′j ;E) = −2λ2a
√
µipiµ′jp
′
j j
i
Li(pia)
N∑
m=1
Rim(E)
{
[1 − ΩR]−1}
mj
jjLj (p
′
ja) , (24)
where Rij(E) =
Nq1 q¯2∑
α=1
∞∑
n=0
g
(α)
i (n)g
(α)
j (n)
E − E(α)n
(25)
and
Ωjr(E) = −2iλ2aµjkj jjLj (kja)h
(1)j
Lj
(kja) δjr . (26)
The fully on-shell and unitary S-matrix is then given by
S(Li,Lj)ij (ki, kj ;E) = δij + 2iT (Li,Lj)ij (ki, kj ;E) . (27)
Besides the quantities already defined in Eq. (23), we have in Eqs. (24–27) the orbital angular momenta
in channels i, j, Li resp. Lj , the total number of (open or closed) two-meson channels, N , the number of
quark-antiquark channels with the same quantum numbers, Nq1q¯2 , the spherical Hankel function of the
first kind for two-meson channel j, h
(1)j
Lj
, and the coupling of the (n−1)th q1q¯2 recurrence in channel α to
meson-meson channel i, g
(α)
i (n). The latter couplings can be straightforwardly computed in the general
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scheme developed many years ago by one of us (EvB) [172], which is based on overlaps of normalised
harmonic-oscillator wave functions for the quark-antiquark pair of the decaying meson, the one created
out of the vacuum with 3P0 quantum numbers, and the ones for the two outgoing mesons. Note that
for the quark-antiquark ground states (n = 0), these coupling constants are usually identical to those
resulting from standard recouplings for spin, orbital angular momentum, and isospin in point-particle
approaches. As for the S-matrix in Eq. (27), it is restricted to the open meson-meson channels, with
on-shell momenta ki, kj , contrary to T , which has been given fully off-shell, for the corresponding
momenta pi, pj . However, closed channels do contribute to S as well, since the RSE matrix R in the
denominator of Eq. (24) is always N ×N . Nevertheless, for phenomenological reasons it may turn out
to be necessary to further reduce the influence of closed channels far below their thresholds, which can
be achieved by using a form factor [167, 168].
For data-analysis purposes, Eqs. (24–27) can be made less model dependent by truncating the infinite
sum in Eq. (25) to only a few terms and taking the corresponding real energies E
(α)
n as fit parameters,
just like in Eq. (23). Furthermore, the n dependence of the couplings g
(α)
i (n) can also be made adjustable,
since the specific fall-off for higher recurrences as derived in Ref. [172] is indeed model dependent and will
be different for other types of wave functions. Nevertheless, the couplings for the same value of n should
not be allowed to vary, because they are essentially just determined by Clebsch-Gordan coefficients.
Finally, the employed spherical Bessel and Hankel functions can also be generalised, by assuming a
smoother string-breaking potential than the spherical delta-shell mostly employed by us. Although the
latter singular function is a reasonable approximation to the peaked transition rate between qq¯ and
meson-meson states as determined on the lattice [173], more detailed shapes have in fact been derived
in Ref. [172] for the model of Ref. [163]. The corresponding coordinate-space expressions can then be
Fourier-transformed so as to obtain alternative functions for the three-meson vertices, other than the
usual spherical Bessel function. One might even employ more empirical functions to model those vertices
in the effective separable RSE meson-meson interaction [169]. The only necessary step is then to evaluate
a one-loop (“bubble”) integral to obtain the diagonal matrix Ω in Eq. (24). The separability of the
meson-meson interaction always allows to obtain an exact, closed-form expression for the S-matrix that
is manifestly unitary and analytic. The latter can even be achieved if one includes resonances in the
two-meson final states, in order to mimic the many multiparticle decays of excited mesonic resonances
observed in experiment [174]. Now, the corresponding complex masses in asymptotic states in principle
destroy unitarity of the S-matrix. However, by making use of the unaltered symmetry of S, an empirical
algebraic procedure [171] allows to redefine S so as to restore exact unitarity. This has been applied
with remarkable success to the OZI-forbidden ρ0J/ψ and ωJ/ψ decays of X(3872) in Ref. [171].
To conclude the present brief review, we now focus on production processes. Because direct meson-
meson scattering is not feasible experimentally, mesonic resonances initially used to be produced in
meson scattering off nucleons, from which meson-meson data were then extracted. For example, the
famous LASS [159] data on K−pi+ scattering were obtained from the reaction K−p→ K−pi+n. However,
nowadays mesonic resonances are either observed in e+e− collisions and decays of the resulting vector
states, or in multiparticle decays of open-bottom and open-charm mesons. One may argue that, from a
theoretical point of view, there is no fundamental difference between the various mechanisms to produce
meson resonances, as resonance pole positions are generally accepted to be universal and so independent
of the process. However, resonance line shapes may very well depend on the production mechanism,
which makes it all the more important to have an adequate formalism at hand for a reliable analysis of
the experimental data. But still more importantly, the common feature of production processes is an
initial state with only one quark-antiquark pair and not a two-meson system. This yields an extra term
in the production amplitude as compared to meson-meson scattering, which is even of leading order in
the coupling constant for qq¯ creation [175].
The formalism for production processes in Ref. [175] was directly derived from the RSE model [169].
Thus, the relation between the production amplitude for an initial quark-antiquark state labelled α to a
final meson-meson state labelled i reads
P(α)i ∝ λ
∑
L,M
(−i)L Y (L)M (pi)Q(α)`qq¯ (E)
{
gαi jL(pia)− i
∑
ν
µν pν h
(1)
L (pνa) gαν T (L)iν
}
, (28)
where T (`)iν is a partial-wave T -matrix element for transitions between the two-meson channels i and
ν. Besides the quantities already defined in Eqs. (23–27), we have here the largely unknown function
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Q
(α)
`qq¯
(E) to describe the initial quark-antiquark state α with energy E, which should be determined by
the precise production mechanism. Note that P and T share the same resonance poles, as the remaining
functions in Eq. (28) are all smooth. Furthermore, the production amplitude P manifestly satisfies
[175, 176] the so-called extended-unitarity relation
ImP = T ∗ P , (29)
despite the fact that the coefficients in front of the T -matrix elements in Eq. (28) are complex [176, 177]
due to the spherical Hankel function h
(1)
L . Pennington & Wilson argued [178] that these coefficients
should be real, but we showed [177] this to imply that the coefficients themselves must contain T -matrix
elements, whereas our definition in Eq. (28) involves purely kinematical coefficients, proportional to h
(1)
L .
Besides this clear advantage, Eq. (28) explicitly displays the mentioned lead term in the production
amplitude, which is linearly dependent on the coupling gαν between the initial qq¯ state and meson-meson
channel ν, and has the shape of a spherical Bessel function. This term will generally result in an
enhancement in the cross section right above a threshold opening, which may be mistaken for a genuine
resonance or distort the signal when indeed a true resonance pole is nearby [179, 180]. In Ref. [175] we
also showed the connection between our production formalism and the BW approximation as well as the
K-matrix approach.
Just as in the case of multichannel scattering above, jL and h
(1)
L in Eq. (28) may be substituted by
more detailed functions to describe string breaking or by purely phenomenological ones, in the context
of the RSE formalism. This will not affect the nice properties of the production amplitude.
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XII. QUESTIONS/REQUIREMENTS TO THEORY
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A. Introduction
With the advent of large data sets from diffractive production of exclusive (3pi)− (50 to 100
Mevents), it has become possible to extract the structure of the underlying (2pi)0 isobars (JPC :
0++, 1−−, 2++, 3−−, 4++) over a wide mass range of the 2pi-system using highly-developed partial
wave analysis tools [181]. This extraction is being performed for different values of JPC and mass of the
3-body system. Although some ambiguities still exist on what concerns the independent extraction of all
isobars in a fully model-independent way, we expect this information to be available soon, unless we
encounter unexpected fundamental problems with this approach. Thus, we can study the amplitudes of
the isobaric system and their dependence on the (3pi)− mass for various values of the angular momentum
relative to the “spectator” pion. We expect this information being valuable input to describe these
systems using a set of universal amplitudes, which could also incorporate final state interaction (FSI)
with the third pion. In addition, one can vary the momentum of the spectator pion in the isobar rest
frame by varying the mass of the (3pi)− system.
1. JPC-dependent description of the isobar in a 3-body decay
A first analysis of the pipi S-wave in COMPASS data [181] has shown that the same general features
as seen in pi − pi scattering data or in a model–independent analysis of Ds decays [28] (see LHCb, Belle,
Belle II, BaBar, BESIII and others), can be found in (3pi)− decays (see fig. 11). It is also known from
the analysis of ηc decays, recently presented by the BaBar collaboration (see hadron2015) [182], that the
moduli of the pipi amplitudes from various processes vary considerably. However, the mass dependence
of the pipi phase shows little dependence on the system studied (except for an overall phase offset). In
order to extract information on more general system-independent amplitudes, theory input is required
to give guidance on the functional form. Chiral Perturbation Theory (χPT ) can be used to calculate
these amplitudes up to pipi masses of about 400 MeV/c2. The extrapolation to the threshold for inelastic
processes can be performed using dispersion relations. However, no such recipe exists to continue the
pipi amplitude beyond this mass, nor how to include well-known high-mass scalar resonances such as
f0(1500) (or above). This information, however, is crucial for several physics goals:
• to perform a quasi model-independent Partial-Wave Analysis (PWA) of the (3pi)− system or
even a multi-dimensional PWA, which includes the (3pi)− and (2pi)0 amplitudes as well as their
t′-dependence, in order to extract information on resonances in both the (3pi)− and (2pi)0 system
and their interrelation.
• to perform a CP violation analysis of D- and B-meson decays using purely hadronic final states
on the level of physical amplitudes, instead of in bins within a Dalitz plot. Such a CP violation
analysis would also be based on the evolution of the amplitudes with decay time and thus requires
the correct description of the real and imaginary parts of the amplitudes, not just their magnitude.
• to extend all analyses to (true) 4-body and possibly 5-body final states
2. Description of a resonance - poles
Until recent, almost all determinations of meson and heavy-baryon resonances and their parameters
have been performed using “simple” mass fits based on Breit-Wigner amplitudes together with a coherent
background amplitude (the parametrization of the latter is mostly empirical). Only elastic-scattering
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To overcome these problems, we use a model-independent
partial wave analysis introduced by the Fermilab E791
Collaboration [5]: instead of including the S wave ampli-
tude as a superposition of relativistic Breit-Wigner func-
tions, we divide the !þ!" mass spectrum into 29 slices
and we parametrize the S wave by an interpolation be-
tween the 30 end points in the complex plane:
AS waveðm!!Þ ¼ Interpðckðm!!Þei"kðm!!ÞÞk¼1;::;30: (7)
The amplitude and phase of each end point are free pa-
rameters. The width of each slice is tuned to get approxi-
mately the same number of !þ!" combinations
( ’ 13 179& 2=29). Interpolation is implemented by a re-
laxed cubic spline [14]. The phase is not constrained in a
specific range in order to allow the spline to be a continu-
ous function.
The background shape is obtained by fitting the Dþs
sidebands. In this fit, resonances are assumed to be inco-
herent, i.e. are represented by Breit-Wigner intensity terms
only. A good representation of the background includes
TABLE I. Results from the Dþs ! !þ!"!þ Dalitz plot analysis. The table reports the fit
fractions, amplitudes and phases. Errors are statistical and systematic, respectively.
Decay mode Decay fraction (%) Amplitude Phase (rad)
f2ð1270Þ!þ 10:1' 1:5' 1:1 1.0 (fixed) 0.0 (fixed)
#ð770Þ!þ 1:8' 0:5' 1:0 0:19' 0:02' 0:12 1:1' 0:1' 0:2
#ð1450Þ!þ 2:3' 0:8' 1:7 1:2' 0:3' 1:0 4:1' 0:2' 0:5
S wave 83:0' 0:9' 1:9 Table II Table II
Total 97:2' 3:7' 3:8
$2=NDF 437422"64 ¼ 1:2
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FIG. 2 (color online). (a) S wave amplitude extracted from the best fit, (b) corresponding S wave phase, (c) S wave amplitude
compared to the FOCUS and E791 amplitudes, and (d) S wave phase compared to the FOCUS and E791 phases. Errors are statistical
only.
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Figure 11: Comparison of the pipi S-wave phase as extracted from decays of Ds-mesons (BaBar [28] - solid dots)
and from a first freed-isobar analysis of the (3pi)− system forming a pi(1800) (blue crosses) derived from [181]. An
arbitrary phase offset was added to the COMPASS data to roughly match the phase variation around f0(980) .
data have been used to extract pole information from the S-matrix. While experimentalists are exposed
to much criticism for using Breit-Wigner amplitudes, few other methods have been on the market and
are easily available. Although BaBar and COMPASS have started to use polynomials and K-matrix
parametrizations for their fits, this work has not been concluded and there is a significant model
dependence in the formulation of these analytic functions. Some more guidance and a list of “pros” and
“cons” of different recipes, to which one can refer, would be very helpful. We see this as the only way to
obtain process independent information, also referred to by the PDG.
3. Threshold phenomena
With the appearance of X,Y, Zc,b and Pc-states and also recently, the a1(1420), the question of their
nature dominates the discussion in hadron physics. This is particularly true for resonance structures
appearing close to thresholds of pairs of much lighter mesons. Here, triangular or loop diagrams can
be calculated (probably up to some overall amplitude factor) resulting in analytical amplitudes, which
could be used by experimentalists in their mass-dependent fits, replacing the above mentioned pole
descriptions. This would complete all analyses of new states in terms of well-motivated mass-dependent
amplitudes.
4. Non-resonant contributions in diffraction
Pion diffraction off nucleons always results in a superposition of production processes, e.g. Pomeron
exchange and “Deck” effect, where the latter is modeled to proceed via pion-nucleon elastic scattering
with Reggeon exchange at the nucleon-vertex and by the exchange of a pion to the “upper” pion vertex.
The “Deck” process is thought to be the most prominent non-resonant contribution in diffraction. These
production processes have different dependences on the four-momentum transfer t′ to the target proton
and thus may be disentangled by performing the PWA at various values of t′. This may provide clearer
access to resonances without the use of simplistic parametrizations of the non–resonant contribution,
which is known to distort resonance signals. Here, a better model for the non–resonant production is
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required, which can be developed only if detailed information from “inside” the production amplitude is
known. This task should be addressed jointly by theorists and experimentalists.
B. Conclusion
Partial-wave analyses of various multi-body systems have reached a new level of accuracy and
complexity. With much closer links to theoretical calculations, the extraction of physics information
could be raised to a new level, namely (nearly) “universal” amplitudes. Extraction of pole parameters,
the role of underlying dynamics and CP violation based on calculable strong amplitudes could be much
rewarding results. We are aware that substantial effort is ongoing already (see e.g. “white paper” [183]),
but a worldwide coherent program, which includes heavy- and light-quark physics processes, could
accelerate the development, for which theory is an absolutely necessary and crucial ingredient.
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XIII. CPT, FINAL STATE INTERACTION AND CP VIOLATION
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The CPT invariance of the fundamental theory implies identical particle and antiparticle lifetimes.
The partial decay widths of CP conjugate channels can be different due to CP violation (CPV), but
in order to fulfill the CPT constraint their sum, namely the total width for particle and antiparticle,
should be equal. Therefore, the amount of CPV in one channel should be compensated in other ones.
The mechanism that allows the flow of CPV between different channels is the final state interaction
(FSI), which couples different states in the decay channel. The discussion given in the following presents
a CP asymmetry formula including resonances and FSI based on the CPT constraint.
The CP asymmetry formula is discussed in the lowest order in the strong interaction and decomposed
in the two-body channels angular momentum. At the end of the section an expression for the CP
asymmetry is provided for the decays channels B± → pi±pi+pi− and B± → K±pi+pi−. For this example,
we parametrise the Dalitz plot with an isobar model, with Breit Wigner lineshapes for resonances like the
ρ and the f0(980), plus a non-resonant background. In addition, the contributions from the pipi ↔ KK
coupled channel amplitude is taken into account.
We follow closely refs. [15, 16, 184–186] to introduce our notation and the CPT constraint in B meson
decays. We start with the CPT invariance of the weak Hamiltonian Hw and the strong Hamiltonian Hs,
namely (CPT )−1Hw,sCPT = Hw,s. The hadron weak decay amplitude is obtained as the matrix element
〈λout|Hw|h〉, where the state |λout〉 carries the effect of the strong interaction between the hadrons in
the final state. This is our main assumption.
The requirement of CPT invariance on the decay amplitude is 〈λout|Hw|h〉 = χhχλ〈λin|Hw|h〉∗ , where
we used that the hadron state |h〉 transforms under CPT as CPT |h〉 = χ〈h|, where h is the charge
conjugate state and χ a phase. The completeness relation for the strongly interacting states in terms of
the eigenstates of Hs, |λout〉, given by
∑
λ¯′out
|λ¯′out〉〈λ¯′out|, and the hermiticity of Hw implies that
〈λout|Hw|h〉 = χhχλ
∑
λ
′
Sλ′,λ〈λ
′
out|Hw|h〉∗ , (30)
where Sλ′,λ = 〈λ
′
out|λin〉 = Sλ′,λ defines the matrix elements of the S-matrix. These matrix elements
contain the information about the distortion of the final state due to the strong interaction, related to
the strong phase. Note that, the final state in general can have more than two particles, and therefore
the strong phase in the general case is not restricted to be directly associated with only the two-body
phase-shift.
The full widths of the decaying particle and its charge conjugate are identical, i.e., the mean life of
the particle and its conjugate are equal. From the CPT invariance relation (30) and the hermiticity
of Hw, one can easily prove that the sum of partial widths of the hadron and its charge conjugate are
indeed equal (see for details ref. [15]).
The expression (30) can be turned practical by introducing the expansion of the strongly interacting
state as the free state (λ0〉) plus scattering corrections: |λout〉 = |λ0〉+ . . . . The free state is the mesonic
noninteracting state, which does not carry the distortion due to the strong force. Thus, we write that:
〈λout|Hw|h〉 = χhχλ
∑
λ
′
Sλ′,λ〈λ
′
0|Hw|h〉∗ + · · · =
∑
λ′
(δλ′,λ + i tλ′,λ) 〈λ′0|Hw|h〉+ · · · , (31)
where we have used the CPT invariance of the weak Hamiltonian, i.e., 〈λ0|Hw|h〉 = χhχλ〈λ0|Hw|h〉∗ ,
the CP invariance of the strong S-matrix, namely Sλ′,λ = Sλ′,λ and we have written the S-matrix in
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terms of the scattering amplitude tλ′,λ, as Sλ′,λ = δλ′,λ + i tλ′,λ. The decay amplitudes computed with
the non interacting terms in (31) have the effect of CP violation and are written in general as a sum of
two terms:
〈λ0|Hw|h〉 = A0λ + e−iγB0λ, and 〈λ0|Hw|h〉 = A0λ + e+iγB0λ, (32)
where A0λ and B0λ can be in principle associated with the tree and penguin amplitudes in the Bander-
Silverman-Soni (BSS) model [187]. The BSS mechanism is the direct CPV due to the interference of the
tree (weak phase) and penguin (strong phase) amplitudes leading to the same final state. Within the
present framework we name the amplitudes A0λ and B0λ, as partonic or source amplitudes. In the region
of the Dalitz plot where the effects of the final state interaction and formation of resonances are small,
the source amplitudes are directly accessible and are associated with the usual non-resonant background,
although the source amplitudes, in principle, cover all the available phase-space. Substituting the source
terms in (31) one has that:
〈λout|Hw|h〉 =
∑
λ′
(δλ′,λ + i tλ′,λ)
(
A0λ + e
−iγB0λ
)
+ · · · , (33)
which gives for the CP asymmetry , ∆Γλ = |〈λout|Hw|h〉|2 − |〈λout|Hw|h〉|2, computed to leading order
in the hadronic interaction, the following expression:
∆Γλ = 4(sin γ) Im
{
(B0λ)
∗
A0λ + i
∑
λ′
[
(B0λ)
∗
tλ′,λA0λ′ − (B0λ′ tλ′,λ)∗A0λ
]}
, (34)
where λ′ labels each state coupled to the decay channel λ by the strong interaction. The last two
terms in the right-hand side of eq. (34) can be interpreted as the “compound” CP asymmetry [188].
These two contributions cancel each other when summed in λ (note that an integration over the phase-
space is also implicit) resulting in the CPT condition,
∑
λ ∆Γλ = 0, if the source amplitudes satisfy:∑
λ Im
[
(B0λ)
∗
A0λ
]
= 0, which is a consequence of the CPT constraint at the microscopic level, e.g., as
expressed by the tree and penguin amplitudes in the BSS model, that should be valid in the absence of
final state interactions. This term was neglected by Wolfenstein [117], which corresponds to the trivial
solution of this equality, assuming that the phase difference between the two CP-conserving amplitudes
is zero for all decay channels. Therefore, if we have only two decay channels, namely, λ and λ′, which
are coupled by the strong interaction, we can write:
∆Γλ = 4(sin γ) Re
{
(B0λ)
∗
tλ′,λA0λ′ − (B0λ′ tλ′,λ)∗A0λ
}
= −∆Γλ′ , (35)
To derive the above expression we used tλ′,λ = tλ,λ′ . The relation (35) has been used in Ref. [15]
for a qualitative analysis of the large CP violation effects observed by the LHCb collaboration in
charmless three-body B± decays [189]. The focus of the study is the decay channels B± → K±K+K−
and B± → K±pi+pi− in the low K+K− and pi+pi− mass regions between 1 and 1.6 GeV, where these
channels are coupled by the strong interaction [29, 190].Expression (35) shows that apart from a phase-
space factor, the asymmetries in these channels are proportional to
√
1− η2 cos (δKK + δpipi + Φ). This
factor arises from the magnitude and phase of the pipi → KK transition amplitude [191]: η is the
inelasticity parameter and δpipi(KK) are the isoscalar spin zero phase-shifts. A more detailed analysis is
presented in [16] based on the recent experimental findings of LHCb [11]. Both analyses based on Eq.
(35) led to the conclusion that the “compound contributions are essential to form the observed pattern
of the CP asymmetry data.
We now discuss equation (35) for the particular case when A0λ = 0 in the two-channel case, which gives
that: ∆Γλ = 4(sin γ) Re{(B0λ)∗ tλ′,λA0λ′} . In this configuration, still, a CP asymmetry can appear
due to the interference of two terms, where one of them arises from the strong coupling between the
channels λ and λ′ and the other is the one related with the weak phase. Now consider a B± decay
channel where the penguin (tree) contribution is negligible, while in the corresponding coupled channel
it is the opposite, i.e., the tree (penguin) contribution can be neglected. Then, the weak CP violating
phase comes only through one channel and for the CP asymmetry to be visible, the interference has to
occur between amplitudes originating in different channels, coupled by the strong interaction. In this
case, FSI are the dominant mechanism leading to CP violating interference effects.
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For more detailed applications, the expression (31) has to include resonances formed in the partonic
process, like for example B → piρ (see [16]). To take into account resonances the amplitudes A0λ and
B0λ are separated in two parts:
AJ0λ = A
J
0λNR +
∑
R
AJ0λR and B
J
0λ = B
J
0λNR +
∑
R
BJ0λR , (36)
where the subscripts R and NR mean resonant and nonresonant channels, respectively. The label J
indicates the spin of the two-body state. Accounting for (36) the decay amplitude in Eq. (33) can be
generalized to:
A±LO =
∑
J
[∑
R
AJ0λR +A
J
0λNR+ e
±iγ
(∑
R
BJ0λR +B
J
0λNR
)]
+
+ i
∑
λ′,J
tJλ′,λ
[∑
R
AJ0λ′R +A
J
0λ′NR+ e
±iγ
(∑
R
BJ0λ′R +B
J
0λ′NR
)]
, (37)
where in the expression above the strong scattering amplitude tλ′,λ is considered to leading order (LO).
In addition, the source resonant terms AJ0λR and B
J
0λR should be interpreted as bare amplitudes, which
are formed directly at the partonic level where the two-hadron rescattering process is not yet included.
Therefore, the Breit-Wigner (BW) amplitudes in each term are identified with
(1 + i tJλλ)A
J
0λR → aR0 FBWRλ PJ(cos θ) and (1 + i tJλλ)BJ0λR → bR0λFBWRλ PJ(cos θ), (38)
where J is the spin of the resonance decaying to two spin zero particles and PJ(cos θ) is the J
th order
Legendre polynomial and θ is the helicity angle between the same-charge particles in the Gottfried-Jackson
frame.
After substituting (38) in (37), we get that
A±LO =
∑
J R
(
aR0λ + e
±iγbR0
)
FBWRλ PJ(cos θ)+
∑
J
(
AJ0λNR + e
±iγBJ0λNR
)
+i
∑
λ′,J
tJλ′,λ
(
AJ0λ′NR + e
±iγBJ0λ′NR
)
,
(39)
where the first and second term in the right-hand side are associated with the isobar model. The
second term is the source amplitude for the final state channel, and the third one includes the hadronic
interaction among the two of the hadrons with angular momentum J . We should note that the third
term in eq. (39) could also include a resonance in channel λ′, which can decay to channel λ due to the
coupling between these states by the strong interaction, although we have not included this possibility
in the expression of the decay amplitude. The resulting CP asymmetry from eq. (39), considering terms
only in the LO on the strong scattering amplitude, can be cast in the following form:
∆Γλ = Γ (h→ λ)− Γ(h→ λ) =
= 4(sin γ)
∑
J J′
Im
{(∑
R
bR0λF
BW
Rλ PJ(cos θ) +B
J
0λNR
)∗(∑
R′
aR
′
0λF
BW
R′λ PJ′(cos θ) +A
J′
0λNR
)
+
+ i
∑
λ′
(∑
R
bR0λF
BW
Rλ PJ(cos θ) +B
J
0λNR
)∗
tJ
′
λ′,λ
(∑
R′
aR
′
0λ′F
BW
R′λ′PJ′(cos θ) +A
J′
0λ′NR
)
+
− i
∑
λ′
(∑
R′
bR
′
0λ′F
BW
R′λ′PJ′(cos θ) +B
J′
0λ′NR
)∗ [
tJ
′
λ′,λ
]∗ (∑
R
aR0λF
BW
Rλ PJ(cos θ) +A
J
0λNR
)}
. (40)
The subindex λ also includes different kinematical regions of the three-body channel. Since we have
introduced the Breit-Wigner amplitudes in the decay amplitude (FBWR′λ′), the CPT constraint has to be
checked in the actual fit, i.e., if
∑
λ ∆Γλ = 0 is satisfied when one takes into account the integration
over the phase-space besides the sum over all decay channels in the sum of λ. In the fitting procedure
performed in [16], we kept only terms that are consistent with the CPT constraint.
The non-resonant source terms, AJ
′
0λ′NR and B
J′
0λ′NR, can contain a form factor like
(
1 + s
Λ2λ
)−1
or
similar to parametrize the dependence on the square mass of the two particle system (either pipi or KK)
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produced by the short-range dynamics. Such form factor is associated with the partonic decay amplitude
that produces the three-meson final state. In the production process, the relative momentum between
the pair of mesons is distributed among the quarks in the momentum loop within the microscopic
amplitude computed with the tree and penguin diagrams. Therefore, by changing the relative momentum
between the mesons in the final state the internal structure of the mesons involved in the initial and
final states are probed. In general, the non resonant amplitude should depend on the two kinematically
independent Mandelstam variables ;for simplicity, we chose only one of them in the example given above.
The suggestion of a power-law form just reflects the hard momentum structure of the mesons involved
in the decay [192]. For example, by looking at the tree diagram, one observes that the decay of the
b−quark in in its rest frame, produces a fast light quark and a pion back to back. The light quark has
to share its momentum with a slow antiquark, which is driven by the gluon exchange and is damped by
a momentum power-law form. A similar reasoning can be applied to the penguin diagram.
Expression (40) for the CP asymmetry is worked out for the example of a charmless three-body B
decay. It is expanded in a form where the unknown parameters are exposed in such a way that they can
be easily fit to experimental data,
∆Γλ=
B cos[2δpipi(s)]
√
1− η2(s)(
1 + s
Λ2λ
)(
1 + s
Λ2
λ′
) + |FBWρ (s)|2k(s) cos θ
{
D(m2ρ − s)
1 + s
Λ2λ
+
EmρΓρ(s)
1 + s
Λ2λ
}
+ FBWρ (s)|2|FBWf (s)|2k(s) cos θ ×
× {F [(m2ρ − s)(m2f − s) +mρΓρ(s)mfΓf (s)] + G[(m2ρ − s)mfΓf (s)−mρΓρ(s)(m2f − s)]} . (41)
In the expression above, λ is associated to pi±pi+pi− or K±pi+pi−, and λ′ to pi±K+K− or K±K+K−.
The Mandelstam variable s is the interacting pair square mass. All parameters B, D, E , F and G
are related only with the partonic amplitudes AJ0λ and B
J
0λ and with the phase γ. These relations
are discussed in more detail in Ref. [16]. The FBW(s) is the relativistic Breit-Wigner and Γ(s) is the
width, and for pi±K+K− or K±K+K− channels, only B is non zero. Eq. (41) contains interferences
involving the non-resonant background, the resonances ρ(770) and f0(980) and the S-wave KK → pipi
amplitude. The parameters η(s) and δpipi are the inelasticity parameter and isoscalar s-wave pipi phase-
shift, respectively [191]. All terms that violate CPT when integrated over the Dalitz give non vanishing
contribution, were completely ignored in the above formula.
In the future, the analysis of the CP asymmetries in charmless B decays will be extended to include
corrections induced by the three-body rescattering processes following the same approach that has been
applied in the charm sector to D → Kpipi decay (see [17–19] ).
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We discuss the derivation and properties of the general representation of partial wave amplitudes in
the context of improving the models currently used in analysis of three particle Dalitz distributions.
A. introduction
In this note, after a brief introduction to aspects of S-matrix theory relevant in the analysis of three
particle Dalitz plots, I focus on properties of Breit-Wigner (BW) amplitudes and the isobar model in
general. I discuss the LHCb analysis model in the context of a general isobar-type approximation and
show, for example, which features of the BW amplitude, e.g. barrier factors, Blatt-Weisskopf factors,
etc. are universal and which are not, i.e. are process dependent. The possibility of extending the BW
description in a way that is consistent with analyticity, unitarity, and even crossing would allow to
access systematic uncertainties in data analysis. I concentrate on spinless particles. Spin introduces
kinematical complexities but does not affect how unitarity, analyticity, and crossing are implemented, at
least for a finite set of partial waves.
B. Kinematical vs Dynamical Singularities
We are interested in amplitudes describing a decay of a quasi-stable particle D with mass M to three
distinguishable particles A,B,C
D → A+B + C (42)
The decay amplitude depends on particle helicities, λi, i = A,B,C,D, and three Mandelstam invariants,
which we define as s = (pA + pB)
2, t = (pB + pC)
2 and u = (pA + pC)
2. The invariants are kinematically
constrained by s+ t+ u =
∑
im
2
i . Analytical S-matrix theory states that, besides the decay channel,
the same amplitude describes each of the three two-to-two scattering process, i.e the s-channel reaction
D+C → A+B, (bar denotes an antiparticle) as well as the t and u channel scattering. What this means
in practice is the following. For each combination of helicities there is an analytical function Aλi(s, t, u)
of the three complex Mandelstam variables and complex M2, such that the three physical scattering
amplitudes and the decay channel amplitude correspond to the limit of Aλi when s, t, u, and M approach
the real axis in the physical domain of the corresponding reaction. This is the essence of crossing
symmetry. In general crossing mixes helicity amplitudes and leads to complicated relations for helicity
amplitudes. Furthermore, helicity amplitudes have kinematical singularities in the Mandelstam variables.
Despite such complexities it is possible to come up with parameterizations of helicity amplitudes that
take into account both kinematical and dynamical constraints [193]. On the other hand it is also useful
to consider the covariant from i.e. a representation of helicity amplitudes in terms of Lorentz-Dirac
factors that describe wave functions of the free particles participating in the reaction. The advantage
of the covariant representation is that the scalar functions multiplying all independent covariants are
simply related by crossing and are free from kinematical singularities. At the end of the day one still
needs the helicity amplitudes for partial wave analysis. In [194] the reaction ω → pi+pi−pi0 was studied
and this example provides a good illustration of the issues discussed above.
The main postulate of relativistic reaction theory is that reaction amplitudes are analytical functions
of kinematical variables. It follows from Cauchy’s theorem that an analytical function is fully determined
by its domain of analyticity, i.e. location of singularities. Thus knowing amplitude singularities allows
to determine the amplitude elsewhere, including the various physical regions. In S-matrix theory it is
assumed that all singularities can be traced to unitarity. In the absence of an explicit solution to the
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scattering problem in QCD, analyticity and unitarity provide the least model dependent description of
hadron scattering.
Unitarity operates in any of the Mandelstam variables. In the s-channel the physical domain is located
on the positive real axis in the s-plane above the elastic threshold. Unitarity makes amplitudes singular
at each open channel threshold, the singularity being of the square-root type. The same happens in
variables u and t. The amplitude also has singularities in the variable M since it represents an unstable
channel. In studying a particular decay process, e.g. J/ψ → 3pi, M is fixed in a very narrow range
(within the width of the J/ψ), and dependence on M is effectively fixed and its singularity structure
irrelevant.
In general, it is not known how to write an amplitude that has correct unitarity constraints in two or
more overlapping channels. The reason being that it is only simple to implement unitarity on partial
waves where it is an algebraic constraint. A single partial wave in one channel corresponds to an infinite
number of partial waves in another one thus imposing unitarity on say both s and t-channel partial
waves simultaneously requires an infinite number of partial waves. Regge theory extends the concept of
analytical continuation to the angular momentum variable of partial waves. Singularities in the angular
momentum plane e.g. Regge poles, determine the behavior of infinite sums of partial waves, thus Regge
theory is used to implement cross channel unitarity.
In general, amplitude singularities are known only in a limited domain, but as long as they dominate
in a kinematical region of interest one may be able to construct a realistic amplitude model. Amplitude
models fall into two main categories. One is that of dual models, e.g. the Veneziano model and the
other is the isobar model category, e.g. the Khuri-Treiman model. Dual models attempt to incorporate
S-matrix constraints directly on the full amplitude that depends on the Mandelstam variables. Since
isobar is synonymous with a partial wave, isobar models are models based on a (truncated) partial wave
expansion.
In the following I will discus the isobar model in some detail since this is almost exclusively the model
used at present in analyses of three particle Dalitz distributions.
C. The Breit-Wigner amplitude
In the Breit-Wigner formula, a partial wave, fl(s) is approximated by a pole in s located in the
complex energy plane at sP = ResP − iImsP ,
fpl (s) ∝
1
sP − s (43)
The real and imaginary parts are related to the mass, M =
√
Re sP and the width, Γ = ImsP /M of a
resonance. For comparison with experiment a reaction amplitude is evaluated at physical, real values of
kinematical variables e.g when s approaches the real axis from above. The contribution form a BW pole
to a partial cross section, σl is proportional to
σl ∝ lim
→0
|fpl (s+ i)|2 ∝
1
(s−M2)2 + (MΓ)2 . (44)
Since the resonance pole is located in the complex s-plane, on the real s-axis, where experimental data
is taken, it produces a smooth variation in the cross section. The closer the pole is to the real axis, i.e.
the smaller the resonances width, the more rapid is the variation in cross section or event distribution.
It is worth keeping in mind that once energy is considered as a complex variable any variation of the
reaction amplitude in the physical region can be traced to the existence of singularities in the complex
energy plane e.g. a pole as in the BW formula.
D. Unitarity and the Breit-Wigner amplitude
The BW formula of Eq. (43) is an analytical function of s except for a single pole at s = sP . How
does unitarity constrain the BW pole? Resonance decay is possible because of open channels and it is
unitarity that controls the distribution of probability across decays. It thus follows that unitarity must
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constrain resonance decay widths and thus the imaginary part of the BW pole. But Eq. (43) is only
an approximation to the “true”, unitary amplitude valid for s near the position of the complex pole.
Since unitarity operates in the physical domain, i.e. on the real axis, the constraint of unitarity on the
“true” amplitude is lost in the pole approximation, i.e. at a finite distance from the real axis. In this
case implementing unitarity is related to using energy dependent widths.
Suppose the lowest mass open channel is a state of particles A and B with threshold at s = sth =
(mA + mB)
2. In the mass range between sth and the first threshold, unitarity constrains the “true”
amplitude to satisfy
Imfˆl(s) = tˆ
∗
l (s)ρl(s)fˆl(s). (45)
Here fˆl(s) = fl(s)/(aq)
l and tˆl(s) = tl(s)/(aq)
2l are the s-channel reduced partial waves representing
production of AB in D+C → A+B and elastic A+B → A+B scattering, respectively. Near threshold
q → 0, with q being the relative momentum between A and B in the s-channel center of mass frame,
partial waves vanish as (aq)l, where a is given by the position of the lowest mass singularity in the
crossed channels, i.e. the range of interaction. ρl(s) is a known kinematical function describing the
two-body phase space. It has a square-root branch point at s = str. As s increases beyond the first
inelastic threshold, Imfˆl(s) receives a “kick” from another square-root type singularity form channel
openings and the r.h.s of Eq. (45) needs to be modified. Eventually three and more particle channels
open. In practice unitarity is a useful constraint in a limited energy range that covers a small number of
open channels e.g. close to the elastic threshold. Replacing, in Eq. (45), fˆl by tˆ one obtains the unitarity
relation for the elastic A+B → A+B partial waves in the elastic region,
Imtˆl(s) = |tˆ(s)|2ρl(s). (46)
Above the inelastic threshold the r.h.s of Eq. (46) should be modified as discussed above. In case there
is a finite number N of relevant inelastic channels, the unitarity condition can be expressed in a matrix
form
Imtˆl,ij(s) =
∑
k
tˆ∗l,ik(s)ρl,k(s)tˆkj(s) (47)
where tˆl,ij(s) = tl(s)/(aq)
li(aq)lj and ρl,k(s) is the appropriate, reduced phase space in channel k. The
unitarity relation for fˆl,i(s) takes on a similar form,
Imfˆl,i(s) =
∑
k
tˆ∗l,ik(s)ρl,k(s)fˆk(s). (48)
For a given tˆl(s), the analytical amplitude fˆl(s) that satisfies Eq. (45) can be written as
fˆl(s) = tˆl(s)Gl(s) (49)
and sometimes the so-called Muskhelishvili-Omnes function is used instead of tˆl(s) on the r.h.s of Eq. (49)
[195]. The function Gl(s) is an analytical function of s with cuts except on the real axis in the elastic
region. The latter are accounted for by the elastic amplitude tl(s). The singularities of Gl(s) correspond
to the (often unknown) contributions from the unitarity-imposed left hand cuts cuts that exist in the
crossed, t and u channels. The inelastic contributions i.e. right cuts in fˆl are related to the inelastic
contributions to the amplitude tˆl(s) which is easy to show if the matrix representation is used,
fˆl,i =
∑
k
tˆl,ikGl,k(s) (50)
and with the functions Gl,k(s) bearing only left hand cuts. Now we go back to the pole formula. From
Eq. (45) it follows that poles of the production amplitude fˆl are also poles of tˆl. This is because no
resonance poles appear on sheets connected to the left hand cuts [196]. Since tˆl(s) satisfies Eq. (46) it
can be shown that the most general parametrization has the form,
tl(s) =
1
Cl(s)− Il(s) (51)
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which in the inelastic case generalizes to the matrix form
tl,ij(s) = [Cl(s)− Il(s)]−1ij (52)
with Cl and Il becoming N ×N matrices in the channel space. The function Cl(s) (Cl,ij(s)) has similar
properties to the function Gl(s) (Gl,i(s)) in Eq. (49), i.e. it is real for real s in the elastic region and
have only left hand cuts. The function Il(s) is a known analytical function i.e. the Chew-Mandelstam
function, with its imaginary part for real s given by ImIl(s) = ρl(s). The reason why the analytical
solution of Eq. (46) is more complicated than that of Eq. (45), is that the former is a non-linear relation
for the amplitude. It is easy to check that this equation becomes a linear condition for the inverse of tˆl
and this is the reason why dependence on phase space appears in the denominator in Eq. (51). It is
straightforward to check that Eq. (51) satisfies Eq. (45), or in the inelastic case, its matrix generalization.
The presence of “denominators” in amplitudes are a direct consequence of unitarity and so are the
resonance poles, which correspond to zeros of the denominators.
One immediately recognizes that the K-matrix, or the K function in the elastic case, corresponds to
K−1l (s) = Cl(s)−ReIl(s). (53)
Since the real part of a function is not an analytical function, an analytical approximation to the K
matrix violates analyticity of the amplitude and may lead to spurious “kinks” from square-root unitarity
branch points in the physical region. It is much better to use Eq. (51), aka the Chew-Mandelstam
representation, with the analytical (K-matrix type) parametrization reserved for the analytical function
Cl(s).
Combining Eq. (51) with Eq. (49) one obtains
fˆl(s) =
Gl(s)
Cl(s)− Il(s) (54)
or in the matrix form for the inelastic case
fˆl,i(s) =
∑
k
[Cl(s)− Il(s)]−1i,kGl,k. (55)
Now we can finally see how the BW pole formula of Eq. (43) emerges. Suppose in Eq. (54) the
denominator vanishes at some complex s = sp. Near the pole of fˆl
fˆl(s) ∼ βl
s− sp (56)
where
βl = Gl(sp)/(C
′
l(sp)− I ′l(sp)). (57)
In the inelastic case the role of the denominator in the r.h.s of Eq. (54) is played by the determinant
of the N × N matrix [Cl(s) − Il(s)]. Even though the residue of the pole βl is in general a complex
number, it can be shown that only its magnitude is to be related with a coupling of a resonance to a
decay channel [196]. The residue βl should be distinguished from the numerator Gl(s). The latter is
energy dependent and represents the production amplitude of the final state A + B given the initial
state D + C. The former is a number representing the product of couplings of the resonance to the
initial and final states.
Finally we “derive” the more familiar BW formula, with energy dependent widths. In the “LHCb”
notation
fLHCbls (s) = Fls(q)Rls(s)Flt(p) (58)
so that the reduced amplitude is given by
fˆLHCbls (s) =
Fls(q)
(aq)ls
Rls(s)Flt(p) (59)
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where q = q(s) is the decay channel relative momentum between A and B and p = p(s) is the decay
channel relative momentum between the (AB) pair and the spectator particle C. For comparison with
the analysis given above all that is needed is to replace the decay channel expressions for q and p by
the s-channel ones. The function Fl(x) is a product of an angular momentum barrier factor x
l and a
Blatt-Weisskopf factor
Fl(x) = (ax)
lF ′l (x) (60)
where, for example,
F ′2(q) =
√
13
((aq)− 3)2 + 9(aq) (61)
The propagator Rls(s) is given by
Rls(s) =
1
m2r − s− iρls(s)X(p)
=
1
X(p)(CLHCb(s)− iρls(s))
, CLHCb(s) ≡ m
2
r − s
X(p)
(62)
so that one can rewrite the LHCb amplitude model as
fˆLHCbls (s) =
GLHCbls (s)
CLHcB(s)− iρls(s)
(63)
where
GLHCbls (s) =
F ′ls(q)Flt(p)
X(s)
. (64)
Eq. (63) is a specific case of Eq. (54). It is in fact the K matrix (function) approximation since only the
imaginary part, ρls(s) of the dispersive integral Il(s) is used. The functions Cl and Gl containing, through
left hand cuts, physics of elastic production of AB in A+B → A+B and in decay D → A+B + C,
respectively, have been replaced by a specific product of Blatt-Wisskopf factors. The latter originate from
a potential model in non-relativistic scattering and at best can be considered as a crude approximation.
In precision data analysis they should be replaced by a more flexible parametrization. In LHCb, analysis
contributions from several poles are included by adding BW amplitudes. Eq. (54) shows how all such
poles need to appear as zeros of the common denominator. Finally the matrix representation of Eq. (55)
is the correct formula for dealing with multiple channels.
E. Combining s, t, and u, channel isobars and corrections to the isobar model
In the previous section we discussed how the energy dependent BW amplitude is related to the general
expression for the partial wave. Here we discuss how the partial wave amplitudes build the full amplitude
in the decay channel.
In the scattering domain of the s-channel, the partial wave expansion of the full amplitude converges
and a finite number of partial waves waves may give a good approximation to the whole sum. Energy
dependence of individual partial waves can be represented using expressions like the one in Eq. (49)
or Eq. (50). In a decay channel, the partial wave series also converges, but one cannot simply replace
the one sum but the other. This is because the decay channel partial waves have extra ”complexity”
compared to the scattering channel, due to t and u channel singularities, i.e. resonances begin in the
physical region. Ignoring spins of external particles, the s-channel partial wave series is given by
A(s, t, u) =
1
4pi
∞∑
l=0
(2l + 1)fl(s)Pl(zs). (65)
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On the r.h.s the dependence on t and u is algebraic, through zs and the rotational functions. Thus in
the physical domain of the decay, the s-channel series diverges because the l.h.s has singularities in t and
u. Furthermore, it follows that any truncated, finite set of s-channel partial waves cannot reproduce t or
u-channel singularities, e.g. resonance which appear inside the Dalitz plot. These issues are resolved in
the isobar model by replacing the infinite number of s-channel partial waves by a finite set and adding a
(finite) set of t and u channel partial waves. Thus the amplitude has a mixed form that includes partial
waves (isobars) in the three channels simultaneously,
A(s, t, u) =
1
4pi
Lmax∑
l=0
(2l + 1)a
(s)
l (s)Pl(zs) + (s→ t) + (s→ u) (66)
We refer to a
(s)
l (s) as the isobaric amplitude in the s-channel and analogously, a
(t)
l (t) and a
(u)
l (u) are the
isobaric amplitudes in the t and u-channels, respectively. In a typical Dalitz plot analysis, the isobaric
amplitudes are parametrized using the energy dependent BW amplitudes discussed in the previous
sections.
Projecting the r.h.s of Eq. (66) into the s-channel gives the s-channel partial waves, which we denoted
by fl(s),
fl(s) = a
(s)
l (s)
+
1
2
∫ 1
−1
dzsPl(zs)
Lmax∑
l′=0
(2l′ + 1)a(t)l′ (t)Pl′(zt) + (t→ u)
≡ a(s)l (s) + b(s)l (s). (67)
Under the integral, t and u are to be considered as function of s and zs, the cosine of the s-channel
scattering angle. Since the integral contributes to partial waves with arbitrary l, Eq. (66) defines a
model for an infinite number of partial waves fl(s) and gives the result of the analytical continuation of
the series in Eq. (65). Application of unitarity in the s-channel leads to a relation between the isobaric
amplitudes
a
(s)
l (s) = tl(s)
[
1
pi
∫
str
ds′
ρl(s
′)b(s)l (s
′)
s′ − s
]
. (68)
The amplitude b
(s)
l (s) is the s-channel projection of the t and u channel exchanges. As a function of
s it has a left hand cut but no right hand, unitary cut. The dispersive integral in Eq. (68) has the
s-channel unitary cut. Thus s-channel unitarity demands that the s-channel isobaric amplitude a
(s)
l (s)
has the right cut coming not only form the elastic A + B → A + B amplitude, tl(s), but also from
the dispersion of s-channel projections of the t and u-channel amplitudes. It is important to note this
difference between the partial wave amplitudes fl(s) and the isobaric amplitudes a
(s)
l (s). In case of the
former the right hand cut discontinuity comes entirely from the elastic scattering, c.f. Eq. (49), (50). In
the isobar model, the partial wave amplitudes are given by,
fl(s) = tl(s)
[
b
(s)
l (s)
tl(s)
+
1
pi
∫
str
ds′
ρ(s′)b(s)l (s
′)
s′ − s
]
≡ tl(s)Gl(s) (69)
which are indeed of the form given by Eq. (49), since it can be shown that the right hand cuts cancel
between the two terms in the square bracket so that Gl(s) has only left hand cuts,
Gl(s) =
1
pi
∫
str
ds′ρ(s′)
b
(s)
l (s
′)− b(s)l (s)
s′ − s . (70)
In the inelastic case this generalizes to the form given by Eq. (50). The left hand cuts, as expected,
originate from exchanges in the crossed channels determined by the amplitude b
(s)
l (s).
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One goes further and also impose t and u-channel unitarity, thereby correlating isobar expansions in
the three channels. This is the analytical, unitary description of “final state interaction” that relies on
the model independent features of the amplitudes only.
The implications for event distributions in the Dalitz plot, given the left hand cut singularities of
b
(s)
l (s), were studied in [197]. In the next section we take a look at the left hand cuts of the amplitude
Gl(s).
F. Watson’s theorem
Since the imaginary part of a complex function is itself a real function, it follows from Eq. (45) that
in the elastic region, the phase of fˆl(s) equals that of the elastic scattering amplitude tˆl(s). It is often
forgotten to be mentioned, however, that in many cases the r.h.s in Eq. (45) does not saturate the
imaginary part even in the elastic regime. When this happens, Watson theorem is violated even in the
elastic regime. And this is the case for a decay process. In this case there is nevertheless a relation
between fˆl and tˆl, or a generalized Watson relation.
In the decay kinematics, even if the energy of the AB state is below the inelastic threshold, the
imaginary part of the s-channel partial amplitude, fˆl(s), is not in given by Eq. (45). In this case because
in the decay kinematics, cross channel singularities (from thresholds/unitarity) e.g. isobar exchanges in
t or u channel, are located in the physical region of the s-channel and contribute to the imaginary part
of the s-channel partial wave. Another way of saying this, is that in the decay kinematics singularities of
fˆl(s), which otherwise are to the left of the elastic unitarity cut, move to the right of the elastic unitary
branch point.
In the previous section we argued that Eq. (49) follows from the assumption that fˆl(s) is an analytical
function. The relation between analyticity and casualty applies to full amplitudes, while partial waves are
related to full amplitudes in a complicated way. Analytical partial waves are obtained by a continuation
of the unitary relation to the complex energy plane. It can be shown (see e.g. [196]) that when left and
right hand cuts are separated Imfˆ(s) = ∆fˆ(s+) ≡ (fˆl(s+)− fˆl(s−))/2i, where s± = s± i. That is, the
imaginary part of the amplitude as measured in the experiment, which by itself is a real function, is
equal to the discontinuity across the real axis of the unique extension of fˆl(s) to the complex energy
plane. It turns out, however, that in decay kinematics, the proper extension of fˆl(s) to the complex
energy plane is such that in Eq. (45) the l.h.s should be replaced by ∆f(s+) and the r.h.s should be
replaced by the product tl(s−)ρl(s)f(s+). Thus, elastic unitarity still determines the discontinuity across
the right hand cut but it is no longer a real function. This is the generalized Watson or discontinuity
relation.
As a result the representation given by Eqs. (49),(50) is still valid with the exception that the
numerators, Gl(s) become complex in the elastic region. They do not have the unitarity cut though.
Just like in the “standard” Watson’s theorem the right hand cut discontinuity comes entirely from the
elastic amplitude tl(s). The complexity of Gl(s) is still of the left hand cut nature, except that left hand
cuts have moved onto the right hand side under the right hand cut and into the second sheet. [198].
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XV. COMMENTS ON THE LHCB DETERMINATION OF THE σ/f0(500)-MESON
COMPOSITION FROM B DECAYS INTERPRETED WITHIN CONSTITUENT QUARK
MODELS
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We elaborate here on the discussion about the LHCb determination of the tetraquark versus quarkonium
composition of the σ/f0(500) meson. We are not discussing the experimental measurements of B¯
0 →
J/ψpipi decays, but the interpretation in terms of f0(500) and f0(980) resonance production and the use
of decay ratios in order to extract the alleged quark composition of these states. It is argued that the
model used by LHCb relies on strong assumptions which are hard to justify, in view of the huge σ decay
width into two pions.
Although in this meeting I talked about the status of the σ or f0(500) meson, how it has evolved
from a confusing situation to a relatively precise status, and how there are strong indications of its
non-ordinary q¯q nature, these considerations can be found in other conference proceedings of mine [199],
or, even better, in an extensive recent review [199]. Thus, instead of repeating myself in yet another
proceeding contribution, it might be more interesting to summarize a follow-up discussion that was
triggered in this Rio LHCb meeting but that was developed over some mail exchanges with members of
the collaboration during the following couple of months. The discussion, triggered by Tim Gershon’s talk
in this workshop, concerns the σ/f0(500) and f0(980) composition in terms of simple models and the
use by LHCb of B meson decay ratios to determine the structure of these states in terms of quarks. For
brevity I will use σ and f0, respectively. The relevant LHCb publications are [200] and [35], which are
based on the phenomenological work by Stone and Zhang [201] (which is built along the lines of [202]).
Of course, the main issue with the σ is that it has a width as large as its mass. Recall the Review of
Particle Physics (RPP) [203] quotes a pole mass of 400-550 MeV and pole width (twice the imaginary
part of the pole position) of 400-700 MeV. It is a resonance that barely propagates and disintegrates to
two-pions extremely fast. It is therefore very different from other resonances and the approximations
that we take for granted for most resonances do not always make sense for it. Let us discuss some details
on the caveats the theorists at Rio5 had on the equation shown in the LHCb papers and [201], for the
decomposition of the sigma. The equations in question were these:
|f0〉 = cosφ |ss¯〉+ sinφ |nn¯〉 ; |σ〉 = − sinφ |ss¯〉+ cosφ |nn¯〉 ; . (71)
and the decay ratios that followed to determine that angle. Here |nn¯〉 = (|uu¯〉+ ∣∣dd¯〉)/√2.
1) The above equations are just a change of basis between normalized states. A first caveat about
the use of Eq.71 above is that resonances are not bound states and their spacial wave function is not
normalizable (which very naively and intuitively means that the wave function of two pions resonating as
a sigma extends to infinity). Of course, it was immediately pointed out that a similar mixing treatment is
used for other pairs of resonances with the same quantum numbers, like η− η′ and φ−ω. This is correct,
but one has to keep in mind that these four resonances have minute widths (the largest being that of the
ω which is 8.5 MeV to be compared with its mass of 782 MeV). When mixing equations similar to Eq.71
are written for these very narrow resonances their width is being ignored. I, for instance, have used some
similar “Fock decomposition” of the σ [204] (although considering even more quark-level states), but
only in the large Nc limit, where the relevant widths tend to zero. In particular, for the η− η′ and ω−φ
systems one neglects their widths assuming they are so small that the resonance formation dynamics
and the description of their “structure” or whatever is to be described about them is barely changed
within such an approximation. But that assumption is hard to sustain for the σ, whose mass is as large
as its width. Moreover, it is hard to understand why hadronization effects should be the same, or even
similar, for the σ and the f0, which are so different. Just recall that the f0 pole mass is 990± 20 MeV
and its with is 40-100 MeV, according to the RPP[174]. Furthermore, given the energy spread of the
sigma meson, one could even wonder why its composition should be the same at all energies, or why it
would have the same mixing with the f0 at different energies over its mass distribution.
5 Let me remark that, among others, E.Oset stated right there that one should avoid such a formulation
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2) Even with the very strong assumption that Eq.71 may describe the mixing of the f0(980) with
such a wide state as the σ without taking into account the two-meson continuum, one could think that
since we do not know how to describe hadronization well, we could get rid of hadronization factors in
ratios of observables. This is the idea in the LHCb papers above. This could be more or less justified
for cases like φ/ω mixing since they are extremely narrow, well established q¯q states6, with relatively
similar masses, and one could expect that, apart from kinematic factors due to their different mass,
the dynamics that bind quarks or whatever inside them are very similar. Therefore if one was to form
ratios of decays for these narrow resonances as done in the above papers, one may not complain much if
their mixing angle was extracted just considering ratios and taking into account kinematic factors like
those called Φ(M1)/Φ(M2) in those papers. In other words, we expect the unknown non-perturbative
QCD dynamics that bind two-quarks inside the φ and the ω to roughly cancel in the ratios. But let me
remark that this is an assumption, although it may look reasonable. We cannot calculate the deviations
from this assumption, but we expect them to be small in cases like φ/ω mixing.
However, if for the σ and f0 one tries to use Eq.71 above and form ratios like
tan2 φ =
B(B¯0 → J/Ψf0(980))
B(B¯0 → J/Ψf0(500))
Φ(500)
Φ(980)
(72)
i.e. the ones in the LHCb references we are discussing, it is implicitly assumed not only that Eq.71
makes sense, but also that the dynamics to create a σ and an f0 are the same and cancel in the ratios.
But looking at the σ‘s huge width of hundreds of MeV against the small tens of MeV width of the f0,
and also considering the difference in masses, this assumption seems rather strong, if not just unjustified.
Using this kind of ratios to extract mixing angles or other meson properties implies therefore two
radical assumptions: I) that neglecting the huge σ width does not change its nature and the dynamics
of its formation, the internal structure and distribution of its components and II) that these dynamics,
structure, distribution of components, etc... are exactly the same for the f0. In the paper of Stone and
Zhang [201], this is done in two steps. First, in their perturbative diagrams made with quarks, all the
complications of hadronization and the formation of mesons are included in some F fB form factors and
some Z constants (given in their Table I) that ”represent the coupling amplitude that depends on the
quark configuration after the B¯ meson decay and the quark content of the light meson in either the q¯q
or tetraquark model”. Second, it is claimed that all these form factors and amplitudes cancel in ratios
in such a way that only the kinematics and the simple flavor factors remain in their ratios of amplitudes.
But for instance, decays and formation processes might depend on the value of the quark wave functions
at the origin (or their derivatives, or many other things) and there is no reason why this effect should
be the same for the σ and f0, not to talk once again about the effects of pion/kaon loops, which can
contribute differently to the σ and f0 and, at least for the sigma, are huge. Something similar might
happen in order to form the σ and the f0. Therefore, there should be a ratio F
f0
B Zf0/FσBZσ, which for
each particular model may contain flavor factors in the form of sines or cosines, but apart from that,
nothing is known of its value. Yes, there are some estimates in the literature, but these implicitely
assume a narrow state and only a tree level calculation without meson loops that can provide the decay
and therefore with a stable sigma. With such an unrealistic assumption, it is not strange that this ratio
is predictied to be one, and this is assumed in the LHCb works. In real life, however, the width of the σ
and the f0 are so different that I would not even dare to say that the numerator and denominator in the
ratio should be of the same order of magnitude. Of course, phase space kinematic factors are also there,
although they do not take into account the hadronization dynamics.
Neglecting the width, pions, etc... is a very crude and unlikely model for the sigma.. Once again, it is
the same problem... pions!! and two pions are essential to describe not only the huge width and the
coupling to two pions, but also the mass (through loops). The formation of the sigma and the position of
its pole are actually strongly dependent on the pion loops which provide its huge width (see the review
[199]).
3) One might also be confused because it is true that equations like Eq.71 are being “abused” in the
literature, and people talk about the “mixing angle”. But it is not necessarily the mixing angle above.
This is because the spacial wave function may not be normalizable, but still other parts of the “state”
6 In the naive, intuitive, quark-model sense. The real theory is QCD, of course. But lets keep it simple.
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might be of interest. For instance, some people talk about the σ/f0 “mixing angle”, but this usually
refers to the “singlet/octet” mixing. In purity, people mean something like this:
|f0〉 = cosφ |8〉+ sinφ |1〉 ; |σ〉 = − sinφ |8〉+ cosφ |1〉 . (73)
But very often people (most likely including myself), instead of writing |8〉 and |1〉, write the equivalent
qq¯ singlet and octet decomposition, because we are used to it since we intuitively understand normal
mesons as q¯q states within a naive quark-model. Moreover, even more frequently, people use the |nn¯〉
and |ss¯〉 basis as in Eq.71, since the ω/φ system is very close to “ideal” mixing in terms of SU(3) factors
because the φ is very close to the |ss¯〉 state.
But strictly speaking this is only correct for the SU(3) flavor structure part of the “state”, which
is useful for instance to obtain the Clebsch-Gordan factors between different reactions where such
resonances appear. Note “state” has been written between inverted commas, when referring to the
resonance, because due to points 1) and 2) above, resonance “states” are not well defined if one talks
about their spacial wave function. The well-defined states with those flavor quantum numbers are
the two-meson states where the resonance appears, since in practice these are the stable states that
propagate to infinity as asymptotic states 7. Then, as long as you do not make further assumptions on
the dynamical or spacial description, this “abuse” of notation is fine. But one must keep in mind that
it refers only to the flavor structure of the channel where you see the resonances. One should be very
careful to use such a decomposition to calculate or describe other features of resonances.
4) Why consider only two quarks? In the paper by Stone and Zhang [201] the authors also consider
the alternative four quark scenario... but these are particular cases. Actually, as we discussed during the
conference, there are at least two independent tetraquark configurations (due to color index contractions),
and only one is being considered. In a particular basis one tetraquark configuration is the unbound
two-meson state.
But if all these states are possible, and once there is strong evidence that the σ dynamics is dominated
by pions (because it has such a huge width) as well as strong hints that it might be a non-ordinary
meson one might think about adding the pipi state to the equation, even though the pipi system would
be a scattering non-normalizable state. Note, however, that the effect of kaon and pion loops, while
non-negligible, is very different, at least in size, for the f0 than for the σ, just look at the much smaller
f0(980) width.
There are nice ways to study this, as in the chiral unitary approach (see [205] and references therein) as
E. Oset suggested during the workshop. There is also a classic study [206] that S. Weinberg introduced
for deuterium, considering simultaneously a bound state and a proton-neutron state below the scattering
threshold. That argument was restricted to bound states, but it has been reanalysed for the f0 case in
[207].
4) There is also a relatively minor issue of the phase space factor Φ(500) with the arbitrary choice
of argument at 500 MeV, when the sigma effect is sizable from the pipi threshold up to 1 GeV. Why
500 MeV? The PDG gives 400-550 MeV, the precise and rigorous dispersive approaches give more like
450 MeV. Recall also that expressing the pole as sp = (M − iΓ/2)2 or as s = M2 − iMΓ, which is just
a change in definition, the value of M changes. At LHCb some kind of convolution or weighted mass
distribution is assumed, which is fine for the kinematic functions but, as mentiones earlier, in Eq. 72
there should be a ratio of the sort F f0B Zf0/FσBZσ, for the different formation dynamics of the σ and the
f0, and this ratio is not necessarily a constant but most likely would also have an energy dependence
following that of the convolution with phase space which is, once again, neglected.
In addition, there is the issue on how to assign a decay to the σ or the f0 decay channel, if they
have the same quantum numbers and a huge overlap. It seems that this separation necessarily depends
on the specific choice of resonance parameterizations of the amplitude, which for LHCb includes some
kind of Breit-Wigner parameterization of the σ meson (or slight variations). Thus the separation of
pipi final states between those coming from a σ or an f0 must be very model dependent, and, as many
theoreticians emphasized during the workshop, a Breit-Wigner model (or slight variations), as used by
the LHCb, is a bad choice for the σ meson.
7 We are neglecting here the pion and kaon decays, i.e., we are the neglecting electroweak interaction. But this is a good
approximation since their widths are tiny compared to strong interaction scales. We do see pions and kaons propagating
over macroscopic distances.
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5) Finally, in the discussion after the workshop, the theoretical references to the work in [201] were
also commented upon. The vast majority of theoretical citations come from E.Oset, who, as already
pointed out, made it clear during the discussion session that this formalism should be abandoned.
There are two other citations from Christoph Hanhart and collaborators (one is the PDG “Note on
light scalars” [174]), who have recently reexamined these decays within a dispersive formalism [208],
which I think is a correct and model-independent way of dealing with these decays, i.e. through the
Omne´s formalism. The above mixing equation is not even mentioned. Moreover, the fact that [208] can
describe the dta shows that there is no more information on the f0 and σ structure in B decays than in
pipi/K¯ scattering 8.
The other theoreticians who quote the paper are:
i) Stan Brodsky and collaborators, who quote the paper as their reference [33] as follows when talking
about the a0 and f0(980) “... (note also recent work [33, 34] to measure their tetraquark content), it is
not clear that their diquark and antidiquark components are sufficiently compact that they do not overlap
and instantly mix with a meson-meson configuration”. Once again this is the very same point that has
been emphasized here: Meson-meson components are unavoidable in a description of light scalars. They
do not get into the pros and cons or even discuss the approach in any detail, but just make a clear
warning about meson-meson contributions.
ii) Frank Close and collaborators [209]. They redo the model of Stone and Zhang [201] including
isospin violation and therefore a0/f0 mixing. Surprisingly they reach OPPOSITE conclusions to those
obtained from the LHCb works. Quoting literally: “In conclusion: the LHCb data appear to be consistent
with the picture of scalar mesons below 1 GeV being tetraquark states, and those above 1 GeV being a
canonical nonet mixed with a scalar glueball.”. Remember that in the LHCb paper [200] it is claimed
that the result “favors somewhat a quark-antiquark interpretation”. And in [35] LHCb makes a strong
claim, already in the abstract, that the observed rates for the sigma “...is inconsistent with a model
where these scalar mesons are formed from two quarks and two antiquarks (tetraquarks) at the eight
standard deviation level”. This Close paper is at odds with that of Stone and Zhang [201] even when
using the same LHCb data.
Incidentally, note that Close and Tornqvist [210] have a model where they suggest the very same
picture of scalars they defend on the previous paragraph, but made of “layers”: an outer layer is
made of mesons and would provide the meson-meson component and an inner layer made of compact
quark-antiquark or tetraquark structure. However, they rarely include the meson cloud in their own
calculations.
In any case, from what has been explained above, the picture in both the Stone and Zhang [201] and
Close et al. [209] papers neglects the σ width, the meson-meson state and assumes that the σ and f0
formation dynamics cancel in the ratio. I do not see how these approximations and assumptions are
justified. At the very least the analysis would be strongly model dependent on unjustified assumptions.
iii) Finally, a recent lattice paper on the sigma meson [211], also quotes the [35] LHCb paper as
reporting that the sigma “is not a mesonic bound state according to their models” 9. Then the authors
go on to make several brief remarks about the model dependence of LHCb’s approach, which coincide
with those already discussed above in some points... i) the mass and widths of the sigma are comparable,
ii) there could be more states beyond q¯q (although they think of glueballs, which are certainly suppressed
at that mass) and iii) The use of a Breit Wigner parameterization.
It is hard to tell the physical significance of being eight deviations away from a model that does not
take into account the pion continuum state and does not describe the most salient feature of the σ, which
is its huge width to two pions. But being in an LHCb abstract, this might be erroneously interpreted as
the end of the discussion on the sigma composition for readers who might assume that LHCb is using
the currently most accepted model in the literature. Although, of course, LHCb is not making that
claim about the model. Unfortunately, I have already met several people who made that interpretation.
In conclusion, the main concern, as discussed in Rio, is that LHCb is making a very strong claim on
the composition using a very particular model based on assumptions which are hard to reconcile, if not
just inconsistent, with the observation of the huge σ width.
8 I thank C. Hanhart for this comment.
9 LHCb says a tetraquark, not a mesonic state, so I think they are making an additional identification.
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I hope the above comments are useful and I really appreciate very much the efforts of the LHCb
Collaboration. Let me be clear, I think LHCb can be very helpful for our understanding of the light and
not so light scalars. Those data are great for us theoreticians!! We wait for them eagerly. Please keep up
the good work analyzing the decays with two-mesons in the scalar sector. However, for the “composition”
kind of theoretical or phenomenological analyses one really needs to use model independent formalisms
and only make very robust assumptions, which may not be the case when trying to make a quark-level
description neglecting the sigma width and the two-pion state. The theory for such wide states is more
complicated than the simple approximations valid for other narrow and more conventional states, but to
my view that makes this problem even more challenging and interesting.
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XVI. FINAL STATE INTERACTION IN B+ → pi−pi+pi+
I. Bediaga and P. C. Magalha˜es
Centro Brasileiro de Pesquisas F´ısicas – CBPF
Rio de Janeiro - Brazil
In this note we address the issue of re-scattering effects in the charmless three-body decays of B
mesons. In particular, we study the case of the B+ → pi−pi+pi+ decay and show that the presence of
hadronic loops shifts the P-wave phase near threshold to below zero, and modify the position of the
ρ-meson peak in the Dalitz plot.
A. Weak × strong interaction
One can think of heavy meson hadronic decays as a sequence of two processes. The first stage
consists of the heavy quark weak transition, a short-distance process that is usually described by
factorization methods. We refer to this as the weak vertex. This short-distance transition is followed by
the hadronization and the long-distance process of final state interactions (FSI), where the light mesons
interact in all possible ways before reaching the detector. These two processes involve different scales
and in general are treated separately with different theoretical frameworks.
Weak sector
The most common way to treat B and D weak decays is using factorization techniques, as in
Refs. [129, 212], where the decay is divided in combinations of quark currents that do not interact
strongly with each other. An effective Hamiltonian describes the transitions between the quark currents
with the correct CKM matrix elements and the Wilson coefficients. The latter describe perturbatively
the quark-gluon interaction and are the direct link to short-distance physics. An alternative way is the
heavy mesons ChPT, developed by Burdman and Donoghue [213] and Wise [214]. In this approach, the
charm and bottom mesons are coupled to the light SU(3) (ChPT) by means of SU(3) operators. In
the effective Lagrangian, the quark gluon interactions are hidden in coupling constants that need to be
determined by experiments.
Final State Interactions
It is very important to clarify that in three-body decays there are two distinct FSI mechanisms. The first
one is related to the two-body scattering and includes all possible interactions between the two particles,
changing resonances and coupled channels. This pure two-body interaction have been extensively
studied and models based on ChPT [146, 215–218] and dispersion relations [199, 219, 220], applying the
constraints of analyticity and unitarity of the S-matrix. These models are able to describe the scattering
data up to ∼ 2 GeV. Approaches that consider only this kind of FSI in three-body decays are called (2+1),
or quasi-two-body, because interactions involving the third particle, usually referred to as “bachelor”,
are ignored. However, re-scattering between the bachelor and the other mesons can also happen and
br relevant. In these three-body FSI, involving hadronic loops, there is a momentum sharing between
the three particles in the final state. The exhaustive consideration of those effects in the amplitude is
possible only by means of three-body calculations such as the solution of the Faddeev equation [221].
But the theoretical treatment of these effects is also possible using approximate methods [17].
B. B → 3pi
The main topologies that contribute to the process B+ → pi−pi+pi+ are described in the diagrams
shown in Fig. 10. One can see that the v.1 diagram does not contribute at tree level, since it leads to
the pi+pi+pi0 final state. The v.2 diagram, the internal W emission is colour suppressed. Experimental
data [11] indicate that the tree process involving ρ0 resonance seems to be dominant in this decay. For
these reasons we choose to start our study investigating the contribution of diagram a.1.
In addition to the tree diagram, the decay amplitude includes a contribution from re-scattering. By
re-scattering, here, we mean the interaction between the pion produced from the vacuum with the one
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Figure 12: From quarks to hadronized Feynman diagrams contribution to B+ → pi−pi+pi+ decay.
produced from the ρ- meson. Therefore, the amplitude for B+ → pi−pi+pi+ decay is represented by the
series of diagrams in Fig. 11. In this qualitative study, we focus on the role of the second diagram in
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Figure 13: Diagrams contributing to B+ → pi−pi+pi+ decay amplitude.
Fig. 11 in the B+ → pi−pi+pi+ decay amplitude. For this reason, the contribution from the weak vertex
is not included, and this will be studied in the near future. It is important to note that neglecting this
contribution will not affect the conclusions of this study, since both diagrams in Fig. 11 have the same
weak vertex.
Tree amplitude - A0
The tree level contribution to the B+ → pi−pi+pi+ decay amplitude, the first diagram in Fig. 11,
denoted here as A0, is given by:
A0 = C0 [−p1 · (p2 − p3)]F 1pipi(s23); (74)
where C0 is a constant and F
Bρ
0 (p
2
1) is the form factor related to the B → ρ amplitude. The product
−p1 · (p2 − p3) ≡ (s13 − s12) accounts for the angular distribution of the P-wave.
Production amplitude: ρ→ pipi
The ρ production amplitude is a crucial element in the description of the B+ → pi−pi+pi+ decay for
both tree and re-scattering amplitudes.
pi
−pi  = +−pi −pi
0+pi +pi
+ ρ 0 ρ
Figure 14: Diagrams for process ρ→ pipi.
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The corresponding amplitude of this process, shown in Fig. 12, can be expressed terms of the pipi
scattering amplitude using the K-matrix approximation, as in Ref. [222],
F 1pipi(s) = Gρ
cos δ(s)
m2ρ − s
eiδ(s) (75)
where δ(s) is the pipi phase shift. In Eq. (75) we use the CERN-Munich parameterization [29] pipi phase
shift, instead of using a model for the pipi scattering amplitude.
The production amplitude, Eq. (75), is inside the hadronic loop in the re-scattering calculation,
therefore, the amplitude needs to be integrated with the loop. We parametrize the experimental data by
a sum of poles with a complex constant in the numerator [33], and write
F 1pipi(s) =
3∑
i=1
Nρi
s−Θi ; (76)
where the values of Nρi and Θi = a+ ib are available in table I of Ref. [33]. The advantage of this form
is to allow us to use Feynman rules to integrate the loop, as will become clear in the following.
Re-scattering amplitude - A1
The re-scattering contribution, second diagram in Fig. 11, can be written in terms of the tree amplitude
as:
A1 = −i
∫
d4`
(2pi)4
Tpipi A0
D+pi D
−
pi
, (77)
where Tpipi is the pipi scattering amplitude represented by the green bubble and D
+
pi , D
−
pi are the pion
propagators inside the loop, D+pi = (PB − l)2 −M2pi and D−pi = (l − p3)2 −M2pi . It is important to note
that the B → ρ form factor is not a constant any more because the transferred momentum is integrated
over in the loop. In this case, we use a monopole approximation and
FBρ0 (p
2
1) = −
FBρ(0)m
2
B∗
DB∗
; DB∗ = (PB − l)2 −m2B∗ . (78)
Finally, the re-scattering amplitude for B+ → pi−pi+pi+ is given by:
A1 = i
COm
2
B∗
2
TPpipi(s23)Nρ
{
I1 − It2
}
, (79)
where I1 and I
t
2 are functions of scalar and tensorial loop integrals, respectively,
I1 = (s12 − s13) i16pi2
{(
M2B − 2 s23 + 3M2pi + Θi
)
Πpi+pi−B∗ρi + Πpi−B∗ρi
+ 2 Πpi+B∗ρi − Πpi+pi−B∗
}
, (80)
It2 = 2 (p2 − p3)µ i16pi2
{(
M2B − 2 s23 + 3M2pi + Θi
)
Πµpi+pi−B∗ρi + Π
µ
pi−B∗ρi
+ 2 Πµpi+B∗ρi − Π
µ
pi+pi−B∗
}
, (81)
and the indices on functions type Πxyz refer to the particles that are taking part in the loop. All these
loop integrals can be solved using Feynman integral technique. A guide for all calculations can be find
in Ref. [223].
C. Results
We compare numerically the individual contributions from the tree and re-scattering amplitudes to
the total B+ → pi−pi+pi+ amplitude.
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Figure 15: Amplitude phase for tree, Eq.(74), and re-scattering, Eq.(79), contributions.
In Fig. 13 individual contributions to the P-wave phase are shown as a function of the pipi invariant
mass. Although they look similar, at threshold the re-scattering contribution, Eq. (79), starts below −60o
and crosses 90o in a different position than the tree contribution. Even if one shift up the re-scattering
contribution, they have a clear different energy dependence on the lower sector.
In Fig. 14 we show the results for the modulus. In the plot on the left one can see that the two
amplitudes interfere destructively with the dominance of the former. Is possible to note a presence of a
smaller peak around 1.7 GeV, which is the contribution of the ρ(1450) coming from the Tpipi scattering
amplitude. In the plot on the right, the two contributions are superimposed, with the re-scattering
contribution rescaled. The two line shapes are very different. Not only is the position of the peak
different, but also the two curves are asymmetric in opposite directions, with the re-scattering curve
being wider than the curve from the tree amplitude.
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Figure 16: Magnitude square of the tree Eq.(74), re-scattering Eq.(79) and final amplitude. The plot on the
right has the two contributions superimposed with a scale factor applied to the re-scattering curve.
Data analysis
Two samples of Toy Monte-Carlo with 10,000 events were generated to B → ρpi decays using the
amplitude derived in the previous section. A first sample is generated with only the tree amplitude.
A second sample is generated with the full amplitude, including the re-scattering contribution. The
samples are then fitted with isobar model tools, such as Relativistic Breit-Wigner functions with no
barriers factors. A good fit is obtained for the tree-only sample. This is expected, since the only
ingredient is the ρ production amplitude of Eq.(75). The results for the resonance parameters are:
mρ = 0.775± 0.001GeV, Γρ = 0.148± 0.001GeV, where the uncertainties are due to the sample size.
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Comparing to the PDG[203] values: mρ = 0.77526± 0.00025 GeV and Γρ = 0.1491± 0.0008 GeV, one
can see that they nicely agree.
When we add the re-scattering contribution to the tree one, defining the complete amplitude to
B+ → pi−pi+pi+ decay, there is a presence of a second bump in the amplitude due to the ρ(1450) present
on the re-scattering amplitude. Therefore the sample simulated with the full amplitude can be fitted
by a sum of two Breit-Wigner functions, yielding the following parameters: mρ = 0.756± 0.001GeV,
Γρ = 0.163± 0.003GeV and mρ2 = 1.50± 0.01GeV, Γρ2 = 0.194± 0.033GeV; where the uncertainties
are statistical. The first ρ contribution is the result of the tree and re-scattering interference and the
second ρ came only from the rescattering (Fig. 14, left). Comparing the results of the two fits, one
can see that the inclusion of the re-scattering amplitude changes slightly the ρ mass with a significant
increase in the width. The re-scattering contribution to the amplitude, function A1, is not fitted with
two Breit-Wigner functions. However, we manage to parametrized this function using one Landau and
two Gaussian functions, the result is shown in Fig. 15.
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Figure 17: Fit to re-scattering amplitude, Eq.(79)
D. Final remarks
The inclusion of re-scattering introduce new complexities into the game, it shifts the phase at threshold
to bellow zero and change the shape of the ρ meson in the final amplitude. Inspecting the diagram in
fig.12, we can conclude that these effect came from the hadronic loop. It is important to note that the
ρ meson we seeing in the Dalitz plot, or data, is an overlap of all ρ’s: the one produced directly from
B decays and the one produced from the re-scattering. Therefore, we need to take this in the account
when performing fits.
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XVII. BREIT-WIGNER, RESONANCE PROPAGATOR, SCATTERING AMPLITUDES,
AND PRODUCTION AMPLITUDES: WHO IS WHO?
P. C. Magalha˜esa and M.R. Robilottab
aCentro Brasileiro de Pesquisas F´ısicas – CBPF
Rio de Janeiro, Brazil
bInstituto de F´ısica, Universidade de Sa˜o Paulo,
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The LHCb workshop on amplitude analyses, held in CBPF, raised many interesting discussions.
Among them, the role of Breit-Wigner functions embodied into two-body scattering amplitudes used in
experimental analyses. It became clear that there is considerable confusion on this topic, associated
mostly with the use of the name Breit-Wigner in different contexts. In this contribution, we aim to
clarify this issue, by discussing the differences between resonance propagators, scattering amplitudes and
production amplitudes involving resonances, emphasizing their connection with the different Breit-Wigner
functions. This paper is a short version of a more detailed work to be presented in a near future.
A. Introduction
In their original 1936 paper, Breit and Wigner [224] described the capture of slow neutrons by nuclei
by means of cross sections, written generically as
σ = α
1
(ν − ν0)2 + Γ2 , (82)
where α was a suitably chosen function of energy, ν and ν0 were energies, and Γ was related with the half
width breadth. As time went by, several other functions, sharing the same kind of denominator, became
also known as Breit-Wigner functions (BW). As these various functions describe different objects, such
as propagators, two-body scattering amplitudes or many-body production amplitudes, which occur in
different situations, the result was a big mess of names and meanings.
As the denominators we are interested in originate from resonance propagators, we begin by sketching
their main features and discuss their insertion into amplitudes afterwards. While doing this, it is useful
to distinguish theory from models. As one is dealing with relativistic particles, the natural framework for
the former is quantum field theory (QFT). Models, on the other hand, depart from theoretical results
and introduce reasonable ad hoc modifications, aimed at improving their efficacy in describing data.
B. Propagators - theory
Bare propagator
This discussion is standard and can be found, for instance, in the book by Bjorken and Drell [225].
In QFT, one is entitled to imagine a world in which a particle, such as the ρ-meson, lives in complete
isolation. The propagator of this particle, D0 , can be derived from a Lagrangian involving its bare mass
m0, and is written as
iD0(s)= i
ΠJ
D0(s)
, D0(s)=s−m20 , (83)
where the numerator ΠJ is a projector, associated with the spin J . For instance, J = 0→ ΠS = 1; J =
1→ ΠP = gµν − pµpν/m2... . In this work, we concentrate just on denominators and do not care about
numerators.
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Dressed propagator
If the propagating particle can interact with two other particles, which we will call A and B, its
energy changes as does its mass. In the case of the ρ, the other two particles could be [AB] →
[γ ρ], [pi pi], [K K¯], [p p¯], · · · , and systems involving more than two particles are also possible.
+= + +
Figure 18: The dressing of a bare propagator.
The possibility of interactions means that the original propagating particle can transform itself into
particles A and B which, in turn, can yield back the propagating particle. In the case of the ρ, one
could have ρ→ pi pi and, afterwards pi pi → ρ. This yields a characteristic self-energy, usually denoted by
Σ, which, by means of the geometric series indicated in eq. (84) and Fig. 18, give rise to the dressed
propagator D,
iD = iD0 + iD0 [−iΣ ] iD0 + iD0 [−iΣ ] iD0 [−iΣ ] iD0 + · · · , (84)
This sum can be expressed in a more compact form as
iD(s)= i
ΠJ
D(s)
, D(s)=s−m20 − Σ(s) . (85)
The important feature to be noted is that the availability of different intermediate states for the
propagating particle modifies the function D(s). This denominator is a Lorentz scalar so as the function
Σ. This result is model independent and specific choices of the function Σ eventually yield a BW
functions.
In QFT, the function Σ is formally associated with two effects, namely the wave function renormaliza-
tion Z and the modification of the particle mass. These features are formally introduced by noting that
the physical mass m is fixed as the solution of the equation
m20 + Σ(m
2) = m2 . (86)
After fixing m, one expands the self-energy as [226]
Σ(s) = Σ(m2) + (s−m2) Σ′(m2) + Σ˜(s) , (87)
and rewrites the denominator as
D(s) =
[
1− Σ′(m2)] [(s−m2)− Σ˜(s)
1− Σ′(m2)
]
. (88)
The first factor in this result is absorbed into a redefinition of the fields and the renormalized propagator,
indicated by a bar, is given by
iD¯(s)= i
ΠJ
D¯(s)
, D¯(s)=s−m2 − Σ˜(s)
1− Σ′(m2) . (89)
If the only effect of the self-energy were the shift in the mass, the denominator D(s) would have a
simple pole at s = m2. However, the term proportional to Σ˜(s) cannot be neglected and may give rise
to important consequences, such as bound states or resonance widths.
The self-energy Σ
The properties of the self-energy Σ can be discussed in general terms and one finds that:
- Σ can be either a real function or a complex function, depending on how the mass of the propagating
particle relates with the masses present in the intermediate system.
- the form of Σ depends on the angular momentum of the propagating particle.
As the general discussion is well beyond our limited scope, here we introduce these features by means
of specific examples.
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Scalar resonances
 Σ =
pi
pi
Figure 19: The self-energy mechanism.
In the case of a scalar resonance, such as the f0, which can decay into two pions, the expression for
the self energy involves twice the factor GS , associated with the transitions f0 → pipi and pipi → f0,
together with the two-pion propagator. The important point is that GS is a real function and the scalar
self-energy reads
ΣS = GS Ω¯S GS , (90)
where Ω¯S is a function related with the two-pion propagator and written as
ΩS(s)= i
∫
d4`
(2pi)4
1
[(`+p/2)2 −M2pi + i  ] [(`−p/2)2 −M2pi + i  ] , (91)
with p2 = s. This integral is divergent and the strategy for dealing with this unwanted feature is to
write ΩS(s) = Ω¯S(s) + ΩS(0), where Ω¯S(s) is a regular function and the divergence is kept in ΩS(0).
The integral is then regularized and the net effect is the replacement ΩS(0)→ C, where C is a finite but
unknown constant, which must be fixed by data. The regular part Ω¯S(s), can be evaluated explicitly
along different intervals of the variable λ2 = (s− 4M2pi)/s and one has
s<0→ Ω¯S = − 1
32pi2
[
2− 2
√|s|+4M2pi√|s| ln
√|s|+ 4M2pi +√|s|
2Mpi
]
, (92)
0≤s<4M2pi → Ω¯S = −
1
32pi2
[
2− 2
√
4M2pi − s√
s
tan−1
( √
s√
4M2pi − s
)]
, (93)
s≥ 4M2pi → Ω¯S = −
1
32pi2
[
2− 2
√
s− 4M2pi√
s
ln
√
s− 4M2pi +
√
s
2Mpi
+ i pi
√
s− 4M2pi√
s
]
. (94)
On quite general grounds, the imaginary part of a self-energy can be associated with τ−1, where τ is
the proper lifetime of the propagating particle [227] . In the present example, the resonance can decay
only when s ≥ 4M2pi and this is the reason why only Eq.(94) contains an imaginary component. This
idea can be reinforced by recalling that the very concept of lifetime does not apply to virtual states.
Assembling all these pieces into Eq.(87) one obtains the self-energy for a scalar resonance, where the
numerical value for Σ′(m2) is small and the factor 11−Σ′(m2) can be set to one in Eq(88). Then, the
renormalized resonance propagator, Eq.(89), becomes
DS(s) = s−M2S(s) + i Θ(s− 4M2pi) G2S
√
s− 4M2pi
32pi
√
s
(95)
where
M2S(s) = m20 +G2S
{[
Ω¯S
]
R
+ C
}
(96)
is the running mass. The physical mass mS of the resonance is the solution of the equation M2S(s =
m2S) = m
2
S . Once the value of m is fixed, the resonance propagator is conventionally written as
iDS(s) =
i
DS(s)
, DS(s) = s−M2S(s) + i Θ(s− 4M2pi) mS ΓS(s) , (97)
ΓS(s) =
G2S
32pimS
√
s− 4M2pi√
s
. (98)
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Comparing the final expression for the propagator in Eq.(97) with the one derived from QFT, Eq.(89),
one can see the relevance of the factor Σ˜(s) for the width, Eq.(98), and the running mass, Eq.(96). This
final form of the propagator also indicates that the expressions that look like BWs arise naturally in the
framework of QFT.
One notes that the functions D(s), M(s) and Γ(s) entering the propagator are Lorentz scalars and
the width is linear in q, the three-momentum of the intermediate pions in their CM.
Vector resonances
As discussed above, the bare propagator of a vector resonance involves a characteristic numerator. In
the dressing process, this factor also influences the self-energy ΣP and, therefore, the denominator. The
net effect corresponds to the inclusion of an extra kinematic factor.
Ω¯S → Ω¯P = 1
3
[s−4M2pi ] Ω¯S , (99)
and this leads us to
iDP (s) =
i
DP (s)
, DP (s) = s−M2P (s) + i Θ(s− 4M2pi) mP ΓP (s) , (100)
M2P (s) = m20 +G2P
[
Ω¯P + CP
]
, ΓP (s) =
G2P
96pimP
[s−4M2pi ]
√
s−4M2pi√
s
. (101)
In the rest frame of the vector resonance, the width is proportional to q3. Once again, the vector
resonance propagator shows that the contribution from Σ˜(s) to the self-energy, eq.(87), is very significant
to both the resonance width and running mass. It is very interesting to point-out that the expression to
the vector propagator, Eq.(100), is the same as the one proposed by Gounaris-Sakurai[228] as we show
below, in Eq.(105).
Poles
Poles of propagators are important and can be determined from denominators such as those given by
eqs. (97) and (100). Schematically, they are obtained by writing s = (a− i b)2 and then determining the
values of a and b by means of the condition
DJ [(a− i b)2] = 0. (102)
Calling a = mpole and b = Γpole/2, one finds representations for the propagator of the form
iDJ(s) =
residue
s− (mJ pole − iΓJ pole/2)2 + non−pole . (103)
One notes that:
- The values of mJ pole and ΓJ pole need not to be close to the values of mJ and ΓJ in eqs.(97) and (100).
- There may exist more than one solution to eq. (102), representing dynamically generated states.
C. Models
The description of systems involving resonances may become cumbersome in QFT, when several
different degrees of freedom are involved. In this case, it is usual that results from QFT are extended by
means of ad hoc modifications, based on educated guesses. Some popular choices for the case of the
ρ-meson are presented below.
K-matrix
In the so-called K-matrix approximation, the running masses M2(s) in eqs. (97) and (100) are
replaced with the fixed empirical resonance masses, and one employs denominators of the form.
DJ(s) = s−m2J + i Θ(s− 4M2pi) mJ ΓJ(s) . (104)
This expression is the same as that used in the isobar model without barriers factors.
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Gounaris-Sakurai
The form of the propagator known as Gounaris-Sakurai (GS) was developed in 1968 [228] and expresses
the physics just described. Using their notation, we have
iDGS(s) =
i
DGS(s)
, DGS(s)=s− [m2ρ + f(s)] + imρΓ(s) , (105)
Γ(s) = Γρ
mρ√
s
[
k(s)
k(m2ρ)
]3
; k(s) =
√
s− 4M2pi
4
; (106)
f(s) = Γρ
m2ρ
k(m2ρ)3
[
k(s)2
(
h(s)− h(m2ρ)
)
+ (m2ρ − s)h′ k(m2ρ)2
]
; (107)
h(s) =
2
pi
k(s)√
s
ln
[√
s+ 2k(s)
2Mpi
]
; h′ = h(m2ρ)
[
1
8k(m2ρ)2
− 1
2m2ρ
]
+
1
2pim2ρ
. (108)
The Gounaris-Sakurai expression for the width is identical to that of eq. (101), provided one defines
Γρ = Γ(s = m
2
ρ) and then uses this to replace the factor G
2
P /(96pimρ) present there. Eq. (97) yieds
h(s) = 16pi Ω¯S − 1/pi and the function f(s) amounts to the expansion of the real part of the self-enegy
around s = m2ρ, given by eq. (87).
Isobar model
In the isobar model the following expression is widely used in fits to data
iDρIM (p)=
i
s−m2ρ + imρ ΓIMρ (s) , Γ
IM
ρ (p) = Γ
GS
ρ
[
Fr(s)
Fr(m2ρ)
]2
, (109)
where ΓGSρ is given by eq.(106) and Fr(s) = 1/
√
1 + [rrqr(s)]2. This function becomes identical to the
K-Matrix, eq. (104), if we take out the barrier factors.
D. Scattering amplitudes
+=
Figure 20: pipi scattering amplitude: resonances exchange and meson-meson interaction.
Scattering amplitudes are the usual sources of resonance information. However, scattering amplitudes
may receive contributions from many kinds of processes, not all of them associated with resonances,
as in Fig. 20. This gives rise to important differences between denominators entering propagators and
amplitudes. We discuss this feature by means of an example concerning the P -wave pipi elastic amplitude.
One assumes a simple pipi interaction, based on just an s-channel ρ-pole and a background B, as in Fig.
20.
Using a chiral model [33] as a guide, the construction of the amplitude begins by describing the tree
diagrams, which yield
T¯ 1 = (t− u)
[
B −G2ρ s
s−m2ρ
]
, (110)
where s, t and u are the Mandelstam variables and B = 1/F 2. For free particles in the center of mass
frame, (t− u) = (s− 4M2pi) cos θ and the P -wave projection gives rise to the kernel
KP1 = − (s− 4M
2
pi)
3
[
B +G2ρ
s
s−m2ρ
]
= − (s− 4M
2
pi)
3
[
B(s−m2ρ) +G2ρ s
s−m2ρ
]
(111)
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which can be used to construct a unitarized scattering amplitude [229], given by
TP1pipi =
KP1
1 +KP1 (Ω¯pipi + Cpipi) =
(4M2pi − s)/3
[
B(s−m2ρ) +G2ρ s
]
s−m2ρ −
[
B(s−m2ρ) +G2ρ s
]
(Ω¯P + CP )
. (112)
This gives rise to a denominator which is different from all the previous ones discussed and, in particular,
to a width of the form
ΓTρ (s) =
[
B(s−m2ρ) +G2ρ s
]
96pi
[s−4M2pi ]
√
s−4M2pi√
s
. (113)
The presence of the background B in this result is a clear indication that it does influence the width
profile for s 6= m2ρ.
E. Production amplitude: ρ0 → pi+pi−
The ρ meson can be produced directly in B or D decays before it decays into two mesons. The same
model used to derive the scattering amplitude, eq. (112), yields the production amplitude
Π(s) = A
Gρ
m2ρ − s
[
1 + (−Ω¯) K
1 + Ω¯K
]
= A
Gρ
m2ρ − s
[
1
1 + Ω¯K
]
(114)
= A
Gρ
m2ρ − s+
[
B(s−m2ρ) +G2ρ s
]
(Ω¯P + CP )
. (115)
where A is a factor describing the transition of the heavy mesons into ρ+other mesons. Comparing eq.
(115) with the resonance propagator, eq. (100), one can see that, again, both the width and the running
mass are different due to the presence of a background in the kernel.
F. Final remarks
We inspect the general ground of the structures used to describe resonance propagators in different
context. It became clear that the functional form of the resonance propagation depend strongly on the
environment and the dynamical model considered. We show that availability of different intermediate
states can give an important contributions and change both the mass and the width of the resonances
propagator. This difference is also manifest on the extraction of the pole position, once the source
propagation is not universal so as the associated pole position.
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