Abstract-We consider the problem of minimum-variance excitation design for frequency response estimation based on finite impulse response (FIR) and output error (OE) models. The objective is to minimize the power of the input signal to be used in the system identification experiment subject to a model accuracy constraint. For FIR and OE models this leads to a finite dimensional semi-definite programming optimization problem. We study, in detail, how to apply this approach to the estimation of the frequency response at a given frequency, . The first case concerns minimizing the asymptotic variance of the estimated frequency response based on an FIR model estimate. We compare the optimal input signal with a sinusoidal signal with frequency that gives the same model accuracy, and show that the input power can, at best, be reduced by a factor of two when using the optimal input signal. Conditions are given under which the sinusoidal signal is optimal, and it is shown that this is a common case for higher order FIR models. Next, we study FIR model based estimation of the absolute value and phase of the frequency response at a given frequency, . We derive the corresponding optimal input signals and compare their performances with that of a sinusoidal input signal with frequency . The relative reduction of input power when using the optimal solution is at best a factor of two. Finally, we discuss how to extend the FIR results to OE system identification by using an input parametrization proposed by Stoica and Söder-ström (1982).
I. INTRODUCTION
Consider a scalar discrete time asymptotically stable time-invariant linear dynamical system with impulse response sequence fg k g, input signal sequence fu(t)g, output signal sequence fy(t)g, and additive zero mean white noise fe(t)g with variance e. The input to output relation is given by y(t) = 1 k=0 g k u(t 0 k) + e(t):
The corresponding frequency response function is defined by G(e i! ) = 1 k=0 g k e 0i!k ; ! 2 (0; ]; i = p 01 (2) and is a most important tool in for example filter design and feedback control systems. Frequency response function estimation is a fundamental problem in both spectral estimation and system identification. We will study parametric methods, such as prediction-error identification methods (PEM), for frequency response estimation, see, e.g., [12] and [7] . Manuscript Assume to be the model parameter vector, o is the "true" system parameter vector, and let be a PEM estimate of o based on N measured input output observations, fu(t); y(t); t = 1; . . . ; Ng. By
Go(e i! ) = G(e i! ; o) andĜ(e i! ) = G(e i! ; ) we denote the "true" frequency response function and the corresponding estimate. Under standard quasi-stationary assumptions the normalized estimation error variance converges to the asymptotic (large N ) error variance AsVar fĜ(e i! )g 1 , i.e., If it is possible to choose the input signal excitation in the data collection experiment, an interesting approach is to determine the input signal that minimizes the uncertainty AsVar fĜ(e i! )g at a given frequency. This makes sense only if we constrain, for example, the power (variance) of the input signal Efu 2 (t)g , as otherwise the error can be made arbitrarily small. We will formulate this optimization problem as a finite-dimensional semi-definite program, and by analyzing its solution characterize trade-offs involved in optimal input design. A main result is that a sinusoidal input signal with frequency ! often is minimum power optimal, but that there are cases when another signal is up to a factor of two more power efficient.
The problem of finding optimal input signals for parameter estimation in dynamic systems is a classical topic. An excellent survey of the field up to 1974 is given in [8] . There has recently been a renewed interest in the optimal input design problem, and a survey of the current state of the art is given in [4] . We will use the least costly identification framework introduced in [1] . The paper [9] has recently showed the equivalence of least costly and traditional experiment design. Simple first-order FIR examples illustrating the theory to be presented can be found in [15] . The paper [10] studies the minimum amount of input energy required to estimate a FIR system within a given accuracy as a function of the model complexity.
The outline of this paper is as follows. Section II contains a variance analysis of estimated frequency response functions based on FIR models. The corresponding minimum-variance input design problem is studied in Section III, while Section IV contains a brief discussion on how to extend the FIR results to output error (OE) models. A numerical example is given in Sections V and VI concludes the paper.
II. FREQUENCY RESPONSE VARIANCE EXPRESSIONS
We will consider identification of nth-order finite impulse response (FIR) systems, for which g k = 0, k > n: The FIR model is defined by 
This is a linear regression model and the PEM estimate of g can be found by the least squares method. The statistical properties of the least squares estimateĝ are well known, see, e.g., [7] . We will use g o to denote the true system parameters and 1g =ĝ 0 g o for the corresponding estimation error. The asymptotic (large N ) covariance matrix, lim N!1 Covf p N 1gg = AsCov fĝg, of the least squares estimate equals AsCov fĝg = P; P = e R 01 ; (6) R jk = Efu(t+10j)u(t+10k)g; j; k = 1; . . . ; n + 1 AsVarfĜ(e i! )g = 0 0 0 3 (e i! )P0 0 0(e i! ):
For the real part and the imaginary part of G(e i! ) we have
T (e i! )g (10) V(e i! ) = Ref0 0 0(e i! )g; 0Imf0 0 0(e i! )g :
Two other important representation of G(e i! ) are
where Abs and Arg denote the absolute value, jG(e i! )j, and the argument (phase) of G(e i! ), respectively. Recall that log G(e i! ) = log jG(e T (e i! )1g (14) X(e
W(e
Expressions (6), (10) and (14) imply the following estimation error covariance matrix expressions:
ImĜ(e i! ) = V
T (e i! )PV(e i! ) (17) AsCov AbsĜ(e i! )
ArgĜ(e i! )
where V(e i! ) and W(e i! ) are defined by (11) and (16) 
The diagonal relations in (18) equal
AsVarfjĜ(e i! )jg
AsVar ArgĜ(e i! ) = 1 jGo(e i! )j 4 
III. OPTIMAL INPUT DESIGN FOR FREQUENCY RESPONSE ESTIMATION
In this section, we will study optimal input design for FIR modelbased frequency response estimation. We will consider quantities that are approximate linear functions of the impulse coefficients y denotes any pseudo inverse, cf. [11] .
The sequence fr0; r1; . . . ; rng is the initial part of a covariance sequence of a stationary stochastic process if the corresponding symmetric Toeplitz matrix with this sequence as its first column is positive definite, R > 0. By using the less restrictive condition R 0 we allow for rank deficient solutions. In this case, the Carathéodory parametrization of a covariance matrix, see [12] , can be used to find a time realization of the input signal u(t). This will involve sinusoidal signals. 
A. Optimal Input Problems
The objective is to minimize the (normalized) variance of subject to a bound on the power (variance) of the input signal. The optimal solution will satisfy r 0 = . As shown in [9] , P1 is equivalent to the Least Costly identification optimization problem, [ 
Notice that the constraint in (26) implies R 0, and allows for rank deficient solutions. Problem P3 is a semi-definite program (SDP), since the constraint in (26) is a linear matrix inequality in the covariance sequence r k , k = 0; . . . ; n. The analytic solution to P3 is derived in Appendix A for n = 1 (the 2 2 2 matrix case). We are not aware of a general analytic solution of P3 for n 2, but it is a convex optimization problem (a semi-definite program/SDP) for which excellent numerical methods exist. The structure of P3 can be used to derive necessary conditions for optimality. A covariance sequence vector r ? is called optimal if it has the smallest objective value r 0 among all vectors that satisfy the constraint. The matrix R0cc 3 is positive semi-definite if and only if all its principal minors are positive semi-definite, see [3] . When c has complex valued elements we have the following lower bound: If it is possible to find a vector for which the upper bound is equal to the lower bound above, the corresponding signal is optimal.
B. Sinusoidal Input Signals
We will compare the optimal solution of (26) to the case when a sinusoidal signal u(t) = C cos( !t) is used. The quasi-stationary covariance function of this sinusoidal signal, see [7] , equals 
The rank of the matrix R is one for ! = 0; and otherwise two. Therefore, it is only possible to estimate a function of the frequency 2 For matrices X Y means that [X 0Y ] is a positive semi-definite matrix.
response G(e i ! ) at ! = !. We need to use a pseudo-inverse of R in the frequency response variance expression (9) AsVarfĜ(e 
Here we have used the fact that TracefR y Rg = rankfRg and that the rank of R for the sinusoidal case is one or two, depending on the frequency. Expression (31) is identical to asymptotic variance of the empirical transfer function estimate (ETFE), see [7] . The same expression is also obtained in [5] for periodic input signals with R having full rank. The derivation is, however, different. 
C. Scaling
Recall the previous scaling by the number of data N ,
VarfĜ(e i! )g AsVarfĜ(e i! )g=N. To simplify the analysis we will also scale the input optimization problem by setting e = 1,
i.e., using unit noise variance. The optimal solution for the scaled problem will be denoted by fr ? k g. We will use the over-bar notation f r k g for covariance sequence of a sinusoidal signal with frequency ! that gives a specified estimation error variance equal to one. For example, the scaled sinusoidal 
This lower bound, which is achievable for n = 1, should be compared to the sinusoidal upper bound 
E. Real and Imaginary/Log Gain and Phase
Next, we will now study
for which the asymptotic covariance expression is given by (17) . Here, see ( 
where, see (20)
and a sinusoidal signal with frequency ! = ! and power r 0 = 1=jGo(e i! )j 2 is an optimal solution to P3.
The results in this subsection show that the corresponding two representations of the complex valued frequency response function are well balanced. In the next two subsections, we will study input signals that further reduce AsVarfjĜ(e i! jg, but at the price of increasing AsVarfArgĜ(e i! g, and vice versa.
F. Frequency Gain
Next, we analyze P3 (26) for the amplitude frequency function estimate jĜ(e i! )j 2 , where 
This bound is tight for n = 1, i.e., 
We directly see that if !k + o = m for a k 2 [0; . . . ; n], where m is an integer, the upper bound and lower bound coincide and hence a sinusoidal signal with frequency ! is an optimal solution to P3 (26). This is a more restrictive result than for the frequency function given by Proposition 1. The numerical result in the next section confirm that a sinusoidal solution indeed is often optimal for the gain estimation problem.
G. Frequency Phase
Finally, we investigate the frequency phase function estimate
ArgfĜ(e 
where q 01 is the delay operator, i.e., q 01 u(t) = u(t 0 1), is called an OE model. The roots of F(q) are assumed to be strictly inside the unit circle. The key result in [13] which is a SDP inr with a slightly more complicated Toeplitz structure than for the FIR case. This observation is used in [14] to extend some of the FIR results presented in this paper to the OE case. The results are, however, less transparent than for FIR models. ) defined by (8) is studied for models with n = 1 to 5. The optimal input problem (26) is solved using MATLAB/LMI LAB/YALMIP, [6] , for ! k = k=360; k = 0; . . . ; 360. The corresponding performance indices are given in Fig. 1 .
As predicted by Proposition 1, a sinusoidal signal is optimal in the mid frequency range. For low and high frequencies, we can further reduce the input power by up to a factor of two by using an optimal input signal. Fig. 1 also indicates that Proposition 1 only gives necessary conditions. A sinusoidal signal with frequency ! appears to be optimal in the whole interval ! 2 [=(2n); 0 =(2n)].
VI. CONCLUSION
A sinusoidal signal with frequency ! is the "natural choice" for estimating G(e i! ), but gives little information about other system properties. We have shown that for lower order systems up to fifty percent in input power reduction, compared to the sinusoidal signal, can be gained by using an optimal input signal. However for mid range frequencies and higher order systems a sinusoidal signal is minimum power optimal. One explanation is that when the model order increases structural information is of less importance and the optimal input just focuses on An important problem in robust control applications is the estimation of the H1-norm of a linear dynamical system. This corresponds to estimating the maximum absolute value of the frequency response, max ! jG(e i! )j. Iterative methods for input design for H 1 estimation are discussed in [17] . In [16] , the results presented herein are used to analyze performance and to derive optimal input signal for H 1 -norm identification. It is shown that a sinusoidal signal corresponding to the peak frequency always is minimum power optimal. 
I. INTRODUCTION
The idea of anti-windup compensation is to design a compensator, which, in the event of actuator saturation, produces a signal based on the difference between the nominal control input and the saturated actuator output and augment the signal to the nominal control input so that the adverse effect of actuator saturation is alleviated. Anti-windup compensation has been widely used in industries and many methods for designing anti-windup compensators have been developed (see, e.g., [1] , [3] - [5] , [8] , [9] , [12] - [14] ).
In the traditional practice, anti-windup mechanism is activated as soon as actuator saturation occurs (see Fig. 1 ). It is within this paradigm that all anti-windup design methods have been developed. Various performance indices have been used to measure the improvement. In a recent pair of articles [10] and [11] , a very innovative idea was proposed to delay the activation of the anti-windup mechanism until the saturation reaches to a certain level. As well explained in [10] , by allowing the nominal controller to act unassisted in the event of slight
