Abstract. In this note, we establish a parabolic version of Tian's C 2,α -estimate for conical complex Monge-Ampere equations [30] , which includes conical Kähler-Einstein metrics. Our estimate will complete the proof of the existence of unnormalized conical Kähler-Ricci flow in [23] .
introduction
Regularity of complex Monge-Ampere equations in conic setting is an important issue in the study of conic Kähler metrics. There have been some works on conic metrics [ [20] and the study of conic metrics plays an important role in the solution of YauTian-Donaldson conjecture [29] [5] [6] [7] . As the C 0 -estimate and C 2 -estimate is not enough to obtain the solution to existence problems,, we need to get at least C 2,α -estimate to guarantee that the inverse function theorem can be applied. For conic metrics, in smooth part, it is easy to apply Calabi's C 3 -estimate as smooth case [33] . For the conic singularities, when the cone angle β < 1 2 , even Calabi's C 3 -estimate still holds [2] . However, when β ≥ 1 2 , the C 3 -estimate seems not to hold any more so we can expect only a C 2,α -estimate. In conic setting, we are still not sure that whether classic Evans-Krylov-Safanov theory (see [13] ) holds, as we are not clear whether the subtle argument of choosing squares and measure estimates can be extended to conic setting. Actually there have been some works on extension of this classic theory to conic setting [8] [9] [12] [32] . When the metric is sufficiently close to the standard flat conic metric, perturbation method of the Schauder estimate can be used to derive a C 2,α -estimate [6] . However we don't know the metric involved can be made sufficiently close to a standard flat conic metric before we establish an estimate than the C 2 -estimate. In [30] , Tian adapted the method of his PKU master thesis [27] to conic case and proved the C 2,α -estimate for conical complex Monge-Ampere equations without the closeness assumption. The main idea of Tian's approach is to compare the second derivative to harmonic forms whose regularity was studied before.
In this paper, we extend Tian's idea in [30] to derive a C 2,α -estimate for conical Kähler-Ricci flow, which completes the proof of the existence theorem in [23] . Conical Kähler-Ricci flow is another interesting topic in the study of conic Kähler metrics and there have been some works on it [8] [9] [22] [19] [23] [32] . To establish the existence of conical Kähler-Ricci flow we need a parabolic version of C 2,α -estimate. In deriving our estimate, smilar to what Tian did, we need to use regularity properties of heat equations. Now let's recall the construction of unnormalized Kähler-Ricci flow in [23] . Suppose the
is a simply normal crossing divisor on a n dimensional compact
Kähler manifold (M, ω 0 , where each D i is an irreducible divisor and ω 0 is a smooth background
where S i is a defining holomorphic section of [D i ], and we know that when k is a small positive number ω * is a conic Kähler metric with cone angles 2πβ i along each D i . In [23] we apply the methods of [31] [26] to consider this equation in the cohomology level, i.e, write ω t = 
Recall that in [23] , we apply the approximation techniques of [3] [12] [22] and estimates in [31] [26] to obtain C 0 -estimate and Laplacian estimate for ϕ, i.e, for some uniform constant A,
on the time interval [0, T ] where
What is missing in [23] is a Hölder estimate for √ −1∂∂ϕ, i.e, the C 2,α -estimate. We will follow the approach in [30] to get the following main theorem by comparing the flow solution with the solutions to heat equations:
, where β := max{β 1 , · · · , β l }, there exist constants r 0 ∈ (0, 1) and C α > 0 such that for any (x 0 , t 0 ) ∈ M × (0, T 0 ) and 0 < r < r 0 ,
4)
where
, and B r (x 0 ) is the geodesic ball with center x 0 and radius r, and ∇ is the covariant derivative, the norm is taken with respect to ω 0 .
Provided this theorem, by standard analysis arguments, we have the following corollary, which gives the C 2,α -estimate:
The note will be organized as below. First, begin with the Monge-Ampere type equation (1.2), we derive a second order parabolic equation for complex Hessian of ϕ. Then we review some facts on heat equation, which can be modified from [16] . Finally, we follow [30] , to give a parabolic version of comparison argument.
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Preliminaries
In this section we'll obtain a parabolic equation for complex Hessian, and make some necessary preparation for the estimate. First, we note that the Theorem 1.1 can be proved locally. As Calabi's 3rd derivative estimate can be used outside the divisor, we only need to consider that x 0 ∈ D. Now choose a local coordinate system (U ; z 1 , · · · , z n ) around x 0 = (0, · · · , 0) and D i U = {z i = 0}. Now U can be identified with an open set in C n . By Laplacian estimate (1.3) we have
where ω β is the standard conic flat metric on C n :
By √ −1∂∂-lemma (see [28] ), we can write ω = √ −1∂∂u for some spacetime neighborhood U × (t ′ , t 0 ]. Now consider the Monge-Ampere type equation (1.2), as
Here F is defined as
so F is a smooth function. Then we obtain a scalar equation:
As ω t is a conic Kähler metric which has the same singular part with the initial conic metric, it suffices to prove that √ −1∂∂u is C α -bounded. Now take the covariant derivatives of the equation (2.2) twice with respect to ω β , we obtain a parabolic equation for √ −1∂∂u:
Obviously, with respect to ω β , u kl is uniformly bounded. Unfortunately we can't use KrylovSafanov estimate directly to get a Hölder estimate. We'll make use of the properties of heat equation to derive the estimate. For this purpose, we need to do some preparation.
As [30] , we can define B β (r) to be an angle domain in 
for each i, then we have
or for s ∈ ( n n+1 , 1),
Now we prove a lemma that outside the divisor D, the scalar curvature is uniformly bounded from below, which is useful in Moser's iteration with respect to evolving metrics and weak Harnack inequality below: Proof. We know that the conclusion is true in case of smooth Ricci flow. In conic case, first, by the structure of conic Kähler metric ω 0 , we can compute that Ric(ω 0 ) = a ij dz i ∧ dz j + 2π
where a ij dz i ∧ dz j is a smooth (1, 1)-form. From this we can see that Ricci curvature of the initial conic metric is uniformly bounded from below, so does the scalar curvature, outside the divisor D. Outside the divisor D we have the evolution equation for scalar curvature [15] ∂ ∂t R = ∆R + |Ric| 2 , and now we can write this equation as following:
where c is a positive constant. It's easy to see that at each time slice, the space minimum will be attained outside the divisor, so by maximal principle [15] , as R(|| · || i is uniformly bounded and ω ≥ Cω 0 where ω 0 is a smooth background metric, we have that
Now let c tend to 0, we obtain our result. Now make use of above two lemmas, we can prove an inequality similar to mean value inequality for subharmonic functions:
Proof. Before the L 1 -control, we first prove a L 2 -control that for any θ ∈ (1/2, 1), by Moser's iteration as [14] :
Without loss of generality, we assume that C 0 = 0, otherwise we take v ′ = v − C 0 t to replace v. We prove the first case. First we choose η = vξ 2 χ [−r 2 ,−σ] (t) where ξ is a cut-off function with compact support in P (1), and χ is a characteristic function. Define
and take η as a test function for the first inequality, we have 1 2 
Choose test function η = vξ 2 χ [−r 2 ,0] (t) then the integral domain of (2.8) will be P (r) and we obtain that
Now by Sobolev type inequality (2.5), we obtain that
By computation, (
So similar argument is true that
Then by Moser's iteration, we obtain the inequality (2.7). Now by (2.7) and Cauchy-Schwarz inequality, we have that
then by an iteration lemma (Lemma 4.3 on Page 75 of [16] ), we get that
which completes the proof of the first case. For the proof of the second case, note that in the derivation of similar inequality to (2.8), there is an extra term −Rξ 2 v 2 in the right hand side integral which comes from the derivative of ω n . However by Lemma 2.2 this term is bounded from above by Cξ 2 v 2 , then all the argument for the first case follows.
From this proposition, we can easily get following corollaries: 
Moreover, for any σ < r < 1, and function v which solves ( ∂ ∂t − ∆ β )v = 0 on P (1), we have that 
which allows us to consider h as a function on the ball with standard conic metric. Note that ω β = √ −1 dw i ∧ dw i , So (2.11) follows from (2.10) and we only need to prove (2.10).
Note that the functions ζ i = w 
As k ≥ 1, for all i, choose the smallest exponential 2(min(β
and integrate on P (r), we obtain our result.
On the other hand, we still need a weak Harnack inequality as Theorem 4.15 in [16] . Here we need to consider a new spacetime neighborhood P ′ (r) = B(r) × (−r 2 , r 2 ) to replace P (r). Then we will have
, and a nonnegative function v ∈ H 1 (P ′ (r)) satisfies
12)
where ∆ ′ denotes the Laplacian with respect to ω. Then we will have
Proof. The proof is similar to the elliptic version of weak Harnack inequality in Theorem 4.15 of [16] so we just sketch the proof. We set v = v + k and w = v −1 . Choose a cut-off function ξ(x, t) = ξ 1 (x)ξ 2 (t), where ξ 1 is 1 on B( ], and 0 near t = ±1 with |ξ 2 | ≤ 16. Take v −2 ξ as the test function of (2.12) we obtain that
By Proposition 2.3 we obtain that sup
for any p > 0, which indicates that
Now we need to prove
for some p = p 0 > 0. It suffices to prove that
As e p 0 |h| = 1 + |p 0 h| + |p 0 h| 2 2! + · · · + |p 0 h| l l! + · · · it suffices to bound P ′ (1) |h| l ω n β dt for any positive integer l. Denote det(u kl )u ij by U ij and by [30] , we have U ij i = 0 (See also Lemma 3.1 in the next section). Now take v −1 ξ 2 as the test function in (2.12), we have that
For the last term, we have that
where the last inequality follows from Lemma 2.2. Make use of this and Cauchy-Schwarz inequality, we have
where ∇ ′ denotes the gradient with respect to ω, which also have corresponding Sobolev inequality and Poincare inequality as it is equivalent to ω β . Note that in the new spacetime domain P ′ (1), the first term in the Sobolev inequality (2.5) can be canceled and by Poincare inequality we have that
For l > 2, take v −1 ξ 2 h 2l as the test function in (2.12) and the similar estimate above, we have that
Apply Cauchy-Schwarz inequality and Young's inequality, we obtain that
where α > 0. Then follow [16] to use Moser's iteration, we can prove that there exists p 0 > 0 such that P ′ (1) e p 0 |h| ω n β dt ≤ C.
Finally, we need to prove that the inequality (2.13) is true for p = 1. We only need to take ξ 2 v −α as the test function to (2.12) where α ∈ (0, 1), then we have
As [16] , the proposition follows from Sobolev inequality and finite steps of iterations.
We end this section by a lemma which indicates that Corollary 1.2 follows from Theorem 1.1:
Proof. We only need to note that by smallest square theorem and Poincare Inequality,
then this lemma follows from the same argument of Theorem 3.1 on Page 48 of [16] .
3. Proof of main theorem 1.1
We begin the proof of main theorem 1.1 along Tian's second approach in [30] . We denote det(u kl )u ij by U ij and recall two lemmas in [30] :
as we can switch j and l.
Lemma 3.2. For any positive definite Hermitian matrix
where λ ij denotes the inverse of Λ = (λ ij ) and C is a constant depending only on the norms of Λ and u ij .
Proof. Consider the function f of matrix
Then this lemma follows from Taylor expansion of f at point u ij = λ ij .
From now on we will modify Tian's arguments in [30] to parabolic case. First, we have Lemma 3.3. There exsits some q > 2 which may depend on β, ||u ij || L ∞ and ||F ij || L ∞ such that for any P (2r) ⊂ U × (−1, 0] around (y, 0), we have
where C denotes a uniform constant.
Proof. First assume that y = x 0 and move t 0 to be 0. Define λ ij := r −(2n+2) P (r) u ij ω n β dt for i, j = 1, · · · , n. By using unitary transformation if necessary, we assume that λ ij = 0 if i = j and i, j > l. By Laplacian estimate (2.1), we have A −1 I ≤ Λ = (λ ij ) ≤ AI. Choose a cutoff function η = η 1 (x)η 2 (t) on P (r) such that η 1 (x) = 1 on B(y, 3r 4 ), η 1 (x) = 0 near ∂B(y, 1), and
Make use of the equation (2.3) and Lemma 3.1, denote λ k = λ kk and λ = λ 1 · · · λ n , we have
where the last inequality uses the Lemma 2.2 that the scalar curvature stays uniformly bounded from below. By Lemma 3.2, we have
By Sobolev inequality (2.6) in Lemma 2.1,
where s ∈ ( n n+1 , 1). This inequality holds for parabolic neighborhoods with center point on or not on the divisor. Then by a covering argument that for any parabolic neighborhood P ((y, t), 2r) ⊂ U × (−1, 0],
Then (3.2) follows from Gehring's inverse Hölder inequality [11] .
Similar to [30] , we can define a (1, 1)-form v solving a heat equation:
Then we have such a lemma:
Lemma 3.4. For any P ((y, t), 4r) ⊂ U × (−1, 0], and σ < r, we have
Proof. Takeω = ω − v as the test function for the Hessian equation (2.3), considering (3.4), integrate by parts, we have
then by Cauchy-Schwarz inequality, and note that A −1 − B −1 = A −1 (B − A)B −1 , we obtain that
By Lemma 3.3 and Poincare inequality, we have
For the other part on the right hand side of (3.6), we may assume−2 > 2, otherwise the following second inequality follows from Hölder inequality:
where the last inequality follows from (3.6). Now apply Corollary 2.4 to v, we have that
Now combine (3.6) to (3.9), (3.5) follows.
To conclude the main theorem, similar to [30] , we still need a lemma which controls the right hand side terms in (3.5):
Lemma 3.5. For any ǫ 0 > 0, there is an l depending only on ǫ 0 , ||∆u|| L ∞ , ||∆F || L ∞ satisfying: For anyr > 0 with P ((y, t),r) ⊂ U × (−1, 0] , there exists r ∈ [2 −lr ,r] such that r −2n
Proof. Actually we only need to consider the integral of |∇ω| 2 and use the domain P ′ (r) to replace the smaller P (r). Now by the Hessian equation (2.3) again, we have 11) where ∆ ′ denotes the Laplacian of ω, and g denotes the metric of ω β . Now denote M r = sup P ′ (r) ∆u, and choose a cut-off function η = η 1 (x)η 2 (t) on P (r) such that η 1 (x) = 1 on B(y, This is impossible for sufficiently large k. Then the lemma follows.
Finally we can complete the proof of Theorem 1.1 by an iteration argument as [30] . Suppose σ = λr where 0 < λ < 1. Then suppose r satisfies Lemma 3.5, and denote H(r) = P (r) |∇ω| 2 ω n β dt, by Lemma 3.4 we obtain that By the choice of λ above, 2(1 + c)λ 2(β −1 −1−α) ≤ 1, then the main theorem 1.1 follows.
