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Abstract
Assume that G is a simple graph and T is a T -set (a /nite set of nonnegative integers
satisfying 0∈ T ). A T -coloring of G is a function c that assigns an integer (color) c(v) to each
vertex v of G in such a way that if two vertices u; v are adjacent then |c(u)− c(v)| is not in T .
The T -span of G, denoted by spT (G), is the minimal span over all possible T -colorings of G,
where the span of a T -coloring c of G is the distance between the smallest and the largest color
used by c. In this paper we study properties of the T -span related to divisibility. In particular,
we show that if a positive integer d divides all elements of the set {0; 1; : : : ;max T +1}\T then
spT (G) is divisible by d and the quotient spT (G)=d equals spS(G), where S = {t ∈Z: d · t ∈ T}.
We also show that for any positive integer d, if S = {0; 1; : : : ; d · (max T + 1)}\{d · t: t ∈ T}
then spS(G) = d · spT (G). As a result of these considerations we obtain some simple formulas
describing the T -span for many new T -sets and we discover some new families of E and G,
where E is the collection of such T -sets T that the equality spT (G)=spT (K(G)) holds for every
graph G and G is the collection of such T -sets T that the greedy (or /rst-/t) algorithm produces
optimal T -colorings for all complete graphs. A full characterization of bipartite graphs in terms
of T -colorings and T -span is also given. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
T -colorings arose in connection with the channel assignment problem. In the prob-
lem, there are several transmitters situated in a certain region. To each transmitter a
channel is to be assigned in such a way that if two of them interfere then the distance
between their channels does not fall into T , where T is a T -set, i.e. a /nite set of non-
negative integers including 0 (elements of T represent disallowed separations between
channels so T is sometimes called a set of disallowed separations). Our objective is to
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/nd such an assignment that minimizes the span of frequency band, i.e. the distance
between the smallest and the largest channel used.
Hale [2] formulated this problem in graph-theoretic terms by introducing the notions
of interference graph and T -coloring. The vertices of an interference graph are the
transmitters and two of them are adjacent iG they interfere. Given a T -set T and a
simple graph G = (V; E), a T -coloring of G is a function c :V →Z that assigns an
integer (color) c(v) to each vertex v of G in such a way that if two vertices u; v are
adjacent then the distance between colors c(u) and c(v) is not in T . In other words, if
c is a T -coloring of G then |c(u)− c(v)| ∈ T for every pair of adjacent vertices u; v.
There is one-to-one correspondence between T -colorings of interference graph and
solutions of the channel assignment problem. It is clear that only some of them cor-
respond to solutions that minimize the span of used frequency band. Two notions —
span and T -span — have been proposed to distinguish these T -colorings from the oth-
ers. Suppose G= (V; E) is a simple graph and T is a T -set. The span of a T -coloring
c of G, denoted by sp(c), is the distance between the smallest and the largest color
used by c, i.e.
sp(c) = max c(V )−min c(V ):
The T -span of G, denoted by spT (G), is the minimal span over all possible T -colorings
of G. It is easy to observe that only T -colorings with span equal to the T -span of
the interference graph correspond to solutions of the channel assignment problem that
minimize the span of used frequency band. Such T -colorings will be called optimal.
In this paper we investigate the T -span so it is a good idea to remind the reader
that there is no simple formula describing the T -span, in general, and for some graphs
and some T -sets such formulas exist. Indeed, if G = (V; E) is a bipartite graph and T
is a T -set then
spT (G) =
{
0 if E = ∅;
min IT if E = ∅; (1)
where IT = {0; 1; : : : ;max T + 1}\T . Roberts and Cozzens [1] showed that if T is
r-initial, i.e. T = {0; 1; : : : ; r} ∪ S, where S is a /nite set of nonnegative integers not
containing any multiples of r + 1, then the equality
spT (G) = (r + 1) · ((G)− 1) (2)
holds for every graph G. Raychaudhuri [6] proved that if T is a k multiple of s set,
i.e. T = {0; s; 2 · s; : : : ; k · s} ∪ S, where S is a subset of {s+1; s+2; : : : ; k · s− 1}, then
for every graph G the following is true:
spT (G) =


(k + 1) · (G)− k · s− 1 if s|(G);
k · s ·
⌊
(G)
s
⌋
+ (G)− 1 otherwise: (3)
Obviously, there are other T -sets for which a simple formula describing the T -span is
known. For more examples we refer the reader to [7].
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It is known [1,6] that both the r-initial and k multiple of s sets belong to G, where G
is the collection of such T -sets that the greedy algorithm produces optimal T -colorings
for all complete graphs. Let us recall that for a given T -set T and any given positive
integer n, the greedy algorithm for T -coloring of Kn is as follows. Let v1; v2; : : : ; vn
be any vertex ordering of Kn. Color v1 with 0, i.e. set c(v1) = 0. Having assigned
colors c(v1); c(v2); : : : ; c(vk), let c(vk+1) be the smallest possible nonnegative integer
that does not violate the de/nition of a T -coloring, i.e. |c(vk+1)− c(vi)| ∈ T for every
i=1; 2; : : : ; k. For instance, if T={0; 3; 5} and n=4 then the greedy algorithm produces
the following {0; 3; 5}-coloring:
c(vi) =
{
i − 1 if i = 1; 2; 3;
8 if i = 4:
It is interesting to study which T -sets are in G since Jansen [3] showed that the problem
of determining the T -span of complete graphs is NP-complete. For more information
about G and the greedy algorithm we refer the reader to [4,7].
Note that if T is an r-initial set or a k multiple of s set then the T -span of any
graph is a function of the chromatic number of the graph only. It is easy to show that
if T is a T -set then the T -span of any graph G only depends on (G) iG the equality
spT (G) = spT (K(G)) holds. Therefore, it is interesting to study which are in E, where
E is the collection of such T -sets T that the equality spT (G) = spT (K(G)) holds for
every graph G. Only a few families of E have been found so far (see [1,4–6]). We
give some new families of E and G in Section 3.
The remainder of the paper is organized as follows. Section 2 contains our main
results. For every positive integer d and every T -set T , we de/ne four new sets —
Td, T=d, d ·T and dT — and study relations between spT (G) and spS(G), where
S ∈{Td; T=d; d ·T; dT} is a T -set and G is any graph. In Section 3 we introduce
(r; T )-initial sets and study their properties. We generalize Eqs. (2), (3) and obtain
some necessary and suMcient conditions for an (r; T )-initial set S to belong to E and
G. The last section contains a complete characterization of bipartite graphs in terms of
T -colorings and T -span.
2. Main results
Throughout the section, let G=(V; E) be a simple graph and T be a T -set. To simplify
and shorten notation we have to introduce some new symbols and remind of the others.
For any integer k and any set A⊆Z let k ·A= {k · a: a∈A} and A=k = {a: k · a∈A}.
It is clear that if d is a positive integer then both d ·T and T=d are T -sets. We leave
it to the reader to verify that if k = 0 then (k ·A)=k = A and k · (A=k) = {a∈A: k|a}.
Proposition 2.1. If d is a positive integer then
(i) spT (G)6d · spT=d(G) (ii) spd · T (G)6d · spT (G)
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Proof. (i) Let c be any optimal (T=d)-coloring of G. It is easy to show that c′ = d · c
is a T -coloring of G and hence spT (G)6sp(c
′) = d · sp(c) = d · spT=d(G).
(ii) It follows immediately from (i) since (d ·T )=d= T .
For any positive integer d let Td = {0; 1; : : : ; (max T +1)=d}\{t=d; t=d: t ∈ IT}.
Note that there is essential diGerence between symbol Td and symbols T=d; d ·T since
Td need not to be a T -set! For instance, if T ={0; 3} and d=2 then Td=∅. In spite of
this, it is easy to show that if d6min IT then Td must be a T -set. Moreover, Td⊆T=d
for every positive integer d. Indeed, if t ∈Td then d · t ∈T since otherwise d · t ∈ IT and
t = t ·d=d would not be an element of Td.
Lemma 2.2. If a and b are real numbers then
(i) |a− b|6|a − b|6|a− b| (ii) |a − b| ∈ {|a− b|; |a− b|}
Proof. (i) Without loss of generality, we assume that b¿a. It suMces to show that
|a− b|¡ |a − b|+ 1 and |a − b|¡ |a− b|+ 1 since |a− b|, |a − b|
and |a− b| are integers. Obviously, 06a− a¡ 1, 06b− b¡ 1 and therefore
|a− b|6|a− b|= b− a= b− a+(b−b)− (a−a)¡ |b− a|+1;
|a− b|¿|a− b|= b− a= b− a+(b−b)− (a−a)¿ |b− a|− 1:
(ii) It follows immediately from (i) since |a− b| − |a− b| ∈ {0; 1}.
Proposition 2.3. If a positive integer d satis5es d6min IT then spT (G)¿d · spTd(G).
Proof. Let c be such an optimal T -coloring of G that min c(V ) = 0. We begin by
proving that c′ = c=d is a Td-coloring of G. It suMces to show that if vertices u; v
of G are adjacent then |c′(u) − c′(v)| ∈ Td so assume that {u; v}∈E. There are only
two cases to consider.
1. |c(u)− c(v)|¿max T +1. Then, it suMces to use part (i) of Lemma 2.2 to see that
|c′(u)−c′(v)|=|c(u)=d−c(v)=d|¿|c(u)−c(v)|=d¿(max T+1)=d¿max Td.
2. |c(u)−c(v)| ∈ IT . Then, it suMces to use part (ii) of Lemma 2.2 to see that |c′(u)−
c′(v)|= |c(u)=d − c(v)=d| ∈ {|c(u)− c(v)|=d; |c(u)− c(v)|=d}.
In both cases |c′(u)− c′(v)| ∈ Td, which is the desired conclusion. Now we know that
c′ is a Td-coloring of G and therefore
spT (G) = sp(c) = max c(V )¿d ·
⌊
max c(V )
d
⌋
= d ·max c′(V ) = d · sp(c′)¿d · spTd(G):
Let d be any positive integer ful/lling d6min IT . It suMces to combine the above
two propositions to get the following upper and lower bounds on the T -span
d · spTd(G)6spT (G)6d · spT=d(G):
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Note that these bounds are of similar form d · spS(G), where S=Td in the lower bound
and S = T=d in the upper. It is interesting to investigate when Td = T=d since in that
case the above inequalities turn into a formula expressing relation between the T -span
and the (T=d)-span. The following theorem deals with the problem.
Theorem 2.4. If a positive integer d divides all elements of the set IT ; then
(i) Td = T=d (ii) spT (G) = d · spT=d(G):
Proof. (i) Since d · (A\B) = (d ·A)\(d ·B) for every A; B⊆Z, we have that
d ·Td = d ·
({
0; 1; : : : ;
⌈
max T + 1
d
⌉}∖{⌈ t
d
⌉
;
⌊ t
d
⌋
: t ∈ IT
})
= d ·
({
0; 1; : : : ;
max T + 1
d
}∖{ t
d
: t ∈ IT
})
=
(
d ·
{
0; 1; : : : ;
max T + 1
d
})∖(
d ·
{ t
d
: t ∈ IT
})
= {06t6max T + 1: d|t}\ IT = {t ∈T : d|t}= d · (T=d):
Hence Td = (d ·Td)=d= (d · (T=d))=d= T=d.
(ii) It follows immediately from (i), Propositions 2.1 and 2.3.
Clearly, it is not a problem to verify whether there is such an integer d that d¿ 1
and d divides all elements of the set IT . Unfortunately, statements Td = T=d and d
divides all elements of the set IT are not equivalent. For example, if T = {0; 1; 5} and
d= 2 then T=d= {0}= Td although there is one odd number in IT .
It is convenient to introduce one more notion before we formulate our main result.
For any positive integer d let dT denote the set {0; 1; : : : ; d · (max T + 1)}\d · IT . It
is clear that dT is a T -set for every positive integer d since dT is a /nite set and
0∈d ·T ⊆dT . It is easy to verify that dT = d · IT and max dT = d · (max T +
1)− 1, so we leave it to the reader.
Theorem 2.5. If d is a positive integer then
(i) (dT )=d= T (ii) spd T (G) = d · spT (G):
Proof. (i) Since (A\B)=d= (A=d)\(B=d) for every A; B⊆Z, we conclude that
(dT )=d= ({0; 1; : : : ; d · (max T + 1)}=d)\((d · IT )=d)
= {0; 1; : : : ;max T + 1}\ IT = T:
(ii) It follows immediately from (i) and Theorem 2.4 since d divides all elements
of d · IT and dT = d · IT .
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Fig. 1. A graph H .
The above results are important since they allow us to compute the T -span for a
number of new T -sets. To give an example of such computation we will calculate the
S-span of the graph H shown in Fig. 1, where S={0; 1; 3; 4; 5; 6; 7; 8; 9}. We /rst verify
that IS = {2; 10}, the greatest common divisor of 2 and 10 is 2 and S=2 = {0; 2; 3; 4}.
Since the set {0; 2; 3; 4} is an example of 2 multiple of 2 set, it suMces to combine
equation (3) with part (ii) of Theorem 2.4 to see that
spS(H) = 2 · spS=2(H) = 2 · 7 = 14
Note that Eqs. (1)–(3) cannot be used explicitly to compute spS(H) since graph H is
not bipartite and S is neither r-initial nor k multiple of s set.
3. (r; T )-initial sets
Results established in the previous section, especially those of Theorem 2.5, have
numerous applications. We will use them to enlarge the list of known familes of E
and G, and to generalize Eqs. (2) and (3). For this purpose r-initial sets have to be
generalized.
Given a nonnegative integer r and a T -set T , a /nite set of nonnegative integers S is
(r; T )-initial iG (r+1)T ⊆ S and S=(r+1)=T . It is evident that every (r; T )-initial set
is a set of disallowed separations. Furthermore, every r-initial set is (r; {0})-initial and
vice versa. Indeed, to prove this it suMces to make the following easy observations:
(i) (r+1){0}={0; 1; : : : ; r}; (ii) a set of nonnegative integers S contains no positive
multiples of r + 1 iG S=(r + 1)⊆{0}; (iii) a set of nonnegative integers S is r-initial
iG it is /nite, {0; 1; : : : ; r}⊆ S and it contains no positive multiples of r + 1.
Proposition 3.1. If G = (V; E) is a simple graph and S is an (r; T )-initial set then
spS(G) = (r + 1) · spT (G).
Proof. It immediately follows from Theorem 2.5, part (ii) and Proposition 2:1, part
(i) since (r + 1)T ⊆ S and S=(r + 1) = T .
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Let us mention two important consequences of the above proposition. First, we can
use it to obtain some formulas describing the T -span for some T -sets. How to do this?
It suMces to choose a T -set, calculate a formula describing the T -span of any graph
and use the above proposition to get a formula on the S-span for every (r; T )-initial
set S. For instance, it is known that if T is a k multiple of s set then Eq. (3) describes
the T -span of any graph G; therefore, if S is (r; T )-initial then
spS(G) = (r + 1) · spT (G) =
{
(r + 1) · ((k + 1) · (G)− s · k − 1) if s|(G);
(r + 1) · (k · s ·  (G)s + (G)− 1) otherwise:
Secondly, it is suMcient to examine whether T ∈E (T ∈G) to /nd out whether S ∈E
(S ∈G) for every (r; T )-initial set S. We prove the claims below.
Theorem 3.2. If S is an (r; T )-initial set then
(i) S ∈E ⇔ T ∈E (ii) S ∈G ⇔ T ∈G
Proof. (i) Let G be a simple graph.
(⇒) Since S ∈E, we see that spS(G) = spS(K(G)). Hence, by Proposition 3.1,
spT (G) = [1=(r + 1)]spS(G) = [1=(r + 1)]spS(K(G)) = spT (K(G)).
(⇐) Since T ∈E, we see that spT (G) = spT (K(G)). Hence, by Proposition 3.1,
spS(G) = (r + 1) · spT (G) = (r + 1) · spT (K(G)) = spS(K(G)).
(ii) Let v1; v2; : : : ; vn be any vertex ordering of Kn, c be a T -coloring of Kn pro-
duced by the greedy algorithm and c′ be an S-coloring of Kn produced by the greedy
algorithm. We will use induction on i to prove that c′(vi) = (r + 1) · c(vi) for each
i = 1; 2; : : : ; n.
The equality holds for i=1 since c(v1)=0 and c′(v1)=0. Assume that it is satis/ed
for i = k − 1 (n¿k¿2) and let us check whether it holds for i = k. It is easy to
prove that (r+1) · c|{v1 ;v2 ;:::;vk} is an S-coloring of Kn|{v1 ;v2 ;:::;vk}. The de/nition of c′(vk)
yields now the inequality c′(vk)6(r+1) · c(vk). Analysis similar to that in the proof of
Proposition 2.3 shows that c′=(r+1)|{v1 ;v2 ;:::;vk} must be a T -coloring of Kn|{v1 ;v2 ;:::;vk}.
Hence,
c(vk)6
⌊
c′(vk)
r + 1
⌋
6
c′(vk)
r + 1
6c(vk)
which is the desired conclusion.
Thus sp(c′)= (r+1) sp(c) and the claim follows immediately from Proposition 3.1.
In the previous section we have calculated spS(H), where H is the graph shown in
Fig. 1 and S = {0; 1; 3; 4; 5; 6; 7; 8; 9}. The above theorem allows us to recalculate it in
another way, but to do this we have to remind the reader that it is known [1] that the
inequalities
spT (K!(G))6spT (G)6spT (K(G))
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hold for every T -set T and every graph G. Since S=2 = {0; 2; 3; 4}∈G (see [6]) and
2{0; 2; 3; 4}=S, Theorem 3.2 tells us that S ∈G and we may use the greedy algorithm
and the above inequalities to verify that spS(H)=spS(K4)=14. Furthermore, we receive
more powerful result — if S ⊆T and 0; 4; 6 and 8 are the only even numbers in T ,
then spT (H) = 14.
4. Bipartite graphs
We /nish our considerations concerning divisibility and T -colorings with interesting
characterization of bipartite graphs. To express it we need the following lemma.
Lemma 4.1. Let G = (V; E) be a simple graph. If a positive integer d divides all
elements of the set {06t6spT (G): t ∈ T} then spT (G) = d · spT=d(G).
Proof. In view of Proposition 2:1, it suMces to show that spT (G)¿d · spT=d(G).
Let c be such an optimal T -coloring of G that min c(V ) = 0. We begin by prov-
ing that c′ = c=d is a (T=d)-coloring of G. For this purpose, it suMces to show that
if {u; v}∈E then |c′(u) − c′(v)| ∈ T=d so assume that {u; v}∈E. Let us note that
d|c(u) − c(v) since 06|c(u) − c(v)|6sp(c) = spT (G) and |c(u) − c(v)| ∈ T . Hence
|c′(u)− c′(v)|=(1=d)|c(u)− c(v)| ∈ T=d, which completes this part of the proof. Thus,
spT (G) = sp(c) = max c(V )¿d ·
⌊
max c(V )
d
⌋
= d ·max c′(V ) = d · sp(c′)¿d · spT=d(G):
The substance of the above lemma is similar to that of Theorem 2.4, so the reader
could think that Lemma 4.1 has a similar number of applications. Unfortunately, that is
not true — the area of potential applications of the above proposition is rather narrow,
what follows from the following observation — if spT (G)¿max T + 1 then the set
{06t6spT (G): t ∈ T} contains at least two consecutive numbers — max T + 1 and
max T+2 — and their only positive common divisor d satis/es d=1. Thus, Lemma 4.1
gives no information for graphs satisfying spT (G)¿max T +1. In spite of that, it can
be used to obtain the following characterization of bipartite graphs.
Theorem 4.2. The following conditions are equivalent:
(i) spT (G)6min IT for every T -set T;
(ii) There is such a T -set T that spT (G)6min IT ;
(iii) G is a bipartite graph.
Proof. (i) ⇒ (ii) Obvious.
(ii) ⇒ (iii) Without loss of generality, we assume that the graph G is not edge-
less since such graphs are bipartite. Hence spT (G) = min IT ¿ 0 and min IT divides all
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elements of the set { 06t6spT (G): t ∈ T} since {min IT} = {06t6spT (G): t ∈ T}.
By Lemma 4.1, spT (G) = min IT · spT=min IT (G), which gives spT=min IT (G) = 1. Hence,
(G)6spT=min IT (G) + 1 = 2:
which completes the proof.
(iii) ⇒ (i) It follows immediately from Eq. (1).
In the introduction, we have stated the formula describing the T -span of bipartite
graphs. The formula says that if a graph is bipartite then its T -span does not exceed
min IT . Theorem 4.2 strengthen this claim since it tells us that a graph is bipartite iG
its T -span does not exceed min IT . The theorem implies also that if a graph G is not
bipartite then spT (G)¿min IT + 1 for every T -set T . Moreover, the reader can easily
verify that the following is true.
Corollary 4.3. The following conditions are equivalent:
(i) spT (G) = min IT for every T -set T;
(ii) There is such a T -set T that spT (G) = min IT ;
(iii) (G) = 2.
It is interesting to study whether there are similar characterizations of graphs sat-
isfying (G)6k, where k ¿ 2 is a given integer. Unfortunately, the structure of such
graphs is far more complicated then the structure of bipartite graphs so at the present
moment none of them are known. Furthermore, it is possible that such characterizations
do not exist.
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