Nešetřil and Ossona de Mendez introduced the notion of first order convergence as an attempt to unify the notions of convergence for sparse and dense graphs. It is known that there exist first order convergent sequences of graphs with no limit modeling (an analytic representation of the limit). On the positive side, every first order convergent sequence of trees or graphs with no long path (graphs with bounded tree-depth) has a limit modeling. We strengthen these results by showing that every first order convergent sequence of plane trees (trees with embeddings in the plane) and every first order convergent sequence of graphs with bounded path-width has a limit modeling.
Introduction
The theory of combinatorial limits has quickly become an important area of combinatorics. The most developed is the theory of graph limits, which is a subject of a recent monograph by Lovász [13] . The graph convergence evolved to a large extent differently and independently for dense and sparse graphs. The case of dense graphs was developed in the series of papers by Borgs, Chayes, Lovász, Sós, Szegedy and Vesztergombi [5-7, 14, 15] and is considered to be well-understood. In the case of sparse graphs (such as those with bounded maximum degree), the most used notion of convergence known as the Benjamini-Schramm convergence, which was studied e.g. in [1, 2, 10] , comes with substantial disadvantages. Several alternative notions were proposed [3, 4, 11] , however, each of them also comes with certain drawbacks.
As an attempt to unify the existing notions of convergence for dense and sparse graphs, Nešetřil and Ossona de Mendez [16, 17] proposed a notion of convergence based on first order properties of graphs, the first order convergence (a formal definition is given in Section 2.2). This notion applies to all relational structures, and it coincides with the standard notion of convergence in the case of dense graphs and the Benjamini-Schramm convergence in the case of sparse graphs. A first order convergent sequence of graphs can be associated with an analytic representation, known as a limit modeling. Unfortunately, not all first order convergent sequences of graphs do have a limit modeling [17] , e.g., the sequence of Erdős-Rényi random graphs is first order convergent with probability one but it has no limit modeling.
The existence of a limit modeling of a first order convergent sequence is one of central problems related to first order convergence. Nešetřil and Ossona de Mendez [17] conjectured that every first order convergent sequence of sparse graphs has a limit modeling: Conjecture 1. Let C be a nowhere-dense class of graphs. Every first order convergent sequence of graphs from C has a limit modeling.
Recall that nowhere-dense classes of graphs are classes of graphs [19] which include all minor closed classes of graphs (in particular, trees, planar graphs, etc.) and some more general classes of sparse graphs. However, only little is known towards proving Conjecture 1. Nešetřil and Ossona de Mendez [17] showed that every first order convergent sequence of trees of bounded depth has a limit modeling, and they used this result to show that every first order convergent sequence of graphs with bounded tree-depth has a limit modeling. Next, three of the authors (DK, MK and VT) showed (but did not publish) that every first order convergent sequence of trees has a limit modeling. Another proof was given by Nešetřil and Ossona de Mendez [18] , who developed a framework for building limit modelings based on residual and non-dispersive first order convergent sequences.
In this paper, we make another step towards a proof of Conjecture 1. We show that every first order convergent sequence of trees embedded in the plane has a limit modeling (Theorem 1) and that every first order convergent sequence of graphs with bounded pathwidth has a limit modeling (Theorem 12) . While the first result can be viewed as a small extension of the result on the existence of limit modelings of first order convergent sequences of trees, it turned out that embedding the trees in the plane, which essentially corresponds to fixing the cyclic order among the neighbors of each vertex, gave us enough power to prove the (more important) result on the existence of limit modelings of first order convergent sequences of graphs with bounded path-width. Note that the class of graphs of bounded path-width is significantly richer than the class of trees, which do not have cycles at all, or the classes of graphs with bounded tree-depth, which do not have long paths. In a certain sense, this is the first class of graphs with rich internal structure for which Conjecture 1 is proven.
The proof of Theorem 1 on the existence of limit modelings of first order convergent sequences of plane trees consists of two steps: a decomposition step described in Section 3.1 and a composition step described in Section 3.2. The decomposition step aims at analyzing first order properties of the graphs in the sequence and describing them through quantities that we refer to as Stone measure and discrete Stone measure. The composition step then uses these quantities to build a limit modeling of the sequence. The decomposition step follows the line of our original proof of the existence of limit modelings of first order convergent sequences of trees. However, we decided to replace the composition step of our original proof with the arguments from the analogous part of the proof given in [18] , which we have found elegant and simpler than the composition step of our original proof using methods from [11] . We then employ first order interpretation schemes to encode graphs with bounded path-width by plane trees, which allows us to prove our result on first order convergent sequences of graphs with bounded path-width (Theorem 12). We also note that the modelings constructed in Theorems 1 and 12 satisfy the strong finitary mass transport principle, which, vaguely speaking, forbids the existence of a small and a large subset of vertices with a matching between them.
Notation
We mostly follow the standard graph theory terminology and the standard model theory terminology as it can be found e.g. in [8] and in [9] , respectively. Still, we want to specify some notation, which is less standard, and to introduce some notation related to graphs with bounded path-width, which is not standard. In what follows, the set of positive integers is denoted by N. The set of integers from 1 to k (inclusively) is denoted by [k] , and N * stands for N ∪ {∞}. If x is a real number and z is a positive real, x mod z denotes the unique real x ′ ∈ [0, z) such that x = x ′ + kz for some k ∈ Z.
Path-width and semi-interval graphs
If G is a graph, then a semi-interval representation of G is an assignment of intervals J v of the form [k, ℓ), k, ℓ ∈ Z, k < ℓ, to vertices v of G such that the intervals J v and J v ′ of any two adjacent vertices v and v ′ intersect (however, the intervals of non-adjacent vertices may also intersect). A graph with a fixed semi-interval representation is called a semi-interval graph. The intervals of the form [k, k +1), k ∈ Z are called segments. If G is a semi-interval graph, then the first segment is the leftmost segment intersected by an interval assigned to a vertex of G and the last segment is the rightmost such segment.
The path-width of a graph G is the smallest integer k such that G has a semi-interval representation such that each segment is contained in at most k + 1 intervals assigned to vertices of G. Note that this definition coincides with the usual definition of the pathwidth. In particular, given a semi-interval graph G such that each segment is contained in at most k + 1 intervals, one can construct its path-decomposition of width (at most) k by taking a path with vertices corresponding to the segments between the first and the last segment and assigning each vertex u of the path a bag consisting of the vertices of G whose intervals contain the segment corresponding to u. Likewise, a path-decomposition G of width p naturally yields a semi-interval graph such that each segment is contained in at most p + 1 intervals.
First order convergence
The notion of first order convergence applies to all relational structures (and even further, e.g., to matroids [12] ). However, we limit our exposition to graphs for simplicity. The extensions to rooted graphs, vertex-colored graphs, etc., are straightforward. If ψ is a first order formula with k free variables and G is a (finite) graph, then the Stone pairing ψ, G is the probability that a uniformly chosen k-tuple of vertices of G satisfies ψ. A sequence (G n ) n∈N of graphs is first order convergent if the limit lim n→∞ ψ, G n exists for every first order formula ψ.
A modeling M is a (finite or infinite) graph whose vertex set is equipped with a probability measure such that the set of all k-tuples of vertices of M satisfying a formula ψ is measurable in the product measure for every first order formula ψ with k free variables. In the analogy to the graph case, the Stone pairing ψ, M is the probability that a randomly chosen k-tuple of vertices satisfies ψ. If a finite graph is viewed as a modeling with a uniform discrete probability measure on its vertex set, then the Stone pairings for the graph and the modeling obtained in this way coincide. A modeling M is a limit modeling of a first order convergent sequence (
for every first order formula ψ.
Every limit modeling M of a first order convergence sequence of graphs satisfies the so-called finitary mass transport principle (see [18] for further details) that requires that for any two first order formulas ψ and ψ ′ , each with one free variable, such that every vertex v satisfying ψ(v) has at least a neighbors satisfying ψ ′ and every vertex v satisfying ψ ′ (v) has at most b neighbors satisfying ψ, it holds that
We are interested in a stronger variant of this principle. We say that a modeling M satisfies the strong finitary mass transport principle if every two measurable subsets A and B of the vertices of M such that each vertex of A has at least a neighbors in B and each vertex of B has at most b neighbors in A satisfy that
where µ is the probability measure of M. Note that the assertion of the finitary mass transport principle requires this inequality to hold only for first order definable subsets of vertices. The strong finitary mass transport principle is satisfied by any finite graph when viewed as a modeling but it need not hold for every limit modeling. The importance of the strong finitary mass transport principle comes from its relation to graphings, which are limit representations of Benjamini-Schramm convergent sequences of bounded degree graphs: a limit modeling of a first order convergent sequence of bounded degree graphs is a limit graphing of the sequence if and only if M satisfies the strong finitary mass transport principle.
Hintikka chains
Hintikka sentences are maximally expressive sentences with a certain quantifier depth. We alter the definition to local formulas with a single free variable. Consider a signature that includes the signature of graphs. A first order formula ψ is local if each quantifier is restricted to the neighbors of one of the vertices, i.e., it is of the form ∀ z x or ∃ z x where x is required to be a neighbor of z. For example, the formula ψ(z) ≡ ∃ z x ∀ x y y = z is true iff the vertex z has a neighbor of degree exactly one. The quantifier depth of a local formula is defined in the usual way. The same argument as in the textbook case of first order sentences yields that there are only finitely many non-equivalent local formulas with one free variable and a given quantifier depth. Let FO A Hintikka chain is a sequence (ψ i ) i∈N such that ψ i is i-Hintikka formula and the i-Hintikka type of ψ i contains ψ 1 , . . . , ψ i−1 . The set of Hintikka chains (formed by Hintikka formulas with a fixed signature) can be equipped with the topology with the base formed by clopen sets of the form {(ψ i ) i∈N : ψ d = ψ} where ψ is a d-Hintikka formula. In the proof of Lemma 6, we will define a measure on the σ-algebra of Borel sets of Hintikka chains.
A graph theory inspired view of Hintikka chains can be the following. Consider a rooted infinite tree where the root node corresponds to the tautology and the nodes at depth d one-to-one correspond to d-Hintikka formulas. The parent of the node corresponding to a dHintikka formula ψ is the unique node u at depth d−1 such that the formula corresponding to u is contained in the d-Hintikka type of ψ. Note that the constructed tree is locally finite. The Hintikka chains one-to-one correspond to infinite paths from the root and the just defined topology is the most often considered topology on such paths in the infinite rooted trees.
Limits of plane trees
A plane tree is a rooted tree embedded in the plane. Having in mind our application to graphs with bounded path-width, we will refer to vertices of plane trees as to nodes (to distinguish them from the vertices of graphs with bounded path-width, which we consider later). The signature we use to describe plane trees consists of two binary relational symbols parnt and succ: the relation parnt describes the child-parent relation and the relation succ describes clockwise order among the children of nodes. More precisely, if T is a plane tree, then parnt(x, y) if x is a child of y, and succ(x, y) if x and y have a common parent z and the edges xz and yz are consecutive in the cyclic clockwise order around z. Note that succ gives a linear order on the children of each node but this order is not first order definable using succ.
The main result of this section is the following theorem.
Theorem 1. Every first-order convergent sequence of plane trees has a limit modeling satisfying the strong finitary mass transport principle.
As we have already mentioned, the proof of Theorem 1 has two parts. First, we represent a first order convergent sequence of plane trees through a measure on Hintikka chains. This will require identifying nodes in the sequence in the proximity of a non-zero fraction of all the nodes. The second step of the proof consists of constructing a tree on a measurable set of nodes that satisfies the same first order formulas and has the same Stone pairings as the considered sequence of plane trees.
Decomposition
Our first aim is to identify nodes that are in the proximity of a non-zero fraction of other nodes. A node u of a tree T is ε-major if the sum of the sizes of the two largest components of T \ u is at most (1 − ε)|T |. Every node in the proximity of a non-zero fraction of other nodes is also close to a major node, as given in the next lemma. However, the converse need not be true, i.e. the r-neighborhoods of major nodes can be small. Lemma 2. Let T be a tree, ε a positive real and U the set of ε-major nodes of T . For every node v of T \ U and every integer r, the number of nodes at distance at most r from v in T \ U is at most (2 r + 1)ε|T |.
Proof. Fix the node v of T \ U. We will color some nodes in the r-neighborhood of v as green. We start with coloring the node u and proceed as follows as long as we can. If w is a green node at distance at most r − 1 from v, we color the neighbors of w in the two largest components of T \ w green. In this way, at most 2 r + 1 nodes are colored green (each node at distance ℓ from u is adjacent to at most two green nodes at distance ℓ + 1).
Next, we recolor all green nodes that are ε-major to red. We will refer to the nodes that are not red or green as to black nodes.
A node can be at distance at most r from v in T \ U only if it is joined to u by a path consisting of green and black nodes only. If w is a green node, then w is not ε-major and the sum of the orders of the components of T \ w such that the neighbor of w in the component is black is at most ε|T | − 1 (the neighbors of w in the two largest components are green or red). Hence, the number of nodes reachable from v through a path consisting of green and black nodes only such that w is the last green node on the path is at most ε|T | (here, we also count the node w). Since there are at most 2 r + 1 green nodes, we conclude that the r-neighborhood of v in T \ U has at most (2 r + 1)ε|T | nodes.
On the other hand, each tree can have only a bounded number of ε-major nodes.
Lemma 3. For every ε ∈ (0, 1), the number of ε-major nodes of any tree T is at most ε −2 .
Proof. If the tree T has at most ε −1 nodes, then there is nothing to prove. So, we assume that the tree T has more than ε −1 nodes. We can also assume that T is rooted and all the edges are oriented towards the root. Let α(u) for a node u of T be the number of nodes in the subtree of u (including u itself) divided by |T |. We claim that if u is ε-major, then
Consider an ε-major node u and suppose that it has a child u
The number of nodes in the component of T \ u containing u ′ is α(u ′ )|T | and in the component containing the parent of u is (1 − α(u))|T |. Since these two components together have more than (1−ε)|T | nodes, u cannot be ε-major.
Partition the interval (0, 1] into ⌈ε
Note that there is no ε-major node u with α(u) ∈ J 1 since T has more than ε −1 nodes. Since any two ε-major nodes u and u ′ with the values α(u) and α(u ′ ) from the same interval
, cannot be joined by an oriented path, the subtrees of all such nodes are disjoint. Consequently, the number of ε-major nodes u with α(u)
(recall that there are no ε-major node u with α(u) ∈ J 1 ). We conclude that the number of ε-major nodes u does not exceed (⌈ε
We will enhance the signature of plane trees by countably many constants c i , i ∈ N, to capture major nodes. We will require that these constants are interpreted by different nodes of trees. A plane tree with some nodes being constants c i will be called a plane ctree. The considered signature contains countably many constants but only finitely many constants can be interpreted in a finite plane c-tree since we require that all constants are different. A sequence of plane c-trees (T n ) n∈N is null-partitioned if for every ε > 0, there exist integers n 0 and k 0 such that all the ε-major nodes of every tree T n , n ≥ n 0 , are among the constants c 1 , . . . , c k 0 .
Lemma 4. Let (T n ) n∈N be a first order convergent sequence of plane trees. There exists a first order convergent null-partitioned sequence of plane c-trees (T ′ n ) n∈N obtained from a subsequence of (T n ) n∈N by interpreting some of the constants c i .
Proof. We start with constructing first order convergent sequences (T k n ) n∈N of plane c-trees, k ∈ N. The sequence (T k n ) n∈N will contain only constants c 1 , . . . , c 2 2k−1 , all 2 −k+1 -major nodes of every T k n , n ∈ N, will be among the constants, and every (interpreted) constant will be one of 2 −k+1 -major nodes of T k n . Let T 1 n = T n for every n ∈ N. Consider k ∈ N and assume that we have constructed the sequence (T k n ) n∈N . Assign 2 −k -major nodes of T k n , n ∈ N, that are not already some of the constants, to different constants c 2 2k−1 +1 , . . . , c 2 2k+1 ; since the number of 2 −k -major nodes does not exceed 2 2k by Lemma 3, this is possible. Let S n be the resulting plane c-tree. We set (T k+1 n ) n∈N to be a first order convergent subsequence of this sequence (S n ) n∈N .
Set T ′ n = T n n for every n ∈ N. Let ψ be a first order formula and let i be the largest index of a constant c i appearing in ψ (if none of the constants appears in ψ, let i = 1). Let k be a positive integer such that i We now show that the sequence (T ′ n ) n∈N is null-partitioned. Let ε > 0 and let k be a positive integer such that ε ≥ 2 −k+1 . All 2 −k+1 -major nodes are among the constants c 1 , . . . , c 2 2k−1 in every tree T k n , n ∈ N. Set n 0 = k and k 0 = 2 2k−1 . Since all the ε-major nodes of every tree T ′ n , n ≥ n 0 , are among the constants c 1 , . . . , c k 0 and the choice of ε was arbitrary, the sequence (T ′ n ) n∈N is null-partitioned. We are now ready to distill the essence of first order properties of a first order convergent sequence of plane trees. Fix a first order convergent null-partitioned sequence of plane c-trees (T n ) n∈N . We associate the sequence with two functions, ν : FO , which we will refer to as the discrete Stone measure and the Stone measure of the sequence (strictly speaking, the Stone measure as defined is a pre-measure in the sense of measure theory, however, we believe that there is no danger of confusion).
, then ν(ψ) is the limit of the number of nodes u such that T n |= ψ(u), and µ(ψ) is the limit of ψ, T n . The Stone measure µ extends to a measure on the σ-algebra of Borel sets of Hintikka chains by Carathéodory's Extension Theorem and we will also use µ for this measure.
If M is a plane c-tree modeling, then it is also possible to speak about its discrete Stone measure and its Stone measure by setting ν(ψ) = |{u s.t. M |= ψ(u)}| and µ(ψ) = ψ, M for ψ ∈ FO local 1 . The following lemma relates first order convergent sequences of plane trees and their limit modelings.
Lemma 5. Let (T n ) n∈N be a first order convergent null-partitioned sequence of plane c-trees with increasing orders and let ν and µ be its discrete Stone measure and Stone measure, respectively. If M is a plane c-tree modeling such that
• the discrete Stone measure of M is ν,
• the Stone measure of M is µ,
• the r-neighborhood of each node of M is measurable for every r ∈ N, and
• the r-neighborhood of each node in M \ {c i , i ∈ N} has zero measure for every r ∈ N, then M is a limit modeling of (T n ) n∈N .
Proof. The first order properties are closely linked with Ehrenfeucht-Fraïssé games. It is well-known that two structures satisfy the same first order sentences with quantifier depth d if and only if the duplicator has a winning strategy for the d-round Ehrenfeucht-Fraïssé game played on two structures. The existence of such a winning strategy is fully determined by the statistics of α d -neighborhoods in the Gaifman graphs of the two structures, where α d depends only on d, as stated in Hanf's theorem [9] . The statement of Hanf's theorem can be strengthened in two ways: there exist constants β d and γ d such that the existence of the winning strategy is determined by the number of appearances of each α d -neighborhood that appears less than β d times (it is enough to know that the other neighborhoods appear more than β d times) and instead of the α d -neighborhoods, it is possible to consider γ d -Hintikka types. These quantities are enough to design a winning strategy for the duplicator or to rule out its existence. We conclude that the discrete Stone measure fully determines which first order sentences are satisfied by M, in particular, ψ, M is equal to the limit of ψ, T n for every first order sentence ψ.
The situation is trickier for first order formulas ψ with free variables. Fix such a formula ψ with quantifier depth d, and let β d and γ d be the quantities from the previous paragraph. The truth value of ψ for a particular evaluation of its free variables is determined by the If the distance between the values of the free variables is smaller, then their distance also comes to the play. Since there exist first order convergent sequences of plane c-trees with the probability that two random nodes are at distance more than 2 d bounded away from zero for every tree in the sequence, we have to account for this possibility and we do so using the major nodes we have introduced.
Let k be the number of free variables of the formula ψ we have fixed and let B be the number of β d -Hintikka formulas. Fix ε > 0. Since the sequence (T n ) n∈N is null-partitioned, there exists n 0 such that all the ε-major nodes of each of the trees T n , n ≥ n 0 , are among the constants c 1 , . . . , c k 0 . We assume that k 0 and n 0 are large enough such that
• the largest index i of a constant c i that appears in ψ does not exceed k 0 ,
• all trees (T n ) n∈N , n ≥ n 0 , contain the same set of the constants among c 1 , . . . , c k 0 (the existence of such n 0 follows from the first order convergence of the sequence (T n ) n∈N ), and
• | ϕ, T n − ϕ, M | ≤ ε for every β d -Hintikka formula ϕ and n ≥ n 0 (the existence of such n 0 follows from the fact that are only B different β d -Hintikka formulas and the sequence (T n ) n∈N is first order convergent).
The probability that one of the k randomly chosen nodes of T n , n ≥ n 0 , is among the constant c 1 , . . . , c k 0 or two such nodes are at distance at most 2 
. . , c k 0 } and its measure is at most (2 2 d+1 + 1)ε, which is the upper bound on the measure of the 2 d+1 -neighborhood of c i . We conclude that the probability that any two of k randomly chosen nodes of M \ {c 1 , . . . , c k 0 } are at distance at most 2
. . , ϕ k ), the probabilities that a random k-tuple of nodes of T n , n ≥ n 0 , and a random k-tuple of nodes of M have β d -Hintikka types containing ϕ 1 , . . . , ϕ k (in this order) differ by at most kε since | ϕ, T n − ϕ, M | ≤ ε for every β d -Hintikka formula ϕ. Note that there are B k choices of k-tuples of β dHintikka formulas. Hence, the Stone pairings ψ, T n and ψ, M for n ≥ n 0 , which are the probabilities that a random k-tuple of nodes of T n , n ≥ n 0 , and a random k-tuple of nodes of M satisfy ψ, differ by at most
Since the choice of ε was arbitrary and the orders |T n | of the trees T n tend to infinity, we conclude that for every ε 0 > 0, there exists n 0 such that | ψ, T n − ψ, M | ≤ ε 0 for every n ≥ n 0 . Since this holds for every first order formula ψ, the modeling M is a limit modeling of (T n ) n∈N .
Composition
In this section, we complement Lemma 5 by constructing a modeling with the properties stated in that lemma.
Lemma 6. Let (T n ) n∈N be a first order convergent null-partitioned sequence of plane c-trees with increasing orders and let ν and µ be its discrete Stone measure and Stone measure, respectively. There exists a plane c-tree modeling such that
• the r-neighborhood of each node of M is measurable for every r ∈ N,
• the r-neighborhood of each node in M \ {c i , i ∈ N} has zero measure for every r ∈ N, and
• the modeling M satisfies the strong finitary mass transport principle.
Proof. We first extend the mapping ν to Hintikka chains as follows. If Ψ = (ψ i ) i∈N is a Hintikka chain, then
Observe that the support of the measure µ is a subset of ν −1 (∞). The node set of the modeling M that we construct consists of two sets: V f contains all pairs (Ψ, i) where Ψ is a Hintikka chain such that ν(Ψ) ∈ N and i ∈ [ν(Ψ)], and
A Hintikka chain encodes many properties of a node. In particular, it uniquely determine the Hintikka chains of the parent and the successor (if they exist) and we will refer to these chains as the parent Hintikka chain and the successor Hintikka chain. The Hintikka chain of a node also determines whether the node is one of the constants, it is the root and how many children satisfying a particular first order formula the node can have. In a slightly informal way, we will be speaking about these properties by saying that the node of the Hintikka chain is a constant, it is the root, etc.
We now continue with the construction of the modeling M with setting the constants. For each constant c i , there is at most one Hintikka chain Ψ with ν(Ψ) > 0 such that the node of Ψ is the constant c i . If such a Hintikka chain Ψ exists, then ν(Ψ) = 1 and we set the constant c i to be the node (Ψ, 1) ∈ V f . We next define the child-parent relation parnt and the successor relation succ. Let (Ψ, i) ∈ V f . If the node of the Hintikka chain Ψ is the root, then (Ψ, i) has no parent and no successor. Otherwise, let Ψ ′ be the parent Hintikka chain of Ψ. The definition of the discrete Stone measure and the first order convergence of (T n ) n∈N imply that ν(Ψ ′ ) is a non-zero integer which divides ν(Ψ). The parent of the node (Ψ, i) is the node (Ψ ′ , i ′ ) where
If the node of the Hintikka chain Ψ has no successor, then (Ψ, i) has no successor. Otherwise, let Ψ ′′ be the successor Hintikka chain of Ψ. Since ν is a discrete Stone measure of a first order convergent sequence, it must hold that ν(Ψ) = ν(Ψ ′′ ). We set the successor of (Ψ, i) to be the node (Ψ ′′ , i). Let (Ψ, h, s, t) ∈ V ∞ . Since every tree has a unique root and ν(Ψ) = ∞, the node of the Hintikka chain Ψ is not the root. Let Ψ ′ be the parent Hintikka chain. If ν(Ψ ′ ) is a non-zero integer, the parent of (Ψ, h, s, t) is the node (Ψ ′ , ⌊tν(Ψ ′ )⌋ + 1). If the node of the Hintikka chain Ψ has no successor, then (Ψ, h, s, t) has no successor. Otherwise, let Ψ ′′ be the successor Hintikka chain. Since ν is a discrete Stone measure of a first order convergent sequence, it must hold that ν(Ψ) = ν(Ψ ′′ ), and we can set the successor of the node (Ψ, h, s, t) to be the node (Ψ ′′ , h, s + √ 2 mod 1, t). It remains to consider the case that ν(Ψ ′ ) is equal to ∞ (it cannot be equal to zero since ν is a discrete Stone measure of a first order convergent sequence). If the node of the Hintikka chain Ψ ′ has only finitely many, say m, children with the Hintikka chain Ψ, the parent of (Ψ, h, s, t) is the node (Ψ ′ , h + √ 2 mod 1, ms mod 1, t). This type of child-parent edges will be referred to as finitary arcs in the proof of Theorem 12. We also have to define the successor of (Ψ, h, s, t). If the node of Ψ has no successor, then (Ψ, h, s, t) has no successor. Otherwise, let Ψ ′′ be the successor Hintikka chain. Since ν is a discrete Stone measure of a first order convergent sequence, it must hold that ν(Ψ) = ν(Ψ ′′ ). We set the successor of the node (Ψ, h, s, t) to be the node (Ψ ′′ , h, s, t). Finally, if the node of the Hintikka chain Ψ ′ can have an infinite number of children with the Hintikka chain Ψ, the parent of (Ψ, h, s, t) is the node (Ψ ′ , h + √ 2 mod 1, ζ 1 (t), ζ 2 (t)) where the functions ζ 1 , ζ 2 : [0, 1) → [0, 1) are defined as follows. For x ∈ [0, 1), there exist unique numbers x i ∈ {0, 1}, i ∈ N such that {i : x i = 0} is infinite and x = ∞ i=1 x i 2 −i . The values ζ 1 (x) and ζ 2 (x) are defined as follows.
Note that the mapping ζ = (ζ 1 , ζ 2 ) is an invertible measure preserving transformation from [0, 1) to [0, 1) 2 . The just defined child-parent edges will be referred to as infinitary arcs in the proof of Theorem 12. If the node of Ψ has no successor, then (Ψ, h, s, t) has no successor. Otherwise, let Ψ ′′ be the successor Hintikka chain. Since ν is a discrete Stone measure of a first order convergent sequence, it must hold that ν(Ψ) = ν(Ψ ′′ ), and we set the successor of the node (Ψ, h, s, t) to be the node (Ψ ′′ , h, s + √ 2 mod 1, t). We next define a probability measure on V f ∪ V ∞ as follows. Every subset of V f is measurable and its measure is zero. The set V ∞ is equipped with the product measure determined by µ and the uniform (Borel) measure on [0, 1) 3 . We need to verify that the constructed plane c-tree M with this probability measure is a modeling and that M satisfies the properties given in the lemma. The construction of M implies that, for every Hintikka chain Ψ = (ψ d ) d∈N , the nodes u of M such that the d-th Hintikka type of u is ψ d for all d ∈ N are exactly the nodes (Ψ, i) ∈ V f or the nodes (Ψ, h, s, t) ∈ V ∞ . This yields that the discrete Stone measure and the Stone measure of M are ν and µ, respectively. It is also easy to check that all first order definable subsets of M k , k ∈ N, are measurable in the product measure and the modeling satisfies the strong finitary mass transport principle. So, it only remains to verify the third property from the statement of the theorem.
First observe, the r-neighborhood of any node of M in M is measurable for every r ∈ N and the same is true for the r-neighborhoods in M \ {c i , i ∈ N}. Suppose that there exist a node (Ψ, i) ∈ V f and an integer r such that the r-neighborhood of (Ψ, i) in M \ {c i , i ∈ N} has a positive measure, say ε > 0. Let Ψ = (ψ j ) j∈N . Since ν(Ψ) is finite, there exists ψ j such that ν(ψ j ) = m and m ∈ N. By the definition of a null-partitioned sequence of trees, there exist integers n 0 and k 0 such that the r-neighborhood of each node in T n \ {c 1 , . . . , c k 0 }, n ≥ n 0 , contains at most ε|T n |/2m nodes. In particular, this holds for the m nodes satisfying ψ j . This implies that the Stone measure of nodes joined to one of the m nodes satisfying ψ j by a path of length at most r that avoids c 1 , . . . , c k 0 does not exceed ε/2 (note that this property is first order expressible and therefore captured by the Stone measure). Hence, the r-neighborhood of (Ψ, i) in M \ {c i , i ∈ N} can have measure at most ε/2, contrary to our assumption that its measure is ε.
Next, suppose that there exist a node (Ψ, h, s, t) ∈ V ∞ and an integer r such that the r-neighborhood of (Ψ, h, s, t) in M \ {c i , i ∈ N} has a positive measure. The rneighborhood of (Ψ, h, s, t) contains only nodes of V ∞ (otherwise, V f would contain a node whose 2r-neighborhood has a positive measure). However, the definition of the modeling M implies that the second coordinate of the nodes in the r-neighborhood of (Ψ, h, s, t) are h ± √ 2i mod 1 for i = −r, . . . , +r. Since the set of all nodes of V ∞ with the second coordinate equal to h ± √ 2i mod 1, i = −r, . . . , +r, has measure zero, the r-neighborhood of (Ψ, h, s, t) in M \ {c i , i ∈ N} also has measure zero.
Since Theorem 1 is easy to prove in the case when the orders of the plane trees in a first order convergent sequence (T n ) n∈N do not tend to infinity (in such case, there exists n 0 such that all trees T n , n ≥ n 0 , are isomorphic), Lemmas 4, 5 and 6 yield Theorem 1.
Interpretation schemes
Interpretation schemes can be used to translate results on the existence of modelings from one class of discrete structures to another. We now recall some of the results from [17, Sections 6-8], which we formulate in the setting that we need in our exposition. Let κ and λ be two signatures where λ has k relational symbols R 1 , . . . , R k with arities r 1 , . . . , r k . A (first order) interpretation scheme I of λ-structures in κ-structures consists of a first order κ-formula Φ 0 with one free variable and first order κ-formulas Φ i , each with r i free variables. If K is a κ-structure, then I(K) is the λ-structure with the domain {x ∈ K : Φ 0 (x)} and R i = {(x 1 , . . . , x r i ) ∈ K r i : Φ i (x 1 , . . . , x r i )}. We say that the relational symbol R i is interpreted trivially by a relational symbol Q (from the signature κ) if Φ i (x 1 , . . . , x r i ) = Q(x 1 , . . . , x r i ).
The following lemma, which links modelings of κ-structures and λ-structures, summarizes the results of [17, .
Lemma 7. Let κ and λ be two signatures and I = {Φ 0 , Φ 1 , . . .} an interpretation scheme of λ-structures in κ-structures. Suppose that (L n ) n∈N is a first order convergent sequence of λ-structures and that there exists a first order convergent sequence (K n ) n∈N of κ-structures such that I(K n ) = L n . If the sequence (K n ) n∈N has a limit modeling M with a measure µ and Φ 0 , M is positive, then the λ-structure I(M) together with the measure µ ′ defined on the measurable subsets Z of {x ∈ M : Φ 0 (x)} as µ
Moreover, if κ and λ are extensions of the signature of graphs, the edge relational symbol from λ is interpreted trivially by the edge relational symbol from κ, and the modeling M satisfies the strong finitary mass transport principle, then the modeling I(M) also satisfies the strong finitary mass transport principle.
As a simple application of the machinery that we have introduced, we extend results of Section 3 to plane forests with nodes colored with finitely many colors. A k-colored plane forest is a graph where each component is a plane tree and each node is assigned one of the k colors. The signature we use to describe k-colored plane forests contains the two binary relational symbols parnt and succ and k unary relational symbols used to described the colors of the nodes.
We introduce a constructive mapping t that maps a k-colored plane forest F to a plane tree. The plane tree t(F ) is constructed as follows: first introduce a new node r and make the root of each tree in F a child of r. The order of the children of r is set arbitrarily. Next, each node of F colored with i ∈ [k] gets i new children which appear first in the linear order of its children.
We define an interpretation scheme I of k-colored plane forests in plane trees such that I(t(F )) = F for every k-colored plane forest F . The formula Φ 0 (x) is satisfied if x is neither the root nor a leaf (note that each node of F has been added at least one child). The parent and the successor relation are simply interpreted by the formulas Φ 1 (x, y) = parnt(x, y) and Φ 2 (x, y) = succ(x, y). Finally, the formula Φ i+2 (x) determining whether the node x has the color i expresses whether the i-th child of x exists and if so, whether it is a leaf. It is straightforward to check that I(t(F )) = F for every k-colored plane forest F as desired.
Theorem 1 and Lemma 7 yield the following.
Theorem 8. Every first-order convergent sequence k-colored plane forests has a limit modeling satisfying the strong finitary mass transport principle.
Proof. Let (F n ) n∈N be a first order convergent sequence of k-colored plane forests, and let (T n ) n∈N be a first order convergent subsequence of the sequence (t(F n )) n∈N , which exists by the compactness. By Theorem 1, the sequence (T n ) n∈N has a limit modeling M which satisfies the strong finitary mass transport principle. By Lemma 7, the modeling I(M) is a limit modeling of the sequence I(T n ), which is a subsequence of the sequence (F n ) n∈N Since (F n ) n∈N is first order convergent, M is also a modeling of (F n ) n∈N . The modeling M satisfies the strong finitary mass transport principle by Lemma 7.
In this section, we present an interpretation scheme of graphs with bounded path-width in colored plane forests. The core of the scheme is a recursive construction parameterized by the path-width. We have to start with some definitions. If A is a finite set of integers, then an A-interval graph is a semi-interval graph such that each interval is colored with an element of A and no two intersecting intervals have the same color (an example is given in Figure 1 ). Observe that the path-width of an A-interval graph is at most |A| − 1.
On the other hand, every graph with path-width p can be equipped with a semi-interval representation and a coloring to become a [p + 1]-interval graph. We construct a mapping t A that assigns an A-interval graph G a (|A| · 2 |A|+2 )-colored plane tree T of depth at most |A|. The construction of the mappings t A is recursive based on |A| and |G|. The graph G will be mapped to a tree T such that following is satisfied. Each vertex of G will be associated with at least one node of T , and each node of T different from the root will be associated with a vertex of G. The colors of the nodes of 
Figure 2: The tree t [3] (G) of the [3] -interval graph G depicted in Figure 1 . Each node of the tree except for the root is labelled with the associated vertex and the triple that it is colored with.
T will determine the structure of G in such a way it will be possible to reconstruct the graph G by a first order interpretation. All the nodes except for the root will be colored and the colors of the nodes will be from the set A × 2 A × 2 {→,←} . An example, which can be instructive to be looking at while reading a formal description that we now give, can be found in Figure 2 .
It is convenient in our recursive construction to sometimes exhaust the graph that it becomes empty. So, if G is empty, the tree T has a single node. We fix a non-empty graph G for the remainder of the definition.
If there exists an interval intersecting all segments, let v be the vertex associated with this interval and let x be the color of v. Let A ′ = A \ {x} and let G ′ be the A ′ -interval graph G \ v. The tree T for the graph G is obtained from the tree t A ′ (G ′ ) by adding a new node that becomes the parent of the root of t A ′ (G ′ ). The root of t A ′ (G ′ ), which is now the only child of the root of T , is colored with (x, ∅, ∅), and the color x is inserted to the second coordinate of each node of T that is associated with a vertex of G ′ adjacent to v and such that the third coordinate of its color does not contain ←.
We next assume that there is no interval intersecting all segments. Let v be the vertex associated with the longest interval intersecting the first segment, and let x be the color of v. Let A ′ = A \ {x}, let G ′ be the A ′ -interval graph obtained by restricting G \ {v} to the vertices with the intervals intersecting the interval of v, and let G ′′ be the A-interval graph obtained by restricting G to the vertices with the intervals intersecting the complement of the interval of v and removing all the edges between the vertices of G ′′ that are also contained in G ′ . The tree T = t A (G) is obtained by making the root of the tree t A ′ (G ′ ) to be the first child of the root t A (G ′′ ), coloring the root of t A ′ (G ′ ) with (x, ∅, ∅), inserting the color x into the second coordinate of each node of t A ′ (G ′ ) that associated with a vertex adjacent to v and such that the third coordinate of its color does not contain ←, inserting → to the third coordinate of each node of t A ′ (G ′ ) associated with a vertex in V (G ′ )∩V (G ′′ ), and inserting ← to the third coordinate of each node of t A ′′ (G ′′ ) associated with a vertex in
. We summarize key properties of the mappings t A , which we need further, in the next lemma.
Lemma 9. Let G be an A-interval graph and let T = t A (G). The following holds.
• Each vertex of G with its interval intersecting the first segment is associated with a single node of T , and this node is one of the nodes on the path from the root going all the time to the first child of a node.
• Each vertex of G with its interval intersecting the last segment is associated with at most |A| nodes of T .
• Each vertex of G is associated with at most |A| + 1 nodes.
• Each vertex of G is associated with exactly one node such that the third coordinate of its color does not contain ←.
• For every edge vv ′ of the graph G, there exists a unique pair u and u ′ of nodes of T that are associated with v and v ′ (not necessarily in this order) such that u is in the subtree of u ′ , the color of u is (x, X, Z), the color of
Proof. The proof proceeds by induction on |A| and |G|. If G has a vertex v with its interval intersecting all segments, then v is associated with a single node of t A (G). The statements for other vertices of G follow by induction applied to the graph G \ {v} in the definition of t A (note that node associated with v is the only child of the root of T and the edges incident with v will be represented in the way described in the last point of the lemma).
In the remainder of the proof, we assume G has no such vertex and let G ′ and G ′′ be the A ′ -interval and A-interval graphs as in the definition of t A (G). Since each edge of G is either in G ′ or in G ′′ or it is incident with the vertex associated with the first child of the root of t A (G), the fifth statement in the lemma follows. We now verify the remaining four statements.
Consider a vertex v of G. If the interval of v intersects the first segment, then v is associated with the first child of the root of t A (G) or it belongs to G ′ . If v is associated with the root, then the first and the forth statements clearly hold, and if v belongs to G ′ , then the first and the forth statements follow by induction applied to the A ′ -interval graph G ′ . Next, suppose that the interval of v intersects the last segment. If the vertex v belongs to G ′ , then it is associated with at most |A ′ | = |A| − 1 nodes of t A ′ (G ′ ) and a single node of t A (G ′′ ), and only one of the nodes of t A ′ (G ′ ) has the property that the third coordinate of its color does not contain ←. If the vertex v does not belong to G ′ , then it is associated with at most |A| nodes of t A (G ′′ ) and exactly one of these nodes has the property that the third coordinate of its color does not contain ←.
Finally, if the interval of v does not intersect the first or the last segment, then v is associated with at most The following lemma is crucial to build the interpretation scheme.
Lemma 10. Fix a finite set A.
• There exists a first order formula Φ A v (u, u ′ ) that describes whether two nodes of t A (G) are associated with the same vertex of a graph G.
• There exists a first order formula Φ A e (u, u ′ ) that describes whether two nodes of t A (G) are associated with adjacent vertices of a graph G.
Moreover, both formulas Φ
Proof. Let Φ(u, v, w) be the first order formula that is satisfied if u is a node colored with (x, X, Z) where Z contains →, v is a node colored with (x, X ′ , Z ′ ) where Z ′ contains ← (note that the first coordinate of the two color triples is the same), and w is a node on the path from u to the root (possibly u = w) such that v is on the path from the successor of w that always goes to the first child of a node. Note that such a first order formula exists since the depth of T is bounded and so are the lengths of the paths from u to w and from w to v.
Let Φ ′ (u, v) be the first order formula that is satisfied if there exists a vertex w such that Φ(u, v, w) and there are no vertices w ′ and v ′ such that Φ(u, v ′ , w ′ ) and w ′ is on the path from u to w (including u but excluding w). Note that if two nodes u and v of t A (G) satisfy Φ ′ (u, v), then they are associated with the same vertex of G. We can now iterate: if three nodes u, v and v 
where 
Since the depth of the tree T is bounded by |A|, it is easy to modify the quantifications in the constructed formulas to obtain local formulas.
We now describe the interpretation scheme I of graphs with bounded path-width in colored plane forests. Our aim is to inverse the mapping t [p+1] . To do so, we have to present a first order formula Φ 0 (u), which determines which nodes of I will be picked to correspond to vertices, and a first order formula Φ 1 (u, u ′ ), which determines the adjacency between the vertices. The first order formula Φ 0 (u) picks nodes such that the third color of their coordinate does not contain ←; each vertex is associated with exactly one such node by Lemma 9. The formula Φ 1 (u, u ′ ) is just the formula Φ We are now ready to prove the remaining of our results.
Theorem 12. For every integer p, every first order convergent sequence of graphs with path-width at most p has a limit modeling which satisfies the strong finitary mass transport principle.
Proof. Let (G n ) n∈N be a first order convergent sequence of graphs with path-width at most p. Consider a first order convergent sequence (T n ) n∈N of ((p + 1)2 p+3 )-colored plane trees that is a subsequence of t [p+1] (G n ). By Theorem 8, this sequence has a limit modeling M T . Lemmas 7 and 11 yield that I(M T ) is a limit modeling of the sequence (G n ) n∈N .
It remains to show that the constructed modeling I(M T ) satisfies the strong finitary mass transport principle. To show this, we need to inspect the construction given in the proof of Lemma 6 and the mapping t [p+1] . Lemma 10 implies that the edges of G can be described by a first order local formula Φ only, formed by traversing the edges in the direction to the root, traversing only the edges to the first child in the direction from the root, and making the predecessor and successor steps. The initial and the final part of these moves correspond to "walking" from the nodes u and u ′ to nodes v and v ′ associated with the same vertices as u and u ′ , such that Φ is the formula from Lemma 10, and the middle part consists of one or more moves from to v to v ′ (or vice versa) following the edges towards the root only. By Lemma 9, the pair v and v ′ is unique for every pair u and u ′ adjacent in G and thus the (shortest) sequence of the moves from u to u ′ is always unique. We have shown that we can split the edge set of I(M T ) into finitely many sets corresponding to different combinations of pairs of d-Hintikka types of u and u ′ and the relative positions of u and u ′ . Fix one such combination. Let F be the set of the corresponding edges, and let A and B be the sets of nodes of these two d-Hintikka types. We will also refer to the nodes in A and B as to vertices when we view them as vertices of I(M T ). Let f A and f B be the mappings corresponding to the initial and the final parts of the moves as described in the previous paragraph. Since each of the moves in these parts corresponds to an invertible measure preserving transformation between the nodes of M T , both f A and f B are invertible measure preserving transformations (with respect to the measure of M T ). By symmetry, we can assume that f A (u) is in the subtree of f B (u ′ ) for every uu ′ ∈ F (otherwise we swap the considered d-Hintikka types).
Observe that uu ′ is an edge if and only if the color of f A (u) is (x, X, Z), the color of f B (u ′ ) is (x ′ , X ′ , Z ′ ) and x ′ ∈ X. This implies that the edges of F induce a forest T F in I(M T ). Since all the vertices of I(M T ) contained in A have degree one in this forest, we can define f T to be the mapping from A to B that assigns u ∈ A its unique neighbor in the forest F T . Let B i , i ∈ N, be the set of vertices of degree exactly i in the forest T F . Observe that the nodes of M T contained in B i can be characterized by a first order formula and thus each B i is measurable. Let A i be the neighbors of the vertices of B i in T F and let Note that A ∞ contains the neighbors of the vertices in B ∞ , and each of the sets A i , i ∈ N, A ∞ and B ∞ is measurable. We must now dive deeply into the construction presented in the proof of Lemma 6. For every u ∈ A i , i ∈ N, all the edges on the path from f A (u) to f B (f T (u ′ )) in M T are finitary (see the definition in the proof of Lemma 6). The way the finitary edges are defined allows us to split each set A i into i measurable sets A i,1 , . . . , A i,i such that f T is an invertible measure preserving transformation from A i,j to B i (with respect to the measure of M T ). Note that since the measure of A is finite, the sum of
