One-class novelty detection is the process of determining if a query example differs from the training examples (the target class). Most of previous strategies attempt to learn the real characteristics of target sample by using generative adversarial networks (GANs) methods. However, the training process of GANs remains challenging, suffering from instability issues such as mode collapse and vanishing gradients. In this paper, by adopting nonadversarial generative networks, a novel decoderencoder framework is proposed for novelty detection task, insteading of classical encoder-decoder style. Under the non-adversarial framework, both latent space and image reconstruction space are jointly optimized, leading to a more stable training process with super fast convergence and lower training losses. During inference, inspired by cy-cleGAN, we design a new testing scheme to conduct image reconstruction, which is the reverse way of training sequence. Experiments show that our model has the clear superiority over cutting-edge novelty detectors and achieves the state-of-the-art results on the datasets.
Introduction
The objective of one-class novelty detection task is to detect the samples drawn far away from the learned distribution of training samples. Different from other computer vision tasks, in one-class novelty detection, only one-class samples are regarded as target class in the training process. During inference, the trained model distinguishes out-of-distribution samples from in-class samples. A lot of real world applications are related to this task, such as abnormal detection [Ravanbakhsh et al., 2017] , defect detection [Bibl et al., 2016] and image denoising [Jifara et al., 2019] . However, since oneclass novelty detection is based on the assumption that any negative samples could not be collected in training dataset, it poses a great challenge to this problem in practice.
Due to the recent developments in generative adversarial networks (GANs) [Goodfellow et al., 2014] , several GAN- * Contact Author
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(3) Figure 1 : (1) shows the examples of airplane class. Only the "airplane" class samples is trained in the model. The first row of (2) presents test samples, and the second row includes the reconstructed images corresponding to the original input images. Since only the "airplane" class samples are trained in the model, it is more suitable for learned model to reconstruct inliers with high-quality. The outliers (dog, car, horse and truck) obtain reverse result.
style methods [Sabokrou et al., 2018; Eghbal-zadeh et al., 2019; Zenati et al., 2018] are proposed to detect novelty samples by using image reconstruction error. All of them consist of a generator (encoder-decoder) and a discriminator. Generator learns the real characteristics of target samples and generates the reconstructed image from learned latent space to fool the discriminator. Discriminator tries to distinguish the generated images from realistic input images. Both sub-networks compete with each other to achieve high-quality reconstructions that even the discriminator can not be determined. During the testing process, since the parameters of learned network is more suitable to reconstruct the normal samples, the out-of-distributions samples that naturally exhibit a higher reconstruction error, which is illustrated in Fig. 1 .
However, due to model collapse issues in GANs and multiple modes in the actual distribution of normal samples, GANstyle methods usually yield blurry reconstructions. The blurriness falsifies reconstruction errors, which is disastrous for reconstruction based novelty detection. More importantly, the imbalance of capability between generator and discriminator results in an unstable training process in any GAN-style frameworks [Che et al., 2016] , degrading the performance to some extent. Motivated by the above limitations, a novel deep network for one-class novelty detection has been proposed through non-adversarial learning strategy, which is based on the theory of generative latent optimization (GLO) [Bojanowski et al., 2017] . GLO framework merely provides us a deep convolutional decoder, which exploits the correspondence between each learned noise vector and the image sample that it represents by using simple reconstruction losses. To accommodate the novelty detection task, different from encoderdecoder style, we design a novel decoder-encoder framework in a reverse manner, see Fig. 2 for overview. Moreover, to generate discriminative latent representation and obtain highquality reconstruction image, latent representation loss and image reconstruction loss are proposed to jointly optimize the latent feature space and image reconstruction space. To our best knowledge, we are the first to build a discriminative and robust latent representations in the novelty detection by nonadversarial generative networks.
It is noteworthy that, in the training process, the proposed decoder-encoder structure is more simplified compared with the traditional GAN-based methods, leading to a super fast convergence for training that will be observed in Section 4.2. In contrast, GAN-style methods need careful choice of hyperparameters and often multiple initializations. For testing process, inspired by cycleGAN [Zhu et al., 2017] , we design a new testing strategy to obtain reconstruction image, which is different from conventional encoder-decoder framework. Test sample is passed from the middle of the framework to encoder, and then the encoded latent feature is upscaled to reconstruct the image by decoder, which is the reverse of training sequence (decoder-encoder). Finally, we summarize the major contributions of this paper:
• To avoid training issues of GANs, we propose a novel decoder-encoder style framework for novelty detection task by finding a meaningful organization of the noise vectors, from which target image could be well represented, all of this without the adversarial optimization scheme.
• To generate discriminative latent representations and obtain high-quality image reconstruction, latent representation loss and image reconstruction loss are proposed. This framework can be easily trained with jointly multiple loss functions and converges quickly, leading to a more stable training process.
• We design a new testing approach to obtain reconstruction image for our decoder-encoder framework. Test sample is entered from the middle of framework to encoder, and then decoder reconstruct image from encoded latent feature which is the reverse of training process.
• We conduct the extensive evaluation of our method on several challenging datasets, where the experimental results demonstrate that our method outperforms many state-of-the-art competitors.
Related Work
We give a brief review of novelty detection ranging from traditional methods to ones based on deep learning.
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x Decoder Encoder Self-representation: Some previous researches, e.g., [Sabokrou et al., 2016] , have presented that selfrepresentation is an useful tool for novelty detection task or abnormal detection task. For example, due to the power of sparse representation and dictionary learning approach, researchers [Cong et al., 2013] used sparse representation to learn the dictionary of normal behaviors. In the process of testing, the patterns which have large reconstruction errors are considered as anomalous behaviors. In [Liu et al., 2010] , insteading of sparse representation, the authors proposed to employ a low-rank self-representation matrix in novelty detection task, which is penalized by the sum of unsquared selfrepresentation errors, leading to a more robust detector.
Autoencoders approaches: Deep autoencoder [Vincent et al., 2010; Marchi et al., 2017; Marchi et al., 2015] plays an essential role in novelty detection task. Autoencoder is trained by minimizing the distance between original image and generated image, so as to learn the real concept from target class. Since the auoencoder is trained with normal samples only, the parameters of model are not suitable to generate the abnormal samples, leading to a higher reconstruction error. However, the main objective of autoencoder is dimensionality reduction [Hinton and Salakhutdinov, 2006 ], which is not the original intension for novelty detection. Besides, the biggest challenge of autoencoder is how to choose the right degree of compression. Hence, the "compactness" of latent representation relies on the hyperparameter of the model, which is difficult to determine.
Generative Adversarial Networks: Apart from autoencoders, most of novelty detection works focus on GANs [Sabokrou et al., 2018; Akcay et al., 2018; Perera et al., 2019] , as it shows in Fig. 2 (1)-(3). The generator and discriminator are trained by competing with each other while collaborating to understand the underlying concept in the normal class. During testing process, the novelty samples are expected to obtain a higher image reconstruction error. However, the weakness of GAN style methods could be concluded as followed: 1) Mode dropping or mode collapse are the in- x'
x Decoder Encoder Figure 3 : Our non-adversarial decoder-encoder framework consists of learnable latent space, a decoder subnetwork and an encoder subnetwork.
herent issue in the GANs. GAN style methods ignore some part of the target distribution, leading to obtain blurry reconstructions.
2) The training process of GAN style methods with generator and discriminator is always unstable. In addition, it is hard to simultaneously train the multiple loss functions in the GAN methods.
3 Proposed Method
Network Architecture
The proposed non-adversarial generative network, which is shown in Fig. 3 , consists of three components: learnable latent space, a decoder subnetwork and an encoder subnetwork. Firstly, the latent space is initialized from the PCA projections of training dataset. The decoder upscales the noise latent feature vector sampled from latent space to reconstruct the image, then the encoder tackles the problem by learning a mapping from generated image to a low dimensional representation. In order to map one learnable noise vector to each of the images in dataset, the distance between each image and corresponding generated image should be minimized. In addition, we also consider to optimize the learning representations in latent feature space by minimizing the distance between the random vector and the encoded latent feature of generated image from encoder.
Learnable latent space: Most of GANs methods [Dilokthanakul et al., 2016] choose a Normal distribution as the prior distribution to obtain the initialization of latent space. The random vector z with k-dimension is initialized from normal distribution. All of these GANs methods detect novelty samples based on the assumption that little or no multicollinearity exsits between the latent features. However, in practical, there are strong positive or negative correlations between each of latent features in the most of dataset. The performance of the model is always suffer from the multicollinearity issue. Although many strategies have been proposed to tackle with this problem, principal component anal-ysis (PCA) is a simple tool and widely used. Therefore, PCA is adopted to the initialization of random vector by reducing the dimensionality of data and exploiting new variables that are linear functions of those in the original data. In the initialization of representation space, a subset of training set is taken to fit the PCA, then we initialize latent vectors from the PCA projections of the dataset. Besides, for simplicity, we employ the unit sphere instead of the normal distribution on the S( √ d, d, 2) sphere. Decoder: The images {x 1 , . . . , x N } of training set is trained in the proposed framework. Firstly, we initialize a set of random vectors {z 1 , . . . , z N } from the unit sphere described above, where each vector has k dimensions. Secondly, we pair the training set with the each random vector. For each pair, the random vector is regard as a bottleneck feature in the conventional autoencoder. The main operator of the decoder G d (·) is to upscale this random vector z to obtain reconstruction image x .
Encoder: The encoder sub-network gets the generated image x and passes it through the encoder G e (·), which downscales x by compressing it to another latent representation z by convolutional layers followed by Batch Normalization (BN) and Leaky Relu activation, see the right part of Fig. 3 .
Overall Loss Function
To train our model, we define a loss function in Eqn. (1) including two components, i.e., the image reconstruction loss L irec and latent representation loss L zrec :
where w i and w z are the weighting parameters balancing the impact of individual term to the overall object function. As for the first term, high-quality image reconstruction is obtained in the training process by minimizing the distance between original input image and generated image. To optimize latent representations, the distance between random la-tent vector z and encoded latent vector z from auxiliary encoder is minimized by latent representation loss L zrec . Image reconstruction loss: In the optimization process of reconstruction space, a common choice of obtaining image reconstruction loss is MSE. However, using of MSE always yields blurry image. The Laplacian pyramid loss [Ling and Okada, 2006 ] is proposed to overcomes some of the known issues of the blurry images in GLO method. Therefore, we use the same reconstruction loss function to penalize the generator as follows,
where L j (x) is the j-th level of the Laplacian pyramid representation of x. Latent representation loss: Only for target class samples, latent representation loss will help the encoder to reconstruct the latent representation z well from generated image x . Besides, the initialization of latent space might incur the distribution distortion in real latent feature space of training samples, the feature representation z can be regarded as the anchor to prevent z from drifting. Hence, we consider to minimize the distance between the random vector z from the unit sphere and the encoded latent feature z of generated image from encoder G e (x ) as follows.
Optimization:
Abnormal score=
Testing process Testing sample Training process Training sample Figure 4 : Left: To obtain the correspondence between each learned noise vector and the image sample that it represents, proposed method is trained by image reconstruction loss and latent representation loss. Right: In the testing process, to get the abnormal score for each sample, the test sample is passed from encoder to decoder, which is the reverse of the training process.
We adopt our encoder and decoder subnetwork structure based on the DCGAN [Radford et al., 2015] . In the process of optimization, the Stochastic Gradient Descent (SGD) is employed to optimize the parameters θ in the network. The learning rate of network is set to 0.002. As illustrated in Fig.  4 (left) , in the beginning of training, we initialize the random feature vector of proposed method by using the top 512 principal components of training set. We optimize the image reconstruction space by using image reconstruction error, which is calculated in laplacian pyramid loss function. 2 loss is employed to optimize the latent space for all experiments. During inference, as shown in Fig. 4 (right) , the test sample
x becomes the input of encoder and the decoder upscales the this feature vector to reconstruct the image from learned latent feature space. Finally, the abnormal score is calculated by image reconstruction error between testing image sample x and corresponding generated image x . If image reconstruction error is larger than T , a predefined threshold, the test sample will be considered as a novelty instance.
Experiments

Experimental Setting
Datasets: COIL100 includes 100 objects with multiple different poses. Each class has less than one hundred images. MNIST dataset includes 60,000 handwritten digits from number 0 to number 9. The complexity of MNIST dataset is more challenging than COIL100. fMNIST dataset, consisting of 28x28 images of fashion apparels/accessories. CIFAR10 dataset also has ten classes with diverse content, background and complexity. The exmaples of these datasets are presented in Fig. 5 .
CIFAR10
MNIST FMNIST COIL Figure 5 : Representative images from four datasets. Each column presents the same class.
In DCASE dataset, all of abnormal event audios are artificially mixed with background audios respectively (i.e.,home, bus, and train).
Evaluation Methodology: Two protocols in the literature are proposed for one-class novelty detection [Perera et al., 2019] .
Protocol 1 : The 80% of in-class samples are regarded as normal class. The rest of 20% of in-class samples is adopt in testing process. Out-of-class samples are serviced as abnormal class, which are randomly selected from testing dataset, constituting half of the test set.
Protocol 2 : All of in-class samples from the training part of dataset is only used to train in the proposed method. Testing data of all classes are used for testing.
Evaluation Measures: The performance metrics we employed are Area Under Curve (AUC). In this section, since the initialization of representation space is key part of proposed framework in the process of training, it is necessary for us to evaluate different types of initialization strategies. Most of GAN-style methods consider to build a representation space from Normal distribution. In proposed non-adversarial generative networks, we initialize the latent space by fitting a subset of train set into PCA. In Tab. 1, we conduct the experiments by using PCA and Normal distribution in protocol 2. It is obvious that when random latent vector is sampled from the PCA projections, performance of the proposed model is improved marginally by 8.3% in CIFAR10 and 0.5% in fMNIST respectively. To prove the stabilization effect of proposed method, we show the plot of training loss for OCGAN and proposed method, as illustrated in Fig. 6 . To sum up, our decoderencoder style framework obtains a more stable training process and a faster convergence. To further present the optimization performance of latent space, as illustrated in Fig.  7 , where two learned latent space obtained from proposed method and OCGAN by training in MNIST (digit 8 regarded as normal class). We randomly select 200 in-class sample and 200 out-of-class samples from dataset for testing. The 3D scatter plot is used to visualize the latent representation z for test samples, whose coordinates are calculated by applying the PCA for dimensional reduction. It is clear that the proposed latent feature of normal samples (purple dots) are more concentrated than that in the latent space of OCGAN. In addition, we can easily observe that the anomalous samples can not only be separated from normal samples but also can be mapped into the outside of margin of normal data in low-dimensional latent space in our method. In this subsection, we consider to use both of protocols in the experiments. MNIST, COIL and fMNIST datasets are applied in the protocol 1. MNIST and CIFAR10 dataset are evaluated by the protocol 2.
Ablation Study
Result: When protocol 1 was used in MNIST dataset, proposed method yields an improvement of about 0.8% compared to state-of-the-art method. In fMNIST and COIL dataset, the proposed method improves novelty detection performance by over 7.1% and 0.5% compared to OCGAN , using protocol 1. For experiments based on protocol 2, as shown in Table 3 , for each digit, one of class is regarded as the normal class and the rest is served as outliers. We only use normal samples for training. Our method has not only registered a better average AUC value but also reported best AUC for individual classes in 7 out of 10 classes and a tie in 2 out of 10 classes. 78887 78887
OCGAN
Proposed method Figure 8 : Due to the compactness of the proposed entire latent space corresponding to images from digit 8, all projections into the latent space in return produce images of digit 8, even for the out of distribution (digit 1) with higher reconstruction error.
Compared with OCGAN, proposed method could learn the most representive concept of target class in latent manifold by our decoder-encoder framework, making the normalities and anomalies more separable and obtaining a more accurate detector. To make an intuitive comparison, two learned latent manifolds of (digit 8) images are obtained by OCGAN and proposed method respectively, as shown in Fig. 8 . In our method, all projections into the latent manifold in return produce images of digit 8, even for the out of distribution samples (digit 1) with higher reconstruction error. The main reason is that our method could capture the real concept of target class (digit 8) in the entire latent manifold under the constraint, leading to a more compact learned latent manifold, from which the abnormal samples could not be represented well. While, as for the latent space learned from OCGAN, the recovery of the digital 1 is more like to itself, which is harmful to distinguish. In comparison, CIFAR10 is not an aligned dataset and it contains objects of the given class across very different settings. As a result, we obtain state-of-art results with the proposed method where we recorded average AUC of 0.750. For acoustic anomaly detection task, since anomalous sounds might indicate a rare and unexpected event, their prompt detection can possibly prevent such problems. Proposed method aims at distinguishing abnormal acoustic signals from the normal ones. We also evaluate the DCASE dataset in acoustic novelty detection task by using protocol 2. DCASE dataset includes three different abnormal event (i.e., gunshot, babycry and glassbreak). All of these abnormal event audios are artificially mixed with background audios respectively which includes 15 different kinds of environmental settings (i.e.,home, bus, and train). The performance of three models across the 15 datasets is shown in Table 5 . We find that the proposed model consistently outperforms the other models in almost all datasets, except home scenarios. To further present the effectiveness of proposed method, in Fig.  9 , it shows the pixel-wise difference between original spectrogram images and reconstruction image in gunshot voice mixed with car background audios. Most of abnormal regions are detected by our method, which is labeled by red point.
Conclusion
To avoid training issues of GANs and better represent the target image, a novel decoder-encoder style framework are proposed to find the meaningful organization of the noise vectors in a non-adversarial optimization manner. In the training process, to achieve discriminative latent representations and high-quality image reconstruction, latent representation loss and image reconstruction loss jointly regularize the reconstruction space and latent space, leading to a quick convergence and a more stable training process with lower losses. During testing process, a new testing strategy is adopted to obtain the reconstruction image, which is reverse of train-ing process. Extensive experiments have been conducted on some datasets, showing effectiveness of model trained on our novel decoder-encoder framework and the benefit of using regularizers.
