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We derive new explicit expressions for the Dirac bilinears based on a generic representation of
the massive Dirac spinors with canonical polarization. These bilinears depend on a direction n in
Minkowski space which specifies the form of dynamics. We argue that such a dependence is unavoid-
able in a relativistic theory with spin, since it originates from Wigner rotation effects. Contrary to
most of the expressions found in the literature, our ones are valid for all momenta and canonical
polarizations of the spinors. As a by-product, we also obtain a generic explicit expression for the
covariant spin vector.
PACS numbers: 11.30.Cp,13.88.+e
I. INTRODUCTION
In particle physics, one often faces the problem of com-
puting amplitudes which are expressed as
MΓ = wǫ′(p′, S′)Γwǫ(p, S), (1)
where Γ is a 4 × 4 matrix in Dirac space, w+(p, S) =
u(p, S) and w−(p, S) = v(p, S) are the free positive and
negative-energy spinors, and p (p′) is the initial (final)
four-momentum of the particle with mass m (m′). The
covariant polarization vectors S and S′ satisfy the usual
onshell relations
S2 = S′2 = −1, p · S = p′ · S′ = 0. (2)
An old question is whether the amplitude MΓ can be
expressed as an analytic and covariant function depend-
ing on the vectors p, p′, S, and S′. The main motiva-
tion for this is that such a covariant expression greatly
helps the calculations in practical cases and allows one
to develop efficient numerical methods, see e.g. [1] and
references therein.
Recently, hadronic physics provided a new moti-
vation. Indeed, there is a growing interest in spatial
distributions of quarks and gluons inside the nucleon,
see e.g. [2–9]. Since these distributions are expressed
as Fourier transforms of MΓ with respect to the four-
momentum transfer ∆ = p′ − p, explicit expressions
for the Dirac bilinears in momentum space appear to
be mandatory. So far, one has essentially focused on
particular components of Lorentz tensors and used
the non-tensorial expressions derived e.g. in [10, 11].
More tensorial expressions would represent a major step
forward allowing one to push analytical calculations
further while preserving manifest Lorentz covariance as
much as possible.
∗Electronic address: cedric.lorce@polytechnique.edu
The aim of this paper is to derive new explicit
expressions for the 16 Dirac bilinears MΓA with
ΓA = {1, γ5, γµ, γµγ5, iσµν}, particularly well suited for
hadronic purposes. The plan of the paper is the following.
In Sec. II we quickly review the main methods used to
compute amplitudes of the type (1). In Sec. III we discuss
relations based on charge conjugation and CPT symme-
try, and we present the complete set of onshell identities
arising from the free Dirac equation. In Sec. IV, we de-
rive new expressions for the Dirac bilinears, and discuss
in detail the question of Lorentz covariance in Sec.V. We
then conclude the paper with Sec. VI.
II. SOME STANDARD METHODS
Casimir’s trick allows one to evaluate the amplitude (1)
up to a global phase, by converting its square into a trace
in Dirac space [12, 13]. In the generalized form which
does not require summation over polarizations, one can
write
|MΓ|2 = Tr[(/p′ + ǫ′m′) 1+γ5/S
′
2 Γ (/p+ ǫm)
1+γ5/S
2 Γ] (3)
using the Dirac adjoint Γ = γ0Γ†γ0 and the projection
operator onto wǫ spinors with definite momentum and
polarization
wǫwǫ = (/p+ ǫm)
1+γ5/S
2 . (4)
While this method is very general and provides mani-
festly covariant expressions, the evaluation of the trace
becomes rapidly tedious in practice when Γ is a product
of a large number of Dirac matrices. Moreover, the in-
formation about the phase of the amplitude MΓ is lost
in the procedure, which is problematic e.g. when inter-
ference contributions need to be computed. For these
reasons, it is preferable to use another method that does
not require to square the original amplitude.
A strategy, developed about 50 years ago [14–21],
consists in multiplying MΓ by the unity in the form
1 = M∗Γ′/M∗Γ′ , where MΓ′ is of the form (1) with an
2arbitrary matrix Γ′. One can then write
MΓ = 1M∗
Γ′
Tr[(/p′+ǫ′m′) 1+γ5/S
′
2 Γ (/p+ǫm)
1+γ5/S
2 Γ
′]. (5)
Casimir’s trick then appears as the special case Γ′ = Γ.
In practice, the phase ofMΓ′ is often not known, so that
the denominator is replaced by |MΓ′ |. It then follows
that different choices for Γ′ lead to covariant expressions
differing by a phase [1].
One can simplify the calculation further. Since Γ is
a matrix in Dirac space, it can be decomposed onto the
basis ΓA
Γ = 14
16∑
A=1
Tr[ΓΓA] Γ
A, (6)
where ΓA is the dual basis satisfying
1
4 Tr[Γ
AΓB] = δ
A
B.
The amplitude in Eq. (1) can then be written as a linear
combination of the Dirac bilinears MΓA
MΓ = 14
16∑
A=1
Tr[ΓΓA]MΓA . (7)
Clearly, this method requires the evaluation of traces
with a smaller number of Dirac matrices compared to
Casimir’s trick. The problem reduces to finding a co-
variant expression for the Dirac bilinears, which can be
computed from Eq. (5) with Γ = ΓA. Explicit expres-
sions for Γ′ = 1 can be found in [18]. For a review of the
different choices of Γ′ in the literature, see [1].
The main issue with this approach is that it does not
provide a valid covariant expression for all vectors p, p′,
S, and S′. Indeed, whenever MΓ′ vanishes, one obtains
from Eq. (5) indeterminate results of the type 0/0. One
could of course use different expressions in different re-
gions of p, p′, S, and S′ to avoid these indeterminate
forms, but one then faces the problem of matching these
expressions with each other because of unknown phase
factors. Another option would be to use an explicit repre-
sentation for the Dirac spinors and matrices, and to com-
pute explicitly the Dirac bilinears, see e.g. [10, 11, 22].
The problem however is that it makes the calculations
complicated with bulky and non-covariant expressions.
The failure of finding generic covariant expressions mo-
tivated the development of the two-component formal-
ism, see [23, 24] for a review. The idea is to express
the amplitude MΓ in the massless case not in terms
of Lorentz tensors, but in terms of spinor products like
u(p′, h′)u(p, h) with helicities h, h′ = ±, considered as
more fundamental objects. This approach is rather sim-
ple to implement and provides powerful compact expres-
sions when fermion masses can be neglected. Generaliza-
tions to the massive case do exist, see e.g. [25–29], but
usually turn out to be quite cumbersome in practice.
III. GENERAL RELATIONS
Before we derive our new explicit expressions for the
Dirac bilinears, we collect in this section a set of identities
that can be used either to reduce the number of necessary
expressions, or to test their consistency.
We label the spinors u ≡ u(p, λ) and u′ ≡ u(p′, λ′) with
the rest-frame spin projection (along the z-direction as
usual) index λ = ± instead of the covariant polarization
vector S. The reason is that current hadronic applica-
tions, like e.g. the spatial distributions mentioned in the
introduction, require a clear separation between spin and
orbital angular momentum, which can only be achieved
with respect to the rest frame.
For a spin-1/2 particle with rest-frame spin along the
direction represented by the unit three-vector s, the co-
variant spin-density matrix is given by
u(p, λ′)γµγ5u(p, λ) = 2mS
µ
λ′λ(p) (8)
and is related to the covariant spin vector as follows
Sµ(p, s) = 12
∑
λ′,λ
(s · σ)λλ′Sµλ′λ(p), (9)
where σ are the three Pauli matrices. The covariant spin
vector provides the explicit map between a rest-frame
polarization along s and a covariant polarization vector
in the frame where the particle has four-momentum p.
The inverse relation can be put in the form
Sµλ′λ(p) = S
µ(p,σλ′λ). (10)
In some sense, the covariant spin vector and the covariant
spin-density matrix can be viewed as the same object,
expressed in two different bases related by Pauli matrices:
one labeled by the pair λ′, λ and one by the unit vector
s. Note that this connection is made for pure states only.
A. Discrete symmetries
Using the standard relative phase conventions given in
Appendix B of [30], positive and negative-energy Dirac
spinors are related by charge conjugation symmetry
wǫ = C w
T
−ǫ (11)
with the antisymmetric matrix C = −CT satisfying C† =
C−1 and
CγµTC−1 = −γµ, CγT5 C−1 = γ5. (12)
We can also write owing to CPT symmetry
wǫ = −ǫγ5w˜−ǫ, (13)
where the flipped spinors are defined as
w˜ǫ(p, λ) = λwǫ(p,−λ), λ = ±. (14)
Thanks to these relations, we can express all Dirac
amplitudes in terms of u′Γu only. Indeed, from charge
conjugation symmetry, we get
v′Γv = −uCΓTC−1u′, (15)
v′Γu = −v CΓTC−1u′, (16)
u′Γv = −uCΓTC−1v′, (17)
3and from CPT symmetry we have
v′Γv = −(u˜′γ5Γγ5u˜), (18)
u′Γv = u′Γγ5u˜, (19)
v′Γu = −u˜′γ5Γu. (20)
Therefore, in the following it will be sufficient to restrict
our considerations to the positive-energy sector.
B. Onshell identities
We now provide the complete list of onshell identities
among the Dirac bilinears, which generalize the famous
Gordon identity [31].
Using the Dirac equation for positive-energy Dirac
spinors (/p − m)u = 0, we find that for any matrix Γ
in Dirac space
u′Γu = 1m¯ u
′
({ /P,Γ}+ 12 [ /∆,Γ])u, (21)
0 = u′
(
1
2 { /∆,Γ}+ [ /P,Γ]
)
u, (22)
where m¯ = (m′ +m)/2 and
P = m¯2
(
p′
m′ +
p
m
)
, ∆ = m¯
(
p′
m′ − pm
)
, (23)
which satisfy P · ∆ = 0 and P 2 + ∆24 = m¯2. In-
serting the (overcomplete) basis in Dirac space Γ =
1, γ5, γ
µ, γµγ5, iσ
µν , iσµνγ5 in Eq. (21), we obtain a
whole set of onshell identities (ǫ0123 = +1)
u′u = u′ /Pm¯u, (24)
u′γ5u = u
′ /∆γ5
2m¯ u, (25)
u′γµu = u′
[
Pµ
m¯ +
iσµ∆
2m¯
]
u, (26)
u′γµγ5u = u
′
[
∆µγ5
2m¯ +
iσµP γ5
m¯
]
u, (27)
u′iσµνu = u′
[
−∆[µγν]2m¯ + iǫ
µνPτγτγ5
m¯
]
u, (28)
u′iσµνγ5u = u
′
[
−P [µγν]γ5m¯ + iǫ
µν∆τγτ
2m¯
]
u, (29)
where we used the convenient notations iσµa = iσµρaρ,
iǫµνaτ = iǫµνρτaρ, and a
[µbν] = aµbν − aνbµ. Because of
the matrix identity
iσµν = − 12 iǫµναβiσαβγ5, (30)
the onshell identity (29) is equivalent to (28). We never-
theless included it in our list in order to emphasize the
symmetry between bilinears that have opposite behav-
ior under parity transformation. Indeed, one obtains one
from the other by means of the substitutions 1↔ γ5 and
P ↔ ∆/2.
Inserting now the same basis in Eq. (22), we get
0 = u′ /∆2 u, (31)
0 = u′ /Pγ5u, (32)
0 = u′
[
∆µ
2 + iσ
µP
]
u, (33)
0 = u′
[
Pµγ5 +
iσµ∆γ5
2
]
u, (34)
0 = u′
[
−P [µγν] + iǫµν∆τγτγ52
]
u, (35)
0 = u′
[
−∆[µγν]γ52 + iǫµνPτγτ
]
u. (36)
These onshell identities are not new as they can alterna-
tively be derived from Eqs. (24)-(29) either by contrac-
tion or antisymmetric (exterior) product with Pµ and
∆µ.
Note that in the negative-energy sector, the Dirac
equation reads (/p +m)v = 0, implying that the onshell
identities among v′Γv are the same as among u′Γu with
the substitution m¯↔ −m¯. This simple relation can also
be understood from Eq. (18) using dimensional analysis
together with {γµ, γ5} = 0.
We close this section with a side remark. In the general
covariant parametrization of nucleon matrix elements,
one usually makes use of the Gordon identity (26) and its
parity partner (27) to eliminate the γµ and γµγ5 Dirac
structures, see e.g. [32]. We note that using the other on-
shell identities (24), (25), (28) and (29), there exists an
alternative approach where one makes use of the Dirac
structures γµ and γµγ5 only, as noted earlier by Yehu-
dai [33].
IV. NEW EXPLICIT EXPRESSIONS
We now derive new explicit expressions for the Dirac
bilinears. Our strategy consists in writing the ampli-
tude (1) in the positive-energy sector as a trace
MΓ = Tr[Γuu′], (37)
together with a convenient representation of the outer
product uu′.
A. Dirac spinors
The massive positive-energy Dirac spinor with canon-
ical polarization can conveniently be written as [34–36]
u(p, λ) = Np ( /p+m) /nχλ, (38)
where n is a timelike or a lightlike four-vector, and Np is
a normalization factor such that
u(p, λ′)u(p, λ) = 2mδλ′λ. (39)
We will implicitly work with the standard representation
of the Dirac matrices, but our results easily generalize to
4any representation. The form (38) can be obtained e.g.
by boosting (without any rotation) the rest-frame spinors
χλ, which satisfy γ
0χλ = χλ and χλ′χλ = δλ′λ, to the
appropriate momentum p. Alternatively, Eq. (38) can be
seen as the projection of the reference spinor /nχλ onto
spinors with four-momentum p and mass m by means of
the completeness relation
∑
λ
u(p, λ)u(p, λ) = /p+m. (40)
The key point we would like to stress here is that
Lorentz boosts are necessarily used in the explicit con-
struction of the Dirac spinors in momentum space with
canonical polarization, see e.g. [37]. The reason is be-
cause canonical polarization is defined with respect to
a reference frame. Boosts are distinguished from rota-
tions provided that the “time” variable x ·n, specified by
the direction n, has already been defined. As shown by
Dirac [38], four-dimensional Minkowski space-time can
be foliated into “time” and “space” in different ways that
are not connected by Lorentz transformations. These dif-
ferent foliations are known as different forms of dynam-
ics. By making this dependence explicit, we can easily
reduce our results to particular types of canonical Dirac
spinors. For nIF = (1, 0, 0, 0), we obtain the usual spinors
in instant form (IF), and for nLF = (1, 0, 0,−1)/α with α
an arbitrary positive constant, we obtain the light-front
(LF) spinors [10, 11]. The sets of instant form and front
form spinors constitute two different examples of free
Dirac spinor basis with given momentum p. They can
be expressed into each other through a so-called Melosh
rotation [39–42]
uLF(p, λ) =
∑
σ
uIF(p, σ)D
M
σλ(p), (41)
where DMσλ(p) = uIF(p, σ)uLF(p, λ)/2m is a unitary ma-
trix. A more detailed discussion about the interpolation
between different types of canonical Dirac spinors can be
found e.g. in [42].
B. Outer product
The next step is to consider the outer product of two
positive-energy Dirac spinors uu′. Starting with the rest-
frame spinors χλ, we find the outer product
χχ′ = 1+γ
0
2
1+γ5 /Σ
2 , (42)
where we omitted polarization indices and introduced
Σµ = (0,σ). The outer product χχ′ can therefore be
seen as the tensor product of a 4 × 4 matrix in Dirac
space with a 2 × 2 matrix in polarization space. Sum-
ming over the polarizations amounts to considering the
trace in polarization space, leading to tr2[Σ
µ] = 0. Note
the explicit appearance of the 0-component which reflects
the special role played by the rest frame.
The generic form (38) allows us to write down the outer
product of two positive-energy Dirac spinors in terms of
Dirac matrices
uu′ = NpNp′ ( /p+m) /n 1+γ
0
2
1+γ5 /Σ
2 /n ( /p
′ +m′) . (43)
In the forward case p′ = p with equal masses m′ = m,
this should reduce to the Bouchiat-Michel expression [43]
u(p, λ)u(p, λ′) = (/p+m) [1δλ′λ+γ5/Sλ′λ]2 , (44)
which is simply the projection operator (4) expressed in
terms of the rest-frame spin projection indices. Introduc-
ing for convenience the tensor
Σαβ = (Σ · n) δ0αnβ − n0Σαnβ − n
2
2 δ
0
αΣβ, (45)
we obtain from the matching between Eqs. (43) and (44)
the following general expression
Sµ = 2m Σαβ
[
mp[αηβ]µ + ηα0(pβpµ − ηβµm2)
]
N 2p (46)
for the covariant spin-density matrix appearing in
Eq. (44), where ηµν = diag(+1,−1,−1,−1) is the stan-
dard metric in Minkowski space, and
N 2p =
[
2(p · n)n0 + n2(m− p0)]−1 (47)
for the normalization factor introduced in Eq. (38). Note
that the phase ofNp is not determined and has to be fixed
by convention in practice.
It is clear that the covariant spin-density matrix is
transverse onshell p · S = 0. Moreover, Eq. (46) reduces
to the well-known expressions in instant form for n = nIF
SµIF(p) =
(
p·σ
m ,σ +
p (p·σ)
m(Ep+m)
)
, (48)
and in front form for n = nLF
SµLF(p) =
[
p+
m σz,
p2
⊥
−m2
2mp+ σz +
p⊥·σ⊥
p+ ,σ⊥ +
p⊥
m σz
]
,
(49)
where we used the LF components aµ = [a+, a−,a⊥]
with a− = a · n¯LF and the dual lightlike direction
n¯LF = α (1, 0, 0, 1)/2 which satisfies nLF · n¯LF = 1. It
follows from Eq. (10) that the corresponding covariant
spin vectors read explicitly
SµIF(p, s) =
(
p·s
m , s+
p (p·s)
m(Ep+m)
)
, (50)
SµLF(p, s) =
[
p+
m sz,
p2
⊥
−m2
2mp+ sz +
p⊥·s⊥
p+ , s⊥ +
p⊥
m sz
]
.
(51)
Note that in Eq. (43), we have considered that u and
u′ are of the same type, i.e. they are defined with the
same four-vector n′ = n. One can of course consider
the more general case with n′ 6= n, but this reduces to
the case n′ = n accompanied by a (generalized) Melosh
rotation [39–42].
5C. Dirac bilinears
We are now ready to derive the new explicit expres-
sions for the Dirac bilinears. Using the representa-
tion (43) for the outer product in Eq. (37) with Γ =
1, γ5, γ
µ, γµγ5, iσ
µν , iσµνγ5, we find after some algebra
u′u = 2
[
m¯ (P ·N) + Σαβ iǫαβP∆
]N , (52)
u′γ5u = 2Σαβ
(
P 0α∆β − P β∆α)N , (53)
u′γµu = 2
[
QµτNτ − ΣτβP τα iǫµαβ∆
]N , (54)
u′γµγ5u = 4
[
1
4 iǫ
µNP∆ +Σ0τQ
τµ
+m¯Σαβ
(
P 0αηβµ − ηµαP β)]N , (55)
u′iσµνu = 4
[
m¯
4 N
[µ∆ν] − m¯ΣτβP τα iǫµναβ
+Σαβ
(
iǫµναβ ∆
2
4 +Q
[µ
τ iǫ
ν]αβτ
)]
N , (56)
u′iσµνγ5u = 4
[
− m¯4 iǫµνN∆ − m¯Σ0[µP ν] + ∆
2
4 Σ
[µν]
+Στ [µQ
ν]
τ +Q
τ [µΣ
ν]
τ
]
N , (57)
where we defined for convenience the tensors
Nα = 2n
0nα +
n2
m¯ P0α, (58)
Pαβ = δ
0
αPβ − m¯ηαβ , (59)
Qαβ = PαPβ +
∆2ηαβ−∆α∆β
4 , (60)
and the global normalization factor
N = Np′Np m′mm¯2 . (61)
More explicit expressions in instant form (n = nIF) and
front form (n = nLF) are given in the Appendix.
It is straightforward to check that our explicit expres-
sions (52)-(57) satisfy all the onshell relations (24)-(29)
and (31)-(36). Moreover, in the forward limit p′ = p with
equal massesm′ = m, they reduce to the well-known ones
u′u = 2m, (62)
u′γ5u = 0, (63)
u′γµu = 2pµ, (64)
u′γµγ5u = 2mS
µ, (65)
u′iσµνu = 2miǫµνpS, (66)
u′iσµνγ5u = −2mp[µSν], (67)
as expected.
V. DISCUSSION
Although we succeeded in obtaining explicit expres-
sions for the Dirac bilinears in terms of Lorentz tensors,
they do not look quite covariant at first sight, because
they involve explicitly some 0-component. Moreover,
they also require some auxiliary four-vector n unrelated
to the kinematics of the process under study.
We will argue in this section that, strictly speaking,
our results are actually Lorentz covariant. Covariance is
however not explicit due to the fact that our expressions
are given in terms of the canonical polarizations.
A. Lorentz covariance and tensors
We use Lorentz covariance in its original meaning,
namely as the property that equations take the same
form in any Lorentz frame. In elementary treatments,
textbooks on relativistic fields make use of this covari-
ance property to determine the Lorentz transformation
law of fields from the equations of motion.
Covariance is particularly manifest if one succeeds in
expressing all quantities in terms of Lorentz (or Dirac)
tensors. Since this happens in so many cases, it seems
that in practice covariance is usually identified with ten-
sorial nature. Because of this identification, one occa-
sionally runs however into conceptual conundrums.
The typical example is electrodynamics in the
Coulomb gauge, ∇ · A = 0, which is often presented
as a non-covariant gauge. The theory has however
been shown to lead to perfectly Lorentz covariant re-
sults [44, 45]. To make sense of this, one sometimes rather
says that electrodynamics in the Coulomb gauge is not
explicitly Lorentz covariant. All this boils down to the
a priori Lorentz four-vector nature of the gauge poten-
tial Aµ. Note however that because of gauge symmetry,
the Lorentz transformation law of the gauge potential is
only fixed up to a gauge transformation [44–49]. If one
uses the canonical formalism to derive from the theory
itself the Lorentz transformation law of the gauge po-
tential, one obtains indeed a vector potential that does
not transform as a simple four-vector, but one which pre-
serves the form of the gauge-fixing condition in the new
frame, see e.g. [44, 45] for the Coulomb gauge case.
This is unfortunately not so well known because many
standard textbooks gloss over these subtleties and sim-
ply (sometimes implicitly) assume that the gauge poten-
tial is a four-vector for pure convenience. Some popular
textbooks, like e.g. [50, 51], even present a proof of the
four-vector nature of the gauge potential, but flaws jeop-
ardizing this proof have been identified [47, 48].
Let us stress however that treating in practice the
gauge potential as a four-vector is perfectly fine, since
the non-tensorial part of the Lorentz transformation can
always be compensated by a gauge transformation. In
doing so, the advantage is that Lorentz covariance is pre-
served explicitly, but the price to pay is the introduction
of non-physical degrees of freedom which must be con-
strained so as not to contribute to the physical observ-
ables.
The bottom line is that Lorentz covariance does not
necessarily imply tensorial character. Probably the most
blatant example is the connection Γαµβ in General Rel-
ativity which is not a tensor under general coordinate
transformations, despite appearances. Explicit non-
6tensorial expressions for the Dirac bilinears have been
derived in [10, 11]. They are however perfectly Lorentz
covariant since they were obtained from the standard
spinors.
B. Polarization basis
Tensorial (i.e. explicitly covariant) expressions for the
Dirac bilinears in terms of the Lorentz four-vectors p, p′,
S and S′ can be obtained using the standard methods
summarized in Sec. II. These are however not adapted to
the hadronic applications since the latter require a clear
distinction between spin and orbital angular momentum,
which is provided by a canonical basis. We therefore need
an explicit connection between the covariant polarization
vector Sµ and the rest-frame spin projection axis s, given
by the covariant spin vector Sµ(p, s).
As a consequence of the non-commutativity of rela-
tivistic boosts, a canonical polarization basis can unam-
biguously be defined only in connection with some ref-
erence frame [37, 49, 52]. For a massive particle, the
rest frame appears to be the most natural one. Once a
polarization basis is fixed in the rest frame, one can un-
ambiguously define a canonical polarization basis in any
frame by a applying a standard boost (a conventional
subset of the Lorentz group). For example, we have
u(p, λ) ∝ S[Λst(p)]χλ, (68)
where Λst(p) is the standard boost from p
µ
0 = (m,0) to
pµ. Similarly, an explicit expression for the covariant spin
vector can be obtained following the same procedure
Sµ(p, s) = [Λst(p)]
µ
νS
ν
0 (s) (69)
with Sµ0 (s) = (0, s). Depending on the choice of the stan-
dard boost, one ends up with different types of canonical
polarization, like e.g. canonical spin, helicity, or light-
front helicity, see [37, 49, 52] for more details. The canon-
ical polarization basis for a moving state therefore (im-
plicitly) depends on the rest frame and on the definition
of the standard boost.
Our explicit results are written within some canonical
polarization basis, and so one should naturally expect
some dependence on the rest frame and standard boosts
to show up. Unlike [10, 11], we succeeded in obtaining
expressions in terms of tensor which made these depen-
dences explicit in the form of 0-components and auxiliary
four-vector n. Note also that, as shown in the Appendix,
our generic spinors reduce to the standard explicit spinors
in both instant form and front form. This indicates that
our results ought to be Lorentz covariant.
C. Wigner rotations
To understand better the Lorentz covariance of our re-
sults, let us consider the Lorentz transformation of a po-
larized state with four-momentum p. Any Lorentz trans-
formation Λ can be decomposed as follows
Λ = Λst(Λp)RW (Λ, p)Λ
−1
st (p), (70)
where the quantity
RW (Λ, p) = Λ
−1
st (Λp)ΛΛst(p) (71)
maps p0 to p0 and is known as the Wigner rotation. Since
by definition the transformations Λst(Λp) and Λ
−1
st (p) do
not affect the polarization basis, the Lorentz transform
of the basis spinor can be expressed as [37]
u′(p′, λ) = S[Λ]u(p, λ)
=
∑
λ′
u(Λp, λ′)Dλ′λ,
(72)
where Dλ′λ represents the Wigner rotation matrix RW
in two-dimensional polarization space. Note, in passing,
that Vega and Wudka in [53] were forced to include such a
Wigner rotation, because they directly expressed u(p′, λ′)
in terms of u(p, λ).
Using now Eq. (8), the Lorentz transform of the co-
variant spin-density matrix reads
S′µλ′λ(p
′) = ΛµνS
ν
λ′λ(p)
=
∑
σ′,σ
D†λ′σ′S
µ
σ′σ(Λp)Dσλ.
(73)
The corresponding relation for the covariant spin vector
is then
S′µ(p′, s) = ΛµνS
ν(p, s)
= Sµ(Λp,Rs), (74)
where R is the three-dimensional rotation matrix ob-
tained from
Rij = 12 tr2[D†σiDσj ]. (75)
These equations show that the standard spinor and four-
vector transformation laws are equivalent to a Lorentz
transformation of the momentum argument p 7→ Λp ac-
companied by a rotation of the canonical polarization
argument ~s 7→ R~s (and of any other rest-frame vector if
any). Explicit expressions for the Wigner rotations are
in general quite complicated, and depend on both the
standard boosts and the rest frame, as one can see from
Eq. (71).
In our approach, all the moving spinors are expressed
in terms of the rest-frame ones (38). Wigner rotation
effects should therefore automatically be taken into ac-
count. One can then understand that the presence of 0-
components and the auxiliary four-vector n in our expres-
sions is necessary so as to ensure that standard spinor and
Lorentz four-vector transformations can alternatively be
put in the form of a change of momentum variables ac-
companied with a rotation of the polarization arguments
S[Λ]u(p, λ) = Np ( /p′ +m) /n′ S[Λ]χλ
= Np′ ( /p′ +m) /n
∑
λ′
χλ′ Dλ′λ,
(76)
7where the prime on four-vectors indicates that they are
Lorentz transformed.
To summarize, our explicit expressions for the Dirac
bilinears (52)-(57) are Lorentz covariant since they are
directly obtained from explicit spinors transforming in
the usual way. The lack of manifest Lorentz covariance
stems from the use of canonical polarization which re-
quires a reference to the rest frame. Such a reference
is spelled out explicitly in our expresions and appears
in the form of 0-components and auxiliary four-vector
n. These dependences usually do not appear explicitly
because they are contained in the specific form for the
spinors u(p, λ) and the covariant spin vector Sµ(p, s).
VI. CONCLUSIONS
Using a convenient representation of the massive free
Dirac spinors in terms of the rest-frame spinors, we de-
rived new explicit expressions for all the Dirac bilinears.
Contrary to most of the expressions proposed in the liter-
ature, our results are valid for all momenta and canonical
polarizations. In principle, a similar approach can be ap-
plied to massless spinors provided one uses a proper rep-
resentation in term of some reference massless spinors.
Despite the appearances, our expressions are consistent
with Lorentz covariance. The explicit dependence on an
external four-vector arises as a consequence of the use of
a canonical polarization basis and can be understood in
terms of Wigner rotation effects.
The new explicit expressions are particularly well
suited for applications in hadronic physics, where Fourier
transforms of amplitudes are often needed, requiring a
clear distinction between spin and orbital angular mo-
mentum. It will also be interesting to see whether these
new explicit expressions can improve the efficiency of cur-
rent codes devoted to the calculation of amplitudes in
Particle Physics.
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Appendix A: Explicit expressions
In this Appendix, we particularize our general results
(52)-(57) to the cases of instant-form and light-front
Dirac spinors expressed in the standard (or Dirac) rep-
resentation.
1. Instant form
Setting nIF = (1, 0, 0, 0) in Eq. (38), we obtain the
canonical Dirac spinors, which read in the standard rep-
resentation
uIF(p,+) =
1√
Ep +m


Ep +m
0
pz
pR

 , (A1)
uIF(p,−) = 1√
Ep +m


0
Ep +m
pL
−pz

 (A2)
with pR,L = px ± ipy and Ep = p · nIF =
√
p2 +m2.
We define the average covariant spin-density matrix as
S¯µIF =
(
P ·σ
m¯ ,σ +
P (P ·σ)
m¯(P 0+m¯)
)
. (A3)
In the forward limit p′ = p with equal masses m′ = m, it
reduces to the standard expression (48). Introducing the
normalization factor
NIF = 1√
Ep′+m
′
√
Ep+m
m′m
m¯2 (A4)
we find that the Dirac bilinears can be expressed as
8u′IFuIF =
[
2(P 2 + m¯P 0) + iǫ0P∆S¯IF
]
NIF, (A5)
u′IFγ5uIF = (P
0 + m¯) (∆ · S¯IF)NIF, (A6)
u′IFγ
µuIF =
{
2
[
Pµ(P 0 + m¯) + ∆
2ηµ0−∆µ∆0
4
]
− iǫµτ∆S¯IF(Pτ + m¯δ0τ )
}
NIF, (A7)
u′IFγ
µγ5uIF =
{
2
[
S¯µIF(P
2 + m¯P 0)− (Pµ + m¯ ∆2ηµ0−∆µ∆0∆2 ) (P · S¯IF) + ∆
µ(∆·S¯IF)
4
]
+ iǫµ0P∆
}
NIF, (A8)
u′IFiσ
µνuIF =
{
2
[
iǫµντS¯IF(m¯Pτ + P
2δ0τ )− (PτP [µ − ∆τ∆
[µ
4 ) iǫ
ν]0τS¯IF + ∆
0
∆2 iǫ
µνP∆ (P · S¯IF)
]
+(P [µ + m¯η0[µ)∆ν]
}
NIF, (A9)
u′IFiσ
µνγ5uIF =
{
2S¯
[µ
IF
[
P ν](P 0 + m¯) + ∆
2ην]0−∆ν]∆0
4
]
− 2η0[µ
[
P ν]Pτ − ∆ν]∆τ4
]
S¯τIF − 2P [µ∆
ν]∆0
∆2 (P · S¯IF)
− iǫµντ∆(Pτ + m¯δ0τ )
}
NIF. (A10)
2. Front form
Setting nLF = (1, 0, 0,−1)/α with α an arbitrary pos-
itive constant in Eq. (38), we obtain the light-front (LF)
spinors in the standard representation [10, 11]
uLF(p,+) =
1√
2αp+


αp+ +m
pR
αp+ −m
pR

 , (A11)
uLF(p,−) = 1√
2αp+


−pL
αp+ +m
pL
−αp+ +m

 (A12)
with p+ = p · nLF.
We define the average covariant spin-density matrix as
S¯µLF =
[
P+
m¯ σz,
P 2−P 2
⊥
−2m¯2
2m¯P+ σz +
P⊥·S¯⊥
P+ , S¯⊥
]
, (A13)
where S¯⊥ = σ⊥ +
P⊥
m¯ σz . Once again, in the forward
limit p′ = p with equal masses m′ = m, we recover the
standard expression (49). Introducing the normalization
factor
NLF = 1√
p′+p+
m′m
m¯2 , (A14)
we find that the Dirac bilinears can be expressed as
u′LFuLF =
[
2m¯P+ + iǫ+P∆S¯LF
]
NLF, (A15)
u′LFγ5uLF = P
+(∆ · S¯LF)NLF, (A16)
u′LFγ
µuLF =
{
2
[
PµP+ + ∆
2ηµ+−∆µ∆+
4
]
− m¯ iǫµ+∆S¯LF
}
NLF, (A17)
u′LFγ
µγ5uLF =
{
2m¯
[
S¯µLFP
+ − ∆2ηµ+−∆µ∆+∆2 (P · S¯LF)
]
+ iǫµ+P∆
}
NLF, (A18)
u′LFiσ
µνuLF =
{
2
[
P 2 iǫµν+S¯LF − (PτP [µ − ∆τ∆[µ4 ) iǫν]+τS¯LF + ∆
+
∆2 iǫ
µνP∆ (P · S¯LF)
]
+ m¯η+[µ∆ν]
}
NLF, (A19)
u′LFiσ
µνγ5uLF =
{
2S¯
[µ
LF
[
P ν]P+ + ∆
2ην]+−∆ν]∆+
4
]
− 2η+[µ
[
P ν]Pτ − ∆ν]∆τ4
]
S¯τLF − 2P [µ∆
ν]∆+
∆2 (P · S¯LF)
− m¯ iǫµν+∆
}
NLF. (A20)
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