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This work is concernedwith the numerical solution of a nonlinear weakly singular Volterra
integral equation. Owing to the singular behavior of the solution near the origin, the global
convergence order of product integration and collocation methods is not optimal. In order
to recover the optimal orders a hybrid collocation method is used which combines a
non-polynomial approximation on the first subinterval followed by piecewise polynomial
collocation on a graded mesh. Some numerical examples are presented which illustrate
the theoretical results and the performance of the method. A comparison is made with the
standard graded collocation method.
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1. Introduction
We consider the following singular Volterra integral equation
y(t) = 1−
√
3
pi
∫ t
0
s1/3y4(s)
(t − s)2/3 ds, t ∈ [0, 1], (1.1)
whichmay arise in connectionwith some heat transfer problems studied in [1]. An interesting feature of the above equation
is that it has an Abel type kernel of the form k(t, s, y(s))(t − s)−α , with α = 2/3 and k(t, s, y) = s1/3y4, where the term s1/3
is not differentiable at the origin. Therefore the classical theory regarding regularity properties and convergence analysis of
numerical methods is not applicable. This paper can be viewed as the starting point for the study of a larger class of integral
equations with similar types of kernels. It can be shown that (1.1) has a unique continuous solution y(t) for t ∈ [0, 1]which
admits the following representation (cf. [2,3])
y(t) = 1− 1.460998t2/3 + 7.249416t4/3 − 46.449738t2 + 332.755232t8/3 + · · · , t ∈ [0, R), (1.2)
with R ' 0.070784, and we thus see that the derivative y′(t) behaves like t−1/3 near the origin. Therefore, when numerical
methods such as collocation or product integration methods based on piecewise polynomials on uniform meshes are used,
the optimal orders of convergence are not obtained (see e.g. [2]). It has been proved that product integration and collocation
methods (on uniform meshes) applied to (1.1) have 1/3 global order of convergence, independently of the degree of the
approximating polynomials; as t increases the errors are of order 4/3, except in the case of (explicit) Euler’s method, which
has order one. One reason behind these low orders is that on the first subinterval [0, t0] the polynomial approximation
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cannot match the fractional-power terms of the exact solution y(t). This suggests the use of certain non-polynomial spline
approximations to represent the solution. In [4] the use of certain non-polynomial spline spaces was investigated for the
classical Abel-type Volterra integral equations with a smooth function k(t, s, y) in their kernel. It was observed that one
disadvantage was the much bigger dimension of the space compared to the commonly used piecewise polynomial space.
On the other hand, by using collocation on gradedmeshes,where the grid points aremore densely clustered near the singular
point, the optimal orders can be recovered. In [5,3] this has also been observed for our Eq. (1.1). However, one drawback of
these methods is that intervals of small length will be used near the singular point thus leading to possible round-off error
problems when using high order polynomials. In [6] the use of graded meshes was studied in detail for a general class of
nonlinear weakly singular integral equations. We also refer to [7] for a comprehensive account of this and other approaches
to deal with singularities.
In [8] hybrid methods were discussed for the Abel–Volterra integral equation with kernel (t − s)−α, α = 1/2. There, a
particular non-polynomial approximation was used on the first few intervals followed by piecewise polynomial collocation
on uniformmesh. Recently, in [9], a hybrid collocation method was proposed for solving a class of linear Abel-type Volterra
integral equations with general α. The authors defined a certain graded mesh different from the one used in the classical
graded collocation methods. They used a nonpolynomial function approximation only in the first interval, thus preserving
the singular behavior of the solution, while a graded piecewise polynomial approximation was used for the rest of the
domain. It should be noted that these ideas had previously been used in [10] for Fredholm integral equations.
In this work we follow the approach of [9] and define a hybrid collocation method for solving (1.1). Based on the series
expansion (1.2),we shall obtain a decomposition of the solution y(t) into twoparts, one containing somenon-integer powers
of t and the other one being a smooth function. This will suggest the approximating space to be used on the first subinterval
[t0, t1]. For the rest of the interval, [t1, 1], a piecewise polynomial space based on a graded mesh is used. In Section 3 we
prove that the hybrid collocationmethod based on these approximations has an optimal global convergence order. Section 4
contains some numerical examples which confirm the theoretical results obtained. A comparison is made with the classical
graded piecewise polynomial collocation method.
2. The hybrid collocation method
We see from (1.2) that the solution of Eq. (1.1) can be represented in terms of powers of t2/3:
y(t) = 1+
∞∑
i=1
ait
2
3 i, t ∈ [0, R), (2.1)
where the ai are constants and R ' 0.070784. Therefore, y′(t) ' t−1/3 as t → 0+, the origin being the only singular point.
Away from the origin, for t ∈ [ε, T ], with 0 < ε < R, y is a smooth function [2].
Therefore we can write the solution of (1.1) as a sum
y = y1 + y2, (2.2)
where, for a fixed integer m, y1 ∈ Cm(I) and y2 is the nonsmooth part. Let V αm be the finite dimensional subspace of C(I)
defined by
V αm = span{t i+jα, i, j ∈ N0 and i+ jα < m, 0 < α < 1} (2.3)
and let l = #V αm . Then we see that the function y2 will belong to V 2/3m . For example, if m = 2 then we take y2 ∈ V 2/32 =
span{1, t 23 , t, t 43 , t 53 }.
We shall now introduce a certain graded mesh on I = [0, 1], different from the one used in [5,3]. Given a fixed q > 1, let
i0 be an integer defined by[(
N
i0
)q]
= N,
where [a] denotes the largest integer less than or equal to a, and set N ′ = N − i0 + 1. Consider then the partition on I given
by
ΘNq =
{
t0 = 0, ti =
(
i0 + i− 1
N
)q
, i = 1, 2, . . . ,N ′
}
, (2.4)
and define N ′ subintervals of I , σi = [ti, ti+1], with lengths hi = ti+1 − ti, i = 0, 1, . . . ,N ′ − 1, with h = max{hi, i =
0, 1, . . . ,N ′ − 1}.
Let Smh be the space defined by
Smh = {u : u|σ0 ∈ V 2/3m |σ0 , u|σi ∈ Pm|σi , i = 1, 2, . . . ,N ′ − 1}, (2.5)
where Pm is the space of polynomials of degree≤ m− 1.
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On the first subinterval σ0 we define l collocation points t0j = t0 + h0cj, j = 1, . . . , l, where 0 ≤ c1 < · · · < cl ≤ 1
are collocation parameters; on the remaining subintervals σi, i = 1, . . . ,N ′ − 1 we consider m collocation points
tij = ti + hicj, j = 1, . . . ,m, where the cj are the first m parameters taken in σ0. However, we can choose other values
as this does not affect the results.
Following [9], it will be convenient to introduce the interpolation operators Ph,1 : C(I) → Pm, Ph,1 : C(I) → Pm and
Ph,2 : C(I)→ V 2/3m .
For f ∈ C(I), let
(Ph,1f )(tij) = f (tij), i = 1, . . . ,N ′ − 1, j = 1, . . . ,m, (2.6)
(Ph,1f )(ti + hicjck) = f (ti + hicjck), i = 1, . . . ,N ′ − 1, k = 1, . . . ,m, j = 1, . . . ,m, (2.7)
(Ph,2f )(t0j) = f (t0j), j = 1, . . . , l, l = #V 2/3m . (2.8)
We may now proceed to define the hybrid collocation method for the integral equation (1.1).
We seek u ∈ Smh such that
u(t0j) = 1−
√
3
pi
∫ t0j
0
s1/3
(t0j − s)2/3 u
4(s)ds, j = 1, . . . , l, (l = #V 2/3m ), (2.9)
u(tik) = 1−
√
3
pi
∫ tik
0
s1/3
(tik − s)2/3 u
4(s)ds, i = 1, . . . ,N ′ − 1, k = 1, . . . ,m. (2.10)
In order to obtain approximations for the u(tik), the following approximations will be used. We start with the integral on
[0, t0j]. For j = 1, . . . , lwe define the Lagrange functions
L0j|σ0 ∈ V 2/3m |σ0 , (2.11)
such that
L0j(t0k) = δjk, k = 1, . . . , l. (2.12)
Note that for j = 1, . . . , l, we may write L0j(t) = ∑lp=1 ajptνp , where the coefficients are obtained by solving the
linear system DXj = Bj, where D = [dkp : k, p = 1, 2, . . . , l] with dkp = (t0k)νp = (h0ck)νp , k, p = 1, 2, . . . , l,
Xj = [ajp, p = 1, 2, . . . , l] and Bj = [bjp, p = 1, . . . , l], with bjp = δjp, j, p = 1, . . . , l. Since the collocation parameters are
distinct then the matrix D is invertible, therefore the L0j, j = 1, . . . , l, are well defined. Then, for t ∈ σ0 = [0, t1] we may
use the following representation for u ∈ V 2/3m |σ0 :
y(t) ' u(t) =
l∑
k=1
u(t0k)L0k(t).
As an approximation of the nonlinear part of the kernel, u4(s), we take
u4(s) ≈ (Ph,2u4) (s) = l∑
j=1
L0j(s)u40(t0j). (2.13)
In (2.10) we shall split the integral, by considering the intervals σj = [tj, tj+1], j = 0, . . . , i − 1 and then [ti, tik]. For
s ∈ σi, i = 1, . . . ,N ′ − 1, we consider
s1/3u4(s) ≈ Ph,1(s1/3u4)(s) =
m∑
γ=1
Liγ (s)t
1/3
iγ u
4(tiγ ), (2.14)
where Liγ , i = 1, . . . ,N ′ − 1, γ = 1, . . . ,m are the Lagrange polynomials associated with the collocation points
tiγ = ti + hicγ defined by
Liγ (s) =
m∏
p=1
p6=γ
(s− tip)
(tiγ − tip) =
m∏
p=1
p6=γ
(s− ti − hicp)
hi(cγ − cp) . (2.15)
For s ∈ [ti, tik], i = 1, . . . ,N ′ − 1, k = 1, . . . ,m, we use
s1/3u4(s) ≈ Ph,1(s1/3u4)(s) =
m∑
γ=1
Lkiγ (s)(ti + hicγ ck)1/3u4(ti + hicγ ck), (2.16)
where Lkiγ , i = 1, . . . ,N ′ − 1, k = 1, . . . ,m, γ = 1, . . . ,m are the Lagrange polynomials associated with the points
ti + hicγ ck, defined similarly to (2.15).
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Using (2.13), (2.14) and (2.16) in (2.9)–(2.10) yields
û(t0r) = 1−
√
3
pi
l∑
j=1
û4(t0j)
∫ t0r
0
s1/3
(t0r − s)2/3 L0j(s)ds, r = 1, . . . , l, (2.17)
û(tik) = 1−
√
3
pi
l∑
j=1
û4(t0j)
∫ t1
0
s1/3
(tik − s)2/3 L0j(s)ds−
√
3
pi
i−1∑
j=1
m∑
γ=1
t1/3jγ û
4(tjγ )
∫ tj+1
tj
Ljγ (s)
(tik − s)2/3 ds
−
√
3
pi
m∑
γ=1
(ti + hicγ ck)1/3̂u4(ti + hicγ ck)
∫ tik
ti
Lkiγ (s)
(tik − s)2/3 ds, i = 1, . . . ,N
′ − 1, k = 1, . . . ,m. (2.18)
After having solved the N ′−1 nonlinear systems (2.17)–(2.18) we shall use the following approximations to the solution
of (1.1):
y(s) ≈ û0(s) =
l∑
k=1
û(t0k)L0k(s), s ∈ σ0, (2.19)
y(s) ≈ ûi(s) =
m∑
k=1
û(tik)Lik(s), s ∈ σi, i = 1, . . . ,N ′ − 1, (2.20)
where the L0k and the Lik are given by (2.12) and (2.15), respectively.
3. Convergence analysis
For each vector x = [x1, . . . , xN ]T ∈ RN we shall denote ‖x‖ = ‖x‖∞ = maxi=1,...,N{|xi|}. In the convergence analysis we
shall need an auxiliary lemma from [9].
Lemma 3.1. Let L0j be the functions defined by (2.11)–(2.12). There exists a positive constant c such that, for all t1 ∈ (0, 1),
‖L0j‖[t0,t1] ≤ c, j = 1, . . . , l. (3.1)
Furthermore, consider the operator Ph,2 defined by (2.8). Then for all t1 ∈ (0, 1) and for f = u + v, where u ∈ Cm(I) and
v ∈ V αm , we have
‖f − Ph,2f ‖[t0,t1] ≤ chm0 ‖u(m)‖[t0,t1], (3.2)
where c is some positive constant.
Let us now analyse the error on the first subinterval of the mesh.
Lemma 3.2. Let y be the unique solution of (1.1) and let û ∈ Smh be an approximation to y obtained by the hybrid collocation
method (2.17)–(2.18). Then, for sufficiently large N, the error induced by this approximation in the first subinterval satisfies
‖y− û‖σ0 ≤ CN−m, (3.3)
where C is a positive constant that does not depend on N. This holds for every choice of the collocation parameters 0 ≤ c1 < c2 <
· · · < cl ≤ 1.
Proof. In order to obtain (3.3) we start by writing the following inequality
‖y− û‖σ0 ≤ ‖y− u‖σ0 + ‖u− û‖σ0 . (3.4)
Let us introduce, for j = 1, . . . , l,
e10(t0j) = y(t0j)− u(t0j) (3.5)
and
e20(t0j) = u(t0j)− û(t0j). (3.6)
We shall need to obtain bounds for |e10(t0j)| and |e20(t0j)|. From Eqs. (1.1) and (2.9) we have
e10(t0j) = −
√
3
pi
∫ t0j
0
s1/3
(t0j − s)2/3
(
y4(s)− u4(s)) ds, (3.7)
and, taking modulus,∣∣e10(t0j)∣∣ ≤ √3Lpi
∫ t0j
0
s1/3
(t0j − s)2/3 ‖y− u‖σ0 ds, (3.8)
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where L is a Lipschitz constant. We shall use the following inequality
‖y− u‖σ0 ≤ ‖y− Ph,2y‖σ0 + ‖Ph,2y− u‖σ0 . (3.9)
We shall assume that h0 < R, where R is the convergence radius of the series (1.2). Since the solution of (1.1) is of the form
y = y1 + y2, with y1 ∈ Cm(I) and y2 ∈ V 2/3m , then we can apply Lemma 3.1 to obtain
‖y− Ph,2y‖σ0 ≤ chm0 ‖y(m)1 ‖σ0 . (3.10)
On the other hand, u ∈ V 2/3m which implies that u = Ph,2u, therefore∥∥Ph,2y− u∥∥σ0 = ∥∥Ph,2 (y− u)∥∥σ0 =
∥∥∥∥∥ l∑
j=1
L0j(s)
(
y(t0j)− u(t0j)
)∥∥∥∥∥
σ0
≤ max
j=1,...,l
‖L0j‖σ0
l∑
j=1
∣∣y(t0j)− u(t0j)∣∣ ≤ c l∑
j=1
∣∣y(t0j)− u(t0j)∣∣ , (3.11)
where we have used (3.1). Combining (3.10) and (3.11) we obtain from (3.9) that
‖y− u‖σ0 ≤ chm0 ‖y(m)1 ‖σ0 + c
l∑
j=1
∣∣e10(t0j)∣∣ , (3.12)
which substituted into (3.8) yields, for j = 1, . . . , l,
∣∣e10(t0j)∣∣ ≤ √3LΓ (1/3)√
pi
3√4Γ (5/6) t
2/3
0j
(
chm0 ‖y(m)1 ‖σ0 + c
l∑
p=1
∣∣e10(t0p)∣∣
)
. (3.13)
Thus, if we introduce the vector
e10 =
[
e10(t0j) : j = 1, . . . , l
]T
,
it follows that, for sufficiently large N ,∥∥e10∥∥ ≤ C1hm0 ‖y(m)1 ‖σ0 ≤ C2N−m, (3.14)
where we have used the fact that hi ≤ cN−1, i = 0, . . . ,N ′ − 1, c being a positive constant that does not depend on N . We
thus obtain
‖y− u‖σ0 ≤ C5N−m. (3.15)
In order to prove that a similar result holds for ‖u − û‖σ0 , we analyse |e20(t0j)|, j = 1, . . . , l. From (2.9) and (2.17) it
follows that
e20(t0j) = −
√
3
pi
∫ t0j
0
s1/3
(t0j − s)2/3
(
u4 − Ph,2̂u4
)
(s)ds
and, equivalently,
e20(t0j) = −
√
3
pi
∫ t0j
0
s1/3
(t0j − s)2/3
(
u4 − Ph,2u4 + Ph,2(u4 − û4)
)
(s)ds,
which implies, using Lemma 3.1,
|e20(t0j)| ≤
√
3
pi
∫ t0j
0
s1/3
(t0j − s)2/3 ds
(∥∥u4 − Ph,2u4∥∥σ0 + C3 l∑
p=1
∣∣e20(t0p)∣∣
)
. (3.16)
Since u ∈ V 2/3m , it is straightforward to prove that u4 can be written as u4 = u1 + u2, where u1 ∈ Cm(I) and u2 ∈ V 2/3m .
Hence, an application of Lemma 3.1 gives ‖u4 − Ph,2u4‖σ0 ≤ chm0 ‖u(m)1 ‖σ0 . Defining e20 = [e20(t0j) : j = 1, . . . , l]T and
combining the above estimate with (3.16), yields, for sufficiently large N ,
‖e20‖ ≤ C4N−m, (3.17)
therefore
‖u4 − Ph,2̂u4‖ ≤
∥∥u4 − Ph,2u4∥∥σ0 + C3 l∑
p=1
∣∣e20(t0p)∣∣ ≤ C5N−m. (3.18)
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Taking into account the uniform boundedness of the functions L0j, j = 1, . . . , l and (3.17), we obtain
‖u− û‖σ0 = ‖Ph,2(u− û)‖σ0 =
∥∥∥∥∥ l∑
j=1
L0j(u(t0j)− û(t0j))
∥∥∥∥∥
σ0
≤ C6‖e20‖ ≤ C7N−m. (3.19)
Using (3.15) and (3.19) in (3.4) gives the desired result (3.3). 
In order to obtain a global convergence result (cf. Theorem 3.1) we need to analyse the error e(t) = y(t) − û(t) at the
collocation points t = tik, i = 1, . . . ,N ′ − 1, k = 1, . . . ,m. Denoting ei = e|σi we have
ei(tik) = e1i (tik)+ e2i (tik), (3.20)
where e1i (tik) = y(tik) − u(tik) and e2i (tik) = u(tik) − û(tik). Combining Eqs. (1.1), (2.10) and (2.18), we obtain for
i = 1, . . . ,N ′ − 1, k = 1, . . . ,m
e1i (tik) = −
√
3
pi
∫ t1
0
s1/3
(tik − s)2/3
(
y4(s)− u4(s)) ds− √3
pi
∫ tik
t1
s1/3
(tik − s)2/3
(
y4(s)− u4(s)) ds (3.21)
and
e2i (tik) = −
√
3
pi
∫ t1
0
s1/3
(tik − s)2/3
(
u4 − (Ph,2̂u4)
)
(s)ds−
√
3
pi
i−1∑
j=1
∫ tj+1
tj
(
s1/3u4(s)+ (Ph,1s1/3̂u4)(s)
)
(tik − s)2/3 ds
−
√
3
pi
∫ tik
ti
(
s1/3u4(s)− (Ph,1s1/3̂u4)(s)
)
(tik − s)2/3 ds. (3.22)
Let us introduce
e1i =
[
e1i (tik) : k = 1, . . . ,m
]T
and e2i =
[
e2i (tik) : k = 1, . . . ,m
]T
.
In order to obtain a bound for ‖e1i ‖we rewrite (3.21) as
e1i (tik) = −
√
3
pi
∫ t1
0
s1/3
(tik − s)2/3
(
y4(s)− u4(s)) ds
−
√
3
pi
i−1∑
j=1
∫ tj+1
tj
s1/3
(tik − s)2/3
(
y4(s)− (Ph,1y)4(s)+ (Ph,1y)4(s)− u4(s)
)
ds
−
√
3
pi
∫ tik
ti
s1/3
(tik − s)2/3
(
y4(s)− (Ph,1y)4(s)+ (Ph,1y)4(s)− u4(s)
)
ds. (3.23)
Taking modulus, we obtain
|e1i (tik)| ≤ |Tik| +
√
3
pi
L
∫ t1
0
s1/3
(tik − s)2/3 |y(s)− u(s)|ds+
√
3
pi
L
i−1∑
j=1
∫ tj+1
tj
s1/3
(tik − s)2/3
m∑
γ=1
∣∣Ljγ (s)∣∣ ∣∣y(tjγ )− u(tjγ )∣∣ ds
+
√
3
pi
L
∫ tik
ti
s1/3
(tik − s)2/3
m∑
γ=1
∣∣Liγ (s)∣∣ ∣∣y(tiγ )− u(tiγ )∣∣ ds, (3.24)
where L is a Lipschitz constant and Tik is given by
Tik = −
√
3
pi
i−1∑
j=1
∫ tj+1
tj
s1/3
(tik − s)2/3
(
y4 − (Ph,1y)4) (s)ds− √3
pi
∫ tik
ti
s1/3
(tik − s)2/3
(
y4 − (Ph,1y)4) (s)ds. (3.25)
Since h1 < h2 < · · · < hN ′−1 and hi ≤ cN−1, i = 1, . . . ,N ′ − 1, we have∫ tj+1
tj
1
(tik − s)2/3 ds ≤
∫ tj+1
tj
1
(ti − s)2/3 ds = h
1/3
j
∫ 1
0
(
ti − tj
hj
− θ
)−2/3
dθ
≤ ch1/3j (i− j)−2/3 ≤ cN−1/3(i− j)−2/3, j = 1, . . . , i− 1 (3.26)
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and ∫ tik
ti
1
(tik − s)2/3 ds = h
1/3
i
∫ ck
0
1
(ck − θ)2/3 dθ ≤ 3h
1/3
i cm ≤ 3N−1/3. (3.27)
Using the above estimates in (3.24) we obtain
‖e1i ‖ ≤ C1‖y− u‖σ0 + C2‖Ti‖ + C3N−1/3
i−1∑
j=1
(i− j)−2/3‖e1j ‖, (3.28)
under the condition 1− 3
√
3
pi
L∆mh
1/3
N ′−1 > 0, where Ti = [Tik, k = 1, . . . ,m]T and∆m is the Lebesgue constant associated
with the collocation parameters c1, . . . , cm.
Lemma 3.3. Consider the meshΘNq , defined by (2.4), with q = 32m. Then for i = 1, . . . ,N ′ − 1 we have
‖Ti‖ ≤ CN−m, (3.29)
where C is a positive constant independent of N.
Proof. Let r be the first integer such that tr > R, where R is the radius of convergence of the series (1.2). For t ∈ [0, tr−1]
the solution of (1.1) admits the series representation
y(t) = 1+ a1t2/3 + a2t4/3 + · · · .
Therefore the derivative of orderm is given by
y(m)(t) = t 23−m (a1 + a2t2/3 + · · ·) = t 23−m ∞∑
i=1
ait
2
3 (i−1). (3.30)
Hence, for t ∈ σi, i = 1, . . . , r − 2 and q = 32m, we have
‖y− Ph,1y‖σi ≤ C1hmi ‖y(m)‖σi ≤ C2hmi t
2
3−m
i
≤ C3(i+ i0 − 2)(q−1)mN−qm
(
i+ i0 − 2
N
)q( 23−m)
= C4N− 23 q = C4N−m. (3.31)
Above we have used (3.30) and the following bound from [9]
hi ≤ c(i+ i0 − 2)q−1N−q. (3.32)
For t ∈ σi, i = r− 1, . . . ,N ′− 1, using the error in the Lagrange interpolation and the fact that hi ≤ cN−1 it follows that
‖y− Ph,1y‖σi ≤ C5N−m. (3.33)
From (3.25) together with (3.31) and (3.33) we obtain
|Tik| ≤
√
3L
pi
(
i−1∑
j=1
∥∥y− Ph,1y∥∥σj
∫ tj+1
tj
s1/3
(tik − s)2/3 ds+
∥∥y− Ph,1y∥∥σi
∫ tik
ti
s1/3
(tik − s)2/3 ds
)
≤ C6N−m
∫ tik
t1
s1/3
(tik − s)2/3 ds ≤ C7N
−m, (3.34)
which implies (3.29). 
Using the bounds (3.15) and (3.29) in the inequality (3.28), and applying a standard weakly singular discrete Gronwall
inequality, leads to the following result
‖e1i ‖ ≤ CN−m, i = 1, 2, . . . ,N ′ − 1, (3.35)
with C a positive constant.
We shall now obtain a bound for ‖e2i ‖, where e2i = [e2i (tik)] is given by (3.22). Similarly to (3.23) we rewrite (3.21) in the
form
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e2i (tik) = −
√
3
pi
∫ t1
0
s1/3
(tik − s)2/3 (u
4 − Ph,2̂u4)(s)ds
−
√
3
pi
i−1∑
j=1
∫ tj+1
tj
(
s1/3u4(s)− Ph,1(s1/3u4)(s)+ Ph,1(s1/3u4)(s)− Ph,1(s1/3̂u4)(s)
)
(tik − s)2/3 ds
−
√
3
pi
∫ tik
ti
(
s1/3u4(s)− Ph,1(s1/3u4)(s)+ Ph,1(s1/3u4)(s)− Ph,1(s1/3̂u4)(s)
)
(tik − s)2/3 ds.
Taking modulus, we obtain
|e2i (tik)| ≤
∣∣̂Tik∣∣+ √3
pi
∫ t1
0
s1/3
(tik − s)2/3
∣∣u4(s)− (Ph,2̂u4)(s)∣∣ ds
+
√
3
pi
L
i−1∑
j=1
∫ tj+1
tj
s1/3
(tik − s)2/3
m∑
γ=1
∣∣Ljγ (s)∣∣ ∣∣u(tjγ )− û(tjγ )∣∣ ds
+
√
3
pi
L
∫ tik
ti
s1/3
(tik − s)2/3
m∑
γ=1
∣∣Lkiγ (s)∣∣ m∑
p=1
∣∣Lip(ti + ckcγ hi)∣∣ ∣∣u(tip)− û(tip)∣∣ ds, (3.36)
where T̂ik is given by
T̂ik = −
√
3
pi
i−1∑
j=1
∫ tj+1
tj
s1/3u4(s)− Ph,1(s1/3u4)(s)
(tik − s)2/3 ds−
√
3
pi
∫ tik
ti
s1/3u4(s)− Ph,1(s1/3u4)(s)
(tik − s)2/3 ds,
i = 1, . . . ,N ′ − 1, k = 1, . . . ,m. (3.37)
Letting T̂i =
[̂
Tik : k = 1, . . . ,m
]T
and using the inequalities (3.26) and (3.27), we obtain
‖e2i ‖ ≤ C1‖u4 − Ph,2̂u4‖σ0 + C2‖̂Ti‖ + C3N−1/3
i−1∑
j=1
(i− j)−2/3 ∥∥e2j ∥∥ , (3.38)
under the condition 1− 3
√
3
pi
L∆m∆mh
1/3
N ′−1 > 0, with∆m = maxk=1,...,m{∆km}, where∆km is the Lebesgue constant associated
with the points c1ck, . . . , cmck.
Lemma 3.4. Consider the meshΘNq , defined by (2.4), with q = 32m. Then for i = 1, . . . ,N ′ − 1 we have
‖̂Ti‖ ≤ CN−m, (3.39)
where C is a positive constant independent of N.
Proof. Let ξ > 0 be given. Let h > 0 be fixed and such that h < mini=0,1,...,N ′−1 hi = min{h0, h1} and take r to be the
smallest integer such that rh > ξ (r is also fixed). The quadrature error T̂ik can be rewritten as
T̂ik = −
√
3
pi
(
r−1∑
j=1
∫ tj+1
tj
s1/3u4(s)− Ph,1(s1/3u4)(s)
(tik − s)2/3 ds+
i−1∑
j=r
∫ tj+1
tj
s1/3u4(s)− Ph,1(s1/3u4)(s)
(tik − s)2/3 ds
)
−
√
3
pi
∫ tik
ti
s1/3u4(s)− Ph,1(s1/3u4)(s)
(tik − s)2/3 ds, i = 1, . . . ,N
′ − 1, k = 1, . . . ,m. (3.40)
First we consider the case i > r . Let us analyse the integrals:∫ tj+1
tj
(
s1/3u4(s)− Ph,1(s1/3u4)(s)
)
(tik − s)2/3 ds, j = 1, . . . , r − 1. (3.41)
Letting ϕ(s) = s1/3u4(s) there exists a positive constant c such that∣∣ϕ(m)(s)∣∣ ≤ c t 13−mj , s ∈ σj,
which implies
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‖s1/3u4 − Ph,1(s1/3u4)‖σj ≤ C1hmj t
1
3−m
j = C1 hmj
(
i0 + j− 1
N
)q( 13−m)
≤ C2(i0 + j− 2)(q−1)mN−qm
(
i0 + j− 1
N
)q( 13−m)
≤ C2(j+ i0 − 1)−m+ q3N− q3 . (3.42)
Then, with q = 32m, it is easily shown that∫ tj+1
tj
‖s1/3u4 − Ph,1(s1/3u4)‖σj
(tik − s)2/3 ds ≤ C3 (j+ i0 − 1)
−m2 (j+ i0 − 2)m2 − 13 N−m
≤ C3N−m. (3.43)
On the other hand, for s ∈ [tj, tj+1], j = r, r + 1, . . . , i − 1, i = 1, . . . ,N ′ − 1 applying the Lagrange theorem to the
function s1/3u4(s), we obtain
‖s1/3u4 − Ph,1(s1/3u4)‖σj ≤ ct
1
3−m
j h
m
j ≤ cξ
1
3−mhmj ≤ C4N−m. (3.44)
We have used the fact that h < mini=0,1,...,N ′−1 hi implies that tr = h0 + · · · + hr−1 ≥ rh > ξ , therefore tj > ξ, j = r, . . . ,
i− 1.
Finally we observe that for i = 1, . . . ,N ′ − 1 and k = 1, . . . ,m, we have∫ tik
ti
‖s1/3u4 − Ph,1(s1/3u4)‖[ti,tik]
(tik − s)2/3 ds = ‖s
1/3u4 − Ph,1(s1/3u4)‖[ti,tik]3h1/3i c1/3k
≤ C5hmi t
1
3−m
i h
1/3
i ≤ C6(i+ i0 − 2)
q−1
3 N−
q
3 (i+ i0 − 1)−m+ q3N− q3
≤ C7N−m. (3.45)
Thus, combining (3.43), (3.44) and (3.45) with (3.40) yields, for the case i > r
|̂Tik| ≤ C7rN−m + C8N−m = C9N−m. (3.46)
If i < r then (3.40) becomes
T̂ik = −
√
3
pi
i−1∑
j=1
∫ tj+1
tj
s1/3u4(s)− Ph,1(s1/3u4)(s)
(tik − s)2/3 ds−
√
3
pi
∫ tik
ti
s1/3u4(s)− Ph,1(s1/3u4)(s)
(tik − s)2/3 ds,
which implies, by a similar analysis to the case i > r ,
|̂Tik| ≤ C10iN−m + C11N−m ≤ C10rN−m + C11N−m = C12N−m. (3.47)
From (3.46) and (3.47) we obtain the desired result (3.39). 
Using (3.18) and (3.39) in (3.38) and applying a standard weakly singular Gronwall lemma leads to the following result∥∥e2i ∥∥ ≤ CN−m, i = 1, . . . ,N ′ − 1. (3.48)
Denoting ei = [ei(tik) : k = 1, . . . ,m]T , i = 1, . . . ,N ′ − 1 and making use of the bounds (3.35) and (3.48) in (3.20) it
follows that
‖ei‖ ≤ CN−m. (3.49)
We are now in a position to prove the optimal order of convergence of the hybrid collocation method applied to (1.1).
Theorem 3.1. Let y be the solution of (1.1) and let û be an approximate solution of (1.1) obtained with the hybrid collocation
method associated with the graded mesh ΘNq , with q = 32m. Then, for sufficiently large N, there exists a positive constant C,
independent of N, such that, for every choice of the collocation parameters, we have
‖y− û‖ ≤ CN−m. (3.50)
Proof. We follow the same ideas as in the proof of Theorem 4.2 in [9]. Applying Lemma 3.2 yields
‖y− û‖σ0 ≤ CN−m. (3.51)
In order to determine a bound for ‖y− û‖σi i = 1, . . . ,N ′ − 1 we note that
‖y− û‖σi ≤ ‖y− u‖σi + ‖u− û‖σi .
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We have
‖y− u‖σi ≤ ‖y− Ph,1y‖σi + ‖Ph,1y− u‖σi . (3.52)
From (3.31) and (3.33) it follows that
‖y− Ph,1y‖σi ≤ C1N−m. (3.53)
On the other hand
|(Ph,1y)(s)− u(s)| =
∣∣∣∣∣ m∑
p=1
Lip(s)
(
y(tip)− u(tip)
)∣∣∣∣∣ ≤ m∑
p=1
|Lip(s)|
∣∣y(tip)− u(tip)∣∣
=
m∑
p=1
|Lip(s)|
∣∣e1i (tip)∣∣ ≤ m∑
p=1
|Lip(s)|‖e1i ‖ ≤ C2∆mN−m, (3.54)
where we have applied (3.35). Using (3.53) and (3.54) in (3.52) yields
‖y− u‖σi ≤ C3N−m. (3.55)
On each subinterval σi, i = 1, . . . ,N ′ − 1 the functions u and û are both polynomials of degree m − 1, then (u − û)(s) =∑m
p=1 Lip(s)
(
u(tip)− û(tip)
)
, and from (3.48) we have
‖u− û‖σi ≤ maxs∈σi
m∑
p=1
∣∣Lip(s)∣∣ ∣∣e2i (tip)∣∣ ≤ ∆mC4 ∥∥e2i ∥∥ ≤ C5N−m. (3.56)
Hence, using (3.55) and (3.56) we obtain ‖y − û‖σi ≤ C5N−m, i = 1, . . . ,N ′ − 1 which, together with (3.51), gives the
result (3.50). 
4. Numerical results and conclusions
In this section we present some numerical results obtained with the hybrid collocation method using approximations
from the space Smh , withm = 2 andm = 3, based on the gradedmeshΘN3
2m
(cf. (2.4)). The results are comparedwith the ones
obtained with the piecewise graded collocation method used throughout the interval [0, 1] which has been studied in [3]
(see also [5]). There it was proved that convergence of order m can be achieved with the collocation based on piecewise
polynomials of degreem− 1, using a graded mesh defined by
∆N3
2m
=
{
ti =
(
i
N
) 3
2m
, i = 0, 1, . . . ,N
}
. (4.1)
Let N HC and N GC denote the number of subintervals used in the hybrid collocation (HC) method and piecewise graded
collocation (GC) method; andHHC andHGC will represent the length of the smallest subinterval used in the HCmethod and
in the GC method.
Example 4.1. We first consider the HC method using an approximation u ∈ Smh , with m = 2. Based on the series (1.2), we
may write y as a sum y(t) = y1(t)+ y2(t), where
y1(t) =
1+
∞∑
i=3
ait
2
3 i t ∈ [0, R)
y(t) t ≥ R
and y2(t) =
{
a1t2/3 + a2t4/3 t ∈ [0, R)
0 t ≥ R.
We have chosen the space
V 2/32 = span{1, t
2
3 , t, t
4
3 , t
5
3 }
to approximate the solution y on the first interval [0, t1] and the space of piecewise linear polynomials on [t1, 1]. The
following collocation parameters have been used on the first subinterval: c1 = 0.1, c2 = 0.3, c3 = 0.5, c4 = 0.7, c5 = 1.0;
on the other subintervals we have set c1 = 3−
√
3
6 and c2 = 3+
√
3
6 . The GC method was also applied, using piecewise linear
polynomials on [0, 1], with the above choice of collocation parameters.
Example 4.2. Nowwe consider the application of the HCmethod and the GCmethod using piecewise polynomials of degree
2 (m = 3). In order to define the HC method, the solution y of Eq. (1.1) is written as y(t) = y1(t)+ y2(t), with
y1(t) =
1+ a3t2 +
∞∑
i=5
ait
2
3 i t ∈ [0, R)
y(t) t ≥ R
and y2(t) =
{
a1t2/3 + a2t4/3 + a4t8/3 t ∈ [0, R)
0 t ≥ R.
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Table 1
Numerical results for the HC method and the GC method withm = 2.
N Hybrid collocation (HC) method Graded collocation (GC) method
N HC HHC ‖e‖∞ Rate N GC HGC ‖e‖∞ Rate
10 6 9.1e−2 1.901e−3 – 10 1.0e−3 2.685e−3 –
20 13 2.7125e−2 6.181e−4 1.621 20 1.25e−4 7.584e−4 1.824
40 29 7.3281e−3 1.850e−4 1.740 40 1.5625e−5 1.970e−4 1.945
80 62 2.2285e−3 4.905e−5 1.916 80 1.9531e−6 4.938e−5 1.996
160 131 6.8140e−4 1.229e−5 1.997 160 2.4414e−7 1.219e−5 2.018
320 274 2.0657e−4 3.000e−6 2.034 320 3.0518e−8 2.997e−6 2.025
640 566 6.5235e−5 7.363e−7 2.027 640 3.8147e−9 7.360e−7 2.026
Table 2
Numerical results for the HC method and the GC method withm = 3.
N Hybrid collocation (HC) method Graded collocation (GC) method
N HC HHC ‖e‖∞ Rate N GC HGC ‖e‖∞ Rate
10 5 1.0004e−1 5.653e−4 – 10 3.1623e−5 6.358e−4 –
20 10 3.2552e−2 8.538e−5 2.727 20 1.3975e−6 9.261e−5 2.779
40 23 7.5772e−3 1.166e−5 2.873 40 6.1763e−8 1.204e−5 2.943
80 50 2.1555e−3 1.559e−6 2.902 80 2.7296e−9 1.499e−6 3.006
160 109 5.6923e−4 1.844e−7 3.080 160 1.2063e−10 1.836e−7 3.029
320 232 1.6272e−4 2.173e−8 3.085 320 5.3312e−12 2.239e−8 3.035
640 488 4.7510e−5 2.507e−9 3.116 640 2.3561e−13 2.728e−9 3.037
For the first subinterval we have chosen the space
V 2/33 = span{1, t
2
3 , t, t
4
3 , t
5
3 , t2, t
7
3 , t
8
3 }
and the collocation parameters: c1 = 0.1, c2 = 0.2, c3 = 0.35, c4 = 0.5, c5 = 0.6, c6 = 0.7, c7 = 0.8, c8 = 1.0; and we
have taken c1 = 3−
√
3
6 , c2 = 0.5, c3 = 3+
√
3
6 on the other subintervals. These collocation parameters were also used in the
GC method.
The numerical results presented in Tables 1 and 2 illustrate the performance of the two methods in the cases m = 2
andm = 3, respectively. We observe that both methods have the same orders of convergence and the error norms are very
similar. The computed orders are consistent with the theoretical values (2 in the casem = 2 and 3 ifm = 3). However, the
length of the smallest subinterval in the GC method is much smaller than that in the HC method. This difference is much
more significant in the case m = 3, as it can be seen from Table 2. When N is large this may cause serious round-off error
problems with the GC method. Moreover, comparing the lengths in both tables, we see that the HC method is less sensitive
with respect to the degreem− 1 of the polynomials than the GCmethod. Taking into account the above considerations, the
HC method has shown better performance properties and we can say that it is a competitive method.
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