This paper focuses on the evolution of Fuzzy ARTMAP neural network classifiers, using genetic algorithms, with the objective of improving generalization performance (classification accuracy of the ART network on unseen test data) and alleviating the ART category proliferation problem (the problem of creating more than necessary ART network categories to solve a classification problem). We refer to the resulting architecture as GFAM. We demonstrate through extensive experimentation that GFAM exhibits good generalization and is of small size (creates few ART categories), while consuming reasonable computational effort. In a number of classification problems, GFAM produces the optimal classifier. Furthermore, we compare the performance of GFAM with other competitive ARTMAP classifiers that have appeared in the literature and addressed the category proliferation problem in ART. We illustrate that GFAM produces improved results over these architectures, as well as other competitive classifiers.
Introduction
The Adaptive Resonance Theory (ART) was developed by Grossberg (1976) . One of the most celebrated ART architectures is Fuzzy ARTMAP (FAM) (Carpenter et al, 1992) , which has been successfully used in the literature for solving a variety of classification problems. Some of the advantages that FAM possesses is that it can solve arbitrarily complex classification problems, it converges quickly to a solution (within a few presentations of the list of input/output patterns belonging to the training set), it has the ability to recognize novelty in the input patterns presented to it, it can operate in an on-line fashion (new input/output patterns can be learned by the system without re-training with the old input/output patterns), and it produces answers that can be explained with relative ease.
One of the limitations of FAM that has been repeatedly reported in the literature is the category proliferation problem. This refers to the creation of a relatively large number of categories to represent the training data. Categories are the hidden nodes (or units) in a FAM neural network. Each node is mapped to a specific class. The creation of a large number of categories means poor compression of the training data. Quite often the category proliferation problem, observed in FAM, is connected with the issue of overtraining.
Over-training happens when FAM is trying to learn the training data perfectly at the expense of degraded generalization performance (i.e., classification accuracy on unseen data) and also at the expense of creating many categories to represent the training data (leading to the category proliferation problem). Also, it has been related to several limitations of FAM, such as the representative inefficiency of the hyperbox categories or the excessive triggering of the match tracking mechanism due to existence of noise.
In this paper, we propose the use of genetic algorithms (Goldberg, 1989) to solve the category proliferation problem, while improving the generalization performance in FAM. We refer to the resulting architecture as GFAM. In our work here, we use GAs to evolve simultaneously the weights, as well as the topology of the FAM neural networks. We start with a population of trained FAMs, whose number of nodes in the hidden layer and the values of the interconnection weights converging to these nodes are fully determined (at the beginning of the evolution) by the ART's training rules. To this initial population of FAM networks, GA operators are applied to modify these trained FAM architectures (i.e., number of nodes in the hidden layer, and values of the interconnection weights) in a way that encourages better generalization and smaller size architectures.
A C C E P T E D M A N U S C R I P T ACCEPTED MANUSCRIPT

5
FAM. Also, in Section 5 we compare GFAM with other non-ART based classifiers (although the comparison is not comprehensive). In Section 6, we summarize our contribution, findings, and we provide directions for future research.
Literature Review
A number of authors have tried to address the category proliferation/overtraining problem in Fuzzy ARTMAP. Amongst them we refer to the work by Marriott and Harrisson (1995) , where the authors eliminate the match tracking mechanism of Fuzzy ARTMAP when dealing with noisy data; the work by Charalampidis, et al (2001) , where the Fuzzy ARTMAP equations are appropriately modified to compensate for noisy data; the work by Verzi, et al (2001) , Anagnostopoulos, et al (2002b Anagnostopoulos, et al ( , 2003 , and Gomez-Sanchez, et al (2002 & 2001) , where different ways are introduced of allowing the Fuzzy ARTMAP categories to encode patterns that are not necessarily mapped to the same label; the work by Koufakou, et al (2001) , where cross-validation is employed to avoid the overtraining/category proliferation problem in Fuzzy ARTMAP; and the work by Carpenter (1998), Williamson (1997) , Parrado-Hernandez et al (2003) , where the ART structure is changed from a winner-take-all to a distributed version and simultaneously slow learning is employed with the intent of creating fewer ART categories and reducing the effects of noisy patterns.
Genetic algorithms have been extensively used to evolve artificial neural networks. Genetic algorithms (GAs) are a class of population-based stochastic search algorithms that are developed from ideas and principles of natural evolution. An important feature of these algorithms is their population based search strategy.
Individuals in a population compete and exchange information with each other in order to perform certain tasks.
For a thorough exposition of the available research literature on evolving neural networks the interested reader is advised to consult Yao, 1999 . In Yao (1999) , the author distinguishes three different strategies in evolving neural networks. The first strategy is the one used to search for the weights of the neural network (see for example Sexton, et al., 1998) , the second one is the one used to design the structure of the network (see for example Marin and Sandoval, 1993 , where only the structures are evolved, and Yao and Liu, 1998 , where both the structure and the interconnection weights are evolved), and the third one is the one where the learning rules of the neural network are evolved (see Hancock, et al., 1991) . Furthermore, GAs may also be used to select the features that are input to the neural network. Since the pioneering work by Siedlecki and Sklansky (Siedlecki, 6 and Sklansky, 1989), genetic algorithms have been used for many selection problems using neural networks (Brotherton, Simpson, 1994, Yang and Honavar, 1998) , and other classifiers, such as decision trees (Bala, et al., 1996) , k-nearest neighbors (Kelly and Davis, 1991, Punch, et al., 1993) , and naïve Bayes classifiers (Inza, et al., 1999 , Cantu-Paz, 2002 ).
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As it has been verified in the literature, the topology of the neural network is crucial to its performance. If a network has too few nodes, it might not be able to learn the required task. On the other hand, if the network has too many nodes, it may over-fit the training data and thus exhibit poor generalization. Miller, Todd and Hedge (Miller, et al., 1989) defined two major approaches to use GAs to design the topology of the neural networks.
The first approach uses direct encoding to specify every connection of the network, or to evolve an indirect specification of the connectivity. The direct encoding GA approach implies that every connection between every node be directly represented in a chromosomal string. Direct encoding has been used effectively to prune neural networks with good results (Whitley, et al., 1990 , Hancock, 1992 . On the other hand, a simple indirect encoding method is to commit to a particular topology (e.g., feed-forward or recurrent NN) and a learning algorithm (e.g. back-prop learning algorithm), and then use a GA to find the parameter values that complete the network specification. For example, the GA in the feed-forward neural network approach can search for the number of layers and the number of units (nodes) per layer. The indirect encoding scheme is far more sophisticated while being theoretically capable of representing complicated topologies with finesse. It encodes the most important parameters and leaves the remainder to be determined elsewhere. Harp, et al. (see Harp, et al., 1989 ) used segments of two parts in an encoding scheme entitled blueprints. The first segment held parameter specifications including address, organization and number of nodes, and learning parameters associated with the nodes. The second segment described the connections between themselves by specifying the density between the current area and the target area, the target's area address, organization of the connections, and parameters of learning associated with the connection weights.
To the best of our knowledge, work that utilizes GAs and ART neural network architectures is rather limited. For instance, in Liu, et al., 2003, a GA algorithm was employed to appropriately weigh attributes of input patterns before they were fed into the input layer of Fuzzy ARTMAP. The results reported reveal that this attribute weighting was beneficial because it produced a trained ART architecture of improved generalization. In our work, we do not use the GAs to optimize the weight with which its attribute of the input patterns is affecting 7 the input layer of the ART architecture. Instead, as it can be seen, we use GAs to optimize the topology and the weights of a trained ART architecture. Furthermore, in Burton and Vladimirova, 1997, a Fuzzy ART neural network was employed as a GA fitness function evaluator, however the brevity of the published paper did not allow for the discussion of the details pertinent to this work.
In our work here, we use GAs to evolve simultaneously the weights, as well as the topology of the Fuzzy ARTMAP neural networks. In contrast to the feed-forward neural networks that have been extensively evolved, the Fuzzy ARTMAP neural network has a number of topological constraints, such as (a) it consists of one hidden layer of nodes, called category representation layer, and (b) every interconnection weight value from every node of the input layer to a node in the hidden layer is important (representing the minimum or the maximum of the values of input patterns across every dimension that were encoded by this node).
It is apparent that, in evolving neural network architectures, one has to decide on the genotype representation scheme for the neural network architecture under consideration, on the genetic operators used to evolve these neural network architectures, and on the fitness function used to guide this evolution. In this paper we address these issues in a manner that fits the characteristics of the FAM neural network and our ultimate objective of reducing category proliferation in FAM, while preserving good generalization performance. In addition to successfully addressing the issues related with the evolution of FAM structures, mentioned above, we also compare in this paper the final product of FAM's evolution with other approaches proposed in the ART literature that also addressed the category proliferation problem in ART. This comparison is based on the accuracy of the architectures and size of the architectures produced by these techniques, as well as the computational effort involved in producing these architectures. This comparison demonstrates that GFAM does very well compared to a number of other approaches proposed in the literature that have claimed that they address the ART category proliferation problem.
The Fuzzy ARTMAP Architecture
Since Fuzzy ARTMAP's introduction (Carpenter, et al., 1992) , a number of Fuzzy ARTMAP variations, and associated successful applications of this ART family of networks have appeared in the literature.
The block diagram of FAM is shown in Figure 1 . Notice that this block diagram is simpler than the block diagram of FAM, reported in Carpenter and Grossberg in 1992, but very similar to the block diagram depicted in A C C E P T E D M A N U S C R I P T ACCEPTED MANUSCRIPT Kasuba, 1993 As the focus of our paper is on classification problems, we also adopt this simpler FAM architecture. The FAM architecture, depicted in Figure 1, 
The assumption here is that the input vector is such that each one of its components lies in the interval [0, 1]. Any input pattern can be represented by the input vector , through an appropriate normalization, where stands for the dimensionality of this input pattern. The above operation that creates an input vector from the input vector a is called complementary encoding. Normalization of the components of the input patterns has been a common practice in the neural network literature. Complementary encoding of the input vector is necessary for the successful training of FAM (see Georgiopoulos, et al., 1994 
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training set to Fuzzy ARTMAP as many times as it is necessary for FAM to correctly classify these input patterns. The task is considered accomplished (i.e., learning is complete) when the weights in FAM do not change during a training set presentation, or after a specific number of list presentations is reached. The performance phase of Fuzzy ARTMAP works as follows: Given a set of input patterns
(referred to as the test set), we want to find the Fuzzy ARTMAP output (label) produced when each one of the aforementioned test patterns is presented at its layer. In order to achieve this goal, we present the test set to the trained Fuzzy ARTMAP architecture and we observe the network's output. For the purposes of this paper, we assume that the reader knows the details of the training/performance phases in Fuzzy ARTMAP. 
The Evolution of FAM -GFAM
In the rest of the paper we assume that for every classification problem that we focus on we are provided with a training set, a validation test, and a test set. The training set is used for the training of GFAM architectures under consideration. The validation set is used to optimize the produced GFAM network in ways that will become apparent in the following text. Finally, the test set is used to assess the performance of the optimized GFAM network created.
GFAM (Genetic Fuzzy ARTMAP) is an evolved FAM network that is produced by applying, repeatedly, genetic operators on an initial population of trained FAM networks. GFAM uses tournament selection with elitism, as well as genetic operators, including crossover and mutation. In addition, GFAM uses a special operator, ; this special operator is needed so that categories could be destroyed in the ART network, thus leading us, through evolution, to smaller ART structures.
del Cat
To better understand how GFAM is designed we resort to a step-by-step description of this design. It is instructive though to first introduce some terminology that is included in Appendix A. The design of GFAM can be articulated through a sequence of steps, defined succinctly below. The following pseudo-code shows the basic steps of GFAM:
11 Return bestNetwork End 
Step 2: Apply Genetic Operators: In this step a GA is applied to the population of the ART trained networks.
Sub-Step 2a: Fitness Evaluation:
Calculate the fitness of each ART chromosome (ART trained network).
The fitness function for the p-th ART network is denoted by , and it depends on the and 
Obviously, this fitness function increases as increases or as decreases. The value of is chosen to be equal to the number of classes of the classification problem at hand. The parameter, using a deterministic tournament selection, as follows: Randomly select two groups of four chromosomes each from the current generation, and use as a parent, from each group, the chromosome with the best fitness value in the group. If it happens that from both groups the same chromosome is chosen then we choose from one of the groups the chromosome with the second best fitness value. If two parents with indices are crossed over two random numbers are generated from the index sets and
respectively. Then, all the categories with index greater than index n′ in the chromosome with index p′ and all the categories with index less than index in the chromosome with index n p are moved into an empty 13 chromosome within the temporary generation. Notice that crossover is done on level 1 of the chromosome. This operation is pictorially illustrated in Figure 5 .
Sub-step 2d: Category Deletion:
The operator deletes one of the categories of every chromosome (created in Step 2c) with probability . If a chromosome is chosen to have one of its categories deleted, then this category is picked randomly from the collection of the chromosome's categories;
however deletion is prohibited if it would violate the class inclusion criterion. The class inclusion criterion dictates that, in every network, there is at least one category for each class label present in the data. vector becomes smaller than 0 or greater than 1 (after mutation), it is set back to 0 or 1, respectively. Notice that mutation is applied at level 2 of the chromosome structure. The label of the chromosome is not mutated because our initial GA population consists of trained FAMs, and consequently we have a lot of confidence in the labels of the categories that these trained FAMs have discovered through the FAM training process.
Step 3: Check Stopping Criteria: If a stopping criterion is not met, replace the current generation with the members of the temporary generation and go to step 2a. Otherwise, terminate and return the best network.
There is a need for an automated stopping criterion so that the evolution of FAMs does not proceed for unnecessarily many generations. Ideally, the evolution should be allowed to proceed for as long as it is necessary, and it should terminate when network performance improvements are not attainable any more. In practice though, there is a trade-off between network performance improvements and computational effort expended to achieve these improvements.
It is might be beneficial to use multiple stopping criteria to terminate the evolution of FAM networks.
One obvious stopping criterion is to set a threshold for the maximum number of generations, , that the evolution of FAMs is allowed to continue. The advantage of having this stopping criterion is that it ensures that the algorithms will always terminate and would not get trapped in an infinite loop if the other stopping criteria are never triggered. The user can always set the maximum number of iterations to a large number to allow the max Gen 14
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algorithm to terminate using other, more appropriate, stopping criteria.
Another popular stopping criterion is to stop when no more improvement in fitness is observed. To ensure the lack of improvement is not due to the stochasticity of the search, the evolution of FAMs is terminated only when no significant network performance improvements are observed for a number of consecutive evolutions.
This number of consecutive evolutions can be chosen to be a percentage of the maximum number of generations ; selecting this number correctly is a difficult feat (see Figure 6 ). In our experiments we chose , and furthermore we stopped the evolution of FAMs if 50 generations (10% of ) elapsed without an appreciable network fitness improvement. Appreciable network fitness improvement is an improvement larger than 0.01. 
Experiments with GFAM
We conducted a number of experiments to assess the performance of the genetically engineered Fuzzy ARTMAP (GFAM) architecture. There were two objectives for this experimentation.
• The first objective is to find good (default) values for the ranges of two of the GA parameters, the probability of deleting a category, , and the probability of mutating a category, .
The default values were identified by conducting experiments with 19 databases. This effort is described in detail in section 5.2.
) (
• The second objective is to compare the GFAM performance (for the default parameter values) to that of popular ART architectures that have been proposed in the literature with the intent of addressing the category proliferation problem in FAM, such as ssFAM, ssEAM, ssGAM, and micro-ARTMAP. This effort is described in section 5.3.
Databases
We experimented with both artificial and real databases. Table 1 shows the specifics of these databases.
15
Gaussian Databases (Database Index 1-12): These are artificial databases, where we created 2-dimensional data sets, Gaussianly distributed, belonging to 2-class, 4-class, and 6-class problems. In each one of these databases, we varied the amount of overlap of data belonging to different classes. In particular, we considered 5%, 15%, 25%, and 40% overlap. Note that 5% overlap means the optimal
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Bayesian Classifier would have 5% misclassification rate on the Gaussianly distributed data. There are a total of 3×4=12 Gaussian databases. We name the databases as "G#c-##" where the first number is the number of classes and the second number is the class overlap. For example, G2c-05 means the Gaussian database is a 2-class and 5% overlap database.
Structures within a Structure databases (Database index 13-16): These are artificial databases that were inspired by the circle (structure) -in the -square (structure) problem. This problem has been extensively examined in the ART, and other than ART neural network literature. Eight different datasets were generated by changing the structures (type, number and probability) that we were dealing with. The data-points within each structure of these artificial datasets are uniformly distributed within the structure. The number of points within each structure is chosen in a way that the probability of finding a point within this structure is equal to a pre-specified number. Some of these artificial datasets were also considered in the b. 1Ci/Sq: This is a one circle in a square problem, a two class classification problem. The probability of finding a data point within a circle or inside the square and outside the circle is equal to 1/2. The sizes of the areas in the circle and outside the circle and inside the square are the same. This is the benchmark circle in the square problem.
c. 1Ci/Sq/30:70: This is a one circle in a square problem, a two class classification problem. The probability of finding a data point within a circle or inside the square and outside the circle is equal to 0.3 and 0.7, respectively. The sizes of the areas in the circle and outside the circle and inside the square are 0.3 and 0.7, respectively. This is a modified version of the circle in the square problem.
d. 2Ci/Sq/20:30:50: This is two circles in a square problem, a three class classification problem.
One of the circles is smaller than the other. The probability of finding a data point within the small circle, the large circle, and outside the circles but inside the square is 0.2, 0.3, and 0.5, respectively.
In Figure 7 and 8 we show plots of the simulated databases.
Modified Iris Database (MOD-IRIS) (Database Index 17):
In this database we started from the IRIS dataset (Newman et al. [16] ) of the 150 3-class problem. We eliminated the data corresponding to the class that is linearly separable from the others. Thus, we ended up with 100 data-points. From the four input attributes of this IRIS dataset we focused on only two attributes (attribute 3 and 4) because they seem to have enough discriminatory power to separate the 2-class data. Finally, in order to create a reasonable size dataset from these 100 points (so we can reliably perform cross-validation to identify the optimal ART, GFAM networks) we created noisy data around each one of these 100 data-points (the noise was Gaussian of zero mean and small variance) to end up with approximately 10,000 points. We named this database has 43500 records and test set has 14500 records. In our experiments we used 3000 records from the original training set for training and 1000 for validation. The rest were added to the test set. The summarized specifics of each one of these databases are depicted in Table 1 . Please note that the first 19 databases are used for objectives 1 and 2.
Glass (GLS)
(
Selection of the GA parameters
As we have mentioned above, the first objective of our experimentation was devoted to the selection of good values for the GA parameters: probability of deleting a FAM category, , and probability of mutating a FAM category, . As it is evident from our prior discussion there are a few other GA parameters that one has to carefully choose, such as , , and ; we did not perform exhaustive experimentation to decide on the values of these parameters, but limited experimentation with these parameters for some of the above databases showed that reasonable choices for these parameters were:
= 20, = 500, and = 3. Table 2 , and described in an earlier section, we applied the GA optimization of FAMs, as delineated in Section 4, 10 different times (using a different initial seed for the GA optimization).
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Consequently, for each database, and each parameter setting, we obtained 10 PCC (accuracy) and 10 N ) (
numbers.
Select GA Step 3:
For each dataset, we chose the best-performing (with respect to average validation PCC of the 10 experiments) parameter setting. Then, we used ANOVA statistical tests to choose other parameter settings that did not significantly differ (statistically) from the best performing parameter setting. We marked these parameter settings as "good" settings for this database.
Select GA Step 4: After we performed
Step 3 for all databases we counted the number of databases for which a particular parameter setting was deemed as "good" from the Select GA Step 3. Based on these counts we recommended the best parameter setting for each GFAM algorithm, and a range of acceptable parameter settings. Table 2 summarizes the results. In Table 2 an entry of "1" for a database indicates that the corresponding parameter setting performed well (with respect to the average PCC on the validation set). An underscored "1" entry indicates that the corresponding parameter setting performed the best for this database (with respect to the average PCC on the validation set). In Table 2 , the "1" entries corresponding to the Number of Categories criterion (actually average number of categories criterion) are omitted to preserve the table's clarity. In Table 2 we designated with an asterisk the parameter setting that performed best for this database with respect to the average Number of Categories criterion. A careful observation of the results shown in Table 2 
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performances (19) , and best performances (7) of the associated GFAM (the count of the best performances consider the best observed performances with respect to the average PCC on the validation set or the average number of categories). Finally, we can also deduce from the results of Table 2 that a probability of mutation equal to 0 is not recommended, since it always (for most databases) results in a GFAM network that is not performing well.
Comparison of GFAM with other ART architectures
The second objective of our experimentation was to compare GFAM with other ART architectures that have previously appeared in the literature and addressed the category proliferation problem in ART. As we have mentioned in an earlier section, in every classification problem that we focus on we are provided with a training set, a validation test, and a test set. The training set is used for the training of GFAM (ART) architectures under consideration. The validation set in the GFAM case is used to guide the evolution of the trained FAM networks from generation 1 to generation . The validation set in the other ART networks' case is used to choose optimal values for the ART network parameters (e.g., vigilance, choice parameter, order of pattern presentation, etc); optimal values of ART network parameters are the ones that give the highest value of the already defined fitness function. The test set is used to assess the performance of the optimized GFAM (ART) network. The percentages of different class data-points in the training, validation and test set are the same as the ones found in the original dataset.
max
Gen
In the previous section, we have experimented extensively with GFAM to identify a good initialization of the GA process and to specify a good set of parameters for the evolution of trained FAMs. From this point on, ssEAM, ssGAM, and safe micro-ARTMAP we used the same training set as the one used for the GFAM networks, and for the validation of the performance of each of the ssFAM, ssEAM, ssGAM, and Safe micro-ARTMAP networks we used the same validation set as the one used for the GFAM networks. The parameter setting of the ssFAM, ssEAM, ssGAM, and safe micro-ARTMAP network that maximized the fitness function was chosen as the best parameter setting for the specific database; the number of categories created by the "best" parameter setting network, and its corresponding percentage of correct classification on the test set are reported in Table 3 . The best parameter setting, identified in the previous sub-section for GFAM was used for each of the 19 databases. Ten (10) experiments per database were conducted for 10 different initial seeds of the GA optimization process. The network that produced the maximum value of the fitness function was deemed as "best". The number of categories of the "best" GFAM for each database and its corresponding performance (PCC) on the test set are reported in Table 3 .
21
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Some of the conclusions that can be deduced from the comparative results, depicted in Table 3 , are emphasized below.
GFAM attains good performance on all the 19 datasets, and quite often, optimal performance. GFAM's performance on databases 1-12 (Gaussian datasets of known amount of overlap) is optimal, for all practical purposes; for example the best performance on the G6c-15 problem (6 class Gaussian dataset of 15% overlap) is a classifier with 6 categories and 85% correct classification, and GFAM is a classifier with six categories and 84.89% of correct classification. Finally, two of the real problems reported here, MOD-IRIS and PAGE, also gave very good results of 95.35% and 96.77% of correct classification, by creating the optimum number of two and five categories, respectively.
According to the results in Table 3 , in all instances the accuracy of GFAM on a test set (generalization performance) is either higher than or practically equal to the accuracy of the other ART networks (ssFAM, ssEAM, ssGAM or safe micro-ARTMAP). Also, in most instances, the size of GFAM is smaller than the size of the other ART networks. For instance, ssFAM performs as well as the GFAM network for the 2-class Gaussian datasets. For all the other datasets the GFAM network performs better (achieving higher PCC with fewer ART categories). The largest difference in PCC observed is almost 8% (for the 4 Circle in the Square problem), while the largest ratio of number of ssFAM versus GFAM categories is for the modified IRIS problem (ratio of 4). ssEAM performs as well as the GFAM for the 2-class Gaussian datasets. For all the other datasets GFAM
24 performs better (achieving higher PCC). The biggest difference in PCC is for the 6-class Gaussian, 40% overlap dataset, where GFAM achieves more than 10% better classification accuracy. In some problems GFAM and ssEAM created the same number of categories. In other problems (e.g. Gaussianly distributed datasets) GFAM created fewer categories. In the remaining problems, especially problems for which the data favor the ellipsoidal structure of the EAM categories, ssEAM created fewer categories than GFAM. ssGAM performs as well as the GFAM networks for the 2-class Gaussian datasets. For all the other datasets GFAM performs better (achieving higher PCC with fewer ART categories). The largest difference in PCC observed is more than 6% (for the 1 Circle in the Square problem), while the largest ratio of number of ssGAM versus GFAM categories is for the four Gaussian dataset with 25% overlap problem (ratio larger than 5). Safe micro-ARTMAP performs as well as the GFAM network for the 2-class, and 4-class Gaussian datasets. For all the other datasets GFAM performs better (achieving higher PCC with fewer ART categories). The largest difference in PCC observed is more than 6% (for the 6 class Gaussian dataset with 25% overlap). On the number of categories it can be observed that GFAM performed, as good as, or slightly better than, safe micro-ARTMAP on most databases.
What is also worth pointing out is that the better performance of the GFAM network is attained with reduced computations as compared with the computations needed by the alternate methods (ssFAM, ssEAM, ssGAM, safe micro-ARTMAP). Specifically, the performance attained by ssFAM, ssEAM, ssGAM and the safe micro-ARTMAP required training these networks for a large number of network parameter settings (at least 22,000 experiments) and then choosing the network that achieved the highest value for the fitness function that we introduced earlier (through cross-validation). In GFAM cases we trained only a small number of these networks (Pop size = 20 of them), compared to the large number of networks trained in the ssFAM, ssEAM, ssGAM or micro-ARTMAP cases (at least 22,000). Furthermore, in GFAM we evolved the trained networks at most Gen max = 500 times, each evolution requiring cross-validating Pop size =20 networks. Hence, the total number of networks cross-validated in the ssFAM, ssEAM, ssGAM and micro-ARTMAP cases were at least 22,000, while in the GFAM networks were 10,000; furthermore the networks cross-validated in the ssFAM, ssEAM, ssGAM, and micro-ARTMAP cases have higher number of category nodes than the ones cross-validated in the GFAM case. As a result, we can argue that the improved performance (in most instances, smaller number of categories and better generalization) of GFAM, compared with ssFAM, ssEAM, ssGAM, and safe micro-ARTMAP, is achieved with reduced computational effort. Of course, one can claim that such an extensive experimentation with these networks might not be needed, especially if one is familiar with the functionality of these networks and chooses to experiment only with a limited set of network parameter values.
However, the practitioner in the field might lack the expertise to carefully choose the network parameters to experiment with, and consequently might need to experiment extensively to come up with a good network. In this case, GFAM has an advantage over the other ART network approaches because it has already provided a list of default parameter settings for the evolution of trained FAMs, and as a result the experimentation with a separate validation set is not needed. In Appendix B, we show, in more detail, how more computationally efficient GFAM is compared to ssFAM, ssEAM, ssGAM and safe micro-ARTMAP. The comparison is based on the assumption that extensive parameter experimentation with the network parameters of ssFAM, ssEAM, ssGAM or safe micro-ARTMAP is needed to obtain a good performing ssFAM, ssEAM, ssGAM or safe micro-ARTMAP network, respectively.
The comparison of GFAM, and ssFAM, ssEAM, ssGAM, provided above, is fair because it used the same databases and datasets/per database for training, validation and testing of these architectures, as well as the same criterion for finding the best of these ART architectures (the criterion was to maximize the fitness function, defined in Section 4). However, some of the structures-in-a-structure artificial databases, extensively examined above, have also been utilized to assess the performance of other ART architectures, such as the distributed , are approximately the same as the databases used to assess the performance of GFAM, the actual data used for training, and testing of GFAM are not the same used for the training and testing of dFAM, FasART, and dFasART. Furthermore, parameter network optimization with a validation set, such as to optimize a fitness function, was not conducted for FasART, dFAM, and dFasART. Actually, the results reported in
Parado-Hernandez, et al., are averages of the performances of the dFAM, FasART, and dFasART on a test set of 5,000 points for a specific set of network parameter values (we tend to believe that it was a good set of network parameter values). The averages correspond to the average performance attained by 100 different choices of training sets of size equal 2,000 points. The comparison between the GFAM performance, and dFAM, FasART, and dFasART performances can be deduced from the summarized numbers of Table 4 , with the cautionary comments about the fairness of this comparison that were mentioned above.
In all our experiments above, we used simulated or real databases that predominantly had input patterns of dimensionality 2. Furthermore, for the GFAM results reported (databases 1-19 of Table 1 ) we used these databases to identify good (default) GA parameter values. It is therefore worth reporting GFAM's performance on databases that have input patterns of higher than 2 dimensionality (see databases 20-27 of Table 1) , and for which we use the good GA parameter values identified on databases 1-19 (see Table 1 ). The results (PCC on the test sets, and number of FAM categories created by GFAM) are depicted in Table 5 (in particular, Table 5 shows the GFAM results for two α parameter values (α is the parameter that appears in the fitness function); an α value of 0.5 (this is the value used for the Table 3 results) and an α value of 0.1. Note that a smaller α parameter value allows for higher size GFAM networks that end up exhibiting higher accuracy (PCC) on unseen data.
In order for the reader to be able to evaluate how good the GFAM results are we are referring the reader to the work by Lim, Loh and Shih, 2000, where they compared the accuracy and size of a 33 classifiers belonging to the tree, statistical and neural types classifiers. Three of the datasets that Lim, Loh and Shih have experimented with are the Satellite, the Segmentation and the Waveform datasets that GFAM has been tested on (see Table 5 ). The GFAM results on the Satellite dataset are: 83.35% (84.6%) classification accuracy, needing 7 (8) categories (see Table 5 ). The accuracy results reported on the Satellite dataset by Lim, Loh, and Shih are:
Minimum classification accuracy of 60% and maximum classification accuracy of 90%. Furthermore the tree type classifiers (22 of them) created a minimum tree size of 8, while the median tree size was 63. Finally, two of the most celebrated decision tree algorithms, such as CART and C4.5 created tree sizes of 63 and 216. The GFAM results on the Segmentation dataset are: 94.13% (95.14%) classification accuracy, needing 12 (15) categories (see Table 5 ). The accuracy results reported on the Segmentation dataset by Lim, Loh, and Shih are:
Minimum classification accuracy of 48% and maximum classification accuracy of 98% (achieved by the nearest 26
27 neighbor classifier, which performs no data compression). Furthermore the tree type classifiers (22 of them) created a minimum tree size of 6, while the median tree size was 39. Finally, two of the most celebrated decision tree algorithms, such as CART and C4.5 created tree sizes of 69 and 42. The GFAM results on the Waveform dataset are: 81.55% (83%) classification accuracy, needing 3 (4) categories (see Table 5 ). The accuracy results reported on the Waveform dataset by Lim, Loh, and Shih are: Minimum classification accuracy of 52% and maximum classification accuracy of 85%. Furthermore the tree type classifiers (22 of them) created a minimum tree size of 3, while the median tree size was 16. Finally, two of the most celebrated decision tree algorithms, such as CART and C4.5 created tree sizes of 14 and 54.
Overall, one can state that GFAM performs well on a number of classification problems achieving good classification accuracy at a network size that compares very favorably with a number of other ART-based and non-ART based classifiers.
Conclusions
In this paper, we have introduced yet another method of solving the category proliferation problem in ART.
This method relies on evolving a population of trained Fuzzy ARTMAP (FAM) neural networks. We refer to the resulting architecture as GFAM.
We have experimented with a number of databases that helped us identify good default parameter settings for the evolution of FAM. We defined a fitness function that gave emphasis to the creation of a small size FAM networks which exhibited good generalization. In the evolution of FAM trained networks, we used a unique (and needed) operator; the delete category operator. This operator allowed us to evolve into FAM networks of smaller size. The network identified at the end of the evolutionary process (i.e., last generation) was the FAM network that attained the highest fitness value. Our method for creating GFAM resulted in a FAM network that performed well on a number of classification problems, and on a few of them it performed optimally.
GFAM was found to be superior to a number of other ART networks (ssFAM, ssEAM, ssGAM, safe micro-ARTMAP) that have been introduced into the literature to address the category proliferation problem in ART. More specifically, GFAM gave a better generalization performance (in almost all problems tested) and a smaller than or equal size network (in almost all problems), compared to these other ART networks, requiring reduced computational effort to achieve these advantages. In particular, in some instances the difference in Appendix A: Terminology:
• FAM: Fuzzy ARTMAP.
• EAM: Ellipsoidal ARTMAP.
• GAM: Gaussian ARTMAP
• ssFAM, ssEAM, ssGAM: Semi-suprvised Fuzzy ARTMAP, Semi-supervised Ellipsoidal ARTMAP, Semi-supervised Gaussian ARTMAP.
• : The dimensionality of the input patterns in the training, validation and test sets provided to us by the classification problem under consideration. • Validation Set: The collection of input/output pairs used to validate the performance of the FAM networks during the evolution of FAMs from generation to generation.
• Test Set: The collection of input/output pairs used to assess the performance of the chosen FAM network, after the evolution of FAMs is completed.
• PT : Number of points in the training set.
• : Number of points in the validation set.
PV
• : min a ρ This is the lower limit of the baseline vigilance parameter used in the training of the FAM networks that comprise the initial population of the FAM networks.
• : max a ρ This is the upper limit of the baseline vigilance parameter used in the training of the FAM networks that comprise the initial population of the FAM networks.
• a β : The choice parameter used in the training of the FAM networks that comprise the initial population of the FAM networks. This parameter is fixed, and chosen equal to 1.0.
• : The number of chromosomes (FAM trained networks) in each generation. • : Number of data-points in the validation set.
• : Number of points in the test set.
PTes
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• : Number of network parameter settings to produce the best ART network (ART is ssFAM, ssEAM, ssGAM and safe micro-ARTMAP).
PS
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Appendix B: Complexity Comparisons of GFAM and other ART networks
In this section we provide a fair comparison between the number of operations needed by GFAM and the number of operations needed by ssFAM. Similar considerations are valid when comparing the number of operations needed by GFAM versus the number of operations needed by ssEAM and ssGAM. The comparisons between GFAM and safe micro-ARTMAP are slightly different, and thus omitted, but some observations regarding these comparisons are made at the end of this appendix.
To begin let us remind ourselves that in both GFAM and ssFAM an element contributing to their computationally complexity is the training of a number of FAM networks. So, obviously an estimate of the computational complexity associated with the training of FAM is needed. Furthermore, an additional element contributing to the computational complexity of ssFAM is assessing the performance of the produced trained FAMs (corresponding to different values of FAM network parameter settings) to obtain the FAM that achieved the highest value of fitness. Finally, for GFAM an additional element contributing to its computational complexity is the evolution of the trained FAMs (for a number of generations) and their performance assessment in order to produce the FAM (at the last generation) that achieved the highest fitness value. In the following, we produce estimates for the computational complexity of each one of these elements. Throughout this paper we have assumed that the reader is familiar with the training phase of a FAM network, and this assumption is necessary here, as well, where the computational complexity calculation of a trained FAM is carried through. In order to obtain the "best" ssFAM network (the performance of this network has been reported in Table   3 ), we have to train FAM for many parameter settings, and examine the fitness of the produced trained networks on an independent (than the training) set, referred to as validation set. Assume, that the number of patterns in the validation set is equal to Assume also that the number of parameter settings used to identify the best ssFAM is equal to .
.
PV PS
In testing a single ssFAM network we have (for every pattern in the validation set) to go through the process of calculating the value of the match function attained by each category (node) in the trained FAM (this number was designated as 
Concluding, we can state that the total number of calculations needed to produce the "best" ssFAM network is equal to
Element 3: Evolution of trained FAMs, Testing of Evolved FAMs (GFAM)
In the evolution of trained FAMs we start with trained FAMs that we intend to evolve, and for every generation in the evolutionary process we evolve the chromosomes that represent these trained FAMs. 
In comparing the computational complexities required to produce the best ssFAM network and the GFAM . Hence, the above inequality statements are appropriately justified. The above two observations assure us that GFAM is more computationally efficient than the "best" ssFAM. Similar observations are valid if we compare the computational complexity of GFAM and the computational complexity associated with discovering the "best" ssEAM and ssGAM.
The computational complexity of the "best" safe micro-ARTMAP (whose results are reported in Table 3 ) is similar with the computational complexity of the "best" ssFAM, with one, worth mentioning, distinction. In the training phase of safe micro-ARTMAP the input patterns are presented to the ART architecture only in the first list presentation. In subsequent list presentations only a portion of these input patterns are presented to safe micro-ARTMAP. However, safe micro-ARTMAP requires some additional calculations during its training phase. So, for all practical purposes, we can still assume that the computational complexity of the training phase of safe micro-ARTMAP can be represented by the same formulas used to represent the computational complexity of the training phase of FAM. Obviously, the computational complexity of testing trained safe micro-ARTMAPs to discover the best safe micro-ARTMAP is given by the same formula used to discover the best trained FAM. Figure 6 . The two graphs were obtained by plotting the fitness function value of GFAM against the generation number. Each experiment was run for 500 generations. The first problem is a relatively easy problem for GFAM. The second problem is harder. Examining these graphs reveals a number of issues that need to be considered when implementing the stopping criteria. The left graph shows that maximum performance is achieved early in the process (at about generation 25). There was no need to continue the evolution of FAMs for such a large number of generations (500). The graph on the right shows the change in fitness function, as generations progress, for a harder database. It can be observed that for many consecutive periods no appreciable change in the fitness is observed. In this case, a stopping criterion that depends on the improvement might be triggered prematurely resulting in poor results. A stopping criterion should wait for an appropriate window of no-improvement before its triggered.
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