Discrete Fourier analysis of multigrid algorithms by Vegt, J.J.W. van der & Rhebergen, S.
Discrete Fourier Analysis of
Multigrid Algorithms1
J.J.W. van der Vegt and S. Rhebergen
Department of Applied Mathematics
University of Twente
P.O. Box 217, 7500 AE Enschede
The Netherlands
October 8, 2011
1This research was partly funded by the ADIGMA project which was executed in the 6th Re-
search Framework Work Programme of the European Union within the Thematic Programme Aero-
nautics and Space
Contents
1 Introduction 2
2 Brief Overview of Multigrid Techniques 4
2.1 Standard h-Multigrid algorithm for linear systems . . . . . . . . . . . . . . . 4
2.2 hp-Multigrid as Smoother Algorithm . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Runge-Kutta type multigrid smoothers . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Multigrid algorithms for nonlinear systems . . . . . . . . . . . . . . . . . . . . 13
2.4.1 Newton multigrid method . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.2 Full approximation scheme . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Full multigrid method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Multigrid Error Transformation Operators 18
3.1 h-Multigrid error transformation operator . . . . . . . . . . . . . . . . . . . . 18
3.2 hp-MGS Multigrid error transformation operator . . . . . . . . . . . . . . . . 20
4 Fourier Analysis of Discrete Operators 27
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Fourier symbols of grid operators . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2.1 Aliasing of Fourier modes . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2.2 Discrete operator and smoothing operator . . . . . . . . . . . . . . . . 33
4.2.3 Discrete Fourier transform of pseudo-time smoothers . . . . . . . . . . 34
4.2.4 h-Multigrid restriction operators . . . . . . . . . . . . . . . . . . . . . 35
4.2.5 h-Multigrid prolongation operators . . . . . . . . . . . . . . . . . . . . 42
4.2.6 p-Multigrid restriction and prolongation operators . . . . . . . . . . . 45
4.3 Two-level Fourier analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.4 Three-grid Fourier analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.5 Discrete Fourier Analysis hp-MGS algorithm . . . . . . . . . . . . . . . . . . . 62
5 Definition of Convergence Rates 66
A Auxilary Results 71
A.1 Orthonormality of Fourier modes . . . . . . . . . . . . . . . . . . . . . . . . . 71
A.2 Discrete Fourier transform and its inverse on an infinite mesh . . . . . . . . . 73
A.3 Discrete Fourier transform and its inverse on a finite mesh . . . . . . . . . . . 73
A.4 Parsevals identity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
A.5 Aliasing modes in 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
1
Abstract
The main topic of this report is a detailed discussion of the discrete Fourier multilevel
analysis of multigrid algorithms. First, a brief overview of multigrid methods is given for
discretizations of both linear and nonlinear partial differential equations. Special attention is
given to the hp-Multigrid as Smoother algorithm, which is a new algorithm suitable for higher
order accurate discontinuous Galerkin discretizations of advection dominated flows. In order
to analyze the performance of the multigrid algorithms the error transformation operator
for several linear multigrid algorithms are derived. The operator norm and spectral radius
of the multigrid error transformation are then computed using discrete Fourier analysis.
First, the main operations in the discrete Fourier analysis are defined, including the aliasing
of modes. Next, the Fourier symbol of the multigrid operators is computed and used to
obtain the Fourier symbol of the multigrid error transformation operator. In the multilevel
analysis, two and three level h-multigrid, both for uniformly and semi-coarsened meshes,
are considered, and also the analysis of the hp-Multigrid as Smoother algorithm for three
polynomial levels and three uniformly and semi-coarsened meshes. The report concludes
with a discussion of the multigrid operator norm and spectral radius. In the appendix some
useful auxiliary results are summarized.
Chapter 1
Introduction
Multigrid algorithms are very efficient and versatile techniques for the solution of large sys-
tems of (non)linear algebraic equations. During the past decades many different multigrid
algorithms have been developed and applied to a wide variety of problems. In particular, the
solution of the algebraic systems resulting from discretizations of partial differential equa-
tions using finite difference, finite volume or finite element methods has been very important.
Apart from the development and application of multigrid algorithms also extensive math-
ematical analysis has been conducted for many multigrid algorithms. This has resulted in
detailed knowledge about the design of optimal multigrid algorithms, their performance and
efficient implementation. For many problems multigrid algorithms now achieve an excellent
computational efficiency and robustness and are widely used in many (commercial) codes.
Also, their suitability for use on parallel computers, which is nowadays essential for large
scale problems, is very important.
Achieving excellent multigrid performance is, however, nontrivial. In particular, new classes
of problems frequently require a detailed analysis and optimization of the multigrid al-
gorithm. The objectives of these notes are to summarize some important mathematical
techniques for the analysis of the performance of multigrid algorithms. An important tool
is discrete Fourier analysis, which will be used to estimate the convergence rate of both
two- and three-level h-multigrid algorithms. The performance estimates obtained with dis-
crete Fourier analysis, in particular the spectral radius and operator norms of the multigrid
operator, are very useful in the analysis and optimization of multigrid algorithms.
These notes do not aim at providing a comprehensive survey of multigrid methods. Some
basic knowledge of multigrid methods is assumed. There are many introductory text books
on multigrid methods with different levels of mathematical sophistication which can be
consulted for additional information. See for instance Briggs et al. [2], Hackbusch [3],
Hackbusch and Trottenberg [4], Shaidurov [10], Trottenberg et al. [11] and Wesseling [16].
The main components in a multigrid algorithm are an iterative method and coarsened ap-
proximations of the algebraic system. In addition, restriction and prolongation operators
are necessary to connect the various approximations of the algebraic system. In case of
partial differential equations the coarsened algebraic systems can be obtained either by dis-
cretizing the equations on meshes with a different number of degrees of freedom, resulting in
h-multigrid algorithms, or by using discretizations with different orders of accuracy, which
give p-multigrid methods. Of course combinations of both techniques are possible, resulting
in hp-multigrid methods.
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The design of the iterative method, which is frequently called a smoother since it mainly
acts on the high frequency components of the error, and the restriction and prolongation op-
erators are crucial for multigrid performance. Also, the coarsening of the algebraic system,
in particular the discretization on the coarse meshes in case of numerical approximations
of partial differential equations, can have a significant impact on multigrid performance. If
these components in the multigrid algorithm are not chosen properly then a severe degrada-
tion of the convergence rate can be observed, and even divergence of the multigrid algorithm
is possible.
For linear problems discrete Fourier analysis can provide detailed information on these as-
pects. This is achieved by analyzing the full two- or three-level multigrid algorithm, which
will be discussed in detail in this report. These analysis techniques are rather technical, but
they provide a wealth of information about the multigrid algorithm. Due to its complexity,
the analysis of multigrid algorithms is frequently restricted to two-level analysis, or even
the simpler analysis of the multigrid smoother. For many problems this results in a rather
poor prediction of the actual multigrid performance. It is therefore important to consider
realistic model problems and extend the analysis to three grid levels, see e.g. Wienands and
Oosterlee [18]. This can significantly enhance the accuracy of the analysis and is essential if
one aims at optimizing the multigrid algorithm.
For higher order accurate discretizations it is important to use hp-multigrid algorithms.
These algorithms generally use a V-cycle p-multigrid and h-multigrid at the coarsest p-
level. These multigrid algorithms give a significantly improved convergence rate for higher
order problems, but are not always sufficiently efficient, e.g. for higher order accurate
discontinuous Galerkin discretizations of advection dominated flows. For this purpose we
extended the hp-multigrid algorithm to the hp-Multigrid as Smoother algorithm, which also
includes semi-coarsening, see Van der Vegt and Rhebergen [14, 15]. In this report we will
also discuss the multilevel Fourier analysis of an hp-MGS algorithm with three p-levels and
three uniformly coarsened and three semi-coarsened h-multigrid levels. This analysis then
essentially covers all reasonable hp-multigrid algorithms.
The multilevel analysis is also important for nonlinear problems. These problems, which are
frequently solved with (versions of) a Newton-multigrid method or a Full Approximation
Scheme (FAS), are much harder to solve. An important component in many nonlinear
algorithms is, however, the solution of linearized equations, but also in case of fully nonlinear
algorithms the analysis of linearizations of these algorithms is important.
The outline of these notes is as follows. In Chapter 2 we give an overview of basic multigrid
algorithms for linear and nonlinear systems, including the hp-MGS algorithm. Next, in
Chapter 3 the general formulation of the multigrid error transformation operator for linear
problems will be derived. First for standard h-multigrid and then for the hp-MGS algorithm.
In Chapter 4 multilevel Fourier analysis will be discussed. Both, two- and three-level h-
multigrid and the hp-MGS algorithm will be discussed in detail. This analysis provides the
spectral radius and operator norms of the multigrid algorithm which be discussed in Section
5.
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Chapter 2
Brief Overview of Multigrid
Techniques
In these notes we are interested in the analysis of multigrid techniques for the solution of
algebraic systems originating from the discretization of partial differential equations with
for instance a finite difference, finite volume or finite element method. Since the main
analysis tool, viz. discrete Fourier analysis, is primarily limited to linear problems, we will
first discuss the standard h-multigrid algorithm for linear systems and its extension to higher
order accurate discretizations, viz. the hp-MGS algorithm. In addition, several Runge-Kutta
type smoothers will be discussed. Since the analysis techniques for linear problems are also
applicable to linearizations of nonlinear algorithms, we will also briefly discuss multigrid
techniques for nonlinear problems, in particular the Newton multigrid method and the Full
Approximation Scheme (FAS).
In order to simplify notation we define the product and division of vectors element-wise.
Hence for a, b ∈ Rd we have
ab := (a1b1, · · · , adbd) ∈ Rd and a/b := (a1/b1, · · · , ad/bd) ∈ Rd.
2.1 Standard h-Multigrid algorithm for linear systems
In a standard h-multigrid algorithm for the solution of the algebraic system obtained after the
discretization of partial differential equations we introduce a finite sequence of increasingly
coarser meshesMnh, with n = (n1, · · · , nd) ∈ Nd and h ∈ (R+)d. These meshes are used to
generate approximations of the discretization on the fine mesh Mh. For simplicity we will
only consider in the analysis uniformly and semi-coarsened meshes, but multigrid algorithms
can also be applied to discretizations on general unstructured meshes.
In the h-multigrid algorithm we need to connect the different meshes using restriction oper-
ators
Rmhnh :Mnh →Mmh
and prolongation operators
Pnhmh :Mmh →Mnh,
with n,m ∈ Nd and ni ≤ mi, i ∈ {1, · · · , d}, where nj < mj for some j ∈ {1, · · · , d}. The
main goal of the multigrid algorithm is to iteratively solve in an efficient way the system of
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Algorithm 1 Standard h-Multigrid Algorithm (Hnh)
vnh := Hnh(Lnh, fnh, vnh, n, ν1, ν2, γ)
{
if coarsest mesh then
vnh := L
−1
nhfnh;
return
end if
// pre-smoothing
for it = 1, · · · , ν1 do
vnh := vnh − Snh(Lnhvnh − fnh);
end for
// coarse grid solution
rnh := fnh − Lnhvnh;
f2nh := R
2nh
nh rnh;
v2nh := 0;
for ic = 1, · · · , γ do
v2nh := Hnh(L2nh, f2nh, v2nh, 2n, ν1, ν2, γ);
end for
//coarse grid correction
vnh := vnh + P
nh
2nhv2nh;
// post-smoothing
for it = 1, · · · , ν2 do
vnh := vnh − Snh(Lnhvnh − fnh);
end for
}
algebraic equations
Lhuh = fh onMh, (2.1)
with Lh a discretion operator and fh a given righthand side. In these notes we will assume
that Lh is a linear operator and represented by a matrix. The multigrid algorithm also uses
a set of auxiliary problems at the grid levels Mnh
Lnhunh = fnh. (2.2)
We assume that each operator Lnh is invertible. In the multigrid algorithm the linear systems
are solved approximately using an iterative method Snh, which starts from an initial guess.
Since, the main effect of the multigrid algorithm should be the damping of high frequency
error components, the operator Snh is also called a smoothing operator. The main steps
in a multigrid algorithm for linear problems are summarized in Table 1. Using different
sequences of meshes Mnh various multigrid cycles, such as the V, W or F-cycle can be
constructed by selecting the proper values of the multigrid parameters ν1, ν2 and γ.
The multigrid algorithm discussed in this section is a so-called h-multigrid method, which
refers to the use of meshes with different grid resolution. For higher order discretizations one
can also use approximations with different order of accuracy, which results in p-multigrid.
The p-multigrid algorithm is essentially the same as the h-multigrid method. The only
difference are the restriction and prolongation operators. The restriction operator is a pro-
jection of the data on a lower order polynomial space, whereas the prolongation interpolates
the data to a higher order polynomial space.
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Figure 2.1: hp-multigrid algorithm using h-multigrid with uniform coarsening at the p = 1
polynomial level.
2.2 hp-Multigrid as Smoother Algorithm
For higher order accurate discretizations the standard h-multigrid algorithm generally is not
sufficiently efficient. One option to improve multigrid efficiency is to use an hp-multigrid
algorithm in which a V-cycle p-multigrid algorithm is combined with an h-multigrid al-
gorithm at the lowest polynomial level, see Figure 2.1. The hp-multigrid algorithm can
significantly improve multigrid performance, but in particular for higher order accurate
discretizations of partial differential equations with a boundary layer solution a further
performance improvement is frequently necessary. This can be accomplished by introduc-
ing semi-coarsened meshes which are only coarsened in one (local) coordinate direction.
The semi-coarsening multigrid is then used as smoother in the h-multigrid, resulting in
the h-Multigrid as Smoother (h-MGS) algorithm. Next, the h-MGS algorithm is used as
smoother in the p-multigrid, which gives the hp-Multigrid as Smoother (hp-MGS) algorithm.
A schematic overview is given in Figures 2.2 - 2.3.
The hp-MGS algorithm for the solution of (2.1) is described in Algorithms 2, 3 and 4, with
n = (n1, n2) ∈ N2 and h = (h1, h2) ∈ (R+)2. The first part of the hp-MGS algorithm is given
recursively by Algorithm 2 and consists of the V-cycle p-multigrid algorithm HPnh,p with
the h-MGS smoother HUnh,p. In Algorithm 2 the linear system is denoted as Lnh,p. The
linear system originates from a numerical discretization with polynomial order p and mesh
sizes h1 and h2 in the different local coordinate directions. The mesh coarsening is indicated
by the integer n = (n1, n2). The unknown coefficients in the linear system are vnh,p and the
known righthand as fnh,p. The parameters γ1, γ2, ν1, ν2, µ1, µ2 and µ3 are used to control
the multigrid algorithm, such as the number of pre- and post-relations at each grid level
and polynomial order. The HPnh,p-multigrid algorithm uses the restriction operators Q
p−1
nh,p
and the prolongation operator T pnh,p−1. The restriction operators Q
p−1
nh,p project data from a
discretization with polynomial order p to a discretization with polynomial order p− 1. The
prolongation operators T pnh,p−1 interpolate data from a discretization with polynomial order
p− 1 to a discretization with polynomial order p. The h-MGS-multigrid algorithm HUnh,p
is given by Algorithm 3.
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Figure 2.2: hp-MGS-algorithm combining p-multigrid and h-multigrid at each polynomial
level. The smoother is the h-Multigrid as Smoother algorithm combining semi-coarsening
in the local x1- and x2-directions and a semi-implicit Runge-Kutta method.
2,1 2,2
1,1
1,2
4,1 4,2 4,4 2,4 1,4
Figure 2.3: h-Multigrid as Smoother algorithm used at each polynomial level in the hp-MGS
algorithm. The indices refer to grid coarsening. Mesh (1, 1) is the fine mesh and e.g. Mesh
(4, 1) has size (4h1, h2).
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Algorithm 2 hp-MGS Multigrid Algorithm (HPnh,p)
vnh,p := HPnh,p(Lnh,p, fnh,p, vnh,p, n, p, γ1, γ2, ν1, ν2, µ1, µ2, µ3)
{
if polynomial level p == 1 then
vnh,p := HUnh,p(Lnh,p, fnh,p, vnh,p, n, p, ν1, ν2, µ1, µ2, µ3);
return
end if
// pre-smoothing with h-MGS algorithm
for it = 1, · · · , γ1 do
vnh,p := HUnh,p(Lnh,p, fnh,p, vnh,p, n, p, ν1, ν2, µ1, µ2, µ3);
end for
// lower order polynomial solution
rnh,p := fnh,p − Lnh,pvnh,p;
fnh,p−1 := Q
p−1
nh,prnh,p;
vnh,p−1 := 0;
vnh,p−1 := HPnh,p(Lnh,p−1, fnh,p−1, vnh,p−1, n, p− 1, γ1, γ2, ν1, ν2, µ1, µ2, µ3);
// lower order polynomial correction
vnh,p := vnh,p + T
p
nh,p−1vnh,p−1;
// post-smoothing with h-MGS algorithm
for it = 1, · · · , γ2 do
vnh,p := HUnh,p(Lnh,p, fnh,p, vnh,p, n, p, ν1, ν2, µ1, µ2, µ3);
end for
}
In the HUnh,p-multigrid algorithm semi-coarsening multigrid, indicated with HS
i
nh,p, i =
1, 2, is used as smoother. The restriction of the data from the meshMnh to the meshMmh,
with m1 ≥ n1 and m2 ≥ n2, is indicated by the restriction operator Rmhnh,p. The prolongation
of the data from the mesh Mmh to the mesh Mnh is given by the prolongation operator
Pnhmh,p. The semi-coarsening h-multigrid smoother HS
i
nh,p is defined in Algorithm 4. The
smoother in the coordinate direction i is indicated with Sinh,p.
Various multigrid algorithms can be obtained by simplifying the hp-MGS algorithm given by
Algorithms 2–4. The first simplification is obtained by replacing in the HPnh,p algorithm
for polynomial levels p > 1 the h-MGS-multigrid smoother HUnh,p with the smoothers
S2nh,pS
1
nh,p in the pre-smoothing step and S
1
nh,pS
2
nh,p in the post-smoothing step. We denote
this algorithm as the hp-MGS(1) algorithm, since the h-MGS algorithm is now only used at
the p = 1 level. The second simplification is to use only uniformly coarsened meshes in the
hp-MGS(1) algorithm instead of semi-coarsened meshes. In addition, the semi-coarsening
smoothers HSinh,p in the HUnh,p algorithm are replaced by the smoothers S
i
nh,p for i = 1, 2.
We denote this algorithm as hp-multigrid.
2.3 Runge-Kutta type multigrid smoothers
As multigrid smoothers we use in Algorithm 4 a pseudo-time integration method. In a
pseudo-time integration method the linear system
Lnh,pvnh,p = fnh,p, (2.3)
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Algorithm 3 h-MGS Multigrid Algorithm (HUnh,p)
vnh,p := HUnh,p(Lnh,p, fnh,p, vnh,p, n, p, ν1, ν2, µ1, µ2, µ3)
{
if coarsest uniformly coarsened mesh then
vnh,p := L
−1
nh,pfnh,p;
return
end if
// pre-smoothing using semi-coarsening multigrid
for it = 1, · · · , ν1 do
vnh,p := HS
1
nh,p(Lnh,p, fnh,p, vnh,p, 1, n, p, µ1, µ2, µ3);
vnh,p := HS
2
nh,p(Lnh,p, fnh,p, vnh,p, 2, n, p, µ1, µ2, µ3);
end for
// coarse grid solution
rnh,p := fnh,p − Lnh,pvnh,p;
f2nh,p := R
2nh
nh,prnh,p;
v2nh,p := 0;
v2nh,p := HUnh,p(L2nh,p, f2nh,p, v2nh,p, 2n, p, ν1, ν2, µ1, µ2, µ3);
// coarse grid correction
vnh,p := vnh,p + P
nh
2nh,pv2nh,p;
// post-smoothing using semi-coarsening multigrid
for it = 1, · · · , ν2 do
vnh,p := HS
2
nh,p(Lnh,p, fnh,p, vnh,p, 2, n, p, µ1, µ2, µ3);
vnh,p := HS
1
nh,p(Lnh,p, fnh,p, vnh,p, 1, n, p, µ1, µ2, µ3);
end for
}
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Algorithm 4 Semi-coarsening Multigrid Algorithm (HSinh,p)
vnh,p := HS
i
nh,p(Lnh,p, fnh,p, vnh,p, i, n, p, µ1, µ2, µ3)
{
if (i == 1 and coarsest mesh in i1-direction) or (i == 2 and coarsest mesh in i2-direction)
then
for it = 1, · · · , µ3 do
vnh,p := S
i
nh,p(Lnh,p, fnh,p, vnh,p);
end for
return
end if
// pre-smoothing
for it = 1, · · · , µ1 do
vnh,p := S
i
nh,p(Lnh,p, fnh,p, vnh,p);
end for
// coarse grid solution on semi-coarsened meshes
rnh,p := fnh,p − Lnh,pvnh,p;
if (i == 1) then
// semi-coarsening in i1-direction
f(2n1,n2)h,p := R
(2n1,n2)h
nh,p rnh,p;
v(2n1,n2)h,p := 0;
v(2n1,n2)h,p := HS
1
nh,p(L(2n1,n2)h,p, f(2n1,n2)h,p, v(2n1,n2)h,p, i, (2n1, n2), p,
µ1, µ2, µ3);
vnh,p := vnh,p + P
nh
(2n1,n2)h,p
v(2n1,n2)h,p;
else if (i == 2) then
// semi-coarsening in i2-direction
f(n1,2n2)h,p := R
(n1,2n2)h
nh,p rnh,p;
v(n1,2n2)h,p := 0;
v(n1,2n2)h,p := HS
2
nh,p(L(n1,2n2)h,p, f(n1,2n2)h,p, v(n1,2n2)h,p, i, (n1, 2n2), p,
µ1, µ2, µ3);
vnh,p := vnh,p + P
nh
(n1,2n2)h,p
v(n1,2n2)h,p;
end if
// post-smoothing
for it = 1, · · · , µ2 do
vnh,p := S
i
nh,p(Lnh,p, fnh,p, vnh,p);
end for
}
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is solved by adding a pseudo-time derivative. This results in a system of ordinary differential
equations
∂v∗nh,p
∂σ
= − 14t (Lnh,pv
∗
nh,p − fnh,p), (2.4)
which is integrated to steady-state in pseudo-time. At steady state, vnh,p = v
∗
nh,p. Note,
for nonlinear problems this system is obtained after linearization. The matrix Lnh,p is then
the Jacobian of the nonlinear algebraic system. The hp-MGS algorithm therefore naturally
combines with a Newton multigrid method for nonlinear problems.
Since the goal of the pseudo-time integration is to reach steady state as efficiently as possible,
time accuracy is not important. This allows the use of low order time integration meth-
ods, which can be optimized to improve multigrid convergence to steady state. In [6, 13]
optimized explicit pseudo-time Runge-Kutta methods are presented, which are used for the
solution of second order accurate space-time DG discretizations of the compressible Euler
and Navier-Stokes equations [8, 13]. An important benefit of these explicit pseudo-time
smoothers is that they can be directly applied to nonlinear problems without linearization.
For higher order accurate DG discretizations, in particular for problems with thin boundary
layers, the performance of these smoothers is, however, insufficient. This motivated the
development of a semi-implicit Runge-Kutta pseudo-time integration method, which will be
discussed in the next section.
Semi-Implicit Runge-Kutta smoother
The system of ordinary differential equations (2.4) can be solved using a five-stage semi-
implicit Runge-Kutta method. In the semi-implicit Runge-Kutta method we use the fact
that the hp-MGS algorithm uses semi-coarsening in the local i1- and i2-directions of each
element. This makes it a natural choice to use a Runge-Kutta pseudo-time integrator which
is implicit in the local directions used for the semi-coarsening. Also, the space-(time) DG
discretization uses, next to data on the element itself, only data from elements connected to
each of its faces. This results in a linear system with a block matrix structure. It is therefore
straightforward to use a Runge-Kutta pseudo-time integrator which is alternating implicit
in the local i1 and i2-direction. The linear system then consists of uncoupled systems
of block tridiagonal matrices, which can be efficiently solved with a direct method. The
semi-implicit pseudo-time integration method then can efficiently deal with highly stretched
meshes in boundary layers. For this purpose we split the matrix Lnh,p, when sweeping in
the i1-direction, as
Lnh,p = L
i11
nh,p + L
i12
nh,p,
and for sweeps in the i2-direction as
Lnh,p = L
i21
nh,p + L
i22
nh,p.
The matrices Li11nh,p and L
i21
nh,p contain the contribution from the element itself and the
elements connected to each face in the i1-direction, respectively, i2-direction, which are
treated implicitly. The matrices Li12nh,p and L
i22
nh,p contain the contribution from each face
in the i2-direction, respectively, i1-direction, which are treated explicitly. Since the DG
discretization only uses information from nearest neighboring elements this provides a very
natural way to define the lines along which the discretization is implicit. The semi-implicit
Runge-Kutta method for sweeps in the i1-direction then can be defined for the l+ 1 pseudo-
11
time step as
v0 = v
l
nh,p
vk =
(
Inh,p + βkλσL
i11
nh,p
)−1(
v0 − λσ
k−1∑
j=0
αkj(L
i12
nh,pvj − fnh,p)
)
,
k = 1, · · · , 5,
vl+1nh,p = S
i
nh,pv
l
nh,p = v5,
(2.5)
with a similar relation for sweeps in the i2-direction, where i11 is replaced by i21 and i12
with i22. Here, αkj are the Runge-Kutta coefficients, βk =
∑k−1
j=0 αkj for k = 1, · · · 5, λσ =
4σ/4t, with 4σ the pseudo-time step. At steady state of the σ-pseudo-time integration
we obtain the solution of the linear system (2.3). The coefficients βk ensure that the semi-
implicit Runge-Kutta operator is the identity operator if vlnh,p is the exact steady state
solution of (2.4). Without this condition the pseudo-time integration method would not
converge to a steady state. The only requirement we impose on the Runge-Kutta coefficients
αkj is that the algorithm is first order accurate in pseudo-time, which implies the consistency
condition
4∑
j=0
α5j = 1.
For each polynomial level all other Runge-Kutta coefficients can be optimized to improve the
pseudo-time convergence in combination with the hp-MGS algorithm. For the computation
of the multigrid error transformation operator we define the semi-implicit Runge-Kutta
operator Q1nh,p recursively for sweeps in the i1-direction as
Q0 = Inh,p
Qk =
(
Inh,p + βkλσL
i11
nh,p
)−1(
Inh,p − λσ
k−1∑
j=0
αkjL
i12
nh,pQj
)
, k = 1, · · · , 5,
Q1nh,p = Q5,
(2.6)
with a similar expression for Q2nh,p in the i2-direction, only with i11 and i12 replaced by,
respectively, i21 and i22.
Point-Implicit Runge-Kutta smoother
A second approach to solve the system of ordinary differential equations (2.4) is provided
by a five-stage Point-Implicit Runge-Kutta (PIRK) method.
v0 = v
l
nh,p
vk =
(
v0 − λσ
k−1∑
j=0
βkjvj − λσ
k−1∑
j=0
αkj
(
Lnh,pvj − fnh,p
))
/(1 + λσβkk),
k = 1, · · · , 5, (2.7)
vl+1nh,p = v5,
with Runge-Kutta coefficients αkj and βkj , λσ = 4σ/4t, and 4σ the pseudo-time step. At
steady state of the pseudo-time integration we obtain the solution of the linear system (2.3).
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The coefficients βkj must satisfy the conditions
∑k
j=0 βkj = 0 and βkk > 0 for k = 1, · · · , 5.
The only requirement we impose on the Runge-Kutta coefficients αkj is that the algorithm
is first order accurate in pseudo-time, which implies the consistency condition
4∑
j=0
α5j = 1.
All other Runge-Kutta coefficients can be optimized to improve the pseudo-time convergence
in combination with the multigrid algorithm. For the computation of the multigrid error
transformation operator discussed in Chapter 3, we also define the point-implicit Runge-
Kutta operator Pnh,p recursively as
P0 = Inh,p
Pk =
(
Inh,p − λσ
k−1∑
j=0
(
βkj + αkjLnh,p
)
Pj
)
/(1 + βkkλσ), k = 1, · · · , 5,
Pnh,p = P5. (2.8)
2.4 Multigrid algorithms for nonlinear systems
For nonlinear problems we can not directly use the algorithms discussed in Sections 2.1 and
2.2. Two main approaches exist to deal with nonlinear algebraic equations in a multigrid
context, viz. the Newton multigrid method and the Full Approximation Scheme (FAS). In
the next two sections we will summarize both algorithms.
Consider the nonlinear system of algebraic equations, obtained for instance by discretizing
a system of nonlinear partial differential equations on the mesh Mh,
Nhvh = fh (2.9)
with Nh the nonlinear operator and fh a given righthand side. Assume that wh is an
approximation to the exact solution vh. We define then the error eh = vh − wh and the
residual rh = fh −Nhwh. Subtracting Nhwh from both sides of (2.9) yields
Nhvh −Nhwh = rh (2.10)
Note, since Nh is nonlinear we have Nh(vh − wh) 6= rh. Hence we can not determine the
error from linear equations using various meshes in a multigrid algorithm. In order to solve
(2.9) we can first (approximately) linearize the equations using a Newton method or use a
Picard iteration. The resulting linear algebraic equations then can be solved with a linear
multigrid method. In the FAS method, discussed in Section 2.4.2, (2.10) is used as starting
point for the derivation of the multigrid algorithm.
2.4.1 Newton multigrid method
The Newton multigrid method is based on Newton’s method. Consider the scalar equation
F (x) = 0. Newton’s method is obtained by expanding F (x) in a Taylor series around the
point y and truncating at the quadratic term results in
F (x) = F (y) + (x− y)F ′(y) + 1
2
(x− y)2F ′′(ξ)
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for some ξ in between x and y. Newton’s method results then in the following iteration
method. Given an initial guess x0, the solution xj in iteration j is then obtained through
xj+1 = xj − F (xj)
F ′(xj)
with j ∈ N.
The extension of the Taylor expansion to a system of n nonlinear equations is given by
Nh(wh + eh) = Nhwh + Jh(wh)eh + higher order terms
with eh = vh − wh and the Jacobian matrix defined as
Jh(wh) =

∂Nh1
∂wh1
· · · ∂Nh1∂whn
...
. . .
...
∂Nhn
∂wh1
· · · ∂Nhn∂whn

and wh = (wh1, · · · , whn) and Nh = (Nh1, · · · , Nhn). Neglecting quadratic terms we obtain,
using (2.9) and the definition of eh,
Jh(wh)eh = Nh(wh + eh)−Nhwh
= Nhvh −Nhwh
= fh −Nhwh.
Newton’s method for nonlinear systems is then defined through the following iteration pro-
cess:
Given an initial guess w0h, the iterates w
j
h are then obtained from
wj+1h = w
j
h + J
−1
h (w
j
h)(fh −Nhwjh).
The Newton-multigrid algorithm is now obtained by combining the Newton method in an
outer iteration with the solution of the resulting linear system with a multigrid method
for linear problems. There are various modifications possible to this algorithm. In many
cases it is difficult to compute the Jacobian matrix Jh exactly using analytic methods or it
is computationally too expensive to compute an accurate Jacobian matrix either through
automatic differentiation or numerical approximation. Then it is more practical to approx-
imate the Jacobian matrix, e.g. by neglecting certain contributions. This results in an
approximate Newton method which generally converges slower but can be computationally
more efficient. The process of computing the Jacobian matrix can also be combined with the
iterative solution of the linear system using a Krylov method. Multigrid then can be used as
a preconditioner for the Krylov method. This results in the ”Jacobian free” method which
requires significantly less memory since the Jacobian matrix is not stored, only the vector
Jhwh. The success of this technique, however, strongly depends on the preconditioner for
the Krylov method, which is generally a nontrivial task.
2.4.2 Full approximation scheme
The Full Approximation Scheme (FAS) directly considers the nonlinear algebraic equations.
We first consider the FAS algorithm for two mesh levels. Given a numerical approximation
wjh of (2.9) on the fine mesh Mh. This solution satisfies the nonlinear equation
Nh(w
j
h + e
j
h) = fh, (2.11)
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with ejh = vh − wjh. Restrict (2.11) now to the next coarser mesh M2h and use (2.10) to
obtain
N2h(w
j
2h + e
j
2h)−N2hwj2h = rj2h.
The coarse grid residual is obtained by restricting the fine grid residual rjh toM2h, resulting
in
rj2h = R¯
2h
h r
j
h = R¯
2h
h (fh −Nhwjh).
Also, the coarse grid solution wj2h is obtained by restriction of the fine grid solution
wj2h = R
2h
h w
j
h.
Note, the restriction operators R2hh and R¯
2h
h do not necessarily have to be the same operators.
The coarse grid equation can now be expressed as
N2h(R
2h
h w
j
h + e
j
2h︸ ︷︷ ︸
vj2h
) = N2h(R
2h
h w
j
h) + R¯
2h
h (fh −Nhwjh)︸ ︷︷ ︸
fj2h
,
where the right hand side is known. Assume we can obtain an accurate (approximate)
solution to the equation
N2hv
j
2h = f
j
2h
e.g. with a Newton method, then we can define the error at mesh M2h as
ej2h = v
j
2h −R2hh wjh.
The error ej2h can now be interpolated to the meshMh using the prolongation operator Ph2h
and used to correct the numerical solution on the mesh Mh
wj+1h = w
j
h + P
h
2he
j
2h
= wjh + P
h
2h(v
j
2h −R2hh wjh)
If Nh is a linear operator then the algorithm reduces to the multigrid algorithm discussed
in Section 2.1.
The multilevel FAS algorithm is defined in Algorithm 5. As smoothers in the function SMnh
in Algorithm 5 one can for instance use a nonlinear Gauss-Seidel relaxation method or the
point implicit Runge-Kutta time integration method discussed in Section 2.3.
2.5 Full multigrid method
Both the Newton and FAS multigrid methods require an initial condition to start the al-
gorithm. If this solution is not sufficiently close to the exact solution then the multigrid
algorithm can diverge. In addition, a solution which is closer to the exact solution makes
the assumptions in the Newton and FAS algorithm more realistic and can significantly im-
prove the efficiency of the solver. The Full Multigrid Method (FMG) provides a good initial
solution by starting the Newton and FAS multigrid algorithms on the coarsest mesh and
in case of a higher order accurate discretization also for the lowest possible discretization
order. After a reasonable reduction of the initial residual is obtained then the solution is
interpolated to the next mesh level
wnh = P˜
nh
mhwmh, with 1 ≤ n < m ≤ Nc
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Algorithm 5 Standard h-Multigrid FAS Algorithm (FASnh)
vnh := FASnh(Nnh, fnh, vnh, n, ν1, ν2, γ)
{
if coarsest mesh then
vnh := N
−1
nh fnh;
return
end if
// pre-smoothing with nonlinear smoother SMnh
for it = 1, · · · , ν1 do
vnh := SMnh(vnh, fnh);
end for
// coarse grid solution
rnh := fnh −Nnhvnh;
v2nh := R
2nh
nh vnh;
f2nh := N2nhv2nh + R¯
2nh
nh rnh;
for ic = 1, · · · , γ do
v2nh := FASnh(N2nh, f2nh, v2nh, 2n, ν1, ν2, γ);
end for
//coarse grid correction
vnh := vnh + P
nh
2nh(v2nh −R2nhh vnh);
// post-smoothing with nonlinear smoother SMnh
for it = 1, · · · , ν2 do
vnh := SMnh(vnh, fnh);
end for
}
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The interpolation operator P˜nhmh should be of sufficiently high order and not generate un-
necessary high frequency errors. If m < Nc then at each level the FMG procedure can of
course be combined with a Newton-multigrid or FAS multigrid method on the mesh levels
which already have an initial solution.
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Chapter 3
Multigrid Error Transformation
Operators
3.1 h-Multigrid error transformation operator
In order to understand the performance of the h-multigrid algorithm, defined in Algorithm
1, we need the multigrid error transformation operator. This operator shows how much the
error in the iterative solution of the algebraic system (2.1) is reduced by one full multigrid
cycle. Given an initial guess v0nh of the linear system (2.1) at grid level n then the initial
error is equal to
e0nh = unh − v0nh,
with unh the exact solution of (2.2). The multigrid error after application of the h-multigrid
algorithm is then equal to
e1nh = unh − v1nh,
with v1nh = Hnh(Lnh, fnh, v
0
nh, n, ν1, ν2, γ). The initial and multigrid error at grid level n are
related through the multigrid error transformation operator
e1nh = Mnhe
0
nh.
We will now derive a recursive expression for the multigrid error transformation operator
Mnh.
1. At the coarsest mesh MNh we solve (2.2) exactly, hence the error at this level is zero
and MNh is the null operator.
2. At grid level n the error after l pre-smoothing iterations is defined as
σlnh = unh − vlnh, l = 0, 1, · · · , ν1,
with σ0nh = e
0
nh. In the pre-smoothing step the numerical solution is updated as
vl+1nh = v
l
nh − Snh(Lnhvlnh − fnh), l = 0, 1, · · · , ν1 − 1. (3.1)
Subtracting (3.1) from unh and using Lnhunh = fnh we obtain
σl+1nh = σ
l
nh − SnhLnhσlnh, l = 0, 1, · · · , ν1 − 1.
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After ν1 pre-smoothing steps the error then is equal to
σν1nh = S
ν1
nhe
0
nh, (3.2)
with Snh = Inh − SnhLnh and Inh the identity operator at grid level n.
3. For the coarse grid solution at grid level m > n, we first compute the restriction of
the residual
rmh = R
mh
nh (fnh − Lnhvν1nh)
= Rmhnh (Lnhunh − Lnhvν1nh)
= Rmhnh Lnhσ
ν1
nh.
At the grid level m we need to solve now
Lmhz
∗
mh = rmh, (3.3)
which has the exact solution
z∗mh = L
−1
mhrmh
= L−1mhR
mh
nh Lnh σ
ν1
nh. (3.4)
4. The linear system (3.3) at the coarse grid level m is also solved iteratively using the
multigrid algorithm. We start with the initial guess z0mh = 0, hence the initial error is
δ0mh = z
∗
mh − z0mh = z∗mh. After γ applications of the h-multigrid algorithm the error
in the multigrid solution zγmh is reduced to
δγmh = M
γ
mhz
∗
mh,
hence
zγmh = z
∗
mh − δγmh
= (Imh −Mγmh) z∗mh, (3.5)
with Imh the identity operator at grid level m.
5. The solution after the coarse grid correction is denoted as
y0nh = v
ν1
nh + P
nh
mhz
γ
mh. (3.6)
After l post-smoothing steps this solution is updated to ylnh, l = 0, 1, · · · , ν2, and the
multigrid error is equal to ρlnh = unh−ylnh. Then using subsequently (3.6), (3.5), (3.4)
and (3.2) we obtain
ρ0nh = unh − y0nh
= unh − vν1nh − Pnhmhzγmh
= σν1nh − Pnhmh (Imh −Mγmh) z∗mh
=
(
Inh − Pnhmh (Imh −Mγmh)L−1mhRmhnh Lnh
)
σν1nh
=
(
Inh − Pnhmh (Imh −Mγmh)L−1mhRmhnh Lnh
)
Sν1nhe
0
nh.
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6. Finally, due to the post-smoothing step the error ρ0nh is modified using (3.2) into
ρν2nh = S
ν2
nhρ
0
nh.
Combining all steps we obtain a recursive expression for the multigrid error transfor-
mation operator at grid level n
Mnh = S
ν2
nh
(
Inh − Pnhmh (Imh −Mγmh)L−1mhRmhnh Lnh
)
Sν1nh.
For two grid levels (n = 1,m = 2) with uniform mesh coarsening the multigrid error trans-
formation operator is equal to
M2gh = S
ν2
h
(
Ih − Ph2hL−12hR2hh Lh
)
Sν1h (3.7)
and for three grid levels (n = 1,m = 2) and (n = 2,m = 4) with uniform mesh coarsening
we obtain
M3gh = S
ν2
h
(
Ih − Ph2h (I2h −Mγ2h)L−12hR2hh Lh
)
Sν1h (3.8)
with
M2h = S
ν2
2h
(
I2h − P 2h4hL−14hR4h2hL2h
)
Sν12h. (3.9)
The two-level and three-level multigrid error transformation operators will be studied in
detail in Chapter 4 using discrete Fourier analysis.
3.2 hp-MGS Multigrid error transformation operator
In this section we analyze the error after one application of the hp-MGS multigrid algorithm.
We assume that the linear system (2.1) is obtained from a finite element discretization of
a partial differential equation using polynomial basis functions of order p. We define the
initial error in the solution of the algebraic system on the grid Mnh as
e0nh,p = unh,p − v0nh,p.
Here, unh,p is the exact solution of the algebraic system
Lnh,punh,p = fnh,p,
and v0nh,p the initial guess used in the multigrid algorithm. Similarly, the error after one
application of the multigrid algorithm is defined as
e1nh,p = unh,p − v1nh,p,
with v1nh,p = HPnh,pv
0
nh,p. The operator HPnh,p denotes the action of the hp-multigrid
algorithm defined in Algorithm 2. The initial and multigrid error are related through the
hp-MGS error transformation operator
e1nh,p = Mnh,pe
0
nh,p.
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The error transformation operator of the hp-MGS multigrid algorithm is obtained by com-
puting the error transformation operators of Algorithms 2-4 defined in Section 2.2 and the
pseudo-time smoothers defined in Section 2.3.
1. p-multigrid step. At the lowest polynomial order, which we set equal to p = 1, the
multigrid solution is equal to
v1nh,1 = HUnh,1v
0
nh,1.
The h-multigrid operator HUnh,p, defined in Algorithm 3, must satisfy the consistency
condition
unh,p = HUnh,punh,p,
hence the multigrid error at the lowest polynomial level is equal to
e1nh,1 = unh,1 −HUnh,1v0nh,1
= HUnh,1(unh,1 − v0nh,1)
= HUnh,1e
0
nh,1.
For p = 1 the multigrid error transformation operator then is equal
Mnh,1 = HUnh,1.
For polynomial orders p > 1, the hp-multigrid algorithm starts with γ1 pre-smoothing
steps using the HUnh,p algorithm. The error after l pre-smoothing steps is defined as
σlnh,p = unh,p − vlnh,p, l = 0, 1, · · · , γ1,
with σ0nh,p = e
0
nh,p. During the pre-smoothing step the multigrid solution v
0
nh,p is
updated as
vlnh,p = (HUnh,p)
lv0nh,p, l = 0, 1, · · · , γ1 − 1.
After l + 1 pre-smoothing steps the error then is equal to
σl+1nh,p = unh,p − vl+1nh,p
= HUnh,punh,p −HUnh,pvlnh,p
= HUnh,pσ
l
nh,p
= (HUnh,p)
l+1e0nh,p,
hence σγ1nh,p = (HUnh,p)
γ1e0nh,p. For the correction from the lower order polynomial
discretization we first compute the residual and project this to the lower order poly-
nomial space
fnh,p−1 = Q
p−1
nh,p(fnh,p − Lnh,pvγ1nh,p)
= Qp−1nh,p(Lnh,punh,p − Lnh,pvγ1nh,p)
= Qp−1nh,pLnh,pσ
γ1
nh,p.
At the polynomial level p− 1 we need to solve now
Lnh,p−1z∗nh,p−1 = fnh,p−1 (3.10)
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which has the exact solution
z∗nh,p−1 = (Lnh,p−1)
−1fnh,p−1
= (Lnh,p−1)−1Q
p−1
nh,pLnh,pσ
γ1
nh,p.
We use the p-multigrid algorithm with p − 1 polynomials to solve the system (3.10).
Set z0nh,p−1 = 0. The initial error at polynomial level p− 1 is then
δ0nh,p−1 = z
∗
nh,p−1 − z0nh,p−1 = z∗nh,p−1.
After one step of the HPnh,p-multigrid algorithm at the polynomial level p − 1 the
error is reduced to
δ1nh,p−1 = Mnh,p−1δ
0
nh,p−1
= Mnh,p−1z∗nh,p−1
We also have δ1nh,p−1 = z
∗
nh,p−1 − z1nh,p−1, hence
z1nh,p−1 = z
∗
nh,p−1 − δ1nh,p−1
= z∗nh,p−1 −Mnh,p−1z∗nh,p−1
= (Inh,p−1 −Mnh,p−1)z∗nh,p−1,
with Inh,p−1 the identity operator for polynomial level p − 1. The solution after the
correction with the lower order polynomial solution is equal to
y0nh,p = v
γ1
nh,p + T
p
nh,p−1z
1
nh,p−1.
After l post-smoothing iterations with the HUnh,p algorithm this solution is updated
to ylnh,p, and the multigrid error is equal to
ρlnh,p = unh,p − ylnh,p, l = 0, 1, · · · , γ2.
This error can be further evaluated into
ρ0nh,p = unh,p − y0nh,p
= unh,p − vγ1nh,p − T pnh,p−1z1nh,p−1
= σγ1nh,p − T pnh,p−1(Inh,p−1 −Mnh,p−1)z∗nh,p−1
= σγ1nh,p − T pnh,p−1(Inh,p−1 −Mnh,p−1)(Lnh,p−1)−1Qp−1nh,pLnh,pσγ1nh,p.
The post-processing error is analogous to the pre-processing error
ργ2nh,p = (HUnh,p)
γ2ρ0nh,p.
Combining all terms we obtain that the error after one step on the mesh Mnh with
the HPnh,p-multigrid algorithm is equal to
e1nh,p = σ
γ2
nh,p(Inh,p − T pnh,p−1(Inh,p−1 −Mnh,p−1)(Lnh,p−1)−1Qp−1nh,pLnh,p)σγ1h,p
= (HUnh,p)
γ2(Inh,p − T pnh,p−1(Inh,p−1 −Mnh,p−1)(Lnh,p−1)−1Qp−1nh,pLnh,p)
(HUnh,p)
γ1e0nh,p.
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The hp-MGS multigrid error transformation operator Mnh,p on the mesh Mnh is
defined recursively as
Mnh,p =
(
HUnh,p
)γ2(
Inh,p − T pnh,p−1(Inh,p−1 −Mnh,p−1)(Lnh,p−1)−1
Qp−1nh,pLnh,p
)(
HUnh,p
)γ1
if p > 1, (3.11)
= HUnh,1 if p = 1.
2. h-multigrid step. In the h-multigrid step we first compute the error reduction using
the HUnh,p-multigrid algorithm. Given the initial solution v
0
nh,p the initial error is
equal to
e0nh,p = unh,p − v0nh,p.
The error after ν1 HUnh,p-multigrid steps at the grid level n then is equal to
σν1nh,p = (HUnh,p)
ν1e0nh,p.
At the coarsest mesh with n = N we use an exact solver and
vN,p = (LNh,p)
−1fNh,p.
The error is then equal to
e1Nh,p = uNh,p − (LNh,p)−1fNh,p = 0,
and we obtain that HUNh,p = 0.
At the finer meshes with n ≤ N , with ni < Ni for some i, we set w0nh,p = v0nh,p.
Define the error after l semi-coarsening smoother steps, in respectively the local i1
and i2-direction, as
τ lnh,p = unh,p − wlnh,p, l = 0, 1, · · · , ν1,
with τ0nh,p = e
0
nh,p. After one semi-coarsening smoothing step in, respectively, the
local i1- and i2-direction, we obtain the multigrid solution
w1nh,p = HS
2
nh,pHS
1
nh,pw
0
nh,p.
If we apply the semi-coarsening smoothers now ν1-times then the initial solution w
0
nh,p
becomes equal to
wν1nh,p = (HS
2
nh,pHS
1
nh,p)
ν1w0nh,p.
Using the consistency of the semi-coarsening smoothers HSinh,p, with i = 1, 2, we can
now express the error after l + 1 smoother steps as
τ l+1nh,p = unh,p −HS2nh,pHS1nh,pwlnh,p
= HS2nh,pHS
1
nh,punh,p −HS2nh,pHS1nh,pwlnh,p
= HS2nh,pHS
1
nh,pτ
l
nh,p
= (HS2nh,pHS
1
nh,p)
l+1τ0nh,p,
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hence τν1nh,p = (HS
2
nh,pHS
1
nh,p)
ν1e0nh,p. The correction from the coarse mesh with level
2n is obtained by first restricting the residual to this level
f2nh,p = R
2nh
nh,p(fnh,p − Lnh,pwν1nh,p)
= R2nhnh,p(Lnh,punh,p − Lnh,pwν1nh,p)
= R2nhnh,pLnh,p τ
ν1
nh,p.
At the coarse mesh with level 2n we need to solve
L2nh,px
∗
2nh,p = f2nh,p (3.12)
which results in
x∗2nh,p = (L2nh,p)
−1f2nh,p
= (L2nh,p)
−1R2nhnh,pLnh,p τ
ν1
nh,p.
We use the h-multigrid algorithm with initial solution x02nh,p = 0 to solve the linear
system (3.12). The initial error is then µ02nh,p = x
∗
2nh,p − x02nh,p = x∗2nh,p. After one
step of the h-multigrid algorithm we obtain
µ12nh,p = HU2nh,pµ
0
2nh,p
= HU2nh,px
∗
2nh,p.
We also have µ12nh,p = x
∗
2nh,p − x12nh,p, thus
x12nh,p = x
∗
2nh,p − µ12nh,p
= x∗2nh,p −HU2nh,px∗2nh,p
= (I2nh,p −HU2nh,p)x∗2nh,p.
The solution after the coarse grid correction is now equal to
t0nh,p = w
ν1
nh,p + P
nh,p
2nh,px
1
2nh,p
After ν2 post-smoothing iterations the solution is updated to t
l
nh,p, l = 0, 1, · · · , ν2−1,
and the multigrid error is equal to
βlnh,p = unh,p − tlnh,p, l = 0, 1, · · · , ν2.
The multigrid error can now be expressed as
β0nh,p = unh,p − t0nh,p
= unh,p − wν1nh,p − Pnh,p2nh,px12nh,p
= τν1nh,p − Pnh,p2nh,p(I2nh,p −HU2nh,p)x∗2nh,p
= τν1nh,p − Pnh,p2nh,p(I2nh,p −HU2nh,p)(L2nh,p)−1R2nh,pnh,p Lnh,pτν1nh,p.
The post-smoothing step is analogous to the pre-smoothing step. Combining now the
various contributions we obtain
e1nh,p = HUnh,pe
0
nh,p
= (HS1nh,pHS
2
nh,p)
ν2(Inh,p − Pnh,p2nh,p(I2nh,p −HU2nh,p)(L2nh,p)−1
R2nh,pnh,p Lnh,p)(HS
2
nh,pHS
1
nh,p)
ν1e0nh,p.
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The h-MGS error transformation operator HUnh,p can now be defined as
HUnh,p =
(
HS1nh,pHS
2
nh,p
)ν2(
Inh,p − Pnh2nh,p(I2nh,p −HU2nh,p)
(L2nh,p)
−1R2nhnh,pLnh,p
)
(HS2nh,pHS
1
nh,p
)ν1
, if n < m, (3.13)
= 0, if n = m. (3.14)
The HUnh,p error transformation operator given by (3.13)-(3.14) can also be used to
obtain the semi-coarsening error transformation operators HS1nh,p and HS
2
nh,p, which
are equal to
HS1nh,p =
(
S1nh,p
)µ2(
Inh,p − Pnh(2n1,n2)h,p(I(2n1,n2)h,p −HS1(2n1,n2)h,p)
(L(2n1,n2)h,p)
−1R(2n1,n2)hnh,p Lnh,p
)(
S1nh,p
)µ1
, if n < m,
= Inh,p −
(
S1nh,p
)µ3
, if n = m,
HS2nh,p =
(
S2nh,p
)µ2(
Inh,p − Pnh(n1,2n2)h,p(I(n1,2n2)h,p −HS2(n1,2n2)h,p)
(L(n1,2n2)h,p)
−1R(n1,2n2)hnh,p Lnh,p
)(
S2nh,p
)µ1
, if n < m,
= Inh,p −
(
S2nh,p
)µ3
, if n = m,
where we used that at the coarsest level µ3 smoother iterations are performed.
3. Multigrid smoothers. The pseudo-time integrators solve the linear system
Lnh,pwnh,p = fnh,p. (3.15)
We define the error after the lth and l + 1st pseudo-time integration step as
e0nh,p = wnh,p − wlnh,p
e1nh,p = wnh,p − wl+1nh,p.
We also define the error in each Runge-Kutta stage
e¯i = wnh,p − wi,
with e¯0 = e
0
nh,p.
(a) Semi-Implicit Runge-Kutta pseudo-time integrator. This pseudo-time integrator
solves at steady state the linear system (3.15). Using (3.15) the semi-implicit
Runge-Kutta method (2.5) for the local i1 direction can be transformed into
(Inh,p + βkλσL
i11
nh,p)wk = w0 − λσ
k−1∑
j=0
αkj(L
i12
nh,pwj − Lnh,pwnh,p),
k = 1, · · · , 5,
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with w0 = w
l
nh,p. This relation can be further evaluated into
wnh,p − wk = wnh,p − w0 + βkλσLi11nh,pwk
+ λσ
k−1∑
j=0
αkj(L
i12
nh,pwj − Lnh,pwnh,p)
= wnh,p − w0 − λσ
k−1∑
j=0
αkjL
i11
nh,p(wnh,p − wk)
− λσ
k−1∑
j=0
αkjL
i12
nh,p(wnh,p − wj), k = 1, · · · , 5.
The error after one semi-implicit Runge-Kutta step can now be defined recursively
as
e¯0 = e
0
nh,p
e¯k = (Inh,p + λσβkL
i11
nh,p)
−1
(
e¯0 − λσ
k−1∑
j=0
αkjL
i12
nh,pe¯j
)
, k = 1, · · · , 5,
e1nh,p = e¯5 = Qnh,pe
0
nh,p.
(b) Point-Implicit Runge-Kutta pseudo-time integrator. Using (3.15) we can trans-
form the point-implicit Runge-Kutta method (2.7) into
(1 + λσβkk)wk = w0 − λσ
k−1∑
j=0
(
βkjwj + αkjLnh,p(wj − wnh,p)
)
,
k = 1, · · · , 5,
with w0 = w
l
nh,p. This relation can be further evaluated into
wnh,p − wk = wnh,p − w0 + λσ
k∑
j=0
βkjwj
+ λσ
k−1∑
j=0
αkjLnh,p(wj − wnh,p)
= wnh,p − w0 + λσ
k∑
j=0
βkj(wj − wnh,p)
+ λσ
k−1∑
j=0
αkjLnh,p(wj − wnh,p), i = 1, · · · , 5,
where we used in the second step that
∑k
j=0 βkj = 0, k = 1, · · · , 5. The error
after one point-implicit Runge-Kutta step can now be defined recursively as
e¯0 = e
0
nh,p
e¯k =
(
e¯0 − λσ
k−1∑
j=0
(
βkj e¯j + αkjLnh,pe¯j
)
/(1 + λσβkk), k = 1, · · · , 5,
e1nh,p = e¯5 = Pnh,pe
0
nh,p.
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Chapter 4
Fourier Analysis of Discrete
Operators
4.1 Introduction
In this chapter we will analyze in detail the two- and three-level error transformation oper-
ators derived in Section 3.1. We will also analyze the error transformation operator of the
hp-MGS algorithm, which was derived in Section 3.2. The analysis closely follows Brandt
[1] and Wienands and Joppich [17], see also Hackbusch [3], Hackbusch and Trottenberg [4],
Trottenberg et al. [11] and Wesseling [16]. The analysis will be general and includes both
uniformly coarsened and semi-coarsened meshes. For the analysis of the two- and three-level
error transformation operators we will use discrete Fourier analysis. In this section we will
introduce some important definitions which will be used throughout this report.
Assume a finite mesh GNnh ⊂ Rd, with n,N ∈ Nd and h ∈ (R+)d, which is defined in Rd as
GNnh :=
{
x = (x1, · · · , xd) = (k1n1h1, · · · , kdndhd) | k ∈ GNn
}
,
with the index set GNn given by
GNn = {k ∈ Zd | −Ni/ni ≤ ki ≤ (Ni/ni)− 1, Ni/ni ∈ N, i = 1, · · · , d}. (4.1)
On GNnh we define for vnh, wnh : G
N
nh → C the scaled Euclidian inner product
(vnh, wnh)GNnh :=
( d∏
i=1
ni
2Ni
) ∑
x∈GNnh
vnh(x)wnh(x) (4.2)
and norm
‖vnh‖GNnh := (vnh, vnh)
1
2
GNnh
.
Here an overbar denotes the complex conjugate. We will also consider an infinite mesh
Gnh ⊂ Rd, which is defined as
Gnh :=
{
x = (x1, · · · , xd) = (k1n1h1, · · · , kdndhd) | k ∈ Zd
}
.
Similarly, on Gnh we define for vnh, wnh : Gnh → C the scaled Euclidian inner product as
(vnh, wnh)Gnh := lim
N→∞
1
(2N)d
(
Πdi=1ni
) ∑
x∈GNnh
vnh(x)wnh(x), (4.3)
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and the norm
‖vnh‖Gnh := (vnh, vnh)
1
2
Gnh
.
In R2 a uniform mesh with mesh sizes h = (h1, h2) can now be represented as Gh = G(h1,h2)
and a uniformly coarsened mesh as G2h = G(2h1,2h2). A mesh with semi-coarsening in the
x1-, respectively, x2-direction is represented as G(2h1,h2) and G(h1,2h2).
In the analysis we will also need the discrete `2 inner product and norm on Gnh, which are
defined for vnh, wnh : Gnh → C, respectively, as
(vnh, wnh)`2(Gnh) :=
∑
x∈Gnh
vnh(x)wnh(x) (4.4)
‖vnh‖`2(Gnh) := (vnh, vnh)
1
2
`2(Gnh)
.
We consider now on each of the meshes Gnh the following linear system
Lnhvnh(x) = fnh(x), x ∈ Gnh,
with Lnh the matrix resulting e.g. from a numerical discretization on the mesh Gnh of a
(system of) linear partial differential equations with constant coefficients and fnh the right
hand side. The linear system on the mesh Gnh is described using stencil notation
Lnhvnh(x) =
∑
k∈Jn
ln,kvnh(x+ knh), x ∈ Gnh, (4.5)
with stencil coefficients ln,k ∈ Rmk×mk and finite index sets Jn ⊂ Zd describing the stencil.
For instance, in two dimensions frequently a 9-point stencil is used with
Jn := {k = (k1, k2) | k1, k2 ∈ {−1, 0, 1}} .
The stencil of Lnh is then given by
[Lnh] =
 ln,−1,−1 ln,−1,0 ln,−1,1ln,0,−1 ln,0,0 ln,0,1
ln,1,−1 ln,1,0 ln,1,1
 .
In general the stencil coefficients ln,k are mk ×mk matrices, with mk ≥ 1.
On the infinite mesh Gnh ⊂ Rd, we define for x ∈ Gnh the continuous Fourier modes with
frequency θ = (θ1, · · · , θd) ∈ Πn, with Πn = [− pin1 , pin1 )× · · · × [− pind , pind ), as
φnh(nθ, x) := e
ınθ·x/(nh), (4.6)
where nθ · x/(nh) = θ1x1/h1 + · · · + θdxd/hd, h ∈ (R+)d and ı =
√−1. Note, the Fourier
modes are orthonormal with respect to the scaled Euclidian inner product on Gnh. For a
proof see Appendix A.
We define the space of bounded grid functions on the infinite mesh Gnh, with n ∈ Nd, as
F(Gnh) := {vnh | vnh : Gnh → C with ‖vnh‖Gnh <∞} .
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For each vnh ∈ F(Gnh), there exists a Fourier transformation, which is defined as
v̂nh(nθ) =
( d∏
k=1
nk
2pi
) ∑
x∈Gnh
vnh(x)e
−ınθ·x/(nh) θ ∈ Πn. (4.7)
The inverse Fourier transformation is given by
vnh(x) =
∫
θ∈Πn
v̂nh(nθ)e
ınθ·x/(nh)dθ, x ∈ Gnh. (4.8)
Hence vnh can be written as a linear combination of Fourier components, see e.g. Brandt
[1]. For more details see also Appendix A.
Due to aliasing, Fourier components with |θˆ| := max{n1|θ1|, · · · , nd|θd|} ≥ pi are not visible
on Gnh. For more details see Appendix A. These modes therefore coincide with e
ınθ·x/(nh),
where θ = θˆ (mod 2pi/n). Hence, the Fourier space
Fn(Gnh) := span {φh(θ, x) | θ ∈ Πn, x ∈ Gnh}
contains any bounded infinite grid function on Gnh. The norms of the fields vnh and v̂nh
are related through the Parseval identity∫
θ∈Πn
|v̂nh(nθ)|2dθ =
(
Πdl=1
nl
2pi
)
‖vnh‖2`2(Gnh), (4.9)
for a proof, see Appendix A.
On a finite domain with mesh GNnh, where at the domain boundaries periodic boundary
conditions are imposed, only a finite number of frequencies can be represented. Hence, for
every vnh ∈ Fn(GNnh) the discrete Fourier transformation is defined as
v̂nh(nθk) =
(
d∏
l=1
nl
2Nl
) ∑
x∈GNnh
vnh(x)e
−ınθk·x/(nh),
with θk = (θk1 , · · · , θkd), θkl = pikl/Nl, kl ∈ GNlnl . The inverse discrete Fourier transforma-
tion is given by
vnh(x) =
∑
k∈GNn
v̂nh(nθk)e
ınθk·x/(nh), x ∈ GNnh.
The results of the discrete Fourier analysis on the infinite mesh Gnh and the finite mesh
GNnh are equal for a periodic field at the frequencies θ = θk, with θk = pik/N , k ∈ GNn . This
equivalence will be used to find approximate results for the discrete Fourier analysis on the
infinite mesh Gnh, which generally results in eigenvalue problems which can not be solved
analytically.
4.2 Fourier symbols of grid operators
In this section we will derive the Fourier symbols of the basic multigrid operators, namely the
fine and coarse grid operators, and the restriction, prolongation and smoothing operators.
We will first consider the more general case of three level analysis, which relations can be
simplified if only two grid levels are used in the analysis. In order to simplify notation we
limit the discussion of the Fourier analysis to two dimensions.
29
4pi/4 pi/2 pi−pi
−pi/2
−pi/4
pi/4
pi/2
pi
−pi
−pi/2 −pi/4
θ1
θ2

•
•
•
◦

N N
N
H
H O
H
Figure 4.1: Aliasing of Fourier modes for uniform-coarsening. Modes with a black symbol
alias on the mesh G2h to the mode with equivalent open symbol in the domain [−pi/2, pi/2)2.
Modes in the domain [−pi/2, pi/2)2 \ [−pi/4, pi/4)2 alias on the mesh G4h to the mode in
[−pi/4, pi/4)2.
4.2.1 Aliasing of Fourier modes
In three-level analysis with uniform mesh coarsening 16 modes on the fine mesh G(h1,h2)
alias to four independent modes on the mesh G(2h1,2h2) and to one mode on the coarsest
mesh G(4h1,4h2), see Figure 4.1. We therefore introduce the Fourier harmonics F3h(θ), with
θ ∈ Π(4,4), as
F3h(θ) := span
{
φh(θ
α
β , x) | α ∈ α2, β ∈ β2
}
,
with
θ = θ0000 ∈ Π(4,4) := [−pi/4, pi/4)2,
θ00β = θ
00
00 − (β¯1 sign (θ1), β¯2 sign (θ2))pi,
θαβ := θ
00
β − (α¯1sign ((θ00β )1), α¯2 sign ((θ00β )2))pi, (4.10)
α2 = {(α¯1, α¯2) | α¯i ∈ {0, 1}, i = 1, 2},
β2 = {(β¯1, β¯2) | β¯i ∈ {0, 1
2
}, i = 1, 2}.
Next to uniform coarsening, the hp-MGS algorithm also uses semi-coarsening multigrid. In
this case the grid is coarsened in only one direction, which implies that four modes on the
fine mesh alias to two modes on the medium mesh, and to one mode on the coarsest mesh,
see Figures 4.2 and 4.3.
The aliasing relations for the Fourier modes on the different coarse meshes can be straight-
forwardly computed using the representation of the modes θαβ given by (4.10). For more
details, see Appendix A.5. First, assume the following mesh coarsenings Gh → Gnh, with
n ∈ {(2, 2), (2, 1), (1, 2)}, which includes both uniform and semi-coarsening. For x ∈ Gnh
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Figure 4.2: Aliasing of Fourier modes for semi-coarsening in the x1-direction. Modes with a
black symbol alias on the mesh G(2h1,h2) to the mode with an equivalent open symbol in the
domain [−pi/2, pi/2)×[−pi, pi). Modes in the domain θ ∈ ([−pi/2,−pi/4)∪[pi/4, pi/2))×[−pi, pi)
alias on the mesh G(4h1,h2) to the mode in [−pi/4, pi/4)× [−pi, pi) with the same value of θ2.
Fourier modes with frequency θαβ ∈ Π(1,1), with α ∈ α2, β ∈ β2, alias on the mesh Gnh to
modes with frequency θα
′
β ∈ Πn with
φh(θ
α
β , x) = φh(θ
α′
β , x)
= φnh(nθ
α′
β , x), θ
α′
β ∈ Πn, x ∈ Gnh,
and
α′ =

(0, 0) if n = (2, 2),
(0, α¯2) if n = (2, 1),
(α¯1, 0) if n = (1, 2).
(4.11)
Analogously, for the mesh coarsening Gnh → Gmh, with m ∈ {(4, 4), (4, 1), (1, 4)}, modes
with frequency θα
′
β ∈ Πn alias on the mesh Gmh to modes with frequency θα
′
β′ ∈ Πm as
φnh(nθ
α′
β , x) = φh(θ
α′
β′ , x)
= φmh(mθ
α′
β′ , x), θ
α′
β′ ∈ Πm, x ∈ Gmh,
with α′ and β′ given by
α′ = (0, 0), β′ = (0, 0), if m = (4, 4),
α′ = (0, α¯2), β′ = (0, β¯2) if m = (4, 1),
α′ = (α¯1, 0), β′ = (β¯1, 0) if m = (1, 4).
In order to unify the analysis of uniform and semi-coarsening multigrid we also use in the
semi-coarsening analysis the sixteen modes θαβ defined in (4.10) for uniform coarsening.
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Figure 4.3: Aliasing of Fourier modes for semi-coarsening in the x2-direction. Modes with a
black symbol alias on the mesh G(h1,2h2) to the mode with an equivalent open symbol in the
domain [−pi, pi)×[−pi/2, pi/2). Modes in the domain θ ∈ [−pi, pi)×([−pi/2,−pi/4)∪[pi/4, pi/2))
alias on the mesh G(h1,4h2) to the mode in [−pi, pi)× [−pi/4, pi/4) with the same value of θ1.
These modes are, however, subdivided into four independent groups. On the coarser meshes
there is no aliasing between modes in different groups, only between modes in the same
group.
For the three-level Fourier analysis of semi-coarsening in the x1-direction we subdivide the
Fourier harmonics with frequencies θαβ , α ∈ α2, β ∈ β2, on the mesh G(h1,h2) into the groups
α1(2,1) = {(0, 0), (1, 0)} → γ1(2,1) = (0, 0),
α2(2,1) = {(1, 1), (0, 1)} → γ2(2,1) = (0, 1),
β1(2,1) = {(0, 0), (
1
2
, 0)} → δ1(2,1) = (0, 0),
β2(2,1) = {(
1
2
,
1
2
), (0,
1
2
)} → δ2(2,1) = (0,
1
2
),
where also the index of the mode to which each group of modes aliases on the next coarser
mesh level is indicated with an arrow, see also Figure 4.2. For example the modes with index
in the group α1(2,1), viz. (0, 0) and (1, 0), both alias to the mode γ
1
(2,1) = (0, 0). Analogously,
for three-level Fourier analysis of semi-coarsening in the x2-direction we define the groups
α1(1,2) = {(0, 0), (0, 1)} → γ1(1,2) = (0, 0),
α2(1,2) = {(1, 1), (1, 0)} → γ2(1,2) = (1, 0),
β1(1,2) = {(0, 0), (0,
1
2
)} → δ1(1,2) = (0, 0),
β2(1,2) = {(
1
2
,
1
2
), (
1
2
, 0)} → δ2(1,2) = (
1
2
, 0),
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see Figure 4.3. Finally, for uniform mesh coarsening the modes in the three-level Fourier
analysis are ordered as
α1(2,2) = {(0, 0), (1, 1), (1, 0), (0, 1)} → γ1(2,2) = (0, 0),
β1(2,2) = {(0, 0), (
1
2
,
1
2
), (
1
2
, 0), (0,
1
2
)} → δ1(2,2) = (0, 0),
see Figure 4.1. In principle the ordering of the modes in the different groups can be changed,
but it is important that the same ordering is used in all steps of the multilevel analysis.
In two-level analysis with uniform mesh coarsening 4 modes on the fine mesh G(h1,h2) alias
to four independent modes on the mesh G(2h1,2h2). We therefore introduce the Fourier
harmonics F2h(θ), with θ ∈ Π(2,2), as
F2h(θ) := span
{
φh(θ
α, x) | α ∈ α2
}
,
and
θ = θ00 ∈ Π(2,2) := [−pi/2, pi/2)2,
θα := θ00 − (α¯1sign ((θ00)1), α¯2 sign ((θ00)2))pi, (4.12)
α2 = {(α¯1, α¯2) | α¯i ∈ {0, 1}, i = 1, 2}, .
Analogous to the three-level analysis, the mode subdivision into different groups is also used
in the two-level analysis for semi-coarsened meshes.
4.2.2 Discrete operator and smoothing operator
Define for x ∈ Gnh the discrete operator Lnh : F(Gnh)→ F(Gnh) as
(Lnhvnh)(x) =
∑
k∈JLnh
lk,nhvnh(x+ knh), x ∈ Gnh, x+ knh ∈ Gnh
with JLnh the stencil of the fine grid operator. On the mesh Gnh we can express the discrete
operator Lnh in terms of its discrete Fourier transform L̂nhvnh(nθ) through the relation
(Lnhvnh)(x) =
∫
θ∈Πn
L̂nhvnh(nθ)e
ınθ·x/(nh)dθ. (4.13)
The discrete Fourier transform can be further evaluated for θ ∈ Πn into:
L̂nhvnh(nθ) =
( d∏
k=1
nk
2pi
) ∑
x∈Gnh
(Lnhvnh)(x)e
−ınθ·x/(nh)
=
( d∏
k=1
nk
2pi
) ∑
x∈Gnh
∑
k∈JLnh
lk,nhvnh(x+ knh)e
−ınθ·x/(nh)
=
∑
k∈JLnh
lk,nhe
ınθ·k( d∏
k=1
nk
2pi
) ∑
x∈Gnh
vnh(x+ knh)e
−ınθ·(x+knh)/(nh)
= L̂nh(nθ)v̂nh(nθ), (4.14)
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with
L̂nh(nθ) =
∑
k∈JLnh
lk,nhe
ınθ·k.
The Fourier modes eınθ·x/(nh) are the eigenfunctions and L̂nh(nθ) the eigenvalues of the
operator Lnh, since
Lnhe
ınθ·x/(nh) = L̂nh(nθ)eınθ·x/(nh),
which follows directly from a substitution of (4.6) into (4.5).
Similarly, we obtain for the smoothing operator Snh : F(Gnh) → F(Gnh), which is defined
as
(Snhvnh)(x) =
∑
k∈JSnh
sk,nhvnh(x+ knh), x ∈ Gnh, x+ knh ∈ Gnh,
with JSnh the stencil of the smoothing operator, the relation
(Snhvnh)(x) =
∫
θ∈Πn
Ŝnhvnh(nθ)e
ınθ·x/(nh)dθ, (4.15)
where the discrete Fourier transform can be further evaluated into:
Ŝnhvnh(nθ) = Ŝnh(nθ)v̂nh(nθ), (4.16)
with
Ŝnh(nθ) =
∑
k∈JSnh
sk,nhe
ınθ·k.
4.2.3 Discrete Fourier transform of pseudo-time smoothers
Using the techniques discussed in the previous section it is straightforward to compute the
discrete Fourier transform of the pseudo-time integration smoothers discussed in Section 2.3.
For the semi-implicit pseudo-time Runge-Kutta operator Qlh, with l = 1, 2, on the mesh Gh,
which is defined in (2.6), the discrete Fourier transform is equal to
Q̂0(θ
α
β ) = I
mq ,
Q̂k(θ
α
β ) =
(
Imq + βkλσL̂
l,1
h (θ
α
β )
)−1(
Imq − λσ
k−1∑
j=0
αkjL̂
l,2
h (θ
α
β )Q̂j(θ
α
β )
)
,
∀α ∈ α2, ∀β ∈ β2, k = 1, · · · , 5,
Q̂lh(θ
α
β ) = Q̂5(θ
α
β ),
On the coarse mesh Gnh the discrete Fourier transform of the semi-implicit pseudo-time
Runge-Kutta operator Qlnh is equal to
Q̂0(nθ
γrn
β ) = I
mq ,
Q̂k(nθ
γrn
β ) =
(
Imq + βkλσL̂
l,1
nh(nθ
γrn
β ))
)−1(
Imq − λσ
k−1∑
j=0
αkjL̂
l,2
nh(nθ
γrn
β )Q̂j(nθ
γrn
β )
)
,
∀β ∈ βsn, r, s ∈ sn, k = 1, · · · , 5,
Q̂lnh(nθ
γrn
β ) = Q̂5(nθ
γrn
β ).
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The set sn is defined as sn = {1, 2} if n = (2, 1) or (1, 2) and sn = {1} if n = (2, 2). For the
point implicit Runge-Kutta pseudo-time integration operator Ph on the mesh Gh, given by
(2.8), the discrete Fourier transform is equal to
P̂0(θ
α
β ) = I
mq ,
P̂k(θ
α
β ) =
(
Imq − λσ
k−1∑
j=0
(
βkjP̂j(θ
α
β ) + αkjL̂h,p(θ
α
β )P̂j(θ
α
β )
))
/
(1 + λσβkk), k = 1, · · · , 5,
P̂h(θ
α
β ) = P̂5(θ
α
β ), ∀α ∈ α2,∀β ∈ β2.
Analogously, on the mesh Gnh the discrete Fourier transform of the point-implicit Runge-
Kutta method is
P̂0(nθ
γrn
β ) = I
mq ,
P̂k(nθ
γrn
β ) =
(
Imq − λσ
i−1∑
j=0
(
βkjP̂j(nθ
γrn
β ) + αkjL̂nh(nθ
γrn
β )P̂j(nθ
γrn
β )
))
/
(1 + λσβkk), k = 1, · · · , 5,
P̂nh(nθ
γrn
β ) = P̂5(nθ
γrn
β ), ∀β ∈ βsn, r, s ∈ sn.
Depending on the type of pseudo-time integrator the discrete Fourier transforms P̂h(θ
α
β ) and
Q̂lh(θ
α
β ) provide the discrete Fourier transform of the smoother Ŝh(θ
α
β ). Analogously, the
discrete Fourier transforms P̂nh(nθ
γrn
β ) and Q̂
l
nh(θ
γrn
β ) provide the discrete Fourier transform
of the smoother Ŝnh(nθ
γin
β ).
4.2.4 h-Multigrid restriction operators
Define the restriction operator Rnhh : F(Gh)→ F(Gnh), with n ∈ {(2, 2), (2, 1), (1, 2)}, as
(Rnhh vh)(x) =
∑
k∈J
Rnh
h
rk,nhvh(x+ kh), x ∈ Gnh, x+ kh ∈ Gh,
with JRnhh the stencil of the restriction operator. On the mesh Gnh the restriction operator
can be related to its discrete Fourier transform through the relation
(Rnhh vh)(x) =
∫
θ∈Πn
R̂nhh vh(nθ)e
ınθ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
R̂nhh vh(nθ
γin
β (θ))e
ınθ
γin
β (θ)·x/(nh)dθ, (4.17)
with θγβ(θ) given by (4.10). Note, in (4.17) we used the subdivision of modes with frequency
θ ∈ Πn into different groups as discussed in Section 4.2.1. The discrete Fourier transform
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R̂nhh vh(nθ), with θ ∈ Πn, is defined as
R̂nhh vh(nθ) =
n1n2
4pi2
∑
x∈Gnh
(Rnhh vh)(x)e
−ınθ·x/(nh)
=
n1n2
4pi2
∑
x∈Gnh
∑
k∈J
Rnh
h
rk,nhvh(x+ kh)e
−ınθ·x/(nh).
For x ∈ Gnh we have the aliasing relation
φh(θ
α
β , x) = φnh(nθ
γin
β , x), (4.18)
with α ∈ αin, i ∈ sn and ∀β ∈ βjn, j ∈ sn, see Section 4.2.1.
We can use the aliasing relation (4.18) to express the modes in the different groups of Fourier
modes on Gnh as the average of aliasing modes on the mesh Gh
eınθ
γin
β ·x/(nh) =
1
n1n2
∑
α∈αin
eıθ
α
β ·x/h, ∀β ∈ βjn, i, j ∈ sn. (4.19)
The discrete Fourier transform R̂nhh vh(nθ
γi
β ), ∀β ∈ βjn, i, j ∈ sn, can be further evaluated
into
R̂nhh vh(nθ
γin
β ) =
1
4pi2
∑
x∈Gnh
∑
k∈J
Rnh
h
rk,nhvh(x+ kh)
∑
α∈αin
e−ıθ
α
β ·x/h
=
1
4pi2
∑
α∈αin
∑
k∈J
Rnh
h
rk,nhe
ıθαβ ·k
∑
x∈Gnh
vh(x+ kh)e
−ıθαβ ·(x+kh)/h
=
1
4pi2
∑
α∈αin
∑
k∈J
Rnh
h
rk,nhe
ıθαβ ·k
∑
x∈Gnh
(
vh(x+ kh)e
−ıθαβ ·(x+kh)/h
+
∑
l∈ln
vh(x+ kh+ lh)e
−ıθαβ ·(x+kh+lh)/h
−
∑
l∈ln
vh(x+ kh+ lh)e
−ıθαβ ·(x+kh+lh)/h
)
=
1
4pi2
∑
α∈αin
∑
k∈J
Rnh
h
rk,nhe
ıθαβ ·k
∑
x∈Gh
vh(x)e
−ıθαβ ·x/h
− 1
4pi2
∑
α∈αin
∑
k∈J
Rnh
h
rk,nh
∑
x∈Gnh
∑
l∈ln
vh(x+ kh+ lh)e
−ıθαβ ·(x+lh)/h
=
∑
α∈αin
∑
k∈J
Rnh
h
rk,nhe
ıθαβ ·k 1
4pi2
∑
x∈Gh
vh(x)e
−ıθαβ ·x/h
− 1
4pi2
∑
k∈J
Rnh
h
rk,nh
∑
x∈Gnh
∑
l∈ln
vh(x+ kh+ lh)
∑
α∈αin
e−ıθ
α
β ·(x+lh)/h (4.20)
with ln := α
1
n\γ1n. Note, in the fourth step we used that for points x ∈ Gnh and l ∈ ln the
points x + lh ∈ Gh \Gnh, hence a summation over both sets is equal to a summation over
Gh.
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Using (4.10) we obtain for x ∈ Gnh, hence x = jnh, j ∈ Z2, that∑
α∈αin
e−ıθ
α
β ·(x+lh)/h =
∑
α∈αin
e−ıθ
α
β ·(jnh+lh)/h
=
∑
α∈αin
e−ı(θ
00
β −(α¯1 sign((θ00β )1),α¯2 sign((θ00β )2))pi)·(jn+l)
= e−ıθ
00
β ·(jn+l)
∑
α∈αin
eıpi(α¯1 sign((θ
00
β )1),α¯2 sign((θ
00
β )2))·(jn+l). (4.21)
The last summation in (4.21) can be further evaluated as
• For uniform coarsening we have α1(2,2) = {(0, 0), (1, 1), (1, 0), (0, 1)} and
l(2,2) = {(1, 1), (1, 0), (0, 1)} and we obtain∑
α∈α1
(2,2)
eıpi(α¯1sign((θ
00
β )1),α¯2sign((θ
00
β )2))·(2j1+l1,2j2+l2)
=
∑
α∈α1
(2,2)
eıpi(α¯1sign((θ
00
β )1),α¯2sign((θ
00
β )2))·(l1,l2)
= 1 + eıpisign((θ
00
β )1) + eıpisign((θ
00
β )1) + 1 = 0, if l = (1, 0),
= 1 + eıpisign((θ
00
β )2) + 1 + eıpisign((θ
00
β )2) = 0, if l = (0, 1),
= 1 + eıpisign((θ
00
β )1)eıpisign((θ
00
β )2) + eıpisign((θ
00
β )1)
+ eıpisign((θ
00
β )2) = 0, if l = (1, 1).
• For semi-coarsening in the x1-direction we have two cases: α1(2,1) = {(0, 0), (1, 0)} and
α2(2,1) = {(1, 1), (0, 1)}, with l(2,1) = {(1, 0)}, which can be further evaluated as∑
α∈α1
(2,1)
eıpi(α¯1sign((θ
00
β )1),α¯2sign((θ
00
β )2))·(2j1+1,j2) = 1 + eıpi(sign((θ
00
β )1),0))·(2j1+1,j2)
= 1 + eıpisign((θ
00
β )1)
= 0.∑
α∈α2
(2,1)
eıpi(α¯1sign((θ
00
β )1),α¯2sign((θ
00
β )2))·(2j1+1,j2) = eıpi(sign((θ
00
β )1),sign((θ
00
β )2))·(2j1+1,j2)
+ eıpi(0,sign((θ
00
β )2))·(2j1+1,j2)
= (eıpisign((θ
00
β )1) + 1)eıpij2sign((θ
00
β )2)
= 0.
• For semi-coarsening in the x2-direction we have two cases: α1(1,2) = {(0, 0), (0, 1)} and
α2(1,2) = {(1, 1), (1, 0)} , with l(1,2) = {(0, 1)}, which can be further evaluated as∑
α∈α1
(1,2)
eıpi(α¯1sign((θ
00
β )1),α¯2sign((θ
00
β )2))·(j1,2j2+1) = 1 + eıpi(0,sign((θ
00
β )2))·(j1,2j2+1)
= 1 + eıpisign((θ
00
β )2)
= 0.
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∑
α∈α2
(1,2)
eıpi(α¯1sign((θ
00
β )1),α¯2sign((θ
00
β )2))·(j1,2j2+1) = eıpi(sign((θ
00
β )1),sign((θ
00
β )2))·(j1,2j2+1)
+ eıpi(sign((θ
00
β )1),0)·(j1,2j2+1)
= eıpij1sign((θ
00
β )1)(eıpisign((θ
00
β )2) + 1)
= 0.
Combining all contributions in (4.21) we obtain that∑
α∈αin
e−ıθ
α
β ·(x+lh)/h = 0, ∀β ∈ βjn, i, j ∈ sn.
The relation for the discrete Fourier transform of the restriction operator, given by (4.20),
therefore can be further evaluated into
R̂nhh vh(nθ
γin
β ) =
∑
α∈αin
R̂nhh (θ
α
β )v̂h(θ
α
β ), ∀β ∈ βjn, i, j ∈ sn, (4.22)
with the Fourier symbol R̂nhh (θ
α
β ) defined as
R̂nhh (θ
α
β ) =
∑
k∈J
Rnh
h
rk,nhe
ıθαβ ·k.
Relation (4.22) shows that the restriction operator couples the grid modes θαβ on the grid
Gh to the coarse grid modes θ
γin
β on the grid Gnh. Using relation (4.22) we can transform
(4.17) into
(Rnhh vh)(x) =
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
∑
α∈αin
R̂nhh (θ
α
β )v̂h(θ
α
β )
 eınθγinβ ·x/(nh)dθ,
with θαβ = θ
α
β (θ) given by (4.10).
Next, we define the restriction operator Rmhnh : F(Gnh)→ F(Gmh) as
(Rmhnh vnh)(x) =
∑
k∈J
Rmh
nh
rk,mhvnh(x+ knh), x ∈ Gmh, x+ knh ∈ Gnh,
with n ∈ {(2, 2), (2, 1), (1, 2)},m ∈ {(4, 4), (4, 1), (1, 4)} and JRmhnh the stencil of the restric-
tion operator. On the mesh Gmh the restriction operator can be related to its discrete
Fourier transform through the relation
(Rmhnh vnh)(x) =
∫
θ∈Πm
R̂mhnh vnh(mθ)e
ımθ·x/(mh)dθ
=
∑
i∈sn
∑
j∈sn
∫
θ∈Π(4,4)
R̂mhnh vnh(mθ
γin
δjn
)e
ımθ
γin
δ
j
n
·x/(mh)
dθ, (4.23)
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where the discrete Fourier transform R̂mhnh vnh(mθ), with θ ∈ Π(4,4), is defined as
R̂mhnh vnh(mθ) =
m1m2
4pi2
∑
x∈Gmh
(Rmhnh vnh)(x)e
−ımθ·x/(mh)
=
m1m2
4pi2
∑
x∈Gmh
∑
k∈J
Rmh
nh
rk,mhvnh(x+ knh)e
−ımθ·x/(mh).
For x ∈ Gmh we have the aliasing relation
φnh(nθ
γin
β , x) = φmh(mθ
γin
δjn
, x), (4.24)
with β ∈ βjn, i, j ∈ sn, see Section 4.2.1.
We can use the aliasing relation (4.24) to express the modes in the different groups on Gmh
as the average of the aliasing modes on the mesh Gnh
e
ımθ
γin
δ
j
n
·x/(mh)
=
1
n1n2
∑
β∈βjn
eınθ
γin
β ·x/(nh), i, j ∈ sn. (4.25)
The discrete Fourier transform R̂mhnh vnh(mθ
γin
δjn
), i, j ∈ sn, can be further evaluated into
R̂mhnh vnh(mθ
γin
δjn
) =
m1m2
4pi2n1n2
∑
x∈Gmh
∑
k∈J
Rmh
nh
rk,mhvnh(x+ knh)
∑
β∈βjn
e−ınθ
γin
β ·x/(nh)
=
m1m2
4pi2n1n2
∑
β∈βjn
∑
k∈J
Rmh
nh
rk,mhe
ınθ
γin
β ·k
∑
x∈Gmh
vnh(x+ knh)e
−ınθγ
i
n
β ·(x+knh)/(nh)
=
m1m2
4pi2n1n2
∑
β∈βjn
∑
k∈J
Rmh
nh
rk,mhe
ınθ
γin
β ·k
∑
x∈Gmh
(
vnh(x+ knh)e
−ınθγ
i
n
β ·(x+knh)/(nh)
+
∑
l∈ln
vnh(x+ knh+ lnh)e
−ınθγ
i
n
β ·(x+knh+lnh)/(nh)
−
∑
l∈ln
vnh(x+ knh+ lnh)e
−ınθγ
i
n
β ·(x+knh+lnh)/(nh)
)
=
m1m2
4pi2n1n2
∑
β∈βjn
∑
k∈J
Rmh
nh
rk,mhe
ınθ
γin
β ·k
∑
x∈Gnh
vnh(x)e
−ınθγ
i
n
β ·x/(nh)
− m1m2
4pi2n1n2
∑
β∈βjn
∑
k∈J
Rmh
nh
rk,mh
∑
x∈Gmh
∑
l∈ln
vnh(x+ knh+ lnh)e
−ınθγ
i
n
β ·(x+lnh)/(nh)
=
∑
β∈βjn
∑
k∈J
Rmh
nh
rk,mhe
ınθ
γin
β ·k m1m2
4pi2n1n2
∑
x∈Gnh
vnh(x)e
−ınθγ
i
n
β ·x/(nh)
− m1m2
4pi2n1n2
∑
k∈J
Rmh
nh
rk,mh
∑
x∈Gmh
∑
l∈ln
vnh(x+ knh+ lnh)
∑
β∈βjn
e−ınθ
γin
β ·(x+lnh)/(nh)
(4.26)
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with ln := α
1
n\γ1n. Using (4.10) we obtain for x ∈ Gmh, hence x = jmh, j ∈ Z2, that∑
β∈βjn
e−ınθ
γin
β ·(x+lnh)/(nh) =
∑
β∈βjn
e−ınθ
γin
β ·(jmh+lnh)/(nh)
=
∑
β∈βjn
e−ın(θ
00
β −(γ¯1 sign((θ00β )1),γ¯2 sign((θ00β )2))pi)·(jmn +l)
=
∑
β∈βjn
e−ınθ
00
β ·(jmn +l)eınpi(γ¯1 sign((θ
00
β )1),γ¯2 sign((θ
00
β )2))·(jmn +l)
=
∑
β∈βjn
e−ın(θ
00
00−(β¯1sign((θ0000)1),β¯2sign((θ0000)2))pi)·(jmn +l)
eınpi(γ¯1 sign((θ
00
β )1),γ¯2 sign((θ
00
β )2))·(jmn +l), (4.27)
with β = (β¯1, β¯2) and γ
i
n = (γ¯1, γ¯2). The last summation in (4.27) can be further evaluated
as
• For uniform coarsening we have β1(2,2) = {(0, 0), ( 12 , 12 ), ( 12 , 0), (0, 12 )}, γ1(2,2) = (0, 0)
and l(2,2) = {(1, 1), (1, 0), (0, 1)} and we obtain∑
β∈β1
(2,2)
e−ın(θ
00
00−(β¯1sign((θ0000)1),β¯2sign((θ0000)2))pi)·(jmn +l)eınpi(γ¯1 sign((θ
00
β )1),γ¯2 sign((θ
00
β )2))·(jmn +l)
=
∑
β∈β1
(2,2)
e−ın(θ
00
00−(β¯1sign((θ0000)1),β¯2sign((θ0000)2))pi)·(2j1+l1,2j2+l2)
= e−ıθ
00
00 ·(4j1+2l1,4j2+2l2)
∑
β∈β1
(2,2)
eıpi(β¯1sign((θ
00
00)1),β¯2sign((θ
00
00)2))·(4j1+2l1,4j2+2l2)
Use now the relations∑
β∈β1
(2,2)
eıpi(β¯1sign((θ
00
00)1),β¯2sign((θ
00
00)2))·(4j1+2l1,4j2+2l2)
= 1 + eıpisign((θ
00
00)1) + eıpisign((θ
00
00)1) + 1 = 0, if l = (1, 0),
= 1 + eıpisign((θ
00
00)2) + 1 + eıpisign((θ
00
00)2) = 0, if l = (0, 1),
= 1 + eıpisign((θ
00
00)1)eıpisign((θ
00
00)2) + eıpisign((θ
00
00)1)
+ eıpisign((θ
00
00)2) = 0, if l = (1, 1).
• For semi-coarsening in the x1-direction we have two cases: β1(2,1) = {(0, 0), ( 12 , 0)},
γ1(2,1) = (0, 0) and β
2
(2,1) = {( 12 , 12 ), (0, 12 )}, γ2(2,1) = (0, 1) with l(2,1) = {(1, 0)}, which
can be further evaluated as∑
β∈β1
(2,1)
e−ın(θ
00
00−(β¯1sign((θ0000)1),β¯2sign((θ0000)2))pi)·(jmn +l)eınpi(γ¯1 sign((θ
00
β )1),γ¯2 sign((θ
00
β )2))·(jmn +l)
=
∑
β∈β1
(2,1)
e−ı(θ
00
00−(β¯1sign((θ0000)1),β¯2sign((θ0000)2))pi)·(4j1+2,j2)
= e−ıθ
00
00 ·(4j1+2,j2)(1 + eıpisign((θ
00
00)1))
= 0.
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∑
β∈β2
(2,1)
e−ın(θ
00
00−(β¯1sign((θ0000)1),β¯2sign((θ0000)2))pi)·(jmn +l)eınpi(γ¯1 sign((θ
00
β )1),γ¯2 sign((θ
00
β )2))·(jmn +l)
= e−ıθ
00
00 ·(4j1+2,j2)
∑
β∈β2
(2,1)
eıpi(β¯1sign((θ
00
00)1),β¯2sign((θ
00
00)2))·(4j1+2,j2))
eıpi(0,γ¯2 sign((θ
00
β )2))·(4j1+2,j2)
= e−ıθ
00
00 ·(4j1+2,j2)(eıpi( 12 sign((θ0000)1), 12 sign((θ0000)2))·(4j1+2,j2)eıpi(0,sign((θ00β )2))·(4j1+2,j2)
+ eıpi(0,
1
2 sign((θ
00
00)2)·(4j1+2,j2)eıpi(0,sign((θ
00
β )2))·(4j1+2,j2))
= e−ıθ
00
00 ·(4j1+2,j2)e
1
2 ıpisign((θ
00
00)2)j2eıpisign((θ
00
β )2)j2(eıpisign((θ
00
00)1) + 1)
= 0.
• For semi-coarsening in the x2-direction we have two cases: β1(1,2) = {(0, 0), (0, 12 )},
γ1(1,2) = (0, 0) and β
2
(1,2) = {( 12 , 12 ), ( 12 , 0)}, γ2(1,2) = (1, 0) with l(1,2) = {(0, 1)}, which
can be further evaluated as∑
β∈β1
(1,2)
e−ın(θ
00
00−(β¯1sign((θ0000)1),β¯2sign((θ0000)2))pi)·(jmn +l)eınpi(γ¯1 sign((θ
00
β )1),γ¯2 sign((θ
00
β )2))·(jmn +l)
=
∑
β∈β1
(1,2)
e−ı(θ
00
00−(β¯1sign((θ0000)1),β¯2sign((θ0000)2))pi)·(j1,4j2+2)
= e−ıθ
00
00 ·(j1,4j2+2)(1 + eıpisign((θ
00
00)2))
= 0.∑
β∈β2
(1,2)
e−ın(θ
00
00−(β¯1sign((θ0000)1),β¯2sign((θ0000)2))pi)·(jmn +l)eınpi(γ¯1 sign((θ
00
β )1),γ¯2 sign((θ
00
β )2))·(jmn +l)
= e−ıθ
00
00 ·(j1,4j2+2)
∑
β∈β2
(1,2)
eıpi(β¯1sign((θ
00
00)1),β¯2sign((θ
00
00)2))·(j1,4j2+2))
eıpi(γ¯1sign((θ
00
β )1),0)·(j1,4j2+2)
= e−ıθ
00
00 ·(j1,4j2+2)(eıpi( 12 sign((θ0000)1), 12 sign((θ0000)2))·(j1,4j2+2)eıpi(sign((θ00β )1),0)·(j1,4j2+2)
+ eıpi(
1
2 sign((θ
00
00)1),0)·(j1,4j2+2)eıpi(sign((θ
00
β )1),0)·(j1,4j2+2))
= e−ıθ
00
00 ·(j1,4j2+2)e
1
2 ıpisign((θ
00
00)1)j1eıpisign((θ
00
β )1)j1(eıpisign((θ
00
00)2) + 1)
= 0.
Combining all contributions in (4.27) we obtain that∑
β∈βjn
e−ıθ
γin
β ·(x+lnh)/(nh) = 0, i, j ∈ sn.
The relation for the discrete Fourier transform of the restriction operator, given by (4.26),
therefore can be further evaluated into
R̂mhnh vnh(mθ
γin
δjn
) =
∑
β∈βjn
R̂mhnh (nθ
γin
β )v̂nh(nθ
γin
β ), i, j ∈ sn, (4.28)
41
with the Fourier symbol R̂mhnh (nθ
γin
β ) defined as
R̂mhnh (nθ
γin
β ) =
∑
k∈J
Rmh
nh
rk,mhe
ınθ
γin
β ·k, ∀β ∈ βjn, i, j ∈ sn.
Relation (4.28) shows that the restriction operator couples the modes with frequency θ
γin
β on
the grid Gnh to the coarse grid modes with frequency θ
γin
δjn
on the grid Gmh. Using relation
(4.28) we can transform (4.23) into
(Rmhnh vnh)(x) =
∑
i∈sn
∑
j∈sn
∫
θ∈Π(4,4)
∑
β∈βjn
R̂mhnh (nθ
γin
β )v̂nh(nθ
γin
β )
 eımθγinδj ·x/(mh)dθ.
In the special case of two-level analysis the restriction operator is related to its discrete
Fourier transform through the relation
(Rnhh vh)(x) =
∑
i∈sn
∫
θ∈Π(2,2)
R̂nhh vh(nθ
γin)eınθ
γin ·x/(nh)dθ. (4.29)
The discrete transform of the restriction operator then reduces to
R̂nhh vh(nθ
γin) =
∑
α∈αin
R̂nhh (θ
α)v̂h(θ
α), i ∈ sn, (4.30)
with the Fourier symbol R̂nhh (θ
α) defined as
R̂nhh (θ
α) =
∑
k∈J
Rnh
h
rk,nhe
ıθα·k.
Relation (4.30) shows that the restriction operator couples the modes θα, with α ∈ αin,
i ∈ sn, on the grid Gh to the coarse grid modes θγin on the grid Gnh. Using relation (4.30)
we obtain from (4.29) the following relation for the restriction operator in two-level analysis
(Rnhh vh)(x) =
∑
i∈sn
∫
θ∈Π(2,2)
∑
α∈αin
R̂nhh (θ
α)v̂h(θ
α)
 eınθγin ·x/(nh)dθ, (4.31)
with θα = θα(θ) given by (4.12).
4.2.5 h-Multigrid prolongation operators
The definition of the prolongation operator Phnh : F(Gnh)→ F(Gh), with n ∈ {(2, 2), (2, 1),
(1, 2)}, requires the introduction of subsets of the mesh Gh. Define the meshes Gκh as
Gκh := {(x1, x2) ∈ R2 | (x1, x2) = ((n1j1 + κ¯1)h1, (n2j2 + κ¯2)h2), j ∈ Z2},
with κ ∈ κn := {κ = (κ¯1, κ¯2) | κ¯i ∈ {0, ni − 1}, i = 1, 2}, see Figure 4.4. The prolongation
operator related to the mesh Gκh then is equal to
(Phnhvh)(x) =
∑
k∈Jκ
Ph
nh
pk,hvnh(x+ kh), x ∈ Gκh, x+ kh ∈ Gnh,
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k1 even, k2 even
k1 odd, k2 odd
k1 odd, k2 even
k1 even, k2 odd
Figure 4.4: Different meshes Gαh used in the definition of the prolongation operator for
uniformly coarsened meshes
where the index set Jκ
Phnh
⊂ Z2 is used to define the prolongation operator on each mesh.
We consider now the prolongation operator Pnnh : F(Gnh)→ F(Gh), with n ∈ {(2, 2), (2, 1),
(1, 2)}. The prolongation operator Phnh is related to its discrete Fourier transform through
the relation (
Phnhvnh
)
(x) =
∫
θ∈Π(1,1)
P̂hnhvnh(θ)e
ıθ·x/hdθ
=
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
P̂hnhvnh(θ
α
β )e
ıθαβ ·x/hdθ, (4.32)
with θαβ = θ
α
β (θ) given by (4.10). The discrete Fourier transform P̂
h
nhvnh(θ
α
β ), with α ∈ αin,
β ∈ βjn, i, j ∈ sn, can be further evaluated as
P̂hnhvnh(θ
α
β ) =
1
4pi2
∑
x∈Gh
(Phnhvnh)(x)e
−ıθαβ ·x/h
=
1
4pi2
∑
κ∈κn
∑
x∈Gκh
(Phnhvnh)(x)e
−ıθαβ ·x/h
=
1
4pi2
∑
κ∈κn
∑
k∈Jκ
Ph
nh
pk,he
ıθαβ ·k
∑
x∈Gκh
vnh(x+ kh)e
−ıθαβ ·(x+kh)/h
=
1
n1n2
∑
κ∈κn
∑
k∈Jκ
Ph
nh
pk,he
ıθαβ ·k n1n2
4pi2
∑
x∈Gnh
vnh(x)e
−ınθγ
i
n
β ·x/(nh)
= P̂hnh(θ
α
β )v̂nh(nθ
γin
β ). (4.33)
Note, in the fourth step in (4.33) we used that x+kh ∈ Gnh for all k ∈ JκPhnh and that modes
with frequency θαβ , α ∈ αin, on the mesh Gh alias to modes with frequency θγ
i
n
β on the mesh
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Gnh. The Fourier symbol P̂hnh(θ
α
β ) is defined as
P̂hnh(θ
α
β ) =
1
n1n2
∑
κ∈κn
∑
k∈Jκ
Ph
nh
pk,he
ıθαβ ·k.
Hence, we obtain for x ∈ Gh the expression(
Phnhvnh
)
(x) =
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
P̂hnh(θ
α
β )v̂nh(nθ
γin
β )e
ıθαβ ·x/hdθ.
Next, the prolongation operator Pnhmh : F(Gmh) → F(Gnh), with n ∈ {(2, 2), (2, 1), (1, 2)},
m ∈ {(4, 4), (4, 1), (1, 4)}, is considered. The definition of the prolongation operator requires
the introduction of subsets of the mesh Gnh. Define the meshes G
κ
nh as
Gκnh := {(x1, x2) ∈ R2 | (x1, x2) = ((m1j1 + κ¯1)h1, (m2j2 + κ¯2)h2), j ∈ Z2},
with κ ∈ κm := {κ = (κ¯1, κ¯2) | κ¯i ∈ {0, (2mi − 2)/3}, i = 1, 2}. The prolongation operator
related to the mesh Gκnh then is equal to
(Pnhmhvmh)(x) =
∑
k∈Jκ
Pnh
mh
pk,nhvmh(x+ knh), x ∈ Gκnh, x+ knh ∈ Gmh.
The prolongation operator Pnhmh is related to its discrete Fourier transform through the
relation (
Pnhmhvmh
)
(x) =
∫
θ∈Πn
̂Pnhmhvmh(nθ)e
ınθ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
̂Pnhmhvmh(nθ
γin
β )e
ınθ
γin
β ·x/(nh)dθ. (4.34)
The discrete Fourier transform ̂Pnhmhvmh(nθ
γin
β ), with β ∈ βjn, j ∈ sn, can be further evaluated
as
̂Pnhmhvmh(nθ
γin
β ) =
n1n2
4pi2
∑
x∈Gnh
(Pnhmhvmh)(x)e
−ınθγ
i
n
β ·x/(nh)
=
n1n2
4pi2
∑
κ∈κm
∑
x∈Gκnh
(Pnhmhvmh)(x)e
−ınθγ
i
n
β ·x/(nh)
=
n1n2
4pi2
∑
κ∈κm
∑
k∈Jκ
Pnh
mh
pk,nhe
ınθ
γin
β ·k
∑
x∈Gκnh
vmh(x+ knh)e
−ınθγ
i
n
β ·(x+knh)/(nh)
=
n1n2
m1m2
∑
κ∈κm
∑
k∈Jκ
Pnh
mh
pk,nhe
ınθ
γin
β ·k m1m2
4pi2
∑
x∈Gmh
vmh(x)e
−ımθγ
i
n
δ
j
n
·x/(mh)
= P̂nhmh(nθ
γin
β )v̂mh(mθ
γin
δjn
). (4.35)
Note, in the fourth step in (4.35) we used that x + knh ∈ Gmh for all k ∈ JκPnhmh and that
modes with frequency θ
γin
β , with β ∈ βjn, on the mesh Gnh alias to modes with frequency
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θ
γin
δjn
, i, j ∈ sn on the mesh Gmh. The Fourier symbol P̂nhmh(nθγ
i
n
β ) is defined as
P̂nhmh(nθ
γin
β ) =
n1n2
m1m2
∑
κ∈κm
∑
k∈Jκ
Pnh
mh
pk,nhe
ınθ
γin
β ·k.
Hence, we obtain for x ∈ Gnh expression(
Pnhmhvmh
)
(x) =
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
P̂nhmh(nθ
γin
β )v̂mh(mθ
γin
δjn
)eınθ
γin
β ·x/(nh)dθ.
In the special case of two-level analysis the Fourier symbol of the prolongation operator is
related to its discrete Fourier transform through the relation(
Phnhvnh
)
(x) =
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
P̂hnhvnh(θ
α)eıθ
α·x/hdθ, (4.36)
The discrete Fourier transform of P̂hnhvnh(θ
α) reduces to
P̂hnhvnh(θ
α) = P̂hnh(θ
α)v̂nh(nθ
γin) (4.37)
with P̂hnh(θ
α) defined as
P̂hnh(θ
α) =
1
n1n2
∑
κ∈κn
∑
k∈Jκ
Ph
nh
pk,he
ıθα·k.
Hence, we obtain for x ∈ Gh the expression(
Phnhvnh
)
(x) =
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
P̂hnh(θ
α)v̂nh(nθ
γin)eıθ
α·x/hdθ.
4.2.6 p-Multigrid restriction and prolongation operators
Define the p-multigrid prolongation operators T ph,p−1 : F(Gh) → F(Gh) in stencil notation
as
(T ph,p−1vh,p−1)(x¯) = th,pvh,p(x¯), x¯ ∈ Gh,
where th,p ∈ Rmp×mp is the matrix defining the p-multigrid prolongation operator in an
element. Since this is a purely element based operator it immediately follows that its Fourier
symbol is equal to
T̂ ph,p−1 = th,p. (4.38)
The p-multigrid restriction operator Qp−1h,p : F(Gh) → F(Gh) is equal to the transposed
of the p-multigrid prolongation operator. The Fourier symbol of the p-restriction operator
then is equal to
Q̂p−1h,p = (T̂
p
h,p−1)
T . (4.39)
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4.3 Two-level Fourier analysis
In two-level analysis the Fourier symbols L̂h(θ) and L̂nh(nθ) can be zero for certain values of
θ. The frequencies of these Fourier harmonics are removed from F2h(θ) through the definition
of
F2gh := {F2h(θα) | θ ∈ Π(2,2) \Ψn,∀α ∈ αin, i ∈ sn}
with
Ψn :=
{
θ ∈ Π(2,2) | det(L̂h(θα)) = 0 or det(L̂nh(nθγ
i
n)) = 0,∀α ∈ αin, i ∈ sn
}
, (4.40)
and θα = θα(θ). The set sn is defined as sn = {1, 2} if n = (2, 1) or (1, 2) and sn = {1} if
n = (2, 2). The error eDh on the mesh Gh after one iteration of a two-grid multigrid cycle is
derived in Section 3.1, equation (3.7), and equal to
eDh = M
2g
h e
A
h , (4.41)
with eAh the initial error and M
2g
h the two level multigrid error transformation operator
defined as
M2gh = S
ν2
h
(
Ih − PhnhL−1nhRnhh Lh
)
Sν1h , (4.42)
where Lh denotes the discrete approximation of the spatial operator L, Sh the multigrid
smoother, Rnhh the restriction operator, P
h
nh the prolongation operator, ν1, ν2 the number
of pre- and post-smoothing iterations, and Ih the identity operator. The error e
D
h has for
x ∈ Gh the Fourier decomposition
eDh (x) =
∫
θ∈Π(1,1)
êDh (θ)e
ıθ·x/hdθ
=
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
̂(M2gh eAh )(θα)eıθα·x/hdθ. (4.43)
In order to compute the Fourier symbol of the error transformation operator M2gh we first
compute the discrete Fourier transform of Sν2h P
h
nhL
−1
nhR
nh
h LhS
ν1
h e
A
h for each group of modes
with α ∈ αin, i ∈ sn using the following steps:
1. Using (4.13), (4.14), (4.15) and (4.16) we obtain
(
LhS
ν1
h e
A
h
)
(x) =
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
̂(LhSν1h eAh )(θα)eıθα·x/hdθ
=
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
L̂h(θ
α)
(
Ŝh(θ
α)
)ν1
êAh (θ
α)eıθ
α·x/hdθ
hence
̂(LhSν1h eAh )(θα) = L̂h(θα)(Ŝh(θα))ν1 êAh (θα), ∀α ∈ αin, i ∈ sn. (4.44)
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2. Using (4.29) and (4.30) we obtain for x ∈ Gnh(
Rnhh LhS
ν1
h e
A
h
)
(x) =
∑
i∈sn
∫
θ∈Π(2,2)
(
Rnhh LhS
ν1
h e
A
h
)̂
(nθγ
i
n)eınθ
γin ·x/(nh)dθ
=
∑
i∈sn
∫
θ∈Π(2,2)
∑
α2∈αin
R̂nhh (θ
α2) ̂
(
LhS
ν1
h e
A
h
)
(θα2)eınθ
γin ·x/(nh)dθ
=
∑
i∈sn
∫
θ∈Π(2,2)
∑
α2∈αin
R̂nhh (θ
α2)L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2)eınθ
γin ·x/(nh)dθ,
where ( · )̂ is used to indicate the Fourier symbol of the product of a number of variables,
hence(
Rnhh LhS
ν1
h e
A
h
)̂
(nθγ
i
n) =
∑
α2∈αin
R̂nhh (θ
α2)L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2), i ∈ sn. (4.45)
3. Using (4.13), (4.14), and (4.45) we obtain(
L−1nhR
nh
h LhS
ν1
h e
A
h
)
(x) =
∑
i∈sn
∫
θ∈Π(2,2)
(
L−1nhR
nh
h LhS
ν1
h e
A
h
)̂
(nθγ
i
n)eınθ
γin ·x/(nh)dθ
=
∑
i∈sn
∫
θ∈Π(2,2)
(
L̂nh(nθ
γin)
)−1 (
Rnhh LhS
ν1
h e
A
h
)̂
(nθγ
i
n)eınθ
γin ·x/(nh)dθ
=
∑
i∈sn
∫
θ∈Π(2,2)
(
L̂nh(nθ
γin)
)−1 ∑
α2∈αin
R̂nhh (θ
α2)L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2)eınθ
γin ·x/(nh)dθ
hence (
L−1nhR
nh
h LhS
ν1
h e
A
h
)̂
(nθγ
i
n) =
(
L̂nh(nθ
γin)
)−1 ∑
α2∈αin
R̂nhh (θ
α2)L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2), i ∈ sn. (4.46)
4. Using (4.36), (4.37) and (4.46) we obtain(
PhnhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)
(x) =
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
(
PhnhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(θα)eıθ
α·x/hdθ
=
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
P̂hnh(θ
α)
(
L−1nhR
nh
h LhS
ν1
h e
A
h
)̂
(nθγ
i
n)eıθ
α·x/hdθ
=
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
P̂hnh(θ
α)
(
L̂nh(nθ
γin)
)−1 ∑
α2∈αin
R̂nhh (θ
α2)
L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2)eıθ
α·x/hdθ
hence(
PhnhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(θα) =P̂hnh(θ
α)
(
L̂nh(nθ
γin)
)−1 ∑
α2∈αin
R̂nhh (θ
α2)L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2), ∀α ∈ αin, i ∈ sn. (4.47)
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5. Using (4.15), (4.16) and (4.47) we obtain(
Sν2h P
h
nhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)
(x)
=
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
(
Sν2h P
h
nhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(θα)eıθ
α·x/hdθ
=
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
(Ŝh(θ
α))ν2
(
PhnhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(θα)eıθ
α·x/hdθ
=
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
(
Ŝh(θ
α)
)ν2
P̂hnh(θ
α)
(
L̂nh(nθ
γin)
)−1 ∑
α2∈αin
R̂nhh (θ
α2)L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2)eıθ
α·x/hdθ
hence(
Sν2h P
h
nhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(θα) =(Ŝh(θ
α))ν2 P̂hnh(θ
α)
(
L̂nh(nθ
γin)
)−1 ∑
α2∈αin
R̂nhh (θ
α2)
L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2), ∀α ∈ αin, i ∈ sn.
(4.48)
Using (4.16), (4.42) and (4.48) the error in the two-level multigrid algorithm in (4.43) can
now be expressed as
eDh (x) =
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
(
Sν2h (Ih − PhnhL−1nhRnhh Lh)Sν1h eAh
)̂
(θα)eıθ
α·x/hdθ
=
∑
i∈sn
∑
α∈αin
∫
θ∈Π(2,2)
((
Ŝh(θ
α)
)ν1+ν2
êAh (θ
α)− (Ŝh(θα))ν2 P̂hnh(θα)(L̂nh(nθγin))−1∑
α2∈αin
R̂nhh (θ
α2)L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2)
)
eıθ
α·x/hdθ.
The discrete Fourier transform of M2gh e
A
h (θ
α) for the group of modes with α ∈ αin, i ∈ sn,
denoted by M̂nh e
A
h (θ
α), can now be defined as
M̂nh e
A
h (θ
α) =
(
Ŝh(θ
α)
)ν1+ν2
êAh (θ
α)− (Ŝh(θα))ν2 P̂hnh(θα)(L̂nh(nθγin))−1∑
α2∈αin
R̂nhh (θ
α2)L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2), ∀α ∈ αin, i ∈ sn. (4.49)
The expression for the discrete Fourier transform of the error transformation operator M2gh
can be simplified using matrix notation. Define for each group of modes αin, i ∈ sn the
matrices
L̂nh(θ
αin) := bdiag (L̂h(θ
α1), · · · , L̂h(θαr )) ∈ Cqr×qr, (4.50)
Ŝnh (θ
αin) := bdiag (Ŝh(θ
α1), · · · , Ŝh(θαr )) ∈ Cqr×qr, (4.51)
R̂nhh (θ
αin) := (R̂nhh (θ
α1), · · · , R̂nhh (θαr )) ∈ Cq×qr, (4.52)
P̂hnh(θ
αin) := (P̂hnh(θ
α1), · · · , P̂hnh(θαr ))T ∈ Cqr×q, (4.53)
ênh(θ
αin) := (êAh (θ
α1), · · · , êAh (θαr ))T ∈ Cqr×1, (4.54)
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with θα
i
n := (θα1 , · · · , θαr )T , α1, · · · , αr ∈ αin, r := Car(αin), with Car(αin) the cardinality of
the set αin, and bdiag refers to a block diagonal matrix consisting of q× q blocks with q ≥ 1.
Note, the same ordering of mode indices αi for each group of modes defined in Section 4.2.1
must be used in all vectors and matrices defined in (4.50)-(4.54). For example, for uniform
coarsening we have
L̂
(2,2)
h (θ
00, θ11, θ10, θ01) = bdiag (L̂h(θ
00), L̂h(θ
11), L̂h(θ
10), L̂h(θ
01)),
for semi-coarsening in the x1-direction
L̂
(2,1)
h (θ
00, θ10) =bdiag (L̂h(θ
00), L̂h(θ
10)),
L̂
(2,1)
h (θ
11, θ01) =bdiag (L̂h(θ
11), L̂h(θ
01)),
and for semi-coarsening in the x2-direction
L̂
(1,2)
h (θ
00, θ01) =bdiag (L̂h(θ
00), L̂h(θ
01)),
L̂
(1,2)
h (θ
11, θ10) =bdiag (L̂h(θ
11), L̂h(θ
10)).
If we use (4.50)-(4.54) and consider uniform coarsening then we obtain for all α ∈ α1(2,2) the
relation(
Ŝh(θ
α)
)ν2
P̂h2h(θ
α)
(
L̂2h(2θ
00)
)−1 ∑
α2∈α1(2,2)
R̂2hh (θ
α2)L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2)
=

Ŝh(θ
00) 0 0 0
0 Ŝh(θ
11) 0 0
0 0 Ŝh(θ
10) 0
0 0 0 Ŝh(θ
01)

ν2

P̂h2h(θ
00)
P̂h2h(θ
11)
P̂h2h(θ
10)
P̂h2h(θ
01)

(
L̂2h(2θ
00)
)−1 (
R̂2hh (θ
00) R̂2hh (θ
11) R̂2hh (θ
10) R̂2hh (θ
01)
)

L̂h(θ
00) 0 0 0
0 L̂h(θ
11) 0 0
0 0 L̂h(θ
10) 0
0 0 0 L̂h(θ
01)


Ŝh(θ
00) 0 0 0
0 Ŝh(θ
11) 0 0
0 0 Ŝh(θ
10) 0
0 0 0 Ŝh(θ
01)

ν1

êAh (θ
00)
êAh (θ
11)
êAh (θ
10)
êAh (θ
01)

=
(
Ŝ
(2,2)
h (θ
α1(2,2))
)ν2
P̂h2h(θ
α1(2,2))
(
L̂2h(2θ
00)
)−1
R̂2hh (θ
α1(2,2))L̂
(2,2)
h (θ
α1(2,2))(
Ŝ
(2,2)
h (θ
α1(2,2))
)ν1
ê
(2,2)
h (θ
α1(2,2)).
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Analogously, for semi-coarsening in the x1-direction we obtain for all α ∈ α1(2,1) the relation(
Ŝh(θ
α)
)ν2 ̂
P
(h1,h2)
(2h1,h2)
(θα)
(
̂L(2h1,h2)
(
2(θ00)1, (θ
00)2
))−1 ∑
α2∈α1(2,2)
̂
R
(2h1,h2)
(h1,h2)
(θα2)L̂h(θ
α2)
(
Ŝh(θ
α2)
)ν1
êAh (θ
α2) =
=
(
Ŝh(θ
00) 0
0 Ŝh(θ
10)
)ν2  ̂P (h1,h2)(2h1,h2)(θ00)
̂
P
(h1,h2)
(2h1,h2)
(θ10)

(
̂L(2h1,h2)
(
2(θ00)1, (θ
00)2
))−1 ( ̂
R
(2h1,h2)
(h1,h2)
(θ00)
̂
R
(2h1,h2)
(h1,h2)
(θ10)
)
(
L̂h(θ
00) 0
0 L̂h(θ
10)
)(
Ŝh(θ
00) 0
0 Ŝh(θ
10)
)ν1 (
êAh (θ
00)
êAh (θ
10)
)
=
(
Ŝ
(2,1)
h (θ
α1(2,1))
)ν2
P̂h(2h1,h2)(θ
α1(2,1))
(
̂L(2h1,h2)
(
(2, 1)θγ
1
(2,1))
))−1
R̂
(2h1,h2)
h (θ
α1(2,1))L̂
(2,1)
h (θ
α1(2,1))
(
Ŝ
(2,1)
h (θ
α1(2,1))
)ν1
ê
(2,1)
h (θ
α1(2,1)).
with a similar result for α ∈ α2(2,1) and also for semi-coarsening in the x2-direction.
For each group of modes αin, i ∈ sn the discrete Fourier transform of the two-level multigrid
error transformation operator then is equal to
M̂nh (θ
αin) =
(
Ŝn,ih (θ
αin)
)ν2(
Iqr − P̂hnh(θα
i
n)
(
L̂nh(nθ
γin)
)−1
R̂nhh (θ
αin)L̂nh(θ
αin)
)
(
Ŝnh (θ
αin)
)ν1 ∈ Cqr×qr, (4.55)
with Iqr the qr × qr identity matrix and r = Car(αin).
The two-level error transformation operator is now obtained by combining the contributions
from the different groups of modes αin, i ∈ sn. The multigrid error transformation operator
for uniform coarsening then is equal to
M̂
(2,2)
h (θ
α(2,2)) = M̂
(2,2)
h (θ
α1(2,2)) ∈ C4q×4q,
with θα(2,2) = θα
1
(2,2) = (θ00, θ11, θ10, θ01)T . The error after one two-level multigrid cycle
with uniform coarsening can now be expressed as
êDh (θ
α(2,2)) = M̂
(2,2)
h (θ
α(2,2))êAh (θ
α(2,2)),
with êA,Dh (θ
α(2,2)) = (êA,Dh (θ
00), êA,Dh (θ
11), êA,Dh (θ
10), êA,Dh (θ
01))T .
The multigrid error transformation operator for semi-coarsening in the x1-direction is
M̂
(2,1)
h (θ
α(2,1)) =
(
M̂
(2,1)
h (θ
α1(2,1)) 0
0 M̂
(2,1)
h (θ
α2(2,1))
)
∈ C4q×4q,
with θα(2,1) = (θα
1
(2,1) , θα
2
(2,1))T , θα
1
(2,1) = (θ00, θ10)T and θα
2
(2,1) = (θ11, θ01)T . Note, however,
that the error vectors êA,Dh (θ
α(2,1)) =
(
êA,Dh (θ
00), êA,Dh (θ
10), êA,Dh (θ
11), êA,Dh (θ
01)
)T
have a
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different ordering than the error components for uniform coarsening, êA,Dh (θ
α(2,2)). The
ordering of the components of the error vectors is not important for the computation of
the operator norms and the spectral radius of the error transformation operator, which are
discussed in Chapter 5. For the coupling of different multigrid algorithms, such as uniform
and semi-coarsening, it is, however, essential that the same ordering of the components of
the error vectors is used. This can be easily accomplished using the permutation matrix
P
(2,1)
h ∈ R4q×4q, which reorders the vector êA,Dh (θα(2,1)) to êA,Dh (θα(2,2)) and is defined as
P
(2,1)
h =

Iq 0 0 0
0 0 Iq 0
0 Iq 0 0
0 0 0 Iq
 .
The error after one two-level multigrid cycle with semi-coarsening in the x2-direction can
now be expressed as
êDh (θ
α(2,2)) =
(
P
(2,1)
h
)−1
M̂
(2,1)
h (θ
α(2,1))P
(2,1)
h ê
A
h (θ
α(2,2)).
Finally, the multigrid error transformation operator for semi-coarsening in the x2-direction
is
M̂
(1,2)
h (θ
α(1,2)) =
(
M̂
(1,2)
h (θ
α1(1,2)) 0
0 M̂
(1,2)
h (θ
α2(1,2))
)
∈ C4q×4q,
with θα(1,2) = (θα
1
(1,2) , θα
2
(1,2))T , θα
1
(1,2) = (θ00, θ01)T and θα
2
(1,2) = (θ11, θ10)T . The permuta-
tion matrix P
(1,2)
h ∈ R4q×4q for semi-coarsening in the x2-direction is defined as
P
(1,2)
h =

Iq 0 0 0
0 0 0 Iq
0 Iq 0 0
0 0 Iq 0
 .
The error after one two-level multigrid cycle with semi-coarsening in the x2-direction can
now be expressed as
êDh (θ
α(2,2)) =
(
P
(1,2)
h
)−1
M̂
(1,2)
h (θ
α(1,2))P
(1,2)
h ê
A
h (θ
α(2,2)).
4.4 Three-grid Fourier analysis
In three-level analysis the Fourier symbols L̂h(θ), L̂nh(nθ) and L̂mh(mθ), n ∈ {(2, 2), (2, 1),
(1, 2)}, m ∈ {(4, 4), (4, 1), (1, 4)}, can be zero for certain values of θ. The frequencies of
these Fourier harmonics are removed from F3h(θ) through the definition of
F3gh := {F3h(θαβ ) | θ ∈ Π(4,4)\Ψn,m,∀α ∈ αin,∀β ∈ βjn, i, j ∈ sn},
with
Ψn,m :=
{
θ ∈ Π(4,4) | det(L̂h(θαβ )) = 0 or det(L̂nh(nθγ
i
n
β )) = 0 or det(L̂mh(mθ
γin
δjn
)) = 0,
∀α ∈ αin,∀β ∈ βjn, i, j ∈ sn
}
, (4.56)
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and θαβ = θ
α
β (θ). The set sn is defined as sn = {1, 2} if n = (2, 1) or (1, 2) and sn = {1} if
n = (2, 2). The error transformation resulting from a three-level multigrid cycle is derived
in Section 3.1 and equal to
eDh = M
3g
h e
A
h . (4.57)
The three-level multigrid error transformation operator is defined as
M3gh = S
ν2
h
(
Ih − Phnh (Inh − (Mmnh)γ)L−1nhRnhh Lh
)
Sν1h (4.58)
with coarse grid correction
Mmnh = S
ν4
nh
(
Inh − PnhmhL−1mhRmhnh Lnh
)
Sν3nh. (4.59)
Here Lh, Lnh and Lmh denote the discrete approximation of the spatial operator L on the
meshes Gh, Gnh and Gmh, respectively, Sh, Snh the multigrid smoothers on the meshes
Gh and Gnh, respectively, R
nh
h , R
mh
nh the restriction operators, P
h
nh, P
nh
mh the prolongation
operators, Ih and Inh the identity operators on Gh and Gnh, respectively, ν1, ν2 denote the
number of pre- and post-smoothing iterations on Gh, ν3, ν4 the number of pre- and post-
smoothing iterations on Gnh and γ the number of applications of the coarse grid correction
operator Mmnh.
In order to compute the discrete Fourier transform of M3gh we first compute the discrete
Fourier transform of the two-level operator Mmnh on the mesh Gnh using the following steps
1. Using (4.13), (4.14), (4.15) and (4.16) we obtain(
LnhS
ν3
nhe
A
nh
)
(x) =
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
̂(LnhSν3nheAnh)(nθγinβ )eınθγinβ ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
L̂nh(nθ
γin
β )
(
Ŝnh(nθ
γin
β )
)ν3
êAnh(nθ
γin
β )e
ınθ
γin
β ·x/(nh)dθ
hence
̂(LnhSν3nheAnh)(nθγinβ ) = L̂nh(nθγinβ )(Ŝnh(nθγinβ ))ν3 êAnh(nθγinβ ), ∀β ∈ βjn, i, j ∈ sn.
(4.60)
2. Using (4.23), (4.28) and (4.60) we obtain(
Rmhnh LnhS
ν3
nhe
A
nh
)
(x) =
∑
i∈sn
∑
j∈sn
∫
θ∈Π(4,4)
(
Rmhnh LnhS
ν3
nhe
A
nh
)̂
(mθ
γin
δjn
)e
ımθ
γin
δ
j
n
·x/(mh)
dθ
=
∑
i∈sn
∑
j∈sn
∫
θ∈Π(4,4)
∑
β2∈βjn
R̂mhnh (nθ
γin
β2
) ̂
(
LnhS
ν3
nhe
A
nh
)
(nθ
γin
β2
)e
ımθ
γin
δ
j
n
·x/(mh)
dθ
=
∑
i∈sn
∑
j∈sn
∫
θ∈Π(4,4)
∑
β2∈βjn
R̂mhnh (nθ
γin
β2
)L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
êAnh(nθ
γin
β2
)e
ımθ
γin
δ
j
n
·x/(mh)
dθ
hence(
Rmhnh LnhS
ν3
nhe
A
nh
)̂
(mθ
γin
δjn
) =
∑
β2∈βjn
R̂mhnh (nθ
γin
β2
)L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
êAnh(nθ
γin
β2
),
i, j ∈ sn. (4.61)
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3. Using (4.13), (4.14), and (4.61) we obtain(
L−1mhR
mh
nh LnhS
ν3
nhe
A
nh
)
(x)
=
∑
i∈sn
∑
j∈sn
∫
θ∈Π(4,4)
(
L−1mhR
mh
nh LnhS
ν3
nhe
A
nh
)̂
(mθ
γin
δjn
)e
ımθ
γin
δ
j
n
·x/(mh)
dθ
=
∑
i∈sn
∑
j∈sn
∫
θ∈Π(4,4)
(
L̂mh(mθ
γin
δjn
)
)−1 (
Rmhnh LnhS
ν3
nhe
A
nh
)̂
(mθ
γin
δjn
)e
ımθ
γin
δ
j
n
·x/(mh)
dθ
=
∑
i∈sn
∑
j∈sn
∫
θ∈Π(4,4)
(
L̂mh(mθ
γin
δjn
)
)−1 ∑
β2∈βjn
R̂mhnh (nθ
γin
β2
)L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
êAnh(nθ
γin
β2
)e
ımθ
γin
δ
j
n
·x/(mh)
dθ
hence(
L−1mhR
mh
nh LnhS
ν3
nhe
A
nh
)̂
(mθ
γin
δjn
) =
(
L̂mh(mθ
γin
δjn
)
)−1 ∑
β2∈βjn
R̂mhnh (nθ
γin
β2
)L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
êAnh(nθ
γin
β2
), i, j ∈ sn. (4.62)
4. Using (4.34), (4.35) and (4.62) we obtain(
PnhmhL
−1
mhR
mh
nh LnhS
ν3
nhe
A
nh
)
(x) =
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
(
PnhmhL
−1
mhR
mh
nh LnhS
ν3
nhe
A
nh
)̂
(nθ
γin
β )e
ınθ
γin
β ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
P̂nhmh(nθ
γin
β )
(
L−1mhR
mh
nh LnhS
ν3
nhe
A
nh
)̂
(mθ
γin
δjn
)eınθ
γin
β ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
P̂nhmh(nθ
γin
β )
(
L̂mh(mθ
γin
δjn
)
)−1 ∑
β2∈βjn
R̂mhnh (nθ
γin
β2
)
L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
êAnh(nθ
γin
β2
)eınθ
γin
β ·x/(nh)dθ
hence(
PnhmhL
−1
mhR
mh
nh LnhS
ν3
nhe
A
nh
)̂
(nθ
γin
β ) = P̂
nh
mh(nθ
γin
β )
(
L̂mh(mθ
γin
δjn
)
)−1 ∑
β2∈βjn
R̂mhnh (nθ
γin
β2
)
L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
êAnh(nθ
γin
β2
), ∀β ∈ βjn, i, j ∈ sn. (4.63)
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5. Using (4.15), (4.16) and (4.63) we obtain(
Sν4nhP
nh
mhL
−1
mhR
mh
nh LnhS
ν3
nhe
A
nh
)
(x) =
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
(
Sν4nhP
nh
mhL
−1
mhR
mh
nh LnhS
ν3
nhe
A
nh
)̂
(nθ
γin
β )e
ınθ
γin
β ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
(Ŝnh(nθ
γin
β ))
ν4
(
PnhmhL
−1
mhR
mh
nh LnhS
ν3
nhe
A
nh
)̂
(nθ
γin
β )e
ınθ
γin
β ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
(
Ŝnh(nθ
γin
β )
)ν4
P̂nhmh(nθ
γin
β )
(
L̂mh(mθ
γin
δjn
)
)−1 ∑
β2∈βjn
R̂mhnh (nθ
γin
β2
)
L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
êAnh(nθ
γin
β2
)eınθ
γin
β ·x/(nh)dθ
hence(
Sν4nhP
nh
mhL
−1
mhR
mh
nh LnhS
ν3
nhe
A
nh
)̂
(nθ
γin
β ) = (Ŝnh(nθ
γin
β ))
ν4 P̂nhmh(nθ
γin
β )
(
L̂mh(mθ
γin
δjn
)
)−1
∑
β2∈βjn
R̂mhnh (nθ
γin
β2
)L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
êAnh(nθ
γin
β2
), ∀β ∈ βjn, i, j ∈ sn.
Using (4.59) the error in the multigrid algorithm at the mesh Gnh can now be expressed as
eDnh(x) =
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
(
Sν4nh(Inh − PnhmhL−1mhRmhnh Lnh)Sν3nheAnh
)̂
(nθ
γin
β )
eınθ
γin
β ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
((
Ŝnh(nθ
γin
β )
)ν3+ν4
êAnh(nθ
γin
β )−
(
Ŝnh(nθ
γin
β )
)ν4
P̂nhmh(nθ
γin
β )
(
L̂mh(mθ
γin
δjn
)
)−1 ∑
β2∈βjn
R̂mhnh (nθ
γin
β2
)L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
êAnh(nθ
γin
β2
)
)
eınθ
γin
β ·x/(nh)dθ.
The discrete Fourier transform of Mmnhe
A
nh is thus equal to
M̂mnhe
A
nh(nθ
γin
β ) =
(
Ŝnh(nθ
γin
β )
)ν3+ν4
êAnh(nθ
γin
β )−
(
Ŝnh(nθ
γin
β )
)ν4
P̂nhmh(nθ
γin
β )
(
L̂mh(mθ
γin
δjn
)
)−1
∑
β2∈βjn
R̂mhnh (nθ
γin
β2
)L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
êAnh(nθ
γin
β2
), ∀β ∈ βjn, i, j ∈ sn.
(4.64)
We can also obtain this result directly using the fact that the modes φh(θ
α
β , x) on the mesh
Gh alias to φnh(nθ
γin
β , x), with α ∈ αin, β ∈ βjn, i, j ∈ sn, on the mesh Gnh. If we use the
discrete Fourier transform of the two-level error transformation operator (4.49) and replace
θα with nθ
γin
β , θ
α2 with nθ
γin
β2
, nθγ
i
n with mθ
γin
δjn
, nh with mh, and h with nh then we also
obtain (4.64).
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Define now the coarse grid correction operator
M˜mnh = Inh − (Mmnh)γ . (4.65)
If we introduce the matrices
( ̂˜
Mmnh
)
β
∈ Cqr×qr, with β ∈ βjn, i, j ∈ sn and r = Car(αin) =
Car(βjn), we can write the discrete Fourier transform of M˜
m
nhe
A
nh as
̂˜
Mmnhe
A
nh(nθ
γin
β ) =
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
β ; γ)ê
A
nh(nθ
γin
β2
), ∀β ∈ βjn, i, j ∈ sn, (4.66)
where an explicit expression of
( ̂˜
Mnnh
)
β2
(nθ
γin
β ; γ) can be obtained using (4.64). For instance,
if γ = 1 then( ̂˜
Mmnh
)
β2
(nθ
γin
β ; 1) =I
qr − (Ŝnh(nθγinβ ))ν3+ν4 + (Ŝnh(nθγinβ ))ν4 P̂nhmh(nθγinβ )(L̂mh(mθγinδjn ))−1
R̂mhnh (nθ
γin
β )L̂nh(nθ
γin
β )
(
Ŝnh(nθ
γin
β )
)ν3
, if β2 = β
=
(
Ŝnh(nθ
γin
β )
)ν4
P̂nhmh(nθ
γin
β )
(
L̂mh(mθ
γin
δjn
)
)−1
R̂mhnh (nθ
γin
β2
)
L̂nh(nθ
γin
β2
)
(
Ŝnh(nθ
γin
β2
)
)ν3
, if β2 6= β.
Next, we compute the Fourier symbol of the operator M3gh . We first derive for each group of
modes αin, β
j
n, i, j ∈ sn the discrete Fourier transform of Sν2h PhnhM˜mnhL−1nhRnhh LhSν1h eAh using
the following steps:
1. Using (4.13), (4.14), (4.15) and (4.16) we obtain
(
LhS
ν1
h e
A
h
)
(x) =
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
̂(LhSν1h eAh )(θαβ )eıθαβ ·x/hdθ
=
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
L̂h(θ
α
β )
(
Ŝh(θ
α
β )
)ν1
êAh (θ
α
β )e
ıθαβ ·x/hdθ
hence
̂(LhSν1h eAh )(θαβ ) = L̂h(θαβ )(Ŝh(θαβ ))ν1 êAh (θαβ ), ∀α ∈ αin,∀β ∈ βjn, i, j ∈ sn. (4.67)
2. Using (4.17), (4.22) and (4.67) we obtain
(
Rnhh LhS
ν1
h e
A
h
)
(x) =
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
(
Rnhh LhS
ν1
h e
A
h
)̂
(nθ
γin
β )e
ınθ
γin
β ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
∑
α2∈αin
R̂nhh (θ
α2
β )
̂(LhSν1h eAh )(θα2β )eınθγinβ ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
∑
α2∈αin
R̂nhh (θ
α2
β )L̂h(θ
α2
β )
(
Ŝh(θ
α2
β )
)ν1
êAh (θ
α2
β )
eınθ
γin
β ·x/(nh)dθ
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hence(
Rnhh LhS
ν1
h e
A
h
)̂
(nθ
γin
β ) =
∑
α2∈αin
R̂nhh (θ
α2
β )L̂h(θ
α2
β )
(
Ŝh(θ
α2
β )
)ν1
êAh (θ
α2
β ),
∀β ∈ βjn, i, j ∈ sn. (4.68)
3. Using (4.13), (4.14), and (4.68) we obtain(
L−1nhR
nh
h LhS
ν1
h e
A
h
)
(x)
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
(
L−1nhR
nh
h LhS
ν1
h e
A
h
)̂
(nθ
γin
β )e
ınθ
γin
β ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
(
L̂nh(nθ
γin
β )
)−1 (
Rnhh LhS
ν1
h e
A
h
)̂
(nθ
γin
β )e
ınθ
γin
β ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
(
L̂nh(nθ
γin
β )
)−1 ∑
α2∈αin
R̂nhh (θ
α2
β )L̂h(θ
α2
β )
(
Ŝh(θ
α2
β )
)ν1
êAh (θ
α2
β )e
ınθ
γin
β ·x/(nh)dθ
hence(
L−1nhR
nh
h LhS
ν1
h e
A
h
)̂
(nθ
γin
β ) =
(
L̂nh(nθ
γin
β )
)−1 ∑
α2∈αin
R̂nhh (θ
α2
β )L̂h(θ
α2
β )
(
Ŝh(θ
α2
β )
)ν1
êAh (θ
α2
β ), ∀β ∈ βjn, i, j ∈ sn. (4.69)
4. Using (4.66) and (4.69) we obtain(
M˜mnhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)
(x) =
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
(
M˜mnhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(nθ
γin
β )e
ınθ
γin
β ·x/(nh)dθ =
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
β ; γ)
(
L−1nhR
nh
h LhS
ν1
h e
A
h
)̂
(nθ
γin
β2
)
eınθ
γin
β ·x/(nh)dθ
=
∑
i∈sn
∑
j∈sn
∑
β∈βjn
∫
θ∈Π(4,4)
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
β ; γ)
(
L̂nh(nθ
γin
β2
)
)−1 ∑
α2∈αin
R̂nhh (θ
α2
β2
)
L̂h(θ
α2
β2
)
(
Ŝh(θ
α2
β2
)
)ν1
êAh (θ
α2
β2
)eınθ
γin
β ·x/(nh)dθ
hence(
M˜mnhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(nθ
γin
β ) =
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
β ; γ)
(
L̂nh(nθ
γin
β2
)
)−1
∑
α2∈αin
R̂nhh (θ
α2
β2
)L̂h(θ
α2
β2
)
(
Ŝh(θ
α2
β2
)
)ν1
êAh (θ
α2
β2
), ∀β ∈ βjn, i, j ∈ sn. (4.70)
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5. Using (4.32), (4.33) and (4.70) we obtain(
PhnhM˜
m
nhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)
(x) =
=
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
(
PhnhM˜
m
nhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(θαβ )e
ıθαβ ·x/hdθ
=
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
P̂hnh(θ
α
β )
(
M˜mnhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(nθ
γin
β )e
ıθαβ ·x/hdθ
=
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
P̂hnh(θ
α
β )
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
β ; γ)
(
L̂nh(nθ
γin
β2
)
)−1
∑
α2∈αin
R̂nhh (θ
α2
β2
)L̂h(θ
α2
β2
)
(
Ŝh(θ
α2
β2
)
)ν1
êAh (θ
α2
β2
)eıθ
α
β ·x/hdθ
hence(
PhnhM˜
m
nhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(θαβ ) =P̂
h
nh(θ
α
β )
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
β ; γ)
(
L̂nh(nθ
γin
β2
)
)−1
∑
α2∈αin
R̂nhh (θ
α2
β2
)L̂h(θ
α2
β2
)
(
Ŝh(θ
α2
β2
)
)ν1
êAh (θ
α2
β2
),
∀α ∈ αin,∀β ∈ βjn, i, j ∈ sn.
(4.71)
6. Using (4.15), (4.16) and (4.71) we obtain(
Sν2h P
h
nhM˜
m
nhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)
(x) =
=
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
(
Sν2h P
h
nhM˜
m
nhL
−1
nhR
nh
h LhShe
A
h
)̂
(θαβ )e
ıθαβ ·x/hdθ
=
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
(Ŝh(θ
α
β ))
ν2
(
PhnhM˜
m
nhL
−1
nhR
nh
h LhShe
A
h
)̂
(θαβ )e
ıθαβ ·x/hdθ
=
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
(
Ŝh(θ
α
β )
)ν2
P̂hnh(θ
α
β )
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
β ; γ)
(
L̂nh(nθ
γin
β2
)
)−1 ∑
α2∈αin
R̂nhh (θ
α2
β2
)L̂h(θ
α2
β2
)
(
Ŝh(θ
α2
β2
)
)ν1
êAh (θ
α2
β2
)eıθ
α
β ·x/hdθ
hence(
Sν2h P
h
nhM˜
m
nhL
−1
nhR
nh
h LhS
ν1
h e
A
h
)̂
(θαβ ) = (Ŝh(θ
α
β ))
ν2 P̂hnh(θ
α
β )
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
β ; γ)
(
L̂nh(nθ
γin
β2
)
)−1 ∑
α2∈αin
R̂nhh (θ
α2
β2
)L̂h(θ
α2
β2
)
(
Ŝh(θ
α2
β2
)
)ν1
êAh (θ
α2
β2
),
∀α ∈ αin,∀β ∈ βjn, i, j ∈ sn. (4.72)
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Using (4.58) and (4.72) the error in the three-level multigrid algorithm can now be expressed
as
eDh (x) =
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
(
Sν2h (Ih − PhnhM˜mnhL−1nhRnhh Lh)Sν1h eAh
)̂
(θαβ ) e
ıθαβ ·x/hdθ
=
∑
i∈sn
∑
j∈sn
∑
α∈αin
∑
β∈βjn
∫
θ∈Π(4,4)
((
Ŝh(θ
α
β )
)ν1+ν2
êAh (θ
α
β )−
(
Ŝh(θ
α
β )
)ν2
P̂hnh(θ
α
β )
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
β ; γ)
(
L̂nh(nθ
γin
β2
)
)−1
∑
α2∈αin
R̂nhh (θ
α2
β2
)L̂h(θ
α2
β2
)
(
Ŝh(θ
α2
β2
)
)ν1
êAh (θ
α2
β2
)
)
eıθ
α
β ·x/hdθ.
The discrete Fourier transform of M3gh e
A
h is thus equal to
M̂3gh e
A
h (θ
α
β ) =
(
Ŝh(θ
α
β )
)ν1+ν2
êA(θαβ )−
(
Ŝh(θ
α
β )
)ν2
P̂hnh(θ
α
β )
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
β ; γ)
(
L̂nh(nθ
γin
β2
)
)−1 ∑
α2∈αin
R̂nhh (θ
α2
β2
)L̂h(θ
α2
β2
)
(
Ŝh(θ
α2
β2
)
)ν1
êAh (θ
α2
β2
),
∀α ∈ αin,∀β ∈ βjn, i, j ∈ sn.
The expressions for the discrete Fourier transform of the error transformation operator can
be simplified using a matrix representation. On the mesh Gnh we introduce the matrices
L̂nnh(nθ
γin
βjn
) = bdiag (L̂nh(nθ
γin
β1
), · · · , L̂nh(nθγ
i
n
βr
)) ∈ Cqr×qr, (4.73)
Ŝnnh(nθ
γin
βjn
) = bdiag (Ŝnh(nθ
γin
β1
), · · · , Ŝnh(nθγ
i
n
βr
)) ∈ Cqr×qr, (4.74)
R̂mhnh (nθ
γin
βjn
) = (R̂mhnh (nθ
γin
β1
), · · · , R̂mhnh (nθγ
i
n
βr
)) ∈ Cq×qr, (4.75)
P̂nhmh(nθ
γin
βjn
) = (P̂nhmh(nθ
γin
β1
), · · · , P̂nhmh(nθγ
i
n
βr
))T ∈ Cqr×q, (4.76)
with θ
γin
βjn
= (θ
γin
β1
, · · · , θγinβr )T , β1, · · · , βr ∈ βjn, r = Car(αin) = Car(βjn), i, j ∈ sn and bdiag
refers to a block diagonal matrix consisting of q × q blocks with q ≥ 1. For each group
of modes βjn, j ∈ sn, the discrete Fourier transform of the coarse grid multigrid error
transformation operator M̂mnh can be directly obtained from (4.64) resulting in
M̂mnh(nθ
γin
βjn
) =
(
Ŝnnh(nθ
γin
βjn
)
)ν4(
Iqr − P̂nhmh(nθγ
i
n
βjn
)
(
L̂mh(mθ
γin
δjn
)
)−1
R̂mhnh (nθ
γin
βjn
)L̂nnh(nθ
γin
βjn
)
)
(
Ŝnnh(nθ
γin
βjn
)
)ν3 ∈ Cqr×qr, i, j ∈ sn,
with Iqr ∈ Rqr×qr the identity matrix. The matrices representing the discrete Fourier
transform of the coarse grid operator (4.65) then are equal to
̂˜
Mmnh(nθ
γin
βjn
; γ) = Iqr − (M̂mnh(nθγ
i
n
βjn
))γ ∈ Cqr×qr.
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Next, we introduce the matrices
L˜nh(θ
αin
βk
) = bdiag
(
L̂h(θ
α1
βk
), · · · , L̂h(θαrβk )
) ∈ Cqr×qr (4.77)
L¯nh(θ
αin
βjn
) = bdiag
(
L˜nh(θ
αin
β1
), · · · , L˜nh(θα
i
n
βr
)
) ∈ Cqr2×qr2 (4.78)
S˜nh (θ
αin
βk
) = bdiag
(
Ŝh(θ
α1
βk
), · · · , Ŝh(θαrβk )
) ∈ Cqr×qr (4.79)
S¯nh (θ
αin
βjn
) = bdiag
(
S˜nh (θ
αin
β1
), · · · , S˜nh (θα
i
n
βr
)
) ∈ Cqr2×qr2 (4.80)
R˜nhh (θ
αin
βk
) =
(
R̂nhh (θ
α1
βk
), · · · , R̂nhh (θαrβk )
) ∈ Cq×qr (4.81)
R¯nhh (θ
αin
βjn
) = bdiag
(
R˜nhh (θ
αin
β1
), · · · , R˜nhh (θα
i
n
βr
)
) ∈ Cqr×qr2 (4.82)
P˜hnh(θ
αin
βk
) = (P̂hnh(θ
α1
βk
), · · · , P̂hnh(θαrβk )
)T ∈ Cqr×q (4.83)
P¯hnh(θ
αin
βjn
) = bdiag
(
P˜hnh(θ
αin
β1
), · · · , P˜hnh(θα
i
n
βr
)
) ∈ Cqr2×qr (4.84)
Q¯nnh(nθ
γin
βjn
) =
(
bdiag
(
L̂nh(nθ
γin
β1
), · · · , L̂nh(nθγ
i
n
βr
)
))−1 ∈ Cqr×qr (4.85)
e˜nh (θ
αin
βk
) = (êAh (θ
α1
βk
), · · · , êAh (θαrβk ))T ∈ Cqr×1,
e¯nh (θ
αin
βjn
) = (e˜nh (θ
αin
β1
), · · · , e˜nh (θα
i
n
βr
))T ∈ Cqr2×1,
with θ
αin
βk
= (θα1βk , · · · , θαrβk )T , θ
αin
βjn
= (θ
αin
β1
, · · · , θαinβr )T , α1, · · · , αr ∈ αin, β1, · · · , βr ∈ βjn,
Using these matrix representations, we obtain now for ∀αk ∈ αin, ∀βl ∈ βjn, i, j ∈ sn(
Ŝh(θ
αk
βl
)
)ν2
P̂hnh(θ
αk
βl
)
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
βl
; γ)
(
L̂nh(nθ
γin
β2
)
)−1 ∑
α2∈αin
R̂nhh (θ
α2
β2
)L̂h(θ
α2
β2
)
(
Ŝh(θ
α2
β2
)
)ν1
êAh (θ
α2
β2
)
=
(
Ŝh(θ
αk
βl
)
)ν2
P̂hnh(θ
αk
βl
)
∑
β2∈βjn
( ̂˜
Mmnh
)
β2
(nθ
γin
βl
; γ)
(
L̂nh(nθ
γin
β2
)
)−1
R˜nh(θ
αin
β2
)L˜nh(θ
αin
β2
)
(
S˜nh (θ
αin
β2
)
)ν1
e˜nh(θ
αin
β2
)
=

S˜nh (θ
αin
β1
) . . . 0
...
. . .
...
0 . . . S˜nh (θ
αin
βr
)

ν2 
P˜hnh(θ
αin
β1
) . . . 0
...
. . .
...
0 . . . P˜hnh(θ
αin
βr
)


( ̂˜
Mmnh
)
β1
(nθ
γin
β1
; γ) . . .
( ̂˜
Mmnh
)
βr
(nθ
γin
β1
; γ)
...
. . .
...( ̂˜
Mmnh
)
β1
(nθ
γin
βr
; γ) . . .
( ̂˜
Mmnh
)
βr
(nθ
γin
βr
; γ)


L̂nh(nθ
γin
β1
) . . . 0
...
. . .
...
0 . . . L̂nh(nθ
γin
βr
)

−1

R˜nhh (θ
αin
β1
) . . . 0
...
. . .
...
0 . . . R˜nhh (θ
αin
βr
)


L˜nh(θ
αin
β1
) . . . 0
...
. . .
...
0 . . . L˜nh(θ
αin
βr
)

59

S˜nh (θ
αin
β1
) . . . 0
...
. . .
...
0 . . . S˜nh (θ
αin
βr
)

ν1 
e˜nh (θ
αin
β1
)
...
e˜nh (θ
αin
βr
)

=
(
S¯nh (θ
αin
βjn
)
)ν2
P¯hnh(θ
αin
βjn
)
̂˜
Mmnh(nθ
γin
βjn
; γ)Q¯nnh(nθ
γin
βjn
)R¯nhh (θ
αin
βjn
)L¯nh(θ
αin
βjn
)
(
S¯nh (θ
αin
βjn
)
)ν1
e¯nh (θ
αin
βjn
).
The discrete Fourier transform for each group of modes of the error transformation operator
for a three-level multigrid cycle M̂nh (θ
αin
βjn
) ∈ Cr2q×r2q, with i, j ∈ sn, can now be expressed
as
M̂nh (θ
αin
βjn
) =
(
S¯nh (θ
αin
βjn
)
)ν2(
Ir
2q − P¯hnh(θα
i
n
βjn
)
̂˜
Mmnh(nθ
γin
βjn
; γ)Q¯nnh(nθ
γin
βjn
)R¯nhh (θ
αin
βjn
)L¯nh(θ
αin
βjn
)
)
(
S¯nh (θ
αin
βjn
)
)ν1
. (4.86)
The three-level error transformation operator is now obtained by combining the contri-
butions from the different groups of modes. For uniform coarsening the multigrid error
transformation operator is equal to
M̂
(2,2)
h (θ
α
β ) = M̂
(2,2)
h (θ
α1(2,2)
β1
(2,2)
) ∈ C16q×16q, (4.87)
with θαβ = θ
α1(2,2)
β1
(2,2)
. The error after one three-level multigrid cycle with uniform coarsening
can now be expressed as
êDh (θ
α
β ) = M̂
(2,2)
h (θ
α
β )ê
A
h (θ
α
β ),
with
êA,Dh (θ
α
β ) =
(
êDh (θ
α1
β1
), · · · , êA,Dh (θα4β1 ), ê
A,D
h (θ
α1
β2
), · · · , êA,Dh (θα4β2 ), · · · , ê
A,D
h (θ
α1
β4
),
· · · , êA,Dh (θα4β4 ))T , α1, · · · , α4 ∈ α1(2,2), β1, · · · , β4 ∈ β1(2,2).
The multigrid error transformation operator for semi-coarsening in the x1-direction is
M̂
(2,1)
h (θ
α(2,1)
β(2,1)
) = bdiag
(
M̂
(2,1)
h (θ
α1(2,1)
β1
(2,1)
), M̂
(2,1)
h (θ
α2(2,1)
β1
(2,1)
), M̂
(2,1)
h (θ
α1(2,1)
β2
(2,1)
),
M̂
(2,1)
h (θ
α2(2,1)
β2
(2,1)
)
) ∈ C16q×16q,
with θ
α(2,1)
β(2,1)
= (θ
α1(2,1)
β1
(2,1)
, θ
α2(2,1)
β1
(2,1)
, θ
α1(2,1)
β2
(2,1)
, θ
α2(2,1)
β2
(2,1)
)T . The frequencies θ
αi(2,1)
βj
(2,1)
, i, j ∈ sn, are defined
as
θ
α1(2,1)
β1
(2,1)
= (θ0000, θ
10
00, θ
00
1
2 0
, θ101
2 0
)T , θ
α2(2,1)
β1
(2,1)
= (θ1100, θ
01
00, θ
11
1
2 0
, θ011
2 0
)T ,
θ
α1(2,1)
β2
(2,1)
= (θ001
2
1
2
, θ101
2
1
2
, θ000 12
, θ100 12
)T , θ
α2(2,1)
β2
(2,1)
= (θ111
2
1
2
, θ011
2
1
2
, θ110 12
, θ010 12
)T .
Note, however, that the error vectors for semi-coarsening in the x1 and x2-direction have a
different ordering than the error components for uniform coarsening êA,Dh (θ
α
β ). The ordering
of the components of the error vectors is not important for the computation of the operator
norms and the spectral radius of the error transformation operator, which are discussed in
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Chapter 5. For the coupling of different multigrid algorithms, such as uniform and semi-
coarsening, it is essential that the same ordering of the components of the error vectors
is used. This can be easily accomplished using the permutation matrix P
(2,1)
h ∈ R16q×16q,
which reorders the vector êA,Dh (θ
α(2,1)
β(2,1)
) to êA,Dh (θ
α
β ) and is defined as
P
(2,1)
h =

Iq 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 Iq 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 Iq 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 Iq 0 0 0 0 0
0 Iq 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 Iq 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 Iq 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 Iq 0 0 0 0
0 0 0 0 Iq 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 Iq 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 Iq 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 Iq 0
0 0 0 0 0 Iq 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 Iq 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 Iq 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Iq

.
(4.88)
The error after one three-level multigrid cycle with semi-coarsening in the x1-direction can
now be expressed as
êDh (θ
α
β ) =
(
P
(2,1)
h
)−1
M̂
(2,1)
h (θ
α(2,1)
β(2,1)
)P
(2,1)
h ê
A
h (θ
α
β ).
Finally, the multigrid error transformation operator for semi-coarsening in the x2-direction
is
M̂
(1,2)
h (θ
α(1,2)
β(1,2)
) = bdiag
(
M̂
(1,2)
h (θ
α1(1,2)
β1
(1,2)
), M̂
(1,2)
h (θ
α2(1,2)
β1
(1,2)
), M̂
(1,2)
h (θ
α1(1,2)
β2
(1,2)
),
M̂
(1,2)
h (θ
α2(1,2)
β2
(1,2)
)
) ∈ C16q×16q,
with θ
α(1,2)
β(1,2)
= (θ
α1(1,2)
β1
(1,2)
, θ
α2(1,2)
β1
(1,2)
, θ
α1(1,2)
β2
(1,2)
, θ
α2(1,2)
β2
(1,2)
)T . The frequencies θ
αi(1,2)
βj
(1,2)
are defined as
θ
α1(1,2)
β1
(1,2)
= (θ0000, θ
01
00, θ
00
0 12
, θ010 12
)T , θ
α2(1,2)
β1
(1,2)
= (θ1100, θ
10
00, θ
11
0 12
, θ100 12
)T ,
θ
α1(1,2)
β2
(1,2)
= (θ001
2
1
2
, θ011
2
1
2
, θ001
2 0
, θ011
2 0
)T , θ
α2(1,2)
β2
(1,2)
= (θ111
2
1
2
, θ101
2
1
2
, θ111
2 0
, θ101
2 0
)T .
the permutation matrix P
(1,2)
h ∈ R16q×16q, which reorders the vector êA,Dh (θ
α(1,2)
β(1,2)
) to
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êA,Dh (θ
α
β ) and is defined as
P
(1,2)
h =

Iq 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 Iq 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 Iq 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Iq
0 Iq 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 Iq 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 Iq 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 Iq 0
0 0 0 0 Iq 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 Iq 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 Iq 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 Iq 0 0 0 0
0 0 0 0 0 Iq 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 Iq 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 Iq 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 Iq 0 0 0 0 0

.
(4.89)
The error after one three-level multigrid cycle with semi-coarsening in the x2-direction can
now be expressed as
êDh (θ
α
β ) =
(
P
(1,2)
h
)−1
M̂
(1,2)
h (θ
α(1,2)
β(1,2)
)P
(1,2)
h ê
A
h (θ
α
β ).
4.5 Discrete Fourier Analysis hp-MGS algorithm
In this section we derive the discrete Fourier transform of the error transformation operator
M̂h,3(θ
α
β ), with θ
α
β = θ
α1(2,2)
β1
(2,2)
, for the hp-MGS multigrid algorithm for a polynomial order
p = 3 and three (semi)-coarsened mesh levels, given by (3.11). We will use the shorthand
notation α = α1(2,2) and β = β
1
(2,2) for the Fourier mode indices in uniform mesh coarsening.
The first part of the hp-MGS algorithm consists of p-multigrid. Since there is no coupling
between modes on different meshes in the p-multigrid the discrete Fourier transform of the
p-multigrid part of the hp-MGS algorithm can be computed straightforwardly, resulting in
M̂h,3(θ
α
β ) =
(
ĤUh,3(θ
α
β )
)γ2(
I16q3 − T¯ 3h,2(θαβ )
(
I16q2 − M̂h,2(θαβ )
) (
L¯
(2,2)
h,2 (θ
α
β )
)−1
Q¯2h,3(θ
α
β )L¯
(2,2)
h,3 (θ
α
β )
)(
ĤUh,3(θ
α
β )
)γ1 ∈ C16q3×16q3 . (4.90)
with the contribution from the p = 2 level given by
M̂h,2(θ
α
β ) =
(
ĤUh,2(θ
α
β )
)γ2(
I16q2 − T¯ 2h,1(θαβ )(I16q1 − ĤUh,1(θαβ ))
(
L¯
(2,2)
h,1 (θ
α
β )
)−1
Q¯1h,2(θ
α
β )L¯
(2,2)
h,2 (θ
α
β )
)(
ĤUh,2(θ
α
β )
)γ1 ∈ C16q2×16q2 ,
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where θαβ = θ
α1(2,2)
β1
(2,2)
. Here qp refers to the size of the blocks in the matrices for polynomial
order p. The p-multigrid prolongation operator T¯ p+1h,p is defined using (4.38) as
T¯ p+1h,p (θ
α
β ) = bdiag
(
T̂ p+1h,p (θ
α1
β1
), · · · , T̂ p+1h,p (θα4β1 ), T̂
p+1
h,p (θ
α1
β2
), · · · , T̂ p+1h,p (θα4β2 ),
T̂ p+1h,p (θ
α1
β4
), · · · , T̂ p+1h,p (θα4β4 )
) ∈ C16qp×16qp ,
and the restriction operator is equal to Q¯ph,p+1 =
(
T¯ p+1h,p
)T
. Note, frequently the p-multigrid
restriction and prolongation operators are purely element based in which case their discrete
Fourier transform is not a function of θαβ .
The discrete Fourier transform of the hp-MGS error transformation operator depends on the
discrete Fourier transform of the three-level h-MGS smoothers ĤUh,p(θ
α
β ), p ∈ {1, 2, 3}. The
discrete Fourier transform of these operators can be obtained using the thee-level analysis
discussed in Section 4.4. In order to describe the discrete Fourier transform we extend
the matrices defined in (4.73)-(4.76) and (4.77)-(4.85) to include also the polynomial order
p. Using the result for the three-level error transformation operator given by (4.87) we
obtain the discrete Fourier transform of the h-MGS error transformation operator for each
polynomial order p
ĤUh,p(θ
α
β ) =
(
ĤS
(2,1)
h,p (θ
α
β )ĤS
(1,2)
h,p (θ
α
β )
)ν2(
I16qp − P¯h2h,p(θαβ )̂˜M (4,4)2h,p (2θ00β ; 1)Q¯(2,2)2h,p (2θ00β )
R¯2hh,p(θ
α
β )L¯
(2,2)
h,p (θ
α
β )
)(
ĤS
(1,2)
h,p (θ
α
β )ĤS
(2,1)
h,p (θ
α
β )
)ν1 ∈ C16qp×16qp , (4.91)
with ĤS
(2,1)
h,p (θ
α
β ) and ĤS
(1,2)
h,p (θ
α
β ) the discrete Fourier transform of the error transformation
operator of the semi-coarsening multigrid smoothers in, respectively, the x1 and x2-direction.
The coarse grid contribution
̂˜
M
(4,4)
2h,p (2θ
00
β ; 1) from the mesh G2h in (4.91) is given by
̂˜
M
(4,4)
2h,p (2θ
00
β ; 1) = I
4qp − M̂ (4,4)2h,p (2θ00β ) ∈ C4qp×4qp ,
with
M̂
(4,4)
2h,p (2θ
00
β ) =
(
ĤS
(2,1)
2h,p (2θ
00
β )ĤS
(1,2)
2h,p (2θ
00
β )
)ν2(
I4qp − P̂ 2h4h,p(2θ00β )
(
L̂4h,p(4θ
00
00)
)−1
R̂4h2h,p(2θ
00
β )L̂
(2,2)
2h,p (2θ
00
β )
)(
ĤS
(1,2)
2h,p (2θ
00
β )ĤS
(2,1)
2h,p (2θ
00
β )
)ν1 ∈ C4qp×4qp .
The discrete Fourier transform of the semi-coarsening smoother in the local x1-direction is
given by
ĤS
(2,1)
h,p (θ
α
β ) = (P
(2,1)
h )
−1bdiag
(
M̂
(2,1)
h,p (θ
α1(2,1)
β1
(2,1)
), M̂
(2,1)
h,p (θ
α2(2,1)
β1
(2,1)
), M̂
(2,1)
h,p (θ
α1(2,1)
β2
(2,1)
),
M̂
(2,1)
h,p (θ
α2(2,1)
β2
(2,1)
)
)
P
(2,1)
h ∈ C16qp×16qp ,
with the permutation matrix P
(2,1)
h ∈ C16qp×16qp given by (4.88) and
θ
α1(2,1)
β1
(2,1)
= (θ0000, θ
10
00, θ
00
1
2 0
, θ101
2 0
)T , θ
α2(2,1)
β1
(2,1)
= (θ1100, θ
01
00, θ
11
1
2 0
, θ011
2 0
)T ,
θ
α1(2,1)
β2
(2,1)
= (θ001
2
1
2
, θ101
2
1
2
, θ000 12
, θ100 12
)T , θ
α2(2,1)
β2
(2,1)
= (θ111
2
1
2
, θ011
2
1
2
, θ110 12
, θ010 12
)T .
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The discrete Fourier transform of the semi-coarsening smoother in the local x2-direction is
ĤS
(1,2)
h,p (θ
α
β ) = (P
(1,2)
h )
−1bdiag
(
M̂
(1,2)
h,p (θ
α1(1,2)
β1
(1,2)
), M̂
(1,2)
h,p (θ
α2(1,2)
β1
(1,2)
), M̂
(1,2)
h,p (θ
α1(1,2)
β2
(1,2)
),
M̂
(1,2)
h,p (θ
α2(1,2)
β2
(1,2)
)
)
P
(1,2)
h ∈ C16qp×16qp ,
the permutation matrix P
(1,2)
h ∈ C16qp×16qp given by (4.89) and
θ
α1(1,2)
β1
(1,2)
= (θ0000, θ
01
00, θ
00
0 12
, θ010 12
)T , θ
α2(1,2)
β1
(1,2)
= (θ1100, θ
10
00, θ
11
0 12
, θ100 12
)T ,
θ
α1(1,2)
β2
(1,2)
= (θ001
2
1
2
, θ011
2
1
2
, θ001
2 0
, θ011
2 0
)T , θ
α2(1,2)
β2
(1,2)
= (θ111
2
1
2
, θ101
2
1
2
, θ111
2 0
, θ101
2 0
)T .
Note, the permutation matrices are necessary in order to combine the error transformation
operators for the different types of mesh coarsening which use a different ordering of the
Fourier modes. The contribution to the error transformation operators from the different
groups of modes in the semi-coarsening smoothers ĤS
(2,1)
h,p (θ
α
β ) and ĤS
(1,2)
h,p (θ
α
β ) is now given
for i, j ∈ sn by
M̂nh,p(θ
αin
βjn
) =
(
S¯nh,p(θ
αin
βjn
)
)µ2(
I4qp − P¯hnh,p(θα
i
n
βjn
)
̂˜
Mmnh,p(nθ
γin
βjn
; 1)Q¯nnh,p(nθ
γin
βjn
)R¯nhh,p(θ
αin
βjn
)
L¯nh,p(θ
αin
βjn
)
)(
S¯nh,p(θ
αin
βjn
)
)µ1 ∈ C4qp×4qp ,
with the coarse grid contributions
̂˜
Mmnh,p(nθ
γin
βjn
; 1) = I2qp − M̂mnh,p(nθγ
i
n
βjn
) ∈ C2qp×2qp ,
and
M̂mnh,p(nθ
γin
βjn
) =
(
Ŝnnh,p(nθ
γin
βjn
)
)µ2(
I2qp − P̂nhmh,p(nθγ
i
n
βjn
)
(
Iqp − (Ŝmh,p(mθγinδjn ))µ3)(
L̂mh,p(mθ
γin
δjn
)
)−1
R̂mhnh,p(nθ
γin
βjn
)L̂nnh,p(nθ
γin
βjn
)
)(
Ŝnnh,p(nθ
γin
βjn
)
)µ1 ∈ C2qp×2qp ,
with n = (2, 1), m = (4, 1) for HS
(2,1)
h,p and n = (1, 2), m = (1, 4) for HS
(1,2)
h,p . The smoothers
S¯nh,p, Ŝ
n
nh,p and Ŝmh,p(mθ
γin
δjn
) are either the point implicit or the semi-implicit pseudo-time
Runge-Kutta smoother in the local direction x1 for n = (2, 1) or local x2 for n = (1, 2),
which are defined in Section 4.2.3.
The contribution of the semi-coarsening smoothers at the mesh level 2h is equal to
ĤS
n
2h,p(2θ
00
β ) = (P
n
2h)
−1bdiag
(
M̂n2h,p(2θ
00
β1n
), M̂n2h,p(2θ
00
β2n
)
)
Pn2h ∈ C4qp×4qp ,
with
M̂n2h,p(2θ
00
βjn
) =
(
Ŝn2h,p(2θ
00
βjn
)
)µ2(
I2qp − P̂ 2h2nh,p(2θ00βjn)(I
qp − (Ŝ2nh,p(2nθ00δjn))µ3)(
L̂2nh,p(2nθ
00
δjn
)
)−1
R̂2nh2h,p(2θ
00
βjn
)L̂n2h,p(2θ
00
βjn
)
)(
Ŝn2h,p(2θ
00
βjn
)
)µ1 ∈ C2qp×2qp ,
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where n = (2, 1) for HS
(2,1)
2h,p and n = (1, 2) for HS
(1,2)
2h,p . The permutation matrices are
defined as
P
(2,1)
2h =

Iq 0 0 0
0 0 Iq 0
0 Iq 0 0
0 0 0 Iq
 P (1,2)2h =

Iq 0 0 0
0 0 0 Iq
0 Iq 0 0
0 0 Iq 0
 .
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Chapter 5
Definition of Convergence Rates
The performance of the multigrid scheme is measured with two parameters.
1. The cycle convergence factor, which is defined as
λ = sup
eAh 6=0
‖eDh ‖`2(Gh)
‖eAh ‖`2(Gh)
,
with ‖eAh ‖`2(Gh) and ‖eDh ‖`2(Gh) the discrete `2-norm of the initial error and the error
after one full multigrid cycle, respectively. Using (4.41), (4.57) or (4.90) we can also
express the cycle convergence factor as
λ = sup
eAh 6=0
‖Mngh eAh ‖`2(Gh)
‖eAh ‖`2(Gh)
=: ‖Mngh ‖`2(Gh),
with ‖Mngh ‖`2(Gh) the discrete `2 operator norm of Mngh and n the number of multigrid
grid levels. On an infinite mesh Gh this expression can be further evaluated using
discrete Fourier analysis. Parseval’s identity (4.9) implies that
‖eAh ‖2`2(Gh) = (2pi)d
∫
θ∈Π(1,1)
|êAh (θ)|2dθ = (2pi)d‖êAh ‖2L2((−pi,pi)d),
‖Mngh eAh ‖2`2(Gh) = (2pi)d
∫
θ∈Π(1,1)
|M̂ngh (θ)êAh (θ)|2dθ = (2pi)d‖M̂ngh êAh ‖2L2((−pi,pi)d),
with ‖ · ‖L2 the L2-norm. The discrete `2 operator norm thus satisfies ‖Mngh ‖`2(Gh) =
‖M̂ngh ‖L2((−pi,pi)d).
The discrete `2 operator norm of a matrix A also satisfies ‖A‖`2(Gh) =
√
ρ(AA∗),
see e.g. Golub and Van Loan [5], Theorem 2.3.1. Here A∗ refers to the conjugate
transposed of A and ρ is the spectral radius, which is defined as
ρ(A) = max{|λ| | λ ∈ σ(A)}
where
σ(A) = {λ ∈ C |λ is an eigenvalue of A}.
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On an infinite mesh Gh the Fourier modes are eigenvectors of the matrix M
ng
h , and
also of Mngh (M
ng
h )
∗
, hence
ρ
(
Mngh (M
ng
h )
∗)
= sup
θ∈Π(1,1)\Ψ
ρ
(
M̂ngh (θ)
(
M̂ngh (θ)
)∗)
,
with for two-level multigrid Ψ = Ψn, given by (4.40), and for three-level multigrid
Ψ = Ψn,m, given by (4.56). The cycle convergence factor for a multigrid algorithm
using n meshes then can be expressed as
λ = sup
θ∈Π(1,1)\Ψ
√
ρ
(
M̂ngh (θ)
(
M̂ngh (θ)
)∗)
.
2. The asymptotic convergence factor per cycle, which is defined as
µ = lim
m→∞
 sup
e
(0)
h 6=0
‖e(m)h ‖`2(Gh)
‖e(0)h ‖`2(Gh)
 1m
where e
(m)
h is the error after m applications of the multigrid cycle, hence e
(0)
h = e
A
h and
e
(1)
h = e
D
h . The asymptotic convergence factor can be further evaluated using (4.41)
or (4.57) as
µ = lim
m→∞
 sup
e
(0)
h 6=0
‖(Mngh )me(0)h ‖`2(Gh)
‖e(0)h ‖`2(Gh)
 1m
= lim
m→∞
(‖(Mngh )m‖`2(Gh)) 1m . (5.1)
Next, we use the following result, Theorem 3.3 from Varga [12]. Let A be an n × n
complex matrix with spectral radius ρ(A) > 0 then
‖Am‖`2(Gh) ∼ c
(
m
p− 1
)(
ρ(A)
)m−p+1
as m→∞, (5.2)
with p the largest order of all Jordan submatrices Jr of the Jordan normal form of A
with ρ(Jr) = ρ(A), and c a positive constant. If we use relation (5.2) in (5.1) then we
obtain that the asymptotic convergence factor is equal to
µ = ρ(Mngh ).
On an infinite mesh Gh the Fourier modes are eigenvectors of the matrix M
ng
h and
also of Mngh (M
ng
h )
∗
, hence
ρ(Mngh ) = sup
θ∈Π(1,1)\Ψ
ρ
(
M̂ng(θ)
)
.
The asymptotic convergence rate then can be expressed as
µ = sup
θ∈Π(1,1)\Ψ
ρ
(
M̂ng(θ)
)
.
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A requirement for convergence is therefore that the spectral radius satisfies the condi-
tion
sup
θ∈Π(1,1)\Ψ
ρ
(
M̂ng(θ)
)
< 1.
Since ‖Mngh ‖`2(Gh) ≥ ρ(Mngh ) it may happen that ‖Mngh ‖`2(Gh) > 1, even though
ρ(Mngh ) < 1. The error e
(m)
h will then increase during the initial iterations, but
eventually e
(m)
h will decrease to zero because limm→∞ ‖
(
Mngh
)m‖`2(Gh) → 0 when
ρ(Mngh ) < 1.
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Appendix A
Auxilary Results
A.1 Orthonormality of Fourier modes
The Fourier modes φnh(nθ, x) = e
ınθ·x/(nh), with θ ∈ Rd and x ∈ Gnh, are orthonormal
with respect to the scaled Euclidian inner product on Gnh, given by (4.3), viz.
(φnh(nθl, ·), φnh(nθm, ·))Gnh =
{
1 if θl = θm,
0 otherwise.
First, consider a finite mesh GNnh ⊂ Rd. On this finite mesh only Fourier modes with
frequencies θl = pil/N , with l ∈ GNn and N ∈ Nd, can be represented. We also have for
x ∈ GNnh that x/(nh) = k with k ∈ GNn .
The inner product of the Fourier modes φnh(nθl, x) and φnh(nθm, x) then is equal to(
φnh(nθl, ·), φnh(nθm, ·)
)
GNnh
=
(
Πdj=1
nj
2Nj
) ∑
x∈Gnh
eınθl·x/(nh)e−ınθm·x/(nh)
=
(
Πdj=1
nj
2Nj
) N1/n1−1∑
k1=−N1/n1
· · ·
Nd/nd−1∑
kd=−Nd/nd
eı(n1θl1k1+···+ndθldkd)
e−ı(n1θm1k1+···+ndθmdkd)
=
N1/n1−1∑
k1=−N1/n1
· · ·
Nd/nd−1∑
kd=−Nd/nd
Πdj=1
(
nj
2Nj
eınjθlj kje−ınjθmj kj
)
= Πdj=1
 nj
2Nj
Nj/nj−1∑
kj=−Nj/nj
eıpinj ljkj/Nje−ıpinjmjkj/Nj
 . (A.1)
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For the evaluation of the summations on the righthand side of (A.1) we now consider
nj
2Nj
Nj/nj−1∑
kj=−Nj/nj
eıpinj ljkj/Nje−ıpinjmjkj/Nj =
nj
2Nj
Nj/nj−1∑
kj=−Nj/nj
eıpinj(lj−mj)kj/Nj
=
nj
2Nj
2Nj/nj−1∑
p=0
eıpinj(lj−mj)(p−Nj/nj)/Nj
= e−ıpi(lj−mj)
nj
2Nj
2Nj/nj−1∑
p=0
(
eıpinj(lj−mj)/Nj
)p
.
For the summation, we need to consider two cases:
1. l −m 6= 0, then
e−ıpi(lj−mj)
nj
2Nj
2Nj/nj−1∑
p=0
(
eıpinj(lj−mj)/Nj
)p
= e−ıpi(lj−mj)
nj
2Nj
(
eıpinj(lj−mj)/Nj
)2Nj/nj − 1
eıpinj(lj−mj)/Nj − 1
= e−ıpi(lj−mj)
nj
2Nj
e2piı(lj−mj) − 1
eıpinj(lj−mj)/Nj − 1
= 0,
since e2piı(lj−mj) = 1 if lj −mj ∈ Z.
2. lj −mj = 0, then
e−ıpi(lj−mj)
nj
2Nj
2Nj/nj−1∑
p=0
(
eıpinj(lj−mj)/Nj
)p
= 1.
Combining both terms then gives
nj
2Nj
Nj/nj−1∑
kj=−Nj/nj
eıpinjkj(lj−mj)/Nj = δlj ,mj ,
lj ,mj ∈ GNjnj , nj , Nj ∈ N, j = 1, · · · , d, (A.2)
and δlj ,mj the Kronecker delta symbol. Combining (A.1) and (A.2) the inner product
between two Fourier modes on GNnh then is equal to(
φnh(nθl, ·), φnh(nθm, ·)
)
GNnh
= δl,m, l,m ∈ GNn .
If we take the limit Ni → ∞ using the definition of the scaled Euclidian inner product on
Gnh, given by (4.3), we obtain
(φnh(nθl, ·), φnh(nθm, ·))Gnh =
{
1 if θl = θm,
0 otherwise.
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A.2 Discrete Fourier transform and its inverse on an
infinite mesh
Define the discrete Fourier transform of vnh(x) on the mesh Gnh as
v̂nh(nθ) = Π
d
l=1
( nl
2pi
) ∑
x∈Gnh
vnh(x)e
−ınθ·x/(nh), θ ∈ Πn,
with Πn = [− pin1 , pin1 ),× · · · × [− pind , pind ). The inverse discrete Fourier transform is equal to
vnh(x) =
∫
θ∈Πn
v̂nh(nθ)e
ınθ·x/(nh)dθ, x ∈ Gnh.
This relation follows for x ∈ Gnh directly from
vnh(x) =
∫
θ∈Πn
v̂nh(nθ)e
ınθ·x/(nh)dθ
= Πdl=1
( nl
2pi
) ∑
y∈Gnh
vnh(y)
∫
θ∈Πn
eınθ·(x−y)/(nh)dθ.
Use x = jnh and y = knh with j, k ∈ Zd, then
vnh(x) = Π
d
l=1
( nl
2pi
) ∑
k∈Zd
vnh(knh)
∫
θ∈Πn
eınθ·(j−k)dθ
=
∑
k∈Zd
vnh(knh) Π
d
l=1
(
nl
2pi
∫ pi
nl
θl=− pinl
eınlθl·(jl−kl)dθl
)
.
Set nlθl = αl and dθl = dαl/nl then
vnh(x) =
∑
k∈Zd
vnh(knh) Π
d
l=1
(
1
2pi
∫ pi
αl=−pi
eıαl·(jl−kl)dαl
)
=
∑
k∈Zd
vnh(knh) Π
d
l=1δjl,kl
= vnh(jnh)
= vnh(x).
A.3 Discrete Fourier transform and its inverse on a fi-
nite mesh
On a periodic domain with a finite mesh GNnh the discrete Fourier transform and its inverse
are defined as
v̂nh(nθk) =
(
Πdl=1
nl
2Nl
) ∑
x∈GNnh
vnh(x)e
−ınθk·x/(nh)
vnh(x) =
∑
k∈GNn
v̂nh(nθk)e
ınθk·x/(nh),
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with θk = (θk1 , · · · , θkd), θkl = pikl/Nl, kl ∈ GNlnl and x ∈ GNnh. The relation between vnh(x)
and v̂nh(nθk) follows directly from
vnh(x) =
∑
k∈GNn
v̂nh(nθk)e
ınθk·x/(nh)
=
(
Πdl=1
nl
2Nl
) ∑
k∈GNn
∑
y∈GNnh
vnh(y)e
−ınθk·y/(nh)eınθk·x/(nh)
=
(
Πdl=1
nl
2Nl
) ∑
k∈GNn
∑
m∈GNn
vnh(mnh)e
ınθk·(j−m)
=
∑
m∈GNn
vnh(mnh)
(
Πdl=1
nl
2Nl
) N1/n1−1∑
k1=−N1/n1
· · ·
Nd/nd−1∑
kd=−Nd/nd
eı(n1θk1 (j1−m1)+···+ndθkd (jd−md))
=
∑
m∈GNn
vnh(mnh) Π
d
l=1
 nl
2Nl
Nl/nl−1∑
kl=−Nl/nl
eınlθkl (jl−ml)

=
∑
m∈GNn
vnh(mnh) Π
d
l=1
 nl
2Nl
Nl/nl−1∑
kl=−Nl/nl
eıpinlkl(jl−ml)/Nl

=
∑
m∈GNn
vnh(mnh) δj,m
= vnh(jnh) = vnh(x).
where we used (A.2) in the seventh step.
A.4 Parsevals identity
Using (4.8) and (4.7) we obtain Parsevals identity∫
θ∈Πn
|v̂nh(nθ)|2dθ =
∫
θ∈Πn
v̂nh(nθ)v̂nh(nθ)dθ
=
(
Πdl=1
nl
2pi
) ∑
x∈Gnh
vnh(x)
∫
θ∈Πn
v̂nh(nθ)e
ınθ·x/(nh)dθ
=
(
Πdl=1
nl
2pi
) ∑
x∈Gnh
|vnh(x)|2
=
(
Πdl=1
nl
2pi
)
‖vnh(x)‖2`2(Gnh).
A.5 Aliasing modes in 2D
Consider θˆ = (θ1 ± 2pi/n1, θ2 ± 2pi/n2), with θ ∈ Πn and x ∈ Gnh. Then
φnh(nθˆ, x) = e
ın1(θ1±2pi/n1)x1/(n1h1)eın2(θ2±2pi/n2)x2/(n2h2)
= eın1θ1x1/(n1h1)e±2ıpik1eın2θ2x2/(n2h2)e±2ıpik2 with ki ∈ Z
= eınθ·x/(nh)
= φnh(nθ, x),
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where we used x = knh if x ∈ Gnh. The modes with frequency θˆ, where θ = θˆ (mod 2pi/n),
therefore coincide with eınθ·x/(nh).
Assume the following mesh coarsenings Gh1,h2 → G2h1,2h2 , Gh1,h2 → G2h1,h2 and Gh1,h2 →
Gh1,2h2 . Given the modes with frequency θ
α
β ∈ Π(1,1), with α ∈ {(0, 0), (1, 1), (1, 0), (0, 1)}
and β ∈ {(0, 0), ( 12 , 12 ), ( 12 , 0), (0, 12 )}, then we have the following relation between modes on
Gh and Gnh, with n ∈ {(2, 2), (2, 1), (1, 2)}
φh(θ
α
β , x) = φh(θ
α′
β , x)
= φnh(nθ
α′
β , x), θ
α′
β ∈ Πn, x ∈ Gnh,
with
α′ =

(0, 0) if n = (2, 2)
(0, α¯2) if n = (2, 1)
(α¯1, 0) if n = (1, 2)
(A.3)
Proof. Using (4.10) we obtain for x ∈ Gnh the expression
φh(θ
α
β , x) = e
ıθαβ ·x/h
= eı(θ
00
β −(α¯1sign((θ00β )1),α¯2sign((θ00β )2))pi)·x/h
= eıθ
00
β ·x/he−ıpi(α¯1sign((θ
00
β )1),α¯2sign((θ
00
β )2))·jn (A.4)
where we used x = jnh if x ∈ Gnh. The second term on the righthand side of (A.4) can be
further evaluated as
e−ıpi(α¯1sign((θ
00
β )1),α¯2sign((θ
00
β )2))·jn = 1, if n = (2, 2)
= e−ıpiα¯2sign((θ
00
β )2)j2n2 , if n = (2, 1)
= e−ıpiα¯1sign((θ
00
β )1)j1n1 if n = (1, 2)
and we obtain the following expression for x ∈ Gnh
φh(θ
α
β , x) = e
ıθ00β ·x/h, if n = (2, 2)
= eı(θ
00
β −pi(0,α¯2sign((θ00β )2))·x/h, if n = (2, 1)
= eı(θ
00
β −pi(α¯1sign((θ00β )1),0))·x/h if n = (1, 2),
which is equivalent with
φh(θ
α
β , x) = e
ı(θ00β −(α¯′1sign((θ00β )1),α¯′2sign((θ00β )2))pi)·x/h
= eıθ
α′
β ·x/h
= eınθ
α′
β ·x/(nh), θα
′
β ∈ Πn, x ∈ Gnh
with α′ given by (A.3).
Assume the following mesh coarsenings G2h1,2h2 → G4h1,4h2 , G2h1,h2 → G4h1,h2 and
Gh1,2h2 → Gh1,4h2 . Given modes with frequencies θα
′
β ∈ Πn on the mesh Gnh, with n ∈
{(2, 2), (2, 1), (1, 2)}, then we have the following aliasing relation between modes on the
meshes Gnh and Gmh, with m ∈ {(4, 4), (4, 1), (1, 4)},
φnh(nθ
α′
β , x) = φh(θ
α′
β′ , x)
= φmh(mθ
α′
β′ , x), θ
α′
β′ ∈ Πm, x ∈ Gmh
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with
α′ = (0, 0), β′ = (0, 0), if m = (4, 4),
α′ = (0, α¯2), β′ = (0, β¯2) if m = (4, 1),
α′ = (α¯1, 0), β′ = (β¯1, 0) if m = (1, 4).
Proof.
φnh(nθ
α′
β , x) = e
ınθα
′
β ·x/(nh)
= eıθ
00
00 ·x/he−ıpi(β¯1sign((θ
00
00)1),β¯2sign((θ
00
00)2))·x/h
e−ıpi(α¯
′
1sign((θ
00
β )1),α¯
′
2sign((θ
00
β )2))·x/h.
Use now for x ∈ Gmh the relation
e−ıpi(β¯1sign((θ
00
00)1),β¯2sign((θ
00
00)2))·x/h = e−ıpi(β¯1sign((θ
00
00)1),β¯2sign((θ
00
00)2)·mj
then we obtain
e−ıpi(β¯1sign((θ
00
00)1),β¯2sign((θ
00
00)2))·mj = 1 if m = (4, 4)
= e−ıpiβ¯2sign((θ
00
00)2)j2m2 if m = (4, 1)
= e−ıpiβ¯1sign((θ
00
00)1)j1m1 if m = (1, 4).
Combining all terms we obtain for x ∈ Gmh
φmh(mθ
α′
β , x) = e
ıθα
′
β ·x/h
= eıθ
00
00 ·x/he−ıpi(β¯
′
1sign((θ
00
00)1),β¯
′
2sign((θ
00
00)2))·x/h
e−ıpi(α¯
′
1sign((θ
00
β′ )1),α¯
′
2sign((θ
00
β′ )2))·x/h
= eıθ
α′
β′ ·x/h
= eımθ
α′
β′ ·x/(mh) with θα
′
β′ ∈ Πm.
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