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Abstract
It is known (E.L. Green (1997), O. Post (2003)) that for an arbitrary m ∈ N one can construct a
periodic non-compact Riemannian manifold M with at least m gaps in the spectrum of the corre-
sponding Laplace-Beltrami operator −∆M. In this work we want not only to produce a new type of
periodic manifolds with spectral gaps but also to control the edges of these gaps. The main result
of the paper is as follows: for arbitrary pairwise disjoint intervals (α j, β j) ⊂ [0,∞), j = 1, . . . ,m
(m ∈ N), for an arbitrarily small δ > 0 and for an arbitrarily large L > 0 we construct a periodic
non-compact Riemannian manifold M with at least m gaps in the spectrum of the operator −∆M,
moreover the edges of the first m gaps belong to δ-neighbourhoods of the edges of the intervals
(α j, β j), while the remaining gaps (if any) are located outside the interval [0, L].
Keywords: periodic manifold, Laplace-Beltrami operator, spectrum, gaps, homogenization
Introduction
In this paper we deal with non-compact periodic manifolds. The n-dimensional Riemannian
manifold M is called periodic if there is a discrete finitely generated abelian group Γ acting iso-
metrically, properly discontinuously and co-compactly on M. Roughly speaking M is glued from
countably many copies of some compact manifold M (period cell) and each γ ∈ Γ maps M to one
of these copies.
Let M be an n-dimensional periodic Riemannian manifold. We denote by −∆M the Laplace-
Beltrami operator on M. It is known (see e.g. [23]) that the spectrum σ(−∆M) of the operator
−∆M has band-gap structure, that is
σ(−∆M) =
∞⋃
k=1
Jk(M), (0.1)
where Jk(M) = [ak, bk] ⊂ [0,∞) are compact intervals called bands, ak, bk ↗
k→∞
∞, a1 = 0. In
general the bands may overlap. The open interval (α, β) is called a gap if (α, β) ∩ σ(−∆M) = ∅
and α, β ∈ σ(−∆M).
The existence of gaps in the spectrum is not guaranteed: for instance the spectrum of the
operator −∆Rn = −
n∑
j=1
∂2/∂x2j in R
n coincides with [0,∞). It is easy to see (cf. [6]) that in 1-
dimensional case any periodic Laplace-Beltrami operator has no gaps. However in the case n ≥ 2
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we have essentially another situation. Namely, E. B. Davies and E. M. Harrell II [6] considered
the manifold M = Rn (n ≥ 2) with a periodic conformally flat metric gi j = aδi j, where a = a(x) is
a periodic strictly positive smooth function. The authors proved that a(x) can be chosen in such a
way that at least one gap in the spectrum of the operator −∆M exists.
Further, E. L. Green [12] for any m ∈ N constructed a periodic conformally flat metric in R2
such that the corresponding Laplace-Beltrami operator has at least m gaps in the spectrum.
Manifolds of another type were studied by O. Post in [24], where the author considered two
different constructions: first, he constructed a periodic manifold Mε (ε > 0 is a small parameter)
starting from countably many copies of a fixed compact manifold connected by small cylinders
(the parameter ε characterizes a size of the cylinders), in the second construction he started from
a periodic manifold which further is conformally deformed (the parameter ε characterizes sizes of
domains where the metric is deformed). For any m ∈ N the existence of m gaps is proved for ε
small enough. These results were generalized by F. Lledo and O. Post [21] to the case of periodic
manifolds with non-abelian group Γ.
Also P. Exner and O. Post [7] proved the existence of gaps for some graph-like manifolds, i.e.
the manifolds which shrink with respect to an appropriate parameter to a graph.
We remark that a similar problem (i.e. the existence of gaps in the spectrum) was studied in
[8, 11, 14, 30] for periodic divergence type elliptic operators in Rn, in [13] for periodic magnetic
Schro¨dinger operator, and in [9, 10] for periodic Maxwell operator. In these works the gaps in the
spectrum are the consequence of a high contrast in the coefficients. We refer to the overview [15]
where these and other related questions are discussed in detail.
In the present work we want not only to construct a new type of periodic Riemannian mani-
folds with gaps in the spectrum of the Laplace-Beltrami operator but also be able to control the
edges of these gaps. Namely the goal of the work is to solve the following problem: for an arbi-
trary finite set of pairwise disjoint finite intervals on the positive semi-axis to construct a periodic
Riemannian manifolds M with at least m gaps in the spectrum of −∆M (here m is the number of the
preassigned intervals), moreover the first m gaps have to be ”close” to the preassigned intervals,
and the remaining gaps (if any) have to be ”close” to infinity.
Let us formulate the main result of the paper.
Theorem 0.1 (Main Theorem). Let (α j, β j) ⊂ [0,∞) ( j = 1, . . . ,m, m ∈ N) be arbitrary pairwise
disjoint finite intervals. Let δ > 0 be an arbitrarily small number, L > 0 be an arbitrarily large
number. Let n ∈ N \ {1}.
Then there exists an n-dimensional periodic Riemannian manifold M, which can be con-
structed in the explicit form, such that
σ(−∆M) = [0,∞) \
 m
′⋃
j=1
(αδj, β
δ
j)
 , m ≤ m′ ≤ ∞ (0.2)
where (αδj, β
δ
j) ⊂ [0,∞) are pairwise disjoint finite intervals satisfying
|αδj − α j| + |βδj − β j| < δ, j = 1, . . . ,m
(αδj, β
δ
j) ⊂ (L,∞), j = m + 1, . . . ,m′
(0.3)
Remark 0.1. In 1987 Y. Colin de Verdie`re obtained the following remarkable result [4]: for ar-
bitrary numbers 0 = λ1 < λ2 < · · · < λm (m ∈ N) and n ∈ N \ {1} there exists a n-dimensional
compact Riemannian manifold M such that the first m eigenvalues of the corresponding Laplace-
Beltrami operator −∆M are exactly
{
λ j
}m
j=1
. Our main theorem can be regarded as an analogue of
this result for the case of non-compact periodic Riemannian manifolds.
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Remark 0.2. Obviously it is sufficient to prove Theorem 0.1 only for such intervals (α j, β j) that
are nonvoid and their closures are pairwise disjoint and belong to (0,∞). For definiteness we
renumber the intervals in the increasing order, i.e.
0 < α1, α j < β j < α j+1, j = 1,m − 1, αm < βm < ∞ (0.4)
Proving Theorem 0.1 we suppose that the intervals (α j, β j) satisfy (0.4).
The idea how to construct the manifold M comes from one of the directions in the theory of
homogenization of PDE’s (for classical problems of the homogenization theory we refer e.g. to
the monographs [22, 27, 29]). This direction deals with problems of the following type. Let Mε
be a Riemannian manifold depending on a small parameter ε: it consists of one or several copies
of some fixed manifold (we call it ”basic manifold”) with many attached small surfaces whose
number tends to infinity as ε → 0. On Mε some PDE (heat equation, wave equation, Maxwell
equations etc.) is considered. The problem is to describe the behaviour of its solutions as ε → 0.
More exactly the problem is to find the equation on the basic manifold (so-called ”homogenized
equation”) whose solutions approximate the solutions of the pre-limit equation as ε→ 0.
Firstly the problem of this type was studied by L.Boutet de Monvel and E.Ya. Khruslov in [2]
where the behaviour of the diffusion equation was investigated. The asymptotic behaviour of the
spectrum of the Laplace-Beltrami operator was studied in [5, 17–20], in these works only compact
manifolds were considered.
Let us describe briefly the construction of the manifold M solving our main problem. We
denote by Ωε (ε is a small parameter) a non-compact domain which is obtained by removing
from Rn a countable set of pairwise disjoint balls Dεi j (i ∈ Zn, j = 1, . . . ,m). It is supposed that
Dεi j = D
ε
0 j + εi and D
ε
0 j ⊂ ε0 = {x ∈ Rn : 0 ≤ xα ≤ ε, ∀α}. We denote by dεj the radius of the ball
Dεi j. Let B
ε
i j (i ∈ Zn, j = 1, . . . ,m) be an n-dimensional surface (we call it ”bubble”) obtained by
removing a small segment from the n-dimensional sphere of the radius bεj . Identifying the points
of ∂Dεi j and ∂B
ε
i j we glue the bubbles B
ε
i j (i ∈ Zn, j = 1, . . . ,m) to the domain Ωε and obtain the
n-dimensional manifold Mε:
Mε = Ωε ∪
⋃
i∈Zn
m⋃
j=1
Bεi j

The manifold Mε (for m = 2) is presented on the Figure 1.
Figure 1: The manifold Mε (m = 2). The period cell Mεi is tinted in more dark colour.
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We equip Mε with the Riemannian metric gε which coincides with the flat Euclidean metric in
Ωε and coincides with the spherical metric on the bubbles Bεi j.
The manifold Mε is periodic, the set
Mεi = F
ε
i ∪
 m⋃
j=1
Bεi j
 , where Fεi = ε0 \
 m⋃
j=1
Dε0 j
 + εi
is a period cell (for any i ∈ Zn).
We set dεj = d jε
n
n−2 if n > 2 and dεj = exp
(
− 1d jε2
)
if n = 2, bεj = b jε. Here d j, b j ( j = 1, . . . ,m)
are some positive constants which will be chosen later.
We prove (see Theorem 2.1) that the spectrum σ(−∆Mε) of the operator −∆Mε has at least m
gaps when ε is small enough (i.e. when ε is less than some ε0). We denote by (σεj , µ
ε
j) ( j =
1, . . . ,m) the first m gaps, by Jε we denote the union of the remaining gaps (if any):
σ(−∆Mε) = [0,∞) \

 m⋃
j=1
(σεj , µ
ε
j)
 ∪ Jε
 (0.5)
Then
∀ j = 1, . . . ,m : lim
ε→0σ
ε
j = σ j, lim
ε→0 µ
ε
j = µ j (0.6)
lim
ε→0 infJ
ε = ∞ (0.7)
where the numbers σ j, µ j depend in a special way on d j, b j and satisfy the conditions
0 < σ1, σ j < µ j < σ j+1, j = 1,m − 1, σm < µm < ∞
The set [0,∞) \
(
m⋃
j=1
(σ j, µ j)
)
coincides with the spectrum of some operatorA acting in the Hilbert
space H = L2(Rn) ⊕
j=1,m
L2(Rn, ρ jdx), where ρ j ( j = 1, . . . ,m) are some positive constant weights,
by dx we denote the density of the Lebesgue measure.
Remark 0.3. In the case when Ωε is obtained by removing a system of balls from some compact
domain Ω and m = 1 (i.e. the removed balls are equivalent, the attached bubbles are also equiv-
alent) the behaviour of the spectrum of the Laplace-Beltrami operator with Dirichlet boundary
conditions on ∂Mε = ∂Ω was studied in [17], also it was studied in [19] for another size of the
removed balls, namely ε
n
n−2  dεj  ε if n > 2 and exp
(
− 1aε2
)
 dεj  ε (∀a > 0) if n = 2.
The same manifolds were also considered in [3] where the behaviour of attractors for semi-linear
parabolic equations was investigated.
It was proved in [17] that the spectrum of the operator −∆DMε (here D means the Dirichlet
boundary conditions) converges in the Hausdorff sense (see the definition at the beginning of
Section 3) to the spectrum of some self-adjoint operatorAD acting in the space L2(Ω)⊕L2(Ω, ρdx),
where ρ > 0 is some constant weight. The spectrum σ(A) of the operatorAD has the form
σ(AD) = {σ} ∪ {λD,−k : k = 1, 2, 3...} ∪ {λD,+k : k = 1, 2, 3...}
where σ > 0 is a point of the essential spectrum, the nondecreasing sequences λD,−k , λ
D,+
k belong
to the discrete spectrum, moreover lim
k→∞ λ
D,−
k = σ, limk→∞ λ
D,+
k = ∞ and λD,+1 > µ, where µ = σ+σρ.
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Thus, (σ, µ)∩σ(AD) = ∅, and, therefore, for an arbitrarily small δ > 0 the interval (σ+δ, µ−δ) does
not intersect with the spectrum of the operator −∆DMε when ε = ε(δ) is small enough. A similar
result is valid for the Neumann Laplacian −∆NMε : the spectrum of the corresponding limit operator
AN consists of the point σ and two nondecreasing sequences λN,−k , λN,+k such that limk→∞ λ
N,−
k = σ,
lim
k→∞ λ
N,+
k = ∞. Moreover λN,+1 = µ. It is important that σ, ρ are independent of the shape of the
domain Ω and the type of the boundary conditions. These facts suggest that in the case Ω = Rn the
spectrum σ(−∆Mε) has a gap when ε is small enough, and this gap is close to the interval (σ, µ).
The proof of Theorem 2.1 consists of three steps. Firstly we prove that the set [0,∞) \(
m⋃
j=1
(σ j, µ j)
)
coincides with the spectrum σ(A) of the operator A. Then we make the main step:
we show that for an arbitrary L <
m⋃
j=1
{
µ j
}
the set σ(−∆Mε)∩[0, L] converges in the Hausdorff sense
to the set σ(A) ∩ [0, L] as ε → 0. Finally, we prove that within an arbitrary finite interval [0, L]
the spectrum σ(−∆Mε) has at most m gaps when ε is small enough. Together with the Hausdorff
convergence this fact will imply the properties (0.5)-(0.7) (see Proposition 3.1 at the beginning of
Section 3).
We note that the metric gε is continuous but piecewise-smooth. However one can approximate
it by a smooth metric gερ that differs from gε only in a small ρ-neighbourhoods of ∂Bεi j. Moreover
when ρ = ρ(ε) is sufficiently small then the spectra of the operator −∆(Mε,gερ) and the operator
−∆Mε have the same limit as ε → 0 (here −∆(Mε,gερ) is the Laplace-Beltrami operator on Mε
equipped with the metric gερ). For precise statement see Remark 4.2 at the end of the paper.
In order to omit cumbersome calculations further we will work with the metric gε.
Now, let δ > 0 be arbitrarily small number, L > 0 be arbitrarily large number. It follows from
Theorem 2.1 that there is such small ε = ε(δ, L) that the structure of the spectrum σ(−∆Mε) is as
follows: σ(−∆Mε) has m gaps whose edges are located in δ-neighbourhoods of the edges of some
fixed intervals (σ j, µ j) ( j = 1, . . . ,m) while the remaining gaps (if any) belong to (L,∞). So we
set M = Mε, ε = ε(δ, L). In order to continue the proof of Theorem 0.1 we have to prove that for
arbitrary preassigned intervals (α j, β j) satisfying (0.4) it is possible to choose such d j, b j that
σ j = α j, µ j = β j, j = 1,m (0.8)
We will prove this fact and present the exact formulae for the constants d j, b j (see Theorem 4.1).
The paper is organized as follows. In Section 1 we recall some definitions and facts from the
spectral theory for the Laplace-Beltrami operator. In Section 2 we construct the manifold Mε and
formulate Theorem 2.1 describing the behaviour of σ(−∆Mε) as ε → 0. Theorem 2.1 is proved in
Section 3. And, finally, in Section 4 we present the formulae for the parameter d j, b j.
1. Theoretical background
In this section we present the definitions and some well-known results related to the Laplace-
Beltrami operator and periodic manifolds. For more details on the Laplace-Beltrami operator see
e.g. [28], for more details on periodic manifolds we refer to [23].
Let M be an n-dimensional Riemannian manifold with the metric g. By gαβ we denote the
components of g in local coordinates (x1, . . . , xn).
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As usual we denote by L2(M) the Hilbert space of square integrable (with respect to Rieman-
nian measure) functions on M. The scalar product and norm are defined by
(u, v)L2(M) =
∫
M
uv¯dV , ‖u‖L2(M) =
√
(u, u)L2(M)
where dV =
√
det gdx1. . .dxn is the density of the Riemannian measure on M.
By C∞(M) (resp. C∞0 (M)) we denote the space of smooth (resp. smooth and compactly
supported) functions on M.
If the manifold M (possibly non-compact) has an empty boundary then we define the Laplace-
Beltrami operator −∆M on M in the following way. By η¯M[u, v] we denote the closure of the
sesquilinear form ηM[u, v] defined by the formula:
ηM[u, v] = (∇u,∇v)L2(M) ≡
∫
M
(∇u,∇v¯)dV (1.1)
with dom(ηM) = C∞0 (M). Here (∇u,∇v¯) is the scalar product of the vectors ∇u and ∇v¯ with respect
to the metric g: in local coordinates (∇u,∇v¯) =
n∑
α,β=1
gαβ
∂u
∂xα
∂v¯
∂xβ
, where gαβ are the components
of the tensor inverse to gαβ. The form η¯ is densely defined, closed and positive (by the way
dom(η¯M) = H1(M) ≡ {u ∈ L2(M) : ∇u ∈ L2(M)}). Then there exists the unique self-adjoint and
positive operator −∆M associated with the form η¯M[u, v], i.e.
(−∆Mu, v)L2(M) = η¯M[u, v] for all u ∈ dom(∆M), v ∈ dom(η¯M)
For a smooth function u the Laplace-Beltrami operator is given in local coordinates by the formula
−∆Mu = −
n∑
α,β=1
1√
det g
∂
∂xα
(
gαβ
√
det g
∂u
∂xβ
)
(1.2)
If M is a compact manifold with a piecewise smooth boundary ∂M we define the Laplace-
Beltrami operator with Neumann (resp. Dirichlet) boundary conditions −∆NM (resp. −∆DM) as the
operator associated with the sesquilinear form η¯NM (resp. η¯
D
M) which is the closure of the form η
N
M
(resp. ηDM) defined by formula (1.1) and by the definitional domain dom(η
N
M) = C
∞(M) (resp.
dom(ηDM) = C
∞
0 (M)).
The spectra of the operators −∆NM and −∆DM are purely discrete. We denote by
{
λNk (M)
}
k∈N
(resp.
{
λDk (M)
}
k∈N) the sequence of eigenvalues of −∆NM (resp. −∆DM) written in the increasing
order and repeated according to their multiplicity.
Now we present the concept of periodic Riemannian manifolds.
We say that the group Γ acts on the manifold M if there is a map Γ × M → M (denoted
(γ, x) 7→ γ · x) such that ∀γ1, γ2 ∈ Γ, ∀x ∈ M one has (γ1 ∗ γ2) · x = γ1 · (γ2 · x), where ∗ is the
group operation, and ∀x ∈ M one has id · x = x, where id is the identity element of Γ.
The Riemannian manifold M is called periodic (or more precisely Γ-periodic) if a discrete
finitely generated abelian group Γ acts on M, moreover
• Γ acts isometrically on M, i.e. ∀γ ∈ Γ: γ· is the isometrical map,
• Γ acts properly discontinuously on M, i.e. for each x ∈ M there exists a neighbourhood Ux
such that the sets γ · Ux (γ ∈ Γ) are pairwise disjoint,
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• Γ acts co-compactly on M, i.e. the quotient space M/Γ is compact.
A compact subset M ⊂ M is called a period sell if ⋃
γ∈Γ
γ ·M = M and M is a closure of an open
connected domain D such that ∀γ ∈ Γ, γ , id : D ∩ γ · D = ∅.
For convenience throughout our work we will use the same notation γ for the element γ ∈ Γ
and the corresponding map γ· : M → M.
By Γˆ we denote the dual group of Γ, i.e. the group of homomorphism from Γ into S1. We
remark that if Γ is isomorphic to Zn (as for the manifold Mε, which will be considered in the next
section) then Γˆ is isomorphic to the n-dimensional torus Tn = {θ = (θ1, . . . , θr) ∈ Cn : ∀α |θα| = 1}.
Let θ ∈ Γˆ. We define the Laplace-Beltrami operator with θ-periodic boundary conditions −∆θM
in the following way. By C∞θ (M) we denote the space of functions u ∈ C∞(M) satisfying
u(γx) = θ(γ)u(x)
for each x ∈ ∂M and for each γ ∈ Γ such that γx ∈ ∂M. Then we define the operator −∆θM as the
operator associated with the form η¯θM which is the closure of the form η
θ
M defined by formula (1.1)
(with M instead of M) and by the definitional domain dom(ηθM) = C
∞
θ (M).
The operator −∆θM has purely discrete spectrum. We denote by
{
λθk(M)
}
k∈N the sequence of
eigenvalues of −∆θM written in the increasing order and repeated according to their multiplicity.
For any θ ∈ Γˆ the following inequality holds:
λNk (M) ≤ λθk(M) ≤ λDk (M) (1.3)
It turns out that analysis of the spectrumσ(−∆M) of the operator −∆M on the periodic manifold
M can be reduced to analysis of the spectra σ(−∆θM) of the operators σ(−∆θM), θ ∈ Γˆ. Namely one
has the following fundamental result.
Theorem. Let M be Γ-periodic manifold with a period cell M. Then
σ(−∆M) =
⋃
k∈N
Jk(M) (1.4)
where Jk(M) =
{
λθk(M) : θ ∈ Γˆ
}
, k ∈ N are compact intervals.
2. Construction of the manifold
In this section we construct the manifold Mε and describe the behaviour of the spectrum
σ(−∆Mε) of the Laplace-Beltrami operator −∆Mε as ε→ 0.
Let
{
Dεi j : i ∈ Zn, j = 1, ...,m
}
be the system of pairwise disjoint balls in Rn (n ≥ 2) depending
on small parameter ε > 0. We suppose that:
1) the balls Dε0 j, j = 1, ...,m belong to the cube 
ε
0 = {x ∈ Rn : 0 ≤ xα ≤ ε, ∀α};
2) ∀ j = 1, ...,m: κε ≤ dist
(
Dε0 j, ∂
ε
0 ∪
(⋃
l, j
Dεl
))
, where the constant κ > 0 is independent of ε;
3) ∀i ∈ Zn, ∀ j = 1, ...,m: Dεi j = Dε0 j + εi.
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By xεi j we denote the centre of D
ε
i j, by d
ε
j we denote the radius of D
ε
i j (the third condition above
implies that the radius of Dεi j depends only on the index j).
We denote by Bεi j the truncated n-dimensional sphere (we call it ”bubble”) of the radius b
ε
j :
Bεi j =
{
(θ1, θ2, ..., θn) : θ1 ∈ [0, 2pi), θk ∈ [0, pi), k = 2, ..., n − 1, θn ∈ [Θεj , pi]
}
Here Θεj = arcsin
dεjbεj
, where bεj ( j = 1, . . . ,m) are positive numbers satisfying bεj > dεj .
Let us introduce in Ωε the spherical coordinates (θ1, . . . , θn, r) with the origin at xεi j. Here r is
the distance to xεi j. Identifying the points
(
θ1, . . . , θn−1, dεj ) ∈ ∂Dεi j and
(
θ1, . . . , θn−1,Θεj
) ∈ ∂Bεi j we
glue the bubbles Bεi j to the perforated domain Ω
ε and obtain an n-dimensional manifold Mε:
Mε = Ωε ∪
⋃
i∈Rn
m⋃
j=1
Bεi j
 (2.1)
The manifold Mε is presented on the Figure 1. By x˜ we denote the points of Mε. If the point x˜
belongs to Ωε sometimes we will write x instead of x˜ having in mind a corresponding point in Rn.
Clearly Mε can be covered by a system of charts and suitable local coordinates (x1, . . . , xn) 7→
x˜ ∈ Mε can be introduced. In particular in a small neighbourhood of ∂Bεi j we introduce them in
the following way (below by Uεi j we denote this neighbourhood):
xk = θk, k = 1, . . . , n − 1,
xn =
r − dεj , x˜ = (θ1, . . . , θn−1, r) ∈ Ωε ∩ Uεi j,−bεj (θn − Θεj) , x˜ = (θ1, . . . , θn−1, θn) ∈ Bεi j ∩ Uεi j. (2.2)
(that is ∂Bεi j = {(x1, . . . , xn) : xn = 0)}).
We equip Mε with the Riemannian metric gε that coincides with the flat Euclidean metric on
Ωε and coincides with the spherical metric on the bubbles Bεi j. This last means that in the spherical
coordinates (θ1, . . . , θn) the components gεαβ of the metric g
ε have the form
gεαβ = δαβ
(
bεj
)2 n∏
k=α+1
sin2 θk, α, β = 1, n
(for α = n we set
n∏
k=α+1
sin2 θk:=1). Here δαβ is the Kronecker delta.
The metric gε is continuous and piecewise smooth: in the coordinates (x1, . . . , xn), which
are introduced above in the neighbourhood of ∂Bεi j by formulae (2.2), the components g
ε
αβ =
gεαβ(x1, . . . , xn) of the metric g
ε have the form:
gεαβ =
gε+αβ , xn ≥ 0,gε−αβ , xn < 0, α, β = 1, n − 1, gnβ = δnβ (2.3)
where gε+αβ = δαβ
(
xn + dεj
)2 n−1∏
k=α+1
sin2 θk, gε−αβ = δαβ
(
bεj
)2
sin2
 |xn|bεj + Θεj
 n−1∏
k=α+1
sin2 θk (2.4)
It is clear that as xn = 0 (i.e. on ∂Bεi j) the coefficients g
ε
αβ lose smoothness.
Remark that gε can be approximated by a smooth metric gερ that differs from gε only in a
small ρ-neighbourhood of ∂Bεi j, moreover when ρ = ρ(ε) is sufficiently small then the spectra
σ(−∆Mε) and σ(−∆(Mε,gερ)) have the same limit as ε→ 0 (for more precise statement see Remark
4.2). However in order to omit cumbersome calculations further we will work with the metric gε.
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Remark 2.1. It is easy to see that the manifold Mε can be immersed into the space Rn+1 via the
following map F̂ε : Mε → M̂ε ⊂ Rn+1 (below x ∈ Rn, z ∈ R, (x, z) ∈ Rn+1):
- if x˜ = x ∈ Ωε then F̂ε(x˜) = (x, 0),
- if x˜ = (θ1, . . . , θn) ∈ Bεi j then F̂ε(x˜) = (x1, . . . , xn, z), where
x1 =
(
xεi j
)
1 + b
ε
j
n∏
l=1
sin θl, xk =
(
xεi j
)
k + b
ε
j cos θk−1
n∏
l=k
sin θl (k = 2, n), z = bεj(cos Θ
ε
j − cos θn)
Note: one should not confuse (x1, . . . , xn) with the local coordinates introduced above in a neigh-
bourhood of ∂Bεi j.
Thus, F̂ε maps Bεi j onto the surface B̂
ε
i j which is obtained by removing from the sphere B̂εi j ={
(x, z) ∈ Rn+1 : |x − xεi j|2 + (z − bεj cos Θεj)2 = (bεj)2
}
the segment
{
(x, z) ∈ B̂εi j : z < 0
}
.
The map F̂ε is a local homeomorphism, i.e. for any x˜ ∈ Mε there is a neighbourhood U(x˜) ⊂
Mε such that F̂ε|U(x˜) is a homeomorphism (and even diffeomorphism if x˜ < ⋃
i, j
∂Bεi j). If the surfaces
B̂εi j (i ∈ Zn, j = 1, . . . ,m) are pairwise disjoint (e.g. if bεj < dεj + κε/2) then F̂ε is a global
homeomorphism. Furthermore F̂ε is an isometric map: if gˆε is a metric on M̂ε which is generated
by the Euclidean metric in Rn+1 then gε coincides with the pull-back (F̂ε)∗gˆε.
Let the group Γε  Zn act on Mε by the following rule (below by γεk , k ∈ Zn we denote the
elements of Γε):
- if x˜ = x ∈ Ωε then γεk maps x˜ into the point γk x˜ = x + kε ∈ Ωε,
- if x˜ = (θ1, . . . , θn) ∈ Bεi j then γεk maps x˜ into the point γεk x˜ ∈ Bi+k, j with the same angle
coordinates (θ1, . . . , θn).
Obviously Mε is Γε-periodic Riemannian manifold. For an arbitrary i ∈ Zn the set
Mεi = F
ε
i ∪
 m⋃
j=1
Bεi j
 , where Fεi =
x˜ ∈ Ωε : x − εi ∈ ε0 \
 m⋃
j=1
Dε0 j

 (2.5)
is a period cell.
We assume that the radii of the holes and bubbles are the following:
dεj =

d jε
n
n−2 , n > 2
exp
(
− 1
d jε2
)
, n = 2
(2.6)
bεj = b jε (2.7)
where d j, b j ( j = 1, . . . ,m) are some positive constants (we choose them later in Section 4).
We will use the following notations:
Rεi j =
{
x˜ ∈ Ωε : dεj ≤ |x − xεi j| < dεj +
κε
2
}
,
Gεi j = R
ε
i j ∪ Bεi j,
S εi j =
{
x˜ ∈ Ωε : |x − xεi j| = dεj +
κε
2
}
≡ ∂Gεi j,
ωn is the volume of n-dimensional unit sphere
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According to the notations introduced above in Section 1 we denote by
{
λDk (G
ε
i j)
}
k∈N the se-
quence of the eigenvalues of the operator −∆DGεi j which is the Laplace-Beltrami operator in G
ε
i j with
Dirichlet boundary conditions on S εi j. It is clear that
{
λDk (G
ε
i j)
}
k∈N depends only on the index j.
One can prove (see Lemma 3.2 below) that
∀ j = 1, . . . ,m : lim
ε→0 λ1(G
ε
i j) = σ j
where
σ j =

d j
4b2j
, n = 2
n − 2
2
·
dn−2j ωn−1
bnjωn
, n > 2
(2.8)
Note that in spite of the fact that the diameter of Gεi j converges to zero as ε → 0, λ1(Gεi j) does not
blow up as ε→ 0. This is due to a weak connection between Bεi j and Rεi j.
We assume that the coefficients d j and b j are such that σi , σ j if i , j. For definiteness we
suppose that σ j < σ j+1, j = 1, . . . , n − 1.
We introduce the Hilbert space
H = L2(Rn) ⊕
j=1,m
L2(Rn, ρ jdx)
where by dx we denote the density of the Lebesgue measure, the constant weights ρ j, j = 1, . . . ,m
are defined by the formula
ρ j = (b j)nωn (2.9)
Since lim
ε→0
(
dεj/b
ε
j
)
= 0, then ρ j = lim
ε→0 ε
−n|Bεi j| (here by | · | we denote the Riemannian volume).
And, finally, let us consider the following equation (with unknown λ ∈ R):
F (λ) ≡ 1 +
m∑
j=1
σ jρ j
σ j − λ = 0 (2.10)
It is easy to obtain (see the proof of Theorem 2.1) that this equation has exactly m roots µ j ( j =
1, . . . ,m), moreover one can renumber them in such a way that
σ j < µ j < σ j+1, j = 1,m − 1, σm < µm < ∞
By the way if m = 1 then µ1 = σ1 + σ1ρ1 (cf. Remark 0.3).
Now we are able to formulate the theorem describing the behaviour of σ(−∆Mε).
Theorem 2.1. The spectrum σ(−∆Mε) of the operator −∆Mε has the following structure when ε is
small enough (i.e. when ε < ε0):
σ(−∆Mε) = [0,∞) \

 m⋃
j=1
(σεj , µ
ε
j)
 ∪ Jε
 (2.11)
Here Jε is a union of some open finite intervals (possibly Jε = ∅) and
0 < σε1, σ
ε
j < µ
ε
j < σ
ε
j+1, j = 1,m − 1, σεm < µεm < infJε
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Moreover
∀ j = 1, . . . ,m : lim
ε→0σ
ε
j = σ j, lim
ε→0 µ
ε
j = µ j (2.12)
lim
ε→0 infJ
ε = ∞ (2.13)
The set [0,∞) \
(
m⋃
j=1
(σ j, µ j)
)
coincides with the spectrum σ(A) of the self-adjoint operatorA
which acts in H and is defined by the formulae
AU =

−∆Rnu +
m∑
j=1
σ jρ j(u − u j)
σ1(u1 − u)
σ2(u2 − u)
. . .
σm(um − u)

, U =

u
u1
u2
. . .
um

∈ dom(A) (2.14)
dom(A) = dom(∆Rn) ⊕
j=1,m
L2(Rn, ρ jdx) (2.15)
We prove this theorem in the next section. In the last section we present the formulae for d j,
b j which will ensure the fulfilment of the equalities (0.8).
3. Proof of Theorem 2.1
Before we prove the result in full detail we will sketch the main ideas of the proof.
At first (Subsection 3.1) we prove the equality
σ(A) = [0,∞) \
 m⋃
j=1
(σ j, µ j)
 (3.1)
In the main part of the proof (Subsections 3.2-3.3) we show that
for an arbitrary L > 0, L <
m⋃
j=1
{
µ j
}
the set σ(−∆Mε) ∩ [0, L] converges in the Hausdorff sense to
the set σ(A) ∩ [0, L] as ε→ 0.
Let us recall the definition of Hausdorff convergence.
Definition 3.1. The set Bε ⊂ R converges in the Hausdorff sense to the set B ⊂ R as ε→ 0 if the
following conditions (A) and (B) hold:
if λε ∈ Bε and lim
ε→0 λ
ε = λ then λ ∈ B (A)
for any λ ∈ B there exists λε ∈ Bε such that lim
ε→0 λ
ε = λ (B)
Property (A) is verified in Subsection 3.2, property (B) is verified in Subsection 3.3.
In the last part of the proof (Subsection 3.4) we show that within an arbitrary finite interval
[0, L] the spectrum σ(−∆Mε) has at most m gaps when ε is small enough (i.e. when ε < ε0). This
fact and the Hausdorff convergence of σ(−∆Mε) ∩ [0, L] to σ(A) ∩ [0, L] = [0, L] \
(
m⋃
j=1
(σ j, µ j)
)
imply the properties (2.11)-(2.13). Indeed one can easily prove the following simple proposition.
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Proposition 3.1. Let Bε = [0, L] \
(
mε⋃
j=1
(αεj , β
ε
j)
)
, B = [0, L] \
(
m⋃
j=1
(α j, β j)
)
, where L < ∞ and
0 ≤ αε1, αεj < βεj ≤ αεj+1, j = 1,mε − 1, αεmε ≤ L
0 < α1, α j < β j < α j+1, j = 1,m − 1, αm < L
mε ≤ m
Suppose that the set Bε converges to the set B in the Hausdorff sense as ε→ 0.
Then mε = m when ε becomes small (i.e. when ε is less than some ε0) and
∀ j = 1, . . . ,m : lim
ε→0α
ε
j = α j, lim
ε→0 β
ε
j = β j
3.1. Structure of σ(A)
Let λ ∈ C \ m⋃
j=1
{
σ j
}
. Let F =

f
f1
. . .
fm
 ∈ im(A − λI), i.e. there is U =

u
u1
. . .
um
 ∈ dom(A) satisfying
AU − λU = F. Then u j = σ ju + f j
σ j − λ and
−∆Rnu − λF (λ)u = f +
m∑
j=1
σ jρ j f j
σi − λ (3.2)
where F (λ) is defined by (2.10). Equality (3.2) implies that
λ ∈ σ(A) \
m⋃
j=1
{
σ j
}
⇐⇒ λF (λ) ∈ σ(−∆Rn) = [0,∞) (3.3)
At first we study the function λF (λ) on the real line. It is easy to see that λF (λ) is a strictly
increasing function on the intervals (−∞, σ1), (σm,∞), (σ j, σ j+1), j = 1, . . . ,m−1, lim
λ→±∞ λF (λ) =
Figure 2: The graph of the function λF (λ) (for m = 3). The bold intervals are the components of σ(A)
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±∞, lim
λ→σ j±0
λF (λ) = ∓∞, furthermore there are the points µ j, j = 1, . . . ,m, such that
F (µ j) = 0, j = 1, . . . ,m − 1
σ j < µ j < σ j+1, j = 1, . . . ,m σm < µm < ∞λ ∈ R \
m⋃
j=1
{
σ j
}
: λF (λ) ≥ 0
 = [0, σ1) ∪
m−1⋃
j=1
[µ j, σ j+1)
 ∪ [µm,∞)
Let us consider the equation λF (λ) = a, where a ∈ [0,∞). One the one hand it is equivalent
to the equation
(
m∏
j=1
(σ j − λ)
)−1
Pm+1(λ) = 0, where Pm+1 is a polynomial of the degree m + 1, and,
therefore, in C this equation has at most m + 1 roots. On the other hand it is easy to see that on
[0,∞) the equation λF (λ) = a has m + 1 roots (if a = 0 then these roots are 0, µ1, . . . , µm). Hence
we obtain that the set {λ ∈ C : λF (λ) ≥ 0} belongs to [0,∞).
The graph of the function λF (λ), λ ∈ R is presented on the Figure 2.
Thus, we conclude that λ ∈ σ(A) \ m⋃
j=1
{
σ j
}
iff λ ∈ [0, σ1) ∪
(
m−1⋃
j=1
[µ j, σ j+1)
)
∪ [µm,∞). Since
the spectrum σ(A) is a closed set , then the points σ j ( j = 1, . . . ,m) also belong to σ(A). Equality
(3.1) is proved.
3.2. Property (A) of Hausdorff convergence
We present the proof for the case n ≥ 3 only. For the case n = 2 the proof is repeated word-
by-word with small modifications in some estimates.
Let λε ∈ σ(−∆Mε) ∩ [0, L] and lim
ε→0 λ
ε = λ. Obviously λ ∈ [0, L], thus, we have to prove that λ
belongs to σ(A). If λ ∈ m⋃
j=1
{
σ j
}
then this statement follows from (3.1). Therefore, we can focus
on the case λ <
m⋃
j=1
{
σ j
}
.
Let us consider the sequence εN ⊂ ε, where εN = 1N , N = 1, 2, 3. . . For convenience we
preserve the same notation ε having in mind the sequence εN .
We introduce the following cubes in Rn:
 =
{
x ∈ Rn : 0 ≤ xα ≤ 1, ∀α}
εi =
{
x ∈ Rn : εiα ≤ xα ≤ ε(iα + 1), ∀α} , i = (i1, . . . , in) ∈ Zn
Since ε−1 ∈ N, then  = ⋃
i∈Iε
εi , where
Iε =
{
i ∈ Zn : 0 ≤ iα ≤ (ε−1 − 1),∀α
}
Also we introduce the following set in Mε:
Mε =
⋃
i∈Iε
Mεi
where Mεi is defined by formulae (2.5).
In Section 2 we concluded that Mε is Γε-periodic manifold, the set Mεi is a corresponding
periodic cell. On the other hand since ε−1 ∈ N, then Mε is also Γ-periodic manifold on which the
group Γ  Zn acts by the following rule (below by γk, k ∈ Zn we denote the elements of Γ):
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- if x˜ = x ∈ Ωε then γk maps x˜ into the point γk x˜ = x + k ∈ Ωε,
- if x˜ = (θ1, . . . , θn) ∈ Bεi j then γk maps x˜ into the point γk x˜ ∈ Bi+kε−1, j with the same angle
coordinates (θ1, . . . , θn).
The set Mε is a period cell. The boundary of Mε is independent of ε: ∂Mε = {x˜ ∈ Ωε : x ∈ ∂}.
Roughly speaking if ε−1 ∈ N then Mε is not only ”ε-periodic” manifold but also ”1-periodic”
manifold. To prove property (A) of the Hausdorff convergence it is more convenient to look at Mε
as Γ-periodic manifold (and to work with period cell Mε) since in this case we are able to utilize
some ideas and methods developed in [2, 3, 17, 19, 20].
By Mα (α = 1, . . . , 2n) we denote the components of ∂Mε:
Mα =
{
x˜ ∈ Ωε : xα = 0 and 0 ≤ xβ ≤ 1,∀β , α
}
if α = 1, . . . , n
Mα =
{
x˜ ∈ Ωε : xα−n = 1 and 0 ≤ xβ ≤ 1,∀β , α − n
}
if α = n + 1, . . . , 2n
The faces Mα and Mα+n (α = 1, . . . , n) are parallel to each other and
γeαMα = Mα+n, α = 1, . . . , n, where eα = (0, 0, . . . , 1, . . . , 0)
↑
α-th place
(3.4)
Also we denote by Mα the corresponding faces of ∂.
Since λε ∈ σ(−∆Mε), then there exists θε ∈ Γˆ such that λε ∈ σ(−∆θεMε). Since Γ is isomorphic
to Zn, then the dual group Γˆ is isomorphic to Tn = {θ = (θ1, . . . , θr) ∈ Cr : ∀α |θα| = 1}. For
convenience hereafter by θε we will understand a corresponding element (θε1, . . . , θ
ε
n) ∈ Tn.
We extract a subsequence (still denoted by ε) such that
θε →
ε→0 θ = (θ1, . . . , θn) ∈ T
n
Let uε ∈ dom(∆θεMε) be the eigenfunction corresponding to λε, i.e. −∆θ
ε
Mεu
ε = λεuε, uε , 0. We
normalize uε by the condition ‖uε‖L2(Mε) = 1, then ‖∇uε‖2L2(Mε) = λε.
In order to describe the behaviour of uε as ε → 0 we need some special operators. From now
on by C we denote a generic constant independent of ε.
We denote
Ωε =
x˜ ∈ Ωε : x ∈  \
⋃
i∈Iε
m⋃
j=1
Dεi j


and introduce an extension operator Πε : H1(Mε)→ H1() such that for each u ∈ H1(Mε):
Πεu(x) = u(x˜) for x˜ ∈ Ωε (3.5)
‖Πεu‖H1() ≤ C‖u‖H1(Ωε) (3.6)
It is known (see e.g. [22, Chapter 4]) that such an operator exists.
By 〈u〉B we denote the average value of the function u over the domain B ⊂ Mε (|B| , 0),
i.e. 〈u〉B = 1|B|
∫
B
udVε, where dVε is the density of the Riemannian measure on Mε. The same
notation remains for B ⊂ Rn.
If Σ ⊂ Mε is a (n − 1)-dimensional submanifold then gε induces on Σ the Riemannian metric
and measure. We denote by dS ε the density of this measure. Again by 〈u〉Σ we denote the average
value of the function u over Σ, i.e. 〈u〉B = 1|Σ|
∫
Σ
udS ε (here |Σ| = ∫
Σ
dS ε).
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We introduce the operators Πεj : L2(M
ε)→ L2() ( j = 1, . . . ,m) by the formula:
i ∈ Iε, x ∈ εi : Πεju(x) = 〈uε〉Bεi j
Recall that  =
⋃
i∈Iε
εi . Using the Cauchy inequality and (2.7) we obtain
‖Πεju‖L2() ≤ C‖u‖L2(∪i∈Iε∪mj=1Bεi j) (3.7)
In view of (3.6), (3.7) the norms ‖Πεuε‖H1(), ‖Πεjuε‖L2() ( j = 1, . . . ,m) are bounded uni-
formly in ε. Using the embedding theorem (see e.g. [28, Chapter 4]) we obtain that the sub-
sequence (still denoted by ε), the functions u ∈ H1(), u j ∈ L2(), j = 1, . . . ,m exist such that
Πεuε →
ε→0 u weakly in H
1() and strongly in L2(), Πεju
ε →
ε→0 u j weakly in L2()
Moreover due to the trace theorem (see e.g. [28, Chapter 4]) Πεuε, u ∈ L2(∂) and
Πεuε →
ε→0 u strongly in L2(∂) (3.8)
Since uε ∈ dom(∆θεMε), then in view of (3.4)
uε(x + eα) = θεαu
ε(x), x˜ ∈Mα, α = 1, . . . , n
Therefore,
u(x + eα) = θαu(x), x ∈Mα, α = 1, . . . , n
Thus, u ∈ dom(η¯θ). Recall (see Section 1) that η¯θ is the sesquilinear form which generates the
operator −∆θεMε .
We also need some auxiliary lemmas.
Lemma 3.1. For any j = 1, . . . ,m:
lim
ε→0 ε
n
∑
i∈Iε
∣∣∣∣〈uε〉S εi j ∣∣∣∣2 = ‖u‖2L2() (3.9)
Proof. We denote Rˆεi j =
{
x˜ ∈ Ωε : dεj + κε4 ≤ |x − xεi j| < dεj + κε2
}
. One has the inequalities:
0 ≤ ‖Πεuε‖2L2(εi ) − ε
n
∣∣∣〈Πεuε〉εi ∣∣∣2 ≤ Cε2‖∇Πεuε‖2L2(εi ), i ∈ Iε (3.10)∣∣∣∣〈Πεuε〉εi − 〈uε〉Rˆεi j ∣∣∣∣2 ≤ C‖∇Πεuε‖2L2(εi )ε2−n, i ∈ Iε (3.11)∣∣∣∣〈uε〉S εi j − 〈uε〉Rˆεi j ∣∣∣∣2 ≤ C‖∇uε‖2L2(Rˆεi j)ε2−n, i ∈ Iε (3.12)
which are valid for any uε ∈ H1(Ωε), j = 1, . . . ,m. Inequality (3.10) is the Poincare´ inequality, the
inequality (3.11) follows directly from [19, Lemma 2.1], and the inequality (3.12) can be proved
in the same way as inequality (2.2) from [20].1
Equality (3.9) follows directly from (3.10)-(3.12). The lemma is proved.
1In [20] inequality (3.12) with ∂Rˆεi j \ S εi j instead of S εi j was proved. For S εi j the proof is similar. We remark that in
the case n = 2 inequality (3.12) is valid with | ln ε| instead of ε2−n.
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Lemma 3.2. 2 For j = 1, . . . ,m:
lim
ε→0 λ
D
1 (G
ε
i j) = σ j
where σ j is defined by formula (2.8).
Proof. Let vεi j ∈ dom(∆DGεi j) be the eigenfunction corresponding to λ1(G
ε
i j) such that 〈vεi j〉Bεi j = 1.
Instead of calculating vεi j in the exact form we construct a convenient approximation v
ε
i j for it.
We introduce the notations:
Bˆεi j =
{
x˜ = (θ1, . . . , θn) ∈ Bεi j : θn ∈ [Θεj , pi/2]
}
Gˆεi j = Bˆ
ε
i j ∪ Rεi j
Sˆ εi j =
{
x˜ = (θ1, . . . , θn) ∈ Bεi j : θn = pi/2
}
= ∂Bˆεi j \ ∂Bεi j
Let the function vˆεi j be the solution of the following boundary value problem:
−∆Gˆεi j vˆ
ε
i j = 0 in Gˆ
ε
i j (3.13)
vˆεi j|S εi j = 0, vˆεi j|Sˆ εi j = 1 (3.14)
Here by −∆Gˆεi j we denote the operator which is defined by the operation (1.2) and the definitional
domain dom(∆Gˆεi j) =
{
u : u = v|Gˆεi j , v ∈ dom(∆Mε)
}
. For convenience from now on we use the
notation −∆ instead of −∆Gˆεi j . It is easy to see that the function vˆ
ε
i j is smooth in R
ε
i j and B
ε
i j, the
limiting values of vˆεi j in the domains R
ε
i j and Bˆ
ε
i j coincide on ∂B
ε
i j, the normal derivatives satisfy
the condition
∂vˆεi j
∂r +
1
bεj
∂vˆεi j
∂θn
= 0.
Due to the symmetry of Gˆεi j one can easily calculate vˆ
ε
i j (recall that we consider the case n ≥ 3):
vˆεi j(x˜) =
Aεj |x − xεi j|2−n + Bεj , x˜ ∈ Rεi jCεj F(θn) + 1, x˜ = (θ1, . . . , θn) ∈ Bˆεi j (3.15)
where F(θn) =
θn∫
pi/2
(sin1−n ψ)dψ and the constants Aεj , B
ε
j , C
ε
j are defined by the formulae
Aεj =
(
dεj
)n−2
1 −
(
2dεj
κε
)n−2
− (n − 2)F(Θεj)
(
dεj
bεj
)n−2 , Bεj = − Aεj( κε
2
)n−2 , Cεj = (n − 2) Aεj(bεj)n−2 (3.16)
We redefine vˆεi j by 1 in B
ε
i j \ Bˆεi j preserving the same notation.
Direct calculations lead to the following asymptotics as ε→ 0:
‖∇vˆεi j‖2L2(Gεi j) ∼ σ jρ jε
n, ‖vˆεi j‖2L2(Gεi j) ∼ ρ jε
n (3.17)
where σ j, ρ j are defined by formulae (2.8), (2.9).
2This result was given in [17] without a justification. In the current work we present a complete proof.
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We define the function vi j ∈ dom(∆DGεi j) by the formula
vεi j(x˜) =

vˆεi j x˜ ∈ Rεi j,
1 + (vˆεi j(x˜) − 1)Φ (θn) , x˜ = (θ1, . . . , θn) ∈ Bˆεi j
1, x˜ ∈ Bεi j \ Bˆεi j
(3.18)
Here Φ(θn) is a twice continuously differentiable non-negative function on [0,∞) equal to 1 as
0 ≤ θn ≤ pi/4 and equal to 0 as θn ≥ pi/2. We have the following asymptotics as ε→ 0:
‖∇vεi j‖2L2(Gεi j) ∼ ‖∇vˆ
ε
i j‖2L2(Gεi j), ‖v
ε
i j‖2L2(Gεi j) ∼ ‖vˆ
ε
i j‖2L2(Gεi j), ‖∆v
ε
i j‖2L2(Gεi j) = O(ε
n) (3.19)
lim
ε→0 ε
−n
(
‖vεi j − 1‖2L2(Bεi j) + ‖v
ε
i j‖2L2(Rεi j)
)
= 0 (3.20)
It follows from the min-max principle (see e.g. [26]) that
λ1(Gεi j) =
‖∇vεi j‖2L2(Gεi j)
‖vεi j‖2L2(Gεi j)
≤
‖∇vεi j‖2L2(Gεi j)
‖vεi j‖2L2(Gεi j)
(3.21)
Note, that this automatically gives the inequality lim
ε→0 λ1(G
ε
i j) ≤ σ j.
We present the eigenfunction vεi j in the form
vεi j = v
ε
i j + w
ε
i j (3.22)
Let us estimate the remainder wεi j. One has the following estimates for the eigenfunction v
ε
i j (for
the proof see [3, Lemma 4.2]):
‖vεi j‖2L2(Gεi j) = ‖v
ε
i j‖2L2(Bεi j) + O(ε
n+2) = |Bεi j| + O(εn+2) (3.23)
‖vεi j‖2L2(Rεi j) ≤ Cε
n+2 (3.24)
Using (3.20), (3.23), (3.24) we obtain
ε−n‖wεi j‖2L2(Gεi j) ≤ 2ε
−n
(
‖vεi j‖2L2(Rεi j) + ‖v
ε
i j‖2L2(Rεi j) + ‖1 − v
ε
i j‖2L2(Bεi j) + ‖v
ε
i j − 1‖2L2(Bεi j)
)
→
ε→0 0 (3.25)
Substituting (3.22) into (3.21) and integrating by parts we get
‖∇wεi j‖2L2(Gεi j) ≤ 2
∣∣∣∣(∆vεi j,wε)L2(Gεi j)∣∣∣∣ + ‖∇vεi j‖2L2(Gεi j)
 ‖vi j‖
2
L2(Gεi j)
‖vεi j‖L2(Gεi j)
− 1
 (3.26)
Taking into account (3.17), (3.19), (3.23), (3.25) we conclude that (3.26) implies
ε−n‖∇wεi j‖2L2(Gεi j) →ε→0 0 (3.27)
It follows from (3.17), (3.19), (3.25), (3.27) that lim
ε→0 λ
ε
1(G
ε
i j) = σ j. The lemma is proved.
Lemma 3.3. For j = 1, . . . ,m:
lim
ε→0 λ
D
2 (G
ε
i j) = ∞
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Proof. Let Gεj be an n-dimensional surface embedded into R
n+1 (below x ∈ Rn, z ∈ R):
Gεj = R
ε
j ∪ Bεj
where
Rεj =
{
(x, z) ∈ Rn+1 : ε−1dεj ≤ |x| < κ/2, z = 0
}
Bεj =
{
(x, z) ∈ Rn+1 : |x|2 +
(
z − b j cos Θεj
)2
= (b j)2, z ≥ 0
}
We equip Gεj with the Riemannian metric induced by the Euclidean metric in R
n+1. By dV we
denote the density of the Riemannian measure on Gεj . Thus, G
ε
j is the ε
−1-homothetic image of
Gεi j.
Evidently one has the following relation between the spectra of −∆DGεi j and −∆
D
Gεj
:
∀k ∈ N : λDk (Gεi j) = ε−2λDk (Gεi j) (3.28)
We denote
R =
{
(x, z) ∈ Rn+1 : |x| < κ/2, z = 0
}
, B j =
{
(x, z) ∈ Rn+1 : |x|2 + z2 = (b j)2
}
Further we will prove that
∀k ∈ N : λDk (Gεj) →ε→0 λk (3.29)
where {λk}k∈N are the eigenvalues of the operator L j which acts in the space L2(R) ⊕ L2(B j) and
is defined by the formula
L j = −
(
∆DR 0
0 ∆B j
)
Here the eigenvalues are renumbered in the increasing order and with account of their multiplicity.
One has λ1 = λ1(B j) = 0, λ2 = min
{
λD1 (R), λ2(B j)
}
> 0. Therefore, in view of (3.28)-(3.29)
lim
ε→0 λ
D
2 (G
ε
i j) = ∞. Thus, to complete the proof of the lemma we have to prove (3.29). For that we
use the abstract scheme proposed in the work [16].
Theorem [16]. LetHε,H0 be separable Hilbert spaces, letAε : Hε → Hε, A0 : H0 → H0 be
linear continuous operators, imA0 ⊂ V ⊂ H0, whereV is a subspace inH0.
Suppose that the following conditions C1 −C4 hold:
C1. The linear bounded operators Rε : H0 → Hε exist such that ‖Rε f ‖2Hε →ε→0 γ‖ f ‖
2
H0 for any
f ∈ V. Here γ > 0 is a constant.
C2. Operators Aε,A0 are positive, compact and self-adjoint. The norms ‖Aε‖L(Hε) are
bounded uniformly in ε.
C3. For any f ∈ V: ‖AεRε f − RεA0 f ‖Hε →
ε→0 0.
C4. For any sequence f ε ∈ Hε such that sup
ε
‖ f ε‖Hε < ∞ the subsequence ε′ ⊂ ε and w ∈ V
exist such that ‖Aε f ε − Rεw‖Hε −→
ε=ε′→0 0.
Then for any k ∈ N
µεk →ε→0 µk
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where {µεk}∞k=1 and {µk}∞k=1 are the eigenvalues of the operatorsAε andA0, which are renumbered
in the increasing order and with account of their multiplicity.
Let us apply this theorem. We set Hε = L2(Gεj), H0 = L2(R) ⊕ L2(B j), Aε = (−∆DGεj + I)
−1,
A0 = (L j + I)−1,V = H0. We introduce the operator Rε : H0 → Hε by the formula:
[Rε f ](x, z) =
 f R(x), (x, 0) ∈ Rεj ,f B(x, z − bεj cos Θεj), (x, z) ∈ Bεj , f = ( f R, f B) ∈ H0 = L2(R) ⊕ L2(B j)
We also denote H10(R) =
{
u ∈ H1(R) : u|∂R = 0
}
, H10(G
ε
j) =
{
u ∈ H1(Gεj) : u|∂Gεj = 0
}
, H1 =
H10(R) ⊕ H1(B j) ⊂ H0 and introduce the operator Qε : H10(Gεj) → H1 satisfying the properties
that are similar to those of the operator Πε (see above):
∀ε > 0, ∀v ∈ H10(Gεj) : RεQεv = v, ‖Qεv‖H1 ≤ C‖v‖H10 (Gεj ) (3.30)
Evidently conditions C1 (with γ = 1) and C2 hold. We verify condition C3. Let f ∈ Hε. We
set f ε = Rε f , vε = Aε f ε, vˆε = Qεvε. One has∫
Gεj
(
(∇vε,∇wε) + uεwε − f εwε) dV = 0, ∀wε ∈ H10(Gεj) (3.31)
Clearly the norms ‖vε‖2
H10 (G
ε
j )
are bounded uniformly in ε. Taking into account (3.30) we con-
clude that the subsequence (still denoted by ε) and v = (vR, vB) ∈ H1 exist such that
vˆε = (vˆεR, vˆεB) →
ε→0 v weakly inH
1 and strongly inH0
Let w ∈ Ĥ1 =
{
w = (wR,wB) ∈ H1 : supp f R ⊂ R \ {(0, 0)}, supp f B ⊂ B j \ {(0,−b j)}}, i.e.
wR = 0 in a neighbourhood of
{
(0, 0)
}
, wB = 0 in a neighbourhood of
{
(0,−b j)}. We set wε = Rεw.
Then, when ε is small enough, wε = 0 in some neighbourhood of ∂Bεj and w
ε ∈ H10(Gεj). Substi-
tuting wε into (3.31) we obtain (ε is small enough):∫
R
(
(∇vˆεR,∇wR) + vˆεRwR − f RwR
)
dx +
∫
B j
(
(∇vˆεB,∇wB) + vˆεBwB − f BwB
)
dV = 0 (3.32)
Passing to the limit in (3.32) as ε → 0 and taking into account that the space Ĥ1 is dense in H1
(see e.g. [25]), we obtain the equalityA0 f = v that obviously implies the fulfilment of C3.
Finally, condition C4 follows from the fact that if sup
ε
‖ f ε‖Hε < ∞ then the norms ‖QεAε f ε‖H1
are bounded uniformly in ε and, therefore, the subsequence ε′ ⊂ ε and w ∈ H1 exist such that
QεAε f ε −→
ε=ε′→0 w weakly inH
1 and strongly inH0
Thus, the eigenvalues µεk of the operatorAε converge to the eigenvalues µk of the operatorA0
as ε→ 0. But λDk (Gεi j) = (µεk)−1 − 1, λk = (µk)−1 − 1 that implies (3.29). The lemma is proved.
Lemma 3.4. For j = 1, . . . ,m:
lim
ε→0
∑
i∈Iε
‖uε‖2L2(Bεi j) = ρ j
(
σ j
σ j − λ
)2
‖u‖2L2() (3.33)
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Proof. For x˜ ∈ Gεi j we denote lε(x˜) = distgε(x˜, S εi j), where by distgε(·, ·) we denote the distance
with respect to the metric gε. We introduce the set
S εi j[x˜] =
{
y˜ ∈ Gεi j : lε(y˜) = lε(x˜)
}
Obviously S εi j[x˜] is a (n − 1)-dimensional sphere (in particular if x˜ ∈ ∂Bεi j then lε(x˜) = κε/2 and
S εi j[x˜] = ∂B
ε
i j).
We define the function uεi j(x˜) by the formula:
uεi j(x˜) = 〈uε〉S εi j[x˜], x˜ ∈ Gεi j
Using the Poincare´ inequality (for the spheres S i j[x˜]) we get∑
i∈Iε
∥∥∥∥uε − uεi j∥∥∥∥2L2(Gεi j) ≤ C
∑
i∈Iε
max
x˜∈Gεi j
(
diamS εi j[x˜]
)2‖∇uε‖2L2(Gεi j) ≤ Cε2‖∇uε‖2L2(Mε) (3.34)
We denote uεi j = u
ε
i j − 〈uε〉S εi j . Clearly uεi j ∈ dom(∆DGεi j) and
−∆DGεi ju
ε
i j − λεuεi j = λε〈uε〉S εi j
In view of Lemmas 3.2, 3.3 and since λ <
m⋃
j=1
{σ j}, λε < σ(−∆DGεi j) when ε is small enough.
Therefore, the following expansion is valid:
uεi j =
∞∑
k=1
Iki j(ε), where I
k
i j(ε) =
vDk (G
ε
i j)∥∥∥∥vDk (Gεi j)∥∥∥∥2L2(Gεi j)
·
(
f εi j, v
D
k (G
ε
i j)
)
L2(Gεi j)(
λDk (G
ε
i j) − λε
) (3.35)
Here f εi j = λ
ε〈uε〉S εi j ,
{
vDk (G
ε
i j)
}m
k=1
is a system of the eigenfunctions of −∆DGεi j corresponding to{
λDk (G
ε
i j)
}m
k=1
and such that
(
vDk (G
ε
i j), v
D
l (G
ε
i j)
)
L2(Gεi j)
= 0 if k , l.
We denote Λε = max
j=1,m
max
k=2,∞
∣∣∣∣λε − λDk (Gεi j)∣∣∣∣−2. Thus, it follows from Lemma 3.3 that limε→0 Λε = 0.
Therefore, taking into account (2.7) and using Lemma 3.1 we obtain
∑
i∈Iε
∥∥∥∥∥∥∥
∞∑
k=2
Iki j(ε)
∥∥∥∥∥∥∥
2
L2(Bεi j)
≤ Λε
∑
i∈Iε
‖ f εi j‖2L2(Gεi j) ≤ C(λ
ε)2Λε
∑
i∈Iε
∣∣∣∣〈uε〉S εi j ∣∣∣∣2 εn →ε→0 0 (3.36)
As in Lemma 3.2 we denote vεi j = v
D
1 (G
ε
i j). We normalize v
ε
i j by the condition 〈vεi j〉Bεi j = 1.
Using the estimates (3.23), (3.24) and Lemma 3.2 we obtain that
∑
i∈Iε
∥∥∥I1i j(ε)∥∥∥2L2(Bεi j) ∼∑
i∈Iε
λ2ρ jε
n
∣∣∣∣〈uε〉S εi j ∣∣∣∣2
(σ j − λ)2 ∼
λ2ρ j‖u‖2L2()
(σ j − λ)2 (3.37)
as ε→ 0. Thus, it follows from (3.35)-(3.37) that
lim
ε→0
∑
i∈Iε
∥∥∥∥uεi j∥∥∥∥2L2(Bεi j) = λ
2ρ j‖u‖2L2()
(σ j − λ)2 (3.38)
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Finally, using (3.35), (3.36), (3.38) and Lemma 3.1 we get
∑
i∈Iε
∥∥∥∥uεi j∥∥∥∥2L2(Bεi j) =
∑
i∈Iε

∥∥∥∥uεi j∥∥∥∥2L2(Bεi j) + 2〈uε〉S εi j
∫
Bεi j
uεi j(x˜)dV
ε +
∣∣∣∣〈uε〉S εi j ∣∣∣∣2 · |Bεi j|
 →ε→0
→
ε→0
 λ2ρ j(σ j − λ)2 + 2λρ jσ j − λ + ρ j
 ‖u‖2L2() = ρ j ( σ jσ j − λ
)2
‖u‖2L2() (3.39)
Then (3.33) follows from (3.34) and (3.39). The lemma is proved.
Lemma 3.5. For any w ∈ C∞θ () the function wˆε ∈ C∞() exists such that:
w + wˆε ∈ C∞θε() (3.40)
max
x∈
∣∣∣wˆε(x)∣∣∣ + max
x∈
∣∣∣∇wˆε(x)∣∣∣ →
ε→0 0 (3.41)
Proof. We define the function 1ε ∈ C∞(Rn) by the following recurrent formulae:
1ε(x1, . . . , xn) = An(x1, . . . , xn−1)xn + Bn(x1, . . . , xn−1),
α = 2, . . . , n :
Bα(x1, . . . , xα−1) = Aα−1(x1, . . . , xα−2)xα−1 + Bα−1(x1, . . . , xα−2),Aα(x1, . . . , xα−1) = (θεα/θα − 1)Bα(x1, . . . , xα−1),
B1 = 1, A1 = θε1/θ1 − 1.
It is easy to see that max
x∈ |1
ε(x) − 1| + max
x∈ |∇1
ε(x)| →
ε→0 0 and 1
ε ∈ C∞θε/θ(), where θε/θ :=
(θε1/θ1, . . . , θ
ε
n/θn). Then we set
wˆε = (1ε − 1)w
Obviously the function wˆε satisfies the conditions (3.40), (3.41). The lemma is proved.
We continue the proof of Theorem 2.1. For an arbitrary wε ∈ dom(η¯Mε) we have∫
Mε
(
(∇uε,∇wε)ε − λεuεwε) dVε = 0 (3.42)
where (∇uε,∇wε)ε is the scalar product of the vectors ∇uε and ∇wε with respect to the metric gε.
We substitute into (3.42) the test function wε of a special type. Namely, let w be an arbitrary
function from C∞θ (), wˆ
ε ∈ C∞() be the function satisfying (3.40), (3.41). Let w j, j = 1, . . . ,m
be arbitrary functions from C∞(). Let Φ(r) be a twice continuously differentiable non-negative
function equal to 1 as 0 ≤ r ≤ 1/4 and equal to 0 as r ≥ 1/2. We set
Φ̂εi j = Φ
 |x − xεi j| − dεjdεj
 , Φεi j = Φ  |x − xεi j| − dεjκε

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Then we set wε = wε + δε, where
wε(x˜) =

w(x), x˜ ∈ Ωε \
( ⋃
i∈Iε
m⋃
j=1
Rεi j
)
w(x) +
(
w(xεi j) − w(x)
)
Φ̂εi j(x)+
+
(
w j(xεi j) − w(xεi j)
)
vεi j(x)Φ
ε
i j(x), x˜ ∈ Rεi j
w j(xεi j) +
(
w(xεi j) − w j(xεi j)
) (
1 − vεi j(x˜)
)
, x˜ ∈ Bi j
(3.43)
δε(x˜) =

wˆ(x), x˜ ∈ Ωε \
( ⋃
i∈Iε
m⋃
j=1
Rεi j
)
wˆε(x) +
(
wˆε(xεi j) − wˆε(x)
)
Φ̂εi j(x), x˜ ∈ Rεi j
wˆε(xεi j), x˜ ∈ Bεi j
Here the function vεi j is defined by (3.18), (3.15), (3.16). It follows from (3.40) that w
ε ∈ dom(η¯Mε).
Substituting this wε into (3.42) and integrating by parts we obtain∫
Mε
(−uε∆wε − λεuεwε) dVε + ∫
∂Mε
ν
[
wε
]
uεdS ε +
∫
Mε
(
(∇uε,∇δε)ε − λεuεδε) dVε = 0 (3.44)
where ν is the outward normal vector field on ∂Mε.
In view of (2.6)-(2.7) and the Cauchy inequality, the last term in (3.44) is estimated by
C‖uε‖H1(Mε)
√
max
x∈ |wˆ(x)|
2 + max
x∈ |∇wˆ(x)|
2 and tends to zero as ε→ 0 in view of (3.41).
In view of (3.8) the second term tends to
∫
∂
ν [w] uds as ε → 0, where ν is the outward
normal vector field on ∂, ds is the density of the Lebesgue measure on ∂.
Now let us investigate the first term. Firstly we study the integrals over Ωε. Integrating by
parts we get ∣∣∣∣∣∣∣∣∣∣
∑
i∈Iε
m∑
j=1
∫
Rεi j
−∆
{(
w(xεi j) − w(x)
)
Φ̂εi j(x)
}
uε(x)dVε
∣∣∣∣∣∣∣∣∣∣ =
=
∣∣∣∣∣∣∣∣∣∣
∑
i∈Iε
m∑
j=1

∫
Rεi j∪Dεi j
(
∇
{(
w(xεi j) − w(x)
)
Φ̂εi j(x)
}
,∇εΠεuε(x)
)
dx −
∫
Dεi j
∆wΠεuεdx

∣∣∣∣∣∣∣∣∣∣ ≤
≤ C(w) · ‖Πεuε‖H1() ·
√√∑
i∈Iε
m∑
j=1
∣∣∣∣Dεi j ∪ supp [∇Φ̂εi j]∣∣∣∣ →ε→0 0 (3.45)
Hereafter by C(w) we denote a constant depending only on w.
Let us prove that the function ξε ∈ L2(),
ξε(x) =

∑
i∈Iε
m∑
j=1
−∆
{(
wεj(x
ε
i j) − w(xεi j)
)
vεi j(x)Φ
ε
i j(x)
}
, x ∈ Rεi j
0, x ∈  \ ⋃
i∈Iε
m⋃
j=1
Rεi j
converges weakly in L2() to the function
m∑
j=1
σ jρ j(w − w j). Indeed using the properties of vεi j
x ∈ Rεi j : ∆vεi j(x) = 0, |Dαvεi j(x)| ≤ Cεn|x − xεi j|2−n−|a|, α = 0, 1
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and the enclosure supp(DαΦεj) ⊂
{
x ∈ Ωε : κε/4 ≤ |x − xεi j| ≤ κε/2
}
(α , 0) we obtain∫
Rεi j
∣∣∣∣−∆ {(w j(xεi j) − w(xεi j))vεi j(x)Φεi j(x)}∣∣∣∣2 dx < C(w)εn (3.46)
Hence the norms ‖ξε‖L2() are bounded uniformly in ε. Taking into account (3.46) we obtain for
an arbitrary f ∈ C∞() (below νε is the normal vector field on ∂Dεi j directed outward Rεi j):
∑
i∈Iε
m∑
j=1
∫
Rεi j
−∆
{(
w j(xεi j) − w(xεi j)
)
vεi j(x)Φ
ε
i j(x)
}
f (x)dVε =
=
∑
i∈Iε
m∑
j=1
f (xεi j)
(
w(xεi j) − w j(xεi j)
) ∫
∂Dεi j
νε
[
vεi j
]
dS ε + o¯(1) =
=
∑
i∈Iε
m∑
j=1
f (xεi j)(w(x
ε
i j) − w j(xεi j))σ jρ jεn + o¯(1) →
ε→0
m∑
j=1
σ jρ j
∫

f (x)(w(x) − w j(x))dx (3.47)
Here we have used the following computations (below r = |x − xεi j|):∫
∂Dεi j
νε
[
vεi j
]
dS ε = −
∂vεi j
∂r
∣∣∣∣∣∣
r=dεj
(dεj )
n−1ωn−1 ∼ 12ωn−1(n − 2)d
n−2
j ε
n = σ jρ jε
n, ε→ 0 (3.48)
Since C∞() = L2(), then ξε converges weakly in L2() to
m∑
j=1
σ jρ j(w − w j) as ε→ 0.
Using this, (3.5), (3.6) and (3.45) we conclude that
lim
ε→0
∫
Ωε
−∆wεuεdVε =
∫

−∆wu + m∑
j=1
σ jρ j(w − w j)u
 dx (3.49)
In the same way (using the estimate (3.20)) one can prove that
lim
ε→0
∫
Ωε
λεwεuεdVε =
∫

λwudx (3.50)
Now, we investigate the behaviour of the integrals in (3.42) over
⋃
i, j
Bεi j. Using (3.19) (the last
asymptotics), (3.48) and the Poincare´ inequality we get
∑
i∈Iε
m∑
j=1
∫
Bεi j
−∆
[(
w(xεi j) − w j(xεi j)
)(
1 − vεi j(x˜)
)]
uε(x˜)dVε =
=
∑
i∈Iε
m∑
j=1
〈uε〉Bεi j
(
w(xεi j) − w j(xεi j)
) ∫
∂Dεi j
−νε
[
vεi j
]
dS ε + o¯(1) =
=
m∑
j=1
σ jρ j
∫

̂[w j − w](x)Πεjuε(x)dx + o¯(1) →
ε→0
m∑
j=1
σ jρ j
∫

(w j(x) − w(x))u j(x)dx (3.51)
23
where ̂[w j − w] ∈ L2() is a step function: ̂[w j − w](x) = w j(xεi j)−w(xεi j), x ∈ εi , i ∈ Iε; it is clear
that ̂[w j − w] converges to w j − w strongly in L2() as ε→ 0.
In a similar manner we obtain
lim
ε→0
∑
i∈Iε
m∑
j=1
∫
Bεi j
λεwεuεdVε = λ
m∑
j=1
ρ j
∫

w ju jdx (3.52)
Thus, from (3.49)-(3.52) we obtain that the functions u ∈ dom(η¯θ), u j ∈ L2() ( j = 1, . . . ,m)
satisfy the equality:∫

−∆wu + m∑
j=1
σ jρ ju(w − w j) +
m∑
j=1
σ jρ ju j(w j − w)
 dx + ∫
∂
ν [w] uds−
− λ
∫

uw + m∑
j=1
ρ ju jw j
 dx = 0 (3.53)
for arbitrary w ∈ C∞θ (), w j ∈ C∞() ( j = 1, . . . ,m).
Substituting w ≡ 0, w j ≡ 0, j , k into (3.53) we obtain
uk =
σku
σk − λ, k = 1, . . . ,m (3.54)
Then substituting into (3.53) w j ≡ 0 (∀ j), integrating by parts and taking into account (3.54), we
conclude that u ∈ dom(η¯θ) satisfies the equality∫

[
(∇u,∇w) − λF (λ)uw
]
dx = 0, ∀w ∈ C∞θ ()
where F (λ) is defined by (2.10). Hence u ∈ dom(∆θ) and
−∆θu = λF (λ)u
In view of Lemma 3.4 u , 0. Then λF (λ) ∈ σ(−∆Rn) and, therefore, due to (3.3) λ ∈ σ(A) \
m⋃
j=1
{
σ j
}
.
The fulfilment of property (A) is proved.
3.3. Property (B) of Hausdorff convergence
Let λ ∈ σ(A) ∩ [0, L], L < m⋃
j=1
{
µ j
}
. We have to prove that there exists λε ∈ σ(−∆Mε) ∩ [0, L]
such that λε →
ε→0 λ.
At first we prove property (B) for the case λ < L.
We assume the opposite: the subsequence (still denoted by ε) and δ > 0 exist such that
dist(λ, σ(−∆Mε)) > δ. (3.55)
Since λ ∈ σ(A), then the function F =

f
f1
. . .
fm
 ∈ H exists such that
F < im(A− λI), where I is the identity operator (3.56)
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Let f ε(x˜) ∈ L2(Mε) be defined by the formula
f ε(x˜) =
 f (x), x˜ ∈ Ωε,〈 f j〉εi , x˜ ∈ Bεi j.
It follows from the Cauchy inequality and (2.7) that the norms ‖ f ε‖L2(Mε) are bounded uniformly
in ε.
Inequality (3.55) implies that λ ∈ R \ σ(−∆Mε). Then im(−∆Mε − λI) = L2(Mε) and thus, the
unique uε ∈ dom(∆Mε) exists satisfying
−∆Mεuε − λuε = f ε (3.57)
In consequence of (3.55) uε satisfies the inequality
‖uε‖L2(Mε) ≤ δ−1‖ f ε‖L2(Mε) ≤ C
Furthermore
‖∇uε‖2L2(Mε) ≤ ‖ f ε‖L2(Mε) · ‖uε‖L2(Mε) + |λ| · ‖uε‖2L2(Mε) ≤ C
Then there exists a subsequence (still denoted by ε) such that
Πεuε → u ∈ H1(Rn) weakly in H1(Rn) and strongly in L2(G) for any compact set G ⊂ Rn
Πεju
ε → u j ∈ L2(Rn) weakly in L2(Rn) ( j = 1, . . . ,m)
where Πε, Πεj ( j = 1, . . . ,m) are the extension operators introduced in the previous subsection.
For an arbitrary function wε ∈ C∞0 (Mε) we have∫
Mε
(
(∇εuε,∇εwε)ε − λuεwε − f εwε) dVε = 0 (3.58)
Let w ∈ C∞0 (Rn), w j ∈ C∞0 (Rn) ( j = 1, . . . ,m) be arbitrary functions. Using them we construct
the test-function wε by formula (3.43) (but with Rn instead of Ωε and with Zn instead of Iε) and
substitute it into (3.58). Performing the same calculations as in the previous subsection we obtain∫
Rn
(∇u,∇w) + m∑
j=1
σ jρ ju(w − w j) +
m∑
j=1
σ jρ ju j(w j − w)−
−λ
uw + m∑
j=1
ρ ju jw j
 −
 f w + m∑
j=1
ρ j f jw j

 dx = 0 (3.59)
for arbitrary w ∈ C∞0 (Rn), w j ∈ C∞0 (Rn) ( j = 1, . . . ,m). It follows from (3.59) that
U =

u
u1
. . .
um
 ∈ dom(A) and AU − λU = F
We obtain a contradiction with (3.56). Then there is λε ∈ σ(−∆Mε) such that lim
ε→0 λ
ε = λ. Since
λ < L, then λε < L when ε is small enough.
Finally, we verify the fulfilment of property (B) for the case λ = L. Since L <
m⋃
j=1
{
µεj
}
, then
(3.1) implies that (L − δ, L − δ/2) ⊂ σ(A) when δ is small enough. Let λδ ∈ (L − δ, L − δ/2).
We have just proved that if ε < ε(δ) then λε ∈ σ(−∆Mε) exists such that |λε − λδ| < δ/2. Then
λε ∈ (L − 3δ/2, L) as ε < ε(δ) that obviously implies the fulfilment of property (B).
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3.4. End of the proof
In the proof of the Hausdorff convergence we used the fact that Mε is Γ-periodic manifold,
Mε is a period cell. Now let us recall that Mε is also Γε-periodic manifold, Mεi is a corresponding
period cell (i is arbitrary, so from now on we consider i = 0). Then
σ(−∆Mε) =
∞⋃
k=1
[aεk, b
ε
k]
where [aεk, b
ε
k] =
{
λθk(M
ε
0), θ ∈ Tn
}
Lemma 3.6. lim
ε→0 b
ε
m+1 = ∞
Proof. As usual by λNk (M
ε
0) we denote the k-th eigenvalue of the operator −∆NMε0 , which is the
Laplace-Beltrami operator on Mε0 with Neumann boundary conditions.
Using the same idea as in the proof of Lemma 3.3 (i.e. ε−1-homothetic image of Mε0), we get
lim
ε→0 ε
2λk(Mε0) = λk, k = 1, 2, 3... (3.60)
where {λk}k∈N are the eigenvalues of the operator L which acts in the space L2() ⊕
j=1,m
L2(B j) and
is defined by the operation
L = −

∆N 0 ... 0
0 ∆B1 ... 0
...
0 0 ... ∆Bm

Recall that  is the unit cube in Rn, B j is the n-dimensional sphere of the radius b j ( j = 1, . . . ,m).
One has λ j = λ1(B j) = 0, j = 1, . . . ,m, λm+1 = λN1 () = 0, and
λm+2 = min
{
λN2 (), λ2(B j), j = 1, . . . ,m
}
> 0
Thus, in view of (3.60) lim
ε→0 λ
N
m+2(M
ε
0) = ∞. Due to inequality (1.3) λNm+2(Mε0) ≤ aεm+2. Thus,
lim
ε→0 a
ε
m+2 = ∞.
Suppose that there exists a subsequence (still denoted by ε) such that the numbers bεm+1 are
bounded uniformly in ε. Let L > max
j=1,m
µ j and L > bεm+1. Let L1 > L. Since a
ε
m+2 →ε→0 ∞, then
aεm+2 > L1 when ε is small enough. Hence σ(−∆Mε) ∩ [L, L1] = ∅ when ε is small enough. But
this contradicts to property (B) of the Hausdorff convergence. Hence bεm+1 →ε→0 ∞. The lemma is
proved.
It follows from Lemma 3.6 that within an arbitrary finite interval [0, L] the spectrum σ(−∆Mε)
has at most m gaps when ε is small enough, i.e.
σ(−∆Mε) ∩ [0, L] = [0, L] \
mε⋃
j=1
(σεj , µ
ε
j) (3.61)
where (σεj , µ
ε
j) ⊂ [0, L] are some pairwise disjoint intervals, mε ≤ m. Here we renumber the
intervals in the increasing order.
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Let L > max
j=1,m
µ j be arbitrarily large number. We have just proved that as ε → 0 the set
σ(−∆Mε)∩ [0, L] converges to the set σ(A)∩ [0, L] = [0, L] \
(
m⋃
j=1
(σ j, µ j)
)
in the Hausdorff sense.
Then by Proposition 3.1 mε = m when ε is small enough and
∀ j = 1, . . . ,m : lim
ε→0σ
ε
j = σ j, lim
ε→0 µ
ε
j = µ j
Finally, we denote by Jε the union of the remaining gaps (if any). Since bεm+1 →ε→0 ∞ and
bεm+1 ≤ infJε, then
infJε > L
when ε is small enough. This concludes the proof of Theorem 2.1.
Remark 3.1. Actually, we have proved a slightly strong result: lim
ε→0 a
ε
k+1 = µk, limε→0 b
ε
k = σk,
k = 1, . . . ,m, lim
ε→0 b
ε
m+1 = ∞, i.e. the first m gaps of the spectrum σ(−∆Mε) (ε is small enough) are
located exactly between the first (m + 1) bands.
4. End of the proof of Theorem 0.1: choice of the constants d j, b j and conclusive remarks
In order to complete the proof of Theorem 0.1, we have to choose the constants d j, b j in (2.6),
(2.7) such that equalities (0.8) hold.
Theorem 4.1. Let (α j, β j) ( j = 1, . . . ,m, m ∈ N) be arbitrary intervals satisfying (0.4). Let Mε
(ε > 0) be an n-dimensional periodic Riemannian manifolds of the form (2.1).
Then (0.8) holds if we choose
d j =

 2(β j − α j)ωn−1(n − 2)
∏
i=1,m|i, j
(
βi − α j
αi − α j
)
1
n−2
, n > 2
(β j − α j)
pi
∏
i=1,m|i, j
(
βi − α j
αi − α j
)
, n = 2
(4.1)
b j =
β j − α jωnα j
∏
i=1,m|i, j
(
βi − α j
αi − α j
)
1
n
(4.2)
Remark 4.1. Since the intervals (α j, β j) satisfy (0.4), then
∀ j : α j < β j, ∀i , j : sign(βi − α j) = sign(αi − α j) , 0
Therefore, the expressions (β j − α j) ∏
i=1,m|i, j
(
βi − α j
αi − α j
)
, j = 1, . . . ,m are positive and thus the
choice of d j and b j is correct.
Proof. Substituting d j, b j (4.1), (4.2) into (2.8) we get
σ j = α j
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i.e. the first equality in (0.8) holds. Furthermore substituting b j (4.2) into (2.9) we obtain
ρ j =
β j − α j
α j
∏
i=1,m|i, j
(
βi − α j
αi − α j
)
(4.3)
It remains to prove that µ j = β j. Recall that the numbers µ j ( j = 1, . . . ,m) are the roots of the
equation (2.10). Therefore, in order to prove the equality µ j = β j, we have to show that
∀k = 1, . . . ,m :
m∑
j=1
α jρ j
βk − α j = 1 (4.4)
Let us consider (4.4) as the linear algebraic system of m equations with unknowns ρ j ( j =
1, . . . ,m). In order to end the proof of theorem we have to prove the following
Lemma 4.1. The system (4.4) has the unique solution ρ1, . . . , ρm which is defined by (4.3).
Proof. We prove the lemma by induction. For m = 1 its validity is obvious. Suppose that we have
proved it for m = N − 1 and let us prove it for m = N.
Multiplying the k-th equation in (4.4) (k = 1, . . . ,N) by βk − αN and then subtracting the N-th
equation from the first N − 1 equations we obtain
∀k = 1, . . . ,N − 1 :
N−1∑
j=1
α jρˆ j
βk − α j = 1
where the new variables ρˆ j, j = 1, . . . ,N − 1 are expressed in terms of ρ j by the formula
ρˆ j := ρ j
αN − α j
βN − α j , j = 1, . . . ,N − 1 (4.5)
Thus, the numbers ρˆ j satisfy the system (4.4) with m = N − 1. Therefore, by the induction
ρˆ j =
β j − α j
α j
∏
i=1,N−1|i, j
(
βi − α j
αi − α j
)
(4.6)
It follows from (4.5), (4.6) that ρ j, j = 1, . . . ,N − 1, satisfy formula (4.3). The validity of this
formula for ρN follows from the symmetry of the system.
Lemma 4.1 and Theorem 4.1 are proved. This completes the proof of the main theorem.
Remark 4.2. We noted above that the metric gε of the manifold Mε is continuous but piecewise-
smooth (see formulae (2.3)-(2.4)). However one can approximate gε by a smooth metric gερ which
differs from gε only in small ρ-neighbourhoods of ∂Bεi j and moreover the corresponding Laplace-
Beltrami operator has the same spectral properties as ε→ 0.
Namely, in a small neighbourhood Uεi j of ∂B
ε
i j we introduce the local coordinates (x1, . . . , xn)
by formulae (2.2) and define gερ by the formula
gεραβ(x1, . . . , xn) = g
ε
+αβ
(x1, . . . , xn)ϕ(xn/ρ) + gε−αβ(x1, . . . , xn)(1 − ϕ(xn/ρ))
where ϕ(r), r ∈ R, is a smooth positive function equal to 1 as r ≥ 1, equal to 0 as r ≤ −1 and
positive as −1 < r < 1, the coefficients gε±αβ are defined by (2.4). Outside
⋃
i, j
Uεi j we set g
ερ = gε.
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It is easy to see that Aερgε ≤ gερ ≤ Bερgε, where Aερ, Bερ are positive constants depending on
ε and ρ in such a way that for fixed ε
lim
ρ→0 A
ερ = lim
ρ→0 B
ερ = 1 (4.7)
Using the min-max principle one can obtain that
∀k ∈ N, ∀θ ∈ Tn : (A
ερ)n/2
(Bερ)1+n/2
λθk(M
ε
i ) ≤ λθk(Mεi , gερ) ≤
(Bερ)n/2
(Aερ)1+n/2
λθk(M
ε
i ) (4.8)
Here λθk(M
ε
i , g
ερ) is the k-th eigenvalue of the Laplace-Beltrami operator with θ-periodic boundary
conditions on the manifold Mεi equipped with the metric g
ερ. This inequality is proved in [1,
Chapter A] for manifolds without a boundary, for our case the proof is completely analogous.
Let δ1 > 0, L1 > 0. We have just proved (see Theorems 2.1, 4.1) that there are such ε =
ε(δ1, L1) and such d j, b j that the manifold M = Mε satisfies (0.2)-(0.3) with δ = δ1, L = L1.
So let us fix ε = ε(L1, δ1). Then it follows from (4.7), (4.8) that
∀θ ∈ Tn, ∀k ∈ N : ∣∣∣λθk(Mεi ) − λθk(Mεi , gερ)∣∣∣ →ρ→0 0 (4.9)
uniformly in (θ, k) from Tn × G, where G is any compact subset of N. Then using (1.4), (4.9)
and taking into account Remark 3.1 we conclude: there is such ρ = ρ(ε(δ1, L1)) that the manifold
(Mε, gερ) satisfies (0.2)-(0.3) with δ = 2δ1, L = L1 − δ1.
Now, let δ > 0, L > 0. Setting δ1 = δ/2, L1 = L + δ/2 we conclude that the manifold
M = (Mε, gερ), where ε = ε(δ1, L1), ρ = ρ(ε(δ1, L1)), satisfies (0.2)-(0.3).
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