Introduction
Sovereign credit rating (SCR) is considered imperative in assessing the value and worth of a nation's economy, which invariably has an effect on other borrowers of the same nationality (Reisen, Von Maltzan, & Larraí n, 1998) . It is of immerse importance to economic agents, fund managers and lenders for decision making (Afonso et al., 2011) and attracts and promotes foreign direct investment (Al-sakka & Gwilym, 2009 ). This is because it measures the ability and willingness of a national government or country to repay its debt in a timely manner (Al-sakka and Gwilym, 2012; Erdem & Varli, 2014) . Reinhart and Rogoff (2004) alleged that SCR aids the flow of capital to emerging markets. This has given rise to a tremendous increase in the number of rated emerging markets (Cantor et al., 2008) . Kim and Wu (2008) added that SCR is the most important factor in developing the domestic financial sector of emerging markets and also to fascinate international capital. Likewise, Al-sakka and Gwilym (2009) claimed that SCR promotes cross-border investment by revealing the financial transparency of the market economies. Erb et al. (2000) added that SCR determines the movement of sovereign bonds price, while Dittmar and Yuan (2008) concluded that sovereign bonds provide a good flow of information that promotes corporate bonds market. This in effect, increases liquidity in the emerging markets.
Furthermore, Banerjee (2006) asserted that there has been increasing investment opportunities to global investors in emerging markets. This has been partly attributed to market globalisation and financial integration, which have tremendously increased the demand of SCR in recent years (Al-sakka & Gwilym, 2009; Montes et al., 2016) . Despite the foregoing, a number of emerging markets had faced debt crises in recent years (Dailami et al., 2003) . This could be attributed to investors' reliance on sovereign rating when investing in emerging markets due to lack of information. In addition, Biglaiser et al (2008) asserted that the high level of risk associated with emerging markets was a contributing factor. The sovereign risk was the major concern during the 2010/2011 global financial markets development. The International Monetary Fund (IMF) argues that sovereign default was the most important risk facing the global economy which was stated in the Global Financial Stability Report in 2010. This suggests that the significance and role of sovereign credit rating cannot be undermined in the development of the economy. Hence, it is crucial to have an assessment of the factors that determine the SCR.
Even though the determinants of SCR have obtained meritorious attention from academics (for instance, Cantor and Packer, 1996; Alexe et al., 2003; Afonso, 2003; Rowland, 2004; Bissoondoyal-Bheenick, 2005; Altenkirch, 2005; Bennell et al. 2006; Afonso et al., 2007; Hill et al., 2010; Ozturk, 2014 ). Yet, the article that exclusively explores that of the emerging market is still limited (Montes et al., 2016) .
From the perspective of those that argued that there should be inclusion of political variables, Afonso et al. (2011) in their attempt to differentiate between the long run and short run effect of macroeconomic and fiscal variables on rating, they discovered the importance of qualitative variables. They argued that government effectiveness has long run impact on SCRs. Likewise, Biglaiser and Staats (2012) exploit 36 developing countries during the period of 1996 and 2006. They added new political and institutional variables such as society's obedience to the rule of law, the protection of property rights, and the presence of strong and independent judicial system in order to extend the study. Their result suggests that political variables play a crucial role in influencing and determining SCRs. Ozturk (2014) employed both macroeconomic variables and six governance indicators in an attempt to analyse SCRs with the use of ordered response models. The six governance indicators are Government Effectiveness, Control of Corruption, Political Stability and No Violence, Regulatory Quality, Voice and Accountability, and Rule of Law. In addition, Montes et al. (2016) analysed the determinants of SCRs from the three major rating agencies. The study examined 40 developing countries during the period of 1994 and 2013. They extended the study by adding new institutional, economic and governance variables such as corruption, democracy, financial openness, inflation targeting etc. Their study reveals that SCRs can be determined by macroeconomic factors such as inflation rate, GDP growth rate, foreign reserves, per capita income, government budget balance, external debt, unemployment rate. Also, the study argued that less corruption, democracy, and law and order are essential variables in improving SCRs.
The arguments in the previous studies suggest that economic variables are very important in determining SCRs while the inclusion of political variable is the issue of contest. The CRAs asserted that they put into consideration both the quantitative factors (i.e. macroeconomics variables) and qualitative factors (political factors) in determining their ratings (Archer et al., 2007; IMF, 2010) . However, the difficulty in measuring political variables might be one of the problems (Archer et al., 2007) . This is because political variables are not easily quantified compared to economic variables. This study critically investigates the factors behind SCRs of the emerging markets, using the three major CRAs ratings.
GDP Growth
In analysing the relationship between rating and GDP growth, Cantor and Packer (1996) used the rating assigned by Moody and S&P in 1995. They argued that there is a positive relationship, as GDP growth was found to be positively significant in both CRAs. However, Rowland (2004) using the same CRAs ratings asserted that GDP growth has significant effect on S&P"s ratings whereas it was found insignificant on Moody"s ratings. Similarly, Archer et al. (2007) argued that GDP growth is highly significant with a positive sign for the three major rating agencies (i.e. Moody, Fitch, and S&P). This is consistent with Afonso et.al (2007) and Montes et al. (2016) findings, that GDP growth is significant for the three CRAs. However, Erdem and Varli (2014) asserted that no relationship was found between GDP growth and S&P SCRs. Cantor and Packer (1996) stated that GDP per capita is statistically significant with a positive sign for both Moody's and S&P's ratings. This is also consistent with Afonso (2003), and Rowland (2004) assertions. Likewise, using only S&P ratings, Alex (2003), Erdem and Varli (2014) reported that GDP per capita is statistically significant with the expected sign. Also, using the three major rating agencies, Archer et al. (2007) reported that only S&P ratings were statistically significant, while Moody and Fitch were not. However, Afonso et.al (2007) , Montes et al. (2016) , argued that GDP per capital was significant and positive in all the three CRAs. Afonso et al. (2011) added that GDP per capital is only significant in the short run but has no effect in the long run for the three CRAs. Furthermore, Biglaiser and Staats (2012) stated that GDP per capital was not significant in any of the CRAs ratings.
GDP Per Capita

Inflation
Lower inflation is constantly related to higher ratings (Cantor & Packer, 1996) . Their study reported that inflation is statistically significant with rating and it has a negative sign. Rowland (2004) argued that even though inflation was with the expected sign, it was found insignificant in Moody"s ratings but negatively significant in S&P ratings. However, Altenkirch (2005) claimed that inflation was negative and significant in Moody"s ratings. Furthermore, Afonso et.al (2007) argued that inflation has negative impact on the ratings. Their study reported that inflation is significant across the three major CRAs. This is consistent with Archer et al. (2007) , Montes et al. (2016) findings. In contrary to the previous findings, Biglaiser and Staats (2012) stated that inflation has a positive impact on rating. Their study reported that inflation was found significant with a positive sign. This implies that the higher the inflation, the higher the rating. Furthermore, Erdem and Varli (2014) , affirms the negative significant of inflation on S&P"s rating.
External Debt
In analysing the relationship between rating and external debt, Cantor and Packer (1996) asserted that lower external debt is correlated with higher ratings. Their study reveals that external debt was found to be negatively significant. This is also consistent with Afonso (2003) and Rowland (2004) assertions. However, Archer et al. (2007) using the three CRAs claimed that external debt was found to be negative and significant only in Fitch's rating. Whereas, Afonso et.al (2007) , Biglaiser and Staats (2012) , Montes et al. (2016) argued that external debt seems to be an essential determinant of ratings. Hence, a lower external debt enhances and improves ratings. This was found significant in all the three CRAs with the expected negative impact. Afonso et.al (2011) , added that external debt affects rating both on the short run and long run. Cantor and Packer (1996) stated that high level of economic development is associated with high rating. They added that the level of economic development has the likelihood of increasing a country"s rating. Thus, it has a positive impact on rating and was found to be statistically significant. This is also consistent with Afonso (2003) findings. Their study reported that level of economic development is positive and highly significant with Moody"s and S&P"s ratings. Also, Zheng (2012) in an attempt to analyse the differences between S&P"s rating and Dagong (Chinese credit rating agency) rating, reported the positive significant of economic development level in influencing rating.
Economic Development Level
Default History
This variable places a limitation on a country"s rating and thus has a negative effect on rating (Cantor and Packer, 1996) . Using the ratings of Moody and S&P, Cantor and Packer (1996) and Afonso (2003) asserted that default history is negatively significant with ratings. On the contrary, Rowland (2004) argued that there is no relationship between default history and rating. His study reported that default history is statistically insignificant to rating. Furthermore, Archer et al. (2007) stated that the most important variable in determining rating is default history. He added that not defaulting is the most obvious policy influence, a country can make in order to keep its rating up. Therefore, defaulting reduces rating and vice versa. Their study revealed that default history is highly significant and negative, using the three major CRAs ratings. Afonso et al. (2007) , Hill et al. (2010) affirms the significant of default history for the three major CRAs ratings.
2.4.7 Current Account Balance Cantor and Packer (1996) asserted that there is no relationship between current account balance and rating. Also, Erdem and Varli (2014) using only S&P's ratings, affirms that current account is insignificant and no impact on rating. However, Mulder (2000) , Eliasson (2002) , Altenkirch (2005) and Afonso et al. (2007) reported that current account balance has a negative impact on rating and was found to be significant. This implies that the higher the current account balance, the lower the rating and vice versa. In addition, Archer et al. (2007) findings reveal that there is no relationship between either Fitch"s or Moody"s rating or current account balance. Whereas, it was found significant in S&P's rating (moving average) with a negative impact. Furthermore, Afonso et al. (2011) affirm the negative significant of current account balance on the three CRAs.
2.4.8 Level of Unemployment Afonso et al. (2007) argued that there is no clear relationship between rating and unemployment. Their study revealed that the average level of unemployment was negatively significant with Moody's rating, whereas, it was positively significant with S&P's rating from the average short-run deviation. This is consistent with Afonso et.al (2011) assertion, in differentiating between the short and long run effect of unemployment on rating. However, Erdem and Varli (2014) using only S&P's ratings, argued that there is no relationship between unemployment level and rating. Their study revealed that unemployment level is insignificant to rating. Montes et al. (2016) added that though unemployment level is insignificant in some of their models, its coefficient depicts that low level of unemployment can enhance SCRs.
Foreign Reserve
Rowland (2004), Altenkirch (2005) , Afonso (2007) claimed that foreign reserve is significant and has a positive impact on rating. However, Afonso et.al (2011) argued that foreign reserve is positively significant with Moody"s rating at the short run whereas it affects Fitch"s and S&P"s rating at the long run. Also, Erdem and Varli (2014) using only S&P"s ratings affirms that foreign reserve is significant and positive. Likewise, Montes et al. (2016) stated that foreign reserve has a positive impact on three major CRAs ratings. Hence, it was found to be significant.
Political Variables
Several political variables have been explored in analysing the relationship between rating and qualitative variables. Altenkirch (2005) used political right has a proxy for democracy. He argued that it is significant and positive. Also, Afonso et al. (2007 and reported the positive significant of government effectiveness. Archer et al. (2007) , added that though executive party tenure was significant, it was positive in Moody's and Fitch ratings while it was negative for S&P rating. Likewise, Biglaiser and Staats (2012) stated that chief executive tenure and honeymoon are negatively significant for all Fitch models while S&P and Moody are not generally significant. However, democracy was reported insignificant (Archer et al., 2007; Biglaiser & Staats, 2012) . In addition, Erdem and Varli (2014) used the average of six governance indicators (such as control of corruption, government effectiveness, political stability and absence of violence, regulatory quality, rule of law, and voice and accountability) and reported that it was significant and positive. Furthermore, Montes et al. (2016) argued that institutional dimension (i.e. law and order, and democratic) were negatively significant. They added that increase in these variables can lead to economic stability, which as a result can improve SCRs of a country.
Methodology
This study employs a longitudinal study because it has the capacity to study change and development. It is also useful for comparison as there has been a drastic increase in the demand of SCR by the emerging markets. Therefore, the study constitutes a sample of 20 emerging markets, during the period of 2001 to 2015 as presented in figure 1. The time horizon was chosen to reflect the most recent years which has not been included in the existing literature. These countries were selected based on some formed lists of economies in the categories of emerging markets. These lists include Bloomberg list, IMF list, MSCI list, FTSE list, Standard & Poor's list, Emerging Market bond index, and Dow Jones list. The twenty countries selected appeared in all the seven lists and were chosen across the market classification (i.e. region).
Brazil, Chile, China, Colombia, Egypt, Hungary, India, Indonesia, Malaysia, Mexico, Morocco, Peru, Philippines, Poland, Qatar, Romanian, Russian, South Africa, Thailand, Turkey. 
Explained Variable
The emerging markets SCRs serve as the explained variable whose variation is being examined. So, the study employs the ratings assigned by Moody, and S&P. This enables comparison among the CRAs. Ratings are conveyed in alphabetical letters and/or figures which range from AAA/Aaa to D. Different scales have been used in converting ratings into numerical data in the previous literature. This ranges from 1-21, 1-17 and 1-9.
However, the study uses the rating scale of 1 to 21 where 1 is the highest probability of default and 21 is the lowest probability of default as shown in table 1. This help to capture the variation between each rating. These ratings are obtained from the CRAs websites. 
Explanatory Variables
In line with the existing literature, some set of macroeconomic variables and qualitative variables were identified as the determinants of emerging markets SCRs. The macroeconomic variables include: 1) GDP growth rate (Real): This variable is used to measure the economy growth of a country which gives an indicator of how easily a country can pay its debt.
Hypothesis -Positive effect:
H 1 : all other variables held constant, increase in GDP growth rate will lead to increase in SCRs.
2) GDP per capita: This is used to measure the economic performance of a country and it also reflects the debt repayment ability of a country.
H 1 : all other variables held constant, increase in GDP per capita will lead to increase in SCRs.
3) Inflation: This measures the rate at which the price of goods and services increases which invariably lead to reduction in the currency purchasing power. High inflation depicts that there is economic.
Hypothesis -Negative effect:
H 1 : all other variables held constant, increase in inflation will lead to decrease in SCRs.
4) External debt:
The higher the external debt of a country, the greater the default risk.
Hypothesis -Negative effect:
H 1 : all other variables held constant, increase in external debt will lead to decrease in SCRs. 6) Government debt: High government debt is associated with high default risk. This is because high interest rate would be required to service the debt.
Hypothesised -Negative effect:
H 1 : all other variables held constant, increase in government debt will lead to decrease in SCRs.
7) Current account balance: High current account deficit can indicate an increase in a country's net foreign asset. This can lead to growth and invariably improve the sustainability of the country.
Hypothesis -Positive effect:
H 1 : all other variables held constant, increase in current account balance will lead to increase in SCRs.
Also, for qualitative variables, the study employed the average of the six worldwide governance indicators. These are Government Effectiveness, Rule of Law, Control of Corruption, Regulatory Quality, Political Stability and Absence of Violence/Terrorism, Voice and Accountability.
8) Governance indicator reflects the willingness of the government to service its debt. Hence, a higher value is associated with low default risk.
Hypothesis -Positive effect: H 1 : all other variables held constant, increase in the value of governance indicators will lead to increase in SCRs.
The average of the six worldwide governance indicators was used because of the high correlation that exists between the variables, which may result in multicollinearity. The summary of all the explanatory variables is presented in table 2. 
Econometric Approach
There are two strands of econometric approach in the literature (Afonso et al., 2011; Ederm & Varli, 2014) . These are Linear regression methods and ordered response models. The use of linear regression method in representing ratings numerically is very easy and straight forward (Afonso et al., 2011) . It can be used for both cross-section data and panel data. However, it has been critiqued for assuming that the variation between two rating categories is the same (Ederm & Varli, 2014) . Consequently, ordered response model was adopted in order to overcome linear regression model criticisms (Bissoondoyal-Bheenick, 2005; Ederm & Varli, 2014) .
In modelling the SCRs of the emerging markets selected, the econometric model is presented as follow:
y it denote the emerging market's rating that is linearly transformed into numbers. Whereas ""i'' and ""t'' signifies the country index (i.e. 1…,20) and time period (i.e. 2001...,2015) respectively. Also, β signify the coefficient vector, and x it signify the explanatory variables vector. Likewise, α i signify each country error terms, while µ it signify the disturbance term, which is assumed to be independent of the countries and time periods.
Furthermore, in analysing the data and stated hypothesis, statistical tools such as SPSS and Excel are used. Similarly, in explaining the properties of the variables that formed the OLS regression models, descriptive statistics is employed. This measures the central tendency and the variability of the analysed data which include the mean, standard deviation, minimum and maximum variables kurtosis, and skewness. Also, statistical tests such as normality, Multicollinearity, correlation and pooled OLS regression were carried out to explain the relationship between SCRs and the identified explanatory variables.
Presentation and Analysis of the Descriptive Statistics
This gives a description of the data employed in relation to the mean, standard deviation, skewness, and kurtosis. Thereafter, the normality of the data will be discussed before the presentation of the correlation coefficient matrix. Also, the collinearity statistics test will be examined. In general, graphs and tables will be used in the presentation of data in order to summarize its characteristics.
Descriptive Statistics
The study builds its database on 20 emerging markets, covering the period of 2001-2015 (i.e. 15years ). In total, 300 observations were achieved, where 1 observation denotes a particular year of an emerging market. Table 3 shows the summary of the descriptive statistics of both the explained and explanatory variables. Likewise, table 4 presents the region covered by these variables. First is the sovereign credit ratings issued by S&P. This ranges from 4 to 19, where 4 (i.e. CCC) is the minimum rating and 19 (i.e. AA) is the maximum rating. The average rating of the 20 emerging markets considered is 12.5 with the standard deviation of 2.8. That is, the average rating lies between BBB-and BBB, which falls in the investment grade category. This suggests that on the average, the emerging markets have adequate payment capacity and hence, their probability of default is low. Table 5 shows the classification of S&P"s rating for the selected samples. Table 5 . S&P"s rating classification (Author generated) Also, S&P ratings have a skewness of 0.094. That is, the distribution is positively skewed, which indicate that the mean is greater than the median, which is subsequently greater than the mode (0.094>0). Hence, there are very few high observations. In addition, S&P ratings have a positive kurtosis of 0.051. This indicates that the distribution is less peaked (0.051<3) and thus, the distribution is referred to as being platykurtic in nature. The descriptive statistic of S&P is graphically shown in Figure 2 . Sovereign credit rating issued by Moody also ranges from 5 to 19, with 5 (i.e. Caa1) being the minimum and 19 (i.e. Aa2) being the maximum rating. The average rating is 12.7 with a standard deviation of 3. The average rating also lies between BBB-and BBB, which falls in the investment grade category. In general, comparing the average rating of S&P and Moody depicts adequate payment capacity. However, the default probability of S&P is a bit lower than that of Moody. Table 6 shows the classification of Moody"s rating for the selected samples. Table 6 . Moody"s rating classification (Authors generated)
Furthermore, Moody rating has a skewness of -0.005. That is, the distribution is negatively skewed, which signify that the mean is less than the median, which is subsequently less than the mode (-0.005<0). In addition, Moody's rating has a negative kurtosis of -0.35. This also indicates that the distribution is less peaked because it is less than 3. However, S&P rating distribution is more peaked than that of Moody. In order words, Moody's rating distribution is also platykurtic in nature. The descriptive statistic of Moody is graphically shown in Figure  3 . 
Explanatory Variables
GDP growth rate has a minimum of -7.82% and a maximum of 26.17%. The average mean is about 4.75% with a standard deviation of 3.71%. Also, it has a skewness and kurtosis of 0.88 and 6.19 respectively. This suggests that the mean is greater than the median, which is subsequently greater than the mode. So, there is few high observation and the distribution is leptokurtic in nature. Denoting that the distribution is more peaked than the normal distribution (6.19>3). This is presented graphically in figure 4. The inflation rate of the emerging markets ranges from a minimum of -4.88% to a maximum of 54.25%. Its average mean is about 5.50% with a standard deviation of 5.62%. It also has a positive skewness and kurtosis of 4.24 and 28.72 respectively. This suggests that its mean is greater than the median, which is also greater than the mode. Hence, there are very few high observations (4.24>0). Also, the distribution is leptokurtic in nature (28.72>3), which indicates that the distribution is highly peaked. This is illustrated in figure 5 . Government debt ranges from a minimum of 0.00% to a maximum of 98.26%. Its average mean is around 44.31% with a standard deviation of 20.22%. It also has a positive skewness of 0.22 and a negative kurtosis of -0.35. This suggests that there are very few high observations (i.e. mean>median>mode). It also indicates that the distribution is less peaked and so, it is platykurtic in nature. This is presented in figure 6 . Current account balance ranges from a minimum of -13.81% to a maximum of 32.58%. Its average mean is about 0.695% with a standard deviation of 6.74%. It also has a positive skewness and kurtosis of 1.88 and 5.16 respectively. This suggests that its mean is greater than the median, which is also greater than the mode. Hence, there are very few high observations (1.88>0). Also, the distribution is leptokurtic in nature (5.16>3), which indicates that the distribution is more peaked. This is illustrated in figure 7 . The GDP per capita of the emerging markets ranges from a minimum of $793.64 to a maximum of $74,686.62. Its average mean is about 9,920.42 with a standard deviation of $14,016.24. It also has a positive skewness and kurtosis of 3.71 and 13.26 respectively. This suggests that there are very few high observations (i.e. mean>median>mode). It also indicates that the distribution is highly peaked and so, it is leptokurtic in nature. This is presented in figure 8 . External debt ranges from a minimum of 0.00 to a maximum of 329.47. Its average mean is around 92.01 with a standard deviation of 69.07. It also has a positive skewness of 0.61 and kurtosis of 0.41. This suggests that there are very few high observations (i.e. mean>median>mode). It also indicates that the distribution is less peaked and so, it is platykurtic in nature. This is presented in figure 9 . It also indicates that the distribution is highly peaked and so, it is leptokurtic in nature. This is presented in figure 10 . Average world governance indicators range from a minimum of -0.93 to a maximum of 1.25. Its average mean is around -0.027 with a standard deviation of 0.50. It also has a positive skewness of 0.71 and a negative kurtosis of -0.12. This suggests that there are very few high observations (i.e. mean>median>mode). It also indicates that the distribution is less peaked and so, it is platykurtic in nature. This is illustrated in figure 11 .
Normality Test
The normality of the explained variable as required by parametric statistics is examined through the skewness and kurtosis of the explained variable, as well as the use of the histogram and normal Q-Q plot. S&P ratings have a skewness of 0.094 (SE=0.141) and kurtosis of 0.051 (SE=0.281) whereas, Moody's rating has a skewness of -0.005 (SE=0.141) and a kurtosis of -0.350 (SE=0.281). This suggests that the distribution is assumed to be Furthermore, the Q-Q plot of both S&P and Moody also indicate that the data set is approximately normally distributed. These plots are presented in figure 12 and 13 respectively. Figure 13 . Moody Q-Q plot (Author generated) In a normally distributed data, all the dots should be on the straight line. Therefore, it is assumed that the data set is approximately normal because almost all the dots lie reasonably close to the line of best fit.
Correlation Analysis
The Pearson's correlation matrix of the explanatory variables is shown in table 7. This gives the overview of the linear relationship between the explanatory variables. The GDP growth rate is negatively correlated with government debt (-0.173) and external debt (-0.202) whereas, it has a positive correlation with current account balance (0.322), GDP per capita (0.296) and reserves (0.202). All at a significant level of 0.01. Also, inflation is positively correlated with external debt (0.275) and negatively correlated with the average of WGI (-0.193) at the same significant level of 0.01. Surprisingly, government debt has a negative relationship with both current account balance and the average of WGI at a coefficient of -0.136 which is significant at 0.05. Meanwhile, government debt has a positive correlation with external debt (0.195) and a negative correlation with GDP per capital (-0.195 ) at 0.01 significant level.
Furthermore, at 0.01 significant level, current account balance has a high positive correlation with GDP per capital (0.641) and a negative correlation with external debt (-0.328). Also, GDP per capita and the average of WGI is positively correlated (0.417) at 0.01 significant level.
Table 7. Pearson correlation matrix (SPSS)
External debt has a negative relationship with reserves (-0.114) and average WGI (-0.508) at a significant level of 0.05 and 0.01 respectively. Similarly, reserves and average WGI are negatively correlated (-0.223) at the significant level of 0.01. However, considering the significance of all the correlated variables, the correlation between current account balance and GDP per capita (0.641), as well as the correlation between external debt and average WGI (-0.508) has the highest coefficient. The correlation between all other variables are weak and hence requires no attention. As regards the two highly correlated ones, the multicollinearity test is analysed in the next section in order to avoid the violation of OLS assumption of non-autocorrelation. Tolerance explains how much of the specified predicted variable is not explained by other predicted variables in the model, whereas, VIF is an inverse of tolerance. The tolerance of current account and GDP per capital are the lowest, which are a bit below average. Consequently, there VIF are the highest. The overall VIF ranges from the minimum of 1.083 to a maximum of 2.412. However, the rule of thumb implies that the VIF greater than 5 indicate the existence of collinearity. In other words, it is assumed that there is no collinearity amongst the explanatory.
Multicollinearity
Data Analysis and Discussion
The pooled OLS regression result will be presented and critically analysed, by establishing the cause and effect relationship between SCRs and the identified explanatory variables. Also, the comparison between the two models employed (i.e. S&P and Moody) will be examined in order to establish any differences between them.
Regression Analysis
The regression result used in identifying the determinant of sovereign credit rating are presented using two models. These include S&P"s ratings and Moody"s ratings. The t-statistics, adjusted R2 value, p-values, as well the F statistics is used to evaluate the significant of the explanatory variables for each model. Each model is analysed separately before their comparison is discussed
S&P Regression Result
The OLS regression result of S&P is presented in table 9. The adjusted R 2 for S&P model is 0.802. This measures the variation in SCRs that is explained by the identified explanatory variables. It, suggests that 80.2% of SCRs of S&P is explained by the identified explanatory variables. In other words, 19.8% of SCRs cannot be explained by the identified explanatory variables. However, adjusted R 2 of 0.802 denote that the regression model has a good fit. Also, the significance of the overall model is measured by the F-test statistic. The p-value (Sig.) of the F statistics (0.000) signify that the model is statistically significant at 1%. Consequently, the evidence against H O is strong. So, we reject the H O and conclude that S&P model does predict the outcome better than just chance.
Furthermore, the significance of each explanatory variable is also examined, in order to establish their relationship with SCRs. Although GDP growth rate and current account balance have a positive sign with SCRs as expected, they are not statistically significant at either 10%, 5% or 1%. Their p-values of 0.806 and 0.564 respectively, denotes that there is no evidence against H O . Therefore, we accept the null hypothesis and conclude that there is no relationship between SCRs and either GDP growth rate or current account balance. However, a negative relationship was observed between inflation and SCRs. This implies that increase in inflation will lead to decrease in SCRs. Inflation is statistically significant at 1% significance level with a p-value of 0.000. Invariably, the H O will be rejected. Also, inflation has a coefficient of -0.112. This indicates that 1 unit increase in inflation rate will lead to decrease in SCRs by 0.112 notches and vice versa, holding all other variables constant. Similarly, a negative relationship is observed between government debt and SCRs, which is also significant at 1% with a p-value of 0.000. Government debt has a coefficient of -0.033, which denote that 1 unit increase in government debt rate will lead to 0.033 notches decrease in SCRs and vice versa, holding all other variables constant.
GDP per capital is positively significant with SCRs at a significance level of 1%. Its p-value of 0.000, result in the rejection of HO. Hence, a positive relationship was observed. Also, its coefficient of 4.627E-05 indicates that 1 unit increase in GDP per capital will lead to 4.627E-05 notches increase in SCRs and vice versa, holding all other variables constant. In the same way, reserves and average WGI has a positive relationship with SCRs at 1% significance level. They both have a p-value of 0.000, which denotes that the HO will be rejected. In addition, the coefficient of reserves is1.795E-06, while that of average WGI is 1.544. This suggests that 1 unit increase in reserves/average WGI will lead to 1.795E-06/1.544 notches increase in SCRs and vice versa, holding all other variables constant. Conversely, external debt stocks have a negative relationship with SCRs with a p-value of 0.000. This means that external debt is statistically significant at 1% significance level. So, the HO is rejected. Moreover, the coefficient of external debt is -0.013. This indicates that 1 unit increase in external debt will lead to 0.013 notches decrease in SCRs and vice versa, holding all other variables constant. In general, Inflation, Government debt, GDP per capita, External debt stocks, Reserves, and Average WGI are statistically significant in S&P"s model. Table 10 presents the synopsis of all the explanatory variables employed in the model. Table 10 . S&P Hypothesis Testing (Author generated)
Moody"s Regression Result
The model has a good explanatory power has measured by the adjusted R2 of 0.741. This suggests that 74.1% variation in Moody's SCRs is explained by the identified explanatory variables. In other words, 25.9% of the model is explained by other explanatory variables which are not included in the model. Hence, the model has a good fit. Also, the p-value (0.000) of the F-statistics denote that the overall model is statistically significant at a significance level of 1%. Therefore, HO is rejected with the conclusion that Moody"s model does predict the outcome better than just chance. The regression result of Moody"s is presented in table 11. Although GDP growth rate and current account balance have a negative coefficient which is quite surprising, they are statistically insignificant. Their p-value of 0.361 (GDP growth rate) and 0.247 (current account balance) are not significant at either 1%, 5%, or 10% significance level. This suggests that they have no relationship with Moody's SCRs and so, the HO will be accepted. Furthermore, inflation, government debt, and external debt demonstrate a negative relationship with Moody's SCRs. They are all statistically significant at 1% significance level with a p-value of 0.000, which denote that the HO will be rejected. Inflation has a coefficient of -0.090. This denotes that for every 1 unit increase in inflation rate, SCRs will reduce by 0.090 notches and vice versa, holding all other variables constant. Similarly, the coefficient of government debt (-0.030) and external debt (-0.016) indicate that for every 1 unit increase in these variables, SCRs will decrease by 0.030 and 0.016 notches respectively and vice versa, holding all other variables constant.
Also, GDP per capita, reserves, and average WGI are statistically significant at 1% significance level with a p-value of 0.000. They all have a positive relationship with SCRs which result into the rejection of the HO. GDP per capita has a coefficient of 5.230E-05, while the reserve is with the coefficient of 1.885E-06. Therefore, a 1 unit increase in these variables will increase SCRs by 5.230E-05/1.885E-06 notches respectively and vice versa, holding all other variables constant. Meanwhile, the coefficient of average WGI (1.642) indicates that for every 1 unit increase, SCRs will increase by 1.642 notches and vice versa, holding all other variables constant. Generally, Inflation, Government debt, GDP per capita, External debt stocks, Reserves, and Average WGI are statistically significant in Moody"s model. The summary of all the explanatory variables employed in the model is presented in table 12. 
Comparison between S&P's Model and Moody's SCRs.
The explanatory power of the two models is quite high, which denote that they have a good fit. However, S&P's model measures higher variation in SCRs than Moody's model. The adjusted R 2 of S&P (0.802) and Moody (0.741) indicate that S&P model has 6% higher explanatory power than Moody's model. This suggests that the weight the CRAs attributes to each identified variable differs. However, this is not surprising, has it is consistent with IMF (2010) assertion. Also, both models are statistically significant at 1% significance level with the p-value of 0.000, as measured by the F-statistics. Hence, all the identified variables taken together has a linear relationship with the two models SCRs.
Regarding the individual explanatory variables, GDP growth rate and current account balance have an opposite sign in both models. While GDP growth rate and current account balance have a positive sign in S&P model, it was a negative sign in Moody's model. However, these variables are not statistically significant in both models. Hence, no relationship was found. Also, inflation, government debt, and external debt have a negative relationship with SCRs in the two models and were all statistically significant at 1% significance level. However, assigning of different weight by CRAs makes their impact on SCRs differs. A 1 unit increase in inflation rate will decrease S&P SCRs by -0.112 notches whereas Moody's SCRs will be decreased by -0.090 notches and vice versa. Similarly, for every 1 unit increase in government debt, S&P and Moody SCRs will decrease by -0.033 and -0.030 notches respectively. Also, a 1 unit increase in external debt will decrease S&P SCRs by -0.013 notches whereas Moody's SCRs will be decreased by -0.016 notches and vice versa. This suggests that S&P assign a higher weight to inflation and government debt, whereas Moody assigns a higher weight to external debt.
Also, GDP per capita, reserves, and average WGI are positively related with the two model SCRs. Their p-value of 0.000 denotes that they are all significant at 1% significance level. Furthermore, the impact of these variables on the two models also differs. A 1 unit increase in GDP per capita will increase S&P SCRs by 4.627E-05 notches whereas, Moody SCRs will be increased by 5.230E-05 notches and vice versa. Also, a 1 unit increase in reserves and average WGI will increase S&P SCRs by 1.795E-06 and 1.544 notches respectively, whereas, Moody SCRs will be increased by 1.885E-06 and 1.642 notches respectively and vice versa. This suggests that Moody"s SCRs assign more weight to these variables, as compared to S&P"s SCRs. In general, the same explanatory variables were found to be significant in both models with the same relationship (signs). However, the identified explanatory variables could not explain 19.8% variation in S&P SCRs and 25.9% in Moody SCRs. This implies that these variations are accounted for by others variables which are not included in the models.
Macroeconomic Variables
In identifying the determinants of the sovereign credit rating of the emerging markets, seven macroeconomic variables were examined, using S&P and Moody ratings. Two of the variables have no relationship with the SCRs issued to the emerging markets. Furthermore, five variables are found to be an essential determinant of emerging markets SCRs. While two of the variables are found to have a positive relationship with SCRs, the other three are negatively related to SCRs. These variables are:
The GDP Growth Rate
The GDP growth was expected to have a positive relationship with SCRs. This is because it measures the growth of an economy, which gives an indicator of how easily a country can pay its debt. However, no relationship was found in both ratings issued by S&P and Moody. The lack of relationship between SCRs and GDP growth could be because many emerging markets tend to grow faster than the developed countries. This is consistent with Erdem and Varli (2014) findings, though their study was based on S&P ratings only.
Current Account Balance
Current account balance was expected to have a positive relationship with SCRs. This is because high current account balance can indicate an increase in a country's net foreign asset, which can lead to growth and invariably improve the sustainability of the country. However, no relationship was found. This is consistent with the findings of Archer et al. (2007) , which revealed that there is no relationship between either Fitch's or Moody's, or S&P"s rating and current account balance. On the other hand, Afonso et al. (2011) reported that current account balance has a negative impact on rating and was found to be significant.
GDP Per Capita
As expected, the GDP per capita has a positive relationship with SCRs of both S&P and Moody. This indicates that a country with high GDP per capita tends to have high SCRs. An explanation for this is that the GDP per capita is used to measure the economic performance of a country. Therefore, an economy that is more enhanced, is likely to have a more stable debt structures. This reflects the debt repayment ability of a country and hence, it http://ibr.ccsenet.org
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Reserves
Reserves have a positive relationship with SCRs of both S&P and Moody. This is expected because it measures the liquidity of a country, which indicates its ability in honouring its foreign currency obligations. Therefore, a country with high reserves tends to have a low default risk and thus, rated high. This is consistent with all the findings in the previous literature and so, it emphasises the importance of reserves in determining the rating of a country. Montes et al. (2016) asserted that foreign reserve is significant and positive across all the CRAs. Hence, the reserve has a positive impact in determining the SCRs of an emerging market.
Inflation Rate
This is not surprising, as inflation is expected to have a negative relationship with SCRs. This is because high inflation reduces the purchasing power of a currency and also depicts that there is an economic instability. Therefore, a country with a high inflation rate tends to have a high probability of default risk and hence, rated low. This is consistent with most of the findings in the previous literature (i.e. Afonso et al., 2007; Archer et al., 2007; Montes et al., 2016) .
Government Debt
Government debt is negatively related to SCRs of both S&P and Moody. This is expected; as high government debt is associated with high default risk. This is because high-interest rate would be required in order to service the debt. This is consistent with Afonso et.al (2007) , and Afonso et.al (2011) findings. Their study observed a negative relationship between government debt and the SCRs of the three major CRAs. This suggests that a country with high government debt tend to have a low SCRs.
External Debt
External debt also has a negative relationship with SCRs. The higher the external debt of a country, the greater the risk of default. Therefore, a country with a low external debt tends to have a low risk of default and thus, rated high. This in line with previous findings. Cantor and Packer (1996) asserted that lower external debt is correlated with higher ratings. Also, Rowland (2004) , Afonso et.al (2011), Biglaiser and Staats (2012) , Erdem and Varli (2014) , and Montes et al. (2016) , all argued that external debt seems to be an essential determinant of ratings.
Controversy in the Study
The controversy in the study has regarded the inclusion or exclusion of qualitative/political variables in determining the SCRs is also examined. In order to identify the relationship between SCRs and qualitative/political variables, the study employed the average of six world governance indicators. These are Government Effectiveness, Rule of Law, Control of Corruption, Regulatory Quality, Political Stability and Absence of Violence/Terrorism, Voice and Accountability. As expected, a positive relationship was found between the average of world governance indicators and SCRs of S&P and Moody. This is because governance indicators reflect the willingness of the government to service its debt. This is consistent Erdem and Varli (2014) assertion. Their study also employed the average of the six world governance indicators with the use of S&P rating. They observed that governance indicators have a positive impact on SCRs. However, several qualitative/political variables have been explored in analysing the relationship between rating and qualitative variables.
Furthermore, Montes et al. (2016) argued that institutional dimension (i.e. law and order, and democratic) were negatively significant, which means that increase in these variables can lead to economic stability, which as a result can improve SCRs of a country. Also, their study revealed that corruption was significant and negative. This suggests that increase in corruption would lead to decrease in SCRs. In contrast, some scholars argued that there should be no inclusion of qualitative/political variables. Cantor and Packer (1996) , Afonso (2003) , Alex (2003), and Rowland (2004) are with the perception that economic variables are the factors behind SCRs. Although their study did not examine any qualitative/political variable, they argued that macroeconomic variables are sufficient enough to determine the SCR of a country.
In general, considering the facts that CRAs assert that they put into consideration some qualitative/political variables in determining the rating of an issuer, makes it even more important for the emerging markets to improve on their political factors in order to enhance their ratings. Also, the qualitative/political variables examined in this study showed that governance indicators have a positive impact on rating, which is also in line with some previous findings. Therefore, the authors are of the opinion that qualitative/political variables are one of the determinants of SCRs of the emerging markets. So, improvement in qualitative/political variables of a country will result in higher sovereign credit rating.
Conclusion, Limitations and Recommendations
Conclusion
Markets globalization and financial integration have tremendously increased the demand of SCR in recent years, especially the emerging market. This is mainly because SCR strongly influences the flow of capital to emerging markets. However, some emerging markets had faced debt crises in recent years which have drawn the attention of many in considering and questioning the CRAs and their rating system. Even though, the methodologies used by the CRAs and the weight assigned to various variables are not disclosed to the public, the effects of several variables on ratings can be predicted with the use of econometric models.This study critically investigates the determinant of SCRs in the emerging markets, during 2001 to 2015. This was conducted in 20 emerging markets, using S&P and Moody ratings. As regards the methodological approach, the study adopts a linear framework. In particular, pooled OLS regression method is used in identifying the essential determinant of SCRs. The explanatory power of the estimated models have a good performance across both CRAs. The same results are discovered in both S&P and Moody model. All the significant variables in S&P are also found significant in Moody with the same signs. However, the study examined seven macroeconomic variables, of which two of the variables have no relationship with the SCRs issued to the emerging markets. Furthermore, five variables are found to be an essential determinant of emerging markets SCRs. Two of the variables are found to have a positive relationship with SCRs, and the other three are negatively related to SCRs. The study showed that GDP per capital and reserves has a positive impact on SCRs whereas, inflation, government debt, and external debt have a negative impact on the rating. On the contrary, no systemic relationship was found between SCRs and either GDP growth rate or current account balance. These two variables were insignificant in both model with the opposite signs.
Limitations
Having addressed the aim and objectives of the study, some limitations are faced with the study of this nature. Firstly, is the unavailability of data. Some samples of the emerging markets would have been considered in this study, but their data were not available. Similarly, the study intended to use the ratings issued by the three major CRAs (i.e. S&P, Moody, and Fitch) for comparison purpose, but the author could not have access to the historical rating issued by Fitch. Besides, the time horizon adopted in the study for the period of 2001 to 2015, also poses some restrictions to the samples examined. This is because some emerging markets have just been rated in recent years and their data are not complete for the study duration.
The methodology and data type adopted also poses a significant limitation in the comparison of the study findings. There are two major strands of an econometric model in the literature, of which the pooled OLS regression method adopted in the study is just a sub-part of one. Also, some of the previous literature used a cross-section data as opposing the panel data adopted in this study. However, the methodology adopted and data type was also used in some of the previous studies. Lastly, is the time constraints. The investigation was carried out within a short duration of 4months which restricted the author in examining some variables and some aspect of SCR determinant. For instance, the author would have loved to analyse the predictive power of the identified explanatory variables but time could not permit.
Recommendation
The first recommendation will be to replicate the study to be able to analyse the predictive power of the identified explanatory variables. This is to know how strong the estimated models can predict the SCRs of an emerging market. Also, recent years can be used (let say from 2011) to give an opportunity for some emerging markets to be examined. In addition, there are very few previous studies that examined the cross-section data of emerging markets. In fact, the authors could only cite one (i.e. Rowland, 2004) . This can be looked into also, using recent year.
Furthermore, the two strand of econometric approach in the literature can be examined together like some previous studies did (such as Afonso et al. 2007 , Erderm and Varli, 2014 , this will enable easy comparison among studies. Lastly, research can be carried out based on regions (i.e. market classification). This is to investigate whether the CRAs are biased in their assessment when issuing SCR to emerging market on a regional basis.
