Using symmetric function theory, we study the cycle structure and increasing subsequence structure of permutations after various shuffling methods, emphasizing the role of Cauchy type identities and the Robinson-Schensted-Knuth correspondence. One consequence is a cycle index for riffle shuffles when one deals from the bottom of the deck; conclusions are drawn concerning the distribution of fixed points and the asymptotic distribution of cycle structure. In studying cycle structure of unimodal permutations and their generalizations we are led to an interesting variation of the RSK correspondence. This yields a probabilistic interpretation of a Schur-type function.
Introduction
In an unpublished effort to study the way real people shuffle cards, Gilbert-Shannon-Reeds introduced the following model, called k-riffle shuffling. Given a deck of n cards, one cuts it into k piles with probability of pile sizes j 1 , · · · , j k given by ( n j 1 ,···,j k ) k n . Then cards are dropped from the packets with probability proportional to the pile size at a given time (thus if the current pile sizes are A 1 , · · · , A k , the next card is dropped from pile i with probability
The theory of riffle shuffling is relevant to many parts of mathematics. One area of mathematics influenced by shuffling is Markov chain theory [D] . For instance Bayer and Diaconis [BayD] proved that 3 2 log 2 (n) 2-shuffles are necessary and suffice to mix up a deck of n cards and observed a cut-off phenomenon. The paper [H] gives applications of shuffling to Hochschild homology and the paper [BW] describes the relation with explicit versions of the Poincaré-Birkhoff-Witt theorem. Section 3.8 of [ShSter] describes GSR shuffles in the language of Hopf algebras. In recent work, Stanley [Sta] has related biased riffle shuffles with the Robinson-Schensted-Knuth correspondence, thereby giving an elementary probabilistic interpretation of Schur functions and a different approach to some work of interest to the random matrix community. He recasts many of the results of [BayD] and [F1] using quasisymmetric functions. Connections of riffle shuffling with dynamical systems appear in [BayD] , [La1] , [La2] , [F4] . Generalizations of the GSR shuffles to other Coxeter groups appear in [BB] , [F2] , [F3] , [F4] , [F5] .
It is useful to recall one of the most remarkable properties of GSR k-shuffles. Since k-shuffles induce a probability measure on conjugacy classes of S n , they induce a probability measure on partitions λ of n. Consider the factorization of random degree n polynomials over a field F q into irreducibles. The degrees of the irreducible factors of a randomly chosen degree n polynomial also give a random partition of n. The fundamental result of Diaconis-McGrath-Pitman (DMP) [DMP] is that this measure on partitions of n agrees with the measure induced by card shuffling when k = q. This allowed natural questions on shuffling to be reduced to known results on factors of polynomials and vice versa. Lie theoretic formulations, generalizations, and analogs of the DMP theorem appear in [F2] , [F3] , [F4] .
The motivation behind this paper was to understand the DMP theorem and its cousins in terms of symmetric function theory. (All notation will follow that of [Mac] and background will appear in Section 2). For the DMP theorem itself Stanley [Sta] gives an argument using ideas from symmetric theory. The argument in Section 3 is different and emphasizes the role of the RSK correspondence and the Cauchy identity
Given this, it was natural to seek card shuffling interpretations for the Cauchy type identities
In fact these identities (and probably many identities from symmetric function theory) are related to card shuffling. Section 4 relates the first of these identities to riffle shuffles followed by reversing the order of the cards; the resulting cycle index permits calculations of interest to real-world shufflers.
Section 5 relates the second of these identities to the cycle structure of affine hyperoctahedral shuffles, which are generalizations of unimodal permutations; the third identity shows that dealing from the bottom of the deck has no effect for these shuffles. This gives a non-Lie theoretic approach to some results in [F4] and proves a more general assertion. Although there is some overlap with the preprint [Th] for the case of unimodal permutations, even in that case the treatment here is quite different and forces into consideration an interesting variation of the RSK correspondence. One implication of the results in Section 5 is an understanding of increasing subsequence structure after hyperoctahedral shuffles, analogous to work of Stanley [Sta] for GSR riffle shuffles. These results are in a form very suitable to analysis by techniques being used in the random matrix community (e.g. [J] , [ITrW] ). As Section 5 indicates, this leads to new (but not novel) results and consequently they are not recorded here. There is however some hope of novel results in the doubly asymptotic q, n → ∞ limit, and we may return to this theme in later work.
Background
This section collects the facts from symmetric function theory which will be needed later. Chapter 1 of [Mac] is a superb introduction to symmetric functions. We review a few essentials here.
The power sum symmetric functions p λ are an orthogonal basis of the ring of symmetric functions. Letting z λ be the centralizer size of the conjugacy of S n indexed by the partition λ, one has
The descent set of a permutation w is defined as the set of i with 1 ≤ i ≤ n − 1 such that w(i) > w(i + 1); the ascent set is the set of i with 1 ≤ i ≤ n − 1 such that w(i) < w(i + 1). The descent set of a standard Young tableau T is the set of i such that i + 1 is in a lower row of T than i. The RSK correspondence (carefully exposited in [SVol2] ) associates to a permutation w a pair of standard Young tableau (its insertion tableau P (w) and its recording tableau Q(w)) and the descent set of w is equal to the descent set of Q(w) [SVol2] . Further the descent set of w −1 is equal to the descent set of P (w), since Q(w −1 ) = P (w). Des(w) and Asc(w) will denote the descent and ascent set of w respectively. The notation λ ⊢ n means that λ is a partition of n. The symbol f λ denotes the number of standard Young tableau of shape λ.
The following result combines work of Gessel and Reutenauer [GR] with work of Hanlon [H] .
Theorem 1 Let β λ (D) be the number of standard Young tableau of shape λ with descent set D.
Let N i (w) be the number of i-cycles of a permutation w. Then 1.
Proof: The number of w in S n with descent set D and n i i-cycles is the coefficient of i x
on the left hand side of the first equation. Let τ be the partition with N i parts of size i and let Lie τ be the symmetric function associated with the corresponding Lie character. By [GR] , the number of w in S n with descent set D and n i i-cycles is equal to the inner product
From [H] it follows that Lie τ is the coefficient of i x
This proves the first assertion.
For the second assertion, note that
. This follows from the fact that if a permutation w has RSK shape λ and descent set D, then its reversal has RSK shape λ ′ and ascent set D. Thus
Biased riffle shuffles
We emphasize from the start that the main result in this subsection is not new: it is equivalent to assertions proved in [F1] and then in work of Stanley [Sta] . It was first proved for ordinary riffle shuffles in [DMP] . The value of the current argument is that it underscores the role of RSK and the Cauchy identity
(the sums are over all partitions of all natural numbers).
Biased riffle shuffles were introducted in [DFP] and studied further in [F1] . A biased riffle shuffle with parameters q = (q 1 , q 2 , · · ·) where q i = 1 is defined as follows. First cut the deck into piles of sizes k 1 , k 2 , · · · by picking the k's according to the distribution
Now drop cards from the packets one at a time, according to the rule that at each stage the probability of dropping from a packet is proportional to the number of cards in that packet. For instance if there are 2 packets with sizes 3 and 5, then the next card would come from the first packet with probability 3/8. It is not hard to see that the probability that a biased riffle shuffle gives a permutation w depends on w only through Des(w −1 ). The main case of interest is q 1 = · · · = q k = 1/k all other q i = 0 and corresponds to ordinary riffle shuffles [BayD] .
To determine the cycle structure after a biased riffle shuffle we could make use of the following result of Stanley [Sta] .
Theorem 2 Let w be distributed as a biased riffle shuffle with parameters q. Let T be a standard Young tableau of shape λ. Then the probability that the RSK algorithm associates insertion tableau T to w is equal to s λ ( q).
Instead (to simplify later sections) we will use the following similar result, which we record for completeness.
Theorem 3 Let w be distributed as a biased riffle shuffle with parameters q. Let T be a standard Young tableau of shape λ. Then the probability that the RSK algorithm associates recording tableau T to w is equal to s λ ( q).
Proof: Given a length n word J on the symbols {1, · · · , k}, let a i be the number of occurrences of symbol i in J respectively. Define a permutation w in 2 line form by putting 1, · · · , a 1 in the positions occupied by the 1's of J from left to right, then putting the next a 2 numbers in the positions occupied by the 2's of J from left to right, and so on. For instance the word 1 3 2 1 2 2 1 3 1 2 corresponds to the permutation 1 9 5 2 6 7 3 10 4 8.
It is easy to see that in general the recording tableau of w under the RSK algorithm is equal to the recording tableau of J under the RSK algorithm. Arguing as in [BayD] , if the entries of the random word J are chosen independently with probability q i of symbol i, then the resulting distribution on permutations w is the same as performing a q biased riffle shuffle. As in [KV] , the combinatorial definition of the Schur function immediately implies that the chance that J has recording tableau
Lemma 1 could be simplified via Theorem 2 but we prefer not to take this path.
Lemma 1 Let β λ (D) be the number of standard Young tableau of shape λ with descent set D. If β λ (D) = 0, then the probability that a biased q-shuffle produces a permutation w with Des(w −1 ) = D and RSK shape λ is equal to the probability that a biased q-shuffle produces a permutation with (P, Q)
Proof: Fix any permutation w such that Des(w −1 ) = D and such that w has RSK shape λ (this is possible if β λ (D) = 0). Let x be the probability of obtaining w after a biased q shuffle. Since all w with Des(w −1 ) = D are equally likely, x = y/z where y is the probability that a biased q shuffle leads to a permutation with inverse descent set D and RSK shape λ, and z is the number of permutations with inverse descent set D and RSK shape λ. Now y is the probability that after a biased q shuffle one obtains a permutation w with Des(P (w)) = D, shape(Q(w)) = λ. Note that z is simply β λ (D)f λ , since the insertion tableau can be any standard Young tableau of shape λ and descent set D, and the recording tableau can be any standard Young tableau of shape λ. 2
Now we prove the main result in this subsection.
Theorem 4 Let E q denote expected value under the biased riffle shuffle measure with parameters
Proof: Let w be a fixed permutation such that Des(w −1 ) = D; then P rob q (D) will denote the probability of obtaining w after a biased riffle shuffle with parameters q. Using part 1 of Theorem 1 one concludes that the sought cycle index is
multiplied by the probability that the recording tableau of a permutation obtained after a biased q shuffle has shape λ. By Theorem 3, this latter probability is s λ ( q)f λ . Hence the sought cycle index is simply the inner product
Applying the Cauchy identity yields
Since the power sum symmetric functions are orthogonal this simplifies to
We remark that for k-riffle shuffles the cycle index simplifies to
Dealing from the Bottom of the Deck
This section considers cycle structure of a biased riffle shuffle followed by dealing from the bottom of the deck. These results are all new. Results about subsequence structure are omitted since reversing the order of a permutation simply transposes its RSK shape.
Let λ ′ denote the transpose of λ. Let l(λ) be the number of parts of λ and let ǫ λ denote (−1) |λ|−l(λ) . Whereas the previous subsection used the Cauchy identity, this subsection uses the dual Cauchy identity
Theorem 5 Let E ′ q denote expected value under the biased riffle shuffle measure with parameters q followed by reversing the order of the cards. Then
Proof: Let w be a fixed permutation such that Asc(w −1 ) = D; then P rob ′ q (D) will denote the probability of obtaining w after a q biased riffle shuffle followed by reversing the order of the cards.
Using part 2 of Theorem 1 one concludes that the sought cycle index is
From the proof of Theorem 4,
Consequently the sought cycle index is simply the inner product
Applying the dual Cauchy identity yields
The case of most interest is q 1 = · · · = q k = 1 k and all other q i = 0. Then the cycle index simplifies to
Much information can be gleaned from this cycle index in analogy with results in [DMP] for ordinary riffle shuffles (i.e. when one deals from the top of the deck). We record two such results which are perhaps the the most interesting.
Corollary 1
The expected number of fixed points after a k-riffle shuffle followed by reversing the order of the cards is
Proof: The generating function for fixed points is given by setting x i = 1 for all i > 1 in the cycle index. This yields
Multiplying and dividing by (1 + u/k) k gives
since this is what one obtains by setting all x i = 1 in the cycle index. Hence the generating function for fixed points is
The result now follows by simple calculus. 2
We remark that [DMP] showed that the expected number of fixed points for k-riffle shuffles is
It is straightforward to compute higher moments for k shuffles followed by reversal: e.g. letting X be the number of fixed points
The next goal is to determine the limit behavior of the distributions of the number of i-cycles.
The answer differs considerably from the GSR riffle shuffle case, in which only convolutions of geometric distributions come into play.
We require an elementary lemma.
Lemma 2 If f (u) has a Taylor series around 0 and f (1) < ∞, then the n → ∞ limit of the coefficient of u n in
Proof: To verify the lemma, write the Taylor expansion f (u) = ∞ n=0 a n u n and observe that the coefficient of u n in
Corollary 2
1. Fix u such that 0 < u < 1. Choose a random deck size with probability of Proof: As noted after Theorem 5, the cycle index of a k-shuffle followed by reversing the order of the cards is
The proof of Corollary 1 gives that
.
Dividing these equations implies that
This proves the first assertion of the theorem. The second assertion follows from dividing both sides of this equation by 1 − u and applying Lemma 2. 2
Unimodal Permutations and a Variation of the RSK Correspondence
One goal of this section is to understand cycle structure after shuffling by the following method.
Generalized Shuffling Method on C n
Step 1: Start with a deck of n cards face down. Let 0 ≤ y 1 , · · · , y k ≤ 1 be such that y i = 1. Choose numbers j 1 , · · · , j 2k multinomially with the probability of getting j 1 , · · · , j 2k equal to
. Make 2k stacks of cards of sizes j 1 , · · · , j 2k respectively. Flip over the even numbered stacks.
Step 2: Drop cards from packets with probability proportional to packet size at a given time.
Equivalently, choose uniformly at random one of the n j 1 ,···,j 2k interleavings of the packets.
Cycle structure of this model of shuffling was analyzed for equal y in [F4] (actually there one flipped over the odd numbered piles, but this has no effect on the cycle index as the resulting sums in the group algebra are conjugate by the longest element in S n ). The model was introduced for k = 1 in [BayD] . Let E * n, y be expectation on C n after the above shuffling method. Let N i (w) be the number of i-cycles of w in C n , disregarding signs. It is proved in [F4] that
A generalization of Theorem 6 will be proved later in this section. To this end, we require the following variation of the RSK correspondence, which we believe to be new.
Variation of the RSK Correspondence: Order the set of numbers {±1, · · · , ±k} by
Given a word on these symbols, run the RSK algorithm as usual, with the ammendments that The proof of Theorem 7 runs along the same lines as the proof of the RSK correspondence as presented in [SVol2] . Hence we omit the details.
Theorem 7 Order the set of numbers {±1, · · · , ±k} by
Then the above variation on the RSK Correspondence is a bijection between length n words on the symbols {±1, · · · , ±k} and pairs (P, Q) where
denotes the entry in the ath row and bth column of P .
2. If i is positive then it appears at most once in each column of P and if i is negative then it appears at most once in each row of P .
3. Q is a standard Young tableau on the symbols {1, · · · , n}.
4. P and Q have the same shape.
The next result relates the shuffling model of this section with the above variation of the RSK correspondence. For its statement, S λ will denote the symmetric functions studied in [Stem] . One definition of the S λ is as the determinant
where q −r = 0 for r > 0 and for r ≥ 0, q r is defined by setting n≥0 q n t n = i≥1 1 + y i t 1 − y i t .
We remark that Theorem 8 gives a simple probabilistic interpretation to S λ .
Theorem 8 Let w be distributed as a shuffle of this section with parameters y 1 , · · · , y k after forgetting about signs. Let Q be a standard Young tableau of shape λ. Then the probability that the usual RSK correspondence associates recording tableau Q to w is equal to If the word entries are chosen independently with ±i having probability y i 2 , the resulting distribution on permutations is the same as performing a y shuffle of this section and forgetting about signs.
It is easy to see that the recording tableau of w under the RSK algorithm is equal to the recording tableau of J under our variant of the RSK algorithm. Let γ i (P ) be the number of occurrences of symbol i in a tableau P . By Theorem 7, the probability that J has recording tableau Q under our variant of RSK is equal to 1 2 n P i≥1
where P has shape λ and satisfies conditions 1,2 in Theorem 7. Theorem 9.2b of [Stem] shows that this sum is equal to
As mentioned in the introduction, Theorem 8 should be of interest to researchers in random matrix theory. This is because the first row in the RSK shape of a random permutation w is equal to the length of the longest increasing subsequence of w and has asymptotically the same distribution as the largest eigenvalue of a random GUE matrix [BaiDeJ] . Studying longest increasing subsequences of w distributed as a GSR k-riffle shuffle amounts to studying the longest weakly increasing subsequences in random length n words on k symbols, which has also been of interest to random matrix theorists [Sta] . What Theorem 8 tells us is that studying longest increasing subsequences of w distributed as unsigned type C shuffles amounts to studying weakly increasing subsequences in random length n words on the symbols {±1, · · · , ±k}, where 1 < −1 < · · · < k < −k and the subsequence is not allowed to contain a given negative symbol i more than once. The reason why such a study, though new, would not be novel for k fixed is that in random length n words on the symbols {±1, · · · , ±k}, roughly half the symbols will be positive, and the negative symbols can in total affect the length of the longest weakly increasing subsequence by at most k. Similarly n fixed and k → ∞ leads to the well studied case of random permutations.
Theorem 9 determines the generating function for cycle structure after performing the generalized shuffling method on C n with parameters y 1 , · · · , y k and forgetting about signs.
Theorem 9 Let E * y denote expected value under the generalized shuffling method on C n with parameters y 1 , · · · , y k after forgetting signs. Then
Furthermore, reversing the order of the cards has no effect on the cycle index.
Proof: Let w be a fixed permutation such that Des(w −1 ) = D and let P rob * y (D) be the probability of obtaining w after a y unsigned type C shuffle.
Using part 1 of Theorem 1 and the fact that the probability of w depends only on w through Des(w −1 ), it follows that the sought cycle index is 
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