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Kurzfassung 
Software-Defined-Radio bezeichnet den Ansatz, Empfangssysteme so weit wie möglich in Software zu realisieren. Da-
bei ist im Idealfall das Empfangsfrontend mit Antenne, welches das Empfangssignal ins Basisband mischt und in ein Di-
gitalsignal wandelt, die einzige Hardwarekomponente. Die Algorithmen zur Demodulation und Decodierung der Daten 
werden komplett in Software realisiert. In Verbindung mit einem leistungsfähigen PC ist dies eine flexible und günstige 
Möglichkeit, um Empfangssysteme zu entwickeln und zu analysieren. Wegen der geringen Entwicklungskosten und der 
hohen Flexibilität im Vergleich zum Entwurf in Hardware sind Sofware-Defined-Radios insbesondere in der Forschung 
und Entwicklung zu einem festen Bestandteil geworden. Um den Entwurf softwarebasierter Empfänger zu erleichtern, 
wurde am IfN der Technischen Universität Braunschweig ein auf C++ basiertes Toolkit entwickelt, das die Anforderun-
gen für die Entwicklung von echtzeitfähigen und datendominierten Systemen für Mehrkernarchitekturen berücksichtigt. 
Dabei wird das zu entwickelnde System mit Hilfe des Toolkits als Modell aus mehreren Verarbeitungsblöcken mit Ein- 




Durch die rapide Steigerung der Leistungsfähigkeit von 
Desktop-PCs in den letzten Jahrzehnten hat sich der Zu-
gang zu Rechnern mit hoher Leistungsfähigkeit deutlich 
vereinfacht. Dies ermöglicht beispielsweise die Simulati-
on komplexer Kommunikationssysteme in Software mit 
Tools wie MATLAB oder Simulink. Aber auch die Ent-
wicklung im Bereich moderner Empfangssysteme hat sich 
durch die Anwendung des Software-Defined-Radio 
(SDR)-Ansatzes maßgeblich verändert. Dabei wird ver-
sucht den wesentlichen Teil des Systems in Software ab-
zubilden. Das Empfangsfrontend mit Antenne, welches 
das Empfangssignal ins Basisband mischt und in ein Digi-
talsignal wandelt, ist dann die einzige Hardwarekompo-
nente. Dieser Ansatz ist beispielhaft in Abbildung 1 dar-
gestellt. Im Fall eines Echtzeitsystems werden die Basis-
banddaten direkt im Arbeitsspeicher verarbeitet, im Fall 
der Offline-Verarbeitung werden sie zunächst auf einer 
Festplatte zwischengespeichert und später ohne Echtzeit-
anforderung decodiert. Wegen der geringen Entwick-
lungskosten und der hohen Flexibilität im Vergleich zum 
Entwurf in Hardware, sind SDRs insbesondere in der For-
schung und Entwicklung zu einem festen Bestandteil ge-
worden. Weitere Vorteile des SDR-Ansatzes sind eine 
deutlich reduzierte Entwicklungszeit im Vergleich zur 
Hardware-Entwicklung, aber auch die Möglichkeit, ver-
schiedene Algorithmen auf Grundlage derselben Ein-
gangsdaten vergleichen zu können. 
 
 





Aus diesen Gründen wurde am Institut für Nachrichten-
technik (IfN) der Technischen Universität Braunschweig 
auf Grundlage des SDR-Ansatzes ein DVB-C2-
Echtzeitempfänger [4] auf Basis von C++ [13] entwickelt. 
Die Implementierung von Empfängern komplexer Über-
tragungssysteme wie DVB-C2 erfordert jedoch ein hohes 
Maß an Erfahrung in Softwaredesign, um effizienten und 
gut strukturierten Quelltext zu erzeugen und die Entwick-
lungszeit auf die eigentliche Aufgabe, nämlich die Ent-
wicklung von Empfängeralgorithmen, zu konzentrieren. 
Dies gilt insbesondere dann, wenn Echtzeitbedingungen 
bei der Decodierung eingehalten werden sollen, die in der 
Regel die Nutzung paralleler Prozesse erfordern, um die 
Mehrkernarchitekturen aktueller Prozessoren auszunut-
zen. Um den Entwurf softwarebasierter Empfänger zu er-
leichtern, wurde am IfN ein auf C++ basiertes Toolkit 
entwickelt, das diese Besonderheiten bei der Entwicklung 
von Empfangssystemen berücksichtigt, die durch die Ver-
arbeitung großer Datenmengen gekennzeichnet sind (sog. 
datendominierte Systeme). Das Toolkit bildet das System 
dabei als Modell aus mehreren Verarbeitungsblöcken ab, 
die jeweils einer Teilmenge des Systems entsprechen. Die 
zu verarbeitenden Daten der Verarbeitungsblöcke werden 
in Paketen gespeichert und über Verbindungen zwischen 
den Blöcken ausgetauscht. Auf Grundlage des Toolkits 
wurde der erste mobilfähige DVB-T2-Empfänger entwi-
ckelt [5], [6], der im Rahmen des DVB-T2-
Modellversuchs in Norddeutschland [7] zur Auswertung 
der Mobilmessungen eingesetzt wurde. 
Der Rest des Papers ist wie folgt gegliedert: In Abschnitt II 
wird auf die unterschiedlichen Anforderungen an ein SDR-
Toolkit eingegangen. Das entwickelte Toolkit und die gra-
phische Oberfläche werden dann ausführlich in Abschnitt 
III und IV vorgestellt. Anschließend wird das Paper in Ab-
schnitt V zusammengefasst. 




Für den Entwurf softwarebasierter Empfangssysteme gel-
ten eine Vielzahl von Anforderungen, die bei der Ent-
wicklung eines SDR-Toolkits gleichermaßen berücksich-
tigt werden müssen. Diese werden im Folgenden vorge-
stellt. 
Um die zentrale Anforderung der Echtzeitfähigkeit zu er-
füllen, sind verschiedene Aspekte zu berücksichtigen. Da 
sich in den letzten Jahren mit der Sättigung der erreichba-
ren Taktfrequenzen von aktuellen Prozessoren ein Trend 
zur Verwendung von Mehrkernarchitekturen ergeben hat, 
steht beim Erreichen einer hohen Systemperformance da-
tendominierter Systeme insbesondere die Ausnutzung pa-
ralleler Prozessorarchitekturen durch Multithreading [8] 
im Vordergrund. Darüber hinaus werden von aktuellen 
Prozessoren auch sogenannte SIMD (Single Instruction, 
Multiple Data) Befehle [9] unterstützt, die in einem Takt 
mehrere Operationen des gleichen Typs - z.B. eine Addi-
tion oder eine Multiplikation - auf unterschiedlichen Da-
ten gleichzeitig ausführen können. Diese Befehlssätze 
werden unter Namen wie “SSE”, “MMX”, oder “AVX” 
[10] angeboten. AVX erlaubt dabei durch die Verwen-
dung von 256-Bit breiten Registern die Ausführung von 
acht 32-Bit Floating-Point-Operationen in einem Taktzyk-
lus. Derartige SIMD-Befehle erlauben insbesondere bei 
Vektoroperationen große Geschwindigkeitsgewinne und 
sind ebenfalls bei der Realisierung des Toolkits zu be-
rücksichtigen. 
Für den Entwurf des Toolkits existierten zudem Anforde-
rungen, die aus der Historie bisheriger Entwicklungen am 
IfN gewachsen sind. Da im Rahmen eines am IfN ver-
wendeten Systemsimulators bereits wesentliche Elemente 
verschiedener DVB-Systeme in C++ implementiert wur-
den, lag zum einen wegen der gewünschten Wiederver-
wendung dieser Elemente, aber auch zum anderen wegen 
der guten Performance die Verwendung von C++, nahe. 
Der einfache Umgang mit dem Toolkit bei der Entwick-
lung von Verarbeitungsblöcken und dem daraus entstehen-
den Gesamtsystemen ist dabei essentiell. Dementspre-
chend sollte die Verwendung des Toolkits so generisch 
wie möglich sein, was zum Beispiel durch den objektorien-
tierten Entwurf mit Mustern (Templates) ermöglicht wird. 
Der Entwickler sollte darüber hinaus bei der Nutzung des 
Toolkits mit einer graphischen Oberfläche unterstützt wer-
den. 
3. SDR-Toolkit 
Im Folgenden werden die technischen Aspekte des 
C++-Toolkits detailliert beschrieben. Das zu entwickeln-
de Gesamtsystem wird mit dem Toolkit als Modell aus 
mehreren Verarbeitungsblöcken mit Ein- und Ausgangs-
strömen abgebildet. Jeder Block entspricht dabei einer 
Teilmenge des Modells, zum Beispiel einem bestimmten 
Algorithmus, wie der Fast-Fourier-Transformation (FFT). 
Der Datenaustausch zwischen den Blöcken geschieht pa-
ketbasiert über gepufferte Verbindungen zwischen den 
Blöcken. Die Blöcke, Verbindungen und Pakete werden 
mit Hilfe von abstrakten Template-Klassen in C++ abge-
bildet, von denen jeder konkrete Block, jede Verbindung 
oder jedes Paket erbt. Die Mutterklassen beinhalten unter 
anderem die Mechanismen zur Kommunikation zwischen 
den Blöcken und stellen viele weitere Funktionalitäten zur 
Verfügung. 
Ziel des Toolkits ist es dabei, die Entwicklung eines Mo-
dells deutlich zu vereinfachen, indem die Entwickler sich 
nicht mehr mit der Kommunikation zwischen den Teil-
blöcken des Modells auseinandersetzen müssen. Darüber 
hinaus wird die Wiederverwendbarkeit implementierter 
Algorithmen vereinfacht, indem klare Schnittstellen zwi-
schen den Blöcken definiert werden (sog. Kapselung). 
3.1. Verarbeitungsblöcke 
Für die Entwicklung von Verarbeitungsblöcken, im Fol-
genden auch einfach Blöcke genannt, stellt das Toolkit 
mehrere Mutterklassen zur Verfügung. Dabei wird zwi-
schen Quellen, Sinken und Verarbeitungsblöcken unter-
schieden, die sich durch die Anzahl der Eingangs- und 
Ausgangsports unterscheiden. Eine Quelle hat dabei einen 
oder mehrere Ausgangsports jedoch keine Eingangsports 
und wird zum Einlesen von Daten in das Modell genutzt. 
Beispiele dafür sind Quellblöcke zum Einlesen von Pake-
ten aus Dateien oder über Ethernet. Analog dazu sind 
Sinken definiert: Sie enthalten lediglich Eingangsports 
und werden zum Auslesen von Paketdaten aus dem Mo-
dell genutzt. Verarbeitungsblöcke enthalten sowohl Ein-
gangs- als auch Ausgangsports und ermöglichen die Ver-
arbeitung der Daten innerhalb des Modells. Ein einfaches 
Modell, bestehend aus einer Quelle, einem Verarbei-









Bild 2 Abbildung eines Modells mit Quelle, Verarbei-
tungsblock und Sinke, die über Verbindungen an ihren 
Eingangs- und Ausgangsports  Daten austauschen. 
Jeder Block enthält einen oder mehrere Threads, die die 
eigentliche Datenverarbeitung enthalten und innerhalb des 
Modells parallel ausgeführt werden, so dass Mehrkernar-
chitekturen optimal ausgenutzt werden können. Als Bei-
spiel für eine Mutterklasse eines Verarbeitungsblocks re-
präsentiert die Klasse CProcessingBlock einen Block mit 
einem Thread und jeweils einem Eingangs- und Aus-
gangsport. Weitere Mutterklassen erlauben den Entwurf 
komplexerer Blöcke. Sämtliche Klassen des Toolkits sind 
dabei als sog. Templateklassen implementiert, die als 
Templateparameter den verwendeten Pakettyp übergeben. 
Das Beispiel der Implementierung eines einfachen Verar-
beitungsblocks, der Pakete mit IQ-Basisbanddaten ein-
liest, sie auf die Leistung 1 normalisiert und anschließend 
wieder ausgibt, ist in Abbildung 3 dargestellt. Der 
Pakettyp, der IQ-Basisbanddaten repräsentiert, heißt 
CSamplesPacket und wird in der ersten Zeile für die De-
finition des Eingangs- und Ausgangspakettyps des Blocks 
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als Templateparameter übergeben. Die computeThread 
Methode enthält die eigentliche Verarbeitung des Blocks 
und wird beim Start des Modells aufgerufen. In diesem 
Beispiel werden in einer Endlosschleife Pakete vom Ein-
gangsport eingelesen, die Pakete anschließend normiert 
und wieder über den Ausgangsport ausgegeben. 
 
 
Bild 3 Codebeispiel eines einfachen Verarbeitungs-
blocks zum Normalisieren von Basisbanddaten (Includes 
wurden zur Erhöhung der Übersichtlichkeit weggelassen) 
Jeder Block erbt darüber hinaus von seiner Mutterklasse 
zahlreiche Methoden, die jedem Block ein Interface zur 
Verfügung stellen und vom Modell aufgerufen werden, 
das den Block beinhaltet. Dies sind zum Beispiel Metho-
den zum initialisieren, starten und stoppen der Verarbei-
tung in dem Block sowie Methoden zum Verbinden der 
Eingangs- und Ausgangsports des Blocks mit anderen 
Blöcken. 
3.2. Verbindungen 
Der Datenaustausch zwischen zwei Blöcken wird mit Hil-
fe von Verbindungen realisiert (siehe Abbildung 2), die 
im Toolkit durch die UnidirectionalLink Klasse abgebil-
det werden. Verbindungen entsprechen dabei im Wesent-
lichen einem Puffer nach dem first-in-first-out-(FIFO)-
Prinzip, der die zu übertragenden Pakete zwischenspei-
chert und den Zugriff auf die Pakete mit Methoden für 
den Lese- und Schreibzugriff ermöglicht. Da von den 
verbundenen Blöcken aus unterschiedlichen Threads auf 
den Puffer der Verbindung zugegriffen wird, müssen die 
Lese- und Schreibvorgänge des Blocks synchronisiert 
werden. Dies wird mit Hilfe von sog. Mutexen realisiert, 
die in der boost-Bibliothek [12] enthalten sind. Ein Mutex 
ist ein Kontrollelement, das den gleichzeitigen Zugriff 
von verschiedenen Threads unterbindet und so die Syn-
chronisation gewährleistet. Für den Zugriff auf die Pakete 
des Puffers sind vier Methoden verfügbar, die blockierend 
oder nicht-blockierend, lesend oder schreibend auf den 
Puffer der Verbindung zugreifen und aus dem Thread des 
Blocks aufgerufen werden (siehe Abbildung 3). Bei 
Schreiboperationen wird dabei immer an den Anfang des 
Puffers geschrieben, bei Leseoperationen immer das letzte 
Element des Puffers ausgelesen, so dass die Reihenfolge 
der übertragenen Pakete nach dem FIFO-Prinzip erhalten 
bleibt. Im Fall einer blockierenden Lese- oder Schreib-
operation wird der Thread aus dem der Zugriff aufgerufen 
wird, so lange blockiert, bis ein Paket erfolgreich in den 
Puffer gelesen oder geschrieben wurde. Im Fall einer 
nicht-blockierenden Operation wird unmittelbar zum 
Thread zurückgekehrt und mit Hilfe des Rückgabewerts 
der Methode übergeben, ob die Lese- oder Schreibopera-
tion erfolgreich war. 
Die Pakete werden im Puffer der Verbindung mit Hilfe 
sog. Shared-Pointer gespeichert (siehe Abbildung 3). 
Shared-Pointer sind Zeiger auf Objekte, in diesem Fall 
Zeiger auf die Pakete im Puffer, die den Zugriff von meh-
reren Threads vereinfachen. Shared-Pointer haben die Ei-
genschaft, die referenzierten Pakete so lange im Speicher 
zu halten, bis diese von jedem verbundenen Block erfolg-
reich gelesen wurden. Anschließend werden die Pakete 
automatisch aus dem Speicher gelöscht. Auf diese Weise 
werden Pakete nur so lange wie notwendig im Speicher 
gehalten, ohne dass der Entwickler Einfluss auf die Spei-
cherverwaltung nehmen muss. Darüber hinaus müssen 
keine Kopieroperationen auf den Paketen vorgenommen 
werden, die sich negativ auf die Laufzeit auswirken wür-
den. 
Der verwendete Puffer ist dabei ein auf der Basis der 
Vector-Klasse der C++-Standardbibliothek selbst entwi-
ckelter Datencontainer. Die Besonderheit dieses Contai-
ners im Vergleich zur Vector-Klasse der 
C++-Standardbibliothek ist dabei, dass sämtliche Daten 
der Pakete 16-Byte-Aligned im Speicher abgelegt werden. 
Dies ermöglicht die unmittelbare Manipulation der Paket-
daten mit Hilfe von SIMD-Befehlen wie SSE- oder AVX-
Befehlen, die ein 16-Byte-Alignement voraussetzen. An-
dernfalls wäre vor jedem SIMD-Befehl ein Kopiervor-
gang des Pakets in einen Speicherbereich mit 16-Byte-
Alignement notwendig, der unnötige Kopieroperationen 
erfordern würde. 
3.3. Pakete 
Die im Modell zu verarbeitenden Nutzdaten werden in 
Paketen gespeichert, die analog zu den Verarbeitungsblö-
cken von der Mutterklasse CPacket abgeleitet werden. 
Diese Klasse enthält Variablen, die gemeinsame Eigen-
schaften aller Pakete repräsentieren. Beispiele hierfür sind 
eine Paket-ID, die das konkrete Paketformat identifiziert, 
oder ein Zeitstempel, der den relativen Zeitpunkt der Er-
zeugung des Pakets seit Programmstart in µs speichert. 
Darüber hinaus stellt die CPacket–Klasse Methoden zur 
Serialisierung der Pakete ins Binärformat bereit. Diese 
sind insbesondere für Quellen- und Sinkenblöcke nütz-
lich, um Pakete im Binärformat ein- und auslesen zu kön-
nen. Anwendungsbeispiele sind das Schreiben von Pake-
ten in eine Datei oder das Versenden von Paketen via 
Ethernet. Das verwendete Binärformat ist in Abbildung 4 
dargestellt. Nach einem fest definierten Synchronisations-
header, der die Synchronisation der Deserialisierung ver-
einfacht, folgen im Binärformat alle Variablen der Mut-
terklasse (IDs, Timestamp, …), die Angabe der Länge des 
Pakets in Byte und anschließend die eigentlichen Nutzda-















Bild 4 Binärformat eines Pakets nach Serialisierung 
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Abbildung 5 zeigt beispielhaft die Implementierung des 
von der CPacket–Klasse abgeleiteten CSamplesPacket-
Pakettyps, das IQ-Daten repräsentiert und bereits im Bei-
spiel in Abbildung 3 verwendet wurde. Es enthält eine 
Variable rate_d, die die Abtastrate der Samples des Pa-
kets speichert, sowie zwei Puffer dataReal_vf und 
dataImag_vf, die den Real- und Imaginärteil der Samples 
speichern. Die Länge der Puffer und damit der Pakete 
kann dabei beliebig gewählt werden. Für jedes Paket kön-
nen Hilfsfunktionen definiert werden, die Operationen auf 
den Daten eines Pakets ausführen. Im Fall des 
CSamplesPacket ist dies die normalize-Funktion, die die 
Leistung des Pakets auf 1 normalisiert. Diese wurde be-
reits im Codebeispiel in Abbildung 3 verwendet. 
 
 
Bild 5 Codebeispiel eines Paketformats zum Austausch 
von IQ-Basisbandaten mit Hilfsfunktion zur Normalisie-
rung 
3.4. Erzeugung eines Modells 
Auf Basis der implementierten Verarbeitungsblöcke und 
Pakete wird anschließend das Modell des Empfangssys-
tems erstellt. Dazu werden in einer C++-Modelldatei, die 
die C++ main-Methode enthält, die erstellten Blöcke in-
stanziiert, initialisiert und miteinander verbunden. Dies ist 
in Abbildung 6 am Beispiel eines einfachen Modells mit 
zwei Blöcken und einer Verbindung dargestellt. Das Mo-
dell liest IQ-Basisbanddaten des Pakettyps 
CSamplesPackets vom Empfangsfrontend mit Hilfe des 
CTsmwReader-Blocks ein und schreibt diese ohne weitere 
Verarbeitung mit Hilfe des CFileSink-Blocks in eine Da-
tei. Dies ist der typische Schritt zum Aufzeichnen von 
IQ-Basisbanddaten eines Empfangsfrontends auf einer 
Festplatte für die spätere offline-Decodierung. 
Dazu werden zunächst beide Blöcke instanziiert und mit 
Hilfe ihrer init-Methode initialisiert. Der init-Methode 
werden die Parameter der Blöcke übergeben, wie zum 
Beispiel die Empfangsfrequenz des Frontends im Fall des 
CTsmwReader-Blocks. Die SamplesLink-Verbindung rea-
lisiert den Datenaustausch zwischen den beiden Blöcken 
und wird mit den registerInput und registerOutput-
Methoden mit den Ports der beiden Blöcke verbunden. 
Anschließend können die beiden Blöcke mit der start-
Operation-Methode gestartet werden. Das Modell wird 
nach der Ausführung so lange in der while-Schleife aus-
geführt, bis der TsmwReader-Block beendet wird. Dies 
kann mit der isRunning-Methode für jeden Block abge-
fragt werden. Anschließend werden die Blöcke mit der 




Bild 6 Codebeispiel eines einfachen Modells, das IQ-
Basisbanddaten vom Empfangsfrontend einliest und als 
Datei auf die Festplatte schreibt. Includebefehle und De-
klarationen der globalen Variablen frequency und 
outputFileName wurden der Übersichtlichkeit halber weg-
gelassen. 
Analog zum vorgestellten Beispiel können beliebig kom-
plexe Modelle mit zahlreichen Blöcken und Verbindungen 
erstellt werden. Dabei können Ausgangsports von Blöcken 
auch mit den Eingängen mehrerer Folgeblöcke verbunden 
werden. Darüber hinaus sind Rückkopplungen zu früheren 
Blöcken möglich. Insbesondere für die Erfüllung von 
Echtzeitanforderungen ist die Aufteilung eines Modells in 
mehrere Untermodelle interessant, die auf verschiedenen 
PCs ausgeführt werden können und über die Ethernet-
Schnittstelle miteinander kommunizieren. Dies ist exemp-
larisch für einen vereinfacht dargestellten DVB-T2 Emp-
fänger mit FFT, QAM (Quadrature-Amplitude-
Modulation)-Demapper und LDPC (Low-Density-Parity-
Checkcode)-Decoder in Abbildung 7 dargestellt. Im obe-
ren Blockdiagramm ist der ursprüngliche Ablauf auf einem 
einzigen PC dargestellt. Da insbesondere der LDPC-
Decoder ein äußerst laufzeitintensiver Block ist, wird die-
ser mit Hilfe von Netzwerksinken (NS) und Netzwerkquel-
len (NQ) auf einen zweiten PC ausgelagert, wie im unteren 
Blockdiagramm dargestellt. Die im Rahmen des Toolkits 
implementierten Netzwerkblöcke unterstützen dabei so-
wohl UDP- als auch TCP-Übertragung sämtlicher Paketty-
pen auf Grundlage der vorgestellten Funktionen zur 
Serialisierung und Deserialisierung ins Binärformat. 




Bild 8    Graphische Oberfläche des Empfänger-Toolkits: Die Baumansicht repräsentiert die Blockbibliothek, die sämtli-
che Verarbeitungsblöcke organisiert in einer Verzeichnisstruktur enthält. Die Blöcke des ausgewählten Verzeichnisses 
können per drag-and-drop zum Modell hinzugefügt, verbunden und konfiguriert werden. Der Quelltext des Modells (vgl. 












Bild 7 Stark vereinfachtes Beispiel eines 
DVB-T2-Empfängers (oben). Unten ist die Nutzung von 
Netzwerkquellen (NQ) und –sinken (NS) für die Realisie-
rung von verteiltem Rechnen dargestellt. 
4. Graphische Oberfläche 
auf Grundlage des Toolkits einen konkreten Empfänger 
zu entwickeln, müssen eine Vielzahl von Blöcken und 
Verbindungen per Hand in Programmquelltext miteinan-
der verknüpft werden (siehe Abbildung 6). Die C++-
Modelldatei des aus mehr als 40 Blöcken bestehenden 
DVB-T2-Messempfängers, die lediglich die Instanziie-
rung, Konfiguration und Verbindung der Blöcke enthält, 
umfasst beispielsweise knapp 1000 Zeilen. Die Übersicht-
lichkeit einer solchen Modelldatei ist entsprechend gering 
und das Debugging kompliziert, weil das Erkennen von 
Fehlern, wie falsche Verbindungen zwischen Blöcken, 
schwierig ist. Aus diesem Grund wurde eine graphische 
Oberfläche auf Grundlage des Qt-Frameworks [11] ent-
wickelt (siehe Abbildung 8), die den graphischen Entwurf 
eines Empfangssystems auf Grundlage des Toolkits er-
laubt. Aus der Block-Bibliothek, die die entwickelten 
Blöcke enthält, kann dann per Drag-and-Drop ein Modell 
erstellt, verbunden und konfiguriert werden. Dabei müs-
sen keinerlei Metadaten bezüglich der Blockbibliothek 
gepflegt werden. Die GUI analysiert sämtliche 
C++-Quelldateien der Blöcke und liest ihre Eigenschaften 
wie die Anzahl der Eingangs- und Ausgangsports, die Pa-
kettypen der Ports und Variablen für die Konfiguration 
der Blöcke direkt aus dem C++-Quelltext ein. 
Ist das Modell fertig verbunden und konfiguriert, wird mit 
Hilfe von automatischer Codeerzeugung der 
C++-Quelltext der Modelldatei (siehe Abbildung 6) gene-
riert und kompiliert. Als Ausgabe entsteht dann eine aus-
führbare Datei des Modells, die unter Linux oder Windows 
ausgeführt werden kann. Das Starten des Modells ist direkt 
aus der GUI heraus möglich, wobei die Konsolenausgabe 
des Modells in der GUI erfolgt. 




Um den Entwurf softwarebasierter Empfangssysteme zu 
erleichtern, wurde ein Toolkit auf Basis von C++ entwi-
ckelt, das ein System als Modell mit Hilfe von Blöcken 
darstellt, zwischen denen paketbasierte Daten über gepuf-
ferte Verbindungen ausgetauscht werden. Das Toolkit be-
rücksichtigt Anforderungen wie die Ausnutzung von 
Mehrkernarchitekturen und SIMD-Streaming-Extensions 
wie SSE, die für den Entwurf echtzeitfähiger, softwareba-
sierter Empfangssysteme essentiell sind. Zur Vereinfa-
chung der Benutzung des Toolkits wurde eine graphische 
Oberfläche entwickelt, die den Entwurf von Modellen 
durch automatische Codeerzeugung und Kompilierung 
maßgeblich vereinfacht. Auf Grundlage des vorgestellten 
Toolkits wurde ein mobilfähiger DVB-T2-Empfänger ent-
wickelt, der z.B. im Rahmen des DVB-T2 Modellversuchs 
in Norddeutschland zur Auswertung der Mobilmessungen 
eingesetzt wurde. 
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