A probabilistic inference rule is a general rule that provides bounds on a target probability given constraints on a number of input probabilities. Example: from È´ µ Ö infer È´ µ ¾ ½ Ö ½℄. Rules of this kind have been studied extensively as a deduction method for propositional probabilistic logics. Many different rules have been proposed, and their validity proved -often with substantial effort. Building on previous work by T. Hailperin, in this paper we show that probabilistic inference rules can be derived automatically, i.e. given the input constraints and the target probability, one can automatically derive the optimal bounds on the target probability as a functional expression in the parameters of the input constraints.
Introduction
Probabilistic information very often is obtained in the form of conditional probability statements. An expert on tropical diseases, for example, will typically express his knowledge in statements of the form "the probability of drowsiness given that a patient suffers from malaria is at least 0.8"; a robot engaged in some navigation task might have to process statements like "the probability that the exit is 90 degrees to the left given that the sensor readings are correct is at least 0.6". The formal representation and manipulation of such (conditional or unconditional) constraints, therefore, was one of the earliest topics that arose in probabilistic reasoning for AI applications [15] .
As a formal representation language one typically uses a probabilistic extension of propositional logic. Simple probability statements like the ones given above then become equivalent to linear constraints on probability assignments to the (finitely many) truth assignments (or possible worlds) for the propositional variables. Probabilistic inference, then, consists of deriving probability bounds that are entailed by the given constraints for propositions of interest.
A general problem that arises in this approach is that very often these entailed bounds will be fairly unspecific, i.e. a knowledge base of probability statements (linear constraints) might entail only a lower bound of 0.05, say, and an upper bound of 0.9 for the proposition of interest. For this reason the focus of research has somewhat shifted from pure probabilistic (propositional) logics to representation and inference systems that guarantee unique probability values to be deducible -notably Bayesian networks. The precision of inference gained, however, here comes at the cost of very stringent requirements for the specification of probabilistic knowledge. As we cannot assume that these requirements can always be met, the general problem of deducing (bounds on) probability values from arbitrary collections of probability statements still is of fundamental importance.
For probability constraints expressed in propositional probabilistic logic there exist basically two distinct approaches to deduction: the global optimization approach, and the local inference rule approach. In the global optimization approach (e.g. [16, 13] ) one obtains the bounds entailed by a knowledge base of probability constraints for a specific target (conditional) probability by linear (fractional) optimization on the space of all probability assignments to possible worlds. This method has the advantage of always yielding the exact bounds entailed for the target probability, but has the disadvantage of requiring space and time exponential in the size of the knowledge base.
In the local inference rule approach one derives entailed bounds step-by-step by applying probabilistic inference rules to the constraints in the knowledge base and/or intermediate constraints already derived. A very simple such inference rule is È´ µ Ö È´ µ ¾ ½ Ö ½℄ (1) In a particular deduction problem, this rule can be applied if, for instance, we have already found that È´ µ ¼ . An application of rule (1) will then yield the bounds È´ µ ¾ ¼ ¿ ½℄. By successive applications of various rules one then tries to derive increasingly tight bounds for the target probability. This method has the advantage that it operates on the level of the propositional language, not on the level of truth assignments, and therefore avoids the initial construction of an exponentially large state space. At any point in the derivation, the method provides a current best bound derived, which can serve as an approximation to the ultimate solution ("anytime" character of probabilistic deduction [6] ). Disadvantages of the rule-based derivations are that one usually cannot tell whether the current bounds already are optimal, or whether further inferences may lead to tighter bounds; and that one has to find a suitable proof strategy to derive any useful bounds at all. Moreover, depending on specific aspects of the underlying representation language (which, for instance, may only admit atomic constraints of the form È´ µ Ö, or else arbitrary linear constraints on probability values, or even Boolean combinations of linear constraints) and the available inference rules, rule-based deduction can be incomplete, i.e. it can happen that for a given knowledge base and a target probability no derivation of the optimal bounds exists.
Generally, rule based deduction tends to have its biggest advantage over global optimization when one works in a restricted setting where knowledge bases are of some specialized type that admit the design of special purpose inference rules and proof strategies. Thus, it is not surprising that much of the work on probabilistic deduction was either in the context of such specialized representation systems [20, 12, 14] , or completeness results were only obtained for restricted classes of knowledge bases [6] .
Results by Fagin, Halpern and Megiddo [5] , on the other hand, show that even for very expressive representation languages one can devise complete local inference systems (in fact, the expressiveness of the language here furthers, not hinders, completeness, because it allows us to store more complex intermediate results in the course of the derivation). The system presented in [5] essentially consists of the axioms of probability theory, and axioms for reasoning with linear inequalities, together with a single inference rule, modus ponens. Rules of the form (1), thus, do not directly appear in this system. They might be added to the system as derived rules, however, in order to allow for shorter proofs in this system. A great number of different probabilistic inference rules have been proposed in the AI literature [1, 20, 6, 12, 14] , mostly as part of a specialized representation and inference system.
To devise suitable inference rules, one has to solve the following problem: given a probabilistic premise, e.g. È´ µ Ö in (1), and a target probability (È´ µ), what are the best upper and lower bounds one can infer for the target probability as a function of the parameters (Ö)
in the premise? Dubois, Prade and Toucas [4] , for instance, solve the problem for the premises È´ µ Ö ½ , È´ µ Ö ¾ , È´ µ Ö ¿ , È´ µ Ö , and the target probability È´ µ. Lukasiewicz [14] solves the same problem with two generalizations: instead of point-valued probabilities in the premise he treats the more general case of interval-valued
, and, more importantly, he adds various "taxonomic" constraints to the premises (e.g. È´ µ ¼).
Independent from (and preceding) this work in AI, the same problem of deriving probabilistic inference rules has been studied by T. Hailperin [9, 10, 11] , motivated by his studies of the work of George Boole, who, in turn, already was concerned with probabilistic inference rules [2, 3] . Hailperin pursued a general approach, and, beyond deriving particular inference rules, investigated general methods for their derivation. Based on this work of Hailperin we will describe in this paper a general algorithmic method that derives for arbitrary conditional probability bounds given as a premise the optimal bounds that can be inferred for a given conditional target probability. In other words, the algorithm we describe can be used to automatically generate probabilistic inference rules of any desired form. The contribution of this paper, thus, is methodological: the algorithm presented can be used as a design tool for probabilistic inference systems; it is not to be confused with probabilistic inference algorithms that are used at run time in actual application systems.
Rules, Polytopes, and Bound Functions
In this section we first make precise the problem statement of deriving a probabilistic inference rule, then present in Lemma 2.1 the mathematical foundation for the algorithm we will propose, an outline of which is given at the end of the section. Sections 3 and 4 contain a more detailed description of the algorithm. 
defines a set of probability distributions on : using Ü as a variable for the probability of the th atom « of ( ½ ¾ Ã ), we can write (3) as
or, equivalently, as the linear (in-)equation
Á´ µ, thus, defines the set of distributions Ô ¾ ¡ ¾ Ã that are a solution of (5). We do not strictly distinguish between an (instantiated) input constraint (3) and its algebraic form (5) , and use Á´ µ also to refer to the latter. Geometrically, the solutions of (5) We can rephrase this in a more logical terminology: a set of instantiated constraints Á´ µ is (part of) a knowledge base, the set ¡´Á´ µµ is the set of models of Á´ µ, and ¡´Á´ µµ´ µ is the set of conditional probabilities of given in some model of Á´ µ. Thus, to compute ¡´Á´ µµ´ µ is to deduce the bounds on È´ µ that are entailed by Á´ µ.
Note that ¡´Á´ µµ´ µ can hold for two reasons: either because ¡´Á´ µµ , i.e. because of the instantiated constraints being inconsistent, or because Ô´µ ¼ for all Ô ¾ ¡´Á´ µµ, i.e. the constraints imply that È´µ ¼. In the following we will not distinguish between these two cases, i.e. we will be content to deduce È´ µ in both cases. It would not be difficult, however, to modify the inference rules we derive in such a way, that they will let us deduce È´ µ only when ¡´Á´ µµ , whereas in the case ¡´Á´ µµ , but Ô´µ ¼ for all Ô ¾ ¡´Á´ µµ, a distinct conclusion È´ µ undefined would be obtained.
The following lemma describes ¥´ µ for the case of ¥ being a polytope. It is instrumental for all that follows. 
which, by Lemma 2.1, defines the optimal bound functions. We divide the following detailed description of this method into two parts: the first part (Section 3) describes how to compute the parameterized vertex list (7); the second part (Section 4) describes how to obtain Ä and Í from the vertex list.
The Parameterized Vertex List
The first part of the algorithm outlined at the end of the previous section consists of the computation of the parameterized vertices (7). We first illustrate the general method of computation by considering as an example the two input constraints
(the target probability of the desired inference rule plays no role at this point). We number the atoms of the algebra generated by the two propositional variables and as follows
The constraints (9) and (10) in algebraic form then becomé Figure 1 shows the polytopes defined by (11) and (12) Figure 2 shows the general position of these intersection points, and Table 1 presents them as a list. The third column of Table 1 states the conditions on the parameters for when the intersection point is an actual vertex of the polytope. Such conditions we will subsequently encounter in great numbers; they are formally introduced by the following definition. We use to denote a single p-constraint, and for lists ½ Ñ of p-constraints (and often take the liberty to write a p-constraint in the form Ô Õ with polynomials Ô and Õ). The 0,1,0)  (0,0,1,0) where each Ú is a parameterized vertex as in (7), and the are lists of p-constraints, such that for every parameter instantiation Á the set of vertices of ¡´Á´ µµ is just Á´Ú µ Á satisfies (where, naturally, Á satisfies iff for every Ô ¼ ¾ : Á´Ô µ ¼). Table 1 provides this list for the input constraints (9) and (10) . To obtain a systematic method for generating such a list it is convenient to consider one by one the different faces of ¡ ¾ Ã , in Vertex Position Coordinates Parameter constraints (i) Ô is the unique solution of the following system of ¾ Ã linear equations
I(r)=0, I(s)=0
Ü ¼´ ¾ Àµ (15) Á´ µ´½ µ (16) where is the constraint obtained from by replacing with , Table 2 summarizes the algorithm. For the subroutine of solving the systems (14)- (16) in step 1 all methods for solving systems of linear equations are potentially applicable. A particularly suitable method is fraction free Gaussian elimination (see e.g. [7] ). This is a variant of Gaussian elimination that avoids divisions, which is useful for us, as otherwise we would have to divide by symbolic expressions that might be zero for some parameter values and nonzero for others, thereby requiring us to make a number of case distinctions.
As an illustration for the working of the algorithm we retrace how vertex 8 in Table 1 was generated. This vertex is the solution of the system (14)- (16) 
(the first and last of which, however, are vacuous because Ö × ¾ ¼ ½℄).
Step 3 here is void, because does not contain any constraints not used in the definition of Ú.
To conclude this section, we derive a bound on the number of parameterized vertices we will generate by this method, i.e. a bound on Å in (13) . For a fixed dimension there are systems of linear equations in the form of (14)- (16), each of which may lead to one parameterized vertex in a face of dimension . Adding over for the total number of parameterized vertices.
The Bound Functions
In the second part of the algorithm the representation (8) of the bound functions is computed.
This is a trivial step in principle, but as we shall see a nontrivial complication arises in practice.
To illustrate the general method, we continue with our example, taking È´ µ to be the target probability of the inference rule to be derived. The probability of given at the vertices listed in Table 1 For a specific parameter instantiation Á two conditions must be met for (20) to actually define the conditional probability of given at a vertex of ¡´Á´ µµ: first, Á must satisfy the p-constraints of Ú, so that Á´Úµ is indeed a vertex of ¡´Á´ µµ; second, È « Á´Ú µ ¼ must hold, so that the conditional probability of given is defined at the vertex Á´Úµ. This latter condition can be expressed by yet another p-constraint ¼ , which we append to the list to obtain a new list ¼ of p-constraints. The preliminary definition (8) can now be brought into the form
with the semantics
Note that Table 4 just gives the arguments of min ℄, resp. max ℄, in (21) and (22) for our example.
In principle, we now have solved the problem of deriving the inference rule for the given input constraints and the target conditional probability. However, this result is as yet unsatisfactory, because of the size of the representation of the bound functions. We will therefore now consider the problem of transforming Ä´ µ Í´ µ into a more manageable form. This will simply be done by deleting from the representation (21), (22) values that never define the optimal conditional probabilities. Our aim, now, will be to delete values that are redundant for minimization from (21) until
Similarly, values redundant for maximization are to be deleted from (22). In our example we deleted from Table 4 all entries except the first for minimization, and the first five entries for maximization. Usually, there will exist more than one irredundant subset of the original value list. If, for instance, we begin with the list of the following five values
then both the subset consisting of the first value only, and the subset consisting of the last three values only are irredundant for minimization.
To compute irredundant representations for (21) and (22), a method is needed to decide whether a given value is redundant within a list of values. Many different heuristics can be used to determine redundancy in some cases (the simplest being that of checking for duplicates).
A completely general decision procedure for redundancy, however, only seems to exist in the form of general decision procedures for the first-order theory of the real numbers (see [17] for a comprehensive treatment of this subject, also [8] for a recent exposition of the subject and its relevance to uncertain reasoning). To see why such a decision procedure can be used to decide redundancy, we express redundancy for minimization as stated in Definition 4.1 by the formula
As the expressions and Ú´ µ that appear in this formula are (fractions of) polynomials, this formula can be rewritten as a (universal) sentence in pure first-order logic over the vocabulary ¼ ½ · ¡ . By classic results in model theory [19] the validity of such formulas, when interpreted over the real numbers, is decidable. For the special case of universal formulas, decision procedures exist with a time complexity essentially 3 of the form
where Ñ is the number of polynomial inequalities appearing in (24) [17] . Table 5 summarizes the second part of the algorithm, leading from the parameterized vertex list to the final representation of the bound functions. The algorithm calls subroutines redundant for minimization and redundant for maximization, which decide whether a given value is redundant in a given list of values. For simplicity, the algorithm of Table 5 
An Example
In this section we demonstrate our general method by a second, slightly more complicated, example. We apply our method to derive an inference rule that was given as rule (v) by Frisch and Haddawy [6] in the following form.
Here the applicability of the rule is constrained by the conditions Ö Ú and Ú ¼. We can easily extend the rule to also cover the degenerate cases Ö Ú or Ú ¼, and obtain the bound
(in agreement with the conventions of Lemma 2.1 we then obtain the bounds È´« ¬ AEµ ¾ ½ ¼℄ for parameter values that entail È´¬ AEµ ¼ or that lead to inconsistent premises).
To fit our general pattern (2), we have to express the premises of (29) Here « ¬ AE that in [6] are meant to represent arbitrary propositional formulas have been replaced by simple propositional variables . This changes the semantics of the rule only in an inessential way, and has no impact on the bound functions to be derived.
We number the atoms of ´ µ as follows:
(atoms with the conjunct will not play any role), and can then write (32)-(35) in the algebraic (14)- (16), i.e. we have to set up the systems only for ¼ ½ ¾. A second useful observation is that eventually we are only interested in vertices at which the probability of is positive. Given our numbering of variables, this means that we are looking for solutions of (14)- (16) 
where the p-constraints suppressed in Table 1 have been reinstated. Remembering the conventions min ½ max ¼, and taking into account that the conditions Ö Ø Ù Ú are taken for granted in (29), these functions can be seen to be the same as (30) and (31).
The bound functions (40) and (41) here were derived essentially by a faithful (manual) execution of the general algorithm given in Tables 2 and 5 . In two places, however, we did not follow the algorithm to the letter: first, initially we analyzed the given problem a little more closely in order to reduce the number of systems of linear equations we had to solve. This analysis is applicable in general, and the substantial reductions it gives rise to in most cases can easily be integrated into the first part of the algorithm. Second, the computation of minimal irredundant value sets in this example was not done by checking values for redundancy in the order in which they appear in the list, or, indeed, by following any other strictly mechanical procedure. It may very well be the case, therefore, that every reasonably simple fully automatic process for the computation of minimal irredundant value sets (given by some prescribed order in which values are checked for redundancy) will yield a representation of the bound functions that is somewhat different from the one given by (40) and (41). In spite of the disheartening bound (28), computational complexity may not be a major obstacle for the applicability of the given method: first, the algorithm is mainly intended for relatively small inputs, because interesting probabilistic inference rules usually are of a relatively simple structure. Of the 32 different inference rules presented in [6] , for instance, all but two have Ã and AE
. Second, it must be born in mind that the algorithm is not to be used at run time in an application system, but only as a design tool for probabilistic inference systems.
Here it will not matter much when the algorithm takes a day or two to obtain a result, if this saves the developer an at least equal amount of tedious manual computations.
