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RESONANCES OF 4-TH ORDER DIFFERENTIAL OPERATORS
ANDREY BADANIN AND EVGENY L. KOROTYAEV
Abstract. We consider fourth order ordinary differential operator with compactly supported
coefficients on the line. We define resonances as zeros of the Fredholm determinant which
is analytic on a four sheeted Riemann surface. We determine asymptotics of the number of
resonances in complex discs at large radius. We consider resonances of an Euler-Bernoulli
operator on the real line with the positive coefficients which are constants outside some finite
interval. We show that the Euler-Bernoulli operator has no eigenvalues and resonances iff the
positive coefficients are constants on the whole axis.
1. Introduction and main results
1.1. Introduction. There are a lot of results about resonances for 1-dim second order op-
erators, see e.g., [F97], [H99], [K04], [S00], [Z87] and references therein. We can say that
problems of resonances for these operators are well understood. The resonance scattering for
third order operators on the line was considered in [K16]. There are a lot of papers [B85],
[I88], [Iw88], .... and even a book [BDT88] about scattering for one dimensional higher order
> 3 operators. Unfortunately, even the inverse scattering problems for higher order operators
on the line are not solved and there are few results about resonances [K16], [BK17].
We discuss resonances of fourth order differential operators H with compactly supported
coefficients on the line given by
H = H0 + V, V = 2∂p∂ + q, ∂ =
d
dx
. (1.1)
where the operator H0 = ∂
4 is unperturbed. Below we assume that our coefficients p, q ∈ H0,
where Hm, m = 0, 1, 2, ..., are the spaces of compactly supported functions
Hm = Hm(γ) =
{
f ∈ L1(R) : supp f ⊂ [0, γ], f (m) ∈ L1(0, γ)}
for some γ > 0. Our operator H is self-adjoint on the corresponding form domain (see
Sect. 2). The operator H has purely absolutely continuous spectrum [0,∞) plus a finite
number of simple eigenvalues on the real line, see Theorem 1.1.
We define the Fredholm determinant by (1.5), which is analytic on a four sheeted Riemann
surface of the function λ
1
4 . We define a resonance of the operator H as a zero of the Fredholm
determinant on the non-physical sheets of this surface.
Our main goal is to obtain estimates of D and determine asymptotics of the number of
resonances in the large disc. Moreover, we derive trace formulas in terms of resonances and
prove a Borg type results about resonances for Euler-Bernoulli operator.
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Figure 1. Resonances for the Schro¨dinger operator h. The resonances are marked by
circles. The forbidden domain for the resonances is shaded.
1.2. Schro¨dinger operator. In order to discuss resonances for fourth order operators we
consider a Schro¨dinger operator h on L2(R) given by
h = h0 − p, h0 = − d
2
dx2
,
where h0 is the unperturbed operator and the compactly supported potential p ∈ H0. We
recall the well known results for the operator h, see, e.g., [DT79], [Fa64]. The operator h
has purely absolutely continuous spectrum [0,∞) plus a finite number of simple eigenvalues
e1 < e2 < ... < eN < 0.
We define the resolvent r0(k) and the operator y0(k) for k ∈ C+ by
r0(k) = (h0 − k2)−1, y0(k) = |p| 12 r0(k)p 12 , where p 12 = |p| 12 sign p.
Each operator y0(k), k ∈ C+, is trace class and thus we can introduce the Fredholm determi-
nant by
d(k) = det(I + y0(k)), k ∈ C+. (1.2)
The function d(k) is analytic in C+ and has an analytic extension onto the whole complex
plane without zero. It has simple zeros (the eigenvalues) i|e1| 12 , ..., i|eN | 12 ∈ iR+ in C+ and
there are no other zeros in C+. Moreover, d(k) has an infinite number of zeros (resonances) in
C−. The operator h is self-adjoint and then the set of resonances is symmetric with respect
to the imaginary axis, see Fig.1.
The problems of resonances for 1-dimensional Schro¨dinger operators with compactly sup-
ported potentials are well understood. Recall the following results:
• Let γ = sup(supp(p)) and let n(r) be the number of zeros of d(k) in a disk |k| < r. Zworski
[Z87] determined the following asymptotics (see also [F97], [K05], [S00])
n(r) =
2γr
π
+ o(r) as r →∞.
For each δ > 0 the number of zeros of d(k) with modulus 6 r lying outside both of the two
sectors | arg k|, | arg k − π| < δ is o(r) for large r.
• There are only finitely many resonances in the domain {k ∈ C− : |k| > ‖p‖e‖p‖e−2γ Im k}.
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Figure 2. The plane of variable k. The function D(k) is real on the line ei
pi
4 R. The
resonances are marked by circles. The forbidden domain for the resonances is shaded.
• The resonances may have any multiplicity (see [K05]).
• Inverse resonance problem (uniqueness, characterization and recovering) was solved in
terms of resonances for the Schro¨dinger operator with a compactly supported potential on the
real line [K05].
• Stability estimates for resonances were determined in [K04x] and [MSW10].
• Lieb-Thirring type inequalities for resonances were obtained in [K16xx].
1.3. Determinant. In order to define the Fredholm determinant for the operator H we need
a factorization of the perturbation V in the form
V = V1V2, V1 = (∂|2p| 12 , |q| 12 ), V2 =
(
(2p)
1
2∂
q
1
2
)
. (1.3)
We introduce a new spectral variable k ∈ K1 by λ = k4, where the spectral parameter λ
belongs to the cut plane C \ [0,∞) (see Fig 2) and the sector K1 is given by
K1 =
{
k ∈ C : arg k ∈ (0, π
2
)
}
.
Introduce the free resolvent R0(k) and the operator Y0(k) by
R0(k) = (H0 − k4)−1, Y0(k) = V2R0(k)V1, k ∈ K1. (1.4)
In Proposition 1.1 we show that each operator Y0(k), k ∈ K1, is trace class. Thus we can
define the Fredholm determinant D(k), k ∈ K1, by
D(k) = det(I + Y0(k)). (1.5)
If k ∈ K1 \ {0} is a zero of the determinant D, then λ = k4 ∈ R \ {0} and λ is an eigenvalue
of the operator H . We present preliminary results about the determinant.
Proposition 1.1. Let p, q ∈ H0. Then
i) Each operator Y0(k), k ∈ K1, is trace class and the operator-valued function k3Y0(k) is
entire in the trace norm.
ii) The Fredholm determinant D(k) is analytic in K1 and has an analytic extension into the
whole plane without zero such that the function k4D(k) is entire. In particular, the operator
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H has a finite number of eigenvalues. Moreover, D(k) is real on the line ei
pi
4R and satisfies:
D(k) = D(ik) ∀ k 6= 0, (1.6)
D(k) = 1− 1 + i
2k
∫
R
p(x)dx+
O(1)
k2
as |k| → ∞, k ∈ K1, (1.7)
uniformly in arg k ∈ [0, π
2
].
Remark. The function D(k) is symmetric with respect to the line ei
pi
4R. Thus it is sufficiently
to analyze this function in the half-plane ei
pi
4C+.
The zeros of the function D in C\K1 are called resonances of H . Let N (r) be the number of
zeros of the function D in the disc |k| < r, counted with multiplicity. Introduce the domains
Kj = i
j−1
K1, j = 1, 2, 3, 4.
Now we formulate our first main result.
Theorem 1.2. Let p, q ∈ H0. Then the determinant D(k) and the counting function N (r)
satisfy
|D(k)| 6 Ce2γ((Re k)−+(Im k)−), ∀ k ∈ C, |k| > 1, (1.8)
N (r) 6 4γr
π
(
1 + o(1)
)
as r →∞, (1.9)
where (a)− =
|a|−a
2
. Moreover, if k∗ ∈ K2 is a resonance, then
|k∗| 6 Ce−2γ Re k∗ . (1.10)
Here C = C(p, q) > 0 is some constant depending on p, q only.
Remark. 1) The estimate (1.10) gives that the domain {k ∈ K2 : |k| > Ce−2γ Re k} is
forbidden for resonances in K2 and, due to the symmetry of the function D(k), the domain
{k ∈ K4 : |k| > Ce−2γ Im k} is forbidden for resonances in K4, see Fig. 2. The proof repeats
arguments from [K04].
2) Estimate (1.8) is crucial to prove trace formula (1.16) in terms of resonances.
3) Due to (1.6) the set of resonances is symmetric with respect to the line ei
pi
4 (with the
same multiplicity).
We describe the main difference between the case of the second and fourth order operators.
• Recall that for Schro¨dinger operators the Riemann surface in terms of the momentum k
is the complex plane. The upper half-plane corresponds to the physical sheet and the lower
half-plane corresponds to the non-physical sheet. In order to determine asymptotics of the
determinant d(k) of the Schro¨dinger operator in the complex plane it is sufficiently to obtain
the asymptotics of the determinant and the 2×2 scattering matrix in C+. The Birman-Krein
formula (see (2.10)) gives the asymptotics of the determinant in C−.
• In the case of fourth order operators the Riemann surface has 4 sheets and each quadrant
Kj ⊂ C, j = 1, 2, 3, 4 of the variable k = λ 14 corresponds to the sheet Λj of the Riemann
surface λ
1
4 . Using arguments similar to the second order case we obtain asymptotics of the
determinant in the domains K1,K2 only (and, by the symmetry, in K4). In fact, if we have
asymptotics of the determinant D(k) and asymptotics of the 2 × 2 scattering matrix S(k)
in K1, then using the identity (4.9) we obtain the asymptotics of the determinant D(k) in
K2. In order to obtain the asymptotics in the domain K3 we use additional arguments from
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[K16] (for third order operators), more complicated than for the sectors K1,K2. We need to
introduce an additional 4× 4 matrix-valued function Ω(k), which satisfies the identity (4.10).
Having asymptotics of the determinant D(k) and of this 4 × 4 matrix Ω(k) in K1 and using
the identity (4.10) we obtain the asymptotics of the determinant D(k) in K3. Note that in
order to determine asymptotics of determinants for N order operators we need to introduce
the corresponding N ×N matrix-valued functions.
1.4. Asymptotics of resonances. Introduce the Cartwright class of functions. Recall that
an entire function f(z) is said to be of exponential type if there is a constant A such that
|f(z)| 6 const eA|z| everywhere. The infimum of the set of A for which such inequality holds
is called the type of f . For each exponential type function f we define the types ρ±(f) in C±
by
ρ±(f) ≡ lim sup
y→∞
log |f(±iy)|
y
.
The function f is said to belong to the Cartwright class CCart if f is entire, of exponential
type, and satisfies the following conditions:∫
R
log(1 + |f(x)|)
1 + x2
dx <∞, ρ+(f) = 0, ρ−(f) = 2ρ > 0,
for some ρ > 0. We recall the Levinson Theorem (see [Ko88]):
Let an entire function f be in the Cartwright class CCart. Let N (r, f) be the number of zeros
of the function f in the disc |k| < r, counted with multiplicity. Then
N (r, f) = 2ρ
π
r + o(r) as r →∞. (1.11)
Roughly speaking the Fredholm determinants of second order operators on the real line with
compactly supported potential belong to the Cartwright class:
• Schro¨dinger operators with compactly supported potentials [Z87],
• Schro¨dinger operators with periodic plus compactly supported potentials [K11],
• Schro¨dinger operators with matrix-valued compactly supported potentials [N07],
• Dirac operators with 2× 2 matrix-valued compactly supported potentials [IK14].
In all these cases the Fredholm determinants are entire and belong to the Cartwright class,
and the corresponding Riemann surfaces are two sheeted. Thus the Levinson Theorem de-
scribes the distribution of resonances in the large disc.
We underline that the Fredholm determinants of the Stark operator with compactly sup-
ported potential does not belong to the Cartwright class, since the order of determinants is
3
2
, see [K16x]. In this paper we show that the determinant for a fourth order operators does
not belong to the Cartwright class also.
We determine asymptotics of resonances for fourth order operators under the stronger con-
ditions for the coefficient p and the standard one for q:
(p, q) ∈ H1 ×H0, p+p− 6= 0, where p− = p(+0), p+ = p(γ − 0). (1.12)
Introduce the model numbers k0n, n ∈ ±N (see Fig. 3) by
k0n =
1
γ
(
iπjn − 2 log 4πn
γ|p+p−| 14
)
, k0−n = ik
0
n, n ∈ N,
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Figure 3. Asymptotics of resonances for step coefficients
where
jn =
{
n, if p+p− > 0
n+ 1
2
, if p+p− < 0
.
Theorem 1.3. Let p, q satisfy the conditions (1.12). Then for any ε ∈ (0, π
2γ
) there exists
ρ > 0 such that in each disk {|k − k0n| < ε} ⊂ ei
pi
4C+ ∩ {|k| > ρ}, n ∈ ±N, there exists exactly
one resonance kn and there are no other resonances in the domain e
ipi
4C+ ∩ {|k| > ρ}. These
resonances satisfy
kn = k
0
n + o(1) as n→ ±∞. (1.13)
In particular, there are finitely many zeros of D(k) on R∪ iR. Moreover, let Nj(r), j = 2, 3, 4
be the number of zeros of the function D in a domain Kj ∩{|k| < r} counted with multiplicity.
Then
N2(r) = N4(r) = γr
π
(
1 + o(1)
)
,
N3(r) = 2γr
π
(
1 + o(1)
) (1.14)
as r →∞ and the determinant D does not belong to the Cartwright class.
Remark. From (1.14) we obtain N3(r) = 2N2(r)(1 + o(1)). It means that the number of
resonances in the large disc in the domain K3 is in two times more than in the domain K2,
see Fig. 4.
Our next results are devoted to trace formulas in terms of resonances. Recall that the
function D(k) may have a pole at the point k = 0. Then the function D(k) satisfies
D(k) =
α
km
(
1 + βk +O(k2)
)
as |k| → 0 (1.15)
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Figure 4. a) Resonances for the second order operator h; b) Resonances for the fourth
order operator h2.
for some α, β ∈ C, where m 6 4 is an order of the pole. Let ζn, n ∈ N, be the zeros of the
function D in C \ {0} labeled by 0 < |ζ1| 6 |ζ2| 6 ... counting with multiplicities.
Theorem 1.4. Let p, q ∈ H0 and let R(k) = (H − k4)−1. Then the following trace formula
Tr
(
R0(k)−R(k)
)
=
1
4k3
(
β − m
k
+ k lim
r→∞
∑
|ζn|<r
1
ζn(k − ζn)
)
(1.16)
holds true for all k ∈ C \ {0, ζn, n ∈ N}, where the series converges absolutely and uniformly
on any compact subset in C \ {0, ζn, n ∈ N}, and β,m are defined in (1.15).
Remark. 1) In the proof we use arguments from [K04], [K16].
2) A trace formula for the scattering phase function is proved in Theorem 5.2.
1.5. Euler-Bernoulli operators. We discuss resonances of the Euler-Bernoulli operator
Eu = 1
b
(au′′)′′,
acting on L2(R, b(x)dx). We assume that the coefficients a, b are positive, a = b = 1 outside
a unit interval and satisfy a − 1, b − 1 ∈ H4(1). The Euler-Bernoulli operator describes the
relationship between the thin beam’s deflection and the applied load, a is the rigidity and b
is the density of the beam, see, e.g., [TW59].
In Sect 5.3 we show that the operator E > 0 is unitarily equivalent to an operator H > 0
with specific coefficients p, q ∈ H0. Then we can define a determinant for the operator E as
the determinant for the operator H with these p, q. Applying the results for the operator H
to the operator E we obtain the following corollary of Theorem 1.2.
Corollary 1.5. Let a − 1 and b − 1 ∈ H4(1) and let a, b be positive. Then the determinant
D(k), the counting function N (r) and the resonances for the Euler-Bernoulli operator E satisfy
the estimates (1.8)–(1.10), where
γ =
∫ 1
0
( b(x)
a(x)
) 1
4
dx. (1.17)
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Now we formulate our result about the inverse resonance scattering for the Euler-Bernoulli
operator E .
Theorem 1.6. Let a − 1, b − 1 ∈ H4 and let a, b be positive. Then the operator E does not
have any eigenvalues and resonances iff a = b = 1 on the whole line.
1.6. Historical review. There are a lot of results about resonances. We recall that reso-
nances, from a physicists point of view, were first studied by Gamov [Ga28]. Since then,
properties of resonances have been the object of intense study and we refer to [SZ91] for the
mathematical approach in the multi-dimensional case and references given therein. We discuss
the one-dimensional case. A lot of papers are devoted to the resonances the one-dimensional
Schro¨dinger operators with compactly supported potentials, see Froese [F97], Korotyaev [K04],
Simon [S00], Zworski [Z87] and references given there. We recall that Zworski [Z87] obtained
the first results about the asymptotic distribution of resonances for the Schro¨dinger operator
with compactly supported potentials on the real line. Inverse problems (characterization, re-
covering, plus uniqueness) in terms of resonances were solved by Korotyaev for the Schro¨dinger
operator with a compactly supported potential on the real line [K05] and the half-line [K04],
see also Zworski [Z02] concerning the uniqueness.
There are few papers devoted to systems. Nedelec [N07] considered resonances for Schro¨-
dinger operators with compactly supported matrix-valued potentials on the real line. Iant-
chenko and Korotyaev [IK14] considered the Dirac operator on the real line with 2x2 matrix-
valued compactly supported potentials. They obtained asymptotics of counting function of
resonances, estimates on the resonances and the forbidden domain, a trace formula in terms
of resonances. Lieb-Thirring type inequality for resonances of Dirac operators with compactly
supported matrix-valued potentials on the real line is obtained in [K14]. Resonances for Stark
operators on the real line are considered in [K16x]. Here we underline that for all these cases
the corresponding Riemann surfaces are two-sheeted similar to the Schro¨dinger operator case.
A lot of papers are devoted to the inverse scattering theory for fourth order operators on the
line, see papers Aktosun and Papanicolaou [AP08], Butler [Bu68], Iwasaki [I88], [Iw88], Hoppe,
Laptev and O¨stensson [HLO06] and the book Beals, Deift, Tomei [BDT88] and references
therein.
Resonances for higher order operators with compactly supported coefficients were considered
by Korotyaev [K16] firstly for the case of third order operators. Here general properties of
resonances were described. In particular, upper bounds of the number of resonances in complex
discs at large radius and the trace formula in terms of resonances were obtained. Note that
this case is very complicated for the consideration since the Born term roughly speaking is
constant. Recall that for Schro¨dinger operators the corresponding Born term is the Fourier
transformation of the potential. It is important for the global analysis of resonances, including
inverse problems.
Resonances of fourth order operators with compactly supported coefficients on the half-
line were studied by Badanin and Korotyaev [BK17]. Asymptotics of resonances and trace
formulas in terms of resonances were determined. This case is simpler, than the case of the
line considered in the present paper, because the scattering matrix is a scalar function. An
extension of the determinant onto the third quadrant K3 may be obtained using a 2 × 2
matrix-valued function Ω. Here the technique from [K16] was used. But it is important
that the corresponding Born term is expressed in terms of the Fourier transformations of the
compactly supported coefficients.
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In the present paper the corresponding matrix Ω for an operator on the line is a 4×4 matrix-
valued function and there are some algebraic difficulties in order to obtain this extension.
Clearly, the problem for higher order operators will be much more complicated, especially for
odd order case.
The usual applications of fourth order differential operators are bending vibrations of thin
beams and plates described by the Euler-Bernoulli equation. Many problems of engineering
involve solutions of scattering problem for the Euler-Bernoulli equation, see [Gr75] and refer-
ences therein. Furthermore, the inverse spectral problem methods for some non-linear partial
differential equations lead to fourth order operators, see [HLO06].
The plan of the paper is as follows. In Section 2 we study properties of the resolvent of the
operator H0. In Sections 3 and 4 we consider the scattering matrix and the determinant. In
Sections 5 we prove Proposition 1.1 and Theorems 1.2, 1.4. Moreover, there we consider the
Euler-Bernoulli operator and prove Corollary 1.5 and Theorem 1.6. In Section 6 we obtain
asymptotics of the resonances and prove Theorem 1.3.
2. Properties of the free resolvent
2.1. The well-known facts. By B we denote the class of bounded operators. Let B1 and
B2 be the trace and the Hilbert-Schmidt class equipped with the norm ‖ · ‖B1 and ‖ · ‖B2
correspondingly. We recall some well known facts. Let A,B ∈ B and AB,BA,X ∈ B1. Then
TrAB = TrBA, (2.1)
det(I + AB) = det(I +BA), (2.2)
| det(I +X)| 6 e‖X‖B1 , (2.3)
see e.g., Sect. 3. in the book [S05]. Let the operator-valued function X : D → B1 be analytic
for some domain D ⊂ C and (I + X(z))−1 ∈ B for any z ∈ D. Then for the function
F (z) = det(I +X(z)) we have
F ′(z) = F (z) Tr(I +X(z))−1X ′(z), z ∈ D. (2.4)
Introduce the space Lp(R) equipped by the norm ‖f‖p = (
∫
R
|f(x)|pdx) 1p > 0 and we write
‖f‖ = ‖f‖2.
2.2. Schro¨dinger operator. We discuss a Schro¨dinger operator h on L2(R) given by
h = h0 − p, h0 = − d
2
dx2
,
where h0 is the unperturbed operator and the potential p ∈ H0.
• The operator r0(k) = (h0 − k2)−1, k ∈ C+, is an integral operator having the kernel
r0(x− x′, k), x, x′ ∈ R given by
r0(x, k) =
1
2π
∫
R
eitx
t2 − k2dt =
ieik|x|
2k
. (2.5)
Define an operator-valued function g(k) = ϑr0(k)ϕ, k ∈ C+, where ϑ2, ϕ2 ∈ H0. For each
k ∈ C+ the operator g(k) ∈ Bj , j = 1, 2 and the mappings
g : C+ → Bj , (2.6)
10 ANDREY BADANIN AND EVGENY KOROTYAEV
is analytic and it has an analytic extension into the whole complex plane without zero. Thus
the operator-valued function g : C \ {0} → Bj is analytic. Moreover, we have the following
estimate
‖g(k)‖B2 6
‖ϑ‖‖ϕ‖
2|k| , k ∈ C+ \ {0}. (2.7)
Define the Fourier transformation Φ : L2(R)→ L2(R) by
Φf(ξ) =
1√
2π
∫
R
f(x)e−iξxdx, ξ ∈ R. (2.8)
Then r0(k) = Φ
∗η−kηkΦ, where ηk(ξ) is the multiplication by (ξ − k)−1 and we have
‖g(k)‖B1 =
∥∥ϑ(h0 − k2)−1ϕ∥∥B1 6 ∥∥ϑΦ∗η−k∥∥B2∥∥ηkΦϕ∥∥B2
6
‖ϑ‖‖ϕ‖
2π
‖η−k‖‖ηk‖ = ‖ϑ‖‖ϕ‖
2 Im k
, Im k > 0,
(2.9)
since
∫
R
|ξ ± k|−2dξ = π
Im k
.
• The Schro¨dinger equation −y′′− py = k2y, k ∈ C \ {0}, has unique Jost solutions f±(x, k)
satisfying the conditions f+(x, k) = e
ikx, x > γ and f−(x, k) = e−ikx, x < 0. For each x ∈ R
the function f±(x, k) is entire. The following identity holds true:
f+(x, k) = b(k)f−(x, k) + a(k)f−(x,−k), k ∈ C \ {0},
where the functions a, b are defined by
a(k) =
{f−(x, k), f+(x, k)}
2ik
, b(k) =
{f+(x, k), f−(x,−k)}
2ik
,
and {f, g} = fg′ − f ′g denotes the Wronskian. The scattering matrix for the pair h, h0 has
the following form
s(k) =
(
a(k)−1 r−(k)
r+(k) a(k)
−1
)
, r±(k) = ±b(∓k)
a(k)
,
where a−1 is the transmission coefficient and r± are the reflection coefficients. It is well known
the following identity a(k) = d(k) for all k ∈ C, where d(k) is the determinant defined by
(1.2). Moreover, the scattering matrix satisfies
det s(k) =
d(−k)
d(k)
∀ k > 0. (2.10)
• The function d(k) satisfies
d(k) = 1 +O(k−1) as |k| → ∞, k ∈ C+,
uniformly on arg k ∈ [0, π]. Then we can define the function log d(k) by the condition
log d(it) = o(1) as t→∞, which satisfies
i log d(k) =
1
2k
( ∫
R
p(x)dx+ o(1)
)
as Im k → +∞.
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2.3. The free resolvent. We rewrite the free resolvent R0(k) = (H0 − k4)−1 in terms of the
resolvent r0(k) = (h0 − k2)−1 by
R0(k) =
r0(k)− r0(ik)
2k2
, ∂R0(k)∂ = −r0(k) + r0(ik)
2
, ∀ k ∈ K1. (2.11)
Then the kernel of the free resolvent R0(k) has the form R0(x− x′, k), x, x′ ∈ R, where
R0(x, k) =
ieik|x| − e−k|x|
4k3
, (2.12)
and satisfies
R0(x, k) =
i− 1
4k3
− (1 + i)x
2
4k
+O(1) as |k| → 0, (2.13)
locally uniformly in x ∈ R. Each function R0(x, k)− i−14k3 + (1+i)x
2
4k
, x ∈ R, is entire in k.
Define the operator-valued function G(k) = ϑ∂R0(k)ϕ, k ∈ K1, where ϑ2, ϕ2 ∈ H0. The
identity (2.11) yields that for each k ∈ K1 the operator G(k) ∈ Bj , j = 1, 2 and the mappings
G(k) : K1 → Bj (2.14)
are analytic and they have analytic extensions into whole complex plane without zero. More-
over, from (2.12) we have the following estimate
‖G(k)‖B2 6
‖ϑ‖‖ϕ‖
|k|2 , k ∈ K1 \ {0}.
Moreover, we obtain ∂R0(k) = Φ
∗ρikρksΦ, where ρk(ξ) is the multiplication by (ξ2−k2)−1|ξ| 12 ,
s is the multiplication by sign ξ and we have
‖G(k)‖B1 6
∥∥ϑΦ∗ρik∥∥B2∥∥ρkΦϕ∥∥B2 6 ‖ϑ‖‖ϕ‖2π ‖ρik‖‖ρk‖ = ‖ϑ‖‖ϕ‖4Re k Im k , (2.15)
k ∈ K1, since
∫
R
|ξ||ξ2 ± k2|−2dξ = π
4Re k Im k
.
2.4. Resolvent estimates. The operator H0 is self-adjoint on the form domain given by
D(H0) = {y, y′′ ∈ L2(R)}. The quadratic form (V y, y) is defined by (V y, y) = −(py′, y′) +
(qy, y), y ∈ D(H0), where (u, v) is the scalar product in L2(R). Then the standard arguments
(see e.g., [K03]) give
|(V y, y)| 6 1
2
‖y′′‖2 + C‖y‖2 ∀ y ∈ D(H0) (2.16)
for some constant C > 0. Then the KLMN Theorem (see [RS75, Th X.17]) yields that there
exists a unique self-adjoint operator H = H0 + V with the form domain D(H) = D(H0) and
(Hy, y1) = (H0y, y1) + (V y, y1) ∀ y, y1 ∈ D(H0). (2.17)
In order to study the determinant we need to consider Y0. The definitions (1.3), (1.4) imply
Y0 =
(
(2p)
1
2∂R0∂|2p| 12 (2p) 12∂R0|q| 12
q
1
2R0∂|2p| 12 q 12R0|q| 12
)
. (2.18)
We introduce the operator-valued function Y by
Y (k) = V2R(k)V1, k ∈ K1. (2.19)
This function satisfies the standard identity
(I − Y (k))(I + Y0(k)) = I ∀ k ∈ K1 \ σd, (2.20)
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where σd is the set of the zeros of the function D in K1.
Lemma 2.1. Let p, q ∈ H0. Then
i) The operator Y0(k) ∈ Bj, j = 1, 2 for each k ∈ K1, the operator-valued function Y0 : K1 →
Bj is analytic and has an analytic extension into the whole complex plane without zero. The
operator-valued function k3Y0(k) is entire. Moreover, Y0 satisfies
‖Y0(k)‖B2 6
C
|k| , (2.21)
‖Y0(k)‖B1 6 (‖2p‖+ ‖q‖)
( 1
Re k
+
1
Im k
)(
1 +
1
|k|
)2
, (2.22)
k ∈ K1, for some constant C = C(p, q) > 0.
ii) The operator Y (k) ∈ B1 for each k ∈ K1 \ σd and the operator-valued function Y :
K1 \ σd → B1 is analytic and has a meromorphic extension from K1 \ σd into the whole
complex plane. Moreover, Y satisfies
‖Y (k)‖B2 =
O(1)
|k| , (2.23)
‖Y (k)− Y0(k)‖B2 =
O(1)
|k|2 , (2.24)
as k ∈ K1, |k| → ∞ and uniformly in arg k ∈ [0, π].
Proof. i) Substituting the identity (2.12) into the definition (1.4) we obtain (2.21). Substi-
tuting the identities (2.11) into (2.18) and using the facts about the mappings g,G in (2.6),
(2.14) we deduce that the operator-valued function Y0 : K1 → B1 is analytic and has an
analytic extension into the whole complex plane without zero. The asymptotics (2.13) shows
that the operator-valued function k3Y0(k) is entire.
Using the estimates (2.9) we obtain for Im k > 0:
‖p 12 r0(k)|p| 12‖B1 6
‖p‖1
2 Im k
, ‖q 12 r0(k)|q| 12‖B1 6
‖q‖1
2 Im k
,
‖p 12 r0(k)|q| 12‖B1 6
(‖p‖1‖q‖1) 12
2 Im k
,
and the similar estimates with r0(ik) . These estimates and the relations (2.15), (2.18) give
‖Y0(k)‖B1 6
1
4
(‖2p‖
1
2
1 + ‖q‖
1
2
1 )
2
( 1
Re k
+
1
Im k
)(
1 +
1
|k|
)2
,
which yields (2.22).
ii) For k ∈ K1 \ σd identity (2.20) gives
Y (k) = I − (I + Y0(k))−1 = Y0(k)(I + Y0(k))−1 ∈ Bj , j = 1, 2, (2.25)
and, since Y0(k) is analytic in K1, Y (k) is analytic in K1 \ σd. Due to the analytic Fredholm
theorem, see [RS72, Th VI.14], the function Y (k) has a meromorphic extension into the whole
complex plane. The estimate (2.21) implies the asymptotics (2.23). Moreover,
Y (k)− Y0(k) = Y0(k)
(
(I + Y0(k))
−1 − I),
which yields (2.24).
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3. The scattering matrix.
3.1. The spectral representation for H0. Define a unitary operator
F : L2(R)→ L2(R+, dk)⊕ L2(R+, dk)
by
Ff(k) =
(
f̂(k)
f̂(−k)
)
, k ∈ R+, f̂(k) = Φf(k) = 1√
2π
∫
R
f(x)e−ikxdx. (3.1)
The identity (ΦH0Φ
∗f̂)(k) = k4f̂(k), k ∈ R, implies that FH0F∗ is the operator of multipli-
cation by k4 in L2(R+, dk)⊕ L2(R+, dk).
Introduce the operators ψ1(k) : L
2(R) ⊕ L2(R) → C2 and ψ2(k) : C2 → L2(R) ⊕ L2(R) for
each k > 0 by
ψ1(k)f =
(
ψ11(k)
ψ21(k)
)
f = FV1f(k) =
(
ΦV1f(k)
ΦV1f(−k)
)
=
∫
R
ψ1(x, k)f(x)dx,
(ψ2(k)c)(x) =
(
ψ12(k), ψ22(k)
)
c =
1√
2π
V2(e
ikx, e−ikx)c = ψ2(x, k)c,
(3.2)
where f ∈ L2(R) ⊕ L2(R) and c ∈ C2. Here ψj1(k) : L2(R) ⊕ L2(R) → C and ψj2(k) : C →
L2(R)⊕ L2(R), j = 1, 2, and the kernels ψj(·, ·), j = 1, 2 have the forms:
ψ1(x, k) =
1√
2π
(
ik|2p(x)| 12 e−ikx |q(x)| 12 e−ikx
−ik|2p(x)| 12 eikx |q(x)| 12 eikx
)
,
ψ2(x, k) =
1√
2π
(
ik(2p(x))
1
2 eikx −ik(2p(x)) 12 e−ikx
q
1
2 (x)eikx q
1
2 (x)e−ikx
)
.
(3.3)
It is clear that the operator-valued functions ψj(k), k ∈ R+, j = 1, 2 have analytic extensions
from R+ into the whole complex plane. Then we can introduce the operators Ψ1(k) and Ψ2(k)
by
Ψ1(k) =
(
ψ1(ik)
ψ1(k)
)
, Ψ2(k) =
(
iψ2(ik), ψ2(k)
)
, k ∈ C. (3.4)
Lemma 3.1. Let p, q ∈ H0. Then the operator-valued functions ψj(k), j = 1, 2, are entire
and satisfy
‖ψjj(k)‖ 6 C(k)eγ(Im k)+ , ‖ψjℓ(k)‖ 6 C(k)eγ(Im k)− (3.5)
for all k ∈ C, j, ℓ = 1, 2, j 6= ℓ, where
(a±) = max{±a, 0}, a ∈ R, C(k) = 1√
2π
(
2|k|2‖p‖1 + ‖q‖1
) 1
2 .
Proof. The operator ψ1(k), k ∈ R+ has the kernel ψ1(x, k) given by (3.3). Let g =
ψ1(k)f, f = (f1, f2) ∈ L2(R)⊕ L2(R). We have
g =
(
g+
g−
)
=
∫ γ
0
ψ1(x, k)f(x)dx =
1√
2π
∫ γ
0
(
e−ikx
(
ik|2p(x)| 12 f1(x) + |q(x)| 12 f2(x)
)
eikx
(− ik|2p(x)| 12f1(x) + |q(x)| 12f2(x))
)
dx,
and
|g±|2 6 e2γ(Im k)± 1
2π
‖f‖2
∫ γ
0
(|k|2|2p(x)|+ |q(x)|)dx.
This yields the estimates (3.5) for ψ1(k). The proof for ψ2(k) is similar.
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Introduce finite rank operators P1(k), P2(k), k ∈ C \ {0}, acting on L2(R)⊕ L2(R), by
P1(k) = ckψ2(k)ψ1(k), ck =
π
i2k3
,
P2(k) = P1(ik) + P1(k) = ckΨ2(k)Ψ1(k).
(3.6)
The operators P1(k), P2(k) are analytic in the domain C \ {0}. Below we need the following
simple identities.
Lemma 3.2. Let p, q ∈ H0. Then for any k ∈ C \ {0} the operators P1(k), P2(k) satisfy
P1(k) = Y0(ik)− Y0(k), (3.7)
P2(k) = Y0(−k)− Y0(k). (3.8)
Proof. The identities (2.5), (2.11) yield
R0(y, k)− R0(y, ik) = r0(y, k)− r0(y,−k)
2k2
=
i cos ky
2k3
, ∀ (k, y) ∈ C× R, k 6= 0. (3.9)
For all f ∈ L2(R)⊕ L2(R) the definitions (3.2) imply
ψ2(k)ψ1(k)f =
1
2π
V2(e
ikx, e−ikx)
∫
R
(
e−ikx
′
eikx
′
)
V1f(x
′)dx′ =
1
π
V2
∫
R
cos k(x− x′)V1f(x′)dx′.
This identity together with the identity (3.9) and the definition (1.4) gives
Y0(ik)− Y0(k) = V2(R0(ik)−R0(k))V1 = ckψ2(k)ψ1(k),
which yields the identity (3.7).
The identities
Y0(−k)− Y0(k) = Y0(−k)− Y0(ik) + Y0(ik)− Y0(k) = P1(ik) + P1(k)
give (3.8).
3.2. The scattering matrix. We define the S-matrix for the operators H0, H . It is well
known that the wave operators W± =W±(H,H0) for the pair H0, H , given by
W± = s− lim eitHe−itH0 as t→ ±∞,
exist and are complete, i.e., RanW± = Hac(H). The scattering operator S = W ∗+W− is
unitary. The operators H0 and S commute and thus are simultaneously diagonalizable:
L2(R) =
∫ ⊕
R+
Hλdλ, H0 =
∫ ⊕
R+
λIλdλ, S =
∫ ⊕
R+
S(λ
1
4 )dλ; (3.10)
here Iλ is the identity in the fiber space Hλ = C
2 and S(k), k = λ
1
4 > 0 is the scattering
matrix (which is a 2× 2 matrix-valued function of k > 0 in our case) for the pair H0, H .
The operator S = W ∗+W− commutes with the operator H0 and the operator FH0F∗ is the
operator of multiplication by k4 in L2(R+, dk)⊕L2(R+, dk). Then the operator FSF∗ acts in
the space L2(R+, dk)⊕ L2(R+, dk) as multiplication by a 2× 2 matrix-valued function S(k).
The scattering matrix S(k) is a continuous 2× 2 matrix-valued function in R+ \ σd, where
σd is the set of the zeros of the function D in K1, and satisfies
S(k) =
(
s11(k) s12(k)
s21(k) s22(k)
)
= 1 2 + ckA(k), ∀ k = λ 14 > 0, ck = π
i2k3
(3.11)
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(see, e.g., [RS79]), where 1N is the N×N identity matrix and A(k) is the scattering amplitude
given by
A(k) = A0(k)−A1(k), (3.12)
where the Born term A0(k) and the term A1(k) have the form
A0(k) = ψ1(k)ψ2(k), A1(k) = ψ1(k)Y (k)ψ2(k). (3.13)
The operator-valued functions ψ1(k), ψ2(k) are analytic in C, then the matrix-valued function
A0(k) has an analytic extension from R+ into the whole complex plane.
3.3. The scattering amplitude. Now we consider the scattering amplitude A.
Lemma 3.3. i) Let p, q ∈ H0. Then the scattering amplitude A(k), k ∈ R+ has a meromorphic
extension from R+ into the whole complex plane. Moreover, the matrix-valued function A0(k)
is entire and satisfies
A0(k) = 1
2π
(
α1(k) α2(k)
α2(−k) α1(k)
)
, (3.14)
for all k ∈ K1, where
α1(k) = q0 − 2k2p0, α2(k) =
√
2π
(
2k2p̂(2k) + q̂(2k)
)
, (3.15)
p0 =
∫
R
p(x)dx, q0 =
∫
R
q(x)dx, f̂(k) =
1√
2π
∫
R
f(x)e−ikxdx,
the matrix-valued functions A0(k),A1(k) satisfy
A0(k) =
(
O(k2) e2γ Im ko(k2)
o(k2) O(k2)
)
, A0(ik) =
(
O(k2) e2γ Re ko(k2)
o(k2) O(k2)
)
, (3.16)
A1(k) =
(
eγ Im kO(k) e2γ Im kO(k)
O(k) eγ Im kO(k)
)
, (3.17)
as |k| → ∞, k ∈ K1 uniformly in arg k ∈ [0, π2 ].
ii) Let (p, q) ∈ H1 ×H0. Then the functions A0(k),A1(k) satisfy
A0(k) = k
2π
( −2k(p0 +O(k−2)) ie−i2kγ(p+ + o(1) + e−2γ Im kO(1))
ip− + o(1) + e−2γ Im kO(1) −2k(p0 +O(k−2))
)
, (3.18)
A0(ik) = − k
2π
(
2k(p0 +O(k
−2)) e2kγ(p+ + o(1) + e−2γ Re kO(1))
p− + o(1) + e−2γ Re kO(1) 2k(p0 +O(k−2))
)
, (3.19)
A1(k) =
(
eγ Im kO(1) e2γ Im kO(1)
O(1) eγ Im kO(1)
)
, (3.20)
as |k| → ∞, k ∈ K1, uniformly in arg k ∈ [0, π2 ], where p+ = p(γ − 0), p− = p(+0).
Proof. i) The operator-valued functions ψ1, ψ2 are entire, then the function A0(k) has an
analytic extension from R+ into the whole complex plane. Due to Lemma 2.1 ii), the func-
tion A1(k) has a meromorphic extension from R+ onto the whole complex plane. Then the
scattering amplitude A(k) has a meromorphic extension from R+ into the whole complex
plane.
The definitions (3.2) and (3.13) give
A0(k) =
∫
R
ψ1(x, k)ψ2(x, k)dx, (3.21)
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A1(k) =
(
ψ11(k)
ψ21(k)
)
Y (k)
(
ψ12(k), ψ22(k)
)
. (3.22)
Substituting the identities (3.3) into (3.21) we obtain the identity (3.14), which yields the
asymptotics (3.16). The estimates (2.23) and (3.5) and the identity (3.22) give the asymptotics
(3.17).
ii) Let |k| → ∞, k ∈ K1. The integration by parts gives
α2(k) =
∫ γ
0
(2k2p(x) + q(x))e−2ikxdx = ik(p+ + o(1))e
−i2kγ +O(k),
α2(−k) =
∫ γ
0
(2k2p(x) + q(x))e2ikxdx = ik(p− + o(1)) + ei2kγO(k),
Substituting these asymptotics and the definition (3.15) into the identity (3.14) we obtain
(3.18). Similarly,
α2(ik) =
∫ γ
0
(−2k2p(x) + q(x))e2kxdx = −k(p+ + o(1))e2kγ +O(k),
α2(−ik) =
∫ γ
0
(−2k2p(x) + q(x))e−2kxdx = −k(p− + o(1)) + e−2kγO(k),
which yields (3.19).
The definition (3.13) and the estimates (2.24) and (3.5) give
A1(k) = ψ1(k)Y0(k)ψ2(k) +
(
eγ Im kO(1) e2γ Im kO(1)
O(1) eγ Im kO(1)
)
. (3.23)
The identities (2.18) and (3.3) imply
ψ11(k)Y0(k)ψ12(k) =
1
2π
∫∫
[0,γ]2
e−ik(x−x
′)
(
− 4k2p(x)p(x′)∂
2R0(x, x
′, k)
∂x2
+2ik
(
p(x)q(x′) + p(x′)q(x)
)∂R0(x, x′, k)
∂x
+ q(x)q(x′)R0(x, x′, k)
)
dxdx′.
Substituting the kernel (2.12) into the last identity and integrating by parts in the first term
we obtain
ψ11(k)Y0(k)ψ12(k) = e
γ Im kO(1).
Similarly,
ψ11(k)Y0(k)ψ22(k) = e
2γ Im kO(1), ψ21(k)Y0(k)ψ12(k) = O(1),
ψ21(k)Y0(k)ψ22(k) = e
γ Im kO(1),
which yields
ψ1(k)Y0(k)ψ2(k) =
(
eγ Im kO(1) e2γ Im kO(1)
O(1) eγ Im kO(1)
)
.
Substituting this asymptotics into (3.23) we obtain the asymptotics (3.20).
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4. The determinant
4.1. Asymptotics of the determinant. Lemma 2.1 i) shows that Y0(k) ∈ B1, then the
determinant D(k) = det(I + Y0(k)), k ∈ K1 is well defined.
Lemma 4.1. Let p, q ∈ H0. Then
i) The determinant D(k) = det(I + Y0(k)) is analytic in K1 and has an analytic extension
from K1 into the whole complex plane without zero, such that the function k
4D(k) is entire.
ii) The function D(k) is real on the line ei
pi
4R.
Proof. i) Due to Lemma 2.1 i) the operator-valued function Y0(k), and then the determinant
D(k), is analytic in k ∈ K1 and has an analytic extension from k ∈ K1 into the whole complex
plane without zero. It is proved in [BK16] that the function k4D(k) is entire, the proof is
rather technical.
ii) The identity (2.12) shows that R0(k) is real on the line e
ipi
4R, then Y0(k) is real also.
Therefore, D(k) is real on this line.
The identities (2.5), (2.11), (2.18) imply
Tr Y0(k) =
∫
R
(
− (r0(x, x, k) + r0(x, x, ik))p(x) + (r0(x, x, k)− r0(x, x, ik))q(x)
2k2
)
dx
= −(1 + i)p0
2k
− (1− i)q0
4k3
,
(4.1)
where p0 =
∫
R
p(x)dx, q0 =
∫
R
q(x)dx. The estimates (2.22) give ‖Y0(k)‖B1 = O(k−1) as
k → eipi4∞. We can define the branch logD(k), for k ∈ K1 and |k| large enough, by
logD(k) = o(1) as k → eipi4∞.
We need the following standard results.
Lemma 4.2. Let p, q ∈ H0. Then the function logD(k) satisfies
| logD(k) +
N∑
n=1
1
n
Tr(−Y0(k))n| 6 C1|k|N+1 , ∀ N > 1, (4.2)
logD(k) = −
∞∑
n=1
1
n
Tr(−Y0(k))n, (4.3)
for any k ∈ K1, |k| large enough, and for some C1 > 0, where the series converges absolutely
and uniformly in k. Furthermore, the function logD satisfies the asymptotics
logD(k) = −(1 + i)p0
2k
+
O(1)
k2
as |k| → ∞, k ∈ K1 (4.4)
uniformly in arg k ∈ [0, π
2
].
Proof. Let k ∈ K1. The estimate (2.21) gives∣∣Tr(Y0(k))n∣∣ 6 ‖Y0(k)‖nB2 6 ( C|k|)n, n > 2. (4.5)
Then the series (4.3) converges absolutely and uniformly and it is well-known that the sum is
equal to logD(k) (see [RS78, Lm XIII.17.6]). Using the estimates (4.5) we obtain (4.2). The
estimate (4.2) together with the identity (4.1) gives the asymptotics (4.4).
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4.2. Identities for the determinant and S-matrix. Asymptotics of the determinant in
C− in the case of the Schro¨dinger operator is obtained from the asymptotics in C+ and the
identity (2.10). In order to determine asymptotics of the determinant in K2,K3,K4 for the
case of fourth order operators we need some additional identities. The situation for third
order operators is described in [K16].
Recall that the S-matrix S(k) is a meromorphic matrix-valued function and satisfies the
identity S(k) = 1 2 + ck
(A0(k)− A1(k)), see (3.11), (3.12), where A0(k) = ψ1(k)ψ2(k) is the
Born approximation for the scattering amplitude A = A0 −A1, A1(k) = ψ1(k)Y (k)ψ2(k).
Introduce the 4× 4 matrix-valued function Ω(k), k ∈ K1 \ σd by
Ω(k) = 1 4 + ck
(
Ω0(k)− Ω1(k)
)
, ck =
π
i2k3
, (4.6)
where the “Born” term Ω0(k) has the form
Ω0(k) = Ψ1(k)Ψ2(k), (4.7)
Ψ1,Ψ2 are given by (3.4), and
Ω1(k) = Ψ1(k)Y (k)Ψ2(k), (4.8)
The function Ω0(k) has an analytic extension and the functions Ω1(k),Ω(k) have meromorphic
extensions from K1 \ σd onto the whole complex plane.
Lemma 4.3. Let p, q ∈ H0, and let k ∈ C \ {0}. Then the determinant D satisfies
D(ik) = D(k) detS(k), (4.9)
D(−k) = D(k) det Ω(k). (4.10)
The function detS(k) is continuous in R+.
Proof. The identities (3.6), (3.7) and (2.20) give
D(ik) = det
(
1 + Y0(ik)
)
= det
(
1 + Y0(k) + P1(k)
)
= D(k) det
(
1 +
(
1− Y (k))P1(k))
= D(k) det
(
1 + ck
(
1− Y (k))ψ2(k)ψ1(k)).
The definitions (3.11), (3.12) give
S(k) = 1 + ckψ1(k)
(
1− Y (k))ψ2(k).
The identity (2.2) implies (4.9).
Similarly, the identities (3.6), (3.8) and (2.20) give
D(−k) = det (1 + Y0(−k)) = det (1 + Y0(k) + P2(k)) = D(k) det(1 + (1− Y (k))P2(k))
= D(k) det
(
1 + ck
(
1− Y (k))Ψ2(k)Ψ1(k)).
Then the identity (2.2) and the definition (4.6) imply (4.10).
Due to Lemma 3.3, the function detS(k) is continuous in k ∈ R+ \ σd and it has a mero-
morphic extension from R+ onto C. Moreover, if k ∈ σd∩R+, then k is a zero of the functions
D(ik) and D(k) of the same multiplicity. Due to the identity (4.9), detS(k) is continuous at
the point k ∈ σd. Therefore, detS(k) is continuous in R+.
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4.3. Asymptotics of Ω. We consider the matrix-valued function Ω = 1 4 + ck
(
Ω0 − Ω1
)
.
Substituting the definitions (3.4) into (4.7), (4.8) we obtain
Ω0(k) = Ψ1(k)Ψ2(k) =
(
ψ1(ik)
ψ1(k)
)(
iψ2(ik), ψ2(k)
)
,
Ω1(k) = Ψ1(k)Y (k)Ψ2(k) =
(
ψ1(ik)
ψ1(k)
)
Y (k)
(
iψ2(ik), ψ2(k)
)
.
(4.11)
Introduce entire 2× 2 matrix-valued functions
B1(k) = ψ1(ik)ψ2(k), B2(k) = iψ1(k)ψ2(ik), (4.12)
The identities (4.11) and the definitions (3.13) (4.12) give
Ω0(k) =
(
iA0(ik) B1(k)
B2(k) A0(k)
)
, (4.13)
Ω1(k) =
(
iψ1(ik)Y (k)ψ2(ik) ψ1(ik)Y (k)ψ2(k)
iψ1(k)Y (k)ψ2(ik) A1(k)
)
. (4.14)
Introduce the domain
K
+
1 =
{
k ∈ K1 : arg k ∈
(
0,
π
4
)}
.
Lemma 4.4. Let p, q ∈ H0. Then the functions B1(k),B2(k), given by (4.12), satisfy
B1(k) =
1
2π
(
β1(k) β2(k)
β2(−k) β1(−k)
)
,
B2(k) =
1
2π
(
iβ1(−k) iβ2(k)
iβ2(−k) iβ1(k)
)
,
(4.15)
where
β1(k) =
∫
R
(
q(x)− i2k2p(x))e(1+i)kxdx, β2(k) = ∫
R
(
q(x) + i2k2p(x)
)
e(1−i)kxdx. (4.16)
Moreover, the function det Ω(k) satisfies
det Ω(k) = e2γ(Re k+Im k)O(k−1), (4.17)
as |k| → ∞, k ∈ K+1 , uniformly in arg k ∈ [0, π4 ].
Proof. Substituting the definitions (3.2), (3.3) into (4.12) we obtain the identities (4.15).
Let k ∈ K+1 , |k| → ∞. The definitions (4.16) give
β1(k) = e
(Re k−Im k)γO(k2), β1(−k) = O(k2),
β2(k) = e
(Re k+Im k)γO(k2), β2(−k) = O(k2).
Substituting these asymptotics into the identities (4.15) we obtain
B1(k) =
(
e(Re k−Im k)γO(k2) e(Re k+Im k)γO(k2)
O(k2) O(k2)
)
,
B2(k) =
(
O(k2) e(Re k+Im k)γO(k2)
O(k2) e(Re k−Im k)γO(k2)
)
.
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Substituting these asymptotics and (3.16) into the identity (4.7) we obtain
Ω0(k) =

O(k2) e2γ Re ko(k2) e(Re k−Im k)γO(k2) e(Re k+Im k)γO(k2)
o(k2) O(k2) O(k2) O(k2)
O(k2) e(Re k+Im k)γO(k2) O(k2) e2γ Im ko(k2)
O(k2) e(Re k−Im k)γO(k2) o(k2) O(k2)
 . (4.18)
Let |k| → ∞, k ∈ K1. The estimates (3.5) and (2.23) give
ψ1(ik)Y (k)ψ2(ik) =
(
eγ Re kO(k) e2γ Re kO(k)
O(k) eγ Re kO(k)
)
,
ψ1(ik)Y (k)ψ2(k) =
(
eγ Re kO(k) eγ(Re k+Im k)O(k)
O(k) eγ Im kO(k)
)
,
ψ1(k)Y (k)ψ2(ik) =
(
eγ Im kO(k) eγ(Re k+Im k)O(k)
O(k) eγ Re kO(k)
)
.
Substituting these asymptotics and (3.17) into the identity (4.14) we obtain
Ω1(k) =

eγ Re kO(k) e2γ Re kO(k) eγ Re kO(k) eγ(Re k+Im k)O(k)
O(k) eγ Re kO(k) O(k) eγ Im kO(k)
eγ Im kO(k) eγ(Re k+Im k)O(k) eγ Im kO(k) e2γ Im kO(k)
O(k) eγ Re kO(k) O(k) eγ Im kO(k)
 . (4.19)
Substituting the asymptotics (4.18), (4.19) into the definition (3.2) we obtain the asymp-
totics
Ω(k) =

eγ Re kO(k−1) e2γ Re kO(k−1) eγ Re kO(k−1) eγ(Re k+Im k)O(k−1)
O(k−1) eγ Re kO(k−1) O(k−1) eγ Im kO(k−1)
eγ Im kO(k−1) eγ(Re k+Im k)O(k−1) 1 + eγ Im kO(k−1) e2γ Im kO(k−1)
O(k−1) eγ Re kO(k−1) O(k−1) 1 + eγ Im kO(k−1)
 ,
as |k| → ∞, k ∈ K+1 , which yields (4.17).
5. Proof of the main Theorems
5.1. Asymptotics of the determinant. We prove our preliminary Proposition 1.1.
Proof of Proposition 1.1. i) The statement is proved in Lemma 2.1 i).
ii) Due to Lemma 4.1, the function D(k) has an analytic extension from K1 onto C \ {0},
it is real on the line ei
pi
4R and the function k4D(k) is entire. The asymptotics (4.4) yields
the asymptotics (1.7). This asymptotics shows that the function D(k) has a finite number of
zeros in K1. Then the operator H has a finite number of eigenvalues.
We determine asymptotics of the determinant in the complex plane. Due to the symmetry
of D(k) we need to get this asymptotics in the domains K1,K2,K3. The asymptotics in the
domain K1 is known due to (4.4). We analyze the function D(k) in the domains K2,K3 by the
following way. We obtain the asymptotics of S(k) and Ω(k) in K1. Then we use the identities
(4.9), (4.10) in order to determine the asymptotics of D(ik), D(−k) in K1, which gives the
asymptotics of D(k) in K2,K3.
RESONANCES OF 4-TH ORDER DIFFERENTIAL OPERATORS 21
Lemma 5.1. Let p, q ∈ H0. Then
det S(k) = 1 +O(k−1) + e2γ Im kO(k−2), (5.1)
D(ik) = 1 +O(k−1) + e2γ Im kO(k−2), (5.2)
as k ∈ K1, |k| → ∞, uniformly in arg k ∈ [0, π2 ],
D(−k) = 1 + e2γ(Re k+Im k)O(k−1) (5.3)
as k ∈ K+1 , |k| → ∞, uniformly in arg k ∈ [0, π4 ].
Proof. Let |k| → ∞, k ∈ K1. Substituting the asymptotics (3.16) and (3.17) into the identity
(3.11) we obtain the asymptotics
S(k) =
(
1 +O(k−1) + eγ Im kO(k−2) e2γ Im ko(k−1)
o(k−1) 1 +O(k−1) + eγ Im kO(k−2)
)
,
which yields the asymptotics (5.1). Substituting the asymptotics (1.7) and (5.1) into (4.9) we
obtain the asymptotics (5.2).
Substituting the asymptotics (1.7), (4.17) into the identity (4.10) we obtain (5.3).
We prove Theorem 1.2.
Proof of Theorem 1.2. The asymptotics (1.7) gives the estimate (1.8) inK1, the asymptotics
(5.2) gives (1.8) in K2, the asymptotics (5.3) gives (1.8) in K3. The estimate (1.8) in K2 and
the symmetry D(k) = D(ik¯) imply the estimate (1.8) in K4 .
The asymptotics (5.2) yields |k(D(k)− 1)| 6 Ce−2γ Re k for all k ∈ K2 for some C > 0. Let
k∗ ∈ K2 be a resonance. Then the identity D(k∗) = 0 gives the estimate (1.10).
We prove the estimate (1.9). Recall that the function D(k) is analytic in C \ {0} and may
have a pole of order 6 4 at the point k = 0. Let the function F (k) = kmD(k), m 6 4, be
entire and satisfy F (0) 6= 0. Let NF (r) be the number of zeros of the function F in the disc
|k| < r counted with multiplicity. If D(0) 6= 0, then N = NF , if k = 0 is a zero of D of
multiplicity ℓ, then N = NF + ℓ. We have to prove that NF satisfies the estimate (1.9). The
estimate (1.8) gives
log |F (k)| 6 2γ((Re k)− + (Im k)−)+ C log |k| (5.4)
for all k ∈ C, |k| large enough and for some C > 0. Substituting the estimate (5.4) into
Jensen’s formula ∫ r
0
NF (t)
t
dt =
1
2π
∫ 2π
0
log |F (reiθ)|dθ − log |F (0)|, (5.5)
we obtain∫ r
0
NF (t)
t
dt 6 −γr
π
(∫ π
pi
2
cos θdθ+
∫ 3pi
2
π
(cos θ+sin θ)dθ+
∫ 2π
3pi
2
sin θdθ
)
+C log r =
4γr
π
+C log r
for all r > 0 large enough. Then there exists
lim
r→+∞
1
r
∫ r
0
NF (t)
t
dt 6
4γ
π
.
The estimate (1.9) follows from the following well known result, see, e.g., [Le96, Lm II.4.3]:
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Let NF (t) be non-decreasing function on R+, NF (t) = 0 as 0 6 t < ε for some ε > 0, and
let the function
I(r) =
1
r
∫ r
0
NF (t)
t
dt, r ∈ R+,
has the limit as r →∞. Then NF (r) = r(I(r) + o(1)) as r →∞.
5.2. Trace formulas. Let ζn, n ∈ N, be the zeros of the function D in C \ {0} labeled by
0 < |ζ1| 6 |ζ2| 6 ... counting with multiplicities. The estimate (1.8) provides the standard
Hadamard factorization
D(k) =
α
km
eβk lim
r→∞
∏
|ζn|<r
(
1− k
ζn
)
e
k
ζn , m 6 4, (5.6)
absolutely and uniformly on any compact subset in C \ {0}, where α, β are defined in (1.15).
The identity (5.6) gives
D′(k)
D(k)
= β − m
k
+ k lim
r→∞
∑
|ζn|<r
1
ζn(k − ζn) . (5.7)
The following proofs use the approach from [K04].
Proof of Theorem 1.4. Let k ∈ K1\σd. The definitions (1.3), (2.12) show that the operators
V R0(k), V2R0(k) and R0(k)V1 are Hilbert-Schmidt. Then the operator
R0(k)− R(k) = R0(k)V R(k) = R0(k)V R0(k)− R0(k)V R0(k)V R(k)
is trace class. Due to the identities (2.2), (2.4), (2.20) and Y ′0(k) = 4k
3V2R
2
0(k)V1, the deriva-
tive of D satisfies
1
4k3
D′(k)
D(k)
= Tr
(
(I + Y0(k))
−1V2R20(k)V1
)
= TrR0(k)V R(k) = Tr(R0(k)− R(k)). (5.8)
The identity (5.7) together with (5.8) yields the trace formula (1.16).
The S-matrix S(k), k ∈ R+, is a complex 2× 2 matrix and | detS(k)| = 1. Thus we have
detS(k) = e−2πiφsc(k), k ∈ R+. (5.9)
Since detS(k) is continuous in R+ and detS(k) = 1 + O(k
−1) as k → +∞ (see (5.1)),
formula (5.9) determines φsc(k) by the identity φsc(k) =
i
2π
log det S(k), the continuity, and
the asymptotics φsc(k) = O(k
−1) as k → +∞.
Theorem 5.2. Let (p, q) ∈ H0. Then
φ′sc(k) =
1
2πi
(
(1− i)β +
∞∑
n=1
k
ζn
( 1
ik − ζn +
1
k − ζn
))
, k ∈ R+ \ σd, (5.10)
the series converges absolutely and uniformly on any compact subset in R+ \ σd.
Proof. The function detS(k) is continuous in R+, has a meromorphic extension onto the
whole complex plane and, due to equations (5.9) and (4.9), it satisfies the identities
e−2πiφsc(k) = detS(k) =
D(ik)
D(k)
, ∀ k > 0.
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Differentiating this identity we obtain
−2πiφ′sc(k) = i
D′(ik)
D(ik)
− D
′(k)
D(k)
.
Then the identity (5.7) implies (5.10).
5.3. The Euler-Bernoulli operator. We consider the Euler-Bernoulli operator
Eu = 1
b
(au′′)′′, (5.11)
acting on L2(R, b(x)dx), where the coefficients a, b satisfy
a > 0, b > 0, a− 1, b− 1 ∈ H4(1). (5.12)
Now we consider the Liouville type transformation of the operator E into the operator H ,
defined by (1.1) with specific p, q depending on a, b. In order to define this transformation we
introduce the new variable t ∈ R by
t = t(x) =
∫ x
0
( b(s)
a(s)
) 1
4
ds, ∀ x ∈ R. (5.13)
Let x = x(t) be the inverse function for t(x), x ∈ R. Introduce the unitary transformation
U : L2(R, b(x)dx)→ L2(R, dt) by
u(x) 7→ y(t) = (Uu)(t) = a 18 (x(t))b 38 (x(t))u(x(t)) ∀ t ∈ R. (5.14)
Introduce the functions α(t), β(t), t ∈ R, by
α(t) =
1
a(x(t))
da(x(t))
dt
, β(t) =
1
b(x(t))
db(x(t))
dt
. (5.15)
Then the functions α, β ∈ L1(R) are real, compactly supported and satisfy
...
a,
...
β∈ L1(R), where f˙ = df
dt
.
Let the operator H be defined by (1.1), where the coefficients p(t), q(t), t ∈ R, have the
forms
p = − η˙0 + κ
2
, (5.16)
q =
d
dt
(
(η˙2 + η
2
2)η1 − η¨1
)
+
(
(η˙2 + η
2
2)η1 − η¨1
)
η1, (5.17)
and the functions κ(t), η0(t), η1(t), η2(t) are given by
κ =
5α2 + 5β2 + 6αβ
32
>
α2 + β2
16
> 0, (5.18)
η0 =
3α+ 5β
4
, η1 =
α + 3β
8
, η2 =
3α+ β
8
.
The coefficients satisfy: p, p′′, q ∈ L1(R+), (p, q) ∈ H2 ×H0 with γ given by (1.17).
Let the coefficients a, b satisfy the conditions (5.12). Let the operator E be defined by (5.11)
and let the operator H be defined by (1.1), where the coefficients p, q have the forms (5.16),
(5.17). Repeating the arguments from [BK15] we obtain that the operators E and H are
unitarily equivalent and satisfy:
E = U−1HU. (5.19)
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where the operator U is defined by (5.14).
Corollary 5.3. Let a− 1, b− 1 ∈ H4(1) and let a, b be positive. Then the determinant D(k)
satisfies
D(k) = 1 +
1 + i
4k
∫
R
κ(t)dt +
O(1)
k2
as |k| → ∞, k ∈ K1 (5.20)
uniformly in arg k ∈ [0, π
2
], where κ(t) is given by the definition (5.18).
Proof. Identity (5.16) gives
p0 =
∫
R
p(t)dt = −1
2
∫
R
κ(t)dt.
Substituting this identities into the asymptotics (1.7) we obtain the asymptotics (5.20).
The definition (5.18) shows that κ > 0, moreover, κ = 0 iff α = β = 0. Then the second
term in the asymptotics (5.20) vanishes iff α = β = 0. The proof of Theorem 1.6 is based on
this observation.
Proof of Theorem 1.6. Assume that the operator E does not have any eigenvalues and
resonances. Then D = 1 and the second term in the asymptotics (5.20) vanishes. The
estimates (5.18) show that α = β = 0 in this case, then a = b = 1 on R.
Conversely, assume that a = b = 1 on R. Then α = β = 0 and the definitions (5.16), (5.17)
imply p = q = 0. The identities (1.3) yield V1 = 0, V2 = 0. Then the definition (1.4) gives
Y0 = 0, and the identity (1.5) implies D = 1. Therefore, there are not any eigenvalues and
resonances.
6. Asymptotics of the resonances
6.1. Asymptotics of the determinant. The function D(k) has a finite number of zeros in
the domain K1. The identity (4.9) shows that ik with large |k| is a resonance in K2 iff k is
a zero of the function detS(k) in K1. Thus in order to determine asymptotics of resonances
in K2 we need to improve asymptotics of detS(k) in K1. Similarly, the identity (4.10) shows
that −k with large |k| is a resonance in K3 iff k is a zero of the function det Ω(k) in K1. Then
in order to determine asymptotics of resonances in K3 we have to improve asymptotics of the
function det Ω(k) in K1. Moreover, due to the symmetry of the determinant it is sufficiently
to consider in this case the domain
K
+
1 =
{
k ∈ C : arg k ∈ (0, π
4
)}
.
Lemma 6.1. Let p, q satisfy the conditions (1.12). Then the S-matrix S(k) and the matrix-
valued function Ω(k), defined by (4.6), satisfy
detS(k) = 1− e
−i2kγp+p−
(2k)4
(
1 + o(1) + e−γ Im kO(k)
)
+O(k−1), (6.1)
as |k| → ∞, k ∈ K1, uniformly in arg k ∈ [0, π2 ],
det Ω(k) =
e2(1−i)kγ(p+p−)2
(2k)8
(
1 + o(1) + e−γ Im kO(k)
)− e2kγp+p−
(2k)4
(
1 + o(1)
)
, (6.2)
as |k| → ∞, k ∈ K+1 , uniformly in arg k ∈ [0, π4 ].
RESONANCES OF 4-TH ORDER DIFFERENTIAL OPERATORS 25
Proof. Let k ∈ K1, |k| → ∞. The definition (3.11) and the asymptotics (3.18) and (3.20)
give
S(k) = 1 2 + ck
(A0(k)−A1(k)) = 1
4k2
E+1 (k)G1(k)E
−
1 (k), (6.3)
where
ck =
π
i2k3
, E+1 (k) =
(
e−iγk 0
0 1
)
, E−1 (k) =
(
1 0
0 e−iγk
)
, (6.4)
G1(k) =
(
4k2eikγ
(
1 +O(k−1)
)
+O(k−1) p+ + o(1) + e−2γ Im kO(1)
p− + o(1) + e−2γ Im kO(1) 4k2eikγ
(
1 +O(k−1)
)
+O(k−1)
)
. (6.5)
The asymptotics (6.5) implies
detG1(k) = 16k
4e2ikγ
(
1 +O(k−1)
)− p+p− + o(1) + e−γ Im kO(k).
The identity (6.3) and the definitions (6.4) yield the asymptotics (6.1).
We prove the asymptotics (6.2). Substituting the identities (4.13), (4.14) into the definition
(4.6) and using the definition (3.11) we obtain
Ω(k) =
(
1 2 + ck
(
iA0(ik)− iψ1(ik)Y (k)ψ2(ik)
)
ck
(
B1(k)− ψ1(ik)Y (k)ψ2(k)
)
ck
(
B2(k)− iψ1(k)Y (k)ψ2(ik)
)
S(k)
)
. (6.6)
Let k ∈ K+1 , |k| → ∞ and let p+p− 6= 0. Integrations by parts in the definitions (4.16) give
β1(k) = e
(Re k−Im k)γO(k), β1(−k) = O(k),
β2(k) = −(1− i)ke(1−i)kγ(p+ + o(1)), β2(−k) = −(1 − i)k(p− + o(1)).
Substituting these asymptotics into the identities (4.15) we obtain
B1(k) = − k
2π
(
e(Re k−Im k)γO(1) (1− i)e(1−i)kγ(p+ + o(1))
(1− i)(p− + o(1)) O(1)
)
, (6.7)
B2(k) = − k
2π
(
O(1) (1 + i)e(1−i)kγ(p+ + o(1))
(1 + i)p− + o(1) e(Re k−Im k)γO(1)
)
. (6.8)
Repeating the arguments from the proof of the asymptotics (3.20) we obtain
ψ1(ik)Y (k)ψ2(ik) =
(
eγ Re kO(1) e2γ Re kO(1)
O(1) eγ Re kO(1)
)
, (6.9)
ψ1(ik)Y (k)ψ2(k) =
(
eγ Re kO(1) eγ(Re k+Im k)O(1)
O(1) eγ Im kO(1)
)
, (6.10)
ψ1(k)Y (k)ψ2(ik) =
(
eγ Im kO(1) eγ(Re k+Im k)O(1)
O(1) eγ Re kO(1)
)
. (6.11)
The asymptotics (3.19) and (6.9) give
1 2 + ck
(
iA0(ik)− iψ1(ik)Y (k)ψ2(ik) = 1
4k2
E+2 (k)G2(k)E
−
2 (k), (6.12)
where
E+2 (k) =
(
eγk 0
0 1
)
, E−2 (k) =
(
1 0
0 eγk
)
, (6.13)
G2(k) =
(
O(k−1) −p+ + o(1)
−p− + o(1) O(k−1)
)
. (6.14)
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The asymptotics (6.7) and (6.10) imply
ck
(
B1(k)− ψ1(ik)Y (k)ψ2(k)
)
=
1
4k2
E+2 (k)G3(k)E
−
1 (k), (6.15)
where
G3(k) =
(
O(k−1) + e−γ Im kO(1) (1 + i)p+ + o(1)
(1 + i)p− + o(1) O(k−1) + e−γ Im kO(1)
)
. (6.16)
The asymptotics (6.8) and (6.11) yield
ck
(
B2(k)− iψ1(k)Y (k)ψ2(ik)
)
=
1
4k2
E+1 (k)G4(k)E
−
2 (k), (6.17)
where
G4(k) =
(
O(k−1) + e−γ Im kO(1) i(1 + i)p+(1 + o(1))
i(1 + i)p−(1 + o(1)) O(k−1) + e−γ Im kO(1)
)
. (6.18)
Substituting the identities (6.3), (6.12), (6.15) and (6.17) into the relation (6.6) we obtain the
identity
Ω(k) =
1
4k2
(
E+2 (k) 0
0 E+1 (k)
)(
G2(k) G3(k)
G4(k) G1(k)
)(
E−2 (k) 0
0 E−1 (k)
)
. (6.19)
The definitions (6.4), (6.13) and the identity (6.19) yield
det Ω(k) =
e2(1−i)kγ
(2k)8
det
(
G2(k) G3(k)
G4(k) G1(k)
)
. (6.20)
The standard matrix formula gives
det
(
G2(k) G3(k)
G4(k) G1(k)
)
= detG2(k) detG(k),
where
G(k) = G1(k)−G4(k)G−12 (k)G3(k).
Substituting this identity into (6.20) we obtain
det Ω(k) =
e2(1−i)kγ
(2k)8
detG2(k) detG(k). (6.21)
The definition (6.14) implies
detG2(k) = −p+p−
(
1 + o(1)
)
, G−12 (k) =
(
O(k−1) − 1
p−
(1 + o(1))
− 1
p+
(1 + o(1)) O(k−1)
)
. (6.22)
The asymptotics (6.5), (6.16), (6.18) and (6.22) yield
G4(k)G
−1
2 (k) =
( −i(1 + i) + o(1) e−γ Im kO(1) +O(k−1)
e−γ Im kO(1) +O(k−1) −i(1 + i) + o(1)
)
,
G4(k)G
−1
2 (k)G3(k) =
(
e−γ Im kO(1) +O(k−1) 2p+ + o(1) + e−2γ Im kO(1)
2p− + o(1) + e−2γ Im kO(1) e−γ Im kO(1) +O(k−1)
)
,
G(k) =
(
4k2eikγ
(
1 +O(k−1)
)
+O(k−1) −p+ + o(1) + e−2γ Im kO(1)
−p− + o(1) + e−2γ Im kO(1) 4k2eikγ
(
1 +O(k−1)
)
+O(k−1)
)
,
which yields
detG(k) = 16k4e2ikγ
(
1 +O(k−1)
)− p+p− + o(1) + e−γ Im kO(k). (6.23)
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Substituting the asymptotics (6.22) and (6.23) into the identity (6.21) we obtain the asymp-
totics (6.2).
6.2. Asymptotics of resonances. We are ready to determine asymptotics of resonances.
Proof of Theorem 1.3. Let k ∈ K1, |k| → ∞ and let ik be a resonance. The identity (4.9)
shows that k is a zero of the function det S(k) in K1. The asymptotics (6.1) and the identity
detS(k) = 0 imply that k satisfies the equation
k4 =
p+p−
16
e−i2kγ
(
1 + o(1) + e−γ Im kO(k)
)
.
Then k lies on the logarithmic curve Γ in K1, given by
|k| = |p+p−|
1
4
2
e
1
2
γ Im k
(
1 + o(1)
)
,
and satisfies
ik =
ijnπ
γ
− 2 log k
γ
+
1
2γ
log
|p+p−|
16
+ o(1) (6.24)
and there are not any other large resonances in iK+.
Let k ∈ K+1 , let −k be a resonance and let |k| be large enough. The identity (4.10) shows
that−k is a zero of the function det Ω(k) in K1. The identity det Ω(k) = 0 and the asymptotics
(6.2) gives
k4 =
p+p−
16
e−2ikγ
(
1 + o(1) + e−γ Im kO(k)
)
.
Then k lies on the curve Γ and satisfies
− k = −jnπ
γ
− i2 log k
γ
+
i
2γ
log
|p+p−|
16
+ o(1) (6.25)
and there are not any other large resonances in −K+1 . The asymptotics (6.24), (6.25) give the
asymptotics (1.13), which yields the asymptotics (1.14).
The estimates (1.8) and (1.15) yield that the determinants k4D(k) is of exponential type.
But the asymptotics (1.13) and the asymptotics of the Levinson Theorem (1.11) show that
the determinants D(k) is not of the Cartwright class.
6.3. Further discussions. We will discuss what properties of resonances of the second and
fourth order operators with compactly supported coefficients are common and which are spe-
cific.
• Common properties:
1) The determinants D(k) and d(k) are exponentially type functions of the variable k and
each of them has an axis of symmetry.
2) For coefficients with steps the resonances have the logarithmic type asymptotics.
• Specific properties of the determinant d(k) for a Schro¨dinger operator:
1) In terms of the spectral parameter λ the Riemann surface for the determinant d(λ
1
2 ) is
the two sheeted Riemann surface for the function λ
1
2 . The function d(k) ∼ 1 as |λ| → ∞ on
the physical sheet and d(k) ∼ e2γ| Im
√
λ| on the non-physical sheet. It has a finite number of
zeros (eigenvalues) on the physical sheet and an infinite number of zeros (resonances) on the
non-physical one.
2) The determinant d(k) belongs to the Cartwright class CCart. Then the Levinson Theorem
gives the distribution of resonances in the large disc.
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3) The number of resonances in the disk |λ| < r for large r has asymptotics 2γ
π
r
1
2 (1 + o(1)).
4) Using one identity (2.10) we obtain an analytic extension of the determinant from the
physical sheet onto the non-physical one.
• Specific properties of the determinant D(k) for a fourth order operator:
1) The Riemann surface for the determinant D(λ
1
4 ) is the four sheeted Riemann surface for
the function λ
1
4 . The function D satisfies: D ∼ 1 at |λ| → ∞ on the first sheet, D ∼ e2γ|λ| 14
on the second and fourth sheets and D ∼ e2
√
2γ|λ| 14 on the third sheet. It has a finite number
of zeros (eigenvalues) on the first (physical) sheet and an infinite number of zeros (resonances)
on the other (non-physical) sheets. The number of resonances in the large disc on the third
sheet is, roughly speaking, in two times more than on the second (or fourth) sheet.
2) The determinant D is not in the Cartwright class.
3) The number of resonances in the disk |λ| < r has asymptotics 4γ
π
r
1
4 (1 + o(1)) as r →∞.
4) In order to obtain an analytic extension of the determinant from the first sheet onto the
other sheets we need to use two identities (4.9), (4.10).
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