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Recent developments in economic literature have pointed out that path-dependence has a cognitive 
dimension. As a first purpose, the paper shows how this result may be analysed in more depth, by making the 
links between the properties of path-dependent processes in economics and the functioning of the mind 
explicit. Through the investigation of memory mechanisms, we explain why human beings might be considered 
as complex systems whose growth follows a stochastic and non-ergodic dynamic. 
Our main claim is then that the concept of path-dependence, as commonly interpreted, does not take the 
reconstructive nature which characterizes human memory into full account. When such nature is 
acknowledged, the relevance of the mind in orientating individual attitude toward the past is extended and 
seems to be more important then traditionally held literature. To specifically clarify the active role played by  
the human mind in the continuous process of revisioning past experiences and their influence on current 
outcomes, we suggest introducing the concept of mind-dependence. Among the most relevant implications for 
economic theory, mind-dependence extends the meaning of lock-in and allows for the definition of new 
devices to escape trapping states.  
   3
1. PATH-DEPENDENCE IN ECONOMIC CONTEXTS 
 
Path dependence develops the insight that “history matters”. Later decisions rely on, and are constrained by, 
earlier decisions. The influence of the past on the present also implies that early decisions can become 
locked-in. According to David (1997), “lock-in is a vivid way to describe the entry of a system into a trapping 
region – the basin of attraction that sorrounds a locally (or globally) stable equilibrium” (p.34).  In economic 
contexts, path-dependent analyses have followed different branches: industrial economics (Arthur 1988; 
Malerba and Orsenigo 1997; Metcalfe 1989; Dosi 1984, 1988), neo-institutionalist economics (North 1990; 
Denzau-North 1994; Witt 1993; Rizzello and Turvani 2000); evolutionary economics (Dosi and Nelson 1994; 
Metcalfe 1992; Levinthal 1997; Winter 1988; Witt 1993); behavioural economics (North 1994, 2000; Rizzello 
1997, 2004; Winter 1990). 
In very general terms, path-dependence must involve: 
1.  An irreversible process, that is a process which develops through history. Due to irreversibility, it is not 
possible to change the time direction. 
2.  The existence of multiple equilibria that are attainable under different initial conditions. Equilibria take 
the form of asymptotic states which the system might attain in its evolutionary trajectory. 
As we will see in the section three, 1. and  2. are likely to appear in presence of dynamic increasing returns, or 
some forms of collective externalities. More generally, it can be shown that positive feedbacks2 of some kind 
usually involve multiple growth trajectories, depending on initial conditions (Bassanini e Dosi 1999).  
Mathematical conditions for multiple equilibria concern the shape of the function which describe the transition 
dynamic of the system. Linear functions have one steady state. This means that, if the system displays a 
tendency to grow, it converges onto the steady state for every initial condition.  Concave and convex functions 
share similar properties (Bassanini e Dosi 1999). More complex functions (for instance, in growth models with 
nonconvex production possibility set) the possibility of multiple and locally stable equilibria emerges (Majumdar 
et al. 1989). 
“A fortiori, multiple growth trajectories are likely to emerge in evolutionary models sustained by  positive 
feedback structure linking, in probability, technological innovation, profitability, growth and further innovations. 
Another broad domain where a multiplicity of equilibria easily appears concerns the process of selection –
being they at the biological or economic levels- among heterogeneous entities, whenever there is some 
interaction in the contribution of various traits to the “fitness” (in biology) in the “competitivness” (in economics) 
of various entities” (Bassanini e Dosi 1999, p.10). 
 
                                                           
2 Consider the following sequence of processes: 
 
A=>B => C => D.  When D goes back to A there is a feedback from D to A. If  D reinforces A, the feedback is positive.   4
The above quotation makes implicit reference to the NK model developed by Stuart Kauffman (1993). His 
model simulates the evolution of complex systems in which the elements function interdependently. The first 
and most famous version of the model (1993) simulates the evolution of an organism described by a string of 
N genes, connected by K “epistatic” relationships. Any gene may acquire a finite number of states. When K=0 
each gene contributes independently to the “fitness” of the system. When K=N-1 there is maximum complexity, 
e. g. the contribution of each gene to the overall fitness of the system is dependent both upon its own state 
and upon the state of other N-1 elements. The distribution of fitness values  is called the fitness landscape of a 
system. By means of genetic mutations, an organism can improve its fitness as it moves through the fitness 
landscape. 
For K=0 the landscape always contains one single peak, e. g. one global optimum. In the case of maximum 
complexity with K= N-1 the landscape is “rugged”. It contains several peaks corresponding to multiple local 
optima, each of which can be reached by random genetic mutations depending on the initial starting point of 
the system. Most interenstingly, once an optimum is reached the organism is locked-in forever. This is why, 
with multiple and locally stable optima, there is no guarantee for evolution to lead to any global optimum. 
In Kauffman’s model the evolution of a complex organism (an organism with 0<K<N) is clearly path-
dependent. It depends on initial conditions, cannot be forwarded, is put forward by random mutations and may 
lead to multiple final states3. 
The literature has shown interesting analogies between this model of biological evolution and the growth of 
complex organizations. (Levinthal 1997; Dosi 1995). Another important analogy has been found between the 
NK model and the strategy used by bounded rationality agents to breakdown the original problem into sub-
problems which are not interdependent and can be solved separately (Marengo et al. 2000). A significant 
difference between biological and economic evolution concerns, however, the nature of the fitness function. In 
the biological case, the values of the function change according to random variations that occurr in genes. The 
fitness function which describes the evolution of an organization or of a human strategy modifies its values as 
a consequence of changes in organizational and individual behaviour which are not casual but intentional and 
goal-oriented (Marengo et al. 2000; Patalano 2005). 
In the next paragraph we will argue that the interdisciplinary dimension of path-dependence has even broader 
boundaries as recent developments in literature broadly suggest.  
                                                                                                                                                                                                 
  
3 Evolutionary path-dependence interprets the process of change both in a Darwinian and a “punctuated equilibria” perspective. 
According to the Darwinian claim, the evolution of species is gradual and shaped by the progressive results of natural selection; 
under the theory of “punctuated equilibria”, by contrast, evolution is characterized by periods of stasis followed by sudden changes. 
Species change little during most of their existence, but their stability is punctutuated by periods of rapid adaptation (Eldredge and 
Gould 1972; Gould 1980; Eldredge 1985).  Sudden changes are marked by contingencies which cannot be predicted in advance. In 
both these strands of the evolutionary theory, changes that occured in the past influence the future changes. Most of alls there is no 
guarantee that, and even no specific reason why, evolution should lead to an optimal outcome. An optimal outcome is possible, as a 
casual and not predictable result. 
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2. PATH-DEPENDENCE AND THE COGNITIVE APPROACH TO ECONOMICS 
 
Interestingly, the relationship between path-dependence and the functioning of the human mind has been 
increasingly investigated in the field of cognitive economics (Rizzello 1999; Egidi and Rizzello eds., 2004). 
Recent developments in the literature have pointed out that path-dependence has an important 
neuropsychological dimension (Rizzello 2003). As we suggest in the paper,  such acknowledgement has 
relevant implications for economic theory. Besides its meaning for the future of the discipline, it also 
rehabilitates an old tradition in the history of economic thought which has always held cross-fertilization 
between economics and neuropsychology into great consideration by interpreteing the human mind as the first 
and main source of economic knowledge. As is well known, the laureate in economics F. A. von Hayek worked 
on a book dealing with the psychology of perception for twenty years, The Sensory Order (Hayek 1952), in 
which the mind is compared to a classifying structure. It does not receive sensory stimuli passively but directs 
and interprets them according to the subjective connections among neurons. Perception depends on an innate 
genetic basis and it takes shape following the neural connections which sediment during an individual’s life. 
These connections continuously take form in the history of the subject and are influenced by both his/her 
genetic heritage and his/her personal living. Recent neurobiological research (Damasio 1994; Fuster 1997; 
Paller 2001) confirms Hayek’s major ideas and underlines that they are an interesting basis for the 
understanding of the interaction between innate (“neurognosis”) and pre-determined aspects of cerebral 
structures and their possible development towards non pre-determined and unforecastable direction (Rizzello 
2000; Paller 2001). The development of the mind and specifically its ability to create meanings on the basis of 
perceived information depends on the presence of neural connections which have existed since the 
individual’s birth. They are inelastic (but not rigid) and change according to new experiences. Changes include 
functional evolution of neural groups, learning how to perform new “tasks” when the individual faces 
unexplored situations and the recombination of synaptic connections into a configuration that is more suitable 
for a present situation. 
As an implication, perception of the external environment is founded upon personal experience and mediated 
by the inner world of the subject. All that is perceived is then compared with already recorded data and 
interpreted in the light of previous classifications. The past perceptual experience shapes the present one. As 
each individual stores different experiences, even if confronted with the same data, individuals will perceive 
them in a different and unique way. 
On this ground, microfoundations of path-dependence can be traced in the cognitive activity of human beings. 
The neuropsychological dimension of path-dependence is influenced by cerebral structures and connections 
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among neurons, which, in turn, depend on individual genetic characteristics and the subjective experience in 
time (Rizzello 2003).   
In spite of the increasing attention paid by cognitive economists to the path-dependence of  mind and brain 
activities, the role played by human memory in orientating individual attitude toward the past has not yet been 
considered by the literature. Our main claim in this paper is that the processes of remembering and re-
imagining are crucial dimensions of the dependence from already taken paths. 
 
3. MICRO-SOURCES OF PATH-DEPENDENCE 
 
In economic contexts, path-dependence takes the form of a sequence of activities which constitutes a self-
enforcing process and unfolds into one of several potential states that are not fully predictable ex-ante. The 
state that eventually emerges depends on the initial conditions of the system and on the sequential step 
followed by that specific system in its evolutionary trajectory. 
The micro-level analysis of the factors which are most likely to generate path-dependence outcomes has 
pointed out the following critical conditions (David 1985; Arthur 1989): 
1.  The stochastic nature of the process; 
2.  Technical interrelatedness; 
3.  The influence of “random historical events”; 
4.  Quasi-irreversibility of investement; 
5.  Increasing returns (which induce non- predictability, potential inefficiency of the outcome, inflexibility and 
non-ergodicity). 
 
We now turn briefly to clarify the meaning of these factors. 
 
1.  Regarding the first point, an important difference has to be drawn between deterministic models with 
multiple steady states and stochastic path-dependent processes. It is only in the case of a stochastic system 
that “small events” occurring along the evolutionary path of the system, jointly with initial conditions, can have 
a permanent effect on the subsequent evolution of the path itself. The same effect does not occur in 
deterministic systems, for which only initial conditions are the carriers of history. Once history has selected a 
starting point, then the final equilibrium state is univocally determined by the dynamic of the system4. 
“Basically, a deterministic approach suffers from the limitation that it cannot represent the dynamic process 
which makes the whole unfolding history relevant” (Bassanini and Dosi 1999, pp.11-12). In other words, as 
clarified by David (1997) in answer to Lieibowitz and Margolis (1995),  “path dependence is a special property   7
of stochastic dynamic systems and not just a way of describing state dependent sequences of events” and “a 
path dependent stochastic process is one whose asymptotic distribution evolves as a consequence (function 
of) the process’ own history”.  
 
2. 3. 4. In his pioneering article on the history of the Qwerty keyboard, David (1985) points out three features 
of the production system which caused the keyboard market to become “locked-in” at the QWERTY outcome. 
He calls these features the “basic ingredients of QWERTYnomics”. They are technical interrelatedness, 
economies of scale and quasi-irreversibility of investment. 
Through technical interrelatedness, David refers to the relationship between the keyboard and the typist. In 
particular, he mentions the need for compatibility between the keyboard structure and the cognitive abilities of 
the typist, i. e. the “typist’s memory of a particular arrengement of the keys” (p.334). In other words, the 
required compatibility links together the technological instrument, the keyboard, and the learning process of 
the typist. The diffusion of the QWERTY keyboard in the market had a positive externality effect on the 
diffusion of a compatible learning program in the typist’s training. On the other hand “to the degree to which 
this increased the likelihood that a subsequent typist would choose to learn QWERTY (…) the overall user 
costs of a typewriting system based upon QWERTY (or any specific keyboard) would tend to decrease…” 
(p.335). This second effect (system scale economies) has the main consequence of standardizing the market 
and leading to the tendential diffusion of a single keyboard prototype. 
Two aspects seem very remarkable here: the reference to learning as an important variable in the process of 
competition among technologies and the economic advantage of compatibility between the cognitive structure 
of individuals, the typewriters in this case, and the predominant market product, the QWERTY keyboard. 
David goes back to the importance of learning when explaining the quasi-irreversibility of the investment in  
specific touch-typing skills. The conversion of keyboards from one predominant system to a different one 
would have a high and increasing cost in terms of re-training the typist population.  Actually, in the history of 
QWERTY, while the costs of keyboard conversion were going down, the costs of typists conversion were 
becoming increasingly too high.     
 
5. In Arthur’s words “modern, complex technologies often display increasing returns to adoption in that the 
more they are adopted, the more experience is gained with them, the more they are improved” (1989, p.116). 
Once an investment has been made, it is less costly to continue down the same path than switching to a new 
one. Increasing returns are likely to arise in the presence of fixed costs, which lead to lower unit costs when 
the output increases, sunk costs, learning effects, which lower costs as a product becomes more common and  
coordination effects, which make it chaper to imitate the others rather then to innovate. 
                                                                                                                                                                                                 
4Even a fully deterministic system may exhibit an unpredictable dynamic over a certain period of time –similarly to stochastic   8
As Arthur clarifies, technologies with increasing returns share some common properties. First of all, under 
increasing returns many outcomes are possible. Multiple equilibria can be obtained and located by a static 
analysis that, however, does not tell us which equilibrium will be selected. As a consequence, laissez-faire 
gives no guarantee that the first-best technology will be the one to survive. A dynamic approach can go further 
by examining the influence of “random events”, generally exogenous e.g. external to the technological 
process, on the outcome selection. It can also point out the other properties shared by increasing-returns 
technologies (Arthur, 1989): 
  Non-predictability. Due to the influence of small and random events on the outcome, the observer has not 
enough information to predict the market-shares of competing technologies in the long-run; 
  Potential inefficiency. The process of competition among technologies may lead one to select an outcome 
with inferior potential in the long run; 
  Inflexibility, “in that once an outcome (a dominant technology) begins to emerge it becomes progressively 
more ‘locked in’” (ibidem, p.117); 
  Non-ergodicity. Small events which interfere with the selection of technologies are not forgotten by the 
process dynamic  and affect the outcome. 
Increasing returns path-dependence has been applied to the analysis of different phenomena: industry 
location patterns (Arthur 1990; Krugman 1991), institutional emergence and change (North 1990, 1994) 
political processes (Pierson 2000), patterns of legal change (Hathaway 2003). All these strands share the 
common insight that a first step in one direction makes additional steps in the same direction less costly, and 
then, more likely.  
In the next paragraph we argue that these conditions, which show that they are critical for the existence of 
path-dependent outcomes in economic processes, possess interesting similarities with cognitive human 
mechanisms.  
 
4. PATH-DEPENDENCE IN THE HUMAN BRAIN/MIND 
 
Complexity, flexibility and unpredictability of the human brain  
 
The brain is probably the most complex system5 in our universe (Gandolfi, 1999).  It is made up of more than 
100 billion neurons, each of which can communicate with at least 1000 different other neurons through 
synaptic connections. The huge number of brain cells, neurons, cannot alone justify its extraordinary 
                                                                                                                                                                                                 
systems- if its behaviour is chaotic. 
5 A system is a global and organized entity, made up of different elements which are connected by an internal and often hierarchycal 
architecture. The organization among the elements implies that the system’s behaviour diverges from the behaviour of each single 
component. The system is open if it communicates with the external environment, through a continuos exchange of energy, or   9
capabilities. As in any complex system connections among units are much more significant  than each unit in 
itself. 
The direction of  brain evolution cannot be predicted as it is shaped by the interaction between the subject and 
its external world. Most interestingly, at its earliest stages, brain development is a story of continuous 
bifurcations. “During embryogenesis6, brain cells develop at the rate of over 250,000 per minute. By the 
twentieth week of fetal life, over 200 billion neurons have been created. The early overproduction of neurons 
and neural networks guarantees that the brain will be capable of adapting to virtually any environment into 
which the child is born. Later, a massive neural pruning of these large numbers of cells occurs” (Wesson K. A.) 
Surviving neurons (more or less 50%) are those which better “fit” the subject world. The initial number of 
neurons represents a constellation of  potential worlds in which anybody may happen to live, but it is only 
through a huge sequence of multiple bifurcations that a unique personal path is selected.  
 
Are we “technologically interrelated” with our artifacts? Learning as a shaping factor  
 
The complex structure of the human brain evolves under the combined influence of genetic factors and 
learning. During individual life, the brain constantly modifies the connections among its cells according to the 
events experienced by the subject. In addition to being genetically programmed, brain growth and 
development are thus greately influenced by neural plasticity which allows for the creation of new sunapses 
when learning occurs. 
In our opinion, the relationship between the cognitive abilities shaped by the individual learning activity and the 
tools, which are part of the external environment, such as the computer keyboard, may be fruitfully 
reinterpreted  from the perspective of the Activity Theory (AT)7.  According to the AT, human mind develops 
and can only be understood within the context of goal-oriented and socially determined interaction between 
human beeings and their material environment (Bannon, 1997). Activities are the link between subjects and 
objects and can be differentiated in internal activities, if they correspond to the mental processes of the agent, 
or external ones. “Activity Theory emphasizes that internal activities cannot be understood if they are analysed 
separately, in isolation from external activities” (Bannon 1997, p.2). Most of all, “the AT emphasis on social 
factors and on interaction between agents and their environments explains why the principle of tool mediation 
plays a central role within the approach. First of all, tools shape the way human beings interact with reality 
                                                                                                                                                                                                 
organic materials or information. A complex system is an open system, made up of interacting elements whose connections are not 
linear, capable of evolution and adaptation to the external environment (Gandolfi 1999). 
6The process by which an embryo is converted from a fertilized cell to a full-term fetus.  
7Activity Theory roots can be traced back to Soviet psychological approaches which started soon after the Russian revolution of 
1917. AT was mainly developed by Alexey Leontiev (1981), as a continuation of the cultural-historical tradition put forward by 
Vygotsky (1978). It is not, however, an exclusively Russian approach and its recent developments are associated with an 
international research community that focuses on the analysis of “situated action”, e.g. human action analysed within the social 
contexts in which it takes place (Bannon, 1997; Bruner, 1990; Luria 1976; Wertsch 1991).    10
(…). Secondly, tools usually reflect the experiences of other people who have tried to solve similar problems at 
an earlier time” (Bannon 1997, p. 2). 
According to AT, the technical interrelatednesses between agents and objects, eg. between the typist and the 
keyboard, have a cognitive meaning which goes beyond the economic dimension of market efficiency and, 
nevetherless, exercises its influence on the keyboard diffusion and on the barriers for other keyboard 
prototypes to survive in the market. The durable diffusion of a specific artifact modifies the cognitive structure 
of the users because shaping external abilities results in shaping internal ones. Moreover, artifacts are created 
and transformed throughout the evolution of the activity itself. The structural properties of the tool, such as the 
first five letters of the QWERTY keyboard, reflect the historical development of the typing activity and are a 
means for the trasmission of social knowledge that is stratified over time. Such structural properties influence 
both external behaviour and the functioning of individual mind. 
  
Do we exhibit increasing returns?  
 
Over the course of one’s growth, the brain continues to evolve by creating links between neurons. The 
strength of new connections is influenced by the amounts of time and attention paid to the new knowledge and 
by the emotional significance that it has for the subject. However, contents which are often reactivated at 
neural level –e.g. re-experienced- have the greatest likelihood of developing lasting neural connections. This 
result was originally postulated by Donald Hebb (1949) who proposed the extistence of synaptic modification 
during learning8. According to Hebb’s law, when two neurons fire in close temporal proximity the strength of 
their connection increases. On the other hand, if two neurons are activated asynchronously, the synapse 
connecting them is selectively weakened. In a fashion which resembles increasing-returns, simultaneous 
activation of neurons produces an enduring modification in synapses. As a consequence, if two neurons fire 
together, the probability of their future simultaneous firing increases. 
  
Are our cognitive investments quasi-irreversible? 
 
As clarified by Newell & Simon (1972) in their definition of the “problem space”, during problem-solving 
activities, the search for solutions does not take place in an external and “objective” environment but in the 
problem solver’s mind. When faced with a problem, he builds up a mental representation of the task which he 
then explores in order to find possible solutions. 
                                                           
8 In his words (1949), “When an axon of cell A is near enough to exciting a cell B and repeatedly or persistently takes part in firing it, 
some growth process or metabolic changes take place in one or both cells such that A’s efficiency as one of the cells firing B, is 
increased”.   11
This result has been further developed in the last decade. The recent literature on the topic states (and 
formally demonstrates) that the complexity of a problem – i. e. the interdependencies among its components 
which allow, or not, for  break down -  are not given, but depends on the way the problem is represented in the 
problem solver’s mind. As a consequence, by changing representation, the problem solver’s task also 
changes. Recodifying the problem can generally be a more powerful strategy than searching for solutions 
within a given mental representation (Marengo 2003). 
Despite this significant result, mental representations tend to be stable even if they do not lead to optimale 
solutions. Their resistance to change takes two main forms. 
1. The first one is resistance within a given representation. Individuals may prefer not to re-think their mental 
representation of the current problem to avoid the mental effort involved in re-framing (Egidi 2002); 
2. The second one consists of the tendency to transfer strategies from one problem to another, even though 
they have proved not to be efficient. Significant experiments (Luchins and Luchins 1950; Cohen and Bacdayan 
1994; Egidi e Narduzzo 1997) suggest that individuals use routinized behaviour, i. e. they try to solve problems 
by exploiting procedures learnt in their past experiences, even if they are suboptimal. In other words, their 
mental process are affected by automation (Egidi 2003). Again this tendency can be interpreted as an attempt 
to “save” mental energy and limit the costs of developing an alternative routine. 
In the next section we discuss whether the human mind might be considered as non-ergodic. Stochastic 
systems are said to be non-ergodic if they don’t have the ability to shake free from the influence of their past 
states (David 1997). When used to interpret the functioning of the mind, the concept of ergodicity addresses 
questions on human memory, the way it builds up memories and its ability to eventually forget.  
 
5. ARE WE NON-ERGODIC? 
 
5.1 Memory Metaphors 
In his interesting article on memory methaphors, Roediger (1980) discusses the methaphors which have been 
used to describe the functioning of memory since Greek philosophy and their relationship with the scientific 
conception of memory. As he clarifies, the spatial metaphor has dominated theorizing regarding memory 
structure and mechanisms. According to this, the mind is conceived as a mental space  where memories are 
stored as discrete objects, for which one must then search during the act of remembering. 
In the wax-tablet analogy  both Plato and Aristotle compared the mind to a wax tablet, which may be larger or 
smaller in this or that individual. Our experience is automatically imprinted on the tablet and we can remember 
something as far as the mnestic trace maintains its effect on the wax. 
In another and less passive conception of the human mind, Plato likens memory to an aviary, empty at our 
birth and then filled by birds of every sort which represent  the experiences of our life. In this metaphor, having   12
a memory means entering the aviary and searching for a bird which corresponds to the information we try to 
recall. Although present in the aviary, some birds cannot be caught or are caught instead of the wanted one, 
thus creating either difficulty in remembering or false memories. 
In more recent times, James (1890) and Freud (1924/1952) compared memory to a house, with memories 
likened to specific objects. In Freud’s word the unconscious is conceived as a large ante-room with mental 
objects crowding upon one another, like human beings. Beside the ante-room, there is a reception-room which 
stands for consciousness. At the threshold between the two rooms a doorkeeper examines mental objects, 
censors some and lets in others which he considers admittable. Only when an object passes the examination 
of the doorkeeper can it be retrieved as a conscious memory. 
Other interesting metaphors, all belonging to the spatial approach, have likened memory to a library 
(Broadbent 1971), a dictionary (Loftus 1977), a conveyer belt which carries suitcases (Murdoch 1974), a 
subway map in the Paris metro (Collin & Quillan 1970)9. 
The conception of memory as a space in which memories are stored and then retrieved by a search process 
has been very powerful in influencing our way of seeing the phenomenon of remembering. It has also proved 
to be a good approximation of some scientific theories of memory functioning. 
With reference to the structure of memory two main models have been proposed, the multi-store model 
approach (Atkinson & Shiffrin 1968; Waugh & Norman 1965) and the working memory model (Baddley & Hitch 
1974; Baddley 1986).  
According to the multi-store model10 the basic architecture of memory can be described in terms of three 
different memory stores. The sensory stores are modality-specific, with a different store corresponding to each 
of the sensory modalities (e.g. vision, hearing). They receive information from the environment and handle it 
very briefly. Part of that information decays, while another part is processed further by the short-term memory 
store. The short-term memory has a very limited capacity, in contrast to that of the long-term store. In addition, 
the storage is heavely influenced by the attention paid to the stimulus during processing. While short-term 
memory retains conscious information reletad to our psychological present, the long-term memory store 
contains infomation about events that occurred in the past and not neccessairly still present in our 
consciousness. 
Both empirical and neuropsychological evidence support the notion of qualitatively different stores, 
characterized by different storage capacity, temporal duration, forgetting mechanism and effects of brain 
damage. Nevetherless, the multi-store approach is over-simplified. Major problems concern the assumption 
that each store works in a single uniform fashion (Eysenck e Keane 1990; Warrington and Shallice 1972) and 
the transfer mechanism of information from the short to the long-term memory. 
                                                           
9 For an exhaustive and critical discussion see Roediger (1980). 
10 Multi-store model suggests that different areas of the brain stores different information pertaining to different sensory modalities, 
i.e., vision, hearing, and sensations.   13
The working memory model was proposed by Baddeley and Hitch (1974) and extended by Baddeley 
(1986) to overcome some of these difficulties. The unitary short-term store was replaced by a multicomponent 
working memory11 system consisting of a central executive, an articulatory loop and a visuo-spatial sketch 
pad. The central executive is modality-free, has a limited capacity and can use both the articulatory loop 
(which holds information in a speech-based form) and the visuo-spatial sketch pad (which retains visual 
stimuli) for specific purposes. Both in the articulatory loops and in the sketch pad some memories are old and 
others are new incoming information.  
 The extended version of this model proposed by Baddleey (1986) is supported by evidence from normal and 
brain-damaged patients, especially as far as the articulatory loop is concerned. Less investigated, is the 
functioning of the visual-spatial sketch pad while the crucial role of the central executive is still unclear. 
Despite the influence of the spatial metaphor and its correspondence to some features of these models, the 
study of memory processes has not confirmed the conception of memories like stored objects that are simply 
retrieved from the past. Different approaches have been developed (with the parallel diffusion of new 
metaphors) which point at the mainly “constructive” nature of memory, as we will see in the next paragraph.   
 
5.2 Memory Processes 
According to the levels-of-processing theory put forward by Craik and Lochkart (1972), any stimulus can be 
processed at different levels ranging from physical analisys to a deeper semantic analysis. Depth is intended 
in terms of the meaningfulness extrected from the stimulus (Craik 1973).  In the assumptions of the authors, 
the level of processing affects the memorability of the stimulus, as deeper levels af analisys produce longer 
lasting memory traces12. The relationship between recognition and recall has been tested in experimental 
situations, also within different theoretical positions13.  
In an alternative approach put forward by Tulving (1982), recall and recognition share some similarities and 
most of all, are influenced by contextual factors. According to Tulving what is stored in memory is a 
combination of to-be-remembered information and material extracted from the context in which that 
information has been learned. “The probability of succesful retrieval of the target item is a monotonically 
                                                           
11 Working memory refers to holding images and ideas “online” and manipulating them consciously. Working memory is transient, 
with very small storage capacity and with constantly changing content. 
12 This theory has been enriched by the discovery of additional factors which may influence long-term memory besides the level of 
processing, e. g. the kind of processing (Bransford, Franks, Morris and Stein 1979) and the distinctiveness of processing (Eysenck 
1979). The major problem with this line or research is the lack of a clear notion and measure of processing depth. In addition to this, 
the theory seems to describe, rather then to explain, the effects of deep processing on long-term memory. 
13 In tests of recall, the subject has to remember something; in tests of recognition the to-be-remembered information is presented 
along with irrelevant data and the subject has to recognize it. Both recall and recognition depend to some extent on conscious 
awareness of information stored in long-term memory. Conscious awareness however is not always necessary for good levels of 
long-term memory. According to the two-process theory, recall is a more complex phenomenon which involves two steps. At the first 
stage it involves a search process, then followed by the recognition of the retrieved information. Recognition involves only this 
second step. Due to its complexity, recall is considered more fallible. This conclusion however has not been fully confirmed by 
experimental evidence, which points to controversial results (Watkins 1973). 
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increasing function of informational overlap between the information present at retrieval and the information 
stored in memory “ (Tulving 1979, p. 408). Following the so-called “encoding specificity principle”, memory 
depends on both the information stemming from the learning experience and the information available in the 
retrieval environment. The greater their similarities, the better memory will be. According to this perspective, 
remembering is an act of reconstuction based on past experience and new information acquired by the subject 
at the moment of retrieval. 
A similar hypothesis on the constructive role played by memory is shared by the parallel distributed processing 
(P. D. P.) approach developed by Rumelhart and McClelland (1986). In contrast with the spatial metaphor of 
memory and with the idea of mnestic traces stored in long-term memory and selectively retrieved, in P.D.P. 
models the to-be-remembered information is stored in several interconnected units. Learning involves 
increasing the strength of connections among units and there is not a one-to-one relationship between stored 
information and the conscious experience of remembering. For every recollection of a memory a new neural 
model emerges by melding together the mnestic trace and the clue which triggers retrieval. 
Indeed, the constructive nature of memory was captured by Bartlett’s (1932) and Neisser’s (1967) intuitions 
decades ago. Neisser (1967, p.285) likened the process of remembering to a paleontologist  reconstructing a 
dinosaur from loose fragments of bones. The archeological fragments are combined with other fragments 
available to the paleontologist at the time of the reconstruction. In the act of joining “pieces of past” with 
“pieces of present” the paleontologist is guided by his knowledge of how they should be put together, i.e. by 
his image of the prehistoric animal. As a result, the archeological fragments and the final product of his 
reconstruction are not, to the paleontologist, the same thing. Combining the old bones with the nowadays 
available fragments, he creates a new entity, which differs from each of its components. Recent developments 
in cognitive neuroscience can now offer new support to Neisser’s methaphor (Tulving 1983; Edelman 1992; 
Damasio1989; Schacter 1996). The process of remembering does not simply involve a replay of the past but is 
actually more complex. A starting clue activates the mnestic trace encoded in the brain. This trace is then 
combined with the clue to build a new representation of the trace, part of which belongs to our past and part to 
our present, at the moment of remembering. Through this recombination, a new memory is built up and will be 
stored in the mind after having replaced the old mnestic trace. 
According to this view, remembering is a dynamic process, which enables us to re-shape our image of the 
past continuosly  by using the contribution of new personal experience. We will argue this in the next part of 
the paper.    
 
5.3 Memory Dynamics 
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The construction of memories is commonly made in three steps: the acquisition of new information (encoding), 
the process by which this new information is stocked (storage), the process through which it is recalled 
(retrieval)14. Initially, information is encoded as patterns of neural activity, which are weak and not yet 
persistent. Only later, is it stored in more persistent molecular or structural formats by undergoing a series of 
neurophysiological processes (e.g., glutamate release, protein synthesis, neural growth and rearrangement) 
that render the memory representations progressively more stable. It is these processes that are generally 
referred to as “consolidation”. The principal brain area involved in memory consolidation is the hippocampus, 
which is part of the medial temporal lobe (Haist, Gore & Mao, 2001). Once consolidation has taken place, the 
memory is assumed to be “fixed”. Recently, however, the idea has been gaining support that recalling or 
'reactivating' a previously consolidated memory renders it fragile and susceptible to interference once again, 
therefore requiring periods of re-consolidation (Miller & Matzel 2000; Walker et al. 2003).This adds new 
support to the thesis that memory does not simply consist of a replay of the past but involves a genuine 
reorganisation of data into new representations (Neisser 1967; Edelman 1992; Schacter 1996). Retrieval is in 
fact a dynamic process during which new information modifies the existing representation. According to the 
hypothesis of re-consolidation, memories never reach a fixed state as they are subject to change every time 
they are activated (also without conscious awareness). To summarize, memory dynamic includes: 
  The initial encoding process, when new information is perceived and held precariously; 
  The later encoding processes, when new connections between nerve cells grow to guarantee a more 
permanent storage of information;  
  The consolidation process through which a memory becomes increasingly resistant to time; 
  The retrieval processes, when old information is reactivated and combined with new information into a 
new memory; 
  The re-consolidation process, which shapes re-construction of memories over time. 
In accordance with this dynamic, human memories change continuosly, through a process of recombination of 
lived past with living present15. This process of continuous evolution represents a key resourse of the human 
mind, as we claim in the next paragraph.  
 
                                                           
14 PET scan studies have shown that during encoding of memory, the left dorsolateral prefrontal area is activated. When one is 
trying to retrieve memory, the right dorsolateral prefrontal area is activated.   
15 However, this process of change cannot be reduced only to a change in the neural structure of the subject, as it is mainly a 
semantic process. It certainly  has a neural counterpart but involves also a reorganization of the content of individual memories.   16
6. IMPLICATIONS FOR ECONOMIC THEORY 
6.1 Mind–dependence 
A path dependent phenomenon is an irreversible dynamic process whose outcomes are determined by the 
whole sequence of events which unfold through its history. In such phenomena, under the influence of “small 
events” lock-in can block the evolution of the system. 
At an individual level, path-dependence emerges when history influences the choice set and the behavioural 
algorithms of agents irreversibly (Bassanini and Dosi, 1999).  At a system level, irreversibility is mainly caused 
by dynamic increasing returns which in turn may be due to economies of scale, sunk costs and asymmetrical 
information. “More generally, they are likely to be a common property of learning and accumulation of 
technological capabilities with their typical features of locality and cumulativeness” (Bassanini and Dosi 1999, 
p.19). Sources of path-dependence are also likely to exsist on the demand side of the market. Amomg them, 
network externalities (Katz and Shapiro 1994) and endogenous evolution of preferences (Dosi and Metcalfe 
1991; Brock and Durlauf 1999) have been receiving growing attention. 
At a macro level, conventions and collectively shared norms, such as those which influence and shape 
institutions, are also an important “carrier of history” (David 1994). They give rise to a cumulative and self-
enforcing process of development because, by structuring the social context, they also shape the cognitive 
and behavioural patterns which support their existence (North 2000; Coriat and Dosi 1998) 
Recent developments in economic literature have pointed out that path-dependence also has a cognitive and 
neuropsychological dimension: 
 
 “The human brain and mind evolve by following a path that strongly depends on innate pre-existing structures. 
Because of this dependence on its previous experience and its innate structures, this can be clearly described 
as a path-dependent process” (Rizzello 2003, p.7). 
 
As suggested in the previous sections, this perspective has specific roots in the functioning of the human brain 
and mind. Moreover, it can be extended to take the role played by human memory in structuring personal 
histories into account.  
Memories are not fixed and stable entities, as they stem from a dynamic process of recollection and are 
continuously influenced by present living and environment. A dynamic bijective feedback between past and 
present appears to shape individual identity, by linking experienced history to current experience.   
As claimed in the economic literature on the topic, path-dependence allows social scientists to interpret “the 
present in the grip of the past”. Our main idea in this paper is that, once the cognitive roots of path-
dependence have been made explicit, this quotation can also be reversed. Due to the inner reconstructive 
nature of memory processes and to the relevance of memories in defining personal image (Schacter 1996), it’s   17
also the past which appears to be in the grip of the present. Differently from biological organisms, economic 
agents do not passively inherit traits of past evolution. Instead, they are tied to their memories by bijective 
feedback which dynamically develops through time. The past acts on the individual by shaping his 
neurocognitive structure and the mental models through which he makes sense of his environment and 
adjusts to it. On the other hand, the current experience of the subject can selectively retrieve his past 
experiences which then overcome a process of re-consolidation. This process consists of merging present 
information with that previously stored and brings new images of the past into emergence. As a result, 
previous experiences continuously overcome revisions that are mainly driven by present individual living.  
We suggest that the concept of mind-dependence may extend that of path-dependence to take the active role 
played by the human mind in orientating the subjective attitude towards the past into account.   
 
6.2 Reconstructing the past. Devices to escape lock-in 
 
As argued by Arthur, “increasing returns can cause the economy gradually to lock itself into an outcome not 
necessarily superior to alternatives, not easily altered, and not entirely predictable in advance” (1989, p.128). 
In path-dependent dynamics, trapping states16 do not usually have, however, a definite nature. In biological 
systems random gene mutations allow for new species to develop and to unlock evolution from its current 
stage, according to principles of mutation and selection. In terms of fitness landscape, evolution is the result of 
a branching process which shows temporary convergence to local optima and subsequent disruption of that 
equilibrium with consequent convergece to a different peak. In biological contexts, gene mutations are the 
driving-forces of change. In a socio-economic environment, evolution differs in important respects from the 
biological model, as it depends on the active behaviour of individuals (Frenken et al. 1999). Lock or de-lock 
may be interpreted as a result of individual and collective wills and strategies (Bassanini and Dosi 1999; David 
1987; Perez and Soete 1988). 
Our claim is that the concept of mind-dependence may help in defining a different concept of lock-in and new 
ways out of trapping states. It does this in several respects. 
1.  The scarcity of sources which characterises the economic environment does not appear to have a full 
correspondence in the human mind. We know of course that rationality is bounded (Simon 1978), as 
much as is imagination (Schakle 1972; Patalano 2005). This simply means, however, that like 
economic activities, also cognitive activities are run under bounds. Nevetherless, in the human mind 
there appears to be no limit to the number of mental models, mental images, and more generally 
mental representations which can be developed. Certainly such a production does have a cost, in 
                                                           
16 E. g. local optima traps. Curiously, the concept of “lock-in state” is used by neurologists too. In neurology, this refers to a tragic 
state of a patient who suffers a stroke in a critical area of the brain stem that resulted in total body paralysis with the exception of 
vertical eye movements, and the patient is totally conscious.   18
terms of mental effort, but the level of that cost is not exogenous as it can be modified in accordance 
with subjective aims (and aspiration levels). In this perspective, the plasticity of memory strongly 
enhances the power of the mind to re-model past experiences.    
2.  Certainly there exists a past whose realisations cannot be changed, due to the irreversibility of time. 
Nevetherless, the image of the past which stems out from individual and shared memories is not a 
fixed and unchangeable entity. It grows continuously and modifies itself under the influence of the 
bijective feedback between present and past. 
3.  Any act of remembering involves a change. By acting on the present it is possible to influence the 
image of the past, thus eventually altering our autonomy from its happenings.    
4.  In terms of fitness landscape, two main consequences emerge. Firstly, the landscape is not 
exogenous and it is not even fixed. Such a result holds not only because in future times innovation 
may alter its roughness, or mental models may evolve, thus modifying our way of seeing the 
landscape (Dosi 1984; Marengo 2003). The endogenous plasticity of the landscape is also supported 
by the acknowledgement that we can change our personal and collectively shared vision of what has 
happened, thus opening new chances of interpreting events and reading history.  
5.  Secondly, the fitness function is not given once and for all. Extending a biological insight, fitness may 
be interpreted as the human capability to adapt to the external environment. Adaptation has, however, 
a subjective meaning which evolves over time. We certainly inherited a concept of fitness partially 
transmitted through social sharing and imitation, that was elaborated in our past experience. However, 
looking back to the past, we might think that our notion of fitness deserves a change, for example on 
the ground of counterfactual reasoning, e. g. reasoning in terms of “what if”.  
6.  As a main conclusion, the image of the past is not exogenous. When talking of path dependence we 
should consider that, in our mind, a single “history” does not exist, and thus a definite form of 
dependence from that “history” cannot be identified. Trapping states are not a feature of the fitness 
landcape, nor a necessary consequence of convergence to a peak. The dynamic of human memory 
appears to be a powerful resource which helps considering lock-in as always pertaining to a specific, 
and temporary, image of what has happened.   
 
7. FINAL REMARKS 
 
Increasing returns path-dependent processes share some important characteristics. Firstly, multiple equilibria 
are possible or, in other words, the final outcome is not predictable ex-ante. Secondly, the initially selected 
technologies have increasing probabilities to be chosen thereafter, even if they do not represent the most 
efficient option any more . As a result, lock-in effects are possible. Thirdly, increasing returns processes are   19
non-ergodic, as small and early events continue to affect significantly the outcome over time. The history of the 
Qwerty keyboard provides a good example of the cited properties (David 1985). 
In a socio-economic context “when a dynamic economic system enters a trapping region, it cannot escape 
except through the intervention of some external force, or shock, that alters its configuration or transforms the 
underlying structural relationships among the agents” (David 1997, p.34). 
Our main claim in this paper concerns the existence of endogenous forces which, together with external 
factors, may drive the search for a way out of lock-in, which is to say, the process of change. 
We have argued that key resources for endogenous change may be found in the mechanisms of mind 
functioning and mainly in the constructive processes which underlie remembering.     
In the working of memory, the present seems to act on the past through different mechanisms.  
1.  By way of the retrieval clue which guides the search for memories selectively. Human beings do not 
remember all their past at any one time. Recall requires a searching process  which allows only part of 
stored information to reach conscious awareness. Going back to Plato’s methapor, birds in the aviary 
are like information that is available in memory but which may not be accessible or retrievable. Having 
a memory is like recapturing a bird, it is thus an active process. But none could catch the birds all 
together and sometimes errors are possible when “hunting for some particular piece of knowledge, 
among those that are fluttering about, a person misses it and catches hold of a different one…as he 
might catch a dove in place of a pigeon” (Hamilton 1961, p.906).    
2.  After retrieval has occurred, the process of remembering takes place. It involves the costruction of 
memories from the available retrieved information plus information extracted from the present life of 
the subject and does not consist of a verbatim reproduction of a fixed content. Quoting Bartlett, 
“remembering is not the re-excitation of innumerable fixed, lifeless and fragmentary traces. It is an 
imaginative reconstruction, or construction (1932, p.213). 
From this perspective, the memory of the past does not appear to be exogenous and not even defined once 
and for all. Certainly, time is not reversible and then past events cannot run under different conditions again, 
which is to say, it is not possible to alter their actual realisation. Nevetherless, the individual and collective 
image of “what has happened” continuously evolves under the drive of the bijective feedback which connects 
present with past. The process of remembering  has a mainly reorganising nature, it involves recombination of 
mnestic traces with present information and leads to the emergence of new representation of past events. 
As a single image of History does not exist, neither can a unique and stable dependence from the already 
unfolded path be defined. In such a perspective, the entering of a trapping region is not an inevitable event 
caused by the history dynamic and enhanced by the non-ergodicity of the system. Lock-in indeed appears to 
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