One-dimensional free boundary problem for a nonlinear diffusion -convection equation with a Dirichlet condition at fixed face x = 0, variable in time, is considered. Throught several transformations the problem is reduced to a free boundary problem for a diffusion equation and the integral formulation is obtained. By using fixed point theorems, the existence of at least a solution, for small time, to a system of coupled nonlinear integral equations is obtained.
Introduction
Free boundary problems (FBP) are of great importance, both physically and mathematically. FBP are boundary value problems for partial differential equations where an unknown moving boundary must be determined [1, 8, 19, 21] . In this paper, we formulate a FBP for a nonlinear diffusionconvection equation namely Rosen-Fokas-Yorstos equation [11, 14] . This equation describes fluid diffusion with convective effects in porous media and has multiple applications, for example, to ground water hydrology, oil reservoir engineering and other biological applications as the drug propagation in the arterial tissues.
In [5, 7] a FBP on a finite interval is formulated and solved for a nonlinear diffusion-convection equation which describe drug diffusion in arterial tissues after the drug is released by an arterial stent and the problem is reduced to a system of nonlinear integral equations.
We will study a one-dimensional FBP for the diffusion-convection equation with a variable Dirichlet condition(which is the one novelty with respect to [5, 7] ) at the fixed face x=0 and a Stefan like condition on the free boundary which has a convective term. The present paper is organized as follows: In Section 2, we introduce the FBP and through several transformations we map the FBP for the nonlinear diffusion-convection equation into an equivalent FBP for the linear heat-diffusion equation. In Section 3, we give an equivalent integral formulation to problem which requires to solve a system of three coupled nonlinear Volterra integral equations. Section 4 is subdivided into two subsections: in subsection 4.1 , fixed one unknown, we prove existence and uniqueness of the solution, local in time, by using Banach fixed point theorem, in subsection 4.2 we use the Schauder fixed point theorem to prove that there exists at least one solution of this unknown.
We can remark that sequential transformations used on Section 2 have been previously used in different physical context as modelled, in particular, by moving boundary problems, for example [2, 3, 9, 10, 14, 15, 17, 18] 2 Free boundary problem
We consider the free boundary s = s(t) > 0, defined for t > 0, and u(x, t) which satisfy a diffusionconvection equation with the following conditions:
3)
Du x (s(t), t) − u(s(t), t) = −ṡ(t) , t > 0 , (2.4) u(x, 0) = u 0 (x) > β , 0 ≤ x ≤ b , (2.5)
where D is the diffusivity, u 0 is the initial concentration and f = f (t) is the concentration in the fixed face x = 0. We assume that:
Following [5, 7, 14] we will transform this problem in the one which is governed by the Burgers equation. We have:
with C 1 an arbitrary constant, is a solution to the problem given by the Burgers equation
12)
with the following initial and boundary conditions:
where v 0 (z) = u 0 (g −1 (z)),
and the constants b, C 1 and C 2 satisfy the following relation
is a solution to the problem (2.1) − (2.6).
Proof. A) From (2.8), (2.9) and by (2.1) we have
and
.
Then, from (2.1) we get (2.12) which is the Burgers equation for the dependent variable v(z, t).
Taking into account (2.9) the domain D = {(x, t)/0 < x < s(t), t > 0} for u(x, t) is transformed into the domain D * = {(z, t)/z 0 (t) < z < z 1 (t), t > 0)} for v(z, t), where z 0 (t) and z 1 (t) are given by
If we derivate z 1 respect to variable t and we use (2.1) and the conditions (2.2)-(2.6), we obtain the follow relationż
Then, from (2.4) we have (2.15) and the expression (2.11) for z 1 (t), where z 1 (0) = C 1 + For t = 0 we have that
,
To prove B) we consider (2.21), (2.22) and the (2.12) − (2.17) which are satisfied by v = v(z, t), z 0 (t), z 1 (t). We have
Moreover, for z = z 0 (t) is x = 0 and for z = z 1 (t) is x = 
and (2.4) holds.
Remark 2.2. Eq. (2.9) is equivalent to the relations
Now we introduce the Galilean Transformation given by
to obtain de following result:
Under the transformation (2.26) the problem (2.12)-(2.19) is equivalent to the following FBP: 
We have the following result:
and the free boundaries y 0 = y 0 (t) and y 1 = y 1 (t) are given by:
Proof. To prove the equivalence of the two problems we will deduce the inverse transformation to the relation(2.36) by considering the definition (2.38), we have
Integrating on variable y, it follows that
Therefore, we have that the inverse relation to the generalized Hopf-Cole transformation (2.36) is expressed by: 
Integral formulation
In this section, we give an integral formulation of the free boundary problem (2.39) − (2.47). We have the following equivalence theorem.
Theorem 3.1. Let (2.7) and 0 < D < 2 be. The solution to the free boundary problem (2.39)−(2.47) has the following integral representation
3)
and φ 1 , φ 2 are defined by
if and only if it satisfies the following system of two Volterra integral equations:
where G, N are the Green and Neumann functions respectively, and K is the fundamental solution to the heat equation, defined by
and y 0 , y 1 are given by (3.3) and (3.4) respectively. Moreover, function h(t) = w(y 0 (t), t) must satisfy the integral relation
Proof. Let w(y, t), y 0 (t), y 1 (t) be the solution to the problem (2.39) − (2.47). We integrate on the domain
and we let ǫ → 0, to obtain the integral representation for w(y, t) [12, 19] w(y, t) =
By using the definitions of φ 1 and φ 2 given by (3.5) , the definition of h and boundary conditions we have (3.1). If we differentiate (3.13) in variable y and we let y → y + 0 (t) and y → y − 1 (t), by using the jump relations [12] we obtain the system of integral equations (3.6) and (3.7) for φ 1 and φ 2 . Moreover, from (2.37) and (3.2) we have the equation (3.11) .
Conversely, the function w(y, t) defined by (3.1), where φ 1 and φ 2 are the solutions of (3.6) and (3.7) , satisfies the conditions (2.39), (2.42) -(2.44). In order to prove the conditions (2.40) and (2.41) we define µ 1 (t) = w(y 1 (t), t) and µ 2 (t) = h(t) − w(y 0 (t), t).
If we integrate the Green identity (3.12) over the domain D t,ε (ε > 0) and we let ε → 0, we obtain that
Then, if we compare this last expression (3.14) with (3.1) we deduce that t 0 G(y, t; y 0 (τ ), τ )
By taking y → y − 1 (t) and y → y + 0 (t) in (3.15) , and the jump relations we obtain that µ 1 and µ 2 must satisfy the following system of Volterra integral equations:
Following [13] , it's easy to see that there exist a unique solution µ 1 ≡ µ 2 ≡ 0 to the system of Volterra integral equations (3.16)-(3.17). Then (2.40) and (2.41) are verified and the result holds.
Existence of the solution
In order to prove existence of solution w = w(y, t), y = y 0 (t) and y = y 1 (t) of (2.39) − (2.47) and taking into account the result of Theorem 3.1 we will demonstrate that there exists at least a local solution φ 1 ,φ 2 and h to the coupled nonlinear integral equations (3.6), (3.7) and (3.11). We will proceed in the following way: Fixed positive constants H,R, S and σ we define the set Π = Π(H, R, S, σ) given by
|h(t)|. Clearly Π is a compact and convex set in C 1 [0, σ].
For each fixed function h ∈ Π 1 = {h ∈ C 1 [0, 1]/h(t) ≥ H, h ≤ R, h ′ ≤ S} we will use the Banach fixed point Theorem in order to prove that there exist unique solutions φ 1 , φ 2 ∈ C 0 [0, σ] to the system of two Volterra integral equations (3.6) and (3.7). Then for suitable H, R, S and σ, by using Shauder's fixed point Theorem we will demonstrate that there exists at least a solution h ∈ Π 1 of (3.11).
Existence and uniqueness of φ 1 , φ 2
We consider the Banach space 
with σ and M positive numbers to be determinate. We define the map χ :
where
We will prove that for suitable M and σ, the map χ is well defined and it is also a contraction, therefore by the Banach fixed point Theorem it has a unique fixed point. Firstly, we give some preliminary results
then y 0 and y 1 defined by (3.3) and (3.4) satisfies
Proof. It follows inmediatly from definitions (3.3)-(3.4) and assumptions on data.
To prove the following Lemmas we need to use the classical inequality
, α, x > 0 , t > τ , n ∈ N. we have that following properties are satisfied
Proof. To prove (4.9) we consider
From (2.45) we have
Following the proof given in [4, 6] and taking C 1 < U 0 2 we obtain (4.10), (4.11), (4.12),(4.15), (4.16) and (4.17) .
To prove (4.13) we take into account that
The inequalities (4.14) and (4.18) are proved in the same way as (4.9) and (4.13) respectively. 
20)
and 
f (τ ) |G y (y 11 (t), t; y 01 (τ ), τ ) − G y (y 12 (t), t; y 02 (τ ), τ )| dτ (4.24) where 
Proof. The inequalities (4.22)-(4.28) and (4.30)-(4.31) are obtained following [6] . We will show the proof of (4.29), following [20] . We write
Taking into account that 
By hypothesis (4.42)-(4.46) we have that χ is a contraction and therefore, there exists a unique fixed point φ * = φ 1 φ 2 such that χ(φ * ) = φ * this is 4.2 Existence of at least a solution of w h (y 0h (t), t) = h(t)
In this subsection we assume that all the hypothesis of Theorem 4.1 are valid, which guarantee the existence and uniqueness of w = w h , y 0 = y 0h and y 1 = y 1h for each h ∈ Π 1 . Now we will prove that for suitable values of H, R, S and σ there exists h ∈ Π(H, R, S, σ) such that w h (y 0h (t), t) = h(t) (4.50)
for t ∈ [0, σ], where w h and y 0h are established for above theorem. We define the map Z on Π such that for each h ∈ Π ⊂ Π 1 (σ ≤ 1)
this is
where φ 1h , w h , y 0h and y 1h are the solutions obtained in above section. We will use the Schauder's fixed point theorem which states: For any continuous function L mapping a compact convex set to itself there is x 0 such that L(x 0 ) = x 0 . 
Proof. From definition of Z(h) and (2.7) we have Z(h)(t) > β 2 . Taking into account (4.51) and the fact that w h (ξ, t) ≤ w h (y 0 (t), t), y 0 (t) ≤ ξ ≤ y 1 (t)
we have Z(h)(t) ≤ (f (t) + β) 1 − t 0 φ 1h (τ )dτ ) + w h (y 0 (t), t) (y 1 (t) − y 0 (t)) .
Since φ 1h ≤ M, σ ≤ 1 and taking into account Lemma 4.3 we obtain
If we derivate Z(h) respect to variable t, we get w h (ξ, t)dξ
Then we have Next, we define
, (4.56) and
Lemma 4.6. We assume (4.52) and E 3 E 2 < 1.
(4.57)
If we take
where M is given by
Proof. From (4.46) we have M = E 1 + E 2 R, then by (4.54) we have
Therefore, if we define R = E 3 (1+E 1 ) 1−E 3 E 2 we have Z(h) ≤ R. Moreover we have Z(h)(t) > β 2 = H and by Lemma 4.5 we have (Z(h)) ′ ≤ S. This yields Z(h) ∈ Π and the proof is complete. 
