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Abstract. In this paper we study the addition formulae of the KP, the mKP and the BKP
hierarchies. We prove that the total hierarchies are equivalent to the simplest equations of
their addition formulae. In the case of the KP and the mKP hierarchies those results had
previously been proved by Noumi, Takasaki and Takebe by way of wave functions. Here we
give alternative and direct proofs for the case of the KP and mKP hierarchies. Our method
can equally be applied to the BKP hierarchy.
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1 Introduction
Our purpose is to prove that some integrable hierarchies are equivalent to the simplest equations
of their addition formulae. In this paper we study the KP, the modified KP (mKP) and the
BKP hierarchies.
The (bilinear) KP hierarchy [12] is an infinite system of bilinear equations for τ(x), x =
(x1, x2, . . . ), given, in the generating form, by∮
e−2ξ(y,λ)τ
(
x− y − [λ−1])τ(x+ y + [λ−1]) dλ
2pii
= 0.
Namely, if we expand the left hand side in y = (y1, y2, . . . ), then we get Hirota’s bilinear
equations, which contain, as the simplest equation, the Kadomtsev–Petviashvili (KP) equation
in the bilinear form(
D41 + 3D
2
2 − 4D1D3
)
τ · τ = 0,
where Di is the Hirota’s bilinear operator defined by
(
Di11 D
i2
2 · · ·
)
τ · τ =
((
∂
∂y1
)i1 ( ∂
∂y2
)i2
· · ·
)
(τ(x+ y)τ(x− y))
∣∣∣
y=0
, y = (y1, y2, . . . ).
If we put y =
(
m−1∑
i=1
[βi]−
m+1∑
i=1
[αi]
)
/2, [α] = (α, α2/2, α3/3, . . . ), instead of expanding in y, and
compute the integral by taking residues, then we get addition formulae [20]:
m+1∑
i=1
(−1)i−1Cαβτ
x+ m−1∑
j=1
[βj ] + [αi]
 τ
x+ m+1∑
j=1,j 6=i
[αj ]
 = 0, m ≥ 2, (1)
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where Cαβ depend only on {αi}1≤i≤m+1 and {βi}1≤i≤m−1. The simplest case of addition formulae
is the case of m=2:
α12α34τ(x+ [α1] + [α2])τ(x+ [α3] + [α4])− α13α24τ(x+ [α1] + [α3])τ(x+ [α2] + [α4])
+ α14α23τ(x+ [α1] + [α4])τ(x+ [α2] + [α3]) = 0, (2)
where αij = αi−αj . It is surprising that the KP hierarchy itself is equivalent to (2). This fact has
been proved by Takasaki and Takebe [23] by way of the wave functions of the KP hierarchy. Here
we give an alternative and direct proof. First we show that the totality of addition formulae (1)
is equivalent to the KP hierarchy by using the properties of symmetric functions. If we call the
function of the form τ(x+[α1]+ · · ·+[αn]) the n-point function, then (2) is a relation among two
point functions. By shifting x appropriately we can consider (2) as an expression of a four point
function in terms of two point functions (see Proposition 2). Repeating this process, we can
derive the formulae which express the 2m-point function as a determinant of 2-point functions.
These formulae are called Fay’s determinant formulae in the case of theta function [8, 19]. In [8]
it is indicated without proofs that the determinant formulae can be obtained from the trisecant
formulae corresponding to (2). In this sense the determinant formulae (11) and their derivation
from (2) cannot be considered a new result1. Next we show that the Plu¨cker’s relations for the
determinants appearing in these formulae are nothing but the addition formulae (1) for m-point
functions. In this way, we can prove that (2) is equivalent to the KP hierarchy. For the mKP
and the BKP hierarchies, similar results hold although there are some differences.
The mKP hierarchy [12] is an infinite system of differential equations for an infinite number
of functions τl(x), l ∈ Z. In this case there are an infinite number of the simplest addition
formulae:
α23τl(x+ [α1])τl+1(x+ [α2] + [α3])− α13τl(x+ [α2])τl+1(x+ [α1] + [α3])
+ α12τl(x+ [α3])τl+1(x+ [α1] + [α2]) = 0, l ∈ Z. (3)
It had been proved that (3) is equivalent to the mKP hierarchy in [17]. Here we prove the
equivalence in a similar strategy to the case of KP. A new feature of the present case is that
there exist addition formulae involving τl and τl+k for k ≥ 2. We prove that these addition
formulae are consequences of (3).
The BKP hierarchy is an infinite system of bilinear equations for τ(x), x = (x1, x3, . . . ). The
following is the simplest addition formula which has four terms:
α˜12α˜13α23τ(x+ 2[α1]o)τ(x+ 2[α2]o + 2[α3]o)
− α˜12α˜23α13τ(x+ 2[α2]o)τ(x+ 2[α1]o + 2[α3]o)
+ α˜13α˜23α12τ(x+ 2[α3]o)τ(x+ 2[α1]o + 2[α2]o)
− α12α13α23τ(x)τ(x+ 2[α1]o + 2[α2]o + 2[α3]o) = 0, (4)
where α˜ij = αi + αj and [α]o =
(
α, α3/3, α5/5, . . .
)
. We prove that (4) is equivalent to the
BKP hierarchy in a similar way to the KP hierarchy. In this case we use Pfaffians instead of
determinants to express n-point functions in terms of one and two point functions. To this end
we need the analogue of Sylvester’s theorem and the Plu¨cker’s relations for Pfaffians [9, 18].
We have shown that the KP, the mKP and the BKP hierarchies are equivalent to the simplest
addition formulae. It is interesting to study whether, for other integrable hierarchies [3, 4, 5,
12, 21, 22], similar structure exists. There exists a result for the Toda hierarchy [21, 24]. But
the problem arises to specify what are the fundamental equations in general. To consider these
problems, it will be effective to use free fermion descriptions of integrable hierarchies [3, 4, 5, 12].
1Takasaki K., Private communications.
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It is also interesting to apply the results to the study of discrete differential geometries [1, 11]
and addition formulae for sigma functions [2, 7, 16].
This paper consists of three sections and three appendices. In Section 2, we consider the KP
hierarchy. The key point is to prove the equivalence between the KP hierarchy and its infinite
sequence of addition formulae. Since this case is fundamental, the details are given. Then we
consider the mKP hierarchy in Section 3. The arguments which are similar to the KP hierarchy
are omitted. In Section 4, we study the BKP hierarchy. The Pfaffians are necessary in this
case. Necessary properties of Pfaffians including the definition are reviewed in Appendices A, B
and C.
2 The addition formula for the τ -function of the KP hierarchy
Let
[α] =
(
α,
α2
2
,
α3
3
, . . .
)
, ξ(t, λ) =
∞∑
n=1
tnλ
n, t = (t1, t2, t3, . . . ).
The KP hierarchy is a system of equations for a function τ(t) [6, 12, 13] given by∮
eξ(t
′−t,λ)τ
(
t′ − [λ−1])τ(t+ [λ−1]) dλ
2pii
= 0. (5)
Here
∮
means a formal algebraic operator extracting the coefficient of z−1 of Laurent series:∮
dz
2pii
∞∑
n=−∞
anz
n = a−1.
Set t = x+ y, t′ = x− y. Then (5) becomes∮
e−2ξ(y,λ)τ
(
x− y − [λ−1])τ(x+ y + [λ−1]) dλ
2pii
= 0. (6)
For an integer m ≥ 2, set
y =
1
2
(
m−1∑
i=1
[βi]−
m+1∑
i=1
[αi]
)
(7)
in (6). Then it becomes∮
exp
(
−ξ
(
m−1∑
i=1
[βi]−
m+1∑
i=1
[αi], λ
))
τ
(
x− 1
2
(
m−1∑
i=1
[βi]−
m+1∑
i=1
[αi]
)
− [λ−1])
× τ
(
x+
1
2
(
m−1∑
i=1
[βi]−
m+1∑
i=1
[αi]
)
+
[
λ−1
]) dλ
2pii
= 0. (8)
By virtue of the identity
∞∑
n=1
xn
n
= − log(1− x),
the exponential factor in (8) reduces to a rational function of λ, αi, βi as
exp
(
−ξ
(
m−1∑
i=1
[βi]−
m+1∑
i=1
[αi], λ
))
=
m−1∏
i=1
(1− βiλ)
m+1∏
i=1
(1− αiλ)
.
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Computing the integral by taking residues at λ = α−1i , 1 ≤ i ≤ m + 1 [15] and shifting the
variable x as
x→ x+ 1
2
(
m−1∑
i=1
[βi] +
m+1∑
i=1
[αi]
)
,
we get the following addition formulae of the τ -function [20]
m+1∑
i=1
(−1)i−1ζ(x;β1, . . . , βm−1, αi)ζ(x;α1, . . . , αˆi, . . . , αm+1) = 0, m ≥ 2, (9)
where
ζ(x;α1, . . . , αn) = ∆(α1, . . . , αn)τ(x+ [α1] + · · ·+ [αn]),
∆(α1, . . . , αn) =
∏
i<j
(αi − αj),
and αˆi means that αi should be removed.
Example 1. In the case of m = 2, we have
α12α34τ(x+ [α1] + [α2])τ(x+ [α3] + [α4])− α13α24τ(x+ [α1] + [α3])τ(x+ [α2] + [α4])
+ α14α23τ(x+ [α1] + [α4])τ(x+ [α2] + [α3]) = 0, (10)
where αij = αi − αj .
We call (10) ‘the three term equation’. We have derived (10) from (5). The fact that the
converse is true is proved by Takasaki and Takebe [23].
Theorem 1 ([23]). The three term equation (10) is equivalent to the KP hierarchy (5).
In [23] the theorem is proved by constructing the wave function of the KP-hierarchy. To do it
the differential Fay identity, which is a certain limit of (10), is used. Here we give an alternative
and direct proof of the theorem.
Proposition 1. The KP hierarchy (5) is equivalent to (9).
Proof. It is sufficient to prove that if (8) holds for any m ≥ 2 and arbitrary αi 6= 0, βi, then (6)
holds. Set the left hand side of (6) to be F (y). Expand F (y) in y as
F (y) =
∑
γ
Fγy
γ , yγ = yγ11 y
γ2
2 · · · , γ = (γ1, γ2, . . . ).
We consider the case βi = 0, 1 ≤ i ≤ m− 1 in (7) and set
y′ =
m+1∑
i=1
[αi].
We prove Fγ = 0 for any γ if F
(−y′2 ) = 0 for any m ≥ 2. We consider m fixed. Let us define
the weight of yi to be i and wt y
γ =
∞∑
i=1
iγi. Decompose F according to weights as
F = F (0) + F (1) + F (2) + · · · , F (i) =
∑
wt yγ=i
Fγy
γ .
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We substitute −y′2 to y and get the homogeneous polynomial of degree i of α1, . . . , αm+1:
F (i)
(
−y
′
2
)
=
∑
γ1+···+γm+1=i
b(i)γ1...γm+1α
γ1
1 · · ·αγm+1m+1 .
Then F
(−y′2 ) = 0 is equivalent to F (i)(−y′2 ) = 0 for any i. Notice that iy′i = αi1 + · · ·+ αim+1 is
a power sum symmetric function. Therefore y′1, . . . , y′m+1 are algebraically independent (see [14,
(2.12)]). If i ≤ m+ 1, then F (i)(y) is a polynomial at most of y1, . . . , ym+1. Thus F (i)
(−y′2 ) = 0
implies Fγ = 0 for any γ satisfying wt γ = i. Since m is arbitrary we have Fγ = 0 for any γ. 
Remark 1. In the course of the proof we actually prove the equivalence between (5) and (9)
with βi = 0 for any i (of course, in that case we have firstly to divide (9) by ∆(β1, . . . , βm−1)).
Proposition 2. The following formula follows from (10):
τ
(
x+
m∑
i=1
[βi]−
m∑
i=1
[αi]
)
τ(x)
=
m∏
i,j=1
(βi − αj)∏
i<j
αijβji
det
(
τ(x+ [βi]− [αj ])
(βi − αj)τ(x)
)
1≤i,j≤m
, m ≥ 2. (11)
Proof. We change the names of α variables in (10) as (α3, α4) → (β1, β2) and shift x to
x→ x− [α1]− [α2]. After that we solve it in τ(x+ [β1] + [β2]− [α1]− [α2]) we get m = 2 case
of (11).
Suppose that (11) holds in case of m = k:
τ
(
x+
k∑
i=1
[βi]−
k∑
i=1
[αi]
)
= τ(x)−k+1Ck det
(
τ(x+ [βi]− [αj ])
βi − αj
)
1≤i,j≤k
, (12)
where
Ck =
k∏
i,j=1
(βi − αj)∏
i<j
αijβji
.
In (12) we shift the variable x as
x→ x+ [βk+1]− [αk+1].
Then
τ
(
x+
k+1∑
i=1
[βi]−
k+1∑
i=1
[αi]
)
= τ(x+ [βk+1]− [αk+1])−k+1Ck
× det
(
τ(x+ [βi] + [βk+1]− [αj ]− [αk+1])
βi − αj
)
1≤i,j≤k
. (13)
By (11) with m = 2,
τ(x+ [βi] + [βk+1]− [αj ]− [αk+1]) = τ(x)−1Aij ·Xij , (14)
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where
Aij =
(βi − αj)(βi − αk+1)(βk+1 − αj)(βk+1 − αk+1)
(αj − αk+1)(βk+1 − βi) ,
Xij = det

τ(x+ [βi]− [αj ])
βi − αj
τ(x+ [βi]− [αk+1])
βi − αk+1
τ(x+ [βk+1]− [αj ])
βk+1 − αj
τ(x+ [βk+1]− [αk+1])
βk+1 − αk+1
 .
By substituting (14) to the determinant in the right hand side of (13), we have
det
(
τ(x+ [βi] + [βk+1]− [αj ]− [αk+1])
βi − αj
)
1≤i,j≤k
=
(
βk+1 − αk+1
τ(x)
)k k∏
i=1
(βk+1 − αi)(βi − αk+1)
(αi − αk+1)(βk+1 − βi) det(Xij)1≤i,j≤k. (15)
Using Sylvester’s theorem (Appendix B),
det(Xij)1≤i,j≤k =
(
τ(x+ [βk+1]− [αk+1])
βk+1 − αk+1
)k−1
det
(
τ(x+ [βi]− [αj ])
βi − αj
)
1≤i,j≤k+1
. (16)
Substituting (16) and (15) into (13), we get the case of m = k + 1 of (11). 
Let us consider an N × m matrix A = (aij)1≤i≤N,1≤j≤m with N ≥ m and set, for 1 ≤
l1, . . . , lm ≤ N ,
A(l1, . . . , lm) = det(ali,j)1≤i,j≤m.
For any 1 ≤ k1, . . . , km−1, l1, . . . , lm+1 ≤ N these determinants satisfy Plu¨cker’s relations:
m+1∑
i=1
(−1)i−1A(k1, . . . , km−1, li)A(l1, . . . , lˆi, . . . , lm+1) = 0. (17)
Proposition 3. The Plu¨cker’s relations for the determinant of the right hand side of (11) give
the addition formulae (9).
Proof. Let m be fixed. Consider the ∞×m matrix A = (aij) with
aij =
τ(x+ [βi]− [αj ])
(βi − αj)τ(x) .
Then A(k1, . . . , km−1, li) and A(l1, . . . , lˆi, . . . , lm+1) can be expressed by 2m point functions
by (11). We substitute them to (17) and shift the variable x as
x→ x+
m∑
s=1
[αs].
Then we get the additional formulae (9) by renaming the variables as (βk1 , . . . , βkm−1) →
(β1, . . . , βm−1), (βl1 , . . . , βlm+1)→ (α1, . . . , αm+1). 
Proof of Theorem 1. By Propositions 1, 2 and 3, we have (5) from (10). Thus Theorem 1 is
proved. 
On Addition Formulae of KP, mKP and BKP Hierarchies 7
3 mKP hierarchy
Let τl(t) (l ∈ Z) be τ -functions of the modified KP (mKP) hierarchy. We use the same notation
as that for KP hierarchy ([α], ξ(t, λ), etc.).
The mKP hierarchy is given by the bilinear equation [6, 12] of the form∮
eξ(t
′−t,λ)λl−l
′
τl
(
t′ − [λ−1])τl′(t+ [λ−1]) dλ
2pii
= 0, l ≥ l′. (18)
Set t = x+ y, t′ = x− y. Then (18) becomes∮
e−2ξ(y,λ)λl−l
′
τl
(
x− y − [λ−1])τl′(x+ y + [λ−1]) dλ
2pii
= 0, l ≥ l′. (19)
Let l − l′ = k ≥ 0. Set
y =
1
2
(
m−2∑
i=1
[βi]−
m+k∑
i=1
[αi]
)
.
Then the exponential factor in (19) reduces to a rational function of λ, αi, βi as in the KP case:
exp
(
−ξ
(
m−2∑
i=1
[βi]−
m+k∑
i=1
[αi], λ
))
=
m−2∏
i=1
(1− βiλ)
m+k∏
i=1
(1− αiλ)
.
Computing the integral by taking residues at λ = α−1i , 1 ≤ i ≤ m+k and shifting the variable x
as
x→ x+ 1
2
(
m−2∑
i=1
[βi] +
m+k∑
i=1
[αi]
)
,
we have the following addition formulae of the mKP hierarchy:
m+k∑
i=1
(−1)i−1ζl(x;β1, . . . , βm−2, αi)ζl+k(x;α1, . . . , αˆi, . . . , αm+k) = 0,
l ∈ Z, k ≥ 0, m ≥ 2, (20)
where
ζl(x;α1, . . . , αn) = ∆(α1, . . . , αn)τl
(
x+
n∑
i=1
[αi]
)
.
Example 2. The case l − l′ = 1 and m = 2 of (20) is
α23τl(x+ [α1])τl+1(x+ [α2] + [α3])− α13τl(x+ [α2])τl+1(x+ [α1] + [α3])
+ α12τl(x+ [α3])τl+1(x+ [α1] + [α2]) = 0. (21)
We call (21) ‘the three term equation of the mKP hierarchy’.
The following theorem is proved in [17].
Theorem 2 ([17]). The three term equation (21) is equivalent to the mKP hierarchy (18).
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We give an another proof which is similar to that of the KP hierarchy. The following propo-
sition can be proved as in the KP-case.
Proposition 4. The mKP hierarchy (18) is equivalent to (20).
Proposition 5. The following formula follows from (21) for n ≥ 2:
τl+1
(
x+
n∑
i=1
[αi]−
n−1∑
i=1
[βi]
)
τl(x)
= C det

τl(x+ [α1]− [β1])
(α1 − β1)τl(x) · · ·
τl(x+ [α1]− [βn−1])
(α1 − βn−1)τl(x)
τl+1(x+ [α1])
τl(x)
τl(x+ [α2]− [β1])
(α2 − β1)τl(x) · · ·
τl(x+ [α2]− [βn−1])
(α2 − βn−1)τl(x)
τl+1(x+ [α2])
τl(x)
...
. . .
...
...
τl(x+ [αn]− [β1])
(αn − β1)τl(x) · · ·
τl(x+ [αn]− [βn−1])
(αn − βn−1)τl(x)
τl+1(x+ [αn])
τl(x)

, (22)
where
C = C(l, {αi}, {βi}) =
n∏
i=1
n−1∏
j=1
(αi − βj)(
n−1∏
i<j
βij
)(
n∏
i>j
αij
) .
Proof. The proof is similar to that of Proposition 2. Therefore we leave details to readers. 
Proposition 6. The Plu¨cker’s relations for the determinant of the right hand side of (22)
give (20) with k = 1.
Proof. For m ≥ 1 consider the m× 2m matrix A = (aij)1≤i≤m, 1≤j≤2m given by
aij =
τl(x+ [αi]− [βj ])
αi − βj , 1 ≤ j ≤ 2m− 1, ai,2m = τl+1(x+ [αi]).
For 1 ≤ r1, . . . , rm ≤ 2m we set
A(r1, . . . , rm) = det(ai,rj )1≤i,j≤m.
Then the Plu¨cker’s relation gives k = 1 case of (20) by Propositions 2 and 5. 
By Propositions 5 and 6, equation (20) with k = 1 and arbitrary m ≥ 2 follows from (21).
The next lemma shows that (20) with k ≥ 2 and m ≥ 2 also follows from (21). The fact that (20)
with k = 0 follows from (21) is proved in [17]. We generalize the arguments in [17] for k ≥ 2.
Lemma 1. Equation (20) follows from (21).
Proof. We prove the lemma by induction on k. Suppose that equation (20) is valid for k and
any m ≥ 2. Shift the variable x as
x→ x−
m+k−1∑
j=1
[αj ],
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and multiply the resulting equation by τl+k+1(x+ [αm+k+1]). Then we get
m+k−1∑
i=1
Aiτl
x− m+k−1∑
j 6=i
[αj ] +
m−2∑
j=1
[βj ]
 τl+k (x+ [αm+k]− [αi]) τl+k+1(x+ [αm+k+1])
+Am+kτl
x+ [αm+k] + m−2∑
j=1
[βj ]−
m+k−1∑
j=1
[αj ]
 τl+k(x)τl+k+1(x+ [αm+k]) = 0, (23)
where
Ai = (−1)i−1∆(β1, . . . , βm−2, αi)∆(α1, . . . , αˆi, . . . , αm+k).
In (21) with l being replaced by l + k, make a shift x → x − [α3] and change the label of α as
(α1, α2, α3)→ (αm+k, αm+k+1, αi), 1 ≤ i ≤ m+ k − 1. Then we get
τl+k(x+ [αm+k]− [αi])τl+k+1(x+ [αm+k+1])
=
αm+k,i
αm+k+1,i
τl+k(x+ [αm+k+1]− [αi])τl+k+1(x+ [αm+k])
− αm+k,m+k+1
αm+k+1,i
τl+k(x)τl+k+1(x+ [αm+k] + [αm+k+1]− [αi]). (24)
Substituting (24) to the summands of (23) and shifting x as x→ x+
m+k−1∑
j=1
[αj ], then we get
τl+k+1
x+ m+k∑
j=1
[αj ]
m+k−1∑
i=1
Ai
αm+k,i
αm+k+1,i
τl
x+ [αi] + m−2∑
j=1
[βj ]

× τl+k
x+ m+k−1∑
j 6=i
[αj ] + [αm+k+1]
+ τl+k
x+ m+k−1∑
j=1
[αj ]

×

m+k−1∑
i=1
Ai
αm+k,m+k+1
αi,m+k+1
τl
x+ [αi] + m−2∑
j=1
[βj ]
 τl+k+1
x+ m+k+1∑
j 6=i
[αj ]

+Am+kτl
x+ [αm+k] + m−2∑
j=1
[βj ]
 τl+k+1
x+ m+k+1∑
j 6=m+k
[αj ]
 = 0. (25)
We write (20) in the form
m+k−1∑
i=1
Aiτl
x+ [αi] + m−2∑
j=1
[βj ]
 τl+k
x+ m+k∑
j 6=i
[αj ]

= −Am+kτl
x+ [αm+k] + m−2∑
j=1
[βj ]
 τl+k
x+ m+k−1∑
j=1
[αj ]
 . (26)
Change αm+k to αm+k+1 in (26). Notice that Ai, i < m+ k, changes to
(−1)i−1∆(β1, . . . , βm−2, αi)∆(α1, . . . , αˆi, . . . , αm+k−1, αm+k+1)
=
m+k−1∏
j=1
αj,m+k+1
αj,m+k
·Ai · αi,m+k
αi,m+k+1
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and Am+k changes to
(−1)m+k∆(β1, . . . , βm−2, αm+k+1)∆(α1, . . . , αm+k−1).
Then we can rewrite the first term of (25) as
τl+k+1
x+ m+k∑
j=1
[αj ]
m+k−1∑
i=1
Ai
αi,m+k
αi,m+k+1
τl
x+ [αi] + m−2∑
j=1
[βj ]

× τl+k
x+ m+k−1∑
j 6=i
[αj ] + [αm+k+1]
 = τl+k+1
x+ m+k∑
j=1
[αj ]
Bm+k+1
× τl
x+ [αm+k+1] + m−2∑
j=1
[βj ]
 τl+k
x+ m+k−1∑
j=1
[αj ]
 , (27)
where
Bm+k+1 = (−1)m+k+1∆(αm+k+1, β1, . . . , βm−2)∆(α1, . . . , αm+k)m+k−1∏
j=1
αj,m+k+1
.
Substitute (27) to (25) and divide the resulting equation by τl+k
(
x+
m+k−1∑
j=1
[αj ]
)
. We, then,
multiply it by
m+k−1∏
j=1
αj,m+k+1 and get the case of k + 1 of (20). 
4 BKP hierarchy
Let τ(t) be the τ -function of the BKP hierarchy. In this case, the time variable is t =
(t1, t3, t5, . . . ). We set
[α]o =
(
α,
α3
3
,
α5
5
, . . .
)
, ξ˜(t, λ) =
∞∑
n=1
t2n−1λ2n−1.
The BKP hierarchy [6, 12] is defined by∮
eξ˜(t−t
′,λ)τ
(
t− 2[λ−1]
o
)
τ
(
t′ + 2
[
λ−1
]
o
) dλ
2piiλ
= τ(t)τ(t′). (28)
Set t = x− y, t′ = x+ y. We get∮
e−2ξ˜(y,λ)τ
(
x− y − 2[λ−1]
o
)
τ
(
x+ y + 2
[
λ−1
]
o
) dλ
2piiλ
= τ(x− y)τ(x+ y). (29)
Set
y =
n∑
i=1
[αi]o
in (29). Then we have∮
e
−2ξ˜
( n∑
i=1
[αi]o,λ
)
τ
(
x−
n∑
i=1
[αi]o − 2
[
λ−1
]
o
)
τ
(
x+
n∑
i=1
[αi]o + 2
[
λ−1
]
o
)
dλ
2piiλ
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= τ
(
x−
n∑
i=1
[αi]o
)
τ
(
x+
n∑
i=1
[αi]o
)
.
By decomposing −2
∞∑
n=1
t2n−1λ2n−1 as
−2
∞∑
n=1
t2n−1λ2n−1 = −
∞∑
n=1
tnλ
n +
∞∑
n=1
tn(−λ)n,
we get
exp
(
−2ξ˜
(
n∑
i=1
[αi]o, λ
))
=
n∏
i=1
1− αiλ
1 + αiλ
.
Computing the integral by taking residues as before, shifting x as x +
n∑
i=1
[αi]o and dividing
by τ(x)2 we have
n∑
i=1
(−1)i−1 τ(x+ 2[αi]o)
τ(x)
A−1
1...ˆi...n
τ
(
x+ 2
n∑
l=1, l 6=i
[αl]o
)
τ(x)
−A−11...n
τ
(
x+ 2
n∑
l=1
[αl]o
)
τ(x)
= 0, n odd, (30)
n−1∑
i=1
(−1)i−1αi,n
α˜i,n
τ(x+ 2[αi]o + 2[αn]o)
τ(x)
A−1
1...ˆi...n−1
τ
(
x+ 2
n−1∑
l=1, l 6=i
[αl]o
)
τ(x)
−A−11...n
τ
(
x+ 2
n∑
l=1
[αl]o
)
τ(x)
= 0, n even. (31)
Here A1...n is defined by
A1...n =
n∏
i<j
α˜ij
αij
, α˜ij = αi + αj , αij = αi − αj .
Example 3. The case n = 3 of (30) becomes
τ
(
x+ 2
3∑
i=1
[αi]o
)
τ(x)
= A123
{
τ(x+ 2[α1]o)
τ(x)
α23
α˜23
τ(x+ 2[α2]o + 2[α3]o)
τ(x)
−τ(x+ 2[α2]o)
τ(x)
α13
α˜13
τ(x+ 2[α1]o + 2[α3]o)
τ(x)
+
τ(x+ 2[α3]o)
τ(x)
α12
α˜12
τ(x+ 2[α1]o + 2[α2]o)
τ(x)
}
. (32)
We call equation (32) ‘the four term equation of the BKP hierarchy’.
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Example 4. The case of n = 4 of (31) is
τ
(
x+ 2
4∑
i=1
[αi]o
)
τ(x)
= A1234
{
α14
α˜14
τ(x+ 2[α1]o + 2[α4]o)
τ(x)
α23
α˜23
τ(x+ 2[α2]o + 2[α3]o)
τ(x)
− α24
α˜24
τ(x+ 2[α2]o + 2[α4]o)
τ(x)
α13
α˜13
τ(x+ 2[α1]o + 2[α3]o)
τ(x)
+
α34
α˜34
τ(x+ 2[α3]o + 2[α4]o)
τ(x)
α12
α˜12
τ(x+ 2[α1]o + 2[α2]o)
τ(x)
}
. (33)
As is proved in Proposition 8, equation (33) can be derived from equation (32).
Theorem 3. The four term equation (32) is equivalent to the BKP hierarchy (28).
We prove this theorem in a similar way to the case of the KP hierarchy.
In order to prove the theorem, we use Pfaffians. The definition and notation of Pfaffians
are reviewed in Appendix A.
Let us define the components of Pfaffians by
(0, j) =
τ(x+ 2[αj ]o)
τ(x)
, (i, j) =
αij
α˜ij
τ(x+ 2[αi]o + 2[αj ]o)
τ(x)
.
Then it is possible to rewrite (32) and (33) as
τ
(
x+ 2
3∑
i=1
[αi]o
)
τ(x)
= A123(0, 1, 2, 3), (34)
τ
(
x+ 2
4∑
i=1
[αi]o
)
τ(x)
= A1234(1, 2, 3, 4), (35)
respectively.
The following proposition can be proved in a similar manner to Proposition 1.
Proposition 7. The BKP hierarchy (28) is equivalent to (30) and (31).
Proposition 8. The following equations are implied by (32):
τ
(
x+ 2
n∑
i=1
[αi]o
)
τ(x)
= A1...n(0, 1, 2, . . . , n), n ≥ 3, odd, (36)
τ
(
x+ 2
n∑
i=1
[αi]o
)
τ(x)
= A1...n(1, 2, . . . , n), n ≥ 4, even. (37)
Proof. First we prove that (32) implies (33). Shift x in (32) as x→ x+ 2[α4]o:
τ
(
x+ 2
4∑
i=1
[αi]o
)
τ(x+ 2[α4]o)
= A123
τ(x)2
τ(x+ 2[α4]o)2
{
τ(x+ 2[α1]o + 2[α4]o)
τ(x)
α23
α˜23
τ(x+ 2[α2]o + 2[α3]o + 2[α4]o)
τ(x)
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− τ(x+ 2[α2]o + 2[α4]o)
τ(x)
α13
α˜13
τ(x+ 2[α1]o + 2[α3]o + 2[α4]o)
τ(x)
+
τ(x+ 2[α3]o + 2[α4]o)
τ(x)
α12
α˜12
τ(x+ 2[α1]o + 2[α2]o + 2[α4]o)
τ(x)
}
. (38)
Use (34) to rewrite τ(x + 2[αi1 ]o + 2[αi2 ]o + 2[αi3 ]o) in (38). Then we get (35). We prove (36)
by induction on n. The case n = 3 is obvious. Suppose that (36) holds in case of n:
τ
(
x+ 2
n∑
i=1
[αi]o
)
τ(x)
= A1...n(0, 1, 2, . . . , n) = A1...nPf A, (39)
where A = (aij)0≤i,j≤n is a skew-symmetric matrix,
aij =

τ(x+ 2[αj ]o)
τ(x)
, i = 0,
αij
α˜ij
τ(x+ 2[αi]o + 2[αj ]o)
τ(x)
, i 6= 0, i < j.
In (39) we shift x as
x→ x+ 2[αn+1]o + 2[αn+2]o.
Then we have, using (34) and (35),
τ
(
x+ 2
n+2∑
i=1
[αi]o
)
τ(x)
= A1...n+2(n+ 1, n+ 2)
−n−1
2 Pf B, (40)
where B = (bij)0≤i<j≤n is a skew-symmetric matrix given by
bij = (n+ 1, n+ 2, i, j), i < j.
By the analogue of the Sylvester’ theorem for Pfaffians (Appendix B), we have
Pf((1, 2, . . . , 2r, i, j))2r+1≤i<j≤2m = (1, 2, . . . , 2r)m−r−1(1, 2, . . . , 2m).
Consider the case r = 1 and 2m = n+ 3 of this formula:
Pf((n+ 1, n+ 2, i, j))0≤i<j≤n = (n+ 1, n+ 2)
n−1
2 (n+ 1, n+ 2, 0, . . . , n). (41)
Substituting (41) to (40), we get
τ
(
x+ 2
n+2∑
i=1
[αi]o
)
τ(x)
= A1...n+2(0, 1, . . . , n+ 2).
The case of even n is similarly proved. 
Proposition 9. The Plu¨cker’s relations for Pfaffians of the right hand side of (36) and (37)
give the addition formulae (30) and (31) respectively.
Proof. Using the Plu¨cker’s relations (43) and (44) for Pfaffians given in Appendix C, the
proposition can easily be checked by direct calculations. 
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A Pfaffians
Let A = (aij)1≤i,j≤2m be a skew-symmetric matrix. Then the Pfaffian Pf A is defined by
detA = (Pf A)2, Pf A = a12a34 · · · a2m−1,2m + · · · .
Following [10] we denote Pf A by (1, 2, 3, . . . , 2m):
Pf A = (1, 2, 3, . . . , 2m).
It is directly defined by
(1, 2, 3, . . . , 2m) =
∑
sgn(i1, . . . , i2m) · (i1, i2)(i3, i4) · · · (i2m−1, i2m), (i, j) = aij ,
where the sum is over all permutations of (1, . . . , 2m) such that
i1 < i3 < · · · < i2m−1, i1 < i2, . . . , i2m−1 < i2m,
and sgn(i1, . . . , i2m) is the signature of the permutation (i1, . . . , i2m). The Pfaffian can be
expanded as
(1, 2, 3, . . . , 2m) =
2m∑
j=2
(−1)j(1, j)(2, 3, . . . , jˆ, . . . , 2m).
For example, in the case of m = 2,
(1, 2, 3, 4) = (1, 2)(3, 4)− (1, 3)(2, 4) + (1, 4)(2, 3).
B Sylvester’s theorem for determinants and Pfaffians
The following theorem is known as Sylvester’s theorem.
Theorem 4. Let r ≤ m, A = (aij)1≤i,j≤m and Ar = (aij)1≤i,j≤r. Set
B = (bij)r+1≤i,j≤m, bij = det

a11 . . . a1r a1j
...
. . .
...
...
ar1 . . . arr arj
ai1 . . . air aij
 .
Then we get
detB = (detAr)m−r−1 detA.
Let A = (aij)1≤i,j≤2m be a skew-symmetric matrix and set (i, j) = aij . For r ≤ m let
P = (pij)2r+1≤i,j≤2m, pij = (1, 2, . . . , 2r, i, j) and Ir = {1, 2, . . . , 2r}. In general, for a subset
I ⊂ {1, 2, . . . , 2m} we set A(I) = (aij)i,j∈I and for i < j, k < l we denote by Aijkl be the square
matrix of degree 2(m − 1) which is obtained from A by removing i-th and j-th rows, k-th and
l-th columns.
Theorem 5 ([9]). For r ≤ m the following identity holds:
Pf P = (Pf A(Ir))m−r−1Pf A.
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C The Plu¨cker relation for Pfaffians
There exist analogues of the Plu¨cker’s relations for Pfaffians [18]. They are given by
L∑
l=1
(−1)l(i1, . . . , iK , jl)(j1, . . . , jˆl, . . . , jL)
+
K∑
k=1
(−1)k(i1, . . . , iˆk, . . . , iK)(j1, . . . , jL, ik) = 0, (42)
where K and L are odd. We understand that (∅) = 1.
For n odd, taking K = 1, L = n, i1 = 0 and j1, . . . , jn 6= 0 in (42), we get
n∑
l=1
(−1)l−1(0, jl)(j1, . . . , jˆl, . . . , jn)− (0, j1, . . . , jn) = 0. (43)
For n even, setting K = 1, L = n− 1 and i1 6= 0 in (42), we have
n−1∑
l=1
(−1)l−1(i1, jl)(j1, . . . , jˆl, . . . , jn−1)− (i1, j1, . . . , jn−1) = 0. (44)
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