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FLAT CYCLIC FRE´CHET MODULES,
AMENABLE FRE´CHET ALGEBRAS,
AND APPROXIMATE IDENTITIES
A. YU. PIRKOVSKII
Abstract. Let A be a locally m-convex Fre´chet algebra. We give a neces-
sary and sufficient condition for a cyclic Fre´chet A-module X = A+/I to be
strictly flat, generalizing thereby a criterion of Helemskii and Sheinberg. To
this end, we introduce a notion of “locally bounded approximate identity”
(a locally b.a.i. for short), and we show that X is strictly flat if and only if
the ideal I has a right locally b.a.i. Next we apply this result to amenable
algebras and show that a locally m-convex Fre´chet algebra A is amenable
if and only if A is isomorphic to a reduced inverse limit of amenable Ba-
nach algebras. We also extend a number of characterizations of amenability
obtained by Johnson and by Helemskii and Sheinberg to the setting of lo-
cally m-convex Fre´chet algebras. As a corollary, we show that Connes and
Haagerup’s theorem on amenable C∗-algebras and Sheinberg’s theorem on
amenable uniform algebras hold in the Fre´chet algebra case. We also show
that a quasinormable locally m-convex Fre´chet algebra has a locally b.a.i.
if and only if it has a b.a.i. On the other hand, we give an example of a
commutative, locally m-convex Fre´chet-Montel algebra which has a locally
b.a.i., but does not have a b.a.i.
1. Introduction
The notion of “flat Banach module” over a Banach algebra was introduced
by A. Ya. Helemskii [17] within the framework of his “Topological Homology”
theory, which is a version of relative homological algebra in categories of topo-
logical modules over topological algebras (see [20, 23]). By definition, a left
Banach module X over a Banach algebra A is flat if the projective tensor prod-
uct ( · ) ⊗̂AX takes “admissible” exact sequences of right Banach A-modules
to exact sequences of vector spaces (for details, see Section 4). About the same
time B. E. Johnson published his important memoir [27] where he introduced
amenable Banach algebras. By definition, a Banach algebra A is amenable
if for each Banach A-bimodule X every continuous derivation from A to the
dual bimodule, X∗, is inner. A relation between flat modules and amenable
algebras was discovered by A. Ya. Helemskii and M. V. Sheinberg [18]. They
proved that a Banach algebra A is amenable if and only if A+, the unitiza-
tion of A, is a flat Banach A-bimodule. Using this, they gave several useful
characterizations of amenability in terms of bounded approximate identities
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(b.a.i.’s); see Theorem 1.2 below. These characterizations were obtained as
a consequence of the following flatness criterion for cyclic Banach modules
[17, 18] (for terminology, see Section 4).
Theorem 1.1 (Helemskii, Sheinberg). Let A be a Banach algebra, and let
I ⊂ A+ be a closed left ideal. Then the following conditions are equivalent:
(i) A+/I is strictly flat;
(ii) I has a right b.a.i.
If, in addition, I is weakly complemented in A+ (i.e., if the annihilator of I
is complemented in A∗+), then (i) and (ii) are equivalent to
(iii) A+/I is flat.
In order to formulate the above-mentioned characterizations of amenability
obtained by Helemskii and Sheinberg, let us introduce some notation. Given a
Banach algebra A, set Ae = A+ ⊗̂A
op
+ (respectively, A
e
0 = A ⊗̂A
op), where Aop
is the algebra opposite to A, and let I∆ (respectively, I∆0 ) denote the kernel of
the product map Ae → A+ (respectively, A
e
0 → A).
Theorem 1.2 (Helemskii, Sheinberg). Let A be a Banach algebra. The fol-
lowing conditions are equivalent:
(i) A is amenable;
(ii) A+ is a strictly flat Banach A-bimodule;
(iii) A is biflat and has a b.a.i.;
(iv) I∆ has a right b.a.i.;
(v) A has a b.a.i., and I∆0 has a right b.a.i.
Condition (v) of Theorem 1.2 is similar in spirit to an earlier result of John-
son [28] (for terminology, see Section 9).
Theorem 1.3 (Johnson). Let A be a Banach algebra. The following conditions
are equivalent:
(i) A is amenable;
(ii) A has a bounded approximate diagonal;
(iii) A has a virtual diagonal.
The aim of the present paper is to generalize Theorems 1.1, 1.2, and 1.3 to
locally m-convex Fre´chet algebras (i.e., to Fre´chet-Arens-Michael algebras, in
the terminology of [21]). Let us remark that the question of whether Theo-
rem 1.2 holds for nonnormable locally convex algebras was posed explicitly in
[22]. The basic difficulty here is that the duality between flat and injective
Banach modules, which was heavily used by Helemskii and Sheinberg, is not
available within the framework of Fre´chet modules. In fact, given a Fre´chet
module over a Fre´chet algebra A, the dual module, X∗, has no reasonable
topology making it into a Fre´chet space. Moreover, the action of A on X∗
often fails to be jointly continuous with respect to any “natural” topology on
X∗ (cf. [55]). Let us also remark that many Fre´chet algebras do not have
nontrivial injective Fre´chet modules at all [42, 43, 44].
To overcome this difficulty, we use the Arens-Michael decomposition for
complete locally m-convex algebras [3, 36] and for complete locally convex
modules over such algebras [46]. It turns out, however, that the property
of having a bounded approximate identity does not behave well under the
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Arens-Michael decomposition. That is why we have to introduce a new notion
of “locally bounded approximate identity”, which might be of independent
interest.
The paper is organized as follows. Section 2 contains some background ma-
terial on topological algebras and modules. In Section 3 we prove some general
results on the behavior of the projective tensor product functor. In particular,
we show that this functor is cokernel-preserving. In Section 4 we discuss flat
and strictly flat Fre´chet modules, and we show that a (strictly) flat Banach
module over a Banach algebra remains (strictly) flat when considered as a
Fre´chet module. In Section 5 we prove some general facts on approximate
identities and approximate diagonals in topological algebras. Although these
facts are well known in the case of Banach algebras, we give full proofs for
the sake of completeness. In Section 6 we introduce locally bounded approx-
imate identities and locally bounded approximate diagonals and study their
basic properties. Section 7 contains the main result of the paper (Theorem 7.2
and Corollary 7.3), which extends the first part of Helemskii and Sheinberg’s
Theorem 1.1 (specifically, the equivalence of (i) and (ii)) to Fre´chet-Arens-
Michael algebras. In Section 8, by using a result of Palamodov [38], we show
that for quasinormable Fre´chet-Arens-Michael algebras the notions of “locally
bounded” and “bounded” approximate identities are equivalent. In Section 9
we extend the second part of Helemskii and Sheinberg’s Theorem 1.1 (specif-
ically, the equivalence of (i) and (iii)) to Fre´chet-Arens-Michael algebras, and
then apply this result to characterizing amenability for such algebras, in the
spirit of Theorems 1.2 and 1.3. In particular, we obtain a partial answer to a
question posed by Helemskii [22, Problem 11]. We also prove that a Fre´chet-
Arens-Michael algebra is amenable if and only if it is isomorphic to a reduced
inverse limit of amenable Banach algebras. This result is then used to show
that a σ-C∗-algebra is amenable if and only if it is nuclear, and that a uniform
Fre´chet algebra is amenable if and only if it is isomorphic to the algebra of
continuous functions on a hemicompact k-space. Finally, in Section 10 we give
an example of a (non-quasinormable) commutative Fre´chet-Arens-Michael al-
gebra (which is, in addition, a Montel space) with a locally b.a.i., but without
a b.a.i. This example shows that Helemskii and Sheinberg’s Theorem 1.1 does
not extend verbatim to locally m-convex Fre´chet algebras.
Some of the results of this paper were announced in [45]. A related result
was independently obtained by C. P. Podara [47]. Specifically, she proves that
implication (ii) ⇒ (i) of Helemskii and Sheinberg’s Theorem 1.1 holds for
every (not necessarily locally m-convex) Fre´chet algebra, and that condition
(ii) implies also that I is strictly flat.
2. Preliminaries
We shall work over the complex numbers C. Let Vect denote the category
of all vector spaces and linear maps. The category of locally convex spaces
(l.c.s.’s) and continuous linear maps will be denoted by LCS. Let us remark
that we do not require locally convex spaces to be Hausdorff, but we follow
the convention that complete l.c.s.’s are Hausdorff by definition. The full
subcategories of LCS consisting of complete l.c.s.’s (respectively, of Fre´chet
spaces, of Banach spaces) will be denoted by LCŜ (respectively, Fr, Ban).
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The completion of an l.c.s. E is defined to be the completion of the associ-
ated Hausdorff l.c.s., E/{0}, and is denoted by E∼. We denote by E∗ the dual
of E and always endow E∗ with the strong topology, unless stated otherwise.
The canonical embedding of E into E∗∗ is denoted by iE . The space of all con-
tinuous linear maps between l.c.s.’s E and F is denoted by L (E, F ). Given
l.c.s.’s E, F,G, we denote by Bil(E ×F,G) the space of all jointly continuous
bilinear maps from E × F to G. The completed projective tensor product of
E and F is denoted by E ⊗̂F .
By a topological algebra we mean a topological vector space A together with
the structure of an associative algebra such that the product map A×A→ A
is separately continuous. In what follows, when using the word “algebra”
with an adjective that describes a linear topological property (such as “locally
convex”, “complete”, “Fre´chet” etc.), we mean that the underlying topological
vector space of the algebra in question has the specified property. The same
applies to topological modules (see below). A complete locally convex algebra
with jointly continuous product is called a ⊗̂-algebra [55, 20]. A seminorm
‖ · ‖ on an algebra A is submultiplicative if ‖ab‖ ≤ ‖a‖‖b‖ for all a, b ∈ A. A
locally convex algebra A is locally m-convex [36] if the topology on A can be
defined by a family of submultiplicative seminorms. Equivalently, A is locally
m-convex if it has a base U of 0-neighborhoods consisting of absolutely convex,
idempotent sets (here “idempotent” means that U2 ⊂ U for each U ∈ U ). An
Arens-Michael algebra [21] is a complete locally m-convex algebra. A Fre´chet-
Arens-Michael algebra is a locally m-convex Fre´chet algebra.
Let A be a topological algebra. Following [26], we say that A is left hypo-
topological if the product A× A→ A is left hypocontinuous w.r.t. the family
of all bounded subsets of A. This means that for each 0-neighborhood V ⊂ A
and each bounded subset B ⊂ A there exists a 0-neighborhood U ⊂ A such
that UB ⊂ V . Right hypotopological algebras are defined similarly. “Hypo-
topological” means “left and right hypotopological”. It is easy to show (cf.
[26]) that the product of two bounded sets in a left hypotopological algebra
is bounded. Indeed, given bounded sets B1, B2 ⊂ A and a 0-neighborhood
U ⊂ A, we may successively find a 0-neighborhood V ⊂ A such that V B2 ⊂ U
and λ > 0 such that B1 ⊂ λV . Then B1B2 ⊂ λU , so that B1B2 is bounded.
The same argument works in the case of a right hypotopological algebra.
If A is a left hypotopological locally convex algebra, then the strong bidual,
A∗∗, can be endowed with a product making it into a topological algebra [16].
The details of the construction are similar to the Banach algebra case (see,
e.g., [6, 2.6], [39, 1.4]). Specifically, given f ∈ A∗ and a ∈ A, define f · a ∈ A∗
by 〈f ·a, b〉 = 〈f, ab〉 (b ∈ A). Next, given u ∈ A∗∗ and f ∈ A∗, define u ·f ∈ A∗
by 〈u · f, a〉 = 〈u, f · a〉 (a ∈ A). Finally, given u, v ∈ A∗∗, define uv ∈ A∗∗
by 〈uv, f〉 = 〈u, v · f〉 (f ∈ A∗). The bilinear map (u, v) 7→ uv is a separately
continuous, associative product on A∗∗ (the first Arens product) [16, 3.8, 3.9].
The canonical embedding iA : A→ A
∗∗ is an algebra homomorphism [16, 3.5].
The first Arens product is weak∗-weak∗ continuous w.r.t. the first variable, i.e.,
for each v ∈ A∗∗ the map A∗∗ → A∗∗, u 7→ uv, is continuous w.r.t. the weak∗
topology on both copies of A∗∗ [16, 3.4]. In general, the first Arens product
does not have the above property w.r.t. the second variable. However, for
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each a ∈ A the map A∗∗ → A∗∗, v 7→ iA(a)v is continuous w.r.t. the weak
∗
topology on both copies of A∗∗ [16, 3.6].
Given a topological algebra A, a left semitopological A-module is a topo-
logical vector space X together with the structure of a left A-module such
that for each a ∈ A the map X → X, x 7→ a · x is continuous. If, in ad-
dition, for each x ∈ X the map A → X, a 7→ a · x is continuous, then we
say that X is a left topological A-module. Right (semi)topological A-modules
and (semi)topological A-bimodules are defined similarly. In what follows, “lo-
cally convex A-module” means “locally convex topological A-module”. If A is
a ⊗̂-algebra and X is a left locally convex A-module, we say that X is a left
A-⊗̂-module [55, 20] if X is complete and the action A × X → X is jointly
continuous. If X and Y are left semitopological A-modules (respectively, right
semitopological A-modules, semitopological A-bimodules), then the space of all
continuous left A-module morphisms (respectively, right A-module morphisms,
A-bimodule morphisms) from X to Y is denoted by Ah(X, Y ) (respectively,
hA(X, Y ), AhA(X, Y )).
If A is a locally convex algebra and X is a left semitopological locally convex
A-module, then X∗ is a right semitopological locally convex A-module w.r.t.
the action 〈f ·a, x〉 = 〈f, a·x〉 (f ∈ X∗, a ∈ A, x ∈ X). Similarly, ifX is a right
semitopological locally convex A-module, then X∗ is a left semitopological
locally convex A-module. If the action of A on X is hypocontinuous w.r.t. the
family of all bounded subsets of X , then the action of A on X∗ is separately
continuous, so that X∗ is a locally convex A-module (cf. [55, Section 3] or [16,
3.1]). Note that the above condition is satisfied automatically whenever A is
barrelled and X is a locally convex A-module.
Let A be an algebra, and let A+ denote the unitization of A. We denote by
jA the embedding of A into A+, and by εA : A+ → C the homomorphism that
vanishes on A and satisfies εA(1+) = 1, where 1+ is the identity of A+. Each
algebra homomorphism ϕ : A → B uniquely extends to a unital homomor-
phism ϕ+ : A+ → B+. The one-dimensional left (respectively, right) A-module
A+/A will be denoted by Cℓ (respectively, Cr). Note that C
∗
ℓ is isomorphic to
Cr, and vice versa.
The right annihilator of A is
rann(A) = { b ∈ A ; ab = 0 ∀ a ∈ A}.
If A is a left hypotopological algebra, then it readily follows from the definition
of the first Arens product that
rann(A∗∗) = hA(A
∗,Cr). (1)
Let A be a locally convex algebra, and let A-lcmod denote the category of all
left locally convex A-modules. Clearly, A-lcmod is an additive category. For
our purposes, it is important that A-lcmod admits inverse and direct limits.
Indeed, if X = (Xα, ϕαβ)α∈Λ is a direct system in A-lcmod (i.e., a covariant
functor from a directed set Λ to A-lcmod), then the direct limit of X taken in
the category of all left A-modules and endowed with the locally convex direct
limit topology is easily seen to be a direct limit of X in A-lcmod. A similar
argument works for inverse limits.
If A is a ⊗̂-algebra, then the full subcategory of A-lcmod consisting of ⊗̂-
modules will be denoted by A-mod. Given a full additive subcategory C of
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LCŜ, we denote by A-mod(C ) the full subcategory of A-mod consisting of the
modules whose underlying l.c.s.’s are objects of C . The respective categories of
right modules and bimodules will be denoted by mod-A(C ) and A-mod-A(C )
(or just by mod-A and A-mod-A in the case where C = LCŜ ). If A is
unital, then A-unmod(C ) (respectively, unmod-A(C ), A-unmod-A(C )) stands
for the full subcategory of A-mod(C ) (respectively, mod-A(C ), A-mod-A(C ))
consisting of unital modules. Let us remark that A-mod(C ) is isomorphic to
A+-unmod(C ), and A-mod-A(C ) is isomorphic to A
e-unmod(C ), where Ae =
A+ ⊗̂A
op
+ is the enveloping algebra of A [20, II.5.11]. Note also that inverse
limits exist in A-mod and coincide with inverse limits taken in A-lcmod.
If C is any of the categories LCŜ, Fr, Ban, then each morphism ϕ : X → Y
in A-mod(C ) has a kernel and a cokernel. Specifically, Kerϕ = ϕ−1(0) en-
dowed with the relative topology, and Cokerϕ =
(
Y/ϕ(X)
)∼
, where Y/ϕ(X)
is endowed with the quotient topology. The morphism kerϕ is just the em-
bedding of ϕ−1(0) into X , and cokerϕ is the composition of the quotient map
Y → Y/ϕ(X) with the embedding of the target into its completion. Note
that if C is either Fr or Ban, then Y/ϕ(X) is already complete. A morphism
ϕ : X → Y is a kernel (i.e., there exists a morphism ψ : Y → Z such that
ϕ = kerψ) if and only if ϕ is topologically injective, i.e., is a homeomorphism
onto ϕ(X). Similarly, ϕ : X → Y is a cokernel if and only if ϕ is an open map
onto a dense submodule of Y . If C is either Fr or Ban, then the Open Mapping
Theorem implies that ϕ is a kernel (respectively, a cokernel) if and only if it is
injective with closed range (respectively, if and only if it is onto). For A = 0
(i.e., in the case where A-mod(C ) = C ), the above facts can be found in [48,
Section 3], and the same argument works for any ⊗̂-algebra A.
Let E be a vector space, and let p be a seminorm on E. We denote by
Ep the completion of E w.r.t. p, and by τp the canonical map E → Ep.
Note that Ker τp = p
−1(0). If U ⊂ E is an absorbent, absolutely convex set
with Minkowski functional pU , we write EU for EpU and τU for τpU . Suppose
that E carries a locally convex topology determined by a directed family of
seminorms {pλ = ‖ · ‖λ : λ ∈ Λ}. For each λ ∈ Λ, set Eλ = Epλ and
τλ = τpλ . Given λ, µ ∈ Λ, we write λ ≺ µ if ‖x‖λ ≤ ‖x‖µ for all x ∈ E. If
λ, µ ∈ Λ and λ ≺ µ, then there is a unique continuous linear map τµλ : Eµ → Eλ
such that τλ = τ
µ
λ τµ. The family {τλ : λ ∈ Λ} determines a continuous
linear map from E to the inverse limit lim
←−
(Eλ, τ
µ
λ ), which, in turn, yields a
topological isomorphism between E∼ and lim
←−
(Eλ, τ
µ
λ ) (see, e.g., [51, II.5.4]).
Note that the inverse system (Eλ, τ
µ
λ ) is reduced, i.e., for each µ ∈ Λ the
canonical map lim
←−
Eλ → Eµ has dense range. Conversely, if a complete locally
convex space E is isomorphic to a reduced inverse limit lim
←−
(Eλ, τ
µ
λ ) of Banach
spaces, then the topology on E is determined by the family of seminorms
{pλ = ‖τλ( · )‖ : λ ∈ Λ}, where τλ : E → Eλ is the canonical map, and the
inverse system (Eλ, τ
µ
λ ) is isomorphic to the system constructed from the family
{pλ} as described above.
If A is an algebra and p is a submultiplicative seminorm on A, then Ap
is a Banach algebra and τp is an algebra homomorphism. Therefore, if A
is an Arens-Michael algebra with topology determined by a directed family
{‖ · ‖λ : λ ∈ Λ} of submultiplicative seminorms, then all the maps τλ and
τµλ are continuous algebra homomorphisms, and so we obtain a topological
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algebra isomorphism A ∼= lim←−
Aλ (the Arens-Michael decomposition theorem).
The situation described above is usually expressed by the phrase “Let A be an
Arens-Michael algebra, and let A = lim
←−
Aλ be an Arens-Michael decomposition
of A”.
If A is a locally convex algebra and X is a left locally convex A-module,
we say that a continuous seminorm q on X is m-compatible if there exists a
continuous submultiplicative seminorm p on A such that q(a · x) ≤ p(a)q(x).
In this case, Xq is a Banach Ap-module (and hence a Banach A-module) in a
natural way, and τq : X → Xq is an A-module morphism. If A is an Arens-
Michael algebra and X is a left A-⊗̂-module, then the topology on X can be
determined by a directed family {‖ · ‖λ : λ ∈ Λ} of m-compatible seminorms
[46, 3.4]. Now the maps τλ and τ
µ
λ are morphisms in A-mod, and so X is
isomorphic to lim
←−
Xλ in A-mod. As above, we express this situation by the
phrase “Let A be an Arens-Michael algebra, let X be a left A-⊗̂-module, and
let X = lim
←−
Xλ be an Arens-Michael decomposition of X”.
We end this section by recalling a result of Palamodov on the vanishing
of the derived inverse limit functor ([37, 38]; see also [56, Chapter 3]). The
theorem below is a special case of [38, Corollary 5.1]; cf. also [1, Theorems 4
and 16] and [2, Theorem 2.5].
Theorem 2.1 (Palamodov). Let X = (Xn, ϕ
m
n )n∈N be an inverse sequence of
Banach spaces with linking maps ϕmn : Xm → Xn (n ≤ m). Then the following
conditions are equivalent:
(i) lim
←−
1
X = 0;
(ii) for each n ∈ N there exists m ≥ n such that for each k ≥ m the
subspace ϕkn(Xk) is dense in ϕ
m
n (Xm).
3. Some properties of the projective tensor product
Let A be an algebra, X a right A-module, Y a left A-module, and E a vector
space. Recall that a bilinear map Φ : X × Y → E is A-bilinear (or balanced)
if Φ(x · a, y) = Φ(x, a · y) for all x ∈ X, y ∈ Y, a ∈ A. If A is a topological
algebra, X, Y are topological A-modules, and E is a topological vector space,
then the space of all jointly continuous A-bilinear maps from X × Y to E will
be denoted by BilA(X × Y,E).
Now suppose that A is a ⊗̂-algebra,X, Y are ⊗̂-modules, and E is a complete
l.c.s. Then there exists a natural vector space isomorphism
BilA(X × Y,E) ∼= L (X ⊗̂
A
Y,E),
where X ⊗̂A Y is the A-module projective tensor product of X and Y [20, II.4].
By definition, X ⊗̂A Y = (X ⊗̂Y/N)
∼, where N ⊂ X ⊗̂Y is the closure of the
linear subspace generated by all elements of the form x · a⊗ y−x⊗a · y (x ∈
X, y ∈ Y, a ∈ A).
The following two propositions are easy generalizations of the corresponding
results on Banach modules (see [20, II.3.17] and [20, II.5.21], respectively). For
Fre´chet modules, Proposition 3.1 was also proved in [47].
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Proposition 3.1. Let A be a ⊗̂-algebra, and let I ⊂ A+ be a closed left ideal.
Then for each X ∈ mod-A there is a topological isomorphism
X ⊗̂
A
(A+/I)
∼ ∼= (X/X · I)∼
uniquely determined by x⊗ (a + I) 7→ x · a+X · I.
Proof. For each complete l.c.s. E we have natural isomorphisms
L
(
X ⊗̂
A
(A+/I)
∼, E
)
∼= BilA(X × (A+/I)
∼, E)
∼= BilA
(
X × (A+/I), E
)
∼=
{
Φ ∈ BilA(X × A+, E) ; Φ|X×I = 0
}
∼=
{
ϕ ∈ L (X,E) ; ϕ|X·I = 0
}
∼= L
(
(X/X · I)∼, E
)
.
Setting E = (X/X · I)∼ and applying the above to the identity map of E, we
get the result. 
Proposition 3.2. Let A be a ⊗̂-algebra, X a right A-⊗̂-module, and Y a left
A-⊗̂-module. There is a natural linear map
(X ⊗̂
A
Y )∗ → hA(X, Y
∗), f 7→ (x 7→ (y 7→ f(x⊗ y))). (2)
The above map is a vector space isomorphism in either of the following cases:
(i) Y is a Banach A-module;
(ii) both X and Y are Fre´chet A-modules.
Proof. Clearly, (2) is injective. Given ϕ ∈ hA(X, Y
∗), define an A-bilinear map
Φ : X × Y → C by Φ(x, y) = ϕ(x)(y). It is easy to see that Φ is separately
continuous, and, moreover, is hypocontinuous w.r.t. the family of all bounded
subsets of Y . In either of cases (i) and (ii) this implies that Φ is jointly contin-
uous (case (i) is obvious, while case (ii) follows from [51, III.5.1]). Therefore
there exists f ∈ (X ⊗̂A Y )
∗ such that f(x⊗ y) = Φ(x, y) for all x ∈ X, y ∈ Y .
Thus (2) is onto, as required. 
The projective tensor product preserves cokernels (cf. [32, V.5.1]).
Proposition 3.3. Let A be a ⊗̂-algebra, and let
X1
f
−→ X2
g
−→ X3 → 0
be a sequence in mod-A such that g = coker f . Take Y ∈ A-mod, and consider
the sequence
X1 ⊗̂
A
Y
f⊗1Y−−−→ X2 ⊗̂
A
Y
g⊗1Y−−−→ X3 ⊗̂
A
Y → 0.
Then g ⊗ 1Y = coker(f ⊗ 1Y ) in LCŜ.
Proof. We have to show that for each complete l.c.s. E the sequence
0→ L (X3 ⊗̂
A
Y,E)→ L (X2 ⊗̂
A
Y,E)→ L (X1 ⊗̂
A
Y,E)
is exact in Vect. By the definition of the projective tensor product, the latter
sequence can be identified with
0→ BilA(X3 × Y,E)
α
−→ BilA(X2 × Y,E)
β
−→ BilA(X1 × Y,E) (3)
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where α and β are induced by g and f in the obvious way. Since g(X2)
is dense in X3, we see that Kerα = 0. Now suppose that Φ ∈ Ker β, i.e.,
that Φ(x, y) = 0 for all x ∈ f(X1) and all y ∈ Y . Since f(X1) is dense in
Ker g, we have Φ(x, y) = 0 for all x ∈ Ker g. Therefore there exists a unique
A-bilinear map Ψ0 : g(X2) × Y → E such that Ψ0(g(x), y) = Φ(x, y) for all
x ∈ X2, y ∈ Y . Since g : X2 → g(X2) is open, we see that Ψ0 is jointly
continuous. As g(X2) is dense in X3, this implies that Ψ0 uniquely extends to
a map Ψ ∈ BilA(X3 × Y,E). Clearly, α(Ψ ) = Φ. Thus (3) is exact, and so
g ⊗ 1Y = coker(f ⊗ 1Y ), as required. 
Remark 3.1. In the setting of Banach modules over Banach algebras, Propo-
sition 3.3 becomes an easy consequence of [33, V.5]. Indeed, in this case the
functor ( · ) ⊗̂A Y has a right adjoint (namely, L (Y, · )) and therefore preserves
colimits.
4. Flat and strictly flat Fre´chet modules
Let A be an additive category with kernels and cokernels. An exact pair in
A is a sequence X
i
−→ Y
p
−→ Z such that i = ker p and p = coker i.
Remark 4.1. It is elementary to check that X
i
−→ Y
p
−→ Z is an exact pair if
and only if p = coker i and i is a kernel, or, equivalently, if and only if i = ker p
and p is a cokernel.
By a pre-exact category we mean an additive category A endowed with a
class E of exact pairs closed under isomorphism. Exact pairs belonging to
E will be called admissible pairs or short admissible sequences. A morphism
i : X → Y (respectively, a morphism p : Y → Z) is an admissible monomor-
phism (respectively, an admissible epimorphism) if it fits into an admissible
pair X
i
−→ Y
p
−→ Z. A chain complex C• = (Cn, dn)n∈Z in A is admissible if
for each n ∈ Z the morphism dn : Cn → Cn−1 has a kernel, and the sequence
Ker dn → Cn → Ker dn−1 is admissible.
Example 4.1. Each additive category A becomes a pre-exact category if we
define E to be the class of all exact pairs in A . In this case we say that A is en-
dowed with the strongest pre-exact structure. In the sequel, the categories Vect,
LCS, LCŜ, Fr, and Ban will be considered as pre-exact categories with respect
to the strongest pre-exact structure. If A is a ⊗̂-algebra and C ⊂ LCŜ is a full
additive subcategory, then the category A-mod(C ) endowed with the strongest
pre-exact structure will be denoted by A-mod(C ). The strongest pre-exact cat-
egories mod-A(C ) and A-mod-A(C ) (as well as A-unmod(C ), unmod-A(C ) and
A-unmod-A(C ) for A unital) are defined similarly. Note that if C is either Ban
or Fr, then a chain complex in any of the above categories is admissible if and
only if it is (algebraically) exact.
Remark 4.2. As was observed in [48], the categories C = LCS, C = Fr, and
C = Ban are in fact exact categories in the sense of Quillen [49], but this is not
the case for C = LCŜ . Similar statements hold for the respective A-module
categories A-mod(C ), mod-A(C ), A-mod-A(C ). This is the reason why we have
to consider pre-exact categories that are not exact.
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Example 4.2. There is another way to make a category of topological modules
into a pre-exact category. Let A be a ⊗̂-algebra, and let C be a full additive
subcategory of LCŜ . We say that an exact pair X → Y → Z in A-mod(C )
is admissible if the sequence 0→ X → Y → Z → 0 splits in C . The resulting
pre-exact category will be denoted by the same symbol A-mod(C ). The pre-
exact categories mod-A(C ) and A-mod-A(C ) are defined similarly. These are
the basic categories of Topological Homology (see [20]). In fact, it is easy to
show that the above categories are exact in the sense of Quillen.
Let A and B be pre-exact categories, and let F : A → B be an additive
functor. We say that F is exact if for each admissible pair X → Y → Z in A
the pair FX → FY → FZ is admissible in B. A standard argument shows
that F is exact if and only if for each admissible complex C• in A the complex
F (C•) is admissible in B.
Definition 4.1 (Helemskii [17, 19, 20]). Let A be a Fre´chet algebra. A left
Fre´chet A-module X is flat if the functor
( · ) ⊗̂
A
X : mod-A(Fr)→ Vect (4)
is exact. The module X is strictly flat if the functor
( · ) ⊗̂
A
X : mod-A(Fr)→ Vect (5)
is exact. A right Fre´chet A-module (respectively, a Fre´chet A-bimodule) is flat
if it is flat as a left Fre´chet module over Aop (respectively, over Ae). Strictly
flat right Fre´chet modules and bimodules are defined similarly.
Remark 4.3. As easily follows from the Open Mapping Theorem, a pair X →
Y → Z in Fr is exact if and only if it is exact in Vect. Therefore we may
consider the functors appearing in Definition 4.1 as functors with values in Fr.
This will lead to an equivalent definition.
Remark 4.4. Suppose that A is a unital Fre´chet algebra and X is a unital
left Fre´chet A-module. Then X is flat (respectively, strictly flat) if and only
if the restriction of (4) (respectively, of (5)) to unmod-A(Fr) (respectively,
to unmod-A(Fr)) is exact. Indeed, each right Fre´chet A-module Y can be
decomposed as Y = Y un ⊕ Y ann, where Y un is a unital A-module and Y ann is
an annihilator A-module (i.e., y · a = 0 for all y ∈ Y ann, a ∈ A). Specifically,
Y un = {y ∈ Y : y · 1 = y} and Y ann = {y ∈ Y : y · 1 = 0}. It is easy to see
that this decomposition is natural, so that each complex Y• of right Fre´chet A-
modules decomposes as Y• = Y
un
• ⊕Y
ann
• . Clearly, Y• is admissible inmod-A(Fr)
(respectively, in mod-A(Fr)) if and only if both Y un• and Y
ann
• are. On the other
hand, if X is unital, then Y ann• ⊗̂AX = 0, and so Y• ⊗̂AX
∼= Y un• ⊗̂AX . This
proves the claim.
Remark 4.5. Certainly, Definition 4.1 makes sense for more general module
categories of the form A-mod(C ) and A-mod(C ). However, for the reasons
explained in Remark 7.2 below, we shall consider flatness and strict flatness
only in categories of Fre´chet modules over Fre´chet algebras.
Proposition 4.1. Let ϕ : A→ B be a Fre´chet algebra homomorphism, and let
X be a flat (respectively, strictly flat) left Fre´chet A-module. Then B+ ⊗̂AX
is flat (respectively, strictly flat) in B-mod(Fr).
FLAT CYCLIC FRE´CHET MODULES 11
Proof. The functors ( · ) ⊗̂B B+ ⊗̂AX and ( · ) ⊗̂AX on mod-B(Fr) are obvi-
ously isomorphic. 
Proposition 4.2. Let A be a Fre´chet algebra, and let
0→ X → Y → Z → 0
be an admissible sequence in A-mod(Fr). Suppose that Z is flat. Then X is
flat if and only if Y is flat.
Proof. This is a special case of [10, Proposition 3.1.15]. 
Flat modules are traditionally considered within the category of Banach
modules over a Banach algebra. The definition of a flat Banach module, as
given in [17, 19, 20], is formally different from Definition 4.1, as the domain of
the functor ( · ) ⊗̂AX is taken to be mod-A(Ban) rather than mod-A(Fr). The
following proposition shows that the two definitions of flatness are consistent.
Proposition 4.3. Let A be a Banach algebra, and let X be a left Banach
A-module. Then the following conditions are equivalent:
(i) the functor
( · ) ⊗̂
A
X : mod-A(Fr)→ Vect
is exact (i.e., X is flat in the sense of Definition 4.1);
(ii) the functor
( · ) ⊗̂
A
X : mod-A(Ban)→ Vect
is exact (i.e., X is flat in the sense of [17]).
Proof. Clearly, (i) implies (ii). Conversely, suppose that (ii) holds, and let Y•
be an admissible complex in mod-A(Fr). In order to prove that Y• ⊗̂AX is
exact, it suffices to prove that (Y• ⊗̂AX)
∗ is exact (see, e.g., [35, 26.4]). By
Proposition 3.2, we have an isomorphism
(Y• ⊗̂
A
X)∗ ∼= hA(Y•, X
∗).
Since X∗ is injective in mod-A(Ban) [20, VII.1.14], it follows that X∗ is a
retract of L (A+, X
∗) in mod-A(Ban) [20, III.1.31]. On the other hand,
hA(Y•,L (A+, X
∗)) ∼= L (Y•, X
∗)
(see [55, Proposition 3.2]), and the latter complex is obviously exact. This
completes the proof. 
A similar statement holds for strictly flat Banach modules.
Proposition 4.4. Let A be a Banach algebra, and let X be a left Banach
A-module. Then the following conditions are equivalent:
(i) the functor
( · ) ⊗̂
A
X : mod-A(Fr)→ Vect
is exact (i.e., X is strictly flat in the sense of Definition 4.1);
(ii) the functor
( · ) ⊗̂
A
X : mod-A(Ban)→ Vect
is exact (i.e., X is strictly flat in the sense of [19]).
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Proof. Suppose that (ii) holds, and let Y• be an exact complex in mod-A(Fr).
As in Proposition 4.3, we have to prove that hA(Y•, X
∗) is exact. By [20,
VII.1.14], X∗ is strictly injective in mod-A(Ban). Choose an injective Banach
space E of the form E = ℓ∞(S) and an isometric embedding ϕ : X∗ → E.
Define an A-module morphism κ to be the composition
X∗
ν
−→ L (A+, X
∗)
ϕ∗
−→ L (A+, E),
where ν is the canonical embedding of X∗ into L (A+, X
∗) given by ν(f)(a) =
f · a (f ∈ X∗, a ∈ A+) (see [20, Section III.1.4]), and ϕ∗ is induced by ϕ
in the obvious way. Since both ν and ϕ∗ are topologically injective, so is
κ = ϕ∗ν. Since X
∗ is strictly injective in mod-A(Ban), there exists an A-
module morphism σ : L (A+, E) → X
∗ such that σκ = 1X∗ [20, VII.1.13].
Therefore X∗ is a retract of L (A+, E) in mod-A(Ban). On the other hand,
hA(Y•,L (A+, E)) ∼= L (Y•, E)
(see [55, Proposition 3.2]), and the latter complex is exact due to the injectivity
of E = ℓ∞(S) in Fr (see, e.g., [38, §4] or [56, 2.2.1]). This completes the
proof. 
Recall that a Banach algebra A is amenable [27] if for each Banach A-
bimodule X every continuous derivation from A to the dual bimodule, X∗, is
inner. As was shown by Helemskii and Sheinberg [18] (see also [20, VII.2.17]),
A is amenable if and only if A+ is a flat Banach A-bimodule.
By definition [22, 23], a Fre´chet algebra A is amenable (respectively, biflat)
if A+ (respectively, A) is a flat Fre´chet A-bimodule. A number of interesting
characterizations of biflat Banach algebras was given by Selivanov [52].
Using Proposition 4.3, we get the following.
Corollary 4.5. If A is an amenable (respectively, biflat) Banach algebra, then
A is amenable (respectively, biflat) when considered as a Fre´chet algebra.
Proposition 4.6. Let ϕ : A → B be a Fre´chet algebra homomorphism. Sup-
pose that A is amenable and that the map
B+ ⊗̂
A+
B+ → B+, b1 ⊗ b2 7→ b1b2 (6)
is bijective. Then B is amenable.
Proof. We have
Be ⊗̂
Ae
A+ ∼= B+ ⊗̂
A+
A+ ⊗̂
A+
B+ ∼= B+ ⊗̂
A+
B+ ∼= B+,
so the result follows from Proposition 4.1. 
Remark 4.6. It can be shown that (6) is bijective if and only if ϕ is an epi-
morphism in the category of Fre´chet algebras (cf. [54, XI.1.2]). Note that this
condition is satisfied whenever ϕ has dense range.
Given a Fre´chet algebra A and a Fre´chet A-bimodule X , consider the chain
complex
0← C0(A,X)
d1←− C1(A,X)
d2←− · · ·
dn←− Cn(A,X)
dn+1
←−−− · · · (7)
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where C0(A,X) = X, Cn(A,X) = X ⊗̂A ⊗̂ · · · ⊗̂A︸ ︷︷ ︸
n
for n ≥ 1, and the differ-
entials are given by
dn(x⊗ a1 ⊗ · · · ⊗ an) = x · a1 ⊗ a2 ⊗ · · · ⊗ an
+
n−1∑
k=1
(−1)kx⊗ a1 ⊗ · · · ⊗ akak+1 ⊗ · · · ⊗ an
+ (−1)nan · x⊗ a1 ⊗ · · · ⊗ an−1,
d1(x⊗ a) = x · a− a · x.
By definition [15] (see also [20, 6]), the nth homology of (7) is denoted by
Hn(A,X) and is called the nth Hochschild homology group of A with coeffi-
cients in X .
By [20, VII.2.17], A is amenable if and only if for each X ∈ A-mod-A(Fr)
the space H0(A,X) is Hausdorff, and Hn(A,X) = 0 for all n ≥ 1. Denote by
[A,X ] ⊂ X the closure of the image of d1. Then it follows from the above that
A is amenable if and only if the augmented complex
0← X/[A,X ]← C•(A,X) (8)
is exact.
5. Approximate identities and approximate diagonals
in topological algebras
In this section we collect some general facts on approximate identities and
approximate diagonals. Although these facts are well known in the Banach
algebra case (see, e.g., [6, 39]), we give full proofs in most cases for the sake of
completeness.
Recall that a net (eα)α∈Λ in a topological algebra A is a right approximate
identity (a right a.i. for short) if a = limα aeα for each a ∈ A. Left approxi-
mate identities are defined similarly. A net (eα)α∈Λ is a two-sided approximate
identity (or just an approximate identity) if it is both a left and a right approx-
imate identity. An approximate identity (eα)α∈Λ (right, left, or two-sided) is
bounded if the set {eα}α∈Λ is bounded. The expression “bounded approximate
identity” is abbreviated as “b.a.i.”, as usual.
We start with a simple observation. Let us recall that a Hausdorff locally
convex space E is semi-Montel if each bounded subset of E is relatively com-
pact.
Lemma 5.1. Let A be a semi-Montel topological algebra with a right b.a.i.
Then A has a right identity.
Proof. Let (eα)α∈Λ be a right b.a.i. in A. By assumption, the set {eα}α∈Λ is
compact, so that there exists a subnet (eα′)α′∈Λ′ of (eα) convergent to e ∈ A.
Then for each a ∈ A the net (aeα′) converges to a and to ae simultaneously.
Hence a = ae, and so e is a right identity in A. 
Proposition 5.2. Let A be a topological algebra. Then
(i) A has a right a.i. if and only if for each finite subset F ⊂ A and each
0-neighborhood U ⊂ A there exists b ∈ A such that a − ab ∈ U for all
a ∈ F ;
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(ii) A has a right b.a.i. if and only if there exists a bounded subset B ⊂ A
such that for each finite subset F ⊂ A and each 0-neighborhood U ⊂ A
there exists b ∈ B such that a− ab ∈ U for all a ∈ F .
Proof. If (eα) is a right a.i. (respectively, a right b.a.i.) in A, then a−aeα → 0
uniformly on finite subsets of A. Therefore the element b = eα satisfies (i)
(respectively, (ii)) for α large enough. To prove the converse, consider the set
S of all pairs (U, F ), where U ⊂ A is a 0-neighborhood and F ⊂ A is a finite
set, and define an order on S by
(U1, F1) ≤ (U2, F2) ⇐⇒ U1 ⊃ U2 and F1 ⊂ F2.
Thus S becomes a directed set. For each α = (U, F ) ∈ S find eα ∈ A (respec-
tively, eα ∈ B) such that a− aeα ∈ U for all a ∈ F . Then it is clear that (eα)
is a right a.i. (respectively, a right b.a.i.) in A. 
Remark 5.1. Proposition 5.2 has obvious “left” and “two-sided” versions. In
particular, A has a two-sided (bounded) a.i. if and only if (there exists a
bounded subset B ⊂ A such that) for each finite subset F ⊂ A and each
0-neighborhood U ⊂ A there exists b ∈ A (respectively, b ∈ B) such that
a− ab ∈ U and a− ba ∈ U for all a ∈ F .
Remark 5.2. As in the case of Banach algebras, it can be shown that if a
hypotopological algebra has a left and a right b.a.i., then it has a two-sided
b.a.i. We omit the proof, as we do not use this result in the sequel.
Proposition 5.3. Let A be a left hypotopological algebra. The following con-
ditions are equivalent:
(i) A has a right b.a.i.;
(ii) there exists a bounded set B ⊂ A such that a ∈ aB for each a ∈ A.
If, in addition, A is locally convex, then (i) and (ii) are equivalent to
(iii) A∗∗ has a right identity;
(iv) there exists e ∈ A∗∗ such that iA(a)e = iA(a) for each a ∈ A.
Proof. (i) =⇒ (ii). This is clear.
(ii) =⇒ (i). Let F = {a1, . . . , an} ⊂ A be a finite set and U ⊂ A a 0-
neighborhood. Choose a circled 0-neighborhood V ⊂ A such that V +V +V ⊂
U and a 0-neighborhood W ⊂ V such that WB ⊂ V and FW ⊂ V . For each
j = 1, . . . , n set Bj = (1+ − B)
n−j ⊂ A+. Since A (and hence A+) is left
hypotopological, we see that Bj is bounded (cf. Section 2 or [26]). Let W
+ ⊂
A+ be a 0-neighborhood such that W
+∩A =W . For each j = 1, . . . , n choose
a 0-neighborhood W+j ⊂ A+ such that W
+
j Bj ⊂ W
+. Setting Wj = W
+
j ∩ A,
we see that WjBj ⊂W .
Using (ii), we can inductively find u1, . . . , un ∈ B such that
aj(1+ − u1) · · · (1+ − uj) ∈ Wj (j = 1, . . . , n).
Define v ∈ A by 1+ − v = (1+ − u1) · · · (1+ − un). Then
aj(1+ − v) = aj(1+ − u1) · · · (1+ − uj)(1+ − uj+1) · · · (1+ − un)
∈ WjBj ⊂ W (j = 1, . . . , n).
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Finally, choose u ∈ B such that v − vu ∈ W . Then for each j = 1, . . . , n we
have
aj − aju = (aj − ajv) + aj(v − vu)− (aj − ajv)u
∈ W + FW −WB ⊂ V + V + V ⊂ U.
Applying Proposition 5.2, we see that A has a right b.a.i.
Now suppose that A is locally convex.
(i) =⇒ (iv). Let (eα)α∈Λ be a right b.a.i. in A. Since {iA(eα)} ⊂ A
∗∗ is
equicontinuous, there exists a subnet (eα′)α′∈Λ′ of (eα)α∈Λ such that (iA(eα′))
weak∗ converges to e ∈ A∗∗. This implies that (iA(a)iA(eα′)) weak
∗ converges
to iA(a)e for each a ∈ A ([16, 3.6]; see also Section 2). On the other hand,
aeα′ → a, so that iA(a)iA(eα′) → iA(a), and, finally, iA(a) = iA(a)e for each
a ∈ A.
(iv) =⇒ (iii). This follows form the weak∗ density of iA(A) in A
∗∗ and the
weak∗ continuity of the first Arens product in the first variable ([16, 3.4]).
(iii) =⇒ (ii). Let e ∈ A∗∗ be a right identity. By the bipolar theorem, there
exists a convex bounded subset B ⊂ A such that e belongs to the weak∗ closure
of iA(B). Using again [16, 3.6], we see that for each a ∈ A the element iA(a)e =
iA(a) belongs to the weak
∗ closure of iA(a)iA(B) = iA(aB). Equivalently, a
belongs to the weak closure of aB. Since aB is convex, this completes the
proof of (ii). 
Let A be a ⊗̂-algebra, and let π0 : A ⊗̂A→ A denote the product map. (We
write π0 instead of π in order to make our notation consistent with that of [20,
VII.2.2] and of Section 9). Following [28], we say that a net (Mα)α∈Λ in A ⊗̂A
is an approximate diagonal for A if a ·Mα −Mα · a → 0 and π0(Mα)a → a
for each a ∈ A. An approximate diagonal (Mα)α∈Λ is bounded if the set
{Mα}α∈Λ is bounded. An element M ∈ (A ⊗̂A)
∗∗ is a virtual diagonal for A
if a ·M = M · a and π∗∗0 (M) · a = iA(a) for each a ∈ A. (Here (A ⊗̂A)
∗∗ is
considered as a semitopological A-bimodule; see Section 2.)
In what follows, given a ∈ A and M ∈ A ⊗̂A, we set [a,M ] = a ·M −M · a.
Remark 5.3. Our terminology slightly differs from that of [28]. Namely, our
“bounded approximate diagonal” is just “approximate diagonal” in [28]. How-
ever, it has recently become clear that unbounded approximate diagonals are
also of interest (cf. [12, 7]).
Lemma 5.4. Let A be a ⊗̂-algebra. Then A has a bounded approximate diag-
onal if and only if A has a virtual diagonal.
We omit the proof, as it is similar to the Banach algebra case [28, 1.2] (see
also [6, 2.9.64]).
Let us recall some standard notation (see, e.g., [51]). Suppose that U is a
neighborhood base at 0 in A. Given U ∈ U , let Γ(U ⊗ U) denote the closure
of the absolutely convex hull of the set
U ⊗ U = {a⊗ b : a, b ∈ U} ⊂ A ⊗̂A.
Then {Γ(U ⊗ U) : U ∈ U } is a neighborhood base at 0 in A ⊗̂A [51].
Proposition 5.5. Let A be a ⊗̂-algebra. Then
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(i) A has an approximate diagonal if and only if for each finite subset
F ⊂ A and each 0-neighborhood U ⊂ A there exists M ∈ A ⊗̂A with
[a,M ] ∈ Γ(U ⊗ U) and π0(M)a− a ∈ U for all a ∈ F ;
(ii) A has a bounded approximate diagonal if and only if there exists a
bounded subset B ⊂ A ⊗̂A such that for each finite subset F ⊂ A and
each 0-neighborhood U ⊂ A there exists M ∈ B with [a,M ] ∈ Γ(U ⊗ U)
and π0(M)a− a ∈ U for all a ∈ F .
The proof is similar to that of Proposition 5.2 and is therefore omitted.
6. Locally bounded approximate identities and
locally bounded approximate diagonals
Definition 6.1. Let A be a topological algebra. We say that
(i) A has a right (respectively, left) locally bounded approximate identity if
for each 0-neighborhood U ⊂ A there exists C > 0 such that for each
finite subset F ⊂ A there exists b ∈ CU with a− ab ∈ U (respectively,
a− ba ∈ U) for all a ∈ F ;
(ii) A has a two-sided locally bounded approximate identity (or just a locally
bounded approximate identity) if for each 0-neighborhood U ⊂ A there
exists C > 0 such that for each finite subset F ⊂ A there exists b ∈ CU
with a− ab ∈ U and a− ba ∈ U for all a ∈ F .
We abbreviate “locally bounded approximate identity” as “locally b.a.i.”
Remark 6.1. A slightly more convenient definition is as follows: A has a right
locally b.a.i. if for each 0-neighborhood U ⊂ A there exists C > 0 such
that for each finite subset F ⊂ A and each ε > 0 there exists b ∈ CU with
a − ab ∈ εU for all a ∈ F . To show that these definitions are equivalent, it
suffices to substitute ε−1F for F in Definition 6.1. It is also clear that instead of
considering arbitrary 0-neighborhoods in A, we can restrict to 0-neighborhoods
belonging to some family U such that {tU : t > 0, U ∈ U } is a neighborhood
base at 0.
Remark 6.2. Let A be a locally convex algebra, and let {‖ · ‖λ : λ ∈ Λ} be a
directed family of seminorms generating the topology of A. Using Remark 6.1,
we see that A has a right locally b.a.i. if and only if there exists a family
{Cλ : λ ∈ Λ} of positive reals such that for each finite subset F ⊂ A, each
λ ∈ Λ, and each ε > 0 there exists b ∈ A with ‖b‖λ ≤ Cλ and ‖a − ab‖λ < ε
for all a ∈ F . Similar statements hold for left and for two-sided locally b.a.i.’s.
Let us remark that the above characterization of locally b.a.i.’s in terms of
seminorms was taken as definition in [45]. We thank A. Mallios for suggesting
us to give a definition applicable to arbitrary (not necessarily locally convex)
topological algebras (see Definition 6.1).
Remark 6.3. Taking into account Proposition 5.2, we see that the existence
of a right (respectively, left, two-sided) b.a.i. implies the existence of a right
(respectively, left, two-sided) locally b.a.i., which, in turn, implies the existence
of a right (respectively, left, two-sided) a.i.
Remark 6.4. If A is normable, then the notions of “bounded” and “locally
bounded” a.i.’s are obviously equivalent (cf. Remark 6.2).
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Proposition 6.1. Let ϕ : A→ B be a continuous homomorphism of topological
algebras. Suppose that A has a right locally b.a.i. Then each of the following
conditions implies that B has a right locally b.a.i.:
(i) ϕ is onto;
(ii) ϕ has dense range, and the multiplication in B is jointly continuous.
Proof. We prove (ii), the proof of (i) being similar. Given a 0-neighborhood
V ⊂ B, find circled 0-neighborhoods V1 ⊂ V and V2 ⊂ V1 such that V1 + V1 +
V1 ⊂ V and V
2
2 ⊂ V1. Set U = ϕ
−1(V2), and let C > 0 be as in Definition 6.1.
Without loss of generality, we assume that C ≥ 1. Given a finite set F ′ ⊂ B,
find a finite set F ⊂ A such that F ′ ⊂ ϕ(F ) + C−1V2. Then there exists
b ∈ CU such that a − ab ∈ U for each a ∈ F . Take any a′ ∈ F ′ and choose
a ∈ F satisfying a′ − ϕ(a) ∈ C−1V2. Then b
′ = ϕ(b) ∈ CV2 ⊂ CV , and
a′ − a′b′ = ϕ(a− ab) + (a′ − ϕ(a)) + (ϕ(a)− a′)b′
∈ V1 + V1 + C
−1V2 · CV2 ⊂ V1 + V1 + V1 ⊂ V.
The rest is clear. 
Proposition 6.2. Let A be an Arens-Michael algebra. Then the following
conditions are equivalent:
(i) A has a right locally b.a.i.;
(ii) for each Banach algebra B such that there exists a continuous homo-
morphism ϕ : A→ B with dense range, the algebra B has a right b.a.i.
Proof. (i) =⇒ (ii). This follows from Proposition 6.1 and Remark 6.4.
(ii) =⇒ (i). Let U ⊂ A be an absolutely convex, idempotent 0-neighborhood.
By assumption, the Banach algebra AU has a right b.a.i. Hence the same is
true of the dense subalgebra A0U = Im τU ⊂ AU (see [8, 1.4]). Therefore there
exists C > 0 such that for each finite set F ⊂ A there exists b ∈ A such
that ‖τU (b)‖ < C and that ‖τU(a) − τU (a)τU(b)‖ < 1 for each a ∈ F . This
means exactly that b ∈ CU and that a − ab ∈ U for each a ∈ F . In view of
Remark 6.1, this completes the proof. 
Corollary 6.3. Let A be a Arens-Michael algebra, and let A = lim
←−
Aλ be an
Arens-Michael decomposition of A. Then A has a right locally b.a.i. if and
only if each Aλ has a right b.a.i.
Proof. Each continuous homomorphism ϕ from A to a Banach algebra B
uniquely factors through some Aλ. Therefore if ϕ has dense range and Aλ
has a right b.a.i., then the same is true of B (cf. [8, 1.4]). 
Remark 6.5. It is easy to see that Propositions 6.1 and 6.2 and Corollary 6.3
have obvious “right” and “two-sided” versions.
Remark 6.6. As in the case of Banach algebras, it can be shown that if a
topological algebra with jointly continuous multiplication has a left and a right
locally b.a.i., then it has a two-sided locally b.a.i. (cf. also Remark 5.2). We
omit the proof, as we do not use this result in the sequel.
Definition 6.2. Let A be a ⊗̂-algebra. We say that A has a locally bounded
approximate diagonal if for each 0-neighborhood U ⊂ A there exists C > 0
such that for each finite subset F ⊂ A there exists M ∈ CΓ(U ⊗ U) with
[a,M ] ∈ Γ(U ⊗ U) and π0(M)a− a ∈ U for all a ∈ F .
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Remark 6.7. Taking into account Proposition 5.5, we see that the existence
of a bounded approximate diagonal implies the existence of a locally bounded
approximate diagonal, which, in turn, implies the existence of an approximate
diagonal.
Remark 6.8. For a Banach algebra, the notions of “bounded” and “locally
bounded” approximate diagonals are equivalent by Proposition 5.5 (ii).
Proposition 6.4. Let ϕ : A → B be a continuous homomorphism of ⊗̂-
algebras. Suppose that A has a locally bounded approximate diagonal and that
ϕ has dense range. Then B has a locally bounded approximate diagonal.
Proof. Given an absolutely convex 0-neighborhood V ⊂ B, find an absolutely
convex 0-neighborhood V1 ⊂ B such that V1∩V
2
1 ∩V
3
1 ⊂ V/3. Set U = ϕ
−1(V1),
and let C > 0 be as in Definition 6.2. Without loss of generality, we assume
that C ≥ 1. Given a finite set F ′ ⊂ B, find a finite set F ⊂ A such that F ′ ⊂
ϕ(F ) + C−1V1. Then there exists M ∈ CΓ(U ⊗ U) with [a,M ] ∈ Γ(U ⊗ U)
and π0(M)a− a ∈ U for all a ∈ F .
Set M ′ = (ϕ⊗ϕ)(M). Clearly, M ′ ∈ CΓ(V1 ⊗ V1) ⊂ CΓ(V ⊗ V ). Now take
any a′ ∈ F ′ and choose a ∈ F satisfying a′ − ϕ(a) ∈ C−1V1. We have
[a′,M ′] = (ϕ⊗ ϕ)[a,M ] + [a′ − ϕ(a),M ′]
∈ Γ(V1 ⊗ V1) + C
−1V1 · CΓ(V1 ⊗ V1) + CΓ(V1 ⊗ V1) · C
−1V1
⊂ Γ(V ⊗ V ).
Furthermore,
π0(M
′)a′ − a′ = ϕ(π0(M)a− a) + (ϕ(a)− a
′) + π0(M
′)(a′ − ϕ(a))
∈ V1 + V1 + CV
2
1 C
−1V1 ⊂ V.
The rest is clear. 
Proposition 6.5. Let A be an Arens-Michael algebra. Then the following
conditions are equivalent:
(i) A has a locally bounded approximate diagonal;
(ii) for each Banach algebra B such that there exists a continuous homo-
morphism ϕ : A → B with dense range, the algebra B has a bounded
approximate diagonal.
Proof. (i) =⇒ (ii). This follows from Proposition 6.4 and Remark 6.8.
(ii) =⇒ (i). Let U ⊂ A be an absolutely convex, idempotent 0-neighborhood.
By assumption, the Banach algebra AU has a bounded approximate diagonal.
Therefore there exists C > 0 such that for each finite set F ⊂ A there exists
M ′ ∈ AU ⊗̂AU with
‖M ′‖ < C, (9)
‖ [τU(a),M
′] ‖ < 1 ∀a ∈ F, (10)
‖π0(M
′)τU (a)− τU(a)‖ < 1 ∀a ∈ F. (11)
Clearly, the set of all M ′ ∈ AU ⊗̂AU satisfying (9)–(11) is open. On the other
hand, (τU ⊗ τU)(A) is dense in AU ⊗̂AU , and so there exists M ∈ A ⊗̂A such
that M ′ = (τU ⊗ τU)(M) satisfies (9)–(11). This implies that M satisfies the
conditions of Definition 6.2. 
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Corollary 6.6. Let A be a Arens-Michael algebra, and let A = lim
←−
Aλ be an
Arens-Michael decomposition of A. Then A has a locally bounded approximate
diagonal if and only if each Aλ has a bounded approximate diagonal.
7. Strictly flat cyclic modules
In this section we extend the first part of Helemskii and Sheinberg’s Theo-
rem 1.1 (specifically, the equivalence of conditions (i) and (ii)) to Arens-Michael
algebras.
Lemma 7.1. Let A be an Arens-Michael algebra, let X ∈ mod-A, and let
X = lim
←−
(Xλ, τ
µ
λ ) be an Arens-Michael decomposition of X. Suppose that I ⊂ A
is a closed left ideal. For each λ consider the map
τˆλ : X/X · I → Xλ/Xλ · I, x+X · I 7→ τλ(x) +Xλ · I.
Then (Xλ/Xλ · I, τˆλ) is the completion of X/X · I with respect to the quotient
seminorm of ‖ · ‖λ. As a consequence, we have a topological isomorphism
(X/X · I)∼ ∼= lim←−
(Xλ/Xλ · I, τˆ
µ
λ ),
where the structure maps τˆµλ (λ ≺ µ) are defined by
τˆµλ : Xµ/Xµ · I → Xλ/Xλ · I, x+Xµ · I 7→ τ
µ
λ (x) +Xλ · I.
Proof. Since τλ : X → Xλ has dense range, the same is true of τˆλ. Therefore
we need only prove that τˆλ is isometric with respect to the quotient seminorm
of ‖ · ‖λ on X/X · I and the quotient norm on Xλ/Xλ · I. Denote the former
seminorm by ‖ · ‖′λ and the latter norm by ‖ · ‖
′. Then for each x ∈ X we have
‖x+X · I‖′λ = inf{‖x+ y‖λ : y ∈ X · I} = inf{‖τλ(x) + τλ(y)‖ : y ∈ X · I}
= inf{‖τλ(x) + z‖ : z ∈ Xλ · I} = ‖τλ(x) +Xλ · I‖
′
= ‖τˆλ(x+X · I)‖
′,
which proves the claim. 
Theorem 7.2. Let A be an Arens-Michael algebra and I ⊂ A+ a closed left
ideal. Set X = (A+/I)
∼. Then the following conditions are equivalent:
(i) I has a right locally b.a.i.;
(ii) the functor ( · ) ⊗̂AX : mod-A→ LCŜ is exact;
(iii) the functor ( · ) ⊗̂AX : mod-A(Ban)→ Ban is exact.
Proof. (i) =⇒ (ii). In view of Proposition 3.3 and Remark 4.1, it suffices to
prove that for each Y ∈ mod-A and each closed submodule Z ⊂ Y the map
Z ⊗̂
A
X → Y ⊗̂
A
X (12)
is topologically injective. Choose an Arens-Michael decomposition Y = lim
←−
Yλ
of Y , and, for each λ, set Zλ = τλ(Z), where τλ : Y → Yλ is the canonical map.
Then it is easy to see that Z = lim
←−
Zλ is an Arens-Michael decomposition of
Z (cf. also [9, 2.5.6]). Since each seminorm ‖ · ‖λ on Y is m-compatible (see
Section 2), there exists a continuous submultiplicative seminorm ‖ · ‖◦λ on A
such that ‖y ·a‖λ ≤ ‖y‖λ‖a‖
◦
λ for each y ∈ Y, a ∈ A. Let Aλ be the completion
of A with respect to ‖·‖◦λ. Then it is clear that Yλ is a right Banach Aλ-module
in a canonical way, and that Zλ is a closed Aλ-submodule of Xλ.
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Let σλ : A → Aλ be the canonical map, and let Iλ = (σλ)+(I). Clearly,
Iλ is a closed left ideal in (Aλ)+. By Proposition 6.2, Iλ has a right b.a.i.,
and so Xλ = (Aλ)+/Iλ is a strictly flat Banach Aλ-module (see Theorem 1.1).
Therefore the map
Zλ ⊗̂
Aλ
Xλ → Yλ ⊗̂
Aλ
Xλ
is topologically injective. Using the identifications
Zλ ⊗̂Aλ Xλ
//
≀
Yλ ⊗̂Aλ Xλ
≀
Zλ/Zλ · Iλ // Yλ/Yλ · Iλ
Zλ/Zλ · I // Yλ/Yλ · I
and taking the inverse limit, we get a topologically injective map
lim
←−
Zλ/Zλ · I → lim←−
Yλ/Yλ · I.
On the other hand, Lemma 7.1 and Proposition 3.1 imply that the latter map
is identifiable with (12) as follows:
lim
←−
Zλ/Zλ · I //
≀
lim
←−
Yλ/Yλ · I
≀
(Z/Z · I)∼ //
≀
(Y/Y · I)∼
≀
Z ⊗̂AX
// Y ⊗̂AX.
This proves (ii).
(ii) =⇒ (iii). This is clear.
(iii) =⇒ (i). Let ϕ : A → B be a homomorphism of A to a Banach algebra
B. Using the same argument as in Proposition 4.1, we see that the left Banach
B-module B+ ⊗̂AX ∼= B+/B+ · I is strictly flat. Therefore the ideal B+ · I of
B+ has a right b.a.i.
Now choose an Arens-Michael decomposition A = lim
←−
Aλ and apply the
above result to the canonical homomorphism σλ : A → Aλ. In this case, the
ideal Iλ = (Aλ)+ · I of (Aλ)+ is equal to the closure of (σλ)+(I) in (Aλ)+, so
that I = lim
←−
Iλ is an Arens-Michael decomposition of I. By Corollary 6.3, I
has a right locally b.a.i., as required. 
Corollary 7.3. Let A be a Fre´chet-Arens-Michael algebra and I ⊂ A+ a closed
left ideal. Set X = A+/I. Then the following conditions are equivalent:
(i) I has a right locally b.a.i.;
(ii) X is a strictly flat Fre´chet A-module.
Remark 7.1. Theorem 7.2 and Corollary 7.3 have obvious “unital” versions.
Specifically, if A is unital, then we can replace A+ by A and “mod” by “unmod”
everywhere in the statements of Theorem 7.2 and Corollary 7.3 (cf. also Re-
mark 4.4).
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Remark 7.2. In view of Theorem 7.2 and Corollary 7.3, it is tempting to
call a left ⊗̂-module X over a ⊗̂-algebra A strictly flat if it satisfies condi-
tion (ii) of Theorem 7.2. However, it is not clear whether such a “strictly
flat” module is always flat (which, by definition [20], means that the functor
( · ) ⊗̂AX : mod-A→ Vect is exact). A possible way out of this situation is to
redefine the notion of flatness as follows: X ∈ A-mod(C ) is flat if the functor
( · ) ⊗̂AX : mod-A(C )→ C is exact. If C = Fr or C = Ban, this is equivalent
to Definition 4.1 (cf. Remark 4.3). However, the disadvantage of the new def-
inition is that it might be impossible to characterize such “flatness” in terms
of the derived functors Torn (cf. [20]). That is why we do not consider flat
and strictly flat ⊗̂-modules in the general setting, restricting ourselves to the
metrizable case.
8. Quasinormable Fre´chet algebras
Recall that a Hausdorff l.c.s. E is quasinormable [14] if for each 0-neighborhood
U ⊂ E there exists a 0-neighborhood V ⊂ U such that for each ε > 0 there
exists a bounded set B ⊂ E satisfying V ⊂ B + εU . In this section we prove
that for quasinormable Fre´chet algebras the notions of bounded and locally
bounded approximate identities are equivalent.
Lemma 8.1. Let ϕ : A → B be a Banach algebra homomorphism with dense
range. Then
(i) ϕ∗∗(rann(A∗∗)) ⊂ rann(B∗∗);
(ii) if e is a right identity in A∗∗, then ϕ∗∗(e) is a right identity in B∗∗.
Proof. If a ∈ rann(A∗∗), then bϕ∗∗(a) = 0 for all b ∈ Imϕ∗∗. Since Imϕ is
dense in B, it follows that Imϕ∗∗ is weak∗ dense in B∗∗. As the product in
B∗∗ is weak∗ continuous w.r.t. the first variable, this implies that bϕ∗∗(a) = 0
for all b ∈ B∗∗, i.e., that ϕ∗∗(a) ∈ rann(B∗∗). Similarly, if e is a right identity
in A∗∗, then ϕ∗∗(e) is a right identity for Imϕ∗∗, and, by weak∗ continuity, for
B∗∗. 
From now on, let A be a Fre´chet-Arens-Michael algebra, and let A =
lim
←−
(An, τ
m
n )n∈N be an Arens-Michael decomposition of A. By Lemma 8.1, we
have a well-defined inverse system (rann(A∗∗n ), σ
m
n ), where σ
m
n is the restriction
of (τmn )
∗∗ to rann(A∗∗m ).
Lemma 8.2. Suppose that A is quasinormable and has a right locally b.a.i.
Then lim
←−
1 rann(A∗∗n ) = 0.
Proof. Since A is quasinormable, the direct system (A∗n, (τ
m
n )
∗) is acyclic [38,
Prop. 7.5], and so lim
←−
1A∗∗n = 0 [38, Prop. 6.2]. By Palamodov’s Theorem 2.1,
for each n ∈ N there exists m ≥ n such that (τkn)
∗∗(A∗∗k ) is dense in (τ
m
n )
∗∗(A∗∗m )
for all k ≥ m.
For each n ∈ N set Rn = rann(A
∗∗
n ). We claim that (Rn, σ
m
n ) satisfies the
conditions of Palamodov’s Theorem with the same m = m(n). To prove the
claim, fix n ∈ N, and take any k ≥ m. Since A has a right locally b.a.i.,
Corollary 6.3 implies that Ak has a right b.a.i., and so A
∗∗
k has a right identity,
say ek. By Lemma 8.1, em = (τ
k
m)
∗∗(ek) and en = (τ
m
n )
∗∗(em) are right identities
in A∗∗m and A
∗∗
n , respectively.
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Define pk : A
∗∗
k → Rk by pk(a) = a − eka. Clearly, pk is a projection onto
Rk. Similarly, define projections pm : A
∗∗
m → Rm, a 7→ a− ema, and pn : A
∗∗
n →
Rn, a 7→ a− ena. We obtain a commutative diagram
A∗∗n
pn

A∗∗m(τmn )∗∗
oo
pm

A∗∗k
(τkm)
∗∗
oo
pk

Rn Rm
σmn
oo Rk
σkm
oo
Therefore,
σmn (Rm) = σ
m
n (pm(A
∗∗
m )) = pn((τ
m
n )
∗∗(A∗∗m ))
= pn((τkn)
∗∗(A∗∗k )) = σ
k
n(pk(A
∗∗
k )) = σ
k
n(Rk).
Thus (rann(A∗∗n ), σ
m
n ) satisfies the conditions of Palamodov’s Theorem 2.1, and
so lim
←−
1 rann(A∗∗n ) = 0. 
Remark 8.1. We note that Lemma 8.2 holds under a weaker assumption than
the quasinormability of A. Specifically, it suffices to require that the direct
system (A∗n, (τ
m
n )
∗) be weakly acyclic [38]; see also [56, Chapter 6].
Theorem 8.3. Let A be a quasinormable Fre´chet-Arens-Michael algebra with
a right locally b.a.i. Then A has a right b.a.i.
Proof. Let A = lim
←−
(An, τ
m
n )n∈N be an Arens-Michael decomposition of A. For
each n ∈ N consider the admissible sequences
0← Cℓ
εAn←−− (An)+ ← An ← 0,
0→ Cr
ε∗
An−−→ (An)
∗
+ → A
∗
n → 0
in An-mod(Ban) and in mod-An(Ban), respectively. Since A has a right locally
b.a.i., Corollary 6.3 implies that An has a right b.a.i., and so Cr is injective in
mod-An(Ban) [20, VII.1.20]. Hence the sequence
0→ hAn(A
∗
n,Cr)→ hAn((An)
∗
+,Cr)→ hAn(Cr,Cr)→ 0 (13)
is exact. Since τn : A → An has dense range, we have hAn = hA in the above
sequence. Using the isomorphism hAn(Cr,Cr)
∼= C, we may identify (13) with
the sequence
0→ hA(A
∗
n,Cr)→ hA((An)
∗
+,Cr)
Φn−→ C→ 0, (14)
where Φn(f) = f(εAn) for each f ∈ hA((An)
∗
+,Cr).
Using (1), we see that hA(A
∗
n,Cr) = hAn(A
∗
n,Cr) = rann(A
∗∗
n ), and it is
clear that for each m ≥ n the map
hA(A
∗
m,Cr)→ hA(A
∗
n,Cr), f 7→ f ◦ (τ
m
n )
∗
coincides with the map σmn defined before Lemma 8.2. Therefore taking the
inverse limit in (14) and applying Lemma 8.2 we get an exact sequence
0→ lim
←−
hA(A
∗
n,Cr)→ lim←−
hA((An)
∗
+,Cr)→ C→ 0. (15)
Since A is quasinormable (hence distinguished [35, 26.19]), the canonical linear
map lim
−→
A∗n → A
∗ is an isomorphism of locally convex spaces [35, 25.13].
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Clearly, this is also an isomorphism in the category of right locally convex
A-modules. Hence we obtain vector space isomorphisms
lim
←−
hA(A
∗
n,Cr)
∼= hA(lim−→
A∗n,Cr)
∼= hA(A
∗,Cr).
Similarly, lim
←−
hA((An)
∗
+,Cr)
∼= hA(A
∗
+,Cr) as vector spaces. Therefore (15)
can be identified with
0→ hA(A
∗,Cr)→ hA(A
∗
+,Cr)
Φ
−→ C→ 0, (16)
where Φ(f) = f(εA) for each f ∈ hA(A
∗
+,Cr).
As (16) is exact, there exists f ∈ hA(A
∗
+,Cr) such that f(εA) = 1. This is
equivalent to say that the sequence
0→ Cr
ε∗
A−→ A∗+
j∗
A−→ A∗ → 0
splits in the category of right locally convex A-modules. Therefore the dual
sequence,
0← Cℓ
ε∗∗
A←−− A∗∗+
j∗∗
A←−− A∗∗ ← 0 ,
splits in A-mod(Fr), and so there exists a left Fre´chet A-module morphism
σ : A∗∗+ → A
∗∗ such that σj∗∗A = 1A∗∗ . Set e = σ(iA+(1+)) ∈ A
∗∗. For each
a ∈ A we have
iA(a)e = a · e = σ(iA+(a · 1+)) = σ(iA+(jA(a)) = σ(j
∗∗
A (iA(a)) = iA(a).
By Proposition 5.3, this is equivalent to say that A has a right b.a.i., as re-
quired. 
9. Flat Fre´chet modules and amenable Fre´chet algebras
Part (iii) of Helemskii and Sheinberg’s Theorem 1.1 can be generalized to
Arens-Michael algebras as follows.
Theorem 9.1. Let A be an Arens-Michael algebra and I ⊂ A+ a closed left
ideal. Set X = (A+/I)
∼. Suppose that there exists an Arens-Michael decompo-
sition A = lim
←−
(Aλ, σ
λ
µ)λ∈Λ such that for each λ ∈ Λ the ideal Iλ = (σλ)+(I) is
weakly complemented in (Aλ)+. Then the following conditions are equivalent:
(i) I has a right locally b.a.i.;
(ii) the functor ( · ) ⊗̂AX : mod-A→ LCŜ is exact;
(iii) the functor ( · ) ⊗̂AX : mod-A(Ban)→ Ban is exact;
(iv) the functor ( · ) ⊗̂AX : mod-A→ LCŜ is exact;
(v) the functor ( · ) ⊗̂AX : mod-A(Ban)→ Ban is exact.
Proof. (i) ⇐⇒ (ii) ⇐⇒ (iii): this is Theorem 7.2.
(ii) =⇒ (iv) =⇒ (v): this is clear.
(v) =⇒ (i). The proof is similar to the proof of implication (iii) =⇒ (i) in
Theorem 7.2; one uses the equivalence of (i) and (iii) in Theorem 1.1. 
Corollary 9.2. Let A be a Fre´chet-Arens-Michael algebra and I ⊂ A+ a
closed left ideal. Set X = A+/I. Suppose that there exists an Arens-Michael
decomposition A = lim
←−
(Aλ, σ
λ
µ)λ∈N such that for each λ ∈ N the ideal Iλ =
(σλ)+(I) is weakly complemented in (Aλ)+. Then the following conditions are
equivalent:
(i) I has a right locally b.a.i.;
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(ii) X is a strictly flat Fre´chet A-module;
(iii) X is a flat Fre´chet A-module.
Remark 9.1. Like Theorem 7.2 and Corollary 7.3, Theorem 9.1 and Corol-
lary 9.2 have obvious “unital” versions. Specifically, if A is unital, then we can
replace A+ by A, “mod” by “unmod”, and “mod” by “unmod” everywhere in
the statements of Theorem 9.1 and Corollary 9.2.
Remark 9.2. The additional condition imposed on Iλ in Theorem 9.1 and in
Corollary 9.2 looks rather unnatural, but we do not know how to put it into
a more reasonable form. In particular, it is not clear whether or not this
condition depends on the particular choice of an Arens-Michael decomposition.
Also we do not know which relation (if any) this condition has to the position
of I inside A+. Fortunately, as we shall see in Theorem 9.5 below, there is an
important situation where this condition is satisfied automatically.
Let us recall some notation from [20, VII.2]. Let A be an Arens-Michael
algebra, and let Ae = A+ ⊗̂A
op
+ be the enveloping algebra of A. Denote by
π : Ae → A+ the product map, and set I
∆ = Ker π. Note that I∆ is a closed
left ideal of Ae, and that A+ is isomorphic to A
e/I∆ in Ae-unmod = A-mod-A.
Moreover, I∆ is complemented in Ae, since the map A+ → A
e, a 7→ 1+ ⊗ a is
readily seen to be a right inverse of π.
Similarly, set Ae0 = A ⊗̂A
op, denote by π0 : A
e
0 → A the product map,
and set I∆0 = Ker π0. Finally, set M = Ker(εA ⊗ εA) ⊂ A
e. Note that
M = A+ ⊗̂A+ A ⊗̂A+.
Now choose an Arens-Michael decomposition A = lim
←−
(Aλ, σ
λ
µ)λ∈Λ. For each
λ ∈ Λ we use the symbols Aeλ, (A
e
0)λ, πλ, (π0)λ, I
∆
λ , (I
∆
0 )λ, Mλ to denote the
respective algebras, maps and ideals constructed from Aλ, as described above.
For each λ ≺ µ we set
τµλ = (σ
µ
λ)+ ⊗ (σ
µ
λ)+ : A
e
µ → A
e
λ,
τλ = (σλ)+ ⊗ (σλ)+ : A
e → Aeλ.
Lemma 9.3. For each λ ∈ Λ we have
I∆λ = τλ(I
∆), Mλ = τλ(M), (17)
and there exist Arens-Michael decompositions
Ae ∼= lim←−
Aeλ, A
e
0
∼= lim←−
(Ae0)λ, (18)
I∆ ∼= lim←−
I∆λ , M
∼= lim←−
Mλ, (19)
where the linking maps are the restrictions of τµλ to the respective subalgebras
of Aeµ. If, in addition, A has a one-sided locally b.a.i., then
(I∆0 )λ = (σλ ⊗ σλ)(I
∆
0 ), (20)
and there exists an Arens-Michael decomposition
I∆0
∼= lim←−
(I∆0 )λ. (21)
Proof. Since Mλ = (Aλ)+ ⊗̂Aλ + Aλ ⊗̂(Aλ)+, the second formula in (17) is
immediate from the fact that σλ : A→ Aλ has dense range. The first formula
in (17) is proved similarly, by using the fact that I∆λ is the smallest closed left
FLAT CYCLIC FRE´CHET MODULES 25
ideal of Aeλ containing all elements of the form 1+ ⊗ a − a ⊗ 1+ (a ∈ (Aλ)+)
(see [20, VII.2.11]).
Now suppose that A has a one-sided locally b.a.i. By Corollary 6.3, each
Aλ has a one-sided b.a.i., and so the product map Aλ ⊗̂Aλ Aλ → Aλ is an
isomorphism (see [20, II.3.12]). Therefore (I∆0 )λ coincides with the kernel of
the canonical map
πˆλ : Aλ ⊗̂Aλ → Aλ ⊗̂
Aλ
Aλ, a⊗ b 7→ a⊗ b.
On the other hand, Ker πˆλ is equal to the closure of the linear span of all
elements of the form ab⊗ c− a⊗ bc (a, b, c ∈ Aλ); see [20, II.3]. Using the fact
that σλ : A→ Aλ has dense range, we obtain (20).
The isomorphisms (18) follow from the fact that projective tensor product
commutes with reduced inverse limits [30, 41.6]. Now (19) and (21) follow
from (18), (17), and (20) (cf. also [9, 2.5.6]). 
Lemma 9.4. Let A be a Fre´chet-Arens-Michael-algebra with a locally b.a.i.
Then A is amenable if and only if A is biflat.
Proof. Let A = lim
←−
Aλ be an Arens-Michael decomposition of A. Since A
has a locally b.a.i., Corollary 6.3 shows that each Aλ has a b.a.i. By [20,
Lemma VII.2.12 (V)], this implies that for each λ ∈ N the ideal Mλ has a
b.a.i. Applying Lemma 9.3 and Corollary 6.3, we see that M has a locally
b.a.i. By Corollary 7.3, C = Ae/M is a flat Fre´chet Ae-module. Applying
Proposition 4.2 to the sequence 0→ A→ A+ → C→ 0 in A
e-mod(Fr), we get
the result. 
The following result generalizes Helemskii and Sheinberg’s Theorem 1.2 and
gives a partial answer to a problem posed by Helemskii [22, Problem 11].
Theorem 9.5. Let A be a Fre´chet-Arens-Michael algebra. The following con-
ditions are equivalent:
(i) A is amenable;
(ii) for each Banach algebra B such that there exists a homomorphism
ϕ : A→ B with dense range, the algebra B is amenable;
(iii) for each Arens-Michael decomposition A = lim
←−
(Aλ, σ
µ
λ)λ∈N, all the Aλ’s
are amenable Banach algebras;
(iv) A is isomorphic to the reduced inverse limit of a sequence of amenable
Banach algebras;
(v) A+ is a strictly flat Fre´chet A-bimodule;
(vi) A is biflat and has a locally b.a.i.;
(vii) I∆ has a right locally b.a.i.;
(viii) A has a locally b.a.i., and I∆0 has a right locally b.a.i.
If, in addition, A is quasinormable, then the above conditions are equivalent
to the following:
(ix) A is biflat and has a b.a.i.;
(x) I∆ has a right b.a.i.;
(xi) A has a b.a.i., and I∆0 has a right b.a.i.
Proof. (i) =⇒ (ii). This is a special case of Proposition 4.6 (see also Re-
mark 4.6).
(ii) =⇒ (iii) =⇒ (iv). This is clear.
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(iv) =⇒ (vii). Let A = lim
←−
(Aλ, σ
µ
λ)λ∈N be a reduced inverse limit of amenable
Banach algebras. In what follows, we use the notation introduced before
Lemma 9.3. By Helemskii and Sheinberg’s Theorem 1.2, each I∆λ has a right
b.a.i., which is equivalent to (vii) by Lemma 9.3 and Corollary 6.3,
(vii) ⇐⇒ (v) ⇐⇒ (i). By Lemma 9.3, for each λ ∈ N we have I∆λ =
τλ(I∆), so that τλ(I∆) is complemented in A
e
λ. Now the equivalence of (vii),
(v), and (i) follows from Corollary 9.2 (cf. also Remark 9.1) applied to Ae and
I∆.
(iv) ⇐⇒ (viii). This is immediate from Helemskii and Sheinberg’s Theo-
rem 1.2, Corollary 6.3, and Lemma 9.3.
(i)&(viii) =⇒ (vi) =⇒ (i). This readily follows from Lemma 9.4.
Now assume that A is quasinormable and satisfies conditions (i)–(viii). Since
quasinormability is inherited by projective tensor products [25, 15.6.5] and by
quotients (and a fortiori by complemented subspaces), we see that Ae0, A
e, and
I∆ are quasinormable. Together with Theorem 8.3, this gives (ix) and (x).
Arguing as in [20, Lemma VII.2.12 (III)], we see that (ix) and (x) together
imply (xi). 
As an application of the above theorem, we can characterize amenable
Fre´chet-Arens-Michael algebras in terms of derivations.
Theorem 9.6. Let A be a Fre´chet-Arens-Michael algebra. The following con-
ditions are equivalent:
(i) A is amenable;
(ii) for each Banach A-bimodule X, every continuous derivation from A to
X∗ is inner;
(iii) for each Fre´chet A-bimodule X, every continuous derivation from A to
X∗ is inner.
Proof. (i) =⇒ (iii). Let X be a Fre´chet A-bimodule. Since A+ is amenable,
the augmented complex (8) is exact. Therefore the dual complex of (8) is also
exact (see, e.g., [35, 26.4]). In particular, the short sequence
C0(A,X)
∗ → C1(A,X)
∗ → C2(A,X)
∗ (22)
is exact. Using the same argument as in the Banach algebra case (see [20]) and
taking into account Proposition 3.2, we can identify (22) with the sequence
X∗
δ0
−→ L (A,X∗)
δ1
−→ Bil(A× A,X∗), (23)
where
(δ0f)(a) = a · f − f · a, (δ1ϕ)(a, b) = a · ϕ(b)− ϕ(ab) + ϕ(a) · b.
Obviously, the kernel of δ1 is exactly the set of all continuous derivations from
A to X∗, while the image of δ0 is exactly the set of all inner derivations from
A to X∗. Since (23) is exact, this completes the proof of (iii).
(iii) =⇒ (ii). This is clear.
(ii) =⇒ (i). Let A = lim
←−
Aλ be an Arens-Michael decomposition of A.
By Theorem 9.5, it suffices to show that Aλ is amenable for each λ. Let X
be a Banach Aλ-bimodule, and let D : Aλ → X
∗ be a continuous derivation.
Denoting by σλ the canonical map of A to Aλ, we see that Dσλ : A → X
∗
is a continuous derivation. By (ii), Dσλ is inner. Since σλ has dense range,
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it follows that D is also inner. Thus Aλ is amenable. In view of the above
remarks, this completes the proof of (i). 
Let us now turn to Johnson’s Theorem 1.3.
Theorem 9.7. Let A be a Fre´chet-Arens-Michael algebra. The following con-
ditions are equivalent:
(i) A is amenable;
(ii) A has a locally bounded approximate diagonal.
If, in addition, A is quasinormable, then the above conditions are equivalent
to the following:
(iii) A has a bounded approximate diagonal;
(iv) A has a virtual diagonal.
Proof. (i) ⇐⇒ (ii). This is immediate from Theorem 9.5 and Corollary 6.6.
Now assume that A is amenable and quasinormable, so that it satisfies
condition (xi) of Theorem 9.5. Let (eα)α∈Λ be a b.a.i. in A, and let (uβ)β∈Λ′
be a right b.a.i. in I∆0 . Define an order on Λ × Λ
′ by (α, β) ≺ (γ, δ) iff α ≺ γ
and β ≺ δ. For each (α, β) ∈ Λ × Λ′, set Mαβ = eα ⊗ eα − uβ. We claim
that (Mαβ) is a bounded approximate diagonal for A. Indeed, it is clear that
{Mαβ} is bounded. Next, for each a ∈ A we have
[a,Mαβ] = v(eα ⊗ eα − uβ), (24)
where v = a ⊗ 1 − 1 ⊗ a ∈ I∆0 , the product being taken in A
e
0. We have
vuβ → v, as (uβ) is a right a.i. in I
∆
0 . On the other hand, an easy computation
(cf. [20, VII.2.12], [6, 2.9.21], [8, 8.1], [39, 5.1.4] for the Banach algebra case)
shows that (eα ⊗ eα) is a b.a.i. in A
e
0. Together with (24), this implies that
[a,Mαβ ]→ 0 for each a ∈ A.
Furthermore, we have π0(Mαβ) = e
2
α, and it is easily seen that (e
2
α) is a b.a.i.
in A. Indeed, for each continuous submultiplicative seminorm ‖ · ‖ on A we
have
‖e2αa− a‖ ≤ ‖e
2
αa− eαa‖+ ‖eαa− a‖ ≤ ‖eαa− a‖(‖eα‖+ 1)→ 0,
as (eα) is bounded. Thus π0(Mαβ)a → a for each a ∈ A, and so (Mαβ) is a
bounded approximate diagonal for A.
(iii) ⇐⇒ (iv). This follows from Lemma 5.4. 
Recall that a complete topological algebra A with involution is a locally C∗-
algebra if the topology of A can be defined by a family of C∗-seminorms. A
σ-C∗-algebra (or a Fre´chet C∗-algebra) is a metrizable locally C∗-algebra. Each
locally C∗-algebra is an Arens-Michael algebra. Moreover, for each continuous
C∗-seminorm p on A, the Banach algebra Ap is a C
∗-algebra in a natural way,
so that A is a reduced inverse limit of C∗-algebras. For details, see [11].
A locally C∗-algebra A is nuclear [41] if for each continuous C∗-seminorm p
on A the C∗-algebra Ap is nuclear. Equivalently, A is nuclear if and only if A
is a reduced inverse limit of nuclear C∗-algebras [4, 4.1].
Combining equivalence (i) ⇐⇒ (ii) from Theorem 9.5 with the Connes-
Haagerup Theorem (see [50, 6.5.12]), we get the following.
Corollary 9.8. A σ-C∗-algebra is amenable if and only if it is nuclear.
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Following [34], we say that a Hausdorff topological algebra A is uniform if
the topology on A can be defined by a directed family {‖ · ‖λ : λ ∈ Λ} of
submultiplicative seminorms satisfying ‖a2‖λ = ‖a‖
2
λ for each a ∈ A. Each
uniform algebra is commutative and semisimple [34].
Recall that a Hausdorff topological space X is hemicompact if the family of
compact subsets of X has a countable cofinal subset. A Hausdorff topological
space X is a k-space if a subset F ⊂ X is closed whenever F ∩K is closed for
every compact subset K ⊂ X .
Given a commutative locally convex algebra A, we denote by Ω(A) the spec-
trum of A (i.e., the space of nonzero continuous characters) endowed with the
Gel’fand topology. In what follows, the algebra C(X) of continuous functions
on a topological space X will be endowed with the compact-open topology.
Corollary 9.9. Let A be a unital uniform Fre´chet algebra. The following
conditions are equivalent:
(i) A is amenable;
(ii) A is topologically isomorphic to C(X) for a hemicompact k-space X;
(iii) the Gel’fand transform ΓA : A→ C(Ω(A)) is a topological isomorphism.
Proof. (i) =⇒ (iii). By [13, 4.1.3], ΓA is a topological isomorphism onto its
image, so we may identify A with ΓA(A). By [13, 3.2.8], X = Ω(A) is hemicom-
pact, so that there exists a countable exhaustion X =
⋃
nKn with Kn compact
such that each compact subset of X is contained in some Kn. Without loss
of generality, we assume that Kn ⊂ Kn+1 for every n. Let An denote the
uniform closure of the subalgebra {f |Kn : f ∈ A} of C(Kn). By [13, 4.1.6], the
canonical map A→ lim
←−
An is a topological isomorphism. Using Theorem 9.5,
we see that An is amenable for each n. By Sheinberg’s Theorem [53] (see also
[6, 5.6.2]), An = C(Kn). Thus we see that the composition of the maps
A →֒ C(X)→ lim
←−
C(Kn)
is an isomorphism. Since the second map is obviously injective, we conclude
that A = C(X), as required.
(iii) =⇒ (ii). This follows from [13, 3.1.9 (iii), Theorem].
(ii) =⇒ (i). Let X =
⋃
nKn be a countable exhaustion of X with compact
sets having the above property. Then C(X) ∼= lim←−
C(Kn) is an Arens-Michael
decomposition of C(X) [13, 4.1.7]. Since each C(Kn) is amenable (see, e.g.,
[20, VII.2.40], [6, 5.6.2]), Theorem 9.5 implies that C(X) is amenable. 
We end this section by giving two examples of amenable Fre´chet-Arens-
Michael algebras that are not covered by Corollaries 9.8 and 9.9.
Example 9.1. Given a group G and g ∈ G, let δg denote the function on G
which is 1 at g, 0 elsewhere. It is easy to see that for each group homomorphism
ϕ : G → H we have a Banach algebra morphism ϕ∗ : ℓ
1(G) → ℓ1(H) uniquely
determined by ϕ∗(δg) = δϕ(g) (g ∈ G). Moreover, if ϕ is onto, then so is
ϕ∗. Now let G = (Gn, ϕ
m
n )n∈N be an inverse sequence of groups such that the
linking maps ϕmn are onto. Set L
1(G ) = lim
←−
(ℓ1(Gn), (ϕ
m
n )∗). Clearly, L
1(G )
is a Fre´chet-Arens-Michael algebra. A standard argument shows that L 1(G )
is not normable unless the sequence G stabilizes. Applying now Theorem 9.5,
we see that L 1(G ) is amenable if and only if all the Gn’s are amenable.
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Recall that a Fre´chet space E is a quojection if E is isomorphic to a reduced
inverse limit lim
←−
(En, ϕ
m
n ) of Banach spaces such that the linking maps ϕ
m
n are
onto. All σ-C∗-algebras [11, 10.24] and all algebras of the form L 1(G ) are
quojections. We now give an example of an amenable Fre´chet-Arens-Michael
algebra which is not a quojection.
Example 9.2. Let G be an infinite locally compact group, and let Ap(G) (1 <
p <∞) denote the Figa`-Talamanca-Herz algebra on G (see, e.g., [6, 4.5]). The
norm on Ap(G) will be denoted by ‖ · ‖p. Suppose that G is amenable. Then,
by [24], for each p ≥ q ≥ 2 we have Aq(G) ⊂ Ap(G), and the inclusion of
Aq(G) into Ap(G) is continuous with dense range. Moreover, as was shown in
[5], Ap(G) 6= Aq(G) if p 6= q ≥ 2. Given p ≥ 2, set Ap+(G) =
⋂
q>pAq(G) =
lim
←−q>p
Aq(G). Clearly, Ap+(G) is a Fre´chet-Arens-Michael algebra. To show
that Ap+(G) is not a quojection, fix any q > p and note that ‖·‖q is a continuous
norm on Ap+(G). By [40, 8.4.33], a quojection having a continuous norm is
normable. Therefore if Ap+(G) were a quojection, the norms ‖ · ‖q and ‖ · ‖r
on Ap+(G) would be equivalent whenever q, r are close enough to p, which
contradicts the fact that the inclusion Aq(G) ⊂ Ar(G) (2 ≤ q < r) is proper.
Now assume that G contains an abelian subgroup of finite index. Then
A2(G) is amenable [31], and hence Ap(G) is amenable for every p, since the
inclusion A2(G) → Ap(G) has dense range. Now Theorem 9.5 implies that
Ap+(G) is amenable.
10. A counterexample
Now we present an example of a commutative Fre´chet-Arens-Michael algebra
with a locally b.a.i., but without a b.a.i. Together with Corollary 7.3, this will
show that Helemskii and Sheinberg’s Theorem 1.1 does not extend verbatim
to Fre´chet-Arens-Michael algebras.
Let P be a family of real-valued sequences such that for each i ∈ N there
exists p ∈ P with pi > 0. Suppose also that P is directed, i.e., for each p, q ∈ P
there exists r ∈ P such that ri ≥ max{pi, qi} for all i ∈ N. Recall that the
Ko¨the sequence space λ(P ) is defined as follows:
λ(P ) =
{
a = (ai)i∈N ∈ C
N : ‖a‖p =
∑
i
|ai|pi <∞ ∀p ∈ P
}
.
In the sequel, for each i ∈ N we set ei = (0, . . . , 0, 1, 0, . . .), where the single
nonzero entry is in the ith slot. The linear span of the ei’s is denoted by c00.
Lemma 10.1. Suppose that pi ≥ 1 for each i ∈ N. Then there exists a unique
continuous product on λ(P ) such that eiej = emin{i,j} for all i, j ∈ N. Together
with this product, λ(P ) becomes a commutative Arens-Michael algebra.
Proof. Clearly, the map (ei, ej) 7→ emin{i,j} uniquely extends to an associative
product on c00. Since pi ≥ 1, we have ‖eiej‖p ≤ ‖ei‖p‖ej‖p for all i, j ∈ N.
This easily implies that ‖ab‖p ≤ ‖a‖p‖b‖p for all a, b ∈ c00. Using the density
of c00 in λ(P ) and extending the product by continuity to the whole of λ(P ),
we get the result. 
The Arens-Michael algebra defined in Lemma 10.1 will be denoted by A(P ).
Note that for each p ∈ P the Banach algebra A(P )p is isometrically isomorphic
to A({p}).
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Lemma 10.2. The algebra A(P ) has no identity.
Proof. Assume, towards a contradiction, that u = (ui) is an identity in A(P ).
Then for each j ∈ N we have
ej = eju =
∑
i
uiejei =
∑
i<j
uiei +
(∑
i≥j
ui
)
ej .
This implies that ui = 0 for all i < j. As j ∈ N was arbitrary, we obtain u = 0,
which is a contradiction. 
Lemma 10.3. Suppose that each sequence p ∈ P has a bounded subsequence.
Then A(P ) has a locally b.a.i.
Proof. Let p ∈ P , and let (pnk)k∈N be a bounded subsequence of p. Clearly,
for each a ∈ c00 we have aenk = a for k large enough. Since ‖enk‖ = pnk , this
implies that enk is a b.a.i. in (c00, ‖ · ‖p) and hence in A({p}) (cf. [8, 1.4]).
Now the result follows from Corollary 6.3. 
Now we define P exactly as in the classical Ko¨the-Grothendieck example
[29, 14]. Namely, for each k ∈ N we define an infinite matrix α(k) = (α
(k)
ij )i,j∈N
by setting
α
(k)
ij =
{
jk, i < k
ik, i ≥ k.
Fix a bijection ϕ : N2 → N such that ϕ(i, j + 1) < ϕ(i, j) for all i, j ∈ N. For
each k ∈ N define a sequence p(k) = (p
(k)
n )n∈N by p
(k)
n = α
(k)
ϕ−1(n). Finally, set
P = {p(k) : k ∈ N}. Since P is countable, A(P ) is a Fre´chet algebra.
Proposition 10.4. If P is as above, then A(P ) has a locally b.a.i., but does
not have a b.a.i.
Proof. Given p = p(k) ∈ P , set ni = ϕ(k, i) (i ∈ N). By assumption, the
sequence (ni) is strictly increasing. We have p
(k)
ni = α
(k)
ki = k
k, so that (p
(k)
ni )i∈N
is a bounded subsequence of p(k). By Lemma 10.3, A(P ) has a locally b.a.i.
On the other hand, A(P ) is a Montel space [29, 14]. Applying Lemma 5.1 and
Lemma 10.2, we see that A(P ) does not have a b.a.i. 
Together with Corollary 7.3 this gives the following.
Corollary 10.5. There exists a commutative Fre´chet-Arens-Michael algebra
A such that the trivial Fre´chet A-module C = A+/A is strictly flat, but A does
not have a b.a.i. In addition, the underlying Fre´chet space of A is Montel.
Acknowledgments. The author is grateful to A. Ya. Helemskii for helpful
discussions.
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