Abstract-Grid represents an environment over a distributed area, incorporating heterogeneous elements such as server nodes, storage devices, and network components in a scalable, wide-area spanning compute infrastructure. Since a Grid requires large scale resource sharing, efficient resource management system (RMS) is required to manage the Quality of Service (QoS). One of the chief tasks of an RMS for Grid is selecting an appropriate and most suitable resource provider for execution of a particular job submitted by a user. This is also known as resource brokering. This paper presents a survey of resource brokering paradigms based on Machine Learning (ML). Three major ML techniques applied in Grid resource management for this purpose have been discussed.
I. INTRODUCTION
Since a computational Grid [1] , [2] focuses on large scale resource sharing, resource management is crucial to its operations [3] . However, this is a complicated task as the Grid environment is highly dynamic and involves multiple organizations having different sets of policies. The size of a Grid may be very large, potentially scalable to the Internet size. This large Grid or network computing system can be viewed as a virtual computer consisting of a networked set of heterogeneous machines that agree to share their local resources with each other.
A Grid can have many users each with their own set of jobs to be submitted to the Grid for execution. The jobs should be allocated to resources in such a way that the workload is balanced across all the resource providers. Whenever a job is submitted to the Grid, the RMS should find an appropriate resource provider where it can be scheduled without violating the service level agreements or Grid policies. An efficient RMS must be able to perform its operation in a reasonable amount of time and with an acceptable accuracy in predicting the best resource for a given job. It should also take load balancing into account.
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learning from examples and adapting themselves according to environment. This especially suits the Grid environment since the system is highly dynamic and multi-organizational. This paper presents a brief survey of application of three efficient ML techniques -fuzzy decision tree learning, fuzzy neural network learning and genetic algorithms to Grid resource brokering.
II. MOTIVATION
ML [4] is the study of design and development of algorithms to make computers learn from experience and use this knowledge for better results of a given problem. The problem is often classification of data into various clusters or identification of patterns in data. We can say ML is used for searching through a model space. A Grid RMS aims to produce optimal job-resource combinations so that the execution time or cost of jobs submitted by a user is minimized and QoS is maintained. Therefore, the work of RMS can be viewed as an extensive search through the space of various possible allocations of jobs to resources. So, ML techniques are suitable for this.
One of the chief advantages of ML techniques over other methods is their low time complexity. ML search techniques are much more efficient than the computationally intractable exhaustive search of all possible combinations. Secondly, no human intervention is required. The search process is automatic. This saves human resources. Another advantage of ML techniques is consistency of results. A good and trained ML system gives around 80% accuracy in finding the optimal (or very near to optimal) solution for a given problem [5] .
Grid environment is highly dynamic with resources being constantly added and removed. The users must remain unaware of scheduling details and see the entire system as a virtual one. For this, the RMS has to do the scheduling autonomously and in time efficient manner with no human intervention. As discussed above, ML techniques seem promising as they ensure these requirements.
III. ISSUES IN APPLYING ML TO GRID RMS
ML systems give good results once they have been initially trained or customized for the desired purpose. But the training (in case of supervised learning) and customization (finding appropriate system parameters in case of unsupervised learning) is a challenging task [4] .
In our survey paper, we have considered decision tree [6] , neural network [7] and GA [8] for resource management.
We will describe the various issues and challenges in using A Survey on Application of Machine Learning to Resource Management in Grid Environment Susmita Singh, Madhulina Sarkar, Sarbani Roy, and Nandini Mukherjee these three techniques.
A. Decision Tree Learning
The reliability of the information in the decision tree depends on feeding the precise internal and external information at the onset. Even a small change in input data can at times, cause large changes in the tree. Another fundamental flaw of the decision tree analysis is that the decisions contained in the decision tree are based on expectations, and irrational expectations can lead to flaws and errors in the decision tree.
B. Neural Networks
Neural networks' efficiency depends a lot on its design. Improper selection of layout of perceptrons, number of layers or thresholding functions may lead to poor output. They are also prone to the problems of over-fitting. This is the situation when the network can classify training data with high accuracy but test data is not classified properly. This arises out of wrong selection of training examples.
C. Genetic Algorithms
In GA, the prospective solutions are modelled using chromosomes. A fitness function evaluates the fitness of these chromosomes which indicates how good the solution is. Thus, the selection of appropriate fitness function is of critical importance. The chromosomes have to be designed in such a manner that all important characteristics of problem under consideration are represented but the length is not too long.
IV. ML BASED GRID RMS
This section gives a brief description of three modern approaches using ML techniques to Grid resource management in the aspects of resource brokering and load balancing. These techniques are fuzzy decision tree (FDT) based learning; fuzzy neural network (FNN) based learning and GA.
A. FDT Based Resource Management
Induced decision trees [9] are an extensively researched solution to classification tasks. General decision tree always has a deterministic result. This feature is unsuitable for certain applications. We may need to model real life problems more closely where the data often has inherent uncertainty or fuzziness. Fuzzy logic [10] enables better description of such situations. Decision trees be built on fuzzy data are known as FDT. [11] , [12] . In case of an FDT, the attributes at nodes are fuzzy variables. In case of FDT, we deal with ranges of membership function values instead of actual data values.
Asgarali et al., [13] proposed a resource broker architecture based on FDT learning. The role of this broker service is using learning method to find the best node according to requirements of the job and distributed computing resources of the Grid. This application can be executed on the top of Globus toolkit middleware. In this architecture, first an FDT is constructed using the FDT Algorithm [14] , [15] . This algorithm is a developed version of ID3 [16] that operates on fuzzy sets and produces an FDT.
Then, the incoming new sample is classified according to the label of the leaf node with maximum confidence (fuzzy membership) or fitness value. The general architecture of the system consists of various components which are described as follows:
Nodes represent the various resource providers present in the Grid environment. The result of every node is sent in an XML document and is stored in a temporary XML database (TXD).
Miner application: Each node is attached with a miner application (MA) that maintains a log file. This log file serves as a small internal database. Whenever a node is connected to the Grid or a new job is submitted to the node, its MA updates the log file by inserting a new record in the database indicating the type of activity. The other fundamental task of MA is to receive and process packets sent by the Grid resource broker (GRB) during node selection process. If there are many nodes in the network that are ready for executing jobs and the broker wants to select some nodes from this pool of nodes, it sends a packet to each connected node. This packet contains some information about a new job (like IP address of sender, size of job, size of RAM needed, average time needed for execution, approximate execution start time, minimum power of CPU etc.). On the other hand, when the MA on the destination node receives this packet, it analyzes the information contained in it. If there are sufficient resources to do the job, MA will perform a data processing operation on its own log file to obtain various parameters of the node like average hit ratio, number of submitted jobs on this node, average response time for finished jobs etc. These results, along with resource characteristics of the node, are sent to the GRB. Then the GRB analyzes them to select or refuse the desired node.
Broker layer: This layer consists of three modules -the general broker, request broker and resource selector. The request broker module broadcasts packets to all nodes in the Grid to request their characteristics and parameters. Then it must receive and save the sent results from each node in the TXD. The latest sent results are kept in this database. Next, the resource selector section will execute a FDT algorithm on TXD (that is, on the gathered results) to obtain the FDT. This task is done in a sub-section inside resource selector called FDT executor. When this algorithm has finished its task, the next sub-section, SNJ (selecting node for job) uses the result of this algorithm, that is, the FDT, to identify suitable nodes.
In the FDT based architecture of [13] , the costliest step is building up the FDT. An increase in the number of attributes or training examples causes an increase in cost but this makes resource selection more accurate. Once the FDT has been constructed, classifying the job-resource combinations using it is simple and of logarithmic complexity with respect to number of nodes in the tree. The FDT based architecture of [13] has a performance bottleneck at centralized broker where the Fuzzy DC Executer and SNJ units are located. The request broker has to send packets to all the resource providers in the Grid and wait for their responses in order to get a correct system snapshot. The broker application runs at a centralized server only.
B. FNN Based Resource Management
An FNN [17] , [18] is an ANN where the inputs and outputs are fuzzy variables.
Kun-Ming Yu et al., [19] proposed a high performance algorithm based on FNNs to solve the otherwise intractable problem of job scheduling in Grid environment. In this algorithm, fuzzy logic [10] is used to evaluate the Grid system load status and neural network [7] is used to automatically tune the membership functions. It has been implemented on top of Globus toolkit 4 middleware for verification of performance of the proposed scheduling algorithm.
Grid environment in which this approach is applied consists of three hierarchical tiers: resource broker tier, Grid head tier and computing tier.
Resource broker tier: This tier is comprised of many components and acts as the coordinator between users and resource providers. Two components have been functionally grouped into two modules -kernel module and load balancing module. Kernel module: It consists of a command line user interface, an Execution Manager to execute jobs generated from user's requirements, Transfer Manager to transfer files and related data and Information Manager to collect information from the computing resources.
Load balancing module: Its aim is to accurately measure the workload status of each node in the Grid. The load balancing module consists of fuzzy logic workload measurement and neural network training components.
Fuzzy logic workload measurement: The workload measurement technique using fuzzy logic described in [20] has been used in [19] . CPU utilization and memory utilization have been considered the input fuzzy variables. Both of them were normalized and characterized by the membership functions Light, Heavy and Medium. Then, the following 9 inference rules shown in Table I were applied to calculate the workload of each node. Max-min inference method and center of gravity defuzzification are used to calculate workload.
Neural network training component: It is used to self organize and tune the membership functions defined above. The neural net consists of five layers -an input layer, three hidden layers and an output layer. The operations of this component include feed forward phase and back propagation phase. In feed forward phase, the workload information in form of CPU utilization and memory utilization is given as input to the Input layer. The input values are then individually fuzzified using three fuzzy sets Light, Medium and Heavy in the first hidden layer. The second hidden layer displays the nine fuzzy inference rules applied in the system which are shown in Table I . The neurons in this layer compute the minimum value of the fuzzified degrees received from the first layer, which indicates degree of match for the condition part of the table. These minimum values are then sent to the linked neuron in the third hidden layer and computed by the maximum operator to complete the max-min rule inference process. The output layer calculates the workload degree by centre of gravity defuzzification. In back propoagation phase, the tolerance value of each node is set. This is done once for every five times of feed forward in order to reduce training overhead.
Grid head tier: This tier is responsible for submitting jobs to the corresponding computing nodes and communicating with the resource broker.
Computing tier: This tier is composed of the actual nodes or resources of the Grid. These nodes are responsible for executing jobs. The nodes are grouped into clusters each supervised by one Grid head.
The FNN based architecture described in [19] requires training of the neural network for workload measurement. This cost is linear with respect to the product of total number of fuzzy sets of all input variables and the number of nodes in the second hidden layer. There is another cost component associated with back propagation phase. It is linear with respect to the number of nodes in second and third hidden layer. Detecting an inference rule and workload calculation using this neural network is fast and has constant time complexity. The FNN based architecture of [19] also has a centralized broker tier. However, the task of resource discovery is hierarchically distributed among the Grid heads. The workload measurement and tracking task is further distributed among all the resources as a workload observer is attached in computing tier. Thus, the system faces a problem of bottleneck at the centralized broker where the neural net calculates load for all resource providers. But it is not very pronounced as load is mostly balanced and other tiers participate as mentioned.
C. GA Based Resource Management
GAs [21] , [8] are function optimization or search heuristics that try to imitate the natural evolution process using selection, mutation and crossover operators. In a GA, a population of strings called chromosomes encode candidate solutions called to an optimization problem. The population evolves toward better solutions. Traditionally, solutions are represented in binary as strings of 0s and 1s, but other encodings may be needed depending on problem specification. The evolution usually starts from a population of randomly generated individuals and happens in generations. In each generation, the fitness of every individual in the population is evaluated using a fitness function, multiple individuals are stochastically selected from the current population based on their fitness, and modified using crossover and mutation operators to form a new population. The new population is then used in the next iteration of the algorithm. Commonly, the algorithm terminates when either a maximum number of generations has been produced, or a satisfactory fitness level has been reached for the population. Generally, a satisfactory and near-optimal solution is reached within a much shorter time than exhaustive search of solution space. Javier Carretero et al., [22] proposed a GA based schedulers for efficient allocation of jobs to Grid resources. The aim of these schedulers is to minimize the makespan and flowtime of the jobs in the Grid. Makespan is the time when the last job is finalized and flowtime is the sum of finalization times of all the jobs. A number of schedules have been developed and implemented in C++ by using different GA operators and encoding schemes. The Expected Time to Complete (ETC) model [23] [24] has been adopted. This assumes that we know the computing capacity of each resource, and can estimate or predict the workload information of each job and the load of prior work of each resource. These data are either provided by the user, or found from historic data or predicted.
The GA based architecture described in [22] has a variable operating cost depending upon the execution of GA and selection of operators. The cost incurred is a product of combined costs of applying various operators and the number of runs of GA. Most of the operators are fast and linear with respect to chromosome length, that is, the number of job and resource specification parameters. The results obtained using GA are mostly satisfactory especially if elitist approach is used and time complexity is much lesser compared to exhaustive search in case of optimization problems. The GA based architecture of [22] involves generation of population and application of evolution operators. Initial population size is constant and not very large. Thus, initialization can be done at a central server without posing a significant bottleneck. The task of application of crossover and mutation operators can be distributed among many resources if the population size is large. However, for small populations, it is more efficiently done at the central server. The broker may also be distributed in a sense if each generation is handled on a different resource provider V. DISCUSSION The architectures described above incorporate ML successfully into the Grid environment. But there are some issues that need to be handled by an efficient RMS in a Grid environment which are not addressed properly by any of these. We will now discuss some of these issues.
A. QoS
Any Grid system is expected to maintain a certain QoS for each job as per requirements of the user [25] . QoS is maintained through Service Level Agreements between clients and resource providers. The RMS should set up and maintain these SLA for each user. Any of the above architectures does not consider the specification of QoS for any job.
B. Dynamicity of Workload
The workload in a Grid environment is highly dynamic. Resources, users and jobs may be added deleted quite frequently. The above architectures make resource brokering decisions based on a current snapshot, that is, a particular configuration of resources, users and jobs, of the Grid. They do not take snapshots dynamically based on the current workload but statically at fixed intervals of time.
C. Maintenance of Historical Data
An ML based Grid RMS learns from the examples. If the data about already scheduled jobs is stored in a database, it can act as an example repository for the learning system. This data includes which job was scheduled to which resource provider and what the resource provider's configuration was at that time. None of the above architectures has provision for automatic recording and storage of such historical data.
D. Load Balancing
In a Grid environment, it is desirable to have a balanced workload distribution across the resource providers. This ensures optimal performance and a sound multi-organizational policy. Among the architectures discussed above, only the FNN based resource broker [19] addressed the issue of load balancing while the other two have not taken load balancing into consideration for brokering decisions.
To address the above issues, we suggest a new RMS architecture based on supervised GA. The supervision will be obtained from previous job schedules stored in the database. The database will be distributed across the Grid to avoid performance bottleneck at a single resource provider. A similarity measure will be defined based on job characteristics to determine similarity between two jobs. This will be used when a new job arrives which is close but not exactly similar to some job whose data is stored in the database. For totally new kind of job, the resource selection will be based entirely on calculation of some compatibility measure based on job requirements and resource characteristics. QoS support is another significant issue in Grid environments. QoS will be explicitly specified for each job based on an SLA. Whenever a resource provider is considered for a job, it will be ensured that QoS is maintained for that job. QoS policies will be designed for this purpose. The dynamicity of workload will be considered during brokering decisions by defining a dynamic snapshot-taking policy. The snapshots will be taken at regular intervals of time but this interval will be adjusted every time there is a significant change in system workload. The interval will be short when system workload is high and long when the workload is low. We will also consider load balancing during brokering decisions and define policies to calculate and equalize workload on all resource providers.
VI. CONCLUSION
This paper presented an overview of the motivation and challenges of using ML algorithms for resource brokering in Grid computing, followed by a survey of three modern resource-broker architectures based on ML techniques of fuzzy decision tree, fuzzy neural network and GAs. It contributes in giving an idea of how resource brokers can incorporate ML for brokering process and also helped to identify some of the key ML based Grid resource management approaches and issues that are yet to be explored as topics of future research. Then we presented a discussion on their limitations with respect to maintenance of QoS, historical data, handling dynamicity of workload and load balancing and suggested the design of a new ML based RMS which will overcome these limitations.
