We investigate sibling correlations in youth health status using the Panel Study of Income Dynamics. We do so by estimating the covariance structure of a system of equations in latent variables using methods that have hitherto not been used in the literature on intergenerational transmissions of health. Across a battery of outcomes, we find that between 50 and 60% of health status can be attributed to shared familial or neighborhood characteristics. Taking the principal component across all outcomes, we obtain a sibling correlation of about 53%. These estimates, which are larger than previous estimates of sibling correlations in health that rely on linear models, are more in-line with sibling correlations in income and suggest that health status, like other measures of socioeconomic success, is strongly influenced by family background. Copyright
INTRODUCTION
How important are family background and neighborhood influences in explaining health disparities? This question is increasingly salient with the rise of inequality and the growing gap in resources between families in many industrialized countries. If shared family and community influences during childhood play a large role, then we may anticipate that health disparities are likely to grow in coming decades as rising inequality between families is manifested in adult health outcomes. Therefore, policies that address the growing disparities between families may also be a form of 'health policy' in that they may improve the health of the future population with implications for social safety nets. A growing literature has also linked childhood health to future economic success, for example, Almond and Currie (2011) , suggesting that policies that reduce health disparities may also reduce inequality in the future.
More generally, social scientists have become increasingly interested in intergenerational mobility with respect to socioeconomic status. Clearly, health is an important component of socioeconomic status, but intergenerational influences on health have been much less studied than other key measures of status such as income, education, and occupation. If we are really concerned with a broad conception of socioeconomic status that incorporates health, then it would be useful to know if intergenerational influences on health are as strong as intergenerational influences on other dimensions of socioeconomic status.
As an empirical matter, it is very challenging to measure the importance of family background on health. One important issue is how exactly to measure family background. A small but notable literature has used sibling correlations as a catch-all measure of family background intended to capture all influences shared in common by siblings. This sidesteps the difficulty of having to measure each of the multitude of possible proxies of family background -many of which may be unavailable in most datasets. Indeed, Björklund and Jäntti (2012) emphasize that sibling correlations are, in general, much more useful than the traditional measures of intergenerational associations for studying mobility across generations. The reason is that they measure the association between a number of potentially unobserved family-specific variables and children's outcomes as opposed to the intergenerational correlation of only one component of socioeconomic status.
Of course, the sibling correlation is not a perfect measure of all family background and community influences. One limitation is that some aspects of family background may not be experienced by all siblings. For example, certain aspects of parenting behavior might be sibling-specific. Likewise, certain neighborhood characteristics can change over time such that siblings may be exposed to somewhat different community environments at the same age. It is difficult to know how much of all family background influences are shared versus not shared. For this reason, the sibling correlation might be considered a lower bound measure of the importance of background.
A second critical issue is how exactly to measure health. Standard datasets with health outcomes typically contain dichotomous measures (e.g., asthma and disability) that might occur with low frequency. Alternatively, surveys sometimes collect relatively blunt measures such as self-reported health status (SRHS) on a categorical scale. How can one best use such measures to get at a more ideal concept of underlying or latent health status? This paper develops the econometric tools that can be used to estimate sibling correlations in health that overcome some of the limitations encountered in previous work that, for example, uses linear models in a situation where they clearly are not appropriate.
Specifically, we consider the intergenerational transmission of health status by estimating sibling correlations in a battery of health measurements for children in the Child Development Supplement of the Panel Study of Income Dynamics (PSID-CDS). Each of these measurements is modeled as being determined by a latent variable. The arbitrary covariance structures for the individual-specific and family-specific effects are estimated using Bayesian methods that are better suited to handling the computational complexities of our model than classical methods. To account for the possibility that the measurements are proxies for an even more fundamental latent health variable, we also estimate sibling correlations in the principal components of the covariance matrices for the two types of random effects.
It is important to emphasize why we focus on sibling correlations in the latent health variables as opposed to the outcomes. The outcomes are merely proxies for more fundamental health measures. They are also errorridden proxies. For example, two different individuals may have binary outcomes that indicate that both people do not have a particular condition. However, the latent variable for one of the individuals may be very close to the threshold indicating that the person will have that condition soon whereas the other person may have a latent variable that is far from the threshold indicating that they will remain healthy well into the future. A similar point has been made by Banerjee et al. (2015) who look at the impact of mental health on labor market outcomes also using a latent variable approach. In a similar vein, one could interpret the latent variable as a measure of severity and the threshold as a diagnostic criterion. Our approach is able to distinguish between these two scenarios, whereas working with only blunt measurements cannot. This is the first paper that estimates sibling correlations in a high-dimensional system of latent health measures. Although the individual contributions of this paper are not novel (e.g., computing sibling correlations, estimating high-dimensional latent variable models for a battery of health outcomes, and employing Bayesian statistical methods), combining these approaches in one paper unequivocally makes a contribution to the existing literature. In addition, this paper illustrates the power of utilizing Bayesian methods in conjunction with latent variable models when investigating health disparities.
Our estimates indicate that sibling correlations for a variety of youth health measures range between 0.5 and 0.6 with few exceptions. This suggests that over half of a child's health status can be attributed to share familial or community influences. These estimates are substantially larger than those from Mazumder (2011) who uses linear models to estimate sibling correlations in health also using the PSID-CDS; his estimates for health outcomes tend to be on the order of 0.1-0.2. Finally, the sibling correlation is larger for brothers than it is for sisters suggesting that community or family influences matter more for brothers. Looking across all of the health outcomes using principal components analysis, we obtain a sibling correlation of 0.531 that tends to be lower than when we consider only a single health outcome. Here, we can draw an analogy to Spearman's G-factor for intelligence where a single incorrect response on an exam does not necessarily indicate poor intellectual capacity, overall. Similarly, we may think of our principal component as a measure of general health status so that a high sibling correlation in one particular outcome (e.g., anemia) does not necessarily indicate a high sibling correlation in overall health status. On the whole, our results indicate that the role of shared family and community influences on health status is large and at par with their role in determining economic status, although there is no a priori reason that we would have expected this to be the case.
The rest of the paper proceeds as follows: Section 2 describes the structure of our model using a seemingly unrelated regression (SUR) framework. Section 3 describes the estimation. Section 4 describes how we construct our sibling correlation measures. Section 5 describes the PSID-CDS data. Section 6 presents the key results. In Section 7, we conclude.
A SEEMINGLY UNRELATED REGRESSION MODEL OF SIBLING CORRELATIONS
We consider a set of M binary measures of health that we will index with m 2 f1; : : : ; M g. We observe these measures for sibling i 2˚1; : : : ; N f « in family f 2 f1; : : : ; F g at time t 2 f1; : : : ; T m g. 
where
The first term on the right-hand side, x if t , is 1 K vector of observable heterogeneity. Because most observable variables such as parental characteristics do not change over time, we only include age and a constant in
The term˛m f is a family-specific effect. Next,
is an individual-specific effect. Neither of these varies with time. The final component is a time-variant idiosyncratic residual. Each of these components is specific to a particular measurement and, hence, superscripted m.
We define˛f Á ˛1 f ; : : T m . In practice, T can change across individuals and families, but we do not notate this to economize in the exposition. Next, we assume that 0
We normalize the variances of the idiosyncratic components to unity and leave † and unrestricted.
It is useful to write this system as a SUR model in the latent variable. Defining : : : : : :
: : : : : :
where 1 J is a J -vector of ones. We can write this more compactly as
and
; : : : ; u
that are both TN f 1, then we can write
where X f Á X 0 1f
; : : : ;
Note that the second term on the right-hand side contains the identity matrix whereas the third term contains a vector of ones. Finally, we define N Á we can write
The task ahead will be to employ methods to estimate and conduct inference on † and and their roots. 
where W Á OEX; A; G. This distribution has two important features. The first is that, because the latent variable H is unobserved by the econometrician, it must be simulated. This can easily be done within the Gibbs sampler by employing the data augmentation procedure first described by Albert and Chib (1993) . The second is that once we have simulated the latent variable, we can condition on it as if it was observed. Conditional on H , the model will then have the following hierarchical structure:
The first term on the right-hand side is the likelihood of the latent variable that is, in fact, the likelihood for the classical fixed effects model in the latent variable. The second term is the prior on the family-specific and individual-specific fixed effects in Equation (1) and is given by the distribution in Equation (3). The final term includes the priors on †; , andˇ. We use the following conjugate priors:
Note that the second term is conditional on † and and that the terms p . †/ and p . / are, in fact, priors on priors or hyperpriors.
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Because conditioning on the latent variable reduces the model to a standard hierarchical linear model or the variance-components model discussed in Browne and Draper (2006) , we can easily estimate it using the Gibbs sampler. We will proceed in a series of steps. Before we delineate these, we will first discuss some key conditional distributions that will be needed to implement the Gibbs sampler. First, we will sample ‰ Á OEˇ0;˛0; 0 0 so that the regression coefficients and the fixed effects are sampled as a single block. 6 The conditional distribution for ‰ is then given by
Now that once we have sampled .ˇ0;˛0 0 / 0 , we can sample from the conditional posterior of † that is given by †j ;ˇ;˛; I W . † ; v / ;
where † Á
Similarly, the conditional posterior of is j †;ˇ;˛; I W . ; w / ;
To sample from the posterior in Equation (5), we will sample from these conditional distributions inside of the Gibbs sampler.
7 This will work in the following steps 8 :
1. Initialize † 0 ; 0 ;ˇ0 ; 0 ;˛0 . 2. Sample from p H j † n 1 ; n 1 ;ˇn 1 ; n 1 ;˛n 1 ; H; W : Specifically, draw TN values of H from the conditional distribution that will be a truncated Normal distribution. Once these are drawn, they should be treated as data. This is the data augmentation step. 3. Sample from p ‰jH n ; † n 1 ; n 1 ; H; W using the distribution in Equation (6). 4. Sample from 7 To see why this is the number of degrees of freedom, note that the part of the conditional posterior for † ignoring the prior is j †j If look at the definition of the Inverted Wishart from p. 305 of Bauwens et al. (1999) , we see that
n ;˛n;ˇn; H n ; † n 1 ; H; W p †j n ; n ;˛n;ˇn; H n ; H; W using the distributions in Equations (7) and (8). 5. Go back to step 2 and repeat.
MEASURING SIBLING CORRELATIONS
We propose two ways of measuring sibling correlations. The first is the most straight forward. For each of the M health measurements, we sample
and conduct inference on the correlation for the mth health measurement. However, an alternative is to view the M different health measures as proxies for an even more fundamental latent health variable. So, ultimately, we may not care about the intra-household correlation in any given measure, for example, m , but rather the sibling correlation in some broader measure of latent health.
For the second sibling correlation, we will require some way of reducing the information in the matrices † and , so that we can, essentially, operationalize the notion of ' † †C ' into a single correlation. If we let † and denote the covariance matrices for˛f and if , probably, the most common way of doing this is to conduct a principal components analysis of † and and compute the sibling correlations for different components of these matrices.
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To fix ideas, we denote these eigenvalues by ı 1 ; : : : ; ı M and 1 ; : : : ; M of † and in descending order. We define these new intra-household correlations that pool information across health outcomes as : For each draw of the matrices, and †, from the posterior, we will compute to obtain the posterior distribution of our measure of the sibling correlation.
DATA
As discussed previously, we employ the PSID-CDS using children 18 years of age or younger who were originally aged 0-12 years in 1997 that was the first year of data collection in the CDS. Its objective was to create a comprehensive panel dataset on youth in PSID families that could be used to study human capital formation. The data come from the years 1997, 2002/2003, and 2007/2008 . We used the PSID-CDS to measure a battery of health outcomes that are listed in Table I together with their descriptive statistics. These measures are binary indicators for various conditions, disabilities, or other outcomes pertinent to a child's health. Most of them are self-explanatory except for SRHS that is a categorical variable in which the respondent classified her own health as excellent (SRHS = 1), very good (SRHS = 2), good (SRHS = 3), fair (SRHS = 4), and poor (SRHS = 5). 10 In our analysis, we will break the SRHS measure into three dummy variables indicating SRHS greater than or equal to 2, 3, or 4.
11 All outcomes were reported by the primary caregiver. As discussed previously, the first stage of the hierarchical model is essentially a classical fixed effects model, and so, there is no need to include time invariant characteristics in it. As such, the only explanatory variable in the model (other than a constant) is age, and its descriptive statistics are reported in Table II . Information on the number of siblings per household and spacing is reported in Table III . We see that roughly half of the households in our data have one sibling present in the sample and the other half have two. The average birth spacing in the households with two children present is about 3 years. Finally, we also estimate the model for certain subsets of the data. For these, we stratify the data by the average of parental income over the child's duration in the sample or by gender.
In Table IV , we report the number of observations that we have for each of our 10 measurements for the first, second, and third years present in the sample. As can be seen in this table, we only use individuals who had We report the average age in each cell and the number of individuals in each cell at baseline. complete data for all 10 outcomes for at least 1 year. For the first year that the respondent was present, which we call the baseline, we have 3235 observations. Note that the first year present need not be 1997 because many children in our data were born after this year. In total, we have data on 3235 individuals in 2173 households. 12 6. RESULTS
Checking convergence
We ran the Gibbs sampler for 20,000 iterations. To gauge the convergence of the sampler, we employed the CUMSUM statistic from Yu and Myckland (1998) that is given by
where Â and Â are the mean and the standard deviation for all 20,000 iterations. If the sampler converges to a stationary distribution, then C UMSUM t will converge smoothly to zero. We report the C UMSUM t statistics in Figure 1 for the elements ofˇand the diagonal elements of † and : The figures show a smooth convergence towards zero as should be the case if the sampler converges. To account for the 'burn-in' phase of the sampler in which it is still converging, for the coming results, we do not use the first 1000 iterations that this figure indicates may be a bit off from the limiting distribution. In Figure 2 , we report the time series for all 20,000 iterations for the diagonal elements of † and and the three highest components of the corresponding covariance matrices. The figure reveals that, from an early point in the sampler, the distribution is stationary.
Core results
Our core results can be found in Table V where we report the mean, median, and standard deviation of the sibling correlations defined in Equation (9) for each of the 12 outcomes that we consider. We also report the sibling correlations that are based on the principal components defined in Equation (10) at the bottom of the table. To provide the reader with a visual idea of the distribution of these correlations, we plot their distributions in Figure 3 using box plots. The table and the figure reveal that the sibling correlations for all the outcomes tend to be between 0.45 and 0.75 indicating that at least half of a child's latent health can be attributed to familial or environmental circumstances. The medians and the means are virtually identical indicating that the distribution of the correlations is highly symmetric.
When we look at the correlations on the basis of the components of the covariance matrices at the bottom of the table, we see that they are smaller than for any one outcome; they are now between 53% and 57%. Perhaps this is not surprising because these correlations reflect a deeper notion of health status. Just because a sibling pair has a high propensity for experiencing a particular outcome does not imply that they have a similarly high propensity for experiencing all of the outcomes that we consider that suggests that the correlation in the principal components should be smaller.
In the Appendix, we report results similar to those in Tables V and VI except that we restrict the sample to people who have been present for all 3 years. This makes the panel balanced. Note, however, that it greatly restricts the number of siblings in the sample as both siblings are required to be in the sample for 3 years. 
Demographic subsets
We also estimated the model for certain demographic subsets. The results by gender are reported in Table VI and Figure 4 . On the whole from looking at the table, it is hard to tell if the correlations are higher for brothers or sisters. However, looking at the correlation based on the first principal component, 1 (which may be viewed as the best summary of the available information), we do see that the correlation for sisters is 0.540 whereas it is 0.624 for brothers. A formal test that the mean of the sibling correlations for brothers and sisters is different that utilizes Newey-West standard errors indicates that these differences are indeed statistically significant (p < 0:001).
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We also estimated the model by parental income quartile. We do not report these results to save space, but they are available in an online Appendix. On the whole, these results did not turn up any salient patterns.
Restricted maximum likelihood estimates
We now present a set of estimates of sibling correlations from our data using restricted maximum likelihood (REML) that has been commonly used in the literature. 15 Specifically, we estimate a model of the form 
which is a linear version of the model that we have considered throughout the paper. The vector x if t now includes a constant, age, and sex. An important issue is that, while the model in Equation (11) has the same right-hand side variables as the latent variable model in Equation (1), at times, estimation of this model with both household and individual fixed effects delivered estimates of sibling correlations that were implausibly high as we will see. To address this, we followed Mazumder (2011) and also only included household fixed effects in a second set of estimates that tend to be more reasonable and more in line with his estimates. We suspect that one reason why the nonlinear latent variable model had no issues separately identifying the household and individual fixed effects is that the data augmentation delivered sufficient variation in the latent variable so that these two effects could be disentangled, whereas there may not be enough temporal and intra-familial variation in the actual proxies to do this for all outcomes when estimating Equation (11) via REML. In Table IX , we report estimates of m from this linear model. In the first column, we include both household and individual fixed effects, and in the second, we only include household fixed effects. In the first column, the estimates from the linear model are smaller than those from the nonlinear model for six of the nine measures excluding the SRHS variables, whereas in the second column, all of the estimates are smaller example for the dummy for SRHS being at least as good as fair. For example, we obtain sibling correlations of 0.277 (column 1) and 0.369 (column 2) for asthma from model (11) and an estimate of 0.486 from model (1). Similarly, for diabetes, we obtain estimates of 0.209 (column 1) and 0.116 (column 2) from the linear model and 0.628 from the latent variable model. Of these nine measures, the only REML estimates that are larger are for anemia, allergies, and limitations on school attendance when we include both fixed effects, but once we exclude individual fixed effects, the estimates are uniformly smaller except for one SRHS outcome. On the whole, it appears as if the estimates from the latent variable model in Table V are less variable in that they tend to hover between 0.5 and 0.6, whereas the REML estimates in Table IX range from 0.165 to 0.930 with both fixed effects and 0.072 and 0.742 with just household fixed effects.
In summary, our estimates from the latent variable model paint a much more accurate picture of the intergenerational transmission of health status. 16 In the Appendix, we show the results of a simple Monte Carlo exercise. We show that REML estimates that assume that the measurements in Equation (2) are linear are severely biased. On the basis of this, we conclude that properly modeling the latent variable is crucial when estimating sibling correlations in health. Finally, the larger sibling correlations that we obtain are not a consequence of using Bayesian methods as we obtain sibling correlations that are in the order of 45-75% using classical methods as well. 17 
CONCLUSION
In this paper, we investigate the role of family background and community influences in explaining youth health disparities, which is a topic that has received scant attention in the literature. Using the CDS of the PSID, we estimate sibling correlations across a battery of health outcomes that are on the order of 0.5 to 0.6, and these appear to be higher for brothers than for sisters. If we consider the principal component across all of the measurements, which can be viewed as akin to the G-factor for intelligence, we obtain a correlation of 0.531. These findings suggest that at least 50% of the variation in children's health can be attributed to shared family or community influences that is larger than previous estimates of sibling correlations in health from Mazumder (2011) . Importantly, as argued by Björklund and Jäntti (2012) , the sibling correlation should be viewed as a lower bound of the importance of family background as there are many important family characteristics that are not shared by siblings. This suggests that policies that can reduce disparities in resources between families and communities can potentially reduce inequality in childhood health today as well as future disparities in adult health.
Another contribution of this work is methodological. Because health is an inherently nebulous concept, health disparities is a realm in which latent variable models are appropriate. As such, it is best to view the measures of health that researchers do have as blunt proxies for more primitive latent variables. In this paper, we showed how Bayesian methods can be used to estimate high-dimensional latent variable models that shed light on the origins of health disparities.
There is also a growing literature that shows that improved health early in life can have lasting effects on economic outcomes later in life, for example, Almond and Currie (2011) . This suggests that efforts to reduce childhood health disparities may also reduce inequality in the future, thereby attenuating the transmission of economic status across generations.
Future research may wish to better understand the precise mechanisms that underpin the sizable sibling correlations in health. For example, how important are neighborhood influences such as peers and schools compared with family characteristics such as income and parental education. A better understanding of the sources of the sizable sibling correlation in health can provide useful information to guide policy makers in their efforts to reduce health disparities in the population.
