Abstract. To each set of knots t i = i/2n for i = 0, . . . , 2ν and t i = (i − ν)/n for i = 2ν + 1, . . . , n + ν, with 1 ≤ ν ≤ n, there corresponds the space S ν,n of all piecewise linear and continuous functions on I = [0, 1] with knots t i and the orthogonal projection P ν,n of L 2 (I) onto S ν,n . The main result is
It is elementary to see that
It follows from the results of A. M. Olevskiȋ [9] or S. V. Bochkarev [2] that for any uniformly bounded orthonormal system we have L = ∞. In such cases the asymptotic behaviour of L n may be important. In case L < ∞ the numerical value of L is important.
In particular, we may consider a family of orthonormal complete systems on [0, 1] indexed by sequences of simple knots T = (t n : n ≥ 0) dense in [0, 1] with t 0 = 0, t 1 = 1 and t n ∈ (0, 1) for n > 1. For n ≥ 1, the space of piecewise linear and continuous functions on [0, 1] with knots at t 0 , . . . , t n is denoted by S n (T ). Now the general orthonormal Franklin system (f n ) is defined as follows: f 0 = 1, f 1 (t) = √ 3(2t−1) and for n ≥ 2 the function f n is uniquely determined by the following conditions: f n ∈ S n (T ), f n ⊥ S n−1 (T ), f n 2 = 1 and f n (t n ) > 0. It follows from the results of Z. Ciesielski [3] that for the corresponding Lebesgue constant we have L = L(T ) ≤ 3. Moreover, it was shown in K. Oskolkov [10] and P. Oswald [11] that the upper bound 3 is the best possible, i.e. sup T L(T ) = 3. It is also immediate that L(T ) ≥ 5/3 with strict inequality for each T with simple knots, and with equality for T with all knots of multiplicity 2, or if the set of interior knots of T is empty.
We prove that for the classical Franklin orthonormal system corresponding to the dyadic knots in [0, 1] we have L = 2 + (2 − √ 3) 2 . This result was suggested by numerical results presented in Z. Ciesielski and E. Niedźwiecka [7] . In one case the problem was settled in Z. Ciesielski [5] : If there are n + 1 equally spaced knots in [0, 1] and P n denotes the (orthogonal) projection onto the corresponding space of continuous piecewise linear functions, then P n 1 < 2 and P n 1 → 2 as n → ∞. It was also shown in P. Bechler [1] that for the Franklin-Strömberg wavelet (Franklin system on R) the Lebesgue constant is 2 + (2 − √ 3) 2 . It turns out that this result can also be obtained from our result on [0, 1].
Finally, we mention that for higher order splines, of order k, according to A. Yu. Shadrin [12] , the general spline orthogonal systems corresponding to T have finite Lebesgue constants L(T , k) bounded uniformly in T , i.e.
Preliminaries.
For n ≥ 1 let π = (t i : i = −1, 0, . . . , n, n + 1) be a given sequence of knots in I = [0, 1]: t i < t i+1 for i = 0, . . . , n − 1 and
The diameter of the partition π is |π| = sup{δ i : i = 1, . . . , n}. Let S π be the space of continuous, real-valued functions defined on I and linear on each interval I i , i = 1, . . . , n.
The space S π has a natural basis N i , i = 0, . . . , n, where
; therefore, for any reals (a 0 , . . . , a n ), the sum
is in S π and for each t ∈ I it contains at most two non-zero terms. Moreover, N i (t) = 1 for t ∈ I.
Observe that for i, k = 0, . . . , n we get ν i = (δ i + δ i+1 )/2 and
We use the notation
has a number of important properties (cf. [8] ):
Now, let
The operator P π defined by
is the orthogonal projection of L 2 (I) onto S π . It can be seen that for its L 1 norm we have the formula
Formula (2.12) can be rewritten as a mean value with respect to the weights
Since the rational function φ(t) is important for the rest of the paper, its properties are collected in Lemma 2.1. The function φ(t) = 3(1 + t 2 )/(1 + t) 2 has the following properties:
φ is increasing on [1, ∞) and
and for u < 1 and close to 1 we have
Since 3 > φ(t) ≥ 5/3 for t ∈ [2, ∞) it follows from (2.15) by (2.4) and (2.5) that 5/3 ≤ P π 1 < 3, (2.18) and it is known that the constants 5/3 and 3 are the best possible (see [10] and [11] ). The constant 5/3 is attained for knots of multiplicity 2 each or for n = 1, and 3 can be approached by knots distributed geometrically.
Our aim is to prove that the Lebesgue constant for the classical orthogonal Franklin system is 2 + (2 − √ 3) 2 . For this, we need delicate numerical estimates for (2.15) in the case of dyadic knots.
The norms of orthogonal projections on
The case of equally spaced knots. In this section we assume that n ≥ 1 and consider the particular knots π n = (t i : i = −1, . . . , n + 1) with t i = i/n for i = 0, . . . , n, i.e. δ i = 1/n for i = 1, . . . , n. For S π n and P π n we simply write S n and P n , respectively. Moreover, ν 0 = ν n = 1/2n and ν i = 1/n for 0 < i < n. In this case we have a fairly simple formula for the inverse matrix A. To write the formula for its entries it is convenient to introduce two sequences of integers: (A(n) : n = 0, 1, . . .) and (B(n) : n = 0, 1, . . .) defined by the following recurrence relations:
Explicit formulas for A(n) and B(n) are sometimes helpful: if α is the positive solution to the equation cosh α = 2, then A(n) = cosh(nα) and √ 3 B(n) = sinh(nα). Note that exp(α) = 2 + √ 3 and exp(−α) = 2 − √ 3; the notation q = 2 + √ 3 will occasionally be used later on as well.
This result can be used to prove
For completeness, we present the proof of Corollary 3.2, given in [6] (cf. the proof of Theorem 5.2 in [6] 
But, according to (3.1),
These inequalities and formula (2.15) imply the first part of the statement of Corollary 3.2. For the proof of (3.3) let us fix m and take k, n such that
Now, choosing k = n/2 and using (2.13) and (3.2) we find that
Now, letting m → ∞ and applying the first part of Corollary 3.2 completes the proof.
3.2.
Partially equally spaced knots. The set of knots π ν,n = (t i : i = −1, . . . , n + 1) is determined by the two integer parameters n ≥ 1 and 1 ≤ ν ≤ n and it is defined as follows: t −1 = 0, t n+1 = 1 and (3.6) where N = n+ν and 1 ≤ ν ≤ n. These knots are obtained as follows: we take a uniform partition π n = {0, 1/n, 2/n, . . . , (n−1)/n, 1}, and add to it middle points of the first ν intervals, i.e. the points {1/2n, 3/2n, . . . , (2ν −1)/2n}. Note that the case n = ν corresponds to the equally spaced knots π 2n . As this case was treated separately, it is assumed in what follows, if necessary, that ν < n. We call knots of this kind partially equally spaced. For simplicity the orthogonal projection P π ν,n is denoted by P N = P ν,n and the space S π ν,n by S N = S ν,n . To any such partially equally spaced knots corresponds the inverse matrix A = A N = A ν,n and in what follows the dependence on {ν, n} will be suppressed in notation.
Our main goal is to prove
Moreover , lim
Before starting the proof of Theorem 3.3 some auxiliary results need to be recalled or established. For the matrix A we have an explicit formula (see [4] ):
where
Lemma 3.7. For s > 0 and t > 0 we have
The elementary proofs of Lemmas 3.5, 3.6 and 3.7 will be omitted. To simplify notation we introduce N and k = 0, . . . , N,  (3.19) where the ε i,k are as in (3.10), and
Now, using (2.11), (2.12) and (2.15) we find that
In the proof of Theorem 3.3 the following Lemmas 3.8 and 3.9 are crucial.
Proof. We split the sum (3.20) with k = 2ν − 1 into three pieces:
The terms of these sums can be handled with the help of formulae (2.13), (3.9), (3.10) and (3.19). In particular for 1 ≤ i ≤ 2ν − 1 we get
The last inequality follows from the monotonicity of A(m + 1)/A(m) (cf. 
The combination of (3.25) and (3.24) gives the upper bound for the first sum of (3.23):
For the second sum in (3.23) we have, by Proposition 3.4,
To obtain the estimate for the third sum of (3.23) we proceed very much like in the first case:
Moreover,
To continue the proof we introduce new variables
(t), y = B(t), u = A(s) and z = B(s). Now,
and finally,
In addition we have C(N ) = C(x, y, u, z) = xu + 2xz + 4uy + 6zy. Moreover, let us introduce the function m = m(x, y, u, z) defined as
Now, to prove (3.22) it is enough to show the positivity of the rational function 
Consequently, w(a, b) is positive for a, b ≥ 0, which completes the proof of (3.22).
Lemma 3.9. Let 1 ≤ ν < n and k < 2ν − 1. Then
where β 0 and β 1 are as in Lemma 3.6.
Proof. It follows by (2.13), Proposition 3.4, (3.6) and (3.1) that for k < 2ν − 1,
Thus, inequality (3.34) is equivalent to
Introducing the new variable y = 2 + 2 √ 3 tanh(αt) we get an equivalent inequality Now, by Lemma 3.6, it follows that
and the proof is complete.
Proof of Theorem 3.3. Since P 2n = P n,n , we may assume by Corollary 3.2 that 1 ≤ ν < n or equivalently that 1 < 2ν < N . Moreover, according to (2.11), (2.12), (3.20) and by Lemma 3.8 we need to check for fixed N and
Consider the following cases: (A) k ≤ 2ν and (B) k > 2ν. In case (A) the set of indices E = {0, . . . , N } in the sum (3.20) can be split as E = E 1 ∪E 2 ∪E 3 , where
Since we are in case (A), it follows from (3.10) that
In particular, if in case (A) the set E 2 is empty, i.e. k = 2ν, then the proof is complete. Now, since 2ν < N we get s = N − 2ν ≥ 1 and for i ∈ E 2 we have t = 2ν − i ≥ 0. Thus, for i ∈ E 2 we deduce from (3.10) that β(s, t) ), (3.40) where β(s, t) is as in Lemma 3.5. Applying Lemma 3.6 we find that for
Moreover, (3.41), (3.42) and Lemma 3.9 imply
Adding inequalities (3.43) and (3.44) we obtain D k,N < D, which completes the proof in case (A). In case (B) we find that
according to Lemma 3.7 we get 2 − √ 3 < γ i,k < 2 + √ 3 and consequently φ(γ i,k ) < 2 for all i ∈ E. Thus, D k,N < 2 for k > 2ν and the proof of (3 .7) is complete.
For the lower estimate we have, for given natural m and for large enough (n − ν) ∧ ν,
where according to (3.10) ,
Moreover, we have identity (2.14). In addition for fixed m there is a K m such that max
It now follows from (3.45) and Lemma 2.1 that with some η k = o(1) for large k we get
Letting (n − ν) ∧ ν → ∞ while m remains fixed we obtain lim inf
and this completes the proof. 
4.1.
Equally spaced knots on R. In this section we consider the set of integer knots {t i = i : i ∈ Z}. The corresponding piecewise linear continuous B-splines in this case have a simple formula 
. , n).
The relation of the new B-splines, corresponding to I n , and old ones, corresponding to I, is as follows:
For the entries of the Gram matrix of the new B-splines we have 
differ by a factor of 2n, i.e. B (n) = 2nB. More explicitly, according to formula (2.2), However, we are interested in the inverse A (n) = (B (n) ) −1 = 1 2n A and after replacing n by 2n in (3.2) we find the following formula for the entries of A (n) :
Now, (4.3), (4.4) and the asymptotic formulae
We may now define the dual basis in S 1 to the B-splines (
The duality relation (N * i , N k ) = δ i,k for i, k ∈ Z, with respect to the scalar product (f, g) = R f (s)g(s) ds follows from Corollary 4.2. Let us take a look at the operator P (1) :
Since φ(t) ≤ 3, the formula analogous to (2.15) for knots on R implies that (4.9) and that P (1) is the orthogonal projection onto S 1 i.e.
For the L 1 (R) norm of P (1) we have P (1) 1 = 2. Consequently, lim n→∞ P n,n 1 = P (1) 1 , where P n,n is as in Section 3.2.
Proof. Formulae (2.11) and (2.12) extended to equally spaced knots on R give
Using the notation of Section 2 and formula (4.6) we find that
since the weights (p i,0 : i ∈ Z) add to 1 and since according to Lemma 2.1 we also have φ(2 − √ 3) = 2. Combining these equalities and Corollary 3.2 completes the proof.
4.2.
Partially equally spaced knots on R. Let us start with given N = n + ν, n ≥ 1 and 1 ≤ ν ≤ n. Now the affine map ψ N (t) = 2(nt − ν) transfers the knots (3.6) from I = [0, 1] to the knots
After reindexing we get the set of knots where λ i,k is uniformly bounded and As in the equally spaced case on R we define the biorthogonal system (4.19) and the orthogonal projection
Applying the argument standard by now we find that 
