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Abstract
The electronic transport properties of mesoscopic one-dimensional (1D) devices have attracted sig-
nificant interest because of their potential applications and their unique characteristics, some of
which – for instance, the “0.7” conductance anomaly in quantum point contacts – have remained
unexplained. In this dissertation, we present a comprehensive theoretical model for electronic
transport in quasi-1D systems, accounting for many-body effects and neglecting spin–orbit cou-
plings. Then, with this model, we predict that 1D systems can sustain a hierarchy of spin-polarized
configurations which emerge above a carrier concentration threshold and are responsible for the
0.7 anomaly. The basis of our theory is an unrestricted three-dimensional Hartree-Fock approach
that incorporates the effects of confinement strength, applied magnetic field and temperature. We
demonstrate that the spin-polarized states are present in the quantum wire even if no magnetic field
is present, provided that the electron concentration in the system is above a confinement-dependent
threshold. Our subsequent study of ballistic transport in a quantum point contact reveals that the
0.7 anomaly appears at the threshold concentration for polarization, at a conductance value that
is insensitive to temperature due to the capacitive effect exerted by the gates, even though the
anomalous shoulder becomes wider with increasing temperature. The 0.7 anomaly is accompa-
nied by another “kink” at ∼ 0.3G0, which results from the singularity of the 1D density of states
and disappears with rising temperatures. Our results provide an explanation for the experimental
features of the conductance anomaly and underscore the importance of treating the confinement
potential in the quasi-1D constriction as three-dimensional.
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Chapter 1
Introduction
1.1 One-dimensional systems: gateway to spin manipulation
For decades, mesoscopic one-dimensional (1D) devices – whose dimensions span a few hundred
nanometers – have remained the subject of active research due to their unique characteristics
and their potential applications, especially concerning their electronic transport properties. [1–
6] In 1D nanostructures such as quantum wires (QWRs) and quantum point contacts (QPCs),
electrons are subject to a confinement potential that is transverse to their 1D motion and gives
rise to a group of transverse electronic modes. [2, 3, 5, 7] The existence of these modes has
profound consequences on the interaction between carriers and crystal dynamics [8] as well as
amongst carriers themselves, leading to a variety of interesting phenomena. In the former case,
carrier scattering undergoes size effects [1, 9–11] that affect the transport properties with important
technological consequences for device electronics. [4, 12–14] In the latter case, the 1D alignment
of interacting particles enhances electron-electron interactions, thus giving rise, for instance, to
Wigner localization, [15, 16], Luttinger liquids, [17, 18] and separate spin and charge excitations in
QWRs. [19, 20] The understanding of these spin-related phenomena is one of the challenges of the
emerging field of spintronics – the manipulation of the electron spin as an information carrier, in
order to fabricate solid-state devices with faster data processing and higher electric power efficiency.
[4, 12, 14]
A 1990 article by Datta and Das [12] proposed a field-effect transistor that relies on spin rather
than charge, i.e. a SpinFET, which takes advantage of the two possible spin polarization states
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of electron waves. Such a device is analogous to an electro-optic light modulator, in which a
light wave, after going through a linear polarizer, traverses an electro-optic material subject to
an applied gate voltage. Due to the electro-optic effect, the two polarization components of the
wave experience different refractive indexes; as a result, there will be a phase shift between them,
which is modulated by changing the gate voltage and is then detected by measuring the output
power with an analyzer. [12] In the SpinFET, the authors proposed using a ferromagnetic material
(e.g. iron) for the polarizer and analyzer contacts, which become source and drain electrodes,
respectively. In place of the electro-optic material, they suggest using a narrow-gap semiconductor
like InGaAs, characterized by a strong spin-orbit coupling that could then split the energy levels
between spin-up and spin-down electrons. Alternatively, an external magnetic field could be used
for spin splitting.[12]
The realization of SpinFETs, though, has faced a multitude of challenges. The use of ferromag-
netic materials or applied magnetic fields hampers the efficiency of spin injection, manipulation
and detection, adds complexity to the design, and makes it more difficult to integrate SpinFETs
with current integrated circuit technology. [13, 14] For instance, due to the conductivity mismatch
between a semiconductor and the ferromagnetic contacts, the efficiency of spin injection will be very
low, limiting the on-off current ratio. [21] Even though the insertion of a tunnel contact (a thin,
heavily-doped semiconductor barrier separating the ferromagnetic electrode and the semiconduct-
ing channel) can mitigate this particular problem [22], the most-efficient spintronic devices need to
rely entirely on electrical manipulation of spins. [23]
At this point, quantum point contacts have become an attractive candidate for their use in
spintronics devices. Several experimental works have explored the use of QPCs as all-electric spin
polarizers, relying on high intrinsic spin-orbit interactions. [24, 25] In an InGaAs/InAlAs QPC
subject to asymmetrical gate voltages, the resulting electric field causes an effective magnetic field
due to (lateral) spin-orbit coupling, allowing for the QPC to act as an injector of spin-up or spin-
down electrons. [14, 24] To fully capitalize on these promising results, it is necessary to understand
the transport properties of QPCs, including not only the role of spin-orbit coupling but also the
consequences of electron-electron interactions – which, as we will show in the next section, lead to
surprising and still-perplexing behaviors.
2
1.2 Quantum point contacts and conductance anomalies
Semiconductor quantum point contacts have attracted significant interest ever since they were first
realized in 1988. [26–28] QPCs are excellent examples of ballistic transport, i.e. of conduction as
quantum-mechanical transmission through a potential barrier between a pair of reservoirs, each
at a different chemical potential. [2, 3, 7, 29, 30] A common QPC configuration consists of an
heterojunction (often made of GaAs/AlGaAs) with a split metallic gate on top of it; electrons
are supplied by a thin region of dopants located between the heterojunction interface and the
heterostructure surface. At low temperatures, electrons are normally confined to a narrow layer
near the GaAs/AlGaAs interface, usually treated as a two-dimensional electron gas (2DEG) because
the electron Fermi wavelength (∼ 50 nm at common densities n2D ∼ 1010−1011 cm−2) is longer than
the effective thickness of the confinement layer (∼ 10 nm). Then, by applying a negative voltage or
bias Vg to the split gates, the 2DEG directly underneath them is electrostatically depleted, leaving
only a narrow channel or constriction between a pair of 2DEG ’source’ and ’drain’ reservoirs. The
width of the constriction, and thus the strength of the confinement, can be adjusted by changing
the gate voltage. [2, 6]
Experiments have shown that the differential conductance G = dI/dV through the QPC, mea-
sured as a function of Vg, is quantized in units of G0 ≡ 2e2/h at temperatures of the order of a few
kelvins, as shown in Fig. 1.1(a). [26, 27, 31–33] This observation is well understood as a result of
the quantization of the energy levels in the 1D channel due to the lateral confinement induced by
the gates. As the gate bias is made less negative, the 1D energy levels (subbands) drop down; when
an energy level becomes lower than the Fermi energy of the adjacent source and drain reservoirs,
it is rapidly populated and becomes available for conduction, causing a discrete step to appear in
the conductance. [7, 34]
However, additional features emerge in the rise toward the first quantized conductance plateau.
Most notably, there is an anomalous plateau or shoulder around 0.6 − 0.8G0, dubbed the “0.7
anomaly” [6, 31, 32, 35]; the exact conductance value varies slightly between different devices
depending on the length, shape and design of the system. [6, 36] The gate bias at which this anomaly
emerges, and the conductance at its onset, are insensitive to temperature variations; however, the
shoulder itself widens as temperature increases above 0 K, reaching its maximum width around
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Figure 1.1: Left: Measured differential conductance as a function of gate voltage, showing the
quantized conductance steps. Lower-right inset: close-up of the first conductance step, showing the
0.7 anomalous structure. Right: Conductance versus gate voltage at different temperatures. Taken
from Ref. [31].
1 − 2 K (see Fig. 1.1(b)). [31] The anomaly is eventually smeared out around 5 − 10 K due to
thermal fluctuations. [37] Another “kink” around 0.25 − 0.3G0 has also been observed in some
experiments, becoming more prominent with increasing source-drain bias. [38–42]
There is substantial agreement that electron-electron interactions play a key role in the emer-
gence of these anomalous features; however, their specific cause remains the subject of active debate.
The two prevailing explanations attribute the 0.7 anomaly either to spontaneous spin polarization
[31] or to a Kondo-like effect [33]. In some of the earliest experimental works by Thomas et al.
[31, 37], it was suggested that a static, spontaneous spin polarization is present along the con-
striction, given that the 0.7 anomaly evolves into a spin-split plateau at 0.5G0 under a strong
in-plane magnetic field. Some subsequent experiments [37, 43] and calculations [44–47] based on
spin density-functional theory (DFT) [48] in the local spin-density approximation (LSDA) [49] pro-
vided support for this argument. A study in infinitely long quantum wires [44] showed that, when
the Fermi level crosses through the average spin-unpolarized energy for each 1D subband, there is
a strong exchange-driven energy splitting between spin-up and spin-down electrons; this leads to
a population (or depopulation) of the spin-up/spin-down subbands, and thus to spontaneous spin
polarization. Later simulations in QPCs [45–47] showed that the height of the effective potential
4
Figure 1.2: (Left) Effective potential barrier along the QPC, calculated with density functional
theory, for increasingly-negative values of the gate bias. (Right) Corresponding 1D electron density
versus position. (Taken from [45].)
barrier (through which electrons tunnel) grows rapidly for one of the spins, but not the other,
as the gate bias is made more negative and the constriction is narrowed (Fig. 1.2, left). As a
result, the 1D electron density is larger for one of the spins (i.e. there is spin polarization) and the
conductance is found to exhibit a drop from G0 to 0.5 − 0.7G0 depending on whether correlation
effects are included or ignored. [46, 47]
Other works, meanwhile, have argued for the formation of a quasi-bound state at the QPC,
which mediates a Kondo-like effect – i.e. the "screening" of a localized spin due to its interactions
with free electrons, an effect observed for a magnetic impurity in metals [50] and for an electron
trapped in a quantum dot [51]. An experimental study in QPCs by Cronenwett et al. [33] showed
observations that hinted at a Kondo regime analogous to that in quantum dots [35, 51]. In par-
ticular, in a plot of the conductance versus source–drain bias, they observed a zero-bias peak at
G < G0 that vanishes with increasing temperature (Fig. 1.3 (left)) and was split into two smaller
peaks with increasing magnetic field, mimicking the behavior of the analogous zero-bias peak in
quantum dots [35, 51]. In order for a Kondo-like effect to arise, a quasi-bound state must be present
within the QPC when the constriction is fully depleted of electrons, which requires the effective
potential to exhibit a minimum at the center of the QPC. Evidence for such a state was found in
some calculations (relying on spin DFT in the LSDA), in which the potential barrier exhibited a
double-peak shape [52–55]; then, a quasi-bound state will be present for potential barriers that sit
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Figure 1.3: (Left) Differential conductance versus source-drain bias for various gate voltages, at
two different temperatures. (Taken from [33].) (Right) Spin-up and spin-down local densities of
states, integrated over the cross section of the QPC; the effective potential barrier is indicated with
a white dashed line, and the Fermi energy is represented by the horizontal dotted line. (Taken from
[54].)
below the Fermi energy, as indicated by a high local density of states. (See Fig. 1.3(right), (a).)
[54] Later experiments in QPCs whose length can be tuned through multiple gates [56] presented
the possibility of more than one quasi-bound state being present as the length of the constriction
is varied. [57]
However, as can be seen from the previous paragraphs, the emergence of the quasi-bound state is
not consistent across different theoretical investigations, particularly those using density-functional
theory. Other calculations using spin DFT do not find any quasi-bound states [47, 58], and instead
argue for spontaneous spin polarization, [47, 58, 59] albeit in one work it only appears in long
QPCs. [60] It has been suggested that DFT in the local spin density approximation may add self-
interaction errors due to the discontinuous dependence of the interaction potential on the particle
number, and as a result it may not fully reproduce the conductance of a realistic QPC; however,
it is not clear that using a different exchange-correlation functional instead of LSDA will solve this
problem. [55] DFT also has difficulties in dealing with interactions in the low-concentration limit,
leading, for instance, to erroneous predictions of spin-polarized ground states [61]. This would limit
the usefulness of DFT in QPCs near pinch-off. Additionally, the emergence of spin-polarized or
quasi-bound configurations in DFT calculations also appears to be very sensitive to small variations
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in the calculation method and the description of the system, but experimentally the 0.7 structure
has been consistently observed in a variety of structures obtained through different fabrication
methods [6, 31–33]. For instance, the main difference between the spin DFT calculations in Ref.
[55] (in which bound states are found) and Ref. [58] (in which bound states are absent) lies in the
geometry of the gates and on how they are connected to the source and drain reservoirs; both works
use the local spin-density approximation with the exchange-correlation potential as parametrized
by Tanatar and Ceperley [62], yet they arrive at different results. To add to the controversy,
calculations using an exact diagonalization of the Hamiltonian show that Kondo correlations may
coexist with static spin polarization due to the presence of localized, ferromagnetically-coupled
magnetic impurity states at the QPC. [63] Finally, other explanations for the 0.7 anomaly have
been proposed, including: an interaction-modified 1D density of states (DOS) that attributes the
conductance anomaly to a smeared van Hove singularity in the DOS [64]; phenomenological spin-
gap models [65–67]; Wigner crystallization [15, 68–70]; charge-density waves [71]; pinning of 1D
subbands [66, 72]; electron correlation-induced localization [73]; and electron-phonon interactions
[74]. The exact origin of the 0.7 structure, thus, remains an intriguing and actively-researched
question.
1.3 Towards an extensive model for 1D ballistic transport
With the considerations from the previous sections in mind, in this dissertation we study the trans-
port properties of a quasi-1D channel and arrive at an extensive theoretical description incorporating
many-body effects, with which we predict the emergence of a hierarchy of spin-polarized regimes
even if spin-orbit interactions are neglected. Our model is based on a three-dimensional (3D) unre-
stricted Hartree-Fock formalism in a quasi-1D geometry that accounts for variations in confinement
strength, magnetic field and temperature, and self-consistently relates the spin-dependent concen-
tration both to an effective 1D potential and to the Fermi level. [75, 76] The treatment of the system
as three-dimensional allows us to illustrate the effect of specific 1D channel geometries, including
QPCs and QWRs of different cross-sectional shapes. In particular, the 3D formalism permits us
to illustrate the high sensitivity of the spin-polarized regimes and the conductance anomalies to
variations in the confinement strength in all confinement directions. [76] It has been shown, for
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instance, that 2D models overestimate the effects of interactions even in low-dimensional systems
such as quantum dots, causing spurious collective phenomena to emerge. [77]
We show that, in a quantum wire, a pair of spin-polarized configurations emerge above a carrier
concentration threshold and persist when the magnetic field is removed. [75] The threshold depends
on magnetic field and confinement strength but, crucially, in a quasi-1D constriction of finite length
(such as a QPC) it is temperature-independent due to the capacitive effect of the split-gate system.
For the calculation of the transmission coefficient and the conductance through a constriction,
we use the transfer matrix method [78] under the assumption that the confinement along the 1D
channel varies slowly (i.e. adiabatically). [76] Then, we show that the 0.7 anomaly in the QPC
conductance is caused by, and emerges at, the onset of spin polarization. While the width of the
anomalous shoulder increases as the temperature rises to ∼ 1 K, the conductance at the onset
of the anomaly remains close to 0.7G0, because the polarization threshold is controlled by the
capacitive effect of the gates and is thus insensitive to temperature. Additionally, there is another
shoulder at ∼ 0.3G0 due to the singularity in the 1D carrier density of states when the 1D channel
is pinched off, but this kink is smeared out by temperature increases. [76] Our model accounts for
the experimental features of the conductance anomaly and provides predictive capabilities on the
manifestation of this phenomenon for various QPC biases and confinements.
Our method shows that the spin-polarized configurations, and the conductance anomaly, persist
for different confinement strengths and constriction shapes, in agreement with experiments; this
stands in contrast to the DFT results mentioned in the previous section, in which small variations of
the device geometry cause the polarized states and the conductance anomaly to disappear (e.g. Refs.
[58] and [55]). Furthermore, unlike all previous DFT works (which were strictly two-dimensional),
we incorporate the third dimension into our model, and show that this extra dimension will have
an effect on the exact location of the anomalous conductance feature, i.e., on the gate bias and
conductance values at the onset of the anomaly. Additionally, we are able to show that the spin-
polarized regimes appear even in the absence of strong spin-orbit couplings, as opposed to previous
claims that such couplings are required for the emergence of spin polarization ([24, 47, 79, 80]); this
result is relevant for devices made with materials like GaAs, in which the spin-orbit interaction is
much weaker than in other materials (e.g. InAs) but the conductance anomaly is still present.
This dissertation is structured as follows. Chapter 2 introduces a general single-particle quantum-
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mechanical formalism used to reduce the 3D Schrödinger equation for a long and narrow constriction
to an effective 1D energy-momentum relation. In Chapter 3, we apply this formalism to a quantum
wire in which electrons are confined by parabolic potentials, and show that various spin-polarized
configurations appear above a confinement- and magnetic field-dependent concentration threshold.
Next, Chapter 4 is dedicated to the study of ballistic transport through a quantum point contact
when spin polarization effects are neglected, showing the presence of a ∼ 0.3G0 conductance kink.
The consequences of spin polarization are incorporated into our transport model in Chapter 5,
revealing that the onset of degenerate spin-polarized states leads to the appearance of the 0.7G0
conductance shoulder. Finally, in Chapter 6 we summarize our results and suggest extensions to
our model.1
1An abridged version of this dissertation will be published as: A. X. Sánchez and J.-P. Leburton, “Onset of spin
polarization and anomalous conductance in one-dimensional channels.” In Contemporary Topics in Spintronics (World
Scientific Publ. Co., 2016, in press).
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Chapter 2
3D variational model of a narrow
constriction
2.1 General single-particle picture of a long 1D channel
We start by considering a very long and narrow constriction, i.e. a quantum wire that can be
treated as effectively one-dimensional. In this 1D constriction, electrons are free to move along the
x–direction but are confined along the y– and z–directions by confinement potentials represented
as Uy (y) and Uz (z), respectively. We limit ourselves to systems with negligible contributions
from spin-orbit interactions (e.g. GaAs), including both Rashba (Hˆso = α (~σ × ~p)z /~, where the
components of ~σ are the Pauli spin matrices, and ~p = −i~~∇ is the momentum vector operator)
and Dresselhaus terms. This is because their contribution to the electron energy in GaAs is much
smaller when compared to other materials. Indeed, in GaAs, the Rashba coupling constant for an
electric field Ez along the z–direction is α =
(
0.052 e · nm2) Ez, which is significantly less than in
InAs (
(
1.17 e · nm2) Ez) and in InSb ((5.23 e · nm2) Ez). [81]
In a single-particle picture, the 3D Schrödinger equation for an electron of effective mass m∗
and charge e under an applied magnetic field ~B = ~∇× ~A reads:
{ 1
2m∗
(
~p+ e ~A
)2
+ Ux + Uy (y) + Uz (z)−
(
~µ∗S · ~B
)}
ψ{i} (~r)
+Uel (~r)ψ{i} (~r) + Uˆxc
[
ψ{j} (~r)
]
= E{i}ψ{i} (~r) (2.1)
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Here, the quantum numbers {i} = {ix, iy, iz, σi} (σ =↑, ↓ being the electron spin) are associated
with the eigenenergies E{i}. ~µ∗S · ~B is the magnetic potential energy, with ~µ∗S being the effective
electron dipole moment. Uel and Uˆxc = Uˆexch + Uˆcorr are the Hartree and exchange-correlation
interaction terms, respectively. We include an additional term Ux in Eq. (2.2) to account for
potential barriers in finite 1D channels; however, for now (in the case of a long quantum wire), it
takes on a constant value and is neglected. In the absence of a magnetic field, Eq. (2.1) reduces to
[75, 76]
− ~
2
2m∗∇
2ψ{i} (~r) + [Ux + Uy (y) + Uz (z)]ψ{i} (~r)
+Uel (~r)ψ{i} (~r) + Uˆxc
[
ψ{j} (~r)
]
= E{i}ψ{i} (~r) (2.2)
Since Ux is constant along the quantum wire, it is possible to separate the y– and z–dependence
in Eq. (2.2) by writing the wave function as the product of a plane wave propagating along the x
axis (with wavenumber kx) and a function of y and z, i.e.,
ψ{i} → ψ{kx,iy ,iz ,σi} =
eikxx√
Lx
Λiy ,iz (y, z) (2.3)
where Lx is the length of the wire. Then, the x-dependence is integrated away from Eq. (2.2),
yielding
{
− ~
2
2m∗
(
∂2y + ∂2z
)
+ Ux + Uy (y) + Uz (z) + Uel (y, z)
}
Λiy ,iz (y, z)
+ Uˆxc
[
Λjy ,jz (y, z; px, σj)
]
=
{
E (kx, iy, iz, σi)− ~
2k2x
2m∗
}
Λiy ,iz (y, z) (2.4)
We take the expectation value of the left-hand side of Eq. (2.4) and define two energy values:
Eyz, which includes the kinetic energy and confinement along the y– and z– directions; and Uee,
which includes electron-electron interactions:
Eyz ≡
〈
− ~
2
2m∗
(
∂2y + ∂2z
)〉
+ 〈Uy〉+ 〈Uz〉 ≡ Tyz + Uyz (2.5)
Uee ≡ 〈Uel〉+
〈
Uˆxc
〉
(2.6)
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Then, we define an effective 1D potential Ueff :
Ueff (kx, iy, iz, σi) = Ux + Eyz (iy, iz) + Uee (kx, iy, iz, σi) (2.7)
Finally, the 1D electron energy-momentum relation reads
E (kx, iy, iz, σi) =
~2k2x
2m∗ + Ueff (kx, iy, iz, σi) (2.8)
This equation has ample generality, as it does not refer to a particular method of calculation of
the electron-electron interaction terms or the lateral wavefunction Λiy ,iz (y, z), and only relies on
the uniformity of the wire (Eq. (2.3)).
2.2 Extreme quantum limit and spin dependence
We now turn our attention to the extreme quantum limit, i.e. when only the lowest-energy subband
is occupied. This is because some of the most interesting phenomena in quantum wires and point
contacts (e.g. the 0.7 conductance anomaly) occur in this regime, near channel pinch-off. In that
case, Eq. (2.8) reduces to
Eσ (kx) =
~2k2x
2m∗ + Eyz + Uel (n) + U
σ
xc (kx;nσ) (2.9)
(For notational simplicity, we have removed the angled brackets that denote an expectation
value.) The Hartree term Uel depends only on the total electron concentration per unit length
n = n↑ + n↓; meanwhile, the exchange-correlation term Uxc is a function of the wavevector k and
the spin-dependent concentrations nσ, the latter of which are calculated via
nσ =
1
Lx
∑
kx
fT [Eσ (kx)]→ 12pi
ˆ +∞
−∞
dkx fT [Eσ (kx)] (2.10)
Here, fT is the Fermi-Dirac distribution at a temperature T for a Fermi level EF (T ):
fT [E] =
1
1 + exp
[
E−EF (T )
kBT
] (2.11)
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In a quantum wire or point contact, the Fermi level is fixed by the electrodes placed at both
ends of the constriction, and is spin-independent.
To find the energies Eσ (kx) and the concentrations nσ, Equations (2.9) and (2.10) have to be
solved self-consistently. When each term for spin-up electrons is equal to the same term with spin-
down electrons, a spin-unpolarized configuration is realized, i.e. E↑ (k↑) = E↓ (k↓) for k↑ = k↓, and
n↑ = n↓. However, it is still possible to obtain a solution such that n↑ 6= n↓ and E↑ (k↑) = E↓ (k↓)
for k↑ 6= k↓. In this situation, spin-polarized configurations emerge, subject to the constraint
~2
2m∗
(
k 2↑ − k 2↓
)
+
[
U↑xc (k↑;n↑)− U↓xc (k↓;n↓)
]
= 0 (2.12)
For the remainder of this dissertation we neglect the correlation energy Ucorr because its value,
estimated from Perdew and Wang’s local-density theory for the exchange and correlation terms,
[48, 82, 83] is a fraction of the exchange energy Uexch for the densities and confinement strengths of
interest: ~25–30% at very low concentrations and rapidly decreasing with increasing concentration,
as we show in Appendix B. Furthermore, the correlation term is most relevant for situations in which
the 1D channel results from structural (i.e. non-electrostatic) confinement and simultaneously
remains uniform over the channel length. [73, 84] However, in most cases, the 1D constriction
is formed through electrostatic confinement by negative split-gate biases. [26, 27, 31–33, 35, 85,
86] Moreover, in QPCs and non-uniform QWRs, the confinement strength changes along the 1D
channel, in which the position-dependent carrier concentration is modulated by the capacitive
effect of the gate; this prevents localization-induced Wigner crystallization [49, 73] along the wire.
Therefore, the effects of the correlation term [82, 83] will just be a correction to the model that we
develop in the following chapters.
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Chapter 3
Spin-polarized configurations in a
quasi-1D system2
3.1 Unrestricted Hartree-Fock model of a QWR with an applied
magnetic field
In this chapter we study a wire in which the confinement is modeled as a superposition of two
parabolic wells (see Figure 3.1), i.e.
Uy (y) + Uz (z) ≡ Uyz (y, z) = 12m
∗ω2yy
2 + 12m
∗ω2zz
2 (3.1)
The wire is then placed inside a constant magnetic field ~B = Bxxˆ parallel to the axis of the
wire, with the gauge set to ~A = Bxyzˆ. Given that ~µ∗S = −12g∗µ∗B~σ, the single-particle Schrödinger
equation (Eq. (2.1)), neglecting correlation and excluding Ux, turns into
− ~
2
2m∗∇
2ψ{i} (~r) + [Uyz (y, z) + Uel (~r)]ψ{i} (~r) + Uˆexch
[
ψ{j} (~r)
]
+
[1
2m
∗ω2By
2 + i~ωBy
∂
∂z
+ g∗µ∗BBxσi
]
ψ{i} (~r) = E{i}ψ{i} (~r) (3.2)
2This chapter is based on: A.X. Sánchez and J.-P. Leburton, “Tunable Magnetic Phases in Quasi-One-Dimensional
Systems,” arXiv:1502.01402 [cond-mat.mes-hall] (2015); and A. X. Sánchez and J.-P. Leburton, “Tunable Spin Po-
larization in Semiconductor Quasi-1D Systems in the Absence of Spin-Orbit Interactions,” submitted for publication
(2016). Used with permission.
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Figure 3.1: Schematic representation of (a) a quantum wire; (b) parabolic confinement potentials
within the wire.
Here, µ∗B = e~/2m∗ is the effective Bohr magneton in the wire; g∗ is the effective electron
g-factor; ωB = eBx/m∗ is the cyclotron frequency; g∗µ∗BBxσi = g∗~ωBσi/2 ≡ UB is the Zeeman
splitting term; and σi is equal to +1/2 or −1/2 for spin-up or spin-down electrons, respectively.
The electron-electron interaction terms are:[87]
Uel (~r)ψ{i} (~r) =
∑
{j}
ˆ
d3~r ′
∣∣∣ψ{j} (~r ′)∣∣∣2 UCoul (~r, ~r ′)ψ{i} (~r) (3.3)
Uˆexch
[
ψ{j} (~r)
]
= -
∑
{j}
ˆ
d3~r ′ ψ∗{j}
(
~r ′
)
UCoul
(
~r, ~r ′
)
ψ{i}
(
~r ′
)
ψ{j} (~r) δσiσj (3.4)
The Coulomb interaction UCoul is given by
UCoul
(
~r, ~r ′
)
= e
2
4pi |~r ′ − ~r| (3.5)
( is the dielectric constant of the material.) We now take the expectation value of the left-hand
side of Eq. (3.2) in the extreme quantum limit, using the following trial wave function:3
ψ (~r) = e
ikx
√
Lx
(
a1/2
pi1/4
e−a2y2/2
)(
b1/2
pi1/4
e−b2z2/2
)
(3.6)
where a =
√
m∗ωy/~ and b =
√
m∗ωz/~.4 This is the ground-state wavefunction of a 2D harmonic
3From this point onwards, the subindex x is removed from both px and kx for notational simplicity, unless it is
necessary to reintroduce it to distinguish between x- and y-wavevectors (e.g. px and py).
4In this chapter and in chapter 5, the parameters a and b are kept constant. In chapter 4 the parameters are
allowed to vary in order to minimize the average energy per electron.
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oscillator, to which Eq. (3.2) is reduced when the magnetic field is zero and electron-electron
interactions are absent. Then, we obtain the following expression for the energy as a function of k:
E (k, σ) = ~
2k2
2m∗ + Eyz +
1
4
(
ωB
ωy
)
~ωB + g∗µ∗BBxσ + Uel [n] + Uexch (k, σ) (3.7)
Here, Eyz ≡ ~ωy/2 + ~ωz/2. The expectation value of i~ωBy (∂/∂z) in Eq. (3.2) vanishes
because the corresponding integrand is an odd function of y and z. Meanwhile, the expectation
values of Uel and Uˆexch, whose calculation is shown in detail in Appendix A, are:
Uel [n] =
e2ζab (0)
16pi n (3.8)
Uexch (k, σ) = − e
2
32pi2
ˆ +∞
−∞
dp ζab (p− k) fT [E (p, σ)] (3.9)
ζab (p) is a dimensionless overlap function which depends on the particular choice of wavefunction
and on the confinement strength (through parameters a and b), and which decreases monotonically
with p. In Appendix A we show that, for the wave function in Eq. (3.6), ζab (p) is given by
ζab (p) = 8
(
a
b
) ˆ +∞
0
dt
t exp
(−t2/2)√(p
b
)2 + t2√(pb )2 + (ab )2 t2 (3.10)
In general, for an arbitrary temperature, Eqs. (3.7)–(3.9) define a system of integral equations
for E (k, σ). However, at zero temperature, a further simplification is possible, given that
f(T=0) [E (k, σ)] = θ (EF − E (k, σ)) = θ
(
kF (σ) − |k|
)
(3.11)
where kF (σ) is the spin-dependent Fermi wavevector such that E
(
kF (σ)
)
= EF , and θ is the step
function. Then, the exchange term (if kF (σ) is a real number) can be rewritten as
Uexch (k, σ;T = 0) = − e
2
32pi2
ˆ +kF (σ)+k
−kF (σ)+k
dp ζab (p) (3.12)
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and using Eq. (3.7) we obtain a single (nonlinear) equation relating EF and kF (σ):
EF =
~2k2F (σ)
2m∗ + Eyz +
1
4
(
ωB
ωy
)
~ωB + g∗µ∗BBxσ +
e2ζab (0)
16pi n −
e2
32pi2
ˆ 2kF (σ)
0
dp ζab (p) (3.13)
Once n and kF (σ) are calculated in this manner, the zero-temperature dispersion relation
E (k;T = 0) is completely defined. This relation is then used to obtain an approximation of the
concentration and the energy-momentum relation at higher temperatures:
nσ (T ) ≈ 12pi
ˆ +∞
−∞
dkx fT [Eσ (k;T = 0)] (3.14)
E (k, σ;T ) ≈ ~
2k2
2m∗ + Eyz +
1
4
(
ωB
ωy
)
~ωB + g∗µ∗BBxσ
+e
2ζab (0)
16pi n (T )−
e2
32pi2
ˆ +∞
−∞
dp ζab (p) fT [Eσ (k;T = 0)] (3.15)
3.2 Emergence of spin-polarized regimes
At zero temperature, if the spin-dependent electron concentrations nσ are positive, they are asso-
ciated with the wavevectors kF (σ) through the relation kF (σ) = pinσ, so that EF = E
(
kF (σ)
)
=
EF [nσ]. Then, since EF is spin-independent, it holds that EF [nσ] = EF [n−σ] (where nσ + n−σ =
n). Using this condition together with Eq. (3.7) we obtain a relationship between nσ and the total
concentration n, which we write in terms of ∆nσ ≡ nσ − n/2:
pi2
2 n∆nσ + σ
eg∗Bx
2~ −
e2m∗
64pi2~2
ˆ 2pi(n/2+∆nσ)
2pi(n/2−∆nσ)
dp ζab (p) ≡ F (∆nσ;n) = 0 (3.16)
This equation involves contributions only from the kinetic energy term Tx(σ) = ~2k2F (σ)/2m∗ =
~2pi2n2σ/2m∗, the Zeeman splitting term UB and the exchange term Uexch; the confinement strength
plays a role through the parameters a and b. It holds as long as 0 ≤ |∆nσ| ≤ n/2, because nσ
has to be non-negative and less than the total concentration n. For instance, if Eq. (3.16) yields a
solution with ∆n↑ > n/2, then n↓ will be negative and the identity kF (↓) = pin↓, which was used
to derive Eq. (3.16), will be invalid. Therefore, in that case n↓ must be set to zero in order to still
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satisfy Eq. (3.7), and consequently n↑ = n, which corresponds to full spin polarization.
In the case of non-interacting electrons (i.e. when the overlap function ζab (p) vanishes), the
magnetic field induces a Zeeman splitting between spin-up and spin-down electrons. Then, Eq.
(3.16) has a unique solution for ∆nσ that is independent of the confinement strength; written in
terms of nσ, the solution is
nσ =
n
2
[
1−
(
nB
n
)2
sign (g∗Bxσ)
] nB ≡
√
e |g∗Bx|
pi2~
 , (3.17)
provided that n ≥ nB. When n < nB, this equation will yield, e.g., n↑ < 0 for sign (g∗Bx) > 0; in
that case, it is no longer valid and n↑ must be set to zero, so the wire will exhibit full spin-down
polarization (n↑ = 0, n↓ = n).
When electron-electron interactions are considered (ζab (p) 6= 0), and if the total carrier concen-
tration is low, Eq. (3.16) has a single solution for ∆nσ in terms of n, corresponding to a specific
spin configuration. However, when n exceeds a particular threshold value nonset, there are two
additional solutions. A way to observe this is by expanding the integral in Eq. (3.16) as a series
in ∆nσ, in the limit |∆nσ|  n, and keeping terms up to third order in ∆nσ. This results in the
following equation:
pi2
2 n∆nσ + σ
eg∗Bx
2~ −
e2m∗
64pi2~2
{
(pi∆nσ) ζab (pin) +
2
3 (pi∆nσ)
3 ζ ′′ab (pin) + . . .
}
= 0 (3.18)
(ζ ′′ab (p) =
[
d2ζab (p) /dp2
]
). This equation is cubic in ∆nσ, so it will have either one or three
solutions depending on the different coefficients.
To further illustrate the presence of multiple solutions, in Figure 3.2 we show a plot of F (∆n↑;n)
(the left-hand side of Eq. (3.16)) as a function of ∆n↑ for several values of n. We consider a GaAs
wire with g∗ = 0.44, m∗ = 0.067m0 and  = 12.90. Additionally, we set the confinement strength to
~ωy = ~ωz = 2.0 meV, and the magnetic field to Bx = 1 T. The solutions of Eq. (3.16) correspond
to the crossings of the curves with the horizontal axis (dotted line). When the concentration is
smaller than nonset (dashed line), only a single solution for ∆n↑ (positive, in this case) is possible.
However, when n > nonset (dash-dotted line), there are two additional (negative) solutions for ∆n↑.
When n = nonset (solid line), the slope of F (∆n↑;n) is zero at the value of ∆n↑ for which the
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Figure 3.2: F (∆n↑;n) vs ∆n↑ for different concentrations n. g∗ = 0.44, m∗ = 0.067m0,  = 12.90,
~ωy = ~ωz = 2.0 meV, and Bx = 1 T.
negative solution first appears. Therefore, nonset and the corresponding ∆nσ are found by solving
the pair of equations F (∆nσ;n) = 0 and ∂F (∆nσ;n) /∂∆nσ = 0. For the aforementioned material
and confinement parameters, we find nonset = 1.94× 105 cm−1.
In Fig. 3.3(a) we plot the polarization, P = (n↑ − n↓) /n, as a function of the total concentration
n, both for interacting and non-interacting electrons; as in Fig. 3.2, we set ~ωy = ~ωz = 2.0 meV
and Bx = 1 T. The solid line in this figure corresponds to the spin-polarization for non-interacting
electrons. In this case P is negative because of the Zeeman interaction, UB = g∗µ∗BBxσ, which
lowers the potential energy of spin-down electrons; therefore, n↓ exceeds n↑ for a given Fermi
energy. For concentrations n ≤ nB = 0.817 × 105 cm−1, there is complete spin-down polarization
and P = −1. Meanwhile, for n > nB, Eq. (3.17) gives P = − (nB/n)2, so −1 < P < 0 and there
is partial spin polarization. As n increases towards infinity, P slowly drops to zero; this is because
the kinetic energy term Tx(σ), which increases with nσ, dominates at high concentrations when
compared to the Zeeman splitting term (which is concentration-independent).
The three non-solid lines in Fig. 3.3 represent the three available solutions to Eq. (3.16) for
interacting electrons. One of them (dashed line) is present for all concentrations values; we refer to it
as the “↑” or “up” configuration, given that its polarization is P > 0. For this “↑” configuration, the
wire is partially spin-polarized when 4.51×103 cm−1 ≤ n ≤ 1.92×105 cm−1 and fully spin-polarized
outside this range. These limiting values are obtained by solving Eq. 3.16, setting ∆n↑ = +n/2.
The minimum polarization is P = 0.32 at n = 0.54 × 105 cm−1. Spin polarization is opposite to
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Figure 3.3: (a) Polarization and (b) average energy per electron vs. total concentration at Bx =
1 T, ~ωy = ~ωz = 2.0 meV and T = 0 K for non-interacting electrons (solid line) and the three
polarization configurations for interacting electrons: ↑ (dashed), ↓ (dotted) and ↓∗ (dash-dotted).
Insets of (b): (top left) polarization of the ground state vs. total concentration; (bottom right)
fractional concentrations of spin-up and spin-down electrons in the ground state.
the non-interacting case because of the exchange energy Uexch, which lowers the zero-point energy
of the 1D energy subband. At very low n, Uexch is larger than Tx, but since EF (n↑) = EF (n↓),
n↑ has to increase with a corresponding decrease in n↓ (otherwise, Uexch(↓) would be much more
negative than Uexch(↑), which would cause EF (n↓) to drop far below EF (n↑)).
For concentrations above nonset
(
= 1.94× 105 cm−1), two new spin configurations emerge, both
with P < 0: “↓” or “down” (dotted line in Fig. 3.3) and “↓∗” or “down-star” (dash-dotted line).
In both cases, P = −0.62 at the threshold concentration nonset, but the configurations behave
differently as n increases. In the “↓” regime, the spin polarization becomes stronger (i.e. more
negative) until full polarization P = −1 is achieved when n > nfull (= 2.27× 105 cm−1). On the
other hand, in the “↓∗” regime, the polarization weakens and tends to zero as n→∞, approaching
the high-concentration behavior predicted for non-interacting electrons. The values of nonset and
nfull, together with their corresponding energies, will change when the confinement strengths in the
wire are modified, as will be shown in more detail in Fig. 3.7.
The different behaviors of the three spin configurations (↑, ↓ and ↓∗) result from the interplay
between the kinetic energy Tx, the exchange interaction Uexch and the Zeeman term UB to maintain
the condition EF (n↑) = EF (n↓). We illustrate this by analyzing the high-concentration limit, in
which P → 1, P → −1 and P → 0 for the ↑, ↓ and ↓∗ configurations, respectively: (1) If n↑  n↓,
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then the sum of the contributions from U↑exch and U
↑
B becomes more negative and compensates for
the increase in the spin-up kinetic energy T ↑x , thus preventing EF (n↑) from increasing past EF (n↓);
this corresponds to spin-up polarization (↑ configuration). (2) If, instead, n↑  n↓ (P → −1, “↓”
configuration), T ↑xdecreases while T ↓x increases, so EF (n↑) drops and EF (n↓) rises until they match.
(3) If n↑ < n↓ but n↑−n↓ → 0 as the concentration increases (P → 0, “↓∗” configuration), then Tx
and Uexch, both of them increasing with n, will almost cancel each other out, with the difference
between them compensating for the concentration-independent splitting term UB.
At zero temperature, the system will adopt the spin configuration (↑, ↓ and ↓∗) that has the
lowest total energy (or, equivalently, the lowest average energy per electron); this is the ground state
of the system. When T is greater than zero, the other configurations become accessible through
thermal excitations. The average energy per electron Eavg at an arbitrary temperature T is given
by
Eavg =
1
N
∑
k,σ
E (k, σ) fT [E (k, σ)]→ 12pin
∑
σ
ˆ +∞
−∞
dk E (k, σ) fT [E (k, σ)] (3.19)
When T = 0, fT [E (k, σ)]→ θ
(
kF (σ) − |k|
)
(provided that kF (σ) is real), so
Eavg(T=0) =
1
2pin
∑
σ
ˆ +kF (σ)
−kF (σ)
dk E (k, σ) (3.20)
For E (k, σ) as in Eq. (3.7), we find that
Eavg(T=0) =
pi2~2
6m∗
(
n3↑ + n3↓
n
)
+ Eyz +
1
4
(
ωB
ωy
)
~ωB
+g
∗µ∗BBx
2
(
n↑ − n↓
n
)
+ 12Uel + Javg (3.21)
Javg is the average exchange energy per electron:
Javg = −
(1
2
) 1
2pin
∑
σ
ˆ +∞
−∞
dk Uexch (k, σ) fT [E (k, σ)] (3.22)
Javg(T=0) = −
e2
128pi3n
∑
σ
ˆ +kF (σ)
−kF (σ)
dk
ˆ +kF (σ)
−kF (σ)
dp ζab (p− k) (3.23)
The factors of 1/2 in front of Uel (Eq. (3.21)) and in the expression for Javg (Eq. (3.22)) are
there to avoid double-counting electrons.[87, 88]
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In Figure 3.3(b) we plot the average energy per electron Eavg as a function of n for all three
configurations. For n above nonset, when all three solutions are possible, the ↓∗ configuration has
the lowest energy, with an energy difference with the other two solutions that grows as n increases.
At the threshold concentration nonset = 1.94 × 105 cm−1, Eavg = 5.2 meV for both the ↓ and ↓∗
configurations, but the separation between them subsequently increases with n, and reaches 0.7 meV
when n = 3×105 cm−1. The ↑ configuration has the highest energy, exceeding that of the ↓ solution
by 0.4 meV regardless of concentration. Thus, the ↓∗ configuration corresponds to the ground state
of the system, but only for n > nonset; for n < nonset, ↓∗is not allowed, so the system must assume
the ↑ configuration. Consequently, the ground state flips abruptly from a positive to a negative
polarization at the threshold concentration nonset.
The effects of the polarization reversal of the ground state are illustrated on the insets of Figure
(3.3)(b). The top-left inset shows the polarization Pgnd of the ground state, which drops from +1
(↑ configuration, dashed line) to −0.6 (↓∗ configuration, dash-dotted line) at nonset. The plot on
the bottom-right inset is of the ratio nσ/n for the ground state. Below nonset, with the system in
the ↑ configuration, n↑ is greater than n↓, with a minimum n↑/n ≈ 0.7 at n = 0.54 × 105 cm−1,
and a maximum n↑ = n in the ranges n ≤ 4.51 × 103 cm−1 and 1.92 × 105 cm−1 ≤ n ≤ nonset. At
nonset, the system switches to the ↓∗ configuration, for which n↓ > n↑; n↓ is maximum (≈ 0.75n)
at this spin-reversal point, but drops towards 0.5n with increasing n.
Varying the concentration n and/or the magnetic field Bx will determine which polarization
regimes are accessible to the system. In Figure 3.4(a) we show five different regions, or magnetic
phases, as a function of n and Bx. In regions (I) and (II), only the ↑ configuration is possible, with
either partial or full polarization, respectively. The line separating regions (I) and (II) corresponds
to the concentration nfull(+) at which the ↑ configuration becomes completely polarized; when
Bx > 4.22 T, the ↑ regime is fully polarized, regardless of the concentration. Regions (I) and (II)
are separated from regions (III) and (IV) by the curve representing nonset, the minimum (magnetic
field–dependent) concentration for which the ↓ and ↓∗ configurations will emerge. In regions (III)
and (IV), the ↑ configuration is either partially or fully polarized, respectively. Finally, in region
(V) on the right end of the diagram, both the ↑ and ↓ configurations are fully polarized. The
line separating regions (IV) and (V) corresponds to the minimum concentration nfull(−) for full
polarization of the ↓ solution. Both nonset and nfull(−) increase with increasing magnetic field.
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Figure 3.4: (a) Diagram of the distinct spin-polarized regimes as a function of Bx and n: (I) ↑
configuration only, partially polarized; (II) ↑ configuration only, fully polarized; (III) ↑ (partial), ↓
(partial), ↓∗ (partial); (IV) ↑ (full), ↓ (partial), ↓∗ (partial); (V) ↑ (full), ↓ (full), ↓∗ (partial). (b)
Polarization vs. n for different magnetic field strengths. ~ωy = ~ωz = 2.0 meV, T = 0.
Figure 3.4(b) shows the evolution of the different spin polarization regimes in the wire with
vanishing magnetic fields. As Bx → 0 , the ↑ solution collapses into an unpolarized regime when
the concentration is below nonset, and the same thing happens to the ↓∗ solution for n > nonset.
This implies that, when the magnetic field drops to zero, an unpolarized configuration (devolved
from the ↓∗ solution) will coexist with two spin-polarized regimes above nonset, i.e. the ↑ and ↓
solutions, which are symmetric relative to each other. This result will be further described in the
next section. Meanwhile, as the magnetic field decreases, the concentration threshold nonset drops
to a lower value, and at Bx = 0 all three configurations will have a polarization P = 0 at a common
nonset value.
3.3 Spin polarization in the absence of a magnetic field
As shown earlier, in the absence of a magnetic field, a spin-unpolarized configuration will coexist
with two spin-polarized configurations when the total concentration exceeds a threshold value nonset.
When Bx = 0, Eq. (3.16) (and its approximate form, Eq. (3.18)) gives the following three solutions
for ∆nσ = nσ − n/2: a trivial solution ∆nσ = 0, which corresponds to the spin-unpolarized case;
and a pair of non-zero solutions, both associated with spin-polarized regimes, approximately given
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by:
∆nσ ≈ ±
√
3
ζ ′′ab (pin)
[
a∗n− ζab (pin)2pi2
]
(3.24)
where a∗ is the effective Bohr radius,
a∗ = 4pi~
2
e2m∗
(3.25)
We refer to each of the resulting possibilities (n↑ = n↓, n↑ > n↓ and n↑ < n↓) as the “0”,
“+” and “−” configurations, respectively. Crucially, though, the non-trivial solutions associated
with the “+” and “−” regimes exist only if the argument inside the square root of Eq. (3.24) is
non-negative. This imposes a condition for the minimum concentration nonset(Bx=0) for the emergence
of the spin-polarized regimes:
ζab
(
pinonset(Bx=0)
)
pinonset(Bx=0)
= 2pia∗ (3.26)
The onset concentration nonset thus depends on the specific material (via a∗) and on the con-
finement shape and strength (through the overlap function ζab and its parameters a and b).
As the concentration increases, so does the polarization, until the system becomes fully spin-
polarized. We obtain an expression for the minimum concentration nfull for full polarization by
setting ∆nσ = n/2 in Eq. (3.16):
(
pinfull
)2
= 14pia∗
ˆ 2pinfull
0
dp ζab (p) (3.27)
Figure (3.5)(a) is a plot of the spin-dependent concentrations in the wire for the ↓ configuration
(n↓ > n↑) when Bx = 0. The solid line represents the unpolarized case (n↓ = n↑ = n/2). The spin-
polarized regimes, represented by the dashed curves, emerges at n = nonset
(
= 1.54× 105 cm−1).
Above this threshold n↓ continues to increase with n until the wire becomes fully polarized (n↓ = n,
n↑ = 0) for n ≥ nfull
(
= 2.1× 105 cm−1). The inset shows the polarization corresponding to this
configuration as it changes from 0 at n = nonset to −1 at n = nfull.
Both spin-polarized configurations (↑ and ↓) have the same (quasi-)Fermi energy, which is higher
than that of the unpolarized configuration. This is shown in Fig. 3.5(b), which displays the Fermi
energy (or quasi-Fermi energy) associated with each of the different solutions, as a function of the
total concentration. At the onset of polarization, the Fermi energy is 7.0 meV for all configurations,
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Figure 3.5: Spin-polarized regimes at Bx = 0. (a) Spin-polarized concentrations n↑ and n↓ vs. n
for the ↓ configuration when Bx = 0. Inset: polarization of the ↓ configuration vs. n. (b) Fermi
energy vs. n for the unpolarized configuration (solid) and quasi-Fermi energy for the polarized
(dotted) regimes. The vertical dash-dotted line marks the concentration for full polarization (nfull =
2.1× 105 cm−1). ~ωy = ~ωz = 2.0 meV, T = 0.
but as n increases past nonset the energy of the polarized regimes rises more rapidly, so at n = nfull
the difference in energies between both cases is ∼ 1.5 meV. Therefore, at zero temperature, the
ground state of the electrons in the wire will be unpolarized. This is what would be expected
from the Lieb-Mattis theorem[89, 90], which states that a spin-polarized ground state is forbidden
in strictly 1D systems. At higher temperatures, however, the system can be thermally excited to
one of the spin-polarized configurations; this is especially true for concentrations close to nonset, in
which case the energy difference between the polarized and unpolarized configurations is smaller.
The energy-momentum relation for spin-up and spin-down electrons at Bx = 0 is illustrated
in Fig. 3.6(a–c) for three different concentrations. Solid lines represent the unpolarized (“0”)
solution, while dashed lines correspond to the P < 0 (“−”) configuration. In all cases, at the Fermi
wave vector there is an inflection point caused by the exchange interaction, which indicates the
presence of a maximum in the carrier velocity and a minimum in the 1D density of states. In
Fig. 3.6(a), for which n < nonset
(
= 1.54× 105 cm−1), there is a single energy-momentum curve for
both spin-up and spin-down electrons. Once the spin-polarized configurations become available at
concentrations above nonset, the single curve splits into three separate lines, one of them above and
the other one below the unpolarized dispersion relation. In Fig. 3.6(b), the concentration n is just
above the threshold, and both spin-polarized curves remain mostly below their corresponding Fermi
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Figure 3.6: Energy vs. wavevector when Bx = 0, for three different concentrations: (a) just below
the threshold for polarization; (b) just above the threshold; (c) significantly above the thresh-
old. E(0)σ (k) and k(0)F (σ) are, respectively, the energy and the Fermi wavevector in the unpolarized
configuration, while E(−)σ (k)and k(−)F (σ) are the energy and the Fermi wavevector in the polarized
(P < 0) configuration for electrons of spin σ (=↑, ↓). E(0)F and E(−)F are the Fermi energies for the
unpolarized and polarized configurations, respectively.
level, which sits slightly higher than its unpolarized counterpart. As the concentration continues
to increase, the curve-splitting becomes more significant, as shown in Fig. 3.6(c). The topmost
dispersion relation, corresponding to spin-up electrons, is almost entirely above the spin-polarized
Fermi level, which, in turn, is much higher than the unpolarized level. In both Figs. 3.6(b) and
(c), the spin polarization tapers off at high wavevectors/energies, indicating that the effect weakens
with carrier energy and concentration.
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3.4 Effects of confinement variations
As mentioned before, the concentrations at the onset of polarization (nonset) and at full polarization
(nfull) also depend on the strength of the transverse confinement along the y- and z-directions,
i.e. on the size and shape of the cross-section of the wire. This dependence arises entirely from
electron-electron interactions, in particular the exchange interaction, since Eq. (3.16) predicts
a confinement-independent onset nonset for non-interacting electrons when ζab (p) → 0 (i.e. Eq.
(3.17)).
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Figure 3.7: Confinement dependence of the spin-polarized regimes. Carrier concentration n at the
onset of polarization (solid line) and when full polarization is achieved (dashed line) as a function
of: (a) ~ωy for the case ~ωy = ~ωz ≡ ~ω; (b) ωy/ωz, with ~ωz = 2 meV. Bx = 0 and T = 0 in both
cases. Insets: close-ups of regions ~ω < 0.3 meV (in (a)) and ωy/ωz < 0.25 (in (b)) showing the
maximum concentration nC for which only one subband is occupied (dash-dotted line).
Figure 3.7(a) displays the variation of nonset (solid line) and nfull (dashed line) as a function of
the confinement strength ~ωy, for a wire with a circular cross section (~ωy = ~ωz ≡ ~ω) and keeping
Bx = 0. Both nonset and nfull increase when ~ω increases, although the increase is less rapid and
becomes almost constant when ~ω & 2 meV. The range of n for which partial polarization exists
(0 < |P | < 1, corresponding to region (III) of Fig. 3.4(a)) also becomes wider when the confinement
is stronger. These results indicate that the wider the wire, i.e. the weaker the confinement, the lower
the concentration for which polarization is possible. However, this will only be true as long as the
system remains in the extreme quantum limit, i.e. only the first subband is occupied. The second
subband will start to become populated when the electron energy is ~ωy above the bottom of the
first subband (taking ωy ≤ ωz); therefore, to stay in the extreme quantum limit, the concentration
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n must be smaller than a critical value nC , given by:
nC =
2
pi~
√
2m∗ (~ωy) (3.28)
The inset of Fig. 3.7(a) shows a close-up of the nonset and nfull curves for small confinement
strangths, together with a plot of nC (dash-dotted line). For a circular wire cross-section, the
system falls outside the scope of the model (nonset > nC) when ~ω > 0.02 meV.
The effects of asymmetric confinement on nonset and nfull are portrayed in Fig. 3.7(b) for
different confinement strength ratios ωy/ωz, when ~ωz = 2 meV. Both nonset and nfull increase with
the ratio, very rapidly for ωy < ωz and at a much slower rate for ωy > ωz. This reflects the fact
that the overlap function ζab grows with stronger confinement. For instance, for ~ωy = 10 meV and
~ωz = 2 meV (ωy/ωz = 5), nonset = 1.87 × 105 cm−1, while for ~ωy = ~ωz = 2 meV (ωy/ωz = 1),
nonset = 1.87 × 105 cm−1. Increasing ~ωz would shift the curves upwards; for example, setting
~ωy = ~ωz = 10 meV gives nonset = 2.34 × 105 cm−1. As mentioned before, the spin-polarized
regimes are accessible provided that nonset < nC . In the inset of Fig. 3.7(b), it can be seen that
this limit is reached when ωy/ωz > 0.068 or ~ωy > 0.14 meV.
3.5 Discussion
Our model shows that electron-electron interactions in quasi-1D systems with longitudinal magnetic
fields lead to complex interweaved spin-polarized regimes which differ from those described in
previous works, e.g. magnetic configurations opposite to those expected from pure Zeeman splitting
in low-concentration nanowires. [91] These new results are the consequence of considering an exact
3D 1/r-Coulomb potential as opposed to a Dirac point potential [72, 91], which enables us to include
the interaction between electrons with parallel spins (prohibited with a Dirac interaction [91]) in
the energy-momentum relation, Eq. (3.7). Specifically, at zero B-field, our theory shows that two
symmetric and degenerate spin-polarized configurations exist for all values of carrier concentration
(and Fermi energy) above a concentration threshold, even in the absence of spin-orbit interaction.
The presence of different polarization regimes is consistent with direct measurements of the
spin polarization in quantum point contacts [43] showing their variability as the magnetic field
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and concentration are changed. Furthermore, the sudden polarization reversal predicted in our
model (Fig. 3.3(b)) also explains the abrupt rearrangement of the spin-up and spin-down levels
under a strong in-plane magnetic field as observed by Graham et al [92] and previously interpreted
as an exchange-driven magnetic phase transition [72, 92, 93]. Indeed, at nonset, the polarization
of the ground state changes from positive to negative, so the energy level required for spin-up
electrons suddenly rises above that of spin-down electrons, leading to the observed depopulation of
the spin-up subband.
The collective spin states described in our model also account for the observations of separate
spin modes in coupled quantum wires that were originally attributed to Luttinger-liquid behavior
[19, 20]. Our findings, however, result from the nonlinear nature of the energy dispersion relation as
the particle concentration increases, thereby highlighting the limitations of the low-energy, linear-
dispersion Luttinger model [94]. Such limitations are revealed, for instance, by the observation of
fast energy relaxation of particles in quantum wires, a process forbidden by Luttinger-liquid theory
[95]. Moreover, our results do not conform to the Wigner-crystal picture [15, 16] either, since such
a picture precludes the presence of spin-polarized states in the absence of a magnetic field. Indeed,
in this framework, the condition for polarization is that the Zeeman energy |UB| = gµBBx/2 exceed
the exchange energy |Uexch| [96], contrary to our findings.
Furthermore, our theory highlights the importance of a full 3D approach to account for the
sensitivity of the spin-polarized configurations to varying confinement strength and asymmetry. In
this chapter we used a pair of parabolic potentials to model the transverse confinement, which is
suitable for elliptical wire cross-sections. It is, however, general and valid for other geometries,
for which the overlap function ζab (p), critical in setting the concentration threshold nonset for
the different spin-polarized regimes (Eqs. (3.16) and (3.24)), would need to be evaluated with
the corresponding wave functions. (Indeed, in Chapter 5 we apply these methods to describe
spin-polarized regimes in a QPC.) This is also relevant for spintronics applications, as it enables
the design of devices with specific spin-polarization characteristics by changing the shape and
confinement of the 1D constriction. For instance, in a GaAs/AlGaAs heterostructure, the desired
range of polarizations can be set by choosing a suitable physical separation between the split
gates and a specific acceptor density in GaAs. Subsequent fine-tuning of the polarization could be
achieved by simply adjusting the split-gate potential bias. Such an ability to tune the spin-polarized
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configurations and currents in a nanodevice is imperative if all-electric spintronic devices [4, 12, 14]
are to be used widely.
Interestingly, our prediction that spin polarization is possible in symmetric quantum wires
contrasts with the findings of Debray et al [24], whose experiments observed a spin-polarized current
in a QPC only when the confinement potential was strongly asymmetric. It should, however, be
pointed out that their QPC device is made with InAs, a material characterized by a strong intrinsic
spin-orbit interaction. For this reason, the authors of that work attribute the emergence of spin
polarization to a lateral spin-orbit coupling (which is a function of both the electron momentum and
the confinement potential), as opposed to the Rashba spin-orbit interaction (which only depends
on momentum). [81]
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Chapter 4
Transport properties of a
modulation-doped GaAs QPC5
4.1 Description of a QPC structure
We now turn our attention to the electronic transport through quantum point contacts, to explain
their anomalous conductance features at 0.3G0 and ∼ 0.6 − 0.7G0. A quantum point contact
is frequently realized in a GaAs/AlGaAs heterojunction consisting of a layer of delta-doped or
modulation-doped AlGaAs placed atop a GaAs substrate. [31–33, 86, 97, 98] The heterojunction
interface lies 200−300 nm under the device surface. In Fig. 4.1 we show a schematic representation
of a split-gate QPC; the z–axis is oriented perpendicular to the heterojunction interface, so that
z > 0 measures the depth within the GaAs substrate. The x–direction runs from the source to
the drain electrode, while the y–axis extends from one gate to the other. The point (x, y) = (0, 0)
corresponds to the center of the QPC. Electrons are injected into the 2DEG on the source side of
the device, then flow into the QPC and are finally collected at the drain electrode. Through the
application of a negative potential or gate bias to the split-gate electrodes, the 2DEG underneath
them is depleted and the electrons are laterally confined to a narrow region between the gates.
The different contributions to the potential energy of electrons in the QPC are shown in Fig. 4.2.
A depletion potential Uz (z), resulting from the ionized GaAs acceptors, confines charge carriers
5This chapter is based on: A. X. Sánchez and J.-P. Leburton, “Temperature Modulation of the Transmission
Barrier in Quantum Point Contacts,” Physical Review B, Vol. 88, 075305 (2013). Used with permission.
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Figure 4.1: Schematic representation of a quantum point contact. S, D and G stand for source,
drain and gate, respectively.
into a 2DEG underneath the GaAs/AlGaAs heterojunction interface, in the x− y plane. Electrons
are prevented from tunneling into AlGaAs (z < 0) by the tall barrier at the interface. In the 2DEG,
electron energies are restricted to discrete subbands whose energies are Ez0, Ez1,... at points far
away from the QPC, i.e. for x→ −∞ (Fig. 4.2(b)). Next, in the QPC, the finite-width, negatively-
biased gate electrodes induce an additional saddle potential UQPC (x, y), which is made up of two
contributions: a lateral potential energy well Uy (y), which we model as parabolic (Fig. 4.2(a));
and a smooth potential barrier Ux (x) running along the conduction axis. The lateral potential Uy
constrains electrons to a narrow region between the gates, and splits each of the 2DEG subbands
into a new set of discrete energy subbands with energies Ey0, Ey1,... above those of the 2DEG
subbands. At zero temperature, the subbands will be occupied only if their energies are lower than
the Fermi energy EF .
Because of the saddle potential, the charge density at the QPC decreases, which in turn reduces
the effect of electron-electron interactions and shifts the 2DEG subband energies downwards. The
addition of the energy Ez0 of the lowest 2DEG subband (Fig. 4.2(b)), the (smallest) energy increase
Ey0 from the lateral confinement, and the QPC potential barrier Ux (x), results in the effective 1D
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Figure 4.2: (a) Confinement potential well Uy induced by the gates, showing the energy sub-levels
Ey0, Ey1, etc. (b) Potential in the 2DEG, showing the Fermi energy and the 2DEG subbands. (c)
Contributions to the effective potential: energy of the lowest subband (Ez0), potential barrier (Ux)
and energy due to the parabolic confinement (Ey0).
potential Ueff (x) shown in Fig. 4.2(c). We neglect the image potential, given that the difference
between the dielectric constants of GaAs (κ = 12.9) and AlxGa1−xAs (κ = 12.0 for x = 0.3) [99] is
very small.
4.2 Hartree-Fock model of a long QPC
We apply the results from Chapter 3 to a very long quantum point contact, effectively a quantum
wire. In this chapter, we treat the QPC as spin-unpolarized, i.e. we only consider the solution
n↑ = n↓ = n/2 and kF (↑) = kF (↓) = pin/2. Additionally, we neglect the capacitive effect of the
split gates, which would ensure that the total electron concentration n remained temperature-
independent (i.e. that charge was conserved) over a large range of temperatures; therefore, we
allow for the electron concentration in the device to potentially change with temperature. Finally,
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we do not consider any magnetic field effects (Bx = 0).
In the absence of an applied split-gate voltage, the 2DEG confinement potential in GaAs due to
the depletion from ionized acceptors depends on the acceptor density NA and on the width of the
depletion region zd =
√
2EC/e2NA, where EC = 1.52 eV is the bottom of the conduction band in
the bulk of GaAs; for NA = 1014 cm−3, zd = 4.7µm, which is much larger than the characteristic
thickness of the 2DEG layer. A good approximation to this potential is a triangular well: [88]
Uz (z) =
e2NA

z
(
zd − z2
)
(4.1)
This potential satisfies the boundary conditions Uz (z = 0) = 0 and [∂Uz/∂z] (z = zd) = 0, i.e.
its contribution to the electric field is zero at z = zd. The electric field at z = 0 is Ez (z = 0) =
e2NAzd/ =
√
2e2NAEC/ ∝
√
NA, indicating that the strength of the confinement increases with
increasing NA. Meanwhile, the parabolic lateral confinement potential induced by the gates is
Uy (y) = m∗ω2yy2/2, as in the previous chapter (Eq. (3.1)).
The Hartree and exchange terms Uel (~r) and Uˆexch [ψ (~r)] are still given by Eq. (3.3) and (3.4),
but in this case the Coulomb interaction takes the form
UCoul
(
~r, ~r ′
)
= e
2
4pi
 1
|~r ′ − ~r| −
1√
(x′ − x)2 + (y′ − y)2 + (z′ + z)2
 (4.2)
The second term on the right-hand side is associated with mirror charges placed on the AlGaAs
side of the heterointerface. With this expression for UCoul, Uel (~r) satisfies boundary conditions
similar to those that apply to Uz (z), i.e. Uel (z = 0) = 0 and [∂Uel/∂z]z=zd ≈ [∂Uel/∂z]z→∞ = 0;
additionally, the expectation value of Uel will remain finite.
For the long QPC under consideration, the potential barrier Ux is constant, so the solution to
the Schrödinger equation (Eq. (2.2)) can still be written as the product of a plane wave traveling
along x and a function depending on y and z (Eq. (2.3)). Then, to find the 1D electron energy
(Eq. (2.9)), we use the following trial wave function:
ψ (~r; k) = e
ikx
√
Lx
(
a1/2
pi1/4
e−a2y2/2
)(
b3/2
21/2
ze−bz/2
)
(4.3)
The y- and z-dependent terms are, respectively, the ground state of the parabolic potential
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Uy (y) and an approximation of the ground state of the depletion potential Uz (z) [88]. In this case,
the a and b parameters are not directly defined in terms of the confinement strength (i.e. in terms
of ~ωy and NA), but instead are found by minimizing the average energy per electron, Eavg (Eq.
(3.19)); as a result, the parameters will vary with the concentration n. In particular, when n = 0,
a and b take the values
a [n = 0] ≡ a0 =
√
m∗ωy
~
(4.4)
b [n = 0] ≡ b0 ≈
[
12m∗e2NAzd
~2
]1/3
(4.5)
The expectation values for the kinetic and potential energy terms are:
Tyz ≡
〈
− ~
2
2m∗
(
∂2y + ∂2z
)〉
= ~
2
8m∗
(
2a2 + b2
)
(4.6)
Uyz ≡ 〈Uy (y) + Uz (z)〉 =
m∗ω2y
4a2 +
3e2NAzd
b
(
1− 2
zdb
)
(4.7)
As for the interaction terms Uel and Uexch, their expectation values are still given by Eq. (3.8)
and (3.9), but the overlap function (see Appendix A) now takes the form
ζab (px) = b
ˆ +∞
0
dpy exp
(
− p
2
y
2a2
)
3P 4 + 18bP 3 + 44b2P 2 + 54b3P + 33b4
(P + b)6
(4.8)
(P ≡
√
p2x + p2y.) As a way of verifying the validity of these results, we notice that the expres-
sions for
〈(−~2/2m∗) ∂2z〉 ≡ Tz and Uz in the zero-lateral confinement case (ωy = 0) reduce to the
corresponding expressions for the 2DEG: [88]
Tz(2D) =
~2b2
8m∗ ; Uz(2D) =
3e2NAzd
b
(
1− 2
bzd
)
(4.9)
We also compare Uel (Eq. (3.8)) to its 2DEG counterpart,[88]
Uel,2D =
33e2n2D
16b , (4.10)
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by doing a series expansion of ζab (0) with respect to a/b:
ζab (0) =
33
√
pi√
2
a
b
− 144
(
a
b
)2
+ 413
√
pi√
2
(
a
b
)3
+ ... (4.11)
Then, to first order in a/b, Uel = 33e2an/16
√
2pib, which matches with Uel,2D if we identify n2D
with an/
√
2pi.
As mentioned in the previous chapter, in general the energies E (kx) and the total concentration
n are obtained by solving the system of integral equations specified by Eq. (2.9), which reduces
to Eq. (3.13) at T = 0. Some additional simplifications, however, can be made by approximating
the exchange term Uexch, which is always smaller than the Hartree term Uel. If Uexch is neglected
entirely (an approximation suitable for very high concentrations), we can obtain an explicit solution
for n = 2kF /pi at T = 0 from Eq. (3.13):
n [T = 0] = 2
√
2m∗
pi2~2
θ (EF − Ux − Eyz)
×
−
√
2m∗
pi2~2
(
e2ζab (0)
16pi
)
+
√
2m∗
pi2~2
(
e2ζab (0)
16pi
)2
+ (EF − Ux − Eyz)
 (4.12)
For non-zero temperature, n is obtained from the following expression involving F−1/2, the
Fermi-Dirac integral of order −1/2:
n [T ] =
√
2m∗kBT
pi2~2
F−1/2
[
1
kBT
(
EF (T )− Ux − Eyz − e
2ζab (0)
16pi n
)]
(4.13)
Meanwhile, if the total carrier concentration is very low, the Uexch integral in Eq. (3.13)
is approximately equal to pinζab (0), since ζab (k) = ζab (0) + O
(
k2
)
. Therefore, in this case,
Uexch ≈ −Uel/2, so Eq. (4.12) and (4.13) can be used to obtain an approximate solution for
n, by substituting ζab (0) with ζab (0) /2.
Figures 4.3(a) and (b) display the variational parameters a and b, normalized to their zero-
concentration values a0 and b0, versus the electron density n in the constriction for different
lateral confinement strengths ~ωy. We set NA = 1014 cm−3, which is relevant to experimental
situations.[31, 32] For a wire length of a few hundred nanometers, the calculated electron densi-
ties correspond to a population (number of electrons) that varies from a few electrons to tens of
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Figure 4.3: (a) a/a0 and (b) b/b0−1 vs. electron concentration n for different confinement strengths
~ωy in the constriction, from 1 meV (solid line) to 4 meV (dot-dashed line), for NA = 1014 cm−3, at
T = 0. Inset in (a): a0 vs. ~ωy. For (b), b0 = 0.190 nm−1.
electrons in the wire. As n increases, a decreases relative to a0; thus, the characteristic length of
the wavefunction along y, which is proportional to 1/a, increases. This indicates that electron-
electron interactions act against the effects of the gate-induced lateral confinement and spread out
the electrons over a wider region along the y-axis. a0 itself increases with increasing confinement
strength (Fig. 4.3(a)). Meanwhile, b increases relative to b0 when n increases (Fig. 4.3(b)), im-
plying that electrons are confined to a narrower layer near the heterojunction interface along the
z-axis. Both parameters vary more significantly when ~ωy is smaller, but a is more sensitive to
changes in the electron density than b; for instance, at n = 5× 105 cm−1, a decreases by up to 25%
(for ~ωy = 1 meV), while b goes up by 1% at most for the same confinement strength. The small
variation of b, coupled with the fact that 1/b (the characteristic length of the wavefunction along
z) is of the order of a few nanometers and an order of magnitude smaller than 1/a, is consistent
with the quasi-2DEG nature of the electron layer in GaAs.
Temperature changes only have a minor effect on a and b, as shown in Fig. 4.4(a) and (b). Even
at 1 K, a and b stay very close to their zero-temperature values. The largest variations occur at
very low electron densities, with a decreasing by less than 0.5% with respect to a0 and b increasing
by less than 0.05% relative to b0. At electron densities above ∼ 0.01 nm−1 (105 cm−1), the effect of
temperature on the variational parameters is negligible.
In Fig. 4.4(c) we plot Uel and Uexch versus the density n in the wire. Uel deviates slightly from
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Figure 4.4: (a) a/a0 and (b) b/b0 vs. n for different temperatures. (c) Hartree and exchange terms
Uel and Uexch vs. n in the constriction at T = 0. ~ωy = 2 meV and NA = 1014 cm−3, giving
a0 = 0.0419 nm−1 and b0 = 0.190 nm−1. Inset in (c): Uel/ |Uexch| vs. n.
the linear behavior predicted by Eq. (3.8), because both parameters a and b depend on n. The
exchange term |Uexch| is, at most, one half of Uel (at n → 0) and grows at a slower rate than Uel
with increasing n. As n→∞, Uexch tends to a constant value.
4.3 Electron concentration and effective potential in a finite QPC
When these results are extended to a QPC of finite length, the potential barrier Ux is no longer
constant, but rather depends on the position x along the conduction axis of the QPC. Further-
more, the lateral confinement Uy (y) will now drop to zero at points very far away from the QPC.
Therefore, the Schrödinger equation (Eq. (2.2)) is not separable anymore. Nevertheless, if Ux (x)
varies smoothly and slowly relative to the confinement potentials Uy (y) and Uz (z), an adiabatic
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approximation can be carried out in Eq. (2.2) to find local energy levels E (kx;x), a local electron
density n (x) and x-dependent parameters a and b.
For our first calculations, we model the potential barrier as
Ux (x) = U0sech2
(
x
x0
)
(4.14)
The length scale x0 is higher for longer QPCs, while the QPC barrier height U0 increases when
the gate voltage becomes more negative. To ensure that the adiabatic approximation remains valid,
x0 must be larger than the characteristic length in the y-direction (1/a), which is of the order of
a few tens of nanometers. In particular, 1/a0 = 24 nm when ~ωy = 2 meV, suggesting a lower
bound for x0. (The characteristic length along the z direction is 1/b; using NA = 1014 cm−3, we
find 1/b0 = 5.3 nm < 1/a0.) This limit on x0 also ensures that transport through the QPC remains
ballistic, given that the mean free path in GaAs is of the order of several microns.[26, 27] As for
the lateral confinement, it now takes the form
Uy (x, y) =
1
2m
∗ [ωy (x)]2 y2
ωy (x) = ωy,max
√
Ux (x)
U0
 (4.15)
These expressions are then used to calculate the effective potential Ueff (kx, x). As for the Fermi
level, it is determined by the electron density n2D in the 2DEG far away from the QPC, where the
effective potential reduces to Ueff (x→ −∞) = Tx + Uz + Uee = Ez0:
EF − Ueff(x→−∞) =
pi~2n2D
m∗
(4.16)
Figures 4.5(a) and (b) show the profile of the effective potential Ueff (x) (when the incident
electron energy is E = E (kF ) = EF ) at T = 0, when the maximum value of the effective potential,
Ueff,max is, respectively, (a) greater than or (b) less than EF . We set n2D = 8.4 × 1010 cm−2,
obtaining (from Eq. (4.16)) a Fermi energy of 3 meV above Ueff . The solid and dashed lines represent
the effective potential when the exchange interaction is either included or ignored, respectively.
The separation between the dotted and solid (or dashed) lines corresponds to the contribution of
electron-electron interactions, Uee, to Ueff , which is more significant far away from the QPC (i.e.
where the QPC barrier height, Ux (x), drops to zero).
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Figure 4.5: Effective potential vs. position x along the QPC when: (a), (c) Ueff,max > EF (U0 =
7 meV); (b), (d) Ueff,max < EF (U0 = 5.4 meV). For (a) and (b), T = 0 K; for (c) and (d), T = 1 K.
~ωy,max = 2 meV, NA = 1014 cm−3, n2D = 8.4 × 1010 cm−2 and x0 = 200 nm. All energies are
measured with respect to (Ez0 − Uee)x→−∞.
As Ux increases near the center of the QPC, Uee becomes smaller because fewer electron states
are populated, and therefore Ueff increases less rapidly. In Fig. 4.5(a) we note that, at the point
where Ueff = EF , there is a kink or shoulder in the effective potential at the onset of Coulomb
interactions in Ueff , which appears because of the singular nature of the 1D density of states at
n → 0. When Ueff > EF , the constriction is depleted of electrons, Uee = 0 and Ueff varies at the
same rate as Ux. The kink is not present in Figure 4.5(b), given that the effective potential in that
case is below EF throughout the QPC, but Uee is still smaller near the center of the QPC when
compared to points that are farther away.
Figures 4.5(c) and (d) display the same plots, but at T = 1 K. The kink in the effective potential
is still visible in Fig. 4.5(c), but is less pronounced. This is because the electron concentration does
not vanish anymore when Ueff > EF ; therefore the Hartree and exchange terms always contribute
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Figure 4.6: (a) Maximum effective potential vs. U0, including exchange effects, for different
temperatures. Inset: ∆Ueff,max = Ueff,max (w/o exchange) − Ueff,max (w/exchange) vs. U0. (b)
Electron density vs. Ux, including exchange effects, for different temperatures. Inset: ∆n =
n (w/o exchange) − n (w/exchange). ~ωy,max = 2 meV, NA = 1014 cm−3, n2D = 8.4 × 1010 cm−2
and x0 = 200 nm.
to the effective potential, especially when Ueff is above EF but still very close to it. When the
effective potential drops well below EF (e.g. at points far away from the center of the QPC), the
potential profiles are indistinguishable from their zero-temperature counterparts.
In Figure 4.6 we plot the maximum effective potential Ueff,max versus the maximum QPC barrier
height U0 for different temperatures. At T = 0, Ueff,max decreases linearly with U0 when the QPC
is “pinched-off”, i.e. when the effective potential lies above the Fermi energy and there are no
electrons in the constriction. Then, when Ueff,max drops below the Fermi level at U0 ≈ 6 meV, it
remains “pinned” (almost constant) over a 0.25 meV–range of U0 values while the constriction slowly
opens. Ueff,max continues to decrease at an increasing rate as U0 decreases past U0 . 5.75 meV and
electrons populate the QPC. This pinning effect arises from the 1D density-of-states singularity and
the ensuing compressibility peak in the 1D electron gas, in agreement with previous experimental
observations[100–102].6 This effect also occurs when Ueff crosses the Fermi level on both sides of
the QPC when the 1D constriction is still closed, and is responsible for the “kinks” observed in
the barrier profile (Fig. 4.5(a)). The pinning is less effective at non-zero temperatures because the
electron density in the QPC is not zero for Ueff > EF , so the irregularity is smoothed out.
6We notice, however, that the geometry of the constriction is different from the single QPC considered in our
analysis. Additionally, the effective potential in [101] refers to the potential of the detector gate and has a different
meaning than in our work, in which Ueff was defined as the 1D potential profile along the constriction.
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The dependence of the concentration n on Ux is illustrated in Figure 4.6(b). As Ux decreases
past the critical point at Ux ≈ 6 meV, electrons start to move into the constriction and n in-
creases approximately linearly with −Ux, as predicted by Eq. (4.12) in the low-concentration limit.
Meanwhile, near the effective potential crossover (Ux ≈ 6 meV) n increases significantly with rising
temperature, while far from the crossover point the temperature dependence is much smaller.
When exchange effects are neglected, the pinning effect is enhanced. This can be seen by looking
at the changes in Ueff,max and n shown in the insets of Fig. 4.6(a) and (b). Neglecting the (negative)
exchange term leads to an increase in Ueff,max, which also becomes less sensitive to variations in U0;
this indicates that the pinning of the effective potential is enhanced by the absence of the exchange
interaction. The increase in Ueff,max becomes even more pronounced when the temperature rises.
Simultaneously, the carrier concentration in the absence of exchange effects is lower relative to the
case with exchange, since the effective potential is higher.
4.4 Conductance calculations
4.4.1 The 0.3G0 conductance kink
The (differential) conductance through the quantum point contact results from quantum-mechanical
transmission through the effective potential barrier Ueff (kx, x). It is obtained using the Landauer
formula for ballistic transport: [2, 3, 30]
G = e
2
h
∑
σ
ˆ
dE
(
−∂fT
∂E
)
Tσ (E) = 1
kBT
e2
h
∑
σ
ˆ
dE fT (E) (1− fT (E)) Tσ (E) (4.17)
At T = 0, ∂fT /∂E = −δ (E − EF ), so G =
(
e2/h
)∑
σ Tσ (EF ), i.e. the zero-temperature
conductance is proportional to the transmission coefficient evaluated at the Fermi energy. We
calculate the transmission coefficient Tσ (E) = T (E (kx, σ)) with the transfer matrix method, [78]
which requires finding the effective potential (and wavevector kx) at several points along the x-
axis and then treating the wavefunction as a plane wave propagating through short, consecutive
segments, each with a constant potential.
In the plot of the transmission coefficient T (E = EF ) as a function of U0 at T = 0 K (Fig.
4.7(a)), there is an anomaly or kink near 0.3−0.35G0 when U0 reaches the critical point of ∼ 6 meV
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Figure 4.7: Transmission coefficient T (E = EF ) vs. U0 for (a) T = 0 K; (b) T = 1 K, showing
the curves in the presence and in the absence of the exchange interaction. ~ωy,max = 2 meV,
NA = 1014 cm−3, n2D = 8.4× 1010 cm−2 and x0 = 200 nm.
at which Ueff,max equals EF . This kink is a consequence of the pinning of the effective potential just
below EF and is more abrupt when the exchange interaction is neglected (dashed curve), because
in that case the pinning effect is enhanced. At T = 1 K, the kink is mostly smoothed out (Fig.
4.7(b), owing to the thermal smearing of the effective potential pinning that was described along
with Fig. 4.6. At zero temperature, when the gate voltage is sufficiently negative, the height
Ueff,max of the effective potential barrier increases rapidly; therefore, the transmission coefficient
drops abruptly, leading to this 0.3G0 conductance kink. However, owing to the modulation of the
potential barrier with increasing temperature, the changes in Ueff,max are smoother at T > 0 and
the transmission coefficient changes less suddenly, thereby softening the kink. When the (negative)
exchange interaction is neglected, the effective potential barrier is taller, thus resulting in a lower
transmission coefficient (dashed lines in Fig. 4.7(a) and (b)).
Figure 4.8(a) shows the QPC conductance G as a function of U0 for different temperatures,
including exchange effects on the potential barrier. At T = 0 K, G ∝ T (E = EF ), so the curves
have identical shapes, including the shoulder at G ∼ 0.3G0. However, as the temperature increases
even by a few tenths of a kelvin, the anomaly is washed out. This is caused not only by the
softening of the effective potential pinning (Fig. 4.6), but also by the broadening of the temperature-
dependent Fermi function derivative in the Landauer formula (Eq. (4.17)). Indeed, the derivative
∂fT (E) /∂E, which is very narrow and sharply peaked at very low temperatures, becomes wider
43
-6.5 -6 -5.5 -5 -4.50
0.2
0.4
0.6
0.8
1
-U0 (meV)
2
 
 
0 K
0.5 K
1 K
(a)
-7 -6.5 -6 -5.5 -5 -4.50
0.5
1
1.5
2
-U0 (meV)
0
2
-
1
 
 (b)
Figure 4.8: (a) Conductance vs. U0 for different temperatures. For clarity, each successive curve is
shifted to the right by 0.25 meV. The dot-dashed line indicates the location of the ∼ 0.3G0 kink.
(b) Slope of the conductance, |dG/dU0|, vs. U0. Exchange effects are included. ~ωy,max = 2 meV,
NA = 1014 cm−3, n2D = 8.4× 1010 cm−2 and x0 = 200 nm.
and shorter as the temperature rises. The thermal smearing is confirmed in Figure 4.8(b), where we
plot the slope of the conductance as a function of U0. At T = 0 K, the conductance slope exhibits a
double peak with a sharp maximum before U0 = 6 meV, followed by a broader and lower maximum.
This indicates that the kink in the conductance is not simply a slope change, but is rather due to
the onset of the 1D compressibility peak of the electron gas. As the temperature rises, the dip in
the double-peak structure disappears to leave a single and broad peak.
4.4.2 Effects of QPC length and potential barrier shape
Changes to the potential barrier – either from variations in the QPC length or from different
potential profiles – will affect the conductance. In Figure 4.9(a), we display the sensitivity of the
T = 0 K conductance to changes in the length of the QPC. This is done by varying the characteristic
length x0 of the potential barrier (which, in this case, is still defined as Ux = U0sech2 (x/x0));
smaller x0 values correspond to shorter QPCs. When x0 decreases, the conductance anomaly
softens, broadens and shifts upwards, towards G ∼ 0.4G0. This upward shift is expected: at
barrier heights U0 close to the QPC pinch-off, it will be easier for electrons to tunnel through the
barrier when it is narrower. At the same time, the conductance spreads out over a wider range of
U0, and its slope decreases (Fig. 4.9(a), inset).
A more dramatic effect on the conductance is observed if the profile of the Ux potential changes.
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Figure 4.9: (a) Conductance at T = 0 vs. U0 for: (a) Ux = U0sech2 (x/x0), for different x0; (b)
Ux = U0
[
1 + (x/x0)N
]−1
, for different N . Exchange effects are included. The thin vertical dotted
line shows the location of the ∼ 0.3G0 conductance anomaly. ~ωy,max = 2 meV, NA = 1014 cm−3,
n2D = 8.4× 1010 cm−2. In (b), x0 = 200 nm. Insets: slope of the conductance vs. U0.
In Figure 4.9(b), we use a barrier potential of the form Ux = U0
[
1 + |x/x0|N
]−1
, where N > 1,
to calculate the QPC conductance at T = 0 K. Compared to the sech2 (x/x0) potential shape,
this function has a sharper drop near x = 0 and a longer tail at x → ∞, especially when N is
small. As can be seen, when N decreases the anomaly is displaced upwards, from G ∼ 0.4G0 when
N = 2 up to G ∼ 0.6G0 when N = 1.25; the anomaly also widens and shifts to slightly lower U0
values, as evidenced by the plot of the slope of the conductance (Fig. 4.9(b), inset). In general,
the transmission is higher when N is lower; the curves tend to coalesce for U0 . 5.3 meV, at which
point the conductance is close to G0 regardless of the value of N . In other words, for a more
sharply-peaked and longer-tailed potential barrier (i.e. lower N), the anomaly is softened and the
overall conductance increases.
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Chapter 5
Charge conservation, spin polarization
and the 0.7 anomaly in a QPC7
5.1 Experimental characteristics of the 0.7 anomaly
A comprehensive study of the “0.7 anomaly” or “structure” should account for its many notable
experimental features: (a) Its universality, as it is observed in a wide variety of QPC configurations
[31–33]; (b) its sensitivity to temperature T , as the shoulder weakens at low T and widens into a
plateau at T ∼ 1−2 K – although, crucially, the conductance and gate voltage values at the onset of
the anomaly are both temperature-independent[31–33, 37, 103]; (c) its dependence on an in-plane
magnetic field, which suggests the existence of a residual spin polarization at zero magnetic field
[31, 37, 43, 47, 58, 59, 104]; (d) its dependence on the source-drain bias Vsd, for which the anomaly
evolves from ∼ 0.7G0 at low Vsd to ∼ 0.85G0 at large Vsd [65]; (e) its dependence on the length of
the QPC as it converges to ∼ 0.5G0 for long constrictions [71, 105].
Although it is generally agreed that the 0.7 structure results from many-body effects, the pre-
cise cause of the anomaly remains a subject of significant debate[5, 6, 106]. Several studies have
suggested spin correlation in the carrier transport as the origin of the conductance anomaly, either
in the form of spontaneous spin polarization [5, 31, 37, 43, 47, 58, 59, 104], or a Kondo-like effect
caused by a quasi-bound state in the QPC[33, 52–55, 57, 107], which may both exist simultane-
7This chapter is based on: A. X. Sánchez and J.-P. Leburton, “Charge Conservation and Conductance Anomalies
in Constricted Geometries,” submitted for publication (2016). Used with permission.
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ously [63]. Alternative explanations include an interaction-modified 1D density of states (DOS)
[64], Wigner crystallization [15, 68–70], charge-density waves [71], pinning of 1D subbands [66, 72],
electron correlation-induced localization [73] and electron-phonon interactions [74].
Presently, however, no conclusive theoretical model has emerged to provide a comprehensive
interpretation of this phenomenon describing all of the features (a–e) listed above [6, 106]. For
instance, a Kondo-like correlated spin state suggests the presence of a localized magnetic state in
the QPC, but such a state is precluded by the property of universality (a). Meanwhile, effects
related to the 1D DOS weaken with increasing temperature[76], thereby invalidating feature (b).
Also, a Wigner-crystal picture does not allow for spin-polarized states in the absence of magnetic
field [96], which is contrary to experimental findings [31]. Finally, correlation-induced localization
[19, 73] requires long-range uniform confinement, and would violate charge control in the saddle–like
electrostatic potential of the QPC capacitor.
5.2 Coexistence of spin-polarized channels under charge conser-
vation
In order to explain the emergence of the 0.7 anomaly, we now consider the effects of spin polarization
(as described in Chapter 3 for a quantum wire) on the transport properties of the quantum point
contact at various temperatures, using the methods developed in Chapter 4. In general, the spin-
dependent electron concentrations nσ are functions of a Fermi level EF (T ) which varies with
temperature. However, in a realistic QPC, the total carrier concentration n = n↑ + n↓ is largely
temperature-independent and is set by the gate bias, as long as the system is not close to pinch-
off. This is because the split-gate system, which is only geometry- and material-dependent, has
a capacitive effect that keeps the QPC charge fixed as long as the gate voltage is unchanged.
Therefore, it is useful to relate the total concentration n to the zero-temperature Fermi energy
EF,0 above pinch-off, which in turn is a function only of the gate voltage VG. This characteristic
is crucial, as it ensures that the conductance value at the onset of the anomaly will be highly
insensitive to variations in temperature, remaining within a narrow conductance range close to
0.7G0.
We showed in Section 3.3 that, for concentrations smaller than a threshold value nonset (which
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corresponds to a threshold Fermi level EonsetF,0 ), the only solution for nσ (T ) and EF (T ) is spin-
unpolarized (P = 0); we referred to it as the “0” configuration. For concentrations exceeding nonset,
two additional spin-polarized solutions are possible, either with P > 0 or P < 0. We denoted them
as the “+” and “−” configurations, respectively. In a QPC of finite length, these spin configurations
(or P-channels) are not independent. Instead, they coexist in the 1D constriction, leading to two
important consequences. First, because of the charge conservation induced by the gate capacitor,
the sum of the per-channel concentrations nˆνσ over all P-channels ν = (+) , (0) , (−) must satisfy:
nˆ(+)σ + nˆ(0)σ + nˆ(−)σ = n/2 (5.1)
Second, given that the concentration in each configuration (P-channel) is less than n/2, these
P-channels are not filled up to the gate-imposed Fermi energy EF,0 but instead up to their corre-
sponding “effective” Fermi energies Eˆ(±)F (identical for both spin-polarized channels) and Eˆ
(0)
F (for
the unpolarized channel), both of which are lower than EF,0. At T = 0 and when nˆνσ > 0, the
effective concentrations and Fermi energies are related via EˆνF (T = 0) = Eνσ
(
kˆνF,σ;T = 0
)
, where
kˆνF,σ = pinˆνσ. (The effective Fermi energy is still spin-independent, regardless of temperature.)
Figure 5.1(a) shows the temperature-dependent Fermi energies EF (T ) in a GaAs QPC as a
function of the concentration n at different temperatures, for concentrations below the onset of
polarization. For this chapter we set ~ωy = 0.1 meV and NA = 1014 cm−3, which are relevant to ex-
perimental situations[31, 32]; we subtract the constant confinement energy Ez+~ωy/2 = 15.47 meV
from all energy values. At very low carrier concentrations the Fermi energies are strongly depen-
dent on temperature, with lower EF values corresponding to higher temperatures. At this stage,
because of the singular nature of the 1D density of states, a vanishingly small carrier concentration
may not be conserved for a particular Fermi level as the temperature rises; we call this regime
weakly capacitive. However, as the total concentration continue to increase (together with EF ), the
influence of the gate capacitor overtakes the effect of the 1D density of states. For n & 4×104 cm−1
(corresponding to EF & 0.1 meV), the capacitive action of the gate dominates, so the total electron
concentration is uniquely determined by the Fermi level, independently of temperature; this is the
strongly capacitive regime. In this regime, the Fermi energies coalesce towards the zero-temperature,
gate-determined value EF,0 = EF (VG) at a gate voltage VG.
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Figure 5.1: (a) Fermi energy EF (T ) vs. total electron concentration n before the onset of spin
polarization for different temperatures. (b) and (c): Effective Fermi energy EˆF (T ) vs. total electron
concentration for the (b) unpolarized and (c) polarized channels, respectively. The vertical dashed
lines indicate the concentration at the onset of polarization.
With the aforementioned confinement parameters, the threshold for the onset of polarization
occurs at nonset = 6.4×104 cm−1, corresponding to EonsetF = 0.23 meV, at which point the polarized
configurations become accessible. Figures 5.1(b) and (c) show the effective Fermi energies EˆνF
for the unpolarized and spin-polarized channels, respectively. At the concentration threshold,
because of the charge (carrier) conservation in the 1D constriction, there is an abrupt decrease
of the effective Fermi energies, from EF = EonsetF = 0.23 meV to EˆF = 0.03 meV at 0 K and
0.08 meV at 1 K, as electrons are redistributed among the different channels. In the case of the
unpolarized configuration, Eˆ(0)F continues to drop as the total concentration increases, with the
rate of decrease remaining largely independent of temperature except at the highest temperatures
considered (0.75 K, 1 K). At n ∼ 1.4 × 10−5 cm−1, Eˆ(0)F has dropped to −0.2 meV at T = 0.
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Figure 5.2: Per-channel concentrations of spin-up electrons vs. total concentration n for the three
different channels: (a) unpolarized (P = 0); (b) net spin-up polarization (P > 0); (c) net spin-down
polarization (P < 0). Insets: extended range. The vertical dashed lines indicate the concentration
at the onset of polarization.
In general, the effective unpolarized Fermi energy is larger at higher temperatures, except for
concentrations near the onset of polarization. Meanwhile, the effective Fermi energy Eˆ(±)F of the
polarized channels actually increases with increasing n after the initial decrease, reaching a value
of 0.5 meV when n ∼ 1.4 × 10−5 cm−1. The initial drop is larger at higher temperatures, but all
curves tend to converge as n increases.
The carrier concentrations in each P-channel are shown in Figures 5.2(a–c) as functions of
the total concentration, for the specific case of spin-up electrons. At the polarization onset, the
concentration is the same across all P-channels, nˆ(+)σ = nˆ(0)σ = nˆ(−)σ = n/6. Once the concentration
exceeds nonset, the P < 0 and P = 0 channels depopulate. At zero temperature, this happens
very rapidly, within a concentration range of ∼ 103 cm−1 (corresponding to ∼ 1µeV above EonsetF ).
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Figure 5.3: Minimum electron energy E (k = 0) (solid lines) vs. total electron concentration at
T = 0: (a) unpolarized channel; (b) spin-polarized channels. Vertical dashed lines: concentration
at the onset of polarization; dotted lines: effective Fermi energies.
Subsequently, all electrons are in the P > 0 (“+”) channel. The rate of depopulation decreases
with increasing temperature, especially for the P = 0 channel; as a result, the carrier concentration
in the P > 0 channel drops as well.
These behaviors can be understood in terms of the variations of Eˆ(0)F and Eˆ
(±)
F relative to the
bottom of the subband, i.e. the minimum electron energy E (k = 0) in each P-channel, which we
illustrate with the Fermi energy-versus-concentration plots of Fig 5.3. For the P = 0 and P < 0
channels, the effective Fermi energy drops below E (k = 0) shortly after the polarization onset,
and remains under E (k = 0) as the concentration increases, thereby precluding any electrons from
remaining in those two channels at T = 0. However, that does not occur for the P > 0 configuration,
for which Eˆ(+)F remains above E(+) (k = 0).
5.3 Emergence of the 0.7G0 conductance plateau at the onset of
polarization
The conductance through the QPC for each P-channel is found using the Landauer formula (Eq.
(4.17)), taking into account the effective Fermi energies of each P-channel:
Gνσ =
e2
h
ˆ +∞
−∞
dE
−∂fT
(
E; EˆνF
)
∂E
 T νσ (E) (5.2)
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T νσ (E) is the transmission coefficient for electrons of spin σ through the P-channel ν. The total
conductance is a weighted average of the per-channel values, summed over both spins:
G = 1
n
∑
σ,ν
nˆνσG
ν
σ (5.3)
To calculate the transmission coefficient, we do not resort to the transfer matrix method. In-
stead, the results we obtained in Section 4.4 motivate us to use the following transmission coefficient
function:
T νσ (E) =
{
1 + γ exp
[
−E − U
ν
eff,σ (E)
Γ
]}−1
(5.4)
The dimensionless parameter γ determines the transmission coefficient at pinch-off, when E =
Uνeff,σ (E). As the QPC length is increased, this transmission coefficient drops to a lower value (see
Fig. 4.9(a)), so γ will also increase. Meanwhile, barriers with a sharp rise but a long tail (which
are linked to weaker confinement potentials) experience a reduction in the transmission slope after
pinch-off, as seen in Fig. 4.9(b) [76]; they correspond to a large energy parameter Γ modulating
the transmission.
Figures 5.4(a–c) display the conductance above pinch-off for spin-up electrons through each of
the three P-channels as a function of the Fermi energy, for different temperatures. Here, we use the
Fermi energy EF,0 at T = 0 K that characterizes the carrier concentration in the constriction as a
function of gate voltage VG, independently of temperature in the strongly capacitive regime; hence,
the plots are equivalent to the conductance-versus-VG curves. We set γ = 7/3 to obtain a realistic
transmission coefficient T = 0.3 at QPC pinch-off [76]. Just above the polarization threshold EonsetF,0 ,
all conductances are identical and significantly lower than just before the threshold as carriers are
redistributed among the three channels. As EF,0 (i.e. VG) increases and the P = 0 and P < 0
channels are depopulated, the corresponding conductances drop; this is to be expected, because
the potential barriers Uνeff,σ (E) are much taller than the respective effective Fermi energies (as
illustrated in Fig. 5.4(a–b)). The drop is less pronounced for higher temperatures, since more
electrons can now populate those two channels as the temperature rises. Meanwhile, in the P > 0
channel, the conductance rises with the QPC Fermi energy EF,0, although the rise is slower at
higher temperatures. A value of Γ = 0.0335 meV yields a conductance of 0.7G0 at the onset of
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Figure 5.4: Per-channel conductance for spin-up electrons versus Fermi energy for different P-
channels: (a) unpolarized (P = 0); (b) net spin-up polarization (P > 0); (c) net spin-down
polarization (P < 0). Vertical dashed lines: Fermi energy EF,0 at the onset of polarization.
polarization.
In Figure 5.5 we plot the total conductance, averaged over all spin channels, as a function of
the zero-temperature Fermi energy EF,0. The zero of EF,0 refers to the QPC pinch-off, at which
point the conductance exhibits a small “kink” at G ∼ 0.3G0 and T = 0. This is the 0.3G0 anomaly
described in Chapter 4 [76] and observed experimentally [42]. As mentioned earlier, it is due to the
singular nature of the 1D density of states when carriers populate the constriction with increasing
gate biases [76, 101]; it vanishes rapidly once the temperature increases by a few hundreds of mK, as
the singularity is thermally smeared out. At values of EF,0 at or below pinch-off, the system is in the
“weakly capacitive” regime, in which a vanishingly small carrier concentration may not be conserved
for a particular Fermi level as the temperature rises (Fig. 5.1(a)). (Indeed, at Fermi energies below
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Figure 5.5: Total conductance versus Fermi energy for different temperatures. The dashed lines
correspond to the conductance plateaus that replace the conductance drops at the onset of polar-
ization. Inset: close-up of the conductance plateaus at the onset of polarization.
pinch-off, n would be zero at all temperatures if the split-gate system behaved like a pure geometric
capacitor.) Thus, the conductance at T > 0 differs from its zero-temperature value at energies and
gate voltages close to pinch-off. However, as VG and EF,0 continue to increase, the capacitive action
of the gate overtakes the influence of the 1D density of states. When EF,0 & 0.1 meV the system
has entered the strongly-capacitive region, so at a given EF,0 the total electron concentration is
uniquely defined by the Fermi level (and, consequently, by the gate bias VG) (Fig. 5.1(a)) and
remains the same for all temperatures. On Fig. 5.5, we have indicated with a shaded stripe the
region where the conductance for the two capacitive regimes should match.
At a fixed EF,0 = EonsetF = 0.23 meV above pinch-off the conductance drops, as electrons
redistribute among the different channels with different barrier heights and the per-channel con-
ductance (Fig. 5.4(a–c)) decreases. EonsetF corresponds to fixed, temperature-independent values
of the threshold concentration nonset and the gate bias required for polarization. The value of the
conductance immediately prior to the drop decreases with increasing temperature, but for temper-
atures up to 1 K it is confined to a narrow range just under 0.7G0. After the drop, the conductance
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Figure 5.6: Qualitative effect of variations in source-drain bias and QPC length on the conductance.
(a) Lateral confinement potential; the dashed line corresponds to the potential when the source-
drain bias is increased. (b) (Left) Potential barrier versus position; (right) conductance versus
Fermi energy; the dashed line corresponds to a longer quantum point contact.
rises again as the gate bias increases, but the rise softens at higher temperatures. A similar drop,
albeit less dramatic, in the conductance at the anomaly onset has been observed in earlier mea-
surements in QPCs that were fabricated on undoped GaAs/AlGaAs heterostructures, either with
split Schottky gates [32, 97] or with a top gate between a pair of side gates [67, 98]. The absence
of a pronounced negative differential conductance at ∼ 0.7G0, where a shoulder is instead observed
experimentally, is due to the electrostatic nature of the confinement that controls the QPC barrier
height with respect to the Fermi level, the latter being fixed by its value in the 2D leads [76].
Indeed, while increasing the bias of the confining gates lowers the barrier, the carrier redistribution
among the P-channels tends to increase it. The competition between these two effects results in an
experimental shoulder that widens with higher temperature as the population of the P = 0 channel,
characterized by a lower conductance (see Fig. 5.4(a)), increases with temperature, at the expense
of the conductance of the polarized channels. In Fig. 5.5, dashed lines are used to represent the
conductance plateaus that replace the conductance drops at the onset of polarization.
5.4 Variability of the 0.7G0 anomaly
The widening of the conductance shoulder with temperature predicted by our theory is consistent
with the experimental observations [31–33], i.e. the features (a) and (b) that were described in
Section 5.1. In addition to that, our model is also well-suited to describe the other experimental
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results (c–e). For instance, an in-plane magnetic field causes faster depopulation of one of the
spin-polarized channels, lowering the total conductance even more; thus, the conductance anomaly
will drop towards the spin-split value 0.5G0 (feature (c)). Meanwhile, by applying a large source-
drain bias, the bottom of the conduction band in the QPC will drop and, if the gates are held at
a fixed bias, the parabolic confinement along the y-direction will be steeper (see Fig. 5.6(a)). In
turn, this will cause an increase in the onset concentration for spin polarization [75] (as illustrated
in Section 3.4), and consequently will lead to a shift in the 0.7G0 conductance shoulder towards
higher values (feature (d)). Finally, as described in Section 4.4.2, the conductance at pinch-off
decreases in long QPCs [76]; in other words, in longer constrictions the energy of the incident
electron must be higher than in shorter ones for a fixed conductance, as illustrated in Fig. 5.6(b).
Given that the onset concentration nonset is independent of length, the anomalous conductance
shoulder will then have to shift to a lower conductance value (feature (e)). This is in agreement
with the experimentally-observed drop of the conductance anomaly from ∼ 0.7G0 to 0.5G0 for long
QPCs [6, 105].
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Chapter 6
Summary and further considerations
We have demonstrated that the 0.7 anomaly in quantum point contacts is caused by the emergence
of spin-polarized configurations in mesoscopic 1D constrictions once the gate bias, and therefore
the carrier concentration, reaches a threshold value. These configurations are present even if the
magnetic field is removed; in other words, the constriction (be it a QPC or QWR) becomes sponta-
neously spin-polarized. Our model highlights the importance of charge conservation induced by the
gates: because of this feature, the conductance and the gate bias at the onset of the anomaly are
both insensitive to changes in temperature, as observed experimentally (see Fig. 1.1(b)). [31] The
anomalies at ∼ 0.7G0 and ∼ 0.3G0 react differently to temperature rises; while the former becomes
wider, the latter disappears as the 1D density-of-states singularity is washed out. We also note that,
by starting with a 3D Hamiltonian (Eq. (2.2)) instead of just 2D or 1D, we can apply our model
to constrictions of different cross-sectional shapes (e.g. circular or elliptical wires), and we can also
account for the effects of the acceptor density NA (related to the confinement potential Uz in a
QPC, perpendicular to the heterojunction interface) on the gate voltage threshold for polarization,
giving our model more predictive power. Our theory also accounts for the effects of source-drain
bias, magnetic field and QPC length on the conductance anomalies, as described qualitatively in
Section 5.4; quantifying these changes will be the subject of future work.
We propose two ways in which our model can be refined. For one, we treated the QPC barrier
as perfectly smooth, which may not fully reproduce the potential landscape at the GaAs/AlGaAs
interface. Previous studies have shown that dopant randomness can lead to strong potential fluc-
tuations in quantum wires and quantum dots[108] and that interface roughness in AlGaAs/GaAs
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quantum dots distorts the potential over distances of the order of a monolayer, with averaged fluc-
tuations between 1 and 2 meV. [109] Inhomogeneities in AlGaAs/GaAs heterojunctions can lead to
interface shifts up to 5 nm, [109] which are significant when compared to the average extent of the
wavefunction along z (of the order of 1/b ∼ 10 nm). Such disorder-induced variations in the con-
finement potential may explain why the conductance value of the 0.7 anomaly fluctuates between
0.6 − 0.8G0 for different devices, even when device fabrication and measurement conditions (e.g.
temperature) are otherwise identical. [36, 110] To account for the irregularities at the interface, we
can take advantage of the three-dimensional nature of our model and add small fluctuations to the
confinement potential Uz (z) as a function of x- and y-position.
Additionally, we neglected the contribution of the spin–orbit interaction to the electron energy.
As mentioned in Chapter 2, this produces reliable results for GaAs (whose spin–orbit coupling
constant is relatively small), but may not be appropriate for other materials like InAs and InSb. It
has been suggested that a highly spin-polarized current is created in the presence of strong lateral
spin–orbit coupling, a feature that is beneficial for the design of all-electric spin field-effect transis-
tors. [14, 24, 25] Furthermore, in the context of our model, adding a spin–orbit term to the effective
potential would lift the degeneracy of the two spin-polarized configurations at zero magnetic field
(Section 3.3). Nevertheless, we have shown that, even in the absence of such couplings, a variety
of magnetic phases is achieved in quasi-1D systems by electric manipulation alone.
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Appendix A
Calculation of the overlap function
ζab (k)
The overlap function ζab (k) arises in the calculation of the expectation values of the Hartree and
exchange terms in the extreme quantum limit (i.e. {i} = {ix, iyiz, σi} → {ki, 0, 0, σi} → {ki, σi}):
Uel (ki, σi) =
ˆ
d3~r1 ψ
∗
{ki,σi} (~r1)Uel (~r1)ψ{ki,σi} (~r1)
=
ˆ
d3~r1
∑
kj ,σj
ˆ
d3~r2
∣∣∣ψ{kj ,σj} (~r2)∣∣∣2 UCoul (~r1, ~r2) ∣∣∣ψ{ki,σi} (~r1)∣∣∣2
 (A.1)
Uexch (ki, σi) = −
ˆ
d3~r1 ψ
∗
{ki,σi} (~r1) Uˆexch
[
ψ{kj ,σj} (~r1)
]
= −
ˆ
d3~r1
∑
kj ,σj
ˆ
d3~r2 ψ
∗
{kj ,σj} (~r2)ψ
∗
{ki,σi} (~r1)UCoul (~r1, ~r2)
×ψ{ki,σi} (~r2)ψ{kj ,σj} (~r1) δσiσj
 (A.2)
for a wavefunction of the form
ψ{i} → ψ{kx,σ} =
eikxx√
Lx
Λ (y, z) (A.3)
The presence of the exponential term in Eq. (A.3) suggests that, in order to solve the integral,
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one may start by taking the Fourier transform of the 1/r Coulomb potential.
Parabolic confinement (QWR)
The Coulomb potential and its Fourier transform are:
UCoul (~r1, ~r2) =
e2
4pi |~r1 − ~r2| =
1
V
e2

∑
~p
ei~p·(~r1−~r2)
p2
(A.4)
V = LxLyLz is the volume of the region under consideration, and ~p = (px, py, pz). The wave-
function is
ψ (~r) == e
ikx
√
Lx
(
a1/2
pi1/4
e−a2y2/2
)(
b1/2
pi1/4
e−b2z2/2
)
(A.5)
Then, the exchange term (Eq. (A.2)) becomes
Uexch (ki, σi) = −
∑
kj
ˆ
d3~r1
ˆ
d3~r2
(
ei(kj−ki)x1
Lx
)(
ei(ki−kj)x2
Lx
)
×
[(
a√
pi
)2
e−a2(y21+y22)
] [(
b√
pi
)2
e−b2(z21+z22)
]
×
 1
V
e2

∑
~p
eipx(x1−x2)
p2
eipy(y1−y2)eipz(z1−z2)

The Gaussian integrals over y1, y2, z1 and z2 are of the form
ˆ +∞
−∞
dy eipyye−a2y2 = e−p2y/4a2
(√
pi
a
)
(A.6)
Meanwhile, the integrals over x1 and x2 are of the form
1
Lx
ˆ
dx1 ei(kj−ki+px)x1 = δk1−k2,px (A.7)
Then, after performing all the position integrals, collecting terms and simplifying, we are left
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with:
Uexch (ki, σi) = − 1V
e2

∑
kj
∑
~p
1
p2
e−p2y/2a2e−p2z/2b2
(
δki−kj ,px
)2
= − 1V
e2

∑
kj
∑
py ,pz
exp
(
−p2y/2a2 − p2z/2b2
)
(ki − kj)2 + p2y + p2z
Next, going to the continuum limit in the py and pz integrals, we get
Uexch (ki, σi) = − e
2
(2pi)2 Lx
∑
kj
ˆ +∞
−∞
dpy
ˆ +∞
−∞
dpz
exp
(
−p2y/2a2 − p2z/2b2
)
(ki − kj)2 + p2y + p2z
(A.8)
A few additional modifications are required to obtain the exchange term and the overlap function
given by Eq. (3.9) and (3.10). First, let p¯y = py/a, p¯z = pz/b:
Uexch (ki, σi) = − e
2ab
(2pi)2 
∑
kj
ˆ +∞
−∞
dp¯y
ˆ +∞
−∞
dp¯z
exp
(
−p¯2y/2− p¯2z/2
)
(ki − kj)2 + a2p¯2y + b2p¯2z
Then, we change to polar coordinates t and φ such that p¯y = t cosφ and p¯z = t sinφ:
Uexch (ki, σi) = − e
2ab
(2pi)2 Lx
∑
kj
ˆ +∞
0
dt
ˆ 2pi
0
dφ
t exp
(−t2/2)
(ki − kj)2 + a2t2 cos2 φ+ b2t2 sin2 φ
The denominator is rewritten as (ki − kj)2 + a2t2 cos2 φ+ b2t2
(
1− cos2 φ) = (ki − kj)2 + b2t2 +(
a2 − b2) t2 cos2 φ. This yields an integral over φ which is of the form
ˆ 2pi
0
dφ
A+ C cos2 φ =
2pi√
A
√
A+ C
Identifying A = (ki − kj)2 + b2t2 and C =
(
a2 − b2) t2, we eventually arrive at
Uexch (ki, σi) = − e
2
2piLx
(
a
b
)∑
kj
ˆ +∞
0
dt
t exp
(−t2/2)√(
ki−kj
b
)2
+ t2
√(
ki−kj
b
)2
+
(
a
b
)2
t2
Finally, going to the continuum limit in kj (which adds a factor of fT [E (kj , σi)] to account for
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Figure A.1: ζab (p) in a quantum wire (Eq. (A.10)) vs. p for different values of a and b.
the occupation number of each kj-state), we write
Uexch (ki, σi) = − e
2
4pi2
(
a
b
)ˆ +∞
−∞
dkj fT [E (kj , σi)]
×
ˆ +∞
0
dt
t exp
(−t2/2)√(
ki−kj
b
)2
+ t2
√(
ki−kj
b
)2
+
(
a
b
)2
t2
Uexch (ki, σi) = − e
2
32pi2
ˆ +∞
−∞
dkj fT [E (kj , σi)] ζab (ki − kj) (A.9)
where we have defined
ζab (p) ≡ 8
(
a
b
) ˆ +∞
0
dt
t exp
(−t2/2)√(p
b
)2 + t2√(pb )2 + (ab )2 t2 (A.10)
A plot of the ζab (p) function is shown in Fig. A.1. It is a monotonically-decreasing function of
p which increases with increasing b (dotted line) and with decreasing a/b ratio (dashed line).
Heterostructure (QPC)
For the QPC structure studied in Chapters 4 and 5, we use the following wavefunction (defined for
z ≥ 0):
ψk (~r) =
eikx√
Lx
(
a1/2
pi1/4
e−a2y2/2
)(
b3/2
21/2
ze−bz/2
)
(A.11)
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The Coulomb interaction is
UCoul (~r1, ~r2) =
e2
4pi
 1
|~r1 − ~r2| −
1√
(x1 − x2)2 + (y1 − y2)2 + (z1 + z2)2
 (A.12)
To proceed, we write 1/r in terms of its Fourier transform in the x-y plane:
1√
R2 + z2
= 1
LxLy
∑
~P
2pi
P
ei
~P ·~Re−P |z| (A.13)
(~P = (px, py), ~R = (x, y).) With this, the exchange term (Eq. (A.2)) turns into
Uexch (ki, σi) = −
∑
kj
ˆ
d3~r1
ˆ
d3~r2
[
ab3
2
√
pi
e−a2y21z21e−bz1
1
Lx
ei(kj−ki)x1
]
×
[
ab3
2
√
pi
e−a2y22z22e−bz2
1
Lx
ei(ki−kj)x2
]
× e
2
2LxLy
∑
px,py
1
P
eipx(x1−x2)+ipy(y1−y2)
[
e−P |z1−z2| − e−P (z1+z2)
]
(A.14)
Using Eq. (A.6) and (A.7), we arrive at
Uexch (ki, σi) = − e
2
2LxLy
∑
kj
ˆ ∞
0
dz1
ˆ ∞
0
dz2
∑
px,py
(
δki−kj ,px
)2 exp (−p2y/2a2)
P
×b
6
4
(
z21e−bz1
) (
z22e−bz2
) [
e−P |z1−z2| − e−P (z1+z2)
]
Because of the δki−kj ,px term,
P =
√
p2x + p2y =
√
(ki − kj)2 + p2y (A.15)
With this, and changing the sum over py to an integral, we write
Uexch (ki, σi) = − e
2b6
16piLx
∑
kj
ˆ ∞
0
dz1
ˆ ∞
0
dz2
ˆ +∞
−∞
dpy
exp
(
−p2y/2a2
)
P
×
(
z21e−bz1
) (
z22e−bz2
) [
e−P |z1−z2| − e−P (z1+z2)
]
After integrating over z1 and z2, and taking the continuum limit in the sum over kj , we ulti-
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mately obtain
Uexch (ki, σi) = − e
2
32pi2
ˆ +∞
−∞
dkj fT [E (kj , σi)]
{
b
ˆ +∞
0
dpy exp
(
− p
2
y
2a2
)
×3P
4 + 18bP 3 + 44b2P 2 + 54b3P + 33b4
(P + b)6
}
(A.16)
The expression inside curly brackets is what we identified as ζab (ki − kj) (Eq. (4.8)).
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Appendix B
Estimation of the correlation energy
Ucorr
To estimate the correlation energy Ucorr, we resort to the approximation methods by Perdew and
Wang [82], which are strictly valid only for an homogeneous electron gas, but should give us an idea
of the magnitude of Ucorr relative to the exchange energy Uexch within the highly-inhomogeneous
environment of a QPC and a QWR. [83, 111] Within the local density approximation for a spin-
unpolarized electron gas, the exchange and correlation potentials (expressed in atomic units) are:
[83]
µexch = −
(6n3D
pi
)1/3
; µcorr =
d
dn3D
(n3Dεcorr (n3D)) (B.1)
n3D is the volume density; εcorr, written in terms of the Seitz radius rs = (3/4pin3D)1/3, is given by
εcorr (n3D) = −2A (1 +Brs) ln
[
1 + 12A√rs
(
C +√rs
(
D +√rs
(
E + F√rs
)))] (B.2)
When spin is incorporated, it is necessary to resort to the local spin density approximation.[82]
The corresponding exchange and correlation terms are: [83]
µσexch (n3D) = −
(6nσ3D
pi
)1/3
(B.3)
µσcorr = εcorr (rs, P )−
rs
3
∂εcorr
∂rs
− (P − sign (σ)) ∂εcorr
∂P
(B.4)
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As before, P = (n↑ − n↓) /n is the polarization, while εcorr (rs, P ) is a combination of three
functions of the same form as εcorr (n3D) (Eq. (B.2)) but with different coefficients A–F :
εcorr (rs, P ) = εu
(
1− f (P )P 4
)
+ εpf (P )P 4 + α
9f (P ) (1− P 4)
(
21/3 − 1
)
4
 (B.5)
where
f (P ) = −(1 + P )
4/3 + (1− P )4/3 − 2
2
(
21/3 − 1) (B.6)
The volume density n3D is related to the linear density n in the constriction (QWR or QPC)
through the lateral wavefunction Λ (y, z) (Eq. (2.3), (3.6) and (4.3)): n3D = n |Λ (y, z)|2. The
coefficients A–F are given in Ref. [83].
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