Un entorno de aprendizaje neuroevolutivo : Screaming Racers by Sempere-Tortosa, Mireia et al.
Un Entorno de Aprendizaje Neuroevolutivo:
Screaming Racers
M. Sempere, F. Gallego, F. Llorens, M. Pujol, and R. Rizo
Department of Computer Science and Artificial Intelligence
University of Alicante
{mireia,fgallego,faraon,mar,rizo}@dccia.ua.es
Key words: Neuroevolucio´n, Videojuegos, Inteligencia Articial de Nivel Hu-
mano.
Abstract.
En los u´ltimos an˜os se ha producido una gran evolucio´n de los videojue-
gos. Esta evolucio´n se une al hecho de que el mercado de los videojuegos ha
experimentado un gran crecimiento. Por estos motivos, la inteligencia artificial
(IA) es tenida en cuenta tanto por los propios desarrolladores de juegos como por
los investigadores en el campo de la inteligencia artificial. Estos u´ltimos tienen
que tener en seria consideracio´n los juegos de ordenador como un entorno in-
teresante para desarrollar soluciones de IA. En este art´ıculo se presenta un juego
de simulacio´n de carreras de coches como un entorno de experimentacio´n donde
desarrollar algoritmos de inteligencia computacional de nivel humano.
1 Introduccio´n
En los u´ltimos an˜os se ha producido una gran evolucio´n de los videojuegos.
Los juegos actuales incluyen mejores representaciones gra´ficas, mundos virtuales
cada vez ma´s realistas, mayor interactividad, oponentes ma´s inteligentes, etc.
Esta evolucio´n se une al hecho de que el mercado de los videojuegos ha
experimentado un gran crecimiento, superando en algunos casos incluso, los in-
gresos de la industria cinematogra´fica [1]. Al ser este mercado cada vez ma´s
competitivo, juega un papel muy importante el uso de la inteligencia artificial
(IA) en el e´xito o fracaso de un videojuego, convirtie´ndose en una necesidad el
uso de te´cnicas de IA para poder sobrevivir [2].
Son los propios desarrolladores los que reconocen el gran impacto que tiene
la IA en el desarrollo de muchos juegos, debido a que los juegos actuales incluyen
enemigos ta´cticos, compan˜eros, comentaristas o simplemente personajes de so-
porte que deben interactuar con el jugador y comportarse como humanos [3].
Por lo que hay que tener en cuenta que uno de los objetivos de la IA es estudiar
y desarrollar sistemas inteligentes que emulen el comportamiento y las capaci-
dades de las personas [4] (respuesta en tiempo real, razonamiento, creatividad,
aprendizaje, comunicacio´n, etc.)..
Por otro lado, los investigadores en el campo de la inteligencia artificial tienen
que tener en seria consideracio´n los juegos de ordenador como un entorno intere-
sante para desarrollar soluciones de IA, ya que son muchas a´reas de e´ste campo
las que se pueden aplicar a los videojuegos: arquitecturas de agentes inteligentes,
representacio´n del conocimiento, navegacio´n espacial, aprendizaje, planificacio´n,
colaboracio´n,... [5] [4] [6].
En este art´ıculo se presenta un juego de simulacio´n de carreras de coches
como un entorno de experimentacio´n donde desarrollar algoritmos de inteligencia
computacional de nivel humano. Este entorno permite realizar experimentos de
aprendizaje no supervisado con pilotos de carreras virtuales. En el art´ıculo se
introducen algunas te´cnicas de IA utilizadas actualmente en el desarrollo de
videojuegos y el algoritmo de computacio´n neuroevolutiva NEAT utilizado en
nuestro entorno. Finalmente se muestran resultados del trabajo realizado.
2 Te´cnicas de IA en juegos
En la literatura existen varias te´cnicas que tratan el uso de la IA en el desarrollo
de videojuegos. Estas te´cnicas se pueden dividir en dos grandes grupos, las te´cni-
cas basadas en reglas y las que tienen en cuenta el aprendizaje y la adaptabilidad
al comportamiento del jugador [2]. Las del primer grupo incluyen ma´quinas de
estados finitos (FSM) y lo´gica difusa, mientras que en el segundo grupo se en-
contrar´ıan redes neuronales y algoritmos evolutivos entre otras.
Centra´ndonos en el uso de te´cnicas de IA para el desarrollo de pilotos vir-
tuales, es usual encontrar diferentes aproximaciones con el primer tipo de te´cni-
cas. En este caso, frecuentemente, se dispone de un circuito dividido en diferentes
sectores (como las piezas de un Scalextric), que se estructura en memoria como
una doble lista [7]. De este modo, una manera sencilla de construir un veh´ıculo
controlado mediante IA es definir una serie de l´ıneas que atraviesan cada sector
y que se utilizara´n para guiar el coche. A partir de ellas, es posible sen˜alar el
camino o´ptimo de cada circuito, de manera que la te´cnica de IA desarrollada
u´nicamente debe seguir esta l´ınea.
A partir de esta estructura, los veh´ıculos guiados por IA mantienen su lo-
calizacio´n en el circuito y utilizan una ma´quina de estados finitos para tomar la
mejor decisio´n [8].
Un veh´ıculo podr´ıa encontrarse en el estado STATE OFF TRACK. Este es-
tado estimulara´ al piloto a volver a la trayectoria marcada, generando una l´ınea
desde la posicio´n actual a uno de los puntos de la l´ınea de conduccio´n o´ptima
del sector donde se encuentre el veh´ıculo.
Estas te´cnicas se utilizan junto con otras que tienen en cuenta distintos
para´metros, como la velocidad o´ptima, la direccio´n o el frenado de cada sec-
tor para cada tipo de veh´ıculo de manera que no es necesaria una regulacio´n
manual [9].
Todas estas te´cnicas se basan en diferentes premisas, como informacio´n previa
sobre l´ıneas de conduccio´n y otros trucos que producen la ilusio´n de inteligencia,
pero que quedan muy lejos de la inteligencia real humana.
De modo opuesto a estas te´cnicas, existen aquellas que permiten el apren-
dizaje y evolucio´n de los individuos. Este tipo de te´cnicas conllevan una serie de
problemas. Por un lado, la depuracio´n del co´digo se convierte en una tarea ardua
y dif´ıcil para el programador cuando se utilizan te´cnicas de redes neuronales o
algoritmos gene´ticos. Por otro lado, la evolucio´n de los personajes en tiempo real
cuando se esta´ jugando no esta´ directamente controlada por los desarrolladores,
y los personajes podr´ıan aprender, evolucionar y por tanto comportarse de una
manera que no es conveniente para el avance del juego. Por estas razones estas
te´cnicas han sido utilizadas de manera oﬄine, es decir, se utilizan durante la
implementacio´n del juego para el aprendizaje de los distintos personajes, pero
e´stos se incluyen en el juego ya evolucionados.
En nuestro caso adaptamos una perspectiva diferente con la aplicacio´n de re-
des neuronales, algoritmos gene´ticos y computacio´n neuroevolutiva. Estas ideas,
aplicadas a nuestro sistema de inteligencia artificial constituyen un buen punto
de partida sobre el que poder realizar experimentos con distintos algoritmos de
inteligencia computacional de nivel humano. El sistema de inteligencia artifi-
cial utilizado combina sistemas multiagentes con algoritmos de neuroevolucio´n,
concretamente el algoritmo NEAT (NeuroEvolution of Augmenting Topologies).
2.1 Neuroevolucio´n
La neuroevolucio´n consiste en utilizar algoritmos gene´ticos para hacer evolu-
cionar una poblacio´n de redes neuronales [10]. El algoritmo gene´tico tomara´ una
poblacio´n de redes neuronales y generara´ una nueva mejor o igual que la ante-
rior, a partir de la recombinacio´n, mediante el uso de operadores gene´ticos de
cruce y mutacio´n, de las redes neuronales de la poblacio´n anterior.
Al utilizar un algoritmo gene´tico para evolucionar una poblacio´n, se esta´
realizando una bu´squeda en el espacio de los comportamientos, con la intencio´n
de encontrar un comportamiento o´ptimo.
Visto de forma pra´ctica, el proceso de evolucio´n considera cada red neuronal
como el cerebro de un agente, en nuestro caso, un piloto virtual, dando lugar
a una poblacio´n de agentes que progresivamente van adaptando sus compor-
tamientos al entorno. De esta forma, la neuroevolucio´n representa un proceso de
aprendizaje evolutivo.
En nuestro caso, existen dos aspectos clave en la creacio´n de un algoritmo
de neuroevolucio´n [11]. El primero es el esquema de codificacio´n utilizado para
describir una red neuronal en te´rminos gene´ticos. El segundo es el uso y la
definicio´n de operadores de seleccio´n, cruce y mutacio´n adecuados.
2.2 Codificacio´n de redes neuronales en genomas
Como se ha comentado anteriormente, uno de los principales problemas de la
neuroevolucio´n consiste en encontrar una representacio´n adecuada de una red
neuronal para que pueda ser utilizada por un algoritmo gene´tico.
En el campo de la neuroevolucio´n se han realizado multitud de aproxima-
ciones para obtener la forma o´ptima de codificar y evolucionar genomas que
representan redes neuronales.
De esta manera, es posible codificar una red neuronal como una secuencia
de bits (GENITOR [12]), como una matriz binaria (Binary matrix encoding
[13]) o generando una grama´tica (Grammar Based Encoding [14]), por ejemplo.
Sin embargo, estas representaciones tienen un gran problema cuando dos repre-
sentaciones gene´ticas distintas tienen exactamente el mismo comportamiento, de
modo que su combinacio´n mediante un operador de cruce habitual puede llevar
a un empeoramiento de la especie. Este problema se conoce como el problema de
las representaciones enfrentadas (Competing Conventions Problem, CCP) [15].
Para solventar este problema se realizaron diferentes intentos, pero ninguno
de ellos dio buenos resultados hasta la aparicio´n de Neuroevolution of Augment-
ing Topologies (NEAT).
2.3 NEAT
NEAT es un algoritmo capaz de evolucionar los pesos y las topolog´ıas de una
poblacio´n de redes neuronales, utilizando mecanismos de refuerzo para realizar
un aprendizaje no supervisado [16] [17].
Utiliza dos tipos de genes: genes de enlace y genes neurona. Un gen enlace
contiene informacio´n sobre las dos neuronas que conecta, el peso del enlace, si
se encuentra o no habilitado y un identificador de innovacio´n. El nu´mero de
innovacio´n es la principal caracter´ıstica del me´todo NEAT para evitar el prob-
lema de las representaciones enfrentadas (CCP). Este identificador relaciona cada
elemento estructural de un individuo con una base de datos de innovaciones es-
tructurales global a toda la poblacio´n de genomas. De esta manera, al utilizar
el identificador de innovacio´n cuando dos genomas tratan de combinar sus ele-
mentos estructurales, es posible identificar cuales son los genes comunes (mismo
identificador de innovacio´n) y no comunes.
Por otra parte, un gen neurona contiene la informacio´n relevante de una
neurona, un identificador, una funcio´n asignada (entrada, salida, oculta o sesgo)
y un BIT para indicar si es recurrente. De esta forma, un genoma en NEAT
estara´ compuesto por dos vectores que contendra´n la informacio´n de todos los
genes enlace y neurona respectivamente (ver figura 1).
NEAT empieza con la mı´nima topolog´ıa posible y an˜ade neuronas y enlaces,
por medio de dos de sus cuatro operadores de mutacio´n. Cada vez que se an˜ade
una nueva estructura al genoma, se conoce como innovacio´n. Estas innovaciones
se almacenan en una base de datos global. Cuando una nueva neurona o enlace
se an˜ade al genoma, se referencia la base de datos y se le asigna un identificador
de innovacio´n, que nos dice si ha sido previamente descubierto por otro genoma
o si es completamente nuevo. De esta manera, todos los genes de la poblacio´n
esta´n identificados por este identificador de innovacio´n.
Para realizar el cruce (ver figura 2), el operador recorre los genes enlace
de los dos genomas progenitores, comparando sus nu´meros de innovacio´n para
determinar sobre cada gen si e´ste debe ser escogido para formar parte del hijo.
Fig. 1. Ejemplo de genoma codificado con NEAT.
Los genes son escogidos segu´n dos premisas. Por una parte, cuando un gen con
un determinado identificador de innovacio´n se encuentra en ambos padres, el
hijo hereda de forma aleatoria uno de ellos. Por otra parte, cuando un gen se
encuentra solo en uno de los progenitores, si se trata del que tiene un mayor
valor de idoneidad, el hijo lo hereda, sino, es descartado.
Por otra parte, NEAT proporciona una especificacio´n para proteger las in-
novaciones con un comportamiento peor adaptado. Esta especificacio´n trata de
evitar que estos individuos desaparezcan prematuramente de la poblacio´n.
3 Screaming racers
Screaming Racers es un videojuego de simulacio´n de carreras donde los coches
esta´n controlados por agentes inteligentes que comienzan sin tener ningu´n conoci-
miento del entorno ni del veh´ıculo. Estos agentes tratan de aprender y mejorar
sus habilidades como pilotos, teniendo en cuenta que el u´nico conocimiento que
van a tener es el que ellos mismos sean capaces de aprender. El objetivo del juego
es crear el mejor grupo artificial de pilotos para poder competir en cualquier
circuito y contra cualquier otro equipo.
Este videojuego nos proporciona un entorno flexible donde experimentar con
distintos algoritmos de inteligencia artificial de nivel humano.
3.1 Arquitectura interna
Este videojuego se ha disen˜ado como un sistema multiagente para beneficiarse
de las ventajas de un modelo distribuido. La aplicacio´n esta´ dividida en dos
partes: servidor y clientes. El servidor cuenta con un simulador que da vida
Fig. 2. Operacio´n de cruce de NEAT. Los genes deshabilitados aparecen en gris
al entorno donde los agentes piloto se desarrollan, interactu´an y aprenden. Los
clientes sera´n utilizados por los jugadores para conectarse al servidor.
El disen˜o multiagente proporciona una serie de ventajas en lo que se refiere
a los agentes piloto. E´stos pueden ser movidos desde los clientes al servidor
y viceversa cuando sea necesario. Por este motivo se minimizan los problemas
de la latencia en las comunicaciones. Por otro lado, los agentes piloto pueden
sentir el entorno mediante una serie de sensores predefinidos y adema´s se pueden
comunicar entre ellos, permitiendo a los equipos compartir el conocimiento para
beneficiarse de un comportamiento colaborativo.
En esta arquitectura cliente/servidor (ver figura 3), los principales compo-
nentes se encuentran dentro del servidor. Son los responsables de mantener el
entorno virtual y el sistema multiagente, adema´s de las comunicaciones entre los
clientes. A continuacio´n presentamos una breve descripcio´n de cada uno de estos
componentes:
– Motor F´ısico: su objetivo es el de aplicar las distintas leyes que rigen la f´ısica
a todos los objetos que se encuentran en el entorno.
– Agente Simulador : es el responsable de gestionar y desarrollar cada sesio´n de
entrenamiento o competicio´n. Debe comunicarse con todos los agentes piloto
para que estos puedan coordinar su funcionamiento. Funciona tambie´n como
agente pizarra para comunicaciones entre equipos.
– Motor Gra´fico: muestra en pantalla la apariencia de entorno y la interfaz de
usuario.
– Agente Controlador : es el encargado de coordinar al resto de componentes.
– Agente Comunicador : implementa las tareas de comunicacio´n entre servidor
y clientes y viceversa.
– Agentes Piloto: cada uno de estos agentes implementa el cerebro de uno de
los pilotos del simulador. Reciben informacio´n de sus sensores por medio del
agente simulador y toman decisiones para actuar en consecuencia.
Fig. 3. Arquitectura interna de Screaming Racers.
4 Validacio´n experimental
El proceso de experimentacio´n se ha dividido en dos fases. Por un lado, realizar
una comparacio´n de diferentes algoritmos de neuroevolucio´n para observar cual
de ellos ofrec´ıa mejores resultados. Por otro lado, estudiar el algoritmo selec-
cionado para comprobar su comportamiento.
Para la comparacio´n de los diferentes algoritmos de neuroevolucio´n se han
tenido en cuenta los algoritmos: GENITOR, Binary Matrix Encoding (BME),
Schiffman y dos variantes del algoritmo NEAT (con y sin especies).
La prueba llevada a cabo ha consistido en estudiar la evolucio´n durante 500
generaciones utilizando una poblacio´n de 100 individuos y una configuracio´n
esta´ndar de para´metros. Los resultados mostrados en la figura 4 corresponden
a la media obtenida por cada algoritmo tras realizar 2 pruebas en 5 circuitos
diferentes. El gra´fico muestra la evolucio´n del mejor individuo de la poblacio´n
en cada algoritmo.
Fig. 4. Comparativa de aprendizaje de diferentes algoritmos de neuroevolucio´n durante
500 generaciones.
Al observar estos resultados se deduce que el algoritmo ma´s prometedor de
los considerados para la experimentacio´n es NEAT en su versio´n con especies.
Por lo tanto, las siguientes pruebas han sido realizadas con este algoritmo.
Los siguientes experimentos exponen algunas habilidades adquiridas por los
pilotos. En la figura 5 se muestran dos trazadas de un piloto. La imagen 5a
muestra un piloto en edad temprana de evolucio´n donde au´n no ha desarrollado
sus habilidades. En la imagen 5b se muestra un piloto entrenado tomando una
curva de un circuito. Esta imagen muestra la validez de los resultados obtenidos.
Fig. 5. Trazadas de un veh´ıculo. a) Piloto sin evolucionar. b) Piloto entrenado.
5 Conclusiones
En este art´ıculo se ha presentado un videojuego de simulacio´n de carreras de
coches que permite desarrollar algoritmos de inteligencia computacional de nivel
humano y experimentar el aprendizaje no supervisado con pilotos de carreras
virtuales. Este videojuego es una forma de combinar el algoritmo evolutivo NEAT
con un sistema Multiagente.
Se han introducido algunas te´cnicas de inteligencia artificial utilizadas ac-
tualmente en el desarrollo de videojuegos, centra´ndose en la computacio´n neu-
roevolutiva y concretamente, en el algoritmo neuroevolutivo NEAT.
Se ha realizado una comparacio´n de distintos algoritmos de neuroevolucio´n,
mostra´ndose que NEAT supone una buena primera aproximacio´n al problema.
Los futuros trabajos ira´n encaminados a combinar resultados de aprendizaje
neuroevolutivo no supervisado con esquemas de aprendizaje supervisado y fases
de desarrollo de los pilotos colaborativas y competitivas.
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