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Introduction
Mackerel icefish, Champsocephalus gunnari, hereafter "icefish", is a semi-pelagic finfish occurring across shelf areas in the Southern Ocean (Kock, 2005a) . The population at South Georgia, South Atlantic, is the target of a commercial pelagic trawl fishery constrained by quotas of 1000 to 5000 tonnes per season, in recent years (Barnes et al., 2011; CCAMLR, 2014) . Icefish are assessed using bottom trawl surveys which may yield biased estimates of abundance as a result of limited availability to the sampling method due to pelagic feeding migrations undertaken by the species (Fallon et al., 2015; Hill et al., 2005 Hill et al., , 2012 . Adaptive acoustic-trawl surveys (Everson et al., 1996) , or other implementations of combined acoustic-trawl survey (Kotwicki et al., 2013; McQuinn et al., 2005) have the potential to address this issue.
The hypothesis that bias in icefish abundance estimates results from their vertical distribution can be explored using data from an echosounder. Acoustic data can be collected concurrently with bottom trawling (Bez et al., 2007) to estimate the density of fish which are unavailable to the trawl (e.g. Aglen et al., 1999) . However, to incorporate acoustic estimates into the assessment of the population, backscatter from icefish must first be identified (Horne, 2000) . When attributing acoustic data to species, a number of spatial scales can be considered (e.g. that of the school; the elementary distance sampling unit, EDSU; or the region of interest; Reid et al., 2000) . Distinguishing between groups of objects with different scattering properties (e.g. fish or plankton with or without gas inclusions) is often achievable using data processing on an EDSU or regional scale (Korneliussen et al., 2009; Madureira et al., 1993) . This typically involves resampling acoustic data across some range of depth and distance or time, followed by classification according to assumptions regarding scattering properties of the group or groups of interest (Hewitt et al., 2004; Madureira et al., 1993) .
Assumptions are based on the backscatter versus frequency, the frequency response, of the target organism. This is a function of its orientation relative to the incident sound wave, the incidence angle, as well as its size and composition (Korneliussen and Ona, 2003) . Classification may also depend on the target location and depth, associated seabed type, or other distributional co-variates (Reid et al., 2000) . However, organism aggregations are often geometrically complex, and resampling methods can degrade identifying characteristics (Reid and Simmonds, 1993) . A school-level analysis preserves finer spatialscale information, which could improve classification accuracy, and avoid any problems which might arise from several different target types occurring in a single EDSU.
Although the acoustic scattering properties of icefish need further study, information can be inferred from physical characteristics, which will aid in the identification of candidate echoes. Icefish lack swim bladders, so the frequency response could be similar to that of mackerel (Korneliussen, 2010) : dominated by a flesh component at lower frequencies (e.g. 38 kHz), and by a bone component at higher frequencies (e.g. 120 kHz; see Gorska et al., 2007) . The flesh component should be relatively frequency independent across the typical operating frequencies (38-200 kHz) and may vary according to factors such as temperature and individual condition. The bone component would be characterised by a rising frequency response, peaking at ~200 kHz, varying with fish orientation (Gorska et al., 2005; Korneliussen, 2010) . The frequency response of icefish schools may therefore be low and flat at lower echosounder frequencies (38-100 kHz) relative to 120 and 200 kHz (Gorska et al., 2007) . Krill (Euphausia superba), icefish, and much of the South Georgia groundfish assemblage have similar frequency responses across commonly used frequencies (i.e. 38, 120 and 200 kHz), and therefore may be indistinguishable on an echosounder display Kock and Kellermann, 1991; Kock, 2005a; Lavery et al., 2007) . When such similarities exist, nonacoustic characteristics may be more important to accurate classification (Reid and Simmonds, 1993) . Therefore, the data processing and analysis should incorporate all available variables.
Ideally, an objective target identification method should be applied due to the extensive training required for an operator to consistently and objectively identify a given species (Fernandes, 2009; Horne, 2000) . In the Southern Ocean, Antarctic krill density and distribution is routinely estimated using the difference in volume backscattering strength (S V ; dB re 1 m -1 ) measured at multiple frequencies (CCAMLR, 2010; Madureira et al., 1993) . Initially, a constant range of S V measured at 120 kHz (S V 120 ) minus S V measured at 38 kHz (S V 38 ) was used (Hewitt et al., 2004; Madureira et al., 1993) . This has changed to include variable ranges of differences between S V 38 , S V 120 , and S V 200 (Fielding et al., 2014; Reiss et al., 2008) .
However, these methods are typically applied at the EDSU level and may not differentiate well between species at the school level (Lawson et al., 2008 (James et al., 2013) . Further to the development of the method, the RF algorithm is tested against fixed and variable S V -difference approaches (Fielding et al., 2014; Madureira et al., 1993) to compare outcomes. The intention of this comparison is to explore whether the alternative methods may overestimate the amount of backscatter attributable to krill due to the inclusion of backscatter from all weak scatterers, including icefish.
Methods

Data Sources
Data were from South Georgia groundfish et al., 2014) . The echosounders were calibrated using copper spheres (Foote et al., 1987) , during each survey, at Stromness
Harbour (see Fielding et al., 2014 and supplementary material Table S1 for more details).
Post-processing of Echosounder Data
The echosounder data were post-processed using commercial software (Echoview, Sonardata; Higginbottom et al., 2000) . Aboard FPRV Dorada, the transmit power for the 120-kHz pulses was 1000 W instead of the recommended 250 W (Korneliussen et al., 2008) , which likely caused nonlinear distortion in the collected data. A nonlinearity correction factor was thus applied to the S V 120 data to compensate for nonlinear distortion. The correction factor was derived as the simulated ratio of S V corrected for nonlinear attenuation to measured S V , where finite amplitude effects were assumed to be influential during both echosounder calibration and survey data collection due to high transmit power (see Lunde and Pedersen, 2012, and Pedersen, 2006 , for further details). A multifrequency threshold (similar to that used in Fernandes, 2009 ) was applied to the S V data as a series of virtual echograms (Higginbottom et al., 2000) to remove data outside of animal aggregations from the analysis for the sole putrpose of improving on the single frequency threshold normally required for "school" detection using the Shapes algorithm (Coetzee, 2000) . Single frequency S V data, thresholded at -70 dB, were summed across all available frequencies (ICES, 2015) . Thresholds for these virtual echograms, determined empirically to retain schools and eliminate non-school echoes, were -135 dB for S V 38 + S V 120 and -240 dB for S V 38 + S V 120 + S V 200 .
A 5x5 median convolution kernel, giving each pixel in the acoustic data matrix the median value of the surrounding set of 5x5 pixels, was then applied to remove single target observations and noise spikes (Fielding et al., 2014) . A 7x7 dilation convolution kernel (giving the maximum value in each 7x7 set of pixels)
was then applied to the summed S V data to mitigate any removal of data within schools by the other filtering steps. Finally a bitmap was used to mask the S V data, removing data outside of schools from the analysis and retaining data assumed to originate from aggregations of organisms.
The SHAPES school detection algorithm (Barange, 1994) was then applied to the virtual echograms arising from the image ). An RF was then generated using this training dataset (Breiman, 2001) . Each tree within a RF was generated by recursive partitioning of the data, using the best splitting variable from a vector m randomly selected from p to partition the data at each node on the b th tree (T b ), where m was of length 2 × √ . Vectors (m) of length √ and √ 2 ⁄ were also tested, but resulted in higher error rates. Nodes were split until they reached a specified minimum number of echoes (n min ) of n=1. The RF was then used to make predictions according to:
where ̂( ) is the classification prediction of the b th tree in the ensemble of B = 1 x 10 4 trees, and ̂( ) is the prediction of the RF.
Out-of-bag (OOB) error estimates were inspected as a means of cross-validation of prediction accuracy (Breiman, 2001; Hastie et al., 2009) . In addition to the RF generated using all available variables, RFs were generated using acoustically derived variables only (to explore how well the method might be generalised to other regions in the Southern Ocean), and using variables from Figure   S1 ; Breiman, 2001) . The first gives a measure of the decrease in prediction accuracy when the best node splitting variable is randomly permuted for all variables in p. The mean decrease in accuracy across all trees gives a measure of variable importance (Breiman, 2001 ). Secondly, the Gini Impurity Criterion (GIC) is a measure of the rate of misclassification of randomly chosen elements of a given node when classified according to the distribution of classes in its daughter node.
The sum of decreases in the GIC for each variable across all trees results in a Gini Importance Index (GII). As these two measures may be biased by correlated variables (Strobl et al., 2008) , a third measure of conditional variable importance was calculated to verify their validity (Figure 2 ). The RF analyses were implemented in the R software environment using the "randomForest" and "party"
packages (Liaw and Wiener, 2002; R Development Core Team, 2015; Strobl et al., 2009 ).
Comparison of Methods
Other methods for krill identification were also used to apportion backscatter to weak scatterers, i.e. krill, icefish, and other fish species without swim bladders (Madureira et al., 1993) . Acoustic data collected during the course of the 2006 South Georgia groundfish survey was resampled to mean values within 5-m vertical by 100-m horizontal data bins (Demer, 2004; Fielding et al., 2014) . It was then assumed that resampled values of S V 120 -S V 38 which fell within the range of 2-12 dB represented bins in which weak scattering targets which might be classified as krill would be found (as applied in Fielding et al., 2014 & Woodd-Walker et al., 2003 . This method was also applied using a wider range, 2-16 dB (Watkins and Brierley, 2002) . A third range, 0.37-12 dB, was also tested, based on the values used in the application of the variable window method (Fielding et al., 2014) , Figure 3b ). Mixed groundfish typically formed more diffuse aggregations extending <20 m from the seabed (Figure 3d ), but were also observed to form denser, more extensive echoes in some cases.
A value of κ = 0.92, 95% confidence interval ±0.04, was calculated from the RF confusion matrix (Table 1) , where values of κ > 0.75 are considered an indication of an excellent classifier (Fielding and Bell, 1997) .
The total OOB estimate of error rate (i.e. the ratio of the sum of misclassified echoes from each category to the total number of samples)
gave an estimate of overall prediction accuracy for the full RF of 95.08%. The top seven variables in order of importance for both indices were identical, although the order was different (supplementary material Figure S2 shows an alternative means of visualising the contribution of each variable to classification; Welling et al., 2015) . The most important variable using each metric was the minimum 
Discussion and Conclusion
Random Forest (RF) models classify echoes on the basis of their empirically observable attributes while making few assumptions after the data has been collected.
RF models may be improved with the addition of new data to the training dataset, and selection of variables according to the particular attributes of the species being classified (Genuer et al., 2010) . Expert knowledge can thus be incorporated via casespecific variable selection. Relative to other methods, RF models are also simple to implement, and accept variables with diverse statistical properties (Hastie et al., 2009) . For identifying icefish in the water column, the RF in this study had an estimated 94% accuracy, and an overall prediction accuracy higher than other methods (D'Elia et al., 2014; WooddWalker et al., 2003) . Accepting the need to develop reliable target strength models for icefish, the method presented here could be used in the quantification of any bottom trawl sampling bias, and may be integrated into survey analyses that inform the icefish assessment. The RF method was pre- conditioned on schools, and so, unlike the S Vdifference methods, it did not function in the detection and classification of backscatter below a given density, e.g. that which is observed in some dispersed krill layers (Watkins and Murray, 1998) . However, the fact that krill s A as defined by the RF method was still significantly higher than that from the fixed 2-12 dB method illustrates that excluding those diffuse layers from the analysis may not substantially bias density estimates, and that the majority of krill biomass is contained in swarms (Fielding et al., 2014) . orientation has an approximate S V 120 = -70 dB (Lawson et al., 2006 (Lawson et al., , 2008 , and so values of S V 120 = -100 dB would most likely represent a discontinuity in density within the swarm under those assumptions. At fine scales, krill within swarms have been shown to exhibit measurable levels of uniformity in terms of their orientation (Kubilius et al., 2015) . Most typically they assume a near horizontal position, particularly when actively swimming (Demer and Conti, 2005; Lawson et al., 2006) , weak scattering species, forms dense pelagic feeding aggregations around Shag Rocks . If monospecific aggregations such as this are known to occur then it is preferable to include a corresponding class in the RF method. However, few trawlverified echoes were available for P. guntheri in this case, and so further scrutiny was essential for verification of some RF classifications. It is also apparent from Table 1 that the dataset was not balanced in terms of the number of observations on each group, which can affect the interpretation of results.
For example, if echoes designated as "krill"
were to make up ~5% of observations in the confusion matrix of a binary classifier, 95% accuracy could be achieved by labelling all schools as "mackerel icefish" (Fielding and Bell, 1997) .
The properties of echoes considered in this analysis exhibited variability, non-linearity, interaction, and collinearity. Accordingly, classification of echoes at the level of the school is complex. Compiling a training dataset that adequately represents the distributions of those variables of interest can be a significant hurdle to reliable classification (WooddWalker et al., 2003) . This should be considered when choosing which approach to adopt to a given echo classification problem, and emphasises that the choice of a method is sometimes as dependent on the properties and quality of the available data as it is on the question being addressed (Reid et al., 2000) .
Indeed, there are situations where considering the data at broader spatial scales (i.e. EDSUlevel analysis) is more appropriate (Reid et al., 2000) . This can reduce or eliminate the need for training data entirely, with the caveat that more generalised assumptions will need to be accepted regarding the acoustic properties of the target species. To that end, EDSU-level analyses have been developed which can provide more accurate classification than the fixed S V -difference method applied in this study (Fielding et al., 2014) . However, the loss of fine-scale detail of individual schools makes accurate classification beyond broad categories (e.g. weak scatterers) challenging.
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