A feature extraction technique for face verification is proposed. It utilises polynomial coefficients derived from 2D discrete cosine transform (DCT) coefficients of neighbouring blocks. Experimental results suggest that the technique is more robust against illumination direction changes than 2D Gabor wavelets, 2D DCT and eigenface methods. Moreover, compared to Gabor wavelets, the proposed technique is over 80 times quicker to compute.
Introduction:
Recently there has been much interest in biometric verification systems. A face verification system verifies the claimed identity (a 2 class task) based on images (or a video sequence) of the claimant's face. The claimant is either accepted (classified as a true claimant) or rejected (classified as an impostor).
There are many approaches to facial feature extraction techniquesranging from the eigenface approach [1] , 2D Gabor wavelets [2] to 2D discrete cosine transform (DCT) [3] . PCA derived features have been shown to be sensitive to changes in the illumination direction [4] causing rapid degradation in verification performance. A study by Adini et al. [5] shows that the 2D Gabor wavelet derived features are also sensitive to the illumination direction.
As will be shown, 2D DCT-based features are also sensitive to changes in the illumination direction. In this Letter, we introduce the DCT-mod2 feature extraction technique and compare its performance against the 2D DCT, eigenface and 2D Gabor wavelet approaches. We show that the proposed technique is significantly less affected by an illumination direction change.
To keep consistency with matrix notation, pixel locations (and image sizes) are described using row(s) first, then column(s).
2D DCT feature extraction:
Here the given face image is analysed on a block by block basis. Given an image block f ( y, x), where y, x ¼ 0, 1, . . . , N À 1, we decompose it in terms of orthogonal 2D DCT basis functions. The result is an N Â N matrix C(v, u) containing DCT coefficients:
Cðv; uÞ ¼ aðvÞaðuÞ P 
The coefficients are ordered according to a zig-zag pattern, reflecting the amount of information stored [3] . For block located at (b, a), the DCT feature vector is composed of: Proposed feature extraction method: In speech-based systems, features based on polynomial coefficients (also known as deltas), representing transitional spectral information, have been successfully used to reduce the effects of background noise and channel mismatch [6] .
For images, we define the nth horizontal delta coefficient for block located at (b, a) as a first-order orthogonal polynomial coefficient:
Similarly, we define the nth vertical delta coefficient as:
where h is a 2K þ 1 dimensional symmetric window vector. In this Letter we shall use K ¼ 1 and a rectangular window. We interpret these delta coefficients as transitional spatial information (somewhat akin to edges). Let us assume that we have three horizontally consecutive blocks X, Y and Z. Each block is composed of two components: facial information and additive noise; e.g. X ¼ I X þ I N . Moreover, let us also suppose that all of the blocks are corrupted with the same noise (a reasonable assumption if the blocks are small and close or overlapping). To find the deltas for block Y, we apply (4) to obtain (ignoring the denominator):
i.e. the noise component is removed. By inspecting (1) and (2), it is evident that the 0th DCT coefficient [C(0,0)] reflects the average pixel value (or the DC level) inside each block and hence will be the most affected by any illumination change. Moreover, it is evident that the first [C(0,1)] and second [C(1,0)] coefficients represent the average horizontal and vertical pixel intensity change, respectively. As such, they will also be significantly affected by any illumination change. Therefore, we replace the first three coefficients with their horizontal and vertical deltas and form a feature vector representing the given block as follows:
where the (b, a) superscript is omitted for clarity. Let us term this modified approach as DCT-mod2. It must be noted that in this approach transitional spatial information is combined with local texture information.
Experiments:
The experiments were performed on the VidTIMIT database [7] , which is composed of video recordings of 43 people, reciting short sentences. It was recorded in three sessions, with one week delay between each session. A 56 Â 64 pixel face window, w( y, x), containing the eyes and the nose (the most invariant face area to changes in the expression and hair style) is extracted from each video frame.
For PCA, the dimensionality of the face window is reduced to 40 (based on [4] ). For 2D DCT and DCT-mod2 methods, each block is 8 Â 8 pixels. Moreover, each block overlaps with horizontally and vertically adjacent blocks by 50%. Based on [3] we have chosen 15 as the dimensionality of baseline DCT feature vectors; hence the dimensionality of DCT-mod2 is 18.
For Gabor features, we follow [2] where the dimensionality of the Gabor feature vectors is 18. The location of the wavelet centres was chosen to be as close as possible to the centres of the blocks used in DCT-mod2 feature extraction.
For classification we have utilised the Gaussian mixture model approach [8] . For each feature extraction method, client models were generated from features extracted from face windows in session 1. An illumination change was introduced to face windows extracted from sessions 2 and 3. To simulate more illumination on the left side of the face and less on the right, a new face window v( y, x) is created by transforming w( y, x) using:
for y ¼ 0, 1, . . . , 55 and x ¼ 0, 1, . . . , 63, where m ¼ Àd=(63=2) and d ¼ illumination delta (in pixels). Example face windows are shown in Fig. 1 . It must be noted that this model of illumination direction change is artificial and restrictive as it does not cover all the effects possible in real life (shadows, etc.), but it is useful in providing suggestive results.
Fig. 1 Examples of varying light illumination
Sessions 2 and 3 were used to find verification performance. For each d there were 1120 impostor and 140 true claims. The decision threshold was then set so the a posteriori performance is as close as possible to equal error rate (EER) (i.e. where the false acceptance rate is equal to the false rejection rate) [8] .
In the first experiment, we compared the performance of PCA, DCT, Gabor and DCT-mod2 features for varying d. Results are presented in Fig. 2 . Computational burden is an important factor in practical applications, where the amount of required memory and speed of the processor have direct bearing on the final cost. Hence in the second experiment we compared the average time taken to process one face window by all feature extraction techniques. Results are listed in Table 1 . Conclusions: Comparing PCA, DCT, Gabor and DCT-mod2 (Fig. 2) , we can see that the DCT-mod2 approach is the most immune to illumination direction changes -the performance is virtually flat for varying d. 
