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Abstract. An ordinary Dirichlet series has three abscissae of interest, describing the
maximal regions where the Dirichlet series converges, converges uniformly, and con-
verges absolutely. The paper of Hille and Bohnenblust in 1931, regarding the region on
which a Dirichlet series can converge uniformly but not absolutely, has prompted much
investigation into this region, the “Bohr strip.” However, a related natural question
has apparently gone unanswered: For a Dirichlet series with non-trivial Bohr strip,
how far beyond the Bohr strip might the series converge? We investigate this question
by explicit construction, creating Dirichlet series which converge beyond their Bohr
strip.
1. Introduction
An ordinary Dirichlet series is a function of the form
f(s) =
∞∑
n=1
ann
−s
with s = σ + it ∈ C. The region on which a Dirichlet series might be expected to
converge is a right half plane, we denote these by
Ωσ = {s ∈ C : ℜs > σ}
(where ℜ denotes the real part) and its closure will be written Ωσ. To a Dirichlet series
we can associate several abscissae:
σa = inf{σ :
∑
ann
−s converges absolutely for s ∈ Ωσ}
σb = inf{σ :
∑
ann
−s converges to a bounded function on Ωσ}
σc = inf{σ :
∑
ann
−s converges for all s ∈ Ωσ} .
From the definitions, it is evident that σc ≤ σb ≤ σa. Harald Bohr proved that σa−σb ≤
1/2 in [2]. In 1931, Hille and Bohnenblust [1] showed that this is sharp; there exist
Dirichlet series for which σa − σb = 1/2, and an explicit construction is provided in [1].
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Let Λ(n) be the number of prime factors of n ∈ N, counted with multiplicity (so
Λ(8) = 3). In [1] they also show that if
∑
ann
−s contains only terms of homogeneity at
most M , i.e.
Λ(n) > M =⇒ an = 0
then we have σa − σb ≤
1
2 −
1
2M , and this is also sharp, which is shown by construction.
Since the publication of [1], there has been much investigation into the gap σa − σb,
and the associated “Bohr strip” {s ∈ C : σb < ℜs < σa} and related issues, we recall
some of them here. We would like to mention a survey article in this area by Defant and
Schwarting [4].
A key inequality in [1] is the following inequality for M -homogenous polynomials:
For each M , there is a constant DM such that, for an M -homogenous polynomial∑
|α|=M aαz
α on Cn we have
(1)

 ∑
|α|=M
|aα|
2M
M+1


M+1
2M
≤ DM sup
z∈Dn
∣∣∣∣∣∣
∑
|α|=M
aαz
α
∣∣∣∣∣∣
where α = (α1, . . . , αn) is a multi-index, |α| = α1+ · · ·+αn, and D is the unit disc. This
is a generalization of the Littlewood 4/3 inequality [9], which proves the above result in
the case M = 2. The original proof in [1] did give a bound on the best possible DM ,
but this bound has been substantially improved, see the discussions in [5] and [6] which
also contain the most recent improvements to our knowledge.
Another development related to the question of the gap σa−σb is the theory of p-Sidon
sets (see the discussions in [11], [5]), the inequality (1) shows that the set of monomials
{zα : |α| = M} is a 2MM+1 -Sidon set, for example.
To produce Dirichlet series with a large gap σa − σb, in addition to the explicit con-
struction of [1], random methods have been employed, such as in [8] where the existence
of ordinary Dirichlet series with σa − σb = 1/2, (and σa − σb =
1
2 −
1
2M for homogene-
ity M), is shown. Random methods are also employed in sections 4 and 5 of [11], to
construct Dirichlet polynomials with small ‖ · ‖∞ norm and thus obtain bounds on the
1-Sidon constant of the set of “frequencies” {log 1, . . . , logN} (interpreted as functions
on the Bohr compactification of R).
We mention these developments to note that, for all of this progress, a rather natural
question remains: For a Dirichlet series with the “gap” σa−σb being large, what can be
said about the “gap” σb − σc for this same series? To what extent can a Dirichlet series
converge beyond its Bohr strip? This is the question we explore here.
We first present a general construction of an ordinary Dirichlet series of homogeneity
M . Our technique is based on the method of Walsh matrices used in [10], although
we depart from [10] by using non-square matrices. We then prove four bounds on the
abscissae of this series, of the following forms:
• σb ≤ B
• σb ≥ 0
• σa ≥ A
• σc ≤ C .
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The construction only yields a non-trivial result (i.e. σa−σb > 0 , σb−σc > 0) for the
cases M = 2, 3. We present the construction for general M nevertheless, because the
exposition would not be much clearer for M = 3 rather than general M , and because
we hope that better bounds might be proved for the general construction which would
then yield results beyond M = 3. For the cases M = 2, 3, we obtain:
M = 2. We construct a Dirichlet series of homogeneity M = 2 satisfying
(2) σa − σb = 1/4 , σb − σc ≥ 1/4 .
Construction of such a Dirichlet series (or even proof of its existence) is, to our knowledge,
a new result. Note that 1/4 is the optimal value of σa − σb, given that M = 2.
M = 3. Here, for any value ρ1 ∈ (0, 1), we construct a Dirichlet series of homogeneity
M = 3 which satisfies σa−σc ≥ 1/3, and we furthermore have some specific control over
σb ∈ (σc, σa):
σa − σb ≥
1 + ρ1
6
, σb − σc ≥
1− ρ1
9
.
For ρ1 > 1/2, we see that the value of σa − σb is larger than 1/4, so this construction
does represent a result that cannot be achieved with only terms of homogeneity at most
two. If we pick, for example, ρ1 = 3/4, then we have
σa − σb ≥ 7/24 , σb − σc ≥ 1/36 .
Note that, for M = 3, unfortunately the current construction does not produce values
for σa − σb, σb − σc that couldn’t be replicated by a Dirichlet series with existing con-
structions. For instance, using the standard Hille-Bohnenblust construction for M = 3
and adding a properly shifted Dirichlet series with a given value of σa − σc (such as the
alternating zeta function) will produce a series that has these properties. This can be
done only using terms of homogeneity three as well; simply use a version of the alternat-
ing zeta function which contains only terms of homogeneity three (and is “alternating”
on these terms), we leave details to the interested reader. However, such a series, being
more simply constructed, does not afford control on the individual coefficients. To our
knowledge, ours is the first construction which exhibits a Dirichlet series having terms
of homogeneity exactly three for which it is proved that σa − σb > 1/4, σb − σc > 0 and
for which we have substantial knowledge regarding the individual coefficients.
Our hope is that the method shown here, since it gives specific control over each
abscissa, without any “tricks” of adding another (unrelated) Dirichlet series, could be
extended, specifically by improving the estimate in section 6.
In section 2 we present the general construction. In sections 3 and 4, we prove the
“easy” bounds: an upper bound on σb and a lower bound on σa. These first two bounds
yield the classic Hille-Bohnenblust-type Dirichlet series, for each homogeneity M . In
sections 5, 6 and 7 we prove the “hard” bounds, showing that our Dirichlet series is
unbounded on any Ωσ with σ < 0, and then showing that our Dirichlet series converges
(i.e. the sequence of partial sums converges) at a point s = −ǫ on the negative real axis.
Once all four bounds are proved, in section 8 we derive the results for M = 2, 3.
In section 6 we isolate one of the key estimates, a basic size estimate on all partial
sums of a certain set of complex numbers of modulus one. It seems some improvement
should be possible, given that the arguments are spread over the unit circle.
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2. General Construction
For a polynomial Q in complex variables z1, z2, . . ., define the Wiener norm ‖Q‖W to
be the sum of the absolute values of the coefficients of Q, and let
‖Q‖∞ = max{|Q| : |zi| ≤ 1} .
Let ‖ · ‖ denote the usual norm ‖x‖2 =
∑
|xi|
2.
The construction here differs from standard constructions of this type, because the
matrices we use will not necessarily be square.
For r ∈ N, let ω = ωr be the primitive rth root of unity e
2πi/r. For r1 ≤ r2, let
B(r2,r1) : Cr1 → Cr2 be the “Walsh matrix” defined by
bij = ω
ij
r2 , i = 0, 1, . . . , r2 − 1 , j = 0, 1, . . . , r1 − 1 .
So, for v ∈ Cr1 , B(r2,r1) satisfies ‖B(r2,r1)v‖2 = r2‖v‖
2.
Let M ∈ N, and suppose r1 ≤ . . . ≤ rM+1. Suppose we have M sets of complex
numbers, with the jth set having rj elements:
z
(1)
0 , . . . , z
(1)
r1−1
, z
(2)
0 , . . . , z
(2)
r2−1
, . . . , z
(M)
0 , . . . , z
(M)
rM−1
.
Let D(j) be the rj × rj diagonal matrix with the diagonal entry dii = z
(j)
i . We will
abbreviate
B2,1 = B(r2,r1) , B3,2 = B(r3,r2) etc.
Let u = (1, . . . , 1) ∈ Cr1 , and consider the vector
BM+1,MD(M)BM,M−1D(M−1) · · ·B3,2D(2)B2,1D(1)u ∈ CrM+1 .
Suppose that each z
(j)
i satisfies |z
(j)
i | ≤ 1. Then we have
‖BM+1,MD(M) · · ·B2,1D(1)u‖2 = rM+1‖D
(M) · · ·B2,1D(1)u‖2
≤ rM+1‖B
M,M−1D(M−1) · · ·B3,2D(2)B2,1D(1)u‖2
= . . .
= rM+1rM · · · r2‖u‖
2
= rM+1rM · · · r2r1
= ΠM+11 rj .
This means that each coordinate of BM+1,MD(M) · · ·B2,1D(1)u has size less than or
equal to
(
ΠM+11 rj
)1/2
. In particular the 0th coordinate, which is
r1−1∑
i1=0
· · ·
rM−1∑
iM=0
z
(1)
i1
z
(2)
i2
· · · z
(M)
iM
ωi1i2r2 ω
i2i3
r3 · · ·ω
iM−1iM
rM
satisfies∣∣∣∣∣∣
r1−1∑
i1
· · ·
rM−1∑
iM
z
(1)
i1
· · · z
(M)
iM
ωi1i2r2 · · ·ω
iM−1iM
rM
∣∣∣∣∣∣ ≤
(
ΠM+11 rj
)1/2
when |z
(j)
i | ≤ 1 .
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We define
(3) Q = Qr1,...,rM =
r1−1∑
i1
· · ·
rM−1∑
iM
z
(1)
i1
· · · z
(M)
iM
ωi1i2r2 · · ·ω
iM−1iM
rM .
Considering Q as a polynomial in the variables z
(j)
i , we have
‖Q‖W = Π
M
1 rj(4)
‖Q‖∞ ≤
(
ΠM+11 rj
)1/2
.(5)
Note that Q is not just a polynomial in the z
(j)
i , but is in fact a multilinear function of
the vectors z(1), z(2), . . . , z(M). Note that Q depends on r1, . . . , rM , so in our case, where
the goal is to make the Wiener norm of Q as large as possible, and make the supremum
norm as small as possible, we set rM+1 to the smallest possible value, namely rM .
We denote the floor function by ⌊x⌋ = max{n ∈ N : n ≤ x}. Next, we define some
key parameters of this construction:
L ∈ N
ρ1 ≤ . . . ≤ ρM−1 ∈ [0, 1] , ρM = 1
r1 = ⌊2
ρ1L⌋, . . . , rM = ⌊2
ρML⌋
where ρ1, . . . , ρM are fixed and L is an index which will range over N. Notice that the
rj depend on L, so to be proper we might write r
(L)
j ; we will not do so since the value
of L will be clear from context. We define
QL = Qr1,...,rM .
When one has a polynomial Q in the complex variables z1, z2, . . ., we can create a
Dirichlet polynomial P via the substitution
P (s) = Q(2−s, 3−s, . . .) .
We have just defined a family of polynomials {QL}, each being homogenous of degree
M . To create the Dirichlet polynomials and Dirichlet series that we want, we will use
polynomials Q from this family.
Let pk be the kth prime number. Note that, by the Prime Number Theorem [7] (in
fact, what we need is weaker than the Prime Number Theorem), we have c, C such that
ck log k ≤ pk ≤ Ck log k .
This is all we will need about the distribution of primes.
Now, we define a dyadic family of disjoint sets of primes: Let the sets K
(j)
L be defined
by
K
(j)
L =
{
(M + j − 1)2L + x : x = 0, . . . , rj − 1
}
and then the family of sets of primes is defined by
Π
(j)
L = {pk : k ∈ K
(j)
L } .
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For convenience, when the value of L is clear from context, we denote the ith element
of K
(j)
L by
k
(j)
i = (M + j − 1)2
L + i .
Note that all of the Π
(j)
L are pairwise disjoint.
The terms in the Dirichlet polynomial PL will involve only those n which are a product
of a single element from each Π
(j)
L . Define
Π×L = Π
(1)
L · Π
(2)
L · · ·Π
(M)
L =
{
n = p
k
(1)
i1
p
k
(2)
i2
· · · p
k
(M)
iM
, ij ∈ {0, . . . , rj − 1}, L ∈ N
}
and define
PL(s) = Q
L
(
p−s
k
(1)
0
, . . . , p−s
k
(1)
r1−1
, p−s
k
(2)
0
, . . . , p−s
k
(2)
r2−1
, . . . , p−s
k
(M)
0
, . . . , p−s
k
(M)
rM−1
)
.
In other words,
PL =
∑
n∈N
γnn
−s
where
γn =


ωi1i2r2 · · ·ω
iM−1iM
rM if n ∈ Π
×
L , n = pk(1)i1
· · · p
k
(M)
iM
0 else
.
At this point, the idea is to consider the Dirichlet series
∑
L cLPL with some coefficients
cL. However, instead of defining the series in this way, we will define it “directly”
by defining its coefficients an. This will be convenient since we want to consider the
conditional convergence with proper care.
We will let X > 0 be a fixed real number which is not yet specified, but X will only
depend on M and ρ1, . . . , ρM . So, consider the Dirichlet series
(6) f(s) =
∞∑
n=1
ann
−s
where
βL is fixed but to-be-determined, with |βL| = 1
an =


βL2
−XL ωi1i2r2 · · ·ω
iM−1iM
rM if n ∈ Π
×
L , n = pk(1)i1
· · · p
k
(M)
iM
0 else
.(7)
So, the idea is
f(s) =
∞∑
L=1
βL2
−XLPL(s)
although (6), (7) is the proper definition.
Having this general construction, we will now prove four bounds on the abscissae of
f , in the next five sections. We begin with the two easier bounds: an upper bound on
σb and a lower bound on σa.
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3. An upper bound on the abscissa of boundedness
Let σ > 0, let the real part of s be greater than or equal to σ, and let n∗ be the
smallest n in Π×L ,
n∗ = pk(1)0
p
k
(2)
0
· · · p
k
(M)
0
.
We have
PL(s) =
∑
n
γnn
−s
= n−σ∗
∑
n
γnn
−snσ∗
= n−σ∗ Q
L
(
pσ
k
(1)
0
p−s
k
(1)
0
, . . . , pσ
k
(1)
0
p−s
k
(1)
r1−1
, . . . , pσ
k
(M)
0
p−s
k
(M)
0
, . . . , pσ
k
(M)
0
p−s
k
(M)
rM−1
)
and
|pσ
k
(j)
0
p−s
k
(j)
i
| ≤ 1 ∀i, j .
Recall (5):
‖QL‖∞ ≤ 2
(ρ1+···+ρM+1)L/2 .
We also have n∗ ≥ c
(
M2L
)M
≥ cM2
LM by the Prime Number Theorem, so that
|PL(s)| ≤ c
−σ
M 2
−σLM2(ρ1+···+ρM+1)L/2
and therefore
|βL2
−XLPL(s)| ≤ c
−σ
M 2
−XL2−σLM2(ρ1+···+ρM+1)L/2
= c−σM 2
[
(1/2)(ρ1+···+ρM+1)−σM−X
]
L .
We see that, if (1/2)(ρ1 + · · · + ρM + 1) − σM −X < 0, then
∑
L βL2
−XLPL defines a
bounded holomorphic function in the half plane Ωσ.
By inspection in some possibly distant right half plane we can conclude that
f =
∑
L
βL2
−XLPL
in this distant right half plane (since the two Dirichlet series will converge absolutely).
So,
∑
L βL2
−XLPL gives an analytic continuation of f to a bounded function on Ωσ,
and therefore by a classic theorem of Bohr [3] we know that the Dirichlet series for f
converges on Ωσ, and f is bounded there, so σb ≤ σ.
We have shown that if σ > 0 and (1/2)(ρ1+ · · ·+ρM +1)−σM −X < 0 then σb ≤ σ.
So, if
X ≤ (1/2)(ρ1 + · · ·+ ρM + 1)
and we choose any σ satisfying
σ > (1/2M)(ρ1 + · · ·+ ρM + 1)−X/M
then σb ≤ σ, and therefore by taking the infimum over σ we have proved:
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Proposition 1. Let f be the Dirichlet series defined by (6) and (7). If
X ≤ (1/2)(ρ1 + · · · + ρM + 1)
then we have
σb ≤ (1/2M)(ρ1 + · · ·+ ρM + 1)−X/M .
4. Abscissa of absolute convergence
We prove a lower bound on σa. Note that, by the Prime Number Theorem, we have
c, C such that
ck log k ≤ pk ≤ Ck log k
and so we have
max{n : n ∈ Π×L} ≤
(
max{pk : k ∈ K
(j)
L }
)M
.
We recall that all k ∈ K
(j)
L satisfy k ≤M2
L+1, and so
pk ≤M2
L+2(logM + (L+ 1) log 2) .
Therefore, with CM being a constant depending on M ,
max{pk : k ∈ K
(j)
L } ≤ CM2
LL
and so
(8) max{n : n ∈ Π×L} ≤ C
M
M 2
MLLM .
Also, we have ∣∣Π×L ∣∣ = r1 · · · rM ≥ r
ρ1
M+1
2
· · ·
rρMM+1
2
≥ 2−M2(ρ1+···+ρM )L .
Therefore, we calculate:∑
|an|n
−σ =
∞∑
L=1
2−XL
∑
n∈Π×
L
n−σ
≥
∞∑
L=1
2−XL
∣∣Π×L ∣∣C−σM 2−σMLL−σM
≥ C−σM 2
−M
∞∑
L=1
2−XL2(ρ1+···+ρM )L2−σMLL−σM
= C−σM 2
−M
∞∑
L=1
2
[
(ρ1+···+ρM )−σM−X
]
LL−σM .
If (ρ1 + · · ·+ ρM )− σM −X > 0, i.e. if
σ < (1/M)(ρ1 + · · ·+ ρM )−X/M
then the above sum is infinite, so we have
Proposition 2. Let f be the Dirichlet series defined by (6) and (7). We have
σa ≥ (1/M)(ρ1 + · · ·+ ρM )−X/M .
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At this point, we note that we have produced the classic Hille-Bohnenblust construc-
tion. With propositions 1 and 2, we see that as long as we choose
X ≤ (1/2)(ρ1 + · · ·+ ρM + 1)
then we have
σa − σb ≥
1
2M
(ρ1 + · · ·+ ρM )−
1
2M
.
For any value of M , by choosing ρ1 = . . . = ρM = 1 (and X = 0 for instance), the
Dirichlet series f has terms of homogeneity exactly M and σa−σb ≥
1
2 −
1
2M , the largest
possible gap between σa and σb.
5. Proving σb ≥ 0
To show that f becomes unbounded if we cross the abscissa σ = 0, i.e. to prove
σb ≥ 0, we will demonstrate that (under certain conditions on X) the partial sums of f
achieve arbitrarily large values on the imaginary axis. This proves the bound because,
if σb < 0 then by classic results [3] the partial sums of f converge uniformly to f on the
line σ = 0. Uniform convergence implies that there is some large N ′, such that
∀N ≥ N ′, ‖
N ′∑
N=1
ann
−it‖∞ ≤ 2‖f‖∞ .
In particular, with σb < 0 the partial sums cannot achieve arbitrarily large values. Note
that we will not show that f itself is actually unbounded on the imaginary axis (this is
fortunately not necessary; it may well not be true).
To prove that the partial sums achieve arbitrarily large values on the imaginary axis,
we will show that the first finitely many L of the terms βL2
−XLPL have very similar
arguments at some point on the imaginary axis. Furthermore, we want to prove this while
still retaining complete flexibility to choose {βL}. This can be accomplished because,
for any choice of {βL}, once we consider a particular partial sum, we can search the
entire imaginary axis to choose the argument of PL at will, for each of finitely many L
(simultaneously) using Kronecker’s theorem.
The plan is as follows:
(1) Fix a large number K; the partial sums will then be constructed to exceed K.
(2) Let LK = 2
M+1K; this is chosen so
∑
L≤LK
2−XL‖QL‖∞ > 2K (for the right
X).
(3) For each L ≤ LK , find zL such that βLQ
L(zL) = ‖Q
L‖∞.
(4) By Kronecker’s theorem, find t = tK such that
(
p−itK
k
(1)
0
, . . . , p−itK
k
(M)
rM−1
)
≈ zL is
satisfied simultaneously for all L ≤ LK .
Then, PL(itK) ≈ Q
L(zL) and so∑
L≤LK
2−XLβLPL(itK) ≈
∑
L≤LK
2−XLβLQ
L(zL)
=
∑
L≤LK
2−XL‖QL‖∞
9
where the first sum is indeed a partial sum of the Dirichlet series for f at the point
s = itK . The fact that this is in fact a partial sum of the Dirichlet series for f is not a
complete triviality, but it is true; it equals
∑N
n=1 ann
−itK where N = max{n : n ∈ Π×LK}.
The important point is that, if L1 < L2 then
∀n1 ∈ Π
×
L1
, ∀n2 ∈ Π
×
L2
, we have n1 < n2 .
Now, the details. We first fix a (large) K.
Recall that
QL =
r1−1∑
i1
· · ·
rM−1∑
iM
z
(1)
i1
· · · z
(M)
iM
ωi1i2r2 · · ·ω
iM−1iM
rM .
Recall inequality (1) from the introduction: For any M -homogenous polynomial in n
variables, we have 
 ∑
|α|=M
|aα|
2M
M+1


M+1
2M
≤ DM sup
z∈Dn
∣∣∣∣∣∣
∑
|α|=M
aαz
α
∣∣∣∣∣∣ .
By the maximum modulus principle, QL will attain its supremum on Tn. So, for each
L, let (z
∗(j)
i ) = (z
∗(j)
i (L)) be a point on T
n where the supremum is attained. We have
∣∣∣QL ((z∗(j)i ))∣∣∣ ≥ D−1M

 ∑
|α|=M
|aα|
2M
M+1


M+1
2M
= D−1M (r1 · · · rM )
M+1
2M
≥ 2−M2(ρ1+···+ρM )
M+1
2M
L .(9)
Next, note that since QL is in fact multilinear on Cr1 × · · · × CrM , we can multiply by
a constant in the Cr1 coordinate and then factor out that constant by linearity: for any
τL with |τL| = 1, we have
QL
(
τLz
∗(1)
0 , τLz
∗(1)
1 , · · · , τLz
∗(1)
r1−1
, z
∗(2)
0 , · · · , z
∗(2)
r2−1
, · · · , z
∗(M)
rM−1
)
= τLQ
L
(
(z
∗(j)
i )
)
.
Let yL be the point appearing in the equation above:
yi,j,L = τLz
∗(j)
i (L) for j = 1
yi,j,L = z
∗(j)
i (L) for j > 1
for all L, and so QL(yL) = τLQ
L
(
(z
∗(j)
i )
)
. We now fix τL such that
(10) βLQ
L(yL) = βLτLQ
L
(
(z
∗(j)
i )
)
=
∣∣∣QL ((z∗(j)i ))∣∣∣ .
We will now need Kronecker’s Theorem [7]:
Theorem 3 (Kronecker’s Theorem). Let λ1, . . . , λn ∈ R be rationally independant.
Then, the map
t −→ (eiλ1t, . . . , eiλnt)
from R to Tn has dense range in Tn.
10
The set {log p : p is prime } is rationally independant, so by Kronecker’s Theorem let
tK be chosen so that
|p−itK
k
(j)
i
− yi,j,L| ≤ 2
−(2M+1)L
is satisfied for all i, j and all L ≤ LK (simultaneously). Write this as
p−itK
k
(j)
i
= yi,j,L + δi,j,L .
So,
PL(itK) = Q
L(p−itK1 , p
−itK
2 , . . .)
=
∑
i1,...,iM
(
τLz
∗(1)
i1
+ δi1,1,L
)(
z
∗(2)
i2
+ δi2,2,L
)
· · ·
(
z
∗(M)
iM
+ δiM ,M,L
)
ωi1i2r2 · · ·ω
iM−1iM
rM
=
∑
i1,...,iM
(
τLz
∗(1)
i1
z
∗(2)
i2
· · · z
∗(M)
iM
+
∑
δ
)
ωi1i2r2 · · ·ω
iM−1iM
rM
where
∑
δ represents the remaining terms in the binomial expansion; we have∣∣∣∣∣
∑
δ
∣∣∣∣∣ ≤ 2M2−(2M+1)L .
Continuing the above equality,
PL(itK) = τLQ
L
(
(z
∗(j)
i )
)
+
∑
i1,...,iM
(∑
δ
)
ωi1i2r2 · · ·ω
iM−1iM
rM
= τLQ
L
(
(z
∗(j)
i )
)
+ δL .
The last line above serves to define δL, and we have
|δL| ≤ 2
(ρ1+···+ρM )L2M2−(2M+1)L ≤ 2ML2M2−(2M+1)L ≤ 2−L .
Let NK = max{n : n ∈ Π
×
LK
}. Then
NK∑
n=1
ann
−itK =
LK∑
L=1
βL2
−XLPL(itK)
=
LK∑
L=1
βL2
−XL
(
τLQ
L
(
(z
∗(j)
i )
)
+ δL
)
=
LK∑
L=1
βL2
−XLτLQ
L
(
(z
∗(j)
i )
)
+
LK∑
L=1
βL2
−XLδL
=
LK∑
L=1
2−XL
∣∣∣QL ((z∗(j)i ))∣∣∣+
LK∑
L=1
βL2
−XLδL [by (10)] .
We see that
LK∑
L=1
2−XL
∣∣∣QL ((z∗(j)i ))∣∣∣ ≥
LK∑
L=1
2−XL2−M2(ρ1+···+ρM )
M+1
2M
L .
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We now can choose the value of X that we would like:
X = (ρ1 + · · ·+ ρM )
M + 1
2M
.
With this,
LK∑
L=1
2−XL
∣∣∣QL ((z∗(j)i ))∣∣∣ ≥ 2−MLK ≥ 2K
and
∣∣∣∑LKL=1 βL2−XLδL∣∣∣ ≤∑ 2−XL2−L ≤ 1 ≤ K, so we have∣∣∣∣∣
NK∑
n=1
ann
−itK
∣∣∣∣∣ ≥ (2K)− (K) = K .
For arbitrary K, we have found a partial sum of f which, at a point on the imaginary
axis, assumes a value having modulus larger than K and so we have proved
Proposition 4. Let f be the Dirichlet series defined by (6) and (7). With
X = (ρ1 + · · ·+ ρM )
M + 1
2M
and for any choice of βL, |βL| = 1, we have σb ≥ 0.
6. A Key Estimate
Before presenting the final bound (the upper bound on σc) we will require a size
estimate on a sum of the following form:∑
n∈Π×
L
,n≤P
ωi1i2r2 · · ·ω
iM−1iM
rM
for general P. This sum is adding terms on the unit circle with widely varying arguments,
so a high degree of cancellation can be hoped for. Unfortunately, no sophisticated or
impressive bound has been obtained by the current author; we will simply isolate the
iM index, sum the resulting one-variable geometric series, and then bound by absolute
values. Recalling
n = p
k
(1)
i1
· · · p
k
(M)
iM
←→ (i1, . . . , iM )
the one key observation is that, because we selected the primes in increasing order, the
set
{(i1, . . . , iM ) : n ≤ P}
has the following weak convexity property: if we fix (i1, . . . , iM−1), then the set
{iM : (i1, . . . , iM ) satisfies n ≤ P}
is an “interval” of natural numbers, meaning that it equals every natural number between
some (unspecified) lower and upper bounds, call them l and u respectively. Leaving out
12
the terms with iM−1 = 0, we have:∑
n∈Π×
L
,n≤P , iM−1 6=0
ωi1i2r2 · · ·ω
iM−1iM
rM
=
∑
(i1,...,iM−1) , iM−1 6=0
ωi1i2r2 · · ·ω
iM−2iM−1
rM−1
∑
iM :(i1,...,iM ) satisfies n≤P
ω
iM−1iM
rM
=
∑
(i1,...,iM−1) , iM−1 6=0
ωi1i2r2 · · ·ω
iM−2iM−1
rM−1
u∑
iM=l
ω
iM−1iM
rM
=
∑
(i1,...,iM−1) , iM−1 6=0
ωi1i2r2 · · ·ω
iM−2iM−1
rM−1
(
ωarM − ω
b
rM
1− ω
iM−1
rM
)
.
Noting that on [−π, π] there is some small c such that 1− cos x ≥ cx2, we have
|1− ω
iM−1
rM |
2 = 2
(
1− cos(2πiM−1/rM )
)
≥ 2c(2πiM−1/rM )
2
and so there is an absolute constant c′ such that |1− ω
iM−1
rM | ≥ c
′iM−1/rM .
Now, bounding with absolute values, including those terms with iM−1 = 0, and esti-
mating
∑K
i=1 i
−1 ≤ C log(K + 1), we have∣∣∣∣∣∣∣
∑
n∈Π×
L
,n≤P
ωi1i2r2 · · ·ω
iM−1iM
rM
∣∣∣∣∣∣∣ ≤ c
′−1
∑
(i1,...,iM−2)
2
∑
iM−1≥1
rM
iM−1
+
∑
(i1,...,iM ):iM−1=0
1
≤ 2c′−1C r1 · · · rM−2rM
(
log(rM−1 + 1) + 1
)
.
Note that rj ≤ r
ρj
M+1 ≤ 2
ρjL. With C ′M being another constant depending on M ,
(11)
∣∣∣∣∣∣∣
∑
n∈Π×
L
,n≤P
ωi1i2r2 · · ·ω
iM−1iM
rM
∣∣∣∣∣∣∣ ≤ C
′
M2
(ρ1+···+ρM−2+ρM )LL .
7. Convergence on the negative real axis
Note that, after proving the bounds on the abscissae of f in the preceding sections,
we still have the freedom to choose βL. We will now use βL to arrange a large amount
of cancellation in the partial sums of f at a certain point s = −ǫ (to be determined) on
the negative real axis.
Fix some ǫ > 0, and consider a partial sum of the series (6) at s = −ǫ:
AN (ǫ) =
N∑
n=1
ann
ǫ .
Our goal is to find for which values of ǫ it is possible to choose βL such that the sequence
{AN (ǫ)} converges as N →∞.
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A straightforward but quite crucial fact will be the following (mentioned previously):
If L1 < L2 then
∀n1 ∈ Π
×
L1
, ∀n2 ∈ Π
×
L2
, we have n1 < n2 .
We define
L∗(N) = max{L : ∃n ≤ N with n ∈ Π×L} .
By definition of L∗(N), and by the fact above, if L < L∗(N) then
∀n ∈ Π×L , we have n ≤ N
and therefore we can write
AN (ǫ) =
∑
L<L∗(N)
∑
n∈Π×
L
ann
ǫ +
∑
n∈Π×
L∗(N)
,n≤N
ann
ǫ .
The important point is that, in the first term, the inner sums range over all n ∈ Π×L
because all these n satisfy n ≤ N .
We would like to continue to express the inner sums in AN (ǫ) as one-dimensional (in
order to sum by parts in the desired order), so let proceed with the understanding
n = p
k
(1)
i1
· · · p
k
(M)
iM
←→ (i1, . . . , iM ) .
We have
AN (ǫ) =
∑
L<L∗(N)
βL2
−XL
∑
n∈Π×
L
ωi1i2r2 · · ·ω
iM−1iM
rM n
ǫ
+ βL∗(N)αL∗(N)
∑
n∈Π×
L∗(N)
,n≤N
ωi1i2r2 · · ·ω
iM−1iM
rM n
ǫ .
Define
ΩL(ǫ) =
∑
n∈Π×
L
ωi1i2r2 · · ·ω
iM−1iM
rM n
ǫ .(12)
Γ(N, ǫ) =
∑
n∈Π×
L∗(N)
,n≤N
ωi1i2r2 · · ·ω
iM−1iM
rM n
ǫ .(13)
This means
(14) AN (ǫ) =
∑
L<L∗(N)
βL2
−XLΩL(ǫ) + βL∗(N)αL∗(N)Γ(N, ǫ) .
We aim to show that 2−XL|ΩL(ǫ)| → 0 and 2
−XL|Γ(N, (ǫ)| → 0, for a certain value of ǫ.
This is not sufficient by itself, but along with our freedom to choose βL it will be enough
to prove the result.
We prove next that the sums (12), (13) have a large amount of cancellation. A large
amount of cancellation should not be surprising, because of the ωi1i2+··· factors. Let us
index the elements of Π×L in increasng order:
Π×L =
{
n1, . . . , n|Π×L |
}
.
We will sum by parts:
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Proposition 5 (A Version of Summation by Parts). Suppose a1, . . . , ap and b1, . . . , bp
are given. Define BN =
∑N
j=1 bj . Then
p∑
j=1
aibi =
p−1∑
j=1
(aj − aj+1)Bj + apBp
Proof. Standard. 
Applying this to ΩL(ǫ), Γ(N, ǫ), we have
ΩL(ǫ) =
|Π×L |−1∑
j=1
(nǫj − n
ǫ
j+1)

 ∑
n∈Π×
L
,n≤nj
ωi1i2r2 · · ·ω
iM−1iM
rM

 + nǫ|Π×L |
∑
n∈Π×
L
ωi1i2r2 · · ·ω
iM−1iM
rM
and, letting n∗ be the maximal element of
{
n : n ∈ Π×L∗(N), n ≤ N
}
,
Γ(N, ǫ) =
∑
j:nj≤N
(nǫj − n
ǫ
j+1)

 ∑
n∈Π×
L∗(N)
,n≤nj
ωi1i2r2 · · ·ω
iM−1iM
rM


+ (n∗)ǫ
∑
n∈Π×
L∗(N)
,n≤N
ωi1i2r2 · · ·ω
iM−1iM
rM .
Now, we need to estimate the size of a sum of the form∑
n∈Π×
L
,n≤P
ωi1i2r2 · · ·ω
iM−1iM
rM
for general P , this estimate was provided by equation (11) in the preceding section (we
will substitute the actual bound in place of EL when required):∣∣∣∣∣∣∣
∑
n∈Π×
L
,n≤P
ωi1i2r2 · · ·ω
iM−1iM
rM
∣∣∣∣∣∣∣ ≤ EL .
With this estimate, we have
|ΩL(ǫ)| ≤ 2 (max{n : n ∈ Π
×
L})
ǫEL .
Recalling the bound (8) on the largest element of Π×L , we see that, with CM being
(another) constant depending on M , and ǫ < 1 assumed, we have
(15) |ΩL(ǫ)| ≤ CM2
ǫMLLM EL
and similarly
(16) |Γ(N, ǫ)| ≤ CM2
ǫML∗(N)L∗(N)M EL∗(N) .
Using the estimate (11) on EL, we substitute into (15), (16), and we have
|ΩL(ǫ)| ≤ CM2
ǫMLLM 2(ρ1+···+ρM−2+ρM )LL
|Γ(N, ǫ)| ≤ CM2
ǫML∗(N)L∗(N)M 2(ρ1+···+ρM−2+ρM )L
∗(N)L∗(N) .
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Recall that (14) tells us
AN (ǫ) =
∑
L<L∗(N)
βL2
−XLΩL(ǫ) + βL∗(N)αL∗(N)Γ(N, ǫ) .
We define βL = βL(ǫ) to satisfy
βLΩL(ǫ) = (−1)
dL |ΩL(ǫ)|
where dL = dL(ǫ) is not yet specified. This means we have
AN (ǫ) =
∑
L<L∗(N)
(−1)dL2−XL |ΩL(ǫ)| + βL∗(N)αL∗(N)Γ(N, ǫ) .
Leaving aside the L∗(N) term for the moment, recall the following result from infinite
series: If an ≥ 0 and an → 0, then there exists some choice of signs dn such that the
partial sums
∑
n≤N (−1)
dnan converge (to some unspecified value) as N → ∞. This
means that, if (for some particular value of ǫ)
2−XL |ΩL(ǫ)| → 0 as L→∞
then there exists a choice of signs dL such that
∑
L<L∗(N)(−1)
dL2−XL |ΩL(ǫ)| converges
as N →∞. Using the inequality above, we have
2−XL |ΩL(ǫ)| ≤ 2
−XLL−(M+2)CM2
ǫMLLM 2(ρ1+···+ρM−2+ρM )LL
= CM2
[ (ρ1+···+ρM−2+ρM )−X+ǫM ]LL−1 .
We see that, if ǫ satisfies
(17) (ρ1 + · · ·+ ρM−2 + ρM )−X + ǫM = 0
then 2−XL |ΩL(ǫ)| → 0. Additionally, since αL∗(N)Γ(N, ǫ) is bounded by the same
quantity as above (with L∗(N) substituted for L), if (17) is satisfied then we also have
αL∗(N)Γ(N, ǫ)→ 0
and therefore there will be a choice of signs {dL} (i.e. a choice of {βL}) such that AN (ǫ)
converges as N →∞.
Let us choose
ǫ =
−1
M
[
(ρ1 + · · ·+ ρM−2 + ρM )−X
]
This means (17) is satisfied, so as long as this ǫ is greater than zero, we can choose {βL}
such that f(s) converges at s = −ǫ on the negative real axis, and so we have proved
Proposition 6. Let f be the Dirichlet series defined by (6) and (7). f satisfies
σc ≤
1
M
(
(ρ1 + · · ·+ ρM−2 + ρM )−X
)
if the quantity on the right hand side is negative (it would not be of interest otherwise).
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8. Results
Examining propositions 1, 2, 4 and 6, we see that with X = (ρ1 + · · ·+ ρM )
M+1
2M , the
requirement
X ≤ (1/2)(ρ1 + · · ·+ ρM + 1)
from proposition 1 is satisfied, and so we have a Dirichlet series f which satisfies
σc ≤
1
2M2
[
(M − 1)(ρ1 + · · · + ρM−2 + ρM )− (M + 1)ρM−1
]
σb ≥ 0
σb ≤
1
2M
(
1−
ρ1 + · · ·+ ρM
M
)
σa ≥
M − 1
2M2
(ρ1 + · · ·+ ρM )
as long as the bound on σc is less than zero, i.e.
(M − 1)(ρ1 + · · ·+ ρM−2 + ρM )− (M + 1)ρM−1 < 0 .
Proving the results stated in the introduction, for M = 2 and M = 3, is now a matter
of arithmetic:
With M = 2, and ρ1, ρ2 = 1, we have σb = 0, σa ≥ 1/4, and σc ≤ −1/4.
With M = 3, we can set ρ2 = ρ3 = 1 and then
σa ≥
1
9
(ρ1 + 2)
σb ∈ [0,
1
18
(1− ρ1)]
σc ≤
1
9
(ρ1 − 1) .
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