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MATRICE MAGIQUE ASSOCIE´E
A` UN GERME DE COURBE PLANE ET
DIVISION PAR L’IDE´AL JACOBIEN
Joe¨l Brianc¸on, Philippe Maisonobe & Tristan Torrelli1
Re´sume´. Dans l’anneau des germes de fonctions holomorphes a` l’origine de
C2, nous nous donnons une fonction f de´finissant une singularite´ isole´e, et
nous nous inte´ressons a` l’e´quation : uf ′x + vf
′
y = wf , lorsque la fonction
w est donne´e. Nous introduisons les multiplicite´s d’intersection relatives de
w et f ′y le long des branches de f et nous e´tudions les solutions a` l’aide
de ces valuations. Graˆce aux re´sultats ainsi de´montre´s, nous construisons
explicitement une e´quation fonctionnelle ve´rifie´e par f .
Introduction
Soit K =
⋃
d∈N∗ C[[x
1/d]][1/x] le corps des se´ries de Puiseux muni de sa
valuation naturelle ν, et f =
∏n
i=1(y − ai) un polynoˆme unitaire, re´duit, de
degre´ n ≥ 2, a` coefficient dans K. Nous lui associons la famille des multipli-
cite´s : mi,j = ν(ai−aj) pour 1 ≤ i 6= j ≤ n, et la matrice magique A = (αi,j)
de´finie par : αi,j = −mi,j pour i 6= j et αi,i =
∑
j 6=imi,j . Dans un premier
temps, nous de´montrons que cette matrice est diagonalisable sur Q et nous
exhibons ses valeurs propres et ses sous-espaces propres (Corollaire 1.18).
Nous nous proposons alors d’expliciter une solution (u, v) du syste`me
line´aire uf ′x + vf
′
y = wf lorsque w est un polynoˆme donne´ de K[y], de degre´
strictement infe´rieur a` n ; notons E = K[y](n) cet espace de polynoˆmes, et
εi =
∏
j 6=i(y − aj), 1 ≤ i ≤ n, la base d’interpolation de Lagrange (aux
coefficients pre`s). Nous filtrons E a` l’aide de la valuation des coordonne´es
dans cette base :
val(w) = inf
{
ν
(
w(x, ai)
f ′y(x, ai)
)
; 1 ≤ i ≤ n
}
pour w ∈ E .
1 {briancon, phm, torrelli}@math.unice.fr, Laboratoire J.A. Dieudonne´, U.M.R. du
C.N.R.S. 6621, Universite´ de Nice Sophia-Antipolis, Parc Valrose, F-06108 Nice Cedex 2.
Classification AMS 2000 : 32S40, 32S10, 32C38, 32C40, 14B05.
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Nous nous apercevons que les matrices colonnes des coordonne´es de u et w
respectivement, dans cette base, sont lie´es par :
W = A · U
ou` A est une matrice magique a` coefficients dans K, dont la forme initiale
est (1/x)A. Nous pouvons alors de´terminer la valuation de la solution (u, v)
et sa forme initiale, sous certaines conditions (Corollaire 2.5).
Nous appliquons ces re´sultats au cas ou` f ∈ C{x}[y] est un polynoˆme
distingue´ de degre´ n, de´finissant un germe de courbe plane a` singularite´
isole´e ; nous en de´duisons que lorsque w ∈ C{x}[y](n) est de valuation positive
ou nulle, wf appartient a` l’ide´al jacobien (Corollaire 2.7). Nous retrouvons,
par exemple, l’appartenance de f 2 a` cet ide´al. E´galement, nous ge´ne´ralisons
ces re´sultats au cas ou` f n’est plus un polynoˆme re´duit.
En application, nous consacrons la dernie`re partie a` la construction d’un
multiple du polynoˆme de Bernstein de f (a` singularite´ isole´e de multiplicite´
n) et de l’ope´rateur associe´, ve´rifiant l’e´quation fonctionnelle :
b(s)f s = P · f s+1 .
Le polynoˆme trouve´ b(s) se calcule a` partir des valeurs propres de la matrice
magique de f , et il ne de´pend donc que du type topologique du germe de
courbe de´fini par f (The´ore`me 3.6). Cela re´pond a` la question de la construc-
tion effective, question qui interpelle les deux premiers auteurs depuis long-
temps, apre`s la de´monstration de l’existence du polynoˆme de Bernstein par
M. Kashiwara ([4]) a` l’aide de la re´solution des singularite´s.
1 Matrices magiques
1.1 La matrice magique associe´e a` un bouquet
1.1.1 Les bouquets
Conside´rons une famille de n germes de courbes lisses distinctes (n ≥ 2),
transverses a` l’axe des y dans le plan C2 des couples (x, y). Ce ‘bouquet de
courbes lisses’ est de´fini par un unique polynoˆme unitaire f appartenant a`
C{x}[y] :
f =
n∏
i=1
(y − ai)
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avec ai ∈ C{x}, 1 ≤ i ≤ n, deux-a`-deux distincts.
Dans nos re´sultats, les proble`mes de convergence ne posent pas de diffi-
culte´ se´rieuse et nous prendrons les ai dans C[[x]]. Plus ge´ne´ralement, nous
envisagerons les ai dans le corps des fractions de C[[x]] :
K = C((x)) = C[[x]][1/x]
et dans la cloˆture alge´brique de K :
K =
⋃
d∈N∗
C[[x1/d]][1/x]
que nous munissons de sa valuation naturelle ν : K → Q ∪ {+∞}.
Definition 1.1 Un bouquet de n branches est une famille ordonne´e de n
e´le´ments (n ≥ 2) ai ∈ K, 1 ≤ i ≤ n, deux-a`-deux distincts. Le bouquet
passe par l’origine lorsque les valuations ν(ai), 1 ≤ i ≤ n, sont strictement
positives.
Un bouquet est donc donne´ par un polynoˆme unitaire re´duit de degre´
n ≥ 2 de K[y], et avec un ordre sur ses racines ; nous continuerons a` e´crire :
f =
∏n
i=1(y − ai).
Exemple 1.2 Soit f ∈ C[[x]][y] un polynoˆme distingue´ de degre´ n, c’est-a`-
dire unitaire et ve´rifiant : f(0, y) = yn. Notons d ∈ N∗ le p.p.c.m des degre´s
de ses facteurs irre´ductibles. D’apre`s le the´ore`me de Newton-Puiseux, nous
savons que : f(td, y) =
∏n
i=1(y − φi(t)) avec φi ∈ C[[t]] et φi(0) = 0 pour
tout 1 ≤ i ≤ n. Lorsque f est re´duit, en nume´rotant ainsi les racines, nous
obtenons le bouquet passant par l’origine : f =
∏n
i=1(y − φi(x
1/d)).
Nous nous inte´resserons aussi a` des bouquets de branches multiples.
Definition 1.3 Un bouquet de branches avec multiplicite´s est la donne´e
d’un bouquet de n-branches et d’une famille µ = (µ1, . . . , µn) d’entiers natu-
rels non nuls.
Nous e´crirons : fµ =
∏n
i=1(y − ai)
µi .
Lorsque les ai appartiennent a` K, nous parlerons alors de ‘bouquet de
courbes me´romorphes’. A` un bouquet donne´ f =
∏n
i=1(y − ai) ∈ K[y], nous
associons la famille des multiplicite´s d’intersection de ses branches deux-a`-
deux : {mi,j = ν(ai−aj) ; i 6= j} et nous posons :mi =
∑
j 6=imi,j = ν(f
′
y(ai)).
En prenant les valuations dans la somme :
(ai − aj) + (aj − ak) + (ak − ai) = 0
pour des indices distincts i, j, k, nous constatons encore que le minimum des
entiers mi,j, mj,k, mk,i est atteint pour au moins deux couples d’indices.
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1.1.2 La matrice magique associe´e a` un bouquet de branches
Rappelons qu’une matrice carre´e A a` coefficients dans un anneau com-
mutatif K est dite magique si la somme des coefficients de ses lignes et de ses
colonnes est la meˆme ; nous la notons s(A). L’ensemble des matrices magiques
n× n a` coefficients dans K est une K-alge`bre, note´e Mag(n,K), et
s :Mag(n,K) −→ K
est un morphisme de K-alge`bres. Le noyau de s, c’est-a`-dire l’ensemble des
matrices magiques de somme nulle, est un ide´al bilate`re de Mag(n,K) note´
Mag0(n,K).
LorsqueK est totalement ordonne´, nous de´finissons l’ensembleMag⋆(n,K)
des matrices magiques exceptionnelles : c’est l’ensemble des matrices ma-
giques A = (αi,j) ve´rifiant la proprie´te´ :
(⋆) : pour tout triplet (i, j, k) d’indices distincts, le maximum de αi,j, αj,k, αk,i
est atteint au moins deux fois.
Signalons que cet ensemble Mag⋆(n,K) n’est en ge´ne´ral stable ni par
addition, ni par multiplication par un e´le´ment de K. Nous noterons enfin
Mag⋆0(n,K) l’ensemble des matrices exceptionnelles de somme nulle.
Donnons maintenant la de´finition motivant ces rappels et ces notations.
Definition 1.4 Soit f =
∏n
i=1(y − ai) ∈ K[y] un polynoˆme re´duit de degre´
n ≥ 2. La matrice magique associe´e au bouquet de´fini par f est la matrice
carre´e A = (αi,j) a` n lignes et n colonnes, a` coefficients rationnels, de´finie
par : αi,j = −mi,j pour i 6= j, et αi,i = mi =
∑
j 6=imi,j pour 1 ≤ i ≤ n.
Ainsi, la matrice magique associe´e a` un bouquet de courbes lisses est dans
Mag⋆0(n,Z) et dans Mag
⋆
0(n,Q) pour un bouquet de branches ; elle est de
plus syme´trique.
Remarque 1.5 Lors de la permutation des branches d’un bouquet, la ma-
trice magique est remplace´e par la matrice semblable donne´e par l’action de
la matrice de permutation.
Exemple 1.6 La matrice magique associe´e au bouquet de courbes lisses
de´fini par :
f = y(y − 1)(y − 1− x)(y + 1)(y + 1 + x)(y + 1 + x+ x3)
4
(avec a1 = 0, a2 = 1, ...) est :
A =


0 0 0 0 0 0
0 1 −1 0 0 0
0 −1 1 0 0 0
0 0 0 2 −1 −1
0 0 0 −1 4 −3
0 0 0 −1 −3 4


Dans le cas d’un bouquet de branches avec multiplicite´s, nous conside`rerons
une matrice Aµ de´finie a` partir des multiplicite´s mi,j et µ, et qui ge´ne´ralise
la matrice magique A. Le paragraphe 1.4 lui est entie`rement consacre´.
1.2 L’arbre associe´ a` un bouquet
1.2.1 Le cas d’un bouquet de courbes lisses
Rappelons que la donne´e des multiplicite´s d’intersection {mi,j ; i 6= j}
d’un bouquet de n courbes lisses e´quivaut a` la donne´e de l’arbre des points
infiniment voisins (ou ‘arbre d’e´clatements’, ou ‘arbre de de´singularisation’).
1−1
{5,6}
{4,5,6} {2,3}
(3)(6)(5)(4) (1) (2)
0
Fig. 1 – L’arbre d’e´clatements de l’exemple 1.6
Une bifurcation est un point infiniment voisin dont l’e´clatements se´pare
des branches du bouquet ; en particulier, elle est caracte´rise´e par les branches
qui y passent. Nous allons de´crire cet arbre d’e´clatement en pre´cisant pour
chaque bifurcation les indices des branches qui y passent et sa hauteur.
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Soit B l’ensemble des parties T de {1, 2, . . . , n} ve´rifiant les proprie´te´s
suivantes :
- le nombre d’e´le´ments de T est au moins e´gal a` deux ;
- pour tout couple d’indices distincts (i, j) ∈ T 2 : mi,j > 0 ;
- pour tout couple d’indices distincts (i, j) ∈ T 2 et pour tout indice k
n’appartenant pas a` T : mi,j est strictement supe´rieur a` mi,k = mj,k.
A` une bifurcation de l’arbre d’e´clatement, on associe alors l’ensemble
T ⊂ {1, 2, . . . , n} des indices des branches qui y passent ; et la bifurcation
correspondant a` T ∈ B est le point infiniment voisin dont l’e´clatement se´pare
des branches indexe´es par T .
Pour T ∈ B, nous notons :
α(T ) = inf{mi,j ; i ∈ T, j ∈ T, i 6= j} .
C’est le nombre minimum d’e´clatements ne´cessaires pour se´parer des branches
indexe´es par T (ou encore, α(T )− 1 est la hauteur de la bifurcation corres-
pondant a` T ).
Pour T ∈ B, nous notons e´galement :
α′(T ) =
{
0 si T = {1, 2, . . . , n}
sup{mi,k ; i ∈ T, k /∈ T} sinon.
Lorsque α′(T ) est strictement positif, il existe un plus petit majorant
strict T ′ ⊃ T dans B de´fini par :
T ′ = {k ; ∃ i ∈ T tel que : mi,k ≥ α
′(T )}
et on a α(T ′) = α′(T ). La bifurcation correspondant a` T ′ est la bifur-
cation qui pre´ce`de celle correspondant a` T dans l’arbre d’e´clatements, et
γ(T ) = α(T ) − α′(T ) est la longueur de la branche entre ces deux bifurca-
tions (ou encore la diffe´rence des hauteurs des bifurcations T et T ′).
Lorsque α′(T ) = 0, T est une partie maximale de B, et elle correspond a`
une premie`re bifurcation de l’arbre. Dans tous les cas, nous posons :
γ(T ) = α(T )− α′(T ) .
Constatons enfin que l’ensemble B des parties de {1, 2, . . . , n} ve´rifie les pro-
prie´te´s suivantes :
- si T ∈ B alors T posse`de au moins deux e´le´ments ;
- si T1, T2 ∈ B alors T1
⋂
T2 est vide, ou T1 ⊂ T2, ou T2 ⊂ T1
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et la fonction γ de´finie sur B est a` valeurs dans les entiers naturels.
Re´ciproquement, a` partir de (B, γ), nous pouvons reconstituer la famille
des multiplicite´s {mi,j ; i 6= j} en posant :
mi,j =
{
0 si {i, j} n’est inclu dans aucun e´le´ment de B∑
{i,j}⊂T, T∈B γ(T ) sinon.
1.2.2 Le cas ge´ne´ral
Conside´rons maintenant un bouquet a` n branches. Par analogie avec le cas
pre´ce´dent, nous dirons qu’une partie T de T0 = {1, 2, . . . , n} est un rameau
associe´ au bouquet si :
- T posse`de au moins deux e´le´ments ;
- pour tout (i, j, k) ∈ T 2 × T0 avec i 6= j et k /∈ T : mi,j > mi,k = mj,k.
Avec cette de´finition, la partie totale T0 est donc toujours un rameau.
De plus, les notions de rameau et de bifurcation sont les meˆmes pour un
bouquet de courbes lisses - mise a` part e´ventuellement la partie totale (voir la
remarque 1.9). En particulier, la famille R des rameaux ve´rifie les proprie´te´s
suivantes :
- un rameau T ∈ R posse`de au moins deux e´le´ments ;
- si T1, T2 ∈ R alors T1
⋂
T2 est vide, ou T1 ⊂ T2, ou T2 ⊂ T1.
Pour T ∈ R, nous posons comme pre´ce´demment :
α(T ) = inf{mi,j ; i, j ∈ T, i 6= j}.
Constatons que la fonction α : R −→ Q est strictement de´croissante.
Lorsque T ∈ R n’est pas la partie totale, T posse`de un plus petit majo-
rant strict T ′ dans R, et on pose : γ(T ) = α(T ) − α(T ′). Pour la partie
totale, on pose : γ(T0) = α(T0) = inf{mi,j ; i 6= j}. Nous avons alors de
nouveau, pour des indices i 6= j distincts :
mi,j =
∑
{i,j}⊂T,T∈R
γ(T ) (1)
Nous dirons que (R, γ) est l’arbre associe´ au bouquet.
Definition 1.7 Une famille R de parties de T0 = {1, 2, . . . , n} est une
espe`ce d’arbre a` n branches si elle ve´rifie les conditions :
- la partie totale T0 appartient a` R ;
- toute partie T ∈ R a au moins deux e´le´ments ;
- si T1, T2 ∈ R, alors T1
⋂
T2 est vide, ou T1 ⊂ T2, ou T2 ⊂ T1.
7
Definition 1.8 Un arbre est un couple (R, γ) forme´ d’une espe`ce d’arbre R
a` n branches et d’une fonction γ sur R a` valeurs rationnelles, avec γ(T ) > 0
pour T 6= T0.
Nous pouvons dire que γ donne l’altitude du premier rameau et les di-
mensions de l’arbre. On de´montre facilement qu’un arbre est l’arbre associe´
a` un bouquet, et ce bouquet est un bouquet de courbes me´romorphes (resp.
lisses) lorsque γ est a` valeurs dans Z (resp. dans N).
Remarque 1.9 Dans le cas d’un bouquet de courbes lisses, l’arbre (R, γ)
contient la meˆme information que le couple (B, γ). En effet, ceux-ci co¨ıncident
lorsque T0 ∈ B. Et quand T0 6∈ B, au moins deux courbes du bouquet coupent
l’axe des y en des points distincts i.e.mi,j = 0 pour un couple (i, j) ; par suite,
γ(T0) = 0.
Exemple 1.10 L’arbre associe´ au bouquet de courbes lisses conside´re´ dans
l’exemple 1.6 est de l’espe`ce suivante :
R = {{1, 2, 3, 4, 5, 6}, {2, 3}, {4, 5, 6}, {5, 6}} ,
et la fonction γ associe´e est de´finie par :

γ({1, 2, 3, 4, 5, 6}) = 0
γ({2, 3}) = 1
γ({4, 5, 6}) = 1
γ({5, 6}) = 2
1.3 L’alge`bre magique associe´e a` une espe`ce d’arbre
1.3.1 De´composition des matrices syme´triques de Mag⋆(n,Q)
A` une partie T de T0 = {1, 2, . . . , n} de cardinal n(T ) au moins e´gal
a` deux, nous associons la matrice magique exceptionnelle A(T ) = (αi,j)
syme´trique, de somme nulle, de´finie par :
αi,j =


−1 si i 6= j et {i, j} ⊂ T ;
n(T )− 1 si i = j ∈ T ;
0 sinon.
Cette notation est motive´e par le fait suivant.
Proposition 1.11 Soit A la matrice magique associe´e a` un bouquet a` n
branches, et (R, γ) l’arbre associe´ a` ce bouquet. Alors :
A =
∑
T∈R
γ(T )A(T ) .
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C’est une conse´quence directe de la formule (1) page 7.
Dans la suite, I de´signera toujours la matrice identite´ de taille n.
Corollaire 1.12 Soit A = (αi,j) une matrice magique exceptionnelle,
syme´trique, a` coefficients rationnels. Il existe un arbre (R, γ) tel que :
A = s(A)I +
∑
T∈R
γ(T )A(T )
avec γ(T0) = inf{−αi,j ; i 6= j}.
Remarque 1.13 Ce corollaire reste valable lorsque la matrice est a` coeffi-
cients dans Z ou R, la fonction γ e´tant alors a` valeurs dans Z ou R.
1.3.2 L’alge`bre magique associe´e a` une espe`ce d’arbre
E´tant fixe´e une espe`ce d’arbre R, nous e´tudions ici l’alge`bre engendre´e
par les matrices A(T ), T ∈ R. Donnons d’abord quelques proprie´te´s des
matrices A(T ).
Formulaire 1.14 Soit T1 et T2 deux parties de T0 = {1, 2, . . . , n} de car-
dinal n(T1) et n(T2) au moins e´gal a` deux. Alors :
- si T1
⋂
T2 = ∅ : A(T1)A(T2) = A(T2)A(T1) = 0 ;
- si T1 ⊂ T2 : A(T1)A(T2) = A(T2)A(T1) = n(T2)A(T1).
Afin de diagonaliser A(T ), fixons maintenant quelques notations.
Notation 1.15 Soit E = Cn et {e1, . . . , en} sa base canonique. Pour une
partie T de T0 = {1, 2, . . . , n} de cardinal n(T ), notons : E(T ) =
⊕
i∈TCei,
F (T ) =
{∑
i∈T uiei ;
∑
i∈T ui = 0
}
et ω(T ) =
∑
i∈T ei.
Nous convenons d’identifier un endomorphisme de E et sa matrice dans
la base canonique. Constatons que : A(T )(ej) = −ω(T )+n(T )ej si j ∈ T , et
A(T )(ej) = 0 sinon. Il vient alors aise´ment :
E = E(T c)⊕ F (T )⊕Cω(T )
kerA(T ) = E(T c)⊕Cω(T )
ker (A(T )− n(T )I) = F (T )
ou` T c = T0 − T de´signe le comple´mentaire de T . En particulier, A(T ) est
diagonalisable dans Q ; ses valeurs propres sont 0 et n(T ), et les sous-espaces
propres correspondants sont respectivement E(T c)⊕Cω(T ) et F (T ).
Donnons deux conse´quences de ces re´sultats.
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Proposition 1.16 Soit R une espe`ce d’arbre.
(i) Le Q-espace vectoriel de base {A(T ) ; T ∈ R} est une Q-alge`bre com-
mutative de matrices magiques syme´triques, de somme nulle, diagonalisables.
(ii) Le Q-espace vectoriel de base {I}
⋃
{A(T ) ; T ∈ R} est une Q-
alge`bre commutative de matrices magiques syme´triques, diagonalisables.
Nous dirons que la Q-alge`bre de´finie au (i) est la Q-alge`bre magique
associe´e a` l’espe`ce d’arbre R.
Preuve. Constatons que toutes les matrices A(T ), T ∈ R, sont diagonalisables
dans une meˆme base (puisque elles sont diagonalisables et commutent entre
elles.)
Pour de´montrer que les matrices donne´es sont inde´pendantes, nous ve´rifions
d’abord que e1 + · · · + en est un vecteur propre de I qui est dans le noyau
de toutes les matrices A(T ). Il reste alors a` montrer que pour tout e´le´ment
maximal T1 d’une sous-famille R
′ ⊂ R, il existe un vecteur propre de A(T1)
associe´ a` la valeur propre n(T1) et qui soit dans le noyau de A(T ) pour
T ∈ R′, T 6= T1. Cela re´sulte aise´ment du fait suivant : pour tout e´le´ment
S ∈ R, on peut construire un vecteur vS ∈ E qui soit un vecteur propre de
A(T ), T ∈ R, associe´ a` la valeur propre n(T ) lorsque T ⊃ S et a` la valeur
propre 0 sinon.
Lorsque S ∈ R est minimal, on constate en effet que tout vecteur non
nul de F (S) convient (et F (S) 6= 0 puisque n(S) est supe´rieur ou e´gal a`
2, R e´tant une espe`ce d’arbre). Lorsque S ∈ R n’est pas minimal, notons
S1, . . . , Sℓ les minorants stricts maximaux de S dans R et R le comple´ment
dans S : S est la re´union disjointe : S1
⋃
· · ·
⋃
Sℓ
⋃
R. Si R n’est pas vide2,
nous avons la de´composition :
F (S) = F (R)⊕ (
ℓ⊕
i=1
F (Si))⊕ (
ℓ⊕
i=1
C(ω(Si)−
n(Si)
n(S)
ω(S))) .
Si au contraire R est vide, nous avons :
F (S) = (
ℓ⊕
i=1
F (Si))⊕ (
ℓ−1⊕
i=1
C(ω(Si)−
n(Si)
n(S)
ω(S))) .
Dans les deux cas, le vecteur vS = ω(S1)− (n(S1)/n(S))ω(S) convient. 
2C’est en particulier le cas lorsque ℓ = 1
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Proposition 1.17 Soit R une espe`ce d’arbre et A =
∑
T∈R λ(T )A(T ) une
matrice de la Q-alge`bre magique associe´e. Alors A est diagonalisable et ses
valeurs propres sont 0 et :∑
T∈R, T⊃T1
λ(T )n(T ) , T1 ∈ R .
Explicitons le cas particulier de la matrice magique associe´e a` un bou-
quet passant par l’origine (De´finition 1.1). Dans ce cas, T0 = {1, 2, . . . , n}
est la bifurcation maximale de l’arbre associe´ au bouquet ; en particulier,
γ(T0) > 0 et le noyau de la matrice magique correspondante est Cω avec
ω = ω(T0) = e1 + · · ·+ en. Nous avons alors : E = F ⊕Cω ou` F = F (T0) =
{
∑n
i=1 uiei ;
∑n
i=1 ui = 0}.
Corollaire 1.18 Soit A la matrice magique associe´e a` un bouquet de branches
(resp. de courbes lisses) passant par l’origine et (R, γ) l’arbre associe´. Alors
A induit un automorphisme de F dont les valeurs propres sont les rationnels
(resp. les entiers) strictement positifs :∑
T∈R, T⊃T1
γ(T )n(T ) , T1 ∈ R .
Exemple 1.19 Dans le cas du bouquet conside´re´ a` l’exemple 1.6, les valeurs
propres de la matrice magique associe´e sont : 0, 2, 3, 7.
1.4 La matrice magique ge´ne´ralise´e associe´e a` un bou-
quet de branches avec multiplicite´s
A` un bouquet de branches avec multiplicite´s (De´finition 1.3), nous asso-
cions ici une matrice carre´e qui ge´ne´ralise la notion de matrice magique d’un
bouquet de branches.
Definition 1.20 La matrice magique ge´ne´ralise´e associe´e au bouquet de
branches avec multiplicite´s de´fini par le polynoˆme
∏n
i=1(y − ai)
µi ∈ K[y] est
la matrice carre´e a` n lignes et n colonnes Aµ = (αi,j), a` coefficients rationnels
de´finis par : αi,j = −µimi,j pour i 6= j, et αi,i =
∑
k 6=i µkmk,i.
En ge´ne´ral, cette matrice n’est bien suˆr ni magique, ni syme´trique. Tou-
tefois, la somme des coefficients de chacune de ses colonnes est nulle. Nous
avons aussi l’identite´ matricielle :
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Aµ =


µ1 0
. . .
0 µn

 · A+


∑
j(µj − µ1)m1,j 0
. . .
0
∑
j(µj − µn)mn,j


ou` A est la matrice magique associe´e au bouquet de n branches sous-jacent.
Cette relation permet d’e´tendre a` la matrice Aµ les re´sultats sur A obtenus
au paragraphe 1.3.
Soit µ = (µ1, . . . , µn) une famille d’entiers naturels non nuls. A` une partie
T de {1, 2, . . . , n} de cardinal n(T ) au moins e´gal a` deux, nous associons la
matrice Aµ(T ) = (αi,j) de´finie par :
αi,j =


−µi si i 6= j et {i, j} ⊂ T ;∑
k 6=i,k∈T µk si i = j ∈ T ;
0 sinon.
Proposition 1.21 Soit Aµ la matrice magique ge´ne´ralise´e associe´e a` un
bouquet de branches avec multiplicite´s, et (R, γ) l’arbre associe´ au bouquet
de branches sous-jacent. Alors :
Aµ =
∑
T∈R
γ(T )Aµ(T ) .
C’est une conse´quence directe de la proposition 1.11 et de l’identite´ ma-
tricielle reliant Aµ et A. Constatons que le formulaire 1.14 se ge´ne´ralise aussi.
Formulaire 1.22 Soit T1 et T2 deux parties de T0 = {1, 2, . . . , n} de car-
dinal n(T1) et n(T2) au moins e´gal a` 2. Alors :
- si T1
⋂
T2 = ∅ : Aµ(T1)Aµ(T2) = Aµ(T2)Aµ(T1) = 0 ;
- si T1 ⊂ T2 : Aµ(T1)Aµ(T2) = Aµ(T2)Aµ(T1) = σµ(T2)Aµ(T1)
ou` pour toute partie T de T0, σµ(T ) de´signe la somme
∑
i∈T µi.
De plus, avec les notations 1.15, le noyau de Aµ(T ) est E(T
c)
⊕
Cωµ(T )
avec ωµ(T ) =
∑
i∈T µiei, et le sous-espace propre associe´ a` la valeur propre
σµ(T ) est F (T ). En particulier, Aµ(T ) est diagonalisable.
Proposition 1.23 Soit Aµ la matrice magique ge´ne´ralise´e associe´e a` un
bouquet de branches avec multiplicite´s passant par l’origine et (R, γ) l’arbre
associe´. Alors Aµ induit un automorphisme de F = F (T0) dont les valeurs
propres sont les rationnels strictement positifs :∑
T∈R, T⊃T1
γ(T )σµ(T ) , T1 ∈ R .
Ce re´sultat s’obtient de la meˆme manie`re que dans le cas re´duit ; nous ne
recopions pas, ici, sa de´monstration de´taille´e.
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1.5 Le cas particulier des germes irre´ductibles
Nous de´taillons ici les constructions et re´sultats pre´ce´dents dans le cas
d’un bouquet de branches associe´ a` une courbe irre´ductible, transverse a`
l’axe des y, et de´finie par un polynoˆme (irre´ductible) f ∈ C{x}[y] unitaire
de degre´ n ≥ 2 en y.
D’apre`s le the´ore`me de Newton-Puiseux, f se factorise dans C[[x1/n]][y] :
f =
n∏
i=1
(y − φ(ξix1/n))
ou` φ(t) =
∑
i≥n uit
i ∈ C[[t]] et ξ ∈ C est une racine primitive n-e`me de
l’unite´ ; nous posons alors ai = φ(ξ
ix1/n) pour 1 ≤ i ≤ n. Les multipli-
cite´s d’intersection mi,j s’expriment alors simplement en fonction des ex-
posants caracte´ristiques (β0, . . . , βg) de la courbe de´finie par f . Rappelons
qu’ils sont de´finis a` partir de φ de la fac¸on suivante : β0 = n et pour k ≥ 1,
βk = inf{i ; ui 6= 0 et p.g.c.d(i, β0, . . . , βk−1) < p.g.c.d(β0, . . . , βk−1)}. On
pose alors : ǫk = p.g.c.d{β0, . . . , βk}, 0 ≤ k ≤ g, et nk = ǫk−1/ǫk, 1 ≤ k ≤ g.
En particulier, nous avons ǫ0 = n, ǫk = nk+1 · · ·ng pour 0 ≤ k < g, ǫg = 1,
n = n1 · · ·ng, et φ(t) se de´compose en une somme :
φ(t) = tnφ0(t
n) + tβ1φ1(t
ǫ1) + · · ·+ tβgφg(t
ǫg)
ou` φk(t) ∈ C[[t]] est inversible pour 1 ≤ k ≤ g. Les multiplicite´s d’intersection
mi,j , i 6= j, sont alors donne´es par :
mi,j =


β1/n lorsque |i− j| n’est pas un multiple de n1 ;
βk/n lorsque |i− j| est un multiple de n1 · · ·nk−1
qui n’est pas divisible par n1 · · ·nk.
Remarquons alors que la matrice magique A = (αi,j) associe´e au bouquet
ve´rifie la proprie´te´ suivante : les coefficients αi,j sont constants le long des
‘petites diagonales’ i = j ± ℓ, 1 ≤ ℓ ≤ n− 1. De plus, un calcul facile montre
que les termes diagonaux αi,i sont tous e´gaux a`
∑g
k=1(ǫk−1 − ǫk)(βk/n).
Exemple 1.24 Si n = 6 et φ(t) = t8 + t9, alors β0 = 6, β1 = 8, β2 = 9,
ǫ0 = 6, ǫ1 = 2 et ǫ2 = 1. La matrice magique associe´e au bouquet est alors :

41/6 −4/3 −4/3 −3/2 −4/3 −4/3
−4/3 41/6 −4/3 −4/3 −3/2 −4/3
−4/3 −4/3 41/6 −4/3 −4/3 −3/2
−3/2 −4/3 −4/3 41/6 −4/3 −4/3
−4/3 −3/2 −4/3 −4/3 41/6 −4/3
−4/3 −4/3 −3/2 −4/3 −4/3 41/6


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Nous allons maintenant expliciter l’arbre associe´ au bouquet. Lorsque
g = 1, l’espe`ce d’arbre R est re´duit a` la partie totale T0 et γ(T0) = β1/n.
Supposons maintenant que g soit au moins e´gal a` 2. La famille R est alors
constitue´e de T0 et des parties Ti1,...,ir , 1 ≤ r ≤ g − 1, 1 ≤ i1 ≤ n1 et
0 ≤ ik ≤ nk − 1 pour 2 ≤ k ≤ r, de´finies par :
Ti1,...,ir =
{
i1 +
r∑
k=2
ik × n1 · · ·nk−1 + ℓ× n1 · · ·nr ; 0 ≤ ℓ ≤ ǫr − 1
}
.
En d’autres termes, Ti1,...,ir est l’ensemble des indices i ∈ T0 tels que pour
tout 1 ≤ j ≤ r, le reste de la division euclidienne de i par n1 · · ·nj soit e´gal
a` i1 +
∑j
k=2 ik × n1 · · ·nj−1. Ainsi n(Ti1,...,ir) = ǫr, T0 est la re´union disjointe
des parties T1,. . ., Tn1 , et pour g ≥ 3, 1 ≤ r ≤ g − 2, Ti1,...,ir est la re´union
disjointe de Ti1,...,ir ,0, . . . , Ti1,...,ir ,nr+1−1.
La fonction γ est de´finie par γ(T0) = β1/n et γ(Ti1,...,ir) = (βr+1 − βr)/n
pour 1 ≤ r ≤ g − 1 (inde´pendamment de la valeur des indices i1, . . . , ir).
Il re´sulte alors directement du corollaire 1.18 que l’endomorphisme de F
induit par la matrice magique A a pour valeurs propres :
β1, β1 + (β2 − β1)ǫ1/n, . . . , β1 + (β2 − β1)ǫ1/n+ · · ·+ (βg − βg−1)ǫg−1/n .
2 Division par l’ide´al jacobien
2.1 Pre´liminaires
Soit f =
∏n
i=1(y − ai) ∈ K[y] un bouquet a` n branches passant par
l’origine (De´finition 1.1) ; en particulier, les polynoˆmes f ′x et f
′
y sont premiers
entre eux dans K[y].
Notons E = K[y](n) et E = K[y](n) les espaces de polynoˆmes de degre´
en y strictement infe´rieur a` n, a` coefficients dans K et K respectivement,
F = K[y](n−1) et F = K[y](n−1) les sous-espaces de polynoˆmes de degre´
strictement infe´rieur a` n−1. Remarquons alors que la famille de polynoˆmes :
εi =
∏
j 6=i
(y − aj) , 1 ≤ i ≤ n ,
forme une base du K-espace vectoriel E . En particulier, l’espace F s’identifie
a` l’hyperplan de E : {
∑n
i=1 uiεi ; ui ∈ K ,
∑n
i=1 ui = 0 }, et nous avons les
de´compositions : E = F ⊕Kω, E = F ⊕Kω avec ω =
∑n
i=1 εi = f
′
y.
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Comme f ′x et f
′
y sont premiers entre eux, l’e´quation :
uf ′x + vf
′
y = w
admet une unique solution (u, v) dans F×K[y] pour tout w ∈ K[y]. Lorsque
w = w˜f avec w˜ ∈ F , cette solution est dans F × E et elle s’obtient par
re´solution d’un syste`me de Cramer. Dans les paragraphes qui suivent, nous
allons expliciter cette solution en travaillant dans la base (ε1, . . . , εn). A` cette
fin, introduisons maintenant une filtration naturelle sur les espaces E , F , E
et F .
Conside´rons (Kr)r∈Q la filtration de´croissante du corps K de´finie par :
Kr = {a ∈ K ; ν(a) ≥ r} pour r ∈ Q. Nous munissons alors les espaces E et
F des filtrations :
Er =
n⊕
i=1
Krεi , Fr = Er ∩ F =
n−1⊕
i=1
Kr(εi − εn)
de´finies par le ‘poids’ :
val(
n∑
i=1
uiεi) = inf{ν(u1), . . . , ν(un)} .
Ces filtrations induisent bien suˆr a` leur tour des filtrations sur E et F en
posant, pour tout r ∈ Q : Er = Er ∩ E et Fr = Fr ∩ F . Pour r ∈ Q, notons
encore E>r (resp. F>r, E>r, F>r) le sous-espace de Er (resp. Fr, Er, Fr) forme´
des e´le´ments de valuation strictement supe´rieure a` r.
Remarque 2.1 (i) Les polynoˆmes εi, 1 ≤ i ≤ n, interviennent bien suˆr
dans la formule d’interpolation de Lagrange ; en particulier, si u ∈ E alors∑n
i=1(u(x, ai)/εi(ai))εi est sa de´composition dans la base (ε1, . . . , εn).
(ii) Il est aise´ de constater que E0 est inclu dans C[[x]][y] lorsque le bou-
quet de´fini par f passe par l’origine.
(iii) Avec les notations introduites au paragraphe 1.3.2, le terme de degre´
r du gradue´ associe´ a` la filtration (Er)r∈Q de E , grrE , s’identifie a` x
rE pour
r ∈ Q ; de meˆme, grrF s’identifie a` x
rF .
Pour un e´le´ment u de Er, nous noterons enfin inr u ∈ grrE sa partie initiale
en degre´ r.
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2.2 La re´solution de l’e´quation uf ′x + vf
′
y = wf
Ce paragraphe est consacre´ a` l’e´tude de l’e´quation :
uf ′x + vf
′
y = wf (2)
lorsque f de´finit un bouquet passant par l’origine, avec ou sans multiplicite´s.
2.2.1 Le cas d’un bouquet a` n branches
La re´solution de l’e´quation (2) s’appuie sur le re´sultat suivant.
Lemme 2.2 Soit f ∈
∏n
i=1(y−ai) ∈ K[y] un polynoˆme re´duit de degre´ n ≥ 2.
Soit w =
∑n
i=1wiεi un e´le´ment de F . Toute solution (u =
∑n
i=1 uiεi, v) dans
E × E de l’e´quation : uf ′x + vf
′
y = wf ve´rifie : v =
∑n
i=1 uia
′
iεi, et :
wi = (
∑
j 6=i
a′i − a
′
j
ai − aj
)ui −
∑
j 6=i
(
a′i − a
′
j
ai − aj
)uj , 1 ≤ i ≤ n .
Preuve. Posons v =
∑n
i=1 viεi. Apre`s division par f
2, l’e´quation (2) s’e´crit :
∑
i,j
−uia
′
j + vi
(y − ai)(y − aj)
=
n∑
i=1
wi
y − ai
.
Nous en de´duisons d’abord : vi = uia
′
i , 1 ≤ i ≤ n. Par ailleurs, nous avons
la de´composition :
1
(y − ai)(y − aj)
=
1
ai − aj
[
1
y − ai
−
1
y − aj
]
, (3)
pour tout i 6= j. En substituant dans le syste`me, nous obtenons alors :
∑
i 6=j
ui(a
′
i − a
′
j)
ai − aj
[
1
y − ai
−
1
y − aj
]
=
n∑
i=1
wi
y − ai
.
D’ou` l’assertion. 
Definition 2.3 Soit f =
∏n
i=1(y − ai) ∈ K[y] un polynoˆme re´duit de degre´
n ≥ 2. La matrice magique comple`te associe´e au bouquet de´fini par f est la
matrice magique A de taille n×n, syme´trique, de somme nulle, a` coefficients
dans K, de terme ge´ne´ral : −(a′i − a
′
j)/(ai − aj) pour 1 ≤ i 6= j ≤ n.
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Si U et W sont les matrices colonnes forme´es respectivement par les co-
ordonne´es de u et w dans la base (ε1, . . . , εn) de E , nous avons alors l’identite´
matricielle :
W = A · U .
En particulier, on peut expliciter la solution de l’e´quation (2) lorsque ce
syste`me line´aire est inversible.
Proposition 2.4 Soit f =
∏n
i=1(y−ai) ∈ K[y] un polynoˆme re´duit de´finissant
un bouquet passant par l’origine. La matrice magique comple`te A associe´e
induit un automorphisme de F note´ A|F . De plus, le gradue´ du morphisme
inverse (A|F)
−1 est de degre´ +1 et s’identifie a` x(A|F )
−1 ou` A|F est la restric-
tion a` F de l’endomorphisme de E induit par la matrice magique A associe´e
au bouquet.
Preuve. Pour i 6= j, nous posons : ai − aj = x
mi,j ci,j, ou` ci,j ∈ K est de
valuation nulle. Nous avons alors :
−
a′i − a
′
j
ai − aj
= −
mi,j
x
−
c′i,j
ci,j
Par suite, la matrice A se de´compose en la somme : A = (1/x)A+A′, ou` A′
est une matrice magique, syme´trique, de somme nulle, a` coefficients dans K,
de valuation3 strictement supe´rieure a` −1.
Comme la restriction de A a` F est un endomorphisme inversible (Corol-
laire 1.18), la matrice A induit donc un automorphisme de F d’inverse :
(A|F)
−1 =
(
I + x(A|F)
−1A′
|F
)−1
x(A|F )
−1 = x(A|F )
−1 + xS ,
ou` S de´signe un endomorphisme de F dont la matrice dans la base (ε1 −
εn, . . . , εn−1 − εn) a ses coefficients de valuation strictement positive. Sous
les identifications faites a` la remarque 2.1, le gradue´ associe´ au morphisme
(A|F)
−1 est bien de degre´ +1, et : gr (A|F)
−1 = x(A|F )
−1. 
Corollaire 2.5 Soit f =
∏n
i=1(y−ai) ∈ K[y] un polynoˆme re´duit de´finissant
un bouquet passant par l’origine. Notons A et A les matrices magiques as-
socie´es. Pour w appartenant a` F r, la solution dans F × E de l’e´quation
uf ′x + vf
′
y = wf est donne´e par :{
u = (A|F)
−1w ∈ F r+1
v =
∑n
i=1 uia
′
iεi ∈ E>r
3Cette valuation est positive ou nulle lorsque nous avons affaire a` un bouquet de
branches me´romorphes.
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ou` u =
∑n
i=1 uiεi. En particulier :
F rf ⊂ F r+1f
′
x + E>rf
′
y .
Plus pre´cise´ment, si inr w = x
rW ∈ xrE, alors inr+1 u = x
r+1(A|F )
−1W .
Remarque 2.6 (i) Lorsque w est de degre´ supe´rieur ou e´gal a` n − 1, la
solution (u, v) dans F ×K[y] de l’e´quation (2) se de´duit bien suˆr du re´sultat
pre´ce´dent, en remplac¸ant w par son reste dans la division par f ′y. En parti-
culier, pour re´soudre l’e´quation uf ′x+ vf
′
y = f
2, on appliquera la proposition
pre´ce´dente a` w = f−(y/n−σ/n2)f ′y =
∑n
i=1(σ/n
2−ai/n)εi avec σ =
∑n
i=1 ai.
(ii) Lorsque tous les e´le´ments ai appartiennent au corps interme´diaire
K ′ = C[[x1/d]][1/x] pour un certain entier naturel d, nous pouvons remplacer
dans tous les calculs pre´ce´dents K par K ′ ; les valuations sont alors a` valeurs
dans (1/d)Z. En particulier si f est un bouquet de courbes lisses passant par
l’origine, tout se passe dans le corps K = C((x)).
Pre´cisons le corollaire pre´ce´dent dans le cas d’un polynoˆme distingue´
re´duit (Exemple 1.2).
Corollaire 2.7 Soit f ∈ C[[x]][y] un polynoˆme distingue´, re´duit, de degre´
n ≥ 2. Notons d ∈ N le p.p.c.m des degre´s de ses facteurs irre´ductibles.
Alors, pour tout r ∈ (1/d)Z :
Frf ⊂ Fr+1f
′
x + E>rf
′
y .
Preuve. En effet, pour tout e´le´ment w ∈ F , la solution (u, v) du syste`me
K-line´aire uf ′x + vf
′
y = wf est bien dans F × E . 
Comme exemple d’application, prenons w = f − (y/n − σ/n2)f ′y =∑n
i=1(σ/n
2 − ai/n)εi, qui appartient a` F>0. Nous obtenons alors :
wf ∈ F>1f
′
x + E>0f
′
y
En se servant de la remarque 2.1, nous en de´duisons que f 2 appartient a` l’ide´al
jacobien. C’est la` l’ide´e de la premie`re de´monstration de cette appartenance
dans un manuscrit non publie´ du premier auteur ([2]). Pour ge´ne´raliser ce
re´sultat a` un germe de courbe a` singularite´ isole´e, c’est-a`-dire lorsque f est
le produit d’un polynoˆme distingue´ re´duit par une unite´, il convient d’ite´rer
le corollaire et d’utiliser le the´ore`me d’annulation de Krull.
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2.2.2 Le cas d’un bouquet avec multiplicite´s
Dans ce paragraphe, nous nous inte´ressons a` la re´solution de l’e´quation :
u(fµ)
′
x + v(fµ)
′
y = wfµ (4)
lorsque le polynoˆme fµ =
∏n
i=1(y − ai)
µi ∈ K[y] de´finit un bouquet de n
branches avec multiplicite´s, passant par l’origine (De´finition 1.3). Comme
(fµ)
′
x = g
∏n
i=1(y− ai)
µi−1 et (fµ)
′
y = h
∏n
i=1(y− ai)
µi−1 avec g et h premiers
entre eux dans K[y], il y a encore existence et unicite´ d’un couple solution
(u, v) ∈ F × E pour l’e´quation (4) lorsque w ∈ F . La re´solution de cette
e´quation fait aussi intervenir une matrice carre´e a` coefficients dans K.
Definition 2.8 Soit fµ =
∏n
i=1(y − ai)
µi ∈ K[y] un polynoˆme de´finissant
un bouquet de n-branches avec multiplicite´s. Sa matrice magique comple`te
associe´e est la matrice Aµ de taille n × n dont la somme des termes de
chacune de ses colonnes est nulle, a` coefficients dans K, de terme ge´ne´ral :
−µi(a
′
i − a
′
j)/(ai − aj) pour 1 ≤ i 6= j ≤ n.
E´nonc¸ons le pendant du corollaire 2.5.
Proposition 2.9 Soit fµ =
∏n
i=1(y− ai)
µi ∈ K[y] un polynoˆme de´finissant
un bouquet avec multiplicite´s, passant par l’origine. Soit Aµ et Aµ les matrices
associe´es. Pour tout w appartenant a` F r, la solution dans F×E de l’e´quation
u(fµ)
′
x + v(fµ)
′
y = wfµ est donne´e par :{
u = (Aµ|F)
−1w ∈ F r+1
v =
∑n
i=1 uia
′
iεi ∈ E>r
ou` u =
∑n
i=1 uiεi. En particulier :
Frfµ ⊂ Fr+1(fµ)
′
x + E>r(fµ)
′
y .
Plus pre´cise´ment, si inr w = x
rW ∈ xrE, alors inr+1 u = x
r+1(Aµ|F )
−1W .
Preuve. Nous conservons les notations du paragraphe 2.1 ; en particulier :
v =
∑n
i=1 viεi, et w =
∑n
i=1wiεi avec
∑n
i=1wi = 0. Apre`s division par
fµ ×
∏n
i=1(y − ai), l’e´quation (4) devient :
∑
i,j
−uiµja
′
j + viµj
(y − ai)(y − aj)
=
n∑
i=1
wi
y − ai
.
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A` nouveau, nous avons : vi = uia
′
i, 1 ≤ i ≤ n, et :
∑
i 6=j
−uiµj(a
′
i − a
′
j)
ai − aj
[
1
y − ai
−
1
y − aj
]
=
n∑
i=1
wi
y − ai
.
Par suite :
wi = (
∑
j 6=i
µj
a′i − a
′
j
ai − aj
)ui −
∑
j 6=i
(µi
a′i − a
′
j
ai − aj
)uj , 1 ≤ i ≤ n .
Si U etW sont les matrices colonnes des coordonne´es de u et w, cette identite´
s’e´crit : W = Aµ · U . De la meˆme manie`re que lors de la preuve de la
proposition 2.4, nous avons la de´composition : Aµ = (1/x)Aµ + A
′, ou` Aµ
est la matrice magique ge´ne´ralise´e associe´e au bouquet de branches avec
multiplicite´s de´fini par fµ (De´finition 1.20), etA
′ est une matrice a` coefficients
dansK de valuation strictement supe´rieure a` −1. Comme la restriction de Aµ
a` F est inversible (Proposition 1.23), la matrice Aµ induit un endomorphisme
inversible de F dont le gradue´ gr (Aµ|F)
−1 s’identifie a` x(Aµ|F )
−1. 
Corollaire 2.10 Soit f ∈ C[[x]][y] un polynoˆme distingue´ de degre´ n ≥ 2.
Notons d ∈ N le p.p.c.m des degre´s de ses facteurs irre´ductibles. Pour tout
rationnel r ∈ (1/d)Z :
Frf ⊂ Fr+1f
′
x + E>rf
′
y .
2.3 L’ope´rateur ∇
Ce paragraphe est consacre´ a` l’e´tude de l’ope´rateur ∇ : F → F que nous
allons de´finir maintenant. Son utilite´ sera patente dans la partie 3.
Definition 2.11 Soit f =
∏n
i=1(y−ai) ∈ K[y] un polynoˆme re´duit de´finissant
un bouquet de branches. A` tout w ∈ F , on associe ∇w ∈ F de´fini par :
∇w = − u′x − v
′
y
ou` (u, v) est la solution dans F × E de l’e´quation uf ′x + vf
′
y = wf .
Les re´sultats obtenus au paragraphe pre´ce´dent vont bien e´videmment
nous permettre de pre´ciser gr∇. Faisons d’abord une remarque pre´liminaire.
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Lemme 2.12 Soit f =
∏n
i=1(y − ai) ∈ K[y] un polynoˆme re´duit de´finissant
un bouquet de branches. Soit w ∈ F et (u, v) la solution dans F × E de
l’e´quation uf ′x + vf
′
y = wf . Alors :
∇w = −
[
n∑
i=1
u′i εi
]
− w
ou`
∑n
i=1 uiεi est la de´composition de u dans la base (ε1, . . . , εn).
Preuve. En utilisant que f = (y − ai)εi, 1 ≤ i ≤ n, nous obtenons les
identite´s :
f ′x
f
= −
a′i
y − ai
+
(εi)
′
x
εi
;
f ′y
f
=
1
y − ai
+
(εi)
′
y
εi
. (5)
Par ailleurs, nous avons : v =
∑n
i=1 a
′
iuiεi (Lemme 2.2). Il vient alors :
ui(εi)
′
x + vi(εi)
′
y = (uif
′
x + vif
′
y)(εi/f), et donc :
∑n
i=1(ui(εi)
′
x + vi(εi)
′
y) =
(uf ′x + vf
′
y)/f = w. L’assertion en re´sulte sans peine. 
Proposition 2.13 Soit f =
∏n
i=1(y − ai) un polynoˆme de´finissant un bou-
quet passant par l’origine et A la matrice magique associe´e. Pour tout ra-
tionnel r ∈ Q, l’ope´rateur ∇ induit un endomorphisme de Fr. De plus :
grr∇ = − I − (1 + r)(A|F )
−1
sous l’identification de grrF avec x
rF .
Preuve. Notons U ,W, U ′, etW ′, les matrices colonnes forme´es respectivement
par les coordonne´es de u, de w et de leur de´rive´es partielles en x dans la
base (ε1, . . . , εn) de E . D’apre`s la preuve de la proposition 2.4 et l’identite´ :
W = A · U (Lemme 2.2), nous avons : U = x
(
(A|F )
−1 + S
)
· W ou` A est la
matrice magique associe´e au bouquet et S est une matrice a` coefficients de
valuation strictement positive. En de´rivant, il vient :
U ′ =
(
(A|F )
−1 + T
)
· W + x
(
(A|F )
−1 + S
)
· W ′
avec T = S + xS ′x a` coefficients de valuation strictement positive. En par-
ticulier, si w appartient a` F r, alors ∇w y appartient aussi. De plus, si U
′
et W de´signent les formes initiales en degre´ r des matrices colonnes U ′ et
W, nous avons alors : U ′ = (1 + r) (A|F )
−1 W , et avec le lemme pre´ce´dent :
gr∇ (W ) = −
(
I + (1 + r) (A|F )
−1
)
·W . 
Inte´ressons-nous maintenant au cas d’un bouquet de branches avec mul-
tiplicite´s passant par l’origine, de´fini par fµ =
∏n
i=1(y− ai)
µi . D’apre`s ce qui
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a e´te´ explique´ au paragraphe 2.2.2, ∇ est encore bien de´fini comme endo-
morphisme de F .
Les re´sultats de la proposition pre´ce´dente s’e´tendent sans peine.
Proposition 2.14 Soit fµ =
∏n
i=1(y − ai)
µi un polynoˆme de´finissant un
bouquet de branches avec multiplicite´s, passant par l’origine. Notons Aµ la
matrice magique ge´ne´ralise´e associe´e et A la matrice magique associe´e au
bouquet de n branches sous jacent. Pour tout rationnel r ∈ Q, l’ope´rateur ∇
induit un endomorphisme de F r. De plus :
grr∇ = − (A + (1 + r)I ) (Aµ|F )
−1
sous l’identification de grrF avec x
rF .
Preuve. Nous reprenons les notations utilise´es lors de la preuve de la proposi-
tion 2.13 ; posons encore w =
∑n
i=1(ui(εi)
′
x+vi(εi)
′
y) ∈ F et f =
∏n
i=1(y−ai).
Le calcul mene´ au lemme 2.12 conduit a` : w = (uf ′x + vf
′
y)/f , puis :
∇w = −
[
n∑
i=1
u′iεi
]
− w . (6)
En particulier, la solution (u, v) ∈ F ×E de l’e´quation u(fµ)
′
x+v(fµ)
′
y = wfµ
est aussi la solution de uf ′x + vf
′
y = wf . D’apre`s le lemme 2.2, nous avons
donc :W = (1/x) (A+A′) · U , ou`W est la matrice colonne des coordonne´es
de w, et A′ est une matrice a` coefficients dans K de valuation strictement
positive. Par ailleurs, d’apre`s la preuve de la proposition 2.9, nous avons
aussi : U = x
(
(Aµ|F )
−1 + S
)
· W, et donc encore :
U ′ =
(
(Aµ|F )
−1 + T
)
· W + x
(
(Aµ|F )
−1 + S
)
· W ′
ou` S et T sont des matrices a` coefficients de valuation strictement positive.
A` partir de l’identite´ (6), nous en de´duisons alors que le vecteur colonne
des coordonne´es de ∇w est donne´ par la somme :
−
(
(A+ I) (Aµ|F )
−1 + L
)
· W − x
(
(Aµ|F )
−1 + S
)
· W ′
ou` L est une matrice a` coefficients de valuation strictement positive. En
conse´quence, ∇w appartient bien a` Fr lorsque w ∈ F r, et sa forme initiale
en degre´ r est : − (A + (1 + r)I ) (Aµ|F )
−1 ·W , ou` W = inr w ∈ x
rF . 
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2.4 La re´solution de l’e´quation uf ′x + vf
′
y = w
Soit f =
∏n
i=1(y − ai) ∈ K[y] un polynoˆme re´duit. Dans ce paragraphe,
nous nous proposons d’e´tudier l’e´quation :
uf ′x + vf
′
y = w (7)
pour w donne´ dans E . Nous savons que cette e´quation admet une unique
solution (u, v) dans F × F . Avant de la de´terminer pre´cise´ment dans le cas
d’un bouquet passant par l’origine, fixons quelques notations.
Notation 2.15 E´tant donne´ un bouquet a` n branches f =
∏n
i=1(y − ai)
passant par l’origine, nous notons : π = sup{mi+mi,j ; 1 ≤ i, j ≤ n, i 6= j},
δ = inf{ν(ai) ; 1 ≤ i ≤ n}, θ = π − 1, et τ = π − δ.
Proposition 2.16 Soit f =
∏n
i=1(y−ai) ∈ K[y] un polynoˆme re´duit de´finissant
un bouquet passant par l’origine.
(i) Pour tout w appartenant a` E , la solution dans F × F de l’e´quation
uf ′x + vf
′
y = w est donne´e par :{
u = (A|F)
−1Bw
v =
∑n
i=1(uia
′
i + (wi/εi(ai)))εi
ou` u =
∑n
i=1 uiεi, w =
∑n
i=1wiεi, et B de´signe l’endomorphisme de E induit
par la matrice magique deMag0(n,K), syme´trique, de terme ge´ne´ral : βi,j =
−(εi(ai)− εj(aj))/((ai − aj) · εi(ai) · εj(aj)), i 6= j.
En particulier, pour tout r ∈ Q :
Er ⊂ Fr−θ f
′
x + F r−τ f
′
y .
(ii) Soit w = uf ′x + vf
′
y un e´le´ment de Er avec u ∈ Fr−θ et v ∈ Fr−τ . Alors
u′x + v
′
y appartient a` Fr−π.
Preuve. Posons v =
∑n
i=1 viεi avec
∑n
i=1 vi = 0. En divisant l’e´quation par f
2
puis en utilisant l’identite´ : 1/f =
∑n
j=1(1/εj(aj))(1/(y−aj)), nous obtenons :
∑
i,j
−uia
′
j + vi
(y − ai)(y − aj)
=
1
f
(
n∑
i=1
wi
y − ai
)
=
∑
i,j
wi
εj(aj)
·
1
(y − ai)(y − aj)
Par unicite´ de la de´composition en e´le´ments simples, l’identification fournit :
wi
εi(ai)
= vi − uia
′
i , 1 ≤ i ≤ n . (8)
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Apre`s e´limination des vi, l’e´quation devient :∑
i 6=j
ui(a
′
i − a
′
j)
(y − ai)(y − aj)
=
∑
i 6=j
wi(
1
εj(aj)
−
1
εi(ai)
) ·
1
(y − ai)(y − aj)
.
En utilisant l’identite´ (3) page 16, il vient finalement :
∑
i 6=j
(
a′i − a
′
j
ai − aj
) ui ·
[
1
y − ai
−
1
y − aj
]
=
∑
i 6=j
εi(ai)− εj(aj)
ai − aj
·
wi
εi(ai)εj(aj)
·
[
1
y − ai
−
1
y − aj
]
.
Si U etW de´signent encore les matrices colonnes forme´es par les coordonne´es
de u et w dans la base (ε1, . . . , εn) de E , cela se re´e´crit : AU = BW, ou`
A est la matrice magique comple`te associe´e au bouquet. Par ailleurs, nous
remarquons que l’image de B est contenue dans F . Graˆce a` la proposition
2.4, nous obtenons alors l’expression de (u, v) annonce´e.
Observons maintenant que βi,j est de valuation supe´rieure ou e´gale a` −π.
Comme la valuation des termes de la matrice de l’endomorphisme (A|F)
−1
dans la base (ε1− εn, . . . , εn−1− εn) est au moins e´gale a` 1 (Proposition 2.4),
nous en de´duisons que : val(u) ≥ val(w)− θ et val(v) ≥ val(w)− τ ; d’ou` la
seconde assertion.
Montrons maintenant le second point. Compte-tenu des identite´s (5) et
(8), nous avons :
n∑
i=1
(ui(εi)
′
x + vi(εi)
′
y) =
w
f
−
n∑
i=1
wi
εi(ai)
εi
y − ai
.
Par suite :
u′x + v
′
y =
n∑
i=1
u′i εi −
n∑
i=1
wi
εi(ai)
εi − εi(ai)
y − ai
.
Remarquons alors que, pour des indices i et j distincts, la valuation de
((εi − εi(ai))/(y − ai))(aj) = −εi(ai)/(aj − ai) est e´gale a` mi −mi,j ; quant
a` celle de ((εi − εi(ai))(y − ai))(ai) = (εi)
′
y(ai), elle est supe´rieure ou e´gale
a` mi − supk 6=i{mi,k}. Avec la remarque 2.1, nous en de´duisons alors que :
val((εi − εi(ai))/(y − ai)) ≥ inf{ infj 6=i{mi − mi,j − mj} , infk 6=i{−mi,k}}.
D’ou` : val((wi/εi(ai))(εi − εi(ai))/(y − ai)) ≥ ν(wi) − supj 6=i{mi,j + mj},
puis : val(u′x + v
′
y) ≥ inf{val(u)− 1 , val(w)− π}. La partie (ii) s’ensuit. 
Le corollaire 2.7 a son pendant.
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Corollaire 2.17 Soit f ∈ C[[x]][y] un polynoˆme distingue´ re´duit.
(i) Pour tout r ∈ Q :
Er ⊂ Fr−θ f
′
x + Fr−τ f
′
y .
En particulier, Eπ est contenu dans l’ide´al jacobien (f
′
x, f
′
y)C[[x]][y].
(ii) Soit w = uf ′x + vf
′
y un e´le´ment de Eπ avec u ∈ F1 et v ∈ Fδ. Alors
u′x + v
′
y appartient a` F0.
Remarque 2.18 Si l’on souhaite e´tendre ces re´sultats au cas d’un polynoˆme
g de degre´ supe´rieur ou e´gal a` n, il convient d’abord de le de´composer selon
les puissances successives de f : g = w0 + w1f + · · · + wℓf
ℓ avec wi ∈ E ,
0 ≤ i ≤ ℓ. Il s’agit ensuite de trouver une minoration convenable des poids
des wk, pour 1 ≤ k ≤ ℓ : val(wk) = inf{ν(wk(ai)/εi(ai)) ; 1 ≤ i ≤ n}
en fonction de la donne´e g. Par exemple, si g est un polynoˆme de degre´
strictement infe´rieur a` 2n, alors : g = w0 + w1f , et nous pouvons minorer
les poids de w0 et w1 a` l’aide des valuations des g(ai) et g
′
y(ai), 1 ≤ i ≤ n,
et des multiplicite´s d’intersection des branches du bouquet, en utilisant les
identite´s :
g(ai) = w0(ai) ; g
′
y(ai) = (w0)
′
y(ai) + w1(ai) f
′
y(ai) .
Apre`s calcul, nous trouvons : val(w0) = inf {ν(g(ai)) −mi ; 1 ≤ i ≤ n}, et
le poids val(w1) est supe´rieur ou e´gal a` :
inf{ν(g′y(ai))− 2mi, ν(g(aj))−mi −mj −mi,k ; 1 ≤ i, j, k ≤ n, i 6= k} .
On peut alors appliquer la proposition 2.16 a` w0 et le corollaire 2.5 a` w1f .
Exemple 2.19 A` partir du corollaire 2.17 et de la remarque pre´ce´dente,
nous sommes en mesure de pre´ciser une puissance de l’ide´al maximal conte-
nue dans l’ide´al jacobien d’un germe de courbe a` singularite´ isole´e f en
fonction des multiplicite´s des composantes irre´ductibles et des multiplicite´s
d’intersection des composantes entre elles. Cette puissance ne de´pend donc
que du type topologique du germe, et elle est meilleure4 que le nombre de
Milnor, µ =
∑n
i=1mi − n+ 1, qui convient toujours.
4C’est-a`-dire plus petite
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3 Un multiple de la b-fonction
3.1 Pre´liminaires
3.1.1 Le polynoˆme de Bernstein
Notons O l’anneau des germes de fonctions holomorphes a` l’origine de
C2, D l’anneau des germes d’ope´rateurs diffe´rentiels a` coefficients dans O et
D[s] = D ⊗C C[s].
E´tant donne´ un germe f de fonction holomorphe, nous conside´rons le
O[1/f, s]-module libre de rang un, O[1/f, s]f s, muni de sa structure naturelle
de D[s]-module. D’apre`s [4], il existe un polynoˆme non nul b(s) ∈ C[s] et un
ope´rateur P ∈ D[s] re´alisant dans O[1/f, s]f s l’e´quation fonctionnelle :
b(s)f s = P · f s+1 .
Le polynoˆme unitaire b(s) de plus petit degre´ re´alisant une telle e´quation est
appele´ polynoˆme de Bernstein de f ou b-fonction de f . Nous renvoyons le
lecteur aux travaux de B. Malgrange ([5], [1]), A. N. Varchenko ([7]) et T.
Yano ([8]) sur ce sujet.
Nous supposons maintenant que f s’annule a` l’origine et de´finit un germe
de singularite´ isole´e. Son polynoˆme de Bernstein b(s) est alors de la forme
b(s) = (s + 1)b˜(s) ou` b˜(s) est le polynoˆme minimal de l’action de s sur le
D-module de type fini :
M = (s+ 1)
D[s]f s
D[s]f s+1
∼=
D[s]f s
D[s](f, f ′x, f
′
y)f
s
ou sur sa cohomologie de de Rham :
H2M =
M
∂xM+ ∂yM
qui est alors un C-espace vectoriel de dimension µ, le nombre de Milnor de
la singularite´ (voir [5]).
Nous supposerons de plus que f est un polynoˆme distingue´ re´duit de
C{x}[y] de degre´ n ≥ 2. D’apre`s le the´ore`me de Newton-Puiseux, il s’e´crit :
f =
∏n
i=1(y−ai) dansC{x}[x
1/d][y] pour l’entier d e´gal au p.p.c.m. des degre´s
des facteurs irre´ductibles de f . Dans cette partie, nous allons construire un
multiple du polynoˆme de Bernstein de f qui ne de´pend que de d et de la
famille {mi,j ; 1 ≤ i < j ≤ n} des multiplicite´s d’intersection des branches
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deux-a`-deux. Lorsque n est la multiplicite´5 de f , ce multiple ne de´pend alors
que du type topologique du germe de courbe de´fini par f .
Dans cette construction, nous n’utiliserons pas la cohomologie de de
Rham invoque´e ci-dessus. Par contre, nous verrons que cette cohomologie
H2M est engendre´e par les classes d’e´le´ments de la forme wf s et swf s−1
avec w dans O.
3.1.2 La transformation de Tchernhaus
Soit f ∈ C{x}[y] un polynoˆme distingue´, re´duit, et
∏n
i=1(y − ai) sa
de´composition dans C{x}[x1/d, y]. Nous rappelons que σ de´signe la somme∑n
i=1 ai. Posons :
α = inf{mi,j ; 1 ≤ i < j ≤ n} .
Nous constatons que le rationnel α co¨ıncide avec inf{ν(ai−σ/n) ; 1 ≤ i ≤ n}.
C’est une conse´quence des deux ine´galite´s suivantes :
- pour 1 ≤ i ≤ n : ν(ai−σ/n) ≥ α puisque ai−σ/n =
∑n
j=1(ai−aj)/n ;
- pour 1 ≤ i 6= j ≤ n : ν(ai − aj) ≥ inf{ν(ai − σ/n) ; 1 ≤ i ≤ n} ayant
ai − aj = (ai − σ/n)− (aj − σ/n).
Nous en de´duisons que le polynoˆme h ∈ F de´fini par :
h = f − (
y
n
−
σ
n2
+
xσ′
n2α
) f ′y −
x
nα
f ′x
=
n∑
i=1
−1
nα
[
α(ai −
σ
n
)− x(a′i −
σ′
n
)
]
εi
est de poids val(h) strictement supe´rieur a` α. Nous faisons alors le chan-
gement de coordonne´es : x1 = x , y1 = y − σ/n. Pour ne pas alourdir les
notations, nous appelons toujours x et y ces nouvelles coordonne´es et nous
supposerons de´sormais que σ est nul. En particulier, nous avons alors :
α = inf{mi,j ; 1 ≤ i < j ≤ n} = inf{ ν(ai) ; 1 ≤ i ≤ n} = δ ,
h = f −
y
n
f ′y −
x
nδ
f ′x =
1
nδ
n∑
i=1
(xa′i − δai)εi
avec val(h) > δ.
Pour 1 ≤ i ≤ n, notons ai,δ ∈ C le coefficient de x
δ dans le de´veloppement
de ai ; alors : ν(ai−ai,δx
δ) > δ. Constatons enfin que le premier coˆte´ du poly-
gone de Newton de f a pour e´quation : k/nδ+ l/n = 1 dans les coordonne´es
5C’est-a`-dire lorsque l’axe des y est transverse a` f .
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(k, l), et que la restriction de f a` ce coˆte´ est le polynoˆme quasi-homoge`ne :∏n
i=1(y − ai,δx
δ).
3.1.3 La division selon le premier coˆte´ du polygone de Newton
Introduisons maintenant la fonction de poids ρ : O → Q+ associe´e au
premier coˆte´ du polygone de Newton de f . Pour tout w =
∑
wk,lx
kyl ∈ O
non nul, nous posons :
ρ(w) = inf {
k
nδ
+
l
n
; wk,l 6= 0} .
La filtration de O associe´e est de´finie alors en posant, pour tout q ∈ Q+ :
Oq = {w ∈ O ; ρ(w) ≥ q} - avec la convention : ρ(0) = +∞. Notons aussi
O>q = {w ∈ O ; ρ(w) > q}.
Nous avons bien suˆr : ρ(f) = 1. D’autre part, la relation suivante permet
de comparer les poids ρ et val d’un e´le´ment de E ∩ O =
∑n−1
i=0 C{x}y
i.
Lemme 3.1 Pour tout w ∈ E ∩ O :
val(w) ≥ nδρ(w)− sup{mi ; 1 ≤ i ≤ n} .
En particulier : E ∩ Oq ⊂ E0 de`s que q ≥ sup{mi}/nδ.
Preuve. Comme ν(xkali) = nδρ(x
kyl) pour tout indice i tel que ν(ai) = δ,
nous avons : ν(w(x, ai)) ≥ nδρ(w) pour 1 ≤ i ≤ n. Ayant de plus val(w) =
inf{ν(w(x, ai))−mi ; 1 ≤ i ≤ n} (voir la remarque 2.1), le re´sultat s’ensuit.

Pour tout w ∈ O, nous avons l’identite´ :
x
nδ
w′x +
y
n
w′y = ρ(w)w + w1 , ρ(w1) > ρ(w) . (9)
En particulier, pour w = f :
x
nδ
f ′x +
y
n
f ′y = f − h , ρ(h) > 1 . (10)
Enfin, le re´sultat suivant s’obtient tre`s facilement, en suivant pas-a`-pas l’al-
gorithme de la division.
Lemme 3.2 Soit w ∈ C{x}[y] un polynoˆme non nul. La division euclidienne
de wh par f fournit :
wh = w2f + λ(x)f
′
y + w˜ (11)
ou` w2 ∈ C{x}[y], λ(x) ∈ C{x} et w˜ ∈ F ve´rifient : ν(λ(x)) > nδρ(w) + δ,
ρ(w2) ≥ ρ(w) + ρ(h)− 1 > ρ(w), et val(w˜) > nδρ(w) + δ.
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3.2 La monte´e des poids
Dans ce paragraphe, nous donnons les lemmes techniques sur lesquels
s’appuit la de´termination d’un multiple du polynoˆme de Bernstein de f .
La me´thode utilise´e - la ‘monte´e des poids’ - est classique pour traiter ce
proble`me (voir [3] par exemple).
Nous conside´rons trois classes d’e´le´ments dans O[1/f, s]f s :
classe A : les e´le´ments de la forme wf s avec w ∈ O ∩ F et val(w) ≥ 0 ;
classe B : les e´le´ments de la forme wf s avec w ∈ O ∩ F et val(w) < 0 ;
classe C : les e´le´ments de la forme swf s−1 avec w ∈ O ∩ F et val(w) > 0.
Comme F0 est contenu dans O (Remarque 2.1), la classe A (resp. C) est
l’ensemble F≥0f
s (resp. sF>0f
s−1). En ce qui concerne un e´le´ment wf s de
la classe B, wf n’appartient pas - en ge´ne´ral - a` l’ide´al jacobien ; pour ces
e´le´ments, nous ne pourrons faire que le premier pas de la division par cet
ide´al, selon le premier coˆte´ du polygone de Newton.
3.2.1 Monte´e des poids en classe A
Lemme 3.3 Soit w ∈ Fr avec r ≥ 0. Alors :
Mr(s)wf
s ∈ D[s]F>rf
s + D[s] f ′yf
s
avec Mr(s) =
∏
λ∈Λ(r)(s− λ) ou` Λ(r) de´signe l’ensemble des valeurs propres
de l’endomorphisme diagonalisable grr∇.
Preuve. D’apre`s le corollaire 2.7, il existe u ∈ Fr+1 et v ∈ E>r tels que :
wf = uf ′x + vf
′
y. Par suite :
swf s = u
∂
∂x
f s + v
∂
∂y
f s = ∇(w)f s +
∂
∂x
uf s +
∂
∂y
vf s.
Nous pouvons e´crire : v = v1 + η(x)f
′
y avec v1 ∈ F>r et η(x) ∈ C{x} tel
que ν(η(x)) > r. Pour tout nombre complexe λ, nous avons alors :
(s− λ)wf s = (∇− λI)(w)f s +R
avec R ∈ D[s]F>rf
s+D[s]f ′yf
s. D’apre`s la proposition 2.13, nous savons que
∇(w) appartient a` Fr. On conclut en ite´rant la formule pre´ce´dente lorsque
λ parcourt Λ(r). 
Nous rappelons que, graˆce au corollaire 1.18, l’ensemble Λ(r) est comple`te-
ment de´termine´ par l’arbre associe´ au bouquet de´fini par f .
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3.2.2 Monte´e des poids en classe B
Lemme 3.4 Soit w ∈ Oq ∩ F avec q ∈ Q
+. Alors :
(s+
1
nδ
+
1
n
+q)wf s ∈ D[s](O>q∩F)f
s + D[s] f ′yf
s + D[s] sF>nδq+δf
s−1 .
Preuve. Nous avons l’identite´ :[
1
nδ
∂
∂x
x +
1
n
∂
∂y
y
]
wf s = (s+
1
nδ
+
1
n
+ q)wf s
+ sw
( x
nδ
f ′x +
y
n
f ′y − f
)
f s−1
+
( x
nδ
w′x +
y
n
w′y − qw
)
f s .
Soit encore yw = w3 + η(x)f
′
y avec w3 ∈ O>q ∩ F , la de´composition de yw
dans F ⊕C{x}f ′y. En utilisant les identite´s (9), (10), et (11), nous trouvons
alors :
(s+
1
nδ
+
1
n
+ q)wf s = sw˜f s−1
+
[
1
nδ
∂
∂x
xw +
1
n
∂
∂y
(w3 + η(x)f
′
y)− w1 + sw2 +
∂
∂y
λ(x)
]
f s
avec : ρ(xw), ρ(w1), ρ(w2), ρ(w3) > q, ρ(λ(x)) = (1/nδ)ν(λ(x)) > q et
val(w˜) > nδq + δ. D’ou` le re´sultat annonce´. 
3.2.3 Monte´e des poids en classe C
Lemme 3.5 Soit w ∈ Fr avec r ≥ 0. Alors :
Mr(s− 1) swf
s−1 ∈ D[s] F>rsf
s−1 + D[s](O>r/nδ ∩ F)f
s
ou` Mr(s) de´signe le polynoˆme minimal de grr∇.
Preuve. Nous proce´dons de la meˆme manie`re qu’au lemme 3.3, apre`s de´calage
de s en s−1. D’apre`s le corollaire 2.7, il existe u ∈ Fr+1 et v ∈ E>r tels que :
wf = uf ′x + vf
′
y ; par suite :
(s− 1)wf s−1 = u
∂
∂x
f s−1 + v
∂
∂y
f s−1 = ∇(w)f s−1 +
∂
∂x
uf s−1 +
∂
∂y
vf s−1.
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Nous pouvons e´crire : v = v1 + η(x)f
′
y avec v1 ∈ F>r et ν(η(x)) > r. Pour
tout nombre complexe λ, nous avons donc :
(s− 1− λ)swf s−1 = s(∇− λI)(w)f s−1 +
(
∂
∂y
)2
η(x)f s +R
avec R ∈ D[s]F>rsf
s−1. Constatons que : ρ(η(x)) = (1/nδ)ν(η(x)) > r/nδ.
L’assertion s’obtient alors en ite´rant la formule pre´ce´dente, λ parcourant
l’ensemble des valeurs propres de grr∇. 
3.3 Re´sultat des courses
3.3.1 Les polynoˆmes MAgros(s) et M
A
fin(s)
Un multiple grossier convenant a` tous les e´le´ments wf s en classe A est
le produit MAgros(s) des polynoˆmes Mr(s) lorsque r parcourt (1/d)N avec
0 ≤ r < π. Par ite´ration du lemme 3.3 puis application du corollaire 2.17,
nous obtenons :
MAgros(s)F0f
s ⊂ D[s](f ′x, f
′
y)f
s . (12)
Ce multiple ne de´pend que de d et des multiplicite´s d’intersection mi,j.
Un multiple plus fin, MAfin(s), s’obtient en prenant le produit de ces
meˆmes polynoˆmes Mr(s) lorsque r parcourt l’ensemble :
Γ0f = { val(w) ; w ∈ F0 et w /∈ (f, f
′
x, f
′
y)} .
En ge´ne´ral, ce multiple ne de´pend pas que du type topologique du germe de
courbe de´fini par f (par exemple, penser a` f quasi-homoge`ne et semi-quasi-
homoge`ne). Nous avons alors :
MAfin(s)F0f
s ⊂ D[s](f, f ′x, f
′
y)f
s .
3.3.2 Les polynoˆmes MBgros(s) et M
B
fin(s)
Nous rappelons que Oq ∩ F ⊂ F0 pour q ≥ sup{mi}/nδ (Lemme 3.1).
Pour de´finir un multiple grossier, nous conside`rerons alors tous les poireaux :
ρ = k/nδ + l/n avec 0 ≤ ρ < sup{mi}/nδ et (k, l) ∈ N
2. Nous notons donc
MBgros(s) le produit des facteurs (s+(k+1)/nδ+(l+1)/n) correspondants. On
remarquera que la plus petite valeur propre non nulle de la matrice magique
associe´e a` f est λ0 = nδ = γ(T0)n(T0), et que d’autre part, r = k+(l+1)δ est
la valuation du reste de la division par f du polynoˆme wyf ′y avec w = x
kyl.
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On peut donc re´crire MBgros(s) comme le produit des facteurs (s+(1+ r)/λ0)
lorsque r parcourt les valuations de ces e´le´ments wyf ′y.
Pour un multiple plus fin, nous ne conside´rerons que les poids ρ(w) avec
w ∈ O ∩ F , et val(w) < 0.
3.3.3 Le polynoˆme MCgros(s)
Constatons que pour tout w ∈ Fπ, l’e´le´ment swf
s−1 appartient a`D[s]F0f
s.
Cela re´sulte de la de´composition : w = uf ′x + vf
′
y e´tablie au corollaire 2.17,
et de l’identite´ :
swf s−1 = −(u′x + v
′
y)f
s +
∂
∂x
uf s +
∂
∂y
vf s .
Pour avoir un multiple grossier MCgros(s) en classe C, nous prendrons le
produit des polynoˆmes Mr(s − 1) pour tous les poids r parcourant (1/d)N
avec δ < r < π. Le fait qu’il n’apparaisse en classe C que des e´le´ments de
poids strictement supe´rieur a` δ est une conse´quence du lemme 3.4.
3.3.4 Un multiple de la b-fonction
Notons Λ l’ensemble des valeurs propres non nulles de la matrice magique
associe´e a` f . D’apre`s la proposition 2.13, le polynoˆme minimal de l’action de
gr∇ sur grr F est alors : Mr(s) =
∏
λ∈Λ(s+ 1 + (1 + r)/λ). Nous rappelons
encore la de´finition des multiples grossiers en chaque classe :
MAgros(s) =
∏
r∈[0,π[∩(1/d)N
Mr(s) ,
MCgros(s) =
∏
r∈]δ,π[∩(1/d)N
Mr(s− 1) ,
MBgros(s) =
∏
0≤l≤n−2, 0≤k+lδ<sup{mi}
(s+
k + 1
nδ
+
l + 1
n
)
ou` d est le p.p.c.m des degre´s des facteurs irre´ductibles de f , et k, l sont des
entiers naturels.
The´ore`me 3.6 Soit f ∈ C{x}[y] un polynoˆme distingue´, re´duit, de degre´
et de multiplicite´ n. Le polynoˆme (s + 1)MAgros(s)M
B
gros(s)M
C
gros(s) est un
multiple du polynoˆme de Bernstein de f ne de´pendant que du type topologique
du germe de courbe plane de´fini par f .
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Preuve. A` partir de l’e´le´ment f s de la classe B, nous sommes en mesure
de faire monter les poids en utilisant les lemmes 3.4 ou 3.5. Lors de leur
utilisation, nous avons besoin de comparer les poids de deux e´le´ments de la
forme w′f s et sw′′f s−1 ; pour que c¸a colle, nous devons poser :
̺(w′f s, sw′′f s−1) = inf{nδρ(w′) , val(w′′) }
et faire monter le poids ̺ des termes rencontre´s. Nous pouvons remarquer que
s’il y a e´galite´ : r = nδρ(w′) = val(w′′), et si le facteur (s+ρ(w′)+1/nδ+1/n)
divise Mr(s− 1), la multiplication par Mr(s− 1) suffit pour faire monter le
poids des deux e´le´ments. Nous obtenons alors :
MCgros(s)M
B
gros(s)f
s ∈ D[s]F0f
s +D[s]f ′yf
s
et on conclut a` l’aide de l’identite´ (12). 
Remarque 3.7 Nous rappelons que M. Saito montre dans [6] que les ra-
cines du polynoˆme de Bernstein d’un germe re´duit f ∈ O sont strictement
comprises entre −2 et 0. On peut donc tronquer les polynoˆmes donne´s pour
obtenir un multiple plus petit. Nous n’avons pas re´ussi, pour le moment, a`
retrouver explicitement ces ine´galite´s par notre me´thode.
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