The Bayesian approach allows one to easily quantify uncertainty, at least in theory. In practice, however, MCMC can be computationally expensive, particularly in complicated inverse problems. Here we present methodology for improving the speed and efficiency of an MCMC analysis by combining runs on different scales. By using a coarser scale, the chain can run faster (particularly when there is an external forward simulator involved in the likelihood evaluation) and better explore the posterior, being less likely to become stuck in local maxima. We discuss methods for linking the coarse chain back to the original fine scale chain of interest. The resulting coupled chain can thus be run more efficiently without sacrificing the accuracy achieved at the finer scale.
I. Introduction
O NE approach to characterizing uncertainty in inverse problems is to utilize the Bayesian paradigm so that the resulting posterior distribution describes the uncertainty in the unknown parameters. In large scale problems, such as the examples presented in this paper, the use of Markov chain Monte Carlo (MCMC) for exploring this posterior distribution has compared quite favorably to alternative approaches (c.f. [1] , [2] ). However, the use of posterior simulation to characterize uncertainty in such problems can be a computationally daunting task. Typically, inverse problems (e.g., tomography and image reconstruction) require numerous runs of a complicated forward simulator which takes a large vector of inputs x and then produces output which is related to the observed data y. In many applications, the computational demands of the simulator can greatly restrict the number of forward simulations that can be carried out, making an MCMC-based approach difficult or even impractical. One way around this difficulty is to speed up the forward simulation by running it on a smaller, coarsened version of the original inputsx. Of course, this improvement in speed usually results in less accurate simulations.
In this paper we propose formulating a coarsened version of the problem which yields a simpler, more tractable, posterior distribution. We then use the resulting posterior simulation output to "guide" and speed
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up the posterior simulation on the original, fine scale specification. We use an approach based on coupling the Markov chains exploring the coarse and fine scale posteriors [3] . We favor this approach because it lends itself easily to simulation in a parallel computing environment. We also briefly discuss an alternative approach which makes use of the reversible jump methodology of Green [4] .
The next section lays out the details of our approach using a very simple imaging problem as a motivating example. We then go on to consider two applications, one in single photon emission tomography (SPECT) and one in hydrology. The latter application is currently being implemented in a parallel computing environment here at the Center for Multiscale Modeling and Distributed Computing at Duke University. The paper ends with a brief discussion. The notation of the paper is enumerated in Appendix A.
II. Basic formulation
At the fine scale we model the sampling density, or likelihood, for y = (y 1 , . . . , y n ) T by L(y|x, θ y ) where x = (x 1 , . . . , x m ) T denotes a vector of unknown parameter inputs for the simulator and θ y may hold additional parameters to control the likelihood. Note that evaluation of L(y|x, θ y ) requires running the forward simulator with inputs x. The fine scale formulation is completed by specifying priors π(x|θ x ) and π(θ) where θ x is a hyperparameter that controls the prior for x, and θ holds the parameters (θ y , θ x ). The resulting posterior distribution π(x, θ|y) can then be explored via MCMC.
Under the coarse specification, we define a coarsened counterpart for the inputs x given byx = (x 1 , . . . ,xm) T = Cx where C is the coarsening operation which maps a m-vector to a lower dimensionalm-vector. Often, C is am × m matrix so that Cx is a simple linear operation, such as averaging or summing over fine scale pixels within coarse pixels. However a more complicated operation is conceivable in hydrological applications where upscaling has been the focus of a large amount of research. Depending on the problem, y, θ y , and θ x might also have coarsened counterpartsỹ,θỹ, andθx which may be slightly altered from their original form. In addition, the coarse likelihood and prior models may also differ, yielding an analogous posterior density. This results in two separate posteriors, one for each scale:
For the examples used in this paper, we specify Gaussian priors for x andx so that
where the sparse precision matrices W andW determine the dependence structure for x andx respectively.
Markov chain Monte Carlo may be used to obtain samples from the sibling posterior distributions, with the chain corresponding to the coarser formulation running four times as fast as the fine chain for a typical 2-dimensional problem. In addition to running faster, the sampling properties of the coarse chain are often superior to its fine scale counterpart. This is because local modes in the fine posterior, which can inflate the autocorrelation in a simple single site MCMC chain, are often smoothed out or removed in the coarse To demonstrate the construction of a coarse formulation, we take an artificial 1-d, blur-free, image problem.
Here we have n = 40 detectors recording emissions from a one-dimensional source. Figure 1(a) shows the true source intensity and the recorded counts y. Under the fine scale formulation, we break x into m = 40 pixels which correspond to the 40 detectors. Hence we are estimating the emission intensity x i averaged over each site i. We assume each detector counts only emissions from its corresponding image pixel and that counts follow a Poisson distribution so that the likelihood function is
A simple Gaussian Markov random field (MRF) prior is used for the unknown image intensities
where θ = θ x controls the smoothness of x and the m × m precision matrix W is tridiagonal with diagonal elements W ii equal to the number of pixels adjacent to pixel i, and off-diagonal elements W i,i±1 = −1. Finally a Γ(a = 1, b = .005) prior is specified for θ so that
This gives the resulting posterior distribution
which is explored using an MCMC scheme which updates the components of x and θ one at a time. The MCMC scheme goes as follows:
1. Initialize parameters at some value (x, θ) 0 .
2.
Update each x i according to Metropolis rules:
. £ set new value x i to x * i with probability min{1, Analogously, a coarse scale formulation could also constructed for this problem. One possibility is to combine the counts from adjacent detector pairs so that the coarsened dataỹ consist ofñ = 20 counts, each of which are the sum of two fine scale counts which were emitted from a coarse pixel that is now twice as wide.
These coarsened counts are shown in Figure 1 
where them ×m precision matrixW is defined exactly as its fine scale counterpart W was earlier.
The resulting posteriorπ(x,θ|ỹ) can be explored with MCMC just as with the fine scale formulation (in fact, we use the same code). 
A. Coupled Markov chain Monte Carlo
In order to link the coarse and fine scale formulations we employ the ideas from Metropolis coupled chains [3] .
Coupling ideas have been used previously for diagnosing convergence, e.g., [5] , [6] , as well as for improving mixing properties of MCMC chains [7] , [8] . However using coupling to link scales appears to be a novel approach which is hinted at in the rejoinder of [9] . The basic idea is this: instead of running two separate MCMC chains, one on the fine parameter space and one on the coarse parameter space, run a single chain on the product space. This coupled chain has stationary distribution π(x, θ|y) ×π(x,θ|ỹ) so that if we take only the fine scale realizations from this chain, they will have stationary distribution π(x, θ|y). The key to a useful construction of a coupled chain is to include updates which allow information to pass between the two scales.
One possible implementation of such a chain alternates standard within scale updates with "swapping"
updates that allow information to move between scales as shown below.
Here the updates marked 
which is accepted according to the standard Hastings rule with probability
where a ∧ b is the minimum of a and b.
In this paper, we break the swapping proposal kernel into the product
where q((x, θ) → (x * ,θ * )) generates a coarse scale proposal (x * ,θ * ) from the current fine scale state (x, θ), and the kernel q((x,θ) → (x * , θ * )) generates a fine scale proposal (x * , θ * ) from the current coarse scale state (x,θ).
Generating the coarse scale proposal is carried out by deterministically coarsening the current fine scale state and then generating a candidate valueθ * by simulating from its full conditional distribution (according to the coarse scale posterior) given the new proposed valuex * . Thus
where I[·] is the indicator function, Cx is the coarsening operation applied to the fine scale value x, and π(θ * |x * ,ỹ) is the conditional distribution ofθ * under the coarse posterior distribution. In the applications considered in this paper Cx simply sums or averages fine scale pixels within a coarse scale pixel.
One recipe for generating the fine scale candidate (x * , θ * ) given the current coarse scale parameters (x,θ)
is to generate a draw from the prior distribution π(x|θ † ) subject to the constraintx = Cx, where θ † is a deterministic function ofθ chosen to be appropriate for the candidate x * given its relationship tox. Once x * has been generated, θ * can then be drawn from its full conditional given x * . Hence
where π(x * |θ † ,x = Cx * ) denotes the prior density for x * given θ † and given the constraintx = Cx * (i.e. the coarsened version of x * isx).
Generation of the candidate x * according to this above rule is only feasible in the case when π(x * |θ) has a multivariate normal distribution and the constraintx = Cx * is linear. In this case, π(x * |θ † ,x = Cx * ) corresponds to a m −m rank normal density whose mean and variance are derived in Appendix B. In cases where simulating directly from π(x * |θ † ,x = Cx * ) is not feasible (e.g., π(x|θ) is not normal, the coarsening operation is not linear, or m is large), an alternative to (7) is to generate x * sequentially. Appendix C gives the details of a sequential approach for generating x * when the prior for π(x|θ) is normal and Cx averages within coarse pixels. Similar approaches could be formulated in other situations.
We now look at an implementation of a multiscale coupled chain in our ongoing example. Continuing with the 1-d image example, we implement this coupled chain idea by alternating within scale MCMC updates with swap proposals. The swap proposal is the product of two kernels. The first is the deterministic coarsening swap of (6) so that
where C is them × m matrix I m ⊗ (1, 1) . The second proposes a fine candidate given the coarse parameters according to (7):
where z is a subvector of x * given in Appendix B, and matrices M and V are also given in Appendix B. The sequence in Figure 2 shows four successive updates -within scale updates alternated with swap proposals. This is part of a much longer MCMC run. P
B. Alternative sampling approaches
Before moving on to applications, we note that there are alternative approaches to using coarse scale samples to help explore the fine scale posterior. The most straightforward approach is importance sampling [11] . Here one could use MCMC to sample from the coarse posterior and then construct fine scale candidates according to (7) (or some other approach). These fine scale candidates could then be used as the importance sample. We tried this approach on the simple one-dimensional example and have found serious problems -the importance weights are dominated by one or two huge weights. This is because the importance sample does a poor job covering the region of highest posterior density on the fine scale. The few realizations from the importance distribution that do hit this region yield huge importance weights. Such problems can be expected since the coarse to fine proposal is not designed to use information from the likelihood.
A more appealing strategy for building an MCMC chain that shares information between scales is the reversible jump approach of Green [4] . Instead of sampling from the product distribution draws are constructed from a mixture of the fine and coarse posteriors under this approach. Note that this new target distribution is a mixture of two densities whose support is on different spaces -adding a bit of additional complexity. We refer the reader to additional references on MCMC methods that move between measures [12] , [13] , [14] , [15] .
This approach treats scale as a dynamic parameter in this simulation so that the sampling chain alternates between two types of updates. The first updates the parameters given the current scale value (fine or coarse).
The second updates the scale as well as the parameter values. Updating the scale is carried out using a absorbed, miss the gamma camera, or otherwise fail to be detected, the probability map p abi gives the probability of an emission from pixel i being detected at angle a and bin b.
extent that they do under the coupled chain approach. Hence these applications require estimation of unknown normalizing constants which change with every specification, a computationally expensive proposition.
III. Examples

A. A SPECT application
Here we consider a computer generated data set from single photon emission computed tomography (SPECT).
The goal is to construct a photon emission intensity map of an object using photon counts detected by a gamma camera. This application considers reconstructing a two-dimensional object. Figure 3 gives a diagram of the information obtained during a SPECT scan. As the object emits photons, the gamma camera records the locations of photon hits along the camera array. The gamma camera array is free to rotate completely around the object. At a given camera position, the counts are eventually recorded as counts over 128 bins which correspond to distance along the camera. Counts are recorded at 120 positions indexed by angle a as the camera array rotates around the object.
The data consist of counts y ab obtained from bin b of the gamma camera while the it was positioned at angle a. Lead columnators on the camera absorb any photon that doesn't hit the camera at nearly a right angle. The columnators, along with the physical characteristics of the object determine the chance of a photon emitted from pixel i hits bin b while the camera is positioned at angle a. Here we treat the probabilities p abi that were used to generate the data as known. The true image source intensity is shown in Fig. 4(a) .
Thus the counts y ab have a Poisson distribution with mean which can be expressed in matrix form
where n = 128 × 120 is the number of bins times the number of angles and m = 128 × 128 is the number of pixels. Given the object intensities x i , the likelihood can be written
A far more detailed derivation of the likelihood for SPECT is given in Vardi et al. [16] .
Our coarse formulation uses pixels that are four times the area of the fine specification. Hencẽ
whereñ = n andm = 64 × 64. So calculating the change inλ after changing anx j is four times faster as compared to the fine scale calculation. We specify a simple first order Gaussian MRF prior for x andx given in (1) and (2) where the precision matrices W andW have diagonal elements W ii equal to the number of neighboring sites, and W ij = −1 if sites i and j are adjacent, and W ij = 0 otherwise. Rather diffuse Γ(a, b)
priors are assigned to the parameters θ andθ. Within a scale, standard MCMC is carried out as described in [17] or [18] .
We originally used swaps as described in the 1-d imaging example of Section II. However we found that the fine scale proposals were not sufficiently accurate near the edges of the emission phantom (Fig. 4(a) ). Instead we proposed to swap only interior pieces of the fine and coarse images. Fig. 5 shows how this is carried out.
To construct the proposal, the same interior regions of the two images are exchanged. The region within the coarse scale exterior is then deterministically coarsened; the region within the fine scale exterior is then refined, conditioned on matching its coarse values and conditioned on the fine scale pixels neighboring the region. This gives the proposal a better chance of being accepted -about one in ten swap proposals are accepted. Fig. 4 shows an accepted swap along with coarse and fine scale posterior mean images.
B. Application in hydrology
An important problem in engineering is the study of the flow of liquids, particularly groundwater, through porous media, such as soil. Applications include contaminant cleanup and oil production. Reliable solutions exist for the forward problem of determining how water flows when the physical characteristics (e.g., permeability and porosity) of the aquifer are known. Of interest to statisticians and engineers alike is the inverse problem of using flow data to infer the permeability structure of the aquifer. In this section, we apply the methods of this paper to the inverse problem. Additional description of the inverse problem, as well as additional references, can be found in Lee et al. [19] .
The data in the section are from a flow experiment run at Hill Air Force Base in Utah, and are part of a larger study [20] , [21] . The ground at this site holds a number of contaminants. We focus on data from an experiment using a conservative tracer which does not appreciably interact with the contaminants, so that the flow data reflects the permeability structure of the aquifer. The test site measures 14 feet by 11 feet. There are four injection wells along one short edge where water is pumped into the ground, and at a particular point in time, a tracer is added so that its concentration can be monitored at other sites. Three production wells along the opposite edge extract water from the ground, forcing water to flow across the site. There are five sampling wells in the middle where the concentration of the tracer is measured (see the upper left plot of Figure 6 ). Water flows more easily through areas of high permeability (shown as lighter regions in the figure), so by comparing how long it takes the tracer to reach each of the sampling wells (called the breakthrough times), one can make inferences about the underlying permeability structure.
We model the unknown permeabilities on a 32 by 32 grid and use an MRF prior. Note that as permeabilities are log-normally distributed, we do all operations on the log scale. Conditional on a permeability field specified on a grid, the breakthrough times are found from the solution of differential equations given by physical laws, i.e., conservation of mass, Darcy's Law, and Fick's Law. For our forward simulator, we use the S3D streamtube code of Datta-Gupta [22] to find the fitted breakthrough times,ŷ h , and use a Gaussian likelihood on these breakthrough times centered at the observed times y h . Hence the breakthrough times are just a non-linear transformation of the permeabilities. Note that in this example y =ỹ, i.e., the data are the same for the coarse and fine scales. Combining the models on the fine and coarse scales gives the full likelihood: We put a first-order symmetric MRF prior on the coarse and fine scales
where W andW are precision matrices with diagonal elements W ii equal to the number of neighbors of pixel i, W ij = −1 if pixels i and j are adjacent, and W ij = 0 otherwise. Finally we specify informative gamma priors on θ y ,θ y , θ x , andθx. Figure 6 shows a sample swap between the coarse and fine scales, as well as posterior means in the rightmost column. Note that the lower and central sampling wells have the earliest and latest breakthrough times respectively. In order to be consistent with this data, the posterior permeability realizations must show a high permeability path from the injectors to the lower sampling well, and a fairly abrupt decrease near the central sampling well. With this structure in the data, the fine scale model can have difficulties escaping from local modes, so the combining of information across scales allows the coarse scale model to better explore the model space and to pass this information on to the finer scale. The coupled chain appears to be about twice as efficient in computational effort as compared to a single chain run on the fine scale. We expect a parallel implementation to give a many-fold increase in speed over the single chain.
IV. Discussion
The results of this paper show that augmenting the original formulation of an inverse problem with a coarsened version can greatly reduce the amount of time it takes to explore the posterior distribution via MCMC. This improvement is due largely to the faster simulations under the coarse formulation, although the MCMC behavior is typically somewhat better under the coarse formulation as well. In this paper, we restrict ourselves to considering only an additional coarse scale formulation. As we develop parallel implementations of this scheme, we will experiment with using many additional Markov chains to explore posteriors, perhaps with even more coarsened formulations.
The methodology of this paper applies equally well when data has actually been collected on two separate scales. Such data arises naturally in a number of different fields including hydrology (flow data on a coarser scale, core data on a fine scale) and finance (daily returns and aggregated weekly or monthly returns). The coupled chains provide a mechanism for fitting a model jointly using data on multiple scales. Here we use a multivariate draw to create a fine-scale proposal from a single multivariate normal draw.
We want to create x * fromx. We sample from the prior, but restricted so that the mean of the four fine cells corresponding to a coarse cell must be equal to the old coarse cell value. First, let z be the subset of x containing all but one of the fine cells corresponding to each coarse cell. For example, in a two-dimensional problem, z contains three of the four cells of each group corresponding to a single coarse cell (e.g., the upper left, upper right, and lower left, but not the lower right). Since we condition on the mean of each group, the value of the last cell of each group is determined by the values of the others, so we only need to draw z|x.
Let W be the prior precision as described after Equations (4), (8), or (10) . Let C be the coarsening matrix, each row representing a coarse pixel, each column a fine pixel; for the imaging example, C ij = 1 if fine pixel j is aggregated into coarse pixel i (a summation operation); for the hydrology example, C ij = 0.25 if fine pixel j is aggregated into coarse pixel i (an averaging operation); C ij = 0 otherwise. Thusx * = Cx.
Augment C to get a full-rank square matrix,C, by adding rows of zeroes with a one in a single column, that column corresponding to one of the fine pixels in a group except for the last one. For example, in the hydrology example, there are four fine pixels corresponding to a single coarse pixel; for each coarse pixel there are three added rows inC, one for the upper left fine pixel, one for the upper right, and one for the lower left; combined with the row of C for the coarse pixel, one can recover the fine pixels from these four rows.
Furthermore, we now have that z with the value of the last fine cell for each group such that the group mean equals the old coarse value. We need only compute M and the Cholesky decomposition of V once at the beginning, allowing for relatively easy proposal generation at each MCMC step. Since this draw is not directly from the prior, the full form of the Metropolis-Hastings algorithm must be used to compute the probability of acceptance. θ x and/or θ y can also be updated as part of this proposal, as is done in more detail in Appendix C (see Equations (18)- (19) and (21)).
C. Sequential coarse to fine update
An outline of our sequential algorithm for creating a swap proposal is as follows, with details explained afterwards:
1. Create a coarse proposal by summing or averaging over the corresponding cells in the old fine chain.
2. Create the first stage of the fine proposal by setting all fine cells corresponding to a coarse cell equal to the value of the old coarse cell.
3. For each coarse cell (in any arbitrary, but fixed order) draw a joint sample of corresponding fine cells from the multivariate normal distribution defined by the prior MRF conditional on the values of the other fine cells at this stage, and also conditional on their mean equaling the value of the old coarse cell.
4. Sample a proposed θ * y andθ * y independently for the fine and coarse scales, sampled from their complete conditional distributions. One can also easily update θ x andθ x here, although that is not done in this example.
In the equations that follow, we use a fine grid with twice as many elements in each dimension as the coarse grid, although the equations easily generalize to other scaling factors. The equations are illustrated for the two-dimensional examples, so that there are four fine cells corresponding to a single coarse cell. In the one-dimensional example, there would only be two fine cells per coarse cell.
Step 1 creates a proposed coarse chain by deterministically averaging the corresponding fine cells for each coarse cell. For i = 1, . . . , n,
Step 2 creates a base fine proposal which exactly matches the old coarse field:
for i = 1, . . . , n, and j = 1, 2, 3, 4.
Step 3 modifies this base proposal to smooth it out so that it has a larger probability of being accepted. For each i = 1, . . . , n, in order, we draw {x
} from the multivariate normal distribution defined by the MRF prior using the current value of precision at the fine scale, i.e., θ † = θ x , and such that the four are constrained to the have an average equal to the old coarse cell, x i (for reversibility). Thus for an interior coarse cell (one with four neighbors), we draw 
and set
For an edge cell, there are corresponding equations, or one can approximate by extending the grid.
Finally, in Step 4, we generate new proposals for the precision parameters in the likelihoods at both scales.
We use priors with fixed hyperparameters,θ * y ∼ Γ(ã,b) and θ * y ∼ Γ(a, b). Denote byŷ * h the fitted observation at point h (e.g., breakthrough time at a well) using the proposed coarse permeabilitiesx * i , and byŷ * h the fitted breakthrough times using the proposed fine permeabilities, x * i,j . 
This joint proposal for all the x * i,j ,x * i ,θ * y , and θ * y is accepted or rejected according to the Metropolis-Hastings algorithm, using the full form of this algorithm, as the proposal generation mechanism is not symmetric. The probability of accepting the candidate is min 1, L(y * ,ỹ * |θ * , x * ,θ * ,x * )π(θ * , x * ,θ * ,x * )q(θ, x,θ,x|θ * , x * ,θ * ,x * ) L(y,ỹ|θ, x,θ,x)π(θ, x,θ,x)q(θ * , x * ,θ * ,x * |θ, x,θ,x) (20) where the likelihood L(y,ỹ|θ, x,θ,x) is given in Equation (3) and its coarse counterpart for the 1-d example, or Equation (9) for the hydrology example; the prior is given in Equations (4), (5) and their coarse counterparts, or Equation (10); the transition kernel density q is composed of two parts, one for the joint permeability draw, one for the precisions:
q(θ * , x * ,θ * ,x * |θ, x,θ,x) = q 1 (x * |x, θ x )q 2 (θ * y , θ * y |ŷ * h ,ŷ * h ) .
q 1 depends only on the proposed fine scale permeabilities and the old coarse scale, because the proposed coarse scale is a deterministic function of the old fine scale. q 1 is a product of the sequential multivariate normal kernels: where q 1,i is just the evaluation of the density of Equation (13), x * (−i) are the current proposed values of x excluding x * i,j for j = 1, . . . , 4 (note that x * (−i) will be updated sequentially for each i), and µ 1,i , µ 2,i , µ 3,i , x * are as defined in Equations (14)- (16) . q 2 is a product of terms forθ * y and θ * y : 
Note that q 2 could easily be modified to update θ x instead of, or in addition to θ y . We omit from q 1 and q 2 normalizing constants and other terms which cancel out in Equation (20) .
