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Abstract
Word embeddings are powerful representa-
tions that form the foundation of many natural
language processing architectures and tasks,
both in English and in other languages. To
gain further insight into word embeddings in
multiple languages, we explore their stabil-
ity, defined as the overlap between the near-
est neighbors of a word in different embedding
spaces. We discuss linguistic properties that
are related to stability, drawing out insights
about how morphological and other features
relate to stability. This has implications for the
usage of embeddings, particularly in research
that uses embeddings to study language trends.
1 Introduction
Word embeddings have become an established part
of natural language processing (NLP) architectures
(Collobert et al., 2011; Dos Santos and Gatti, 2014).
The metric of stability, defined as the overlap be-
tween the nearest neighbors of a word in different
embedding spaces, was introduced to measure vari-
ations in local embedding neighborhoods across
changes in data, algorithms, and word properties
(Antoniak and Mimno, 2018; Wendlandt et al.,
2018). These studies found that many common En-
glish embedding spaces are surprisingly unstable,
which has implications for work that uses embed-
dings as features in downstream tasks, and work
that uses embeddings to study specific properties
of language.
However, this analysis on English is most likely
not representative of all languages. Since word
embeddings rely only on text (rather than anno-
tated data), they are broadly applicable, even in lan-
guages that have few linguistic resources available
(Adams et al., 2017). In this work, we explore sta-
bility of word embeddings in 111 languages across
two different corpora. Having a better understand-
ing of the differences caused by diverse languages
will provide a foundation for building embeddings
and NLP tools in all languages.
In English and, increasingly, other languages, it
has become common to use contextualized word
embeddings, such as BERT (Devlin et al., 2019)
and XLNet (Yang et al., 2019). These contextual-
ized embedding algorithms require huge amounts
of computational resources and data. For example,
it takes 2.5 days to train XLNet with 512 TPU v3
chips. In addition to requiring heavy computational
resources, most contextualized embedding algo-
rithms need large amounts of data. BERT uses 33
billion words of training data. In contrast to these
large corpora, many datasets from low-resource
languages are fairly small (Maxwell and Hughes,
2006). In scenarios where huge amounts of data
and computational resources are not feasible, it is
worthwhile to continue developing our knowledge
of context-independent word embeddings, such as
word2vec (Mikolov et al., 2013) and GloVe (Pen-
nington et al., 2014). These algorithms continue to
be used in a wide variety of situations, including
the computational humanities (Abdulrahim, 2019;
Hellrich et al., 2019) and languages where only
small corpora are available (Joshi et al., 2019). Ac-
cording to Google Scholar, in 2019 alone, GloVe
was cited approx. 4,700 times and word2vec was
cited approx. 5,740 times.
In this work, we consider how stability (percent
overlap between nearest neighbors in an embedding
space) varies for different languages. Specifically,
we explore how linguistic properties are related
to stability, a previously understudied relationship.
Using regression modeling, we are able to cap-
ture relationships between linguistic properties and
average stability of a language, and we draw out in-
sights about how morphological and other features
relate to stability. For instance, we find that lan-
guages with more complex morphology tend to be
less stable than languages with simpler morphology.
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Our findings provide crucial context for research
that uses word embeddings to study language prop-
erties (e.g., Hellrich et al., 2019; Heyman and Hey-
man, 2019). Often research that uses embeddings
to study language trends relies on raw embeddings
created by GloVe or word2vec (Abdulrahim, 2019;
Hellrich et al., 2019). If these embeddings are
unstable, then research using them needs to take
this into account (in terms of methodologies, error
analysis, etc.).
2 Related Work
Word embeddings are low-dimensional vectors
used to represent words, normally in downstream
tasks, such as named entity recognition (Collobert
et al., 2011) and sentiment analysis (Dos Santos
and Gatti, 2014). They have been shown to capture
both syntactic and semantic properties of words,
making them useful in a wide range of NLP tasks
(Mikolov et al., 2013). In this work, we explore
word embeddings that generate one embedding per
word, regardless of the word’s context. We consider
two widely used algorithms: word2vec (Mikolov
et al., 2013) and GloVe (Pennington et al., 2014).
Embeddings in Many Languages. In this work,
we analyze embeddings in multiple languages. Our
analysis is important because word embeddings
are in common usage in many languages. Even
when large corpora of data are not available, there
has been interest in how word embeddings can
be leveraged for low-resource languages (Adams
et al., 2017; Jiang et al., 2018). To build embed-
dings across many different languages efficiently,
some recent research has focused on building cross-
lingual embedding spaces, where words from dif-
ferent languages are embedded in the same vector
space (Chen and Cardie, 2018; Ruder et al., 2019).
There has also been recent interest in using word
embeddings to create methods that work across a
wide range of languages, for instance, in sentiment
analysis (Zhao and Schu¨tze, 2019).
Intrinsic Evaluation and Analysis of Embed-
dings. There has been much interest in evaluating
the quality of different word embedding algorithms.
This is typically done extrinsically, by measuring
performance on a downstream task, but there have
also been efforts to build reliable intrinsic evalua-
tion techniques (e.g., Gladkova and Drozd 2016).
Intrinsic methods have also been proposed to ex-
plore the properties and limitations of word embed-
dings. Similar to the work we present here on stabil-
ity, there is other research on how nearest neighbors
vary as properties of the embedding spaces change
(Pierrejean and Tanguy, 2018). Additional work
has looked at how semantic and syntactic prop-
erties of words change with different embedding
algorithm and parameter choices (Artetxe et al.,
2018; Yaghoobzadeh and Schu¨tze, 2016). This pre-
vious work only evaluates on English, unlike our
current research.
3 Data
Building on this definition of stability, we explore
the stability of word embeddings in different lan-
guages. We work with two datasets, Wikipedia and
the Bible. Wikipedia has more data, but covers
fewer languages. The Bible is smaller, but covers
more languages. Wikipedia is a comparable corpus,
whereas the Bible is a parallel corpus.
3.1 Wikipedia Corpus
We use pre-processed Wikipedia dumps in 40 lan-
guages taken from Al-Rfou et al. (2013).1 These
texts have been previously segmented using an
OpenNLP probabilistic tokenizer whenever pos-
sible,2 and a Unicode text segmentation model
offered by Lucene when no model is available3
(Al-Rfou et al., 2013).
In order to verify that this word segmentation
is reasonable, we asked speakers of several of the
languages4 to look over a subset of the data and
describe any errors that they saw. All languages
that we checked were confirmed to have reasonable
word segmentation, though a few small inconsis-
tencies were observed. In Finnish, several word
cases were handled inconsistently, and in Italian
and French, determiners followed by words begin-
ning with a vowel were not segmented correctly.
However, speakers of these languages confirmed
that these inconsistencies were relatively minor and
most of the text is well-segmented.
3.2 Bible Corpus
The Bible corpus contains 1,821 full and partial
Bibles in 1,104 languages (McCarthy et al., 2020).
In order to have enough data to train word embed-
dings, we work with Bibles that are at least 75%
1Available online at https://sites.google.com/site/rmyeid/
projects/polyglot.
2Danish, German, English, French, Dutch, Portuguese
3See http://www.unicode.org/reports/tr29/.
4Finnish, German, Romanian, Italian, French, English,
Arabic
complete.5 This leaves us with 97 languages (many
of the Bibles in the corpus only have parts of the
New Testament translated, which is why this num-
ber is substantially smaller than the number of total
languages represented in the corpus).
We consider two sets of languages with the Bible
corpus: the languages that overlap with the set of
Wikipedia languages, and languages that are not
covered in Wikipedia. Twenty-six languages exist
in both the Wikipedia and Bible corpora.
3.3 WALS
To further explore these languages, we use infor-
mation from the World Atlas of Language Struc-
tures (WALS),6 a database consisting of phono-
logical, lexical, and grammatical properties of lan-
guages (Dryer and Haspelmath, 2013). This re-
source is hand-curated by experts, and contains
192 language features, each of which have between
two and twenty-eight categorical values. Over two
thousand languages have WALS entries, and each
language is annotated for a subset of the features.
For example, WALS provides a number of word
order features describing subject (S), object (O),
and verb (V) order in various languages. These
features include SOV order, languages with two
dominant SOV orders, SV order, and OV order.
A second example is the phonological features in-
cluded in WALS such as the absence of common
consonants. WALS also has features covering the
areas of morphology, nominal categories, nominal
syntax, verbal categories, simple clauses, complex
sentences, lexicon, and sign language.
4 Calculating Stability in Many
Languages
While our work is an analysis across many lan-
guages, stability has previously been explored for
English word embeddings (Antoniak and Mimno,
2018; Wendlandt et al., 2018; Pierrejean and Tan-
guy, 2018).
4.1 Defining Stability
Stability is defined as the percent overlap between
nearest neighbors in an embedding space. To calcu-
late stability, given a word W and two embedding
spaces A and B, take the ten nearest neighbors
(measured using cosine similarity) of W in both A
5To work with a maximum number of languages, we only
consider the complete Protestant Bible (e.g., all of the verses
that appear in the English King James Version of the Bible).
6Available online at https://wals.info.
GloVe 1 GloVe 2 GloVe 3
indie punk punk
punk indie pop
progressive alternative indie
pop progressive alternative
roll band band
band sedimentary roll
blues bands progressive
brass psychedelic folk
classic climbing climbing
alternative pop metal
Table 1: Ten words most similar to rock in three GloVe
models trained on subsets of Wikipedia. Only words
present in all three subsets are considered. Words in all
lists are in bold; words in only two lists are italicized.
and B. The stability of W is the percent overlap
between these two lists of nearest neighbors. 100%
stability indicates perfect agreement between the
two embedding spaces, while 0% stability indicates
complete disagreement. This definition of stability
can be generalized to more than two embedding
spaces by considering the average overlap between
pairs of embedding spaces. Let X and Y be two
sets of embedding spaces. Then, for every pair of
embedding spaces (x, y), where x ∈ X and y ∈ Y ,
take the ten nearest neighbors of W in both x and
y and calculate percent overlap. Let the stability
be the average percent overlap over every pair of
embedding spaces (x, y). Sets of nearest neighbors
smaller and larger than ten have been tried previ-
ously, with comparable results (Wendlandt et al.,
2018).
Table 1 shows the ten nearest neighbors for the
word rock in three GloVe models trained on differ-
ent subsets of English Wikipedia. Models 1 and 2
have 6 words (60%) in common, models 1 and 3
have 7 words (70%) in common, and models 2 and
3 have 7 words (70%) in common. Therefore, this
word has a stability of 66.7%, the average word
overlap between the three models. (In this sim-
ple example, the two sets of embedding spaces X
and Y are identical. It is also possible to calculate
stability when X 6= Y .)
Previous work identified factors that play a role
in the stability of word embeddings. For instance,
it was found that the presence of certain documents
in the training corpus affects stability (Antoniak
and Mimno, 2018), and that training and evaluat-
ing embeddings on separate domains is less stable
than training and evaluating on the same domain
(Wendlandt et al., 2018).
Throughout this work, we group stability into
buckets to visualize our results (e.g., Figure 1). We
use buckets of 5% (e.g., 0-5% stability, 5.1-10%
stability). Doing this allows us to see patterns in
stability for a corpus that are not visible from a
single overall average.
4.2 Effect of Downsampling on Stability
Stability measures how making changes to the in-
put data or algorithm affects embeddings. We ex-
pect some changes to cause instability, such as
changing the embedding size by a factor of ten
or greater. For other variations, instability is sur-
prising, such as changing the random seed for the
algorithm. Deciding what variation to introduce
has an effect on the stability that is measured. For
our experiments, we consider a previously unstud-
ied source of instability: different data samples
from the same distribution.
One way to generate data samples is to down-
sample (with or without replacement) an existing
corpus to create multiple smaller corpora. Then,
stability can be measured across these downsam-
ples. Here, we consider whether studying stability
across downsamples produces consistent results
that we can compare across languages. This is a
subtle methodological choice that if wrong, could
lead to incorrect conclusions.
First, we consider downsampling with replace-
ment. We sample five sets of 500,000 sentences
multiple times, controlling the amount of overlap
between downsamples (from 10% to 60%).7 Sta-
bility is calculated using GloVe embeddings and
the words that occur in every downsample for ev-
ery overlap percentage. Figure 1 shows the results.
While stability trends are similar for different over-
lap amounts, we see stability is consistently higher
as the overlap amount increases. Using this method
for multiple corpora of different sizes would mean
that stability on the downsampled corpora could not
be reliably compared, because the overlap amount
would vary depending on the size of the original
corpus. In our case, the Bible corpus is substan-
tially smaller than the Wikipedia corpus, so if we
used this downsampling method, we would not be
able to accurately compare stability between the
Bible and Wikipedia. For this reason, we do not
use downsampling with replacement in our experi-
7Data drawn from an English Wikipedia corpus of
5,269,686 sentences (denoted “Large English Wikipedia”).
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Figure 1: Percentage of words that occur in each
stability bucket when varying the five Large English
Wikipedia downsamples (with replacement) to have dif-
ferent amounts of overlap. Each line shows results for
a different percentage of overlap.
ments.
We instead use downsampling without replace-
ment. Figure 2 shows stability after downsam-
pling without replacement for different dowsam-
pling sizes. We see that varying the size of the
downsample does not have a large effect on the
patterns of stability. Particularly when looking at
lower stability (towards the left side of the graph),
the trends are remarkably consistent, even when the
downsample size varies from 50,000 sentences to
500,000 sentences. The pattern grows less consis-
tent when looking at higher stability (towards the
right side of the graph), particularly with smaller
downsample sizes.
This shows us that downsampling without re-
placement produces more consistent (and thus com-
parable) stability results than downsampling with
replacement.
4.3 Stability for Wikipedia
Because we see that downsampling with replace-
ment is unreliable, all Wikipedia corpora are down-
sampled without replacement. In order to deter-
mine the best way to calculate stability, for each
language in our Wikipedia corpus, we experiment
with three settings: (1) Stability with GloVe em-
beddings across five downsampled corpora, (2) Sta-
bility with word2vec embeddings across five down-
sampled corpora, and (3) Stability with word2vec
using five different random seeds across one down-
sampled corpus.
Each downsampled corpus is 100,000 sentences,
and words that occur with a frequency less than five
are ignored. Previous work (Pierrejean and Tanguy,
2018; Wendlandt et al., 2018) has indicated that
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Figure 2: Percentage of words that occur in each stabil-
ity bucket after downsampling without replacement on
Large English Wikipedia. Each line shows results for
different downsample sizes (measured by number of
sentences). For each size, five downsamples are taken
and stability is calculated across GloVe embeddings for
every word that appears more than five times across all
downsamples.
words that appear this infrequently will be very
unstable. We use standard parameters for both em-
bedding algorithms. For GloVe (Pennington et al.,
2014), we use 100 iterations, 300 dimensions, a
window size of 5, and a minimum word count of 5;
these parameters led to good performance in Wend-
landt et al. (2018). For word2vec (w2v) (Mikolov
et al., 2013), we use 300 dimensions, a window size
of 5, and a minimum word count of 5. For each
embedding, we calculate the ten nearest neighbors
of every word using FAISS8 (Johnson et al., 2019).
Finally, for each language, we calculate the stabil-
ity for every word in that language across all five
embedding spaces.
Figure 3 shows bucketed stability for all three
methods. Visualizing stability in buckets allows us
to see patterns in stability that are obscured in a
single overall average. We see that these methods
generally show similar behavior. For the following
experiments on Wikipedia, we use stability with
GloVe embeddings across five downsampled cor-
pora.
Figure 3 also reveals a subtle issue in prior work,
coming from the use of downsampling in measur-
ing stability. Previous work claimed that GloVe
was more stable than w2v (Wendlandt et al., 2018),
but this claim was based on numbers that were cal-
culated from overlapping corpora. Figure 3 gives
us a more accurate comparison of GloVe and w2v.
In English, we see that GloVe on Wikipedia has an
average stability of 0.84, while w2v on Wikipedia
8We use exact, not approximate, search.
with downsampling has an average stability of 0.79.
This is not a substantial difference, and it throws
doubt on the claim that GloVe is more stable than
w2v.
4.4 Stability for the Bible
The Bible corpus is substantially smaller than the
Wikipedia corpus, so downsampling to calculate
stability is not a feasible option. Given that Figure
3 shows that word2vec with a single downsample
and five different random seeds gives comparable
stability results to using GloVe across five down-
samples, we choose to use this method (we use
the same w2v parameters as for Wikipedia). By
comparing to GloVe in Figure 3, we confirm that
this method for measuring stability is reasonable
and will produce intuitive results.
Several languages have multiple Bible transla-
tions. As a sanity check, we see if stability is con-
sistent across multiple translations in the same lan-
guage. Figure 4 shows that stability patterns are
very consistent. The French Parole de Vie transla-
tion (yellow line in Figure 4b) intentionally uses
simpler, everyday language, which could explain
why this line follows a different pattern than the
other French translations. For further experiments
on languages with multiple Bible translation, we
choose the Bible translation with the highest aver-
age stability.
In this section, we have considered the best
way to measure stability. For Wikipedia, we mea-
sure stability with GloVe embeddings across five
downsampled corpora, while for the Bible (a much
smaller corpus), we measure it with w2v embed-
dings across five random seeds. We have shown
that these methods produce consistent results, al-
lowing us to compare across languages.
5 Regression Modeling
For both of these corpora, we are interested in
which language properties are related to stabil-
ity. To tease out various linguistic factors, we
use a ridge regression model (Hoerl and Kennard,
1970) that predicts the average stability of all words
in a language using features reflecting language
properties. Ridge regression regularizes the mag-
nitude of the model weights, producing a more
interpretable model than non-regularized linear re-
gression. This regularization also mitigates the
effects of multicollinearity (when two features are
highly correlated). Regression models have previ-
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Figure 3: Percentage of words that occur in each stability bucket for four different methods, three on Wikipedia
and one of the Bible. The 26 languages in common are shown here. The average stability for each method is shown
on the individual graphs.
ously been used to measure impact of individual
features (Singh et al., 2016). We choose to use
a linear model here because of its interpretability.
While more complicated models might yield addi-
tional insight, we show that there are interesting
connections to be drawn from a linear model.
Since we are using regression models to learn
associations between certain features and stability,
no test data are necessary. The emphasis is on the
model itself and the feature weights it learns, not
on the model’s performance on a task.
Though we do not use test data, we do want to
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Figure 4: Percentage of words that occur in each stabil-
ity bucket for different Bible translations in French and
German.
find how well our model fits the training data that
we give it. For each model, we measure goodness
of fit using the coefficient of determinationR2. The
R2 score measures how much variance in the de-
pendent variable y is captured by the independent
variables x. A model that always predicts the ex-
pected value of y, regardless of the input features,
will have an R2 score of 0. The highest possible
R2 score is 1, and R2 can be negative.
We use R2 score to understand how our model
is performing overall, and we use the individual
weights of features to measure how much a particu-
lar feature contributes to the overall model. We ex-
periment with two regression models: a full model
and a targeted morphology model.
For all models, the inputs are linguistic features
of a language. Since WALS properties are cate-
gorical, we turn each property into a set of binary
features. We also include an “Unknown” value,
which we use when a feature is not defined for a
language. Note that because all of our input fea-
tures are binary, all weights are easily comparable.
The output of each model is the average stability
of a language, which is calculated by averaging
together the stability of all of the words in a lan-
guage. For each model, we bootstrap over the input
features N = 1000 times, allowing us to calculate
WALS Attribute Weight
Tone: Complex tone system −0.56± 0.01
Suppletion according to tense and
aspect: None
−0.53± 0.01
Numeral classifiers: Optional −0.34± 0.01
Preverbal negative morphemes:
Unknown
−0.31± 0.00
Minor morphological means of
signaling negation: Unknown
−0.31± 0.00
Indefinite Articles: Unknown 0.38± 0.01
Sex-based and non-sex-based gender
systems: No gender
0.41± 0.01
Tone: Unknown 0.44± 0.01
Suppletion according to tense and
aspect: Unknown
0.46± 0.01
Purpose clauses: Balanced 0.50± 0.01
Table 2: Weights with the highest magnitude in the full
regression model on all languages. Negative weights
correspond with low stability, and positive weights cor-
respond with high stability.
standard error for both the R2 score and the model
weights. Calculating significance for each feature
allows us to discard highly variable weights and
focus on features that consistently contribute to the
regression model, giving us more confidence in the
results.
5.1 Full Model
First, we train full model considering a large set
of WALS features. This will allow us to see which
language features (represented in WALS) correlate
strongly with stability. To confirm that our two
corpora correlate reasonably well, we first train
two regression models on all languages that are
covered by both Wikipedia and the Bible (26 lan-
guages), using all WALS features that cover at least
25% of these languages. One model is trained on
Wikipedia, and one model is trained on the Bible
(both use the same WALS features as input, but
may differ in the average stability that is being pre-
dicted). Both achieve high R2 results (0.96± 0.00
for both models). The significant weights of the
models also correlate well (Pearson correlation co-
efficient r = 0.69, p-value < 10e − 10). This
is intuitive, because these models cover the same
languages. This also gives us confidence that the
models are not overfitting to a specific set of lan-
guages.
Since we see that our two corpora correlate rea-
sonably well, we combine both corpora to build a
regression model that includes all of the languages
WALS Attribute Weight
Poss. classification: None −0.44± 0.01
Fusion: Exclusively concatenative −0.32± 0.01
Fusion: Ablaut / concatenative −0.31± 0.01
Fusion: Isolating / concatenative −0.31± 0.01
Exponence: Monoexponential case −0.24± 0.00
Poss. classification: Unknown −0.16± 0.00
Exponence: Case + number −0.08± 0.00
Exponence: Unknown 0.05± 0.00
Fusion: Unknown 0.05± 0.00
Exponence: No case 0.27± 0.01
Poss. classification: Two classes 0.60± 0.01
Fusion: Exclusively isolating 0.89± 0.01
Table 3: Significant weights in the morphology regres-
sion model. Negative weights correspond with low sta-
bility, and positive weights correspond with high stabil-
ity.
that we have (111 languages). Combining corpora
allows us to cover a larger number of languages,
and it allows us to generalize across both datasets.
If a language is present in both the Wikipedia and
the Bible corpus, we average the stabilities from
both corpora. We filter out all WALS features that
are covered by less than 1% of our languages, leav-
ing us with 35 WALS features. This model has an
reasonably high R2 score of 0.5± 0.00, indicating
that this model fits the data well. The significant
weights with the highest magnitude are shown in
Table 2. (We will discuss these results more thor-
oughly in Section 6.)
5.2 Morphology Model
Next, we specifically consider the role of morphol-
ogy in stability. We look at three WALS features:
fusion, exponence, and possessive classification.
Taken together, these three features capture the
differences between isolating, agglutinative, and
fusional languages (Bickel and Nichols, 2013b).
Fusion refers to how grammatical markers (for-
matives) connect to a word or stem (Bickel and
Nichols, 2013b). If a single formative forms a sin-
gle word, then it is an isolating formative (e.g., In-
donesian). Concatenative formatives form a single
phonological word, along with a host word (e.g.,
Turkish). These formatives can still be clearly sep-
arated into morphemes. Formatives that cannot
be clearly separated are called nonlinear (e.g., He-
brew), of which there are two types: ablaut and
tonal. Languages can have a combination of these
types of fusion. Exponence refers to the number of
categories (e.g., number, case) that go into a single
formative (Bickel and Nichols, 2013a). Possessive
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Complex tone system
(7 languages)
Simple tone system
(6 languages)
(a) Tone
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Figure 5: Violin plots comparing average stability dis-
tributions for languages with different properties.
classification quantifies the number of ways to form
a possessive noun phrase in a language (Nichols
and Bickel, 2013).
We train a regression model taking as input these
properties for all languages, and predicting the av-
erage stability of a language. This allows us to see
how these specific properties of interest relate to sta-
bility. This model gets an R2 score of 0.16± 0.00.
While this model has a lower R2 score than the
full model, this model shows that there is still a
connection between morphology and stability. The
weights of the model are shown in Table 3.
6 Discussion
From these models, we draw out a few key points.
The full model captures relationships between
linguistic properties and average stability of a
language. Our full model achieves an R2 value
of 0.5, indicating that the model is reasonably fit-
ting the input data. To illustrate this, consider two
WALS features that appear in both the top five high-
est and lowest weights, tone and suppletion. Tone
describes how pitch patterns are used to distinguish
different words and meanings. Complex tonal sys-
tems tend to be associated with other measures of
phonological complexity, such as syllable complex-
ity and number of consonants (Maddieson, 2013).
Suppletion happens when normal semantic patterns
WALS Attribute English Vietnamese Mandarin
Tone: No tones -0.37 - -
Sex-based and non-sex-based gender systems: No gender - 0.47 0.47
Nominal and verbal conjunction: Identity -0.3 -0.3 -
Suppletion according to tense and aspect: None - -0.37 -0.37
Order of subject and verb: SV -0.58 -0.58 -0.58
Zero copula for predicate nominals: Impossible -0.35 - -0.35
Numeral bases: Decimal 0.32 0.32 0.32
Preverbal negative morphemes: NegV 0.32 0.32 0.32
Predicted value 1.48 3.42 1.90
Ground truth: average stability 1.74 3.46 1.19
Table 4: Weights for three languages (English, Vietnamese, and Chinese) where the weight has a magnitude
>= 0.3. Zero weights are shown as dashes. The predicted and ground truth values for each language are shown
at the bottom of the table. Negative weights correspond with low stability, and positive weights correspond with
high stability.
are encoded in irregular ways (e.g., English buy v.
bought) (Veselinova, 2013). Languages can be cat-
egorized by where this suppletion occurs, in verb
tense changes and/or in verb aspect changes.
Figure 5 shows the distribution of average sta-
bility for languages with different tonal and sup-
pletion properties. For tone (Figure 5a), the largest
category of languages has an unknown tonal sys-
tem. In our dataset, five languages have a complex
tonal system, which tends to contribute to lower
average stability. The stability distribution of these
languages is the widest. Suppletion (Figure 5b)
shows a similar pattern. Unknown suppletion, the
largest category, has the widest and highest distri-
bution, and the regression model captures this by
indicating that unknown suppletion is related to
higher stability.
The full model has explanatory power to differ-
entiate languages. Looking at the full model, we
are able to compare languages and understand what
contributes to differences in stability. Consider
three languages: English, Vietnamese, and Man-
darin. Table 4 shows the weights that contribute
most to the model for these languages for one par-
ticular regression model. We see that while English
has no tones, this negative weight is offset by other
positive weights, giving English an overall high
predicted stability.
Morphology is related to average stability of a
language. While the morphology model does not
perform as well as the full model, it does indicate
that morphological features are related to stability.
One of the most important features of the model is
fusion (Table 3). Perhaps intuitively, more concate-
native languages tend to be less stable than more
isolating languages.
7 Conclusion
In this paper, we have considered how stability
varies across different languages. This work is
important because algorithms such as GloVe and
word2vec continue to be used in a wide variety of
scenarios, including the computational humanities
and languages where large corpora are not avail-
able. We study the relationship between linguistic
properties and stability, something that has been
previously understudied. We draw out several as-
pects of this relationship, including that languages
with more complex morphology tend to be less
stable than languages with simpler morphology.
These insights can be used in future work to inform
the design of embeddings in many languages.
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