Abstract-The problem of sparse signal recovery from a relatively small number of noisy measurements has been studied extensively in the recent literature on compressed sensing. However, the focus of those studies appears to be limited to the case of linear projections disturbed by Gaussian noise, and the sparse signal reconstruction problem is treated as linear regression with l1-norm regularization constraint. A natural question to ask is whether one can accurately recover sparse signals under different noise assumptions. Herein, we extend the results of [13] to the more general case of exponentialfamily noise that includes Gaussian noise as a particular case, and yields l1-regularized Generalized Linear Model (GLM) regression problem. We show that, under standard restricted isometry property (RIP) assumptions on the design matrix, l1-minimization can provide stable recovery of a sparse signal in presence of the exponential-family noise, provided that certain sufficient conditions on the noise distribution are satisfied.
I. INTRODUCTION
Accurate and efficient recovery of sparse high-dimensional signals from low-dimensional linear measurements received much attention in the recent compressed sensing literature [4] - [7] , [10] , [12] . While finding the sparsest solution satisfying a set of linear constraints is NP-hard as it involves a combinatorial problem of l 0 -norm minimization, its l 1 -relaxation can be exact under certain conditions and allows for efficient optimization algorithms. Particularly interesting for real-life applications is the case of signal recovery from noisy measurements [11] , [13] , which relates to practically all modern applications of compressed sensing in image processing, sensor networks, biology, and medical imaging, just to name a few (see [16] for an extensive list of references on compressed sensing and its recent applications).
The problem of sparse signal recovery from noisy observations is typically formulated as minimization of the l 1 -norm of an unobserved signal x subject to the sum-squared loss constraint ||y − Ax|| l2 < ǫ [11] , [13] . From a probabilistic point of view, this problem is equivalent to loglikelihood maximization under the assumption of (1) linear Gaussian noise P (y) ∼ N (µ = Ax, Σ = I) (which results into sum-squared function), and the sparsity-promoting Laplace prior on the input signal, p(x) ∼ e −λ||x|| l1 , which produces the l 1 -norm. However, in many practical applications, it might be more appropriate to use non-Gaussian models of noise: for example, Bernoulli or multinomial distributions are better suited for describing such measurements as (binary) failures or multilevel performance degradations of end-toend test transactions ("probes") in a distributed computer systems [17] , [19] ; exponential distribution is better suited for describing nonnegative measurements such as end-toend response time in such systems [3] , [9] . Non-Gaussian observations, including binary, discrete, non-negative, etc., variables, are common in various other applications such as, for example, computational biology and medical imaging: e.g., predicting the presence or absence of a certain disease given DNA microarrays, or predicting a particular "state of mind" (e.g., an emotional state of being angry, happy, anxious, etc.) or response from fMRI images [8] , [14] . A common challenge in such applications is a very high number (on the order of 10,000-100,000) of variables, but a much lower number of samples (a few hundreds), and the need to reconstruct not only predictive, but also interpretable regression models that can select most relevant variables such as genes or brain voxels.
In this paper, we will consider the general class of exponential-family distributions that includes, besides Gaussian, a wide variety of other commonly used distributions, such as exponential, Bernoulli, multinomial, gamma, chisquare, beta, Weibull, Dirichlet, and Poisson, just to name a few. The corresponding regression problem of recovering the unobserved vector x from the measurements y contaminated by an exponential-family noise is known as the Generalized Linear Model (GLM) regression. GLM regression problem maximizes the exponential-family loglikelhood of the observations (target variable y) with respect to the unobserved parameters (signal x), which turns out to be equivalent to minimizing the corresponding Bregman divergence d(y, µ(Ax)), where µ is the mean parameter of the exponential-family distribution, and θ = Ax is the corresponding natural parameter (there is a one-to-one correspondence between those two parameters). In case of Gaussian likelihood, for example, µ = θ and (assuming independent, unit-variance noise) the corresponding Bregman divergence is simply the squared Euclidean distance ||y − Ax|| 2 l2 . Adding l 1 -norm constraint to GLM regression allows for an efficient method of sparse signal recovery, and is often used in statistical literature [15] . Thus, a natural question to ask is to what extent stable signal recovery results from the compressed sensing literature apply to the linear measurements corrupted by an exponentialfamily noise? This work provides an initial investigation of this question, deriving some conditions for stable sparse signal recovery from exponential-family observations.
We show that accurate recovery of sparse signals under the exponential-family noise assumption is possible in many cases, and derive sufficient conditions on such recovery: for a class of exponential-family distributions with bounded φ ′′ (y), where φ(y) is the Legendre conjugate of the logpartition function that uniquely determines the distribution, and for several individual exponential-family members that do not satisfy the above condition. Essentially, we show that, if the signal x 0 is sufficiently sparse, the measurement noise is sufficiently small (where the noise is expressed as Bregman divergence between the measurement y and the mean µ 0 of the distribution determined by the natural parameter θ 0 = Ax 0 ), and the matrix A obeys the restricted isometry property (RIP) with appropriate RIP constant, then the solution to the sparse GLM regression problem approximates the true signal well in the l 2 sense. Moreover, we show that the results of [13] for a more general case of compressible, rather than sparse, signals can be also extended to the exponential-family noise.
II. BACKGROUND

A. Sparse Signal Recovery from Noisy Observations
We assume that x 0 ∈ R m is an s-sparse signal, i.e. a signal with no more than s nonzero entries, where s << m. Let A be an n by m matrix that produces a vector of linear projections y 0 = Ax 0 , where n << m, and let and y be a vector of n noisy measurements that follow some noise distribution P (y|Ax 0 ). It is often assumed that A satisfies the so-called "restricted isometry property" (RIP) at the sparsity level S (or S-restricted isometry property), that essentially says that every subset of columns of A with cardinality less than S behaves like an almost orthonormal system. Formally, following [7] Definition 1 (Restricted Isometry Property) Let A T , where T subset{1, ..., m} denote an n×T submatrix of A that contains columns with indexes in T . The S-restricted isometry constant δ S of A is the smallest quantity such that
for any all subsets T with |T | ≤ S and for any vector (c j ) j∈T defined over coordinates in T . The matrix A is said to satisfy the restricted isometry property if there exists such constant δ S that the eq. 1 is satisfied. It was shown (e.g., in [7] ) that if
then solving the l 1 -minimization problem in eq. 2 below can recover any signal x that is S-sparse (contains no more than S non-zero entries).
Our question is: can one recover x 0 from y, given that noise is "sufficiently small" (to be defined precisely below)? This question has been answered in the compressed sensing literature for the particular case when the noise distribution is Gaussian. Indeed, [13] show that, if: (1) ||y − Ax 0 || l2 ≤ ǫ (small noise assumption), (2) x 0 is sufficiently sparse and the (3) matrix A obeys the restricted isometry property (RIP) with appropriate RIP constants, then the solution to the following l 1 -optimization problem
approximates the true signal well. More formally, Theorem 1 in [13] states: 
where the constant C S may only depend on δ 4S . For reasonable values of δ 4S , C S is well-behaved; e.g.
Moreover, [13] show that (1) no other recovery method "can perform fundamentally better for arbitrary perturbations of size ǫ, i.e. even if an oracle would make the actual support T 0 of x 0 available to us, making the problem well-posed, the least-squares solutionx (i.e., the maximumlikelihood solution which is optimal in the absence of any other information) would approximate the true signal x 0 with the error proportional to ǫ".
Finally, [13] 
For reasonable values of δ 4S the constants above are wellbehaved; e.g. C 1,S ≈ 12.04 and C 2,S ≈ 8.77 for δ 4S = 1/5.
B. Exponential-family distributions and Bregman divergences
Herein, we will generalize the above results in the case of exponential-family noise. Note that ||y − Ax|| l2 ≤ ǫ is a constraint on the negative log-likelihood of a Gaussian variable y ∼ N (µ, Σ) with µ = Ax and Σ = I (assuming independent unit-variance noise), i.e.
Gaussian distribution is a particular member of the exponential family of distributions.
Definition 2
An exponential family is a parametric family of probability distributions where the probability density has the form As shown by [2] , there is a bijection between the exponential-family densities p ψ,θ (y) and Bregman divergences d φ (y, µ), so that each exponential-family density can be also expressed as
where µ = µ(θ) = E p ψ,θ (Y ) is the expectation parameter corresponding to θ, φ is the (strictly convex and differentiable) Legendre conjugate of ψ, f φ (y) is a uniquely determined function, and d φ (y, µ) is the corresponding Bregman divergence defined as follows.
Definition 3
Given a strictly convex function φ : S → R defined on a convex set S ⊆ R, and differentiable on the interior of S, int(S) [18] , the Bregman divergence d φ :
where ∇φ(y) is the gradient of φ.
In other words, the Bregman divergence can be thought of as the difference between the value of φ at point x and the value of the first-order Taylor expansion of φ around point y evaluated at point x (see Figures 1 and 2 , where h(x) = φ(y)+ < (x − y), ∇φ(y) >). Table I (derived from Tables 1 and 2 in [1] ) shows particular examples of commonly used exponential-family distributions and their corresponding Bregman divergences. For example, the unit-variance Gaussian distribution leads to square loss, multivariate spherical Gaussian (diagonal covariance/independent variables) gives rise to Euclidean distance, an multivariate Gaussian with the inverse-covariance (concentration) matrix C leads to Mahalanobis distance, Bernoulli distribution corresponds to logistic loss, exponential distribution leads to Itakura-Saito distance, while a multinomial distribution corresponds to the KL-divergence.
III. OUR CONTRIBUTION
We now extend the result in Theorem 1 to the case of exponential-family noise. Let us consider the following constrained l 1 -regularization problem that generalizes the standard noisy compressed sensing problem of [13] to the following:
where d(y i , µ(A i x)) is Bregman divergence between the noisy observation y i and the mean parameter of the corresponding exponential-family distribution with the natural parameter θ i = A i x. Note that this problem corresponds to 
where C S is the constant from Theorem 1 of [13] , and δ(ǫ) is a continuous monotone increasing function of ǫ s.t. δ(0) = 0 (and thus δ(ǫ) is small when ǫ is small).
A particular form of this function depends on particular members of exponential family.
Proof: Following the proof of Theorem 1 in [13] , we will only have to show that the "tube constraint" (condition 1) still holds (the rest of the proof remains unchanged), i.e. that
where δ is some continuous monotone increasing function of ǫ, and δ(0) = 0, so its small when ǫ is small. It was a trivial consequence of the triangle inequality in case of Euclidean distance; however, triangle inequality does not hold, in general, for Bregman divergences, and thus we must provide a different proof for the tube constraint, possibly for each type of Bregman divergence (exponential-family distribution). Since
we will need to show that |θ * i − θ 0 i | < β(ǫ), where β(ǫ) is a continuous monotone increasing function of ǫ s.t. β(0) = 0 (and thus β(ǫ) is small when ǫ is small), then in eq. 11 we get δ(ǫ) = m · β(ǫ). Lemma 1 provides the proof of this fact for a class of exponential-family distributions with bounded φ ′′ (y) (where φ(y) is the Legendre conjugate of the log-partition function that uniquely determines the Mahalanobis distance 1 distribution). However, for several members of the exponential family (e.g., Bernoulli distribution) this condition is not satisfied, and those cases must be handled individually. Thus, we provide separate proofs for several different members of the exponential family in Lemmas 2.1, 2.2 and 2.3, and obtain particular expressions for β(ǫ) in each case. Note that for simplicity sake, we only consider univariate exponential-family distributions, corresponding to the case of independent noise for each measurement y i , which was effectively assumed in standard problem formulation that used Euclidean distance corresponding to a spherical Gaussian distribution, i.e. a vector of independent Gaussian variables. However, Lemma 1 below can be extended from scalar to vector case, i.e. to multivariate exponential-family distributions that do not necessarily imply independent noise. Lemma 2.3 will provide a specific case of such distribution -a multivariate Gaussian with concentration matrix C.
The "cone constraint" part of the proof in [13] remains intact; it is easy to see that it does not depend on the particular constraint in the l 1 -minimization problem 9, and only makes use of the sparsity of x 0 and l 1 -optimality of x * .
Thus, we can simply substitute ||Ah|| l2 || by δ(ǫ) in eq. 13 on page 8 in the proof of Theorem 1 of [13] , or, equivalently, replace 2ǫ (that was shown to bound ||Ah|| l2 || ) by δ(ǫ) in the eq. 14.
Just like for the sparse signal case (Theorem 1 in [13] ), the only change we have to make in the proof of the Theorem 2 (general case of approximable, rather than sparse, signals), when generalizing it from Euclidean distance to Bregman divergence in eq. 9, is the tube constraint. Thus, once we showed it for the Theorem 3 above, the generalization to approximable signals follows automatically: 
where C 1,S and C 2,S are the constants from Theorem 2 of [13] , and δ(ǫ) is a continuous monotone increasing function
and thus δ(ǫ) is small when ǫ is small). A particular form of this function depends on particular members of exponential family.
The following lemma states the sufficient conditions for the "tube constraint" in eq. 11 to hold in general case of arbitrary exponential-family noise, provided that φ ′′ (y) exists and is bounded on the appropriate intervals.
Lemma 1 Let y denote a random variable following an exponential-family distribution p θ (y), with the natural parameter θ, and the corresponding mean parameters µ(θ). Let d φ (y, µ(θ)) denote the Bregman divergence associated with this distribution. If 
Proof: We prove the lemma in two steps: first, we show that |µ
1) By definition in eq. 8, Bregman divergence is the non-linear tail of the Taylor expansion of φ(y) at point µ, i.e., the Lagrange remainder of the linear approximation:
where y 1 = min{y, µ}, y 2 = max{y, µ}. 
we get
and, similarly, |y − µ
, from which, using the triangle inequality, we conclude
Note that φ ′′ (ŷ) under the square root is always positive since φ is strictly convex.
2) The mean and the natural parameters of an exponential-family distribution relate to each other as follows: θ(µ) = φ ′ (µ) (respectively, θ(µ) = ∇φ(µ) for vector µ), where φ ′ (µ) is called the link function. Therefore, we can write
and thus, using the above result in eq. 14, we get
which concludes the proof.
The condition (3) in the above lemma requires that φ ′′ (y) exists and is bounded on the intervals between y and both µ 0 and µ * . However, even when this condition is not satisfied, as it happens for the logistic loss, where φ ′′ (y) = 1 y(1−y) is unbounded at 0 and 1, and for several other Bregman divergences shown in Table 1 , we may still be able to prove similar results using specific properties of each φ(y), as shown by the following lemmas. (1) and (2) of Lemma 1 be satisfied, and let φ(y) = y log y + (1 − y) log(1 − y), which corresponds to the logistic-loss Bregman divergence and Bernoulli distribution p(y) = µ y (1−µ) 1−y , where the mean parameter µ = P (y = 1). We assume that 0 < µ * < 1, and 0 < µ 0 < 1. Then
Proof: Using the definition of the logistic-loss Bregman divergence from Table 1 , and the conditions (1) and (2) of Lemma 1, we can write:
which implies
and, after substituting the expressions 15 into eq. 16, and simplifying, we get
The above must be satisfied for each y ∈ {0, 1} (the domain of Bernoulli distribution). Thus, we get:
or, equivalently
if y = 0, and
Let us first consider the case of y = 0; subtracting 1 from the corresponding inequalities yields
By the mean value theorem,
, 0], and since e x is a continuous monotone increasing function, ex ≤ 1 and thus e −2ǫ − 1 ≥ −2ǫ. Similarly, e 2ǫ − 1 = ex · 2ǫ, for somex ∈ [0, 2ǫ], and since ex ≤ e 2ǫ , we get e 2ǫ − 1 ≤ 2ǫ · e 2ǫ . Thus,
Similarly, in case of y = 1, we get
and can apply same derivation as above, and get same result for |µ
From the eq. 18 we get | log(
Lemma 2.2 (Exponential noise/ Itakura-Saito distance)
Let the conditions (1) and (2) of Lemma 1 be satisfied, and let φ(y) = − log µ − 1, which corresponds to the ItakuraSaito distance d φ (y, µ) = y µ − log( y µ ) − 1 and exponential distribution p(y) = λe λy , where the mean parameter µ = 1/λ. We will also assume that the mean parameter is always separated from zero, i.e. ∃c µ > 0 such that µ ≥ c µ . Then
Proof: To establish the result of the lemma we start with inequality |u − log u − 1| ≤ ǫ, where u is Note that ||L −1 || = ||C −1 || 1/2 , which concludes the proof.
IV. SUMMARY
In this paper, we extend the results of [13] to the more general case of exponential-family noise that includes Gaussian noise as a particular case, and yields l 1 -regularized Generalized Linear Model (GLM) regression problem. We show that, under standard restricted isometry property (RIP) assumptions on the design matrix, l 1 -minimization can provide a stable recovery of a sparse signal under exponential-family noise assumptions, provided that the noise is sufficiently small and the distribution satisfies certain (sufficient) conditions, such as bounded second derivative of the Legendre conjugate φ(y) of the log-partition function that uniquely determines the distribution. We also provide distributionspecific proofs for several members of exponential family that do not satisfy the above conditions. Moreover, we show that the results of [13] for a more general case of compressible (rather than sparse) signals can be extended to the exponential-family noise in a similar way.
Clearly, this is work in progress, since so far we were able to demonstrated recoverability of a sparse signal only for a subset of distributions in the exponential family that satisfying certain conditions. Directions for future work include exploring the recoverability conditions for other members of the exponential family, as well as investigating alternative recoverability criteria such as, for example, support recovery (versus recovery in the l 2 -norm sense), which is often a more relevant measure of success in practical applications of sparse regression and compressed sensing.
