This paper concerns special redundant systems, namely, incoherent systems or systems with small coherence parameter. Simple greedy-type algorithms perform well on these systems. For example, known results show that the smaller the coherence parameter, the better the performance of the Orthogonal Greedy Algorithm. These systems with small coherence parameter are also useful in the construction of compressed sensing matrices. Therefore, it is very desirable to build dictionaries with small coherence parameter.
Introduction
The past decade has seen great successes in studying nonlinear approximation, motivated by numerous applications (see the surveys [5, 14, 15] ). The fundamental question of nonlinear approximation is how to devise good constructive methods (algorithms) of nonlinear approximation. This problem has two levels of nonlinearity. The first level of nonlinearity is m-term approximation with regard to a basis. In this problem one can use the unique function expansion with regard to a given basis to build an approximant. Nonlinearity enters by looking for m-term approximants with terms (i.e. basis elements in approximant) allowed to depend on a given function. The second level of nonlinearity replaces a basis with a more general system which is not necessarily minimal (for example, a redundant system or a dictionary). This setting is much more complicated than the first one (the basis case), however, the importance of redundant systems arises in both theoretical questions and in practical applications (see for instance [16, 11, 8] ).
In this paper we study special redundant systems, namely, incoherent systems or systems with small coherence parameter. We consider systems which have become popular in signal processing. 
the best m-term approximation of f with regard to D. It was proved in [10] that for the residual f 
The bound (1) was improved for small m in [9] :
The above results show that the smaller the coherence parameter µ(D) the better performance of the Orthogonal Greedy Algorithm. Therefore, it is very desirable to build dictionaries with small coherence parameter µ(D).
It is known that the concept of Restricted Isometry Property (RIP) of the matrix Φ := Φ(D) formed by column vectors g k of a dictionary D plays an important role in Compressed Sensing (see [3, 2, 6] ). Denote Φ T a matrix consisting of columns of Φ with indices from T . The RIP has been introduced in [3] : δ S < 1 is the S-restricted isometry constant of Φ if it is the smallest quantity such that
for all subsets T with |T | ≤ S and all coefficient sequences {c j } j∈T . It is
with the RIP constant δ. Thus, dictionaries D with small coherence parameter µ(D) provide compressed sensing matrices Φ(D) with RIP property (see [7] for detailed discussion).
In this paper we discuss the following problem for both R n and C n . How large can a system D with µ(D) ≤ µ be? In other words, we want to estimate the characteristics
It is known (see a discussion in Section 2) that for a system D with #D ≥ 2n
We establish in this paper that N (n, Cn −1/2 ) has polynomial in n growth. In Section 2 we derive from N. Alon's result the bound
In Section 3, using probabilistic technique, we complement (3) by the following
A very interesting and difficult problem is to provide an explicit (deterministic) construction of a large system with small coherence. We address this problem in Section 4. In Section 4 we use Weil's sums to construct a system D in C n with µ(D) ≤ µ of cardinality of order exp(µn 1/2 ln n). We note that B.S.
Kashin [12] constructed a system D in R n with µ(D) ≤ µ of cardinality of order exp(Cµn 1/2 ln n) using symbols of Legendre. Similar results have been obtained by R. DeVore [7] . He used the finite fields technique.
We note that results of the paper are either known or simple corollaries of known results. The objective of the paper is to demonstrate how fundamental results from different areas of mathematics-linear algebra, probability, number theory-can be used in studying an important problem from approximation theory. Also, we want to attract attention to the problem of finding the right order of growth of the quantity N (n, µ).
Upper bounds
We begin this section with an argument that establishes that for big dictio-
is always bounded from below by c 0 n −1/2 , c 0 > 0 is an absolute constant. This argument is an elementary linear algebra argument that works for both R n and C n . The argument is well known (see [17] and references therein). We present this proof here for completeness.
be a normalized system of vectors in R n , g j = (g can be written as
It is well known and easy to understand that rank G ≤ n (indeed, the columns of G are linear combinations of n columns h i , i = 1, . . . , n). Therefore, the positive (nonnegative) definite symmetric matrix G has at most n nonzero eigenvalues λ k > 0. By normalization assumption g j = 1, j = 1, . . . , N , we obtain from the property of traces of matrices that
By Hilbert-Schmidt theory for the Singular Value Decompositions we get
By Cauchy inequality
Therefore, (4) gives
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In particular, (5) implies for N ≥ 2n that µ ≥ (2n) −1/2 .
The lower bound (5) has been derived from the property rank G ≤ n of the Gramm matrix of the system D. We now use a fundamental result of N. Alon [1] to derive an upper bound for N (n, µ) from the property rank G ≤ n.
Theorem 1 (N. Alon) Let A := a i,j N i,j=1 be a square matrix of the form
with an absolute constant C 1 .
We apply this theorem with A = G and ε = µ. For N ≥ C 2 n ln(n + 1) with large enough C 2 the inequality µ ≥ (2n) −1/2 implies that
Therefore, (6) gives the inequality
In particular, in the case µ = C 3 n −1/2 inequality (7) gives the polynomial bound N ≤ n C 4 .
3 Lower bounds via Probabilistic approach
In this section we prove existence of large systems with small coherence. The proof is based on Hoeffding's inequality.
Theorem 2 (Hoeffding's inequality) Let ξ i be real random variables on (X, Σ, ρ)
Then for t > 0
Theorem 2 implies the following inequality in the case of complex random variables. If z = a + ib then |z| ≥ t implies that either |a| ≥ 2 −1/2 t or |b| ≥ 2 −1/2 t. Therefore, in the complex case we have the following inequality instead of (8)
Let us begin with a construction in the C n . Consider random variables ξ k = e i2πkx , x ∈ [0, 1], k = −N, . . . , −1, 1, . . . , N . Let ρ be the Lebesgue measure on [0, 1]. Then by (9) with t = µ we get for each k
Therefore, for any N satisfying
there exists a set of points y 1 , . . . , y n such that for all |k| ≤ N , k = 0 we have
We now define a system
It is a normalized system with the property
Thus, we have built a normalized system of N vectors with coherence ≤ µ with N of the order of exp(nµ 2 /4) that is very close to the corresponding upper bound (see (7) ) N ≤ exp(C 1 nµ 2 ln(1/µ)).
We proceed to a construction in R n . This construction is similar to the above one with the exponential functions e i2πkx replaced by the Walsh functions
We recall the definition of the Walsh system of functions (see, for instance, [13] ). Let 
Then for all x, except maybe dyadic rationals, one has
It is clear that s(m, k) ≤ m + k. 
Consider real random variables
Therefore, for any N < 4 −1 exp(nµ 2 /2) there exists a set of points y 1 , . . . , y n that are not dyadic rationals such that for all k ∈ [1, 2N ] we have
Consider the following system
It is a normalized system satisfying for l = m
Thus, the above system W N with N = [4 −1 exp(nµ 2 /2)] − 1 provides an example of a large system with coherence parameter ≤ µ.
Lower bounds. Deterministic construction
In this section we present a deterministic construction of large systems with small coherence. The construction is based on the following variant of the A.
Weil theorem (see [4] ).
Theorem 3 Let r ≥ 2 be a natural number and let p > r be a prime number.
Denote for a := (a 1 , . . . , a r ), a j are integers, 
Clearly, in a particular case r = 2 the inequality (11) 
For given n and µ ≥ (2/n) 1/2 we set p to be the biggest prime not exceeding n. Then n/2 ≤ p ≤ n. We specify r to be the biggest natural number such that (r − 1)p −1/2 ≤ µ. Then by (12) µ(W (r, p)) ≤ µ. For the cardinality of the W (r, p) we have |W (r, p)| = p r = e r ln p ≥ e µp 1/2 ln p .
