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Stochastic Hyperbolic Systems, Pathwise
Approximation and Propagation of Singularities
Adnan Aboulalaaˆ∗
Abstract
This paper is devoted to the study of hyperbolic systems of linear partial
differential equations perturbed by a brownian motion. It is a stochastic version
of first order hyperbolic systems. An existence and uniqueness result of the so-
lution is proved and the relation with standard results on SPDEs is discussed.
The problem of small perturbations is studied and a large deviation principle
is stated. We also consider the pathwise (Wong-Zakai) approximation with an
application to a support theorem. This is applied to the study of the (microlo-
cal) analytic properties of the solutions including the propagation of singularities.
Keywords: Stochastic partial differential equations, Hyperbolic systems, pseu-
dodifferential operators, Large deviations, Pathwise approximation, Propagation
of singularities.
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1 Introduction
In this paper we are interested in the following class of stochastic partial differential
equations:
(E)


du(t) =
n∑
i=1
ai(t, x,D)u(t) ◦ dwi(t) + b(t, x,D)u(t)dt+ f(t) ◦ dwi(t) + g(t)dt,
u(0) = u0 ∈ (Hs(IRd))d′.
(1.1)
Here, Hs(IRd) is a Sobolev space (s ∈ IR, d, d′ ≥ 1), ai(t, x,D), b(t, x,D) are smooth
families of d × d-matrices of first order pseudodifferential operators, wi(t), t ∈ I are
standards Wiener processes and f, g ∈ C0(I, (Hs(IRd))d′), I = [0, T ], T > 0. Equation
(E) is to be viewed as a random perturbation of a (deterministic) linear symetric
system (a ≡ 0, f ≡ 0). These systems occur often in applications, for example, the
wave equation in nonhomogeneous media (and more generally any second order linear
hyperbolic equation ) can be represented by such a system. The Maxwell equations
form a symetric hyperbolic system. The Dirac equation for a relativistic particle of spin
1/2 (whose wave function is a 4-dimensional vector) is also a linear symetric system.
In the stochastic case, particular forms of Eq. (E) have been considered by Ogawa
[29], and Funaki [12] who used a method of characteristics to construct the solutions.
Later, Kunita [21] made use of this method and the theory of stochastic flows to
construct solutions to nonlinear first order partial differential equations (in the scalar
case). However, it is well known that, in the deterministic case, the method of char-
acteristic no longer works if u is not scalar (and for more than one space variable).
Instead, energy or semigroup methods are used to solve linear symetric systems, see,
e.g., Cordes [6] or Taylor [35]. In the first part of this paper we use an energy method
to solve systems like (E). We also discuss the relation to classical existence results for
stochastic partial differential equations (SPDEs).
In the second part we deal with the problem of small random pertubations. Namely,
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we are interested in the limiting behavior as ǫ→ 0 of the solution uǫ(.) to
duǫ(t) =
√
ǫ
n∑
i=1
ai(t, x,D)u
ǫ(t) ◦ dwi(t) + b(t, x,D)uǫ(t)dt uǫ(0) = u0.
Our aim is to obtain similar results as in the case of stochastic differential equations
(Wentzell-Freidlin estimates for SDEs). However, as it is the case in general for SPDEs,
we encounter two type of problems: the dimension is infinite and the coefficients are
unbounded. In the literature this type of problems have been addressed for parabolic
SPDEs (including the space-time white noise case), we refer to Peszat [31] and the
references therein. In our case, it turns out that the Wentzell-Freidlin estimates holds
but with the loss of two derivatives : uǫ is an Hs-valued process, the large deviation
principle is proved to hold in the topology of C0(I,Hs−2) (associated to the norm
supt |v(t)|s−2).
The third part of the paper is concerned with the approximation of the stochastic
system (E) by determistic systems depending on a random parameter. In the case
of finite dimensional stochastic equations this is sometimes called the Wong-Zakai
approximation [41]. This kind of approximation has received much attention in the case
of SDEs for it allows to transfer some properties of ordinary differential equations to
the stochastic case (e.g. the construction of the stochastic flows of diffeomorphisms for
SDEs, the initial approach to the stochastic calculus of variations), see e.g. Malliavin
[24], Ikeda-Watanabe [16] and the references given there. The case of SPDEs has also
been considered in the literature, see, e.g., Gyo¨ngy [13], Brzezniak-Flandoli [3] and
the references cited there. We then apply this result to prove an infinite-dimensional
extension of the Stroock-Varadhan support theorem.
The fourth part of the paper is devoted to an extention of microlocal analytic prop-
erties to stochastic partial differential equations, in the case of first order equations.
The purpose is the analysis of the singularities of the solution u(t) to (E) (in the scalar
case ). For determistic PDEs it is known that the singularities of the solutions prop-
agates along the bicharacteristic curves associated to the principal symbol. In this
paragraph we give another illustration of the transfer principle : the singularities of
the solutions to (E) propagates along the “stochastic bicharacteristic curves” obtained
by using Stratonovich differential equations. Let us mention that a problem of prop-
agation of singularities was considered for a non linear stochastic wave equation by
Carmona and Nualart [4]. This is a non linear wave equation perturbed by a space-
time white noise. In this case the solutions are only continuous and singularities mean
a faillure to have some modulus of continuty. See also Martin [25].
The last part of the paper deals with the regularity of the law of the solutions to
Eq.(E) using the Malliavin calculus techniques ; however this problem is not completely
resolved.
Finally let us indicate that all these results hold if the Equation (E) is driven by a
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cylindrical brownian motion under suitble conditions on the coefficients.
Further comments on the literature: So far there has been a little use of pseudod-
ifferential operators (PDOs) in the stochastic case. Among the references, we quote
Kotelenez [19], Kallianpur and Xiong [18], Tindel [37] who considered SPDEs with
pseudodifferential operators with an assumption on the order (m > d) and a space-
time white noise. Jacob, Potrykus and Wu studied in [17] the solution of a stochastic
Burger equation driven by a space time white noise and using a PDO. In [23], Liu and
Zhang started a study of stochastic pseudodifferential operators with a Caldero´n-type
uniquness theorem as an application to SPDEs ; these authors also mentioned that
a stochastic microlocal analysis for second order hyperbolic equations will appear in
a forthcoming paper. Random pseudodifferential operators were aslo introduced in a
different context in Dedik, Shubin [10]. In our case, we will be led to consider ran-
dom symbols and random PDOs when dealing with the question of the propagation of
singularities.
2 First order stochastic pseudo-differential equa-
tions
2.1 Preliminaries
Let d, d′ ≥ 1. We denote by Sm the set of symbols a(x, ξ) of order m on IRd, i.e.
a ∈ C∞(IRd × IRd) and for all α, β ∈ INd there is a constant C(α, β) such that
|DαξDβxa(x, ξ)| ≤ C(α, β)(1 + |ξ|)m−|α|. For a ∈ Sm, a(x,D) will denote the asso-
ciated pseudodifferential operator defined by a(x,D)u(x) =
∫
a(x, ξ)uˆ(ξ)eix.ξdξ for
u ∈ C∞0 (IRd). OPSm will designate the set of such operators and a∗(x,D) is the
adjoint of a(x,D). We denote by < ., . >s the scalar product on the Sobolev space
Hs := Hs(IRd), s ∈ IR. We use the same notation for the scalar product on (Hs)d′.
In the following we will consider matrices of pseudodifferential operators a(x,D),
which means that a(x,D) = (aij(x,D), i, j = 1, ..., d) with aij(x,D) ∈ OPSm for some
m. We still denote by OPSm the set of such matrices of operators.
Throughout, we fix T > 0 and we assume that we are given a one-dimensional
Brownian motion (wt), t ∈ I := [0, T ] defined on a filtered probability space
(Ω,F ,Ft, P ) with Ft = σ(wτ , τ ≤ t). In the sequel we will deal with Hs-valued
process. For p > 0,Msp (I, (H
s)d
′
) will designate the set of adapted Hs-valued processes
u(t), t ∈ I such that ‖u‖s,p := (E supt≤T |u(t)|ps)1/p < +∞. Msp will generally be
endowed with the norm ‖.‖s,p. Now given an adapted Hs valued process u such that∫ T
0
|u(t)|2s < +∞ a.s. the Itoˆ integral
∫ T
0
ui(t)dw
i
t is well defined.
We shall mainly consider the Fisk-Stratonovich integral of an Hs-valued process u,
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which is well defined if u is a semimartingale, by∫ T
0
ui(t) ◦ dw(t) =
∫ T
0
u(t)dw(t) +
1
2
∫ T
0
d < u, w >t .
Here < u,w >t is the quadratic variation of the processes u(.), w(.).
2.2 Existence and uniqueness of a solution
We consider stochastic equations of the type:
(E) :
{
∂u(t)
∂t
= at(x,D)u(t)
dw(t)
dt
+ bt(x,D)u(t) + f(t, x)
dw(t)
dt
+ g(t, x)
u(0, .) = u0(.).
where u0 ∈ (Hs)d′ , f, g ∈ C0(I, (Hs)d′) for some s, w(t), t ∈ I is a one-dimensional
Brownian motion and at, bt, t ∈ I are (matrices of) pseudo-differential operators satis-
fying the following conditions
(i) at(x,D), bt(x,D) form a bounded family in OPS
1.
(ii) The C∞(IR2d)-valued maps: t 7→ ai,jt , bi,jt are continuous.
This equation is to be viewed as
(ES) : u(t) = u0 +
∫ t
0
aτ (x,D)u(τ) ◦ dwτ +
∫ t
0
bτ (x,D)u(τ)dτ
+
∫ t
0
(f(τ)dwτ + g(τ)dτ).
where ◦dw(t) is the Fisk-Stratonovich differential, and the integrals are to be considered
in Hs−2. In the Itoˆ form (ES) can be written as
(EI) : u(t) = u0 +
∫ t
0
aτ (x,D)u(τ)dwτ +
∫ t
0
bτ (x,D)u(τ)dτ
+
1
2
∫ t
0
aτ (x,D)(aτ (x,D)u(τ) + f(τ))dτ +
∫ t
0
(f(τ)dwτ + g(τ)dτ).
Notation. In the sequel we will set:
At(x,D) = at(x,D) + a
∗
t (x,D), Bt(x,D) = bt(x,D) + b
∗
t (x,D),
Lt(x,D) = At(x,D)at(x,D) + a
∗
t (x,D)At(x,D)
and we will often denote the pseudodifferential operators at(x,D), bt(x,D), At(x,D),
etc. by a(t), b(t), A(t) etc. We have the following existence and uniqueness result:
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Theorem 2.1 Let at(x,D), bt(x,D) be a families of (matrices of) pseudodifferential
operators which satisfy (i)-(ii). Assume that suptE|f(t)|4s+1, suptE|g(t)|4s are bounded
and
(iii) At(x,D), Bt(x,D) form a bounded families in OPS
0
(iv) Lt(x,D) form a bounded family in OPS
0
Then (E) has a unique solution u ∈ M2(I,Hs) and (u(t)), t ∈ I is a (strong) Markov
process.
This theorem extends easily to the case of symetrizable systems : instead of
conditions (iii) and (iv), we suppose that there exist smooth families of (d′ × d′)-
matrices of pseudodifferential operators R1t , R
2
t ∈ OPS0 such that the principal sym-
bols Ri0(t, x, ξ), i = 1, 2 are positive definite matrices for |ξ| ≥ 1, and (iii), (iv) are to
be replaced by:
(iii) R1tat + a
∗
tR
1
t , R
2
t bt + b
∗
tR
2
t form bounded families in OPS
0.
(iv) (R1tat + a
∗
tR
1
t )at + a
∗
t (R
1
t at + a
∗
tR
1
t ) is a bounded family in OPS
0.
The rest of this section is devoted to the proof of theorem 2.1.
2.2.1 Energy estimates. We first begin by the following lemma (Itoˆ formula) which
explains the conditions of the theorem
Lemma 2.1 Let u ∈M2(I, (Hs)d′), f, g ∈ C0(I, (Hs)d′) be such that
u(t) = u0 +
∫ t
0
aτ (x,D)u(τ) ◦ dwτ +
∫ t
0
bτ (x,D)u(τ)dτ
+
∫ t
0
(f(τ)dwτ + g(τ)dτ).
Then
|u(t)|2s = |u0|2s +
∫ t
0
(< A(τ)u(τ), u(τ) >s +2Re < f(τ), u(τ) >s)dw(τ)
+
∫ t
0
< B(τ)u(τ)+, u(τ) >s dτ +
1
2
∫ t
0
< L(τ)u(τ), u(τ) >s dτ
+ Re
∫ t
0
{< (A(τ))f(τ), u(τ) >s +2 < u(τ), g(τ) >s
+ < a∗(τ)f(τ), u(τ) >s + < f(τ), f(τ) >s)dτ}
Proof. Itoˆ calculus. ✷
Using the assumptions on a, b, Schwarz’s and martingale inequalities it follows from
the above lemma that
E sup
θ≤t
|u(θ)|4s ≤ C2(E|u0|4s + E{
∫ t
0
(A2|u(τ)|4s + |f(τ)|2s|u(τ)|2s)dτ
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+∫ t
0
((B2 + L2)|u(τ)|4s + |g(τ)|2s|u(τ)|2s)dτ
+
∫ t
0
(A2|f(τ)|2s|u(τ)|2s + a2|f(τ)|2s+1|u(τ)|2s + |f(τ)|4s)dτ}
If we set φ2(t) = E supθ≤t |u(θ)|4, the last inequality yields
φ2(t) ≤ C3{E|u0|4 +
∫ t
0
[φ2(τ) + φ(τ)((E|f(τ)|4s+1)1/2
+ (E|g(τ)|4s)1/2) + E|f(τ)|4s]dτ}
≤ C{E|u0|4 +
∫ T
0
(E|f(τ)|4s+1 + E|g(τ)|4s)dτ +
∫ t
0
φ2(τ)dτ}
which implies the following energy estimate
E sup
θ≤T
|u(θ)|4s ≤ C(E|u0|4s +
∫ T
0
(E|f(τ)|4s+1 + E|g(τ)|4s)dτ). (2.2)
Remark. We can also obtain similar energy estimate for E supθ≤T |u(θ)|ps for p ≥ 1.
2.2.2 Construction of the solution.
(a) Preliminaries. Let χ ∈ C∞0 (IRd) be a test function with χ ≥ 0, χ(−x) = χ(x) and∫
χ(x)dx = 1 . Given ǫ > 0, let Jǫ be the Freidrichs mollifier defined by
Jǫ(v)(x) =
∫
χǫ(x− y)v(y)dy for v ∈ L2 with χǫ(x) = 1
ǫn
χ(x/ǫ).
Then if p(x,D) ∈ OPS1, the operator p(x,D)Jǫ is bounded on each Hs, see e.g. Tre`ves
[38]. Now let us consider the equation
(Eǫ) : u(t) = u0 +
∫ t
0
aτ (x,D)Jǫu(τ) ◦ dwτ +
∫ t
0
bτ (x,D)Jǫu(τ)dτ
+
∫ t
0
(f(τ)dwτ + g(τ)dτ).
Since the operators at(x,D)Jǫ, bt(x,D)Jǫ are bounded in (H
s)d
′
, by standard results
we have a unique solution u ∈ C0(I, (Hs)d′) given u0 ∈ (Hs)d′ , f, g ∈ C0(I, (Hs)d′).
Notation. We set :
Aǫ(t) = at(x,D)Jǫ + Jǫa
∗
t (x,D) and Lǫ(t) = A(t)at(x,D)Jǫ + Jǫa
∗
t (x,D)A(t).
Lemma 2.2 Under the conditions of theorem 2.1, the operators Aǫ(t), Lǫ(t) form a
bounded family of operators in OPS0.
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Proof. It suffices to write
Aǫ(t) = (at + a
∗
t )Jǫ + [Jǫ, a
∗],
Lǫ(t) = (A(t)at + a
∗
tA(t))Jǫ + [Jǫ, a
∗
tA(t)]
= (L(t)Jǫ + [Jǫ, a
∗(t)] + [a∗(t), [Jǫ, a∗(t)]])Jǫ + [Jǫ, a∗(t)Aǫ(t)],
and to use the classical properties of Jǫ, see [38]. ✷
Using this lemma one proves as in 2.2.1 the following estimates:
E sup
θ≤t
|uǫ|4s ≤ C(E|u0|4s +
∫ T
0
[E|f(τ)|4s+1 + E|g(τ)|4s]dτ), (2.3)
the constant being independent of ǫ.
(b) The construction. Let u0 ∈ (Hs+2)d′ , f, g ∈ C0(I, (Hs+2)d′) and uǫ be the solution
to (Eǫ) with the above data. Let vǫ,ǫ′ = uǫ − uǫ′. Then
dvǫ,ǫ′ = a(t, x,D)Jǫvǫ,ǫ′(t) ◦ dw(t) + b(t, x,D)Jǫvǫ,ǫ′(t)dt
+ fǫ,ǫ′(t) ◦ dw(t) + g(t)dt,
with
fǫ,ǫ′(t) = a(t, x,D)(Jǫ − Jǫ′)uǫ(t), g(t) = b(t, x,D)(Jǫ − Jǫ′)uǫ(t).
In order to simplify the notation we assume (this is not a restriction) that b = 0 and
g = 0 in the rest of this section.
Lemma 2.3 There exists k(ǫ, ǫ′) > 0 with k(ǫ, ǫ′) → 0 as ǫ, ǫ′ → 0 such that for all
v ∈ Hs+1.
|(Jǫ − Jǫ′)v|s ≤ k(ǫ, ǫ′)|v|s+1 (2.4)
Proof. Observe that ̂((Jǫ − Jǫ′)v)(ξ) = (χˆ(ǫξ)− χˆ(ǫ′ξ))vˆ(ξ) which implies that
|(Jǫ − Jǫ′)v|s ≤ sup
ξ∈IRd
|χˆ(ǫξ)− χˆ(ǫ′ξ)|
(1 + |ξ|2)1/2 |v|s+1.
Then the lemma follows from the fact that k(ǫ, ǫ′) := supξ∈IRd |χˆ(ǫξ) − χˆ(ǫ′ξ)|/(1 +
|ξ|2)1/2 → 0 as ǫ, ǫ′ → 0. ✷
Lemma 2.4 (uǫ) is a Cauchy familly in M4(I,H
s), namely :
E sup
t∈I
|uǫ(t)− uǫ′(t)|4s → 0 as ǫ, ǫ′ → 0.
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Proof. We have
d|vǫ,ǫ′(t)|2s =< Aǫ(t)vǫ,ǫ′(t), vǫ,ǫ′(t) >s ◦dw(t) + 2Re < fǫ,ǫ′(t), vǫ,ǫ′(t) >s ◦dw(t)
In the Itoˆ form this can be written as
d|vǫ,ǫ′(t)|2s = (< Aǫ(t)vǫ,ǫ′(t), vǫ,ǫ′(t) >s +2Re < fǫ,ǫ′(t), vǫ,ǫ′(t) >s)dw(t)
+
1
2
{< Lǫ(t)vǫ,ǫ′(t), vǫ,ǫ′(t) >s + < vǫ,ǫ′(t), (Aǫ + A∗ǫ)fǫ,ǫ′(t) >s}
+ Re{< vǫ,ǫ′(t), at(x,D)(Jǫ − Jǫ′)(at(x,D)Jǫuǫ(t) + f(t)) >s
+ < vǫ,ǫ′(t), Jǫa
∗
t (x,D)fǫ,ǫ′(t) >s +2 < fǫ,ǫ′(t), fǫ,ǫ′(t) >s}dt.
Then
E sup
θ≤t
|vǫ,ǫ′(θ)|4s ≤ CE sup
θ≤t
[
∫ θ
0
(< Aǫ(τ)vǫ,ǫ′(τ), vǫ,ǫ′(τ) >s
+ 2Re < fǫ,ǫ′(τ), vǫ,ǫ′(τ) >s)dw(τ)]
2
+ E sup
θ≤t
(
∫ θ
0
{< Lǫ(τ)vǫ,ǫ′(τ), vǫ,ǫ′(τ) >s
+ < vǫ,ǫ′(τ), (Aǫ(τ) + A
∗
ǫ (τ))fǫ,ǫ′(τ) >s
+ | < vǫ,ǫ′(τ), Jǫaτ (x,D)A(τ)fǫ,ǫ′(τ) >s |
+ | < vǫ,ǫ′(τ), aτ (x,D)(Jǫ − Jǫ′)(aτ (x,D)Jǫuǫ(τ) + f(τ)) >s |
+ < fǫ,ǫ′(τ), fǫ,ǫ′(τ) >s}dτ)2.
By Schwarz’ and martingale inequalities we get
E sup
θ≤t
|vǫ,ǫ′(θ)|4s ≤ CE
∫ t
0
{A|vǫ,ǫ′(τ)|4 + |fǫ,ǫ′(τ)|2|vǫ,ǫ′(τ)|2
+ L|vǫ,ǫ′(τ)|4 + |vǫ,ǫ′(τ)|2(|fǫ,ǫ′(τ)|2s+1 + |fǫ,ǫ′(τ)|2s+2)
+ |vǫ,ǫ′(τ)|2(|(Jǫ − Jǫ′)(aτ (x,D)Jǫuǫ(τ) + f(τ))|2s+1
+ |fǫ,ǫ′(τ)|4s}dτ.
We have |fǫ,ǫ′(t)|s ≤ C|(Jǫ − Jǫ′)uǫ(t)|s+1 ≤ k(ǫ, ǫ′)|uǫ(t)|s+2 by lemma 2.3, therefore
E sup
θ≤t
|vǫ,ǫ′(θ)|4s ≤ CE
∫ t
0
{|vǫ,ǫ′(τ)|4s + k(ǫ, ǫ′)2|v(τ)|2|uǫ(τ)|2s+4
+ k(ǫ, ǫ′)2|vǫ,ǫ′(τ)|2|f(τ)|2s+2 + k(ǫ, ǫ′)4|uǫ(τ)|4s+1.
Hence, by setting φ2ǫ,ǫ′(t) = E supθ≤t |vǫ,ǫ′(θ)|4 and using the boundedness of E supt≤T |uǫ(t)|2s
we get
φ2ǫ,ǫ′(t) ≤ C
∫ t
0
(φ2ǫ,ǫ′(τ) + k(ǫ, ǫ
′)φǫ,ǫ′(τ) + k(ǫ, ǫ′))dτ.
from which we deduce that E supt∈I |uǫ(t)− uǫ′(t)|4s → 0 as ǫ, ǫ′ → 0. ✷
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Lemma 2.5 Let u be the limit of (uǫ) as ǫ→ 0. Then u satisfies the equation (E).
Proof. Let
F (t) = u(t)− u(0)−
∫ t
0
aτ (x,D)u(τ)dw(τ)−
∫ t
0
f(τ)dw(τ)
− 1
2
aτ (x,D)aτ (x,D)u(τ)dτ.
We want to show that F (t) = 0 a.s. By writing
F (t) = u(t)− uǫ(0)−
∫ t
0
aτ (x,D)(u(τ)− Jǫu(τ))dw(τ)
− 1
2
aτ (x,D)(aτ (x,D)u(τ)− Jǫaτ (x,D)Jǫuǫ(τ))dτ.
it follows that
E|F (t)|2s−2 ≤ C(E|u(t)− uǫ(t)|2s−2 +
∫ t
0
E|u(τ)− Jǫu(τ)|2s−1dτ
+
∫ t
0
|u(τ)− uǫ(τ)|2sdτ.
Then we get E|F (t)|2s−2 = 0 by letting ǫ→ 0 in the last inequality. ✷
(c) End of the proof of theorem 2.1.
(c.1) Let u0 ∈ (Hs)d′ , f ∈ C0(I, (Hs+1)d′) and uǫ0 ∈ (Hs+2)d′, f ǫ ∈ C0(I, (Hs+2)d′) be
such that
|uǫ0 − u0|s and E sup
t∈I
|f ǫ(t)− f(t)|4s+1 −→ 0,
as ǫ→ 0. Let uǫ be the solution of E with the data uǫ0, f ǫ as constructed in lemma 2.5
Then uǫ − uǫ′ satisfies :
d(uǫ(t)− uǫ′(t)) = at(x,D)(uǫ(t)− uǫ′(t)) ◦ dw(t) + (f ǫ(t)− f ǫ′(t)) ◦ dw(t). (2.5)
Let (φǫ,ǫ′(t))
2 = E supτ≤t |uǫ(τ)− u(ǫ′)(τ)|4s. The same calculation as in 2.2 applied to
(2.5) yields
(φǫ,ǫ′(t))
2 ≤ C
∫ t
0
{(φǫ,ǫ′(τ))2 + φǫ,ǫ′(τ)(E|f ǫ(τ)− f ǫ′(τ)|4s+1)1/2}dτ
+
∫ T
0
E|f ǫ(τ)− f ǫ′(τ)|4sdτ + |uǫ0 − uǫ
′
0 |4s.
10
But the same energy inequality as (2.2) applied to the equation satidfied by uǫ implies
that E supt∈I |uǫ(t)|4s is bounded by a constant independent of ǫ. Therefore φǫ,ǫ′(T ) is
bounded. From this and the above displayed inequality we deduce that
(φǫ,ǫ′(t))
2 ≤ C
∫ t
0
{(φǫ,ǫ′(τ))2 +
∫ T
0
E|f ǫ(τ)− f ǫ′(τ)|4s+1)1/2dτ
+
∫ T
0
E|f ǫ(τ)− f ǫ′(τ)|4sdτ + |uǫ0 − uǫ
′
0 |4s,
which implies that φǫ,ǫ′(T )→ 0 as ǫ, ǫ′ → 0. Hence uǫ is a Cauchy family inM2(I,Hs).
Finally, the fact that its limit u satifies the equation du(t) = a(t, x,D) ◦ dw(t) can be
proved exactly as in lemma 2.5.
This proves the existence of a solution to equation E.
(c.2) The uniqueness follows from the energy estimate of §2.2..
(c.3) The Markov property of the process u can be proved as usual (using the fact that
w is of independent increments) see, e.g., Da Prato-Zabczyk [8].✷
2.3 The case of differential operators
(a) In this section we consider the equation (E) where a and b are first order differential
operators:
at(x,D) :=
d∑
i=1
αi(t, x)
∂
∂xi
, bt(x,D) :=
d∑
i=1
βi(t, x)
∂
∂xi
,
where αi(t, x), βi(t, x) are symetric d × d′-matrices so that condition (iii) of Theorem
2.1 is satisfied. On the other hand, we have
Ltu =
∑
k,i
∂αk
∂xk
αi
∂u
∂xi
− αi∂α
k
∂xk
∂u
∂xi
−
∑
i,k
∂αk
∂xk
∂αi
∂xi
u.
Then the condition (iv) of theorem 2.1 is reduced to
∑
i,k
αi
∂αk
∂xk
=
∑
i,k
∂αk
∂xk
αi,
(b) In the rest of this paragraph we focus on the scalar case (d′ = 1) d = 1 for simplicity:
a(t, x,D)u = a1(t, x)∂u/∂x+ a0(t, x)u, b(t, x,D)u = b1(t, x)∂u/∂x+ b0(t, x)u.
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Thus for each u0 ∈ Hs, f ∈ C0(I,Hs+1), g ∈ C0(I,Hs), Eq. (E) has a unique
solution.
In the case of regular data u0, f, g, Ogawa [29] and Funaki gave an expression
of the solutions to (E) in particular cases using a stochastic version of the classical
characteristic method. Kunita [20] made a systematic use of this method–by exploiting
the theory of stochastic flows– to study the solution of nonlinear first order partial
differential equations.
For simplicity, we suppose first that a0 = b0 = 0 and f = g = 0. Let us denote by
φt(x) the flow associated to the stochastic differential equation
dx(t) = a(t, x(t)) ◦ dw(t) + b(x(t))dt.
Then if the initial condition is C1, Kunita [20] showed that the equation (E) has a
unique global solution u(t, x) in a strong sense, namely
u(t, x) = u0(x) +
∫ 1
0
a1(τ, x)(∂u/∂x) ◦ dw(τ) +
∫ t
0
b1(τ, x)(τ, x)(∂u/∂x)dτ,
and furthermore, u(t, x) = u0(φ
−1
t (x)). Funaki showed that the last expression gives a
solution in a weak sense (for a similar equation that (E) with boundary conditions).
Proposition 2.2 Let u0 ∈ Hs. Then u(t, .) = u0(φ−1t (x)) is the unique solution to
(E), in the case where f = g = 0 and a0 = b0 = 0.
Proof. It suffices to approximate u0 by a sequence u
n
0 ∈ C1(IRd) with |un0 − u0|s →
0 as n → ∞. Then the solution to the equation (E) with the initial data un0 is
given by un(t, x) = un0(φ
−1
t (x)). Now using the energy estimates of section 1 we get
E supt∈I |un(t)−u(t)|2s → 0, and the proposition follows from the fact that E supt∈I |un(t)−
u0(φ
−1
t (.))|2s → 0 by lebesgue’s theorem. ✷
In the case where a0 6= 0, f 6= 0 (and still b0 = 0, g = 0 for simplicity) the solution
has the following expression
u(t, x) = {u0(φ−1t (x)) + (2.6)
+
∫ t
0
f(τ, φ−1τ,t (.)) exp(
∫ t
τ
a1(r, φ−1r,t (.)) ◦ dˆw(r)) ◦ dˆw(τ)} (2.7)
× exp(
∫ t
0
a0(τ, φ−1τ,t (.)) ◦ dˆw(τ), (2.8)
where
∫
X(t) ◦ dˆw(t) denotes the backward Stratonovich integral, taken in Hs−2. This
expression follows from the same argument as in the above proof and the results of
Kunita [20].
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(c) Remarque on the use of the Fisk-Stratonovich differential. We want to show that
the use of the Fisk-Stratonovich differential in Eq. (E) is essential for obtaining the
existence result. Let us consider a similar equation in which we use the Itoˆ differential:
du(t) = a(x,D)u(t)dw(t). Then we will have
d < u(t), u(t) > = < u(t), (a(x,D) + a∗(x,D))u(t) > dw(t)
− 1
2
< (a2(x,D) + a∗2(x,D))u(t), u(t) > dt,
and we can not obtain an energy estimate as in § 2.2 because the operator a2(x,D) +
a∗2(x,D) is unbounded.
In the case of scalar equation solved with the method of stochastic characteristics, the
Fisk-Stratonovich notation is also essential for it allows the use of the same arguments
as in the deterministic case.
(d) Remarque on the propagation speed. It is well known that the solution to (de-
termistic) symetric systems of the form du(t) = at(x,D)u(t)dt, u(0) = u0 has a
finite propagation speed i.e. there is a constant C > 0 such that if u0 vanishes on
{x : |x| > R} then u(t) will vanish on {x : |x| > R+Ct}. In the stochastic case, things
are different: some coefficients are white noises and then “unbouded” . Let us consider
the simple equation du(t) = ∂u/∂x(x, t) ◦ dw(t). Its solution is u(t, x) = u0(x+w(t)).
But since supt≥0 |w(t)| = +∞ a.s., we see that we can not have a finite propagation
speed in this case (or a “finite domain of dependence”).
2.4 Connection with classical existence results for SPDEs
The theory of SPDEs has been developped following two approaches : the first one
considers SPDEs as stochastic evolution equations driven by brownian motion in a
Hilbert space [8], [22], [30], [34]. The second one considers partial differential equations
perturbed by a space-time white noise, Walsh [40]. We refer to Dalang and Quer-
Sardanyons [9] for an account and comparison of these approaches.
In this section we shall discuss the relationship between the result of section 2.2 and
classical existence results for SPDEs driven by a “coloured noise”. These results are es-
sentially obtained by two methods : the variational method (see Pardoux [30], Krylov-
Roszovskii [22], Roszovskii [34]) and the semi-group method (see Da Prato-Zabczyk
[8] and the references given there), and they are mainly concerned with parabolic type
SPDEs while, in this paper, we deal with hyperbolic SPDEs. So we want to precise
why these results are not comparable to those of section 2.2.
(a) The variational method. It is a generalization of the variational approach to PDEs;
The framework is the following: let V be a (reflexive and separable) Banach space
which is (continuously and densely ) imbeded in a Hilbert space H : V ⊂ H ≡ H ′ ⊂ V ′
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and we denote by ‖.‖ and |.| the norms in V and H respectively. Now consider some
operators A ∈ L(V, V ′), Bi ∈ L(V,H), i = 1, ..., n and the equation:
du(t) = Au(t)dt+Biu(t)dw
i(t) (2.9)
with u(0) = u0 ∈ H and wi(t), t ∈ I, i = 1, ..., n are standards independent Brown-
ian motions defined on a probability space (Ω,F ,Ft, P ). In this approach the main
assumption is the following coercivity condition: there exist λ, γ > 0 such that for all
v ∈ V
−2 < Av, v >V ′,V +λ|v|2 ≤ γ‖v‖2 +
n∑
i=1
|Biv|2.
Under this condition, the equation (2.9) has a unique solution in M2(I, V ) the set of
adapted V-valued processes u(t), t ∈ I with E ∫
I
‖u(t)‖2 <∞.
In order to apply this result to our situation, we choose V = Hs(IRd), H =
Hs−1(IRd). For simplicity we choose s = 1, so that V = H1, H = L2. Now Let
us consider the equation du(t) = a(x,D)u(t) ◦ dw(t) + b(x,D)u(t)dt, u(0) = u0 ∈ H
where a, b ∈ OPS1. This equation can be written in the Itoˆ form:
du(t) = (
1
2
a(x,D)a(x,D) + b(x,D))u(t)dt+ a(x,D)u(t)dw(t). (2.10)
The coercivity condition for this equation is that there is λ, γ > 0 such that :
− < (a2 + 1/2b)v, v >H−1,H1 +λ|v|2L2 ≥ ‖v‖2H1 + |av|2L2.
If we consider the simplest case where a(x,D)u = α∂u/∂x, b(x,D)u = β∂u/∂x,
then, this condition implies that γ|∂u/∂x|2 ≤ (γ − λ)|u|2 for all u ∈ H1(IRd), which is
not possible.
(b) The semi-group method. We consider again the equation
du(t) = Au(t)dt+Biu(t)dw
i(t), (2.11)
Here A is assumed to be the infinitesimal generator of a C0-semigroup S(t) in a Hilbert
space H and u(0) = u0 ∈ H with E|u0|2 <∞. In this approach we look generally for
a mild solution to Eq. (2.11) i.e. u(t) satisfies
u(t) = S(t)u0 +
∫ t
0
S(τ)Biu(τ)dw
i(τ).
There are mainly two kinds of assumptions which are used : the first one is to suppose
that the operators Bi are bounded, in which case (2.11) has a unique mild solution. In
the second one, the operators Bi are allowed to be unbounded but the semigroup S(t)
is assumed to be analytic.
In our case let us again consider the equation (2.10) with the assumptions of theo-
rem 2.1. In general, the operator (1/2a2(x,D)+ b(x,D)) does not generate an analytic
semi-group.
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3 Small perturbations
3.1 Introduction and preliminaries
In this section we shall be concerned with the small random perturbations of the linear
first order systems studied previously. More precisely, let uǫ(.) be the solution to
(Eǫ) :
{
duǫ(t) =
√
ǫat(x,D)u
ǫ(t) ◦ dw(t) + bt(x,D)uǫ(t)dt
uǫ(0) = u0 ∈ Hs,
where at, bt are smooth families of (matrices of) pseudodifferential operators which
satisfy the conditions of Theorem 2.1. We denote by u(.) the solution of (E0) (the
corresponding deterministic system). Then we are interested in the limiting behavior
of uǫ(.) as ǫ→ 0. In the finite-dimensional case this kind of problems has been studied
by many authors, see e.g. Deushel-Stroock [7] for references. In the infinite dimensional
case similar problems have been addressed mainly for stochastic parabolic equations
under various conditions, see Daprato-Zabczyk[8] for references to earlier works on the
subject. In [5] Chow considered a small perurbation problem for the SPDE
duǫ(t) = (Auǫ(t) + F (uǫ(t)))dt+
√
ǫΣ(uǫ(t))dw(t)
where A satifies a coercivity condition (see § 2.4) and Σ is assumed to be Lipschitz
in some sense. In [31], Peszat considered the same problem in the semi-group method
framework with a set of technical conditions which are not satisfied in our case. The
method we use here is an adaptation of that of Priouret [32] in the finite dimensional
case who follows an idea of Azencott [1]. First we have the following simple fact.
Proposition 3.1 For each δ > 0 we have
lim
ǫ→0
Pr(sup
t≤T
|uǫ(t)− u(t)|s−2 > δ) = 0. (3.12)
Proof. The proof is similar to the finite dimensional case (see [11]); we shall give it
in order to explain the loss of two derivatives in (3.12). First we recall that for ǫ > 0
bounded (≤ 1 say) we have from the previous section
E sup
t≤T
|uǫ(t)|4s < K <∞, (3.13)
for some K > 0 (in particular supt≤T |u(t)|2s ≤ K). Now by a simple calculation we
have
|uǫ(t)− u(t)|2s−2 =
√
ǫ
∫ t
0
σt(u
ǫ(τ))dw(τ) +
∫ t
0
βt(u
ǫ)(τ)dτ
+
∫ t
0
< Bτ (x,D)(u
ǫ(τ)− u(τ)), uǫ(τ)− u(τ) >s−2 dτ,
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with
σt(v) =< At(x,D)v, v >s−2 −2Re < v, a∗t (x,D)u(t) >s−2,
βt(v) =
ǫ
2
[< Lt(x,D)v, v >s−2 −2Re < v, a∗2t (x,D)u(t) >s−2 .
From the boundedness of the Bt and the Gronwall lemma, it follows that
sup
t≤T
|uǫ(t)− u(t)|2s−2 ≤ C(T )[
ǫ
2
∫ T
0
(|uǫ(t)|2s−2 + |uǫ(t)|s−2|u(t)|s)dt
+
√
ǫ sup
t≤T
|
∫ t
0
σt(u
ǫ(τ))dw(τ)|.
From (3.13) and the last inequality we get
E sup
t≤T
|uǫ(t)− u(t)|2s−2 ≤ C ′(T )
√
ǫ
(C ′(T ) is another constant). Now Proposition 3.1 follows from the Cheybechev and
the martingale inequalities. ✷
Our aim in this part is to give the exact rate of convergence in (3.12). It turns out
that this rate is exponential w.r.t ǫ. More precisely the family of the laws of uǫ satisfies
a large deviation principle as in the finite dimensional case.
Let E be a topological space endowed with a σ filed B. We assume here that E is
Polish and that B is its Borel σ-field (althought many results in large deviation theory
hold in a more general setting). A function I : E −→ [0,+∞] is said to be a rate
function if it is lower semi-continuous. If in addition the level sets {x ∈ E : I(x) ≤
L}, L ≥ 0 are compact, then I is said to be a good rate function.
Definition 3.2 A family P ǫ, ǫ > 0 of probability measures on (E,B) satisfies a large
deviation principle (LDP) with a rate function I if
− inf
intA
I(x) ≤ lim inf
ǫ→0
ǫ logP ǫ(A) ≤ lim sup
ǫ→0
ǫ logP ǫ(A) ≤ − inf
clA
I(x),
for all A ∈ B.
We shall use the following standard result of large deviation theory (contraction
principle):
Proposition 3.3 Let (E1, d1) and (E2, d2) be two metric spaces and X
1
ǫ , X
2
ǫ be two
families of random variables with values in E1 and E2 respectively. Assume that the
family of laws Pr(X1ǫ ∈ .) satisfies a large deviation principle with a good rate function
I and that there is a map Φ : E1 ∩ {I < +∞} −→ E2 such that:
16
(i) For all L > 0, Φ|{I≤L} is continuous.
(ii) For each h ∈ E1 with I(h) < +∞ and η > 0 we have
lim
δ→0
lim sup
ǫ→0
ǫ logPr(d2(X
2
ǫ ,Φ(h)) > η, d1(X
1
ǫ , h) < δ) = −∞.
Then the family Pr(X2ǫ ∈ .) satisfy a large deviation principle with the good rate
function
I
′
(y) = inf
x
{I(x) : Φ(x) = y}.
3.2 A large deviation principle
Let uǫ(t) be the solution to (Eǫ). For notational simplicity we shall drop the index
t in at, bt, etc. In this paragraph u0 ∈ Hs is fixed and we denote by Hs the space
Cu0([0, T ], H
s) of continuous paths in Hs starting from u0. It will be equiped with the
norm ‖.‖2 and the corresponding Borel field. Finally let P ǫ be the law of uǫ(.) which
is defined on Hs. It is also defined on all Hs′ with s′ < s. We can now state the main
result of this section :
Theorem 3.4 The family P ǫ satisfy a large deviation principle in Hs−2 with the fol-
lowing good rate function
Iu(φ) = inf{1
2
∫ 1
0
|h˙(t)|2dt : Ψ(h) = φ},
where Ψ : C0([0, T ], IR) −→ Hs is given by
Ψ(h)(t) = u0 +
∫ t
0
a(x,D)Ψ(h)(τ)h˙(τ)dτ +
∫ t
0
b(x,D)Ψ(h)(τ)dτ. (3.14)
First let us observe that the equation satisfied by Ψ(h) has a unique solution in Hs.
The rest of this paragraph is devoted to the proof of theorem 3.4.
The theorem will be proved by applying the contraction principle (Proposition 3.3)
with Φ = Ψ, and X1ǫ =
√
ǫw(.). From the Schilder theorem we know that µǫ (the
law of X1ǫ ) satifies a LDP with the good rate function Iw. Hence it suffices to verify
conditions (i) and (ii) of the Proposition 3.3.
Lemma 3.1 The map Ψ : X := (C0([0, T ], IR) ∩ {I(w) < ∞}, |.|∞) −→ Hs−1 is
continuous.
Proof. Let n ≥ 0 and h ∈ H1. Define the polygonal approximation of h by
hn(t) = h([t]n) + (t− [t]n)h([t]n + T/n)− h([t]n)
T/n
,
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where we have used the following notation : if t ∈ [iT/n, (i + 1)T/n[ then we set
[t]n = iT/n (i.e. [tn] = [nt/T ]T/n. Now let Ψ
n(h)(.) be the solution to the following
equation
Ψn(h)(t) = u0 +
∫ t
0
(a(x,D)Ψn(h)(τ)h˙n(τ) + b(x,D)Ψn(h)(τ))dτ
The map Ψn : X −→ Hs−1 is continuous since Ψn(h) depends only on h(iT/n), i =
1, ..., n.
Next we shall prove that for each L > 0 the sequence Ψn(h)(.) converges uniformely
(w.r.t. h) on the set XL := (C0([0, T ], IR) ∩ {Iw < L}), namely
lim
n→+∞
sup
h∈XL
‖Ψn(h)(.)−Ψ(h)(.)‖s−1 = 0. (3.15)
Let h ∈ XL. We have
Ψ(h)(t)−Ψn(h)(t) =
∫ t
0
(a(x,D)h˙n(τ) + b(x,D))(Ψ(h)(τ)−Ψn(h)(τ))dτ
+
∫ t
0
a(x,D)Ψ(h)(τ)(h˙(τ)− h˙n(t))dτ
and if we set qn(t) = Ψ(h)(t)−Ψn(h)(t) we get
d < qn(t), qn(t) >s−1 = (< (A(x,D) +B(x,D))qn(t), qn(t) >s−1 h˙n(t)
+ 2Re < qn(t), a(x,D)qn(t) >s−1 (h˙(t)− h˙n(t)))dt
Since qn(t) is uniformely bounded in H
s it follows that
φn(t) ≤ C
∫ t
0
{φn(τ)|h˙n(τ)|dτ +
√
φn(t)|h˙(τ)− h˙n(τ)|}dτ
≤ C
∫ t
0
(φn(τ)|h˙n(τ)|+ |h˙(τ)− h˙n(τ)|)dτ + C
∫ T
0
|h˙(τ)− h˙n(τ)|dτ
But
∫ T
0
|h˙n(t)|2dt ≤
∫ T
0
|h˙(t)|2dt ≤ L (by convexity), hence from the last inequality
and the Gronwall lemma it follows that
φn(t) ≤ C(
∫ T
0
|h˙(τ)− h˙n(τ)|2dτ)1/2
On the other hand∫ T
0
|h˙(τ)− h˙n(τ)|2dτ =
n∑
i=1
∫ (i+1)T/n
iT/n
(h˙(τ)2 − (h((i+ 1)T/n)− h(iT/n))
2
(T/n)2
)dτ
=
∫ T
0
h˙(t)2dt−
n∑
i=1
(h((i+ 1)T/n)− h(iT/n))2
T/n
.
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It is well known that the r.h.s of the above equality tends to 0 as n → ∞ for h
absolutely continuous and with derivative in L2. This implies that supt φn(t)→ 0 and
the convergence is uniform on {h : Iw(h) ≤ L}. ✷
Now we shall prove that Ψ satisfies the condition (ii) of the proposition. First we
begin by proving (ii) in the case h = 0 and for a different map .
Lemma 3.2 Let h ∈ X be fixed and consider vǫ(t) the solution to the equation
dvǫ(t) =
√
ǫa(x,D)vǫ(t) ◦ dw(t) + (b(x,D) + a(x,D)h˙(t))vǫ(t)dt, vǫ(0) = u0.
Then we have for each η > 0
lim sup
δ→0
ǫ log Pr(sup
t
‖vǫ(t)−Ψ(h)(t)‖s−2 > η, |
√
ǫw|∞ < δ) = −∞. (3.16)
(Ψ(h) is defined by (3.14)).
The proof of this lemma will use the following lemma :
Lemma 3.3 Let Zi(t), i = 1, 2, 3, t ∈ [0, T ] be adapted processes such that
dZ1(t) = Z2(t) ◦ dw(t) + Z3(t)dt,
|Z2(t)| ≤ Z1(t),
∫ T
0
| |Z3(t)|+ | < Z3, w >t |+ | < Z2, w >t |
Z1(t)
|2dt ≤ K2 a.s.
Then (assuming Z1(0) = 1)
Pr( sup
t∈[0,T ]
|Z1(t)| ≥M) ≤ 2 exp(−(logM −K)
2
2Tǫ2
).
Proof of lemma 3.3 . Let γ > 0. By the Itoˆ formula we have
log(Z1(t) + γ) = log(1 + γ) + ǫ
∫ t
0
Z2(τ)
Z1(τ) + γ
dw(τ)
+
∫ t
0
[
Z3(τ)
Z1(τ) + γ
+
< Z2, w >τ
Z1(τ) + γ
+
Z2(τ) < Z1, w >τ
(Z1(τ) + γ)2
]dτ.
Then using the assumptions we get,
| log(Z1(t) + γ)| ≤ | log(1 + γ)|+K + sup
t≤T
ǫ
∫ t
0
Z2(τ)
Z1(τ) + γ
dw(τ).
Now the lemma follows from the exponential inequality for martingales. ✷
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Proof of lemma 3.2. Let us denote qǫ(t) = v
ǫ(t)−Ψ(h)(t) and
F (ǫ, η, δ) = {sup
t
‖vǫ(t)−Ψ(h)(t)‖s−2 > η, |
√
ǫw|∞ < δ)}.
First, by standard localization argument, vǫ(t) which appears in (3.16) may be assumed
bounded in Hs−2 . Indeed, let τ ǫ be the stopping time defined by
τ ǫ = inf{t : |vǫ(t)−Ψ(h)(t)|s−2 ≥ η} ∧ T
then we have
{sup
t≤T
|vǫ(t)−Ψ(h)(t)|s−2 ≥ η} = {sup
t≤τǫ
|vǫ(t)−Ψ(h)(t)|s−2 ≥ η}.
But if t ≤ τ ǫ then |vǫ(t)|s−2 ≤ supt≤T |Ψ(h)(t)|s−2 + η =: M . Hence we have
F (ǫ, η, δ) = F ∩ {t ≤ τ ǫ} ⊂ F ∩ {sup
t≤T
|vǫ(t)|s ≤M}. (3.17)
Next, we have
vǫ(t)−Ψ(h)(t) =
∫ t
0
√
ǫa(x,D)uǫ(τ) ◦ dw(τ)
+
∫ t
0
(a(x,D)h˙(τ) + b(x,D))(uǫ(τ)−Ψ(h)(τ))h˙(τ)dτ,
which yields
< qǫ(t), qǫ(t) >s−2 =
√
ǫ
∫ t
0
σ(vǫ(τ))dw(τ) +
∫ t
0
β(vǫ(τ))dτ
+
∫ t
0
< qǫ(τ), (h˙(τ)A(x,D) +B(x,D))qǫ(τ)) >s−2 dτ,
where qǫ(t) = v
ǫ(t)−Ψ(h)(t) and
σ(vǫ(t)) = < v
ǫ(t), A(x,D)vǫ(t) >s−2 −2Re < vǫ(t), a∗(x,D)Ψ(h)(t) >s−2,
β(vǫ(t)) = < L(x,D)v
ǫ(τ), vǫ(τ) >s−2 + < vǫ(τ), a∗2(x,D)Ψ(h)(τ) >s−2
Using the boundedness of A(x,D), B(x,D) and
∫ T
0
h˙2(t)dt it follows by the Gronwall
lemma
qǫ(t) ≤ C sup
θ∈[0,T ]
|√ǫ
∫ θ
0
σ(vǫ(τ))dw(τ)|
+ ǫ
∫ T
0
|β(vǫ(τ))|dτ.
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Then, according to (3.17), we have F (ǫ, η, δ) = F1 ∪ F2 with
F1 = {sup
θ≤T
|√ǫ|
∫ θ∧τǫ
0
σ(vǫ(τ))dw(τ)| ≥ η2/C,
√
ǫ|w|∞ < δ},
F2 = {ǫ
∫ T
0
|β(vǫ(τ))|dτ ≥ η2/C, sup
t≤T
|vǫ(t)|s ≤M,
√
ǫ|w|∞ < δ}.
By the boundedness of L(x,D) and supt |Ψ(h)(t)|s, we have F2(ǫ, η, δ) = ∅ for ǫ ≤ ǫ0
with δ0 sufficently small. Now, for n ≥ 1 we set vn,ǫ(t) = vǫ([t]n) and we have for
γ > 0:
F1(ǫ, δ, η) ⊂ A(ǫ, γ, n) ∪ B(ǫ, η, γ, n) ∪ C(ǫ, η, δ, n)
with
A(ǫ, γ, n) = {sup
t≤τǫ
|vǫ(t)− vǫ,n(t)|s−1 > γ},
B(ǫ, η, γ, n) = {sup
t≤τǫ
|vǫ(t)− vǫ,n(t)|s−2 ≤ γ,
sup
t≤T
|√ǫ
∫ t
0
(σ(vǫ(τ))− σ(vǫ,n(τ)))dw(τ)| ≥ η2/2C},
C(ǫ, η, δ, n) = {sup
t≤T
|√ǫ
∫ t
0
σ(vǫ,n(τ)))dw(τ)| ≥ η2/2C,√ǫ sup
t
|w(t)| ≤ δ}.
First, observe that σ is uniformely Lipshitz (constant k) on {y ∈ Hs−2 : |y|s−2 ≤ M},
hence if |v(t) − vǫ,n(t)|s ≤ γ and |v(t)|s ≤ M then
√
ǫ|σ(vǫ(t)) − σ(vǫ,n(t))| ≤ kγ√ǫ.
Hence, by the exponential inequality we have
Pr(B(ǫ, η, γ, n) ≤ 2 exp(− η
4
8C2k2γ2ǫ
). (3.18)
Next, we turn to estimate Pr(A(ǫ, γ, n)). We have
vǫ(t)− vǫ,n(t) = √ǫ
∫ t
[t]n
a(x,D)vǫ(τ) ◦ dw(τ)+
∫ t
[t]n
(a(x,D)vǫ(τ)h˙(t)+ b(x,D)vǫ(τ))dτ.
hence
< vǫ(t)− vǫ,n(t), vǫ(t)− vǫ,n(t) >s−2=
∫ t
[t]n
Y (vǫ)(τ)dw(τ) +
∫ t
[t]n
Z(vǫ)(τ)dτ,
with
Y (vǫ)(τ) =
√
ǫ < A(x,D)vǫ(τ), vǫ(τ) >s−2 −2Re < a(x,D)vǫ(τ) >s−2,
Z(vǫ)(τ) =
1
2
< L(x,D)vǫ(τ), vǫ(τ) >s−2 −2Re < a2(x,D)vǫ(τ), vǫ(τ) >s−2
+ 2Re < vǫ(τ)− vǫ,n(τ), a(x,D)vǫ(τ)h˙(τ) + b(x,D)vǫ(τ) >s−2 .
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Then we write that
Pr(A(ǫ, γ, n) ≤ Pr(A(ǫ, γ, n)), sup
t≤T
|vǫ(t)|s ≤ M) + Pr(sup
t≤T
|vǫ(t)|s ≥ M).
Now let Z1(t) = |vǫ(t)|2s. By the Itoˆ formula it follows that:
dZ1(t) =
√
ǫZ2(t) ◦ dw(t) + Z3(t)dt
where Z2, Z3 satisfy the assumptions of lemma 3.2. Thus there is a constant K such
that
Pr(sup
t≤T
|vǫ(t)|s ≥M) ≤ exp(−(logM −K)
2
4Tǫ
). (3.19)
Next we have
Pr(A(ǫ, γ, n), sup
t≤T
|vǫ(t)|s ≤ M) ≤ S1 + S2,
where
S1 =
n−1∑
i=1
Pr(
√
ǫ sup
t∈[iT/n,(i+1)T/n]
|
∫ t∧τǫ
iT/n
Y (vǫ(τ))dw(τ)| > γ2/4, sup
t≤T
|vǫ(t)|s ≤M),
S2 =
n−1∑
i=1
Pr( sup
t∈[iT/n,(i+1)T/n]
|
∫ t∧τǫ
iT/n
|Z(vǫ)(τ)|dτ > γ2/4, sup
t≤T
|vǫ(t)|s ≤M).
Noting that for t ≤ τ ǫ we have that |Z((vǫ)(t))| ≤ CM(1 + |h˙(t)|) for some constant
C we get
S2 ≤ nPr(
∫ (i+1)T/n
iT/n
CM(1 + |h(t)|)dt > γ2/4) = 0,
for n ≥ n0 sufficently large. Also, concerning S1, we have |Y (vǫ(t))| ≤ CM and by the
exponential inequality we get
S1 ≤
n−1∑
i=1
2 exp(− γ
4
32ǫC2M2n−1
),
hence, for n ≥ n0 we have
Pr(A(ǫ, γ, n) ≤ 2n exp(− nγ
4
32ǫC2M2
≤ exp(− nγ
4
64ǫC2M2
), (3.20)
provided that n0 is sufficently large.
Finally, as regards C(ǫ, η, δ, n) note that on {√ǫ|w|∞ ≤ δ}
|√ǫ
∫ t
0
σ(vǫ,n(τ)))dw(τ)| ≤ √ǫ|
n∑
i=1
σ(v(i∆n))(w((i+ 1)∆n)− w(i∆n)| ≤ 2C ′Mnδ,
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so that C = ∅ if δ < η2C ′/MCn. To summarize let R > 0. By (3.18) there is γ0 > 0
such that for all n ≥ 1 we have
Pr(B(ǫ, η, γ0, n)) ≤ exp(−R
ǫ
).
By (3.19) there is M > 0 such that
Pr(sup
t≤T
|vǫ(t)|2s ≥M) ≤ exp(−
R
ǫ
).
By (3.20), (γ0,M being fixed) there is n1 ≥ n0 such that
Pr(A(ǫ, γ, n1, sup
t≤T
|vǫ(t)|2s ≤M) ≤ exp(−
R
ǫ
),
and if we choose δ ≤ δ0 := η2C ′/CMn1 (so that Pr(C(ǫ, η, δ, n1)) = 0 we get
PrF (ǫ, δ, η) ≤ 2 exp(−R
ǫ
),
i.e ǫ log PrF (ǫ, δ, η) ≤ −R + 2ǫ, which completes the proof of lemma 3.3. ✷
Now the passage from lemma 3.3 to the condition (ii) of proposition 3.3 can be
done as in the finite-dimensional case; for completeness we give its proof.
Lemma 3.4 For each h ∈ X and η > 0, we have
lim
δ→0
lim
ǫ→0
sup ǫ log Pr(sup
t
|uǫ(t)−Ψ(h)(t)|s−2 ≥ η,
√
ǫ|w − h|∞ < δ) = −∞, (3.21)
where uǫ is the solution to (Eǫ).
Proof. For ǫ > 0 let wǫ(t) = w(t)− h(t)/√ǫ, t ∈ [0, T ]. By the Girsanov theorem, wǫ
is a Brownian motion under the probabilty Qǫ whith
dQǫ
dP
= exp(
∫ T
0
(
h˙(t)√
ǫ
dw(t)− 1
2
∫ T
0
h˙2(t)
ǫ
dt).
Under the probability Qǫ, uǫ satisfies
duǫ(t) =
√
ǫa(x,D)uǫ(t) ◦ dw(t) + (h˙(t)a(x,D) + b(x,D))uǫ(t)dt
By lemma 4.3 we have proved that (ii) hold for the above equation when h = 0 i.e.
lim
δ→0
lim
ǫ→0
sup ǫ logQǫ(F (ǫ, η, δ)) = −∞, (3.22)
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with F (ǫ, η, δ)) = {supt |uǫ(t) − Ψ(h)(t)|s−2 ≥ η,
√
ǫ|wǫ|∞ < δ}. To prove the lemma
we have to show that limδ→0 limǫ→0 sup ǫ logP (F (ǫ, η, δ)) = −∞. But
P (F (ǫ, η, δ)) = EQ
ǫ
1F (ǫ,η,δ)
dP
dQǫ
≤ (Qǫ(F (ǫ, η, δ)))1/2(E( dP
dQǫ
)2)1/2.
Using the fact that EQ
ǫ
exp(− ∫ T
0
2h˙(t)/
√
ǫdw(t) − 1/2 ∫ T
0
4h˙2(t)/ǫdt) = 1, it follows
that
P (F (ǫ, η, δ)) ≤ Qǫ(F (ǫ, η, δ))1/2 exp
∫ T
0
h˙2(t)
ǫ
dt,
and
ǫ logP (F (ǫ, η, δ)) ≤ ǫ
2
logQǫ(F (ǫ, η, δ)) +
1
2
∫ T
0
h˙2(t)dt.
Now, (3.21) follows from (3.22) and the above inequality. ✷
4 Wong-Zakai type approximation and applications
In this part we consider the problem of pathwise approximation, also called Wong-
Zakai or Stroock-Varadhan approximation in the case of SDEs. To be specific, let
(tni ), n ≥ 1, 0 ≤ i ≤ n be the subdivision of the interval [0, T ] with tni = iT/n and
consider the equation
(En) :
{
∂u
∂t
= at(x,D)u(t)w˙
n(t) + bt(x,D)u+ f(t, x)w˙
n(t) + g(t, x)
u(0, .) = u0(.).
wn(t) being the polygonal approximation of the Brownian motion given by
wn(t) = w([t]) + (t− [t])∆w(t)
∆t
,
where we use the folowing notation if t ∈ [tni , tni+1[ then we set
[t] = tni ,∆w(t) = w(t
n
i+1)− w(tni )
and
∆t = tni+1 − tni = T/n.
For each w, the (deterministic) equation has a unique solution in C0(I,Hs) which
we denote by un. Then we are interested in the convergence of (un) to u. As we
have mentioned in the introduction this kind of approximation has been extensively
studied in the case of SDEs. In the case of SPDEs, Gyo¨ngy (see e.g., [13]) studied
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this problem in an abstract variational framework which concerns parabolic SPDEs
while Twardovska [39] has obtained other results by using the semi-group method.
Brz´ezniak and Flandoli addressed this problem in the case of scalar parabolic (possiblly
degenerate) SPDEs with an application to scalar first order equation; in fact they use
a representation of the solutions to these equation via a Feynman-Kac type formula
which reduces the problem to proving the approximation for a stochastic flow of an
associated SDE.
All these results seem not apply in our case. Instead, we observe that the approxi-
mation is valid if the operator are bounded, like in the finite-dimensional case. In the
general case, we approximate the operators by a family of bounded operators and we
prove a uniform estimate (lemma 4.1).
In section 4.2 we prove a support type theorem for the SPDE (E) which is the
analog of the Stroock-Varadhan support theorem for SDEs (see [36], [16]). In the case
of parabolic SPDEs similar results have been obtained by Gyo¨ngy [14]. Let us also
mention that the same problem have been addressed for space-time white noise driven
SPDEs of hyperbolic type by A. Millet and M. Sanz-Sole´ [26].
In section 4.3 we mention an application of the pathwise approximation to the
random semigroup associated to Eq. (E) which will be usefull in the next part of the
paper.
4.1 Wong-Zakai approximation
The purpose of this section is to prove the following
Theorem 4.1 Under the assumptions of theorem 2.1 we have :
lim
n→∞
E sup
t∈I
|un(t)− u(t)|2s−2 = 0.
For the sake of simplicity, the proof will be made in the following case: b = 0, f = g = 0
and we shall assume that the operator at(x,D) does not depend on t. It will appear
that the proof can be easily adapted to cover the setting of section 2.
Let Jǫ, ǫ ∈]0, 1] be a Friedrichs mollifier and consider the solutions uǫ and uǫ,n to
the equations
(Eǫ) : duǫ(t) = a(x,D)Jǫuǫ(t) ◦ dw(t)
(Eǫ,n) : duǫ,n(t) = a(x,D)Jǫuǫ,n(t)w˙n(t)dt
with the initial conditions uǫ(0) = uǫ,n(0) = u0. Let y
ǫ,n = uǫ,n − uǫ. The proof of
theorem 4.1 will be based on the following theorem and lemma.
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Theorem 4.2 For each fixed ǫ > 0 we have
lim
n→∞
E sup
t∈I
|uǫ,n(t)− uǫ(t)|2s = 0.
Proof. An easy adaptation of the result of Nakao-Yamato [27].
Lemma 4.1 There exist functions α(ǫ), β(n) with α(ǫ) → 0 as ǫ → 0 and β(n) → 0
as n→∞, such that
E sup
t∈I
|uǫ,n(t)− un(t)|2s−2 ≤ α(ǫ)(1 + β(n)).
Proof of theorem 4.1. Let δ > 0. By lemma 4.1 there exists ǫ1 > 0 such that
E supt∈I |uǫ1,n(t) − un(t)|2s−2 < δ for all n ≥ 1. On the other hand, we can choose
ǫ1 such that E supt∈I |uǫ1(t) − u(t)|2 < δ. Now Theorem 4.2 with ǫ = ǫ1 implies that
there is N ≥ 1 such that E supt∈I |uǫ1,n(t)− uǫ1(t)|2s < δ for all n ≥ N . Summarizing,
E sup
t∈I
|un(t)− u(t)|2s−2 ≤ 3(E sup
t∈I
|un(t)− uǫ1,n(t)|2s−2 + E sup
t∈I
|uǫ1,n(t)− uǫ1(t)|2s
+ E sup
t∈I
|uǫ1(t)− u(t)|2s−2)
≤ 9δ
for n ≥ N . Theorem 4.1 is proved. ✷
It remains to prove lemma 4.1, for this, we shall use the following
Lemma 4.2 Let un(t), uǫ,n(t) be the solutions to En, Eǫ,n respectively, with the same
initial value u0 ∈ Hs. Then
E sup
t∈I
|un(t)|8s + E sup
t∈I
|uǫ,n(t)|8s ≤ C,
where C is a constant which depends only on E|u0|8s (and not on n, ǫ).
Proof. We have
< un(t), un(t) >s = |u0|2s +
∫ t
0
< Aun(τ), un(τ) > w˙n(τ)dτ
= |u0|2s +
∫ t
0
< Aun([τ ]), un([τ ]) > w˙n([τ ])dτ
+
∫ t
0
(< Aun(τ), un([τ ]) > − < Aun([τ ]), un([τ ]) >)w˙n([τ ])dτ
= |u0|2s +
∫ t
0
< Aun([τ ]), un([τ ]) > dw(τ)
+
∫ t
0
< Lun(cτ ), u
n(cτ ) > (w˙
n(τ))2(τ − [τ ])dτ,
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where cτ ∈][τ ], τ [. Let pn(t) = supτ≤t |un(τ)|8s, then using the boundedness of A,L and
the martingale inequality we get
E sup
t≤t
|un(τ)|8s ≤ C
∫ t
0
E sup
θ≤t
|un(θ)|8sdτ
+ CE(
∫ t
0
|un(cτ )|2(∆w(τ))2 (τ − [τ ])
(∆τ)2
dτ)4.
The use of the Schwarz inequality for the last term does not permit to conclude (via
the Gronwall lemma). However we have:
Claim : E(
∫ t
0
|un(cτ )|2(∆w(τ))2 (τ − [τ ])
(∆τ)2
dτ)4 ≤ C
∫ t
0
sup
θ≤t
|un(θ)|8s
(τ − [τ ])4
(∆τ)4
dτ.
Using this and denoting ψn(t) = E supt≤t |un(τ)|8s we get
ψn(t) ≤ C
∫ t
0
ψn(τ)(1 +
(τ − [τ ])4
(∆τ)4
)dτ.
Since ∫ T
0
(τ − [τ ])4
(∆τ)4
dτ =
T
∆τ
n∑
i=1
∫ τi+1
τi
(τ − [τ ])4
(∆τ)4
dτ =
T
5
,
we get by the Gronwall lemma
E sup
t≤T
|un(t)|8s = ψn(T ) ≤ E|u0|2s(1 + eT
2/5(1 + T/5)).
Proof of Claim. We write for θ ∈][τ ], [τ ]+[ :
< un(θ), un(θ) >=< un([θ]), un([θ]) > +
∫ θ
[τ ]
< Aun(λ), un(λ) >
∆w(τ)
∆τ
dτ.
and then
|un(θ)|2s ≤ |un([τ ])|2s + C
∫ θ
[τ ]
|un(λ)|2s
|∆w|
∆τ
dλ.
By the Gronwall lemma this yields
|un(θ)|2s ≤ un([τ ])|2se
A|∆w|
∆τ
(θ−[τ ]).
Now, using this inequality and the fact that the increment ∆w([τ ]) is independent of
the F[τ ] (and then on u([τ ])) we get
E(
∫ t
0
|un(cτ )|2(∆w(τ))2 (τ − [τ ])
(∆τ)2
dτ)4 ≤ T 3
∫ t
0
dτ [E|un([τ ])|8 ×
× E(e 4A|∆w|∆τ (τ−[τ ])(∆w(τ))8 (τ − [τ ])
4
(∆τ)8
].
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But
Ee
4A|∆w|
∆τ
(τ−[τ ])(∆w(τ))8 =
∫
x8√
2π∆τ
e
4A|x|
∆τ
(τ−[τ ])e−
x
2
2∆τ dx
= (∆τ)4
∫
e
4A|x|√
∆τ
(τ−[τ ])
e−x
2
2dx
≤ (∆τ)4
∫
e4A
√
T |x|−x2
2 dx.
Consequently
E(
∫ t
0
|un(cτ )|2(∆w(τ))2 (τ − [τ ])
(∆τ)2
dτ)4 ≤ C
∫ t
0
E sup
θ≤t
|un(θ)|8s
(τ − [τ ])4
(∆τ)4
dτ.
This proves the claim and the uniform boundedness of E supt∈I |un(t)|8s. The proof is
similar in the case of uǫ,n. ✷
Proof of lemma 4.1 . We have, with yǫ,n = uǫ,n − uǫ :
dyǫ,n(t) = aJǫy
ǫ,n(t)w˙(t)dt + a(Jǫu
n − un)w˙(t)dt
d < yǫ,n(t), yǫ,n(t) > = < Aǫy
ǫ,n(t), yǫ,n(t) > w˙(t)dt
+ 2 < yǫ,n(t), a(Jǫu
n(t)− un(t)) > w˙(t)dt,
with Aǫ = aJǫ + Jǫa
∗. We rewrite the above equation as
< yǫ,n(t), yǫ,n(t) > =
∫ t
0
(< Aǫy
ǫ,n([τ ]), yǫ,n([τ ]) >
+ 2 < yǫ,n([τ ]), a(Jǫu
n([τ ])− un([τ ])) >))w˙(τ)dτ
+
∫ t
0
(< Aǫy
ǫ,n(τ), yǫ,n(τ) > − < Aǫyǫ,n([τ ]), yǫ,n([τ ]) >)dτ
+
∫ t
0
2(< yǫ,n(τ), a(Jǫu
n(t)− un(τ)) >
− < yǫ,n([τ ]), a(Jǫun(t)− un([τ ])) >)w˙(τ)dτ,
Noting the for an adapted process G we have
∫ t
0
G([τ ])w˙(τ)dτ =
∫ t
0
G([τ ])dw(τ), we
get
< yǫ,n(t), yǫ,n(t) > =
∫ t
0
(< Aǫy
ǫ,n([τ ]), yǫ,n([τ ]) >
+ 2 < yǫ,n([τ ]), a(Jǫu
n([τ ])− un([τ ])) >))dw(τ)
+
∫ t
0
{< Lǫyǫ,n(cτ ), yǫ,n(cτ ) >
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+ < yǫ,n(cτ ), Kǫ(Jǫu
n(cτ )− un(cτ )) >}(w˙(τ))2(τ − [τ ])dτ
+
∫ t
0
{< yǫ,n(c′τ ), a(Jǫan(c′τ )− aun(c′τ )) >
+ < yǫ,n(c′τ ), Jǫa
∗a(Jǫun(c′τ )− un(c′τ )) >}(w˙(τ))2(τ − [τ ])dτ
+
∫ t
0
< a(Jǫu
n(c′τ )− un(c′τ )), a(Jǫan(c′τ )− aun(c′τ )) >
× (w˙(τ))2(τ − [τ ])dτ,
where we have set Lǫ = Jǫa
∗Aǫ + AǫaJǫ, Kǫ = A∗ǫ + Aǫa and cτ , c
′
τ ∈][τ ], τ [. Let :
zǫ,n(t) = sup
τ≤t
|yǫ,n(τ)|4s.
Then from the boundedness of the last two operators, martingale and Schwarz
inequalities it follows that
Ezǫ,n(t) ≤ CE
∫ t
0
(zǫ,n(τ) +
√
z(τ)ψ1ǫ,n(τ)dτ
+ CE
∫ t
0
(z(τ) +
√
z(t)ψ2ǫ,n(τ))(w˙(τ))
4(τ − [τ ])2dτ
+ E
∫ t
0
ψ3ǫ,n(τ)(w˙(τ))
4(τ − [τ ])2dτ
:= I1 + I2 + I3,
where
ψ1ǫ,n(t) = sup
τ≤t
|Jǫun(τ)− un(τ)|s+1,
ψ2ǫ,n(t) = sup
τ≤t
|Kǫ(Jǫun(t)− un(t))|2s + |a(Jǫan(t)− aun(t))|2s
+ |Jǫa∗a(Jǫun(t)− un(t))|2s,
ψ3ǫ,n(t) = |a(Jǫun(t)− un(t))|2s|a(Jǫaun(t)− aun(t))|2s.
Now, using lemma 2.3 we get
E sup
τ≤T
(ψ1ǫ,n(t))
2 ≤ E sup
τ
|Jǫun(τ)− un(τ)|4s+1 ≤ α1(ǫ)E sup
τ
|un(τ)|4s+1,
and similarly
E sup
τ≤T
(ψ2ǫ,n(t))
2 ≤ α2(ǫ)E sup
τ
|un(τ)|8s+2,
E sup
τ≤T
(ψ3ǫ,n(t))
2 ≤ α3(ǫ)E sup
τ
|un(τ)|8s+2,
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with αi(ǫ)→ 0 as ǫ→ 0, i = 1, 2, 3. Hence, denoting
φǫ,n(t) = Ez
ǫ,n(t),
it follows that
I1 ≤ C
∫ t
0
(φ(τ) +
√
φ(τ)α1(ǫ)dτ.
For the term I2, the direct use of Schwarz’ inequality does not lead to the good estimate;
instead we proceed as follows:
I2 ≤ 16
∫ t
0
(φǫ,n(τ) +
√
φǫ,n(τ)(E(ψ
2
ǫ,n)
2)1/2)
(τ − [τ ])2
(∆τ)4
dτ
+
∫ t
0
{[(Ezǫ,n(τ)2)1/2 + (E(zǫ,n(τ)))1/2(E(ψ2ǫ,n(τ))2)1/2]
× (E(∆w(τ))81∆|w(τ)|≥2∆τ)1/2 (τ − [τ ])
2
(∆τ)4
}dτ.
Here we have simply used Schwarz’ inequality and EX(∆w(τ))4 ≤ 16(∆τ)2E(X) +
E(X1(∆w(τ))2≥4∆τ ) for a random variable X . Recall that w˙(t) = (∆w(t))/∆t with
∆t = T/n. On the other hand we have
E(∆w(t))81(∆w)2≥4∆t ≤ 2
∫ +∞
2
√
∆t
8√
2π∆t
e−x
2/2(∆t)
≤ Ce−1/∆t.
Now, using lemma 4.2 which implies that E(zǫ,n(T ))2, Ezǫ,n(T ) are uniformely bounded
(w.r.t. n and ǫ) we get
I2 ≤ C
∫ t
0
(φǫ,n(τ) +
√
φǫ,n(τ)α2(ǫ)
(τ − [τ ])2
(∆τ)4
dτ
+ C
∫ t
0
−1/∆τ
(∆τ)2
∫ t
0
α2(ǫ)(τ − [τ ])2dτ
≤ C
∫ t
0
(φǫ,n(τ) +
√
φ(τ)ǫ,nα2(ǫ)
(τ − [τ ])2
(∆τ)4
dτ + β(∆τ),
with β(∆τ)→ 0 as ∆t→ 0. Finally for the term I3 we have
I3 ≤
∫ t
0
(E(ψ3ǫ,n)
2)1/2(E(∆w)8)1/2
(τ − [τ ])2
(∆τ)4
≤ Cα3(ǫ)
∫ t
0
(τ − [τ ])2
(∆τ)2
≤ Cα3(ǫ).
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Now, since we know that φǫ,n(t) is bounded, we can estimate the terms
√
φǫ,n(t) by a
constant and we get an estimate of the form
φǫ,n(t) ≤ C
∫ t
0
φǫ,n(τ)(1 +
(τ − [τ ])2
(∆τ)2
)dτ + α(ǫ)(1 + β(∆τ)),
and the use of the Gronwall lemma completes the proof of lemma 4.1. ✷
4.2 Application to a support theorem
As in Section 3, let Hsu0 be the space of continuous maps I −→ (Hs(IRd))d
′
endowed
with the norm supt∈I |v|s and the corresponding Borel σ-field. We know that the law
Pu0 of the solution to Equation (E) defines a probability measure on Hs−2u0 . In this
section we describe the topological support of Pu0, that is the smallest closed subset
A of Hs−2u0 such that Pu0(A) = 1.
To each φ : I −→ IR piecewise smooth, we associate the solution (v(t, φ), t ∈ I) to
the following first order system
dv(t) = at(x,D)v(t)φ˙(t)dt+ b(x,D)v(t)dt, v(0) = u0
As in the finite-dimensional case, we define
Su0 = {v(t, φ) : φ smooth}, Su0p = {v(t, φ) : φ piecewise smooth},
In this section we shall assume that the family at(x,D) satisfy the additional condition:
(iv’)the family M(t) := L(t)a(t) + a∗(t)L(t) form a bounded family in OPS0.
Then we have the following analogue of the support theorem of Stroock and Varadhan
(see [36], [16])
Theorem 4.3 The support S(Pu0) of Pu0 is equal to S¯u0 = S¯u0p where the closure is
taken in Hs−2u0 .
Proof. First, it is easy to see that S¯u0 = S¯u0p . Next for n ≥ 1 let P nu0 be the law of the
solution un to (En). Then Qn(S¯u0) = Qn(S¯u0p ) = 1 for all n. By theorem 4.1 it follows
that P nu0 → Pu0 weakly, which implies that Pu0(S¯u0) ≥ lim supP nu0(S¯u0) = 1. Hence
S(Pu0) ⊂ S¯u0 . . The inclusion S¯u0 ⊂ S(Pu0) is a consequence of the following
Theorem 4.4 Let φ ∈ S. Then under the additional assumption (iv’) we have
lim
δ→0
Pr(sup
t∈I
|u(t, w)− u(t, φ)|s−2 > η||w − φ|∞ < δ) = 0. (4.23)
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Let us denote Jn the Freidrichs mollifier J1/n and un the solution to
dun = at(x,D)Jnun ◦ dw(t) + bt(x,D)un(t)dt, un(0) = u0
Then the proof of the above theorem is a consequence of the following lemmas.
Lemma 4.3 For A > 0 sufficiently large we have
P1(δ, n) := Pr(sup
n
sup
t∈I
|un(t)|s > A||w|∞ < δ) ≤ c exp(−c′(logA)2),
( c is independent of δ ∈]0, 1]). Also
P ′1(δ) := Pr(sup
t∈I
|u(t)|s > A||w|∞ < δ) ≤ c exp(−c′(logA)2).
Lemma 4.4 There is N ≥ 1 such that
lim sup
δ→0
Pr(sup
t∈I
|u(t)−uN(t)|s−2 > η, sup
n
sup
t
|un(t)|s ≤ A, sup
t∈I
|u(t)|s ≤ A||w|∞ < δ) = 0.
Lemma 4.5 For each N > 0 fixed, we have
lim
δ→0
Pr(sup
t∈I
|uN(t)− u(t)|s−2 > η, sup
n
sup
t
|un(t)|s ≤ A, sup
t∈I
|u(t)|s ≤ A||w|∞ < δ) = 0.
For the sake of simplicity we will prove these lemmas in the case b ≡ 0.
Proof of lemma 4.3. Let γ > 0, n ≥ 1 and Zn(t) := |un(t)|2s. Then by the Itoˆ formula
we have
log(Zn(t) + γ) = log(|u0|2s + γ) +
∫ t
0
< An(t)un(t), un(t) >s
Zn(t) + γ
◦ dw(t)
=
< An(t)un(t), un(t) >s w(t)
Zn(t) + γ
−
∫ t
0
< Ln(t)un(t), un(t) >s Zn(t)
(Zn(t) + γ)2
w(t) ◦ dw(t)
−
∫ t
0
< An(t)un(t), un(t) >
2
s
(Zn(t) + γ)2
w(t) ◦ dw(t)
=
< An(t)un(t), un(t) >s w(t)
Zn(t) + γ
−
∫ t
0
1 < Ln(t)un(t), un(t) >s Zn(t)
(Zn(t) + γ)2
w(t) ◦ dw(t)
−
∫ t
0
< An(t)un(t), un(t) >
2
s
(Zn(t) + γ)2
w(t) ◦ dw(t)
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− 1
2
∫ t
0
{ 1
(Zn(t) + γ)2
(< Ln(t)un(t), un(t) >s (Zn(t) + γ)
− < An(t)un(t), un(t) >2s)
+ w(t)[
1
(Zn(t) + γ)2
(< Mn(τ)un(t), un(t) >s (Zn(τ) + γ)
+ < Ln(τ)un(τ), un(τ) >s< An(τ)un(τ), un(τ) >s)
− 1
(Zn(t) + γ)4
(2 < An(τ)un(τ), un(τ) >s< Ln(τ)un(τ), un(τ) >s ×
× (Zn(τ) + γ)2 − 2(Zn(τ) + γ) < Anun(t), un(t) >3s)]}dτ
:= k1,n(t)w(t) +
∫ t
0
k2,n(τ)w(τ)dw(τ) +
∫ t
0
(k3,n(τ)w(τ) + k4,n)dτ,
where we have used the following notation:
An(t) = a(t)Jn + Jna
∗(t), Ln(t) = An(t)a(t)Jn + Jna∗(t)An(t),
Mn(t) = Ln(t)a(t)Jn + Jna
∗(t)Ln(t)
All these operators form a bounded family in OPS0 under the assumptions (iii)–(v),
(iv’). Hence there is a constant K such that ki,n(t) ≤ K a.s. for all n and i = 1, ..., 4.
Therefore, on the set {|w|∞ ≤ δ}, there is a constant M > 0 such that
log(Zn(t)) ≤M + sup
t∈I
|
∫ t
0
k2,n(τ)w(τ)dw(τ)|
Then for A sufficiently large we get
Pr(sup
n
sup
t∈I
log(|un(t)|2s) ≥ (logA), |w|∞ < δ) ≤ c1 exp−
c2(log(A))
2
δ2
Now since there are constants c3, c4 such that
Pr(|w|∞ < δ) ∼ c3 exp−c4
δ2
(4.24)
(see Ikeda-Watanabe [16]), it follows that for A sufficiently large we have for some
c, c′ > 0
Pr(sup
n
sup
t∈I
|un(t)|s > A||w|∞ < δ) ≤ c exp(−c′(logA)2).
The second estimate of the lemma is proved similarly. ✷
Proof of Lemma 4.4 First let us denote by k(n) a sequence such that k(n) → 0 and
|Jnv − v|s′ ≤ k(n)|v|s′+1, s′ = s − 2, s − 1 for all v is in Hs′+1. Then we have that
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|un−u|s−2 ≤ |un−Jnu|s−2+k(n)|u|s−1. Hence, to prove the lemma, it suffices to prove
that for a given ǫ > 0, there is N ≥ 1 such that limδ→0 P (δ, n, A) = 0 where
P (δ, n, A) := Pr(sup
t∈I
|JNu(t)−uN(t)|s−2 > η, sup
n
sup
t
|un(t)|s ≤ A, sup
t∈I
|u(t)|s ≤ A||w|∞).
Let us set vn(t) = un(t)−Jnun(t). Then dvn(t) = a(t)vn(t) ◦ dw(t)+ [Jn, a(t)]u(t) ◦
dw(t) and by the Itoˆ formula
< vn(t), vn(t) >s−2 = |Jnu0 − u0|2s−2 + (< A(t)vn(t), vn(t) >s−2
+ 2Re < vn(t), [Jn, a(t)]vn(t)s−2w(t)
−
∫ t
0
(< L(t)vn(t), vn(t) >s−2 +X1(t))w(t) ◦ dw(t)
= |Jnu0 − u0|2s−2 + (< A(t)vn(t), vn(t) >s−2
+ 2Re < vn(t), [Jn, a(t)]vn(t)s−2)w(t)
−
∫ t
0
(< L(t)vn(t), vn(t) >s−2 w(t) ◦ dw(t)−
∫ t
0
X1(t)w(t)dt
− 1
2
∫ t
0
(X1(t) + w(t) < X1, w >t)dt.
Here
X1(t) = < A(t)[Jn, a(t)]u(t), vn(t) >s−2 + < A(t)vn(t), [Jn, a(t)]u(t) >s−2
+ 2Re(< a(t)vn(t) + [Jn, a(t)]u(t), [Jn, a(t)]u(t) >s−2
+ < vn(t), [Jn, a(t)]a(t)u(t) >s−2,
< X1, w >t = < On(t)(a(t)vn(t) + [Jn, a(t)]u(t)), u(t) >s−2 + < On(t)vn(t), vn(t) >s−2
+ 2Re[< a2(t)vn(t) + a(t)[Jn, a(t)]u(t), [Jn, a(t)]u(t) >s−2
+ < a(t)vn(t), [Jn, a(t)]a(t)u(t) >s−2
+ 2 < [Jn, a(t)]a(t)u(t), [Jn, a(t)]u(t) >s−2 + < a(t)vn(t)
+ [Jn, a(t)]u(t), [Jn, a(t)]a(t)u(t) >s−2
+ < [Jn, a(t)]
∗vn(t), a2(t)u(t) >s−2,
where we have set On(t) = A(t)[Jn, a(t)] + [Jn, a(t)]
∗A(t). Noting that for v ∈ Hs we
have : |[Jn, a(t)]v|s−2 ≤ C1k(n)|v|s (k(n)→ 0, it follows that
|X1(t)| ≤ C2k(n)(|vn(t)|s−2|u(t)|s + |vn(t)|s|u(t)|s−1
On the other hand | < X1, w >t | ≤ C3(|vn(t)|2s + |u(t)|2s. Therefore On the set
{supn supt∈I |un(t)|s ≤ A, supt∈I |u(t)|s ≤ A} we have
sup
t
|vn(t)|2s−2 ≤ k(n)A2 + C4(A)|w|∞ + C5(A)k(n)
+ sup
t∈I
|
∫ t
0
X1(τ)w(τ)dw(τ) +
∫ t
0
< L(t)vn(t), vn(t) >s−2 ◦dw(τ)|
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It follows that for n sufficiently large and δ sufficiently small (n ≥ N1, δ ≤ δ1) we have
P (n, δ, A) = Pr(sup
t∈I
|
∫ t
0
X1(τ)w(τ)dw(τ) +
∫ t
0
< L(t)vn(t), vn(t) >s−2 ◦dw(τ)| > η,
sup
n
sup
t∈I
|un(t)|s ≤ A, sup
t∈I
|u(t)|s ≤ A||w|∞ < δ)
≤ Pr(sup
t∈I
|
∫ t
0
X1(τ)w(τ)dw(τ)| > η/2, sup
n
sup
t∈I
|un(t)|s ≤ A, sup
t∈I
|u(t)|s ≤ A||w|∞ < δ)
+ Pr(sup
t∈I
|
∫ t
0
< L(t)vn(t), vn(t) >s−2 ◦dw(τ)| > η/2,
sup
n
sup
t∈I
|un(t)|s, sup
t∈I
|u(t)|s ≤ A||w|∞ < δ)
:= P1(δ, n, A) + P2(δ, n, A).
Using (4.24) and the fact that |X1(t)| ≤ k(n)C6(A) it follows that
P1(δ, n, A) ≤ C7 exp− 1
C26 (A)k(n)
2δ2
C8 exp−C9
δ2
Hence for large N , (N ≥ N2 ≥ N1) we have P1(δ, n, A) ≤ C10 exp (−C11/δ2), where
C10, C11 > 0 depend only on N2, A. This implies that for all n ≥ N2 we have
limδ→0 P1(δ, n, A) = 0. Now we shall show the same for P2(δ, n, A). Let
I(t) = 2
∫ t
0
< L(τ)vn(τ), vn(τ) >s−2 w(τ) ◦ dw(τ)
= < L(t)vn(t), vn(t) >s−2 w2(t)−
∫ t
0
X2(τ)w
2(τ)dw(τ)
− 1
2
∫ t
0
(< X2, w >τ w
2(τ) +X2(τ)w(τ))dτ
:= J1(t) + J2(t) + J3(t)
with
X2(t) = < M(t)vn(t), vn(t) >s−2 + < L(t)[Jn, a(t)]u(t), vn(t) >s−2
+ < L(t)vn(t), [Jn, a(t)]u(t) >s−2,
< X2, w >t = < M(t)(a(t)vn(t) + [Jn, a(t)]u(t)), vn(t) >s−2
+ < M(t)vn(t), a(t)vn(t) + [Jn, a(t)]u(t) >s−2
+ < L(t)[Jn, a(t)]a(t)u(t), vn(t) >s−2
+ < L(t)[Jn, a(t)]u(t), a(t)vn(t) + [Jn, a(t)]u(t) >s−2
+ < L(t)(a(t)vn(t) + [Jn, a(t)]u(t), [Jn, a(t)]u(t) >s−2
+ < L(t)vn(t), [Jn, a(t)]a(t)u(t) >s−2 .
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It follows that on the set {supn supt∈I |un(t)|s ≤ A, supt∈I |u(t)|s ≤ A}, we have
sup
t∈I
|J1(t) + J3(t)| ≤ C12(A)(|w|+ |w|2).
Hence, for δ sufficiently small, we have
P2(δ, n, A) = Pr(sup
t∈I
|J2(t)| > η, sup
n
sup
t∈I
|un(t)|s ≤ A||w|∞ < δ)
Then, since |X2(t)| is bounded on the set E(A), it follows from (4.24) and the
exponential inequality that
P2(δ, n, A) ≤ C13 exp(−C14
δ4
) exp(
C15
δ2
)
which implies that for all n, limδ→0 P2(δ, n, A) = 0. This completes the proof of lemma
4.4.
Proof of lemma 4.5 The proof of this lemma can be done exactly as in the finite-
dimensional case, see Ikeda-Watanabe [16].
4.3 Application to the random evolution operator
One of the main applications of Wong-Zakai type approximations in the case of a
stochastic differential equation is the construction of its stochastic flow of diffeomor-
phisms. In this paragraph we give a similar application which will be usefull in the next
section. For notational simplicity we still consider the case where b = 0, f = g = 0.
Let Uf(s, t)φ denotes the solution to the forward equation
(EF ) : u(t) = φ+
∫ t
s
aτ (x,D)u(τ) ◦ dw(τ), 0 ≤ s ≤ t ≤ T,
where φ ∈ Hs (we could also assume that φ is random and Fs-measurable). Now let
us consider the backward equation
(EB) : u(s) = φ−
∫ t
s
aτ (x,D)u(τ) ◦ dˆw(τ), 0 ≤ s ≤ t ≤ T,
where φ is in some Hs. For a fixed t ∈]0, T ] we denote by Fs,t the σ-field σ(w(τ) −
w(τ ′), s ≤ τ ′ ≤ τ ≤ t).
Proposition 4.5 (i) The equation (EB) admits a unique solution (u(s))0≤s≤t which is
Fs,t-adapted. We denote it by Ub(t, s)φ.
(ii) We have Ub(t, s)Uf (s, t) = Ub(t, s)Uf (s, t) = id, a.s.
36
Proof. (i) is proved exactly as in the case of forward equations. Also, the Wong-Zakai
approximations holds for backward equations.
(ii)Let us denote by Unf (s, t)φ and U
n
b (s, t)φ the solutions to the following equations
u(t) = φ+
∫ t
s
aτ (x,D)u(τ)w˙
n(τ)dτ,
u(s) = φ−
∫ t
s
aτ (x,D)u(τ)w˙
n(τ)dτ.
Then we have for all φ ∈ Hs :
Unb (t, s)U
n
f (s, t)φ = U
n
f (s, t)U
n
b (t, s)φ = φ.
Now the assertion (ii) follows from the approximation theorem of this section. ✷
5 Propagation of singularities
In this part we study the singularities of the solutions to Eq. (E) (in the scalar case)
at the wave front level. We prove a propagation of singularities result which is similar
to the deterministic case.
5.1 Random symbols and random pseudodifferential opera-
tors
For the purpose of the next section, we introduce a class of random symbols and random
pseudo-differenttial operators. By a random symbol we mean a symbol p(x, ξ, w) which
depends on a parameter w ∈ Ω and such that for each x, ξ ∈ IRd w 7→ p(x, ξ, w)
is measurable. We will denote by RSm the set of random symbols p(x, ξ, w) such
that for each α, β ≥ 1 there is a constant C(α, β, w) (measurable w.r.t w) such that
|DαξDβxa(x, ξ)| ≤ C(α, β, w)(1 + |ξ|)m−|α|.
Proposition 5.1 Let (p(t, x, ξ), t ∈ [0, T ]) be a family of random symbols such that
for each (x, ξ), p(t, x, ξ) is a semimartingale and that its martingale part is of the form∫ t
0
r(τ, x, ξ)dw(τ) with r ∈ RSm. We assume that the constants Cp(x, ξ, w), Cr(x, ξ, w)
corresponding to p and r satisfy E(Cp), E(cr) <∞. Then
q(t, x, ξ) :=
∫ t
0
p(τ, x, ξ) ◦ dw(τ)
(which is well defined) is a random symbole in Sm.
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Proof. First we shall show that q has a modification for which the derivativesDαξD
β
xq(t, x, ξ)
exist and
DαξD
β
x
∫ t
0
p(τ, x, ξ) ◦ dw(τ) =
∫ t
0
DαξD
β
xp(τ, x, ξ) ◦ dw(τ)
Since this assertion is of local character (in x and ξ) we may suppose all the derivatives
DαξD
β
xp are bounded and then ho¨lder continuous. Thus we can apply theorem 1.2 of
Kunita [20] which gives the result. Also, we have
DαξD
β
xq(t, x, ξ) =
∫ 1
0
DαξD
β
xp(τ, x, ξ)dw(τ) +
1
2
∫ t
0
DαξD
β
x < p(., x, ξ), w(.) >τ dτ.
But < p(., x, ξ), w(.) >τ= r(t, x, ξ); hence using the assumptions of the proposition and
martingale inequality we see that E|DαξDβxq(t, x, ξ)| ≤ C(1+ |ξ|)m−|α| which completes
the proof. ✷
Lemma 5.1 Let p(t, x, ξ) be a random symbol satisfying the assumptions of the above
proposition and v ∈M2(I,Hs). Define u(t) = ∫ t
0
v(τ) ◦ dw(τ). Then
q(t, x,D)u(t) =
∫ t
0
p(τ, x,D)u(τ) ◦ dw(τ) +
∫ t
0
q(τ, x,D)v(τ) ◦ dw(τ). (5.25)
Proof. Suppose first that v(t) ∈ S a.s. for all t. Then a stochastic Fubini theorem
(see, e.g., [8]) yields:
uˆ(t, ξ) =
∫ t
0
vˆ(τ, ξ) ◦ dw(τ).
where uˆ(t, .) means the Fourier transform of u(t, .) (w.r.t. x), and
q(t, x,D)u(t) =
∫
IRd
q(τ, x, ξ)[
∫ τ
0
vˆ(θ, ξ) ◦ dw(θ)]eix.ξdξ.
But the Itoˆ formula gives
q(τ, x, ξ)
∫ τ
0
vˆ(θ, ξ) ◦ dw(θ) =
∫ τ
0
q(τ, x, ξ)vˆ(θ, ξ) ◦ dw(θ) +
∫ τ
0
p(τ, x, ξ)uˆ(θ, ξ) ◦ dw(θ).
Using again a stochastic Fubini theorem we deduce that (5.25) holds for v(t) ∈ S. The
case where v ∈M2(I,Hs) follows by a density argument. ✷
Proposition 5.2 Let a1(t, x, ξ), t ∈ [0, T ] be a bounded family in S1 and consider the
stochastic equations
(C) :


dx(t) =
∂a1
∂ξ
(t, x(t), ξ(t)) ◦ dw(t)
dξ(t) = −∂a
1
∂x
(t, x(t), ξ(t)) ◦ dw(t)
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with x(0) = x0, ξ(0) = ξ0. Then (C) has a global solution defined on [0, T ]. Fur-
thermore, if we denote φt(x0, ξ0) = (x(t), ξ(t)) the stochastic flow of diffeomorphisms
associated to (C) and (x¯(t), ξ¯(t)) = φ−1t (x0, ξ0), then we have
E|DαξDβxx(t, x0, ξ0)|+ E|DαξDβx x¯(t, x0, ξ0)| ≤ C(α, β)(1 + |ξ0|)−α,
E|DαξDβxξ(t, x0, ξ0)|+ E|DαξDβx ξ¯(t, x0, ξ0)| ≤ C(α, β)(1 + |ξ0|)1−α.
Proof.
• Let X(t) = (x(t), ξ(t)). If we write (C) in the form dX(t) = f(X(t)) ◦ dw(t), then
using the assumptions on a1, we have that f is locally Lipshitz and has at most a linear
growth as x, ξ →∞. By standard results on SDEs, (C) has a global solution.
• Now we will sketch the proof of the estimates concerning E|DαξDβxx(t, x0, ξ0)| and
E|DαξDβxx(t, x0, ξ0)|. This will be done by induction on α, β. For simplicity we consider
only the quantities E|Dαξ x(t, x0, ξ0)|, E|Dαξ x(t, x0, ξ0)| (the proof is similar if we take
into acount the derivatives w.r.t. x). For α = 1, we write first x(t) := x(t, x0, ξ0), ξ(t) =
ξ(t, x0, ξ0) in the Itoˆ form and use theorem 1.1 in Kunita [20],
Dξx(t) =
∫ t
0
[DxDξa(τ)Dξx(τ) +D
2
ξD(τ)Dξξ(τ)]dw(τ)
+
1
2
∫ t
0
[DξD
2
xa(τ)Dξa(τ) + (DξD
2
xa(τ))
2
− D2ξDxa(τ)Dxa(τ)−D2ξD2xa(τ)]Dxx(τ)dτ
+
1
2
∫ t
0
[D2ξDxa(τ)Dξa(τ) +DξDxa(τ)D
2
ξa(τ)
− D3ξa(τ)Dxa(τ)−D2ξDxDξa(τ)]Dξξ(τ)dτ,
Dξξ(t) = 1−
∫ t
0
[D2xa(τ)Dξx(τ) +DxDξa(τ)Dξξ(τ)]dw(τ)
− 1
2
∫ t
0
[DξD
3
xa(τ)Dξa(τ) +D
2
xa(τ)DxDξa(τ)
− DξD2xa(τ)Dxa(τ)−DξDxa(τ)D2xa(τ)]Dξx(τ)dτ
− 1
2
∫ t
0
[D2ξD
2
xa(τ)Dξa(τ) +D
2
xa(τ)D
2
ξa(τ)
− D2ξDxa(τ)Dxa(τ)− (DξDxa(τ))2]Dξξ(τ)dτ.
Using the estimates of DαξD
β
xa(t), martingale and Schwarz inequalities, it follows from
the above equations that
φ(t) ≤ C
∫ t
0
(φ(τ) + (1 + |ξ|)−2ψ(τ))dτ, (5.26)
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ψ(t) ≤ C
∫ t
0
(ψ(τ) + (1 + |ξ|)2φ(τ))dτ, (5.27)
where φ(t) := E supτ≤t |Dξx(τ)|2 and ψ(t) := E supτ≤t |Dξξ(τ)|2. By the Gronwall
lemma we get φ(t) ≤ C(1 + |ξ|)−2ψ(t) and ψ(t) ≤ C(1 + |ξ|)2φ(t). Now, using the
estimate on φ(t) and eq. (5.27) again, it follows by the Gronwall lemma that ψ(t) ≤ C.
This last estimate used in eq. (5.26) gives ψ(t) ≤ C(1 + |ξ|)2. This proves that
E|Dξx(t)| ≤ (1 + |ξ|)−1, E|Dξξ(t)| ≤ (1 + |ξ|)0.
Next, let α ≥ 2 and suppose that for each γ ≤ α we have E|Dγξx(t)| ≤ (1 +
|ξ|)−γ, E|Dγξ ξ(t)| ≤ (1 + |ξ|)1−γ. Then we can write
Dα+1ξ x(t) =
∫ t
0
[DxDξa(τ)D
α+1
ξ x(τ) +D
2
ξD(τ)D
α+1
ξ ξ(τ)]dw(τ)
+
1
2
∫ t
0
[DξD
2
xa(τ)Dξa(τ) + (DξD
2
xa(τ))
2
− D2ξDxa(τ)Dxa(τ)−D2ξD2xa(τ)]Dα+1x x(τ)dτ
+
1
2
∫ t
0
[D2ξDxa(τ)Dξa(τ) +DξDxa(τ)D
2
ξa(τ)
− D3ξa(τ)Dxa(τ)−D2ξDxDξa(τ)]Dα+1ξ ξ(τ)dτ
+
∫ t
0
k1(τ)dw(τ) +
∫ t
0
k2(τ)dτ,
Dα+1ξ ξ(t) = −
∫ t
0
[D2xa(τ)D
α+1
ξ x(τ) +DxDξa(τ)D
α+1
ξ ξ(τ)]dw(τ)
− 1
2
∫ t
0
[DξD
3
xa(τ)Dξa(τ) +D
2
xa(τ)DxDξa(τ)
− DξD2xa(τ)Dxa(τ)−DξDxa(τ)D2xa(τ)]Dα+1ξ x(τ)dτ
− 1
2
∫ t
0
[D2ξD
2
xa(τ)Dξa(τ) +D
2
xa(τ)D
2
ξa(τ)
− D2ξDxa(τ)Dxa(τ)− (DξDxa(τ))2]Dα+1ξ ξ(τ)dτ
+
∫ t
0
k1(τ)dw(τ) +
∫ t
0
k2(τ)dτ,
where hi, ki satisfie E|ki(τ)|2 ≤ (1 + |ξ|)−α−1, E|hi(τ)|2 ≤ (1 + |ξ|)−α. Now using the
same arguments as for α = 1 we get that E|Dα+1ξ x(t)| ≤ (1 + |ξ|)−α−1, E|Dαξ ξ(t)| ≤
(1 + |ξ|)−α.
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• Now we will show how to get the estimates for E|Dαξ x¯(t)|, E|Dαξ ξ¯(t)|. Let us rewrite
Eq. (C) as dX(t) = f(t, X(t)) ◦ dw(t) and consider the associated flow of diffeomor-
phisms φs,t(Y ) which satisfy
φs,t(Y ) = Y −
∫ t
s
f(τ, φ−1s,τ(Y )) ◦ dˆw(τ).
Then, by Kunita [[21], Theorem 7.3], the inverse map φ−1s,t satisfy the backward Stratonovich
equation
φ−1s,t (Y ) = Y +
∫ t
s
f(r, φr,t(Y )) ◦ dw(r).
Hence, by the same arguments as above, one can prove that E|Dαξ x¯s,t|, E|Dαξ ξ¯s,t| satisfy
the estimates of the proposition, where (x¯s,t, ξ¯s,t) := φ
−1
s,t for each 0 ≤ s ≤ t ≤ T , which
completes the proof because (x¯(t), ξ¯(t)) = φ−10,t . ✷
Corollary 5.3 Let q(x, ξ) ∈ Sm and φt be the flow associated to (C). Then pt(x, ξ) :=
q(φt(x, ξ)), lt(x, ξ) = q(φ
−1
t (x, ξ)) define a family of random symbols in RS
m.
5.2 Main result
Let u ∈ D′(IRd). We denote byWF (u) ⊂ IRd×IRd the wave front set of the distribution
u defined by : (x0, ξ0) /∈ WF (u) if there is a φ ∈ C∞0 (IRd) with φ ≡ 1 near x0 such that
φˆu(ξ) is rapidly decreasing as |ξ| → ∞ in an open cone Γ containing ξ0. Equivalently,
we have the following characterization : WF (u) = ∩{Char(p) : p(x,D)u ∈ C∞, p ∈
S0ph}, where S0ph is the set of symbols in S0 such that p(x, ξ) ∼
∑∞
i=0 pj(x, ξ) with
pj(x, ξ) homogeneous of degree −j in ξ for |ξ| > 1 and Char(p) = {(x, ξ) : p0(x, ξ) =
0}. This means that (x, ξ) /∈ WF (u) iif we can find p ∈ S0ph with p0(x, ξ) 6= 0, p
vanishes outside some conic neighborhood of (x, ξ) and p(x,D) ∈ C∞0 .
Now let us consider the stochatic equation :
du(t) = ia(t, x,D)u(t) ◦ dw(t) + ib(t, x,D)u(t)dt, u(0) = u0. (5.28)
In this section we suppose that a(t, x, ξ), b(t, x, ξ) satisfy the following additional con-
dition:
(v) The principal symbols of at, bt are real and
a(t, x, ξ) ∼
∞∑
i=0
aj(t, x, ξ), b(t, x, ξ) ∼
∞∑
i=0
bj(t, x, ξ),
with aj(t, x, ξ), bj(t, x, ξ) homogeneous in ξ of degree −j. We are interested in the
relationship beteween the singularities of u(t, .) and those of u0. In the determistic
41
case (a = 0) the singularities of u(t, .) propagates along the bicharacteristic curves of
b i.e. the integral curves of the Hamilton vector field
Hb0 =
∂b1
∂ξi
∂
∂xi
− ∂b1
∂xi
∂
∂ξi
.
See Ho¨rmander[15], Taylor[35], Rauch[33]. In the stochastic case we have a similar
result:
Theorem 5.4 Let u0 ∈ Hs and u ∈ Ms2 (I,Hs) be the solution to (5.28). Then
WF (u(t, .)) = Φt(WF (u0)) where the transformation Φt(x0, ξ0) = (xt, ξt) is given by
dx(t) =
∂a1
∂ξi
(t, x(t), ξ(t))
∂
∂xi
◦ dw(t) + ∂b1
∂ξi
(t, x(t), ξ(t))
∂
∂xi
dt,
dξ(t) = −∂a1
∂xi
(t, x(t), ξ(t))
∂
∂ξi
◦ dw(t)− ∂b1
∂xi
(t, x(t), ξ(t))
∂
∂ξi
dt
with x(0) = x0, ξ(0) = ξ0 and a1, b1 are the principal symbols of a and b.
Proof. The proof is an adptation of that given in Ho¨rmander[15]. To simplify the
notations we suppose that b ≡ 0. Let (x0, ξ0) /∈ WF (u0). Then there is a symbol
q ∼∑∞0 qj ∈ S0ph with q0(x0, ξ0) 6= 0 and q(x,D)u0 ∈ C∞0 .
Now let p(t, x, ξ) be a random symbol in RS0 which satisfies the conditions of the
proposition 5.1 and define q(t, x, ξ) = q(x, ξ) +
∫ t
0
p(τ, x, ξ) ◦ dw(τ). Then by lemma
5.1 we have
q(t)u(t)− q(0)u0 =
∫ t
0
p(τ)u(τ) ◦ dw(τ) +
∫ t
0
q(τ)a(τ)u(τ) ◦ dw(τ)
=
∫ t
0
a(τ)q(τ)u(τ) ◦ dw(τ)
+
∫ t
0
q(p(τ) + [q, a](τ))u(τ) ◦ dw(τ).
We shall choose p such that a.s. c(t, x, ξ) := p(t, x, ξ) + [q, a](t, x, ξ) ∈ S−∞. The
principal symbol of c(t, x, ξ) (order 0) is
c0(t, x, ξ) = p0(t, x, ξ) +Ha0q0(t, x, ξ),
where Ha0 = (∂a0/∂x)∂/∂ξ − (∂a0/∂ξ)∂/∂x, and the symbols of order −j, j ≥ 1 can
be written as
cj(t, x, ξ) = pj(t, x, ξ) +Ha0qj(t, x, ξ) + rj(t, x, ξ),
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where the symbols rj(t, x, ξ) are determined by q0, ..., qj−1. Let us remark that the
condition cj(t, x, ξ) = 0 for all t is equivalent to
∫ t
0
cj(τ, x, ξ) ◦ dw(τ) = 0 for all t.
Thus, we have to determine the (qj) which satisfy
dq0(t, x, ξ) = −Ha1q0(t, x, ξ) ◦ dw(t), (5.29)
dqj(t, x, ξ) = −Ha1qj(t, x, ξ) ◦ dw(t) + rj(t, x, ξ) ◦ dw(t). (5.30)
The stochastic characteristic equations associated to (5.29) are Eq. (C), which admit
a global solution by proposition 5.2. Hence By Kunita [20], the equation (5.29) has a
global solution which is given by q0(t, x, ξ) = q0(Φ
−1
t (x, ξ)). By the same arguments
(5.30) has a global solution given by
qj(t, x, ξ) = qj((Φ
−1
t (x, ξ)) +
∫ t
0
Rj(Φτ ◦ Φ−1t (x, ξ)) ◦ dw(τ).
Now let qj(t, x, ξ) be given by the above formulas. By corolary 5.3 these quantities
form random symbols in RSj. We see a posteriori that they verify the conditions of
proposition 5.1. Indeed, for example the martingale part m0(t, x, ξ) of p0 is given by
m0(t, x, ξ) =
∂a1
∂x
∂q0
∂ξ
(t, x, ξ) +
∂a1
∂ξ
∂q0
∂x
(t, x, ξ)
=
∫ t
0
[
∂a1
∂x
∂p0
∂ξ
(τ, x, ξ) +
∂a1
∂ξ
∂p0
∂x
(τ, x, ξ)] ◦ dw(τ).
On the other hand, by the assumption on a, one can see easily that the qj constructed
are homogeneous of degree −j. With this choice of q we have
q(t)u(t)− q(0)u0 =
∫ t
0
a(τ)q(τ)u(τ) ◦ dw(τ) +
∫ t
0
c(τ)u(τ) ◦ dw(τ),
with c(τ) ∈ S−∞ for all τ , which implies that q(t, x,D)u(t) ∈ Hs a.s. for all s
by theorem 2.1. To summarize, given (x0, ξ0) /∈ WF (u0) and q(x, ξ) ∈ S0ph with
q0(x0, ξ0) 6= 0 and q(x,D)u0 ∈ C∞0 , we have constructed a symbole q(t, x, ξ) ∈ S0ph
such that q(t, x,D)u(t) ∈ C∞0 and q0(t,Φt(x0, ξ0)) = q0(x0, ξ0) 6= 0 which implies that
Φt(x0, ξ0) /∈ WF (u(t, .)) and WF (u(t, .)) ⊂ Φt(WF (u0)). To prove the converse, let
t ∈]0, T ] be fixed and let us denote by Ub(t, s)φ, s ∈ [0, t] the solution of the backward
equation
u(s) = φ−
∫ t
s
aτ (x,D)u(τ) ◦ dˆw(τ).
By proposition 4.5 we have Ub(t, 0)u(t) = u0 a.s. On the other hand, given a symbole
q(t) = q(t, x, ξ) one can construct a family of random symbols qˆ(τ), 0 ≤ τ ≤ t such
that
qˆ(t)φ− qˆ(s)u(s)−
∫ t
s
a(τ)qˆ(τ)u(τ) ◦ dˆw(τ) =
∫ t
s
c(τ)u(τ) ◦ dˆw(τ),
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with c(τ) ∈ S−∞. This can be done as above by using backward equations. From
this we conclude in the same way that for each (deterministic) φ in some Hs we
have WF (U(t, 0)φ) ⊂ Φ−t(WF (φ)) for almost all ω. Now let ω be given and fix
φ = u(t, ω) in someHs, then we haveWF (u0) =WF (U(t, 0, ω)φ) ⊂ Φ−tWF ((u(t, ω)))
i.e. Φt(WF (u0)) ⊂WF (u(t, ω)). ✷
Remark : The case of differential operators. We shall consider the case where
at(x,D), bt(x,D) are differential operators to obtain simply a “majorization” of the
wave front set of the solution to (E) as in the deterministic case. For notational
convenience we only consider the equation
du(t) = α(t, x)
∂u
∂x
◦ dw(t) + β(t, x)∂u
∂x
dt, u(0) = u0,
whose solution is u(t, x) = u0(φ
−1
t (x)) where φt(x) is the stochastic flow associated to
the eq. dX(t) = α(t, X(t)) ◦ dw(t) + β(t, X(t)dt.
Then for each w, u(t, x) can be written as a Fourier integral distribution
u(t, x) = Ktu0(x) :=< Kt(x, .), u0(.) >,
with
Kt(x, y) = (2π)
−n
∫
ei(φ
−1
t
(x)−y)ξdξ.
It is known that the singularities of Ktu0 are given by
WF (Ktu0) = WF
′(Kt) ◦WF (u0)
:= {(x, ξ) : ∃(y, η) ∈ WF (u0) : (x, y, ξ, η) ∈ WF (Kt)}.
On the other hand the wave front set of an oscilatory integral of the form I(x) =∫
a(x, ξ) exp(iφ(x, ξ))dξ satisfiesWF (I) ⊂ {(y, η) : ∂φ/∂ξ(y, η) = 0, η = ∂φ/∂x(y, η)}.
Hence
WF (Kt) ⊂ {(x, φ−1t (x), ∂xφ−1t .ξ,−ξ), (x, ξ) ∈ (IRd)2}.
From this it follows easily that WF (Ktu0) ⊂ {(x(t), ξ(t)) = (φt(x), ∂xφ−1t (x)ξ) :
(x, ξ) ∈ WF (u0)}. Now we can verify that the above curves (x(t), ξ(t)) are the so-
lutions to the stochastic bicharateristic equations of the theorem. Indeed we have
dx(t) = dφt(x) = dx(t) = −∂a1
∂ξ
(t, x(t), ξ(t)) ◦ dw(t)− ∂b1
∂ξ
(t, x(t), ξ(t))dt
since in this case ia(t, x, ξ) = −iξα(t, x), ib(t, x, ξ) = −iξβ(t, x). On the other hand,
Zt := ∂xφt(x)
−1 satisfies (see, e.g. [21], [16]):
dZ(t) = Z(t)∂xα(t, x(t)) ◦ dw(t)− Z(t)∂xβ(t, x(t))dt.
From this we deduce that ξ(t) = ∂xφt(x)
−1η verifies the bicharacteristic equation of
the theorem.
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6 On the regularity of laws of the solutions
In this section we consider the equation
u(t) = u0 +
∫ t
0
aτ (x,D)u(τ) ◦ dw(τ) +
∫ t
0
bτ (x,D)u(τ)dτ, (6.31)
in the scalar case, where u0 ∈ Hs(IRd) and at(x,D), bt(x,D) are smooth and bounded
families of pseudodifferential operators in OPS1 such that their principal symbols are
imaginary. By the theorem of section 2 there is a unique solution to (6.31) inM2(I,Hs).
We shall assume that s > d/2 so that x 7→ u(t, x) is continuous for each t. Then we are
interested in the regularity of the law of the random variable u(t, x) for a given (t, x).
Similar problems of regularity of laws have been studied for other classes of stochastic
partial diferrential equations of parabolic type in the case on one parameter driven
white noise such as the Zakai equation of nonlinear filtering. On the other hand the
same problems have been addressed for parabolic and hyperbolic equations in the case
of sapce-time noise (and one space dimension). See Nualart [28] for references.
We recall now some definitions and notations of the Mallivain calculus. Let X be
a Hilbert space. We denote by S(X) the set of “simple” X-valued random variables
F of the form
F (w) = f(w(t1), . . . , w(t2)), 0 ≥ t1 < . . . < tn ≤ T,
where f : IRn −→ X is smooth. We denote by H the Cameron-Martin space i.e.
H := {h ∈ H1(IR) : h(0) = 0}. Given h ∈ H and F ∈ X , the derivative of F in the
direction h is defined by
DhF (w) :=
d
dǫ
|ǫ=0F (w + ǫh) =
n∑
i=1
∂if(w)h(ti).
The gradient of X-valued random variables is the operator D : S(X) −→ L2(Ω ×
[0, 1]×X) defined by
DθF :=
n∑
i=1
∂if(w)1θ≤ti,
so that
DhF =
∫ 1
0
DθF.h˙(θ)dθ, h ∈ H.
The operator D is closable in Lp(Ω, X), p ≥ 1 and ID1,2 will designate the domain of
its closure in L2(Ω×X) (still denoted by D). Now we recall the following criterion of
absolute continuity of laws (see [28]) :
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Proposition 6.1 Let F be a real valued random variable in ID1,2(IR). Assume that
‖DF‖L2([0,1]) > 0 a.s. (6.32)
then the law of F is absolutely continuous with respect to the Lebesgue measure.
Now we return to Equation (6.31). We first state the following
Proposition 6.2 Let u be the solution to Eq. (6.31). Then for each t ∈ I we have
u(t) ∈ ID1,2(Hs−2) with Dθu(t) = 0 if θ > t and
Dθu(t) = aθ(x,D)u(θ)+
∫ t
θ
aθ(x,D)Dθu(τ) ◦ dw(τ)+
∫ t
θ
bθ(x,D)Dθu(τ) ◦ dτ. (6.33)
In other words
Dθu(t) = U(θ, t)aθ(x,D)u(θ), (6.34)
where U(θ, t) is the stochastic evolution semigroup associated te Eq. (6.31).
Proof. For the sake of simplification, we suppose that b ≡ 0. Let ǫ > 0 and uǫ be the
solution to
uǫ(t) = u0 +
∫ t
0
aτ (x,D)Jǫu
ǫ(τ) ◦ dw(τ).
Since the operators at(x,D)Jǫ are bounded in H
s, it can be shown that uǫ(t) ∈
ID1,2(Hs) for t ∈ I and
Dθu
ǫ(t) = aθ(x,D)Jǫu
ǫ(θ) +
∫ t
θ
aθ(x,D)DθJǫu(τ) ◦ dw(τ).
The proof of these is exactly the same as for finite dimensional SDEs, see e.g. [28].
Next we shall show that Duǫ(t) is a Cauchy family in L2(Ω× I ×Hs−2). Before that,
we remark that
sup
0<ǫ<1
sup
θ∈I
E|Dθuǫ(t)|4s−1 < +∞, (6.35)
Indeed, for θ fixed we have
d|Dθuǫ(t)|2s−1 =< Aǫ(t)Dθuǫ(t), Dθuǫ(t) >s−1 dw(t) +
1
2
< Lǫ(t)Dθu
ǫ(t), Dθu
ǫ(t) >s−1,
where we have used the notation of section 2. Hence
E|Dθuǫ(t)|4s−1 ≤ C(E|uǫ(θ)|4s +
∫ τ
0
E|Dθuǫ(τ)|4s−1dτ
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which implies (6.35). Now to show that Duǫ(t) is a Cauchy family, we have to estimate
vǫ,ǫ′
θ(t) := Dθu
ǫ(t)−Dθuǫ′(t) which satisfies
dvǫ,ǫ′
θ(t) = aτ (x,D)Jǫvǫ,ǫ′(t) ◦ dw(t) + aτ (x,D)(Jǫ − Jǫ′)Dθuǫ′(t) ◦ dw(t).
To do this we use (6.35) and the same calculations as in 2.2.2 (b). We omit the
details. Now we have that u(t) ∈ ID1,2(Hs−2) and Du(t) is the limit of Duǫ(t) in
L2(Ω × I × Hs−2). The fact that Dθu(t) satisfies (6.33) for 0 ≤ θ ≤ t can be proved
easily by showing that E supt∈I |Dθuǫ(t) − vθ(t)|2s−2 → 0 as ǫ → 0; here vθ(t) is the
solution to dvθ(t) = at(x,D)vθ(t) ◦ dw(t) for t ≥ θ and vθ(θ) = aθ(x,D)u(θ). ✷
Remark 6.3 We also see that For h ∈ H , Dhu(t) satisfies
Dhu(t) =
∫ t
0
aτ (x,D)Dhu(τ) ◦ dw(τ) +
∫ t
0
aτ (x,D)u(τ)h˙(τ)dτ
From this equation, we deduce (“Duhamel’s principle”) an equivalent form of (6.34)
Dhu(t) =
∫ t
0
U(τ, t)aτ (x,D)u(τ)h˙(τ)dτ.
We return now to the absolute continuity of the law of u(t, x) for a given (t, x). We
assume from now on that s−1 > d/2. This implies that u(t, x) ∈ ID1,2(IR). To see this,
note that if s > d/2 then uǫ(t, x) ∈ D1,2(IR) and (6.33) can be written ‘pointwise’. This
is done as in the finite dimensional case; indeed it suffices to estimate the pointwise
norms by Sobolev norms. Now assuming that s− 1 > d/2 we get from (6.35) that
sup
θ
sup
ǫ
E|Dθuǫ(t, x)|4 ≤ C sup
θ
sup
ǫ
E|Dθuǫ(t)|4s <∞. (6.36)
Since uǫ(t, x)→ u(t, x) in L2(Ω), we deduce from (6.36) that u(t) ∈ ID1,2(IR), by using
e.g. lemma 1.2.3 in Nualart [28]. Furthermore, from (6.33) we deduce that
Dθu(t, x) = (U(θ, t)aθ(x,D)u(θ))(x), 0 ≤ θ ≤ t.
Using Proposition 6.1 we see that a sufficent condition for the law of u(t, x) to be
absolutely continuous w.r.t. the Lebesgue measure is∫ t
0
|(U(θ, t)aθ(x,D)u(θ))(x)|2dθ > 0, a.s. (6.37)
Since we know that U(τ, t) : Hs −→ Hs is continous for almost all w we deduce
that θ 7→ U(θ, t)aθ(x,D)u(θ) is continuous (w.r.t. the norm |.|Hs−1) and then θ 7→
(U(θ, t)aθ(x,D)u(θ))(x) is continuous a.s. Hence a sufficent condition to have (6.37) is
|U(t, t)at(x,D)u(t)(x)| := |at(x,D)u(t)(x)| > 0 a.s.
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or
|U(0, t)a0(x,D)u0(x)| > 0 a.s.
To go further, let us see the particular case of differential operators : at(x,D) :=
ai(t, x)∂/∂xi, b(x,D) := bi(t, x)∂/∂xi for which U(0, t)v(x) is given by Eq. (2.6).
Hence, a sufficent condition for (6.37) to hold is that
a0(x,D)u0(x) 6= 0 for all x.
In fact, to deduce this last condition we have used the strict positivity of the semi-
group U(0, t) in the case of differential operator i.e. U(0, t)φ(x) > 0 for all x whenever
φ is continuous and φ(x) > 0 for all x. Now the remaining question is whether the
semigroup U(0, t) is “strictly positive” when a(x,D) is a pseudodifferential operator.
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