Introduction
In the famous mirror symmetry paper [5] , the authors described a duality of Calabi-Yau 3-folds that exchanges the A-model with the B-model. The A-model contains information such as Kähler structure and Gromov-Witten invariants while the B-model contains information such as complex structures and periods integrals. However, this picture is not complete since the complex moduli usually has a nontrivial topology while the Kähler moduli does not. Consider the quintic 3-fold as an example. The mirror is a family of quintic 3-folds
quotient by (Z/5Z) 3 , with ψ ∈ P 1 . This new family contain special limits ψ = 0, ∞ and fifth roots of unity, which are referred to as the Gepner point, the large complex structure limit point and the conifold limits. The mirror theorem asserts that the contractible Kähler moduli of quintic 3-fold is mirror to a neighborhood of the large complex structure limit [19] , [27] .
On the other hand, it is implicit in physics that we should study the entire complex moduli and all the special limits. This global point of view leads to BCOVholomorphic anomaly equation [3] and recent spectacular physics predictions of the Gromov-Witten invariants of quintic 3-fold up to genus 52 [23] .
Landau-Ginzburg phases are introduced as part of the global picture, to describe the neighborhood of the Gepner point, or its mirror. Recently, a candidate of Landau-Ginzburg A-model has been constructed by Fan, Jarvis and Ruan based on a proposal of Witten [15] , [16] . It is now called the Fan-Jarvis-Ruan-Witten theory (FJRW theory). It is a Gromov-Witten type theory which counts solutions of Witten equations. Based on this construction, Ruan proposed a mathematical formulation of Landau-Ginzburg/Calabi-Yau (LG/CY) correspondence [33] . This connects the FJRW theory and Gromov-Witten theory for a pair of same initial data. In [9] , Chiodo and Ruan addressed the idea of global mirror symmetry to build a bridge for LG/CY correspondence. In short, in this picture, the FJRW theory is formulated as the mirror theory for the Gepner point. The polynomial W is called non-degenerate if: (1) W has isolated critical point at the origin; (2) the choice of all q i ∈ (0, 1 2 ] is unique. Let W(x) be a quasihomogeneous non-degenerate polynomial, will be defined in Section 3. For an invertible polynomial W, its transpose W T is the unique invertible polynomial such that E W T = (E W )
W(x) =
T , where (E W ) T is the transpose matrix of E W . The role of the transpose W T in mirror symmetry was first studied in [4] by Berglund and Hübsch. Later, Krawitz introduced a mirror group G T [24] . Now a pair (W T , G T ) is referred to as the Berglund-Hübsch-Krawitz mirror (BHK mirror) of a pair (W, G).
In order to describe the analytic continuation in the LG/CY correspondence for the pair (W, G), Chiodo and Ruan [9] addressed the idea of global mirror symmetry. They proposed to consider a global LG B-model for the BHK mirror (W T , G T ). Such a global moduli contains a Gepner point and a large complex structure limit point. Then the FJRW theory is formulated as the mirror theory for the Gepner point, and the GW theory is formulated as the mirror theory for the large complex structure limit point. The LG/CY correspondence is obtained by connecting the Gepner point and the large complex structure limit point on the global moduli. This works extremely well for G = G W . In this case, the mirror group G T is the trivial group and the Saito-Givental theory of W T is expected to be the right object of the global LG B-model. If G G W , a global Calabi-Yau B-model [10] , [8] is used to replace the LG B-model for the genus zero theory. However, a mathematical theory for the higher genus of such a global B-model is still not available. On the other hand, Costello and Li have a different approach to construct a higher genus on the special limits for both CY B-model and LG B-model [12] , [26] .
Special limits in Saito-Givental theory.
In this paper, we will study the special limits (see Definition 1.1 below) in the Saito-Givental theory of a one-parameter family deformation of an invertible simple elliptic singularities (ISES for brevity) and their geometric mirrors. All ISESs are listed in Table 1 . They are classified into three different types E deformation space S of W [34] . Using Givental's higher-genus reconstruction formalism [20] , [21] , we define the total ancestor potential A SG W (s) for every semisimple point s ∈ S. Details of the Saito-Givental theory will be introduced in Section 2.
Let φ −1 be a weighted-homogeneous monomial of degree 1 that represents a nonzero element in the Jacobi algebra Q W of W. Following the terminology in the physics literature we refer to φ −1 and to the corresponding deformations W σ = W + σφ −1 respectively as a marginal monomial and a marginal deformation. The space of marginal deformations Σ consists of all σ ∈ C, s.t., the polynomial W σ (X) has an isolated critical point at X = 0. A miniversal deformation of W can be constructed in such a way that S = Σ × C µ−1 . In the settings of singularity theory A SG W (s) extends analytically for all s ∈ S (see [11, 25, 30] for the case of simpleelliptic singularity and [29] for the general case). Hence, there is a unique limit
The space of marginal deformations Σ is a punctured plane, i.e., Σ = C\{p 1 , . . . , p l }. An element diag(λ 1 , · · · , λ n ) ∈ G W acts on Σ by σ → N i=1 λ i σ. We say that σ ∈ Σ is an orbifold point if it has a non-trivial stabilizer in Z := G W /(SL N (C) ∩ G W ). Follow Remark 4.2.5 in Chiodo-Ruan [9] , Z is a cyclic group and only σ = 0 is an orbifold point. Definition 1.1. We call σ ∈ Σ ∪ {∞} a special limit point if it is a puncture σ = p i , an orbifold point, or σ = ∞. is the total ancestor potential of X.
In the physics literature, the FJRW-points are known as Gepner points, while the GW-points are also known as large complex structure limit points. Let E σ be the elliptic curve in P 2 (c 1 , c 2 , c 3 ), defined by W σ = 0. Let j(σ) be the j-invariant of E σ and µ be the Milnor number of W. Based on the calculations in [30, 25] , we propose the following conjecture to understand the mirror symmetry and to classify the special limit points for invertible simple elliptic singularities. Tables 6, 7, or 8,  
The isomorphism class of σ = 0 as a FJRW point is determined by (µ, j(σ)), with µ = 8, 9, 10, j(σ) = 0 or 1728.
Note that in Theorem 1.3 we have excluded some of the polynomials appearing in Table 1 . This is because we do not know how to compute all the FJRW invariants for them(see Section 3.3).
Remark 1.4. Part a) of Theorem 1.3 is a particular case of the so called
LG-LG mirror symmetry [9] . In the terminology of Chiodo-Ruan, the pair (W, {1}) is called the BHK-mirror of (W T , G W T ).
Our next main result is the following.
Theorem 1.5. Conjecture 1.1 is true for the ISESs of Fermat type.
A complete answer to Conjecture 1.1 for all special limits σ 0 of all ISESs can be achieved in a similar fashion. However, our approach works on a case by case basis. Verifying the conjecture in the remaining cases is a work in progress [28] . It will be nice if one can find a more conceptual prove of Conjecture 1.1 that does not rely on the explicit form of the polynomial W.
Remark 1.6. A corollary of Theorem 1.5 is that in the case of Fermat E
(1,1) 8
, the special limit point σ = ∞ is a FJRW-point and all other special limit points σ 0 are GW-points. This is another surprising result. Usually in a one-parameter Bmodel family [13] , the point σ = ∞ is expected to be a GW-point.
As a corollary, we get various correspondences of LG/LG-type or of LG/CY-type. In [23] , the authors use a certain gap condition at the conifold points and regularity at Gepner points to compute the GW invariants of the quintic 3-fold up to genus 52. In our case, it is much nicer since Theorem 1.5 implies the following corollary. Using the global B-model and mirror symmetry, Milanov-Ruan [30] proved that the GW invariants of any genus of the orbifolds P 1 3,3,3 ,P 1 4,4,2 and P 1 6,3,2 are quasimodular forms for some modular group Γ(W). We will compute Γ(W) for the Fermat polynomials W of type E (1, 1) µ−2 , µ = 9, 10 in a subsequent paper [32] . It would be interesting to see whether this helps to express the higher genus GW invariants explicitly in closed forms, as polynomials of ring generators of quasi-modular forms.
1.3. Plan of the paper. The paper is organized as follows. In Section 2, we recall Givental's construction of the B-model Gromov-Witten type potential in the setting of Saito's theory of primitive forms. We also derive the Picard-Fuchs equations satisfied by the various period integrals. In Section 3, we discuss the two types of geometric theories: the Gromov-Witten theory of elliptic orbifold lines and the FJRW theory of simple elliptic singularities. We also recall the reconstruction theorem in both theories. In Sections 4, we establish the LG-LG mirror symmetry for σ = 0 (Theorem 1.3) by comparing the B-model constructed in Section 2 and the FJRW A-models constructed in Section 3. In Section 5, we establish the global mirror symmetry for Fermat polynomials by proving Theorem 1.5.
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Global B-model for simple elliptic singularities
Let W be an invertible polynomial from Table 1 . We would like to recall Saito's theory of primitive forms which yields a Frobenius structure on S. Following Givental's higher genus reconstruction formalism we will introduce the total ancestor potential of W. We also derive a system of hypergeometric equations that determines the restriction of the flat coordinates of the Frobenius manifold S to Σ.
Miniversal deformations.
In this paper, we are interested in invertible polynomials with 3 variables and the weights q i = 1/a i (1 ≤ i ≤ 3) for some positive integers a i satisfying the Calabi-Yau condition (a 1 , a 2 , a 3 ) = (3, 3, 3), (4, 4, 2) , and (6, 3, 2).
We denote the corresponding classes of invertible polynomials respectively by E (1,1) 6 , E (1,1) 7 , and E (1,1) 8 . Modulo permutation of the variables X i (1 ≤ i ≤ N) there are 13 types of invertible polynomials (see Table 1 ). We refer to these polynomials as invertible simple elliptic singularities. Let Q W be the Jacobian algebra of W,
Let us fix a set R of weighted homogeneous monomials
such that their projections in Q W form a basis. The dimension of Q W called the multiplicity of the critical point or Milnor number and it will be denoted by µ.
There is precisely one monomial of top degree, say
We fix a deformation of W of the following form:
where Σ ⊂ C is the set of all σ ∈ C such that W σ (x) has only isolated critical points. Such deformations do not change the multiplicity of the critical point at x = 0. The polynomials (2) are families of simple elliptic singularities of type E (1, 1) µ−2 (see [35] ). More generally, we consider a miniversal deformation (see e.g. [ 
It is convenient to adopt two notations for the deformation parameters. Namely, put
where the second equality is obtained by putting an order on the elements r ∈ R and enumerating them with the integers from −1 to µ − 2 in such a way that
The moduli space of miniversal deformations, i.e., the range of the parameters s r is then defined to be the affine space S = Σ × C µ−1 . Furthermore, each s r is assigned a degree so that F(s, x) is weighted-homogeneous of degree 1. Note that the parameter s m = σ has degree 0. Following the terminology in physics we call s m and φ m marginal. Note that W σ (x) is the restriction of F(s, x) to the subspace Σ of marginal deformations. Except for Fermat case, there is more than one choice of a marginal monomial. For example, X 1 X 2 X 3 , X 2.2. Saito's theory. Let C be the critical variety of the miniversal deformation F(s, x) (see (3)), i.e., the support of the sheaf
where X = S × C 3 . Let q : X → S be the projection on the first factor. The Kodaira-Spencer map (T S is the sheaf of holomorphic vector fields on S)
is an isomorphism, which implies that for any s ∈ S, the tangent space T s S is equipped with an associative commutative multiplication • s depending holomorphically on s ∈ S. If in addition we have a volume form ω = g(s, x)d 3 x, where 3 is the standard volume form, then q * O C (hence T S as well) is equipped with the residue pairing:
where y = (y 1 , y 2 , y 3 ) is a unimodular coordinate system for the volume form, i.e., ω = d 3 y, and Γ ǫ is a real 3-dimensional cycle supported on
where
Let d S be the de Rham differential on S. Put
The oscillatory integrals J A are by definition sections of the cotangent sheaf T * S . According to Saito's theory of primitive forms [34] , there exists a volume form ω such that the residue pairing is flat and the oscillatory integrals satisfy a system of differential equations, which have the form
in flat-homogeneous coordinates t = (t −1 , t 0 , . . . , t µ−2 ) and the multiplication is defined by identifying vectors and covectors via the residue pairing. Using the residue pairing, the flat structure, and the Kodaira-Spencer isomorphism we have:
Due to homogeneity, the integrals satisfy a differential equation:
where E is the Euler vector field
and Θ is the so-called Hodge grading operator
The compatibility of the system (8)- (9) implies that the residue pairing, the multiplication, and the Euler vector field give rise to a conformal Frobenius structure of conformal dimension 1. We refer to B. Dubrovin [14] for the definition and more details on Frobenius structures and to C. Hertling [22] or to Atsushi-Saito [36] for more details on constructing a Frobenius structure from a primitive form.
2.3. The primitive forms. The classification of primitive forms in general is a very difficult problem. In the case of simple elliptic singularities however, all primitive forms are known (see [34] ). They are given by
, where π A (σ) is the period (11) . As we will prove below, these periods are solutions to the hypergeometric equation (12) , so a primitive form may be equivalently fixed by fixing a solution to the differential equation that does not vanish on Σ. Note that since π A (σ) is multi-valued function, the corresponding Frobenius structure on S is multi-valued as well. In other words, the primitive form gives rise to a Frobenius structure on the universal cover S H × C µ−1 . The key to the primitive form is the Picard-Fuchs differential equation for the periods of the so-called elliptic curve at infinity
where c i = d/a i , 1 ≤ i ≤ 3 and d is the least common multiple of a 1 , a 2 , and a 3 . Note that E σ are the fibers of an elliptic fibration over CP 1 = C ∪ {∞} whose non-singular fibers are parametrized by Σ ⊂ C ⊂ CP 1 . Note that Res E σ Ω, where
is a Calabi-Yau form of the elliptic curve E σ . For every A ∈ H 1 (E σ ), we define
It is well known that the period integrals are solutions to a Fuchsian differential equation. In particular, we obtain the following lemma, Lemma 2.1. Let δ = σ∂/∂σ, the elliptic period (11) satisfies the Picard-Fuchs equation
If we put x = C σ l , γ = α + β, the equation (11) becomes a hypergeometric equation
We call (α, β, γ) the weights system of the hypergeometric equation. The explicit values are listed in Tables 2, 3 and 4 below.
In particular, Σ = C\{p 1 , . . . , p l }, where p i are the singularities of the PicardFuchs equation (12) . All the singular points are
For our purposes, We will give a proof of this lemma in Section 2.4 following the approach of S. Gährs (see [18] ). To find out α, β and γ, we will need the mirror weight q T i , which is the weight of X i in the BHK mirror W T and a charge vector The points s for which X s is singular form an analytic hypersurface in S called the discriminant. Its complement in S will be denoted by S ′ . We will be interested in the period integrals
3 , r = (r 1 , r 2 , r 3 ).
They are sections of the middle (or vanishing) cohomology bundle on S ′ formed by H 2 (X s , C). Slightly abusing the notation, we denote the restriction to s −1 = σ,
. Following the idea of [18] , we first obtain a GKZ (Gelfand-Kapranov-Zelevinsky) system of differential equations for the periods. Using that the period integrals are not polynomial in σ (they have singularities at the punctures of Σ) we can reduce the GKZ system to a Picard-Fuchs equation.
2.4.1. The GKZ system. In order to derive the GKZ system, we slightly modify the polynomial W.
, where a i are the rows of the matrix E W . Put
where v = (v 1 , v 2 , v 3 ) are some complex parameters. For simplicity. we omit v in the notation if v = (1, 1, 1). Let us write X v,λ
Then we define the period integrals
again one should think that the above integral is a section of the vanishing cohomology for W v,σ (x). The vanishing cohomology bundle is equipped with a GaussManin connection ∇. The following formulas are well known (see e.g. [2] )
where θ is a 2-form on C 3 possibly depending on the parameters v. Finally, note that rescaling 
where the range for i and j in the first equation on the LHS and the RHS is 0 ≤ i ≤ 3.
Proof. Using (17) we get the following differential equations:
and
where φ m (x) is the marginal monomial. The first differential equation is equivalent to the identity
which is true by definition (see (15) ). For the second equation, using the above formulas we get that the i-th entry on the LHS is
where we used formulas (17) again. Let us define the row-vector
Note also that the weights (q
is in the kernel of the differential operator:
Proof. Using the second equation in Lemma 2.2 we can express the derivatives
Substituting in the first equation we get a higher order differential equation in σ only. It remains only to notice that the resulting equation is independent of v and λ.
Picard-Fuchs equation.
Let q T 0 = 0, l 0 = −l, and set
The differential operator in (20) is the product of a Bessel differential operator
and an operator of the form
This is done by factoring out the common left divisors in the two summands. There is no pairs (i
Lemma 2.4. The numbers (21) satisfy the following identity:
i:l i >0
Proof. By definition
As a consequence, we get a proof of Lemma 2.1. Proof of Lemma2.1. To begin with, Lemma 2.3 (with ζ i = 0) implies
The various values of q T i and l i are listed in Tables 2, 3 and 4. We make the following observations:
(1) If the RHS of (24) contains a term δ + j with j ∈ Z, 1 ≤ j ≤ l − 1, then the the reduced equation (23) has the form that we claimed. (2) For l = 3, δ + 1 is always a factor of the RHS of (24) .
is always a factor of the RHS of (24) . This completes the proof of Lemma2.1.
The action of the operator (23) on a period integral is again a period integral. The latter is holomorphic at σ = 0; therefore, if it is in the kernel of the Bessel operator (22) , it must be a polynomial in σ. But a non-zero period integral cannot be a polynomial. In other words the period Φ r (σ) is a solution to the Picard-Fuchs equation corresponding to the differential operator (23) . In particular, we can check 
or Φ r saitisfies a hypergeometric equation
where the weights (α r , β r , γ r ) follows from (23) and satisfies
Moreover, for r = 0, Φ r satisfies (27) for all invertible simple elliptic singularity W.
The first part of the lemma and the identity (27) are corollaries of Lemma 2.4. Unfortunately, we do not have a general combinatorial rule to determine which indexes (i ′ , k ′ ) and (i ′′ , k ′′ ) should appear in (23) . In other words, the second part of the Lemma is proved by straightforward computation, case by case.
1 X 2 , since r 3 = 0, we write r = (r 1 , r 2 ) instead of (r 1 , r 2 , r 3 ). The weights of the hypergeometric equations for Φ r are 
Using the polarization H
we identify H with the cotangent bundle T * H + . Let s ∈ S be a semi-simple point, i.e., the critical values u i of F (1 ≤ i ≤ µ) form locally near s a coordinate system. Let us also fix a path from 0 ∈ S to s, so that we have a fixed branch of the flat coordinates. Then we have an isomorphism
It is well known that Ψ s diagonalizes the Frobenius multiplication and the residue pairing, i.e.,
Let S ss be the set of all semi-simple points. The complement K = S \ S ss is an analytic hypersurface also known as the caustic. It corresponds to deformations, s.t., F has at least one non-Morse critical point. By definition
is a multi-valued analytic map.
The system of differential equations (8) and (9) admits a unique formal asymptotical solution of the type
. We refer to [14] , [20] for more details and proofs.
2.5.1. The quantization formalism. Let us fix a Darboux coordinate system on H given by the linear functions q i k , p k,i defined as follows:
where {dt i } i∈R is a basis of H dual to {∂t i } with respect to the residue pairing.
, where A(z) is an infinitesimal symplectic transformation, then we define R as follows. Since A(z) is infinitesimal symplectic, the map f ∈ H → Af ∈ H defines a Hamiltonian vector field with Hamiltonian given by the quadratic function h A (f) = 
Ω(Af, f). By definition, the quantization of e
A is given by the differential operator e h A , where the quadratic Hamiltonians are quantized according to the following rules:
Note that the quantization defines a projective representation of the Poisson Lie algebra of quadratic Hamiltonians:
where F and G are quadratic Hamiltonians and the values of the cocycle C on a pair of Darboux monomials is non-zero only in the following cases:
2.5.2. The total ancestor potential. By definition, the Kontsevich-Witten tau-function is the following generating series:
are the first Chern classes of the cotangent line bundles on M g,n . The function is interpreted as a formal series in q 0 , q 1 + 1, q 2 , . . . whose coefficients are Laurent series in .. Let s ∈ S ss be a semi-simple point. Motivated by Gromov-Witten theory Givental introduced the notion of the total ancestor potential of a semi-simple Frobenius structure (see [20] , [21] ). In our settings, the definition takes the form
The quantization Ψ s is interpreted as the change of variables
3. Geometric limits: GW theory and FJRW theory
The proof of Theorem 1.3 relies on a certain reconstruction property of the mirror GW invariants and FJRW invariants. All the invariants are defined by intersections of cohomologies on M g,n associated with some Cohomological Field Theory (CohFT). According to Krawitz-Shen [25] , starting with a certain initial set of 3-and 4-point genus-0 correlators, we can determine the remaining invariants using only the axioms of a CohFT. The goal in this section is to introduce the CohFTs relevant for Theorem 1.3 and to compute explicitly the initial data of correlators needed for the reconstruction.
3.1. Cohomological Field Theories. Let H be a vector space of dimension N with a unit 1 and a non-degenerate paring η. Without loss of generality, we always fix a basis of H, say S := {∂ i , i = 0, . . . , N − 1}, and we set ∂ 0 = 1. Let {∂ j } be the dual basis in the dual space
A CohFT Λ is a set of multi linear maps {Λ g,n }, for each stable genus g curve with n marked points, i.e., 2g − 2 + n > 0,
Furthermore, Λ satisfies a set of axioms (CohFT axioms) described below:
(1) (S n -invariance) For any σ ∈ S n , and γ 1 , . . . , γ n ∈ H, then
(2) (Gluing tree) Let
where g = g 1 + g 2 , n = n 1 + n 2 , be the morphism induced from gluing the last marked point of the first curve and the first marked point of the second curve; then
Here η α,β N×N is the inverse matrix of η(α, β) N×N . (3) (Gluing loop) Let
be the morphism induced from gluing the last two marked points; then
If in addition the following axiom holds:
then we say that Λ is a CohFT with a flat identity. If Λ is a CohFT; then there is a natural formal family of CohFTs Λ(t). Namely,
where π : M g,n+k → M g,n is the morphism forgetting the last k marked points. Note that Λ(t) 0,3 induces a family of Frobenius multiplications • t on (H, η), defined by
It is well known that [29] the genus-0 part of the CohFT {Λ(t) 0,n } is equivalent to a Frobenius manifold (H, η, • t ), in the sense of Dubrovin [14] . We call the vector space H the state space of the CohFT.
3.1.1. The total ancestor potential of a CohFT. For a given CohFT Λ, the correlator functions are by definition the following formal series in t ∈ H:
where ψ i is the i-th psi class on M g,n , α i ∈ H, and k i ∈ Z ≥0 . The value of a correlator function at t = 0 is called simply a correlator. We call g the genus of the correlator function and each
and define
then the genus-g ancestor potential is the following generating function:
where each correlator should be expanded multi linearly in q and the resulting correlators are evaluated according to (33) . Let us point out that we have assumed that the CohFT has a flat identity 1 ∈ H and we have incorporated the dilaton shift in our function, so that F
is a formal series in q k , k 0 and q 1 + 1. Finally, the total ancestor potential of a CohFT Λ(t) is defined by
3.2. GW theory of elliptic orbifold
be the orbifold-P 1 with 3 orbifold points, such that, the i-th one has isotropy group Z/a i Z. We are interested in 3 cases: (a 1 , a 2 , a 3 )= (3, 3, 3), (4, 4, 2), (6, 3, 2) . Together with P 1 2,2,2,2 , they correspond to orbifold-P 1 s that are quotients of an elliptic curve by a finite group. The Chen-Ruan cohomology H *
) has the following form:
where ∆ 01 = 1 and ∆ 02 is the Poincaré dual to a point. The classes
are in one-to-one correspondence with the twisted sectors. The latter are just orbifold points, and we define ∆ i j to be the unit in the cohomology of the corresponding twisted sector. Our indexing matches the complex degrees
X is a compact Kahlër orbifold. Let M X g,n,d be the moduli space of degree-d stable maps from a genus-g orbi-curve, equipped with n marked points, to X. Let us denote by π the forgetful map, and by ev i the evaluation at the i-th marked point
The moduli space is equipped with a virtual fundamental cycle [M
form a CohFT with state space H *
). The total ancestor potential A GW X of X is by definition (34) the total ancestor potential of the CohFT Λ X (t = 0). For more details on orbifold Gromov-Witten theory, we refer to [6] . For P 1 a 1 ,a 2 ,a 3 , the orbifold Poincaré pairing takes the form
It is easy to compute that the above 3-point correlators are
Recall the Chen-Ruan orbifold cup product • on H * CR (P 
In particular, using Lemma 3.1, one can construct a mirror map to identify the Gromov-Witten theory of the above orbifolds and the Saito-Givental theory associated to certain ISES (see [25] , [30] ). The genus 0 reconstruction of the GW theory for those orbifolds are obtained by Satakea and Takahashi independently [37] . Moreover, they also proved the isomorphism between the Frobenius manifold from Gromov-Witten theory of P 
On the other hand, since the mirror symmetry identifies the correlation functions with certain period integrals, by analyzing the monodromy of the period integrals, one can prove that the Gromov-Witten invariants are quasi-modular forms on some finite index subgroups of the modular group, [30] , [32] . In particular, the non-zero, genus-0, 3-point correlators are modular forms of weight 1. Let us list the first few terms of their Fourier series. For X = P 1 3,3,3 , the following correlators are weight-1 modular forms on Γ(3),
For X = P 1 4,4,2 , the following correlators are weight-1 modular forms on Γ(4),
For X = P 1 6,3,2 , the following correlators are weight-1 modular forms on Γ(6) 
Here 
has a natural grading given by the degree of the relative cohomology classes. However, for the purposes of the FJRW theory we need a modification of the standard grading. Namely, for any α ∈ H h , we define (this is half of deg W α in [15] )
where deg α is the degree of α as a relative cohomology class in
where for y ∈ R, we put e[y] := exp(2π √ −1y). Clearly the numbers Θ h i are uniquely determined from h. For any α ∈ H h , we define
The elements in H h are called narrow (resp. broad) and H h is called a narrow sector (resp. broad sector) if C h = {0} (resp. C h {0}). For invertible simple elliptic singularities, the space H * (C h ; W ∞ h ; Q) is one-dimensional for all narrow sectors H h . We always choose a generator α ∈ H h such that
In general, in order to describe the broad sectors, we have to represent the relative cohomology classes by differential forms; then there is an identification (see [15] and the references there)
where ω h is the restriction of the standard volume form to the fixed locus C h , Res is the residue pairing, and , is a non-degenerate pairing induced from the intersection of relative homology cycles. There exists a basis of the narrow sectors such that the pairing v 1 , v 2 , v i ∈ H h i , is 1 if h 1 h 2 = 1 and 0 otherwise. The vectors in the broad sectors are orthogonal to the vectors in the narrow sectors. In order to compute the pairing on the broad sectors one needs to use the identification (41) and compute an appropriate residue pairing. In our case however, we can express all invariants using narrow sectors only. So a more detailed description of the broad sectors is not needed. We refer to [15] for more details. Let (W, G) be an admissible pair. A W-spin structure on a genus-g Riemann surface C with n marked orbifold points (z 1 , . . . , z n ) is a collection of N (N is the number of variables in W) orbifold line bundles L 1 , . . . , L N on C and isomorphisms
where ω C is the dualizing sheaf on C and M a are the homogeneous monomials whose sum is W. The orbifold line bundles have a monodromy near each marked point z i which determines an element h i ∈ G. In particular, if H h i is a narrow (resp. broad) sector we say that the marked point is narrow (resp. broad). For fixed g, n, and h 1 , . . . , h n ∈ G, Fan-Jarvis-Ruan (see [15] ) constructed the compact moduli space W g,n (h 1 , · · · , h n ) of nodal Riemann surfaces equipped with a W-spin structure. In this compactification the line bundles (L 1 , . . . , L N ) are allowed to be orbifold at the nodes in such a way that the monodromy around each node is an element of G as well. The moduli space has a decomposition into a disjoint union of moduli subspaces W g,n (Γ h 1 ,...,h n ) consisting of W-spin structures on curves C whose dual graph is Γ h 1 ,...,h n . Recall that the dual graph of a nodal curve C is a graph whose vertices are the irreducible components of C, edges are the nodes, and tails are the marked points. The latter are decorated by elements h i ∈ G, so the tails of our graphs are also colored respectively. We omit the subscript (h 1 , . . . , h n ) whenever the decoration is understood from the context. The connected component W g,n (Γ h 1 ,...,h n ) is naturally stratified by fixing the monodromy transformations around the nodes, i.e., the strata are in one-to-one correspondence with the colorings of the edges of the dual graph Γ h 1 ,··· ,h n .
Fan-Jarvis-Ruan constructed a virtual fundamental cycle [W g,n (Γ)] vir of W g,n (Γ) (see [16] ), which gives rise to a CohFT
For brevity put Λ 
(2) (Line bundle criterion). If the moduli space W g,n (h 1 , . . . , h n ) is non-empty, then the degree of the desingularized line bundle |L j | is an integer, i.e.
deg(|L
(3) (Concavity) Suppose that all marked points are narrow, π is the morphism from the universal curve to
Let . According to the orbifold Grothendieck-Riemann-Roch formula (see [7] , Theorem 1.1.1), Since H W T := H W T ,G W T is the state space of a CohFT, it has a Frobenius algebra structure, where the multiplication • is defined by pairing and 3-point correlators (32) . For all invertible W, M. Krawitz (see [24] ) constructed a ring isomorphism
Next, we give an explicit description of the generators of H W T and the ring isomorphism for W is an ISES in Table (1) . For a more general description, we refer the interested readers to [24] , [17] and [1] . For every ISES W T , there exists a 3-tuple (a, b, c) ∈ Z 3 such that
We assume a ≥ b ≥ c and omit the factor µ 1 . For example, for
In this case, we denote a generator of H h by 
All nonzero 3-point genus-0 correlators are
For all 13 types of ISESs with a maximal admissible group, there is a unique narrow sector ρ −1 , with deg W T (ρ −1 ) = 1 and
There are 13 types of ISESs, but only 9 of them do not have broad generators. The narrow sectors have the advantage that we can use the powerful concavity axiom (44). Combined with the remaining properties of the correlators and the WDVV equations this allows us to reconstruct all genus-0 FJRW invariants. According to the reconstruction theorem in [25] , we can also reconstruct the higher genus FJRW invariants, i.e., the total ancestor potential function A
In the remaining 4 cases, we know how to offset the complication of having broad generators for
The maximal abelian group is of order 12. Its FJRW vector space has eight generators: e 1 , e 3 , e 5 , e 7 , e 9 , e 11 , R 4 , R 8 .
Here R 4 and R 8 are the cohomology classes represented by the following forms: For the other three types of ISESs, we can still compute some genus-0 4-point correlators with broad sectors, but we do not know how to reconstruct the complete theory only from correlators with narrow elements. In other words, for 10 out of the 13 ISESs, we can compute all the FJRW invariants. These cases and the corresponding ring generators ρ i of the FJRW ring H W T are listed in tables below. 
], e[
] e 2,1,1 e 1,2,1 e 1,1,2 e 2,2,2 = ρ 1 ρ 2 ρ 3
], e[ 4i 9 ], e[− 
], e[ ], e[ 1 2 ] e 2 e 7 e 9 = ρ 3.3.3. Classification of ring structure. According to isomorphism (46), in order to classify the FJRW rings for ISES, it is enough to classify the Jacobian algebras. For any special limit in the Saito-Givental theory for ISES, we need the ring structure for the classification. Let us first focus on special limits at σ = 0. According to Saito [35] , simple elliptic singularities are classified by their Milnor number and the elliptic curve at infinity. It follows that the Jacobian algebras of the ISES with 3 variables can be classified into 6 isomorphic classes, parametrized by the pair consisting of the Milnor number µ = dim Q W and j(0), the j-invariant of E σ=0 : Table 9 . Classification of ring structure
For any two polynomials in the same list, it is easy to find a linear map between the generators X 1 , X 2 , X 3 of the corresponding Jacobian algebras, such that it induces a ring isomorphism. Let us point out that the choice of such linear maps is not unique in general. In Section 4.4, we can always adjust some constants such that the ring isomorphism will be extended to an isomorphism of Frobeniu manifold, as well as an isomorphism of the corresponding ancestor total potential.
Reconstruction of all genera FJRW invariants. For an ISES W
T , its total ancestor potential A FJRW W T can be reconstructed from genus-0 primary correlators. This technique is already used in [25] for three special examples of ISESs. As the reconstruction procedures used there only require tautological relations on cohomology of moduli spaces of curves and the FJRW ring structure, we can easily generalize to all other examples. We sketch the general procedures here and refer to [25] for readers who are interested in more details. There are three steps.
First, we express the correlators of genus at least 2 and the correlators with descendant insertions in terms of correlators of genus-0 or genus-1 with non-descendant insertions (called primary correlators). This step is based on a tautological relation which splits a polynomial of ψ-classes and κ-classes with higher degree to a linear combination of products of boundary classes and polynomials of ψ-classes and κ-classes of lower degrees. This is called g-reduction. The reason why g-reduction works in our case is that the Selection rule imposes a constraint on the degree of the polynomials involving ψ-and κ-classes (see Theorem 6.2.1 in [15] ). In general, for an arbitrary CohFT this argument fails and one has to use other methods (e.g. Teleman's reconstruction theorem).
Next, we reconstruct the non-vanishing genus-1 primary correlators from genus 0 primary correlators using Getzler's relation. The latter is a relation in H 4 (M 1,4 ), which gives identities involving the FJRW corrletors with genus 0 and 1. In order to obtain the desired reconstruction identity, i.e., to express genus-1 in terms of genus-0 correlators, one has to make an appropriate choice of the insertions corresponding to the 4 marked points in M 1,4 (see Theorem 3.9 in [25] ).
Finally, to reconstruct the genus-0 correlators we use the WDVV equations. We say that a homogeneous element α ∈ H W T is primitive if it cannot be decomposed as a product a ′ • a ′′ of two elements a ′ and a ′′ of non-zero degrees. We also say that a genus-0 correlator is a basic correlator if there are at most two non-primitive insertions, neither of which is the identity. We use the WDVV equation to rewrite a primary genus-0 correlator which contains several non-primitive insertions to correlators with fewer non-primitive insertions and correlators with a fewer number of marked points. Again the Selection rule should be taken into account in order to obtain a bound for the number of marked points. It turns out that all correlators are determined by the basic correlators with at most four marked points (see Lemma 3.7 in [25] 
, which is not a basic correlator. 
where M i are the homogeneous monomials such that
Proof. In [25] Theorem 3.4, it was proved for three special simple elliptic singularities
, their FJRW correlators with symmetry group G W T can be reconstructed from their FJRW algebra and some basic 4-point correlators. We apply the same method to all cases of simple elliptic singularities here. Finally, using WDVV equations in each case, it is again not hard to verify all 4-point basic correlators without insertion ρ −1 can be reconstructed too.
For the second part of the lemma, we use WDVV and concavity to compute FJRW correlators. We show the argument works for singularities of Fermat type and of loop type. Other cases are similar. For a Fermat type singularity, put
, since all insertions are narrow, we apply the Concavity Axiom (45) to compute
Note that deg L i = −2 and the degree shifting numbers are (2q
For loop type,
, which is not concave. However, the Concavity Axiom (45) 
Mirror symmetry at σ = 0
In this section, our goal is to prove Theorem 1.3. According to the reconstruction results in FJRW theory (see Lemma 3.6) we need to compute certain 3-and 4-point genus-0 correlators in Saito's theory and compare them to the ones in the mirror FJRW theory.
The Saito-Givental limit. The higher-genus Saito-Givental
CohFT is in general defined only at semisimple points s ∈ S , because the asymptotic operator R s (z) (see Section 2.5) has singularities along the caustic K ⊂ S consisting of nonsemisimple s. However, the genus-0 part of the Saito-Givental CohFT is well defined for all s ∈ S. The logic of our argument is the following: we identify first the genus-0 CohFTs; then we use that the higher-genus reconstruction of the correlation functions (see Section 3.3.4) works for both theories. There are two conclusions from this. First, the FJRW total ancestor potential is convergent at all semisimple s ∈ S, such that σ = s µ−1 is sufficiently close to 0 and it coincides with the Saito-Givental ancestor potential A SG W (s) (see (30) ). The second conclusion is that A SG W (s) extends holomorphically through the caustic K. In other words, one can define the Saito-Givental limit A 
There is an alternative way to proceed provided that we know that the genus-0 CohFTs are the same. It is based on Teleman's classification of semisimple CohFTs [39] . We refer to [11] and Section 5 in [31] for more details. The advantage of this approach is that one can prove a stronger result. Namely, the higher-genus SaitoGivental CohFT (not only its ancestor potential) extends through the caustic K.
The details in the proofs of the above statements can be found in Lemma 3.2 in [30] for the case of ancestor potentials only and in Proposition 5.5 in [31] for the CohFTs. Recently, the extension problem is solved for generic isolated singularityby the first author [29] , using Eynard-Orantin recursion.
B-model 3-point genus-0 correlators.
We continue to use the same notation as in Section 2.4. Namely, let W = M 1 + M 2 + M 3 be an ISES with a miniversal deformation given by a monomial φ m (x), m = (m 1 , m 2 , m 3 ) . We choose a primitive form ω = d 3 x/π(σ) in a neighborhood of σ = 0, such that π(σ) is the solution to the Picard-Fuchs equation (12) Let {t r } be the flat coordinate system, such that t r (0) = 0 and the flat vector fields ∂ r := ∂/∂t r agree with ∂/∂s r at s = 0.
The primitive form induces an isomorphism between the tangent and the vanishing cohomology bundle via the following period mapping:
where δ r is some homogeneous polynomial (in x) of degree deg(φ r ). Note that the Kodaira-Spencer isomorphism takes the form
We know ∂ r 1 • ∂ r 2 is induced from multiplication in q * O C , and the pairing is
By definition, the restriction of the 3-point correlators to the marginal direction is
Note that the 3-point correlator depends only on the product Ξ := δ r 1 δ r 2 δ r 3 . Therefore we can simply use the notation Ξ 0,3 instead. Finally, definition (52) makes sense even if we replace δ r , r = r 1 , r 2 , r 3 by arbitrary polynomials, not only the ones that correspond to flat vector fields via (51). 
Thus, using that ∂/∂σ = δ m at σ = 0, we get
In order to compute 4-point correlators of the form (53) it is enough to determine δ r (σ, x) up to linear terms in σ. To begin with, we notice that φ r+m lies in the Jacobian ideal of W σ . More precisely, the following Lemma holds. 
This Lemma can be proved in all cases by using Saito's higher residue pairing. However, in what follows, we need an explicit formula for g r := g r,1 , g r,2 , g r,3 .
Therefore we verified the lemma on a case-by-case basis. Some of our computations will be given below. The remaining cases are completely analogous.
There are several corollaries of Lemma 4.1. First of all, note that under the period map (50) the Gauss-Manin connection takes the form (8) (with z ≡ −∂ −1 λ . It follows that if deg(φ r ) is not integral, then the restriction of the section (50) of the vanishing cohomology bundle to the marginal deformation subspace must be flat, i.e., the sections
are independent of σ. Furthermore, using formulas (17) for the Gauss-Manin connection we get
Both sides must have the same degree, i.e.,
where the sum is over all r ′ , such that deg φ r = deg φ r ′ and c r,r ′ (σ) ∈ C[σ] are some polynomials.
Lemma 4.2. Suppose deg(φ r ) Z; then we have
where O(σ 2 ) denotes terms that have order of vanishing at σ = 0 at least 2.
Proof. Follows easily from (55). We omit the details.
be a weight-1 monomial with leading coefficient 1. Our next goal is to evaluate the following auxiliar expression (recall Definition 3. 
Proof. For the second part, we apply the operators X i ∂ X i , i = 1, 2, 3, to the identity
and take the residue. We get
It remains only to differentiate with respect to σ and set σ = 0. For the first part, because M is a weight-1 monomial with coefficient 1, we can use the relations in the Jacobian algebra of W σ to rewrite M as a product of φ m and a function of σ. Let us write M = h(σ) φ m . For example, in the Fermat E (1,1)  6 case,
, then h(σ) either does not vanish at σ = 0 or vanishes at σ = 0 with order at least 2. In both cases, M, φ m 0,4 vanish. Now we are ready to compute the 4-point correlators that are needed for the reconstruction of the CohFT. Let δ r (s, x), r = r 1 , r 2 , r 3 be polynomials corresponding to the flat vector fields ∂/∂t r via the Kodaira-Spencer isomorphism (51). Put
Note that Ξ(0, x) is a homogeneous monomial (see (56)) with leading coefficient 1. In order to finish the proof we need only to compute the correlators when Ξ(0, x) = M i for some i = 1, 2, 3. Note that the diagonal entries of the matrix E W are always at least 2 (see Table 1 ). Therefore, it is enough to compute the following correlators:
, r = (a 11 − 2, a 12 , a 13 ), , r = (a 31 , a 32 , a 33 − 2).
We do not have a uniform computation since we need to use Lemma 4.2, for which the coefficients c r,r ′ (0) can be computed only on a case-by-case basis. Let us sketch the main steps of the computation in several examples, leaving the details and the remaining cases to the reader. We will make use of the notation
which means first order approximation at σ = 0, i.e., δ(σ,
and φ m = X 1 X 2 X 3 . Since W is symmetric in X 1 , X 2 , X 3 it is enough to compute only one of the correlators, say Ξ = M 1 . After a straightforward computation (the notation is the same as in Lemma 4.1) we get
It follows that δ 100 ≈ φ 100 and then using formula (57) we get
Case 2:
In this case M 3 = 0 in the Jacobian algebra of W and W is symmetric in X 1 and X 2 . It is enough to compute only one of the correlators, say the one with Ξ(0, x) = M 1 . We have
It follows that
Using formula (57) we find
and φ m = X 1 X 2 X 3 . In this case, since M 2 = 0 in the Jacobian algebra, we need to compute two correlators. We have It follows that the first order approximations that we need are
Formulas (57) and (53) 
where ρ r = ρ On the other hand, since we already computed all basic 4-point genus-0 correlators for Saito-Givental limit at σ = 0, we can use it here to identify two special limit points of Saito-Givental theory, if they have isomorphic rings. We notice that all the ring structures at σ = 0 are already listed in Section 3.3.3. The following lemma gives a complete classification for σ = 0, in the sense of Definition 1.1. In particular it gives a proof for part b) of Theorem 1.3. 
Proof. We will construct explicitly linear isomorphisms Ψ inducing the ring isomorphisms; then one has to check that they also preserve the 4-point correlators in Lemma 4.4. We list construction of isomorphisms Ψ for some examples below. We will explain the notations through one example later. For each W, we can fix a particular choice of φ m in the table and choose
. For all other choices of φ m , we can obtain an isomorphism Ψ by rescaling the ring generators appropriately. 
] e[ 2 3 ] 1 e[ 2 3 ] e[ 1 3 ]
We choose parameters λ 1 , λ 2 , λ 3 satisfying
We can check all the 4-point genus-0 correlators listed in Lemma 4.4 match under the isomorphism Ψ using (59). For example, since both of φ m = X 1 X 2 X 3 , we get
Similarly, the other two 4-point genus-0 correlators match follows from the other two identities in (59). Thus Ψ :
(σ) for σ = 0 according to Lemma 3.6 and Lemma 4.4.
Global mirror symmetry for Fermat simple elliptic singularities
The goal in this section is to prove Theorem 1.5. For special limit σ 0, ∞, it is enough to prove it only for one of the points
The remaining cases follow easily due to the Z/l Z-symmetry of Σ. For all those limits except σ = ∞ for W = X 6 1 + X 3 2 + X 2 3 , according to the reconstruction Lemma 3.1, we need to construct an appropriate mirror map from the Chen-Ruan orbifold cohomology ring to the limit of Jacobian algebras, such that after choosing an appropriate primitive form, the Poincaré pairing is identified with the residue pairing and the 3-point correlator (see Lemma 3.1 ) is the same for both the Gromov-Witten and the Saito-Givental CohFTs. Finally, we also prove the Saito-Givental limit σ = ∞ for W = X 6 1 + X 3 2 + X 2 3 is isomorphic to an FJRW theory. This agrees with the physicists' prediction that the monodromy of the Gauss-Manin connection around the large volume limit point should be maximally unipotent, while as we will see below, the monodromy around σ = ∞ is diagonalizable.
The limit of the Saito-Givental theory of ISESs at σ = ∞ is already discussed in [30] for (W, φ m = X 1 X 2 X 3 ), where
Namely, it was proved that the Saito-Givental theory at σ = ∞ is mirror to the Gromov-Witten theory respectively of P 5.1. Construction of a mirror map. We construct a mirror map based on solving the systems of hypergeometric equations. We will introduce explicit how to construct it near σ = p k . For the special limit σ = ∞, the construction is similar. 5.1.1. Non-twisted sectors. The primitive form is chosen to be ω = d 3 x/π A (σ), where the cycle A ∈ H 1 (E σ ) is invariant with respect to the local monodromy around σ = p k . Recall that π A is a solution to the hypergeometric equation (13) with weights (α, β, γ), where γ = α + β. The invariance of A implies near x = 1, we have
Since the j-invariant of E σ always has the form
and some integer N. We can always choose a second cycle B ∈ H 1 (E σ ), such that
where F
2 (x) is also a solution to the hypergeometric equation (13) such that
We can check the following τ is the modulus of the elliptic curve E σ .
If we put Q = exp(2π √ −1τ), then the j-invariant always has a Q-expansion
Note that the residue pairing implies
where K is some fixed constant. Since the residue pairing must be identified with the Poincaré pairing, the mirror map should satisfy
The next step is to identify the divisor coordinate t 02 in the orbifold GW theory and the modulus τ. In order to get the correct q-expansion, we define
Here L = 3, 4, 6 respectively for the elliptic orbifolds P 
is a constant. The last equality follows from equation (51) 
of the vanishing cohomology bundle of W σ are flat with respect to the Gauss-Manin connection. This way our choice of δ r depends on an invertible matrix of size (µ − 2) × (µ − 2). The matrix is decomposed into 1 × 1 and 2 × 2 blocks according to Lemma 2.5. In particular, the entries of a 2 × 2 block are obtained from a basis of solutions of hypergeometric equations (26) with weights (α r , β r , γ r ) near x = 1:
The correlation functions in the Saito-Givental CohFT are invariant with respect to the translation t −1 → t −1 + 2π √ −1, see (65). The coefficient in front of q d , d ∈ Z, is called the degree-d part of the correlator function. By taking the degree-0 part of the 3-point functions, we obtain a Frobenius algebra structure on the Jacobian algebra Q W that under the mirror map should be identified with the Frobenius algebra corresponding to the Chen-Ruan orbifold (classical) cup product. Using also that the mirror map preserves homogeneity we obtain a system of equations for the matrix. It remains only to see that these equations have a solution. Let us list the explicit formulas for the mirror map. We omit the details of the computations, which by the way are best done with the help of some computer software-Mathematica.
Global mirror symmetry for
Φ r satisfies a first order differential equation (25) and can be solved
Here δ r are some flat sections. The residue pairing implies
5.2.1. GW-point at x = 1. For p 1 = −3, since the weights of equation (13) in this case are (α, β, γ) = (1/3, 1/3, 2/3), according to (60), (61), we choose
1 (x) .
According to (62) and (65), the Fourier series of 1 − x in q = e 2πiτ/3 is
A natural basis for the flat sections with non-integral degrees are solving from (25),
Here The mirror map is given from (64), (65), with the ring generators identifies by
] e[ 1 3 ] 1 e[ 1 3 ] e[ 2 3 ]
It is easy to check that this identification agrees with the Chen-Ruan orbifold cohomology ring of P Finally, ∆ 11 , ∆ 21 , ∆ 31 0,3,1 → 1 for Lemma 3.1 follows from
η(3τ) .
5.2.2.
GW-point at infinity. For this limit, the mirror symmetry is already verified in [30] . It maps the twisted sector ∆ i, j to δ r , where i-th index of r is j.
Global mirror symmetry for
For r = (10, 01, 11, 21, 12), Φ r satisfies a first order differential equations (25) . On the other hand, both Φ 20 and Φ 02 satisfy a second order hypergeometric equation with weights α 20 = β 02 = 3/4, β 20 = α 02 = 1/4, γ 20 = γ 02 = 1/2, which comes from the following system of first order differential equations:
It follows that Φ 02 = L Φ 20 (and Φ 20 = L Φ 02 ) where L is the differential operator
Moreover, here the residue pairing implies
5.3.1. GW-point at x = 1. We are looking for σ = 2x 1/2 = ±2. We pick p 2 = 2. The Fourier series for 1 − x in terms of q = e 2πiτ/4 is
The weights of (13) in this case are (α, β, γ) = (1/4, 1/4, 1/2). We choose
Let us construct a basis of flat sections. For first order equations,
Then for second order equations, we can obtain a pair of polynomials δ 20 and δ 02 that determine flat sections (67) by solving the following system:
; 1 − x (x − 1)
, − 
Now the genus-0 3-point Saito-Givental correlators for flat sections δ r can be calculated using residue formula (73). Based on this, we can check that after a linear transformation, we actually match those flat elements ∆ i, j in Chen-Ruan cohomology of P 4,4,2 to the flat sections via the following mirror map
It is not hard to check this map matches all the pairing (35) 
1 (x) , π A (σ) and π A (σ) satisfy (13) . F
2 (x) is defined by (same b n as in (61)),
F
2 (x) = −(ln x) F 
The entries comes from the solutions of a hypergeometric equation (26) In order to construct the mirror map for twisted sectors (see Table 5 ), we have to find a basis of homogeneous flat sections (with non-integer degrees) of the Gauss-Manin connection. 
1,21 (x) φ 40 π A .
F (1)
i,r (x) is from (68) with weights in Table 5 . The propotions can be fixed by identify the pairng and the ring structure constants. For the 3-point correlator we get where the constant λ will be fixed later on. Put
, where ≈ means that we truncated terms of order O(σ 2 ). It is easy to check (by using the differential equation for the periods) that when restricted to the subspace of marginal deformation, t −1 is a degree 0 flat coordinate, i.e., the residue pairing 1, ∂/∂t −1 is a constant.
For first order differential equations (25) , from Table 5 In other words, the Jacobian algebra extends over σ = ∞. If we denote the extension by Q W ∞ , then it is not hard to see that δ 10 and δ 01 are generators and we have Using Lemma 3.6, it is easy to check that this map identifies the FJRW theory of (W ′ , G W ′ ) to the Saito-Givental limit of W σ = X 
