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Prefazione
Queste note riflettono, in una versione molto ampliata, gli argomenti del
corso di Geometria III svolto negli ultimi cinque anni accademici presso il cor-
so di Laurea in Matematica dell’Universita´ del Salento (Lecce). Lo scopo e´
quello di dare un’introduzione allo studio delle geometria differenziale classica
delle curve e delle superfici dello spazio euclideo R3. Un importante ruolo, per
meglio capire i concetti introdotti, e´ svolto dai numerosi esempi (ed esercizi)
che sono stati scelti con particolare attenzione. Data la natura degli argomenti
trattati, queste note sono adatte oltre che per gli studenti di Matematica anche
per quelli di Fisica. Inoltre, alcuni argomenti potrebbero essere inseriti in un
corso della Laurea Magistrale. Riguardo ai prerequisiti necessari per la com-
prensione del contenuto di questo quaderno, si richiede una buona conoscenza
dell’algebra lineare e dell’analisi reale a piu´ variabili, inoltre si richiedono le
conoscenze di base della teoria delle equazioni differenziali ordinarie e della
topologia generale.
Il Capitolo 1 e´ dedicato ad alcuni aspetti del calcolo differenziale nello
spazio euclideo R3. Nello studio della geometria differenziale delle curve di R3
(Capitolo 2) un ruolo fondamentale e´ svolto dal riferimento di Frenet e quindi
dalle funzioni curvatura e torsione, tali funzioni determinano la “forma”della
curva in R3. Nello stesso capitolo, un’attenzione particolare e´ rivolta, vista la
loro importanza anche in Fisica e non solo (cf., ad esempio, [2]–[6]), alle eliche
cilindriche (dette anche curve di Lancret) e alle curve magnetiche di R3.
Nello studio delle superfici, si e´ cercato di enfatizzare in modo particolare
le differenze tra geometria intrinseca e geometria estrinseca. Nel Capitolo 3
vengono introdotti gli strumenti e i concetti di base sulle superfici regolari, tra
questi spicca, per importanza, la prima forma fondamentale la quale gioca un
ruolo fondamentale per la geometria intrinseca di una superficie.
Il Capitolo 4 e´ dedicato al concetto di curvatura su una superficie rego-
lare. Nel caso di una curva γ(s), s ascissa curvilinea, la curvatura e´ definita
come la lunghezza del vettore accelerazione γ¨(s). Nel caso di una superficie,
la situazione e´ ovviamente piu´ articolata, basti pensare che una superficie puo´
curvarsi lungo piu´ direzioni (quelle che determinano il piano tangente) e in
modo diverso. L’operatore forma, che e´ definito come la variazione del cam-
po normale lungo le diverse direzioni del piano tangente, e quindi studia la
variazione dello stesso piano tangente, e´ lo strumento tecnico che permette di
definire le curvature per una superficie.
v
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Nel Capitolo 5 studiamo principalmente proprieta´ e concetti di natura in-
trinseca di una superficie regolare, ossia proprieta´ e concetti che dipendono
soltanto dalla prima forma fondamentale e quindi sono invarianti per isome-
trie. Ad esempio, sono concetti di natura intrinseca: la distanza intrinseca,
la derivata covariante (di Levi-Civita), curve geodetiche e curvatura gaussiana
(Teorema egregium di Gauss). Proprieta´ che dipendono dall’operatore forma,
ovvero dalla seconda forma fondamentale, e quindi dalla loro “forma”in R3, si
dicono proprieta´ estrinseche. Il capitolo si chiude con una breve presentazione
delle curve magnetiche su superfici regolari orientabili. Dal punto di vista dei
sistemi dinamici, una geodetica corrisponde alla traiettoria di una particella
che si muove senza l’azione di un campo magnetico. In questo contesto, le
curve magnetiche generalizzano le curve geodetiche.
Nel Capitolo 6 si introducono i domini riemanniani (D, g), dove D e´ un do-
minio di R2 e g e´ una metrica riemanniana suD, ovvero una matrice simmetrica
definita positiva di ordine 2 i cui coefficienti sono funzioni differenziabili su D.
Quindi, si studiano isometrie e geodetiche di modelli di geometria iperbolica
come esempi di domini riemanniani.
Nel Capitolo 7 diamo una presentazione del Teorema di Gauss-Bonnet nel
caso delle superfici connesse compatte di R3. Il Teorema di Gauss-Bonnet, il
piu´ elegante teorema di geometria differenziale globale, evidenzia un sorpren-
dente legame tra due nozioni a priori molto distanti tra loro: la caratteristica
di Eulero-Poicare´ (invariante topologico) e la curvatura gaussiana (invariante
metrico).
Nel Capitolo 8 viene data una presentazione “elementare”del Teorema di
Lancret sulla sfera S3, come una estensione del classico Teorema di Lancret
sulle curve (studiato nel Capitolo 2).
Ulteriori approfondimenti, su quasi tutti gli argomenti trattati in questo
quaderno, si possono trovare sui testi classici [9], [17], [20]. Per approfon-
dimenti su curve magnetiche e curve di Lancret generalizzate si rinvia agli
articoli riportati in bibliografia. Infine, per uno studio della geometria dif-
ferenziale di curve e superfici con l’aiuto del programma di manipolazione
simbolica Mathematica si consiglia [7].
Guagnano, 1 Luglio 2017
Domenico Perrone
Dipartimento di Matematica e Fisica “E. de Giorgi”
Universita´ del Salento, Lecce, Italy
domenico.perrone@unisalento.it
CAPITOLO 1
Calcolo differenziale nello spazio euclideo
In questo capitolo presentiamo alcuni concetti del calcolo differenziale nello
spazio euclideo che ci saranno utili per i capitoli successivi.
1.1. Curve parametrizzate regolari
Prima di iniziare con le curve parametrizzate, ricordiamo brevemente la
definizione di funzione differenziabile e quella di spazio tangente a Rn.
Sia A un aperto di Rn. Una funzione
F : A ⊆ Rn −→ R, p = (x1, . . . , xn) 7−→ F (p) = F (x1, . . . , xn),
si dice differenziabile di classe Ck se F ammette derivate parziali continue fino
all’ordine k, e quindi si dice di classe C∞ se e` di classe Ck per ogni k ∈ N. Sia
F : A ⊆ Rn −→ Rm, p = (x1, . . . , xn) 7−→ F (p) =
(
F1(p), . . . , Fm(p)
)
,
una funzione a valori in Rn. Indichiamo con πi la proiezione
πi : R
n −→ R, p = (x1, . . . , xn) 7−→ πi(p) = xi.
La funzione F si dice differenziabile di classe Ck se lo sono le sue funzioni
componenti
Fi = πi ◦ F : Rn −→ R, x 7−→ Fi(p) = πi ◦ F (p), per ogni i = 1, ...,m.
Tuttavia, nel seguito con il termine “differenziabile” si intendera` sempre “dif-
ferenziabile di classe C∞”.
Consideriamo Rn con la struttura naturale di spazio vettoriale reale eucli-
deo. E` noto che{
e1 = (1, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . , en = (0, . . . , 0, 1)
}
e` la base canonica di Rn. Fissato p ∈ Rn, l’insieme
{p} × Rn = {vp = (p, v) : v ∈ Rn}
si indica con TpR
n e si dice spazio dei vettori tangenti in p a Rn (o spazio
tangente in p a Rn). Ogni elemento vp = (p, v) ∈ TpRn si dice vettore tangente
in p a Rn o vettore applicato in p. TpR
n ha una struttura di spazio vettoriale
reale n-dimensionale rispetto alle seguenti operazioni:
vp + wp := (p, v + w), λvp := (p, λv).
La corrispondenza φ : TpR
n −→ Rn, vp 7−→ φ(vp) = v, e` un isomorfismo
tra spazi vettoriali (a volte un vettore tangente si identifica con la sua parte
vettoriale). La base canonica di TpR
n e`
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{
e1p = (p, e1), . . . , enp = (p, en)
}
.
Figura 1. Vettore tangente.
TpR
n e` anche uno spazio vettoriale euclideo rispetto al prodotto scalare:
vp · wp := v · w per ogni vp, wp ∈ TpRn,
dove
v · w =
n∑
i=1
viwi
e` il prodotto scalare euclideo naturale di Rn. Si pone quindi
‖vp‖ := ‖v‖ =
√∑n
i=1 v
2
i .
Nel seguito con I indicheremo sempre, salvo diversa indicazione, un intervallo
aperto di R.
Definizione 1.1. Una curva differenziabile parametrizzata di Rn e` un’ap-
plicazione differenziabile
α : I → Rn, t 7→ α(t) = (x1(t), ..., xn(t)).
Quindi, la curva α(t) e` differenziabile se e solo se le sue funzioni componenti
x1(t), ..., xn(t) sono differenziabili. La variabile t si dice parametro e il sottoin-
sieme α(I) si dice sostegno della curva. Se il sostegno α(I) e` contenuto in un
piano, allora α si dice curva piana. Nel caso di R3, le coordinate verranno
indicate anche con (x, y, z).
Definizione 1.2. Sia α : I → Rn, t 7→ α(t), una curva differenziabile
parametrizzata. Il vettore velocita` di α in α(t0) e` il vettore α˙(t0) che ha come
componenti le derivate delle componenti di α calcolate in t0:
α˙(t0) =
∑n
i=1 x
′
i(t0)(ei)α(t0) = (x
′
1(t0), ..., x
′
n(t0))α(t0) ∈ Tα(t0)Rn.
Si noti che, a volte, il vettore tangente α˙(t0) verra` indicato anche con la n-pla
(x′1(t0), ..., x
′
n(t0)) omettendo il punto di applicazione α(t0).
Definizione 1.3. Una curva parametrizzata differenziabile α : I → Rn si
dice regolare se il vettore velocita` α˙(t) e` non nullo per ogni t ∈ I.
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Ricordiamo che per una curva parametrizzata differenziabile α(t) dello spazio
R
n, la retta tangente ad α nel punto α(t0) e` la posizione limite (se esiste)
della corda
(
α(t0), α(t)
)
per t → t0 (cf. Figura 2). La corda
(
α(t0), α(t)
)
ha
equazioni
x1 − x1(t0)
x1(t)− x1(t0) = ... =
xn − xn(t0)
xn(t)− xn(t0) .
Dividendo i denominatori per (t− t0) e facendo il limite per t→ t0, si ottiene
x1 − x1(t0)
x′1(t0)
= ... =
xn − xn(t0)
x′n(t0)
.
Tali equazioni rappresentano una retta se(
x′1(t0), ... , x
′
n(t0)
) 6= (0, ... , 0).
Pertanto, una curva parametrizzata differenziabile α(t) di Rn e` regolare se e
solo se esiste la retta tangente in ogni suo punto.
Figura 2. Retta tangente.
Esempio 1.4. La retta. Siano p, v ∈ Rn, v 6= 0. La retta per p e parallela
a v, e` la curva regolare
α : I → Rn, t 7→ α(t) = p+ tv = (p1 + tv1, ... , pn + tvn).
In particolare vale la seguente proprieta`: ogni vettore vp ∈ TpRn si puo´ espri-
mere come vettore tangente a una curva differenziabile di Rn passante per p.
Ad esempio, la curva α(t) = p+ tv soddisfa α(0) = 0 e α˙(0) = vp.
Esempi 1.5.
(1) L’applicazione α : R −→ R3, t 7−→ (t3, t2, 0), e` una curva differenziabile
parametrizzata di R3. Osserviamo che α non e` regolare per t = 0 in quanto
α˙(0) = 0.
(2) L’applicazione α : R −→ R3, t 7−→ (t, |t|, 0), e` una curva parametrizzata
ma non e` differenziabile per t = 0.
(3) L’applicazione α : R −→ R3, t 7−→ (t3 − 4t, t2 − 4, 0), e` una curva parame-
trizzata differenziabile, inoltre e` regolare. Osserviamo che α non e` iniettiva in
quanto α(2) = 0 = α(−2).
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Esempio 1.6. La circonferenza S1. Le curve parametrizzate
α : R −→ R3, t 7−→ α(t) = (cos t, sen t, 0),
β : R −→ R3, t 7−→ β(t) = (cos 2t, sen 2t, 0),
sono distinte, ma hanno lo stesso sostegno in quanto α(R) = β(R) = S1, dove
S
1 e` la circonferenza di centro O e raggio 1 del piano z = 0. La circonferenza
(sempre del piano z = 0) di centro C(x0, y0, 0) e raggio r si puo` parametrizzare
con γ(t) = (x0 + rcos t, y0 + rsen t, 0). γ˙(t) = (−rsen t, rcos t, 0), e quindi γ(t)
e` una parametrizzazione regolare di tale circonferenza.
Esempio 1.7. Ellisse, iperbole e parabola. Per l’ellisse di equazione
cartesiana x2/a2 + y2/b2 = 1, a, b > 0, una sua parametrizzazione regolare e`
data da
α(t) = (acos t, bsen t, 0), t ∈ R.
I due rami dell’iperbole di equazione cartesiana x2/a2 − y2/b2 = 1, a, b > 0,
sono parametrizzate in modo regolare da
α1(t) = (a cosh t, b sinh t, 0), α2(t) = (−a cosh t, b sinh t, 0), t ∈ R.
Ricordiamo che le funzioni coseno iperbolico e seno iperbolico sono definite
da
cosh t =
et + e−t
2
e sinh t =
et − e−t
2
, e soddisfano cosh2 t− sinh2 t = 1.
Infine, una parametrizzazione regolare della parabola y = ax2, a 6= 0, e` data
da
α(t) = (t, at2, 0).
Il caso della parabola e` un caso particolare di grafici di funzioni in una va-
riabile. Infatti, il grafico di una funzione differenziabile y = f(x) si puo`
parametrizzare con α(t) = (t, f(t), 0). Tale parametrizzazione e` regolare in
quanto
α˙(t) = (1, f ′(t), 0) 6= (0, 0, 0).
Esempio 1.8. Curve di livello. Sia f(x, y) una funzione differenziabile
definita in R2. L’insieme dei punti del piano le cui coordinate soddisfano
l’equazione f(x, y) = c, c ∈ R, si dice curva di livello. Possiamo sempre
assumere che la costante c = 0 (basta sostituire f con f−c) e quindi considerare
la curva definita dall’equazione cartesiana
f(x, y) = 0.(1.1)
In particolare, se f(x, y) e` un polinomio algebrico, nelle variabile x e y, di
grado n, allora la curva definita dall’equazione (1.1) si dice curva algebrica di
ordine n. Si consideri una curva γ del piano z = 0, definita dall’equazione
cartesiana (1.1). Dal Teorema del Dini segue che se una delle due derivate
parziali di f , ad esempio fy, e` diversa da zero in un punto (x0, y0) di γ, allora
esiste una funzione differenziabile g(x), definita in un intorno di x0, tale che
(in un intorno del punto (x0, y0)) l’equazione f(x, y) = 0 e` verificata se e
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solo se y = g(x). Pertanto, in un intorno del punto (x0, y0), γ e` una curva
differenziabile regolare, parametrizzata da γ(t) = (t, g(t), 0). Inoltre, si ha
l’identita`
f(x, g(x)) = 0
che, derivata rispetto a x, da` fx(x, g(x)) + g
′(x)fy(x, g(x)) = 0, da cui
g′(x) = −fx/fy.
Pertanto, nel piano z = 0, la tangente alla curva γ nel punto (x0, y0) ha
equazione cartesiana
f 0x(x− x0) + f 0y (y − y0) = 0.
Esempio 1.9. L’elica circolare. La curva parametrizzata
α : R −→ R3, t 7−→ α(t) = (acos t, asen t, bt) , con a > 0 e b 6= 0,
si dice elica circolare. Osserviamo che il sostegno α(R) e` contenuto nel cilindro
circolare retto di equazione x2+ y2 = a2. L’elica circolare e` una curva regolare
e il suo vettore velocita`
α˙(t) = (−asen t, acos t, b)α(t) 6= (0, 0, 0)α(t)
forma un angolo ϑ costante con l’asse delle z :√
a2 + b2 cosϑ = α˙(t) · e3α(t) = b = const 6= 0.
Uno studio piu` approfondito sulle eliche (curve molto importanti in fisica)
verra` fatto nella Sezione 2.4 .
Esercizio 1.10. Verificare che le curve algebriche
C1 : x3 − y2 = 0 (cubica cuspidale) e C2 : x3 + x2 − y2 = 0 (cubica nodale)
non sono regolari (cf. Figura 3).
Suggerimento: parametrizzare C1 con (t2, t3) e C2 con (t2 − 1, t(t2 − 1)).
Figura 3. Curve non regolari.
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Esercizio 1.11. Determinare la curva γ(t) che soddisfa le seguenti condi-
zioni: γ(0) = (−1, 3,−2) e γ˙(t) = (t, et, t2).
Esercizio 1.12. Per tutti gli esempi di curve regolari dati precedentemente,
determinare il vettore velocita` e la retta tangente per t = 0.
Esercizio 1.13. Si consideri la curva
γ(t) = (cosα cos at, cosα sen at, senα cos bt, senα cos bt)
dello spazio R4, dove α ∈]0, π/2[ e a, b ∈ R, (a, b) 6= (0, 0). Si verifichi che γ(t)
e` una curva della sfera S3 di centro l’origine e raggio 1 di R4. Inoltre, trovare
la condizione che devono soddisfare le costanti a, b affinche` γ(t) sia regolare.
Esercizio 1.14. Si considerino nel piano le coordinate polari (̺, ϑ), ̺ >
0, ϑ ∈]0, 2π[. Si verifichi che la curva parametrizzata
γ(t) =
(
̺(t), ϑ(t)
)
=
(√
t2 + ̺20, ϑ0 + arccos
̺0√
t2 + ̺20
)
,
e` una retta del piano.
Osservazione 1.15. Una curva regolare γ : I → Rn si dice che e` una curva
semplice se l’applicazione γ e` un omeomorfismo dall’intervallo I su γ(I). Se,
inoltre, I = [a, b] con γ(a) = γ(b), allora curva γ e` detta curva chiusa semplice.
Un classico risultato di topologia (Teorema della curva di Jordan) afferma che:
ogni curva chiusa semplice piana divide il piano in due componenti connesse
int(γ) ed ext(γ), dove int(γ) e` la componente limitata (quindi contenuta in
un disco di raggio abbastanza grande) ed ext(γ) e` la componente connessa
illimitata. Piu` in generale, se c e` una costante positiva, una curva regolare
γ : R→ Rn che soddisfa
γ(t1) = γ(t2) se e solo se t2 = t1 + kc per qualche intero k,
si dice curva chiusa periodica, e il piu` piccolo c che soddisfa tale proprieta`
e` detto periodo di γ. Ad esempio, la curva γ(t) = (cos t, sen t, 0), t ∈ R, e`
periodica di periodo 2π.
Denotiamo con J la rotazione antioraria di 90 gradi del piano (cf. Sezione
2.3). Diciamo che una curva chiusa semplice piana γ(t) e` orientata positiva-
mente se il vettore Jγ˙(t) e` sempre diretto verso l’interno di γ. Possiamo sempre
assumere che la curva γ sia orientata positivamente (cambiando se necessario
t con −t). Se γ(t) = (x(t), y(t)), t ∈ R, e` una curva chiusa semplice piana di
periodo c e orientata positivamente, allora vale la seguente formula
area(int(γ)) :=
∫∫
int(γ)
dxdy = 1
2
∫ c
0
(xy′ − yx′)dt.
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Infatti, applicando il Teorema di Green alle funzioni f(x, y) = (−1/2)y e
g(x, y) = (1/2)x, si ha
area(int(γ)) :=
∫∫
int(γ)
dxdy =
∫∫
int(γ)
(gx − fy)dxdy
=
∫
γ
f(x, y)dx+
∫
γ
g(x, y)dy =
1
2
(∫
γ
xdy −
∫
γ
ydx
)
=
1
2
∫ c
0
(xy′ − yx′)dt.
Esercizio 1.16. Verificare che l’area dell’interno dell’ellisse x2/a2+y2/b2 =
1, a, b > 0, e` data da πab.
Suggerimento: considerare la parametrizzazione (acos t, bsen t).
1.2. Lunghezza di un arco di curva e ascissa curvilinea
Nello studio di una curva le proprieta` piu` interessati sono quelle inva-
rianti per cambiamenti di parametro. Consideriamo una curva differenziabile
parametrizzata α : I → Rn, α(t) = (x1(t), ..., xn(t)), e un diffeomorfismo
h : J −→ I, s 7−→ t = h(s), quindi h′(s) 6= 0 per ogni s ∈ J ,
dove J e` un altro intervallo aperto di R. In tal caso,
β(s) := α(h(s)), β : J
h−→ I α−→ R3,
e` una riparametrizzazione (regolare) di α(t). La funzione h si dice cambia-
mento regolare di parametro. Posto
β(s) =
(
x˜1(s), ..., x˜n(s)
)
=
(
x1(h(s)), ..., xn(h(s))
)
,
si ha
x˜′1(s) = h
′(s) x′1(h(s)), ..., x˜
′
n(s) = h
′(s) x′n(h(s)),
per cui il vettore velocita` β˙(s) soddisfa
β˙(s) =
(
x˜′1(s), ... , x˜
′
n(s)
)
= h′(s) α˙(h(s)) = h′(s) α˙(t).
Di conseguenza,
α(t) e` regolare ⇐⇒ β(s) = α(h(s)) e` regolare.
Osserviamo che essendo h′(s) 6= 0, allora h(s) > 0 oppure h(s) < 0 per ogni
s ∈ J . Pertanto,
• h′(s) > 0 ⇐⇒ i vettori α˙(t) e β˙(s) sono concordi,
• h′(s) < 0 ⇐⇒ i vettori α˙(t) e β˙(s) sono discordi.
Si noti che a volte la curva riparametrizzata β(s) = α(h(s)) si indica anche
con α(s) = α(h(s)).
Esempio 1.17. Sia data la curva regolare α(t) = (
√
t, t
√
t, 1 − t), t ∈
]0,+∞[. Si consideri il cambiamento di parametro
h :]0,+∞[→]0,+∞[, s 7→ t = h(s) = s2.
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t = h(s) e` un cambiamento regolare di parametro con inverso dato s = h−1(t) =√
t. La nuova parametrizzazione
β(s) = α(h(s)) = (s, s3, 1− s2)
conserva il verso di percorrenza definito da α(t), infatti h′(s) = 2s > 0 per
ogni s > 0.
Data una curva differenziabile parametrizzata α : I −→ Rn, t 7→ α(t),
consideriamo un intervallo [a, b] contenuto in I e sia
P : a = t0 < t1 < · · · < tk = b
una partizione dell’intervallo [a, b]. Poniamo
ℓ(α,P) :=∑ki=1 ∥∥α(ti)− α(ti−1)∥∥ =∑ki=1 d(α(ti), α(ti−1)).
ℓ(α,P) e` la lunghezza delle poligonale di vertici α(t0), . . . , α(tk).
Figura 4. Poligonale di vertici α(t0), . . . , α(tk).
Inoltre, poniamo
|P| := maxi=1,...,k |ti − ti−1|.
|P| e` detta norma della partizione e rappresenta l’ampiezza massima degli
intervalli che costituiscono la stessa partizione. Osserviamo che se P ′ e` un’altra
partizione con |P ′| < |P|, allora ℓ(α,P ′) > ℓ(α,P). Possiamo dunque dare la
seguente definizione.
Definizione 1.18. Si definisce lunghezza dell’arco α|[a,b] la quantita`:
L(α|[a,b]) := lim|P|→0 ℓ(α,P) = sup|P|→0 ℓ(α,P).
Risulta che
L(α|[a,b]) = ∫ b
a
‖α˙(t)‖ dt < +∞,
dove ‖α˙(t)‖2 = α˙(t) · α˙(t) = x′12(t) + ...+ x′n2(t), ovvero ‖α˙(t)‖ e` la lunghezza
del vettore velocita` (detta velocita` scalare, o semplicemente velocita`, di α(t)
all’istante t).
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Proposizione 1.19. La lunghezza di un arco di curva e` invariante per un
cambiamento regolare di parametro.
Dimostrazione. Sia h : [c, d] ⊂ J → [a, b] ⊂ I, s 7→ t = h(s), un
cambiamento regolare di parametro. Allora
β(s) = α
(
h(s)
)
e β˙(s) = h′(s) α˙
(
h(s)
)
, con h′(s) 6= 0 per ogni s,
e quindi
L(β) =
∫ d
c
‖β˙(s)‖ ds =
∫ d
c
|h′(s)| ∥∥α˙(h(s))∥∥ ds.
Distinguiamo due casi. Se h′(s) > 0, allora
L(β) =
∫ d
c
h′(s)
∥∥α˙(h(s))∥∥ ds = ∫ h(d)=b
h(c)=a
‖α˙(t)‖ dt = L(α)
Se h′(s) < 0, anche in questo caso
L(β) = −
∫ d
c
h′(s)
∥∥α˙(h(s))∥∥ ds = − ∫ h(d)=a
h(c)=b
‖α˙(t)‖ dt = L(α).

Proviamo ora la seguente
Proposizione 1.20. Ogni curva regolare α : I → Rn, t 7→ α(t), ammette
una riparametrizzazione β(s) = α
(
h(s)
)
, s ∈ J (intervallo di R), a velocita`
unitaria, ovvero ‖β˙(s)‖ = 1.
Dimostrazione. Fissiamo un t0 ∈ I e consideriamo la funzione
s : I → R, t 7→ s(t) :=
∫ t
t0
‖α˙(t)‖ dt,
detta ascissa curvilinea di origine α(t0). La funzione s(t) rappresenta la
lunghezza (con segno) dell’arco di curva compresa tra l’estremo fisso α(t0) e
l’estremo variabile α(t). Osserviamo che J = s(I) e` un intervallo in quanto s(t)
e` continua e I intervallo, s(t) e` differenziabile e s′(t) = ds/dt = ‖α˙(t)‖. Inoltre,
siccome α(t) e` una curva regolare, ‖α˙(t)‖ > 0 per ogni t ∈ I e di conseguenza
s′(t) > 0 per ogni t ∈ I. Pertanto, s(t) e` una funzione strettamente crescente
in I e quindi invertibile su J = s(I), con funzione inversa differenziabile
t(s) : J → I, s 7→ t(s),
che soddisfa
t′(s) =
dt
ds
=
1∥∥α˙(t(s))∥∥ = 1‖α˙(t)‖ > 0.
Dunque, t = t(s) e` un cambiamento regolare di parametro e la curva ripara-
metrizzata β(s) = α
(
t(s)
)
ha velocita` scalare
‖β˙(s)‖ = t′(s) ∥∥α˙(t(s))∥∥ = 1∥∥α˙(t(s))∥∥∥∥α˙(t(s))∥∥ = 1.
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
Il nuovo parametro ascissa curvilinea s = s(t) non e` parametro fra i tanti,
esso e` un parametro intrinseco, essendo legato alla geometria della curva. La
nuova parametrizzazione e` espressa da α(t(s)) che, con abuso di notazione,
scriveremo α(s). Si noti che il calcolo esplicito della funzione inversa t = t(s)
e` spesso molto complicato, ma in compenso (come gia` visto) la sua derivata e`
data dalla formula t′(s) = 1/‖α˙(t(s))‖. Se si fissa come origine un altro punto
invece che α(t0), la nuova ascissa curvilinea si altera solo per l’aggiunta di una
costante. Piu` in generale, vale la seguente
Proposizione 1.21. Sia γ : I → Rn, t 7→ γ(t), una curva regolare. Se
s = s(t) e` ascissa curvilinea per γ(t) e` γ(t¯) e` una riparametrizzazione di γ(t)
a velocita` unitaria, allora
t¯ = ±s+ c, dove c e` una costante.
Dimostrazione. Posto t¯ = t¯(t) e s = s(t), da γ(t) = γ(t¯(t)) e γ(t) =
γ(s(t)) segue che
γ˙(t) = t¯′(t) γ˙(t¯) e γ˙(t) = s′(t) γ˙(s).
Di conseguenza,
‖γ˙(t¯)‖ |t¯′(t)| = ‖γ˙(s)‖ |s′(t)|
e quindi |t¯′(t)| = |s′(t)| da cui si ottiene t¯(t) = ±s(t) + c, con c costante. 
Esempio 1.22. Consideriamo l’elica circolare γ(t) = (a cos t, a sen t, bt),
con a > 0 e b 6= 0. L’elica γ(t) e` regolare, infatti
γ˙(t) = (−a sen t, a cos t, b)γ(t) 6= (0, 0, 0)γ(t),
tuttavia non e` parametrizzata a velocita` unitaria. Siccome
‖γ˙(t)‖2 = a2 sen 2t+ a2cos 2t+ b2 = a2 + b2,
l’ascissa curvilinea e` data da
s(t) =
∫ t
0
‖γ˙(t)‖ dt = √a2 + b2 t e quindi t = s√
a2 + b2
.
Pertanto, una riparametrizzazione a velocita` unitaria dell’elica circolare e`
γ(s) =
(
a cos
s√
a2 + b2
, a sen
s√
a2 + b2
,
b s√
a2 + b2
)
.
Esempio 1.23. Consideriamo la spirale logaritmica
γ(t) = (ae−bt cos t, ae−bt sen t, 0), t ∈ R, con a > 0 e b > 0.
La spirale logaritmica γ(t) e` regolare. Infatti,
γ˙(t) = ae−bt(−b cos t− sen t,−b sen t+ cos t, 0)γ(t)
e
‖γ˙(t)‖2 = a2 e−2bt(1 + b2) 6= 0.
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L’ascissa curvilinea e` data da
s(t) =
∫ t
0
‖γ˙(t)‖ dt =
∫ t
0
a e−bt
√
1 + b2 dt = a
√
1 + b2
e−bt − 1
−b .
Quindi,
s(t) =
a
√
1 + b2
b
(1− e−bt).
Per a = 1/
√
2 e b = 1, si ha s(t) = 1− e−t < 1. Si noti che γ(0) = (a, 0, 0) =
(1/
√
2, 0, 0) e per t → +∞ il punto γ(t) si avvicina all’origine e l’ascissa
curvilinea s(t) tende a 1.
Esempio 1.24. Consideriamo la curva
γ(t) = (t− sen t, 1− cos t, 0), t ∈]0, 2π[.
Tale curva γ(t) e` regolare. Infatti
γ˙(t) = (1− cos t, sen t, 0)γ(t) e ‖γ˙(t)‖2 = 2(1− cos t) = 4sen 2(t/2) 6= 0.
L’ascissa curvilinea e` data da
s(t) =
∫ t
0
‖γ˙(t)‖ dt = 2
∫ t
0
sen (t/2) dt = 4
(
1− cos (t/2)).
Osservazione 1.25. Consideriamo la circonferenza γ0 parametrizzata da
γ0(t) = (rcos t, rsen t, 0), t ∈ [0, 2π], di R3. γ0 e` una curva chiusa semplice
piana, e chiaramente
L2(γ0)/4π = (2πr)2/4π = πr2 =area(int(γ0)).
In generale, se γ(t) e` una curva chiusa semplice piana, vale la classica disugua-
glianza isoperimetrica
area(int(γ)) ≤ L2(γ)/4π
dove l’uguaglianza vale se e solo se γ e` una circonferenza (per una dimostrazione
di questo risultato si puo` vedere, ad esempio, [9] p. 31).
1.3. Campi vettoriali e derivazione nello spazio euclideo
Sia f : Rn → R un’applicazione differenziabile in un intorno U di un fissato
punto p.
Definizione 1.26. Il vettore gradiente di f in p, che si indica con (∇f)p,
e` il vettore tangente in p che ha come componenti le derivate parziali di f
calcolate in p:
(∇f)p :=
(
∂f
∂x1
(p), . . . ,
∂f
∂xn
(p)
)
p
∈ TpRn.
Fissato vp ∈ TpRn, per ε “piccolo”, consideriamo l’applicazione
(−ε, ε)→ U ⊆ Rn f→ R, t 7→ (p+ tv) 7→ f(p+ tv).
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Definizione 1.27. La derivata direzionale di f rispetto al vettore tan-
gente vp e` definita da
vp(f) :=
d
dt
f(p+ tv)|t=0.
Proposizione 1.28. Sia vp ∈ TpRn, vp = (v1, . . . , vn)p, allora
(1.2) vp(f) =
n∑
i=1
vi
∂f
∂xi
(p) = vp · (∇f)p.
Inoltre, se α(t) e` una curva differenziabile di Rn con α(I) ⊂ U , risulta
(1.3) α˙(t)(f) =
d
dt
f
(
α(t)
)
.
Dimostrazione. Per definizione vp(f) :=
d
dt
f(p+ tv)|t=0, dove
f(p+ tv) = f(x1(t), ..., xn(t)) = f(p1 + tv1, ..., pn + tvn).
Esplicitando, si ha
vp(f) =
n∑
i=1
(
∂f
∂xi
(p+ tv)
dxi
dt
)
|t=0
=
n∑
i=1
∂f
∂xi
(p) · vi = vp · (∇f)p .
Ora, sia α(t) =
(
x1(t), . . . , xn(t)
)
, α˙(t) =
(
x′1(t), . . . , x
′
n(t)
)
α(t)
∈ Tα(t)Rn.
Allora, applicando la (1.2) e la formula di derivazione per la funzione f(α(t)),
si ha
α˙(t)(f) =
∑n
i=1
∂f
∂xi
(
α(t)
)dxi
dt
=
d
dt
f
(
α(t)
)
.

Esercizio 1.29. Siano dati il vettore tangente vp = (1, 2, 3)p ∈ TpR3, p =
(1, 2,−1), e la funzione f : R3 → R definita da f(x, y, z) = xy2z3. Si calcoli la
derivata direzionale vp(f).
Osservazione 1.30. Dalla (1.2), prendendo vp = ejp , segue facilmente che
ejp(f) = (∂f/∂xj)(p).
Quindi, in questo contesto,
ejp si puo` identificare con la derivata parziale (∂/∂xj)p.
Denotiamo con F(A) l’insieme di tutte le funzioni differenziabili
f : A ⊆ Rn → R, dove A e` un aperto di Rn.
F(A) ha una struttura naturale di spazio vettoriale reale. Inoltre, considerando
anche il prodotto interno (f1, f2) 7→ f1f2, F(A) ha una struttura di algebra
reale commutativa. Analogamente, l’insieme F(p) di tutte le funzioni f :
R
n → R differenziabili in un intorno U di p, ha una struttura di algebra reale
commutativa.
1.3 Campi vettoriali e derivazione nello spazio euclideo 13
Proposizione 1.31. Siano vp, wp ∈ TpRn. Per ogni λ, µ ∈ R e per ogni
f, g ∈ F(p), valgono le seguenti proprieta`:
(1) vp(λf + µg) = λvp(f) + µvp(g)
(2) vp(f · g) = f(p) vp(g) + g(p) vp(f)
(3) (λvp + µwp)(f) = λvp(f) + µwp(f)
Dimostrazione. Segue dalla (1.2). 
Le proprieta` (1) e (2) ci dicono che l’applicazione v∗p : F(p)→ R, f 7→ vp(f), e`
una derivazione dell’algebra F(p).
Definizione 1.32. Un campo di vettori su A (aperto di Rn) e` una
corrispondenza
V : A ⊆ Rn → TA := ⋃˙
p∈A
TpR
n, p 7→ V (p) ∈ TpRn.
In particolare, i vettori e1, . . . , en della base canonica di R
n si possono consi-
derare come campi vettoriali su Rn. Nel seguito denoteremo con E1, ..., En i
campi vettoriali definiti dalla base canonica, Ei : p 7→ Eip = eip. Se V,W
sono campi vettoriali su A e g : A → R, si possono definire i campi vettoriali
V +W e gV ponendo
(V +W )(p) = V (p) +W (p) e (gV )(p) = g(p)V (p).
Se V e` campo vettoriale su A ed f ∈ F(A), si puo` definire la funzione V (f)
derivata di f rispetto al campo vettoriale V nel seguente modo:
V (f) : A ⊆ Rn → R, p 7→ V (f)(p) := Vp(f).
Naturalmente, se V,W sono campi vettoriali ed f, g : A ⊆ Rn → R con
f ∈ F(A), allora
(V +W )(f) = V (f) +W (f) e (gV )(f) = gV (f).
Definizione 1.33. Un campo vettoriale V si dice campo di vettori diffe-
renziabile se per ogni f ∈ F(A) risulta V (f) ∈ F(A).
Denotiamo con X(A) l’insieme di tutti i campi vettoriali differenziabili definiti
sull’aperto A di Rn. I campi vettoriali E1, . . . , En sono differenziabili in quanto
per ogni f ∈ F(A):
Ei(f)(p) = Eip(f) =
∂f
∂xi
(p) per ogni p =⇒ Ei(f) = ∂f
∂xi
.
Quindi, in questo contesto,
Ej si puo` identificare con la derivata parziale (∂/∂xj).
Sia V un campo vettoriale su A e sia p ∈ A. Ricordiamo che {(Ei)p} e` una
base ortonormale di TpR
n per ogni p ∈ Rn. Allora, V (p) ∈ TpRn e quindi
V (p) =
n∑
i=1
V i(p)Eip =
n∑
i=1
(
V (p) · Eip
)
Eip =
∑
i
(V iEi)(p) ∀ p ∈ A,
14 1. Calcolo differenziale nello spazio euclideo
per cui
V =
n∑
i=1
V iEi.
Le funzioni
V i : A ⊆ Rn → R, p 7→ V i(p) = V (p) · Eip = (V · Ei)(p),
si dicono funzioni componenti di V (rispetto alla base canonica), e quindi
V i = V · Ei.
Esempio 1.34. Per ogni funzione differenziabile f ∈ F(A), il gradiente
∇f e` un esempio di campo vettoriale differenziabile su A. Piu` precisamente,
∇f : p 7−→ (∇f)p ∈ TpRn
e quindi
∇f =∑ni=1 ∂f∂xiEi =
(
∂f
∂x1
, . . . ,
∂f
∂xn
)
.
Proposizione 1.35. Un campo vettoriale V e` differenziabile se e solo se le
sue funzioni componenti V i sono differenziabili.
Dimostrazione. Possiamo esprimere V =
∑n
i=1 V
iEi. Assumiamo V
differenziabile. Consideriamo la funzione coordinata i -esima
f = xi : A ⊆ Rn → R, x = (x1, . . . , xn) 7→ f(x) = xi.
Tale funzione e` differenziabile e
V (f) = V (xi) =
n∑
j=1
V jEj(xi) =
∑
j
V j
∂xi
∂xj
= V i.
Pertanto, le funzioni componenti V i sono differenziabili per ogni i. Viceversa,
se le funzioni V i sono differenziabili, allora per ogni f ∈ F(A) si ottiene
V (f) =
∑n
i=1 V
i Ei(f) ∈ F(A). 
Osservazione 1.36. Sia V =
∑
i V
iEi un campo vettoriale su A ⊆ Rn. Da
V (f) =
∑n
i=1 V
i(∂f/∂xi) seguono le proprieta`:
V (af + bg) = aV (f) + bV (g) e V (f · g) = fV (g) + gV (f)
per ogni f, g ∈ F(A) e per ogni a, b ∈ R. Quindi, un campo vettoriale differen-
ziabile definisce una derivazione di F(A). Inoltre, se V,W sono due campi
vettoriali su A e f1, f2 ∈ F(A), si puo` definire in modo naturale il campo di
vettori
f1V + f2W : p 7→
(
f1(p)Vp + f2(p)Wp
) ∈ TpRn.
Risulta facilmente che
(f1V + f2W )(f) = f1V (f) + f2W (f) per ogni f ∈ F(A).
Osservazione 1.37. Si puo` dimostrare che ogni derivazione dell’algebra
F(A) (risp. F(p)) definisce un campo di vettori differenziabile su A (risp. un
vettore tangente in p a Rn).
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Esempio 1.38. Data la funzione
f : R2 → R, (x1, x2) 7→ f(x1, x2) = x21 + x22,
si consideri la circonferenza S1 parametrizzata da γ(t) = (cos t, sen t), t ∈ R.
Il campo vettoriale gradiente
∇f : p 7→ (∇f)p = 2(x1, x2)p
e il campo vettoriale
X : p 7→ Xp = −x2 (E1)p + x1 (E2)p
soddisfano
Xγ(t) = γ˙(t) e (∇f)γ(t) · γ˙(t) = 0 per ogni t ∈ R.
In generale, dato un campo vettoriale differenziabile X, una curva differen-
ziabile γ(t), |t| < ε, che soddisfa
γ(0) = p0 e Xγ(t) = γ˙(t) per ogni t ∈ (−ε, ε),
si dice curva integrale di X con inizio in p0.
Esempio 1.39. Siano X, Y, Z ∈ X(R2) definiti rispettivamente da
X = x1E1 + x2E2, Y = x2E1 − x1E2, Z = x1E1 − x2E2.
Figura 5. Curve integrali di X e Y .
La curva integrale di X con inizio in p = (a1, a2) 6= (0, 0) e` data da γ(t) =
(a1e
t, a2e
t), t ∈ R. Quindi le curve integrali di X sono semirette radiali (il
parametro non e` affine). La curva integrale di Y con inizio in p = (a1, a2) 6=
(0, 0) e` data da γ(t) = (a1cos t − a2sen t, a1sen t + a2cos t), t ∈ R, che e` una
circonferenza di centro l’origine e con inizio in p. La curva integrale di Z con
inizio in p = (a1, a2) 6= (0, 0) e` data da γ(t) = (a1et, a2e−t), t ∈ R. In questo
caso, una curva integrale e` un semiasse coordinato (quando a1a2 = 0) oppure
un ramo di iperbole equilatera (quando a1a2 6= 0).
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Parentesi di Lie
Sia L uno spazio vettoriale reale. L si dice che e` un’algebra di Lie (reale)
se e` definito un prodotto, detto parentesi di Lie,
[, ] : L × L → L, (X, Y ) 7→ [X, Y ],
che soddisfa le seguenti proprieta`
(1) [, ] e` bilineare,
(2) [, ] e` antisimmetrica : [X, Y ] = −[Y,X],
(3) [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0 (identita` di Jacobi).
R
3 con l’usuale prodotto vettoriale e lo spazio vettoriale delle matrici quadrate
R
n,n con [A,B] := AB − BA, dove AB denota l’usuale prodotto tra matrici,
sono esempi di algebre di Lie. Se L e` un’algebra di Lie abeliana, cioe` [X, Y ] =
[Y,X], allora la parentesi di Lie [, ] = 0.
Consideriamo ora due campi vettoriali X, Y ∈ X(A), A aperto di Rn,
X = (X1, ..., Xn), Y = (Y 1, ..., Y n). Il campo vettoriale differenziabile [X, Y ]
definito da
[X, Y ] :=
n∑
j=1
(
X(Y j)− Y (Xj))Ej, ossia [X, Y ]j = X(Y j)− Y (Xj),
viene detto parentesi di Lie dei campi vettoriali X, Y (nell’ordine dato). Il
campo vettoriale differenziabile [X, Y ], pensato come una derivazione di F(A),
soddisfa la proprieta`
[X, Y ](f) = XY (f)− Y X(f), per ogni f ∈ F(A).
In particolare, per i campi vettoriali definiti dalla base canonica si ha
[Ei, Ej ] = 0.
Se nello spazio vettoriale X(A), consideriamo il prodotto
[, ] : X(A)× X(A)→ X(A), (X, Y ) 7→ [X, Y ],
e` facile verificare che X(A) e` un’algebra di Lie. Inoltre, vale la seguente
proprieta` :
[fX, gY ] = fg[X, Y ] + fX(g)Y − gY (f)X,
per ogni X, Y ∈ X(A) e per ogni f, g ∈ F(A).
Esercizio 1.40. Considerati i campi di vettori X, Y, Z ∈ X(R3) definiti da:
X = x3E2 − x2E3, Y = x1E3 − x3E1, Z = −x1E2 + x2E1,
verificare che
[X, Y ] = Z, [Y, Z] = X, [Z,X] = Y .
Derivata covariante (euclidea)
Siano X, Y ∈ X(A), A aperto di Rn, X = (X1, ..., Xn), Y = (Y 1, ..., Y n).
• Il prodotto scalare di X e Y e` la funzione
X · Y : A −→ R, t 7−→ (X · Y )(p) := X(p) · Y (p) =∑ni=1X i(p)Y i(p) .
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Quindi
(X · Y ) =∑ni=1X iY i e ‖X‖2 =∑ni=1(X i)2.
In particolare, siccome X, Y sono differenziabili, la funzione X · Y ∈ F(A).
• Il campo vettoriale differenziabile ∇¯XY definito da
∇¯XY := (X(Y 1), ..., X(Y n)) =
n∑
j=1
X(Y j)Ej =
n∑
i,j=1
X i
∂Y j
∂xi
Ej.
viene detto derivata covariante (euclidea) di Y rispetto aX. Quindi la derivata
covariante e` la naturale generalizzazione della derivata direzionale. L’operatore
∇¯X si dice derivata covariante (euclidea) rispetto a X.
Proposizione 1.41. L’operatore
∇¯ : X(A)× X(A)→ X(A), (X, Y ) 7→ ∇XY,
soddisfa le seguenti proprieta`:
∇¯fXY = f∇¯XY ,
∇¯X+YZ = ∇XZ +∇YZ,
∇¯X(Y + Z) = ∇¯XY + ∇¯XZ,
∇¯X(fY ) = X(f)Y + f∇¯XY (regola di Leibniz),
X(Y · Z) = (∇¯XY ) · Z + Y · (∇¯XZ) (compatibilita` di ∇¯ con ·),
∇¯XY − ∇¯YX = [X, Y ] (simmetria di ∇¯),
per ogni X, Y, Z ∈ X(A) e per ogni f ∈ F(A).
Dimostrazione. (Per esercizio). 
Le prime quattro proprieta` della Proposizione 1.41 ci dicono che ∇¯ e` una
connessione lineare su Rn. Preferiamo usare il simbolo ∇¯ per questa esplicita
connessione lineare (detta anche connessione lineare euclidea), in quanto il
simbolo∇ generalmente e` usato per indicare una arbitraria connessione lineare.
Fissato p ∈ Rn, l’operatore ∇¯ : TpRn × X(A) → TpRn, (Xp, Y ) 7→ ∇¯XpY ,
dove
∇¯XpY = (Xp(Y 1), ..., Xp(Y n)),(1.4)
soddisfa proprieta` analoghe a quelle della Proposizione 1.41. Si noti che, per
X, Y ∈ X(A),(∇¯XY )p = (X(Y 1), ..., X(Y n))p = (Xp(Y 1), ..., Xp(Y n)) = ∇¯XpY.
Definizione 1.42. Un campo vettoriale differenziabile Y si dice parallelo
se ∇¯Y = 0, ossia ∇¯XY = 0 per ogni campo vettoriale differenziabile X.
Esercizio 1.43. Si verifichi che un campo vettoriale Y ∈ X(A) e` parallelo
se, e solo se, le sue funzioni componenti sono delle costanti.
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Definizione 1.44. Sia A un aperto di Rn. Si definisce divergenza di un
campo vettoriale Y ∈ X(A) la funzione differenziabile
divY :=
n∑
i=1
(∇¯EiY · Ei) = ... = n∑
i=1
Ei(Y
i) =
n∑
i=1
∂iY
i.(1.5)
Se f ∈ F(A), il laplaciano di f e` la funzione differenziabile
∆f =div ∇f .
Siccome il gradiente di f e` il campo vettoriale ∇f = (fx1 , ..., fxn), allora
∆f =
∑n
i=1 ∂
2
i f =
∑n
i=1 fxixi .
Esercizio 1.45. Si verifichi che div Y =
∑n
i=1
(∇¯E¯iY · E¯i), dove (E¯i) e`
una arbitraria base ortonormale di campi vettoriali differenziabili su Rn.
Esercizio 1.46. Considerati i campi di vettori X, Y, Z ∈ X(R3) definiti da:
X = x3E2 − x2E3, Y = x1E3 − x3E1, Z = −x1E2 + x2E1,
calcolare i campi vettoriali ∇¯XY, ∇¯YX, ∇¯YZ, ∇¯ZY, ∇¯XZ, ∇¯ZX, e verificare che
∇¯XY − ∇¯YX = Z, ∇¯YZ − ∇¯ZY = X, ∇¯XZ − ∇¯ZX = Y .
Esercizio 1.47. Sia R¯ : X(A) × X(A) × X(A) −→ X(A), A aperto di Rn,
l’applicazione definita da
R¯(X, Y )Z = −∇¯X∇¯YZ + ∇¯Y ∇¯XZ + ∇¯[X,Y ]Z .
Si verifichi che l’applicazione R¯ e` identicamente nulla.
1.4. Il differenziale (di un’isometria)
Nel seguito le isometrie (e il loro differenziale) giocheranno un ruolo fonda-
mentale nello studio della geometria delle curve di R3. Iniziamo introducendo
il differenziale di una arbitraria applicazione differenziabile.
Definizione 1.48. Sia F : Rn −→ Rm un’applicazione differenziabile, F =
(F1, . . . , Fm), e sia p ∈ Rn. Ogni dato vettore vp ∈ TpRn si puo` sempre scrivere
come vettore tangente a una curva differenziabile passante per p, quindi sia α(t)
una curva differenziabile di Rn con α(0) = p e α˙(0) = vp. La curva β(t) =
F (α(t)) e` una curva differenziabile di Rm con β(0) = F (p). Il differenziale di
F in p, detta anche applicazione tangente in p, e` l’applicazione
F∗p : TpR
n −→ TF (p)Rm, vp 7−→ F∗pvp := β˙(0) ∈ TF (p)Rm.
La definizione data e` ben posta. Infatti, abbiamo il seguente teorema.
Teorema 1.49. Sia F = (F1, . . . , Fm) : R
n −→ Rm applicazione differen-
ziabile, e sia p ∈ Rn. Allora, per ogni vp ∈ TpRn si ha
F∗pvp =
∑m
j=1 vp(Fj)EjF (p) = (vp(F1), ..., vp(Fm))F (p) ,
e quindi
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F∗pvp =
∑m
j=1
(
vp · (∇Fj)p
)
EjF (p) .
In particolare:
(a) La definizione di F∗p non dipende dalla scelta della curva α(t).
(b) F∗p e` un’applicazione R-lineare tra spazi vettoriali.
(c) Se F = f : Rn −→ R, allora F∗p si identifica con la forma lineare
(df)p : TpR
n −→ R ≡ Tf(p)R, vp 7−→ (df)p(vp) = vp(f) = (∇f)p · vp.
Quindi, (df)p ∈ T ∗p Rn e` la forma lineare duale del vettore (∇f)p ∈ TpRn.
Dimostrazione. Sia vp ∈ TpRn, vp =
∑m
i=1 v
iEip . Sia α(t) una curva
differenziabile di Rn con α(0) = p e α˙(0) = vp. Se α(t) =
(
x1(t), . . . , xn(t)
)
,
allora α˙(t) =
(
x′1(t), . . . , x
′
n(t)
)
α(t)
e vp = α˙(0) =
∑n
i=1 x
′
i(0)Eip per ogni
i = 1, . . . , n. Quindi, la curva
β(t) = F (α(t)) = (y1(t), . . . , ym(t)) =
(
F1
(
xi(t)
)
, . . . , Fm
(
xi(t)
))
e` una curva differenziabile di Rm con β(0) = F (α(0)) = F (p). Inoltre,
F∗pvp := β˙(0) =
m∑
j=1
dyj
dt
(0)EjF (p) =
m∑
j=1
(
n∑
i=1
∂Fj
∂xi
(
α(0)
) dxi
dt
(0)
)
EjF (p)
=
m∑
j=1
(
n∑
i=1
∂Fj
∂xi
(p)vi
)
EjF (p) =
m∑
j=1
(
(∇Fj)p · vp
)
EjF (p)
=
m∑
j=1
vp(Fj)EjF (p) ,
dove l’ultima uguaglianza segue dall Proposizione 1.28. Le proprieta` (a), (b), (c)
seguono facilmente dalla prima parte del Teorema. 
Osservazione 1.50. Naturalmente per definire il differenziale F∗p basta la
differenziabilita` di F in un intorno del punto p.
Osservazione 1.51. Dalla (c) del Teorema 1.49 segue che, per f ∈ F(Rn),
il differenziale df definisce un elemento di X∗(Rn), ossia la forma F -lineare
df : X(Rn)→ F(Rn), X 7→ X(f), dove X(f)(p) = Xp(f).
Naturalmente, si puo` sostituire Rn con un suo aperto.
Osservazione 1.52. Data una curva differenziabile α(t) di Rn. Dalla
definizione di F∗p , prendendo p = α(t) e vp = α˙(t), si ha
F∗α(t)
(
α˙(t)
)
= β˙(t), dove β(t) = F
(
α(t)
)
.
Quindi il differenziale di una applicazione differenziabile F : Rn → Rm tra-
sforma un vettore tangente a una curva α(t) in un vettore tangente alla curva
immagine β(t) = F (α(t)).
Esercizio 1.53. Siano dati la funzione F (x, y, z) = (xy, xz, yz), il punto
p = (1, 1, 1) e il vettore vp = (1, 2, 3)p. Si determini il vettore F∗pvp.
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Esempio 1.54. Un esempio, anche se in una forma un po` mascherata, di
applicazione tangente e` dato dal vettore velocita` di una curva differenziabile
α(t) di Rn. Infatti, la curva α e` una funzione differenziabile α : I → Rn, t 7→
(x1(t), ..., xn(t)), e α∗ : TtI = TtR → Tα(t)Rn. Indicato con Et = (E1)t il
vettore tangente che rappresenta la base canonica di TtR, si ha
α∗(Et) =
(
Et(x1), ..., Et(xn)
)
α(t)
=
(
x′1(t), ..., x
′
n(t)
)
α(t)
= α˙(t).
Matrice associata al differenziale F∗p
Il differenziale F∗p : TpR
n −→ TF (p)Rm e` un’applicazione lineare. Deter-
miniamo quindi la matrice associata a F∗p rispetto alle basi canoniche
(
Eip
)
di TpR
n e
(
EjF (p)
)
di TF (p)R
m. Dal Teorema 1.49 segue
F∗(Eip) =
(
Eip(F1), . . . , Eip(Fm)
)
F (p)
=
(
∂F1
∂xi
(p), . . . ,
∂Fm
∂xi
(p)
)
F (p)
.
Pertanto, la matrice associata al differenziale F∗p e` la seguente matrice (a m
righe ed n colonne):
M(F∗p) =

∂F1
∂x1
(p)
∂F1
∂x2
(p) . . .
∂F1
∂xn
(p)
∂F2
∂x1
(p)
. . .
∂F2
∂xn
(p)
...
. . .
...
∂Fm
∂x1
(p)
∂Fm
∂x2
(p) . . .
∂Fm
∂xn
(p)

=
((∂Fj
∂xi
(p)
))
j=1,...,m
i=1,...,n
.
M(F∗p) e` detta matrice jacobiana di F nel punto p e si indica con J(F )p . Si
puo` anche scrivere
J(F )p =

(∇F1)p
...
(∇Fm)p
 .
Di conseguenza
F∗p isomorfismo ⇐⇒ n = m e det(J(F )p) 6= 0.
Esercizio 1.55. Sia F la funzione dell’Esercizio 1.53. Si determinino i
punti di R3 in cui F∗p e` un isomorfismo.
Se F : A ⊆ Rn −→ Rm e G : B ⊆ Rm −→ Rk sono applicazioni diffe-
renziabili, con A, B aperti e F (A) ⊆ B, allora G ◦ F : A ⊆ Rn −→ Rk e`
differenziabile, e applicando la definizione di differenziale, si ottiene
(G ◦ F )∗p = G∗F (p) ◦ F∗p per ogni p ∈ A.
Infatti, se vp = α˙(0) con α(0) = p, posto
β(t) = F (α(t)) e γ(t) = G(β(t) = (G ◦ F )(α(t)),
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si ha
G∗F (p)(F∗pvp) = G∗F (p)(β˙(0)) = γ˙(0) = (G ◦ F )∗p(vp).
Inoltre, se Id : R
n −→ Rn e` l’identita`, allora (Id)∗ = Id : TpRn −→ TpRn.
Queste proprieta` implicano il seguente teorema.
Teorema 1.56. Se F : Rn −→ Rn e` un diffeomorfismo, cioe` F e` bigettiva
con F, F−1 differenziabili, allora F∗p e` un isomorfismo e F
−1
∗p = (F
−1)∗F (p).
Dimostrazione. Da F ◦ F−1 = I = F−1 ◦ F segue che
(F ◦ F−1)∗F (p) = ITF (p) Rn e (F−1 ◦ F )∗p = ITp Rn ,
cioe`
F∗p ◦ (F−1)∗F (p) = ITF (p) Rn e (F−1)∗F (p) ◦ F∗p = ITp Rn .
Pertanto, F∗p e` un isomorfismo e (F∗p)
−1 = (F−1)∗F (p) . 
Inoltre, il Teorema della funzione inversa si puo` esprimere nella seguente
forma (usando il differenziale F∗p al posto della matrice jacobiana).
Teorema 1.57. (della funzione inversa) Sia F : Rn −→ Rn un’appli-
cazione differenziabile e sia p ∈ Rn. Allora F∗p e` un isomorfismo se, e solo
se, esistono U (intorno aperto di p) e U˜ (intorno aperto di F (p)) tali che
F |
U
: U ⊆ Rn −→ U˜ ⊆ Rn sia un diffeomorfismo.
Sia ora F un diffeomorfismo di A con A aperto di Rn. Se X ∈ X(A), allora
si puo` definire il campo vettoriale F∗X ponendo per ogni q ∈ F (A) ⊆ Rn:
(F∗X)q = F∗pXp, dove p = F
−1(q).
Dall’espressione di F∗p trovata nel Teorema 1.49 segue che F∗X ∈ X(F (A)).
Infatti,
(F∗X)q =
∑m
j=1Xp(Fj)Ejq =
∑m
j=1X(Fj)(p)Ejq =
∑m
j=1X(Fj)(F
−1(q))Ejq ,
quindi le funzioni componenti di F∗X sono date da
(F∗X)
j = X(Fj) ◦ F−1 .
In particolare, se F e` un diffeomorfismo di Rn, F∗X ∈ X(Rn) per ogni X ∈
X(Rn).
Differenziale di un’isometria
Le isometrie di Rn sono (come vedremo) particolari applicazioni affini. Con-
sideriamo quindi prima il caso di un’applicazione affine, ossia di un’applicazio-
ne
F : Rn −→ Rn del tipo F = A+ a,
dove a ∈ Rn e A : Rn −→ Rn e` un’applicazione lineare (che si puo` identi-
ficare con una matrice quadrata di ordine n). Se A e` invertibile, F e` detta
trasformazione affine.
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Proposizione 1.58. Se F = A+ a e` un’applicazione affine, allora
F∗pvp = (Av)F (p).
In particolare, il differenziale di un’applicazione lineare coincide con l’applica-
zione stessa.
Dimostrazione. Applicando la definizione di differenziale, F∗pvp e` il vet-
tore velocita`, per t = 0, della curva
β(t) = F (p+ tv) = A(p+ tv) + a = Ap+ a+ tAv .
Pertanto, F∗pvp = β˙(0) = (Av)β(0) = (Av)F (p) .

Ricordiamo che, per definizione, una isometria di Rn e` un’applicazione F :
R
n → Rn che conserva la distanza euclidea, ossia per ogni p, q ∈ Rn si ha
‖q − p‖ = ‖F (q)− F (p)‖.
Inoltre, un’applicazione lineare f : Rn → Rn e` detta trasformazione ortogonale
se soddisfa la condizione
x · y = f(x) · f(y) per ogni x, y ∈ Rn,
equivalentemente
‖f(x)‖ = ‖x‖ per ogni x ∈ Rn.
Una trasformazione ortogonale f si puo` identificare con una matrice ortogonale
A (AT A = In), basta considerare la matrice associata ad f rispetto a una
fissata base ortonormale (ad esempio la base canonica).
Teorema 1.59. Le isometrie di Rn sono tutte e sole le trasformazioni
F : Rn → Rn del tipo
F (x) = A(x) + a,
dove A e` una trasformazione ortogonale di Rn e a ∈ Rn. Una trasforma-
zione ortogonale A e` anche detta isometria lineare.
Dimostrazione. Sia F un’applicazione del tipo
F (x) = f(x) + a,
dove f e` una trasformazione ortogonale e a e` un fissato elemento di Rn. Per
ogni x, y ∈ Rn:
‖F (x)− F (y)‖ = ‖f(x)− f(y)‖ = ‖f(x− y)‖ = ‖x− y‖,
e quindi F e` un’isometria di Rn.
Viceversa, sia ora F : Rn → Rn un’isometria. Per provare quanto enuncia-
to, basta provare che l’applicazione f : Rn → Rn cos`ı definita:
f(x) = F (x)− F (0)
e` una trasformazione ortogonale. Poiche´ F e` una isometria, F conserva le
distanze e quindi per ogni x ∈ Rn:
‖f(x)‖ = ‖F (x)− F (0)‖ = ‖x− 0‖ = ‖x‖.
Inoltre, per ogni x, y ∈ Rn:
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‖f(x)− f(y)‖ = ‖F (x)− F (y)‖ = ‖x− y‖,
dove
‖x− y‖2 = (x− y) · (x− y) = ‖x‖2 + ‖y‖2 − 2x · y,
e
‖f(x)− f(y)‖2 = ‖f(x)‖2 + ‖f(y)‖2 − 2f(x) · f(y)).
Quindi, per ogni x, y ∈ Rn si ha:
f(x) · f(y) = x · y.
Sia ora {e1, . . . , en} una base ortonormale di Rn, poiche´ f conserva il pro-
dotto scalare anche {f(e1), . . . , f(en)} sara` una base ortonormale di Rn. Di
conseguenza f e` anche lineare in quanto, per ogni x ∈ Rn, x =∑ xiei, si ha:
f(
∑
i xiei) = f(x) =
∑
i
(
f(x) · f(ei)
)
f(ei) =
∑
i
(
x · ei)f(ei) =
∑
i xif(ei).
Pertanto, f e` una trasformazione ortogonale. 
Dalla Proposizione 1.58 e dal Teorema 1.59, segue il seguente
Corollario 1.60. Se F e` un’isometria di Rn, F = A+ a, con A trasforma-
zione (matrice) ortogonale di Rn e a ∈ Rn, allora
F∗pvp = (Av)p.
Quindi, F∗p conserva il prodotto scalare:
F∗pvp · F∗pwp = vp · wp per ogni vp, wp ∈ TpRn .
In particolare, F∗p trasforma basi ortonormali in basi ortonormali.
Proposizione 1.61. Siano p, q ∈ Rn e {v1p , . . . , vnp}, {w1q , . . . , wnq} basi
ortonormali di TpR
n e Tq R
n rispettivamente. Allora, esiste una sola isometria
F di Rn tale che
F (p) = q e F∗pvip = wiq per ogni i = 1, . . . , n.
Dimostrazione. Sia A la trasformazione ortogonale di Rn definita da
Avi = wi per ogni i = 1, . . . , n.
Posto a := q − A(p) ∈ Rn, l’isometria F = A+ a soddisfa:
F (p) = A(p) + a = q, F∗pvip = (Avi)q = wiq per ogni i = 1, . . . , n.
Mostriamo ora l’unicita`. Sia F˜ = A˜ + a˜ un’altra isometria tale che F˜ (p) = q
e F˜∗p(vip) = wip per ogni i. Allora, per ogni i, si ha
F˜∗pvip = wiq = F∗pvip =⇒ (Avi)q = (A˜vi)q =⇒ Avi = A˜vi ,
e quindi A˜ = A. Inoltre,
F˜ (p) = q = F (p) =⇒ A˜(p) + a˜ = A(p) + a =⇒ a˜ = a.
Pertanto F˜ = F . 
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Ricordiamo che se F e` un’isometria di Rn, F = A+a, il segno di F e` definito
da
sign(F ) := det(A) = ±1.
Una trsformazione ortogonale A con det(A) = +1 si dice rotazione (o trasfor-
mazione ortogonale speciale).
Esercizio 1.62. Sia E un sottospazio vettoriale di Rn. Si verifichi che
l’applicazione
Φ : Rn = E ⊕ E⊥ → Rn = E ⊕ E⊥, x = xE + xE⊥ 7→ Φ(x) = xE − xE⊥ ,
e` una trasformazione ortogonale (che viene detta riflessione, o simmetria or-
togonale, rispetto al sottospazio E).
Esercizio 1.63. Siano dati i vettori v1 =
1√
3
(1, 1, 1), v2 =
1√
2
(1, 0,−1) e
v3 =
1√
6
(1,−2, 1) di R3. Si verifichi che l’applicazione lineare F di R3 definita
da
F (v1) = v1, F (v2) = cosϑ v2 + senϑ v3, F (v3) = −senϑ v2 + cosϑ v3,
e` una trasformazione ortogonale di R3. Inoltre, si determini il tipo di trasfor-
mazione ortogonale.
Esercizio 1.64. Scrivere in forma esplicita le seguenti isometrie (lineari)
di R3:
• Fi(rotazione intorno all’asse xi), i = 1, 2, 3;
• G1(riflessione rispetto al piano coordinato R2(x2, x3));
• G2(riflessione rispetto al piano coordinato R2(x1, x3));
• G3(riflessione rispetto al piano coordinato R2(x1, x2)).
Esercizio 1.65. Sia A1 una matrice le cui colonne definiscono i vettori di
una base ortonormale di TpR
n e sia A2 una matrice le cui colonne definiscono
i vettori di una base ortonormale di TqR
n. Determinare, in termini di A1 e A2,
la matrice A dell’isometria F definita nella Proposizione 1.61.
Esercizio 1.66. Sia F = A+ a una isometria di R3 e sia π un piano di R3
per p e ortogonale a v. Si verifichi che F (π) e` il piano per F (p) e ortogonale
al vettore Av.
Sia F una trasformazione affine, F = A + a, A matrice invertibile. Dalla
Proposizione 1.58, per X ∈ X(Rn) si ha F∗X = AX, ovvero
(F∗X)q =
(
AXF−1(q)
)
q
= (AXp)q.
In particolare, se F e` una isometria, si ha
F∗X · F∗Y = (X · Y ) ◦ F−1
per ogni X, Y ∈ X(Rn). Infatti,
(F∗X · F∗Y ) (q) = (F∗X)q · (F∗Y )q = F∗pXp · F∗pYp
= Xp · Yp = (X · Y )(p)
= (X · Y ) ◦ F−1(q).
1.5 Orientazione e prodotto vettoriale 25
Esercizio 1.67. Siano dati il campo vettoriale X = (
√
2x1, x2−x3, x2+x3)
e l’isometria F = A+ a di R3, dove
A =
1 0 00 √2/2 √2/2
0 −√2/2 √2/2
 e a = (1, 1, 1).
Determinare il campo vettoriale F∗X e il vettore tangente (F∗X)q nel punto
q = (2, 2, 2).
Soluzione: per quanto osservato prima, F∗X = AX =
√
2(x1, x2, x3).
Inoltre, ponendo F (p) = q = (2, 2, 2) si trova p = (1, 0,
√
2). Pertanto,
Xp =
√
2(1,−1, 1) e (F∗X)q = (AXp)q = (
√
2, 0, 2)q.
1.5. Orientazione e prodotto vettoriale
Siano (v1, . . . , vn) e (w1, . . . , wn) due basi ordinate di R
n. Poniamo
wj =
∑
aijvi, (aij) ∈ GL(n,R).
Allora
(vi) ∼ (wi) (sono equiverse) def⇐⇒ det(aij) > 0.
Si vede facilmente che ∼ e` una relazione di equivalenza nell’insieme B di tutte
le basi ordinate di Rn. Una classe di equivalenza di basi equiverse [(v1, . . . , vn)]
si dice orientazione di Rn. L’insieme quoziente B/∼ ha chiaramente solo due
classi di equivalenza, e quindi Rn ha due orientazioni. Si assume come orien-
tazione positiva quella individuata dalla base canonica (e1, . . . , en), e quindi
(e2, e1, e3, e4, . . . , en) individua l’orientazione negativa di R
n. Pertanto, una
base (v1, . . . , vn) la diremo positiva se e` equiversa alla base canonica.
Figura 6. Retta e piano orientati.
• Per n = 1, fissare un’orientazione significa fissare un verso positivo di
percorrenza della retta (cf. Fig. 6).
• Per n = 2, fissare un’orientazione significa fissare un verso positivo di
rotazione nel piano (cf. Fig. 6). L’orientazione positiva e` quella determinata
dalla base canonica (e1, e2). In questo caso, una base ordinata (v1, v2) e` positiva
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(risp. negativa) se la piu` piccola rotazione che sovrappone v1 a v2 avviene in
senso antiorario (risp. orario).
• Per n = 3, assumendo come orientazione positiva quella determinata
dalla base canonica (e1, e2, e3), una base ordinata (v1, v2, v3) e` positiva (risp.
negativa) se la piu` piccola rotazione nel piano v1, v2 che sovrappone v1 a v2
e` vista da un osservatore nel semispazio individuato da v3 in senso antiorario
(risp. orario).
Per n = 3, il prodotto vettoriale di due vettori non paralleli v1, v2 e` il
vettore, che indichiamo con v1 ∧ v2, che ha:
– direzione ortogonale a v1 e v2;
– modulo ‖v1 ∧ v2‖ = ‖v1‖ ‖v2‖sen ˆ(v1, v2) ;
– verso tale che la terna (v1, v2, v1 ∧ v2) sia positiva.
Se v1, v2 sono paralleli, come prodotto vettoriale v1 ∧ v2 si assume il vettore
nullo. In particolare, v1∧v2 = −v2∧v1 e i vettori della base canonica (e1, e2, e3)
soddisfano (cf. Figura 7):
e1 ∧ e2 = e3, e3 ∧ e1 = e2, e2 ∧ e3 = e1 e e1 ∧ e2 · e3 = 1.
Figura 7
In modo equivalente, il prodotto vettoriale si puo` definire nel modo seguen-
te. Consideriamo la 3-forma Ω su R3 (i.e., un’applicazione 3-lineare alternante)
definita da
Ω(v1, v2, v3) := det(v1, v2, v3) = det(bij)
per ogni v1, v2, v3 ∈ R3 con vj =
∑3
i=1 bijei. In particolare,
Ω(e1, e2, e3) = +1.
Dalle proprieta` del determinante segue Ω e` 3-lineare alternante. Il prodotto
vettoriale v1 ∧ v2 e` il vettore definito da
v1 ∧ v2 · w = Ω(v1, v2, w) per ogni w ∈ R3,
ovvero il prodotto misto
(1.6) v1 ∧ v2 · v3 = det(v1, v2, w).
Quindi, (v1, v2, v3) e` una base positiva se Ω(v1, v2, v3) > 0 (ossia, il prodotto
misto v1 ∧ v2 · v3 > 0), mentre e` una base negativa se Ω(v1, v2, v3) < 0 (ossia,
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il prodotto misto v1 ∧ v2 ·w3 < 0). Di conseguenza Ω determina l’orientazione
di R3. Infine, osserviamo che il valore assoluto
|Ω(v1, v2, v3)|= volume(P(v1, v2, v3)),
dove P(v1, v2, v3) e` il parallelepipedo (cf. Fig. 8) avente come spigoli concor-
renti nello stesso vertice p i tre vettori applicati nello stesso punto p.
Figura 8
Pertanto, la 3-forma Ω e` anche detta elemento di volume di R3.
Siano ora vp, wp vettori di TpR
3, in tal caso si pone
vp ∧ wp := (v ∧ w)p.
Proposizione 1.68. Siano v1p , v2p , v3p ∈ TpR3, ed F un’isometria di R3.
Allora
(a) F∗pv1p ∧ F∗pv2p · F∗pv3p = sign(F ) v1p ∧ v2p · v3p = sign(F ) v1 ∧ v2 · v3,
(b) F∗pvp ∧ F∗pwp = sign(F ) F∗p(v ∧ w)p.
Dimostrazione. (a) Poniamo vj =
∑
i bijei, j = 1, 2, 3, e sia B = (bij).
L’isometria F e` del tipo F = A+ a, con A matrice ortogonale, e soddisfa (per
ogni j = 1, 2, 3)
F∗pvjp = (Avj)F (p) =
∑
i ckj ekF (p) dove la matrice C = (cij) = A ·B.
Pertanto, usando la (1.6) e tenendo conto che sign(F ) = detA, si ottiene
F∗pv1p ∧ F∗pv2p · F∗pv3p = det(A ·B) = detA · detB = sign(F ) v1 ∧ v2 · v3.
28 1. Calcolo differenziale nello spazio euclideo
(b) Siccome {F∗peip} e` una base ortonormale di TF (p)R3, usando la precedente
proprieta` (a) e il fatto che F∗p conserva il prodotto scalare, si ha
F∗pvp ∧ F∗pwp =
3∑
i=1
(
F∗pvp ∧ F∗pwp · F∗peip
)
F∗peip
=
∑
i
sign(F )(v ∧ w · ei)F∗peip
= sign(F )
∑
i
(
F∗p(v ∧ w)p · F∗peip
)
F∗peip
= sign(F ) F∗p(v ∧ w)p .

Esercizio 1.69. Sia (e¯i) una base di R
3, e¯i =
∑3
j=1 pij ei, P = (pij) matrice
di cambiamento di base. Sia Ω¯ la 3-forma definita dalla base (e¯i) :
Ω¯(v1, v2, v3) := det(b¯ij), equivalentemente Ω¯(e¯1, e¯2, e¯3) = 1,
per ogni v1, v2, v3 ∈ R3 con vj =
∑3
i=1 b¯ij e¯i.
Trovare il legame tra Ω (3-forma definita dalla base canonica) e Ω¯. Inoltre,
osservare che il risultato vale anche per lo spazio Rn.
Soluzione: Si trova che Ω¯ = λΩ, dove λ = det(P−1). Di conseguenza,
Ω¯ = λΩ, λ > 0 ⇐⇒ la base (e¯i) e` equiversa alla base canonica.
1.6. Campi vettoriali lungo curve
Sia γ : I −→ Rn una curva differenziabile di Rn, γ(t) = (x1(t), ..., xn(t)).
Un campo vettoriale lungo γ e` un’applicazione
X : I −→ ⋃˙
t∈I
Tγ(t)R
n, t 7−→ X(t) ∈ Tγ(t)Rn.
I campi vettoriali definiti della base canonica (E1, ..., En) definiscono campi
vettoriali lungo γ:
Ei(t) := Eiγ(t) ∈ Tγ(t)Rn per ogni i = 1, ..., n.
Poiche´ X(t) ∈ Tγ(t)Rn, si puo` scrivere
X(t) =
∑n
i=1X
i(t)Ei(t) per ogni t ∈ I.
Le funzioni X i(t) : I −→ R si dicono funzioni componenti di X (rispetto alla
base canonica). Se X, Y sono campi vettoriali lungo γ, e λ ∈ R, si definiscono
in modo naturale i campi vettoriali X + Y e λX lungo γ.
Definizione 1.70. Un campo vettoriale X definito lungo γ si di dice diffe-
renziabile se le sue funzioni componenti X i(t) sono differenziabili.
Esempi 1.71. Il campo di vettori velocita`
γ˙(t) =
(
dx1
dt
, ...,
dxn
dt
)
γ(t)
=
∑n
i=1 x
′
i(t)Ei(t)
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e il campo di vettori accelerazione
γ¨(t) =
(
d2x1
dt2
, ...,
d2xn
dt2
)
γ(t)
=
∑n
i=1 x
′′
i (t)Ei(t),
sono campi vettoriali differenziabili lungo γ.
Se X, Y sono campi vettoriali lungo γ,
X(t) =
∑n
i=1X
i(t)Ei(t) e Y (t) =
∑n
i=1 Y
i(t)Ei(t),
ed f : I → R una funzione, si possono definire i seguenti prodotti.
• Il prodotto fX e` il campo vettoriale
(fX)(t) := f(t)X(t).
Quindi fX ha funzioni componenti
(
f(t)X1(t), ..., f(t)Xn(t)
)
. In particolare,
se X ed f sono differenziabili, allora anche fX e` differenziabile .
• Il prodotto scalare di X(t) e Y (t) e` la funzione
(X · Y )(t) = X(t) · Y (t) =∑ni=1X i(t)Y i(t).
In particolare, se X(t), Y (t) sono differenziabili, la funzione (X · Y )(t) e` diffe-
renziabile.
• Assumiamo n = 3. In tal caso, il prodotto vettoriale di X(t) e Y (t) e` il
campo vettoriale
X ∧ Y : I → ⋃˙
t∈I
Tγ(t)R
3, t 7→ (X ∧ Y )(t) := X(t) ∧ Y (t) ∈ Tγ(t)R3 .
Quindi
(X ∧ Y )(t) =
∣∣∣∣∣∣∣
E1(t) E2(t) E3(t)
X1(t) X2(t) X3(t)
Y 1(t) Y 2(t) Y 3(t)
∣∣∣∣∣∣∣ ,
dove il determinante viene calcolato rispetto agli elementi della prima riga. In
particolare, se X(t), Y (t) sono differenziabili, il campo vettoriale (X ∧ Y )(t) e`
differenziabile.
Definizione 1.72. Sia X(t) =
(
X1(t), ..., Xn(t)
)
γ(t)
un campo vettoriale
differenziabile definito lungo γ. Il derivato di X(t) e` il campo vettoriale
dX
dt
(t) =
(
(X1)′(t), ..., (Xn)′(t)
)
γ(t)
che indichiamo anche con X ′(t).
Si noti che se Y ∈ X(Rn), allora Y (t) = Y (γ(t) e` differenziabile lungo γ(t) e,
usando la (1.4) e la (1.3), si ottiene
∇¯γ˙(t)Y =
(
γ˙(t)(Y 1), ..., γ˙(t)(Y n)
)
=
(dY 1
dt
, ...,
dY n
dt
)
= Y ′(t).(1.7)
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Esempio 1.73. L’accelerazione γ¨(t) e` il campo vettoriale derivato di γ˙(t).
Denotiamo con X(γ) lo spazio vettoriale reale di tutti i campi vettoriali
differenziabili definiti lungo γ. Se X, Y ∈ X(γ) ed f : I → R e` una funzione
differenziabile, allora X · Y,X ∧ Y, fX ∈ X(γ). Rispetto alla somma X + Y e
al prodotto fX, X(γ) ha anche una struttura di F(I)-modulo, dove F(I) =
C∞(I). L’operatore
d
dt
: X(γ)→ X(γ), X(t) 7→ X ′(t),
e` un endomorfismo che soddisfa anche le seguenti proprieta`:
(1) (X · Y )′(t) = X ′(t) · Y (t) +X(t) · Y ′(t);
(2) per n = 3, il derivato (X ∧ Y )′(t) = (X ′ ∧ Y )(t) + (X ∧ Y ′)(t);
(3) (fX)′ = f ′(t)X(t) + f(t)X ′(t).
Infine, se t = t(s) e` un cambiamento di parametro, allora il derivato di X(s) =
X
(
t(s)
)
soddisfa
X ′(s) = t′(s)X ′(t(s)).
Infatti, le funzioni componenti X i(s) = X i(t(s)) soddisfano
(X i)′(s) = t′(s)(X i)′(t).
Esercizio 1.74. Determinare un campo vettoriale unitario X(t) definito
lungo l’elica γ(t) = (cos t, sen t, t) sapendo che X(t) e` ortogonale a γ˙(t) e γ¨(t).
Soluzione: X(t) e` parallelo al prodotto vettoriale γ˙(t)∧ γ¨(t), dove γ˙(t) =
(−sen t, cos t, 1)γ(t) e γ¨(t) = (−cos t,−sen t, 0)γ(t). Siccome
γ˙(t) ∧ γ¨(t) =
∣∣∣∣∣∣
E1 E2 E3
−sen t cos t 1
−cos t −sen t 0
∣∣∣∣∣∣ = (sen t,−cos t, 1)γ(t),
allora deve essere X(t) = f(t)
(
γ˙(t) ∧ γ¨(t))(t) = f(t)(sen t,−cos t, 1)γ(t) per
qualche funzione f(t). D’altronde X(t) e` unitario: ‖X(t)‖2 = 1, per cui
deve essere f 2(t)(cos 2t + sen 2t + 1) = 1, e quindi f(t) = ± 1√
2
. Pertanto
X(t) = ±(√2/2)(sen t,−cos t, 1)γ(t).
Proposizione 1.75. Sia γ : I −→ Rn una curva differenziabile e sia X(t) ∈
X(γ). Allora,
‖X(t)‖ = cost ⇐⇒ X(t) ⊥ X ′(t).
Dimostrazione. Basta osservare che
X(t) ·X(t) = cost⇔ 0 = (X(t) ·X(t))′ = 2X(t) ·X ′(t)⇔ X(t) ⊥ X ′(t) .
Corollario 1.76. Se γ(s) e` una curva differenziabile parametrizzata a ve-
locita` scalare costante, allora γ¨(s) ⊥ γ˙(s).
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Definizione 1.77. Un campo vettoriale X(t) ∈ X(γ) si dice parallelo
lungo γ se il suo derivato X ′(t) = 0 (vettore nullo di Tγ(t)Rn) per ogni t ∈ I.
Se X(t) =
(
X1(t), ..., Xn(t)
)
γ(t)
, allora X(t) e` parallelo se e solo se le sue
funzioni componenti X i(t) sono costanti.
Figura 9. Campo vettoriale parallelo.
Proposizione 1.78. Se γ(t) : I −→ Rn e` una curva differenziabile, allora
(1) γ˙(t) = 0Tγ(t) Rn ⇐⇒ γ(t) e` una curva costante, cioe` γ(t) = p0 per ogni t;
(2) γ¨(t) = 0Tγ(t) Rn ⇐⇒ esiste v ∈ Rn tale che γ(t) = p0 + tv per ogni t.
Dimostrazione. Per esercizio. 
Dalla proprieta` (2) segue che γ¨(t) = 0 implica che γ(t) e` una (parte di) retta
(quando v 6= 0). Tuttavia, in generale, non vale il viceversa. Infatti, la pro-
prieta` γ¨(t) = 0 dipende anche dalla parametrizzazione di γ. Ad esempio, la
curva γ parametrizzata da γ(t) = (t3, t3, 0, ..., 0), t ∈]0, 1[, e` un segmento di
retta che ha accelerazione non nulla.
Il campo vettoriale (F∗X)(t)
Sia F : Rn −→ Rn un’applicazione differenziabile e sia X(t) campo vetto-
riale differenziabile lungo una curva parametrizzata γ(t). Denotiamo con F∗X
il campo vettoriale lungo γ˜(t) = F
(
γ(t)
)
definito da
(F∗X)(t) := F∗γ(t)X(t), F∗γ(t) : Tγ(t)R
n −→ Tγ˜(t)Rn.
Se F = (F1, ..., Fn), applicando il Teorema 1.49, risulta
(F∗X)(t) =
n∑
j=1
(
X(t) · (∇Fj)γ(t)
)
Ejγ˜(t) =
n∑
j=1
( n∑
i=1
∂Fj
∂xi
(γ(t))X i(t)
)
Ejγ˜(t) ,
doveX1(t), ..., Xn(t) sono le funzioni componenti diX(t). Tale formula implica
che (F∗X)(t) e` un campo vettoriale differenziabile. Quindi,
F∗ : X(γ)→ X(γ˜)
e` un endomorfismo tra spazi vettoriali.
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Se F e` un’isometria di Rn e X, Y, Z ∈ X(γ), allora
(1) F∗X ·F∗Y = X · Y , cioe` F∗γ(t)X(t) ·F∗γ(t)Y (t) = X(t) · Y (t) per ogni t.
Se F e` un’isometria di R3, γ una curva differenziabile di R3 e X, Y, Z ∈ X(γ),
allora
(2) F∗X ∧ F∗Y · F∗Z = sign(F )X ∧ Y · Z,
(3) F∗(X ∧ Y ) = sign(F ) (F∗X ∧ F∗Y ).
Tali proprieta` seguono dalla Proposizione 1.68.
Teorema 1.79. Sia γ(t) una curva differenziabile di Rn e sia X ∈ X(γ).
Se F : Rn −→ Rn e` un’applicazione affine, allora
(1) il differenziale F∗ e l’operatore d/dt commutano:
(F∗ X)′(t) = F∗X ′(t), ossia d/dt ◦ F∗ = F∗ ◦ d/dt;
(2) posto γ˜(t) = F
(
γ(t)
)
, si ha
¨˜γ(t) = F∗γ¨(t) e
...
γ˜ (t) = F∗
...
γ (t).
Inoltre, se F e` una trasformazione affine, allora
¨˜γ(t) = 0 ⇐⇒ γ¨(t) = 0.
In particolare, queste proprieta` valgono per F isometria di Rn.
Dimostrazione. Sia F un’applicazione affine di Rn, F = A + a, A =
(Aij) ∈ Rn,n.
(1) Se X(t) =
∑n
i=1X
i(t)Ei(t), allora X
′(t) =
∑n
i=1
dX i
dt
Ei(t). Applicando la
Proposizione 1.58, risulta
F∗X ′(t) =
(
AX ′(t)
)
γ˜(t)
=
∑n
i,j=1Aij
dXj
dt
E˜i(t)
dove E˜i(t) = Eiγ˜(t) . Ne segue che F∗X
′ e` un campo vettoriale differenziabile
lungo γ˜(t). Anche F∗X e` un campo vettoriale differenziabile lungo γ˜(t) e
(F∗X)(t) = F∗X(t) =
(
AX(t)
)
γ˜(t)
=
∑n
i,j=1AijX
j(t) E˜i(t).
Cio` implica
(F∗X)′(t) =
∑
ij
Xj
dAij
dt
E˜i(t) +
∑
ij
Aij
dXj
dt
E˜i(t)
=
∑
ij
Aij
dXj
dt
E˜i(t) = F∗X ′(t).
(2) Se γ˜(t) = F
(
γ(t)
)
, allora ˙˜γ(t) = F∗γ˙(t). Pertanto, usando anche la
proprieta` (1), si ha
(1.8) ¨˜γ(t) =
(
˙˜γ
)′
(t) =
(
F∗γ˙(t)
)′
= F∗
(
γ˙(t)
)′
= F∗γ¨(t).
1.6 Campi vettoriali lungo curve 33
Inoltre, usando la (1.8) e la precedente proprieta` (1), si ha
...
γ˜ (t) =
(
¨˜γ(t)
)′
=
(
F∗γ¨(t)
)′
= F∗(γ¨(t)
)′
= F∗
...
γ (t).
In particulare, se F e` una trasformazione affine, quindi A ∈ GL(n,R), allora
¨˜γ(t) = 0 ⇐⇒ F∗γ¨(t) = 0 ⇐⇒ γ¨(t) = 0.

Osservazione 1.80. Se F e` una trasformazione affine, allora F trasforma
rette in rette. Infatti, se γ e` una (parte di) retta, γ si puo` parametrizzare con
γ(t) = p0 + tv, t ∈ I, v 6= 0, allora γ¨(t) = 0 e quindi ¨˜γ(t) = F∗γ¨(t) = 0 per
ogni t. Pertanto γ˜(t) e` una (parte di) di retta. Piu` precisamente, se F = A+a
con A ∈ GL(n,R), allora γ˜(t) = p˜0 + tv˜, dove p˜0 = Ap0 + a e v˜ = Av 6= 0.
Siano F una trasformazione affine di Rn e X, Y ∈ X(Rn). Se γ(t) e` una
curva differenziabile di Rn, posto Y (t) = Y (γ(t)), dalla (1.7) si ha
∇¯γ˙(t)Y = Y ′(t).(1.9)
Determiniamo il campo vettoriale F∗∇¯XY ∈ X(Rn). Fissato q ∈ Rn e quindi
p = F−1(q), sia γ una curva differenziabile con γ(0) = p e γ˙(0) = Xp. La curva
γ˜(t) = F (γ(t)) soddisfa γ˜(0) = F (p) e ˙˜γ(0) = F∗pXp. Applicando la (1) del
Teorema 1.79 e la (1.9), otteniamo
(
F∗∇¯XY
)
q
= F∗p
(∇¯XY )p = F∗p∇¯XpY = F∗p∇¯γ˙(0)Y
= F∗pY ′(0) = (F∗Y )′(0) = ∇¯ ˙˜γ(0)F∗Y
= ∇¯F∗pγ˙(0)F∗Y = ∇¯F∗pXpF∗Y
=
(∇¯F∗XF∗Y )q .
In definitiva abbiamo provato il seguente teorema
Teorema 1.81. Se F e` una trasformazione affine, allora
F∗∇¯XY = ∇¯F∗XF∗Y
per ogni X, Y ∈ X(Rn).
Esercizio 1.82. Si verifichi (con un esempio) che se F non e` un’applicazione
affine, la proprieta` (1) del Teorema 1.79 non vale.
Suggerimento: si consideri la curva γ(t) = (t, t, 0), il campo vettoriale
X(t) = γ˙(t) e l’applicazione F (x, y, z) = (ex, y, z).
Esercizio 1.83. Si verifichi (con un esempio) che se F e` applicazione affine,
ma non trasformazione affine, in generale F non trasforma rette in rette.
Suggerimento: si consideri la retta γ(t) = (t, t,−2t) e l’applicazione affine
F = A + a, dove A e` una matrice di ordine 3 avente solo la prima riga non
nulla e definita da a11 = a12 = a13 = 1.
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Esercizio 1.84. Sia F : Rn → Rn un’applicazione differenziabile (risp. un
diffeomorfismo) che soddisfi la proprieta` (1) del Teorema 1.79 :
(F∗ X)′(t) = F∗X ′(t),
per ogni curva differenziabile γ(t) e per ogni X ∈ X(γ). Si verifichi che F e`
una applicazione affine (risp. una trasformazione affine).
Suggerimento: Trovare le espressioni di (F∗ X)′(t) e F∗X ′(t), quindi impor-
re che coincidano prendendo in particolare X(t) = E1(t), X(t) = E2(t), ..., e
X(t) = En(t). In questo modo si riesce a provare che le funzioni della matrice
jacobiana di F sono funzioni costanti.
Esercizio 1.85. Si consideri il campo di vettori X(t) = (t, 1− t2, 1+ t2)γ(t)
definito lungo la curva γ(t) = (cos t, sen t, 2t), e sia F l’isometria lineare definita
dalla matrice
A =
−1 0 00 1/√2 −1/√2
0 1/
√
2 1/
√
2
 .
Determinare il campo di vettori X¯(t) = (F∗X)(t) lungo la curva γ¯(t) = F (γ(t))
e il suo derivato X¯ ′(t).
Soluzione: La curva γ¯(t) =
(−cos t, (sen t− 2t)/√2, (sen t+ 2t)/√2)). Il
campo vettoriale X¯(t) = (AX)γ¯(t) = (−t,
√
2 t2, 2)γ¯(t) e il suo derivato X¯
′(t) =
(−1, 2√2 t, 0)γ¯(t) = (AX ′)γ¯(t) = (F∗X ′)(t).
CAPITOLO 2
Geometria differenziale delle curve di R3
Scopo di questo capitolo e` dare un’introduzione allo studio della geometria
differenziale delle curve di R3. Un ruolo fondamnetale per tale studio e` svolto
dall’apparato di Frenet. Un’attenzione particolare e` rivolta poi a due speciali
classi di curve di R3: eliche cilindriche e curve magnetiche.
2.1. Apparato di Frenet
In questa sezione introduciamo il riferimento di Frenet (T (s), N(s), B(s))
che e` di fondamentale importanza per avere informazioni sulla geometria di
una curva regolare di R3. Il punto chiave per ottenere queste informazioni
e` esprimere i derivati T ′(s), N ′(s), B′(s) in termini dello stesso riferimento di
Frenet.
2. 1-1. La curvatura. Sia γ(s) : I → R3 una curva regolare parametriz-
zata a velocita` unitaria (s ascissa curvilinea). Quindi, il campo tangente lungo
γ, che indichiamo con T (s), e` unitario:
T (s) = γ˙(s), ‖T (s)‖ = ‖γ˙(s)‖ = 1.
Definizione 2.1. La funzione
κ : I → R, s 7→ κ(s) := ‖T ′(s)‖ = ‖γ¨(s)‖ ≥ 0
si chiama curvatura della curva γ(s).
Osserviamo subito che:
• la curvatura κ(s) stima di quanto la curva si allontana dall’essere una
(parte di) retta. Infatti,
κ(s) = 0 ∀ s ⇐⇒ γ¨(s) = 0 ∀ s ⇐⇒ γ(s) = p+ s v;
• la curvatura e` invariante per isometrie (cf. Teorema 2.58).
Supponiamo ora che γ(s) abbia curvatura κ(s) > 0 per ogni s ∈ I (d’altronde,
se κ(s) non e` identicamente nulla, esiste s0 tale che κ(s0) 6= 0 e quindi κ(s) 6= 0
per ogni s in un intorno aperto di s0). Quindi T
′(s) 6= 0. Inoltre, siccome
‖T (s)‖ = 1, allora T ′(s) ⊥ T (s) e il campo vettoriale
N(s) =
1
‖T ′(s)‖T
′(s),
detto campo normale principale lungo γ, e` un campo vettoriale unitario orto-
gonale a T (s). Il campo vettoriale lungo γ(s) definito da
B(s) = T (s) ∧N(s)
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e` detto campo binormale lungo γ. Dalla definizione di B(s) segue che B(s) e`
campo vettoriale unitario ortogonale a T (s) e N(s).
Figura 1. Riferimento mobile lungo γ.
Pertanto, {
T (s), N(s), B(s)
}
e` una base ortonormale lungo γ(s), quindi un riferimento mobile lungo γ, detto
riferimento di Frenet (o triedro di Frenet) della curva γ(s). Si noti che la base
ordinata
(
T (s), N(s), B(s)
)
e` una base positiva per come costruita:
T (s) ∧N(s) ·B(s) = B(s) ·B(s) = 1 > 0.
Una curva regolare γ(s) parametrizzata a velocita` unitaria e con curvatura
κ(s) > 0, la diremo curva di Frenet.
Osservazione 2.2. Si puo` dimostrare che il verso di N (al contrario di
quello di T e di B) non dipende dall’orientazione di γ ma solo dalla sua for-
ma. N e` sempre diretto dalla parte della concavita` della curva. Ad esempio,
ci possiamo rendere conto di cio` mediante considerazione grafica del vettore
rapporto incrementale
T (s+ h)− T (s)
h
,
sia per h > 0 che per h > 0, rapporto di cui T ′(s) e` il limite per h→ 0.
Figura 2. Il verso del campo normale.
Un altro significato geometrico della curvatura e dato dal seguente esercizio.
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Esercizio 2.3. Sia ∆ϑ l’angolo tra i versori tangenti a γ nei punti γ(s0) e
γ(s0 +∆s). Si verifichi che la curvatura di γ nel punto γ(s0) e` data da
κ(s0) = lim
∆s→0
∆ϑ
|∆s| .
Suggerimento: Posto T = γ˙(s0) e T1 = γ˙(s0 +∆s), osservare che
κ(s0) = lim
∆s→0
‖T1 − T‖
|∆s| e ‖T1 − T‖ = 2sen
∆ϑ
2
.
2. 1-2. Piano osculatore e cerchio osculatore. Per una curva piana
esiste un piano che la contiene. Tuttavia, per una curva sghemba, si puo`
definire un piano che piu` si avvicina alla curva in un intorno di un fissato
punto.
Definizione 2.4. Sia γ(t) un arco di curva regolare e sia p0 = γ(t0) un
fissato punto. Siano r la tangente in p0 alla curva γ, p1 = γ(p0 + ∆t) un
punto di γ “vicino”a p0, e π1 il piano contenente r e p1. Il piano osculatore
alla curva γ nel punto p0 e` la posizione limite (quando esiste) del piano π1 per
p1 −→ p0 lungo γ (cioe` per ∆t −→ 0).
Si noti che se γ(t) e` una retta, π1 e` indeterminato e quindi il piano osculatore
e` indeterminato. Se γ(t) e` una curva piana (che non sia una (parte di) retta),
il piano osculatore e` chiaramente il piano della curva.
Proposizione 2.5. Sia γ(t) = (x(t), y(t), z(t)) un arco di curva regola-
re con vettori velocita` e accelerazione γ˙(t0) e γ¨(t0) linearmente indipendenti.
Allora, il piano osculatore nel punto p0 = γ(t0) esiste ed e` il piano per p0 e
parallelo ai vettori γ˙(t0) e γ¨(t0), quindi e` il piano di equazione cartesiana
(2.1)
∣∣∣∣∣∣∣
x− x0 y − y0 z − z0
x′(t0) y′(t0) z′(t0)
x′′(t0) y′′(t0) z′′(t0)
∣∣∣∣∣∣∣ = 0.
In particolare, se γ(s) e` una curva di Frenet, il piano osculatore alla curva nel
punto γ(s) esiste ed e` il piano per tale punto γ(s) e parallelo ai vettori T (s) e
N(s).
Dimostrazione. Il piano π1 ha equazione cartesiana
(2.2)
∣∣∣∣∣∣∣
x− x0 y − y0 z − z0
x′(t0) y′(t0) z′(t0)
x(t0 +∆t)− x(to) y(t0 +∆t)− y(t0) z(t0 +∆t)− z(t0)
∣∣∣∣∣∣∣ = 0
Applicando la formula di Taylor alle funzioni x(t0+∆t), y(t0+∆t) e z(t0+∆t),
si ha
(2.3) x(t) = x(t0 +∆t) = x(t0) + x
′(t0)∆t+
x′′(t0)
2!
(∆t)2 +
ε1(t)
2!
(∆t)2,
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dove ε1(t) e` un infinitesimo per ∆t −→ 0. Analogamente per y(to + ∆t) e
z(to+∆t). Sostituendo la (2.3) nella (2.2), dividendo la terza riga per ((∆t)
2/2)
e applicando qualche proprieta` del determinante, si ha
(2.4) π1 :
∣∣∣∣∣∣∣
x− x0 y − y0 z − z0
x′(t0) y′(t0) z′(t0)
x′′(t0) + ε1(t) y′′(t0) + ε2(t) z′′(t0) + ε3(t)
∣∣∣∣∣∣∣ = 0.
Pertanto, per ∆t −→ 0, dall’equazione (2.4) si ottiene l’equazione (2.1). 
Si noti che la condizione “γ˙(t0) e γ¨(t0) linearmente indipendenti”significa che
la curva ha curvatura non nulla in γ(t0) (cf. Proposizione 2.21).
Osservazione 2.6. Tornando al riferimento di Frenet (T (s), N(s), B(s))
lungo la curva γ(s), i tre versori costituiscono il triedro pricipale (o di Frenet)
nel punto γ(s), mentre le rette per tale punto individuate dai tre versori sono
rispettivamente la retta tangente, la retta normale principale e la retta binor-
male nel punto γ(s). Le facce del triedro sono:
• il piano osculatore in γ(s), piano per γ(s) e parallelo ai vettori T (s), N(s);
• il piano normale in γ(s), piano per γ(s) e parallelo ai vettori N(s), B(s);
• il piano rettificante in γ(s), piano per γ(s) e parallelo ai vettori T (s), B(s).
Definizione 2.7. Sia γ(s) un arco di curva regolare a velocita` unitaria e sia
σ1 la circonferenza tangente a γ in p0 = γ(s0) e passante per p1 = γ(s0+∆s).
Il cerchio osculatore a γ nel punto p0 = γ(s0) e` la circonferenza σ0 posizione
limite (se esiste) della circonferenza σ1 per p1 → p0 lungo γ (cioe` per ∆s→ 0).
Se γ˙(s0) e γ¨(s0) sono linearmente indipendenti (quindi κ(s0) > 0), la circonfe-
renza σo esiste ed e` contenuta nel piano osculatore a γ in p0 = γ(s0). Si puo`
dimostrare che il centro C0 di σ0, detto centro di curvatura di γ in p0 = γ(s0),
e` dato da
C0 = C(s0) = γ(s0) +
1
κ(s0)
N(s0).
C0 = C(s0) appartiene alla retta normale a γ nel punto γ(s0). Inoltre, il raggio
R0 di σ0 e` dato da
R0 = R(s0) = d
(
γ(s0), C0
)
=
∥∥γ(s0)− C0∥∥ = 1
κ(s0)
.
R0 e` detto raggio di curvatura di γ in p0 = γ(s0). Quindi, σ0 si ottiene come
intersezione del piano osculatore con la sfera di centro C0 e raggio R0. Si noti
che il cerchio osculatore σ0 e` la circonferenza che meglio approssima γ in un
intorno di p0.
Esempio 2.8. Sia γ una circonferenza di centro C e raggio R. Facciamo
vedere che tale circonferenza ha curvatura costante 1
R
, centro di curvatura
C e raggio di curvatura R. Siccome la curvatura e` invariante per isometrie,
possiamo assumere che γ sia contenuta nel piano R2(x, y), per cui γ si puo`
parametrizzare con
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γ(s) =
(
x(s), y(s), z(s)
)
=
(
x0 +R cos (s/R), y0 +R sen (s/R), 0
)
.
Pertanto T (s) = γ˙(s) =
(− sen (s/R), cos (s/R), 0), e il suo derivato
T ′(s) = γ¨(s) = − 1
R
(cos (s/R), sen (s/R), 0).
Quindi κ(s) = ‖T ′(s)‖ = 1/R . Il raggio di curvatura R0 di γ in un generico
punto e` R0 = 1/κ(s) = R, e il centro di curvatura C0 e`
C0 = γ(s) +
1
κ(s)
N(s) = γ(s)−R(cos (s/R), sen (s/R), 0)
= (x0, y0, 0) = C.
Esercizio 2.9. Sia γ una circonferenza di centro C e raggio R0 dello spazio.
Costruire una isometria F di R3 tale che γ˜ = F (γ) sia la circonferenza di centro
l’origine O e raggio R0 del piano R
2(x, y).
Suggerimento: sia (v1p, v2p) una base ortonormale di vettori applicati in
p = C del piano che contiene γ, e sia v3p un vettore unitario tale che (v1, v2, v3)
sia una base ortonormale dello spazio tangente TpR
3. Quindi, si consideri
l’isometria F definita da F (p) = O e F∗pvip = eip, i = 1, 2, 3 (cf. Proposizione
1.61).
2. 1-3. La torsione. Abbiamo visto come la curvatura di una curva stimi
di quanto la stessa curva si allontani dall’essere una (parte di) retta. Vogliamo
ora introdurre un invariante che stimi di quanto la curva si allontani dall’essere
piana. Siano γ(s) una curva di Frenet e
(
T (s), N(s), B(s)
)
il corrispondente
riferimento di Frenet. Intanto, osserviamo che se γ(s) e` piana, il piano oscu-
latore e` il piano della curva in ogni punto della stessa curva, per cui B(s) e`
costante lungo la curva, ovvero B′(s) = 0. In generale, il derivato B′(s) e`
parallelo a N(s), cio` e` conseguenza di B′(s) · B(s) = 0 e B′(s) · T (s) = 0. La
condizione B′(s) · B(s) = 0 si ottiene in quanto B(s) e` unitario. Per l’altra
condizione, basta osservare che B(s) · T (s) = 0 implica
B′(s) · T (s) = −B(s) · T ′(s) = −B(s) · (κ(s)N(s)) = 0.
Quindi, possiamo dare la seguente
Definizione 2.10. La funzione torsione di una curva di Frenet γ(s) e` la
funzione
τ : I → R, s 7→ τ(s), tale che B′(s) = −τ(s)N(s),
equivalentemente
τ(s) = −B′(s) ·N(s) = B(s) ·N ′(s).
In particolare ‖B′(s)‖ = |τ(s)|. La torsione τ(s), a differenza della curvatura
κ(s), puo` essere nulla, maggiore o minore di 0.
Mostriamo ora come effettivamente la torsione rappresenti una stima di quanto
una curva si allontani dall’essere piana.
Teorema 2.11. Sia γ(s) una curva di Frenet. Allora,
τ(s) = 0 ⇐⇒ γ(s) e` una curva piana .
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Dimostrazione. “⇐=”Abbiamo gia` osservato che per una curva piana il
derivato B′(s) = 0 e quindi τ(s) = 0. Un modo piu` dettagliato di procedere e`
il seguente. Per ipotesi γ(s) e` piana, quindi esiste un piano π che la contiene.
Pertanto, esiste un punto p ∈ π ed esiste un vettore vp ∈ TpR3 tali che(
γ(s)− p)
p
· vp = 0 per ogni s,
e quindi si puo` scrivere
(
γ(s)− p)
γ(s)
· vγ(s) = 0. Derivando si ottiene
γ˙(s) · vγ(s) = 0,
e quindi T (s) = γ˙(s) e` contenuto nel piano π. Derivando ulteriormente, si
ottiene
T ′(s) · vγ(s) = 0, da cui N(s) · vγ(s) = 0,
e quindi anche N(s) e` contenuto nel piano π. Siccome T (s) ed N(s) sono
entrambi contenuti nel piano π, il versore B(s) = T (s)∧N(s) risultera` parallelo
al vettore vp per ogni s, e quindi B
′(s) = 0. Di conseguenza
τ(s) = −B′(s) ·N(s) = 0.
“=⇒” Supponiamo τ(s) = 0 per ogni s. Dalla definizione di torsione segue
che
B′(s) = −τ(s)N(s) = 0,
cioe` B(s) e` parallelo lungo γ(s), e quindi B(s) = (b1, b2, b3)γ(s) = bγ(s), con
b = (b1, b2, b3) ∈ R3. Proviamo ora che γ(s) e` contenuta nel piano π passante
per γ(0) e ortogonale al vettore b, cioe`(
γ(s)− γ(0))
γ(0)
· bγ(0) = 0 per ogni s.
Consideriamo quindi la funzione
f(s) :=
(
γ(s)− γ(0))
γ(0)
· bγ(0) =
(
γ(s)− γ(0))
γ(s)
· bγ(s).
Derivando si ha
f ′(s) = γ˙(s) · bγ(s) = T (s) ·B(s) = 0,
e quindi f(s) = cost = f(0) = 0. Pertanto,
(
γ(s) − γ(0))
γ(0)
· bγ(0) = 0 per
ogni s. 
In seguito vedremo che l’elica circolare e` un esempio di curva con curvatura e
torsione costanti non nulle.
Un altro significato geometrico della torsione e dato nel seguente esercizio.
Esercizio 2.12. Sia ∆ϑ l’angolo tra i versori binormali a γ nei punti γ(s0)
e γ(s0 +∆s). Si verifichi che la torsione di γ nel punto γ(s0) e` data (in valore
assoluto) da
|τ(s0)| = lim
∆s→0
∆ϑ
|∆s| .
Suggerimento: si proceda come nel caso della curvatura (cf. Esercizio 2.3).
2.1 Apparato di Frenet 41
2. 1-4. Formule di Frenet. Sia γ(s) un a curva di Frenet. L’insieme{
T (s), N(s), B(s), κ(s), τ(s)
}
si chiama apparato di Frenet della curva γ(s). Le formule di Frenet (in
alcuni testi chiamate anche formule di Frenet-Serret) esprimono i derivati
T ′(s), N ′(s), e B′(s) in termini di T (s), N(s), B(s). Piu` precisamente abbiamo:
T ′(s) = κ(s)N(s),
N ′(s) = −κ(s)T (s) +τ(s)B(s),
B′(s) = −τ(s)N(s),
ossia T
′
N ′
B′
 =
 0 κ 0−κ 0 τ
0 −τ 0

TN
B
 .
Dimostrazione. La prima e la terza formula di Frenet seguono banal-
mente dalle definizioni di curvatura e torsione. Proviamo la seconda. Siccome{
T (s), N(s), B(s)
}
e` una base ortonormale lungo γ, allora
N ′(s) =
(
N ′(s) · T (s))T (s) + (N ′(s) ·N(s))N(s) + (N ′(s) ·B(s))B(s) .
Da ‖N(s)‖2 = 1 segue che N ′(s) ·N(s) = 0. Inoltre, N(s) · T (s) = 0 implica
N ′(s) · T (s) +N(s) · T ′(s) = 0, dove T ′(s) = κ(s)N(s).
Ne segue che N ′(s) · T (s) = −κ(s). Infine, N(s) ·B(s) = 0 implica
N ′(s) · B(s) = −N(s) ·B′(s) = τ(s).

Mostriamo ora, usando le formule di Frenet, alcuni risultati sulle curve.
Teorema 2.13. Sia γ(s) una curva regolare a velocita` unitaria. Allora,
κ(s) = cost > 0 e τ(s) = 0 se e solo se γ(s) e` una (parte di) circonferenza
di raggio 1/κ.
Dimostrazione. Supponiamo κ(s) = cost > 0 e τ(s) = 0. Per il
Teorema 2.11 si ha che γ(s) e` piana. Per provare che γ(s) e` una (parte di)
circonferenza di raggio 1/κ, basta provare che esiste un punto p0 tale che
‖γ(s)− p0‖ = 1/κ per ogni s.
Consideriamo la curva α(s) (luogo dei centri di curvatura di γ):
α(s) = γ(s) +
1
κ
N(s).
Derivando e applicando la seconda formula di Frenet, si ottiene
α˙(s) = γ˙(s) +
1
κ
N ′(s) = T (s) +
1
κ
(−κT (s) + τ(s)B(s)) = 0.
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Dunque α(s) e` una curva costante, e quindi esiste un punto p0 tale che α(s) =
p0 per ogni s, ossia
γ(s) +
1
κ
N(s) = p0.
Pertanto
‖γ(s)− p0‖ = ‖(1/κ)N(s)‖ = 1/k.
Il viceversa segue dall’Esempio 2.8 e dal Teorema 2.11. 
Corollario 2.14. Una curva piana regolare γ(s), s ∈ I, con curvatura
costante e` necessariamente una (parte di) retta oppure una (parte di) circon-
ferenza.
Il seguente teorema stima la curvatura di curve sulla sfera.
Teorema 2.15. Sia S2 una sfera di centro C e raggio R. Tra tutti gli archi
di curve regolari γ(s) della sfera S2 quelli di curvatura minima sono tutte e
sole (parti di) circonferenze di raggio massimo. In altre parole, per ogni arco
di curva regolare γ(s) di tale sfera:
κ(s) ≥ 1/R,
dove l’uguale vale se e solo se γ(s) e` una (parte di) circonferenza di raggio R.
Dimostrazione. Per ipotesi γ(s) ∈ S2 per ogni s, quindi(
C − γ(s)) · (C − γ(s)) = R2.
Derivando, si ottiene
γ˙(s) · (C − γ(s))
γ(s)
= 0,
cioe` T (s) · (C − γ(s))
γ(s)
= 0. Derivando ulteriormente, risulta
T ′(s) · (C − γ(s))
γ(s)
+ T (s) · (−γ˙(s)) = 0,
da cui T ′(s) · (C − γ(s))
γ(s)
= 1. Applicando la prima formula di Frenet, si ha
κ(s)N(s) · (C − γ(s))
γ(s)
= 1
e quindi applicando la disuguaglianza di Schwarz, si ha
(2.5) κ(s) =
1
N(s) · (C − γ(s))
γ(s)
≥ 1‖N(s)‖ · ‖C − γ(s)‖ =
1
R
.
Proviamo ora la seconda parte del teorema. Se γ(s) e` un arco di circonferenza
di raggio R, per quanto visto in precedenza, si ha κ = 1/R . Viceversa,
assumiamo che per ipotesi κγ(s) = 1/R e proviamo che γ(s) e` una (parte
di) circonferenza di raggio R. Se κ(s) = 1/R, allora nell’equazione (2.5) vale
l’uguaglianza, e quindi
(
C − γ(s))
γ(s)
= λ(s)N(s) per qualche funzione λ(s).
Ne segue che
|λ(s)| ‖N(s)‖ = ‖C − γ(s)‖ = R,
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cioe` λ(s) = cost = ±R. Inoltre, derivando (C − γ(s))
γ(s)
= λN(s), si ottiene
−γ˙(s) = λN ′(s) e quindi, applicando la seconda formula di Frenet, risulta
−T (s) = λ(− κT (s) + τ(s)B(s))
da cui otteniamo τ(s) = 0. Dunque, γ(s) e` una curva piana. Essendo γ(s)
una curva piana con curvatura costante κ = 1/R, applicando il Teorema 2.13,
possiamo concludere che γ e` una (parte di) circonferenza di raggio R. 
Lemma 2.16. Sia γ(s) una curva di Frenet con torsione non nulla. Se
γ(s) e` contenuta in una sfera di centro C e raggio R, allora
γ(s)− C = −(1/κ(s))N(s)− (1/κ(s))′ (1/τ(s))B(s).
Dimostrazione. Dalla dimostrazione del Teorema 2.15 segue che
T (s) · (γ(s)− C) = 0, e quindi (γ(s)− C) = a(s)N(s) + b(s)B(s).
Sempre dalla dimostrazione del Teorema 2.15, si ha κ(s)N(s) · (C−γ(s)) = 1,
e quindi a(s) = −(1/κ(s)). Infine, derivando
N(s) · (γ(s)− C) = −(1/κ(s)),
e applicando la seconda formula di Frenet, si ha
N(s) · T (s) + (− κ(s)T (s) + τ(s)B(s)) · (γ(s)− C) = −(1/κ(s))′,
e da questa segue che b(s) =
(
γ(s)− C) ·B(s) = −(1/τ(s)) (1/κ(s))′. 
Proposizione 2.17. Sia γ(s) una curva di Frenet contenuta in una sfera
di centro C e raggio R. Allora, le seguenti proprieta` sono equivalenti:
a) γ(s) e` una (parte di) circonferenza;
b) γ ha curvatura costante;
c) γ ha torsione nulla.
Dimostrazione. a) implica b) e` banale. Se γ(s) ha curvatura costante,
allora la torsione e` necessariamente nulla. Infatti, se la torsione non fosse
identicamente nulla, allora esisterebbe s0 tale che τ(s0) 6= 0 e quindi τ(s) 6= 0
in un intorno di s0. Applicando il Lemma 2.16, siccome κ e` costante, si avrebbe
γ(s) = C − (1/κ)N(s) da cui
T (s) = γ˙(s) = −(1/κ)N ′(s) = −(1/κ)(− κT (s) + τ(s)B(s)),
e quindi si avrebbe la contraddizione τ(s) = 0. Infine, se γ(s) ha torsione
nulla, allora γ e` una curva piana e quindi (in quanto curva di una sfera) e` una
(parte di) circonferenza. 
Proposizione 2.18. (forma canonica locale) Sia γ(s) una curva di Frenet.
Allora, per s sufficientemente piccolo, γ(s) si puo` approssimare con la curva
γ0(s) =
(
s− κ
2
0
6
s3,
κ0
2
s2 +
κ′0
6
s3,
κ0τ0
6
s3
)
,
dove κ0 = κ(0), κ
′
0 = κ
′(0) e τ0 = τ(0).
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Dimostrazione. Usando la formula di Taylor, abbiamo
γ(s) = γ(0) + sγ˙(0) + s2
1
2
γ¨(0) + s3
1
6
...
γ (0) +R(s),(2.6)
dove lims→0R(s)/s3 = 0. Usando il riferimento e le formule di Frenet, si ha
T (s) = γ˙(s), γ¨(s) = T ′(s) = κ(s)N(s)
e quindi
...
γ (s) =
(
κ(s)N(s)
)′
= κ′(s)N(s) + κ(s)
(− κ(s)T (s) + τ(s)B(s))
= −κ2(s)T (s) + κ′(s)N(s) + κ(s)τ(s)B(s).
Sostituendo nella (2.6), abbiamo
γ(s) = γ(0) + sT (0) +
s2
2
(
κ(0)N(0)
)
+
s3
6
(− κ2(0)T (0) + κ′(0)N(0) + κ(0)τ(0)B(0))+R(s)
= γ(0) +
(
s− κ
2(0)
6
s3
)
T (0)
+
(κ(0)
2
s2 +
κ′(0)
6
s3
)
N(0) +
(κ(0)τ(0)
6
s3
)
B(0) +R(s).
Infine, considerando un riferimento cartesiano avente l’origine coincidente con
γ(0), e1 = T (0), e2 = N(0) e e3 = B(0), otteniamo la forma canonica
enunciata. 
Osservazione 2.19. Dalla Proposizione precedente segue che le proiezioni
di γ(s) sui piani del triedro di Frenet in γ(0), localmente sono approssimate
dalle curve:
• γ1(s) =
(
s− κ20
6
s3, κ0
2
s2 +
κ′0
6
s3
)
=
(
s, κ0
2
s2
)
+ (−κ20, κ′0) s
3
6
(proiezione di
γ(s) sul piano osculatore in γ(0), piano determinato da T0 e N0);
• γ2(s) =
(
s − κ20
6
s3, κ0τ0
6
s3
)
(proiezione di γ(s) sul piano rettificante in
γ(0), piano determinato da T0 e B0);
• γ3(s) =
(
κ0
2
s2 +
κ′0
6
s3, κ0τ0
6
s3
)
(proiezione di γ(s) sul piano normale in
γ(0), piano determinato da N0 e B0).
2.2. Apparato di Frenet per curve a velocita` arbitraria
Sia γ(t) : I → R3 una curva regolare parametrizzata a velocita` arbitraria.
Sia s = s(t) la funzione ascissa curvilinea di γ e sia t = t(s) la sua funzione
inversa. Spesso si usa scrivere γ(s) per indicare la curva γ(t(s)), tuttavia
adesso poniamo
γ¯(s) = γ
(
t(s)
)
= (γ ◦ t)(s), e quindi γ(t) = γ¯(s(t)) = (γ¯ ◦ s)(t).
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La curva γ¯(s) e` parametrizzata a velocita` unitaria. Assumiamo che γ¯(s) sia
di Frenet, ossia che κ¯(s) > 0 per ogni s, dove κ¯ e` la curvatura di γ¯(s). Con-
sideriamo quindi l’apparato di Frenet
{
T¯ (s), N¯(s), B¯(s), κ¯(s), τ¯(s)
}
associato
a γ¯. Allora
T (t) = T¯
(
s(t)
)
= (T¯ ◦ s)(t) e` il campo tangente unitario di γ(t),
N(t) = N¯
(
s(t)
)
= (N¯ ◦ s)(t) e` il campo normale unitario di γ(t),
B(t) = B¯
(
s(t)
)
= (B¯ ◦ s)(t) e` il campo binormale unitario di γ(t).
Si noti che
B(t) = B¯
(
s(t)
)
= (T¯ ∧ N¯)(s(t)) = T (t) ∧N(t) .{
T (t), N(t), B(t)
}
e` un riferimento ortonormale lungo γ(t). Inoltre, curvatura
e torsione di γ(t) sono date da
κ(t) = κ¯
(
s(t)
)
e τ(t) = τ¯
(
s(t)
)
.
Di conseguenza,{
T (t), N(t), B(t), κ(t), τ(t)
}
e` l’apparato di Frenet di γ(t).
Le corrispondenti formule di Frenet per γ(t) sono
T ′(t) = ‖γ˙(t)‖κ(t)N(t)
N ′(t) = −‖γ˙(t)‖κ(t)T (t) +‖γ˙(t)‖ τ(t)B(t)
B′(t) = −‖γ˙(t)‖ τ(t)N(t).
Per dimostrare tali formule, osserviamo che da T (t) = T¯
(
s(t)
)
, derivando si
ottiene T ′(t) = s′(t) T¯ ′
(
s(t)
)
, dove s(t) =
∫ t
t0
‖γ˙(t)‖ dt. Pertanto,
T ′(t) = ‖γ˙(t)‖ T¯ ′(s(t)) = ‖γ˙(t)‖ κ¯(s(t)) N¯(s(t)) = ‖γ˙(t)‖κ(t)N(t).
Analogamente si procede per le altre due formule. Se ‖γ˙(t)‖ = 1, ritroviamo
le formule di Frenet per curve parametrizzate a velocita` unitaria.
Lemma 2.20. Sia γ(t) una curva regolare parametrizzata a velocita` arbi-
traria e con κ(t) > 0. Allora
(1) γ˙(t) = ‖γ˙(t)‖T (t)
(2) γ¨(t) = ‖γ˙(t)‖′ T (t) + ‖γ˙(t)‖2κ(t)N(t).
Dimostrazione. Derivando γ(t) = γ¯
(
s(t)
)
si ottiene
γ˙(t) = s′(t) ˙¯γ(s) = ‖γ˙(t)‖ T¯(s(t)) = ‖γ˙(t)‖T (t).
Derivando quest’ultima, e applicando la prima formula di Frenet, si ottiene
γ¨(t) = ‖γ˙(t)‖′ T (t) + ‖γ˙(t)‖T ′(t) = ‖γ˙(t)‖′ T (t) + ‖γ˙(t)‖2 κ(t)N(t).

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Notiamo che, mentre per una curva a velocita` unitaria il vettore γ¨(s) e` pa-
rallelo al versore normale N(s), nel caso di una curva γ(t) a velocita` arbitraria
la (2) del Lemma 2.20 ci dice che il vettore accelerazione γ¨(t) e` un vettore del
piano osculatore ma non e` detto che sia parallelo al versore normale N(t).
Proposizione 2.21. Se γ(t) e` una curva regolare di Frenet parametrizzata
a velocita` arbitraria, allora l’apparato di Frenet di γ(t) e` dato da
T (t) =
γ˙(t)
‖γ˙(t)‖ , B(t) =
γ˙(t) ∧ γ¨(t)
‖γ˙(t) ∧ γ¨(t)‖ , N(t) = B(t) ∧ T (t),
κ(t) =
‖γ˙(t) ∧ γ¨(t)‖
‖γ˙(t)‖3 , τ(t) =
γ˙(t) ∧ γ¨(t) · ...γ (t)
‖γ˙(t) ∧ γ¨(t)‖2 .
Dimostrazione. La formula relativa a T (t) e` dimostrata nella (1) del
Lemma 2.20. Inoltre, utilizzando (1) e (2) del Lemma 2.20, risulta
γ˙(t) ∧ γ¨(t) = ‖γ˙(t)‖T (t) ∧ (‖γ˙(t)‖′ T (t) + κ(t)‖γ˙(t)‖2N(t))
= ‖γ˙(t)‖3κ(t) T (t) ∧N(t),
e quindi
(2.7) γ˙(t) ∧ γ¨(t) = κ(t)‖γ˙(t)‖3B(t).
Dalla (2.7) si ottiene la formula per κ(t). Inoltre, sempre dalla (2.7), si ha
B(t) =
γ˙(t) ∧ γ¨(t)
κ(t)‖γ˙(t)‖3 =
γ˙(t) ∧ γ¨(t)
‖γ˙(t) ∧ γ¨(t)‖ .
Per definizione N = B ∧ T . Infine, usando ancora la (2.7), la (2) del Lemma
2.20 e le prime due formule di Frenet di γ(t), si ha
γ˙ ∧ γ¨ · ...γ = κ‖γ˙‖3B · (‖γ˙‖′ T + κ‖γ˙‖2N)′
= κ‖γ˙‖3B · (‖γ˙‖′′ T + ‖γ˙‖′T ′ + (κ‖γ˙‖2)′N + κ‖γ˙‖2N ′)
= κ‖γ˙‖3B · κ‖γ˙‖2(− ‖γ˙‖κT + ‖γ˙‖τB)
=
(
κ‖γ˙‖3)2τ=‖γ˙ ∧ γ¨‖2τ.
Cio` conclude la dimostrazione. 
Corollario 2.22. Sia γ(s) una curva regolare di Frenet a velocita` unitaria.
Allora, curvatura e torsione sono date da
κ(s) = ‖γ˙(s) ∧ γ¨(s)‖ = ‖γ¨(s)‖ e τ(s) = γ˙(s) ∧ γ¨(s) ·
...
γ (s)
κ2(s)
.
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2.3. Curvatura (con segno) di curve piane
Le curve piane sono un caso particolare delle curve dello spazio e quindi
anche per esse vale quanto detto per le curve dello spazio. Tuttavia, come
conseguenza del fatto che il piano ha una struttura complessa, per le curve
piane e` possibile definire una curvatura con segno.
Sia γ(s) : I → R2 una curva di Frenet del piano R2. Sia {T (s), N(s), B(s)}
il riferimento di Frenet di γ come curva di R3 e quindi con B(s) = (E3)γ(s),
E3 = (0, 0, 1). Su R
2 consideriamo l’orientazione indotta dalla base canonica
{E1, E2}. Sia J la rotazione antioraria di 900:
JE1 = E2 e JE2 = −E1.
Quindi,
J : R2 → R2, v = (v1, v2) 7→ Jv = (−v2, v1).
J e` una struttura complessa su R2 in quanto e` un endomorfismo di R2 con la
proprieta` J2 = −I. Inoltre, per v ∈ R2, v 6= 0, e` facile vedere che (v, Jv) e`
una base ortogonale positiva di R2.
I versori T (s),N(s) del riferimento di Frenet sono ovviamente contenuti nel
piano di γ (cf., ad esempio, la dimostrazione del Teorema 2.11). Ora indichiamo
con N∗(s) il versore normale definito in modo tale che la base
(
T (s), N∗(s)
)
sia equiversa alla base canonica (E1, E2). Quindi
N∗(s) = JT (s) = ±N(s).
Se γ(s) = (x(s), y(s)), allora
T (s) = γ˙(s) =
(
x′(s), y′(s)
)
γ(s)
e N∗(s) =
(− y′(s), x′(s))
γ(s)
Osserviamo che ‖T (s)‖ = 1 implica che T ′(s) e` parallelo a N∗(s).
Definizione 2.23. La curvatura con segno di γ(s) e` la funzione κ∗ : I → R
tale che T ′(s) = κ∗(s)N∗(s), cioe`
κ∗(s) = T ′(s) ·N∗(s).
Siccome T ′(s) = κ(s)N(s) e N∗(s) = ±N(s), allora
κ∗(s) = T ′(s) ·N∗(s) = κ(s)N(s) ·N∗(s) = ±κ(s).
Si noti che il segno di κ∗ dipende, oltre che dall’orientazione del piano,
anche dal verso di percorrenza della curva (cf. Figura 3).
Un significato geometrico di κ∗ e` messo in evidenza anche da quanto segue.
Sia ϑ(s) l’angolo di inclinazione della curva γ(s) rispetto all’asse delle x, ossia
l’angolo orientato da E1 a T (s). Allora, abbiamo
T (s) = cosϑ(s)E1 + senϑ(s)E2 =
(
cosϑ(s), senϑ(s)
)
,
T ′(s) = ϑ′(s)
(− senϑ(s), cosϑ(s)),
N∗(s) = JT (s) =
(− senϑ(s), cosϑ(s)),
e quindi
T ′(s) = ϑ′(s)N∗(s) e κ∗(s) = ϑ′(s).
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Pertanto, la curvatura con segno misura la variazione dell’angolo orientato
ϑ(s) che la tangente forma con l’asse x:
• negli intervalli in cui ϑ(s) e` crescente si ha κ∗(s) > 0;
• negli intervalli in cui ϑ(s) e` decrescente si ha κ∗(s) < 0.
Figura 3. Curvatura con segno.
Infine, la curvatura con segno di una curva parametrizzata a velocita` arbitraria
e` data dalla seguente proposizione.
Proposizione 2.24. Sia γ(t) = (x(t), y(t)) una curva piana regolare para-
metrizzata a velocita` arbitraria. Allora, la curvatura con segno κ∗(t) = κ∗(s(t))
e` data da
κ∗(t) =
Jγ˙(t) · γ¨(t)
‖γ˙(t)‖3 =
x′(t)y′′(t)− x′′(t)y′(t)(
x′2(t) + y′2(t)
)3/2 = γ˙(t) ∧ γ¨(t) · E3γ(t)(
x′2(t) + y′2(t)
)3/2 .
Dimostrazione. Il versore tangente T (t) = T (s(t)) = γ˙(t)/‖γ˙(t)‖, per
cui
N∗(t) = N∗(s(t)) = JT (s(t)) = JT (t)
e
T ′(t) = s′(t)T ′(s) = ‖γ˙(t)‖κ∗(s(t))N∗(s(t)) = ‖γ˙(t)‖κ∗(t)N∗(t).
Inoltre, γ˙(t) = ‖γ˙(t)‖T (t) e la precedente formula per T ′(t) implicano
γ¨(t) = ‖γ˙(t)‖′ T (t) + ‖γ˙(t)‖T ′(t) = ‖γ˙(t)‖′ T (t) + ‖γ˙(t)‖2 κ∗(t)N∗(t),
e quindi
γ¨(t) · Jγ˙(t) = (‖γ˙(t)‖′ T (t) + ‖γ˙(t)‖2 κ∗(t)N∗(t)) · ‖γ˙(t)‖N∗(t),
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ossia
Jγ˙(t) · γ¨(t) = κ∗(t) ‖γ˙(t)‖3.
Le altre due uguaglianze seguono facilmente. 
Esempio 2.25. La parabola y = ax2+ bx+ c, a 6= 0, si puo` parametrizzare
con (x = t, y = at2+bt+c), t ∈ R, e quindi (x′ = 1, y′ = 2at+b), (x′′ = 0, y′′ =
2a). La curvatura con segno
κ∗(t) =
x′(t)y′′(t)− x′′(t)y′(t)(
x′2(t) + y′2(t)
)3/2 = 2a(1 + (2at+ b)2)3/2 .
Dunque, κ∗(t) > 0 se a > 0 e κ∗(t) < 0 se a < 0. Inoltre, si vede facilmente
che per t = t0 = −b/2a, κ∗(t0) = 2a e` un valore di massimo se a > 0, e κ∗(t0)
e` un valore di minimo se a < 0. Il punto corrispondente a t0 e` il vertice della
parabola. Naturalmente, la curvatura (senza segno)
κ(t) =
2|a|
(1 + (2at+ b)2)3/2
.
ha sempre un massimo per t = t0 = −b/2a, e κ(t0) = 2|a|.
Esempio 2.26. La catenaria y = cosh x = (ex + e−x)/2 si puo` parame-
trizzare con γ(t) = (t, cosh t), t ∈ R, e quindi
(x′ = 1, y′ = sinh t), (x′′ = 0, y′′ = cosh t).
Con tale parametrizzazione, la curvatura con segno
κ∗(t) =
cosh t
cosh3 t
=
1
cosh2 t
> 0.
Dunque, κ(t) = κ∗(t) > 0 per ogni t ∈ R . Per t = 0 si ottiene il punto A(0, 1)
ed e` facile vedere che A e` il punto di massimo per la curvatura.
Esempio 2.27. L’ellisse (x2/a2) + (y2/b2) = 1, a > 0, b > 0, si puo`
parametrizzare con γ(t) = (acos t, bsen t), t ∈ R, e quindi
(x′ = −asen t, y′ = bcos t), (x′′ = −acos t, y′′ = −bsen t).
Con tale parametrizzazione, la curvatura con segno
κ∗(t) =
ab
(a2sen 2t+ b2cos 2t)3/2
> 0.
Dunque, κ(t) = κ∗(t) > 0 per ogni t ∈ [0, 2π] (κ(t) e` una funzione periodica).
Per t = 0, 2π si ottiene A1(a, 0) e per t = π si ottiene A2(−a, 0). Per t = π/2
si ottiene B1(0, b) e t = 3π/2 si ottiene B2(0,−b). Assumiamo a > b, allora
e` facile vedere che i vertici A1, A2 sono punti di massimo per la curvatura,
mentre i vertici B1, B2 sono di minimo per la curvatura (cf. Figura 4).
Esempio 2.28. Il ramo di iperbole (x2/a2)− (y2/b2) = 1, a > 0, b > 0, con
x > 0, si puo` parametrizzare con γ(t) = (a cosh t, b sinh t), t ∈ R, e quindi
(x′ = a sinh t, y′ = b cosh t), (x′′ = a cosh t, y′′ = b sinh t).
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Con tale parametrizzazione, la curvatura con segno
κ∗(t) =
−ab(
a2 sinh2 t+ b2 cosh2 t
)3/2 < 0.
Dunque, κ(t) = −κ∗(t) > 0 per ogni t ∈ R. Si vede facilmente che
κ′(t) = −3 (a2 sinh2 t+ b2 cosh2 t)−5/2 (a2 + b2) sinh t cosh t
Il valore di massimo per la curvatura κ(t) si ha per t = 0: κ(0) = a/b2, il punto
corrispondente e` il vertice A1(a, 0). L’altro ramo dell’iperbole e` parametrizzato
da γ(t) = (−a cosh t, b sinh t), t ∈ R. In questo caso, il valore di massimo per
la curvatura κ(t) si ha nel vertice A2(−a, 0) = γ(0) (cf. Figura 5).
Figura 4. A1, A2 punti di massimo e B1, B2 punti di minimo
per la curvatura dell’ellisse.
Figura 5. A1, A2 punti di massimo per la curvatura dell’iperbole.
Sia γ(t) una curva regolare di Frenet di R3 parametrizzata a velocita` ar-
bitraria, e sia N(t) il versore normale a γ(t). La curva γ˜ luogo dei centri di
curvatura di γ, e` definita da
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γ˜(t) = γ(t) +
1
κ(t)
N(t),
e viene detta curva centrale di γ (cf. [17], p.75).
Definizione 2.29. Sia γ(t) una curva regolare piana con κ(t) > 0. La
curva centrale γ˜(t) e` detta evoluta di γ.
Si noti che se γ(t) e` regolare, non e` detto che lo sia anche γ˜(t).
Esempio 2.30. Se γ(s) e` una circonferenza di centro C0 e raggio R pa-
rametrizzata a velocita` unitaria, allora la curvatura κ(s) =cost.= 1/R per
cui
γ˜(s) = γ(s) +RN(s) = C0.
Dunque, γ˜(t) e` costante e quindi γ˜(t) non e` regolare.
Esempio 2.31. Sia C la circonferenza, di centro C(0, 1) e raggio unitario,
del piano R2(x, y). La curva γ descritta da un punto p di C mentre C rotola
(senza strisciare) sull’asse delle x nel verso positivo, e` detta cicloide. La
cicloide γ si puo` parametrizzare (cf. ad esempio [20] p.35) con
γ(t) = (t− sen t, 1− cos t, 0), t ∈]0, 2π[.
Vogliamo trovare l’evoluta di γ. Siccome
γ˙(t) = (1− cos t, sen t, 0)γ(t), γ¨(t) = (sen t, cos t, 0)γ(t),
γ˙(t) ∧ γ¨(t) = (0, 0, cos t− 1)γ(t), B(t) = (0, 0,−1)γ(t),
si trova
N(t) = B(t) ∧ T (t) = 1√
2(1− cos t)(sen t, cos t− 1, 0)γ(t),
κ(t) =
‖γ˙(t) ∧ γ¨(t)‖
‖γ˙(t)‖3 =
1
2
√
2(1− cos t)
e quindi
γ˜(t) = γ(t) +
1
κ(t)
N(t) = (t+ sen t, cos t− 1, 0).
Osserviamo che γ˜(t) si puo` ottenere da γ(t) applicando una traslazione dopo
una opportuna riparametrizzazione (t = t¯+ π) :
γ˜(t¯) = γ˜(t(t¯)) = γ˜(t¯+ π) = (t¯+ π − sen t¯,−1− cos t¯, 0) = γ(t¯) + (π,−2, 0).
Esercizio 2.32. Sia γ un arco di curva regolare (piana) definito, in coor-
dinate polari, da un’equazione del tipo ̺ = ̺(ϑ), a ≤ ϑ ≤ b. Si verifichi
che
• la lunghezza L(γ) = ∫ b
a
√
̺2(ϑ) + (̺′(ϑ))2 dϑ;
• la curvatura κ(ϑ) = |2(̺
′(ϑ))2 − ̺(ϑ)̺′′(ϑ) + ̺2(ϑ)|
(̺2(ϑ) + (̺′(ϑ))2)3/2
.
Suggerimento: considerare la parametrizzazione (cartesiana) di γ data da(
x(ϑ) = ̺(ϑ)cosϑ, y(ϑ) = ̺(ϑ)senϑ
)
.
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Esercizio 2.33. Si verifichi che:
• l’evoluta della parabola γ(t) = (t, t2) e` la curva
γ˜(t) = (−4t3, (6t2 + 1)/2);
• l’evoluta della catenaria γ(t) = (t, cosh t), t ∈ R e` la curva
γ˜(t) = (t− sinh t cosh t, 2 cosh t);
• l’evoluta dell’ellisse γ(t) = (acos t, bsen t), a, b > 0, e` la curva (detta
asteroide, o anche astroide)
γ˜(t) = (
a2 − b2
a
cos 3t,
b2 − a2
a
sen 3t);
• l’evoluta del ramo di iperbole γ(t) = (a cosh t, b sinh t), a, b > 0, e` la curva
(detta curva di Lame´)
γ˜(t) = (
a2 + b2
a
cosh3 t,−a
2 + b2
a
sinh3 t).
Esercizio 2.34. Si consideri la curva γ(t) = (ln tan t/2 + cos t, sen t), t ∈
]0, π[, detta trattrice (cf. Sezione 4.9, formula (4.20) con R = 1). Si noti che
γ(t) e` una curva regolare tranne che per t = π/2. Verificare che l’evoluta di
γ(t) e` la curva
γ˜(t) = (ln tan t/2,
1
sen t
).
Si noti che se consideriamo il parametro t¯ definito da tan(t/2) = et¯, si ha
ln tan t/2 = t¯ e
1
sen t
=
1
2sen (t/2)cos (t/2)
=
1
2
(tan(t/2) + cot(t/2)) =
1
2
(
et¯ + e−t¯
)
= cosh t¯.
Quindi, γ˜ e` la catenaria dell’Esempio 2.26.
2.4. Eliche circolari
Configurazioni elicoidali sono strutture che si trovano molto spesso in na-
tura. Esse appaiono sia in sistemi microscopici (ad esempio fibre batteriche,
catene proteiche in particolare del DNA, ecc.) che in fenomeni macroscopici
(ad esempio: corde, funi, piante rampicanti, molle a spirale, ecc.). Per mag-
giori informazioni sulle configurazioni elicoidali in natura si rinvia all’articolo
[3] e alla bibliografia riportata nello stesso articolo.
Nell’Esempio 1.9, una curva differenziabile γ parametrizzata da γ(t) =
(a cos t, a sen t, b t), t ∈ R, dove a =cost.> 0 e b =cost. 6= 0, e` stata chiamata
elica circolare. Inoltre, abbiamo osservato che
1) γ(t) appartiene a un cilindro circolare retto,
2) cosϑ = b/
√
a2 + b2=cost. 6= 0, dove ϑ e` l’angolo tra γ˙(t) e E3γ(t).
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Queste due proprieta` permettono di formalizzare la seguente definizione geo-
metrica.
Definizione 2.35. Una curva differenziabile regolare (non piana) γ(t) si
dice elica circolare, o arco di elica circolare, se e` contenuta in un cilindro
circolare retto Γ e forma un angolo costante con l’asse del cilindro, ossia T (t) ·
Vγ(t) =cost., dove T (t) e` il versore tangente di γ(t) e V e` un versore parallelo
all’asse di Γ.
Abbiamo quindi la seguente
Proposizione 2.36. Un’elica circolare, in un opportuno riferimento, si puo`
parametrizzare con l’equazione γ(t) = (a cos t, a sen t, b t), dove a =cost.> 0,
b =cost. 6= 0. Tale parametrizzazione la diremo parametrizzazione canonica
dell’elica circolare.
Dimostrazione. Sia γ un’elica circolare e sia γ(s) = (x(s), y(s), z(s))
una sua parametrizzazione a velocita` unitaria. Consideriamo un riferimento
cartesiano RC(O, x, y, z) con asse z coincidente con l’asse del cilindro Γ che
contiene γ e tale che γ(0) appartenga all’asse x. Dalla definizione di elica
circolare segue che
γ˙(s) · E3γ(s) = b¯ =cost, e quindi z′(s) = b¯ da cui z(s) = b¯s+ c.
Siccome γ(0) si trova sull’asse x, si ha z(0) = 0 ossia c = 0 e quindi z(s) = b¯s,
con b¯ 6= 0 (perche` γ non e` piana). Rispetto al fissato riferimento cartesiano, il
cilindro Γ ha equazione cartesiana
x2 + y2 = a2, dove a e` l’ascissa di γ(0), cioe` γ(0) = (a, 0, 0).
γ(s) ∈ Γ implica x(s)2 + y(s)2 = a2, e quindi abbiamo
x(s) = a cos a¯s, y(s) = a sen a¯s, z(s) = b¯s,
dove a¯ (che e` 6= 0, altrimenti γ sarebbe una retta e quindi curva piana) e`
determinata dalla condizione ‖γ˙(s)‖2 = 1, ossia a2a¯2 + b¯2 = 1. Posto b = b¯/a¯,
si ha a¯ = 1/
√
a2 + b2. Pertanto, otteniamo
γ(s) =
(
a cos
s√
a2 + b2
, a sen
s√
a2 + b2
,
bs√
a2 + b2
)
,
e quindi per t = s/
√
a2 + b2, si ottiene la rappresentazione canonica. 
Osservazione 2.37. Dal punto di vista della Fisica, un’elica circolare e` la
traiettoria γ di un punto che descrive una circonferenza σ con moto circolare
uniforme, mentre il piano π che contiene σ si muove di moto rettilineo uniforme
nella direzione ortogonale a π. In tal caso, se a e` il raggio di σ, ω e` la velocita`
angolare del moto rotatorio e v e` la velocita` del moto traslatorio, allora la
curva γ si rappresenta con
γ(ϑ) : x = a cos (ωϑ), y = a sen (ωϑ), z = vϑ, ϑ ∈ R parametro.
Posto t = ϑω e b = v/ω 6= 0, si ottiene l’elica con equazioni parametriche
γ(t) = (a cos t, a sen t, bt).
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Per un’elica circolare γ(t) = (a cos t, a sen t, b t), a > 0, b 6= 0, l’arco γ0 =
γ|
[t0,t0+2pi]
si chiama spira dell’elica. Ogni spira ha lunghezza costante. Infatti
L(γ0) =
∫ t0+2pi
t0
‖γ˙(t)‖ dt = ∫ to+2pi
t0
√
a2 + b2 dt = 2π
√
a2 + b2.
Si chiama passo dell’elica circolare γ(t) la distanza tra gli estremi di una spira:
d
(
γ(t0), γ(t0 + 2π)
)
= 2π|b|,
per cui b viene detta costante di passo dell’elica circolare.
Esempio 2.38. Curvatura e torsione di un’elica circolare
Sia γ(t) = (a cos t, a sen t, b t), a > 0, b 6= 0, t ∈ R, un’elica circolare. La ripa-
rametrizzazione a velocita` unitaria dell’elica circolare e` data da (cf. Esempio
1.22 e anche dimostrazione della Proposizione 2.36)
γ(s) =
(
a cos
s√
a2 + b2
, a sen
s√
a2 + b2
, b
s√
a2 + b2
)
.
Quindi,
T (s) =
(
− a√
a2 + b2
sen
s√
a2 + b2
,
a√
a2 + b2
cos
s√
a2 + b2
,
b√
a2 + b2
)
γ(s)
e
T ′(s) = γ¨(s) =
(
− a
a2 + b2
cos
s√
a2 + b2
, − a
a2 + b2
sen
s√
a2 + b2
, 0
)
γ(s)
Pertanto la curvatura di γ(s) e`
κ(s) = ‖T ′(s)‖ = a
a2 + b2
= cost > 0.
Consideriamo ora il campo normale lungo γ, ovvero
N(s) =
1
κ(s)
T ′(s) = −
(
cos
s√
a2 + b2
, sen
s√
a2 + b2
, 0
)
γ(s)
.
Di conseguenza
B(s) = T (s) ∧N(s)
=
(
b√
a2 + b2
sen
s√
a2 + b2
, − b√
a2 + b2
cos
s√
a2 + b2
,
a√
a2 + b2
)
γ(s)
,
B′(s) =
(
b
a2 + b2
cos
s√
a2 + b2
,
b
a2 + b2
sen
s√
a2 + b2
, 0
)
γ(s)
,
e quindi la torsione di γ(s) e`
τ(s) = −B′(s) ·N(s) = b
a2 + b2
= cost 6= 0.
Dunque, l’elica circolare e` una curva con curvatura e torsione costanti non
nulle. In particolare, se b = 0 si ha che γ e` una circonferenza di raggio a, e le
formule ottenute danno τ = 0 e κ = 1/a.
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2.5. Eliche cilindriche
Definizione 2.39. Una curva regolare γ(t) di R3 si dice che e` un’elica
cilindrica, o un arco di elica cilindrica, se esiste un campo vettoriale unitario
differenziabile V (t) definito lungo γ(t) tale che
(1) V (t) sia parallelo lungo γ (i.e., V ′(t) = 0, e quindi V (t) = (V0)γ(t));
(2) V (t) formi un angolo costante ϑ con T (t) : V (t) · T (t) = cosϑ( 6= ±1).
Un’elica cilindrica, a volte, e` anche detta elica generalizzata. Il campo vetto-
riale V (t), a volte indicato con V0 in quanto costante, e` detto asse dell’elica
cilindrica, e l’angolo costante ϑ e` detto pendenza dell’elica. Un’elica circolare,
per quanto detto precedentemente, e` chiaramente un esempio di elica cilin-
drica. Si noti che anche le curve piane si possono considerare come eliche
cilindriche (banali). Se γ(t) e` una curva piana, basta prendere V (t) vettore
unitario ortogonale al piano della curva (in tal caso ϑ = π/2). Se γ(t) fosse una
(parte di) retta, prendendo V (t) vettore unitario parallelo con γ˙(t), si avrebbe
cosϑ = ±1.
Nel seguito considereremo, salvo diversa indicazione, eliche cilindriche che
non sono rette, quindi in particolare con curvatura κ(t) non nulla.
Osservazione 2.40. La Definizione 2.39 non dipende dalla parametriz-
zazione regolare scelta. Infatti se t¯ = t¯(t) e` un cambiamento regolare di
parametro, il campo vettoriale V (t) = V
(
t¯(t)
)
e` unitario e soddisfa
V ′(t) = t¯′(t)V ′(t¯), t¯′(t) 6= 0, e quindi V ′(t) = 0 se e solo se V ′(t¯) = 0.
Tracciando per ogni punto di un’elica cilindrica γ(t) una retta con la direzione
di V si ottiene un cilindro generalizzato.
Figura 6. Elica cilindrica.
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Proposizione 2.41. Sia γ(t) un’elica cilindrica con pendenza ϑ. Allora,
l’asse V (t) di γ(t) e` dato da
(2.8) V (t) = cosϑ T (t) + senϑ B(t).
In particolare V e` ortogonale a N , e V ·B = senϑ > 0.
Dimostrazione. Sia
(
T (t), N(t), B(t)
)
il riferimento di Frenet associato
a γ(t). L’asse V (t) si puo` esprimere con
V (t) = (V · T )T + (V ·N)N + (V · B)B.
Per ipotesi V · T = cost = cosϑ. Derivando si ottiene V ′ · T + V · T ′ = 0.
Ma V ′(t) = 0 per ipotesi e quindi T ′(t) · V (t) = 0. Applicando poi la prima
formula di Frenet, risulta V (t) · κ(t)‖γ˙(t)‖N(t) = 0 dove κ(t)‖γ˙(t)‖ > 0, per
cui necessariamente V (t) · N(t) = 0. Di conseguenza, l’equazione precedente
diventa
V (t) = cosϑ T (t) +
(
V (t) ·B(t))B(t).
Pertanto, essendo V (t) unitario, si ottiene l’equazione (2.8). In particolare, si
ha V (t) · B(t) = senϑ > 0. Infatti, se fosse senϑ = 0, dalla (2.8) si avrebbe
T ′(t) = 0 e quindi κ(t)‖γ˙(t)‖N(t) = 0, per cui essendo la curva regolare
si avrebbe κ(t) = 0, ma le eliche che consideriamo non sono rette per cui
senϑ > 0. 
Una caratterizzazione delle eliche e` data dal seguente Teorema stabilito da
M.A. Lancret (1802), ma la prima dimostrazione e` stata data da B. de Saint
Venant nel 1845 (cf. anche [22], p.34).
Teorema 2.42. (di Lancret) Sia γ(s) una curva di Frenet. Allora,
γ(s) e` un’elica cilindrica ⇐⇒ τ(s)
κ(s)
= cost.
In tal caso,
τ(s)/κ(s) = cotgϑ, dove ϑ e` la pendenza dell’elica.
Dimostrazione. “=⇒”Assumiamo che γ(s) sia un’elica cilindrica. Dalla
Proposizione 2.41 segue che l’asse V e` dato da
V (s) = cosϑT (s) + senϑB(s).
Derivando, ricordando che V ′(s) = 0 e applicando le formule di Frenet, si ha
0 = cosϑT ′(s) + senϑB′(s) = cosϑκ(s)N(s)− senϑ τ(s)N(s)
=
(
κ(s)cosϑ− τ(s)senϑ)N(s),
e quindi
κ(s) · cosϑ− τ(s) senϑ = 0, ossia τ(s)/κ(s) = cosϑ/senϑ = cotgϑ=cost .
“⇐=” Per ipotesi τ(s)/κ(s) = cost ∈ R = cotg(]0, π[). Pertanto, esiste un
unico ϑ ∈]0, π[ tale che cotgϑ = τ(s)/κ(s). Ora consideriamo il campo
vettoriale lungo γ(s) definito da V (s) := cosϑT (s) + senϑB(s). Ovviamente
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V (s) e` differenziabile, ‖V ‖ = 1 e V (s) · T (s) = cosϑ = cost. Inoltre, usando
le formule di Frenet, risulta
V ′(s) = cosϑT ′(s) + senϑB′(s) = cosϑκ(s)N(s)− senϑ τ(s)N(s)
=
(
κ(s) cosϑ− τ(s) senϑ)N(s) = 0.
Pertanto, per definizione, γ(s) e` un’elica cilindrica. 
Alla luce del teorema precedente, le eliche cilindriche sono anche dette curve
di Lancret.
Osservazione 2.43. Si noti che le curve di Lancret (non escludendo le
rette) si possono caratterizzare anche come le curve geodetiche di un cilindro
generalizzato retto (cf. Esempio 5.67).
Teorema 2.44. Sia γ(s) una (parte di) elica cilindrica e sia E2 un piano
ortogonale all’asse V . Allora, la curva γ1(s) proiezione ortogonale di γ(s) su
E2, che in generale non e` una (parte di) circonferenza, ha curvatura
κ1(s) = κ(s)/sen
2ϑ.
Inoltre, τ(s) = κ1(s)senϑ cosϑ.
Dimostrazione. Sia E2 un piano ortogonale all’asse V che, senza perdere
in generalita`, possiamo considerare per l’origine. Dalla decomposizione
R
3 = E2 ⊕ span(V ),
ne segue che la curva γ1(s) e` data da
γ1(s) = γ(s)−
(
γ(s) · V (s))V (s).(2.9)
Il parametro s in generale non e` ascissa curvilinea per γ1, quindi per trovare
la curvatura κ1(s) di γ1(s) usiamo la formula
κ1(s) = ‖γ˙1(s) ∧ γ¨1(s)‖/‖γ˙1(s)‖3.
Derivando la (2.9), si ottiene
γ˙1(s) = γ˙(s)−
(
γ˙(s) · V (s))V (s) = T (s)− (T (s) · V (s))V (s),
e quindi
‖γ˙1‖2 =
(
T − (T · V )V ) · (T − (T · V )V ) = 1− 2(T · V )2 + (T · V )2
= 1− cos 2ϑ, ossia
‖γ˙1(s)‖ = senϑ.
Inoltre,
γ¨1(s) = T
′(s)− (T ′(s) · V (s))V (s),
dove
T ′(s) = κ(s)N(s) e quindi T ′(s) · V (s) = 0.
Pertanto,
γ¨1(s) = T
′(s).
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Allora, usando anche la (2.8), si ha
γ˙1(s) ∧ γ¨1(s) =
(
T − (T · V )V ) ∧ T ′ = κ(s)(T − (cosϑ)V ) ∧N
= κ(s)T ∧N − κ(s)cosϑ(cosϑT + senϑB) ∧N
= κ(s)B − κ(s)cos 2ϑB + (κ(s)senϑcosϑ)T
=
(
κ(s)sen 2ϑ
)
B +
(
κ(s)senϑcosϑ
)
T,
e quindi
‖γ˙1(s) ∧ γ¨1(s)‖2 = κ2(s)sen 2ϑ.
Dunque,
κ1(s) = ‖γ˙1(s) ∧ γ¨1‖/‖γ˙1(s)‖3 =
(
κ(s)senϑ
)
/sen 3ϑ = κ(s)/sen 2ϑ.
Infine, dal Teorema di Lancret, τ(s)/κ(s) = cosϑ/senϑ e quindi τ(s) =
κ1(s)senϑcosϑ. 
Osservazione 2.45. Si noti che i Teoremi 2.42 e 2.44 valgono anche per
curve regolari γ(t) parametrizzate a velocita` arbitraria e con κ(t) > 0. Basta
osservare che κ(s) = κ(t(s)) e τ(s) = τ(t(s)). In tal caso, la curva γ1(t)
proiezione ortogonale di γ(t) su un piano ortogonale all’asse V (t) ha curvatura
κ1(t) = κ(t)/sen
2ϑ(2.10)
Esempio 2.46. La curva regolare γ(t) = (et, e−t,
√
2 t), t ∈ R, e` un esempio
di elica cilindrica. Infatti, calcolando i vettori γ˙(t), γ¨(t), γ˙(t) ∧ γ¨(t) e ...γ (t), si
ha
γ˙(t) = (et,−e−t,√2)γ(t), γ¨(t) = (et, e−t, 0)γ(t),
...
γ (t) = (et,−e−t, 0)γ(t) ,
γ˙(t) ∧ γ¨(t) = (−√2e−t,√2et, 2)γ(t) ,
‖γ˙(t)‖2 = e2t + e−2t + 2 = (et + e−t)2, ‖γ˙(t) ∧ γ¨(t)‖2 = 2(et + e−t)2.
Quindi, curvatura e torsione sono date da
κ(t) =
‖γ˙(t) ∧ γ¨(t)‖
‖γ˙(t)‖3 =
√
2
(et + e−t)2
,
τ(t) =
γ˙(t) ∧ γ¨(t) · ...γ (t)
‖γ˙(t) ∧ γ¨(t)‖2 = −
√
2
(et + e−t)2
.
Pertanto, τ(t)/κ(t) = −1 e quindi la curva γ(t) e` un’elica cilindrica con an-
golo di pendenza ϑ = 3π/4. Ora determiniamo l’asse V (t) dell’elica. Dalla
Proposizione 2.41, l’asse V (t) e` il campo vettoriale
V (t) = (cosϑ)T (t) + (senϑ)B(t) = (
√
2/2)(B(t)− T (t)).
Siccome
T (t) =
1
et + e−t
(et,−e−t,√2)γ(t), B(t) = 1
et + e−t
(−e−t, et,√2)γ(t),
otteniamo
V (t) =
√
2
2
(−1, 1, 0)γ(t).
2.5 Eliche cilindriche 59
Di conseguenza, siccome V (t)·γ(t) = (√2/2)(e−t−et), la proiezione ortogonale
e` la curva
γ1(t) = γ(t)− (V (t) · γ(t))V (t) = 12(e−t + et, e−t + et, 2
√
2 t).
Applicando la (2.10), la curva γ1 ha curvatura
κ1(t) =
κ(t)
sen 2ϑ
=
2
√
2
(e−t + et)2
.
Esercizio 2.47. Sia data la curva γ(t) =
(
2t, (2/3)t3, (1/5)t5
)
, t > 0.
a) Determinare curvatura e torsione di γ, riconoscere che γ e` un’elica cilindrica
ed esplicitare l’asse V di γ.
b) Determinare la curva γ1(t) proiezione ortogonale di γ su un piano ortogonale
all’asse V di γ, inoltre determinare la curvatura di γ1.
Suggerimento: a) Usando le formule della Proposizione 2.21 si trova che
τ(t) = κ(t) = 4t/(2+ t4)2. Quindi, per il Teorema di Lancret γ e` un’elica cilin-
drica, τ/κ = cotg(π/4) e V (t) = (
√
2/2)T (t)+(
√
2/2)B(t) = (
√
2/2)(1, 0, 1)γ(t)
e` l’asse dell’elica.
b) Usando la (2.9) si trova γ1(t) = (t− t5/10, 2t3/3,−t+ t5/10), e quindi dalla
formula del Teorema 2.44 si ottiene κ1(t) = 8t/(2 + t
4)2.
Esercizio 2.48. Sia γ(t) una curva di Frenet parametrizzata con velocita`
scalare ‖γ˙(t)‖ = 3√2(1+t2). Determinare curvatura e torsione di γ(t) sapendo
che il suo riferimento di Frenet e` dato da
T (t) =
1√
2(1 + t2)
(
1− t2, 2t, 1 + t2)
γ(t)
, N(t) =
1
1 + t2
(−2t, 1− t2, 0)
γ(t)
,
B(t) =
1√
2(1 + t2)
(
t2 − 1,−2t, 1 + t2)
γ(t)
.
Quindi, riconoscere la curva γ(t).
Suggerimento: calcolare i campi derivati T ′(t) e B′(t). Applicando le
formule di Frenet per curve parametrizzate a velocita` arbitraria, si trova
κ(t) =
T ′(t) ·N(t)
‖γ˙(t)‖ = ... =
1
3(1 + t2)2
e
τ(t) = −B
′(t) ·N(t)
‖γ˙(t)‖ = ... =
1
3(1 + t2)2
.
Dunque, γ(t) e` un’elica cilindrica.
Vogliamo dare ora una caratterizzazione dell’elica cilindrica in termini della
curva immagine sferica che adesso introduciamo. Sia γ(s) = (x(s), y(s), z(s)),
s ∈ I, una curva di Frenet. Siccome s e` ascissa curvilinea, si ha ‖γ˙(s)‖ = 1.
La curva
β : I → S2 ⊂ R3, s 7→ β(s) = γ˙(s) = (x′(s), y′(s), z′(s)),
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e` detta immagine sferica di γ. La curva β e` regolare in quanto
β˙(s) = T ′(s) = κ(s)N(s) 6= 0, quindi ‖β˙(s)‖ = κ(s) > 0,
dove κ(s) e` la curvatura di γ(s). In generale β(s) non e` parametrizzata a
velocita` unitaria, per cui per calcolare curvatura e torsione di β usiamo le
formule della Proposizione 2.21. Derivando
β˙(s) = κ(s)N(s),
e applicando le formule di Frenet, si ha
β¨ = κ′N + κN ′ = κ′N + κ(−κT + τB) = −κ2T + κ′N + κτB,
e ...
β = (−3κκ′)T + (κ′′ − κ3 − τ 2κ)N + (2κ′τ + κτ ′)B.
Quindi,
(β˙ ∧ β¨)(s) = κ2(s)τ(s)T (s) + κ3(s)B(s)
e
β˙ ∧ β¨ · ...β = ... = κ5(τ/κ)′,
per cui si ottiene
κβ(s) =
‖β˙ ∧ β¨‖
‖β˙‖3 =
√
κ6 + τ 2κ4
κ3
=
√
1 +
(τ
κ
)2
e
τβ =
β˙ ∧ β¨ · ...β
‖β˙ ∧ β¨‖2 =
(τ/κ)′
κ
(
1 + τ
2
κ2
) .
Pertanto, come conseguenza del Teorema 2.13 e del Teorema 2.42 (di Lancret),
otteniamo la seguente
Proposizione 2.49. Una curva di Frenet (non piana) γ(s) e` una (parte
di) elica cilindrica se, e solo se, la sua immagine sferica β(s) e` una (parte di)
circonferenza di curvatura κβ =
√
1 +
(
τ
κ
)2
> 1.
Per le eliche circolari abbiamo la seguente caratterizzazione.
Teorema 2.50. Sia γ(t) una curva di Frenet (non piana). Allora,
γ(t) e` una (parte di) elica circolare ⇐⇒ τ(t) = cost. e κ(t) =cost.
Dimostrazione. L’implicazione “=⇒”e` stata vista nell’Esempio 2.38.
Proviamo l’implicazione inversa. Dal Teorema di Lancret sappiamo che γ(t)
e` una (parte di) elica cilindrica. Inoltre, siccome κ(t) e` costante per ipotesi,
dal Teorema 2.44 segue che la curva γ1, proiezione ortogonale di γ su un piano
ortogonale all’asse V , ha curvatura
κ1(t) = κ(t)/sen
2ϑ =cost.
Dunque, applicando il Teorema 2.13, γ1 e` una (parte di) circonferenza e quindi
γ e` una (parte di) elica circolare. 
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Osservazione 2.51. Sia γ(s) un’elica circolare e sia
(
T (s), N(s), B(s), κ, τ
)
il suo apparato di Frenet. Dalla (2.8) segue che l’asse V (s) di γ e` dato da
V (s) = cosϑT (s) + senϑB(s),
dove cotϑ = τ/κ (cf. Teorema 2.42) e ϑ e` l’angolo convesso tra T e V .
Allora, i vettori V1(s) = senϑT (s) − cosϑB(s) ed N(s) sono ortonormali e
il piano E2(s) =span
(
V1(s), N(s)
)
e` ortogonale a V (s) lungo γ. Derivando, e
applicando le formule di Frenet, otteniamo
V ′1(s) = senϑT
′(s)− cosϑB′(s) = κ senϑN(s) + τ cosϑN(s)
= (κ senϑ+ τ cosϑ)N(s) =
(
κ senϑ+ κ
cos 2ϑ
senϑ
)
N(s)
=
κ
senϑ
N(s)
e
N ′(s) = −κT (s) + τB(s) = −κT (s) + κ cosϑ
senϑ
B(s)
=
κ
senϑ
(− senϑT (s) + cosϑB(s))
= − κ
senϑ
V1(s).
Quindi,
V ′1(s) = ̺N(s) e N
′(s) = −̺ V1(s),
dove
̺ =
κ
senϑ
= ... =
√
κ2 + τ 2.
Pertanto, derivando il riferimento ortonormale
(
V (s), V1(s), N(s)
)
lungo γ, si
ha V ′(s) = 0 mentre il piano E2(s), ortogonale all’asse V , e` trasformato in se
mediante una rotazione di 90o seguita da una omotetia di coefficiente ̺. Inotre,
si noti che ̺ e` la lunghezza del campo vettoriale di Darboux (cf. Sezione 2.6).
Diamo ora un metodo per la costruzione di eliche cilindriche.
Teorema 2.52. Sia α(t), t ∈ I, una curva regolare piana parametrizzata
a velocita` costante ‖α˙(t)‖ = a > 0 e sia V0 un vettore unitario ortogonale al
piano di α. Allora, la curva
(∗) γ(t) = α(t) + t b V0 + c V0, b, c ∈ R,
e` un’elica cilindrica con asse il campo vettoriale costante e unitario V0. Vice-
versa, se γ(t) e` un’elica cilindrica con asse un vettore unitario V0, allora γ(t)
e` del tipo (∗).
Dimostrazione. Siano α(t), V0 e γ(t) come nell’enunciato. Intanto os-
serviamo che γ(t) e` regolare in quanto
γ˙(t) = α˙(t) + b(V0)γ(t) e ‖γ˙(t)‖2 = a2 + b2 =cost.> 0.
Inoltre, il campo vettoriale V (t) = (V0)γ(t) soddisfa: ‖V (t)‖ = 1, V ′(t) = 0.
Sia ϑ(t) l’angolo convesso individuato da γ e V . Allora
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γ˙(t) · V (t) = (α˙(t) + b(V0)γ(t)) · V (t) = b
e
γ˙(t) · V (t) = ‖γ˙(t)‖cosϑ(t) = √a2 + b2 cosϑ(t)
implicano che l’angolo ϑ(t) e` costante. Pertanto, la curva γ(t) e` un’elica cilin-
drica parametrizzata con velocita` scalare costante e con asse il campo vettoriale
unitario V (t) = (V0)γ(t). Se le costanti a, b soddisfano la condizione a
2+b2 = 1,
allora t e` ascissa curvilinea per γ.
Viceversa, sia γ(t) un’elica cilindrica parametrizzata con velocita` scalare
costante, ‖γ˙(t)‖ = d > 0, e con asse il campo vettoriale unitario V (t) che in
quanto parallelo si puo` esprimere nella forma V (t) = (V0)γ(t). Consideriamo la
curva
α(t) = γ(t)− (γ(t) · V0)V0.
α e` una curva piana contenuta in un piano ortogonale all’asse V0. Dalla
definizione di elica cilindrica segue che
(V0 · γ(t))′ = V0 · γ˙(t) = ‖γ˙(t)‖cosϑ = d cosϑ (costante),
e quindi
V0 · γ(t) = (d cosϑ) t+ c, c costante.
Allora,
γ(t) = α(t) + (γ(t) · V0)V0
= α(t) + (d cosϑ)t V0 + cV0
= α(t) + b t V0 + c V0,
dove si e` posto b = d cosϑ. 
Esercizio 2.53. Siano α(s) una curva regolare piana parametrizzata a ve-
locita` unitaria, V0 un vettore unitario ortogonale al piano di α, e ϑ ∈]0, π[, ϑ 6=
π/2. Verificare che la curva
γ(s) = (senϑ)α(s) + s(cosϑ)V0
e` una (parte di) elica cilindrica con
κγ(s) = (senϑ)κα(s) e τγ(s) = (cosϑ)κα(s).
In particolare, γ(s) e` una (parte di) elica circolare se e solo se α(s) e` una (parte
di) circonferenza.
Suggerimento: applicare la definizione di curvatura per trovare κγ, e il
Teorema di Lancret per trovare la torsione τγ.
Esempio 2.54. (Elica cilindrica su un cono rotondo)
Consideriamo la curva
γ(t) = (t cos ln t, t sen ln t,
√
2 t), t > 0.
Si vede facilmente che γ e` una curva del cono rotondo
S : 2x2 + 2y2 − z2 = 0, z > 0,
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ottenuto ruotando la retta x = 0, z =
√
2y intorno all’asse z. Siccome
γ˙(t) = (cos ln t− sen ln t, cos ln t+ sen ln t,√2)γ(t), ‖γ˙(t)‖ = 2,
γ¨(t) = −(1/t)(cos ln t+ sen ln t, sen ln t− cos ln t, 0)γ(t),
...
γ (t) = (2/t2)(sen ln t,−cos ln t, 0)γ(t),
γ˙(t) ∧ γ¨(t) = (√2/t)(sen ln t− cos ln t,−sen ln t− cos ln t,√2)γ(t),
‖γ˙(t) ∧ γ¨(t)‖2 = 8/t2, γ˙(t) ∧ γ¨(t) · ...γ (t) = 2
√
2
t3
,
si ottiene
κ(t) =
‖γ˙(t) ∧ γ¨(t)‖
‖γ˙(t)‖3 =
√
2
4t
e τ(t) =
γ˙(t) ∧ γ¨(t) · ...γ (t)
‖γ˙(t) ∧ γ¨(t)‖2 =
√
2
4t
.
Pertanto, τ/κ e` costante e quindi γ e` un’elica cilindrica. Inoltre, e` facile vedere
che l’asse di γ e` il campo vettoriale costante definito dall’asse delle z. Quindi,
l’asse di γ coincide con l’asse del cono di rotazione S. Nel recente articolo di
Caddeo-Piu [8] c’e` una bella presentazione delle eliche cilindriche su superfici
di rotazione che hanno asse coincidente con l’asse della stessa superficie.
2.6. Il campo vettoriale di Darboux
Sia γ(s) una curva di Frenet a velocita` unitaria. Il campo di vettori
D(s) = τ(s)T (s) + κ(s)B(s)
e` il campo vettoriale di Darboux (cf., ad esempio, [14] Section 5.2) anche
detto vettore velocita` angolare di un corpo rigido che si muove lungo la curva
γ(s) (cf. Esempio 2.56). Osserviamo che il campo vettoriale di Darboux e` il
campo vettoriale assiale della matrice antisimmetrica
A(s) =
 0 −κ(s) 0κ(s) 0 −τ(s)
0 τ(s) 0
 .
Infatti, se X(s) e` un campo vettoriale lungo γ(s) espresso con componenti
(X1(s), X2(s), X3(s)) rispetto al riferimento di Frenet, si ha
A(s)X(s) =
 T N Bτ 0 κ
X1 X2 X3
 (s) = W (s) ∧X(s).
Si noti che, per ogni s, il vettore D(s) e` un autovettore di A(s) corrispon-
dente all’autovalore nullo della stessa matrice A(s). Inoltre, si puo` facilmente
verificare che il vettore D(s) soddisfa
T ′(s) = (D ∧ T )(s), N ′(s) = (D ∧N)(s), B′(s) = (D ∧ B)(s).
Tali equazioni, dette equazioni di Darboux, non sono altro che una variante
delle formule di Frenet:
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T
′
N ′
B′
 (s) = AT
TN
B
 (s).
Il seguente Teorema caratterizza le eliche mediante il campo vettoriale di
Darboux.
Teorema 2.55. Sia γ(s) una curva di Frenet. Allora,
• γ(s) e` una (parte di) elica cilindrica se e solo se il normalizzato del
campo vettoriale di Darboux D(s) e` parallelo lungo γ(s);
• γ(s) e` una (parte di) elica circolare se e solo se il campo vettoriale di
Darboux D(s) e` parallelo lungo γ(s).
Dimostrazione. Sia γ(s) un’elica cilindrica. L’asse V di γ(s) e` dato da
V (s) = cosϑ T (s) + senϑ B(s),
e dal Teorema di Lancret, abbiamo τ(s)/κ(s) = cosϑ/senϑ. Allora,
V (s) =
senϑ
κ(s)
(τ(s) T (s) + κ(s) B(s)) =
senϑ
κ(s)
D(s).
Pertanto, il campo vettoriale di Darboux soddisfa:
D(s) = f(s)V (s), dove f(s) =
κ(s)
senϑ
,
e quindi il suo normalizzato
(
1/f(s)
)
D(s) = V (s) e` parallelo.
Viceversa, sia γ(s) una curva di Frenet e quindi il campo vettoriale di
Darboux ‖D(s)‖ 6= 0 per ogni s. Assumiamo che il normalizzato di D(s) sia
parallelo lungo γ(s), ossia il campo vettoriale unitario V (s) =
(
1/a(s)
)
D(s),
dove a(s)2 = ‖D(s)‖2 = τ 2(s) + κ2(s), soddisfi V ′(s) = 0. Allora, derivando
l’equazione
a(s)V (s) = D(s) = τ(s)T (s) + κ(s)B(s),
abbiamo
a′(s)V (s) = τ ′(s)T (s) + τ(s)T ′(s) + κ′(s)B(s) + κ(s)B′(s)
= τ ′(s)T (s) + κ′(s)B(s).
Sostituendo V (s) con (1/a(s))D(s), si ottiene
a′(s)
a(s)
(
τ(s)T (s) + κ(s)B(s)
)
= τ ′(s)T (s) + κ′(s)B(s),
che implica
τ ′(s) =
a′(s)
a(s)
τ(s) e κ′(s) =
a′(s)
a(s)
κ(s),
e quindi
τ ′(s)κ(s)− κ′(s)τ(s) = 0.
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Di conseguenza, (
τ(s)
κ(s)
)′
=
τ ′(s)κ(s)− κ′(s)τ(s)
κ2(s)
= 0,
e quindi τ(s)/κ(s) e` una costante, ovvero γ(s) e` una (parte di) elica cilindrica.
Per la seconda parte, basta notare che
D′(s) = ... = τ ′(s)T (s) + κ′(s)B(s),
e quindi D(s) e` parallelo se e solo se τ e κ sono costanti (ovvero, γ(s) e` un’elica
circolare). 
Esempio 2.56. Come gia` osservato, un’elica circolare e` la traiettoria γ di
un punto che descrive una circonferenza σ con moto circolare uniforme, mentre
il piano π che contiene σ si muove di moto rettilineo uniforme nella direzione
ortogonale a π. In tal caso, se a e` il raggio di σ, ω e` la velocita` angolare del
moto rotatorio e v e` la velocita` del moto traslatorio, la curva γ si parametrizza
con
γ(t) = (a cos (ω t), a sen (ω t), v t), t parametro.
Il suo vettore velocita`
γ˙(t) = (−aω sen (ω t), aω cos (ω t), v)γ(t), e quindi ‖γ˙(t)‖2 = a2ω2 + v2.
Assumiamo che la curva sia parametrizzata a velocita` scalare unitaria, ossia
che le velocita` ω e v soddisfino la condizione
a2ω2 + v2 = 1.
Siccome
γ¨(t) = (−aω2cos (ω t),−aω2sen (ω t), 0)γ(t)
e
...
γ (t) = (aω3sen (ω t),−aω3cos (ω t), 0)γ(t),
applicando, ad esempio, le formule del Corollario 2.22, si trova
κ(t) = ‖γ¨(t)‖ = aω2,
e
τ(t) =
γ˙(t) ∧ γ¨(t) · ...γ (t)
κ2(t)
=
a2v ω5
a2ω4
= v ω,
e
B(t) =
γ˙(t) ∧ γ¨(t)
‖γ˙(t) ∧ γ¨(t)‖ = (vsen (ω t),−vcos (ω t), aω)γ(t).
Inoltre,
τ(t)T (t) = v ωT (t) = (−a v ω2 sen (ωt), a v ω2 cos (ωt), v2ω)γ(t)
e
κ(t)B(t) = aω2B(t) = (a v ω2 sen (ωt),−a v ω2 cos (ωt), a2ω3)γ(t).
Pertanto, il campo vettoriale di Darboux
D(t) = τ(t)T (t) + κ(t)B(t) = (0, 0, ω(v2 + a2ω2))γ(t) = (0, 0, ω)γ(t),
e la sua lunghezza e` la velocita` angolare ω.
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2.7. Il teorema fondamentale sulle curve
Iniziamo con la seguente
Definizione 2.57. Due curve parametrizzate α, β : I → R3 si dicono con-
gruenti (o isometriche) se esiste un’isometria dello spazio euclideo F : R3 →
R
3 tale che
β(t) = F
(
α(t)
)
per ogni t ∈ I.
Teorema 2.58. (Teorema fondamentale sulle curve, prima parte)
Siano α(s), β(s), s ∈ I, due curve regolari parametrizzate a velocita` unitaria e
con κα(s) > 0. Allora,
α e β sono congruenti ⇐⇒ κβ(s) = κα(s) e τβ(s) = ±τα(s) per ogni s.
Dimostrazione. “=⇒” Sia β(s) congruente ad α(s) e sia F un’isometria
di R3 tale che β(s) = F
(
α(s)
)
per ogni s. Dalla definizione di F∗ si ha
Tβ(s) = β˙(s) = F∗
(
α˙(s)
)
= F∗Tα(s).
Applicando la (2) del Teorema 1.79, si ha
T ′β(s) = β¨(s) = F∗
(
α¨(s)
)
= F∗T ′α(s).
Quindi,
κβ(s) = ‖T ′β(s)‖ = ‖F∗T ′α(s)‖ = ‖T ′α(s)‖ = κα(s) > 0.
Di conseguenza, anche β(s) e` una curva di Frenet con
Nβ(s) =
β¨(s)
κβ(s)
=
F∗
(
α¨(s)
)
κα(s)
= F∗
(
α¨(s)
κα(s)
)
= F∗Nα(s)
e
Bβ(s) = Tβ(s) ∧Nβ(s) = (F∗Tα(s)) ∧ (F∗Nα(s))
= sign(F )F∗(Tα(s) ∧Nα(s))
= sign(F )F∗Bα(s).
Pertanto, applicando la (1) del Teorema 1.79, otteniamo
τβ(s) = −B′β(s) ·Nβ(s) = Bβ(s) ·N ′β(s) = Bβ(s) ·
(
F∗Nα(s)
)′
= Bβ(s) · F∗N ′α(s) = sign(F )F∗Bα(s) · F∗N ′α(s) = ±Bα(s) ·N ′α(s)
= ± τα(s) .
“⇐=” Per ipotesi κβ(s) = κα(s) e τβ(s) = ±τα(s). Distinguiamo due casi.
• I caso: κβ = κα e τβ = τα.
Fissato s0 ∈ I, sia
(
Tα(s0), Nα(s0), Bα(s0)
)
il riferimento di Frenet di α in
α(so) e sia
(
Tβ(s0), Nβ(s0), Bβ(s0)
)
il riferimento di Frenet di β in β(s0).
Applicando la Proposizione 1.61, consideriamo l’isometria F di R3 tale che
F
(
α(s0)
)
= β(s0) e
(2.11) F∗Tα(s0) = Tβ(s0), F∗Nα(s0) = Nβ(s0), F∗Bα(s0) = Bβ(s0).
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Tale F ha sign(F ) = +1 in quanto i riferimenti di Frenet sono positivi. Ora
poniamo α˜(s) = F
(
α(s)
)
e proviamo che α˜(s) = β(s). Poiche` α e α˜ sono
congruenti, dalla dimostrazione dell’implicazione “=⇒” segue che κα˜(s) =
κα(s) e τα˜(s) = τα(s) , inoltre
(A)

Tα˜(s0) = F∗Tα(s0) = Tβ(s0),
Nα˜(s0) = F∗Nα(s0) = Nβ(s0),
Bα˜(s0) = F∗Bα(s0) = Bβ(s0).
Scriviamo le formule di Frenet per α˜ e β, tenendo conto che κα˜(s) = κα(s),
τα˜(s) = τα(s), κβ(s) = κα(s) e τβ(s) = τα(s), si ha:
(B)

T ′α˜(s) = κα˜(s)Nα˜(s) = κα(s)Nα˜(s).
N ′α˜(s) = −κα˜(s)Tα˜(s) + τα˜(s)Bα˜(s) = −κα(s)Tα˜(s) + τα(s)Bα˜(s).
B′α˜(s) = −τα˜(s)Nα˜(s) = −τα(s)Nα˜.(s)
e
(C)

T ′β(s) = κβ(s)Nβ(s) = κα(s)Nβ(s),
N ′β(s) = −κβ(s)Tβ(s) + τβ(s)Bβ(s) = −κα(s)Tβ(s) + τα(s)Bβ(s),
B′β(s) = −τβ(s)Nβ(s) = −τα(s)Nβ(s).
Consideriamo ora la funzione f : I → R definita da
f(s) = ‖Tα˜(s)− Tβ(s)‖2 + ‖Nα˜(s)−Nβ(s)‖2 + ‖Bα˜(s)−Bβ(s)‖2.
Derivando tale funzione, tenendo conto delle formule di Frenet trovate in (B)
e (C), si ha
1
2
f ′(s) = (T ′α˜ − T ′β)(s) · (Tα˜ − Tβ)(s) + (N ′α˜ −N ′β)(s) · (Nα˜ −Nβ)(s)
+ (B′α˜ − B′β)(s) · (Bα˜ −Bβ)(s)
= κα(s) (Nα˜ −Nβ)(s) · (Tα˜ − Tβ)(s)
− κα(s) (Tα˜ − Tβ)(s) · (Nα˜ −Nβ)(s)
+ τα(s) (Bα˜ −Bβ)(s) · (Nα˜ −Nβ)(s)
− τα(s) (Nα˜ −Nβ)(s) · (Bα˜ −Bβ)(s) = 0 .
Cio` implica che f(s) = cost = f(s0) = 0, dove nell’ultima uguaglianza si e`
usata la (A). Quindi, in particolare, si ha
‖Tα˜(s)− Tβ(s)‖2 = 0, cioe` Tα˜(s) = Tβ(s) (come parti vettoriali).
Pertanto, se
α˜(s) =
(
α˜1(s), α˜2(s), α˜3(s)
)
e β(s) =
(
β1(s), β2(s), β3(s)
)
,
abbiamo
˙˜α(s) = β˙(s), cioe`
dα˜i
ds
=
dβi
ds
per ogni i = 1, 2, 3.
Di conseguenza,
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β(s) = α˜(s) + a, con a = (a1, a2, a3) ∈ R3.
Ma β(s0) = α˜(s0) e quindi a = 0. Dunque,
β(s) = α˜(s) = F
(
α(s)
)
, cioe` α(s) e β(s) sono congruenti.
• II caso: κβ = κα e τβ = −τα.
Fissato s0 ∈ I, consideriamo l’isometria F che soddisfa F
(
α(s0)
)
= β(s0) e
che trasforma il riferimento di Frenet
(
Tα(s0), Nα(s0), Bα(s0)
)
(base ortonor-
male positiva) nella base ortonormale negativa
(
Tβ(s0), Nβ(s0),−Bβ(s0)
)
. Tale
isometria ha sign(F ) = −1 e per la curva α˜(s) = F(α(s)) si ha
κα˜(s) = κα(s) e τα˜(s) = −τα(s).
Inoltre vale il sistema (A), ad esempio la terza equazione segue da:
Bα˜(s0) = sign(F )F∗Bα(s0) = −F∗Bα(s0) = −
(−Bβ(s0)) = Bβ(s0).
Poi, siccome τβ(s) = −τα(s) e τα˜(s) = −τα(s), nelle formule (A) e (B) si deve
solo sostituire τα(s) con −τα(s). A questo punto, procedendo come nel primo
caso, si ottiene che α(s) e β(s) sono congruenti. 
Corollario 2.59. Siano α, β : I −→ R3 curve regolari parametrizzate a
velocita` arbitraria. Allora, α(t) e β(t) sono congruenti se, e solo se,
‖α˙(t)‖ = ‖β˙(t)‖, κβ(t) = κα(t) > 0 e τβ(t) = ±τα(t).
Dimostrazione. Supponiamo che α(t) e β(t) siano congruenti, ovvero
esiste F isometria di R3 tale che β(t) = F
(
α(t)
)
. Allora,
β˙(t) = F∗α˙(t) e quindi ‖β˙(t)‖ = ‖F∗α˙(t)‖ = ‖α˙(t)‖.
Inoltre, applicando il Teorema 1.79, si ha
β¨(t) = F∗α¨(t) e
...
β (t) = F∗
...
α(t).
Pertanto,
κβ(t) =
‖(β˙ ∧ β¨)(t)‖
‖β˙(t)‖3 =
∥∥(F∗α˙ ∧ F∗α¨)(t)∥∥
‖F∗α˙(t)‖3
=
‖sign(F )F∗(α˙ ∧ α¨)(t)‖
‖F∗α˙(t)‖3 =
‖(α˙ ∧ α¨)(t)‖
‖α˙(t)‖3
= κα(t)
e
τβ(t) =
(
β˙ ∧ β¨ · ...β )(t)
‖(β˙ ∧ β¨)(t)‖2 =
(
F∗α˙ ∧ F∗α¨ · F∗...α
)
(t)∥∥(F∗α˙ ∧ F∗α¨)(t)∥∥2
= sign(F )
(
α˙ ∧ α¨ · ...α)(t)
‖(α˙ ∧ α¨)(t)‖2 = ±τα(t) .
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Proviamo ora il viceversa. Consideriamo α¯(s) = α
(
t(s)
)
= (α◦ t)(s) e β¯(s) =
β
(
t(s)
)
= (β ◦ t)(s), con s ascissa curvilinea. Per ipotesi ‖α˙(t)‖ = ‖β˙(t)‖. Cio`
implica che α e β hanno la stessa funzione ascissa curvilinea s = s(t) e quindi
la stessa funzione inversa t = t(s). Allora, si ha
κα¯(s) = κα
(
t(s)
)
= κβ
(
t(s)
)
= κβ¯(s)
τα¯(s) = τα
(
t(s)
)
= ±τβ
(
t(s)
)
= ±τβ¯(s).
Pertanto, applicando il Teorema 2.58, esiste una isometria F di R3 tale che
F
(
α¯(s)
)
= β¯(s), e quindi
F
(
α(t)
)
= F
(
α
(
t(s)
))
= F
(
α¯(s)
)
= β¯(s) = β
(
t(s)
)
= β(t). 
Osservazione 2.60. Dalla dimostrazione del teorema fondamentale sulle
curve segue che se la torsione τ 6= 0, allora l’isometria F tale che F (α) = β
e` unica. Se la torsione τ = 0, ovvero le curve sono piane, allora in tal caso
esistono esattamente due isometrie con la suddetta proprieta`.
Esercizio 2.61. Siano α(t) e β(t), t ∈ I, curve regolari parametrizzate a
velocita` arbitraria, con
‖α˙(t)‖ = ‖β˙(t)‖, κβ(t) = κα(t) > 0 e τβ(t) = ±τα(t).
Assumiamo che τβ(t) = +τα(t). Siano A1 la matrice ortogonale che rappresenta
il riferimento di Frenet di α in t0, e A2 la matrice ortogonale che rappresenta
il riferimento di Frenet di β in t0. Verificare che l’isometria F = A+a tale che
F (α(t)) = β(t) e` definita da
A = A2A
T
1 e a = β(t0)− Aα(t0).
Se si assume τβ(t) = −τα(t), si puo` ripetere il discorso prendendo come A2 la
matrice ortogonale che rappresenta
(
Tβ(t0), Nβ(t0),−Bβ(t0)
)
che e` una base
ortonormale negativa.
Osservazione 2.62. Un’elica circolare γ(s) con curvatura κ0 e torsione τ0
e` congruente all’elica circolare
γa,b(s) =
(
a cos
s√
a2 + b2
, a sen
s√
a2 + b2
,
bs√
a2 + b2
)
dove
a =
κ0
κ20 + τ
2
0
> 0 e b =
τ0
κ20 + τ
2
0
6= 0.
Infatti, γa,b(s) e` parametrizzata con l’ascissa curvilinea, e quindi
κγa,b =
a
a2 + b2
= ... = κ0 e τγa,b =
b
a2 + b2
= ... = τ0.
Esercizio 2.63. Dati a, b ∈ R, a, b > 0, si consideri la curva
γ(t) =
(
a cos t, b(
√
2/2)sen t,−b(√2/2)sen t), t ∈ R.
Determinare curvatura e torsione di γ e riconoscere la stessa curva γ.
Suggerimento: Usando le formule della Proposizione 2.21 si trova che la
torsione τ(t) = 0 (quindi la curva e` piana) e la curvatura
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κ(t) = ab/
(
a2sen 2t+ b2cos t
)3/2
.
Quindi, tenendo conto del risultato dell’Esempio 2.27 e del Corollario 2.59,
possiamo concludere che γ e` una ellisse (del piano y + z = 0).
Il Teorema 2.58 e` un teorema di unicita` per curve regolari con assegnate
curvatura e torsione. In effetti vale anche un teorema di esistenza che si puo`
considerare come la seconda parte del Teorema fondamentale.
Teorema 2.64. (Teorema fondamentale sulle curve, seconda par-
te) Siano date due funzioni differenziabili κ(s), τ(s) : I =]a, b[→ R, con la fun-
zione κ(s) > 0 per ogni s ∈ I. Allora, esiste una curva regolare γ(s) : I → R3
parametrizzata con l’ascissa curvilinea che ha la funzione κ(s) come curvatura
e la funzione τ(s) come torsione. Tale curva e` unica a meno di congruenze.
Dimostrazione. La dimostrazione consiste di tre parti.
• Consideriamo le formule di Frenet in forma matriciale:
(2.12)
T (s)N(s)
B(s)
′ =
 0 κ(s) 0−κ(s) 0 τ(s)
0 −τ(s) 0
T (s)N(s)
B(s)
,
dove T (s), N(s), B(s) sono vettori riga. In forma compatta l’equazione matri-
ciale (2.12) diventa
X ′(s) = A(s)X(s),(2.13)
dove
X(s) =
T (s)N(s)
B(s)
 e A(s) =
 0 κ(s) 0−κ(s) 0 τ(s)
0 −τ(s) 0
.
L’equazione (2.12), equivalentemente (2.13), rappresenta un sistema di nove
equazioni differenziali del primo ordine in nove incognite (le componenti della
matrice X(s)). Fissata una base ortonormale positiva
X0 = (T0, N0, B0) (quindi: X
T
0 X0 = I e detX0 = +1)
come condizione iniziale, dalla teoria delle equazioni differenziali ordinarie se-
gue che esiste una ed una sola soluzione X(s) =
(
T (s), N(s), B(s)
)
del sistema
(2.13), definita per s ∈ I, tale che
X(s0) = X0, ossia T (s0) = T0, N(s0) = N0, B(s0) = B0.
• Proviamo ora che la soluzione X(s) = (T (s), N(s), B(s)) rappresenta una
base ortonormale positiva per ogni s. Derivando X(s)TX(s), tenendo conto
dell’equazione (2.13), si ottiene(
X(s)TX(s)
)′
= X ′TX +XTX ′ = (AX)TX +XTAX
= XTATX +XTAX = XT (AT + A)X = 0
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in quanto A e` antisimmetrica. Pertanto,
XT (s)X(s) = cost per ogni s ∈ I,
e quindi
XT (s)X(s) = XT (s0)X(s0) = X
T
0 X0 = I.
Dunque X(s) e` una matrice ortogonale, ossia
(
T (s), N(s), B(s)
)
e` una base
ortonormale. Di conseguenza, abbiamo detX(s) = ±1. D’altronde, il determi-
nante detX(s) : I → R e` una funzione continua con detX(s0) = +1, per cui
necessariamente detX(s) = +1 per ogni s.
• Infine, proviamo che la curva
γ : I → R, s 7→ γ(s) =
∫ s
s0
T (s)ds,
e` regolare, e` parametrizzata con l’ascissa curvilinea e ha le funzioni κ(s) e τ(s)
come curvatura e torsione. Intanto tale curva e` regolare in quanto
γ˙(s) = T (s) 6= 0 per ogni s.
Il parametro s e` ascissa curvilinea per γ in quanto
‖γ˙(s)‖ = ‖T (s)‖ = 1.
Poi γ¨(s) = T ′(s) = κ(s)N(s), con κ(s) > 0, implica che
κ(s) e` la curvatura di γ e N(s) e` il versore normale.
Siccome
(
T (s), N(s), B(s)
)
e` una base ortonormale positiva, si ha
T (s) ∧N(s) ·B(s) = detX(s) = +1,
per cui B(s) = T (s) ∧ N(s) e` il versore binormale. Infine, siccome B′(s)
soddisfa (2.12), la torsione e` la funzione
−B′(s) ·N(s) = τ(s)N(s) ·N(s) = τ(s).

Osservazione 2.65. Riassumendo, per le curve regolari a velocita` unitaria
γ(s) valgono le seguenti caratterizzazioni:
• κ(s) = 0 ⇐⇒ γ(s) e` una (parte di) retta;
• τ(s) = 0 ⇐⇒ γ(s) e` una curva piana;
• κ(s) = cost > 0 e τ(s) = 0 ⇐⇒ γ(s) e` una (parte di) circonferenza
di raggio R = 1/κ;
• κ(s) = cost > 0 e τ(s) = cost 6= 0 ⇐⇒ γ(s) e` una (parte di) elica
circolare;
• τ(s)/κ(s) = cost ⇐⇒ γ(s) e` una (parte di) elica cilindrica.
Osservazione 2.66. Si noti che esistono curve con curvatura κ =cost e tor-
sione τ non costante, e curve con curvatura κ non costante e torsione τ =cost.
(cf. E. Salkowski, Math. Ann., 1909, (66) 4, 517-557). Tali curve sono note
col nome di curve di Salkowski.
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Osservazione 2.67. Consideriamo una dilatazione (detta anche omotetia)
f : R3 → R3, (x, y, z) 7→ (ax, ay, az), a ∈ R, a > 0.
Sia γ(t) una curva di Frenet con curvatura κ(t) e torsione τ(t). Allora, la curva
γ˜(t) = F (γ(t)) e` di Frenet con curvatura e torsione date da
κ˜(t) =
1
a
κ(t), τ˜(t) =
1
a
τ(t).
Infatti, basta osservare che
‖ ˙¯γ(t)‖ = a‖γ˙(t)‖, ‖ ˙¯γ(t) ∧ ¨¯γ(t)‖ = a2‖γ˙(t) ∧ γ¨(t)‖
e
˙¯γ(t) ∧ ¨¯γ(t) · ...γ¯ (t) = a3 γ˙(t) ∧ γ¨(t) · ...γ (t) .
In particolare, i tipi di curve classificate nella Osservazione 2.65 sono invarianti
per dilatazioni. Ad esempio, se γ(t) e` una circonferenza di raggio R (ossia, di
curvatura κ = 1/R), la curva γ˜(t) = F (γ(t)) e` una circonferenza di raggio
R˜ = aR (ossia, di curvatura κ˜ = 1/aR).
Esercizi proposti
1. Esprimere con equazioni cartesiane il cerchio osculatore alla curva
γ(t) =
(
1/t, t− 1, t− (1/t)), t > 0,
nel punto p0 = γ(1). Inoltre, dire se la curva e` piana.
2. Determinare l’apparato di Frenet della curva
γ(t) =
(
4t, (4/3)t3, (2/5)t5
)
, t > 0.
Inoltre, determinare (se esiste) un campo vettoriale unitario parallelo che forma
un angolo costante con la curva.
3. Per ogni κ0, τ0 ∈ R, κ0 > 0, costruire una curva regulare γ(t) avente
curvatura costante κ0 e torsione costante τ0.
4. Verficare che la curva
γ(t) =
(
t+
√
3 sen t, 2cos t,
√
3 t− sen t), t ∈ R,
e` un’elica circolare. Inoltre, trovare una un’elica circolare del tipo γab(t) =
(asen t, acos t, bt), a > 0, b 6= 0, e un’isometria F di R3 tale che F (γab(t)) =
γ(t).
5. Sia data la curva
γ(t) =
(
1 + cos t+ 2sen t, 2− 2cos t− sen t, 3 + 2cos t− 2sen t), t ∈ R.
(a) Calcolare la lunghezza dell’arco γ|[0,2pi].
(b) Determinare curvatura e torsione di γ(t) e riconoscere la stessa curva γ(t).
6. Sia data la curva γa(t) = (3t
2, 1+ 3t, 2at3), t ∈ R. Stabilire per quali valori
del parammetro a la curva γa e` : (i) piana; (ii) un’elica circolare. Inoltre, posto
a = 1, trovare l’apparato di Frenet per la curva γ1.
7. Sia data la curva σ(t) =
(
3t − t3, 3t2, 3t + t3), t ∈ R. (i) Determinare il
riferimento di Frenet di σ nel generico punto σ(t). (ii) Determinare curvatura
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e torsione della curva γ(t) = F (σ(t)), sapendo che F e` una trasformazione
ortogonale di R3 con det(F ) = −1.
8. Siano date le curve
σ1(t) =
(
2sen t, 1, 3 + 2cos t
)
e σ2(t) =
(
1 + 2cos t, 1 + 2sen t, 0
)
, t ∈ R.
Dopo aver verificato che σ1 e σ2 sono circonferenze di raggio uguale, trovare
una isometria F di R3 tale che F (σ1(t)) = σ2(t).
9. Siano date le curve
γ(t) =
(√
2cos t, sen t−√2 t,−sen t−√2 t) e γ˜(t) = √2(cos t, sen t,√2t),
t ∈ R.
a) Determinare curvatura e torsione delle due curve γ(t), γ˜(t), e dire (giu-
stificando la risposta) se le stesse curve sono congruenti.
b) Determinare i riferimenti di Frenet di γ(t) e γ˜(t) nei punti γ(0) e γ˜(0)
rispettivamente.
c) Se la risposta in a) e` positiva, indicare un metodo per costruire un’iso-
metria F di R3 tale che F (γ˜(t)) = γ(t).
10. Sia data la curva γ(t) =
(√
2cos t, t+ sen t,−t+ sen t), t ∈ R.
a) Determinare curvatura e torsione di γ(t), e quindi riconoscere la stessa
curva γ(t).
b) Trovare, se esiste, un campo vettoriale V unitario e parallelo, definito
lungo γ, e che forma un angolo costante con la stessa curva γ.
c) Determinare, e riconoscere, la curva γ¯(t) proiezione ortogonale di γ(t)
sul piano π : y = z.
11. Sia data la curva γ(t) =
(
3t2, 3t+t3, 3t−t3), t ∈ R. Determinare curvatura
e torsione di γ(t) e il riferimento di Frenet nel punto P0(3, 4, 2). Riconoscere
la stessa curva γ(t).
12. (continuazione di 11.) Sia F l’isometria di R3 che manda l’origine
O(0, 0, 0) nel punto P0(1, 1, 1), e il cui differenziale F∗ trasforma ordinata-
mente la base canonica e1, e2, e3 nella base ortonormale v1 = (0,
1√
2
, 1√
2
), v2 =
(1, 0, 0), v3 = (0,− 1√2 , 1√2). Esplicitare l’isometria F e calcolare curvatura e
torsione di γ˜(t) = F (γ(t)) (senza esplicitare la γ˜(t)).
13. Determinare la curva luogo dei centri di curvatura dell’elica circolare
γ(s) =
(
a cos
s√
a2 + b2
, a sen
s√
a2 + b2
, b
s√
a2 + b2
)
e individuare il tipo di curva che si ottiene.
14. Sia X(t) = (t, 1− t2, 1 + t2) il campo vettoriale definito lungo l’elica
γ(t) = (sen t, cos t, 2t),
e sia F la trasformazione lineare di R3 definita da
F (e1) = −e1, F (e2) = (1/
√
2)e2 + (1/
√
2)e3, F (e3) = −(1/
√
2)e2 + (1/
√
2)e3.
Osservato che F e` una trasformazione ortogonale, determinare γ˜(t) = F (γ(t)),
X˜(t) = F∗X(t), e verificare che
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F∗X ′ = X˜ ′, F∗γ¨ = ¨˜γ, X ′ · γ¨ = X˜ ′ · ¨˜γ.
15. Data una curva differenziabile γ(t) = (x1(t), x2(t), x3(t)) di R
3, provare
che una curva γ˜(t) e` congruente a γ(t) se e solo se γ˜(t) si puo` scrivere nella
forma
γ˜(t) = p0 + x1(t)v1 + x2(t)v2 + x3(t)v3,
dove (v1, v2, v3) e` una base ortonormale di R
3.
16. Verificare che γ1(t) = (
√
2 t, t2, 0) e γ2(t) = (−t, t, t2) sono parabole con-
gruenti. Quindi, determinare le (due) isometrie che trasformano la parabola
γ1(t) = (
√
2 t, t2, 0) nella parabola γ2(t) = (−t, t, t2).
17. Sia α(t) una curva regolare del piano π : x + y − z = 0 e parametrizzata
con velocita` scalare ‖α˙(t)‖ = 1/3. Determinare un’elica cilindrica γ(t) para-
metrizzata a velocita` unitaria tale che la curva γ1(t) proiezione ortogonale di
γ sul piano per l’origine e ortogonale all’asse di γ sia proprio la curva α(t).
18. Sia γ(s) una curva di Frenet parametrizzata a velocita` scalare unitaria.
Verificare che la curva α proiezione ortogonale di γ sul piano osculatore in un
fissato punto p0 = γ(s0), ha curvatura
κα(s0) = κγ(s0).
19. Sia γ(s) una curva di Frenet parametrizzata a velocita` scalare unitaria e
con torsione τ 6= 0. Verificare che se la curva γ(s) e` contenuta in una sfera S2,
allora curvatura e torsione di γ soddisfano l’equazione
τ
κ
+
((
1
κ
)′(
1
τ
))′
= 0.
20. Determinare una curva regolare γ(s) di R3, parametrizzata a velocita`
unitaria, avente curvatura κ(s) =cost.= +2 e torsione τ =cost.= −2.
21. Sia α(s) = (x(s), y(s)) una curva regolare di R2 parametrizzata a velocita
scalare costante. Verificare che la curva γ(s) di R3 parametrizzata da
x = x(s), y = y(s), z = s cosϑ,
e` un’elica cilindrica.
22. Sia C una curva algebrica piana di equazione f(x, y) = 0 e sia p0(x0, y0)
un punto semplice di C, ovvero (f 0x = fx(x0, y0), f 0y = fy(x0, y0)) 6= (0, 0). Si
assuma, ad esempio, che sia f 0y 6= 0. Si determini:
a) una formula che esprima la curvatura di C in p0 in termini di derivate
parziali di f in p0;
b) la curvatura dell’ellisse 4x2+9y2 = 1 nel punto p0(0, 1/3) applicando a)
e la formula ottenuta nell’Esempio 2.27.
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2.8. Curve magnetiche
Scopo di questa sezione e` dare una breve introduzione allo studio delle
curve magnetiche di R3 associate a un campo magnetico, curve che sono in
stretta relazione con le eliche cilindriche. Un ruolo fondamentale per la de-
terminazione delle curve magnetiche e` svolto dalle formule di Frenet. Per una
piu` approfondita e motivata presentazione dell’argomento, anche dal punto di
vista della Fisica, si possono vedere, ad esempio, gli articoli [2],[3], [4], [6],
[10] i quali contengono anche i principali risultati esposti in questa e nella
successiva sezione.
Iniziamo introducendo velocemente i concetti di r-forma (differenziale) e di
differenziale esterno su Rn. Una r-forma (differenziale) ω e` una applicazione
r-bilineare antisimmetrica, ovvero
ω : X(Rn)× ...× X(Rn)︸ ︷︷ ︸
r−volte
−→ F(Rn)
e` r-bilineare rispetto alla somma e al prodotto per funzioni differenziabili, e
inoltre
α(X1, ...Xi...Xj ..., Xr) = −α(X1, ...Xj ...Xi..., Xr)
per ogni X1, ..., Xr ∈ X(Rn) e per ogni i 6= j. In particolare, una r-forma
(differenziale) su Rn, con r > n, e necessariamente nulla. L’insieme Λr(Rn) di
tutte le r-forme differenziali ha una struttura naturale di F -modulo rispetto
alle operazioni di somma α1 + α2 di r-forme, di prodotto λω per un numero
reale λ, e di prodotto fω per un elemento f ∈ F(Rn). Le componenti di una
r-forma α ∈ Λr(Rn), rispetto alla base canonica (Ei), sono (nr ) e sono definite
da
αi1.....ir = α(Ei1 , ....., Eir).
In particolare, una n-forma ω ha una sola componente
ω1......n = ω(E1, ....., En).
Notiamo che Λ1(Rn) = X∗(M), e quindi il differenziale df ∈ Λ1(Rn) per ogni
f ∈ F(Rn) (cf. Osservazione 1.51). In particolare, il differenziale sulle funzioni
e` l’operatore
d : Λ0(Rn) = F(Rn)→ Λ1(Rn), f 7→ df .
Il differenziale sulle funzioni si estende a un operatore sulle r-forme, detto
differenziale esterno,
d : Λr(Rn)→ Λr+1(Rn),
definito per ogni α ∈ Λr(Rn) dalla formula
(dα)(X1, ..., Xr+1) =
r+1∑
i=1
(−1)i+1Xiα(X1, ..., Xˆi, ..., Xr+1)
+
∑
1≤i<j≤r+1
(−1)i+jα([Xi, Xj ], X1, ..., Xˆi, ..., Xˆj , ..., Xr+1).
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In particolare, se β ∈ Λ1(Rn) e ω ∈ Λ2(Rn), abbiamo
(dβ)(X, Y ) = Xβ(Y )− Y β(X)− β([X, Y ]),
(dβ)(X, Y, Z) = Xβ(Y, Z)− β([X, Y ], Z) + Y β(Z,X)− β([Y, Z], X)(2.14)
+ Zβ(X, Y )− β([Z,X], Y ).
Una delle proprieta` del differenziale esterno e` che d2 := d ◦ d = 0. Una r-
forma (differenzaile) α si dice chiusa se il suo differenziale esterno dα = 0. In
particolare, ogni n-forma ω ∈ Λn(Rn) e` chiusa.
Ora consideriamo il caso di R3 e sia F una 2-forma differenziale su R3. Le
componenti di F rispetto alla base canonica (E1, E2, E3) sono le funzioni
F12 = F (E1, E2) = −F (E2, E1), F13 = F (E1, E3) = −F (E3, E1),
F23 = F (E2, E3) = −F (E3, E2).
Applicando la (2.14), e tenendo conto che [Ei, Ej ] = 0, la componente del
differenziale dF , che e` una 3-forma, e` data
(dF )(E1, E2, E3) = E1(F23)− E2(F13) + E3(F12)
Quindi, la 2-forma F e` chiusa se e solo se
E1(F23)− E2(F13) + E3(F12) = 0.(2.15)
Dato un campo vettoriale V = (V 1, V 2, V 3) ∈ X(R3), ricordiamo che la sua
divergenza e` definita dalla (1.5), e quindi
divV = E1(V
1) + E2(V
2) + E3(V
3).
Pertanto, V ha divergenza nulla se e solo se
E1(V
1) + E2(V
2) + E3(V
3) = 0.(2.16)
A un fissato campo vettoriale V = (V 1, V 2, V 3) ∈ X(R3) si puo` associare la
2-forma F ∈ Λ2(R3) definita da
F (X, Y ) := V ∧X · Y =vol(V,X, Y ).
Dalla definizione di F si ha
F12 = V
3, F13 = −V 2, F23 = V 1.
Se V ha divV = 0, le componenti Fij soddisfano la (2.15) e quindi F e` una
2-forma chiusa. Viceversa, data una 2-forma chiusa F , il campo vettoriale V
di componenti
V 1 = F23, V
2 = −F13, V 3 = F12,
soddisfa la (2.16) e quindi ha divergenza nulla. Pertanto, vale la seguente
Proposizione 2.68. Su R3 assegnare un campo vettoriale V con divergenza
nulla e` equivalente ad assegnare una 2-forma chiusa F .
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Definizione 2.69. Un campo vettoriale differenziabile V ∈ X(R3) si dice
che e` un campo magnetico se la sua divergenza divV = 0. Equivalentemen-
te, un campo magnetico e` definito da una 2-forma chiusa F ∈ Λ2(R3) (ossia,
dF = 0).
A un campo magnetico V , equivalentemente a una 2-forma chiusa F , si
puo` associare l’endomorfismo antisimmetrico
Φ(X) := V ∧X
detto forza di Lorentz, equivalentemente Φ e` definito da
Φ(X) · Y = F (X, Y ) ( = V ∧X · Y =vol(V,X, Y )).
Si noti che Φ e` metricamente equivalente alla 2-forma F .
Definizione 2.70. Una curva differenziabile regolare γ(t) si dice curva
magnetica, associata a un campo magnetico V , se soddisfa l’equazione di
Lorentz
γ¨(t) = V (t) ∧ γ˙(t).(2.17)
Quindi, un campo magnetico V genera un flusso magnetico le cui traiettorie
sono curve magnetiche. Usando l’endomorfismo antisimmetrico associato a
una fissata 2-forma chiusa F , l’equazione di Lorentz (2.17) si puo` esprimere
nella forma
γ¨(t) = Φ(γ˙(t)).
Con questo approccio l’equazione di Lorentz si puo` considerare in una situazio-
ne geometrica piu` generale in cui lo spazio ambiente e` una varieta` riemanniana
(cf., ad esempio, [2], [4], [6], [10]). In particolare, su una varieta` riemanniana
orientabile 3-dimensionale con una fissata forma di volume Ω, c’e` una cor-
rispondenza biunivoca (cos`ı come osservato per R3) tra campi vettoriali con
divergenza nulla e 2-forme chiuse. Inoltre, per una varieta` riemanniana orien-
tabile 3-dimensionale con una fissata forma di volume Ω, e` possibile definire
un prodotto vettoriale.
La seguente osservazione giustifica, dal punto di vista della Fisica, la defi-
nizione data di curva magnetica.
Osservazione 2.71. Il classico problema di Landau-Hall studia il moto di
una particella carica in presenza di un campo magnetico statico W . Una par-
ticella di carica e, massa m e velocita` v(t), in presenza di un campo magnetico
W , assumendo il campo elettrico nullo, soddisfa la legge di Lorentz
P ′ =
e
c
v ∧W,(2.18)
dove c denota la velocita` della luce, P ′(t) e` la forza magnetica sulla particella,
P (t) = (ε/c2)v(t) indica il momento della particella, ed
ε = mc2
(
1− (‖v‖2/c2))−1/2
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e` la sua energia (cf. [2]). Dalla (2.18) segue che
(1/2)(P · P )′ = P ′ · P = e
c
v ∧W · P = e
c
v ∧W · (ε/c2)v = 0,
da cui si ha che ‖P‖ e` costante, e quindi anche ε e ‖v‖ sono costanti. In
particolare, siccome P (t) = (ε/c2)v(t) con ε costante, l’equazione di Lorentz
(2.18) diventa
v′ = qW ∧ v,(2.19)
dove q := −(e c)/ε e` una costante. Se il moto della particella e` descritto dalla
curva γ(t), posto V (t) = qW (γ(t)), l’equazione (2.19) si puo` scrivere nella
forma
γ¨(t) = V (t) ∧ γ˙(t).
Dalla (2.17) segue che il concetto di curva magnetica generalizza quello di
retta, o piu` in generale quello di curva geodetica (nel caso delle varieta` rieman-
niana), traiettoria descritta da una particella in assenza di campo magnetico.
Facciamo ora alcune considerazioni su analogie e differenze tra rette (pensate
come curve che soddisfano γ¨ = 0) e curve magnetiche.
• La forza di Lorentz e` un endomorfismo antisimmetrico, e cio` implica che
una curva magnetica ha (come per le rette) velocita` scalare costante. Infatti,
Φ antisimmetrico implica Φ(γ˙(t)) · γ˙(t) = 0, ovvero γ¨(t) · γ˙(t) = 0, e quindi
(γ˙(t) · γ˙(t))′ = 2γ¨(t) · γ˙(t) = 0
implica che ‖γ˙(t)‖ e` una costante. Curve magnetiche parametrizzate a velocita`
unitaria si dicono curve magnetiche normali.
• Fissato p ∈ R3 e vp ∈ TpR3, la retta γ(t) = tv + p e` l’unica retta che
soddisfa le condizioni γ(0) = p e γ˙(0) = vp. Anche per le curve magnetiche vale
un analogo risultato di esistenza e unicita`. Infatti, posto γ(t) = (x(t), y(t), z(t)
e V (t) = (V 1(t), V 2(t), V 3(t), l’equazione di Lorentz (2.17) corrisponde al
sistema di equazioni differenziali
x′′ = z′V 2 − y′V 3, y′′ = x′V 3 − z′V 1, z′′ = y′V 1 − x′V 2.(2.20)
Dalla teoria delle equazioni differenziali, si ha l’esistenza e l’unicita` della curva
magnetica con le fissate condizioni iniziali γ(0) = p e γ˙(0) = vp.
• A differenza delle rette, assegnato un campo magnetico V , una curva
magnetica γ(t) associata a V non si puo` riscalare, essa dipende dalla velocita`
scalare ‖γ˙(t)‖, e quindi dalla sua energia E(γ) = ∫ b
a
‖γ˙(t)‖2dt. Infatti, posto
t = cs, c ∈ R, c 6= 0, e β(s) = γ(t(s)) = γ(cs), si ha β˙(s) = cγ˙(t) = cγ˙(t(s)) e
β¨(s) = c2γ¨(t) = c2Φ(γ˙(t)) = cΦ(β˙(s)).
In questa Sezione studiamo curve magnetiche normali dello spazio euclideo
R
3. Sia γ(s) una curva di Frenet (quindi parametrizzata a velocita` unitaria
e con curvatura κ(s) > 0) e sia V un campo magnetico. Indichiamo con
{T,N,B} il riferimento di Frenet lungo γ. Il seguente teorema ci dice quando
una curva di Frenet appartiene al flusso magnetico di V .
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Teorema 2.72. Una curva di Frenet γ(s) e` una curva magnetica associata
al campo magnetico V se, e solo se, il campo magnetico V si puo` esprimere
lungo γ nel modo seguente
V (s) = ω(s)T (s) + κ(s)B(s), ∀s ∈ I,(2.21)
dove la funzione ω(s) := V (s)·γ˙(s) e` nota in letteratura col nome di quasi-slope
(cf.[4]). Quindi, V (s) si trova nel piano rettificante di ogni curva magnetica
γ(s).
Dimostrazione. Sia V un campo magnetico e sia γ(s) una curva magne-
tica associata a V . Posto V (s) = V (γ(s)), si puo` scrivere
V (s) = ω(s)T (s) + (V (s) ·N(s))N(s) + (V (s) ·B(s))B(s).
Dall’equazione di Lorentz T ′(s) = V (s) ∧ T (s) , usando la prima formula di
Frenet, si ottiene
κ(s)N(s) = V (s) ∧ T (s),
e quindi
0 = V (s) ∧ T (s) · V (s) = κ(s)N(s) · V (s), κ(s) > 0,
implica N(s) · V (s) = 0. Inoltre,
κ(s)N(s) ·N(s) = V (s) ∧ T (s) ·N(s) = T (s) ∧N(s) · V (s) = B(s) · V (s).
Pertanto, vale la (2.21).
Viceversa, supponiamo che il campo magnetico V soddisfi la (2.21). Allora,
usando la prima formula di Frenet, si ottiene
V (s) ∧ γ˙(s) = V (s) ∧ T (s) = (ω(s)T (s) + κ(s)B(s)) ∧ T (s)
= κ(s)B(s) ∧ T (s) = κ(s)N(s)
= T ′(s) = γ¨(s),
ossia l’equazione di Lorentz. Pertanto, γ(s) e` una curva magnetica (normale).

Esercizio 2.73. Sia γ(s) una curva di Frenet magnetica rispetto a V , e sia
Φ la forza di Lorentz definita da V . Si verifichi che il riferimento di Frenet
(T,N,B) soddisfa
Φ(T ) = κ(s)N(s)
Φ(N) = −κ(s)T (s) + ω(s)B(s)
Φ(B) = −ω(s)N(s).
Suggerimento: usare la (2.21), la prima formula di Frenet e tenere conto che
T ∧N = B, B ∧N = −T , T ∧ B = −N .
Corollario 2.74. Una curva di Frenet γ(s) e` un’elica circolare se, e solo se,
γ(s) e` una curva magnetica rispetto a un campo vettoriale V parallelo (ovvero,
le componenti di V sono costanti).
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Dimostrazione. Sia γ(s) un’elica circolare di asse V0. Sia ϑ la pendenza
di γ(s) e sia κ1 la curvatura della circonferenza γ1(s) proiezione ortogonale di
γ(s) su un piano ortogonale a V0. Per il Teorema 2.44, l’elica circolare γ ha
curvatura κ = κ1sen
2ϑ e torsione τ = κ1senϑcosϑ. Allora, V = κ1senϑV0 ha
componenti costanti, e applicando la Proposizione 2.41 si ottiene
V (s) = κ1senϑV0(s) = κ1senϑ
(
cosϑT (s) + senϑB(s)
)
,
= (κ1senϑcosϑ)T (s) + κB(s)
= τ T (s) + κB(s).
Quindi V (s) e` il campo vettoriale di Darboux D(s) (cf. Sezione 2.6). Dal
Teorema 2.72 segue che γ(s) e` una curva magnetica rispetto a V . Viceversa,
se γ(s) e` una curva (di Frenet) magnetica rispetto a un campo vettoriale V
parallelo, allora come conseguenza del Teorema 2.58, e delle formule di Frenet,
si ha che γ(s) e` un’elica circolare. Infatti, derivando la (2.21) si ha
0 = V ′ = ω′T + κ′B + ωT ′ + κB′ = ω′T + κ′B + (ωκ− κτ)N
e quindi κ′ = ω′ = 0 e ωκ − κτ = 0. Pertanto κ e τ sono delle costanti, e
quindi γ(s) e` un’elica circolare. 
Piu` in generale, per le eliche cilindriche abbiamo il seguente risultato.
Proposizione 2.75. Una curva di Lancret γ(s) ha la proprieta` di essere
una curva magnetica rispetto a un campo magnetico V parallelo all’asse V0 di
γ mediante un potenziale che dipende dalla curvatura κ1(s) della curva γ1(s)
proiezione ortogonale di γ su un piano ortogonale all’asse:
V (s) = κ1(s)senϑV0 = τ(s)T (s) + κ(s)B(s).
Quindi, V (s) coincide con il campo vettoriale di Darboux D(s).
Dimostrazione. Sia γ(s) un’elica cilindrica con asse V0. Senza perdere
in generalita`, possiamo assumere V0 = E3 (basta applicare una opportuna
isometria). Consideriamo il campo vettoriale
V = f(x, y)V0 = f(x, y)E3 = (0, 0, f(x, y)),
dove f(x, y) e` una funzione differenziabile in x, y. Il campo vettoriale V e` un
campo magnetico in quanto
divV =
∑3
i=1Ei(V
i) = ∂zf = 0.
Siccome γ(s) e` un’elica cilindrica vale la (2.8), ossia
V0(s) = cosϑT (s) + senϑB(s).
Allora, V (s) = f(x(s), y(s))V0 = f(γ1(s))V0 dove γ1(s) = (x(s), y(s), 0) e` la
proiezione ortogonale di γ(s) sul piano z = 0 ortogonale a E3 = V0. Quindi,
V (s) = f(γ1(s))cosϑT (s) + f(γ1(s))senϑB(s).
Applicando il Teorema 2.72, la curva γ(s) e` una curva magnetica per V se e
solo se f(γ1(s))senϑ = κ(s). D’altronde, per il Teorema 2.44,
(
sen 2ϑ
)
κ1(s) =
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κ(s). Pertanto, γ(s) e` una curva magnetica per V se e solo se e` soddisfatta la
condizione
f(γ1(s)) =
(
senϑ
)
κ1(s).
Per cui, prendendo f(x, y) in modo tale che sia f(γ1(s)) = (senϑ)κ1(s), si
ha che γ(s) e` una curva magnetica. Ad esempio, si puo` prendere una fun-
zione f(x, y) in modo tale che z = f(x, y) definisca una superficie regola-
re contenente la curva regolare (x(s), y(s), senϑκ1(s)). In tal caso, V (s) =
τ(s)T (s)+ κ(s)B(s) e quindi V (s) e` il campo vettoriale di Darboux D(s). 
2.9. Curve magnetiche di Killing
I campi vettoriali di Killing sono i piu´ importanti campi vettoriali in geo-
metria euclidea (e piu´ in generale in geometria riemanniana). Essi generano
gruppi a un parametro di isometrie, e giocano un ruolo fondamentale in diversi
contesti geometrici.
Nel caso dello spazio Euclideo, un campo vettoriale V ∈ X(R3) e` diKilling
se soddisfa l’equazione di Killing
(∇¯XV ) · Y + (∇¯Y V ) ·X = 0
per ogni X, Y ∈ X(R3). Equivalentemente, V e` di Killing se e solo se
(∇¯EiV ) · Ej + (∇¯EjV ) · Ei = 0, ossiaEi(V j) + Ej(V i) = 0,(2.22)
per ogni i, j = 1, 2, 3. Si noti che un campo vettoriale parallelo (cf. Esercizio
1.43) e` di Killing. Inoltre, ogni campo vettoriale di Killing ha divergenza nulla
e quindi definisce un campo magnetico.
Sia quindi V ∈ X(R3) di Killing e sia γ(s) e` una curva magnetica associata
a V . In questo caso, la funzione ω(s) = T (s) · V (s) della formula (2.21) e`
costante. Infatti, siccome V e` di Killing si ha (∇¯γ˙(s)V ) · γ˙(s) = 0, cioe`
V ′(s) · γ˙(s) = 0. Inoltre, dall’equazione di Lorentz segue
V (s) · γ¨(s) = V (s) · Φ(γ˙(s)) = V · (V ∧ γ˙) = 0.
Per cui
ω′(s) = V ′(s) · γ˙(s) + V (s) · γ¨(s) = 0.
I campi vettoriali di Killing su R3 sono campi vettoriali del tipo (cf., ad
esempio, [18] p.270)
X = V + v, ossia Xp = Vp + vp,
dove v varia in R3 e V e` del tipo
V =
( 3∑
j=1
a1jxj
)
E1 +
( 3∑
j=1
a2jxj
)
E2 +
( 3∑
j=1
a3jxj
)
E3
e A = (aij) e` una matrice antisimmetrica di ordine 3. Siccome R
3 e lo spazio
delle matrici antisimmetriche hanno entrambi dimensione 3, lo spazio K(R3)
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dei campi vettoriali di Killing su R3 avra` dimensione 6. Chiaramente una base
per K(R3) e` data da
E1 = ∂x, E2 = ∂y, E3 = ∂z,
V1 = z∂y − y∂z, V2 = z∂x − x∂z, V3 = −y∂x + x∂y,
dove V1, V2, V3 sono rappresentati rispettivamente dalle matrici antisimmetri-
che
A1 =
 0 1 0−1 0 0
0 0 0
 , A2 =
0 0 00 0 1
0 −1 0
 , A3 =
0 0 −10 0 0
1 0 0
 .
Il gruppo a un parametro di isometrie generato da E1 = ∂x e` costituito da
trasformazioni di R3 del tipo Φt : p = (x, y, z) 7→ (x + t, y, z) (traslazioni
parallele all’asse x). Il gruppo a un parametro di isometrie generato da V1 =
z∂y − y∂z, e` costituito da trasformazioni di R3 del tipo Φt : p = (x, y, z) 7→
(x, ycos t+ zsen t,−ysen t+ zcos t) (rotazioni intorno all’asse x).
Esempio 2.76. Consideriamo il campo vettoriale di Killing
V = aE3 = a∂z, con a ∈ R, a 6= 0.
La forza di Lorentz determinata da V soddisfa
ΦE1 = aE3 ∧ E1 = aE2, ΦE2 = aE3 ∧ E2 = −aE1, ΦE3 = aE3 ∧ E3 = 0.
Quindi, per X = (X1, X2, X3) si ha ΦX = (−aX2, aX1, 0). In particolare, per
una curva regolare γ(s) = (x(s), y(s), z(s)) a velocita` unitaria, si ha
Φγ˙(s) = (−ay′(s), ax′(s), 0).
Pertanto, in questo caso il sistema di equazioni differenziali (2.20), che traduce
l’equazione di Lorentz γ¨(s) = Φγ˙(s), diventa
x′′(s) = −ay′(s), y′′(s) = ax′(s), z′′(s) = 0.(2.23)
Risolvendo il sistema (2.23), con le condizioni iniziali date da
γ(0) = (x0, y0, z0) e γ˙(0) = (u0, v0, w0),
si trova 
x(s) = (u0/a)sen (as) + (v0/a)cos (as) + x0 − (v0/a),
y(s) = −(u0/a)cos (as) + (v0/a)sen (as) + y0 + (u0/a),
z(s) = w0s+ z0.
Siccome, ‖γ˙(s)‖2 = 1, dalla (2.23) si ha
‖γ¨(s)‖2 = a2 ((y′)2 + (x′)2) (s) = a2(‖γ˙(s)‖2 − z′2(s)) = a2(1− w20),
e quindi la curvatura
κ(s) = ‖γ¨(s)‖ = |a|
√
1− w20 (costante).
Ora assumiamo che w0 6= ±1, ossia la curvatura κ > 0. In questo caso la curva
e` di Frenet, e siccome
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γ˙(s) = (x′(s), y′(s), z′(s) = w0) e γ¨(s) = a(−y′(s), x′(s), 0),
si ha
γ˙(s) ∧ γ¨(s) = a(−w0x′,−w0y′, 1− w20) e ‖γ˙(s) ∧ γ¨(s)‖2 = a2(1− w20) = κ2.
Quindi,
B(s) = (1/κ)γ˙(s) ∧ γ¨(s) = (a/κ)(−w0x′,−w0y′, 1− w20)
e
B′(s) = (a/κ)(−w0x′′,−w0y′′, 0) = −(aw0/κ)(x′′, y′′, 0)
= −(aw0/κ)γ¨(s) = −aw0N(s),
da cui segue che la torsione e` data da
τ(s) = aw0 (costante).
Pertanto, si hanno i seguenti casi determinati dalla condizione iniziale z′(0) =
w0.
• w0 = ±1, ossia la curvatura e` identicamente nulla. In questo caso, la
curva magnetica e` una (parte di) retta.
• w0 = 0. In questo caso la curva magnetica e` piana con curvatura
costante κ(s) = |a| > 0, e quindi γ(s) e` una (parte di) circonferenza.
• w0 6= 0,±1. In questo caso curvatura e torsione sono costanti non nulle,
per cui la curva magnetica e` un’elica circolare di asse E3.
Analogo discorso vale prendendo V = aE1 e V = aE2. Per esempi di curve
magnetiche relative ad altri campi vettoriali di Killing su R3 si puo` vedere [10].
Esempio 2.77. Consideriamo un campo vettoriale V parallelo a una fis-
sata direzione V0 (campo vettoriale costante). Senza perdere in generalita`,
possiamo assumere V0 = E3 e quindi V = fE3 = f∂z, con f(x, y, z) funzione
differenziabile. Dalla (2.22) segue che il campo vettoriale V e` di Killing se e
solo se
E1(V
3) = −E3(V 1) = 0, i.e., ∂xf = 0;
E2(V
3) = −E3(V 2) = 0, i.e., ∂yf = 0;
E3(V
3) = 0, i.e., ∂zf = 0.
Quindi, V e` di Killing se e solo se la funzione f e` costante. Dalla definizione
di divergenza segue che il campo vettoriale V e` un campo magnetico se e solo
se ∂zf = 0. Consideriamo quindi il campo vettoriale magnetico V = f(x, y)∂z,
f(x, y) 6= 0 per ogni (x, y). Procedendo come nell’esempio precedente, la forza
di Lorentz determinata da V soddisfa
ΦE1 = fE3 ∧ E1 = fE2, ΦE2 = fE3 ∧ E2 = −fE1, ΦE3 = fE3 ∧ E3 = 0.
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Dunque, per una curva regolare γ(s) = (x(s), y(s), z(s)) a velocita` unitaria si
ha
Φγ˙(s) = f(s)(−y′(s), x′(s), 0),
dove si e` posto f(s) = f(x(s), y(s)). Pertanto, l’equazione di Lorentz
γ¨(s) = Φγ˙(s)
e` equivalente al sistema di equazioni differenziali
x′′(s) = −f(s)y′(s), y′′(s) = f(s)x′(s), z′′(s) = 0.(2.24)
Sia γ(s) la curva magnetica definita dalle condizioni iniziali γ(0) = (x0, y0, z0)
e γ˙(0) = (u0, v0, w0). Procedendo come nel caso dell’Esempio precedente, dalla
(2.24) si trova
‖γ¨(s)‖2 = f(s)2 ((y′)2 + (x′)2) (s) = f(s)2(1− w20),
e quindi la curvatura
κ(s) = ‖γ¨(s)‖ = |f(s)|
√
1− w20.
La funzione
ω(s) = T (s) · V (s) = γ˙(s) · f(s)E3 = f(s)z′(0) = f(s)w0.
Inoltre,
γ˙(s) ∧ γ¨(s) = f(s)(−w0x′,−w0y′, 1− w20)
e
‖γ˙(s) ∧ γ¨(s)‖2 = f 2(s)(1− w20) = κ2(s).
Assumiamo che w0 6= ±1, ossia la curvatura κ > 0. In questo caso la curva e`
di Frenet e
B(s) = (1/κ)γ˙(s) ∧ γ¨(s) = (f(s)/κ)(−w0x′,−w0y′, 1− w20).
Siccome f(s)/κ(s) = ±1/
√
(1− w20) e` costante,
B′(s) = (f/κ)(−w0x′′,−w0y′′, 0) = −(fw0/κ)(x′′, y′′, 0)
= −(fw0/κ)γ¨(s) = −fw0N(s)
da cui segue che la torsione e` data da
τ(s) = f(s)w0 = ω(s).
Pertanto, abbiamo
V (s) = ω(s)T (s) + κ(s)B(s) = τ(s)T (s) + κ(s)B(s)
e V (s) e` il campo vettoriale di Darboux.
Si hanno quindi i seguenti casi:
• w0 = ±1. In questa caso la curvatura e` identicamente nulla per cui la
curva magnetica e` una (parte di) retta indipendentemente dalla funzione f .
• w0 = 0. In questo caso la curva magnetica e` una curva piana con
curvatura κ(s) = |f(s)| (intensita` del campo magnetico).
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• w0 6= ±1, 0. In questo caso, curvatura e torsione sono funzioni non nulle
e
τ
κ
= ± w0√
(1− w20)
= cost 6= 0.
Pertanto, la curva magnetica e` un’elica cilindrica. In particolare, la curva
magnetica e` un’elica circolare se la curvatura (equivalentemente, la torsione)
e` costante. In questo caso, la curva magnetica e` in generale un’elica cilindrica,
e dalle espressioni di τ e κ segue che: il campo magnetico V = f(x, y)E3 e`
di Killing se e solo se il flusso magnetico e` costituito da eliche circolari di
curvatura κ0 e torsione τ0. Infatti, se V e` di Killing allora V = aE3 e per
quanto visto nell’esempio precedente la curva magnetica e` un’elica circolare.
Viceversa, se il flusso magnetico e` costituito da eliche circolari di curvatura
κ0 e torsione τ0, dalle formule di prima segue che la funzione f(s) = τ/w0 e`
costante lungo ogni traiettoria del flusso magnetico, per cui f e` costante e V
e` di Killing.
CAPITOLO 3
Superfici regolari di R3
In questo Capitolo iniziamo lo studio delle superfici regolari introducendo
gli strumenti e i concetti di base, tra questi spicca sicuramente per importanza
la prima forma fondamentale che gioca un ruolo fondamentale per la geometria
intrinseca delle superfici.
3.1. Definizione, osservazioni ed esempi
Al fine di studiare le superfici di R3 dal punto di vista della geometria
differenziale introduciamo la seguente definizione.
Definizione 3.1. Sia M un sottoinsieme di R3 che assumiamo connesso.
M si dice superficie regolare di R3 se per ogni p0 ∈ M esiste un aperto
(connesso) D di R2 e un’applicazione
ϕ : D ⊆ R2 −→M ⊂ R3, (u, v) 7−→ (x(u, v), y(u, v), z(u, v)),
tale che siano soddisfatte le seguenti condizioni.
(a) ϕ e` differenziabile, cioe` x(u, v), y(u, v), z(u, v) sono differenziabili.
(b) ϕ(D) e` un aperto di M , cioe` ϕ(D) = M ∩ V dove V e` un aperto
di R3 contenente p0. Inoltre, ϕ : D → ϕ(D) e` un omeomorfismo.
Siccome la condizione a) implica che ϕ e` continua, in questo caso ϕ
omeomorfismo significa che ϕ : D → ϕ(D) e` bigettiva e ϕ−1 : ϕ(D)→
D e` continua, ossia ϕ−1 e` la restrizione a ϕ(D) di un’applicazione
continua W → R2, dove W e` un aperto di R3 che contiene ϕ(D).
(c) Per ogni (u, v) ∈ D ⊆ R2 la matrice jacobiana
J(ϕ)(u,v) =
xu xvyu yv
zu zv

(u,v)
ha rango 2,
dove xu =
∂x
∂u
, xv =
∂x
∂v
, e analogamente per yu, yv, zu, zv.
La coppia (D,ϕ) si dice parametrizzazione locale, o sistema coordinato, o carta
locale. L’aperto D si dice dominio dei parametri e l’applicazione ϕ applicazione
coordinata. Se p ∈ ϕ(D) ⊆M , p = ϕ(u, v), allora (u, v) si dicono coordinate (o
parametri) del punto p rispetto al fissato sistema coordinato (D,ϕ). In breve,
un sottoinsieme M di R3 e` una superficie regolare se esiste una famiglia di
parametrizzazioni regolari
{
(Di, ϕi)i
}
i cui codomini ϕi(Di) ricoprono M . Si
puo` facilmente vedere che, seM1 e` un aperto di una superficie regolareM , ossia
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M1 = M ∩ V con V aperto di R3, allora anche M1 e` una superficie regolare.
In particolare, se (D,ϕ) e` una parametrizzazione regolare di M , allora ϕ(D) e`
una superficie regolare.
Figura 1. Una parametrizzazione.
Riguardo alla definizione di superficie regolare, osserviamo che la condizione
(a) e` naturale se uno vuole fare geometria differenziale, la condizione (b) ci dice
che la superficie non ha autointersezioni ed e` un oggetto 2-dimensionale; infine
la condizione (c), come vedremo, garantisce l’esistenza del piano tangente in
ogni punto della superficie.
Osservazione 3.2. Sia M una superficie regolare e sia D un aperto (con-
nesso) di R2. Se ϕ : D ⊆ R2 → R3 e` un’applicazione iniettiva, con ϕ(D) ⊂
M , che verifica (a) e (c) della Definizione 3.1, allora ϕ : D → ϕ(D) e` un
omeomorfismo e quindi (D,ϕ) e` una parametrizzazione locale di M (cf. [9],
p.64).
Osservazione 3.3. Se (D,ϕ) e` una parametrizzazione locale di una super-
ficie regolare M , ed f : D1 → D e` un diffeomorfismo tra aperti di R2, allora e`
facile vedere che anche (D1, ϕ1 = ϕ ◦ f) e` una parametrizzazione locale di M .
Definizione 3.4. Sia D un aperto (connesso) di R2. Un’applicazione dif-
ferenziabile ϕ : D → R3 si dice che e` un’immersione se la matrice jacobiana
J(ϕ) ha rango 2 in ogni punto di D, ovvero e` soddisfatta la (c) della Defini-
zione 3.1. In tal caso, ϕ dice superficie immersa e la sua immagine ϕ(D)
e` il sostegno della superficie immersa. Se ϕ e` anche iniettiva, allora ϕ si dice
superficie immersa iniettiva.
In generale, se ϕ : D → R3 e` un’immersione (anche iniettiva), non e` detto che
M = ϕ(D) sia una superficie regolare, cioe` non e` detto che ϕ : D → ϕ(D) sia
un omeomorfismo come risulta dal seguente esempio.
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Esempio 3.5. Consideriamo l’applicazione
f :]0, 2π[→ R2, u 7→ f(u) = (2cos (u− pi
2
), sen 2(u− pi
2
)),
e` un’immersione iniettiva, la sua immagine e` una “figura a otto”(cf. Figura 2).
Figura 2
L’applicazione
ϕ : D =]0, 2π[×R→ R3, (u, v) 7→ (f(u), v),
e` un’immersione iniettiva, ma ϕ : D → ϕ(D) non e` un omeomorfismo. Infatti
ϕ(]0, 2π[×]0, 1[) non e` un aperto in ϕ(D).
Tuttavia, abbiamo la seguente
Proposizione 3.6. Se ϕ : D → R3 e` un’immersione, allora per ogni fissato
p0 = (u0, v0) ∈ D esiste un intorno D0 ⊂ D di p0 tale che ϕ : D0 → ϕ(D0) sia
un omeomorfismo, e quindi M = ϕ(D0) sia una superficie regolare. In altre
parole, una superficie immersa e` localmente una superficie regolare.
Dimostrazione. Siccome la matrice jacobiana J(ϕ) ha rango 2 in ogni
punto di D, possiamo assumere ad esempio che sia det
(
yu yv
zu zv
)
6= 0 nel punto
p0 = (u0, v0). Consideriamo la funzione F : D × R→ R3 definita da
(u, v, t) 7→ F (u, v, t) = ϕ(u, v) + (t, 0, 0) = (x(u, v) + t, y(u, v), z(u, v)).
Alllora F e` differenziabile e det J(F ) = det
(
yu yv
zu zv
)
6= 0 nel punto (p0, 0),
e quindi dal Teorema della funzione inversa segue che esiste un intorno U di
(p0, 0) in D × R e un intorno V di F (p0, 0) = ϕ(p0) in R3 tali che F : U → V
sia un diffeomorfismo. Posto D0 = U ∩D, siccome ϕ|D0 = F|D0×{0}, abbiamo
che ϕ : D0 → ϕ(D0) e` un omeomorfismo. 
Osservazione 3.7. Dalla Proposizione 3.6 segue che una superficie immer-
sa localmente e` una superficie regolare. Pero` non e` detto che una superficie
immersa (iniettiva) sia una superficie regolare. Tuttavia, tutti gli oggetti geo-
metrici che permettono di studiare la geometria locale di una superficie regolare
si possono considerare anche per superfici immerse. D’altronde, in alcuni te-
sti, come ad esempio in [15], col termine di superficie regolare si intende una
superficie immersa.
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Esempio 3.8. Superfici semplici
Sia D un aperto (connesso) di R2 e sia f : D ⊆ R2 −→ R una funzione
differenziabile. Consideriamo il sottoinsieme M di R3 definito dal grafico di f :
M := Gf =
{
(x, y, z) ∈ R3 : (x, y) ∈ D, z = f(x, y)} ⊂ R3.
L’applicazione
ϕ : D →M ⊂ R3, (u, v) 7→ (u, v, f(u, v)),
e` chiaramente differenziabile. L’applicazione ϕ : D → ϕ(D) = M e` bigettiva,
inoltre l’inversa ϕ−1 : M = ϕ(D) → D e` continua in quanto restrizione a
ϕ(D) = M della proiezione (x, y, z) 7−→ (x, y) che e` continua. Infine, la
matrice jacobiana J(ϕ) ha chiaramente rango 2. Quindi, M e` una superficie
regolare che si ricopre con una sola carta (parametrizzazione) (D,ϕ). Per tale
motivo M si dice superficie semplice. Gli esempi di superfici semplici sono
numerosi. I piani sono i primi esempi. Si vede facilmente che ogni piano
π : ax + by + cz + d = 0 con (a, b, c) 6= (0, 0, 0) e` una superficie semplice.
Infatti, supposto c 6= 0, π e` il grafico della funzione
f : D = R2 → R, (x, y) 7→ f(x, y) = −(a/c)x− (b/c)y − d/c.
Osservazione 3.9. Si puo` provare che ogni superficie regolare M e` local-
mente il grafico di una funzione, ossia per ogni p0 ∈M esiste un intorno U di
p0 in M che si rappresenta con una delle seguenti forme (cf. [9], p.63):
z = f(x, y), y = g(x, z), x = h(y, z),
dove f, g, h sono funzioni differenziabili definite in qualche aperto di R2.
Esempio 3.10. Un esempio significativo di superficie non regolare e` dato
dal cono rotondo di equazione cartesiana x2 + y2 − z2 = 0. In questo caso
M = f−1(0), f(x, y, z) = x2 + y2 − z2, ma ∇f = (2x, 2y,−2z) si annulla
nell’origine O ∈ M . Tuttavia, la superficie M0 : x2 + y2 − z2 = 0, z > 0,
e` una superficie regolare. Infatti, M0 e` una superficie semplice di equazione
cartesiana z =
√
x2 + y2, (x, y) 6= (0, 0). Analogamente per l’altro semicono
M¯0 : x
2 + y2 − z2 = 0, z < 0.
Esempio 3.11. La sfera
Consideriamo la sfera S2 =
{
(x, y, z) ∈ R3 : x2 + y2 + z2 = 1} di centro
l’origine O e raggio 1, per sfere di centro C e raggio r si procede in modo
analogo. Poniamo
U1 =
{
(x, y, z) ∈ S2 : x > 0} , U2 = {(x, y, z) ∈ S2 : x < 0},
U3 =
{
(x, y, z) ∈ S2 : y > 0} , U4 = {(x, y, z) ∈ S2 : y < 0},
U5 =
{
(x, y, z) ∈ S2 : z > 0} , U6 = {(x, y, z) ∈ S2 : z < 0}.
Consideriamo l’aperto D di R2 definito da
D =
{
(u, v) ∈ R2 : u2 + v2 < 1},
e sia ϕ1 l’applicazione
ϕ1 : D ⊂ R2 −→ U1 ⊂ S2 ⊂ R3, (u, v) 7−→
(√
1− (u2 + v2), u, v
)
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Osserviamo che
(a) ϕ1 e` differenziabile;
(b) ϕ1 : D → U1 = ϕ1(D) e` un omeomorfismo. Infatti ϕ1 e` bigettiva e ϕ−11 :
U1 → D e` continua (in quanto restrizione a U1 della proiezione ortogonale
(x, y, z) 7→ (y, z) che e` continua);
(c) J(ϕ1) =
xu xv1 0
0 1
 ha rango 2.
Quindi (D,ϕ1) e` una parametrizzazione locale di S
2. In modo analogo si vede
che (D,ϕi)i=2,...,6 sono parametrizzazioni locali regolari di S
2, dove
• ϕ2 : D −→ U2 ⊂ S2 ⊂ R3, (u, v) 7−→
(
−√1− (u2 + v2), u, v) ,
• ϕ3 : D −→ U3 ⊂ S2 ⊂ R3, (u, v) 7−→
(
u,
√
1− (u2 + v2), v
)
,
• ϕ4 : D −→ U4 ⊂ S2 ⊂ R3, (u, v) 7−→
(
u,−√1− (u2 + v2), v) ,
• ϕ5 : D −→ U5 ⊂ S2 ⊂ R3, (u, v) 7−→
(
u, v,
√
1− (u2 + v2)
)
,
• ϕ6 : D −→ U6 ⊂ S2 ⊂ R3, (u, v) −→
(
u, v,−√1− (u2 + v2)) .
Siccome gli aperti Ui ricoprono S
2, possiamo concludere che S2 e` una superficie
regolare.
Esercizio 3.12. Parametrizzare la sfera S2 in termini di coordinate geogra-
fiche (u, v).
Figura 3. Coordinate geografiche.
Soluzione. Consideriamo l’aperto D di R2 definito dall’insieme
D =
{
(u, v) : 0 < u < π, 0 < v < 2π
}
=]0, π[×]0, 2π[,
e l’applicazione
ϕ : D ⊂ R2 → S2 ⊂ R3, (u, v) 7→ ϕ(u, v) = ((sen u)cos v, (sen u)sen v, cos u).
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Il parametro u e` la colatitudine (la latitudine e` pi
2
− u) e il parametro v e`
la longitudine del punto p = ϕ(u, v) della sfera. Le curve di colatitudine
u = cost. = u0 sono circonferenze di raggio minore o uguale al raggio della
sfera, mentre le curve di longitudine v = cost. = v0 sono semicirconferenze di
raggio massimo. Osserviamo che sono soddisfatte le seguenti proprieta`:
(a) ϕ e` differenziabile poiche´ le sue componenti lo sono.
(c) La matrice (J(ϕ))t =
(
(cos u)cos v (cosu)sen v −sen u
−(sen u)sen v (sen u)cos v 0
)
ha rango 2.
Infatti, se il rango fosse 1 si avrebbe(
sen u cos u(cos 2v + sen 2v), sen 2u sen v, sen 2u cos v
)
= (0, 0, 0),
cioe` (sen u cos u, sen 2u sen v, sen 2u cos v) = (0, 0, 0), e quindi risulterebbe
0 = sen 2u cos 2u+ sen 4u sen 2v + sen 4u cos 2v = sen 2u,
ma cio` e` un assurdo in quanto u ∈]0, π[. Quindi J(ϕ) ha rango 2 per ogni
(u, v) ∈ D. Inoltre, ϕ e` iniettiva su D e dunque per l’Osservazione 3.2 la
coppia (D,ϕ) e` una parametrizzazione locale di S2. Osserviamo che per u = 0
si ottiene il punto P1(0, 0, 1), per u = π si ottiene P2(0, 0,−1), e per v = 0(o
2π) si ottiene la semicirconferenza γ(u) = (sen u, 0, cos u), u ∈]0, π[. Quindi
ϕ(D) e` la sfera S2 privata della semicirconferenza γ(u) con u ∈ [0, π]. Per
ricoprire tutta la sfera sono necessarie almeno due parametrizzazioni di questo
tipo. Consideriamo la coppia (D,ψ), dove D =]0, π[×]0, 2π[ e
ψ : D ⊂ R2 → S2 ⊂ R3, (u, v) 7→ ψ(u, v) = ((sen u)cos v, cos u, (sen u)sen v).
Come prima si prova che (D,ψ) e` una parametrizzazione locale di S2. Inoltre,
in questo caso, ψ(D) e` la sfera S2 privata della semicirconferenza β(u) =
(sen u, cos u, 0) con u ∈ [0, π]. Il codominio di questa carta locale insieme al
codominio della precedente carta ricoprono l’intera sfera. Pertanto, ogni punto
della sfera si puo` rappresentare con coordinate geografiche.
Osservazione 3.13. Altre carte locali che parametrizzano la sfera si pos-
sono ottenere, ad esempio, con le proiezioni stereografiche.
Esempi 3.14. Superfici di livello
Sia f : A ⊆ R3 → R una funzione differenziabile, dove A e` aperto di R3.
Consideriamo l’insieme (non vuoto)
M :=
{
(x, y, z) ∈ A : f(x, y, z) = c}, ovvero M := f−1(c), c ∈ R.
Se per ogni punto p ∈ M si ha (∇f)p =
(
fx(p), fy(p), fz(p)
) 6= (0, 0, 0), allora
ogni componente connessa di M e` una superficie regolare (detta superficie
di livello). La dimostrazione si puo` ottenere procedendo nel modo seguente.
Fissato p ∈ M , una derivata parziale di f in p e` non nulla, assumiamo ad
esempio che sia fz(p) 6= 0. Consideriamo la funzione
F : A ⊆ R3 → R3 definita da F (x, y, z) = (x, y, f(x, y, z)).
La matrice jacobiana di F ha chiaramente rango 3 nel fissato punto p. Appli-
cando il Teorema della funzione inversa, esistono V intorno aperto di p e W
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intorno aperto di F (p) in R3 tali che F : V → W sia un diffeomorfismo. L’insie-
me D = {(u, v) ∈ R2 : (u, v, c) ∈ W} ≡ W ∩{z = c} e` un aperto di R2. Inoltre
per ogni (u, v) ∈ R2 si ha F−1(u, v, c) ∈ f−1(c), ovvero f(F−1(u, v, c)) = c.
Infatti, posto F−1(u, v, c) = (x, y, z), per come definita la F si ha
(u, v, c) = F (F−1(u, v, c)) = F (x, y, z) = (x, y, f(x, y, z))
= (x, y, f(F−1(u, v, c)))
e quindi x = u, y = v e f(F−1(u, v, c)) = c. Allora, possiamo considerare
l’applicazione
ϕ : D → ϕ(D) = V ∩ f−1(c) ⊂ R3, (u, v) 7→ ϕ(u, v) = F−1(u, v, c),
e verificare che (D,ϕ) e` una carta locale perM . Pertanto, possiamo concludere
che M e` una superficie regolare.
Di seguito riportiamo alcuni esempi di superfici di livello (regolari) .
(1) Il piano π : ax + by + cz − d = 0 e` una superficie di livello. Infatti
π = f−1(d) con f(x, y, z) = ax + by + cz e (∇f)p = (a, b, c) 6= (0, 0, 0) per
ogni p.
{
f−1(d)
}
d∈R e` un insieme di piani paralleli.
(2) La sfera S2 : x2 + y2 + z2 = r2 e` una superficie di livello. Infatti
S
2 = f−1(r2) con f(x, y, z) = x2 + y2 + z2 e (∇f)p = (2x, 2y, 2z) 6= (0, 0, 0)
per ogni p ∈ S2. In questo caso {f−1(r2)}
r∈R+ e` un insieme di sfere concentri-
che.
(3) Superfici semplici M : z = g(x, y), con g(x, y) differenziabile, possono
essere viste come superfici di livello: M = f−1(0), f(x, y, z) = z − g(x, y).
(4) Superfici cilindriche. Sia f : R3 → R, (x, y, z) 7→ f(x, y), un’applicazio-
ne differenziabile con (fx, fy, 0) 6= (0, 0, 0). Allora la superficie cilindrica (cf.
Esempio 3.18)
M : f(x, y) = 0, ovvero M = f−1(0),
e` una superficie di livello. In particolare, se C : f(x, y) = 0 e` una curva algebrica
(del piano πxy) priva di punti singolari, allora la superficie M : f(x, y) = 0 e`
una superficie di livello. Di conseguenza, il cilindro circolare retto
M : x2 + y2 = r2
e` una superficie di livello (al variare di r si ottengono cilindri coassiali). Una
parametrizzazione locale di tale cilindro e` data da
ϕ(u, v) = (rcos v, rsen v, u), (u, v) ∈ D = R×]0, 2π[.
La carta locale (D,ϕ) parametrizza il cilindro privato della retta generatrice
ϕ(u, 0) = (r, 0, u), u ∈ R, parallela all’asse del cilindro.
Esempio 3.15. Superficie di rotazione
SiaM la superficie di rotazione ottenuta ruotando una curva regolare piana
semplice γ intorno a una retta complanare con γ e che non incontra la stessa
curva. Senza perdere in generalita`, possiamo assumere che γ sia contenuta
nel piano coordinato πxz : y = 0 e l’asse sia l’asse delle z. Sia quindi γ(u) =
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(f(u), 0, g(u)), u ∈ I =]a, b[ con f(u) > 0, una parametrizzazione regolare di
γ. Allora, una parametrizzazione locale di M e` data da
ϕ(u, v) =
cos v −sen v 0sen v cos v 0
0 0 1

f(u)0
g(u)
 =
f(u) cos vf(u) sen v
g(u)
 ,
(u, v) ∈ D =]a, b[×]0, 2π[, dove v e` l’angolo di rotazione intorno all’asse z. Le
circonferenze descritte durante la rotazione dei punti di γ si dicono paralleli
di M . Le varie posizioni che assume γ su M durante la rotazione, si dicono
meridiani.
Vogliamo provare che (D,ϕ) e` una parametrizzazione locale, ossia sono
verificate le proprieta` (a), (b), (c) della Definizione 3.1. La (a) e` banale. Per
la (c), basta osservare che J(ϕ) =
f ′(u)cos v −f(u)sen vf ′(u)sen v f(u)cos v
g′(u) 0
 e quindi con un
semplice calcolo, usando il fatto che γ(u) e` regolare con f(u) > 0, si vede che
tale matrice ha rango 2. Infine, proviamo la (b). Siccome γ(u) e` semplice, il
parametro u e` univocamente determinato da z = g(u) e x2 + y2 = f 2(u), e
quindi ϕ e` iniettiva. Inoltre, u e` funzione continua di z e
√
x2 + y2, e quindi
funzione continua di x, y, z. Per la continuita` di ϕ−1 rimane da provare che v
e` funzione continua di x, y, z. Se v ∈]0, π[∪]π, 2π[, da
tan(v/2) =
2(sen v/2)(cos v/2)
2cos 2v/2
=
sen v
1 + cos v
=
y/f(v)
1 + x/f(v)
=
y
x+
√
x2 + y2
si ha
v = 2arctan
y
x+
√
x2 + y2
che e` funzione continua di x, y, z. Analogamente, se v ∈]π/2, 3π/2[, da
cot(v/2) =
2(sen v/2)(cos v/2)
2sen 2v/2
=
sen v
1− cos v
=
y/f(v)
1− x/f(v) =
y
−x+
√
x2 + y2
si ha
v = 2 cot−1
y
−x+
√
x2 + y2
che e` funzione continua di x, y, z. Con due parametrizzazioni di questo tipo si
puo` ricoprire l’intera superficie M .
In particolare, la parametrizzazione locale data per la superficie cilindrica
M : x2 + y2 = r2 si ottiene considerando la curva
3.1 Definizione, osservazioni ed esempi 95
γ(u) = (r, 0, u), u ∈ R.
La parametrizzazione locale data per la sfera S2 : x2 + y2 + z2 = 1 (in termini
di coordinate geografiche) si ottiene considerando la curva
γ(u) = (sen u, 0, cos u), u ∈]0, π[.
Esempio 3.16. Superficie torica.
Sia C una curva (del piano πxz) di equazioni cartesiane y = 0 e f(x, z) =
0. Ricordiamo che la superficie di rotazione ottenuta ruotando la curva C
intorno all’asse z ha equazione cartesiana f(±
√
x2 + y2, z) = 0. Ora sia C la
circonferenza di centro C(a, 0, 0) e raggio r, con 0 < r < a, del piano πxz,
ossia C : (x− a)2 + z2 = r2, y = 0. Ruotando C intorno all’asse z si ottiene la
superficie torica T di equazione cartesiana
(
√
x2 + y2 − a)2 + z2 = r2.
Osserviamo che
(a) T = f−1(r2) dove f(x, y, z) = (
√
x2 + y2 − a)2 + z2 e` differenziabile per
(x, y) 6= (0, 0) e quindi per ogni p ∈ T ;
(b) (∇f)p = 2
x
(√
x2 + y2 − a
)
√
x2 + y2
,
y
(√
x2 + y2 − a
)
√
x2 + y2
, z
 6= (0, 0, 0) ∀p ∈ T .
Infatti, se fosse (∇f)p = 0 in qualche punto p ∈ T , si avrebbe z = 0 e quindi
la contraddizione
‖(∇f)p‖ = 2r√
x2 + y2
‖(x, y, 0)‖ = 2r 6= 0.
Dunque, T e` una superficie regolare (di livello).
Siccome, T e` in particolare una superficie di rotazione, come caso partico-
lare dell’Esempio 3.15 considerando la curva
γ(u) = (a+ rcos u, 0, rsen u), u ∈]0, 2π[,
si ottiene che una parametrizzazione locale di T e` data da
ϕ(u, v) =
(
(a+ r cos u) cos v, (a+ r cosu) sen v, r sen u
)
(3.1)
con (u, v) ∈ D =]0, 2π[×]0, 2π[.
Esempio 3.17. Superficie rigata
Sia γ(u), u ∈ I (intervallo aperto di R), una curva semplice regolare di
R
3 (cf. Osservazione 1.15) e sia V (u) un campo di vettori non nulli, definito
lungo γ(u) e differenziabile. Sia M la superficie luogo delle ∞1 rette, dette
rette generatrici, per γ(u) con la direzione di V (u). La superficie M , detta
superficie rigata, e` parametrizzata da
ϕ(u, v) = γ(u) + v V (u), con (u, v) ∈ I × R.
In generale, tale ϕ puo` non essere una superficie regolare o immersa. Quando
M e` una superficie regolare, allora parleremo di superficie rigata regolare. I
due esempi seguenti sono due speciali superfici rigate.
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Esempio 3.18. Cilindro generalizzato
Sia γ(u), u ∈ I (intervallo aperto di R), una curva semplice regolare e sia
~w un vettore unitario di R3. Sia M la superficie rigata luogo delle ∞1 rette
per γ(u) con la direzione di ~w. La superficie M e` detta cilindro generalizzato.
Quindi, M e` parametrizzata da
ϕ(u, v) = γ(u) + v ~w, (u, v) ∈ D = I × R.(3.2)
L’applicazione ϕ(u, v) e` differenziabile. Assumiamo che le rette generatrici
incontrino γ solo in un punto, ovvero il vettore γ(u2) − γ(u1) non puo` essere
parallelo al vettore ~w, allora
ϕ(u1, v1) = ϕ(u2, v2) ⇔ γ(u2)− γ(u1) = (v2 − v1)~w ⇔ (u2, v2) = (u1, v1).
Infine, assumendo che γ˙(u) e ~w siano linearmente indipendenti per ogni u ∈ I,
si ha che la matrice jacobiana J(ϕ) ha rango 2 in ogni punto di D. Possiamo
quindi concludere che ϕ e` una superficie immersa iniettiva.
Esempio 3.19. Cono generalizzato
Sia γ(u), u ∈ I (intervallo aperto di R), una curva semplice regolare e sia
p0 un fissato punto di R
3 con la condizione che p0 /∈ γ(I). Sia M la superficie
rigata luogo delle ∞1 rette che congiungono p0 con γ(u). La superficie M e`
detta cono generalizzato di vertice p0. Quindi, M e` parametrizzata da
ϕ(u, v) = (1− v)p0 + vγ(u), con (u, v) ∈ I × R.
L’applicazione ϕ(u, v) e` differenziabile. Assumiamo che le rette generatrici
incontrino γ solo in un punto, ovvero comunque consideriamo due punti distinti
di γ questi non siano collineari con il vertice p0, allora
ϕ(u1, v1) = ϕ(u2, v2) ⇔ v2γ(u2)− v1γ(u1) = (v2− v1)p0 ⇔ (u2, v2) = (u1, v1).
Infatti, se fosse (v2 − v1) 6= 0 si avrebbe p0 allineato con γ(u2) e γ(u1). Infine,
assumendo che v > 0, ovvero il vertice p0 /∈ M , e che le rette generatrici non
siano tangenti a γ, si ha che la matrice jacobiana J(ϕ) ha rango 2 in ogni
punto di D = I × R+. Possiamo quindi concludere che ϕ|D e` una superficie
immersa iniettiva.
Esercizi 3.20.
(1) Sia M0 : x
2+ y2− z2 = 0, z > 0. Considerare M0 come una superficie di ro-
tazione e determinare, usando l’Esempio 3.15, una parametrizzazione regolare
(D,ϕ) di M0
(2) Trovare due parametrizzazioni (locali) regolari (Di, ϕi), i = 1, 2, del cilindro
circolare retto M : x2 + y2 = r2 tale che sia ϕ1(D1) ∪ ϕ2(D2) = M .
(3) Ripetere l’Esercizio (2) per la superficie torica T : (
√
x2 + y2−a)2+z2 = r2.
(4) Ripetere l’Esercizio (2) per il semicono rotondoM0 : x
2+y2−z2 = 0, z > 0.
Esercizio 3.21. Assumiamo che la curva γ(u) dell’Esempio 3.18 soddisfi
l’ulteriore proprieta` γ(u) · ~w = c (costante) per ogni u ∈ I. Si verifichi che in
tal caso la superficie M = ϕ(D) e` regolare, ovvero ϕ−1 : M → D e` continua.
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Esercizi 3.22.
(1) Esplicitare la (3.2) nel caso di γ(u) curva contenuta in un piano coordinato
e ~w vettore ortogonale al piano di γ.
(2) Sia data la superficie regolare di livello M : f(x, y) = 0. Determinare una
parametrizzazione locale di M del tipo (3.2).
3.2. Superfici quadriche
Le superfici quadriche, dopo i piani, sono i piu´ semplici esempi di superfici.
Tuttavia, non tutte le superfici quadriche sono superfici regolari.
3. 2-1. Classificazioni.
Definizione 3.23. Una superficie quadrica Q e` una superficie algebrica
reale del secondo ordine.
Quindi, una superficie quadrica Q (che nel seguito chiameremo semplicemente
quadrica) e` l’insieme dei punti p dello spazio le cui coordinate (x, y, z) sod-
disfano un’equazione del tipo f(x, y, z) = 0, dove f(x, y, z) e` un polinomio
omogeneo di ordine due a coefficienti reali. Esplicitando abbiamo:
Q : a11x2 + a22y2 + a33z2 + 2a12xy + 2a13xz + 2a23yz(3.3)
+ 2a14x+ 2a24y + 2a34z + a44 = 0,
dove i coefficienti aij sono numeri reali non tutti nulli per i, j = 1, 2, 3. Posto
aij = aji, la matrice
A = (aij) =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 ,
detta matrice associata alla quadrica Q, e` una matrice reale simmetrica di
ordine 4, quindi e` diagonalizzabile ed ammette quattro autovalori reali.
Classificazione proiettiva delle quadriche.
Una prima classificazione delle quadriche si ottiene esaminando il rango
della matrice A. Tale classificazione, studiando le quadriche nello spazio pro-
iettivo, e` anche detta classificazione proiettiva in quanto rgA (il rango di A)
e` invariante per trasformazioni proiettive. Quindi, esaminando il rango di A,
otteniamo la seguente classificazione delle quadriche.
• Q si dice quadrica generale se rgA = 4.
• Q si dice quadrica speciale se rgA = 3.
• Q si dice quadrica semplicemente degenere se rgA = 2; in tal caso
Q = π1 ∪ π2 (unione di due piani distinti) .
• Q si dice quadrica doppiamente degenere se rgA = 1; in tal caso
Q = π1 ∪ π1 (unione di due piani coincidenti).
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Naturalmente le quadriche interessanti da studiare sono le quadriche generali
e quelle speciali.
Classificazione affine delle quadriche.
Sia Q una quadrica arbitraria e sia A = (aij) la matrice reale simmetrica
associata a Q. Se indichiamo con P il vettore riga (x, y, z) (coordinate del
punto p), con A˜ la matrice A44 minore complementare dell’elemento a44 della
matrice A, ossia
A˜ = A44 =
a11 a12 a13a21 a22 a23
a31 a32 a33
 ,
con b la matrice riga (2a41, 2a42, 2a43) = (2a14, 2a24, 2a34) e con c l’elemento
a44, allora possiamo scrivere l’equazione (3.3) di Q in forma compatta
Q : PA˜P T + bP T + c = 0.
La classificazione affine delle quadriche Q (denominata in questo modo
perche` e` invariante per trasformazioni affini) si ottiene esaminando la forma
quadratica data dal complesso dei termini di secondo grado
PA˜P T = a11x
2 + a22y
2 + a33z
2 + 2a12xy + 2a13xz + 2a23yz
dell’equazione di Q. La matrice associata a questa forma quadratica e` la
matrice A˜ = A44. A˜ e` una matrice reale e simmetrica di ordine 3, quindi e`
diagonalizzabile ed ammette tre autovalori reali che indichiamo con λ1, λ2, λ3.
Inoltre, consideriamo il valore assoluto s˜ = |k˜ − µ˜| della segnatura (k˜, µ˜) della
matrice A˜ e il valore assoluto s = |k − µ| della segnatura (k, µ) della matrice
A.
Osservazione 3.24. Nello studio delle quadriche dello spazio ampliato con
i punti all’infinito (detti anche punti impropri), quindi mediante l’uso delle
coordinate cartesiane omogenee (x1, x2, x3, x4), la classificazione affine delle
quadriche generali e speciali si ottiene esaminando la conica all’infinito C∞
data dall’intersezione della quadrica
Q :∑4i,j=1 aijxixj = 0
con il piano improprio π∞ : x4 = 0 (luogo di tutti i punti impropri). Quindi,
C∞ ha equazioni
a11x12 + a22x
2
2 + a33x
2
3 + 2a12x1x2 + 2a13x1x3 + 2a23x2x3 = 0, x4 = 0.
La matrice associata alla conica C∞ e` la matrice A˜, quindi C∞ e` degenere
se e solo se rgA˜ < 3. Ricordiamo che le coordinate cartesiane omogenee
(x1, x2, x3, x4) sono definite a meno di un fattore ̺ 6= 0 di proporzionalita`,
inoltre nel caso dei punti propri (x4 6= 0) sono legate alle coordinate cartesiane
non omogenee (x, y, z) da
x : y : z : 1 = x1 : x2 : x3 : x4.
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Classificazione affine delle quadriche degeneri (rgA ≤ 2).
Sia Q una quadrica degenere. Allora,
• Q e` unione di due piani reali e distinti se rgA = rgA˜ = 2 e s˜ = 0,
ovvero i due autovalori non nulli della matrice A˜ sono discordi;
• Q e` unione di due piani complessi e coniugati se rgA = rgA˜ = 2 e
s˜ = 2, ovvero i due autovalori non nulli della matrice A˜ sono concordi;
• Q e` unione di due piani paralleli reali e distinti se rgA = 2, rgA˜ = 1 e
s = 0, ovvero i due autovalori non nulli della matrice A sono discordi;
• Q e` unione di due piani paralleli complessi e coniugati se rgA =
2, rgA˜ = 1 e s = 2, ovvero i due autovalori non nulli della matrice A
sono concordi;
• Q e` unione di due piani coincidenti se rgA = rgA˜ = 1.
Classificazione affine delle quadriche speciali (rgA = 3).
Sia Q una quadrica speciale. Possiamo avere due casi: det A˜ 6= 0 (C∞ e` non
degenere) oppure det A˜ = 0 (C∞ e` degenere).
Se det A˜ 6= 0, Q e` un cono (quadrico) avente vertice (x0, y0, z0) dato dalla
soluzione del sistema 
a11x+ a12y + a13z + a14 = 0
a21x+ a22y + a23z + a24 = 0
a31x+ a32y + a33z + a34 = 0 .
Se det A˜ = 0, Q e` un cilindro (quadrico) con generatrici parallele al vettore
che ha componenti date dalla terna (v1, v2, v3) soluzione (definita a meno di
un coefficiente di proporzionalita`) del sistema lineare omogeneo
a11v3 + a12v2 + a13v3 = 0
a21v1 + a22v2 + a23v3 = 0
a31v1 + a32v2 + a33v3 = 0
a41v1 + a42v2 + a43v3 = 0 .
Sia Q un cono quadrico (rgA = rgA˜ = 3), allora:
(1) Q e` un cono a punti reali se s˜ = 1, ovvero gli autovalori λ1, λ2, λ3 non
hanno tutti lo stesso segno. Ad esempio x2 + y2 − z2 = 0 e` un cono a
punti reali.
(2) Q e` un cono a punti immaginari se s˜ = 3, ovvero gli autovalori
λ1, λ2, λ3 hanno tutti lo stesso segno. Ad esempio x
2 + y2 + z2 = 0 e`
un cono a punti immaginari.
Sia Q un cilindro quadrico (rgA = 3 e rgA˜ < 3). Allora,
(1) Q e` un cilindro iperbolico se rgA˜ = 2 e s˜ = 0, ovvero gli autovalori
non nulli λ1, λ2 di A˜ sono discordi. Ad esempio, x
2 − y2 = 1 e` un
cilindro iperbolico.
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(2) Q e` un cilindro ellittico a punti reali se rgA˜ = 2, s˜ = 2 e s = 1, ovvero
gli autovalori non nulli λ1, λ2 di A˜ sono concordi e gli autovalori non
nulli di A non hanno tutti lo stesso segno. Ad esempio, x2+y2−1 = 0
e` un cilindro ellittico a punti reali
(3) Q e` un cilindro ellittico a punti immaginari se rgA˜ = 2, s˜ = 2 e
s = 3, ovvero gli autovalori non nulli λ1, λ2 di A˜ sono concordi e gli
autovalori non nulli di A hanno tutti lo stesso segno. Ad esempio,
x2 + y2 + 1 = 0 e` un cilindro ellittico a punti immaginari
(4) Q e` un cilindro parabolico se rgA˜ = 1. Ad esempio, x2 + y = 0 e` un
cilindro parabolico.
Classificazione affine delle quadriche generali (rgA = 4).
Sia Q una quadrica generale. Una prima distinzione si ha considerando i
casi:
• det A˜ 6= 0 (ossia, la conica C∞ e` non degenere),
• det A˜ = 0 (ossia, la conica C∞ e` degenere).
Allora, abbiamo quanto segue.
(1) Q e` un ellissoide se det A˜ 6= 0 e s˜ = 3, ovvero gli autovalori λ1, λ2, λ3
hanno lo stesso segno (quindi, la conica C∞ e` a punti immaginari).
Piu` precisamente:
1a) Q e` un ellissoide a punti reali se inoltre detA < 0. In questo
caso esiste il modello di rotazione.
1b) Q e` un ellissoide a punti immaginari se inoltre detA > 0.
(2) Q e` un iperboloide se det A˜ 6= 0 e s˜ = 1, ovvero gli autovalori
λ1, λ2, λ3 non hanno lo stesso segno (quindi, la conica C∞ e` a punti
reali).
Piu` precisamente:
2a) Q e` un iperboloide iperbolico se inoltre detA > 0. In questo
caso esiste il modello di rotazione (iperboloide ad una falda);
2b) Q e` un iperboloide ellittico se inoltre detA < 0. In questo caso
esiste il modello di rotazione (iperboloide a due falde).
(3) Q e` un paraboloide se det A˜ = 0. Piu` precisamente:
3a) Q e` un paraboloide iperbolico detto “a sella”se inoltre detA >
0. In questo caso non esiste il modello di rotazione;
3b) Q e` un paraboloide ellittico se inoltre detA < 0. In questo
caso esiste il modello di rotazione.
Osservazione 3.25. Osserviamo che, data una quadrica Q con matrice
associata A = (aij), gli invarianti (affini) di Q sono: il rango di A, il rango
di A˜ = A44, il segno del determinante di A, il valore assoluto s˜ = |k˜ − µ˜| della
segnatura (k˜, µ˜) della matrice A˜ e il valore assoluto s = |k−µ| della segnatura
(k, µ) della matrice A.
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Figura 4. Cilindri quadrici.
Figura 5. Cono quadrico -Paraboloide ellittico - Ellissoide.
Figura 6. Paraboloide a sella - Iperboloidi a 1 e 2 falde.
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Natura dei punti di Q.
Sia Q : f(x, y, z) = 0 una quadrica a punti reali, generale oppure speciale.
Un punto p0 ∈ Q si dice punto semplice se il vettore gradiente (∇f)p0 e` non
nullo. Tutti i punti di Q, ad eccezione del vertice nel caso in cui Q e` un cono,
sono punti semplici (cio´ si vede facilmente esprimendo Q con equazione cano-
nica). Sia p0 ∈ Q un punto semplice. Allora, come vedremo nella Proposizione
3.52, esiste il piano tangente in p0 e ha equazione cartesiana:
π0 : f
0
x(x− x0) + f 0y (y − y0) + f 0z (z − z0) = 0,
dove f 0x =
(
∂f
∂x
)
p0
, f 0y =
(
∂f
∂y
)
p0
e f 0z =
(
∂f
∂z
)
p0
. Sia C0 la conica sezione della
quadrica Q con π0, ovvero C0 = Q ∩ π0. Allora, C0 e` una conica degenere e
• p0 si dice punto iperbolico se C0 e` unione di due rette reali e distinte;
• p0 si dice punto ellittico se C0 e` unione di due rette complesse
coniugate;
• p0 si dice punto parabolico se C0 e` unione di due rette coincidenti.
Si dimostra che tutti i punti di Q sono dello stesso tipo. Piu` precisamente si
ha che:
• le quadriche con rgA = 3 (coni e cilindri) sono a punti parabolici ;
• una quadrica con rgA = 4 puo` essere a punti iperbolici oppure a punti
ellittici.
In particolare, le quadriche a punti iperbolici sono quadriche rigate.
Esercizio 3.26. Data la quadrica Q : y2 − z = 1, verificare che p0 =
(0, 1, 0) ∈ Q e` un punto parabolico, e quindi Q e` a punti parabolici.
Esercizio 3.27. Data la quadrica Q : x2 + y2 − z2 = 1, verificare che
p0 = (1, 0, 0) ∈ Q e` un punto iperbolico, e quindi Q e` a punti iperbolici.
Esercizio 3.28. DataQ : x2+y2+z2 = 1, verificare che il punto p0(1, 0, 0) ∈
Q e` un punto ellittico e quindi Q e` a punti ellittici.
3. 2-2. Equazioni canoniche metriche. Il seguente teorema classifica
tutte le quadriche con equazione in forma canonica.
Teorema 3.29. Sia Q una quadrica arbitraria. Allora, esiste un riferi-
mento cartesiano rispetto al quale la quadrica Q si puo` rappresentare con una
delle seguenti forme canoniche.
Caso delle quadriche generali (rgA = 4).
(1) Q : x
2
a2
+
y2
b2
+
z2
c2
= 1, ellissoide a punti reali (cf.Fig. 5);
(2) Q : x
2
a2
+
y2
b2
+
z2
c2
= −1, ellissoide a punti immaginari;
(3) Q : x
2
a2
+
y2
b2
− z
2
c2
= 1, iperboloide iperbolico a una falda (cf. Fig. 6);
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(4) Q : x
2
a2
−
(y2
b2
+
z2
c2
)
= 1, iperboloide ellittico a due falde (cf. Fig. 6);
(5) Q : x
2
a2
− y
2
b2
= 2z, paraboloide iperbolico detto a sella (cf. Fig. 6);
(6) Q : x
2
a2
+
y2
b2
= 2z, paraboloide ellittico (cf. Fig. 5).
Caso delle quadriche speciali (rgA = 3).
(7) Q : αx2 + βy2 + γz2 = 0, α, β > 0, γ < 0, cono a punti reali (Fig. 5);
(8) Q : αx2 + βy2 + γz2 = 0, α, β, γ > 0, cono a punti immaginari;
(9) Q : x
2
a2
+
y2
b2
= 1, cilindro ellittico a punti reali (cf. Fig. 4);
(10) Q : x
2
a2
+
y2
b2
= −1, cilindro ellittico a punti immaginari;
(11) Q : x
2
a2
− y
2
b2
= 1, cilindro iperbolico (cf. Fig. 4);
(12) Q : y2 = 2az, cilindro parabolico (cf. Fig. 4).
Caso delle quadriche degeneri (rgA ≤ 2).
(13) Q : x2 − k2 = 0, k 6= 0, due piani paralleli reali e distinti;
(14) Q : x2 + k2 = 0, k 6= 0, due piani paralleli complessi e coniugati;
(15) Q : αx2 + βy2 = 0, αβ > 0, due piani complessi e coniugati;
(16) Q : αx2 + βy2 = 0, αβ < 0, due piani reali e distinti;
(17) Q : x2 = 0, (rgA=1) due piani reali coincidenti.
Dimostrazione. Usando le notazioni precedentemente introdotte, una
arbitraria quadrica Q si puo` rappresentare con l’equazione
Q : PA˜P T + bP T + c = 0(3.4)
rispetto a un fissato riferimento cartesiano RC(O, e1, e2, e3). Siccome A˜ e`
una matrice simmetrica con autovalori λ1, λ2, λ3, allora esiste una matrice
ortogonale B, con detB = +1, tale che
BT A˜B = D =
λ1 0 00 λ2 0
0 0 λ3
.
Sia (e′1, e
′
2, e
′
3) la base ortonormale di autovettori di A˜ definita dalle colonne
di B. Se indichiamo con P ′ il vettore riga (x′, y′, z′), delle coordinate del
punto p nel riferimento cartesiano RC(O, e′1, e
′
2, e
′
3), allora P
T = BP ′T e quindi
P = P ′BT . Sostituendo nella (3.4), si ha
Q : P ′BT A˜BP ′T + bBP ′T + c = 0.
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Siccome BT A˜B = D, posto b′ = bB, si ha Q : P ′DP ′T + b′P ′T + c = 0. Per-
tanto, nel riferimento cartesiano RC(O, e′1, e
′
2, e
′
3), la quadrica Q ha equazione
(indicando con (x, y, z) anche le nuove coordinate) del tipo
λ1x
2 + λ2y
2 + λ3z
2 + a1x+ a2y + a3z + c = 0.
Se λ1 6= 0, consideriamo la traslazione definita da x′ = x + a1/(2λ1), y′ =
y, z′ = z. Rispetto a queste nuove coordinate, che indichiamo sempre con
(x, y, z), abbiamo
Q : λ1x2 + λ2y2 + λ3z2 + a2y + a3z + c′ = 0.
Adesso esaminiamo i diversi casi che si possono avere.
• Gli autovalori λ1, λ2, λ3 6= 0 (quindi rgA˜ = 3). In questo caso, pro-
cedendo come sopra, si trova un riferimento cartesiano rispetto al quale si
ha
Q : λ1x2 + λ2y2 + λ3z2 + δ = 0.(3.5)
Se Q e` generale (rgA = 4), dall’equazione (3.5) si hanno i casi (1), (2), (3), (4).
Se Q e` speciale (rgA = 3), quindi δ = 0, dall’equazione (3.5) si hanno i casi
(7), (8).
• Esattamente uno degli autovalori λi e` nullo (diciamo λ3 = 0, quindi
rgA˜ = 2). Procedendo come sopra, si trova un riferimento cartesiano rispetto
al quale si ha
Q : λ1x2 + λ2y2 + 2γz + δ = 0, (detA = −λ1λ2γ2).(3.6)
Se Q e` generale (rgA = 4), dall’equazione (3.6), applicando una traslazione
lungo l’asse z, si hanno i casi (5), (6).
Se Q e` speciale (rgA = 3), quindi γ = 0 e δ 6= 0 (altrimenti si avrebbe
rgA = 2), dall’equazione (3.6) si hanno i casi (9), (10), (11).
Se Q ha rgA = 2, quindi γ = δ = 0, dall’equazione (3.6) si hanno i casi
(15), (16).
• Esattamente uno degli autovalori λi e` non nullo (diciamo λ3 6= 0, quindi
rgA˜ = 1). Procedendo come sopra, si trova un riferimento cartesiano rispetto
al quale si ha
Q : λ3z2 + a1x+ a2y + δ = 0, (detA = 0).(3.7)
Se a1 = 0 e a2 6= 0, con una traslazione lungo l’asse y, l’equazione (3.7) diventa
del tipo
Q : λ3z2 + αy = 0, α 6= 0.(3.8)
Se a1, a2 6= 0, con una traslazione nel piano xy ci riconduciamo al caso δ = 0.
Successivamente, con una rotazione, sempre nel piano xy, possiamo ricon-
durci al caso a1 = 0 oppure a2 = 0, e quindi a un’equazione del tipo (3.8).
Dall’equazione (3.8), si ha il caso (12) (rgA = 3, rgA˜ = 1).
Infine, se a1 = a2 = 0, dall’equazione (3.7) si hanno i casi (13), (14) quando
δ 6= 0, e il caso (17) quando δ = 0. 
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Corollario 3.30. Tutte le quadriche generali a punti reali : (1), (3), (4),
(5), (6), e tutti le quadriche speciali a punti reali: (7), (9), (11), (12) (nel
caso del cono e` necessario eliminare il vertice), sono superfici di livello regolari
(qualcuna con due componenti connesse).
Esempio 3.31. Abbiamo osservato che le quadriche a punti iperbolici sono
rigate. Facciamo vedere che il paraboloide iperbolico (detto anche paraboloide
a sella)
Q : x
2
a2
− y
2
b2
= 2z, ovvero Q :
(x
a
− y
b
)(x
a
+
y
b
)
= 2z,
e` una quadrica rigata. Difatti, possiamo scrivere
2z
x
a
− y
b
=
x
a
+
y
b
e
2z
x
a
+
y
b
=
x
a
− y
b
.
Di conseguenza, otteniamo le due schiere di rette del paraboloide:
2z = λ
(x
a
− y
b
)
,
x
a
+
y
b
= λ, λ ∈ R,
e
2z = µ
(x
a
+
y
b
)
,
x
a
− y
b
= µ, µ ∈ R.
Rette della stessa schiera sono sghembe e rette di schiere diverse sono compla-
nari, inoltre per ogni punto p del paraboloide passano due rette appartenenti
alle due diverse schiere. Tali rette sono l’intersezione del paraboloide col piano
tangente in p.
Esercizi 3.32. -
1. Classificare ed esprimere con equazione canonica le seguenti quadriche
Q1 : x2 + 3y2 + 2yz + 3z2 − 4x+ 6y + 2z − 1 = 0,
Q2 : x2 + y2 − z2 + xy + x− 3 = 0,
Q3 : y2 − 2x+ 2z + 1 = 0, Q4 : αz2 + 2x+ 3y + 1 = 0, α 6= 0.
2. Verificare che la quadrica
Q : x2 + y2 + 2xy + 2yz − 2x+ y + 1 = 0
e` un cono, e determinare il suo vertice.
3. Classificare la quadriche
Q1 : 2x2 + y2 + z2 − x− 2y + k = 0,
Q2 : 2x2 + ky2 − 2ky + k = 0,
Q3 : 2x2 + ky2 − 2yz + z2 − 1 = 0,
al variare del parametro k ∈ R.
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Esercizio 3.33. Verificare che le seguenti applicazioni sono parametrizza-
zioni locali delle superfici accanto indicate.
(1)ϕ(u, v) = (a(sen u)cos v, bcos u, c(sen u)sen v), ellissoide,
(2)ϕ(u, v) = (a(sinh u) sinh v, b cosh u, c(sinh u) cosh v), iperboloide iperbolico,
(3)ϕ(u, v) = (a(sinh u)cos v, b(sinh u)sen v, c cosh u), iperboloide ellittico,
(4)ϕ(u, v) = (au cos v, bu sen v, u2), paraboloide ellittico,
(5)ϕ(u, v) = (au cosh v, bu sinh v, u2), paraboloide iperbolico,
dove a, b, c sono costanti positive. Inoltre, dire quali condizioni devono sod-
disfare le costanti a, b, c affinche`, nei casi (1)− (4), le corrispondenti superfici
siano di rotazione.
3.3. Funzioni differenziabili su superfici
Il seguente teorema e` essenziale per poter poi definire il concetto di funzione
differenziabile su una superficie, indipendentemente dalla parametrizzazione
che uno considera.
Teorema 3.34. (cambiamento di parametri)
Sia M una superficie regolare. Siano
ϕ : D ⊆ R2 →M ⊂ R3, (u, v) 7→ ϕ(u, v) = (x(u, v), y(u, v), z(u, v))
e
ϕ¯ : D¯ ⊆ R2 →M ⊂ R3, (u¯, v¯) 7→ ϕ¯(u¯, v¯) = (x(u¯, v¯), y(u¯, v¯), z(u¯, v¯))
due parametrizzazioni (locali) regolari di M , con ϕ(D) ∩ ϕ¯(D¯) = W 6= ∅.
Allora, le applicazioni
ϕ−1 ◦ ϕ¯ : ϕ¯−1(W ) ϕ¯→ W ϕ−1→ ϕ−1(W ), (u¯, v¯) 7→ (u, v) = (u(u¯, v¯), v(u¯, v¯))
e
ϕ¯−1 ◦ ϕ : ϕ−1(W ) ϕ→ W ϕ¯−1→ ϕ¯−1(W ), (u, v) 7→ (u¯, v¯) = (u¯(u, v), v¯(u, v))
sono diffeomorfismi tra aperti di R2.
Dimostrazione. Proviamo che f = ϕ−1 ◦ ϕ¯ e` un diffeomorfismo. Intanto
f e` un omeomorfismo in quanto composizione di omeomorfismi. Procediamo
provando che f e f−1 sono differenziabili. Per provare che f e` differenziabile
basta vedere che e` differenziabile in un generico punto di ϕ¯−1(W ). Sia q¯ ∈
ϕ¯−1(W ), quindi ϕ¯(q¯) ∈ W ⊂ M , q¯ = (u¯, v¯). Sia q = f(q¯) = ϕ−1(ϕ¯(q¯)) =
(u, v) ∈ D, allora q e q¯ sono punti di D e D¯ che individuano lo stesso punto
ϕ(q) = ϕ¯(q¯) di M . Siccome lo jacobiano J(ϕ)q ha rango 2, possiamo assumere
ad esempio che
(
xu xv
yu yv
)
abbia rango 2 in q. Consideriamo la funzione
F : D × R→ R3,
(u, v, t) 7→ F (u, v, t) = ϕ(u, v) + (0, 0, t) = (x(u, v), y(u, v), z(u, v) + t).
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Risulta F|D×{0} = ϕ e in particolare F (q, 0) = ϕ(q) = ϕ¯(q¯). Siccome lo
jacobiano
J(F ) =
xu xv 0yu yv 0
zu zv 1

ha rango 3 in q, dal Teorema della funzione inversa segue che esiste un intorno
U di F (q, 0) = ϕ(q) = ϕ¯(q¯) in R3 ed esiste un intorno V di (q, 0) in D×R tali
che
F−1 : U ⊂ R3 → V ⊂ D × R
sia un diffeomorfismo. Inoltre, per come definita la F , risulta
F−1|U∩M : U ∩M → V ∩D e F−1|U∩M = ϕ−1|U∩M .
Inoltre, ϕ¯ : D¯ → M e` continua e U ∩M e` intorno di ϕ(q) = ϕ¯(q¯) in M , per
cui esiste D¯1 intorno di q¯ in D¯ con ϕ¯(D¯1) ⊂ U ∩M . Allora
f|D¯1 = ϕ
−1 ◦ ϕ¯|D¯1 = F−1 ◦ ϕ¯|D¯1 : D¯1 → U ∩M ⊂ R3 → D
e` differenziabile in quanto composizione di applicazioni differenziabili, e quindi
f e` differenziabile in q¯. In modo analogo si prova che anche f−1 e` differenziabile.

Esempio 3.35. Un cambiamento di parametri sulla sfera S2. Consideriamo
su S2 le seguenti parametrizzazioni locali
ϕ : D =
{
(u, v) ∈ R2 : u2 + v2 < 1}→ ϕ(D) = {(x, y, z) ∈ S2 : z > 0},
(u, v) 7−→
(
u, v,
√
1− (u2 + v2)
)
,
e
ϕ¯ : D¯ =]0, pi
2
[×]0, 2π[→ ϕ¯(D¯) ⊂ S2,
(u¯, v¯) 7−→ (sen u¯ cos v¯, sen u¯ sen v¯, cos u¯).
Il cambiamento di parametri su W = ϕ(D) ∩ ϕ¯(D¯) = ϕ¯(D¯) e` dato da
ϕ−1 ◦ ϕ¯ : (u¯, v¯) 7→(sen u¯ cos v¯, sen u¯ sen v¯, cos u¯) 7→(sen u¯ cos v¯, sen u¯ sen v¯).
Tale applicazione e` differenziabile e invertibile (un diffeomorfismo), in quanto
la matrice jacobiana (
cos u¯ cos v¯ −sen u¯ sen v¯
cos u¯ sen v¯ sen u¯ cos v¯
)
ha rango 2 per ogni (u¯, v¯) ∈]0, pi
2
[×]0, 2π[.
Definizione 3.36. Siano M una superficie regolare e p0 un punto di M .
Un’applicazione f : M → R si dice differenziabile in p0 se esiste (D,ϕ)
parametrizzazione locale con p0 ∈ ϕ(D) tale che
f˜ = f ◦ ϕ : D ⊆ R2→ϕ(D) ⊂M→R
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sia differenziabile. La funzione f˜ e` la funzione f in termini di coordinate locali.
Si dice che f e` differenziabile su M (rispettivamente su un aperto A di M) se
e` differenziabile in p per ogni p ∈M (rispettivamente per ogni p ∈ A).
La definizione data e` ben posta, ossia non dipende dalla parametrizzazione
locale scelta. Infatti, se (D¯, ϕ¯, (u¯, v¯)) e` un’altra parametrizzazione locale con
p0 ∈ ϕ¯(D¯), allora
f ◦ ϕ¯ = f ◦ ϕ ◦ ϕ−1 ◦ ϕ¯
e` differenziabile in quanto dal Teorema 3.34 segue che e` composizione di
applicazioni differenziabili. Siccome f(p) = (f ◦ ϕ)(ϕ−1(p)), si pone
∂f
∂u
:=
∂(f ◦ ϕ)
∂u
=
∂f˜
∂u
e
∂f
∂v
:=
∂(f ◦ ϕ)
∂v
=
∂f˜
∂v
,
e risulta
∂f
∂u¯
=
∂f
∂u
∂u
∂u¯
+
∂f
∂v
∂v
∂u¯
e
∂f
∂v¯
=
∂f
∂u
∂u
∂v¯
+
∂f
∂v
∂v
∂v¯
.(3.9)
A volte, con abuso di notazione, si usa scrivere f(u, v) al posto di f˜(u, v).
L’insieme F(M) di tutte le funzioni differenziabili definite su M ha una strut-
tura naturale, cos`ı come visto nel caso di Rn (cf. Sezione 1.3), di algebra reale
commutativa. Analogamente per F(A) con A aperto di M .
Definizione 3.37. Sia F : M → Rk con M superficie regolare. L’applica-
zione F si dice differenziabile in un punto p0 ∈ M se esiste una parametriz-
zazione locale (D,ϕ) di M con p0 ∈ ϕ(D) tale che F ◦ ϕ : D ⊆ R2 → Rk sia
differenziabile. Equivalentemente,
F : M → Rk, p 7→ F (p) = (F1(p), . . . , Fk(p)),
e` differenziabile se le sue funzioni componenti Fi : M → R sono differenziabili.
F si dice differenziabile su un aperto A di M se e` differenziabile in p per ogni
p ∈ A.
Definizione 3.38. Sia F : Rk → M , con M superficie regolare, e sia
p0 ∈ Rk. F si dice differenziabile in p0 se esiste U intorno di p0 ed esiste
(D,ϕ) parametrizzazione locale di M con F (U) ⊂ ϕ(D) tali che
F˜ = ϕ−1 ◦ F : U ⊂ Rk→F (U) ⊂ ϕ(D) ⊂M→D ⊂ R2
sia differenziabile.
Anche questa definizione e` ben posta:
ϕ¯−1 ◦ F = ϕ¯−1 ◦ ϕ ◦ ϕ−1 ◦ F .
F si dice differenziabile su un aperto A˜ di Rk se e` differenziabile in p per ogni
p ∈ A˜. In particolare, puo` essere k = 1 ed A˜ un intervallo aperto di R.
Esempi 3.39.
(1) Sia M una superficie regolare. L’inclusione i : M →֒ R3, p 7→ p, e` differen-
ziabile. Infatti, in coordinate locali, l’applicazione
i ◦ ϕ : (u, v) 7→ (x(u, v), y(u, v), z(u, v))
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e` differenziabile.
(2) Se F : R3 → Rk e` differenziabile e M e` una superficie regolare di R3, allora
la restrizione f = F|M : M → Rk e` differenziabile. Infatti,
f = F|M = F ◦ i : M →֒ R3→Rk
e` differenziabile in quanto composizione di applicazioni differenziabili.
(3) L’applicazione
F : R2 →M = S1(r)× R, (u, v) 7−→ (reiv, u),
e` differenziabile (M e` il cilindro di equazione cartesiana x2 + y2 = r2). Consi-
deriamo la parametrizzazione locale (D,ϕ) di M , dove
ϕ : D = R×]0, 2π[→M ⊂ R3, (u, v) 7→ (rcos v, rsen v, u).
L’applicazione F in coordinate locali, ovvero l’applicazione
ϕ−1 ◦ F : R2→ϕ(D)→D, (u, v) 7→(rcos v, rsen v, u) 7→(u, v),
e` l’identita` su R2 e quindi e` differenziabile. Pertanto, la F e` differenziabile.
Osservazione 3.40. Se F : Rk → R3 e` differenziabile con F (Rk) ⊂ M
superficie regolare di R3, allora si puo` provare che F : Rk →M e` differenziabile
(cf. [17] Theorem 3.2, p.145).
Introduciamo ora il concetto di applicazione differenziabile tra superfici.
Definizione 3.41. Siano M, M¯ superfici regolari ed F : M → M¯ . F si
dice differenziabile in un fissato punto p0 ∈M , se esiste una parametrizzazione
locale (D,ϕ) di M con p0 ∈ ϕ(D) ed esiste una parametrizzazione locale (D¯, ϕ¯)
di M¯ con F
(
ϕ(D)
)
contenuto in ϕ¯(D¯), tali che
F˜ := ϕ¯−1 ◦ F ◦ ϕ : D → D¯
sia un’applicazione differenziabile (tra aperti di R2). Inoltre, F si dice differen-
ziabile su A aperto di M se e` differenziabile in p per ogni p ∈ A. F : M → M¯
si dice che e` un diffeomorfismo se F e` bigettiva con F ed F−1 applicazioni
differenziabili, e in tal caso M e M¯ si dicono diffeomorfe. F si dice che e`
un diffeomorfismo locale se per ogni p0 ∈ M esiste U intorno aperto di p0 in
M ed esiste V intorno aperto di F (p0) in M¯ tali che F|U : U → V sia un
diffeomorfismo.
Osserviamo che anche la Definizione 3.41 e` ben posta, ovvero non dipen-
de dalle parametrizzazioni locali considerate. Infatti, prendendo (in modo
opportuno) altre parametrizzazioni locali, si ha
ψ¯−1 ◦ F ◦ ψ = (ψ¯−1 ◦ ϕ¯) ◦ (ϕ¯−1 ◦ F ◦ ϕ) ◦ (ϕ−1 ◦ ψ) .
Esempio 3.42. L’applicazione f : S2 → R, p = (x, y, z) 7→ x + y + z,
e` differenziabile, dove S2 e` la sfera unitaria di centro l’origine. Sia (D,ϕ) la
parametrizzazione locale su S2 definita da
D =
{
(u, v) : u2 + v2 < 1
}
, ϕ : (u, v) 7→ (u, v,√1− (u2 + v2)).
La f in coordinate locali e` l’applicazione
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f˜ = f ◦ ϕ : (u, v) 7→ (u, v,√1− u2 − v2) 7→ u+ v +√1− u2 − v2
che e` differenziabile su D. Si poteva anche osservare che
f = F ◦ i : S2 →֒ R3 → R
e` differenziabile in quanto
i : S2 →֒ R3, p 7→ p, ed F : R3 → R, (x, y, z) 7→ (x+ y + z),
sono differenziabili.
Esempio 3.43. L’applicazione f : S1×R→ S2, p 7→ p‖p‖ , e` differenziabile,
dove S1×R = {(x, y, z) ∈ R3 : x2 + y2 = 1} e S2 e` la sfera unitaria di centro
l’origine. Consideriamo su S1 × R la parametrizzazione locale (D,ϕ) dove
D = R+×]0, 2π[, ϕ : (u, v) 7→ (cos v, sen v, u).
Sia (D¯, ϕ¯) la parametrizzazione locale su S2 definita da
D¯ =
{
(u¯, v¯) : u¯2 + v¯2 < 1
}
, ϕ¯ : (u¯, v¯) 7−→
(
u¯, v¯,
√
1− (u¯2 + v¯2)
)
.
Per come scelte le parametrizzazioni locali si ha f
(
ϕ(D)
) ⊂ ϕ¯(D¯). Siccome
ϕ¯−1 ◦ f ◦ ϕ : (u, v) ϕ7−→ p = (cos v, sen v, u)
f7−→ p‖p‖ =
(
cos v√
1 + u2
,
sen v√
1 + u2
,
u√
1 + u2
)
ϕ¯−17−→ (u¯(u, v), v¯(u, v)) = ( cos v√
1 + u2
,
sen v√
1 + u2
)
,
possiamo concludere che ϕ¯−1 ◦ f ◦ ϕ e` differenziabile.
Esempio 3.44. La sfera S2 : x2 + y2 + z2 = 1 e l’ellissoide M : (x/a)2 +
(y/b)2 + (z/c)2 = 1 sono superfici diffeomorfe. L’applicazione
f : S2 →M, (x, y, z) 7→ (x′, y′, z′) = (ax, by, cz),
e` un diffeomorfismo (si noti che x2 + y2 + z2 = 1 implica (x′/a)2 + (y′/b)2 +
(z′/c)2 = 1). Si verifichi che F e` effettivamente un diffeomorfismo.
Esercizio 3.45. Sia λ ∈ R, λ 6= 0. Verificare che l’applicazione
f : S2(1)→ S2(|λ|), (x, y, z) 7→ λ(x, y, z),
e` un diffeomorfismo. Osservare che, in particolare, l’applicazione antipodale
f : S2(1)→ S2(1), (x, y, z) 7→ −(x, y, z), e` un diffeomorfismo della sfera.
3.4. Curve su una superficie
Sia M una superficie regolare.
Definizione 3.46. Una curva differenziabile della superficieM e` un’ap-
plicazione differenziabile γ : I → M , dove I e` un intervallo aperto di R. In
altre parole, fissato t0 ∈ I, esiste J =]t0 − ε, t0 + ε[⊂ I, ed esiste (D,ϕ)
parametrizzazione locale di M , con γ(J) ⊂ ϕ(D), tali che
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γ˜ = ϕ−1 ◦ γ : J → γ(J) ⊂ ϕ(D)→ D ⊆ R2
sia differenziabile.
Dalla definizione data segue che γ˜(t) = ϕ−1(γ(t)) =
(
u(t), v(t)
)
e` una curva
differenziabile di R2 contenuta in D. Di conseguenza, risulta
γ(t) = ϕ
(
γ˜(t)
)
=
(
x
(
u(t), v(t)
)
, y
(
u(t), v(t)
)
, z
(
u(t), v(t)
))
,
ovvero
γ(t) = (x(t), y(t), z(t))
con
x(t) = x(u(t), v(t)), y(t) = y(u(t), v(t)) e z(t) = z(u(t), v(t))
differenziabili. Quindi, una curva differenziabile γ(t) di M e` anche una curva
differenziabile di R3, per cui si puo` considerare il vettore tangente γ˙(t) ∈
Tγ(t)R
3. D’altronde, se γ : I → R3 e` una curva differenziabile di R3 con
γ(I) ⊂M , allora γ : I →M e` una curva differenziabile della superficie M (cf.
Osservazione 3.40). Quindi, una curva differenziabile di M la possiamo anche
definire come un’applicazione differenziabile γ : I → R3 con γ(I) ⊂M .
Un ruolo fondamentale nello studio della geometria differenziale di una
superficie regolare e` svolto da due curve speciali che adesso introduciamo.
Curve coordinate
Fissato p0 ∈ M , sia (D,ϕ) una parametrizzazione locale di M con p0 =
ϕ(u0, v0) ∈ ϕ(D). Consideriamo su M le seguenti curve:
γ1 : I1 →M, γ1(u) = ϕ(u, v0) =
(
x(u, v0), y(u, v0), z(u, v0)
)
,
γ2 : I2 →M, γ2(v) = ϕ(u0, v) =
(
x(u0, v), y(u0, v), z(u0, v)
)
.
γ1 e γ2 sono curve differenziabili di M . Infatti,
γ˜1 = ϕ
−1 ◦ γ1 : I1 → D, u 7→ϕ(u, v0) 7→(u, v0),
e
γ˜2 = ϕ
−1 ◦ γ2 : I2 → D, v 7→ϕ(u0, v) 7→(u0, v),
sono curve differenziabili del dominio D di R2, γ˜1 e` il segmento v = v0 di D e
γ˜2 e` il segmento u = u0 di D. Le curve γ1 e γ2 si dicono curve coordinate di M
per p0 = ϕ(u0, v0) (rispetto alla parametrizzazione scelta). Piu` precisamente:
• γ1 e` detta curva delle u per p0 (definita da v = v0),
• γ2 e` detta curva delle v per p0 (definita da u = u0).
I vettori velocita` γ˙1(u0), γ˙2(v0) ∈ Tp0 R3 si dicono vettori tangenti coordinati
in p0. Risulta
γ˙1(u0) =
(∂x
∂u
,
∂y
∂u
,
∂z
∂u
)
(u0,v0)
=
(
xu(u0, v0), yu(u0, v0), zu(u0, v0)
)
,
γ˙2(v0) =
(∂x
∂v
,
∂y
∂v
,
∂z
∂v
)
(u0,v0)
=
(
xv(u0, v0), yv(u0, v0), zv(u0, v0)
)
.
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Nel seguito indicheremo il vettore γ˙1(u0) con ϕ
0
u e il vettore γ˙2(v0) con ϕ
0
v.
Con ϕu e ϕv denoteremo i vettori tangenti cooordinati nel generico punto
p = ϕ(u, v) ∈ ϕ(D).
Dalla proprieta` c) della Definizione di superficie regolare, segue la seguente
proposizione.
Proposizione 3.47. I vettori tangenti coordinati ϕ0u, ϕ
0
v ∈ Tp0 R3 sono
linearmente indipendenti
Esempio 3.48. Sia γ(u) una curva semplice regolare del piano πxz, γ(u) :
x = f(u) > 0, y = 0, z = g(u), u ∈]a, b[. Poiche` la curva e` regolare,
(f ′(u), g′(u)) 6= (0, 0). Sia Σ la superficie di rotazione ottenuta ruotando
γ(u) intorno all’asse z. Sappiamo che Σ e` una superficie regolare (cf. Esempio
3.15). Una parametrizzazione locale di Σ e` data da (D,ϕ), dove
D =]a, b[×]0, 2π[ e ϕ : (u, v) ∈ D 7→ ϕ(u, v) = (f(u)cos v, f(u)sen v, g(u)).
Troviamo le curve coordinate γ1(u) e γ2(v) e i corrispondenti vettori velocita`
rispetto alla fissata parametrizzazione locale. Dato p0 = ϕ(u0, v0) ∈ ϕ(D), la
curva delle u per p0 e` il meridiano per p0, ossia
γ1(u) = ϕ(u, v0) =
(
f(u) cos v0, f(u) sen v0, g(u)
)
.
Analogamente, la curva delle v per p0 e` il parallelo per p0, ovvero
γ2(v) = ϕ(u0, v) =
(
f(u0)cos v, f(u0) sen v, g(u0)
)
.
I corrispondenti vettori velocita` sono:
ϕ0u = γ˙1(u0) =
(
f ′(u0)cos v0, f ′(u0)sen v0, g′(u0)
)
,
ϕ0v = γ˙2(v0) =
(− f(u0)sen v0, f(u0)cos v0, 0).
Osserviamo che ϕ0u · ϕ0v = 0, cioe` i vettori ϕ0u, ϕ0v sono ortogonali. Inoltre,
‖ϕ0u‖2 =
(
f ′(u0)
)2
+
(
g′(u0)
)2
= ‖γ˙(u0)‖2 > 0 e ‖ϕ0v‖2 = f 2(u0) > 0.
Nel caso della sfera S2, parametrizzata localmente con coordinate geo-
grafiche (u, v) ∈ D =]0, π[×]0, 2π[, u colatitudine e v longitudine:
ϕ(u, v) = (sen u cos v, sen u sen v, cos u),
le curve delle u (v = v0) sono semicirconferenze di raggio massimo, e le curve
delle v (u = u0) sono circonferenze contenute in piani ortogonali all’asse z.
Nel caso della superficie torica T, una parametrizzazione locale e` data
da
ϕ(u, v) =
(
(a+ rcos u)cos v, (a+ rcos u)sen v, r sen u
)
con (u, v) ∈]0, 2π[×]0, 2π[. Rispetto a tale parametrizzazione, le curve delle u
(v = v0) sono circonferenze date dalle intersezioni di T con semipiani contenenti
l’asse, e le curve delle v (u = u0) sono circonferenze date dall’intersezione di T
con piani ortogonali all’asse.
Nel caso del cilindro circolare M : x2+ y2 = r2, una parametrizzazione
locale e` data da
ϕ(u, v) = (rcos v, rsen v, u)
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con (u, v) ∈ R×]0, 2π[. Rispetto a tale parametrizzazione, le curve delle u
(v = v0) sono rette date dalle intersezioni di M con semipiani contenenti
l’asse, e le curve delle v (u = u0) sono circonferenze date dall’intersezione di
M con piani ortogonali all’asse.
3.5. Piano tangente a una superficie
Sia M una superficie regolare.
Definizione 3.49. Sia p ∈ M . Un vettore vp ∈ TpR3 si dice vettore
tangente in p alla superficie M se esiste γ : I → M curva differenziabile di
M ed esiste t0 ∈ I tali che
γ(t0) = p e γ˙(t0) = vp.
In particolare, i vettori coordinati ϕ0u e ϕ
0
v sono vettori tangenti alla superficie.
Poniamo
TpM :=
{
vp ∈ TpR3 : vp tangente in p alla superficie M
}
.
Teorema 3.50. L’insieme TpM e` un sottospazio vettoriale 2-dimensionale
di TpR
3, che viene detto piano tangente in p alla superficie M . Piu` precisa-
mente, data una carta locale (D,ϕ), si ha
TpM = span(ϕ
0
u, ϕ
0
v).
Inoltre, se γ(t) = ϕ(u(t), v(t)) e` una curva differenziabile di M con sostegno
in ϕ(D), si ha
γ˙(t) = u′(t)ϕu
(
u(t), v(t)
)
+ v′(t)ϕv
(
u(t), v(t)
)
.(3.10)
In particolare, se p = γ(t0), il vettore vp = γ˙(t0) = u
′(t0)ϕ0u + v
′(t0)ϕ0v.
Dimostrazione. Sia (D,ϕ) e` una fissata carta locale. Siccome ϕ0u e ϕ
0
v
sono vettori tangenti linearmente indipendenti, per provare il teorema basta
provare che TpM = span(ϕ
0
u, ϕ
0
v).
“⊆” Sia vp ∈ TpM e sia γ : I → M una curva differenziabile di M con
γ(t0) = p e γ˙(t0) = vp. Poniamo
γ˜(t) = ϕ−1
(
γ(t)
)
=
(
u(t), v(t)
)
,
con γ(I) ⊂ ϕ(D). Posto p = ϕ(u0, v0),
ϕ(u0, v0) = p = γ(t0) = ϕ
(
γ˜(t0)
)
= ϕ
(
u(t0), v(t0)
)
implica, essendo ϕ iniettiva, u(t0) = u0 e v(t0) = v0. Inoltre,
γ(t) = ϕ
(
γ˜(t)
)
= ϕ
(
u(t), v(t)
)
=
(
x
(
u(t), v(t)
)
, y
(
u(t), v(t)
)
, z
(
u(t), v(t)
))
=
(
x(t), y(t), z(t)
)
.
Allora,
γ˙(t) =
(
x′(t), y′(t), z′(t)
)
,
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dove
x′(t) =
∂x
∂u
du
dt
+
∂x
∂v
dv
dt
= xuu
′(t) + xvv′(t),
e analogamente
y′(t) = yuu′(t) + yvv′(t), z′(t) = zuu′(t) + zvv′(t).
Quindi,
γ˙(t) = u′(t)
(
xu
(
u(t), v(t)
)
, yu
(
u(t), v(t)
)
, zu
(
u(t), v(t)
))
+ v′(t)
(
xv
(
u(t), v(t)
)
, yv
(
u(t), v(t)
)
, zv
(
u(t), v(t)
))
,
da cui segue la (3.10). Inoltre, la (3.10) implica
vp = γ˙(t0) = u
′(t0)ϕ0u + v
′(t0)ϕ0v,
e quindi vp ∈ span(ϕ0u, ϕ0v).
“⊇” Sia vp ∈ span(ϕ0u, ϕ0v), vp = λϕ0u+ µϕ0v, λ, µ ∈ R. Per provare che vp e`
un vettore tangente a M , occorre trovare una curva differenziabile γ(t) di M
tale che γ(t0) = p e γ˙(t0) = vp. Consideriamo la curva
γ(t) = ϕ(u0 + λt, v0 + µt), |t| < ε.
Prendendo ε abbastanza piccolo, si ha che
γ˜(t) = ϕ−1(γ(t)) = (u0 + λt, v0 + µt) ∈ D
e quindi γ(] − ε, ε[) ⊂ ϕ(D) ⊂ M , cioe` γ(t) e` una curva differenziabile di M .
Tale curva soddisfa γ(0) = ϕ(u0, v0) = p e, per la (3.10), il vettore tangente e`
dato da
γ˙(0) = u′(0)ϕ0u + v
′(0)ϕ0v = λϕ
0
u + µϕ
0
v = vp.
Pertanto, vp ∈ TpM . 
Osservazione 3.51. Dal Teorema 3.50 segue che il piano tangente TpM
nel punto p = ϕ(u0, v0) = (x0, y0, z0), e` il piano per p e parallelo ai vettori ϕ
0
u
e ϕ0v. Quindi TpM (come insieme di punti) ha equazione cartesiana
TpM :
∣∣∣∣∣∣∣
x− x0 y − y0 z − z0
x0u y
0
u z
0
u
x0v y
0
v z
0
v
∣∣∣∣∣∣∣ = 0.
In particolare, un vettore vp ∈ TpM se e solo se ϕ0u ∧ ϕ0v · vp = 0.
Proposizione 3.52. Sia M una superficie di livello regolare, quindi di
equazione cartesiana f(x, y, z) = c e con (∇f)p 6= (0, 0, 0) per ogni p ∈ M .
Allora, se p = (x0, y0, z0) e` un fissato punto di M , il piano tangente TpM
(come insieme di punti) ha equazione cartesiana
f 0x(x− x0) + f 0y (y − y0) + f 0z (z − z0) = 0.(3.11)
Dimostrazione. Per provare che TpM ha equazione cartesiana (3.11),
basta provare che
3.5 Piano tangente a una superficie 115
TpM = (∇f)⊥p ,
ovvero i coefficienti di giacitura del piano TpM sono le componenti di (∇f)p.
Sia vp ∈ TpM e sia γ(t) una curva differenziabile diM con γ(0) = p e γ˙(0) = vp.
Possiamo scrivere, rispetto a una fissata parametrizzazione locale,
γ(t) =
(
x(t), y(t), z(t)
)
=
(
x
(
u(t), v(t)
)
, y
(
u(t), v(t)
)
, z
(
u(t), v(t)
))
,
e quindi vp = γ˙(0) =
(
x′(0), y′(0), z′(0)
)
p
. Poiche` γ e` una curva di M , si ha
f(x(t), y(t), z(t)) = c per ogni t, e quindi
0 =
∂f
∂x
x′(t) +
∂f
∂y
y′(t) +
∂f
∂z
z′(t).
In particolare, per t = 0, si ha
f 0xx
′(0) + f 0y y
′(0) + f 0z z
′(0) = 0, ovvero (∇f)p · vp = 0.
Cio` implica che vp ∈ (∇f)⊥p , ovvero TpM ⊆ (∇f)⊥p . Ma TpM e (∇f)⊥p sono
entrambi sottospazi di dimensione 2, per cui possiamo concludere che TpM =
(∇f)⊥p . 
Osservazione 3.53. Siano (D,ϕ, (u, v)) e (D¯, ϕ¯, (u¯, v¯)) due parametriz-
zazioni locali con intersezione ϕ(D) ∩ ϕ¯(D¯) non vuota. Su ϕ(D) ∩ ϕ¯(D¯)
consideriamo il cambiamento di parametri
ϕ−1 ◦ ϕ¯ : (u¯, v¯) ϕ¯7−→ p = ϕ¯(u¯, v¯) ϕ−17−→ (u, v) = (u(u¯, v¯), v(u¯, v¯)).
Allora, per ogni p ∈ ϕ(D) ∩ ϕ¯(D¯) abbiamo
p = ϕ(u, v) =
(
x(u, v), y(u, v), z(u, v)
)
=
(
x
(
u(u¯, v¯), v(u¯, v¯)
)
, y
(
u(u¯, v¯), v(u¯, v¯)
)
, z
(
u(u¯, v¯), v(u¯, v¯)
))
,
p = ϕ¯(u¯, v¯) =
(
x(u¯, v¯), y(u¯, v¯), z(u¯, v¯)
)
,
da cui segue
x(u¯, v¯) = x
(
u(u¯, v¯), v(u¯, v¯)
)
, y(u¯, v¯) = y
(
u(u¯, v¯), v(u¯, v¯)
)
e
z(u¯, v¯) = z
(
u(u¯, v¯), v(u¯, v¯)
)
.
Derivando, si ottiene
ϕ¯u¯ = (xu¯, yu¯, zu¯) =
(
∂x
∂u
∂u
∂u¯
+
∂x
∂v
∂v
∂u¯
,
∂y
∂u
∂u
∂u¯
+
∂y
∂v
∂v
∂u¯
,
∂z
∂u
∂u
∂u¯
+
∂z
∂v
∂v
∂u¯
)
,
ϕ¯v¯ = (xv¯, yv¯, zv¯) =
(
∂x
∂u
∂u
∂v¯
+
∂x
∂v
∂v
∂v¯
,
∂y
∂u
∂u
∂v¯
+
∂y
∂v
∂v
∂v¯
,
∂z
∂u
∂u
∂v¯
+
∂z
∂v
∂v
∂v¯
)
.
Pertanto,
(3.12) ϕ¯u¯ =
∂u
∂u¯
ϕu +
∂v
∂u¯
ϕv , ϕ¯v¯ =
∂u
∂v¯
ϕu +
∂v
∂v¯
ϕv .
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Quindi la matrice del cambiamento di base, nel generico punto p ∈ ϕ(D) ∩
ϕ¯(D¯), e` data da
Jc =

∂u
∂u¯
∂u
∂v¯
∂v
∂u¯
∂v
∂v¯
(3.13)
che e` la matrice jacobiana del cambiamento di parametri.
Adesso, poniamo
(x1, x2) = (u, v) e (y1, y2) = (u¯, v¯).
Inoltre, fissato un punto p ∈ ϕ¯(D¯) ∩ ϕ(D), poniamo
∂01 = ϕ
0
u, ∂
0
2 = ϕ
0
v, ∂¯
0
1 = ϕ¯
0
u¯, ∂¯
0
2 = ϕ¯
0
v¯.
Allora,
TpM = span(∂
0
1 , ∂
0
2) = span(∂¯
0
1 , ∂¯
0
2).
Posto
vp =
∑2
i=1 ai ∂
0
i e vp =
∑2
i=1 bi ∂¯
0
i ,
dalla (3.12) segue che
∂¯0j =
2∑
i=1
∂xi
∂yj
(p) ∂0i e quindi ai =
2∑
j=1
bj
∂xi
∂yj
(p).(3.14)
3.6. Differenziale e derivata direzionale
Siano M1,M2 superfici regolari, F : M1 → M2 un’applicazione differenzia-
bile e p ∈M1.
Definizione 3.54. Il differenziale di F in p e` definito dall’applicazione
F∗p : TpM1 → TF (p)M2, wp = γ˙(0) 7−→ F∗pwp := σ˙(0),
dove γ(t) e` una curva differenziabile di M con γ(0) = p, γ˙(0) = wp, e σ(t) =
F
(
γ(t)
)
. Si noti che σ(t) soddisfa σ(0) = F
(
γ(0)
)
= F (p).
Proposizione 3.55. La definizione di F∗pwp non dipende dalla scelta di γ
e F∗p e` un’applicazione lineare.
Dimostrazione. Siano
(
D,ϕ, (u, v)
)
e
(
D¯, ϕ¯, (u¯, v¯)
)
parametrizzazioni
locali di M1 e M2 rispettivamente, con p = ϕ(u0, v0) ∈ ϕ(D) e F (ϕ(D)) ⊂
ϕ¯(D¯). L’applicazione
F˜ = ϕ¯−1 ◦ F ◦ ϕ : D → D¯, (u, v) 7→ (F1(u, v), F2(u, v))
e` differenziabile poiche´ lo e` la F . Sia wp = a1ϕ
0
u + a2ϕ
0
v ∈ TpM1, e quindi sia
γ(t) una curva differenziabile di M1 con γ(0) = p e γ˙(0) = wp. Allora,
γ(t) = ϕ(γ˜(t)) = ϕ
(
u(t), v(t)
)
e wp = γ˙(0) = u
′(0)ϕ0u + v
′(0)ϕ0v.
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Pertanto, σ(t) = F
(
γ(t)
)
soddisfa
σ˜(t) = ϕ¯−1(σ(t)) = ϕ¯−1
(
F (γ(t))
)
= ϕ¯−1 ◦ F ◦ ϕ(γ˜(t))
= ϕ¯−1 ◦ F ◦ ϕ(u(t), v(t)) = (F1(u(t), v(t)), F2(u(t), v(t))),
ovvero
σ˜(t) = (u¯(t), v¯(t)) con u¯(t) = F1
(
u(t), v(t)
)
e v¯(t) = F2
(
u(t), v(t)
)
.
Di conseguenza,
σ˙(0) = u¯′(0) ϕ¯0u¯ + v¯
′(0) ϕ¯0v¯ ,
dove
u¯′(0) =
∂F1
∂u
(u0, v0) u
′(0) +
∂F1
∂v
(u0, v0) v
′(0)
e
v¯′(0) =
∂F2
∂u
(u0, v0) u
′(0) +
∂F2
∂v
(u0, v0) v
′(0).
Pertanto, siccome a1 = u
′(0) e a2 = v′(0), si ha
F∗pwp = σ˙(0) =

∂F1
∂u
(u0, v0)
∂F1
∂v
(u0, v0)
∂F2
∂u
(u0, v0)
∂F2
∂v
(u0, v0)


a1
a2
 .(3.15)
La (3.15) implica che F∗pwp non dipende da γ ma solo da wp e da F . Inoltre,
la stessa formula implica che F∗p e` un’applicazione lineare. 
Si noti che per definire F∗p basta la differenziabilita` nel punto p. Dalla dimo-
strazione della proposizione precedente segue che la matrice jacobiana J(F )p :=
J(F˜ )(u,v) e` la matrice associata a F∗p rispetto alle basi coordinate (ϕ
0
u, ϕ
0
v) e
(ϕ¯0u¯, ϕ¯
0
v¯):
F∗pϕ
0
u =
∂F1
∂u
(u0, v0)ϕ¯
0
u¯ +
∂F2
∂u
(u0, v0)ϕ¯
0
v¯,
e
F∗pϕ
0
v =
∂F1
∂v
(u0, v0)ϕ¯
0
u¯ +
∂F2
∂v
(u0, v0)ϕ¯
0
v¯.
In particolare, F e` un diffeomorfismo locale se e solo se F∗p e` un isomorfismo
per ogni p ∈M .
Siano ora M una superficie regolare ed f : M → R un’applicazione a valori
reali differenziabile (in p ∈M). Sia wp ∈ TpM , wp = a1ϕ0u+a2ϕ0v, e quindi γ(t)
una curva differenziabile di M con γ(0) = p, wp = γ˙(0) = u
′(0)ϕ0u + v
′(0)ϕ0v.
In tal caso σ(t) = f(γ(t)) = (f ◦ ϕ)(u(t), v(t)) = f˜(u(t), v(t)) e` una curva
differenziabile di R, Tσ(t)R ≡ R e
σ˙(0) =
d
dt
f
(
γ(t)
)
|t=0 = u
′(0)
∂f˜
∂u
(u0, v0) + v
′(0)
∂f˜
∂v
(u0, v0)
= a1
∂f˜
∂u
(u0, v0) + a2
∂f˜
∂v
(u0, v0) = wp(f˜),
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dove wp(f˜) e` la derivata direzionale di f˜ : D ⊆ R2 → R rispetto a wp =
(a1, a2)p .
Definizione 3.56. La derivata direzionale di f rispetto a wp e` definita
da
wp(f) := a1
∂f
∂u
(u0, v0) + a2
∂f
∂v
(u0, v0),
dove
∂f
∂u
(u0, v0) :=
∂f˜
∂u
(u0, v0) e
∂f
∂v
(u0, v0) :=
∂f˜
∂v
(u0, v0).
Tale definizione non dipende dalla parametrizzazione scelta. Infatti, consi-
derando due parametrizzazioni e facendo uso delle notazioni introdotte nella
Osservazione 3.53, posto wp =
∑2
i=1 ai ∂
0
i =
∑2
i=1 bi ∂¯
0
i , la (3.9) e la (3.14)
implicano∑2
i=1 ai
∂f
∂xi
(p) =
∑2
i=1
(∑2
j=1 bj
∂xi
∂yj
(p)
) ∂f
∂xi
(p) =
∑2
j=1 bj
∂f
∂yj
(p).
L’applicazione
(df)p : TpM → R, wp 7→ (df)p(wp) := σ˙(0) = wp(f),(3.16)
e` il differenziale di f in p, ed e` chiaramente una forma lineare su TpM , ovvero
(df)p e` un elemento dello spazio duale T
∗
pM . In particolare,
(df)p(ϕ
0
u) = ϕ
0
u(f) e (df)p(ϕ
0
v) = ϕ
0
v(f),
dove
ϕ0u(f) =
∂f
∂u
(p) =
∂f˜
∂u
(u0, v0) e ϕ
0
v(f) =
∂f
∂v
(p) =
∂f˜
∂v
(u0, v0).(3.17)
Di conseguenza, se wp = a1ϕ
0
u + a2ϕ
0
v, considerate le applicazioni coordinate
u : ϕ(D)→ R, p 7→ u(p) e v : ϕ(D)→ R, p 7→ v(p),
si ha a1 = wp(u) e a2 = wp(v), ovvero
wp = wp(u)ϕ
0
u + wp(v)ϕ
0
v.(3.18)
Usando le notazioni (x1, x2) = (u, v) e ∂
0
1 = ϕ
0
u, ∂
0
2 = ϕ
0
v, possiamo anche
scrivere
wp = wp(x1)∂
0
1 + wp(x2)∂
0
2 =
∑2
i=1wp(xi)∂
0
i .
Inoltre, per ogni f1, f2 : M → R applicazioni differenziabili (in un intorno di
p) e λ1, λ2 ∈ R, si ottiene facilmente
(i) wp(λ1f1 + λ2f2) = λ1wp(f1) + λ2wp(f2),
(ii) wp(f1f2) = f1(p)wp(f2) + f2(p)wp(f1).
Le proprieta` (i) e (ii) ci dicono che wp e` una derivazione di F(p) (algebra delle
funzioni differenziabili in un intorno di p).
Infine, siccome
(du)p(ϕ
0
u) = (dv)p(ϕ
0
v) = 1 e (du)p(ϕ
0
v) = 0 = (dv)p(ϕ
0
u),
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allora {(du)p, (dv)p} e` la base di T ∗pM duale della base coordinata {ϕ0u, ϕ0v} di
TpM . Inoltre,
(df)p =
∂f
∂u
(p) (du)p +
∂f
∂v
(p) (dv)p .
Definizione 3.57. Un campo vettoriale tangente alla superficie M e`
un’applicazione
X : M → ⋃˙p∈MTpM, p 7→ Xp ∈ TpM .
X si dice differenziabile se per ogni funzione differenziabile f : M → R, la
funzione
X(f) : M → R, p 7→ X(f)(p) := Xp(f),
e` differenziabile.
Rispetto a una fissata carta locale (D,ϕ), i campi vettoriali locali ϕu e ϕv sono
differenziabili. Infatti, dalla (3.17) si ha
ϕu(f) =
∂f
∂u
e ϕv(f) =
∂f
∂v
.
Inoltre, dalla (3.18) segue che un campo vettoriale tangente alla superficie M
si esprime (localmente) con
X = a1ϕu + a2ϕv,
dove le funzioni componenti a1, a2 sono date da
a1 = X(u) e a2 = X(v).
Quindi, tenendo anche conto della (3.14), si ha che X e` differenziabile se e
solo se le sue funzioni componenti a1, a2 (rispetto a una fissata carta locale) lo
sono.
Dalle proprieta` della derivata direzionale wp(f), si ottiene che un campo
vettoriale (differenziabile) tangenteX si puo` pensare come una derivazione di
F(M) (algebra delle funzioni differenziabili su M), ovvero come un operatore
X : F(M)→ F(M), f 7→ X(f),
che soddisfa le seguenti proprieta`
(i) X(λ1f1+λ2f2) = λ1X(f1)+λ2X(f2) e (ii) X(f1f2) = f1X(f2)+ f2X(f1)
per ogni f1, f2 ∈ F(M) e λ1, λ2 ∈ R. In tal caso, per ogni p ∈ M , il vettore
tangente Xp = X(p) e` definito da
Xp = µ1ϕ
0
u + µ2ϕ
0
v,
dove le costanti µ1, µ2 sono definite da
µ1 = X(u)(p) e µ2 = X(v)(p).
Denotiamo con X(M) l’insieme di tutti i campi vettoriali tangenti (differen-
ziabili) definiti su M . Per ogni X, Y ∈ X(M), λ ∈ R e f ∈ F(M), si possono
definire in modo naturale i campi vettoriali X + Y, λX, fX ∈ X(M). Inoltre,
per ogni X, Y ∈ X(M) si puo` definire il campo vettoriale tangente parentesi
di Lie
[X, Y ] : F(M)→ F(M), f 7→ [X, Y ](f) = XY (f)− Y X(f).
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In effetti, si puo` vedere che [X, Y ] verifica (i) e (ii) e quindi e` un elemento di
X(M). Naturalmente quanto detto si puo` ripetere per campi vettoriali tangenti
a M ma definiti su un aperto A di M .
Osservazione 3.58. Sia M una superficie regolare di R3. Se un campo
vettoriale X¯ ∈ X(R3) ha la proprieta` che X¯p ∈ TpM per ogni p ∈M , allora si
puo` dimostrare che X = X¯|M ∈ X(M).
Esercizio 3.59. verificare che X(M) ha una struttura algebrica di F(M)-
modulo indotta dalle operazioni
(X, Y ) 7→ X + Y , (λ,X) 7→ λX e (f,X) 7→ fX.
In particolare, (ϕu, ϕv) e` base locale per X(M).
Sia ora F : M → M˜ un diffeomorfismo tra due superfici regolari. Per ogni
X ∈ X(M), indichiamo con F∗X il campo vettoriale su M˜ definito da
(F∗X)q := F∗pXp, per ogni q ∈ M˜, q = F (p).(3.19)
Dalla (3.15) segue che anche F∗X e` differenziabile, quindi il differenziale defini-
sce una corrispondenza biunivoca F∗ : X(M)→ X(M˜) che soddisfa (verificare
per esercizio):
F∗(X + Y ) = F∗(X) + F∗(Y ), F∗(fX) = (f ◦ F−1)F∗(X) e
(F∗(X))(g) = X(g ◦ F ) ◦ F−1, dove g ∈ F(M˜).
3.7. Prima forma fondamentale
Finora ci siamo occupati esclusivamente dell’aspetto differenziale delle su-
perfici, adesso iniziamo a occuparci dell’aspetto metrico. A tal fine introdu-
ciamo la prima forma fondamentale.
Siano M una superficie regolare, p un punto di M e TpM il piano tangente
in p ad M . Il prodotto scalare di TpR
3 induce un prodotto scalare su TpM
(che e` un sottospazio vettoriale di TpR
3), definito da
vp · wp := v · w, per ogni vp, wp ∈ TpM.
Definizione 3.60. La prima forma fondamentale di M in p e` la forma
quadratica Ip associata al prodotto scalare indotto su TpM . Quindi,
Ip : TpM → R, vp 7→ Ip(vp) = vp · vp = ‖vp‖2 = ‖v‖2.
Si noti che Ip determina il prodotto scalare
vp · wp = 1
2
{Ip(vp + wp)− Ip(vp)− Ip(wp)}.
Coefficienti della prima forma fondamentale
Consideriamo una parametrizzazione locale (D,ϕ) e un punto p = (u0, v0) ∈
ϕ(D) ⊂M . Per ogni vp, wp ∈ TpM , posto
vp = a1 ϕ
0
u + b1 ϕ
0
v e wp = a2 ϕ
0
u + b2 ϕ
0
v,
si ha
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vp · wp = a1a2 ϕ0u · ϕ0u + (a1b2 + a2b1)ϕ0u · ϕ0v + b1b2 ϕ0v · ϕ0v,
e quindi
Ip(vp) = a21 ϕ0u · ϕ0u + 2a1b1 ϕ0u · ϕ0v + b21 ϕ0v · ϕ0v.
I coefficienti
E(p) = ϕ0u · ϕ0u, F (p) = ϕ0u · ϕ0v e G(p) = ϕ0v · ϕ0v
determinano la prima forma fondamentale (e il prodotto scalare) nel punto p.
Le tre funzioni differenziabili
E = ϕu · ϕu, F = ϕu · ϕv, G = ϕv · ϕv
si dicono coefficienti della prima forma fondamentale I (rispetto alla fissata
parametrizzazione). Quindi, la matrice simmetrica(
E F
F G
)
determina il prodotto scalare nel dominio D. Naturalmente le funzioni E,F,G
si possono considerare definite anche su ϕ(D), in tal caso si identificano con
E ◦ ϕ−1, F ◦ ϕ−1, G ◦ ϕ−1.
Proposizione 3.61. Sia (ϕ¯, D¯, (u¯, v¯) un’altra parametrizzazione locale con
intersezione ϕ(D)∩ ϕ¯(D¯) non vuota e sia Jc la matrice jacobiana del cambia-
mento di parametri definita dalla (3.13). Indicati con E¯, F¯ , G¯ i coefficienti di
I rispetto alla seconda parametrizzazione, si haE¯ F¯
F¯ G¯
 = JTc
E F
F G
 Jc,(3.20)
e quindi E¯G¯− F¯ 2 = (det(Jc)2(EG− F 2).
Dimostrazione. Usiamo le notazioni introdotte nella Osservazione 3.53.
Quindi, poniamo
(x1, x2) = (u, v), (y1, y2) = (u¯, v¯), ∂1 = ϕu, ∂2 = ϕv, ∂¯1 = ϕ¯u¯, ∂¯2 = ϕ¯v¯.
Allora, la (3.12) e la matrice Jc diventano rispettivamente
∂¯j =
∑2
k=1
∂xk
∂yj
∂k e Jc = (Jkj), Jkj =
∂xk
∂yj
.
Inoltre, poniamo gij = ∂i · ∂j e g¯ij = ∂¯i · ∂¯j. Allora,
g¯ij =
( 2∑
k=1
∂xk
∂yi
∂k
)
·
( 2∑
h=1
∂xh
∂yj
∂h
)
=
2∑
k,h=1
JkiJhjgkh =
2∑
k,h=1
JTikJhjgkh,
e quindi (g¯ij) = J
T
c (gij)Jc, ovvero la (3.20). 
L’importanza della prima forma fondamentale viene dal fatto che la co-
noscenza di I permette di studiare questioni metriche sulla superficie senza
ulteriori riferimenti allo spazio ambiente R3. Ad esempio, se γ(t) e` una curva
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differenziabile di M con γ(I) ⊂ ϕ(D), si puo` definire la lunghezza d’arco in
termini dei coefficienti della prima forma fondamentale:
L(γ|[a,b]) =
∫ b
a
‖γ˙(t)‖dt =
∫ b
a
√
I(γ˙(t))dt.
Se γ(t) = ϕ(u(t), v(t)), allora
γ˙(t) = u′(t)ϕu(u(t), v(t)) + v′(t)ϕv(u(t), v(t))
e quindi
I(γ˙(t)) = ‖γ˙(t)‖2 = E(t)u′(t)2 + 2F (t)u′(t)v′(t) +G(t)v′(t)2.
Facciamo vedere che l’espressione di I(γ˙(t)) non dipende dalla particolare pa-
rametrizzazione considerata. Sia (D¯, ϕ¯, (u¯, v¯)) un’altra parametrizzazione con
γ(I) ⊂ ϕ(D) ∩ ϕ¯(D¯). Poniamo (x1(t), x2(t)) = (u(t), v(t)), (y1(t), y2(t)) =
(u¯(t), v¯(t)), ∂1 = ϕu, ∂2 = ϕv, ∂¯1 = ϕ¯u, ∂¯2 = ϕ¯v, quindi (gij = ∂i · ∂j) e` la
matrice della prima forma fondamentale rispetto a (D,ϕ) e (g¯ij = ∂¯i · ∂¯j) e` la
matrice della prima forma fondamentale rispetto a (D¯, ϕ¯). Allora si ha
‖γ˙(t)‖2ϕ¯ =
∑
h,k
dyh
dt
dyk
dt
g¯hk(t) =
∑
h,k
dyh
dt
dyk
dt
(
∂¯h · ∂¯k
)
(γ(t))
=
∑
h,k
dyh
dt
dyk
dt
(∑
i
∂xi
∂yh
(∂i)γ(t) ·
∑
j
∂xj
∂yk
(∂j)γ(t)
)
=
∑
h,k,i,j
∂xi
∂yh
dyh
dt
∂xj
∂yk
dyk
dt
gij(γ(t)) =
∑
i,j
dxi
dt
dxj
dt
gij(γ(t))
= ‖γ˙(t)‖2ϕ .
L’angolo convesso ϑ determinato da due curve regolari α, β : I → M che
si incontrano in p0 = α(t0) = β(t0) e` definito da
cosϑ =
α˙(t0) · β˙(t0)
‖α˙(t0)‖ ‖β˙(t0)‖
.
In particolare, l’angolo convesso ϑ tra le curve coordinate per p0 e` dato da
cosϑ =
ϕ0u · ϕ0v
‖ϕ0u‖ ‖ϕ0v‖
=
F√
EG
.
Quindi, le curve coordinate di una parametrizzazione locale sono ortogonali se
e solo se F = 0. Le coordinate (u, v) di una parametrizzazione regolare (D,ϕ)
per cui E = G e F = 0 si dicono coordinate isoterme. Si puo` dimostrare
(teorema non banale) che per ogni fissato punto p di una superficie regolare
esiste una parametrizzazione locale (D,ϕ) di coordinate isoterme con p ∈ ϕ(D)
(cf., ad esempio, [9] p.227).
Data la curva differenziabile γ(t) = ϕ(u(t), v(t)), possiamo considerare la
lunghezza d’arco
s(t) =
∫ t
0
‖γ˙(t)‖dt = ∫ t
0
√
Eu′2 + 2Fu′v′ +Gv′2(t)dt,
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da cui segue
ds/dt =
√
Eu′2 + 2Fu′v′ +Gv′2(t),
e quindi
(ds/dt)2 = E(t)(du/dt)2 + 2F (t)(du/dt)(dv/dt) +G(t)(du/dt)2,
che in forma abbreviata si esprime con
ds2 = Edu2 + 2Fdudv +Gdv2.(3.21)
Spesso la prima forma fondamentale di una superficie regolare si esprime con
la formula (3.21), e ds e` detto elemento di lunghezza d’arco. In particolare, se
E = G = 1 e F = 0, allora ds2 = du2+dv2 che e` una “forma infinitesimale”del
Teorema di Pitagora.
Il gradiente su superfici regolari. Sia f : M → R una funzione dif-
ferenziabile definita su una superficie regolare M . Nella sezione precedente
abbiamo definito il differenziale di f . Il gradiente di f e` il campo vettoriale
∇f (tangente aM) che ad ogni punto p associa il vettore tangente (∇f)p duale
del differenziale (df)p, ovvero (∇f)p e` definito da
(∇f)p · wp = (df)p(wp) = wp(f).
Posto (∇f)p = a1ϕ0u + a2ϕ0v, dalla (3.17) si ottiene
(∇f)p · ϕ0u = ϕ0u(f) = (∂f/∂u)(p) = f 0u ,
(∇f)p · ϕ0v = ϕ0v(f) = (∂f/∂v)(p) = f 0v .
Inoltre,
(∇f)p · ϕ0u = a1E0 + a2F 0 e (∇f)p · ϕ0v = a1F 0 + a2G0.
Quindi,
a1E
0 + a2F
0 = f 0u , a1F
0 + a2G
0 = f 0v .
Risolvendo tale sistema, si ottengono le componenti di (∇f)p rispetto alla base
ϕ0u, ϕ
0
v. Pertanto, localmente, il gradiente e` dato dalla seguente formula
∇f = fuG− fvF
EG− F 2 ϕu +
fvE − fuF
EG− F 2 ϕv .
In particolare, se la base (ϕu, ϕv) e` ortonormale, si ha
∇f = fuϕu + fvϕv .
Esempio 3.62. Siano ~a(a1, a2, a3) e ~b(b1, b2, b3) due vettori ortonormali di
R
3. Il piano M per p0(x0, y0, z0) e parallelo ai vettori ~a,~b, e` parametrizzato da
ϕ(u, v) = (x0 + u a1 + v b1, y0 + u a2 + v b2, z0 + u a3 + v b3), (u, v) ∈ R2.
Quindi,
ϕu = (a1, a2, a3) e ϕv = (b1, b2, b3).
I coefficienti della 1a forma fondamentale sono
E = ϕu · ϕu = ‖~a‖2 = 1, F = ϕu · ϕv = ~a ·~b = 0 e G = ϕv · ϕv = ‖~b‖2 = 1.
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In particolare, se ~a = (1, 0, 0), ~b = (0, 1, 0) e p0 = O(0, 0, 0), alloraM e` il piano
R
2 : z = 0.
Se consideriamo l’aperto del piano R2 parametrizzato con le coordinate
polari: ϕ(u, v) = (ucos v, usen v, 0), (u, v) ∈ D =]0,+∞[×]0, 2π[, allora
ϕu = (cos v, sen v, 0) e ϕv = (−usen v, ucos u, 0),
e i corrispondenti coefficienti di I sono E = 1, F = 0 e G = u2.
Esercizio 3.63. Siano (u, v) le usuali coordinate cartesiane e denotiamo
con (u¯, v¯) le coordinate polari definite in D =]0,+∞[×]0, 2π[. Si verifichi per
tali parametrizzazioni la (3.20).
Esempio 3.64. Sia Σ la superficie di rotazione con la parametrizzazione
locale (cf. Esempio 3.15 )
ϕ(u, v) = (f(u)cos v, f(u)sen v, g(u)), u ∈]a, b[ e v ∈]0, 2π[.
Assumiamo che la curva regolare γ(u) : x = f(u) > 0, y = 0, z = g(u), sia
parametrizzata con l’ascissa curvilinea. Siccome i vettori ϕu, ϕv sono dati da
ϕu =
(
f ′(u)cos v, f ′(u)sen v, g′(u)
)
e ϕv =
(− f(u)sen v, f(u)cos v, 0),
allora i coefficienti della 1a forma fondamentale sono
E = ‖ϕu‖2 = ‖γ˙(u)‖2 = 1, F = ϕu · ϕv = 0 e G = ‖ϕv‖2 = f 2(u) > 0.
In particolare, se consideriamo il cilindro circolare retto parametrizzato local-
mente da
ϕ(u, v) = (cos v, sen v, u), con u ∈]a, b[ e v ∈]0, 2π[,
otteniamo
E = ‖ϕu‖2 = 1, F = ϕu · ϕv = 0 e G = ‖ϕv‖2 = 1.
Quindi piano e cilindro, pur essendo superfici distinte (come superfici immerse
in R3), hanno prima forma fondamentale uguale. In effetti, vedremo che le due
superfici sono localmente isometriche.
Esempio 3.65. Sia data l’elica circolare γ(v) = (cos v, sen v, bv), b 6= 0.
Per ogni punto di γ tracciamo una retta parallela al piano πxy : z = 0 e
incidente l’asse z. La superficie rigata Σ generata da queste rette e` regolare ed
e` detta elicoide. Determiniamo la prima forma fondamentale di Σ rispetto a
una rappresentazione parametrica locale. Siano P (cos v, sen v, bv) il generico
punto di γ e Q(0, 0, h) il generico punto dell’asse z. Imponendo che il vettore
~QP = (cos v, sen v, bv − h) sia parallelo al piano πxy : z = 0, si trova che
h = bv e quindi Σ ha equazioni parametriche x = u cos v, y = u sen v, z = bv.
L’applicazione
ϕ(u, v) = (u cos v, u sen v, bv), (u, v) ∈ R×]0, 2π[.
definisce una rappresentazione parametrica locale di Σ. Infatti, ϕ e` banal-
mente differenziabile e iniettiva. Inoltre, ϕ−1 : (x, y, z) 7→ (u, v) e` continua
in quanto (u, v) =
(
x/cos (z/b), z/b
)
se cos (z/b) 6= 0, altrimenti (u, v) =(
y/sen (z/b), z/b
)
. Infine,
3.8 Area 125
ϕu = (cos v, sen v, 0) e ϕu = (−usen v, ucos v, b),
e quindi la matrice jacobiana di ϕ ha rango 2. In particolare, i coefficienti della
prima forma fondamentale sono
E = ϕu · ϕu = 1, F = ϕu · ϕv = 0, G = ϕv · ϕv = u2 + b2.
Esercizio 3.66. La superficie M ottenuta ruotando la curva x = cosh z
(del piano πxz) intorno all’asse z e` detta catenoide. Determinare i coefficienti
della prima forma fondamentale di M rispetto a una fissata parametrizzazione
locale.
Suggerimento: come caso particolare dell’Esempio 3.15 si ottiene la parame-
trizzazione
ϕ(u, v) = ((cosh u)cos v, (cosh u)sen v, u), (u, v) ∈ D = R×]0, 2π[.
Esercizio 3.67. Determinare la prima forma fondamentale della sfera S2
rispetto alla parametrizzazione locale definita dalle coordinate geografiche (cf.
Esercizio 3.12).
Esercizio 3.68. Determinare la prima forma fondamentale delle seguenti
superfici
M1 :
x2 + y2
a2
+
z2
c2
= 1, M2 :
x2 + y2
a2
− z
2
c2
= 1,
M3 :
x2
a2
− y
2 + z2
b2
= 1, M4 :
x2 + y2
a2
= z.
Suggerimento: le superficiM1,M2,M3,M4 sono quadriche di rotazione e quindi
si possono trattare come nell’Esempio 3.64 (cf. anche Esercizio 3.33).
Esercizio 3.69. Determinare la prima forma fondamentale di una superficie
regolare rigata rispetto alla parametrizzazione definita nell’Esempio 3.17.
3.8. Area
Un altro concetto metrico che puo` essere trattato con la prima forma fon-
damentale e` quello di area di una regione limitata di una superficie regolare
M .
Diciamo dominio diM un sottoinsieme aperto e connesso diM il cui bordo
e` immagine di una circonferenza mediante un omeomorfismo differenziabile,
con differenziale non nullo eccetto in un numero finito di punti. Una regione di
M e` l’unione di un dominio e del suo bordo. Infine, una regione diM e` limitata
se e` contenuta in una palla di R3. Data una parametrizzazione locale (D,ϕ)
di una superficie regolare M , consideriamo una regione limitata R contenuta
in ϕ(D), quindi R e` immagine tramite ϕ di una regione limitata Q ⊂ D ⊆ R2.
E’ noto che la funzione ‖ϕu(u, v) ∧ ϕv(u, v)‖, definita in D, misura l’area di
un parallelogramma di lati ϕu e ϕv. Osserviamo che l’integrale∫∫
Q
‖ϕu(u, v) ∧ ϕv(u, v)‖ dudv
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non dipende dalla parametrizzazione scelta. Infatti, se (D¯, ϕ¯) e` una parame-
trizzazione locale con R ⊂ ϕ¯(D¯), Q¯ = ϕ¯−1(R) ⊂ D¯ ⊆ R2, e Jc e` la matrice
jacobiana del cambiamento di coordinate definita dalla (3.13), si ha∫∫
Q¯
‖ϕ¯u¯ ∧ ϕ¯v¯‖ du¯dv¯ =
∫∫
Q¯
‖ϕu ∧ ϕv‖ |det(Jc)| du¯dv¯ =
∫∫
Q
‖ϕu ∧ ϕv‖ dudv
dove l’ultima uguaglianza segue dal teorema sul cambiamento di variabili per
gli integrali doppi. Possiamo quindi dare la seguente definizione.
Definizione 3.70. Sia R una regione limitata contenuta nel dominio ϕ(D)
di una parametrizzazione locale (D,ϕ) di una superficie regolare M . Diciamo
area di R la quantita`
area(R) =
∫∫
Q
‖ϕu ∧ ϕv‖ dudv, dove Q = ϕ−1(R).
Poiche` vale l’identita`
‖ϕu ∧ ϕv‖2 = ‖ϕu‖2 ‖ϕv‖2 − (ϕu · ϕv)2 = EG− F 2,
l’integrando di area(R) puo` essere scritto in termini dei coefficienti della prima
forma quadratica fondamentale:
area(R) =
∫∫
Q
‖ϕu ∧ ϕv‖ dudv =
∫∫
Q
√
EG− F 2 dudv.
Esempio 3.71. Calcoliamo l’area della superficie di una sfera S2(r) di rag-
gio r centrata nell’origine. Consideriamo la parametrizzazione locale (D =
]0, π[×]0, 2π[, ϕ) definita mediante le coordinate geografiche introdotte nell’E-
sercizio 3.12:
ϕ : D → S2, (u, v) 7→ ϕ(u, v) = (r(sen u)cos v, r(sen u)sen v, rcos u).
Il parametro u e` la colatitudine e il parametro v e` la longitudine del punto
p = ϕ(u, v) della sfera. Con un semplice calcolo si trova
ϕu = (rcos u cos v, rcos u sen v,−rsen u), ϕv = (−rsen u sen v, rsen u cos v, 0)
e quindi
E(u, v) = r2, F (u, v) = 0, G(u, v) = r2sen 2u,√
EG− F 2 =
√
r4sen 2u = r2sen u.
Consideriamo la regione Rε = ϕ(]ε, π−ε[×]ε, 2π−ε[) ⊂ S2 per ε > 0 “piccolo”,
allora l’area
area(Rε) =
∫∫
Dε
r2(senu)dudv = r2
∫ 2pi−ε
0+ε
(∫ pi−ε
0+ε
sen u du
)
dv
= (2π − 2ε)r2[− cos u]pi−ε
0+ε
.
Notiamo che il dominio ϕ(D) non ricopre tutta la sfera, tuttavia la parte
mancante (una semicirconferenza con i due poli) e` un insieme di area nulla per
cui
area
(
S
2(r)
)
= lim
ε→0
area(Rε) = 4πr
2.
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Esercizio 3.72. Consideriamo la superficie torica T con la parametrizza-
zione introdotta nell’Esempio 3.16. Verificare che in questo caso
E(u, v) = r2, F (u, v) = 0, G(u, v) = (a+ rcos u)2,
area(Rε) =
∫∫
Dε
r(a+ rcos u)dudv = r
∫ 2pi−ε
0+ε
(∫ 2pi−ε
0+ε
(a+ rcos u) du
)
dv,
e quindi
area(T ) = lim
ε→0
area(Rε) = 4arπ
2.
Per una superficie regolareM si puo` definire l’integrale rispetto all’elemento
d’area
dσ = |ϕu ∧ ϕv| dudv =
√
EG− F 2 dudv.
Sia
{
(Dα, ϕα)
}
α
una famiglia di parametrizzazioni locali, dove i Dα sono do-
mini limitati di integrazione tali che i corrispondenti domini Uα = ϕα(Dα)
ricoprano tutta la superficie M . Sia f : M → R una funzione continua con
supporto compatto contenuto in qualche Uα, allora si pone∫
Uα
fdσ :=
∫
Dα
(f ◦ ϕα)
√
EG− F 2 dudv ,(3.22)
dove (u, v) sono i parametri relativi alla parametrizzazione (Dα, ϕα). Ora
ricordiamo la formula del cambiamento di variabili nell’integrazione su do-
mini di R2. Siano A,B due aperti di R2, G : A → B, x 7→ y = G(x),
un diffeomorfismo e det
(
∂yj
∂xi
)
il determinate del suo jacobiano. Se D ⊂ A
e D′ = G(D) ⊂ B sono domini limitati di integrazione con f : B → R
integrabile, allora f ◦G : A→ R, x 7→ f(y(x)) e` integrabile e∫
D′
f(y) dy1dy2 =
∫
D
f(G(x)) |det
(∂yj
∂xi
)
| dx1dx2 .(3.23)
Se la funzione f ha supporto contenuto in Uα ∩ Uβ, tenendo conto che dal-
la (3.20) si ha
√
EG− F 2(u, v) = | det(Jc)−1|
√
E¯G¯− F¯ 2(u¯, v¯), dove Jc e` la
matrice jacobiana del cambiamento di parametri, applicando la (3.23) si ottiene∫
Uα
fdσ =
∫
Uβ
fdσ¯ .
Quindi la definizione (3.22) non dipende dalla scelta della parametrizzazione
locale. Piu` in generale, utilizzando il concetto di partizione dell’unita` subor-
dinata a un ricoprimento localmente finito (cf., ad esempio, [18]), e` possibile
definire l’integrale
∫
M
fdσ per f continua a supporto contenuto in un compatto
di M . In particolare, se M e` compatta, si puo` definire l’area di M .
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3.9. Superfici orientabili
In questa sezione introduciamo il concetto di orientazione su una superficie.
Sia M una superficie regolare di R3. Consideriamo una parametrizzazione lo-
cale (D,ϕ, (u, v)) di M e un punto p = ϕ(u, v) ∈ ϕ(D). Ricordiamo che la
base coordinata (ϕu, ϕv) di TpM , in quanto base ordinata, determina un’orien-
tazione su TpM . Se (D¯, ϕ¯, (u¯, v¯)) e` un’altra parametrizzazione locale di M con
ϕ(D) ∩ ϕ¯(D¯) 6= ∅, un problema naturale che si pone e` il seguente
Problema: per p ∈ ϕ(D) ∩ ϕ¯(D¯), le basi coordinate (ϕu, ϕv) e (ϕ¯u¯, ϕ¯v¯)
determinano la stessa orientazione su TpM?
Per poter rispondere alla domanda posta, dobbiamo esprimere una base in
funzione dell’altra. Abbiamo visto che su ϕ(D)∩ ϕ¯(D¯) il cambiamento di base
e` dato dalla (3.12), ovvero
ϕ¯u¯ =
∂u
∂u¯
ϕu +
∂v
∂u¯
ϕv , ϕ¯v¯ =
∂u
∂v¯
ϕu +
∂v
∂v¯
ϕv .
Quindi, le due basi coordinate (ϕu, ϕv) e (ϕ¯u¯, ϕ¯v¯) determinano la stessa orien-
tazione su TpM se e solo se la matrice Jc del cambiamento di base (che e`
la matrice jacobiana (3.13) del cambiamento di parametri) ha det(Jc) > 0.
Allora, possiamo dare la seguente definizione (che e` di natura “intrinseca”).
Definizione 3.73. Una superficie regolare M si dice orientabile se esiste
una famiglia di parametrizzazioni locali F = {(Di, ϕi)}i tale che
(1)
⋃
i ϕi(Di) =M ,
(2) per ogni (D1, ϕ1), (D2, ϕ2) ∈ F , con ϕ1(D1)∩ϕ2(D2) 6= ∅, la matrice
jacobiana Jc del cambiamento di parametri ha det > 0.
La scelta di una tale famiglia determina una orientazione su M . Una super-
ficie regolare che si puo` ricoprire con una sola parametrizzazione e` banalmente
orientabile. In particolare, le superfici semplici sono orientabili.
Ora vogliamo esprimere l’orientabilita` dal punto di vista “estrinseco”, cioe`
pensando la superficie immersa nello spazio R3. Un campo vettoriale X su una
superficie regolare M e` una corrispondenza
X : M → ⋃˙p∈MTpR3, p 7−→ X(p) ∈ TpR3.
Da non confondere con la Definizione 3.57 di campo vettoriale tangente, in
generale questoX non e` tangente alla superficie. In ogni caso, seX e` un campo
vettoriale su M , poniamo X(p) =
∑3
i=1X
i(p)Ei(p), dove le X
i : M → R sono
dette funzioni componenti di X. X si dice campo vettoriale differenziabile su
M se le sue funzioni componenti X i : M → R sono differenziabili. Un campo
vettoriale N definito su M si dice campo vettoriale normale alla superficie
M se N(p) ⊥ TpM , N(p) 6= 0, per ogni p ∈M . In tal caso
TpR
3 = TpM⊕ span(Np).
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Teorema 3.74. Sia M una superficie regolare. Allora, M e` una superficie
orientabile se e solo se esiste N campo vettoriale unitario differenziabile e
normale alla superficie M .
Dimostrazione. Sia M una superficie orientabile e sia A = {(Di, ϕi)}
una famiglia di parametrizzazioni locali che orienta M . Consideriamo una
parametrizzazione (D,ϕ) ∈ A. Su ϕ(D) possiamo definire il campo vettoriale
N ponendo
(3.24) N(p) =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖ ∀ p ∈ ϕ(D),
dove
‖ϕu ∧ ϕv‖2 = EG− F 2.
N e` un campo vettoriale definito su ϕ(D), differenziabile, unitario e normale
alla superficie M . Inoltre, poiche´ M =
⋃˙
iϕi(Di), e` possibile definire N su
tutta la superficie M . Proviamo ora che la definizione di N e` ben posta, cioe`
non dipende dalla scelta di (ϕ,D). Siano (D,ϕ, (u, v)) e (D¯, ϕ¯, (u¯, v¯)) due
parametrizzazioni di A con ϕ(D) ∩ ϕ¯(D¯) 6= ∅. Sia N il campo unitario
normale definito per p ∈ ϕ(D) ∩ ϕ¯(D¯) rispetto a (D,ϕ) e N¯ quello definito
rispetto a (D¯, ϕ¯). Allora,
N(p) =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖ e N¯(p) =
ϕ¯u¯ ∧ ϕ¯v¯
‖ϕ¯u¯ ∧ ϕ¯v¯‖ .
Dall’equazione (3.12), usando la matrice jacobiana Jc definita dalla (3.13),
segue che
ϕ¯u¯ ∧ ϕ¯v¯ = det (Jc) (ϕu ∧ ϕv),
e quindi
N¯(p) =
ϕ¯u ∧ ϕ¯v
‖ϕ¯u ∧ ϕ¯v‖ =
(det (Jc)ϕu ∧ ϕv)
|det (Jc)| ‖ϕu ∧ ϕv‖ = sign (det(Jc))N(p).(3.25)
Pertanto, tenendo conto che A orienta M , si ha |det (Jc)| = det(Jc) e quindi
N¯(p) = N(p) per ogni p ∈ ϕ(D) ∩ ϕ¯(D¯).
Ora, essendo ϕu e ϕv differenziabili, dalla (3.24) segue N e` differenziabile. Per-
tanto, esiste N campo vettoriale unitario differenziabile globalmente definito
su M e normale alla stessa M .
Viceversa, sia N campo vettoriale unitario differenziabile globalmente de-
finito su M e normale alla stessa M . Consideriamo una famiglia di parame-
trizzazioni locali A = {(Di, ϕi)} che ricopre M , con i domini Di connessi. Sia
(D,ϕ) un elemento di A. Per ogni punto p = ϕ(u, v) ∈ ϕ(D), risulta
f(p) := N(p) ·
( ϕu ∧ ϕv
‖ϕu ∧ ϕv‖
)
(p) = ±1.
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Siccome la funzione f(p) e` continua sul connesso ϕ(D), allora f(p) deve essere
costante e quindi, scambiando u con v se necessario, si ha
N(p) =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖(p).
Procedendo in questo modo con tutte le parametrizzazioni in A, per ogni
(D,ϕ), (D¯, ϕ¯) ∈ A con ϕ(D) ∩ ϕ¯(D¯) 6= ∅, la matrice jacobiana Jc deve
necessariamente avere det > 0, altrimenti si avrebbe
N(p) =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖(p) = −
ϕ¯u¯ ∧ ϕ¯v¯
‖ϕ¯u¯ ∧ ϕ¯v¯‖(p) = −N(p),
ovvero N(p) = 0, che e` una contraddizione. Quindi la famiglia A di parame-
trizzazioni, scambiando u con v in qualcuna di esse, soddisfa la condizione che
definisce una superficie orientabile. 
Dal Teorema 3.74 segue che una superficie orientabile ha due orientazioni
(definite da N e −N). Osserviamo che se M non e` orientabile, non esiste N
globalmente, tuttavia localmente il campo vettoriale N si puo` sempre definire
con la (3.24).
Osservazione 3.75. Le superfici connesse compatte orientabili sono tutte
e sole: la sfera S2, la superficie torica T e le superfici somme connesse di S2
con p tori (p ≥ 1), quest’ultime sono anche dette sfere con p-manici o p-tori.
Osservazione 3.76. Dalla dimostrazione del Teorema 3.74 segue che e` suf-
ficiente l’esistenza di un campo vettoriale continuo N per avere l’orientabilita`
della superficie, e tale campo vettoriale sara` poi di conseguenza differenziabile.
Non tutte le superfici sono orientabili. L’esempio piu` famoso e` il seguente.
Esempio 3.77. Il Nastro di Mo¨ebius (superficie non orientabile)
Sia γ la circonferenza di centro O e raggio 2 del piano πxy. Sia AB il segmento
del piano πxz definito da x = 2, y = 0, |z| ≤ 1. C(2, 0, 0) e` un punto di γ ed
e` il punto medio di AB. La superficie ottenuta sottoponendo il segmento AB
a un movimento composto da una rotazione di C intorno all’asse z (lungo γ)
e contemporaneamente da una rotazione di AB intorno a C in modo tale che
quando C ruota di un angolo v, AB ruota intorno a C di un angolo v/2, e`
detta nastro di Mo¨ebius. Dopo una rotazione completa di C intorno all’asse
z, il segmento AB e` mandato in BA. Da questa costruzione, si ottiene una
rappresentazione parametrica regolare locale data da
ϕ : D =]− 1, 1[×]0, 2π[→M,
(u, v) 7→ ((2− u sen (v/2))cos v, (2− u sen (v/2))sen v, u cos (v/2)).
Il nastro di Mo¨ebius e` una superficie non orientabile. Intuitivamente, ci pos-
siamo rendere conto della non orientabilita` nel modo seguente. Se il nastro di
Mo¨ebius fosse orientabile, allora dovrebbe esistere un campo unitario differen-
ziabileN normale aM , e muovendoN lungo γ
(
supponiamo γ(0) = C = γ(1)
)
,
si avrebbe (cf. Figura 7)
3.9 Superfici orientabili 131
NC = Nγ(0) = −Nγ(1) = −NC e quindi NC = 0.
Cio` e` una contraddizione in quanto N e` unitario.
Figura 7. Il nastro di Mo¨ebius.
Un modo rigoroso per provare la non orientabilita` del nastro di Mo¨ebius
e` il seguente. La parametrizzazione (D,ϕ) non ricopre tutta la superficie. Se
consideriamo anche la parametrizzazione
ϕ¯ : D¯ =]− 1, 1[×]π, 3π[→M,
(u¯, v¯) 7→ ((2− u¯ sen (v¯/2))cos v¯, (2− u¯ sen (v¯/2))sen v¯, u¯ cos (v¯/2)),
allora ϕ(D) ∪ ϕ¯(D¯) = M . Inoltre, l’intersezione ϕ(D) ∩ ϕ¯(D¯) e` costituita da
due componenti connesse:
W1 = {ϕ(u, v) : 0 < v < π} = {ϕ¯(u¯, v¯) : 2π < v¯ < 3π} ,
W2 = {ϕ(u, v) : π < v < 2π} = {ϕ¯(u¯, v¯) : π < u¯ < 2π} .
I cambiamenti di coordinate sono dati da:{
u¯ = −u
v¯ = v + 2π
in W1,
{
u¯ = u
v¯ = v
in W2.
Ne segue che:
Jc =
−1 0
0 1
 in W1 e Jc =
1 0
0 1
 in W2.
Cio` implica che la superficie non e` orientabile. Infatti, se il nastro di Mo¨ebius
fosse orientabile, dovrebbe esistere un campo N differenziabile di versori nor-
mali alla superficie. Scambiando u con v se necessario, si potrebbe assumere:
N(p) =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖
132 3. Superfici regolari di R3
per ogni punto p ∈ ϕ(D). Inoltre, si avrebbe:
N(p) = ± ϕ¯u¯ ∧ ϕ¯v¯‖ϕ¯u¯ ∧ ϕ¯v¯‖
per ogni punto p ∈ ϕ¯(D¯), con segno costante in quanto D¯ connesso. D’altron-
de, ϕ(D) ∩ ϕ¯(D¯) = W1 ∪W2 e applicando la (3.25) a W1 e W2, si avrebbero
segni opposti per N , e quindi una contraddizione.
Esempio 3.78. (Superfici di livello)
Ogni superficie di livello M : f(x, y, z) = c, con (∇f)p 6= (0, 0, 0) per ogni
p ∈ M , e` orientabile. Infatti, nel corso della dimostrazione della Proposizione
3.52 abbiamo visto che per le superfici di livello, il gradiente ∇f e` un campo
vettoriale su M ortogonale alla superficie M . Inoltre, ∇f e` differenziabile in
quanto la f lo e`. Pertanto, M e` orientabile e
N =
∇f
‖∇f‖
definisce un campo differenziabile unitario normale alla superficie M .
Esempio 3.79. (Superficie sferica)
La sfera S2(r) : x2 + y2 + z2 = r2 e` una superficie di livello con (∇f)p =
(2x, 2y, 2z)p 6= (0, 0, 0) per ogni p ∈ S2. Pertanto, S2 e` orientabile e
N =
∇f
‖∇f‖ =
1
r
(x, y, z), ossia Np =
1
r
~p.
Esempio 3.80. (Cilindro circolare retto)
Il cilindro circolare retto M : x2 + y2 = r2 e` una superficie di livello e quindi
una superficie orientabile con
N =
∇f
‖∇f‖ =
1
r
(x, y, 0).
Esempio 3.81. (Superficie semplice)
Una superficie semplice M : z = g(x, y), con g(x, y) differenziabile, e` una
superficie di livello e quindi una superficie orientabile con
N =
(gx, gy,−1)√
g2x + g
2
y + 1
.
Esempio 3.82. (Superficie di rotazione)
SiaM la superficie di rotazione considerata nell’Esempio 3.15. Verifichiamo
che M e` un esempio di superficie orientabile. Consideriamo le parametrizza-
zioni locali (D1, ϕ1), (D2, ϕ2), dove
D1 =]a, b[×]0, 2π[, ϕ1(u, v) = (f(u)cos v, f(u)sen v, g(u)),
e
D2 =]a, b[×]− π, π[, ϕ2(u¯, v¯) = (f(u¯)cos v¯, f(u¯)sen v¯, g(u¯)).
La matrice jacobiana del cambiamento di parametri (u, v) 7→ (u¯ = u, v¯ = v−π)
e` l’identita`. Pertanto, A = {(D1, ϕ1), (D2, ϕ2)} e` un atlante che orienta M .
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Osservazione 3.83. Intuitivamente, superfici orientabili e non orientabili
si distinguono come superfici a due facce (quelle orientabili) e superfici a una
sola faccia (quelle non orientabili). Basti pensare alla sfera come superficie a
due facce, e al nastro di Mo¨ebius come superficie a una sola faccia.
3.10. Struttura complessa e 2-forma d’area
Iniziamo questa sezione introducendo la nozione di r-forma differenziale su
una superficie regolare, nozione gia` introdotta nel caso di Rn (cf. Sezione 2.8).
Una 1-forma su una superficie regolare M e` una corrispondenza α che ad
ogni p ∈ M associa un elemento αp ∈ T ∗pM . La 1-forma α si dice 1-forma
differenziale se per ogni X ∈ X(M), la funzione
α(X) : M → R, p 7→ α(X)(p) := αp(Xp),
e` differenziabile. Equivalentemente,
α : X(M)→ F(M), X 7→ α(X), e` F -lineare,
ovvero α e` un elemento di Λ1(M) = X∗(M). In particolare, per ogni f ∈ F(M),
il differenziale (df)p definito dalla (3.16) e` un elemento di T
∗
pM . Quindi,
df ∈ Λ1(M). Localmente, posto ∂u = ϕu e ∂v = ϕv, per ogni α ∈ Λ1(M) si ha
α = a1du+ a2dv,
dove a1 = α(∂u) e a2 = α(∂v) sono funzioni differenziabili definite in un aperto
diM . Dunque, (du, dv) e` base locale per Λ1(M), duale della base locale (∂u, ∂v)
di X(M).
Una 2-forma su M e` una corrispondenza ω che ad ogni p ∈M associa una
applicazione bilineare antisimmetrica ωp : TpM × TpM → R. La 2-forma ω si
dice 2-forma differenziale se per ogni X, Y ∈ X(M), la funzione
ω(X, Y ) : M → R, p 7→ ω(X, Y )(p) := ωp(Xp, Yp),
e` differenziabile. Equivalentemente,
ω : X(M)× X(M)→ F(M)
e` un’applicazione F -bilineare antisimmetrica. In particolare, per ogni 2-forma
ω si ha ω(X,X) = 0. Denotiamo con Λ2(M) l’insieme di tutte le 2-forme
differenziali su M . Si noti che in generale un’applicazione F -bilineare, S :
X(M)× X(M)→ F(M), e` un tensore covariante (differenziabile) di ordine 2.
Per ogni α, β ∈ Λ1(M), si puo` definire il prodotto esterno
α ∧ β : X(M)× X(M)→ F(M), (X, Y ) 7→ (α ∧ β)(X, Y ),
dove
(α ∧ β)(X, Y ) := α(X)β(Y )− α(Y )β(X).
Chiaramente α∧β ∈ Λ2(M) (si noti che con lo stesso simbolo ∧ viene indicato
anche il prodotto vettoriale tra campi vettoriali). Localmente, per ogni 2-forma
ω ∈ Λ2(M), si ha
ω = ω12 du ∧ dv
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dove ω12 = ω(∂u, ∂v) = −ω(∂v, ∂u) e` una funzione differenziabile definita in
un aperto di M . Infatti, ω11 = ω(∂u, ∂u) = 0, ω22 = ω(∂v, ∂v) = 0 e la sola
componente di ω che puo` essere non nulla e` ω12. Inoltre, si ha
(du ∧ dv)(∂u, ∂v) = +1.
Quindi, du ∧ dv e` base locale per Λ2(M). In modo analogo, uno potrebbe
definire una r-forma differenziale per r > 2, ma chiaramente un’applicazione
r-multilineare antisimmetrica su uno spazio vettoriale di dimensione n < r e`
nulla. Pertanto, una r-forma differenziale su una superficie regolare M , con
r > 2, e` sempre nulla.
Teorema 3.84. Una superficie regolare M e` orientabile se e solo se esiste
una 2-forma ω ∈ Λ2(M) non nulla in ogni punto di M .
Dimostrazione. Sia M una superficie orientabile e sia A = {(Di, ϕi)}
una famiglia di parametrizzazioni locali che orienta M . Consideriamo una pa-
rametrizzazione (D,ϕ) ∈ A. Su ϕ(D) possiamo definire la 2-forma differenziale
non nulla
(3.26) ω = ‖∂u ∧ ∂v‖ du ∧ dv =
√
EG− F 2 du ∧ dv.
Inoltre, poiche´ M =
⋃˙
iϕi(Di), possiamo definire con la (3.26) una 2- forma
ω non nulla su tutta la superficie M . Proviamo che tale definizione di ω
e` ben posta, cioe` non dipende dalla scelta di (D,ϕ). Siano (D,ϕ, (u, v)) e
(D¯, ϕ¯, (u¯, v¯)) due elementi di A con ϕ(D) ∩ ϕ¯(D¯) 6= ∅. Sia ω la 2-forma
differenziale definita su ϕ(D) ∩ ϕ¯(D¯) rispetto a (D,ϕ) e ω¯ quella definita
rispetto a (D¯, ϕ¯). Allora,
ω = ‖∂u ∧ ∂v‖ du ∧ dv e ω¯ = ‖∂u¯ ∧ ∂v¯‖ du¯ ∧ dv¯.
Dall’equazione (3.12), usando la matrice jacobiana Jc definita dalla (3.13), si
ha
‖∂u¯ ∧ ∂v¯‖ = | det (Jc) | ‖∂u ∧ ∂v)‖,
e
du ∧ dv = (du ∧ dv)(∂u¯, ∂v¯)(du¯ ∧ dv¯) = ... = det (Jc) (du¯ ∧ dv¯).
Quindi,
ω = ‖∂u ∧ ∂v‖ du ∧ dv = | det (Jc) |−1‖∂u¯ ∧ ∂v¯)‖ det (Jc) du¯ ∧ dv¯
= sign (det(Jc)) ω¯.
Siccome M e` orientabile, si ha |det (Jc)| = det(Jc) e quindi
ω¯ = ω su ϕ(D) ∩ ϕ¯(D¯).
Ora, essendo du e dv differenziabili, dalla (3.26) segue ω e` differenziabile.
Pertanto, esiste una 2-forma differenziale globalmente definita su M e non
nulla.
Viceversa, sia ω una 2-forma differenziale globalmente definita su M e non
nulla in ogni punto di M . Consideriamo una famiglia di parametrizzazioni
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locali A = {(Di, ϕi)} che ricopre M . Sia (D,ϕ) un elemento di A. Su ϕ(D)
la forma ω e` data da
ω = f1 du ∧ dv,
dove f1 e` una funzione differenziabile su ϕ(D) e non nulla. Scambiando u con
v, se necessario, possiamo assumere f1 > 0. Procediamo allo stesso modo con
tutte le parametrizzazioni in A. Allora, se (D,ϕ, (u, v)) e (D¯, ϕ¯, (u¯, v¯)) sono
due parametrizzazioni di A con ϕ(D)∩ ϕ¯(D¯) 6= ∅, su ϕ(D)∩ ϕ¯(D¯) abbiamo
ω = f1 du ∧ dv e ω¯ = f2 du¯ ∧ dv¯,
dove f1, f2 sono funzioni differenziabili positive e definite su ϕ(D) ∩ ϕ¯(D¯).
D’altronde, su ϕ(D) ∩ ϕ¯(D¯) abbiamo
du ∧ dv = det (Jc) (du¯ ∧ dv¯).
Di conseguenza, su ϕ(D) ∩ ϕ¯(D¯) si ha
f2 = f1 det (Jc).
Pertanto, la matrice jacobiana Jc deve necessariamente avere det > 0. Quindi
la famiglia di parametrizzazioni A soddisfa la condizione che definisce una
superficie orientabile. 
Definizione 3.85. Una 2-forma Ω ∈ Λ2(M) non nulla in ogni punto di M
si dice 2-forma d’area per M se (localmente) esiste una base ortonormale
E1, E2 di X(M) tale che Ω(E1, E2) = +1.
Il nome di 2-forma d’area e` giustificato dalle seguenti considerazioni. Sia
Ω una 2-forma d’area. Per quanto detto in precedenza, localmente la 2-forma
Ω si esprime con
Ω = Ω12 du ∧ dv
dove Ω12 = Ω(∂u, ∂v) = −Ω(∂v, ∂u). Siccome Ω e` una 2-forma d’area, esiste
(E1, E2) base (locale) ortonormale di campi vettoriali tale che Ω(E1, E2) = 1.
Poniamo,
∂u = a11E1 + a21E2, ∂v = a12E1 + a22E2, A = (aij).
Allora,
Ω12 = Ω(∂u, ∂v) = Ω(a11E1 + a21E2, a12E1 + a22E2)
= a11a22Ω(E1, E2) + a12a21Ω(E2, E1)
= a11a22 − a12a21
= detA.
D’altronde, posto ∂1 = ∂u, ∂2 = ∂v e gij = ∂i · ∂j, si ha
gij = ∂i · ∂j = (
∑
k
akiEk) · (
∑
h
ahjEh) = (
∑
kh
akiahjδkh)
= (
∑
h
ahiahj) = (
∑
h
aTihahj),
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e quindi det(gij) = (detA)
2, ovvero (detA)2 = EG− F 2. Pertanto,
Ω =
√
EG− F 2 du ∧ dv = ‖∂u ∧ ∂v‖ du ∧ dv
che si puo` confrontare con l’integrando nella Definizione 3.70 di area.
Definizione 3.86. Una struttura complessa su una superficie regolare
M e` un endomorfismo J : X(M)→ X(M), quindi F-lineare, tale che J2 = −I.
Si dice anche che J e` un tensore (differenziabile) di tipo (1, 1) su M tale
che J2 = −I. Nel seguito l’ortogonalita` e l’antisimmetria di J sara` sempre
riferita alla prima forma fondamentale. Piu` precisamente, un endomorfismo
J : X(M)→ X(M) si dice antisimmetrico se
JX · Y = −X · JY ;
J si dice ortogonale se
JX · JY = X · Y
(in tal caso si dice anche che il prodotto scalare e` hermitiano rispetto a J).
Proposizione 3.87. Siano M una superficie regolare e J : X(M)→ X(M)
un endomorfismo. Allora, le seguenti proprieta` sono equivalenti:
1) J e` una struttura complessa ortogonale;
2) J e` una struttura complessa antisimmetrica;
3) J e` un endomorfismo ortogonale e antisimmetrico.
Dimostrazione. 1) =⇒ 2). Sia J una struttura complessa (J2 = −I)
ortogonale (JX · JY = X · Y ). Allora, J e` antisimmetrica in quanto
JX · Y = J2X · JY = −X · JY .
2) =⇒ 3). Sia J una struttura complessa (J2 = −I) antisimmetrica (JX ·Y =
−X · JY ). Allora, J e` ortogonale in quanto
JX · JY = −J2X · Y = X · Y .
3) =⇒ 1). Sia J un endomorfismo ortogonale (JX · JY = X · Y ) e antisim-
metrico (JX · Y = −X · JY ). Allora, J e` una struttura complessa. Infatti,
fissato X, per ogni Y
J2X · Y = −JX · JY = −X · Y
implica J2X = −X, e quindi J2 = −I.

Teorema 3.88. Sia M una superficie regolare. Allora, le seguenti proprieta`
sono equivalenti:
1) M e` orientabile;
2) esiste J struttura complessa ortogonale su M ;
3) esiste Ω 2-forma d’area per M .
Dimostrazione. 1) =⇒ 2). Sia N un fissato campo vettoriale unitario
normale che orienta M (cf. Teorema 3.74). Per ogni fissato X ∈ X(M),
indichiamo con JX il campo vettoriale definito da
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JX · Y = vol(X, Y,N) = X ∧ Y ·N = N ∧X · Y per ogni Y ∈ X(M),
quindi
JX = N ∧X.
In particolare, JX e` tangente alla superficie in quanto JX ·N = N∧X ·N = 0,
ed e` differenziabile in quanto N e X sono differenziabili. Dalla definizione di
J segue facilmente che J(X1 + X2) = JX1 + JX2 e J(fX) = fJX. Quindi,
abbiamo un endomorfismo J : X(M)→ X(M) che soddisfa
JX · Y = N ∧X · Y = −N ∧ Y ·X = −JY ·X = −X · JY ,
quindi J e` un endomorfismo antisimmetrico. Inoltre, sempre dalla definizione
di prodotto vettoriale segue che ‖JX‖ = ‖X‖. Di conseguenza, ‖J(X+Y )‖2 =
‖X + Y ‖2 implica che
JX · JY = X · Y ,
ovvero J e` ortogonale. Pertanto, per la Proposizione 3.87, J e` una struttura
complessa. Naturalmente, se consideriamo l’orientazione definita da −N , la
struttura complessa corrispondente e` −J .
2) =⇒ 3). Sia J una struttura complessa ortogonale. La forma bilineare
antisimmetrica Ω definita da
Ω(X, Y ) = JX · Y
e` una 2-forma non nulla in ogni punto di M . In particolare, rispetto a una
base (locale) ortonormale (E1, E2 = JE1) si ha
Ω(E1, E2) = JE1 · E2 = JE1 · JE1 = E1 · E1 = +1.
Quindi, Ω e` una 2-forma d’area per la superficie M .
3) =⇒ 1). Siccome una 2-forma d’area e` una 2-forma non nulla, l’implica-
zione segue dal Teorema 3.84. 
Osservazione 3.89. Una assegnata 2-forma d’area Ω determina in mo-
do intrinseco una struttura complessa ortogonale J su M . Basta definire
l’endomorfismo J con la relazione
JX · Y = Ω(X, Y ).
Se E1, E2 e` una base ortonormale locale positiva di campi vettoriali, ovvero
Ω(E1, E2) = +1, allora
JE1 · E1 = Ω(E1, E1) = 0 e JE1 · E2 = Ω(E1, E2) = +1
implicano JE1 = E2. Analogamente, JE2 = −E1. Pertanto, J e` una struttura
complessa, ovvero J2 = −I. Inoltre, e` facile vedere che J e` una trasformazione
ortogonale:
JX · JY = Ω(X, JY ) = −Ω(JY,X) = −J2Y ·X = Y ·X.
Naturalmente, se N e` un campo vettoriale unitario normale che orienta la
superficie M , la corrispondente 2-forma d’area Ω e` definita da
Ω(X, Y ) = JX · Y = N ∧X · Y = X ∧ Y ·N .
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Osservazione 3.90. Sia Ω una 2-forma d’area su una superficie regolare
orientabile M . Allora, per ogni 2-forma F ∈ Λ2(M) si ha
F = fΩ
con f funzione differenziabile su M . Piu` precisamente, rispetto a una fis-
sata parametrizzazione locale
(
D,ϕ, (u, v)
)
abbiamo F = F12 du ∧ dv, Ω =√
EG− F 2 du ∧ dv e quindi f = F12/
√
EG− F 2.
Esercizio 3.91. Sia S2 la sfera unitaria di centro l’origine. Indichiamo con
J la struttura complessa corrispondente a una fissata orientazione di S2. Siano
X, Y i campi vettoriali definiti da Xp = (0,−z, y), Yp = (−y, x, 0) per ogni
p = (x, y, z) ∈ M . Dopo aver verificato che X, Y ∈ X(S2) ed esplicitato JX e
JY , si verifichi che JX · JY = X · Y .
Soluzione. Si considera su S2 l’orientazione definita dal campo normale
Np = ~p = (x, y, z)p. Dall’Osservazione 3.58 segue che X, Y ∈ X(S2). Infine,
JX = N ∧X = (y2 + z2,−xy,−xz) e JY = N ∧ Y = (−xz,−yz, x2 + y2)
e
JX ·JY = −xz(y2+z2)+xy2z−x3z−xy2z = −xz(1−x2)−x3z = −xz = X ·Y .
Osservazione 3.92. Un importante fatto da osservare e` che del Teorema
3.88 si puo` dare una dimostrazione intrinseca, ossia senza fare uso del Teorema
3.74, del campo normale N e del prodotto vettoriale di R3. In effetti, si
puo` procedere nel modo seguente. Assumiamo M orientabile (si noti che la
Definizione 3.73 e` intrinseca). Dalla dimostrazione del Teorema 3.84 (si noti
che tale Teorema e` di natura intrinseca), segue che ponendo localmente
Ω =
√
EG− F 2du ∧ dv,
si ottiene una una 2-forma Ω non nulla definita globalmente su tutta la super-
ficie. Verifichiamo che tale 2-forma e` una 2-forma d’area. Sia E1, E2 una base
ortonormale locale, Ei =
∑
k bki∂k, dove B = (bki) e` la matrice del cambia-
mento di base che possiamo assumere (scambiando, se necessario, E1 con E2)
abbia detB > 0. Indicata con (gij) la matrice della prima forma fondamentale,
un semplice calcolo prova che
BT (gij)B = I, e quindi (detB)
√
EG− F 2 = +1.
Allora,
Ω(E1, E2) =
√
EG− F 2 du ∧ dv(E1, E2) =
√
EG− F 2 detB = +1.
Pertanto, M orientabile implica l’esistenza di una 2-forma d’area. Poi, l’esi-
stenza di una 2-forma d’area Ω implica l’esistenza di una struttura complessa
ortogonale J , basta definire JX con JX · Y = Ω(X, Y ) (cf. Osservazione
3.89). Infine, se J e` una struttura complessa ortogonale (e quindi antisimme-
trica), ponendo Ω(X, Y ) = JX · Y si ottiene una 2-forma non nulla e quindi,
applicando il Teorema 3.84, M e` orientabile.
CAPITOLO 4
Operatore forma e curvature di una superficie
Nello studio di una curva γ(s) di R3, si e` visto che la lunghezza di T ′(s) =
γ¨(s), ovvero la misura della variazione del versore tangente, determina la curva-
tura di γ. Nel caso di una superficie, la situazione e` ovviamente piu` articolata,
basti pensare che una superficie puo` curvarsi lungo piu` direzioni (quelle che
determinano il piano tangente) e in modo diverso. L’operatore forma, che e`
definito come la variazione del campo normale N lungo le diverse direzioni
del piano tangente, e quindi studia la variazione dello stesso piano tangente,
e` lo strumento tecnico che ci permette di definire le curvature per una super-
ficie. In effetti, se pensiamo N come una derivata prima (infatti e` definito da
ϕu ∧ ϕv/‖ϕu ∧ ϕv‖), l’operatore forma puo` essere visto come una derivata se-
conda, e quindi uno si aspetta che in qualche modo possa definire le curvature
per una superficie.
4.1. L’operatore forma e la seconda forma fondamentale
La prima forma fondamentale permette di studiare la geometria intrinse-
ca della superficie, con la seconda forma fondamentale (equivalentemente, con
l’operatore forma, detto anche operatore di Weingarten) si studia la geometria
estrinseca della superficie. Piu` precisamente, l’operatore forma svolge un ruo-
lo fondamentale per determinare la “forma”di una superficie M nello spazio
euclideo R3.
Sia M una superficie regolare e sia N un campo unitario differenziabile
normale aM . In generale, seM non e` orientabile, N e` definito solo localmente.
Supponiamo N = (f1, f2, f3), fi : U → R, dove U = ϕ(D) con (D,ϕ) carta
locale di M . Se γ : I → M, t 7→ γ(t), e` una curva differenziabile di M con
sostegno in U , si puo` considerare il campo N lungo γ(t), cioe`
N(t) := N
(
γ(t)
)
=
(
f1
(
γ(t)
)
, f2
(
γ(t)
)
, f3
(
γ(t)
)
= (f1(t), f2(t), f3(t)),
e il suo derivato
N ′(t) =
(
f ′1(t), f
′
2(t), f
′
3(t)
)
.
Derivando N(t) ·N(t) = cost = 1, si ottiene
N ′(t) ·N(t) = 0 per ogni t, e quindi N ′(t) ∈ Tγ(t)M .
In particolare, in p = γ(t0) risulta
N ′(t0) ·Np = 0, cioe` N ′(t0) ∈ TpM .
Possiamo quindi dare la seguente definizione.
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Definizione 4.1. L’operatore forma (detto anche operatore di Weingar-
ten) di M in un fissato punto p e` l’applicazione
Sp : TpM → TpM, vp 7→ Sp(vp) := −N ′
(
γ(t0)
)
dove N e` definito in un intorno del punto p e γ(t) : I → M e` una curva
differenziabile di M con γ(t0) = p e γ˙(t0) = vp.
Osserviamo che la definizione di Sp dipende dalla scelta di N (che e` definito
localmente), quindi cambiando N con −N l’operatore Sp cambia di segno.
Teorema 4.2. L’operatore forma Sp e` un endomorfismo simmetrico del
piano tangente TpM che, rispetto a una fissata parametrizzazione locale (D,ϕ)
di M con p ∈ ϕ(D), soddisfa
Sp(ϕ
0
u) = −N0u e Sp(ϕ0u) = −N0u.
In particolare, Sp(vp) non dipende dalla scelta della curva γ, ma solo da vp (e
da N).
Dimostrazione. Sia (D,ϕ) una parametrizzazione locale di M con p ∈
ϕ(D), p = ϕ(u0, v0). Per ipotesi N e` definito in un intorno di p. Supponiamo
N = (f1, f2, f3), dove (f1, f2, f3) sono funzioni differenziabili definite su ϕ(D).
Per ogni q = ϕ(u, v) ∈ ϕ(D), risulta
N(q) = N
(
ϕ(u, v)
)
=
(
f1
(
ϕ(u, v)
)
, f2
(
ϕ(u, v)
)
, f3
(
ϕ(u, v)
))
.
Possiamo quindi scrivere N(q) =
(
f1(u, v), f2(u, v), f3(u, v)
)
. Siano Nu, Nv i
campi vettoriali derivati di N definiti da
Nu =
(
∂f1
∂u
,
∂f2
∂u
,
∂f3
∂u
)
q
e Nv =
(
∂f1
∂v
,
∂f2
∂v
,
∂f3
∂v
)
q
.
Osserviamo che Nu e Nv sono differenziabili in quanto le fi lo sono. Inoltre Nu
e Nv sono tangenti a M in quanto
Nu = N
′(γ1(t)) e Nv = N ′(γ2(t))
dove γ1(t) = γ1(u) = ϕ(u, v) e` la curva delle u e γ2(t) = γ2(v) = ϕ(u, v) e` la
curva delle v.
Ora, dato un vettore vp di TpM , vp = a1ϕ
0
u + a2ϕ
0
v, sia γ(t) : I → M una
curva differenziabile di M con γ(t0) = p e γ˙(t0) = vp. Consideriamo la curva
γ˜(t) = ϕ−1
(
γ(t)
)
=
(
u(t), v(t)
)
(curva di D ⊆ R2 che corrisponde a γ) e quindi
γ(t) = ϕ
(
γ˜(t)
)
= ϕ
(
u(t), v(t)
)
. Ricordiamo che
γ˙(t0) = u
′(t0)ϕ0u + v
′(t0)ϕ0v = a1ϕ
0
u + a2ϕ
0
v.
Il campo normale N lungo γ(t) e` dato da N(t) = (f1(t), f2(t)f3(t)), ovvero
N(t) = N
(
γ(t)
)
=
(
f1
(
ϕ(u(t), v(t))
)
, f2
(
ϕ(u(t), v(t))
)
, f3
(
ϕ(u(t), v(t))
))
.
Pertanto,
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N ′(t) =
(
df1
dt
,
df2
dt
,
df3
dt
)
γ(t)
=
∑3
i=1
dfi
dt
Ei(t),
dove
dfi
dt
=
∂fi
∂u
du
dt
+
∂fi
∂v
dv
dt
= u′(t)
∂fi
∂u
+ v′(t)
∂fi
∂v
,
da cui segue
N ′(t) = u′(t)
∑3
i=1
∂fi
∂u
Ei(t) + v
′(t)
∑3
i=1
∂fi
∂v
Ei(t),
e quindi
N ′(t) = u′(t)Nu(t) + v′(t)Nv(t).
Per t = t0 risulta
N ′(t0) = N ′
(
γ(t0)
)
= u′(t0)N0u + v
′(t0)N0v = a1N
0
u + a2N
0
v ,
ossia
Sp(vp) = −N ′(t0) = −a1N0u − a2N0v .(4.1)
Dalla (4.1) segue che Sp(vp) dipende solo da vp (e da N) e non dalla curva γ.
Inoltre, sempre dalla (4.1), segue che
Sp(λ vp + µwp) = λSp(vp) + µSp(wp).
In particolare, dalla (4.1), per a1 = 1 e a2 = 0 si ha Sp(ϕ
0
u) = −N0u , e per
a1 = 0 e a2 = 1 si ha Sp(ϕ
0
u) = −N0u . Infine, proviamo che Sp e` simmetrico:
Sp(vp) · wp = vp · S(wP ).
Poiche` Sp e` lineare e il prodotto scalare e` bilineare, basta verificare la simmetria
sui vettori della base coordinata (ϕ0u, ϕ
0
v), ovvero:
Sp(ϕ
0
u) · ϕ0v = ϕ0u · Sp(ϕ0v).
Derivando N · ϕu = 0 rispetto a v, si ottiene
Nv · ϕu +N · ϕuv = 0
dove ϕuv = (xuv, yuv, zuv) e` un vettore che in generale non e` tangente a M .
Derivando N · ϕv = 0 rispetto a u, risulta
Nu · ϕv +N · ϕvu = 0.
Siccome ϕvu =
(
xvu, yvu, zvu
)
= ϕuv, si ha
Sp(ϕ
0
u) · ϕ0v = ϕ0u · Sp(ϕ0v).

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Osservazione 4.3. Nella Sezione 1.3 abbiamo introdotto la derivata cova-
riante ∇¯ per campi vettoriali definiti su R3 (o su aperti di R3). Osserviamo
che se p e` un fissato punto di una superficie M , ogni funzione differenziabile f
definita su un aperto A diM , con p ∈ A, si puo` sempre estendere localmente a
un aperto di R3. Cio` vuol dire che esiste U1 intorno aperto di p in M , U1 ⊂ A,
esiste U2 intorno aperto di p in R
3 ed esiste f¯ applicazione differenziabile defi-
nita su U2 tali che f¯|U1 = f|U1 (cf., ad esempio, [18] Prop. 2.49). Analogamente
per i campi vettoriali definiti su aperti di M . Pertanto, fissato p ∈M , il cam-
po normale N possiamo sempre pensarlo definito su un intorno di p in R3.
Quindi, dalla definizione di operatore forma, tenendo anche presente la (1.7),
segue che
Sp(vp) = −∇¯γ˙(t0)N = −∇¯vpN.
Esempio 4.4. Sia M = R2 (il piano euclideo). In tal caso M e` orientabile
e il campo normale N e` costante, quindi parallelo lungo ogni curva γ(t) di R2,
ovvero N ′(t) = N ′(γ(t)) = 0. Pertanto, l’operatore forma Sp = 0 per ogni
p ∈ R2.
Definizione 4.5. La seconda forma fondamentale di M in p e` la forma
quadratica IIp associata all’operatore forma Sp . Quindi,
IIp : TpM → R, vp 7−→ IIp(vp) := (Spvp) · vp.
Sia p ∈ ϕ(D), p = ϕ(u0, v0). Per ogni vp ∈ TpM , vp = a1ϕ0u + a2ϕ0v, risulta
IIp(vp) = (Spvp) · vp
=
(
a1 Spϕ
0
u + a2 Spϕ
0
v
) · (a1ϕ0u + a2ϕ0v)
= a21(Spϕ
0
u) · ϕ0u + 2a1a2(Spϕ0u) · ϕ0v + a22(Spϕ0v) · ϕ0v,
ovvero
IIp(vp) = a21l0 + 2a1a2m0 + a22n0.
Pertanto, i coefficienti ℓ,m, n definiti da
ℓ := S(ϕu) · ϕu, m := S(ϕu) · ϕv = ϕu · S(ϕv) e n := S(ϕv) · ϕv,
determinano II su ϕ(D) e sono quindi detti coefficienti della seconda forma
fondamentale.
Osservazione 4.6. La terza forma fondamentale di M in p e` la forma
quadratica IIIp associata all’operatore forma S2p (cf. [17], p. 208). Quindi,
IIIp(vp) := S2p(vp) · vp = Sp(vp) · Sp(vp).
Teorema 4.7. Sia
(
D,ϕ, (u, v)
)
una parametrizzazione locale di una su-
perficie regolare M . Allora,
(a) La matrice che rappresenta l’operatore forma S rispetto alla base coordi-
nata (ϕu, ϕv) e` data da I−1II, ovvero
S =
(
E F
F G
)−1(
ℓ m
m n
)
=
1
EG− F 2
(
Gℓ− Fm Gm− Fn
−Fℓ+ Em −Fm+ En
)
,
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dove E,F,G sono i coefficienti della prima forma fondamentale e l,m, n quelli
della seconda forma fondamentale rispetto alla fissata parametrizzazione.
(b) I coefficienti ℓ,m, n si possono anche esprimere con
ℓ = N · ϕuu, m = N · ϕuv, n = N · ϕvv,
ossia ℓ,m, n sono le componenti normali dei campi vettoriali ϕuu, ϕuv, ϕvv.
Dimostrazione. (a) Siccome (ϕu, ϕv) e` base per TpM , dove p = ϕ(u, v),
poniamo
(4.1) S(ϕu) = a11ϕu + a21ϕv, S(ϕv) = a12ϕu + a22ϕv.
Quindi S =
(
a11 a12
a21 a22
)
e` la matrice che rappresenta l’operatore forma S
rispetto alla base (ϕu, ϕv). Osserviamo che tale matrice, in generale, non e`
detto che sia simmetrica in quanto (ϕu, ϕv), in generale, non e` detto che sia
ortonormale. Usando la (4.1) e la definizione di ℓ,m, n, si trova
ℓ := S(ϕu) · ϕu = a11ϕu · ϕu + a21ϕv · ϕu = a11E + a21F ,
m := S(ϕu) · ϕv = a11ϕu · ϕv + a21ϕv · ϕv = a11F + a21G,
m := S(ϕv) · ϕu = a12ϕu · ϕu + a22ϕv · ϕu = a12E + a22F ,
n := S(ϕv) · ϕv = a12ϕu · ϕv + a22ϕv · ϕv = a12F + a22G.
Questo sistema di equazioni scalari e` equivalente alla seguente equazione ma-
triciale: (
ℓ m
m n
)
=
(
a11 a21
a12 a22
)(
E F
F G
)
= ST
(
E F
F G
)
,
da cui si ottiene
S =
(
E F
F G
)−1 (
ℓ m
m n
)
=
1
EG− F 2
(
G −F
−F E
) (
ℓ m
m n
)
.
(b) Da N · ϕu = 0, derivando rispetto a u, si ha Nu · ϕu + N · ϕuu = 0, e
siccome Nu = −S(ϕu), otteniamo
ℓ := S(ϕu) · ϕu = N · ϕuu.
Allo stesso modo, derivando N ·ϕu = 0 rispetto a v, si ottiene Nv ·ϕu+N ·ϕuv =
0, dove Nv = −S(ϕv), e quindi
m := S(ϕv) · ϕu = −Nv · ϕu = N · ϕuv.
Infine, derivando N · ϕv = 0 rispetto a v, risulta Nv · ϕv + N · ϕvv = 0, dove
Nv = −S(ϕv), e quindi
n := S(ϕv) · ϕv = −Nv · ϕv = N · ϕvv.

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4.2. I simboli di Christoffel
SianoM una superficie regolare e
(
D,ϕ, (u, v)
)
una parametrizzazione loca-
le di M . I campi vettoriali ϕuu, ϕuv, ϕvv, in generale, non sono vettori tangenti
alla superficie. Quindi, poniamo
ϕuu = Γ
1
11ϕu + Γ
2
11ϕv + b11N ,
ϕuv = Γ
1
12ϕu + Γ
2
12ϕv + b12N ,
ϕvu = Γ
1
21ϕu + Γ
2
21ϕv + b21N ,
ϕvv = Γ
1
22ϕu + Γ
2
22ϕv + b22N ,
dove Γkij e bij sono funzioni differenziabili definite in D, che a volte si identifi-
cano con quelle definite in ϕ(D). Da ϕvu = ϕuv segue che
Γ112 = Γ
1
21, Γ
2
12 = Γ
2
21 e b12 = b21.
Inoltre, dal Teorema 4.7 segue che
l = N · ϕuu = b11, m = N · ϕuv = b12 = b21 ed n = N · ϕvv = b22.
Le funzioni Γkij, che definiscono le componenti tangenti di ϕuu, ϕuv, ϕvv, sono
dette simboli di Christoffel oppure coefficienti di Christoffel. Tenendo conto
che
Eu = ∂u(ϕu · ϕu) = 2ϕuu · ϕu, Ev = ∂v(ϕu · ϕu) = 2ϕuv · ϕu,
Gu = ∂u(ϕv · ϕv) = 2ϕuv · ϕv, Gv = ∂v(ϕv · ϕv) = 2ϕvv · ϕv,
Fu = ∂u(ϕu · ϕv) = ϕuu · ϕv + ϕu · ϕuv = ϕuu · ϕv + (1/2)∂v(ϕu · ϕu)
= ϕuu · ϕv + (1/2)Ev,
Fv = ∂v(ϕu · ϕv) = ϕuv · ϕv + ϕu · ϕvv = ϕvv · ϕu + (1/2)∂u(ϕv · ϕv)
= ϕvv · ϕu + (1/2)Gu,
moltiplicando scalarmente per ϕu e ϕv le espressioni precedenti di ϕuu,ϕuv e
ϕvv, si ottengono i seguenti sistemi{
Γ111E + Γ
2
11F = ϕuu · ϕu = (1/2)Eu
Γ111F + Γ
2
11G = ϕuu · ϕv = Fu − (1/2)Ev,
(4.2) {
Γ112E + Γ
2
12F = ϕuv · ϕu = (1/2)Ev
Γ112F + Γ
2
12G = ϕuv · ϕv = (1/2)Gu,
(4.3) {
Γ122E + Γ
2
22F = ϕvv · ϕu = Fv − (1/2)Gu
Γ122F + Γ
2
22G = ϕvv · ϕv = (1/2)Gv.
(4.4)
Siccome EG− F 2 6= 0, i precedenti sistemi determinano univocamente i coef-
ficienti di Christoffel in funzione dei coefficienti E,F,G della prima forma
fondamentale.
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In particolare, per una parametrizzazione (u, v) con ϕu·ϕv = 0, ossia F = 0,
si ottiene{
Γ111 = (1/2)(Eu/E), Γ
2
11 = −(1/2)(Ev/G), Γ112 = (1/2)(Ev/E),
Γ212 = (1/2)(Gu/G), Γ
1
22 = −(1/2)(Gu/E) Γ222 = (1/2)(Gv/G).
(4.5)
Esempio 4.8. Se M e` un piano euclideo, i coefficienti della prima forma
fondamentale sono E = G = 1 e F = 0, e quindi banalmente segue che i
simboli di Christoffel sono tutti nulli.
Esempio 4.9. Sia M la superficie di rotazione ottenuta ruotando (come
nell’Esempio 3.15) la curva regolare semplice γ(u) : x = f(u) > 0, y = 0, z =
g(u), u ∈]a, b[ intorno all’asse z. Assumiamo come nell’Esempio 3.64 che la
curva γ(u) : x = f(u) > 0, y = 0, z = g(u), sia parametrizzata con l’ascissa
curvilinea. Una parametrizzazione locale di M e` data da
ϕ(u, v) = (f(u)cos v, f(u)sen v, g(u)), u ∈]a, b[ e v ∈]0, 2π[.
Allora,
ϕu =
(
f ′(u)cos v, f ′(u)sen v, g′(u)
)
e ϕv =
(− f(u)sen v, f(u)cos v, 0),
e i coefficienti della prima forma fondamentale sono dati da
E = ‖ϕu‖2 = ‖γ˙(u)‖2 = 1, F = ϕu · ϕv = 0 e G = ‖ϕv‖2 = f 2(u) > 0.
Quindi, applicando le formule precedenti si trova che i coefficienti di Christoffel
Γkij della superficie di rotazione M sono dati da
Γ111 = Γ
2
11 = Γ
1
12 = Γ
1
21 = Γ
2
22 = 0, Γ
1
22 = −f(u)f ′(u), Γ212 = Γ221 =
f ′(u)
f(u)
.
Siccome il campo normale
N =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖ = (−g
′(u)cos v,−g′(u)sen v, f ′(u)),
ϕuu =
(
f ′′(u)cos v, f ′′(u)sen v, g′′(u)
)
,
ϕuv =
(− f ′(u)sen v, f ′(u)cos v, 0),
ϕvv =
(− f(u)cos v,−f(u)sen v, 0),
applicando il Teorema 4.7, si trova che i coefficienti della seconda forma fon-
damentale sono
ℓ = ϕuu ·N = f ′(u)g′′(u)− f ′′(u)g′(u),
m = ϕuv ·N = 0, n = ϕvv ·N = f(u)g′(u).
Se consideriamo, come caso particolare di superficie di rotazione, il cilindro
circolare retto M : y2 + z2 = 1, che si ottiene ruotando intorno all’asse z la
retta
γ(u) : x = f(u) = 1, y = 0, z = g(u) = u, u ∈ R,
allora in tal caso
E = ‖ϕu‖2 = 1, F = ϕu · ϕv = 0 e G = ‖ϕv‖2 = 1,
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e quindi i coefficienti di Christoffel Γkij sono tutti nulli. Dunque piano e cilindro
hanno stessa prima forma fondamentale e stessi coefficienti di Christoffel. In
effetti, come vedremo, le due superfici sono localmente isometriche. Tuttavia,
come superfici immerse in R3 sono superfici distinte. Si puo` osservare che
la seconda forma fondamentale del cilindro non e` nulla. Infatti, con questa
parametrizzazione, i coefficienti della seconda forma fondamentale del cilindro
sono ℓ = m = 0 e n = 1.
4.3. Curvature principali, di Gauss e media
Abbiamo gia` osservato che una superficie puo` curvarsi lungo piu` direzioni.
Ad esempio, nel caso di un cilindro circolare retto, se ci muoviamo lungo una
retta generatrice il cilindro non si curva, mentre se ci muoviamo lungo una
circonferenza (parallelo del cilindro) la superficie si curva come per una sfera
avente tale circonferenza come circonferenza di raggio massimo. In effetti, come
vedremo in termini piu` precisi, in questo modo si ottengono le due curvature
principali del cilindro.
Siano M una superficie regolare, p ∈ M e Sp l’operatore forma di M in p
definito da un fissato campo normale (locale) N . Poiche` Sp e` un endomorfismo
simmetrico di TpM , esiste una base ortonormale {e1, e2} di TpM di autovettori
per Sp, cioe`
Sp(e1) = k1(p) e1, Sp(e2) = k2(p) e2, e1 · e1 = e2 · e2 = 1, e1 · e2 = 0.
Gli autovettori e1, e2 si dicono vettori principali in p (e le loro direzioni so-
no dette direzioni principali). Gli autovalori k1(p), k2(p) si dicono curvatu-
re principali di M in p. In particolare, la seconda forma fondamentale IIp
soddisfa
IIp(e1) = Sp(e1) · e1 = k1(p) e IIp(e2) = Sp(e2) · e2 = k2(p).
Quindi per ogni vp ∈ TpM , vp = a1e1 + a2e2, risulta
IIp(vp) = k1(p) a21 + k2(p) a22.
Definizione 4.10. Un punto p di una superficie M si dice ombelicale se
k1(p) = k2(p).
Si noti che se p non e` ombelicale, allora autovettori v1, v2 relativi a k1(p) e
k2(p) rispettivamente, sono necessariamente ortogonali. Infatti,
Sp(v1) · v2 = v1 · Sp(v2) implica (k1(p)− k2(p)) v1 · v2 = 0.
Linee di curvatura
Sia γ(t), t ∈ I, una curva regolare contenuta in M . γ(t) e` detta linea di
curvatura (o linea principale, o curva principale) se, per ogni t ∈ I, il vettore
tangente γ˙(t) e` un vettore principale in p = γ(t). Quindi,
γ(t) e` linea di curvatura ⇐⇒ Sγ(t)(γ˙(t)) = λ(t)γ˙(t) ∀t ∈ I.
Si noti che i concetti di direzione principale e linea di curvatura non dipendono
dalla scelta locale di N .
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Proposizione 4.11. Sia M una superficie regolare e sia (D,ϕ) una carta
locale di M . Allora, la condizione F = m = 0 e` sufficiente affinche` le cur-
ve coordinate siano linee di curvatura. Se M e` priva di punti ombelicali, la
condizione F = m = 0 e` anche necessaria.
Dimostrazione. Assumiamo F = m = 0. La condizione F = 0 implica
che ϕu e ϕv sono ortogonali. Poi, m = 0, ovvero S(ϕu) · ϕv = 0, implica che
S(ϕu) e` parallelo a ϕu, ossia ϕu definisce una direzione principale e quindi la
curva delle u (v = cost.) e` una linea di curvatura. Analogamente si vede che
la curva delle v (u = cost.) e` una linea di curvatura.
Viceversa, supponiamo che M sia priva di punti ombelicali, e che le curve
coordinate siano linee di curvatura. Allora, i vettori tangenti coordinati ϕu
e ϕv definiscono le direzioni principali. D’altronde, per ipotesi sappiamo che
k1(p) 6= k2(p) per ogni p ∈ ϕ(D), per cui ϕu e ϕv devono essere necessariamente
ortogonali, e quindi F = 0. Inoltre, S(ϕu) e` parallelo a ϕu, e quindi m =
S(ϕu) · ϕv = 0. 
Proposizione 4.12. Sia (D,ϕ) una parametrizzazione locale di una super-
ficie regolare M . Sia γ(t) una curva differenziabile di M con sostegno in ϕ(D),
quindi γ(t) = ϕ(u(t), v(t)). Allora, γ(t) e` una linea di curvatura se e solo se
u(t) e v(t) soddisfano la seguente equazione differenziale
(Em− Fℓ)(t) (u′(t))2 + (En−Gℓ)(t) u′(t)v′(t) + (Fn−Gm)(t) (v′(t))2 = 0.
Dimostrazione. Sia (aij) la matrice che rappresenta l’operatore forma S
rispetto alla parametrizzazione (D,ϕ). Di conseguenza, S(γ˙(t)) e` il vettore di
componenti
(
a11u
′(t) + a12v′(t), a21u′(t) + a22v′(t)
)
. Allora, γ(t) e` una linea
di curvatura se e solo se i vettori
(
a11u
′(t) + a12v′(t), a21u′(t) + a22v′(t)
)
e
γ˙(t) = (u′(t), v′(t)) sono paralleli, ossia la matrice delle loro componenti ha
determinante nullo, ovvero
a21 (u
′)2 + (a22 − a11) u′v′ − a12 (v′)2 = 0.
Pertanto, applicando il Teorema 4.7, si ottiene il risultato enunciato. 
Esempio 4.13. Per una superficie di rotazione M i meridiani e i paral-
leli sono le linee di curvatura. Infatti, come visto nell’Esempio 4.9, con M
parametrizzata localmente da
ϕ(u, v) = (f(u)cos v, f(u)sen v, g(u)), con u ∈]a, b[ e v ∈]0, 2π[,
i coefficienti F ed m sono nulli. D’altronde, le curve coordinate di M sono i
paralleli e i meridiani, per cui dalla Proposizione 4.11 segue che i meridiani e
i paralleli sono le linee di curvatura della superficie di rotazione M .
Definizione 4.14. La funzione
K : M → R, p 7→ K(p) := detSp,
si chiama curvatura gaussiana di M .
148 4. Operatore forma e curvature di una superficie
Abbiamo gia` osservato che, se si cambia il campo locale N con −N , l’ope-
ratore Sp cambia di segno, tuttavia il suo determinante non cambia di segno.
Pertanto, anche se la superficie non e` orientabile, la definizione di curvatura
gaussiana e` indipendente dalla scelta locale di N .
Definizione 4.15. Un punto p di una superficie regolare M si dice:
• ellittico se la curvatura gaussiana K(p) > 0;
• iperbolico se la curvatura gaussiana K(p) < 0;
• parabolico se K(p) = 0 e l’operatore forma Sp 6= 0;
• planare se l’operatore forma Sp = 0.
Esempio 4.16. SiaM = R2 (il piano euclideo). In tal caso, come osservato
nell’Esempio 4.4, l’operatore forma Sp = 0 per ogni p ∈ R2, e quindi tutti i
punti sono planari.
Definizione 4.17. Sia M una superficie regolare orientabile, e sia N un
campo normale che orienta M . La funzione H : M → R, p 7→ H(p) :=
(trSp)/2, si chiama curvatura media di M .
Se M non e` orientabile, la curvatura media e` definita solo localmente ri-
spetto a un fissato campo locale normale N (che viene definito rispetto a una
fissata parametrizzazione locale). Tuttavia, il valore assoluto della curvatura
media e` definito anche per superfici non orientabili.
Dalle Definizioni 4.14 e 4.17 segue che la curvatura gaussiana e la curvatura
media, in termini di curvature principali, sono date
K(p) = k1(p) · k2(p) e H(p) = k1(p) + k2(p)
2
.
Inoltre, tali formule implicano che k1(p) e k2(p) sono le soluzioni dell’equazione
di secondo grado (in k): k2 − 2Hk +K = 0, da cui
k1/2 = H ±
√
H2 −K.
Rispetto a una fissata parametrizzazione locale (D,ϕ), dal Teorema 4.7 segue
la seguente
Proposizione 4.18. Per ogni p ∈ ϕ(D), le curvatura gaussiana e la curva-
tura media sono date da:
(4.6) K(p) =
ℓn−m2
EG− F 2 (p)
e
(4.7) H(p) =
Gℓ− 2Fm+ En
2(EG− F 2) (p) .
Inoltre, se F = m = 0, sempre dal Teorema 4.7 segue che
S(ϕu) = (ℓ/E)ϕu e S(ϕv) = (n/G)ϕv.
Pertanto, abbiamo
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Proposizione 4.19. Se i coefficienti F ed m sono nulli, allora le curvature
principali sono date da
k1 = ℓ/E, k2 = n/G.
Osservazione 4.20. Rispetto a una fissata parametrizzazione locale di
coordinate isoterme (u, v), ovvero E = G = f(u, v), F = 0, la curvatura
gaussiana e` data dalla seguente formula (cf. Osservazione 5.23)
K = − 1
2f
(
1
f
(fuu + fvv)− 1
f 2
(f 2u + f
2
v )
)
= − 1
2f
∆(log f),(4.8)
dove ∆Φ = ∂2Φ/∂u2 + ∂2Φ/∂v2 con Φ(u, v) funzione differenziabile.
Esempio 4.21. Consideriamo la sfera S2 : x2 + y2 + x2 = r2. Abbiamo
visto che S2 e` orientabile e Np = (1/r)p e` un campo unitario normale alla
sfera. Determiniamo l’operatore forma Sp : TpS
2 → TpS2. Dato vp ∈ TpS2, sia
γ(t) =
(
x(t), y(t), z(t)
)
una curva differenziabile di S2 con γ(0) = p e γ˙(0) = vp.
Allora,
N(t) = N(γ(t)) = (1/r)γ(t), e quindi N ′(t) = (1/r)γ˙(t).
Di conseguenza,
Sp(vp) = −N ′(0) = −(1/r)γ˙(0) = −(1/r)vp.
Pertanto
Sp = −(1/r)I,
e quindi le curvature principali k1(p) = k2(p) = cost. = −1/r, la curvatura di
Gauss K(p) = cost. = 1/r2 > 0 e la curvatura media H(p) = cost. = −1/r <
0. In particolare, la sfera e` una superficie a punti ellittici.
Esempio 4.22. Consideriamo il cilindro circolare retto M = S1 × R :
x2 + y2 = r2. Sappiamo che il cilindro M e` orientabile e Np = (1/r)(x, y, 0)
e` un campo unitario normale a M . Determiniamo l’operatore forma di M .
Una parametrizzazione locale di M e` data da ϕ(u, v) = (r cos u, r sen u, v). Di
conseguenza,
ϕu = (−r sen u, r cos u, 0), ϕv = (0, 0, 1),
N(u, v) =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖ = (cos u, sen u, 0).
L’operatore forma e` quindi dato da:
S(ϕu) = −Nu = (sen u,−cos u, 0) = −(1/r)ϕu, S(ϕv) = −Nv = (0, 0, 0).
Pertanto, (ϕu, ϕv) e` una base di autovettori. Le curvature principali sono
k1(p) = −(1/r) = cost 6= 0 e k2(p) = 0,
per cui K(p) = 0 e Sp 6= 0. Dunque, M e` una superficie a punti parabolici. Si
noti che rispetto alla parametrizzazione considerata nell’Esempio 4.9, i ruoli
dei parametri u e v sono scambiati e quindi i versori normali sono opposti.
Esercizio 4.23. Si verifichi che la superficie regolare M : z = sen y e` un
esempio di superficie che contiene punti planari e punti parabolici.
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Esempio 4.24. Vogliamo trovare la curvatura gaussiana della super-
ficie di rotazione M ottenuta (come nell’Esempio 3.15) ruotando la curva
regolare γ(u) : x = f(u) > 0, y = 0, z = g(u), u ∈]a, b[ intorno all’asse z. Assu-
miamo come nell’Esempio 3.64 che la curva regolare γ(u), sia parametrizzata
con l’ascissa curvilinea. Allora, i coefficienti della prima forma fondamentale
sono E = 1, F = 0 e G = f 2(u). Inoltre, come visto nell’Esempio 4.9, i
coefficienti della seconda forma fondamentale sono
ℓ = f ′(u)g′′(u)− f ′′(u)g′(u), m = 0, n = f(u)g′(u).
Allora, usando per la curvatura gaussiana K la formula (4.6), troviamo
K(u, v) =
ℓn−m2
EG− F 2 =
(
f ′(u)g′′(u)− f ′′(u)g′(u))f(u)g′(u)
f 2(u)
=
(
f ′(u)g′(u)g′′(u)− f ′′(u)(g′(u))2)
f(u)
.
D’altronde, derivando (f ′(u))2 + (g′(u))2 = 1 otteniamo
g′(u)g′′(u) = −f ′(u)f ′′(u)
e quindi la precedente formula della curvatura diventa
K(u, v) =
−f ′′(u)((f ′(u))2 + (g′(u))2)
f(u)
.
Pertanto,
K(u, v) = −f
′′(u)
f(u)
.(4.9)
Esercizio 4.25. Determinare, usando la (4.9), la curvatura gaussiana del
cilindro circolare retto, della sfera e della superficie torica.
Esercizio 4.26. Sia M la superficie di rotazione dell’Esempio 4.24, dove
pero` la curva γ(u) : x = f(u) > 0, y = 0, z = g(u), non e` parametrizzata
con l’ascissa curvilinea, quindi con velocita` scalare ‖γ˙(u)‖, che indichiamo con
α(u), non costante.
Determinare curvature principali e curvatura gaussiana di tale superficie.
Suggerimento: In questo caso si trova che
• i coefficienti della prima forma fondamentale sono
E = α2(u), F = 0 e G = f 2(u);
• il campo normale
N =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖ =
1
α(u)
(−g′(u)cos v,−g′(u)sen v, f ′(u));
• i coefficienti della seconda forma fondamentale sono
ℓ =
(
f ′(u)g′′(u)− f ′′(u)g′(u))/α(u), m = 0, n = f(u)g′(u)/α(u).
Quindi, la matrice dell’operatore forma e` data da
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S =
(
E F
F G
)−1(
ℓ m
m n
)
=
f
′g′′ − f ′′g′
α3
0
0
g′
fα
 .(4.10)
Esempio 4.27. Sia M una superficie rigata regolare parametrizzata,
come nell’Esempio 3.17, da
ϕ(u, v) = γ(u) + v V (u), con (u, v) ∈]a, b[×R.
Allora, M ha curvatura gaussiana non positiva. Infatti,
ϕu = γ˙(u) + v V
′(u), ϕv = V (u), ϕuv = V ′(u), ϕvv = 0,
e quindi
K(u, v) =
ℓn−m2
EG− F 2 = −
m2
EG− F 2 ≤ 0,
dove
m = ϕuv ·N = 0 se e solo se V (u) · V ′(u) ∧ γ˙(u) = 0.
Una superficie rigata (regolare) si dice sviluppabile se la sua curvatura
gaussiana e` identicamente nulla.
Se la superficie rigata (regolare)M e` un cilindro generalizzato (cf. Esempio
3.18) si ha V (u) = V0 (costante) e quindi V
′(u) = 0, se M e` un cono generaliz-
zato di vertice p0 (cf. Esempio 3.19) si ha V (u) = γ(u)− p0 e quindi V ′(u) =
γ˙(u). In entrambi i casi, e` soddisfatta la condizione V (u) · V ′(u) ∧ γ˙(u) = 0,
pertanto entrambe le superfici sono sviluppabili.
Esempio 4.28. Superficie tubolare
Il piu` semplice esempio di superficie tubolare e` dato dal cilindro rotondo. Con-
sederiamo, per semplicita`, il cilindro rotondo di equazione cartesiana x2+y2 =
r2. Tale cilindro si puo` parametrizzare con ϕ(u, v) = (rcos v, rsen v, u) che si
puo` anche esprimere come intorno tubolare di raggio r dell’asse z (asse del
cilindro). Infatti,
ϕ(u, v) = γ(u) + r(cos v)E1γ(u) + r(sen v)E2γ(u),
dove γ(u) = (0, 0, u) e` l’asse del cilindro ed E1γ(u), E2γ(u) sono i primi due
campi di vettori della base canonica definiti lungo γ(u). Quindi,
(
~t(u) =
γ˙(u), E1γ(u), E2γ(u)
)
e` base ortonormale lungo γ. Inoltre, le curve delle v del
dato cilindro sono circonferenze di centro (0, 0, u), raggio r e contenute nei
piani z = u. Questo discorso si puo` generalizzare nel modo seguente. Sia γ(u),
u ∈ I, una curva di Frenet parametrizzata con l’ascissa curvilinea. Denotiamo
con
(
~t(u), ~n(u),~b(u), κ, τ
)
l’apparato di Frenet della curva γ(u). La superficie
M , intorno tubolare di raggio r > 0 della curva γ (cf. Figura 1), e` la superficie
parametrizzata da
ϕ(u, v) = γ(u) + r(cos v)~n(u) + r(sen v)~b(u), u ∈ I, v ∈]− π, π[,
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(oppure v ∈]0, 2π[). Le curve delle v sono circonferenze di raggio r contenute
nei piani normali a γ. Assumiamo che il tubo M sia una superficie immersa
(basta assumere che la curvatura κ(u) di γ soddisfi la condizione κ(u) r < 1).
Figura 1. Superficie tubolare.
Determiniamo la curvatura gaussiana della superficie tubolare M . Applicando
le formule di Frenet relative alla curva γ, si ha
ϕu = γ˙(u) + r(cos v)~n
′(u) + r(sen v)~b ′(u)
=
(
1− rκ(u)(cos v))~t(u)− rτ(u)(sen v)~n(u) + rτ(u)(cos v)~b(u);
ϕv = −r(sen v)~n(u) + r(cos v)~b(u),
E = ϕu · ϕu = (1− rκ(u)cos v)2 + r2τ 2(u), F = ϕu · ϕv = r2τ(u),
G = ϕv · ϕv = r2.
Siccome
ϕu = (1− rκ(u)cos v)~t(u) + τ(u)ϕv,
la condizione r κ < 1 implica (1 − rκ(u)cos v) > 0 e di conseguenza i vettori
coordinati ϕu, ϕv sono linearmente indipendenti. Inoltre,
ϕu ∧ ϕv = (1− rκ(u)cos v)~t(u) ∧ ϕv
= (1− rκ(u)cos v)~t(u) ∧
(
−rsen v ~n(u) + rcos v~b(u)
)
= −r(1− rκ(u)cos v)
(
cos v ~n(u) + sen v~b(u)
)
,
‖ϕu ∧ ϕv‖2 = r2(1− rκ(u)cos v)2 = EG− F 2
e
N = −cos v ~n(u)− sen v~b(u).
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Infine, determiniamo i coefficienti della seconda forma fondamentale. Sempre
applicando le formule di Frenet, otteniamo
ϕuu = −r
(
κ′(u) cos v − τ(u)κ(u)sen v)~t(u)
+
(
(1− rκ(u)cos v)κ(u)− rτ ′(u) sen v − rτ 2(u)cos v)~n(u)
+ r
(
τ ′(u) cos v − τ 2(u) sen v)~b(u),
ϕvv = −r cos v ~n(u)− r sen v~b(u) = r N,
ϕuv = rκ(u) sen v~t(u)− rτ(u) cos v ~n(u)− rτ(u) sen v~b(u),
ℓ = ϕuu ·N = rτ 2(u)−
(
1− rκ(u)cos v)κ(u) cos v,
m = ϕuv ·N = rτ(u),
n = ϕvv ·N = r.
Allora, non esistono punti planari e la curvatura gaussiana e` data da
K(u, v) =
ℓn−m2
EG− F 2 = −
κ(u) cos v
r(1− rκ(u)cos v) .
In particolare, il segno di K(u, v) dipende solo dal segno di cos v, e quindi
esistono punti parabolici , ellittici e iperbolici.
Se come curva di Frenet prendiamo una circonferenza, ad esempio γ(u) =
(cos u, sen u, 0), il corrispondente riferimento di Frenet e`
~t(u) = (−sen u, cos u, 0), ~n(u) = (−cosu,−sen u, 0), ~b(u) = (0, 0, 1).
La superficie intorno tubolare di raggio r della circonferenza γ, r < 1, ha
rappresentazione parametrica
ϕ(u, v) = γ(u) + r(cos v)~n(u) + r(sen v)~b(u),
= (cos u(1− rcos v), sen u(1− rcos v), rsen v)
Cambiando il parametro v ∈] − π, π[ con v¯ ∈]0, 2π[ definito da v = π − v¯, si
ottiene
ϕ¯(u, v¯) = ϕ(u, π − v¯) = (cosu(1 + rcos v¯), sen u(1 + rcos v¯), rsen v¯)
che rappresenta la superficie torica ottenuta ruotando la circonferenza x =
(1 + rcos v¯), y = 0, z = rsen v¯) intorno all’asse z (confrontare con la (3.1)).
Quindi, la superficie torica e` un esempio di superficie tubolare. In tal caso, la
curvatura di γ(u) e` κ(u) =cost.= +1 e la curvatura di Gauss
K(u, v¯) = − cos v
r(1− rcos v) =
cos v¯
r(1 + rcos v¯)
.
In particolare, la curvatura K(u, v¯) e` costante lungo i paralleli v¯ =cost. (curve
delle u). Lungo i paralleli v¯ = π/2 e v¯ = 3π/2, la curvatura di Gauss e` nulla.
Lungo il parallelo v¯ = π la curvatura di Gauss e` negativa. Lungo il parallelo
v¯ = 0 (considerando una parametrizzazione definita per tale v¯) la curvatura di
Gauss e` positiva.
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4.4. Superfici minimali
Lo studio delle superfici minimali si puo` dire che ha avuto inizio con Lagran-
ge(1760) il quale determino` l’equazione differenziale che deve soddisfare una
superficie minimale del tipo z = f(x, y), e con Meusnier(1776) che diede una
interpretazione geometrica dell’equazione differenziale ottenuta da Lagrange.
Definizione 4.29. Una superficie regolare parametrizzata (D,ϕ) e` detta
minimale se la sua curvatura media H(p) e` identicamente nulla. Una super-
ficie regolare M e` detta superficie minimale se ogni sua parametrizzazione e`
minimale.
Si noti che: i punti non planari di una superficie minimale sono iperbolici.
Infatti, da k1(p) + k2(p) = 0 segue K(p) = −k21(p) < 0.
Un’interpretazione geometrica che giustifica il nome di superficie minimale
si ottiene nel modo seguente. Sia ϕ : D → M ⊂ R3 una superficie regolare
parametrizzata e sia B un dominio (aperto connesso) limitato di D. Se h :
B¯ = B ∪ ∂B → R un’applicazione differenziabile, l’applicazione
F : B¯ × (−ε, ε)→ R3, (u, v, t) 7→ F (u, v, t) = ϕ(u, v) + th(u, v)N(u, v)
e` detta variazione normale di ϕ(B¯) determinata da h. Per ogni t ∈ (−ε, ε),
l’applicazione
ϕt : B → R3, (u, v) 7→ ϕt(u, v) = F (u, v, t)
definisce una superficie parametrizzata, con
ϕtu = ϕu + thuN + thNu e ϕtv = ϕv + thvN + thNv.
Quindi, i corrispondenti coefficienti della prima forma fondamentale sono
Et = E + 2th(ϕu ·Nu) + t2f1, Gt = G+ 2th(ϕv ·Nv) + t2f3,
Ft = F + th(ϕu ·Nv + ϕv ·Nu) + t2f2,
dove le funzioni f1, f2, f3 sono polinomiali rispetto a t. Siccome
ϕu ·Nu = −ϕuu ·N = −ℓ, ϕv ·Nv = −ϕvv ·N = −n,
e
ϕu ·Nv + ϕv ·Nu = −2ϕuv ·N = −2m,
si ha
Et = E − 2thℓ+ t2f1, Ft = F − 2thm+ t2f2, Gt = G− 2thn+ t2f3.
Di conseguenza, siccome 2H(EG− F 2) = (En− 2Fm+Gl), otteniamo
EtGt − F 2t = (EG− F 2)− 2th(En− 2Fm+Gl) + t2f4
= (EG− F 2)(1− 4thH) + t2f4,
dove la funzione f4 e` polinomiale rispetto a t. Inoltre, posto f5 = f4/
√
EG− F 2,
per la funzione area A(t) della variazione ϕt(B¯) si ha (cf. Section 3.8)
A(t) =
∫∫
B¯
√
EtGt − F 2t dudv =
∫∫
B¯
√
EG− F 2
√
1− 4thH + t2f5 dudv.
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La funzione A(t), per ε abbastanza piccolo, e` differenziabile, e la sua derivata
per t = 0 e`
A′(0) = −2
∫∫
B¯
hH
√
EG− F 2 dudv.(4.11)
Se (D,ϕ) e` minimale, ossia H = 0, dalla (4.11) segue che A′(0) = 0 per ogni B
e per ogni variazione normale di ϕ(B¯). Viceversa, se A′(0) = 0 per ogni B e per
ogni variazione normale di ϕ(B¯), allora (D,ϕ) e` minimale. Infatti, assumiamo
per assurdo H(p0) 6= 0 per qualche p0 ∈ D, e quindi H(p) 6= 0 in un intorno
di p0. In tal caso, si potrebbe costruire una funzione differenziabile h : B¯ → R
con h(p) = H(p) in qualche intorno di p0 e h(p) = 0 all’esterno di un intorno di
p0. Allora, dalla (4.11) si avrebbe che A
′(0) < 0 per la variazione determinata
da questa h, e quindi una contraddizione. Dunque, vale il seguente
Teorema 4.30. Sia ϕ : D → M ⊂ R3 una superficie regolare parametriz-
zata e sia B un dominio limitato di D. Allora, la superficie parametrizzata e`
minimale se e solo se A′(0) = 0 per ogni dominio limitato B di D e per ogni
variazione normale di ϕ(B¯).
Dunque, ogni dominio limitato ϕ(B¯) di una superficie minimale (D,ϕ) e`
un punto critico del funzionale area. In generale i punti critici non e` detto che
siano di minimo, quindi il termine minimale potrebbe non essere appropriato.
Tuttavia, questo termine fu introdotto da Lagrange nel 1760.
Osservazione 4.31. Lo studio delle superfici minimali e` anche legato al
problema di Plateau (problema di calcolo delle variazioni), detto anche pro-
blema delle bolle (o pellicole) di sapone. Tale problema, in una forma un po`
semplificata, si puo` esprimere nel seguente modo:“provare che per ogni cur-
va chiusa semplice di R3 esiste una superficie di area minima che ha γ come
bordo”
Un’altra caratterizzazione delle superfici minimali e` data dalla seguente
Proposizione 4.32. Sia ϕ(u, v), (u, v) ∈ D, una superficie regolare pa-
rametrizzata, e orientata da N . Se le coordinate (u, v) sono isoterme, ossia
E(u, v) = G(u, v) = f(u, v) > 0 ed F = 0, allora la curvatura media e il
vettore ϕuu + ϕvv sono dati da
H = (ℓ+ n)/2f e ϕuu + ϕvv = (2fH)N .
In particolare, la superficie e` minimale se e solo se il vettore ϕuu + ϕvv = 0.
Dimostrazione. Siccome E = G = f e F = 0, dalla (4.7) si ha
H = (ℓ+ n)/2E =
(
(ϕuu + ϕvv) ·N
)
/2f .
D’altronde, ϕu · ϕu = ϕv · ϕv implica ϕuu · ϕu = ϕuv · ϕv. Inoltre, ϕu · ϕv = 0
implica ϕuv · ϕv = −ϕu · ϕvv. Pertanto, otteniamo
(ϕuu + ϕvv) · ϕu = 0.
Analogamente si trova
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(ϕuu + ϕvv) · ϕv = 0.
Dunque, ϕuu + ϕvv ha solo componente normale, e quindi
ϕuu + ϕvv =
(
(ϕuu + ϕvv) ·N
)
N = (2fH)N .

Esempio 4.33. Sia M l’elicoide definito nell’Esempio 3.65. Determiniamo
curvatura gaussiana e curvatura media di M . L’applicazione
ϕ(u, v) = (ucos v, usen v, bv), (u, v) ∈ R×]0, 2π[, b 6= 0,
definisce una parametrizzazione locale di M . Inoltre,
ϕu = (cos v, sen v, 0), ϕv = (−usen v, ucos v, b),
E = 1, F = 0, G = u2 + b2.
Inoltre,
N =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖ =
1√
u2 + b2
(bsen v,−b cos v, u),
ϕuu = (0, 0, 0), ϕuv = (−sen v, cos v, 0), ϕvv = (−ucos v,−usen v, 0).
Usando le formule del Teorema 4.7, si trova i coefficienti l,m, n sono
l = ϕuu ·N = 0, m = ϕuv ·N = b/
√
u2 + b2 6= 0, n = ϕvv ·N = 0.
Infine, applicando la (4.6) e la (4.7), si ottiene
K(p) =
ln−m2
EG− F 2 = −b
2/(u2 + b2)2 < 0 e
H(p) =
Gl − 2Fm+ En
2(EG− F 2) = 0.
Dunque, l’elicoide M e` un esempio (non banale) di superficie minimale (e
quindi a punti iperbolici).
Esercizio 4.34. Ruotando la catenaria
γ(u) : x = cosh u, y = 0, z = u, u ∈ R,
intorno all’asse z, la corrispondente superficie di rotazione, detta catenoide, ha
la seguente parametrizzazione regolare
ϕ(u, v) = (cosh u cos v, cosh u sen v, u), con v ∈]0, 2π[ e u ∈ R.
Verificare, applicando la Proposizione 4.32, che anche la catenoide e` una super-
ficie minimale. Inoltre, usando la (4.10), verificare che le curvature principali
sono date da
k1(u) = − 1
cosh2 u
e k2(u) =
1
cosh2 u
.
Per altre proprieta`, ed esempi, di superfici minimali si puo` consultare [9]
Sez. 3-5 e [20] Cap.9.
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4.5. Curvatura normale
Siano M una superficie regolare, p un punto di M e vp ∈ TpM , ‖vp‖ = 1.
Definizione 4.35. La quantita`
kn(vp) := IIp(vp) = Sp(vp) · vp
si dice curvatura normale di M in p nella direzione di vp.
Naturalmente, se vp ∈ TpM , vp 6= 0, la curvatura normale in p nella direzione
di vp e` definita da
kn(vp) := IIp(vp)/Ip(vp) = Sp(vp) · vp/‖vp‖2.
Si noti che il segno di kn(vp) dipende da Sp, quindi cambiando N con −N la
curvatura normale cambia di segno. In ogni caso
kn(vp) = kn(−vp).
Se γ(s) e` una curva regolare di M parametrizzata con l’ascissa curvilinea,
allora kn
(
γ˙(s0)
)
si dice curvatura normale di γ in γ(s0).
Teorema 4.36. (di Meusnier) Per ogni curva regolare γ(s) di M para-
metrizzata con l’ascissa curvilinea, γ(s0) = p, si ha
kn
(
γ˙(s0)
)
= γ¨(s0) ·Np.
In particolare, se γ(s) e` di Frenet,
kn
(
γ˙(s0)
)
= κγ(s0) cosϑ
dove κγ(s0) e` l’usuale curvatura di γ nel punto p = γ(s0) e ϑ e` l’angolo
convesso determinato da Np e da np versore normale principale alla curva in
p. Inoltre,
kn
(
γ˙(s0)
)
= ±κγ(s0) ⇐⇒ Np = ±np.
Dimostrazione. Poiche` γ(s) e` una curva di M , si ha γ˙(s) ∈ Tγ(s)M per
ogni s. Pertanto γ˙(s) ·Nγ(s) = 0, e derivando tale equazione si ottiene
γ¨(s) ·N(s) + γ˙(s) ·N ′(s) = 0,
ovvero γ¨(s) ·N(s)− γ˙(s) · Sγ(s)
(
γ˙(s)
)
= 0 per ogni s. Per s = s0 si ha
kn
(
γ˙(s0)
)
= S
(
γ˙(s0)
) · γ˙(s0) = γ¨(s0) ·N(s0) = γ¨(s0) ·Np.
Se γ(s) e` di Frenet, possiamo considerare il versore normale principale np =
γ¨(s0)/‖γ¨(s0)‖, e quindi la prima formula di Frenet γ¨(s0) = κγ(s0)np. Da
questa si ottiene
kn
(
γ˙(s0)
)
= γ¨(s0) ·Np = κγ(s0)np ·Np = κγ(s0) cosϑ.

Osservazione 4.37. Se γ(t) e` curva regolare di M con t parametro arbi-
trario, allora la curvatura normale
kn
(
γ˙(t)
)
=
Sγ(t)(γ˙(t)) · γ˙(t)
‖γ˙(t)‖2 =
γ¨(t) ·N(t)
‖γ˙(t)‖2 .
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Ora, ci chiediamo se esistono curve regolari γ(s) sulla superficie regolareM
per cui la curvatura normale kn
(
γ˙(s0)
)
coincida, a meno del segno, con l’usuale
curvatura κγ di γ in p = γ(s0), ovvero cosϑ = ±1 nel Teorema di Meusnier.
Definizione 4.38. Diciamo curva sezione normale diM in p una curva
che si ottiene intersecando la superficie M con un piano passante per Np.
Dato vp ∈ TpM , ‖vp‖ = 1, sia πvp il piano determinato da Np e vp. La curva
γ = πvp ∩M e` una sezione normale di M in p, e viene detta curva sezione
normale (di M in p) determinata da vp. Tale curva e` regolare in quanto M e`
regolare. Parametrizziamo γ con l’ascissa curvilinea e supponiamo γ(0) = p.
Risulta
γ˙(s0) ∈ πvp =span(vp, Np) (in quanto γ e` una curva di πvp).
Inoltre,
γ˙(s0) ∈ TpM (in quanto γ e` anche una curva di M) e quindi γ˙(s0)⊥Np,
per cui necessariamente γ˙(s0) = λvp. Siccome ‖vp‖ = ‖γ˙(s0)‖ = 1, si ha
γ˙(s0) = ±vp. Scambiando, s con −s, se necessario, possiamo assumere vp =
γ˙(s0)⊥Np. Allora, indicato con np il versore normale principale alla curva
γ(s) nel punto p, versore che si trova nel piano πvp (in quanto γ e` una curva
di πvp), abbiamo
vp = γ˙(s0)⊥Np e vp = γ˙(s0)⊥np, per cui deve essere Np = ±np.
Pertanto, dal Teorema di Meusnier segue che
kn(vp) = kn
(
γ˙(s0)
)
= ±κγ(s0).
Possiamo quindi enunciare la seguente proposizione (che giustifica il nome di
curvatura normale).
Proposizione 4.39. La curvatura normale kn(vp) coincide, a meno del
segno, con l’usuale curvatura in p della curva sezione normale di M in p
determinata dal vettore vp.
Osservazione 4.40. Si noti che se γ(s) e` una curva sezione normale di M
in un punto p = γ(s0), non e` detto (in generale) che lo sia in ogni suo punto.
Nel caso in cui cio` si verifichi, la curva e` speciale (cf. Proposizione 5.41).
Osservazione 4.41. Sia πNp un fissato piano per Np e sia γ = πNp ∩M
la corrispondente curva sezione normale. Allora, dalla Proposizione 4.39 segue
che la curvatura di γ nel punto p e` data da
κγ(p) = |kn(vp)|,
dove vp e` un vettore di TpM che ha la direzione della retta r = πNp ∩TpM (che
e` la retta tangente a γ nel punto p).
Esempio 4.42. Se M e` una sfera di raggio R, allora una curva sezione
normale di M in un fissato punto p e` una circonferenza di raggio massimo.
Sia ora M il cilindro circolare retto x2 + y2 = R2. Se vp ∈ TpM e` un vettore
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ortogonale all’asse del cilindro, allora la corrispondente curva sezione normale
in p e` una circonferenza di raggio R. Se vp ∈ TpM e` un vettore parallelo
all’asse del cilindro, allora la corrispondente curva sezione normale in p e` una
retta parallela all’asse.
Osservazione 4.43. Sia (D,ϕ) una carta locale di una superficie regolare
di M e sia N un fissato campo unitario normale definito su ϕ(D). Sia γ(s)
una curva differenziabile regolare di M con sostegno in ϕ(D) e parametrizzata
a velocita` unitaria. Osserviamo che il versore (N ∧ γ˙)(s) e` ortogonale a N(s),
quindi (N ∧ γ˙) ∈ Tγ(s)M e (γ˙, N,N ∧ γ˙) e` una base ortonormale di Tγ(s)R3
per ogni s. Il campo vettoriale accelerazione γ¨(s) e` ortogonale a γ˙(s), per cui
γ¨(s) ∈span(N,N ∧ γ˙) e quindi nel generico punto γ(s) abbiamo
γ¨ = (γ¨ ·N)N + (γ¨ ·N ∧ γ˙)N ∧ γ˙ .(4.12)
Dal Teorema di Meusnier, la componente normale di γ¨(s) definisce la curvatura
normale. La componente tangente di γ¨(s), ossia la funzione
kg(s) = γ¨(s) ·N(s) ∧ γ˙(s) = γ˙(s) ∧ γ¨(s) ·N(s),
si dice curvatura geodetica della curva γ(s). Cambiando N con −N , la
curvatura geodetica cambia di segno. Se M e` orientabile, fissato un campo
vettoriale unitario normale N , la curvatura geodetica e` ben definita su tutta
la superficie. Per superfici non orientabili il valore assoluto della curvatura
geodetica e` ben definito. In ogni caso, dalla decomposizione (4.12), si ottiene
la seguente relazione fra le tre curvature (cf. anche (5.19)):
κ2γ(s) = k
2
g(s) + k
2
n(γ˙(s)).
Il nome di curvatura geodetica per kg e` giustificato dal suo legame con il
concetto di curva geodetica (cf. Sezione 5.4).
Ora esaminiamo le direzioni, se esistono, che annullano la curvatura nor-
male di una superficie regolare M in un punto p.
Definizione 4.44. Dato vp ∈ TpM , ‖vp‖ = 1, se la curvatura normale
kn(vp) = Sp(vp) · vp = 0,
allora la direzione definita da vp si dice che e` una direzione asintotica nel
punto p. Una curva γ(s) = ϕ(u(s), v(s)) di M tale che γ˙(s) sia sempre una
direzione asintotica e` detta curva asintotica della superficie M .
Siccome γ˙(s) = u′(s)ϕu + v′(s)ϕv, allora γ(s) e` asintotica se e solo se le sue
componenti soddisfano l’equazione differenziale
(u′)2ℓ+ 2u′v′m+ (v′)2n = 0.
Sia {e1, e2} una base ortonormale di vettori principali in p. Allora, un vettore
vp = x1e1+x2e2 definisce una direzione asintotica se e solo se le sue componenti
x1, x2 soddisfano la seguente equazione
x21k1 + x
2
2k2 = 0,
dove k1, k2 sono le curvature principali in p. Si hanno quindi le seguenti
possibilita`:
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• Se p e` ellittico (K(p) = k1(p)k2(p) > 0), non esistono direzioni asintoti-
che.
• Se p e` iperbolico (K(p) = k1(p)k2(p) < 0), esistono due direzioni asinto-
tiche le quali sono definite dai vettori
(∗) v1 = e1 + µe2, v2 = e1 − µe2, dove µ =
√−(k1/k2)(p).
In questo caso, le direzioni principali, ovvero quelle definite dai vettori prin-
cipali e1, e2, sono le bisettrici degli angoli convessi determinati dalle direzioni
asintotiche v1, v2 .
Figura 2. Direzioni principali e direzioni asintotiche.
In particolare, le direzioni asintotiche in p sono ortogonali se e solo se la
curvatura media H si annulla in p. Infatti, dalla (∗) segue
v1 · v2 = 0 se e solo se (k1 + k2)(p) = 0.
• Se p e` parabolico (k1(p)k2(p) = 0, k2(p) 6= 0), l’unica direzione asintotica
e` la direzione principale definita da e1.
• Se p e` planare (k1(p) = k2(p) = 0), tutte le direzioni in p sono asintotiche.
• Se in un punto p esiste una direzione asintotica, allora necessariamente
la curvatura gaussiana K(p) ≤ 0.
Esercizio 4.45. Si consideri la superficie regolare (cf. Esempio 4.51)
M : ϕ(u, v) = (u, v, u3 − 3uv2), u, v ∈ R.
Si verifichi che:
a) l’equazione differenziale delle curve asintotiche di M e`
u(u′)2 − 2vu′v′ − u(v′)2 = 0;
b) le rette γ1(t) = (0, t, 0), γ2(t) = (
√
3t, t, 0) e γ3(t) = (−
√
3t, t, 0) sono
curve asintotiche di M .
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Una motivazione per giustificare la terminologia usata per definire la natura
dei punti di una superficie si ha considerando il seguente insieme di vettori
tangenti in p:
Dp = {vp ∈ TpM : Sp(vp) · vp = ±1}, ovvero Dp : IIp(vp) = ±1.
Posto vp = x1e1 + x2e2, Dp ha equazioni
x21k1 + x
2
2k2 = ±1.
Tali equazioni rappresentano una coppia di coniche (eventualmente a punti
immaginari) che viene detta indicatrice di Dupin. Si hanno le seguenti
possibilita`:
• p ellittico (k1(p)k2(p) > 0). In tal caso l’indicatrice di Dupin e` una coppia
di ellissi (una a punti reali e una a punti immaginari).
• p iperbolico (k1(p)k2(p) < 0). In tal caso l’indicatrice di Dupin e` una
coppia di iperboli che hanno stessi asintoti i quali definiscono le direzioni
asintotiche in p.
• p parabolico (k1(p)k2(p) = 0, k2(p) 6= 0). In tal caso l’indicatrice di
Dupin e` una coppia di rette parallele.
• p planare (k1(p) = k2(p) = 0). In tal caso l’indicatrice di Dupin non ha
significato.
Teorema 4.46. (significato geometrico delle curvature principali) Sia M
una superficie regolare e sia p ∈ M . Le curvature principali k1(p) e k2(p)
sono i valori di massimo e di minimo della curvatura normale kn in p. In
particolare, se k1(p) = k2(p) = k0, allora Sp = k0 Id.
Dimostrazione. Sia vp ∈ TpM , ‖vp‖ = 1. Sia {e1, e2} una base di vettori
principali in p e siano k1(p), k2(p) le corrispondenti curvature principali, cioe`
Spe1 = k1(p) e1 e Sp(e2) = k2(p) e2. Allora per ogni vp ∈ TpM , ‖vp‖ = 1,
abbiamo
vp = cos t e1 + sen t e2, t ∈ [0, 2π].
Pertanto
kn(vp) = Sp(vp) · vp = (cos t Spe1 + sen t Spe2) · (cos t e1 + sen t e2),
e quindi
(4.13) kn(vp) = k1(p) cos
2t+ k2(p) sen
2t.
La (4.13) e` detta formula di Eulero. Da tale formula segue che tutte le
curvature normali in p si ottengono con la funzione
kn(t) : [0, 2π]→ R, t 7→ kn(t) = k1(p) cos 2t+ k2(p) sen 2t.
La funzione kn(t), in quanto continua su [0, 2π] chiuso e limitato, ammette
massimo e minimo. Derivando tale funzione, si ha
k′n(t) = 2(k2 − k1)cos t sen t = (k2 − k1)sen 2t.
Si possono quindi avere due casi:
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• k1(p) = k2(p) (ovvero p e` ombelicale). Allora kn(t) = cost = k0. Cio` vuol
dire che kn(vp) = cost per ogni vp ∈ TpM (con ‖vp‖ = 1), cioe` tutte le direzioni
in p sono principali e quindi Sp = k0Id.
• k2(p) 6= k1(p). In questo caso k′n(t) si annulla per t = 0, pi2 , π, 32π, 2π.
Supponiamo k2(p) > k1(p), allora: per t = 0, π, 2π si ottiene k1 (minimo), e
per t = pi
2
, 3
2
π si ottiene k2 (massimo). 
Osservazione 4.47. Dal Teorema 4.46 segue che le curve principali sono
curve di M la cui curvatura normale e` sempre minima o massima.
4.6. L’applicazione di Gauss
C. F. Gauss nel suo articolo “Disquisitiones generales circa superficies cur-
vas ”del 1827, defin`ı la curvatura di una superficie M in un punto p ∈ M
come la misura di quanto la stessa superficie si allontana dal piano tangente in
quel punto. Piu` precisamente, fissato un punto p ∈M , si considera la normale
in quel punto alla superficie, poi si considera una sfera unitaria e si sceglie un
raggio avente la direzione della normale fissata; la scelta del raggio individua
un punto, che chiamiamo G(p), sulla sfera. Quando p descrive una piccola re-
gione σ su M , G(p) descrive una corrispondente regione σ′ sulla sfera unitaria.
Gauss defin`ı la curvatura K(p) della superficie M in p, considerata a meno del
segno, come il limite del rapporto tra l’area della regione σ′ sulla sfera e l’area
della regione σ sulla superficie M , dove il limite e` fatto restringendo le regioni
considerate fino a farle coincidere con i rispettivi punti di partenza:
K(p) = lim
σ→p
area(σ′)
area(σ)
.(4.14)
Figura 3. L’applicazione di Gauss.
Vogliamo verificare che la definizione di curvatura data da Gauss con la
formula (4.14), la quale fornisce una interpretazione geometria della curvatura
gaussiana, coincide con la Definizione 4.14. Sia M una superficie regolare
orientabile di R3. Sia N = (f1, f2, f3) un campo unitario (differenziabile)
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normale alla superficie M . Per ogni p ∈ M abbiamo ‖N(p)‖ = 1, ovvero N
assume i suoi valori nella sfera unitaria S2, quindi N puo` essere visto come
un’applicazione
G : M → S2 ⊂ R3, p 7→ (f1(p), f2(p), f3(p)),
che viene detta applicazione di Gauss. Per ogni p ∈ M , il piano tangente
TG(p)S
2 e` l’ortogonale in R3 del vettore G(p), quindi TN(p)S
2 si puo` identificare
con TpM (essendo entrambi ortogonali alla stessa direzione si possono identifi-
care con una traslazione). Di conseguenza, il differenziale dell’applicazione di
Gauss G∗p : TpM → TG(p)S2 si puo` pensare come un endomorfismo of TpM .
Tale endomorfismo
G∗p : TpM → TpM
e` esattamente l’operatore forma diM in p. Infatti, fissato p ∈M , se vp ∈ TpM
e γ(t) e` una curva differenziabile di M con γ(0) = p e γ˙(0) = vp, posto
G(t) = G(γ(t)) = N(γ(t)) = N(t), dalla definizione di differenziale, segue che
G∗p(vp) = N ′(0) = −Sp(vp).
In particolare, la curvatura gaussiana in p
K(p) = detG∗p.
Inoltre, fissata una parametrizzazione regolare locale (D,ϕ) di M , si ha
G∗(ϕu) = −S(ϕu) e G∗(ϕv) = −S(ϕv).
Ora, fissato p ∈ ϕ(D), senza perdere in generalita` possiamo assumere che D
sia una palla aperta di raggio r con p = ϕ(0, 0). Assumiamo K(p) 6= 0. Allora,
prendendo r sufficientemente “piccolo”, possiamo assumere che (D,ψ = G◦ϕ)
sia una parametrizzazione regolare locale della sfera S2. Quindi,
ψu = (G ◦ ϕ)u = G∗(ϕu) = −S(ϕu), ψv = (G ◦ ϕ)v = G∗(ϕv) = −S(ϕv).
e
ψu ∧ ψv = S(ϕu) ∧ S(ϕv).
Pertanto, dalla Definizione 3.70, abbiamo
area(ψ(D)) =
∫∫
D
‖ψu ∧ ψv‖dudv =
∫∫
D
‖S(ϕu) ∧ S(ϕv)‖dudv.
D’altronde, posto S(ϕu) = a11ϕu + a21ϕv e S(ϕv) = a12ϕu + a22ϕv, usando le
proprieta` del prodotto vettoriale, si ha
S(ϕu) ∧ S(ϕv) = (a11ϕu + a21ϕv) ∧ (a12ϕu + a22ϕv)
= (a11a22 − a12a21)(ϕu ∧ ϕv)
= det(S)(ϕu ∧ ϕv),
e quindi
S(ϕu) ∧ S(ϕv) = K(u, v)(ϕu ∧ ϕv).(4.15)
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Pertanto, abbiamo
area(ψ(D)) =
∫∫
D
|K(u, v)| ‖ϕu ∧ ϕv‖dudv.
Applicando le formule precedenti, si ottiene
lim
r→0
area(ψ(D))
area(ϕ(D))
= lim
r→0
∫∫
D
|K(u, v)| ‖ϕu ∧ ϕv‖dudv∫∫
D
‖ϕu ∧ ϕv‖dudv
= lim
r→0
(1/area(D))
∫∫
D
|K(u, v)|‖ϕu ∧ ϕv‖dudv
(1/area(D))
∫∫
D
‖ϕu ∧ ϕv‖dudv .
Ora, applicando il teorema del valor medio per gli integrali doppi, per qualche
(u, v) ∈ D si ha
lim
r→0
area(ψ(D))
area(ϕ(D))
= lim
r→0
|K| ‖ϕu ∧ ϕv‖
‖ϕu ∧ ϕv‖ (u, v)
=
|K| ‖ϕu ∧ ϕv‖
‖ϕu ∧ ϕv‖ (0, 0) = |K(p)|.
Abbiamo quindi la formula
|K(p)| = lim
r→0
area(ψ(D))
area(ϕ(D))
,
ovvero la formula (4.14).
Esercizio 4.48. Determinare, usando la formula (4.14), la curvatura gaus-
siana di una sfera di raggio R e di un piano.
4.7. Approssimazione quadratica di una superficie
In questa sezione vediamo come la curvatura gaussiana, in particolare quan-
do non nulla, “controlla”la forma della superficie in un intorno di un fissato
punto. Inoltre, lo stesso studio dara` un’altra motivazione per giustificare la
terminologia usata per definire la natura dei punti di una superficie.
SiaM una superficie regolare e sia p0 ∈M . In un intorno di p0, la superficie
M si puo` rappresentare con una delle seguenti forme:
z = f(x, y), y = g(x, z), x = h(y, z).
Consideriamo, ad esempio, M : z = f(x, y) in un intorno di p0. Questo tipo
di superficie si puo` parametrizzare con
ϕ(u, v) = (u, v, f(u, v)), (u, v) ∈ D (aperto di R2).
Pertanto,
ϕu = (1, 0, fu) = (1, 0, fx), ϕv = (0, 1, fv) = (0, 1, fy),
e quindi
N =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖ =
(−fx,−fy, 1)√
1 + f 2x + f
2
y
.
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Inoltre,
ϕuv = (0, 0, fxy), ϕuu = (0, 0, fxx), ϕvv = (0, 0, fyy).
I coefficienti dell prima e della seconda forma fondamentale sono quindi
E = ϕu · ϕu = 1 + f 2x , F = ϕu · ϕv = fxfy, G = ϕv · ϕv = 1 + f 2y ,
ℓ = N · ϕuu = fxx√
1 + f 2x + f
2
y
, m = N · ϕuv = fxy√
1 + f 2x + f
2
y
,
n = N · ϕvv = fyy√
1 + f 2x + f
2
y
.
Pertanto, per ogni p ∈ U = ϕ(D), la curvatura gaussiana e la curvatura media
sono date da
K(p) =
ℓn−m2
EG− F 2 =
fxxfyy − f 2xy
(1 + f 2x + f
2
y )
2
,(4.16)
H(p) =
Gl − 2Fm+ En
2(EG− F 2) =
(1 + f 2x)fyy − 2fxfyfxy + (1 + f 2y )fxx
2(1 + f 2x + f
2
y )
3/2
.(4.17)
Osservazione 4.49. Le formule (4.16) e (4.17) valgono per ogni superficie
regolare di equazione cartesiana z = f(x, y).
Siccome stiamo facendo uno studio qualitativo, senza perdere in generalita`,
possiamo supporre p0 = (0, 0, 0) ∈ M , Tp0M = πxy : z = 0 e che l’asse x e
l’asse y siano le direzioni principali in p0 (basta applicare l’isometria F di R
3
definita da F (p0) = O(0, 0, 0), F∗p0(e1p0) = (1, 0, 0)p0 , F∗p0(e2p0) = (0, 1, 0)p0
e F∗p0Np0 = (0, 0, 1)p0). Siccome assumiamo Tp0M = πxy : z = 0, si ha
Np0 = (0, 0, 1)p0 . D’altronde, come si e` visto prima, il campo normale N e`
parallelo al campo vettoriale (−fx,−fy, 1) per cui necessariamente deve essere
f 0x = f
0
y = 0. Inoltre, un facile calcolo mostra che
S(ϕ0u) = −N0u = (f 0xx, f 0xy, 0) = f 0xxϕ0u + f 0xyϕ0v,
S(ϕ0v) = −N0v = (f 0xy, f 0yy, 0) = f 0xyϕ0u + f 0yyϕ0v,
ovvero
Sp =
(
f 0xx f
0
xy
f 0xy f
0
yy
)
(matrice hessiana della funzione f in p0 = (0, 0, 0)),
e quindi
K(p0) = f
0
xxf
0
yy − (f 0xy)2 e H(p0) = (f 0xx + f 0yy)/2 .
Inoltre, l’asse x e l’asse y definiscono le direzioni principali in p0, (1, 0, 0)p0 = ϕ
0
u
e (0, 1, 0)p0 = ϕ
0
v, allora (ϕ
0
u, ϕ
0
v) deve essere una base di vettori principali in
p0, ovvero
S(ϕ0u) = f
0
xxϕ
0
u e S(ϕ
0
v) = f
0
yyϕ
0
v,
e cio` implica
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k1(p0) = f
0
xx, k2(p0) = f
0
yy e f
0
xy = 0.
Ora, sviluppiamo con la formula di Taylor la funzione f(x, y), con punto iniziale
p0 = (0, 0, 0). Approssimando fino all’ordine 2, si ha
f(x, y) ≈ f(0, 0) + (f 0x x+ f 0y y) + 12(f 0xx x2 + 2f 0xy xy + f 0yy y2).
Siccome f(0, 0) = f 0x = f
0
y = f
0
xy = 0, si ha la seguente approssimazione
quadratica:
M : z = f(x, y) ≈ 1
2
(f 0xx x
2 + f 0yy y
2),
dove f 0xx = k1(p0) e f
0
yy = k2(p0). Pertanto, in un intorno di p0 la superficie
M e` approssimata dalla quadrica
M0 : z =
1
2
(
k1(p0)x
2 + k2(p0)y
2
)
.
M0 e` detta approssimazione quadratica di M in un intorno di p0 = (0, 0, 0).
Denotiamo con C0 la conica intersezione di M0 con lo spazio tangente Tp0M0,
quindi
C0 : z = 0, k1(p0)x2 + k2(p0)y2 = 0.
Ne segue che:
• Se p0 e` un punto ellittico, cioe` K(p0) > 0, allora k1(p0), k2(p0) sono concordi
e M0 e` un paraboloide ellittico. In tal caso, C0 e` unione di due rette complesse
coniugate.
• Se p0 e` un punto iperbolico, cioe` K(p0) < 0, allora k1(p0), k2(p0) sono
discordi e M0 e` un paraboloide iperbolico (presenta una sella). In tal caso, C0
e` unione di due rette reali distinte.
• Se p0 e` un punto parabolico, cioe` K(p0) = 0, k1(p0) 6= 0, k2(p0) = 0, allora
M0 ha equazione z = (k1(p0)/2)x
2 e quindi e` un cilindro parabolico. In tal
caso, C0 e` unione di due rette reali coincidenti.
• Se p0 e` planare, cioe` K(p) = k1(p0) = k2(p0) = 0, allora M0 : z = 0 e` un
piano.
Nel caso di un punto ellittico o iperbolico, i risultati precedenti sono in
accordo con la seguente proposizione.
Proposizione 4.50. Sia M una superficie regolare, e sia p un punto di M .
• Se p e` ellittico, allora esiste un intorno U di p in M tale che TpM lasci U
tutto da una parte.
• Se p e` iperbolico, allora in entrambi i semispazi determinati da TpM cadono
punti di ogni intorno U di p in M .
Dimostrazione. Sia (D,ϕ) una parametrizzazione di M con ϕ(0, 0) = p
e sia N un fissato versore normale a M definito in U = ϕ(D). La distanza
con segno, che indichiamo con d, del generico punto q = ϕ(u, v) ∈ U dal piano
tangente TpM e` data da
d = ~pq ·Np = (q − p) ·Np =
(
ϕ(u, v)− ϕ(0, 0)) ·Np.
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Sviluppiamo con la formula di Taylor la funzione ϕ(u, v):
ϕ(u, v) = ϕ(0, 0) + ϕ0uu+ ϕ
0
vv +
1
2
(
ϕ0uuu
2 + 2ϕ0uvuv + ϕ
0
vvv
2
)
+ A1(u, v),
dove la funzione A1(u, v) soddisfa
lim
(u,v)→(0,0)
A1(u, v)
u2 + v2
= 0.
Di conseguenza, ricordando la definizione dei coefficienti ℓ,m, n della seconda
forma fondamentale, si ha
d =
(
ϕ(u, v)− ϕ(0, 0)) ·Np = 1
2
(ℓ0u
2 + 2m0uv + n0v
2) + A2 =
1
2
IIp(wp) + A2,
dove wp = uϕ
0
u + vϕ
0
v ∈ TpM e A2 = A1 ·Np. Ora, esprimendo wp in una base
ortonormale di vettori principali in p, wp = a1e1 + a2e2, si ha
IIp(wp) = k1(p)a21 + k2(p)a22.
Pertanto,
• Se p e` ellittico (ossia, k1(p), k1(p) concordi), la seconda forma fondamen-
tale IIp(wp) ha segno fissato (sempre positivo o sempre negativo) per ogni wp
e quindi per ogni q = ϕ(u, v) sufficientemente vicino a p. D’altronde, d ha lo
stesso segno di IIp(wp), per cui ogni punto sufficientemente vicino a p si trova
in uno dei due semispazi determinati da TpM .
• Se p e` iperbolico (ossia, k1(p), k1(p) discordi), la seconda forma fonda-
mentale IIp(wp) assume valori positivi e negativi, in corrispondenza si trovano
punti q = ϕ(u, v), sufficientemente vicini a p, in cui d ha valori positivi e altri
in cui d ha valori negativi, per cui tali punti si trovano in semispazi distinti. 
La Proposizione precedente non fornisce informazioni nel caso di punti
parabolici o planari. In tal caso si puo` vedere con degli esempi le differenti
situazioni che si possono avere.
Figura 4. Sella di scimmia.
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Esempio 4.51. Consideriamo la superficie (sella di scimmia) M : z =
x3 − 3xy2 (cf. Figura 4). Un semplice calcolo mostra che nell’origine (0, 0, 0)
i coefficienti l,m, n sono nulli, pertanto (0, 0, 0) e` un punto planare. Tuttavia,
in ogni intorno di questo punto ci sono punti di M in entrambi i semispazi
determinati dal piano tangente in (0, 0, 0).
Esempio 4.52. Consideriamo il cilindro circolare retto x2 + y2 = 1 che e`
una superficie a punti parabolici. In tal caso, in ogni punto p del cilindro, il
piano tangente TpM e` tangente al cilindro lungo la retta generatrice per p.
Osservazione 4.53. Sia Q una quadrica generale o speciale (quindi, di
rango 4 o 3). Siano p0 un punto semplice di Q, π0 il piano tangente alla
quadrica in p0 e C0 la conica sezione di Q con π0. Ricordiamo che nella teoria
delle quadriche (cf. Sezione 3.2) il punto p0 e` detto:
• ellittico se C0 e` unione di due rette complesse e coniugate;
• iperbolico se C0 e` unione di due rette reali e distinte;
• parabolico se C0 e` unione di due rette coincidenti.
Inoltre, da tale teoria, e` noto che tutti i punti di Q sono dello stesso tipo.
Le quadriche di rango 3 (coni e cilindri) sono a punti parabolici, mentre una
quadrica di rango 4 puo` essere a punti iperbolici oppure a punti ellittici. Piu`
precisamente, per le quadriche di rango 4 (a punti reali) indicate nel Corollario
3.30, abbiamo che
• l’ellisse: x2/a2 + y2/b2 + z2/c2 = 1 e` a punti ellittici;
• l’iperboloide(a una falda): x2/a2+y2/b2−z2/c2 = 1 e` a punti iperbolici;
• l’iperboloide(a due falde): x2/a2− (y2/b2 + z2/c2) = 1 e` a punti ellittici;
• il paraboloide “a sella”: x2/a2 − y2/b2 = z e` a punti iperbolici;
• il paraboloide: x2/a2 + y2/b2 = z e` a punti ellittici.
Per le quadriche di rango 3 (a punti reali), le quali sono tutte a punti parabolici,
abbiamo
• il cono: ax2 + by2 + cz2 = 0, a, b > 0, c < 0;
• il cilindro ellittico: x2/a2 + y2/b2 = 1;
• il cilindro iperbolico x2/a2 − y2/b2 = 1;
• il cilindro parabolico: y2 = az, a 6= 0.
Se pensiamo tali quadriche dal punto di vista delle superfici regolari (per il
cono quadrico si esclude il vertice), si verifichi per esercizio che la natura dei
punti per tali superfici e` la stessa di quella ricordata nell’ambito della teoria
delle quadriche.
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4.8. Qualche teorema globale sulle superfici
Si e` visto che sfere e piani sono esempi di superfici i cui punti sono tutti
ombelicali. Viceversa, vale la seguente caratterizzazione delle superfici aventi
solo punti ombelicali.
Teorema 4.54. Una superficie regolare (connessa) M i cui punti siano
tutti ombelicali e` contenuta in un piano oppure in una sfera.
Dimostrazione. Sia (D,ϕ) una parametrizzazione locale di M con D di-
sco di R2 e quindi ϕ(D) e` un connesso di M . Per ipotesi tutti i punti di M
sono ombelicali, allora per ogni p ∈ ϕ(D), p = ϕ(u, v), si ha che l’operato-
re forma Sp = f(u, v)Id. Proviamo che la funzione f(u, v) che rappresenta
le curvature principali, ovvero k1(u, v) = k2(u, v) = f(u, v), e` una costante.
Da Sp(ϕu) = f(u, v)ϕu e Sp(ϕv) = f(u, v)ϕv segue che f(u, v)ϕu = −Nu e
f(u, v)ϕv = −Nv. Derivando la prima equazione rispetto a v e la seconda
rispetto a u si ha
fvϕu + fϕuv = −Nuv e fuϕv + fϕvu = −Nvu,
da cui segue
fvϕu − fuϕv = 0
e quindi fu = fv = 0. Siccome D e` connesso si ottiene che f(u, v) e` costante
su D e quindi f(p) = cost = k0 per ogni p ∈ ϕ(D). Distinguiamo due casi.
• k0 = 0. In questo caso Nu = −Sp(ϕu) = 0 e Nv = −Sp(ϕv) = 0 implicano
che N = cost = N0 su ϕ(D). Allora, fissato p0 ∈ ϕ(D), ϕ(D) e` contenuto nel
piano π0 per p0 e ortogonale a N0, ovvero (p− p0) ·N0 = 0 per ogni p ∈ ϕ(D).
Infatti, dato p ∈ ϕ(D) e considerata una curva differenziabile γ(t) di ϕ(D) con
γ(0) = p0 e γ(1) = p, si ha che la funzione
f(t) =
(
γ(t)− p0
) ·N0 ha derivata f ′(t) = γ˙(t) ·N0 = 0.
Pertanto, f(t) = cost = f(0) = 0 e in particolare (p − p0) · N0 = f(1) = 0 ci
dice che p ∈ π0.
• k0 6= 0. Scambiando N con −N , se necessario, possiamo assumere k0 < 0.
In questo caso, su ϕ(D) la curvatura gaussiana K = cost = k20. Proviamo che
ϕ(D) e` contenuto nella sfera di raggio R = −1/k0 e centro
C0 = p0 +
1
k0
Np0 ,
dove p0 e` un fissato punto di ϕ(D), ovvero proviamo che ‖C0 − p‖2 = R2 per
ogni p ∈ ϕ(D). Infatti, dato p ∈ ϕ(D), e considerata una curva differenziabile
γ(t) di ϕ(D) con γ(0) = p0 e γ(1) = p, si ha che la curva
α(t) = γ(t) +
1
k0
Nγ(t)
ha vettore velocita`
α˙(t) = γ˙(t) +
1
k0
N ′(t) = γ˙(t)− 1
k0
S(γ˙(t)) = 0.
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Allora, α(t) = cost e quindi
C0 = α(0) = α(1) = p+
1
k0
Np,
da cui si ha ‖C0 − p‖2 = (1/k20)‖Np‖2 = R2.
Adesso proviamo che l’intera superficie M e` contenuta in un piano oppure
in una sfera. Fissato un punto p0 diM , sia p un arbitrario punto diM . Siccome
M e` connessa, esiste una curva continua γ(t) di M con γ(0) = p0 e γ(1) = p.
Suddividiamo l’arco γ([0, 1]) in un numero finito di archi γ1 = γ(p0, p1), γ2 =
γ(p1, p2), ..., γn = γ(pn−1, p) abbastanza “piccoli”per cui ognuno sia contenuto
nel codominio di una parametrizzazione locale (Diϕi), i = 1, ..., n, del tipo
considerato prima. Allora p0, e quindi ϕ1(D1), e` contenuto in un piano π
oppure in una sfera S2. Se ϕ1(D1) e` contenuto in un piano π (risp. in una
sfera S2), allora anche ϕ2(D2),...,ϕn(Dn) sono contenuti nello stesso piano π
(risp. nella stessa sfera S2). In particolare, risulta che p e` contenuto nel piano
π (risp. nella sfera S2). Per l’arbitrarieta` di p, possiamo concludere che tutta
la superficie M e` contenuta in un piano oppure in una sfera. 
Corollario 4.55. Una superficie regolare (connessa) M a curvatura gaus-
siana positiva e i cui punti siano tutti ombelicali e` contenuta in una sfera.
Teorema 4.56. SiaM una superficie regolare (connessa) compatta. Allora,
esiste almeno un punto in cui la curvatura gaussiana e` positiva.
Dimostrazione. Consideriamo la funzione
f : M → R, p 7→ f(p) = ||p||2 = p · p.
Poiche` f e` continua edM e` compatta, allora esiste un punto p0 in cui f assume
il massimo:
||p||2 ≤ ||p0||2 ∀p ∈M.
In particolare, la superficie M e` contenuta nella palla di centro l’origine e
raggio r = ||p0||. Proviamo che la curvatura gaussiana di M e` positiva nel
punto p0. Sia V0 ∈ Tp0M un vettore tangente con ||V0|| = 1, e sia γ(t),
|t| < ε, una curva differenziabile con γ(0) = p0 e γ˙(0) = V0. La funzione
reale φ(t) = f(γ(t)) = γ(t) · γ(t), |t| < ε, ha un massimo per t = 0, dunque
φ′(0) = 0. D’altronde,
φ′(t) = 2γ˙(t) · γ(t) =⇒ 2γ˙(0) · γ(0) = φ′(0) = 0,
per cui V0 · p0 = 0. Per l’arbitrarieta` di V0 possiamo affermare che
~p0⊥Tp0M ,
ossia il vettore definito da p0 e` ortogonale al piano tangente Tp0M . Sia ora N
un campo vettoriale unitario definito in un intorno di p0. Il risultato precedente
ci dice che N(p0) = ±(1/r)p0, e quindi scegliamo N tale che
N(p0) = +(1/r)p0.
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Applicando l’operatore forma a V0 si ha
Sp0V0 = −N ′(0), dove N(t) = N(γ(t)).
Da γ˙(t) · N(t) = 0 segue che γ¨(t) · N(t) + γ˙(t) · N ′(t) = 0, e quindi per t = 0
abbiamo
(Sp0V0) · V0 = −N ′(0) · γ˙(0) = γ¨(0) ·N(0) = (1/r)
(
γ¨(0) · p0
)
.(4.18)
D’altronde, t = 0 e` di massimo per la funzione φ(t), per cui φ′′(0) ≤ 0. Siccome,
φ′′(t) =
(
φ′(t)
)′
= 2
(
γ˙(t) · γ(t))′ = 2(γ¨(t) · γ(t) + γ˙(t) · γ˙(t)),
allora
0 ≥ φ′′(0) = 2(γ¨(0) · γ(0) + γ˙(0) · γ˙(0)) = 2(γ¨(0) · p0 + V0 · V0),
e quindi
γ¨(0) · p0 + 1 ≤ 0 .(4.19)
Usando la (4.18) e la (4.19), la curvatura normale di M in p0 e nella direzione
di V0 e` data da
kn(V0) = (Sp0V0) · V0 =
1
r
(
γ¨(0) · p0
) ≤ −1
r
< 0 .
In particolare, le curvature principali in p0 soddisfano −k1(p0) ≥ (1/r) > 0 e
−k2(p0) ≥ (1/r) > 0, pertanto la curvatura gaussiana
K(p0) = k1(p0)k2(p0) ≥ (1/r2) > 0.

Come conseguenza, otteniamo
Corollario 4.57. In R3 non esistono superfici regolari compatte con cur-
vatura gaussiana K ≤ 0. In particolare, in R3 non esistono superfici regolari
compatte minimali.
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4.9. La pseudo-sfera di Beltrami
Il piano euclideo (K=0) e la sfera canonica S2(R) (K = 1
R2
) sono modelli
di superfici regolari di R3 a curvatura gaussiana costante non negativa. La
pseudo-sfera di Beltrami e` un modello di superficie regolare a curvatura gaus-
siana costante negativa (che non e` possibile visulizzare in modo completo in
R
3).
Figura 5. La pseudo-sfera di Beltrami.
Nel seguito diamo una descrizione di tale superficie (cf. M. Villa [23]). La
pseudo-sfera di Beltrami e` la superficie generata dalla rotazione di una trattrice
intorno al proprio asintoto. La trattrice dal punto di vista meccanico e` la curva
descritta in un piano orizzontale da un punto pesante attaccato all’estremo di
un filo teso, di cui l’altro estremo percorre una retta appartenente a quel piano
(cio` giustifica il nome della curva). La curva e` anche detta curva del cane
pensando ad un uomo che, percorrendo una retta, tira per il guinzaglio un
cane restio a seguirlo.
Figura 6. La trattrice.
Nel piano euclideo la trattrice e` una curva per cui, se P e` un punto di essa e
T e` il punto in cui la tangente in P interseca una retta fissa a, il segmento PT
ha lunghezza costante (= R) al variare di P sulla curva. La retta a e` l’asintoto
della trattrice. Supponendo che la retta a sia l’asse x, allora la trattrice γ ha
equazione del tipo y = y(x). Fissato P0(x0, y0) ∈ γ e detto T il punto in cui la
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tangente in P0 incontra l’asse x, la retta [P0, T ] e` la tangente in P0 a γ, quindi
ha equazione
y − y0 = y′(x0)(x− x0) con y′(x0) = dydx(x0).
Siccome T ha coordinate x1 = x0 − 1y′(x0)y0 = x0 − dxdy (y0)y0 e y1 = 0, si ha
P0T = cost = R⇔ R2 = (x1 − x0)2 + (y1 − y0)2 =
(
dx
dy
(y0)
)2
y20 + y
2
0.
Considerato P (x, y) generico punto di γ, si ha :
R2 =
(
dx
dy
)2
y2 + y2, cioe`
R2 − y2
y2
=
(
dx
dy
)2
, y > 0.
Pertanto,
x′ =
dx
dy
=
1
y
√
R2 − y2 (eq. differenziale della curva),
e quindi
x =
∫ √
R2 − y2
y
dy.
Indicato con u l’angolo formato dalla tangente PT con l’asse x, si ha
y = Rsen u, x = R
∫
cos 2u
sen u
du = R
(∫
du
sen u
−
∫
sen udu
)
.
Il punto A inizio della curva (pensando alla generazione meccanica) ha coor-
dinate (0, R), pertanto dovra` aversi x = 0 per u = π/2. Dunque, le equazioni
parametriche di γ sono :
(4.20) γ :
{
x = R ln tan u/2 +Rcos u,
y = Rsen u, u ∈]0, π[.
γ(u) e` una curva regolare tranne che per u = π/2. Eliminando u si ottiene
l’equazione cartesiana:
x = −
√
R2 − y2 +R ln R +
√
R2 − y2
y
.
Per u ∈]0, π/2[ si ottiene la curva in Figura 6, per u ∈]π/2, π[ si ottiene una
curva simmetrica rispetto all’asse y. Infatti, cambiando nella (4.20) u con
π−u, la x cambia di segno mentre la y resta inalterata. Quindi, γ e` simmetrica
rispetto all’asse y. Il punto A e` una cuspide per la curva e l’asse y e` la relativa
tangente cuspidale. La pseudo-sfera si ottiene ruotando γ intorno all’asse x,
pertanto e` parametrizzata da
ϕ(u, v) =
(
R(ln tan u/2 + cosu), Rsen u cos v,Rsen u sen v
)
,
dove u ∈]0, pi
2
[, v ∈]0, 2π[. I vettori tangenti coordinati sono
ϕu = Rcos u(
cos u
sen u
, cos v, sen v), ϕv = R (0,−sen u sen v, sen u cos v),
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e quindi la prima forma fondamentale e` definita dai coefficienti
E = ϕu · ϕu = R2 cos
2u
sen 2u
, F = ϕu · ϕv = 0, G = ϕv · ϕv = R2sen 2u.
Inoltre,
N =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖ = (sen u,−cos u cos v,−cos u sen v)
e quindi i coefficienti della seconda forma fondamentale sono dati da
l = ϕuu ·N = −R2 cos u
sen u
, m = ϕuv ·N = 0, n = ϕvv ·N = R2sen u cos u.
Pertanto, la curvatura gaussiana della pseudo-sfera e` una costante negativa:
K =
ln−m2
EG− F 2 =
ln
EG
= − 1
R2
.(4.21)
Si puo` verificare che la geometria sulla pseudo-sfera di Beltrami, assumendo
come rette le geodetiche di tale superficie, coincide (limitatamente a regioni
opportune) con la geometria piana iperbolica. Hilbert dimostro` che non esiste
una superficie dello spazio euclideo a curvatura costante negativa in cui valga
in tutta la sua estensione la geometria iperbolica. Piu` precisamente, nello
spazio euclideo R3 non esiste una superficie regolare completa (nel senso della
Definizione 5.85) di curvatura gaussiana costante negativa.
Osservazione 4.58. La pseudo-sfera di Beltrami e` una superficie di rota-
zione ottenuta ruotando la trattrice γ(u), definita dall’equazione (4.20), intor-
no all’asse x. Tale curva γ(u) non e` parametrizzata a velocita` unitaria. Ora,
consideriamo una curva semplice regolare γ(u) : x = f(u) > 0, y = 0, z = g(u),
u ∈]a, b[, parametrizzata con l’ascissa curvilinea, quindi con (f ′)2 + (g′)2 =
1. La superficie di rotazione ottenuta ruotando γ(u) intorno all’asse z e`
parametrizzata da (cf. Esempio 3.64)
ϕ(u, v) = (f(u)cos v, f(u)sen v, g(u)).
Inoltre, la curvatura gaussiana di M e` data dall’equazione (cf. Esempio 4.24)
K(u, v) = −f
′′(u)
f(u)
.(4.22)
Assumendo che la curvatura gaussiana K = cost. = −1, la soluzione generale
dell’equazione (4.22) e`
f(u) = aeu + be−u, con a, b costanti.
Al fine di esprimere g(u) con funzioni elementari, assumiamo a = 1 e b = 0.
Allora
f(u) = eu e g(u) =
∫ √
1− e2udu con u ≤ 0.
Risolvendo l’integrale (tralasciando la costante arbitraria) si trova che la curva
γ parametrizzata a velocita` unitaria e` la trattrice con equazioni parametriche
γ(u) =
(
eu, 0,
√
1− e2u − cosh−1(e−u)),
e con equazioni cartesiane
y = 0, z =
√
1− x2 − cosh−1(1/x), 0 < x ≤ 1 .
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Quindi, la pseudo-sfera di Beltrami e` parametrizzata con
ϕ(u, v) =
(
eucos v, eusen v,
√
1− e2u − cosh−1(e−u)), u < 0 e v ∈]0, 2π[.
Con questa parametrizzazione i coefficienti della prima forma fondamentale
sono (cf. Esempio 3.64) E = 1, F = 0 e G = f 2(u) = e2u. Adesso consideriamo
il cambiamento di parametri
u¯ = v, v¯ = e−u, e quindi u = − ln v¯, v = u¯.
Rispetto alla parametrizzazione definita dai nuovi parametri (u¯, v¯), i coeffi-
cienti della prima forma fondamentale sono dati dalla (3.20), ovveroE¯ F¯
F¯ G¯
 = JTc
1 0
0 f 2(u)
 Jc,
dove Jc =
0 −1/v¯
1 0
. Pertanto si ottiene E¯ = F¯ = 1/v¯2 e F¯ = 0. Questa
presentazione locale della prima forma fondamentale della pseudo-sfera di Bel-
trami si presta ad essere estesa al caso del modello (iperbolico) del semipiano
di Poincare´ R2+ = {(x, y) ∈ R2 : y > 0} (cf. Sezione 6.2).
Esercizio 4.59. Risolvere l’equazione (4.22) nel caso K =cost= 0 e nel
caso K =cost> 0, esplicitando i tipi di superfici che si ottengono.
CAPITOLO 5
Geometria intrinseca delle superfici
In questo capitolo studiamo principalmente, di una superficie regolare, pro-
prieta` e concetti di natura intrinseca, ossia che dipendono soltanto dalla prima
forma fondamentale e quindi sono invarianti per isometrie. Ad esempio, sono
di natura intrinseca: la distanza (intrinseca), la derivata covariante (di Levi-
Civita), il concetto di curva geodetica e quello di curvatura gaussiana (“Teore-
ma egregium”di Gauss). Proprieta` che dipendono dall’operatore forma, ovvero
dalla seconda forma fondamentale, e quindi dalla loro “forma”in R3, si dicono
proprieta` estrinseche. Superfici congruenti, ossia superfici che hanno “stessa
forma”in R3, sono superfici isometriche che hanno “stesso”operatore forma.
5.1. Distanza intrinseca
Uno dei concetti piu` importanti nell’ambito della geometria intrinseca di
una superficie e` quello di distanza che adesso introduciamo.
Sia M una superficie regolare (connessa) di R3. Se p e q sono due punti di
M , possiamo considerare la distanza euclidea
d0(p, q) = ‖q − p‖,
ed e` ben noto che la curva che realizza tale distanza e il segmento che congiunge
p e q, segmento che in generale non si trova sulla superficie. Vogliamo definire
una distanza intrinseca tra p e q, ovvero una distanza che si basi solo su misure
fatte sulla superficie M .
Se γ : [a, b]→M e` una curva differenziabile diM con sostegno γ([a, b]) che
non si puo` ricoprire con una sola parametrizzazione (D,ϕ), allora γ([a, b]) (in
quanto compatto) lo si puo` ricoprire con un numero finito di domini ϕi(Di) e
L(γ) :=
∑r
i=1 L(γi) ≥ 0,
dove ogni arco γi ha sostegno contenuto in ϕi(Di). Se γ e` una curva differen-
ziabile a tratti, L(γ) e` definita come somma finita delle lunghezze degli archi
differenziabili. Ora, sia C(p, q) l’insieme di tutte le curve differenziabili a tratti
che congiungono p e q. Si puo` provare (usando il fatto che M e` connessa) che
C(p, q) e` non vuoto. Possiamo quindi definire la funzione
d : M ×M → R+, (p, q) 7→ d(p, q) = inf
γ∈C(p,q)
L(γ) ≥ 0.
Proposizione 5.1. La funzione d definisce una distanza su M (detta di-
stanza intrinseca), ovvero per ogni p, q, x ∈ M sono verificate le seguenti
proprieta`:
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(1) d(p, q) = d(q, p),
(2) d(p, q) ≤ d(p, x) + d(x, q),
(3) d(p, q) ≥ 0, d(p, q) = 0 ⇔ p = q .
Dimostrazione. (1) Basta osservare che se γ : [0, 1]→M congiunge p a
q, allora γ−1(t) := γ(1− t) congiunge q a p e L(γ) = L(γ−1).
(2) Dalle definizioni di d(p, x) e d(x, q) segue che per ogni ε > 0 esiste
γ1 ∈ C(p, x) ed esiste γ2 ∈ C(x, q) tali che
L(γ1) < d(p, x) + ε/2, L(γ2) < d(x, q) + ε/2.
Allora,
γ = γ1 ∪ γ2 ∈ C(p, q), L(γ) = L(γ1) + L(γ2) < d(p, x) + d(x, q) + ε,
e quindi
d(p, q) = inf
σ∈C(p,q)
L(σ) ≤ L(γ) < d(p, x) + d(x, q) + ε
per ogni ε > 0. Pertanto, d(p, q) ≤ d(p, x) + d(x, q).
(3) L’implicazione p = q ⇒ d(p, q) = 0 e` banale. Proviamo che
d(p, q) = 0⇒ p = q, cioe` p 6= q ⇒ d(p, q) > 0.
Supponiamo p 6= q. Sia (D,ϕ) una parametrizzazione locale con ϕ(x0) = p,
x0 = (u0, v0), e q /∈ ϕ(D). Sia r > 0 tale che il disco chiuso B¯(x0, r) ⊂ D.
Consideriamo ora una curva γ : [0, 1] → M, γ ∈ C(p, q). Poiche´ q = γ(1) /∈
ϕ(B¯(x0, r)), la componente connessa di 0 in γ
−1(ϕ(B¯(x0, r)) e` del tipo [0, δ]
con δ < 1. Allora, posto γ˜ = ϕ−1 ◦ γ|[0,δ], si ha
L(γ|[0,δ]) =
∫ δ
0
‖γ˙(t)‖dt =
∫ δ
0
‖ ˙˜γ(t)‖dt = L(γ˜) ≥ r
in quanto γ˜(δ) ∈ ∂B¯(x0, r) = S1(x0, r). Pertanto,
L(γ) ≥ L(γ|[0,δ]) ≥ r per ogni γ ∈ C(p, q),
e quindi
d(p, q) = inf L(γ) ≥ r > 0.

Esempio 5.2. La distanza euclidea
Se la superficie M e` il piano euclideo R2, la corrispondente funzione d e` la
distanza euclidea d0. Basta osservare che il segmento γ0(t) = (1− t)p+ tq, t ∈
[0, 1], ha L(γ0) = ‖q − p‖ e, per ogni γ ∈ C(p, q), la disuguaglianza
‖γ˙(t)‖ ≥ γ˙(t) · ( q − p‖q − p‖)
implica
L(γ) ≥ ‖q − p‖ = L(γ0).
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Esempio 5.3. La distanza sulla sfera
Sia S2 la sfera canonica di centro C0 e raggio r. Proviamo che per ogni
p, q ∈ S2, p 6= q, esiste una curva differenziabile minimale γ che li congiunge
(ed e` unica se q 6= −p ). Piu` precisamente,
d(p, q) = L(γ) = r ϑ(p, q),
dove γ e` l’arco piu` corto della circonferenza di raggio massimo che congiunge
p e q, e ϑ(p, q) e` l’angolo convesso individuato da p e q (pensati come vettori).
Siano p e q due punti di S2, p 6= q, e sia Γ la circonferenza di raggio
massimo per p e q. Denotiamo con π il piano che contiene Γ. Consideriamo
un sistema di coordinate cartesiane con origine in C0 e piano coordinato πyz =
π. Sia
(
D,ϕ, (u, v)
)
il corrispondente sistema di coordinate geografiche, u
colatitudine e v longitudine (cf. Esercizio 3.12). Allora, siccome p e q hanno
stessa longitudine, possiamo assumere p = ϕ(u0, v0) e q = ϕ(u1, v1 = v0) con
u1 ≥ u0, u0, u1 ∈ [0, π]. Se γ0(t), t ∈ [0, 1], e` l’arco (piu` corto) di Γ che
congiunge p a q: γ0(0) = p e γ0(1) = q, si ha che
L(γ0) = r ϑ(p, q) = r (u1 − u0).
Ora, sia γ(t) una generica curva di S2 che, per semplicita` di notazione, assu-
miamo differenziabile, che congiunge p a q. Quindi,
γ(t) = ϕ(u(t), v(t)) =
(
r sen u(t)cos v(t), r sen u(t)sen v(t), r cos u(t)
)
=
(
x(t), y(t), z(t)
)
con u(0) = u0, u(1) = u1 e v(0) = v(1) = v0. Rispetto alla parametrizzazione
definita dalle coordinate geografiche, ϕu =
(
r cosu cos v, r cos u sen v,−r sen u)
e ϕv =
(−r sen u sen v, r sen u cos v, 0), per cui i coefficienti della prima forma
fondamentale sono
E = r2, F = 0, G = r2 sen 2u.
Allora
‖γ˙(t)‖2 = r2 u′(t)2 + r2 (v′(t))2sen 2u(t)
e quindi (se γ fosse differenziabile a tratti dovremmo considerare una somma
finita di integrali)
L(γ) =
∫ 1
0
‖γ˙(t)‖dt = r
∫ 1
0
√
u′(t)2 + (v′(t))2sen 2u(t)dt
≥ r
∫ 1
0
|u′(t)|dt = r(u1 − u0) = L(γ0).
Di conseguenza,
d(p, q) = inf
γ∈C(p,q)
L(γ) = L(γ0) = r (u1 − u0).
Osservazione 5.4. Si noti che nei due esempi precedenti, per ogni p, q ∈M
esiste sempre una curva differenziabile γ ∈ C(p, q) tale che L(γ) = d(p, q). Cio`
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non vale sempre, ad esempio se consideriamo la superficie M = R2 \ {0} e i
punti p = (−1, 0), q = (1, 0), si ha:
d(p, q) = 2 ma non esiste γ ∈ C(p, q) tale che L(γ) = 2.
In ogni caso, se M e` una arbitraria superficie regolare (connessa) si ha
d(p, q) ≥ d0(p, q) per ogni p, q ∈M ,
dove d0 e` la distanza euclidea.
5.2. Superfici isometriche
In questa sezione studieremo il concetto di superfici isometriche. Tale con-
cetto, come vedremo, e` di natura intrinseca, ovvero dipende solo dalla prima
forma fondamentale. In particolare, come una conseguenza del Teorema egre-
gium di Gauss, si ottiene che la curvatura gaussiana e` invariante per isometrie
(locali) e quindi e` un invariante intrinseco della superficie.
Definizione 5.5. SianoM1,M2 due superfici regolari di R
3. Diremo che un
diffeomorfismo f : M1 → M2 e` una isometria se il suo differenziale conserva
la prima forma fondamentale, ovvero
f∗pvp · f∗pwp = vp · wp ∀ p ∈M1 e ∀ vp, wp ∈ TpM1.(5.1)
Diremo che f : M1 → M2 e` una isometria locale se per ogni p ∈ M1 esistono
U1 intorno aperto di p in M1 e U2 intorno aperto di f(p) in M2 tali che
f : U1 → U2 sia una isometria.
Diremo che due superfici M1,M2 sono isometriche se esiste una isometria
f : M1 → M2. Diremo che M1,M2 sono localmente isometriche se per ogni
p ∈ M1 esistono U1 intorno aperto di p in M1 e U2 intorno aperto di f(p) in
M2 tali che f : U1 → U2 sia una isometria. Una proprieta` geometria (o una
quantita` geometrica, o un oggetto geometrico) di una superficie regolare M
diremo che e` un invariante intrinseco della stessa superficie se e` invariante
per isometrie.
Osservazione 5.6. Se il differenziale di un’applicazione differenziabile f :
M1 →M2 conserva la prima forma fondamentale in un fissato punto p, allora il
differenziale f∗p e` un isomorfismo e quindi f e` un diffeomorfismo locale definito
su un intorno di p.
L’aspetto fondamentale delle superfici (localmente) isometriche e che so-
no caratterizzate dal fatto di avere la “stessa”prima forma fondamentale. In
termini piu` precisi abbiamo la seguente proposizione.
Proposizione 5.7. Siano M1,M2 due superfici regolari di R
3. Allora,
M1,M2 sono localmente isometriche se e solo se per ogni fissato p1 ∈ M1
esistono una parametrizzazione locale (D,ϕ) di M1, p1 ∈ ϕ(D), e una para-
metrizzazione locale (D, ϕ¯) di M2 tali che
E(u, v) = E¯(u, v), F (u, v) = F¯ (u, v) e G(u, v) = G¯(u, v) ∀(u, v) ∈ D.
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Dimostrazione. Siano M1,M2 localmente isometriche. Per definizione
esistono un intorno U1 di p1 in M1, un aperto U2 in M2 e un’isometria f :
U1 ⊂ M1 → U2 ⊂ M2. Allora, presa una parametrizzazione locale (D,ϕ)
di M1 con p1 ∈ ϕ(D) ⊂ U1, l’applicazione ϕ¯ = f ◦ ϕ : D → M2 definisce
una parametrizzazione locale di M2. Rispetto a queste parametrizzazioni, se
p = ϕ(u, v), si ha f(p) = f(ϕ(u, v)) = ϕ¯(u, v). Inoltre, si ottiene
E¯(u, v) = ϕ¯u · ϕ¯u = f∗ϕu · f∗ϕu = ϕu · ϕu = E(u, v),
e analogamente per gli altri coefficienti della prima forma fondamentale.
Viceversa, fissato p1 ∈M1, consideriamo (D,ϕ) e (D, ϕ¯) parametrizzazioni
come nell’enunciato. Allora f = ϕ¯ ◦ ϕ−1 : U1 = ϕ(D) → U2 = ϕ¯(D) e` chia-
ramente un diffeomorfismo. Inoltre, tale f e` una isometria. Infatti, tenendo
presente la definizione di differenziale, si ha
f∗ϕu · f∗ϕu = (f ◦ ϕ)u · (f ◦ ϕ)u = ϕ¯u ◦ ϕ¯u = E¯(u, v) = E(u, v) = ϕu ◦ ϕu;
analogamente
f∗ϕu · f∗ϕv = ϕu ◦ ϕv e f∗ϕv · f∗ϕv = ϕv ◦ ϕv.
Pertanto, M1,M2 sono localmente isometriche. 
Una caratterizzazione delle isometrie e` la seguente
Proposizione 5.8. Sia f : M1 → M2 un diffeomorfismo (risp. diffeomor-
fismo locale) tra superfici. Allora, f e` una isometria (risp. isometria locale)
se e solo se f conserva la lunghezza di curve, ovvero L(γ) = L(f(γ)) per ogni
curva differenziabile di M1.
Dimostrazione. Sia f : M1 → M2 una isometria locale. Se γ1(t) e` una
curva differenziabile di M1, allora la curva γ2(t) = f(γ(t)) ha velocita` scalare
‖γ˙2(t)‖ = ‖f∗(γ˙1(t))‖ = ‖γ˙1(t)‖, e quindi L(γ1) = L(f(γ1)).
Viceversa, assumiamo che L(γ) = L(f(γ)) per ogni curva differenziabile di
M1. Consideriamo un punto p ∈ M1 e un vettore tangente vp ∈ TpM1. Sia
γ1(t), |t| < ε, una curva differenziabile di M1 con γ1(0) = p, γ˙1(0) = vp. La
curva γ2(t) = f(γ(t)) ha velocita` scalare
‖γ˙2(t)‖ = ‖f∗(γ˙1(t))‖.
Fissato t0 ∈]− ε, ε[, poniamo
Lγ1(t) =
∫ t
t0
‖γ˙1(t)‖dt e Lγ2(t) =
∫ t
t0
‖γ˙2(t)‖dt.
Poiche` f conserva la lunghezza di curve, si ha Lγ1(t) = Lγ2(t) e quindi(∫ t
t0
‖γ˙1(t)‖dt
)′
=
(∫ t
t0
‖γ˙2(t)‖dt
)′
,
da cui segue
‖γ˙1(t)‖ = ‖γ˙2(t)‖.
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In particolare, per t = 0 si ha
‖vp‖ = ‖γ˙1(0)‖ = ‖γ˙2(0)‖ = ‖f∗p(γ˙1(0))‖ = ‖f∗p(vp)‖,
e quindi f e` una isometria. 
Corollario 5.9. La distanza definita su una superficie (cf. Sezione 5.1) e`
un invariante intrinseco della stessa superficie. In altre parole, se f : M1 →M2
e` una isometria tra superfici regolari, allora
d1(p, q) = d2(f(p), f(q)) per ogni p, q ∈M1.
Osservazione 5.10. Si noti che del Corollario 5.9 vale anche il viceversa.
Piu` precisamente, si puo` dimostrare che se f : M1 → M2 e` un’applicazio-
ne suriettiva tra superfici regolari che conserva le distanze, allora f e` una
isometria.
Esercizio 5.11. Si verifiche che l’insieme Iso(M) di tutte le isometrie di una
superficie regolare M e` un gruppo rispetto alla usuale composizione. Iso(M)
e` detto gruppo delle isometrie di M .
La seguente proposizione ci dice come si possono costruire isometrie di una
superficie.
Proposizione 5.12. Se F e` un’isometria dello spazio euclideo R3 e M1,M2
sono due superfici regolari di R3 con F (M1) =M2, allora f = F|M1 : M1 →M2
e` un’isometria tra superfici e f∗p = F∗p|TpM1.
Dimostrazione. Se F e` un isometria di R3, allora F e` bigettiva, F, F−1
sono differenziabili e F∗p conserva il prodotto scalare. Ne segue che anche
f = F|M1 : M1 → M2 e` bigettiva e che f, f−1 sono differenziabili. Inoltre,
prendendo p ∈M1 e vp ∈ TpM1, e quindi una curva differenziabile γ(t) di M1
con γ(0) = p e vp = γ˙(0), si ha
f∗pvp = f∗p γ˙(0) = ˙(f ◦ γ)(0) = ˙(F ◦ γ)(0) = F∗pvp.
Cio` implica che f∗p = F∗p|TpM1 e che f∗p conserva il prodotto scalare. Pertanto,
f e` un’isometria tra superfici. 
Il seguente teorema determina le isometrie della sfera canonica S2 (di centro
l’origine e raggio 1).
Teorema 5.13. Le isometrie della sfera canonica S2 sono tutte e sole le
restrizioni a S2 delle trasformazioni ortogonali di R3. Quindi, il gruppo delle
isometrie Iso(S2) si puo` identificare con O(3) gruppo delle matrici ortogonali
di ordine 3.
Dimostrazione. Le trasformazioni ortogonali sono isometrie di R3 e quin-
di, applicando la proposizione precedente, per provare che la restrizione a
S
2 di una trasformazione ortogonale F e` una isometria, basta verificare che
F (S2) = S2. Se p ∈ S2, allora ‖p‖2 = 1 implica ‖F (p)‖2 = ‖p‖2 = 1 e quindi
F (p) ∈ S2, cioe` F (S2) ⊆ S2. Essendo F ortogonale, anche F−1 lo e`, per cui
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F−1(S2) ⊆ S2. Applicando F si ottiene S2 = F(F−1(S2)) ⊆ F (S2) e quindi
F (S2) = S2.
Viceversa, sia ora f un’isometria della sfera S2. Proviamo che f e` la re-
strizione ad S2 di una trasformazione ortogonale F di R3. Ricordiamo che la
distanza su S2 e` definita in questo modo (cf. Esempio 5.3):
d(x, y) = ϑ ˆ(x, y) ∀x, y ∈ S2,
dove ϑ e` l’ angolo convesso tra x e y. Allora, poiche´ f e` un’isometria di S2,
applicando il Corollario 5.9, si ha
ϑ ˆ(x, y) = ϑ ˆ(f(x), f(y))
e quindi
x · y = f(x) · f(y) ∀x, y ∈ S2,(5.2)
cioe` f conserva il prodotto scalare di vettori unitari di R3. Adesso consideriamo
l’applicazione
F : R3 → R3, x 7→ F (x) :=
{
0 se x = 0,
‖x‖f( x‖x‖) se x 6= 0.
Allora, F|S2 = f . Inoltre, F conserva il prodotto scalare di R3. Infatti, usando
la (5.2), per x, y ∈ R3, x, y 6= 0, si ha
F (x) · F (y) = ‖x‖ ‖y‖ f
(
x
‖x‖
)
· f
(
y
‖y‖
)
= x · y.
Poiche´ F conserva il prodotto scalare, e` facile vedere che e` anche lineare e
quindi una trasformazione ortogonale. 
Omogeneita`
Una superficie regolare M di R3 si dice omogenea se per ogni p, q ∈ M
esiste una isometria di M tale che f(p) = q.
• Il piano euclideo (R2, g0) e` banalmente omogeneo. Per ogni p1, p2 ∈ R2,
la traslazione definita da F (p) = p + v, v = p2 − p1, soddisfa la proprieta`
F (p1) = p2.
• Omogeneita` della sfera. Verifichiamo che la sfera canonica S2 e` omo-
genea. Siano p1, p2 ∈ S2 con p1 6= p2, altrimenti come isometria si considera l’i-
dentita`. Sia E2 il piano per l’origine (che e` il centro della sfera) e per i punti p1 e
p2. Indichiamo con R la rotazione nel piano E
2 che porta p1 in p2. Se {e1, e2} e`
una base ortonormale di E2 e {e1, e2, e3} e` una base ortonormale di R3, allora la
trasformazione T di R3 definita da T (e1) = R(e1), T (e2) = R(e2), T (e3) = e3 e`
una trasformazione ortogonale e quindi un’isometria di S2 (cf. Teorema 5.13).
Tale isometria soddisfa T (p1) = R(p1) = p2.
Esempio 5.14. L’applicazione
f : R2 →M = S1 × R (cilindro x2 + y2 = 1),
(u, v) 7→ (eiu, v) = (cos u, sen u, v),
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e` un esempio di isometria locale. Infatti, consideriamo su R2 la parametrizza-
zione locale
ϕ : D =]0, 2π[×R→ R2, (u, v) 7→ (u, v, 0) ≡ (u, v)
e su M la parametrizzazione locale
ϕ¯ : D¯ = D →M, ϕ¯ : (u¯, v¯) 7→ (cos u¯, sen u¯, v¯).
Rispetto a queste parametrizzazioni, risulta
f˜ = ϕ¯−1 ◦ f ◦ ϕ : (u, v) ϕ7→ (u, v) f7→ (cos u, sen u, v) ϕ¯−17→ (u¯, v¯) = (u, v)
cioe` f˜ = Id. Quindi lo jacobiano J(f)p = Id, da cui segue che f∗p conserva il
prodotto scalare. Inoltre, f localmente e` un diffeomorfismo, ma non e` bigettiva,
pertanto f e` un’isometria locale. Osserviamo che se consideriamo la superficie
M1 data dalla striscia di piano ]0, 2π[×R e la superficie M2 data dal cilindro
privato di una retta generatrice, ad esempio l’asse delle z, allora le due superfici
sono isometriche, tuttavia esse non sono congruenti (cf. Osservazione 5.32).
Esercizio 5.15. Sia data l’isometria locale (considerata nell’esempio prece-
dente) f : R2 →M = S1×R, (u, v) 7→ (eiu, v) = (cosu, sen u, v). Si considerino
nel piano R2(x, y) le rette r1 : x = u0, r2 : y = v0, r3 : y = bx. Riconoscere le
curve γi = f(ri), per i = 1, 2, 3, del cilindro M .
Osservazione 5.16. Sia f : M1 → M2 un’isometria (locale), e siano (D1,
ϕ1), (D2, ϕ2) parametrizzazioni locali di M1 e M2 in p e f(p) rispettivamente.
Siano AI e BI le matrici dei coefficienti della prima forma fondamentale di M1
e M2 rispetto alle parametrizzazioni considerate, e sia J(f) la matrice jaco-
biana associata a f rispetto alla stesse parametrizzazioni. Dalla definizione di
differenziale (cf. Section 3.6) segue che J(f) e` la matrice associata all’applica-
zione lineare f∗ rispetto alle basi coordinate, pertanto la condizione (5.1) che
definisce un’isometria (locale) e` equivalente alla condizione matriciale:
AI = (J(f))
T BI J(f) ,(5.3)
dove (J(f))T e` la trasposta di J(f).
Esempio 5.17. Consideriamo il cono rotondo M0 : z
2 − (x2 + y2) = 0,
z > 0. Piu` precisamente, M0 e` un semicono di vertice l’origine.
Figura 1. Semicono rotondo.
Osserviamo che l’intera superficie M0 e` descritta da
5.2 Superfici isometriche 185
ϕ(u, v) =
√
2
2
(vcosu, vsen u, v), con u ∈ [0, 2π[ e v > 0.
Si noti che π/4 e` l’angolo di semiapertura del cono considerato (cf. Figura 1).
Proviamo che M0 e` localmente isometrico al piano R
2, e a tal fine verifichiamo
che l’applicazione
f : M0 → R2 ⊂ R3, p = ϕ(u, v) 7→ f(p) =
(
vcos
√
2
2
u, vsen
√
2
2
u, 0
)
,
e` un’isometria locale. La coppia (D,ϕ), D = {(u, v) : u ∈]0, 2π[, v > 0}, de-
finisce una parametrizzazione locale di M0, e ϕ¯ : (x, y) 7→ (x, y, 0) e` una pa-
rametrizzazione globale per il piano. Rispetto alla parametrizzazione (D,ϕ),
abbiamo ϕu =
√
2
2
(−vsen u, vcos u, 0) e ϕv =
√
2
2
(cos u, sen u, 1), e quindi la
matrice dei coefficienti della prima forma fondamentale di M0 e`
AI =
(
v2/2 0
0 1
)
.
Naturalmente, la matrice dei coefficienti della prima forma fondamentale per
R
2 e`
BI =
(
1 0
0 1
)
.
D’altronde, rispetto alle fissate parametrizzazioni,
f ≡ ϕ¯−1 ◦ f ◦ ϕ : (u, v) 7→ (f1(u, v), f2(u, v)) = (vcos √2
2
u, vsen
√
2
2
u
)
,
e quindi la matrice jacobiana di f e` data da
J(f) =
∂f1∂u ∂f1∂v
∂f2
∂u
∂f2
∂v
 =
−√22 vsen √22 u cos √22 u√
2
2
vcos
√
2
2
u sen
√
2
2
u
 .
Infine, un facile calcolo mostra che(
J(f)
)t
BI J(f) =
(
J(f)
)t
J(f) =
(
v2/2 0
0 1
)
= AI .
Pertanto, per quanto detto nell’Osservazione 5.16, f e` un’isometria locale.
Esercizio 5.18. Ripetere lo svolgimento dell’Esempio 5.17 dove
M0 : z = k
√
x2 + y2, (x, y) 6= (0, 0), con k costante positiva.
Esempio 5.19. Sia Σ la superficie di rotazione ottenuta ruotando la curva
semplice regolare γ(v) : x = f(u) > 0, y = 0, z = g(u), u ∈]a, b[, intorno
all’asse z. Una rappresentazione parametrica locale di Σ e` data da
ϕ(u, v) = (f(u)cos v, f(u)sen v, g(u)), con u ∈]a, b[ e v ∈]0, 2π[.
Abbiamo visto (cf. Esempio 3.64) che i coefficienti della 1a forma fondamentale
sono dati da
E = ‖ϕu‖2 = ‖γ˙(u)‖2, G = ‖ϕv‖2 = f 2(u) > 0 e F = ϕu · ϕv = 0.
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In particolare, se come curva consideriamo la catenaria
γ(u) : x = a cosh u, y = 0, z = au, a =cost 6= 0, u ∈ R,
la corrispondente superficie di rotazione, detta catenoide, ha la seguente para-
metrizzazione regolare
ϕ(u, v) = (a cosh u cos v, a cosh u sen v, au), con u ∈ R e v ∈]0, 2π[.
Pertanto, rispetto a questa parametrizzazione, i coefficienti della prima forma
fondamentale sono dati da
E = a2(1 + sinh2 u) = a2 cosh2 u, F = 0 e G = a2 cosh2 u.
Facciamo vedere che la catenoide e` localmente isometrica all’elicoide.
Ricordiamo che una rappresentazione parametrica regolare dell’elicoide, deno-
tando con (u¯, v¯) i parametri, e` data da (cf. Esempio 3.65)
ϕ¯(u¯, v¯) = (u¯cos v¯, u¯sen v¯, av¯), (u¯, v¯) ∈ R×]0, 2π[.
Sull’elicoide consideriamo il seguente cambiamento di parametri:
v¯ = v, u¯ = a sinh u, (u, v) ∈ R×]0, 2π[.
Tale cambio di parametri e` ammissibile in quanto la corrispondenza e` biuni-
voca, e la matrice jacobiana (
a cosh u 0
0 1
)
ha rango 2 per ogni (u, v). Rispetto a nuovi parametri (u, v), l’elicoide e`
parametrizzato da
ψ(u, v) = (a sinh u cos v, a sinh u sen v, av), (u, v) ∈ R×]0, 2π[,
e i coefficienti della prima forma fondamentale sono dati da
E = a2 cosh2 u, F = 0 e G = a2 cosh2 u.
Dalla Proposizione 5.7, segue che la catenoide e l’elicoide sono superfici local-
mente isometriche.
Esercizio 5.20. Si consideri l’elicoide M : ϕ(u, v) = (ucos v, usen v, v). Si
verifichi che le seguenti trasformazioni definiscono isometrie di M .
• R1 : R3 → R3, (x, y, z) 7→ (x, 0, 0) − (0, y, z), (simmetria ortogonale
rispetto all’asse x);
• R2 : R3 → R3, (x, y, z) 7→ (0, y, 0) − (x, 0, z); (simmetria ortogonale
rispetto all’asse y);
• Ta : ϕ(u, v) 7→ ϕ(u, v + a), dove a ∈ R.
Osservazione 5.21. Sia M una superficie regolare di R3. Consideriamo
una dilatazione (detta anche omotetia)
f : R3 → R3, (x, y, z) 7→ (ax, ay, az), a ∈ R, a 6= 0.
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Se A e` una quantita` relativa alla superficie M , con A¯ denotiamo la corrispon-
dente quantita` della superficie M¯ = f(M). Allora, i coefficienti della prima e
della seconda forma fondamentale di M¯ sono dati da
(E¯, F¯ , G¯) = a2(E,F,G) e (l,m, n) = a(l,m, n).
Quindi, per la curvatura gaussiana e la curvatura media di M¯ si ha
K¯ = a−2K e H¯ = a−1H.
In particolare, superfici a curvatura gaussiana costante si possono sempre
ricondurre ai casi di
K = 1, 0,−1.
Per la verifica di quanto enunciato si puo` procedere nel seguente modo.
Primo passo: osservare che
ϕ¯u = aϕu, ϕ¯v = aϕv, N¯f(p) = Np (come parti vettoriali).
Secondo passo: calcolare E¯, F¯ , G¯ applicando la definizione, calcolare l¯, m¯, n¯
applicando la (b) del Teorema 4.7, e infine calcolare K¯, H¯ applicando la (4.6)
e la (4.7).
Adesso proviamo il famoso
Teorema 5.22. (Teorema egregium di Gauss) La curvatura gaussiana
di una superficie regolare M di R3 e` invariante per isometrie (locali), ovvero
dipende solo dalla prima forma fondamentale, quindi e` un invariante intrinseco
della superficie.
Dimostrazione. Sia M una superficie regolare. Consideriamo una pa-
rametrizzazione locale (D,ϕ, (u, v)) e sia N = (ϕu ∧ ϕv)/‖ϕu ∧ ϕv‖ = (ϕu ∧
ϕv)/
√
EG− F 2. Ricordiamo che vale la (4.15) la quale si puo` anche scrivere
nella forma
Nu ∧Nv = K(u, v)(ϕu ∧ ϕv).
Moltiplicando scalarmente tale formula per ϕu ∧ ϕv, abbiamo
K‖ϕu ∧ ϕv‖2 = (Nu ∧Nv) · (ϕu ∧ ϕv),
e tenendo presente l’identita`
(v1 ∧ v2) · (w1 ∧ w2) = (v1 · w1)(v2 · w2)− (v1 · w2)(v2 · w1),
si ha
K‖ϕu ∧ ϕv‖2 = (Nu · ϕu)(Nv · ϕv)− (Nu · ϕv)(Nv · ϕu).(5.4)
Poi dalla definizione di N segue che
Nu =
1√
EG− F 2
(
ϕuu ∧ ϕv + ϕu ∧ ϕvu
)
+
∂
∂u
( 1√
EG− F 2
)
ϕu ∧ ϕv,
Nv =
1√
EG− F 2
(
ϕuv ∧ ϕv + ϕu ∧ ϕvv
)
+
∂
∂v
( 1√
EG− F 2
)
ϕu ∧ ϕv,
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e quindi
Nu · ϕu = 1√
EG− F 2ϕuu ∧ ϕv · ϕu, Nu · ϕv =
1√
EG− F 2ϕu ∧ ϕvu · ϕv,
Nv · ϕu = 1√
EG− F 2ϕuv ∧ ϕv · ϕu, Nv · ϕv =
1√
EG− F 2ϕu ∧ ϕvv · ϕv.
Allora, la (5.4) diventa
K(EG− F 2)2 = (ϕuu ∧ ϕv · ϕu)(ϕu ∧ ϕvv · ϕv)− (ϕuv ∧ ϕv · ϕu)(ϕu ∧ ϕuv · ϕv)
= (ϕuu ∧ ϕu · ϕv)(ϕvv ∧ ϕu · ϕv)− (ϕuv ∧ ϕu · ϕv)(ϕuv ∧ ϕu · ϕv).
Usando l’espressione del prodotto misto in termini matriciali, si ha
K(EG− F 2)2 = det
(ϕuuϕu
ϕv
(ϕvv ϕu ϕv) )− det(
ϕuvϕu
ϕv
(ϕuv ϕu ϕv) ),
dove ϕuu, ϕvv, ϕuv, ϕuv, ϕv sono considerati come vettori riga oppure come vet-
tori colonna. Sviluppando si ottiene
K(EG− F 2)2 = det
ϕuu · ϕvv ϕuu · ϕu ϕuu · ϕvϕu · ϕvv ϕu · ϕu ϕu · ϕv
ϕv · ϕvv ϕv · ϕu ϕv · ϕv

− det
ϕuv · ϕuv ϕuv · ϕu ϕuv · ϕvϕu · ϕuv ϕu · ϕu ϕu · ϕv
ϕv · ϕuv ϕv · ϕu ϕv · ϕv
 ,
e quindi, tenendo conto che
ϕu · ϕvv = (Fv − (1/2)Gu) e ϕuu · ϕv = (Fu − (1/2)Ev),
si ha
K(EG− F 2)2 = (ϕuu · ϕvv)(EG− F 2)− (ϕu · ϕvv)(Gϕuu · ϕu − Fϕuu · ϕv)
+ (ϕv · ϕvv)(Fϕuu · ϕu − Eϕuu · ϕv)− (ϕuv · ϕuv)(EG− F 2)
+ (ϕu · ϕuv)(Gϕuv · ϕu − Fϕuv · ϕv)
− (ϕv · ϕuv)(Fϕuv · ϕu − Eϕuv · ϕv)
= (ϕuu · ϕvv − ϕuv · ϕuv)(EG− F 2)
− (Fv − (1/2)Gu)
[
(1/2)EuG− F
(
Fu − (1/2)Ev
)]
+ (1/2)Gv
[
(1/2)EuF − E
(
Fu − (1/2)Ev
)]
+ (1/4)Ev(EvG− FGu)− (1/4)Gu(FEv − EGu).
Osserviamo che tutti i termini, tranne il primo, dipendono esplicitamente solo
dalla prima forma fondamentale. Esaminiamo quindi il termine
(ϕuu · ϕvv − ϕuv · ϕuv).
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Derivando (1/2)Ev = ϕu · ϕuv rispetto a v, e Fv − (1/2)Gu = ϕu · ϕvv rispetto
a u, otteniamo
ϕuv · ϕuv + ϕu · ϕuvv = (1/2)Evv,
ϕuu · ϕvv + ϕu · ϕvvu = Fuv − (1/2)Guu,
e quindi
(ϕuu · ϕvv − ϕuv · ϕuv) = Fuv − (1/2)Guu − (1/2)Evv.
Pertanto la curvatura gaussiana dipende solo dalla prima forma fondamen-
tale e quindi, tenendo presente la Proposizione 5.7, la curvatura gaussiana e`
invariante per isometrie locali. 
Osservazione 5.23. Dalla dimostrazione del Teorema egregium di Gauss
segue che la curvatura gaussiana e` data dalla seguente formula:
K(EG− F 2)2 =
[
Fuv − (1/2)Guu − (1/2)Evv
]
(EG− F 2)
− (Fv − (1/2)Gu)
[
(1/2)EuG− F (Fu − (1/2)Ev)
]
(5.5)
+ (1/2)Gv
[
(1/2)EuF − E(Fu − (1/2)Ev)
]
+ (1/4)Ev(EvG− FGu)− (1/4)Gu(FEv − EGu).
In particolare, se F = 0 (la parametrizzazione considerata ha curve coordinate
ortogonali) la formula precedente diventa
K(EG)2 = −(1/2)EG(Evv +Guu)
+ (1/4)
[
GEuGu +GE
2
v + EEvGv + EG
2
u
]
,(5.6)
che si puo` anche scrivere nella forma piu` compatta
K(EG)2 = −(1/2)EG(Evv +Guu) + (1/4)Gu(EG)u + (1/4)Ev(EG)v.(5.7)
Pertanto, per F = 0 e E(u, v) = G(u, v) = f(u, v), ossia in coordinate
isoterme, la (5.7) diventa
K = − 1
2f
∆(log f),
ossia la (4.8).
Osservazione 5.24. Da notare che l’inverso del Teorema 5.22 non e` vero.
Infatti, esistono superfici regolari aventi stessa curvatura gaussiana ma che non
sono localmente isometriche. Ad esempio, le superfici M1, M2 parametrizzate
da ϕ1(u, v) = (ucos v, usen v, v) e ϕ2(u, v) = (ucos v, usen v, log u), con (u, v) ∈
D =]0,+∞[×]0, 2π[, hanno stessa curvatura gaussiana : K1(u, v) = K2(u, v)
ma non sono localmente isometriche (cf.[9] Esercizio 3, p.237). Tuttavia, super-
fici regolariM1,M2 che hanno curvatura gaussianaK1(u, v) = cost. = K2(u, v)
sono localmente isometriche (cf.[15] Teorema 4.30, p.155).
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Infine, possiamo dare una formula piu` compatta che esprime la curvatura
gaussiana in termini dei derivati di una opportuna base ortonormale.
Fissata una parametrizzazione locale (D,ϕ) di una superficie regolare M ,
applicando il metodo di ortonormalizzazione di Gram-Schimdt ai vettori della
base {ϕu, ϕv}, otteniamo per lo spazio tangente la base ortonormale:
X =
ϕu√
E
, Y =
Y˜
||Y˜ || =
√
E√
EG− F 2
(
ϕv − (F/E)ϕu
)
,
dove
Y˜ = ϕv − (ϕv · ϕu)
(ϕu · ϕu)ϕu = ϕv − (F/E)ϕu.
Pertanto, il campo normale
N =
ϕu ∧ ϕv
‖ϕu ∧ ϕv‖ = X ∧ Y.(5.8)
Quindi {X, Y,N} e` una terna (di campi vettoriali) ortonormale definita sull’a-
perto ϕ(D) di M .
Proposizione 5.25. Con le notazioni sopra introdotte, la curvatura gaus-
siana e` data da
K(u, v) =
(Xu · Yv)− (Xv · Yu)√
EG− F 2
Dimostrazione. Intanto osserviamo che i campi derivati Xu, Xv, Yu, Yv,
tenendo conto del fatto che X e Y sono dei versori, si esprimono con:
(5.9)

Xu = (Xu · Y )Y + (Xu ·N)N,
Xv = (Xv · Y )Y + (Xv ·N)N,
Yu = (Yu ·X)X + (Yu ·N)N,
Yv = (Yv ·X)X + (Yv ·N)N.
Abbiamo osservato che la (4.15) si puo` anche scrivere nella forma
Nu ∧Nv = K(u, v)(ϕu ∧ ϕv) = K(u, v)‖(ϕu ∧ ϕv)‖N.
e quindi
(Nu ∧Nv) ·N = K
√
EG− F 2.(5.10)
Inoltre, possiamo scrivere Nu ed Nv come segue:
Nu = 〈Nu, X〉X + 〈Nu, Y 〉Y, Nv = 〈Nv, X〉X + 〈Nv, Y 〉Y.
Quindi, applicando la (5.8),
(Nu ∧Nv) ·N = (Nu ∧Nv) · (X ∧ Y )
=
(
(Nu ·X)(Nv · Y )− (Nu · Y )(Nv ·X)
)
(X ∧ Y ) · (X ∧ Y )
= (Xu ·N)(N · Yv)− (Yu ·N)(N ·Xv).
D’altronde, usando la (5.9), otteniamo
Xu · Yv = (Xu ·N)(Yv ·N) e Yu ·Xv = (Yu ·N)(Xv ·N).
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Pertanto,
(Xu ·N)(Yv ·N)− (Yu ·N)(Xv ·N) = Xu · Yv − Yu ·Xv,
e quindi
(Nu ∧Nv) ·N = Xu · Yv − Yu ·Xv .
Questa formula e la (5.10) implicano il risultato enunciato. 
5.3. Superfici congruenti
La geometria di una superficie regolare di R3 puo` essere studiata da due
punti di vista, quello intrinseco (tema principale di questo capitolo) e quello
estrinseco che studia la “forma”della superficie in R3. In questa sezione, al
fine di meglio capire la natura della geometria intrinseca, studiamo alcuni
aspetti della geometria estrinseca. La proprieta` che due superfici abbiano
la stessa“forma”in R3 si esprime dicendo che esse sono congruenti, Quindi,
superfici congruenti differiscono solo per la loro posizione nello spazio.
Definizione 5.26. Due superfici regolari M, M¯ di R3 si dicono congruenti
se esiste un’isometria F di R3 tale che F (M) = M¯ .
Esempio 5.27. Le sfere
S
2(0, r) : x2 + y2 + z2 = r2 e S2(p0, r)(x− x0)2 + (y − y0)2 + (z − z0)2 = r2
sono congruenti (basta applicare una traslazione). Le superfici
M1 : z = xy e M2 : z = (x
2 + y2)/2
sono congruenti. La rotazione (di 45o intorno all’asse z) definita da F (E1) =
(
√
2/2)E1 + (
√
2/2)E2, F (E2) = −(
√
2/2)E1 + (
√
2/2)E2 e F (E3) = E3,
trasforma la superficie M1 nella superficie M2.
Proviamo che superfici congruenti sono in particolare isometriche, e inoltre
hanno “stesso”operatore forma.
Teorema 5.28. Siano M, M¯ superfici regolari congruenti e sia F : R3 →
R
3 un’isometria tale che F (M) = M¯ . Allora,
(1) f = F|M : M → M¯ e` un’isometria tra superfici;
(2) f conserva gli operatori forma nel senso che (scegliendo in modo opportuno
i campi normali) vale la seguente relazione
f∗p ◦ Sp = S¯f(p) ◦ f∗p per ogni p ∈M .
Dimostrazione. La proprieta` (1) e` stata provata nella Proposizione 5.12.
Proviamo la (2). Sia N un campo unitario differenziabile normale a M e
definito in un intorno U di p in M . Sia N¯ := F∗N , cioe` N¯F (q) = F∗qNq
per ogni q ∈ U . N¯ e` un campo vettoriale differenziabile definito su F (U) =
f(U) ⊂ M¯ intorno di f(p) in M¯ . Per q ∈ U , l’applicazione F∗q : TqR3 →
Tf(q)R
3 e` un isomorfismo e conserva il prodotto scalare. Anche l’applicazione
f∗q : TqM → Tf(q)M¯ e` un isomorfismo che conserva il prodotto scalare in
quanto f∗q = F∗q |TqM . Poi da Nq · vq = 0 per ogni vq ∈ TqM , applicando F∗q si
ha
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F∗qNq · F∗qvq = Nq · vq = 0 ∀ vq ∈ TqM ,
per cui
F∗qNq · wf(q) = 0 ∀wf(q) ∈ Tf(q)M¯ = F∗q(TqM).
Pertanto N¯ = F∗N e` normale a M¯ . Inoltre
‖N¯q¯‖ = ‖N¯f(q)‖ = ‖F∗qNq‖ = 1 ∀ q¯ ∈ F (U) = f(U), q¯ = f(q),
ovvero N¯ e` unitario. Ora, siano Sp l’operatore forma definito da N e S¯f(p)
l’operatore forma definito da N¯ . Sia vp ∈ TpM , quindi sia γ(t) una curva
differenziabile di M con γ(0) = p e γ˙(0) = vp, e sia γ¯(t) = f
(
γ(t)
)
= F
(
γ(t)
)
la corrispondente curva differenziabile di M¯ . La curva γ¯ soddisfa
γ¯(0) = F
(
γ(0)
)
= F (p) = f(p) e ˙¯γ(0)=F∗p γ˙(0) = F∗pvp = f∗pvp.
Allora,
N(t) = N
(
γ(t)
)
e` un campo vettoriale differenziabile lungo γ, e
N¯(t) = F∗γ(t)N(t) e` un campo vettoriale differenziabile lungo γ¯ = f ◦ γ.
Poiche´ F e` isometria di R3, e quindi un’applicazione affine, applicando la (1)
del Teorema 1.79, si ha
(
F∗N(t)
)′
= F∗N ′(t) ovvero N¯ ′(t) = F∗N ′(t). Di
conseguenza,
f∗pSpvp = F∗pSpvp = −F∗pN ′(0) = −
(
F∗N
)′
(0) = −N¯ ′(0) = −N¯ ′(γ¯(0))
= S¯f(p)
(
˙¯γ(0)
)
= S¯f(p)f∗pvp.

Il Teorema 5.22 ci dice che la curvatura gaussiana e` un invariante intrinseco
della superficie. Dal Teorema 5.28 si ottiene il seguente
Corollario 5.29. Curvature principali e media, oltre alla gaussiana, sono
invarianti per superfici congruenti.
Dimostrazione. SianoM, M¯ superfici regolari congruenti e sia F : R3 →
R
3 un’isometria tale che F (M) = M¯ . Consideriamo l’isometria f = F|M e un
punto p ∈M . Se Sp ei = ki(p) ei, i = 1, 2, allora applicando la (2) del Teorema
5.28 si ha
S¯f(p) f∗pei = f∗p Sp ei = f∗p ki(p) ei = ki(p)f∗pei.
Pertanto, f∗p e¯i sono vettori principali di M¯ in f(p) con curvature principali
k¯i
(
f(p)
)
= ki(p), i = 1, 2.
In particolare, la curvatura di Gauss K¯(f(p)) = K(p) e la curvatura media
H¯(f(p)) = H(p). 
Del Teorema precedente, vale anche il viceversa, ovvero superfici isome-
triche che hanno “stesso”operatore forma sono congruenti. Piu` precisamente,
abbiamo
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Teorema 5.30. Sia f : M → M¯ un’isometria tra superfici regolari (con-
nesse, orientate) che conserva gli operatori forma, cioe` f∗pSp = S¯f(p)f∗p per
ogni p ∈ M . Allora, M e M¯ sono congruenti, cioe` esiste F isometria di R3
tale che f = F|M . Se vale f∗pSp = −S¯f(p)f∗p per ogni p ∈ M , basta invertire
l’orientazione di M (oppure di M¯).
Dimostrazione. (sunto) Siano N, N¯ campi vettoriali unitari normali alle
superfici M, M¯ rispettivamente. Fissato p ∈ M , il differenziale f∗p : TpM →
Tf(p)M¯ e` una trasformazione ortogonale e quindi trasforma basi ortonormali
in basi ortonormali, per cui applicando la Proposizione 1.61, esiste una sola
isometria F di R3 tale che
F (p) = f(p), F∗pvp = f∗pvp per ogni vp ∈ TpM , F∗pNp = N¯f(p).
La seconda parte della dimostrazione del teorema consiste nel provare che
l’isometria F considerata soddisfa F (q) = f(q) per ogni q ∈M (cf., ad esempio,
[17], Teorema 8.3, p. 299). 
Osservazione 5.31. I Teoremi 5.28 e 5.30 corrispondono al teorema fon-
damentale sulle curve. Piu` precisamente, la condizione “M, M¯ sono isome-
triche”corrisponde alla condizione “le curve α, β hanno stessa velocita` scalare
e sono definite sullo stesso intervallo” e la condizione “M, M¯ hanno stesso
operatore forma” corrisponde a “κα = κβ e τα = ±τβ”.
Osservazione 5.32. Esistono esempi di superfici isometriche ma non con-
gruenti. Nell’Esempio 5.14 e` stato osservato che la striscia di piano M =
]0, 2π[×R e la superficie M¯ = ϕ(]0, 2π[×R) dove ϕ(u, v) = (rcos u, rsen u, v)
sono isometriche. Tuttavia, le due superfici non sono congruenti, ad esempio
M e` a punti planari mentre M¯ (che e` un cilindro circolare retto privato di una
retta generatrice) e` a punti parabolici.
In conclusione lo studio geometrico di una superficieM di R3 puo` essere fat-
to da un punto di vista intrinseco, cioe` studiando quelle proprieta` geometriche
che dipendono solo dalla prima forma fondamentale e quindi sono invariamti
per isometrie di M , oppure da un punto di vista estrinseco, cioe` studian-
do quelle proprieta` geometriche che dipendono, oltre che dalla prima forma
fondamentale, anche dalla seconda forma fondamentale e quindi legate alla
forma di M in R3. Una generalizzazione, in arbitraria dimensione, dello studio
intrinseco di una superficie porta allo studio della geometria riemanniana.
Esercizio 5.33. Sia data la superficie M : z = xy. Si verifichi che la
trasformazione ortogonale F definita da
F (E1) = E2, F (E2) = −E1, F (E3) = −E3,
soddisfa F (M) = M .
Esercizio 5.34. Verificare che curve asintotiche, linee di curvatura, indi-
catrici di Dupin e punti ombelicali sono invarianti per superfici congruenti.
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5.4. Derivata covariante e curve geodetiche
Le curve geodetiche sono curve speciali di una superficie, esse svolgono
un ruolo analogo a quello svolto dalle rette nella geometria euclidea del pia-
no. Iniziamo col definire la derivata covariante che e` un concetto di derivata
intrinseca sulla superficie.
Derivata covariante. Siano M una superficie regolare e γ(t), t ∈ I, una
curva differenziabile di M . Se (D,ϕ, (u, v)) e` una parametrizzazione locale di
M con γ(I)∩ϕ(D) non vuota, posto γ(t) = ϕ(γ˜(t)) = ϕ(u(t), v(t)), denotiamo
con
ϕu(t) = ϕu
(
u(t), v(t)
)
e ϕv(t) = ϕv
(
u(t), v(t)
)
.
i campi vettoriali coordinati definiti lungo l’arco di γ contenuto in ϕ(D). Un
campo vettoriale differenziabile lungo γ e tangente a M e` un campo vettoriale
V (t) che localmente si esprime con
V (t) = a1(t)ϕu(t) + a2(t)ϕv(t)(5.11)
dove le componenti a1(t), a2(t) sono funzioni differenziabili di t. In particolare,
V (t) e` un campo vettoriale differenziabile lungo γ come curva di R3 . Denotia-
mo con X(γ) lo spazio vettoriale di tutti i campi vettoriali differenziabili lungo
γ tangenti ad M .
Definizione 5.35. La derivata covariante di un campo vettoriale V ∈ X(γ)
e` il campo vettoriale DV
dt
∈ X(γ) definito da
DV
dt
=
(dV
dt
)⊤
,
dove
(
dV
dt
)⊤
denota la proiezione ortogonale di dV
dt
∈ Tγ(t)R3, ossia di V ′(t), sul
piano tangente Tγ(t)M , ovvero la sua componente tangente.
Denotiamo con N un campo vettoriale unitario e normale alla superficie
M , in generale N e` definito solo localmente. Siccome V (t) · N(t) = 0, dalla
definizione di DV
dt
segue che
dV
dt
=
DV
dt
+
(dV
dt
·N(t))N(t) = DV
dt
− (V (t) ·N ′(t))N(t),
e quindi si ottiene l’equazione di Gauss:
dV
dt
=
DV
dt
+
(
V (t) · S(γ˙(t)))N(t) = DV
dt
+ IIγ(t)
(
V (t), γ˙(t)
)
N(t).(5.12)
Notiamo che l’operatore D/dt e` un endomorfismo di X(γ). Inoltre, per ogni
V,W ∈ X(γ) e per ogni f : I → R differenziabile, valgono le proprieta`
D
dt
(fV ) = f ′(t)V + f
DV
dt
,(5.13)
d
dt
(V ·W ) = DV
dt
·W + V · DW
dt
.(5.14)
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La prima si ottiene considerando le componenti tangenti di entrambi i membri
di (fV )′ = f ′(t)V + fV ′(t). Per la seconda basta applicare l’equazione di
Gauss a (V ·W )′ = V ′ ·W + V ·W ′.
Determiniamo ora l’espressione di DV /dt rispetto alla fissata parametriz-
zazione locale. Derivando V (t) dato dalla (5.11), e ricordando le formule che
esprimono ϕuu, ϕuv, ϕvv in termini dei coefficienti di Christoffel (cf. Sezione
4.2), otteniamo
V ′(t) = a′1(t)ϕu(t) + a1(t)ϕ
′
u(t) + a
′
2(t)ϕv(t) + a2(t)ϕ
′
v(t)
= a′1(t)ϕu(t) + a
′
2(t)ϕv(t) + a1(t)
(
u′ϕuu + v′ϕuv
)
(t)
+ a2(t)
(
u′ϕvu + v′ϕvv
)
(t)
= a′1(t)ϕu(t) + a
′
2(t)ϕv(t) + a1(t)u
′(t)
(
Γ111ϕu + Γ
2
11ϕv + ℓN
)
(t)
+ a2(t)v
′(t)
(
Γ122ϕu + Γ
2
22ϕv + nN
)
(t)
+
(
a1(t)v
′(t) + a2(t)u′(t)
)(
Γ112ϕu + Γ
2
12ϕv +mN
)
(t).
Di conseguenza, prendendo le componenti tangenti di entrambi i membri, si
ha
DV
dt
=
(
a′1(t) + a1(t)
(
u′Γ111 + v
′Γ112
)
(t) + a2(t)
(
u′Γ112 + v
′Γ122
)
(t)
)
ϕu(t)
+
(
a′2(t) + a1
(
u′Γ211 + v
′Γ212
)
(t) + a2(t)
(
u′Γ212 + v
′Γ222
)
(t)
)
ϕv(t) .
Ponendo x1 = u, x2 = v, ∂1 = ϕu e ∂2 = ϕv, e ricordando che Γ
k
ij = Γ
k
ji, la
formula precedente si puo` esprimere in forma compatta:
DV
dt
=
2∑
k=1
(
a′k(t) +
2∑
i,j=1
ai(t)x
′
j(t)Γ
k
ij(t)
)
∂k(t).(5.15)
Dalla (5.15) segue che la derivata covariante dipende, oltre che dalla curva
e dalle componenti di V , solo dai simboli di Christoffel e quindi dalla prima
forma fondamentale. Pertanto, la derivata covariante e` una derivata intrinseca
della superficie.
Curve geodetiche. Se M e` il piano euclideo, i coefficienti di Christoffel
sono nulli e quindi dalla (5.15) segue che V (t) soddisfa DV /dt = 0 se e solo se
le sue componenti ak(t) sono costanti lungo γ, ossia V (t) e` parallelo lungo γ.
In generale, per una superficie regolare M di R3 abbiamo la seguente
Definizione 5.36. Un campo vettoriale V ∈ X(γ) si dice che e` un campo
vettoriale parallelo lungo γ se in un intorno di ogni punto di γ si ha
DV
dt
= 0 ∀t ∈ I.
Non vogliamo sviluppare la teoria generale dei campi vettoriali paralleli su
una superficie, ma siamo interessati a una particolare classe di campi vettoriali
paralleli. Data una curva differenziabile γ(t), il campo tangente γ˙(t) e` un
elemento di X(γ) e quindi si puo` considerare la sua derivata covariante.
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Definizione 5.37. Una curva differenziabile γ della superficie M si dice
curva geodetica se il campo tangente γ˙(t) e` parallelo lungo γ, ovvero
Dγ˙
dt
= 0 ∀t ∈ I,
in un intorno di ogni punto di γ.
Dall’equazione di Gauss (5.12) segue che γ(t) e` una curva geodetica se e solo se
il vettore accelerazione γ¨(t) e` normale al piano tangente, ossia γ¨(t) e` parallelo
alla normale alla superficie. Quindi, per una curva geodetica si ha
γ˙(t) · γ¨(t) = 0 per ogni t ∈ I,
per cui
(γ˙(t) · γ˙(t))′ = 2γ˙(t) · γ¨(t) = 0.
In particolare, se γ(t) e` una geodetica non banale, ||γ˙(t)|| = cost 6= 0, cioe` la
parametrizzazione e` regolare e il vettore velocita` ha lunghezza costante non
nulla. In particolare, tale curva puo` essere riparametrizzata mediante l’ascissa
curvilinea.
Proposizione 5.38. Se una superficie regolareM contiene una curva γ che
e` una (parte di) retta, allora γ e` una geodetica (come insieme di punti). In
particolare, le rette generatrici di una superficie rigata regolare sono geodetiche
per la superficie.
Dimostrazione. Basta osservare che γ si puo` parametrizzare con γ(t) =
p0 + tv, e quindi γ¨(t) = 0. 
Supponiamo ora che la superficie M sia orientata. Quindi su M e` fissato
campo unitario normale N , equivalentemente una 2-forma d’area Ω. Indichia-
mo con J la corrispondente struttura complessa, allora J e` definita da (cf.
Sezione 3.10)
JX = N ∧ Y , equivalentemente (in modo intrinseco) JX · Y = Ω(X, Y ),
dove X, Y ∈ X(M). In particolare, JX ·X = 0 per ogni X ∈ X(M).
Sia γ(t) una curva differenziabile regolare diM e sia V (t) ∈ X(γ) un campo
vettoriale unitario. Allora,
0 =
d
dt
(V · V ) = 2DV
dt
· V
implica che
DV
dt
e` ortogonale a V (t), per cui sara` parallelo a JV (t), ossia
DV
dt
= λ(t) JV (t).
La quantita`
[
DV
dt
]
= λ(t) si dice valore algebrico della derivata covariante
in t, e chiaramente dipende dall’orientazione di N . In particolare, se γ(s) e`
parametrizzata con l’ascissa curvilinea, Dγ˙
ds
e` parallelo a J(γ˙(s)) = N ∧ γ˙(s).
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Definizione 5.39. La funzione kg : I → R, s 7→ kg(s), definita da
kg(s) : =
Dγ˙
ds
· J(γ˙(s)) = γ¨(s) · J(γ˙(s))(5.16)
= (N ∧ γ˙(s)) · γ¨(s) = Ω (γ˙(s), γ¨(s))
e` detta curvatura geodetica di γ.
Di conseguenza,
Dγ˙
ds
= kg(s)J(γ˙(s)).(5.17)
Se la superficie non e` orientabile la scelta locale di N puo` cambiare lungo γ,
d’altronde cambiando N con −N la curvatura geodetica cambia di segno, per
cui per superfici non orientabili il valore assoluto della curvatura geodetica
(che indichiamo sempre con kg) e` ben definito. In particolare,
k2g(s) =
∥∥∥∥Dγ˙ds
∥∥∥∥2 .
Quindi, otteniamo
Proposizione 5.40. La curva γ(s) e` una geodetica se e solo se la curvatura
geodetica e` identicamente nulla.
Dal Teorema di Meusnier segue che la curvatura normale kn(s) = (γ¨(s) ·
Nγ(s)), inoltre ricordando che κ(s) = ||γ¨(s)|| e` l’usuale curvatura di γ(s) come
curva di R3, dall’equazione di Gauss
γ¨(s) =
Dγ˙
ds
+ (γ¨(s) ·Nγ(s))Nγ(s)(5.18)
si ha la seguente relazione fra le tre curvature:
κ2(s) = k2g(s) + k
2
n(s).(5.19)
Proposizione 5.41. Se la curva γ(s) e` una curva sezione normale di M
in ogni suo punto, allora γ(s) e` una curva geodetica.
Dimostrazione. Se γ(s) e` una curva sezione normale di M in ogni suo
punto, dalla Proposizione 4.39 segue che κ2(s) = k2n(s), e quindi la (5.19) ci
dice che la curva γ(s) e` una curva geodetica. 
Osservazione 5.42. Sia M una superficie regolare orientata e sia J la
corrispondente struttura complessa. Se γ(s) e` una curva regolare di M para-
metrizzata con l’ascissa curvilinea, posto
~t(s) = γ˙(s) e ~n(s) = Jγ˙(s),
la base ortonormale (~t(s), ~n(s)) e` il riferimento di Frenet tangente a M lungo
la curva γ (come curva della superficie M). Tenendo presente la (5.17) e che
D~n(s)/ds e` ortogonale a ~n, le corrispondenti formule di Frenet sono
D~t
ds
= kg(s)~n(s),
D~n
ds
= −kg(s)~t(s).
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Quindi, la curvatura geodetica kg(s) e` la curvatura di γ nell’ambito della teoria
delle curve di Frenet su una superficie.
Esercizio 5.43. Sia M una superficie regolare orientata e sia N un fis-
sato campo unitario normale alla superficie. Sia γ(s) una curva regolare di
M parametrizzata con l’ascissa curvilinea. Lungo la curva γ consideriamo il
riferimento ortonormale di Tγ(s)R
3
~t(s) = γ˙(s), N(s) = N(γ(s)), ~n(s) = N(s) ∧ T (s) = Jγ˙(s).
(~t(s), N(s), ~n(s)) e` detto triedro di Darboux. Mostrare che

~t ′(s) = a(s)N(s) + b(s)~n(s),
N ′(s) = −a(s)~t(s) − c(s)~n(s),
~n ′(s) = −b(s)~t(s) + c(s)N(s).
(5.20)
Tali formule sono l’analogo delle formule di Frenet per il triedro di Darboux.
Stabilire il significato geometrico dei coefficienti provando quanto segue.
• 1) a(s) e` la curvatura normale kn(s), e quindi a(s) = 0 se e solo se γ(s)
e` una curva asintotica.
• 2) b(s) e` la curvatura geodetica kg(s), e quindi b(s) = 0 se e solo se γ(s)
e` una curva geodetica.
• 3) −c(s) = ~n(s) ·N ′(s) = −II(~t(s), ~n(s)) e` la torsione geodetica τg(s)
di γ), e c(s) = 0 se e solo se γ(s) e` un linea principale.
Quindi, il sistema (5.20) diventa
~t ′(s) = kn(s)N(s) + kg(s)~n(s),
N ′(s) = −kn(s)~t(s) + τg(s)~n(s),
~n ′(s) = −kg(s)~t(s)− τg(s)N(s).
Infine, verificare che:
• 4) se la curvatura geodetica kg(s) = 0, usando la (5.19), la seconda parte
del Teorema di Meusnier e la seconda formula di Frenet, si ha τ 2g (s) = τ
2(s)
dove τ(s) e` l’usuale torsione di γ(s).
Esempio 5.44. SiaM la sfera canonica S2 di raggio R e sia γ(s) il parallelo
di colatitudine ϑ (0 < ϑ ≤ pi
2
) della sfera S2. Allora γ(s) ha raggio r = R senϑ
e quindi curvatura κ(s) = 1/(R senϑ). Inoltre, considerando il campo normale
N alla sfera orientato verso l’interno e usando il Teorema di Meusnier, la cur-
vatura normale kn(s) = κ(s)cos (
pi
2
− ϑ) = κ(s) senϑ = 1/R. Di conseguenza,
applicando la (5.19), si ottiene che la curvatura geodetica e` data da
kg(p) =
√
κ2(p)− k2n(p) =
cosϑ
R senϑ
(= cost.) ∀p ∈ γ.
In particolare, dalla Proposizione 5.40, otteniamo che il parallelo γ(s) e` una
curva geodetica se e solo se ϑ = π/2, ovvero γ(s) e` una circonferenza di raggio
massimo.
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Esempio 5.45. Ogni curva γ(s) della sfera canonica S2 di raggio R ha
torsione geodetica nulla. Infatti,
τg(s) = ~n(s) ·N ′(s) = ~n(s) · (1/R)γ˙(s)
= (1/R)J(γ˙(s)) · γ˙(s) = 0.
Torniamo ora al caso generale. Siano quindi M una superficie regolare e
γ(t) una curva differenziabile di M . Rispetto a una fissata parametrizzazione
locale, γ(t) = ϕ
(
γ˜(t)
)
= ϕ
(
u(t), v(t)
)
= ϕ
(
x1(t), x2(t)
)
e quindi
γ˙(t) = u′(t)ϕu(t) + v′(t)ϕv(t) = x′1(t) ∂1(t) + x
′
2(t) ∂2(t).
Prendendo V (t) = γ˙(t), la (5.15) diventa
Dγ˙
dt
=
2∑
k=1
(
x′′k(t) +
2∑
i,j=1
x′i(t)x
′
j(t)Γ
k
ij(t)
)
∂k(t) .(5.21)
Pertanto, γ(t) e` una curva geodetica se e solo se e` soddisfatto il seguente
sistema di equazioni
x′′k(t) +
2∑
i,j=1
x′i(t)x
′
j(t)Γ
k
ij(t), k = 1, 2.
In forma piu` esplicita, γ(t) e` una curva geodetica se e solo se e` soddisfatto il
seguente sistema di equazioni
(5.22)
{
u′′(t) + Γ111(t)(u
′(t))2 + 2Γ112(t)u
′(t)v′(t) + Γ122(t)(v
′(t))2 = 0,
v′′(t) + Γ211(t)(u
′(t))2 + 2Γ212(t)u
′(t)v′(t) + Γ222(t)(v
′(t))2 = 0.
Questo e` un sistema di equazioni differenziali ordinarie non lineari del secondo
ordine. Se imponiamo che γ(0) = p0 = ϕ(u0, v0) e γ˙(0) = V0 ∈ Tp0M , V0 =
a0ϕ
0
u + b0ϕ
0
v, abbiamo le condizioni iniziali
u(0) = u0, v(0) = v0 e u
′(0) = a0, v′(0) = b0
associate al sistema (5.22). Pertanto, dalla teoria delle ODE si ha l’esistenza e
l’unicita` della curva geodetica con le fissate condizioni iniziali. In altre parole,
abbiamo il seguente
Teorema 5.46. Per ogni p0 ∈M e per ogni V0 ∈ Tp0M , esiste un ε > 0 ed
esiste un’unica geodetica γ : (−ε, ε)→M tale che γ(0) = p0 e γ˙(0) = V0.
Se γ e σ sono due curve geodetiche definite in un intervallo aperto I con
γ(0) = σ(0) e γ˙(0) = σ˙(0). Per il Teorema 5.46, tali curve coincidono in un
intorno di 0. Sia ] − a, a[⊂ I tale che γ(t) = σ(t) per ogni t ∈] − a, a[. Per
continuita` si ha γ(a) = σ(a) e γ˙(a) = σ˙(a). Quindi, applicando il Teorema
5.46, si ha che γ e σ coincidono anche su un intorno destro di a. Analogamente
su un intorno sinistro di −a. Cos`ı procedendo si ha che γ(t) = σ(t) per
ogni t ∈ I. Di conseguenza, si ha l’unicita` anche della geodetica massimale
γ : I →M .
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Esempio 5.47. Abbiamo visto che per il piano euclideo un campo V ∈
X(γ) e` parallelo se e solo se V (t) = cost. Di conseguenza, una curva γ(t) e`
una curva geodetica (con γ(0) = p0 e γ˙(0) = V0) se e solo se γ e` una retta
parametrizzata da γ(t) = tV0 + p0.
Osserviamo che il concetto di curva geodetica dipende oltre che dalla sua
“forma”anche dalla sua parametrizzazione. Ad esempio, la semiretta γ(t) =
(t2, t2), t ∈ R, del piano euclideo non soddisfa il sistema (5.22). Se γ e` una
geodetica (come insieme di punti), un parametro t per cui γ(t) risulti geodetica
si dice parametro ammissibile. Scrivendo γ(t) geodetica intendiamo che t e`
parametro ammissibile.
Esercizio 5.48. Sia γ una curva geodetica parametrizzata con t parametro
ammissibile e sia t = t(s), dt
ds
6= 0, un cambiamento di parametro. Posto
γ(s) = γ(t(s)), si verifichi che
γ(s) e` geodetica se e solo se t = as+ b, a 6= 0.
Se γ(t) e` geodetica, sappiamo che ‖γ˙(t)‖ = a (cost. 6= 0). Allora, l’ascissa
curvilinea
s(t) =
∫ t
t0
‖γ˙(t)‖dt = at+ b, a 6= 0.
Pertanto, per una curva geodetica l’ascissa curvilinea e` un parametro ammis-
sibile.
Osservazione 5.49. Sia ϕ : D → M, (u, v) 7→ ϕ(u, v), una superficie
parametrizzata. Allora,
(5.23)
D
du
ϕv =
D
dv
ϕu.
Infatti D
du
ϕv = (ϕuv)
⊤ = (ϕvu)⊤ = Ddvϕu.
Il nostro prossimo obiettivo e provare che il concetto di curva geodeti-
ca e` invariante per isometrie. Intanto proviamo che la derivata covariante e`
invariante per isometrie, ossia proviamo il seguente Teorema.
Teorema 5.50. Sia f : M → M˜ un’isometria tra superfici regolari e sia
γ(t) una curva differenziabile di M . Posto γ˜(t) = f ◦ γ(t), per ogni V ∈ X(γ)
si ha:
(f∗)γ(t)
DV
dt
=
D˜
dt
(f∗)γ(t)V,(5.24)
dove D/dt e D˜/dt sono le derivate covarianti lungo γ e γ˜ rispettivamente.
Dimostrazione. Sia f : M → M˜ un’isometria. Allora, applicando la
Proposizione 5.7, presa una parametrizzazione locale (D,ϕ) di M , l’applica-
zione ϕ¯ = f ◦ϕ : D → M˜ definisce una parametrizzazione locale di M˜ . Inoltre,
rispetto a queste parametrizzazioni, se p = ϕ(u, v), si ha f(p) = f(ϕ(u, v)) =
ϕ¯(u, v), f∗ϕu = ϕ¯u, f∗ϕv = ϕ¯v, e quindi
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E¯(u, v) = ϕ¯u · ϕ¯u = f∗ϕu · f∗ϕu = ϕu · ϕu = E(u, v).
Analogamente per gli altri coefficienti della prima forma fondamentale. In
particolare, per i coefficienti di Christoffel (che sono determinati, come visto,
dalla prima forma fondamentale) si ha Γ¯kij(u, v) = Γ
k
ij(u, v). Per provare la
(5.24), consideriamo prima il caso V (t) = ϕu(t). In tal caso (f∗)γ(t)ϕu = ϕ¯u(t).
Applicando la (5.15) si ha
Dϕu
dt
=
(
u′Γ111 + v
′Γ112
)
(t)ϕu(t) +
(
u′Γ211 + v
′Γ212
)
(t)ϕv(t) ,
e quindi
(f∗)γ(t)
Dϕu
dt
=
(
u′Γ111 + v
′Γ112
)
(t)(f∗)γ(t)ϕu(t) +
(
u′Γ211 + v
′Γ212
)
(t)(f∗)γ(t)ϕv(t)
=
(
u′(t)Γ111 + v
′(t)Γ112
)
(t)ϕ¯u(t) +
(
u′(t)Γ211 + v
′(t)Γ212
)
(t)ϕ¯v(t)
=
D˜ϕ¯u
dt
=
D˜
dt
(f∗)γ(t)ϕu .
Analogamente (f∗)γ(t)
Dϕv
dt
= D
dt
(f∗)γ(t)ϕv. Ora, consideriamo il caso generale
V (t) = a1(t)ϕu(t) + a2(t)ϕv(t). Allora,
(f∗)γ(t)V = a1(t)(f∗)γ(t)ϕu(t) + a2(t)(f∗)γ(t)ϕv(t) = a1(t)ϕ¯u(t) + a2(t)ϕ¯v(t) ,
DV
dt
= a1(t)
Dϕu
dt
+ a′1(t)ϕu(t) + a2(t)
Dϕv
dt
+ a′2(t)ϕv(t) ,
e quindi
(f∗)γ(t)
DV
dt
= a1(t)(f∗)γ(t)
Dϕu
dt
+ a′1(t)(f∗)γ(t)ϕu(t)
+ a2(t)(f∗)γ(t)
Dϕv
dt
+ a′2(t)(f∗)γ(t)ϕv(t)
= a1(t)
D˜
dt
(f∗)γ(t)ϕu + a
′
1(t)ϕ¯u(t)
+ a2(t)
D˜
dt
(f∗)γ(t)ϕv + a
′
2(t)ϕ¯v(t)
= a1(t)
D˜ϕ¯u
dt
+ a′1(t)ϕ¯u(t) + a2(t)
D˜ϕ¯v
dt
+ a′2(t)ϕ¯v(t)
=
D˜
dt
(
a1(t)ϕ¯u(t) + a2(t)ϕ¯v(t)
)
=
D˜
dt
(f∗)γ(t)V (t).

Corollario 5.51. Siano f : M → M˜ un’isometria, γ(t) una curva diffe-
renziabile di M e V ∈ X(γ). Posto γ˜ = f ◦ γ, si hanno le seguenti proprieta`.
a) V e` parallelo lungo γ se e solo se (F∗)γ(t)V e` parallelo lungo γ˜.
b) γ(t) e` una geodetica di M se e solo se γ˜(t) e` una geodetica di M˜.
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5.5. La connessione di Levi-Civita delle superfici
In questa sezione vogliamo estendere il concetto di derivata covariante al
caso di campi vettoriali definiti su una superficie regolare M(o su un aperto di
M), e quindi introdurre la connessione di Levi-Civita su M .
Ricordiamo che X(M) e` l’insieme di tutti i campi vettoriali differenziabili
tangenti aM e definiti suM . Consideriamo X ∈ X(M) eWp ∈ TpM . Intanto,
definiamo la derivata covariante di X rispetto al vettore tangente Wp che
indichiamo con ∇WpX. Consideriamo una curva differenziabile γ(t) di M con
γ(0) = p e Wp = γ˙(0), allora definiamo
∇WpX :=
DX
dt
(0) ∈ TpM, doveX(t) = X(γ(t)) ∈ X(γ).
Rispetto a una fissata parametrizzazione locale, postoWp = w
1∂1(p)+w
2∂2(p),
X = X1∂1 +X
2∂2, x1 = u, x2 = v, ∂1 = ϕu e ∂2 = ϕv, tenendo conto che
dXk
dt
(0) = γ˙(0)(Xk) = Wp(X
k),
dalla (5.15) segue che
∇WpX =
2∑
k=1
(
Wp(X
k) +
2∑
i,j=1
X i(p)wjΓkij(p)
)
∂k(p).
Quindi, la definizione di ∇WpX non dipende dalla curva considerata. Se
consideriamo due campi vettoriali X, Y ∈ X(M), allora si pone
(∇YX)p := (∇YpX).
Quindi, localmente
∇YX =
2∑
k=1
(
Y (Xk) +
2∑
i,j=1
X iY jΓkij
)
∂k
da cui si evince che ∇YX ∈ X(M). In particolare,
∇ϕuϕu = ∇∂1∂1 =
2∑
k=1
Γk11∂k = (ϕuu)
⊤ ,
∇ϕvϕu = ∇∂2∂1 =
2∑
k=1
Γk12∂k = (ϕuv)
⊤ = ∇ϕuϕv,
∇ϕvϕv = ∇∂2∂2 =
2∑
k=1
Γk22∂k = (ϕvv)
⊤ .
L’operatore
∇ : X(M)× X(M)→ X(M), (X, Y ) 7→ ∇XY,
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che prende il nome di connessione lineare, soddisfa le seguenti proprieta` (da
verificare per esercizio):
∇fX+gYZ = f∇XZ + g∇YZ,(5.25)
∇X(Y + Z) = ∇XY +∇XZ,(5.26)
∇X(fY ) = f∇XY + (∇Xf)Y,(5.27)
per ogni X, Y, Z ∈ X(M) e per ogni f, g ∈ F(M), dove ∇Xf := X(f).
L’operatore ∇Y : X 7→ ∇YX, si dice derivata covariante rispetto a Y . Nel
caso di M = R2, i coefficienti Γkij sono nulli, quindi ritroviamo la connessione
euclidea di R2 (cf. Sezione (1.3)):
∇¯YX =
∑2
k=1 Y (X
k)∂k = (Y (X
1), Y (X2)).
Notiamo che, usando le connessioni lineari ∇¯ di R3 e ∇ di M , l’equazione
di Gauss (5.12) si puo` esprimere nella forma
∇¯γ˙(t)V = ∇γ˙(t)V + IIγ(t) (V (t), γ˙(t))N(t),
dove γ e` una curva differenziabile di M . Di conseguenza, per X, Y, Z ∈ X(M)
e per p ∈M , abbiamo l’equazione di Gauss per campi vettoriali(∇¯XY )p = (∇XY )p + IIp (Xp, Yp)Np.(5.28)
Pertanto, la connessione lineare ∇ che abbiamo definito su M e` esattamente
quella indotta, mediante l’equazione di Gauss, dalla connessione lineare eu-
clidea ∇¯ di R3. Quindi, ci aspettiamo un legame tra ∇ e la prima forma
fondamentale di M . Infatti, abbiamo la seguente
Proposizione 5.52. La connessione lineare ∇ definita su M e` simmetrica:
∇XY −∇YX = [X, Y ],
ed e` compatibile con la prima forma fondamentale:
X(Y · Z) = (∇XY ) · Z + Y · (∇XZ) ∀X, Y, Z ∈ X(M).(5.29)
Inoltre, ∇ (detta connessione di Levi-Civita) e` univocamente determinata
dalla prima forma fondamentale:
(∇YX · Z) = 1
2
(
X(Y · Z) + Y (X · Z)− Z(X · Y )(5.30)
− Y · [X,Z]−X · [Y, Z]− Z · [X, Y ]
)
.
La (5.30) e` nota in letteratura col nome formula di Koszul.
Dimostrazione. La simmetria di ∇¯ (cf. Proposizione 1.41) e la (5.28) im-
plicano la simmetria di ∇. Inoltre, la compatibilita` della connessione euclidea
∇¯ con il prodotto scalare euclideo e` data da (cf. Proposizione 1.41)
X(Y · Z) = (∇¯XY ) · Z + Y · (∇¯XZ).(5.31)
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Le equazioni (5.28) e (5.31) implicano la (5.29). Infine, usando la simmetria
di ∇ e la compatibilita` di ∇ con la prima forma fondamentale, si ha
X(Y · Z) = (∇XY · Z) + (Y · ∇XZ)
= ([X, Y ] +∇YX) · Z + Y · ([X,Z] +∇ZX),
Y (X · Z) = (∇YX · Z) + (X · ∇YZ) = (∇YX · Z) +X · ([Y, Z] +∇ZY ),
−Z(X · Y ) = −(∇ZX · Y )− (X · ∇ZY ),
per ogni X, Y, Z ∈ X(M). Sommando si ottiene la (5.30). La (5.30) mostra
che ∇ e` univocamente determinata dalla prima forma fondamentale in quanto
il prodotto scalare indotto e` definito positivo e quindi non degenere. 
Infine, osserviamo che se F : M → M˜ e` una isometria tra superfici regolari,
il Teorema 5.50 vale anche nella seguente forma
F∗(∇YX) = ∇˜F∗Y F∗X ∀X, Y ∈ X(M),(5.32)
dove F∗X e` il campo vettoriale definito dalla (3.19). Quindi, la connessione
lineare ∇ definita sulla superficie e` invariante per isometrie. La dimostrazione
della (5.32) segue dal Teorema 5.50. Infatti, per q ∈ M˜, q = F (p), p ∈ M ,
abbiamo
(F∗(∇YX))q = F∗p(∇YX)p = F∗p(∇YpX) = F∗γ(0)(∇γ˙(0)X)
=
(
F∗γ(t)
DX
dt
)
(0) = (
D˜
dt
F∗γ(t)X)(0) = ∇˜F∗pγ˙(0)F∗X
= ∇˜F∗pYpF∗X = ∇˜(F∗Y )qF∗X =
(
∇˜F∗Y F∗X
)
q
,
dove la γ e` una curva differenziabile con γ(0) = p e γ˙(0) = Yp.
5.6. Curvatura gaussiana e tensore di curvatura
Scopo di questa sezione e` esprimere la curvatura gaussiana di una superficie
in termini del tensore di curvatura associato alla connessione di Levi-Civita
(tensore che si esprime con la derivata covariante seconda). Quindi, un altro
modo per vedere che la curvatura gaussiana e` un invariante intrinseco della
superficie.
Sia M una superficie regolare di R3. Indichiamo con N un campo unitario
normale alla superficie che sappiamo e` definito solo localmente (in generale).
Siano p un punto di M ed S l’operatore forma in p. Se X ∈ X(M), il campo
vettoriale S(X) e` definito da (cf. anche Osservazione 4.3)
S(X)(p) := S(Xp) = −∇¯XpN = −(∇¯XN)p, ovvero SX = −∇¯XN ,
dove N e` pensato definito in un intorno del punto p in R3, p ∈M . Se {Xp, Yp}
e` una base arbitraria di TpM , applicando la stessa dimostrazione del punto
(a) del Teorema 4.7, si ha che la matrice che rappresenta l’operatore forma S
rispetto alla base {Xp, Yp} e` data da
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S =
(
Xp ·Xp Xp · Yp
Xp · Yp Yp · Yp
)−1(
(SXp) ·Xp (SYp) ·Xp
(SXp) · Yp (SYp) · Yp
)
.
Quindi la curvatura gaussiana K(p) e` data da
K(p) = detS =
((SXp) ·Xp)((SYp) · Yp)− ((SXp) · Yp)2
‖Xp‖2 ‖Yp‖2 − (Xp · Yp)2 .(5.33)
Osserviamo che la quantita`
A(Xp, Yp) := ‖Xp‖2 ‖Yp‖2 − (Xp · Yp)2 = ‖Xp ∧ Yp‖2
e` il quadrato dell’area del parallelogramma costruito sui vettori Xp, Yp.
Ricordiamo che la connessione di Levi-Civita della superficie M e` la com-
ponente tangente dell’equazione di Gauss (5.28)
(∇¯XY ) = (∇XY ) + ((SX) · Y )N ,
ovvero per ogni p ∈M :
(∇¯XY )p = (∇XY )p + ((SXp) · Yp)Np.
Inoltre, un tensore T di tipo (1, 3) su M e` definito come un’applicazione
T : X(M)× X(M)× X(M)→ X(M), (X, Y, Z) 7→ T (X, Y, Z),
F(M)-lineare in X, Y, Z.
Definizione 5.53. Il tensore di curvatura associato alla connessione di
Levi-Civita ∇ della superficie M e` il tensore R di tipo (1, 3) definito da
R(X, Y )Z := −∇X∇YZ +∇Y∇XZ +∇[X,Y ]Z.
Verifichiamo che R e` effettivamente un tensore, cioe` un’applicazione F(M)-
lineare in X, Y, Z. Intanto osserviamo che la connessione lineare euclidea di
R
n, e quindi anche di R3, soddisfa
∇¯X∇¯YZ = ∇¯X(Y (Z1), ..., Y (Zn)) =
(
X(Y (Z1)), ..., X(Y (Zn))
)
∇¯Y ∇¯XZ = ∇¯Y (X(Z1), ..., X(Zn)) =
(
Y (X(Z1)), ..., Y (X(Zn))
)
∇¯[X,Y ]Z = ([X, Y ](Z1), ..., [X, Y ](Zn))
=
(
X(Y (Z1))− Y (X(Z1)), ..., X(Y (Zn))− Y (X(Zn))).
Quindi,
−∇¯X∇¯YZ + ∇¯Y ∇¯XZ + ∇¯[X,Y ]Z = 0.(5.34)
D’altronde, calcolando la derivata covariante seconda usando SX = −∇¯XN e
l’equazione di Gauss, si ottiene
−∇¯X∇¯YZ = −∇¯X
(
∇YZ + (S(Y ) · Z)N
)
= −∇X∇YZ −
(
S(X) · ∇YZ
)
N
−X((SY ) · Z)N − ((SY ) · Z)∇¯XN
= −∇X∇YZ +
(
(SY ) · Z)S(X)− ((SX) · ∇YZ +X((SY ) · Z))N,
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∇¯Y ∇¯XZ = ∇¯Y
(
∇XZ + (S(X) · Z)N
)
= ∇Y∇XZ +
(
S(Y ) · ∇XZ
)
N + Y
(
S(X) · Z)N + (S(X) · Z)∇¯YN
= ∇Y∇XZ −
(
S(X) · Z)S(Y ) + (S(Y ) · ∇XZ + Y (S(X) · Z))N,
∇¯[X,Y ]Z = ∇[X,Y ]Z + S([X, Y ]) · Z)N.
Sostituendo queste formule nella (5.34), separando la componente tangente e
ponendola uguale a zero si ottiene
−∇X∇YZ +∇Y∇XZ +∇[X,Y ]Z = (S(X) · Z)SY − (S(Y ) · Z)SX,
quindi otteniamo
R(X, Y )Z = (S(X) · Z)SY − (S(Y ) · Z)SX,(5.35)
e in un fissato punto p abbiamo
R(Xp, Yp)Zp = (S(Xp) · Zp)SYp − (S(Yp) · Zp)SXp .
L’espressione alla destra della (5.35) e` F(M)-lineare in X, Y, Z, pertanto defi-
nisce un tensore di tipo (1, 3) su M . In particolare, dalla (5.35) abbiamo
R(X, Y )X =
(
(SX) ·X)SY − ((SY ) ·X)SX
e quindi(
R(X, Y )X
) · Y = ((SX) ·X)((SY ) · Y )− ((SY ) ·X)((SX) · Y ).(5.36)
La (5.36) e la (5.33) implicano che la curvatura gaussiana si puo` esprimere con
la seguente formula
K(p) =
(R(Xp, Yp)Xp) · Yp
A(Xp, Yp)
.(5.37)
Si noti che l’espressione alla destra della (5.37) non dipende dalla base scelta
in TpM , e quindi se E1, E2 e` una base ortonormale di TpM si ha
K(p) = (R(E1, E2)E1) · E2 .
Inoltre, siccome la connessione ∇ e` invariante per isometrie (cf. (5.32)), dalla
(5.37) si ottiene che la curvatura gaussiana e` un invariante intrinseco della
superficie (Teorema egregium di Gauss).
Il tensore di curvatura R di tipo (0, 4), detto anche tensore di curvatura
di Riemann della supeficie M , e` definito da
R(X, Y, Z,W ) :=
(
R(X, Y )Z ·W).
Ovviamente e` anche definito il tensore di curvatura di tipo (0, 4) in un fissato
punto p di M , basta porre
R(Xp, Yp, Zp,Wp) :=
(
R(Xp, Yp)Zp ·Wp
)
.
Proposizione 5.54. Il tensore di curvatura R soddisfa le seguenti pro-
prieta`:
1) R(X, Y )Z = −R(Y,X)Z e quindi R(X, Y, Z,W ) = −R(Y,X, Z,W ),
2) R(X, Y, Z,W ) = R(Z,W,X, Y )
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3) R(X, Y, Z,W ) = −R(X, Y,W,Z),
4) R(X, Y, Z,W )+R(Y, Z,X,W )+R(Z,X, Y,W ) = 0 (1a identita` di Bianchi).
Dimostrazione. La 1) segue direttamente dalla definizione di R(X, Y )Z .
La 2) segue dalla (5.35) tenendo conto che l’operatore S e` simmetrico. La 3)
si puo` ottenere come conseguenza della 1) e della 2). La 4) si ottiene con un
calcolo diretto usando la (5.35) e la simmetria dell’operatore S. 
Osserviamo che per la sfera S2 di raggio r, l’operatore forma S = −(1/r)I
e quindi il tensore di curvatura assume la seguente semplice forma
R(X, Y )Z = K0
(
(X · Z)Y − (Y · Z)X)
dove K0 = (1/r
2) e` la curvatura gaussiana della sfera. Piu` in generale, vale il
seguente
Teorema 5.55. Per ogni superficie regolare M di R3 il tensore di curvatura
e` dato da
R(X, Y )Z = K
(
(X · Z)Y − (Y · Z)X),
dove K e` la funzione curvatura gaussiana della superficie.
Dimostrazione. Sia R0 il tensore di tipo (1, 3) definito da
R0(X, Y )Z =
(
(X · Z)Y − (Y · Z)X).
Proviamo che R = KR0, ovvero R = K(p)R0 in ogni fissato punto p di M .
Sia (e1, e2) una base ortonormale di vettori principali in p, quindi
S(e1) = k1(p)e1 e S(e2) = k2(p)e2,
dove k1(p), k2(p) sono le curvature principali in p. Siccome R e K(p)R0 sono
due tensori, per dimostrare che coincidono basta verificare che
R(ei, ej)W = K(p)R0(ei, ej)W per ogni i, j = 1, 2 e per ogni W ∈ TpM .
Dalla 1) della Proposizione 5.54, si ha
R(ei, ei)W = 0 e R(e1, e2)W = −R(e2, e1)W .
Inoltre, dalla definizione di R0 si ha
R0(ei, ei)W = 0 e R0(e1, e2)W = −R0(e2, e1)W .
Quindi, basta verificare che R(e1, e2)W = K(p)R0(e1, e2)W . Applicando la
(5.35) e la definizioni di R0, abbiamo
R(e1, e2)W =
(
(Se1) ·W
)
Se2 −
(
(Se2) ·W
)
Se1
= k1(p)k2(p)
(
(e1 ·W )e2 − (e2 ·W )e1
)
= K(p)
(
(e1 ·W )e2 − (e2 ·W )e1
)
= K(p)R0(e1, e2)W.

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Osservazione 5.56. Fissata una base ortonormale (e1, e2) di TpM , indi-
chiamo con J0 la struttura complessa di TpM definita da J0e1 = e2 e J0e2 =
−e1, quindi una rotazione di 900. Osserviamo che il tensore R0 soddisfa
R0(e1, e2) = J0 .
Infatti, R0(e1, e2) : TpM → TpM e` un endomorfismo e
R0(e1, e2)W = ((e1 ·W )e2 − (e2 ·W )e1) = J0(W ).
Infine, vogliamo definire la derivata covariante seconda ∇2Z di un fis-
sato Z ∈ X(M). Se T e` un tensore di tipo (1, 1), ossia un endomorfismo di
X(M), ∇T denota il tensore di tipo (1, 2) definito da(∇T)(X, Y ) = (∇XT)Y := ∇XTY − T (∇XY ).
Fissato Z ∈ X(M), ∇Z : X 7→ ∇XZ si puo` pensare come un tensore di tipo
(1, 1) su M , Pertanto, la derivata covariante seconda di Z e` definita da
(∇2Z)(X, Y ) = ∇2X,YZ := (∇X∇Z)(Y ) = ∇X∇YZ −∇∇XYZ
per ogni X, Y ∈ X(M). ∇2Z e` un tensore di tipo (1, 2) su M , ossia e` F(M)-
lineare in X, Y . Siccome ∇ e` simmetrica, otteniamo:
R(X, Y )Z = −∇X∇YZ +∇Y∇XZ +∇[X,Y ]Z = −∇2X,YZ +∇2Y,XZ .
Quindi, R(X, Y )Z e` la parte antisimmetrica del tensore ∇2Z. Pertanto,
abbiamo
Proposizione 5.57. Il tensore di curvatura R stima la non invertibilita`
della derivata covariante seconda di un campo di vettori.
Osservazione 5.58. La presentazione intrinseca della curvatura gaussiana
fatta in questa sezione si presta in modo naturale ad essere generalizzata in
dimensione arbitraria e a introdurre quindi il concetto di curvatura sezionale
per le varieta` riemanniane di dimensione n. Si noti che, in dimensione n > 2,
il tensore di curvatura di Riemann R associato alla varieta` riemanniana e` un
oggetto analitico in generale non facile da maneggiare.
5.7. Esempi di curve geodetiche
In questa sezione determiniamo le curve geodetiche di alcune superfici piu`
significative. Iniziamo con le seguenti due proposizioni.
Proposizione 5.59. Sia M una superficie regolare. Se il sostegno σ(I)
di una curva differenziabile σ : I → M e` il luogo dei punti fissi di un’iso-
metria f di M , cioe` σ(I) = {p ∈ M : f(p) = p}, allora σ (opportunamente
parametrizzata) e` una curva geodetica di M .
Dimostrazione. Sia p ∈ σ(I), p = σ(t0). Posto V0 = σ˙(t0), per il Teo-
rema di esistenza e unicita` delle geodetiche, esiste un’unica geodetica γ(s),
s ∈]−δ,+δ[, tale che γ(0) = p e γ˙(0) = V0. Poiche´ f e` una isometria, γ1 = f ◦γ
e` una geodetica con γ1(0) = f(γ(0)) = f(p) = p e γ˙1(0) = ˙(f ◦ γ)(0) =
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(f∗)pγ˙(0) = (f∗)pσ˙(t0) = ˙(f ◦ σ)(t0) = σ˙(t0) = V0. Dunque, per l’unicita` della
geodetica γ con le fissate condizioni iniziali, avremo (f ◦ γ)(s) = γ(s) per ogni
s ∈] − δ,+δ[ e quindi γ(] − δ,+δ[) ⊂ σ(I). Cio` prova che σ e` una geodetica
in un intorno di p e quindi, per l’arbitrarieta` di p, σ e` una geodetica (come
insieme di punti). 
Esercizio 5.60. Determinare le isometrie del piano euclideo per le quali e`
possibile applicare la Proposizione 5.59.
Proposizione 5.61. Sia M : ϕ(u, v) = (x(u, v), y(u, v), z(u, v)) una super-
ficie regolare. Allora, le seguenti proprieta` sono equivalenti:
a) la curva delle u (v = v0) e` una curva geodetica;
b) la componente tangente (ϕuu)
⊤ = 0;
c) ∇ϕuϕu = 0 (ovvero, Γ111 = Γ211 = 0).
Analoghe proprieta` valgono per caratterizzare le curve delle v come curve geo-
detiche (basta sostituire ϕu con ϕv, e Γ
1
11,Γ
2
11 con Γ
1
22,Γ
2
22).
Dimostrazione. La curva delle u definita da v = v0(cost.) si parametriz-
za con u(t) = t, v(t) = v0. Pertanto le equazioni (5.22) che caratterizzano le
geodetiche, in questo caso, si riducono a Γ111 = Γ
2
11 = 0. D’altronde,
(ϕuu)
⊤ = Γ111ϕu + Γ
2
11ϕv.
In modo analogo si procede per le curve delle v. 
Osservazione 5.62. Ricordiamo che la nozione di curva geodetica e` chiara-
mente di natura locale, quindi anche le isometrie locali trasformano geodetiche
in geodetiche.
Esempio 5.63. Piano euclideo
Le geodetiche di un piano (euclideo) di R3 sono tutte e sole le rette (opportu-
namente parametrizzate) o segmenti di retta di tale piano. Infatti, in questo
caso γ(t) come curva di R3 e` data da γ(t) = (x1(t), x2(t), x3(t)), e la derivata
covariante
Dγ˙
dt
=
dγ˙
dt
= γ¨(t)
e quindi:
Dγ˙
dt
= 0⇔ (x′′1(t), x′′2(t), x′′3(t)) = 0⇔ γ(t) = tv + x0.
Esempio 5.64. Piano euclideo in coordinate polari
Consideriamo il piano euclideo R2 privato del semiasse positivo delle x. Ricor-
diamo che rispetto alle coordinate cartesiane (u, v) = (x, y) i coefficienti della
prima forma fondamentale I sono E = G = 1 ed F = 0. Consideriamo adesso
come nuove coordinate le coordinate polari (u¯, v¯) = (̺, ϑ) definite da
x = ̺ cosϑ, y = ̺ senϑ, ̺ > 0, ϑ ∈]0, 2π[.
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Vogliamo determinare le equazioni differenziali delle geodetiche rispetto al-
le coordinante polari. In questo caso la matrice (3.13) del cambiamento di
parametri
Jc =

∂u
∂u¯
∂u
∂v¯
∂v
∂u¯
∂v
∂v¯
 =

∂x
∂̺
∂x
∂ϑ
∂y
∂̺
∂y
∂ϑ
 =
cosϑ −̺ senϑ
senϑ ̺ cosϑ
 .
Pertanto, indicati con E¯, F¯ , G¯ i coefficienti di I rispetto alla parametrizzazione
delle coordinate polari, applicando la (3.20) si ha :E¯ F¯
F¯ G¯
 =
 cosϑ senϑ
−̺ senϑ ̺ cosϑ
1 0
0 1
cosϑ −̺ senϑ
senϑ ̺ cosϑ
 =
1 0
0 ̺2
 .
Quindi, dalla (4.5) segue che i coefficienti di Christoffel Γkij non nulli sono
Γ212 = Γ
2
21 = (1/̺) e Γ
1
22 = −̺.(5.38)
Ora sia γ(t) =
(
̺(t), ϑ(t)
)
una curva parametrizzata a velocita` unitaria, quindi
(̺′)2 + ̺2(ϑ′)2 = 1.(5.39)
Usando il sistema (5.22), tenendo conto della (5.38), si ha che γ(t) e` una curva
geodetica se e solo se
̺′′ − ̺(ϑ′)2 = 0(5.40)
̺ ϑ′′ + 2̺′ ϑ′ = 0.(5.41)
Si vede facilmente che la (5.41) e` equivalente alla
̺2 ϑ′ = c0 (costante),(5.42)
e quindi
̺2 (ϑ′)2 =
c20
̺2
.
Sostituendo quest’ultima nella (5.39), si ha
(̺′)2 = 1− c
2
0
̺2
.
Quindi
̺′ = ±
√
1− c
2
0
̺2
.(5.43)
Si noti che la (5.40), sostituendo la (5.42), diventa ̺′′ − c20/̺3 = 0 che e` iden-
ticamente soddisfatta come conseguenza della (5.43), pertanto la (5.40) si puo`
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tralasciare. Dalla (5.42), e dalla (5.43) col segno positivo, abbiamo
dϑ
d̺
=
c0
̺2
√
1− c
2
0
̺2
(5.44)
Integrando si ottiene
ϑ = ϑ0 + arccos
c0
̺
, e quindi cos (ϑ− ϑ0) = c0
̺
che e` (ovviamente) l’equazione di una retta in coordinate polari (cf. Figura 2).
Figura 2. Retta di equazione cos (θ − θ0) = OH
OP
=
c0
ρ
.
D’altronde, sviluppando il coseno si ha
̺ cosϑ cosϑ0 + ̺ senϑ senϑ0 = c0
e sostituendo le coordinate x = ̺ cosϑ e y = ̺ senϑ, si ottiene la stessa retta
con equazione cartesiana (cosϑ0)x+ (senϑ0)y = c0.
Esempio 5.65. Sfera canonica S2
Le geodetiche massimali della sfera canonica S2 sono tutte e sole le circonfe-
renze (opportunamente parametrizzate) di raggio massimo.
Dimostrazione. Sia S2 la sfera di centro l’origine O e raggio R. Sia σ
una circonferenza di raggio massimo di S2 e sia E il piano per il centro O e
contenente σ. Consideriamo due vettori V1, V2 unitari e ortogonali del piano
E applicati in O. Allora, si puo` scrivere
σ(t) = R(cos t)V1 +R(sen t)V2 ∀t ∈ R.
Quindi, σ˙(t) = R(−sen t)V1 +R(cos t)V2, e
dσ˙
dt
= σ¨(t) = R(−cos t)V1 +R(−sen t)V2 = −σ(t) = −Nσ(t)
212 5. Geometria intrinseca delle superfici
e` ortogonale a Tσ(t)S
2 = σ(t)⊥, per cui
Dσ˙
dt
= (σ¨(t))⊤ = 0.
Pertanto, le circonferenze di raggio massimo sono curve geodetiche per S2.
Viceversa, sia γ(t) un arco geodetico, parametrizzato a velocita` unitaria,
con γ(0) = p e γ˙(0) = Vp. Allora, V1 = (1/R)p e V2 = Vp, pensati come vettori
applicati nell’origine (centro della sfera), sono ortonormali e la curva
σ(t) = R(cos
t
R
)V1 +R(sen
t
R
)V2, t ∈ R,
e` una circonferenza di raggio massimo della sfera S2 che soddisfa le condizioni
σ(0) = p e σ˙(0) = Vp. Pertanto, per l’unicita` delle curve geodetiche con fissate
condizioni iniziali, l’arco di curva γ sara` contenuto nella circonferenza σ.
Un altro metodo per vedere che le circonferenze di raggio massimo sono
curve geodetiche di S2 e` il seguente. Sia σ una circonferenza di raggio massimo
di S2 e sia E il piano per il centro O di S2 tale che σ = E ∩ S2. Consideriamo
la riflessione Φ di R3 rispetto al piano E:
Φ : R3 = E ⊕ E⊥ −→ R3 = E ⊕ E⊥
x = xE + xE⊥ 7−→ Φ(x) = xE − xE⊥ .
Φ e` una trasformazione ortogonale di R3. Quindi, per il Teorema 5.13, φ = Φ|S2
e` una isometria di S2. D’altronde il piano E e` l’autospazio di Φ relativo
all’autovalore +1. Pertanto, applicando la Proposizione 5.59, la circonferenza
σ = S2 ∩ E = {x ∈ S2 : x ∈ E} = {x ∈ S2 : φ(x) = x}
e` una curva geodetica. 
Esempio 5.66. Cilindro circolare retto
Consideriamo il cilindro circolare retto M : x2 + y2 = 1. Questo e` un caso
particolare dell’Esempio 3.15, ottenuto con f(u) = 1 e g(u) = u, pertanto
una parametrizzazione locale di M e` ϕ(u, v) = (cos v, sen v, u). Siccome i
coefficienti di Christoffel Γkij sono tutti nulli (cf. Esempio 4.9), dal sistema
(5.22) segue che una curva γ(t) = ϕ(u(t), v(t)) di M e` una curva geodetica se
e solo se sono soddisfatte le equazioni
u′′(t) = 0 e v′′(t) = 0.
Quindi le geodetiche del cilindro M sono tutte e sole le curve del tipo
γ(t) = (cos (at+ b), sen (at+ b), ct+ d),
dove a, b, c, d sono costanti.
• Se a = c = 0, la curva si riduce a un punto (geodetica banale).
• Se a 6= 0 e c 6= 0, allora γ(t) e` un’elica circolare.
• Se a = 0 ( e c 6= 0), allora γ(t) e` una retta generatrice (un meridiano).
• Se c = 0 ( e a 6= 0), la curva γ(t) e` una circonferenza (un parallelo).
Esempio 5.67. Cilindro retto su una curva piana
Sia γ(u), u ∈ I (intervallo aperto di R), una curva semplice regolare piana,
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parametrizzata a velocita` unitaria, e sia V0 un vettore unitario di R
3 ortogonale
al piano di γ. Sia M il cilindro generalizzato avente γ come curva direttrice e
generatrici parallele a V0. Un tale cilindro e` detto cilindro retto su una curva
piana. Allora,M e` una superficie regolare e le curve geodetiche diM sono tutte
e sole le curve σ(t) parametrizzate a velocita` costante che formano un angolo
costante con V0, ovvero le curve che sono eliche cilindriche (cf. Definizione
2.39) dette anche curve di Lancret.
Dimostrazione. Intanto, per quanto osservato nell’Esempio 3.18 e nel-
l’Esercizio 3.21 segue che M e` una superficie regolare parametrizzata da
ϕ(u, v) = γ(u) + v V0, (u, v) ∈ D = I × R.(5.45)
Dalla (5.45) segue che ϕu = γ˙(u) e ϕv = V0. Inoltre, γ(u) · V0 e` costante (in
quanto γ e` contenuta in un piano ortogonale a V0). Allora,
E = ‖γ˙(u)‖2 = 1, F = γ˙(u) · V0 = 0, G = ‖V0‖2 = 1,
e quindi dalla (4.5) segue che tutti i coefficienti di Christoffel Γkij sono nulli.
Sia ora σ(t) una curva di M parametrizzata a velocita` costante, quindi
σ(t) = ϕ(u(t), v(t)) = γ(u(t)) + v(t)V0, σ˙(t) = u
′(t)γ˙(u) + v′(t)V0.
Applicando la (5.22), la curva σ(t) = ϕ(u(t), v(t)) e` geodetica se e solo se sono
soddisfatte le equazioni u′′(t) = 0 e v′′(t) = 0, ossia le funzioni
u′(t) e v′(t) sono costanti.
D’altronde, (u′)2 + (v′)2 = ‖σ˙(t)‖2 = c2 (c > 0 costante), per cui
(∗) la curva σ(t) = ϕ(u(t), v(t)) e` geodetica se e solo se v′ e` costante.
Inoltre,
σ˙(t) · V0 =
(
u′γ˙(u) + v′ V0
) · V0 = v′
e
σ˙(t) · V0 = ‖σ˙(t)‖ cosϑ(t) = c cosϑ(t),
dove ϑ(t) e` l’angolo convesso tra la curva σ˙(t) e V0. Pertanto, dalla (∗) segue
che la curva σ(t) = ϕ(u(t), v(t)) e` geodetica se e solo se ϑ(t) e` costante. 
Esempio 5.68. Superficie di rotazione
Consideriamo una superficie di rotazioneM di R3 ottenuta ruotando una curva
regolare piana semplice γ intorno ad un asse del piano della curva e che non
intersechi la stessa curva. Supponiamo che il piano di γ sia il piano xz, l’asse
di rotazione sia l’asse z e la curva γ sia parametrizzata da x = f(u) > 0, y =
0, z = g(u), u ascissa curvilinea, pertanto M (ottenuta ruotando γ intorno
all’asse z) ha equazioni parametriche x = f(u)cos v, y = f(u)sen v, z = g(u)
(cf. Esempio 3.15). Sia ϕ(u, v) la corrispondente parametrizzazione locale di
M . Sappiamo che i coefficienti della prima forma fondamentale sono dati da
(cf. Esempio 3.64)
E = 1, F = 0, G = f 2(u).
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Inoltre, il campo normale ad M e` dato da
N =
(− g′(u)cos v,−g′(u)sen v, f ′(u)).(5.46)
Per le curve geodetiche della suddetta superficie di rotazione M abbiamo
quanto segue.
• 1) Se σ(t) e` un parallelo (ossia u = u0), allora σ(t) e` una curva geo-
detica se e solo se il campo normale Nσ(t) e` ortogonale all’asse di rotazione,
equivalentemente u0 e` un punto critico per la funzione f(u).
• 2) Sia σ(t) = ϕ(u(t), v(t)) una curva regolare diM parametrizzata con l’a-
scissa curvilinea. Se σ(t) e` una curva geodetica, allora e` soddisfatto il seguente
sistema di equazioni differenziali:
(u′(t))2 + f 2(u(t))(v′(t))2 = 1, f 2(u(t))v′(t) = c,(5.47)
dove c e` una costante associata alla geodetica. Se σ(t) non e` un parallelo,
allora vale anche il viceversa. Inoltre, la costante c = 0 se e solo se σ(t) e` un
meridiano. In particolare, ogni meridiano (ossia v = v0) e` una curva geodetica.
• 3) Per ogni curva geodetica σ(t) vale la relazione di Clairaut
f(u(t))senϑ(t) = c,
dove ϑ(t) e` l’angolo convesso tra σ˙(t) e il meridiano per σ(t). Se σ(t) e` un
meridiano, si ha ϑ = 0 e c = 0. Se σ(t) e` un parallelo, si ha ϑ = π/2 e f(u) = c
e` il raggio del parallelo. Viceversa, se σ(t) non e` un parallelo e soddisfa la
relazione di Clairaut, allora σ(t) e` una curva geodetica.
Figura 3. Geodetiche su una superficie di rotazione.
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Dimostrazione. Dall’Esempio 4.9 sappiamo che i coefficienti di Christof-
fel Γkij di M sono dati da
Γ111 = Γ
2
11 = Γ
1
12 = Γ
1
21 = Γ
2
22 = 0, Γ
1
22 = −f(u)f ′(u), Γ212 =
f ′(u)
f(u)
.
Dunque, per una curva σ(t) = ϕ(u(t), v(t)) di M la (5.21) diventa
Dσ˙
dt
=
(
u′′ − f(u)f ′(u)(v′)2) (t)ϕu(t) + (v′′ + 2f ′(u)
f(u)
u′v′
)
(t)ϕv(t),(5.48)
e quindi la curva σ(t) e` una curva geodetica se, e solo se, sono soddisfatte le
seguenti equazioni differenziali:
u′′(t)− f(u)f ′(u)(v′(t))2 = 0, v′′(t) + 2f
′(u)
f(u)
u′(t)v′(t) = 0.(5.49)
1) Sia σ(t), con t ascissa curvilinea, un parallelo di M , cioe` σ(t) = ϕ(u0, v(t)).
Allora, σ˙(t) = (0, v′(t)) = v′(t)ϕv(t) e
1 = σ˙(t) · σ˙(t) = f 2(u0)(v′(t))2 implica (v′(t))2 = 1/f 2(u0) =cost.,
da cui segue v′′(t) = 0. Dunque la seconda equazione del sistema (5.49) e`
identicamente soddisfatta. Mentre la prima equazione diventa
f(u0)f
′(u0)(v′(t))2 = 0.
Siccome f(u0) 6= 0, il parallelo σ(t) e` una geodetica se e solo se f ′(u0) = 0.
D’altronde, dalla (5.46) segue che f ′(u0) = 0 se e solo se Nσ(t) (campo normale
ad M in σ(t)) e` ortogonale all’asse di rotazione (cf. Figura 3).
2) Sia σ(t) = ϕ(u(t), v(t)) una curva di M parametrizzata con l’ascissa curvi-
linea. Da (
f 2(u(t))v′(t)
)′
= 2f(u)f ′(u)u′(t)v′(t) + f 2(u(t))v′′(t)
= f 2(u(t))
(
2
f ′(u)
f(u)
u′(t)v′(t) + v′′(t)
)
,
dove f 2(u) > 0, segue che f 2(u(t))v′(t) e` cost. se e solo se
2
(
f ′(u)/f(u)
)
u′(t)v′(t) + v′′(t) = 0.
Inoltre, ‖σ˙(t)‖ = 1, ossia (u′(t))2+f 2(t)(v′(t))2 = 1. Allora, se σ(t) e` geodetica,
dal sistema (5.49) abbiamo il sistema (5.47).
Viceversa, assumiamo che σ(t) non sia un parallelo e sia soddisfatto il
sistema (5.47). Allora, vale la seconda equazione del sistema (5.49) in quanto,
come visto prima, e` equivalente alla seconda equazione del sistema (5.47).
Inoltre, derivando la prima della (5.47), si ha
0 = 2u′u′′ + 2f(u)f ′(u)u′(v′)2 + 2f 2v′v′′.
Da questa, usando la seconda equazione del sistema (5.49), ossia la
2
(
f ′(u)/f(u)
)
u′(t)v′(t) + v′′(t) = 0,
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si ha
0 = 2u′u′′ + 2f(u)f ′(u)u′(v′)2 − 2f 2(u)v′
(
2
f ′(u)
f(u)
u′v′
)
= 2u′
(
u′′ − f ′(u)f(u)(v′)2
)
.
Se fosse (u′′ − f ′(u)f(u)(v′)2)(t0) 6= 0 in qualche t0, allora sarebbe u′(t) = 0
in un intorno di t0 e quindi si avrebbe u(t) = u0 nello stesso intorno, per cui
σ(t) dovrebbe essere un parallelo in un intorno di t0 che e` una contraddizione.
Pertanto, si ha u′′− f ′(u)f(u)(v′)2 = 0 ovvero la prima equazione della (5.49),
e quindi σ(t) e` una curva geodetica. Inoltre, da f 2(u(t))v′(t) = c segue che
la costante c = 0⇔ v′(t) = 0⇔ v(t) = v0 ⇔ σ(t) e` un meridiano di M .
In particolare, ogni meridiano σ(t) = ϕ(u(t), v0), con t ascissa curvilinea,
soddisfa il sistema (5.47) e quindi e` una curva geodetica di M .
3) Proviamo che ogni curva geodetica σ(t) soddisfa la relazione di Clairaut.
Siccome E = 1, F = 0, G = f 2(u), allora E1 = ϕu e E2 = (1/f)ϕv e` base
ortonormale lungo σ e quindi possiamo scrivere
σ˙(t) = cosϑ(t)E1 + senϑ(t)E2,
dove ϑ(t) e` l’angolo convesso tra σ˙(t) e ϕu (vettore tangente al meridiano per
σ(t)). Da
E1 ∧ σ˙(t) = E1 ∧ (cosϑ(t)E1 + senϑ(t)E2) = (1/f)senϑ(t)ϕu ∧ ϕv
e
E1 ∧ σ˙(t) = ϕu ∧ (u′ϕu + v′ϕv)(t) = (v′ϕu ∧ ϕv)(t),
si ottiene senϑ(t) = fv′(t) che con la seconda della (5.47) implica la relazione
di Clairaut.
Viceversa, supponiamo che σ(t), sempre con t ascissa curvilinea, soddisfi
la relazione di Clairaut fsenϑ = c. Procedendo come prima si ha senϑ(t) =
fv′(t), e quindi la relazione di Clairaut implica la seconda della (5.47). La
prima della (5.47) vale in quanto σ(t) e` parametrizzata con l’ascissa curvilinea.
Siccome, σ(t) non e` un parallelo, dalla 2) segue che σ(t) e` una curva geodetica.

Osservazione 5.69. Sia σ(t) = ϕ(u(t), v(t)) una curva regolare della super-
ficie di rotazioneM considerata nell’Esempio 5.68. Assumiamo che σ(t) sia una
curva geodetica parametrizzata con l’ascissa curvilinea. Allora e` soddisfatto il
sistema di equazioni differenziali (5.47):
(u′(t))2 + f 2(u(t))(v′(t))2 = 1, f 2(u(t))v′(t) = c.
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Assumiamo inoltre che σ non sia un meridiano, quindi la costante c 6= 0.
Cambiando parametrizzazione, se necessario, possiamo assumere v′(t) > 0 e
quindi c > 0. Dal sistema (5.47), segue
(u′(t))2 = 1− f 2(u(t))(v′(t))2 = 1− f 2(u(t))c2/f 4(u(t))
=
(
f 2(u(t))− c2)/f 2(u(t)).
Quindi, deve essere
f(u(t)) ≥ c, per ogni t.
Cio` significa che la geodetica si trova nella parte di superficie i cui punti sono
a distanza ≥ c dall’asse.
Esempio 5.70. Superficie torica
La superficie torica e` una superficie di rotazione e quindi valgono i risultati del-
l’Esempio 5.68. In particolare, un meridiano e` costituito da due circonferenze
che saranno quindi geodetiche; tra i paralleli solo quello di raggio massimo e
quello di raggio minimo sono geodetiche.
Esempio 5.71. Superficie tubolare
Consideriamo la superficie M , intorno tubolare di raggio r > 0 della curva di
Frenet γ(u), quindi la superficie parametrizzata da (cf. Esempio 4.28)
ϕ(u, v) = γ(u) + r(cos v)~n(u) + r(sen v)~b(u)
con la condizione κ(u)r < 1. Vogliamo vedere se per questa superficie le curve
coordinate sono curve geodetiche. Proviamo che le curve delle v sono sempre
curve geodetiche. Come visto nell’Esempio 4.28, abbiamo
N = −cos v ~n(u)− sen v~b(u),
ϕuu = −r (κ′(u) cos v − τ(u)κ(u)sen v)~t(u)
+
(
(1− rκ(u)cos v)κ(u)− rτ ′(u) sen v − rτ 2(u)cos v)~n(u)
+ r
(
τ ′(u) cos v − τ 2(u) sen v)~b(u),
ϕvv = −r cos v ~n(u)− r sen v~b(u) = r N,
ℓ = ϕuu ·N = rτ 2(u)− κ(u) cos v(1− rκ(u)cos v).
Da queste formule si ottiene che la componente tangente ϕ⊤vv = 0, e quindi
dalla Proposizione 5.61 segue che le curve delle v sono curve geodetiche.
Consideriamo ora il caso in cui la curva di Frenet γ(u) abbia curvatura
costante κ(u) = κ0 > 0 e torsione costante τ(u) = τ0 (in particolare puo` essere
τ0 = 0). In tal caso,
ϕuu = (r τ0κ0sen v)~t(u) +
(
(1− rκ0cos v)κ0 − rτ 20 cos v
)
~n(u)
− (r τ 20 sen v)~b(u),
ϕ⊤uu = ϕuu − (ϕuu ·N)N = ϕuu − ℓN
= (rτ0κ0sen v)~t(u) +
(
κ0sen
2v(1− rκ0cos v)
)
~n(u)
− κ0cos vsen v(1− rκ0cos v)~b(u).
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Pertanto, se γ(u) e` una (parte di) elica circolare oppure una (parte di) circonfe-
renza, dalla Proposizione 5.61 segue che le curve delle u sono curve geodetiche
se, e solo se, sen v = 0 (quindi per v = 0, π).
Esercizio 5.72. Verificare che se M e` una superficie regolare di R3 simme-
trica rispetto a un piano E (per l’origine), allora la curva γ = E ∩M e` una
curva geodetica (come insieme di punti) per M . Applicare questo risultato al
caso dell’ellissoide: x2/a2 + y2/b2 + z2/c2 = 1.
Esercizio 5.73. Si consideri la curva piana γ : y2 − z2 = 1, x = 0. Sia
M1 la superficie di rotazione ottenuta ruotando γ intorno all’asse z e sia M2
la superficie di rotazione ottenuta ruotando γ intorno all’asse y. Determi-
nare i paralleli di M1,M2 (se esistono) che sono curve geodetiche. Inoltre,
determinare tre differenti tipi di geodetiche di M1 per il punto p0 = (0, 1, 0).
Esercizio 5.74. SiaM una superficie di rotazione con la proprieta` che tutti
i paralleli siano curve geodetiche. Dire che tipo di superficie di rotazione e` M .
5.8. Geodetiche e curve minimali
Nel caso del piano euclideo, dati due punti p e q esiste sempre una curva
geodetica (un segmento di retta) di lunghezza minima che li congiunge. In
questa sezione vogliamo studiare la seguente questione “dati due punti p e q di
un’arbitraria superficie regolare M , esiste una geodetica di lunghezza minima
che li congiunge?”
Definizione 5.75. Sia M una superficie regolare e sia d la funzione di-
stanza intrinseca di M . Una curva differenziabile γ : [a, b]→M congiungente
due punti p, q, si dice curva minimale se L(γ) = d(p, q) cioe` se L(γ) ≤ L(σ),
per ogni σ ∈ C(p, q).
Nella sezione successiva vedremo che curve minimali sono curve geodetiche.
Intanto, vediamo con degli esempi le diverse situazioni che si possono presen-
tare.
1. Sia M il piano euclideo R2. Tra tutte le curve che congiungono due
punti p, q ∈ R2, il segmento di retta γ(t) = (1− t)p+ tq, t ∈ [0, 1], e` quello che
realizza la minima distanza.
2. Per la sfera canonica S2, abbiamo visto che le curve le geodetiche sono
tutte e sole le circonferenze di raggio massimo. In tal caso, comunque pren-
diamo due punti esiste sempre una geodetica minimale che li congiunge. Se
p, q ∈ S2 non sono antipodali, allora esiste un’unica geodetica minimale γ che
li congiunge. Se p, q ∈ S2 sono antipodali, esistono infinite geodetiche minimali
che li congiungono.
3. Sia M = R2 \ {0} (piano euclideo privato dell’origine). Se p = (1, 0) e
q = (−1, 0), allora non esiste una geodetica che li congiunge.
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4. Sia M la superficie cilindrica S1 × R.
Nell’Esempio 5.66 sono state determinate le geodetiche del cilindro circolare
retto M . Un altro modo per determinare le geodetiche di M e` il seguente.
Poiche´ il rivestimento F : R2 →M, (ϑ, v) 7→ (eiϑ, v) e` una isometria locale, le
geodetiche di M sono tutte e sole le immagini mediante F delle curve geode-
tiche del piano euclideo. Quindi, le geodetiche di M sono le rette generatrici
(immagini delle rette parallele all’asse delle v), le circonferenze (immagini delle
rette parallele all’asse delle ϑ)e le eliche (immagini di rette non parallele agli
assi). Se p, q appartengono alla stessa circonferenza, allora esistono due archi
di geodetica che li congiungono di cui uno minimale. Se p, q non appartengono
alla stessa circonferenza, in tal caso esistono infinite geodetiche che li congiun-
gono le cui lunghezze non sono uguali. Per vedere cio`, consideriamo l’isometria
locale F la quale sviluppa il cilindro sul piano (cf. Figura 4).
Figura 4
Poniamo F (0, 0) = p e F (ϑ0, v0) = q con ϑ0 6= 0, quindi con p, q non
appartenenti alla stessa generatrice. Se r(t) e` il segmento OQ, Q(ϑ0, v0), l’elica
γ(t) = F (r(t)) e` una geodetica che congiunge p e q. Se consideriamo Qk =
(ϑ0+2kπ, v0), k ∈ Z, e rk(t) e` il segmento OQk, allora γk(t) = F (rk(t)) e` una
geodetica che congiunge, per ogni k, gli stessi punti. La geodetica minimale
e` l’arco di elica che corrisponde al segmento OQ con Q(ϑ0, v0), 0 < ϑ0 < 2π.
In particolare, se p, q appartengono alla stessa generatrice, vale il discorso di
prima: F (ϑ0, v0) = p, F (ϑ0+2kπ, v1) = F (ϑ0, v1) = q, e la geodetica minimale
e` il segmento di generatrice che congiunge p e q.
Dal Teorema 5.46 abbiamo l’esistenza e` l’unicita` (locale) della geodetica con
fissate condizioni iniziali. Si puo` dimostrare, usando la teoria delle equazioni
220 5. Geometria intrinseca delle superfici
differenziali, la seguente
Proposizione 5.76. Per ogni fissato p0 ∈ M , esistono un intorno aperto
U di p0, un δ > 0 e un ε > 0 tali che per ogni p ∈ U e per ogni V ∈ TpM ,
‖V ‖ < δ, esiste un’unica curva geodetica γp,V (t), definita per |t| < ε, che
soddisfa
γp,V (0) = p e γ˙p,V (0) = V.
Consideriamo la geodetica γp,V (t), definita per |t| < ε. Se λ e` una costante
6= 0, la curva σ(t) := γp,V (λt), |λt| < ε, e` una geodetica e verifica le condizioni:
σ(0) = γp,V (0) = p e σ˙(0) = λγ˙p,V (0) = λV .
Dunque, per l’unicita` delle geodetiche con le fissate condizioni iniziali, deve
essere
σ(t) = γp,λV (t) con |t| < ε/|λ|.
Pertanto, per λ costante 6= 0, abbiamo la seguente proprieta` di omogeneita`:
γp,λV (t) = γp,V (λt) con | t |< ε/|λ|.(5.50)
Quindi e` possibile diminuire la velocita` di una geodetica aumentando l’inter-
vallo di tempo (cioe` l’intervallo di t), e viceversa. Applicando la (5.50) per
λ = ε
2
, con ‖V ‖ < δ (dove δ e` definito dalla Proposizione 5.76), si ha che
γp, ε
2
V (t) e` definita per |t| < ε
ε/2
= 2, dove ‖(ε/2)V ‖ < (ε/2)δ.
Di conseguenza, per ogni W ∈ TpM , ‖W‖ < δ0, prendendo δ0 < εδ2 , si ottiene
che la geodetica γp,W (t) e` definita per |t| < 2. Pertanto, abbiamo la seguente
proposizione.
Proposizione 5.77. Per ogni p0 ∈ M esiste un intorno aperto U di p0
e un δ0 > 0 tale che per ogni p ∈ U e per ogni W ∈ TpM , ‖W‖ < δ0, la
geodetica γp,W (t) e` definita per |t| < 2 e quindi, in particolare, per t = 1.
Nel seguito, quando il punto p e` fissato, la geodetica γp,V (t) la denoteremo sem-
plicemente con γV (t). La Proposizione 5.77 permette di introdurre la seguente
definizione.
Definizione 5.78. L’applicazione esponenziale in p e` l’applicazione
expp : B(0, δ0) = {W ∈ TpM : ‖W‖ < δ0} ⊂ TpM →M,
W 7→ exppW = γW (1).
Si noti che expp e` differenziabile in quanto le soluzioni di un sistema di equazio-
ni differenziali dipendono differenziabilmente dalle condizioni iniziali, inoltre e`
definita in generale solo su un intorno del vettore nullo, e expp0 = p. Se expp
e` definita in W ∈ B(0, δ0), allora γW (t) e` definita per t ∈ [−1, 1] e
(5.51) γW (t) = γtW (1) = expp(tW ) ∀t ∈ [−1, 1].
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Geometricamente, exppV = γV (1) e` un punto diM che si trova sulla geodetica
γV (t) a distanza ‖V ‖ dal punto p nel verso di V . Infatti, siccome ‖γ˙V (t)‖=
cost., abbiamo
L(γV |[0,1]) =
∫ 1
0
‖γ˙V (t)‖ dt =
∫ 1
0
‖γ˙V (0)‖ dt =
∫ 1
0
‖V ‖ dt = ‖V ‖ .
La seguente proposizione evidenzia la naturalita` dell’applicazione esponen-
ziale.
Proposizione 5.79. L’applicazione esponenziale commuta con le isome-
trie. Piu` precisamente, se f : (M, g)→ (M˜, g˜) e` un’isometria, allora
f ◦ exppV = expf(p) ◦ f∗pV per V ∈ B(0, δ0) ⊂ TpM .
Dimostrazione. Sia V ∈ B(0, δ0) e γV (t) la geodetica definita per t ∈
[0, 1], con γV (0) = p e γ˙V (0) = V . Poiche´ f e` una isometria, la curva γ˜(t) =
f ◦γV (t) e` una geodetica e inoltre γ˜(0) = f(γV (0)) = f(p) e ˙˜γ(0) = f∗pγ˙V (0) =
f∗pV . Pertanto, f ◦ γV (t) = γ
f∗pV
(t) per ogni t ∈ [0, 1], e quindi:
f(exppV ) = f(γV (1)) = γf∗pV (1) = expf(p)f∗pV.

Esempio 5.80. Nel caso del piano euclideo R2, per V ∈ TpR2, la geodetica
γV (t) = p+ tV e` definita per ogni t ∈ R. Quindi,
expp : TpR
2 → R2, γV (1) = V 7→ p+ V .
Esempio 5.81. Nel caso della sfera unitaria S2, l’applicazione esponenziale
in un fissato punto p ∈ S2 e` definita su tutto lo spazio tangente TpS2 e applica
Figura 5
la palla aperta B(0, π) di centro l’origine e raggio π di TpS
2 iniettivamente su
S
2 − {q}, dove q e` il punto antipodale di p. Inoltre, expp applica il bordo di
B(0, π) nel punto q (cf. Figura 5).
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Vediamo di giustificare in qualche modo il termine esponenziale dato al-
l’applicazione expp. Fissati p ∈ S2 e V0 ∈ TpS2, indichiamo con S1 la geodetica
massimale con le fissate condizioni iniziali (p, V0), quindi la circonferenza di
raggio massimo (della sfera S2) passante per p e tangente in p a V0. Indi-
chiamo con TpS
1 il sottospazio 1-dimensionale di TpS
2 generato dal vettore V0,
allora expp ristretta a TpS
1 assume valori in S1.
Figura 6
In questo caso, per x ∈ TpS1, la geodetica γx(t), t ∈ [0, 1], e` l’arco di circonfe-
renza γ1 uscente da p, nel verso definito da x, con L(γ1) = ‖x‖. Identificato
TpS
1 con R, x si puo` pensare come la misura in radianti di un angolo, allora
si ha (cf. Figura 6)
expp : TpS
1 → S1, x 7→ γx(1) = eix.
In generale, l’applicazione esponenziale in un fissato punto p ∈M definisce
solo un diffeomorfismo locale.
Teorema 5.82. Per ogni p ∈M esiste un intorno aperto B(0) dell’origine
in TpM diffeomorfo, mediante l’applicazione expp, a un intorno aperto U(p) di
p in M , ossia expp : B(0)→ U(p), V 7→ γV (1), e` un diffeomorfismo.
Dimostrazione. Sappiamo che expp : B(0, δ0) ⊂ TpM →M . Indichiamo
con f l’applicazione esponenziale expp e consideriamo il suo differenziale f∗ :
T0(TpM) → TpM nell’origine. Per ogni fissato V in T0(TpM), che possiamo
identificare con TpM , consideriamo la curva differenziabile σ(t) = tV di TpM .
Siccome σ(0) = 0 e σ˙(0) = V , abbiamo
f∗(V ) = f∗(σ˙(0)) =
d
dt
(f ◦ σ)|t=0 = d
dt
(γV (t))|t=0 = γ˙V (0) = V.
Dunque, f∗ e` l’identita` e quindi, applicando il Teorema della funzione inversa,
esiste un intorno B(0) dell’origine in TpM diffeomorfo, mediante l’applicazione
expp, a un intorno U(p) di p in M . 
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L’intorno aperto U di p in M definito nel Teorema 5.82, viene detto intorno
normale del punto p. In particolare, prendendo l’aperto B(0) del tipo B(0, r),
l’intorno normale corrispondente U = exppB(0, r) viene detto palla geodetica
di M centrata in p, in tal caso le geodetiche di U uscenti da p sono dette
geodetiche radiali. Per δ < r, l’intorno S(p, δ) = expp
(
∂B¯(0, δ)
)
, e` detto
cerchio geodetico di M centrato in p.
Siccome l’applicazione expp e` un diffeomorfismo sull’aperto B(0), allora
expp puo` definire nuove coordinate nell’aperto U che vengono dette coordinate
normali.
Il seguente teorema esprime la minimalita` delle geodetiche radiali.
Teorema 5.83. Sia γ : [0, c]→M una geodetica radiale di U = exppB(0, r)
palla geodetica centrata in p = γ(0). Allora, per ogni q ∈ γ([0, c]), l’arco
geodetico radiale γ(p, q) e` l’unica curva minimale che congiunge p e q.
Dimostrazione. ([17], p. 344). 
Sia γ una curva geodetica di M e siano p1, p2 due punti nel sostegno di γ.
Se p2 e` abbastanza vicino a p1 , in altre parole se p2 e` contenuto in una palla
geodetica centrata in p1, allora l’arco geodetico γ(p1, p2) e` radiale e quindi, per
il Teorema 5.83, e` l’unica curva minimale che congiunge p1 e p2. Pertanto, vale
la seguente
Proposizione 5.84. Ogni curva geodetica di (M, g) e` localmente minimale.
Concludiamo questa sezione con un breve cenno al Teorema di Hopf-Rinow.
Nel caso del piano euclideo e` ben noto che ogni segmento di retta si puo`
prolungare indefinitamente, per la geodetiche abbiamo la seguente
Definizione 5.85. Una superficie M e` detta geodeticamente completa se
ogni geodetica γ : [a, b]→M puo` essere estesa a una geodetica γ : R→M .
Il piano euclideo e la sfera canonica sono chiaramente superfici geodeticamente
complete. Ricordiamo che esiste anche la nozione di completezza nell’ambito
degli spazi metrici: uno spazio metrico si dice completo se ogni successione
di Cauchy e` convergente. D’altronde, una superficie e` uno spazio metrico
rispetto alla distanza intrinseca d (cf. Sezione 5.1). La topologia indotta dalla
distanza intrinseca d e` equivalente alla topologia indotta su M dalla topologia
euclidea di R3. Il teorema di Hopf-Rinow ci dice non solo che le due nozioni
di completezza sono equivalenti, ma sono anche sufficienti per l’esistenza di
geodetiche minimali.
Teorema 5.86. (di Hopf-Rinow) Sia M una superficie (connessa) re-
golare e sia d la distanza intrinseca di M . Allora, seguenti proprieta` sono
equivalenti.
(1) M e` geodeticamente completa.
(2) (M,d) e` uno spazio metrico completo.
(3) Chiusi e limitati di (M,d) sono compatti.
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Inoltre, se una di queste condizioni vale, per ogni p, q ∈M esiste una geodetica
minimale (non necessariamente unica) che li congiunge.
Esistono superfici complete in cui la geodetica minimale non e` unica. Ad esem-
pio, se consideriamo due punti antipodali della sfera canonica, la geodetica
minimale che li congiunge non e` univocamente determinata. Inoltre, se consi-
deriamo come superficie di R3 il semipiano euclideo R2+ = {(x, y) ∈ R2 : y > 0},
questa e` una superficie in cui comunque prendiamo due punti esiste una geo-
detica minimale che li congiunge, tuttavia non e` una superficie completa, ad
esempio la successione {pn = ( 1n , 1n)}n e` una successione di Cauchy che non e`
convergente in R2+. Quindi, della seconda parte del Teorema 5.86 non vale il
viceversa.
Corollario 5.87. Una superficie regolare (connessa) compatta e` geodetica-
mente completa.
Quindi per le superfici regolari connesse compatte di R3 (che sono sfere, tori e
p-tori, p > 0) comunque si considerano due punti esiste sempre una geodetica
minimale che li congiunge.
5.9. Energia di una curva
Scopo di questa sezione e` studiare l’energia di una curva. Vedremo, come
conseguenza della prima formula variazionale dell’energia di una curva, che
le curve geodetiche sono punti critici del funzionale energia e che le curve
minimali sono necessariamente curve geodetiche.
Sia σ : [a, b] → M, t 7→ σ(t), una curva differenziabile di una superficie
regolare M di R3. L’energia di σ e` definita da
E(σ) :=
1
2
∫ b
a
‖σ˙(t)‖2 dt.
Possiamo quindi considerare il funzionale E : σ 7→ E(σ) che viene detto fun-
zionale energia. Si noti che l’energia di una curva, a differenza della lunghez-
za, dipende dalla parametrizzazione. Se θ : [a, b] → [α, β], t 7→ θ(t), e` un
cambiamento regolare di parametro, le curve σ˜ : [α, β] → M, θ 7→ σ˜(θ) e
σ = σ˜ ◦ θ : [a, b]→M, t 7→ σ(t), in generale, non hanno la stessa energia:
2E(σ) =
∫ b
a
‖σ˙(t)‖2dt =
∫ b
a
‖ ˙˜σ(θ(t))‖2 |θ′(t)|2 dt 6=
∫ β
α
‖ ˙˜σ(θ)‖2dθ = 2E(σ˜).
Lemma 5.88. Si ha
L2(σ) ≤ 2(b− a)E(σ),
dove l’uguaglianza si ha se e solo se σ(t) e` parametrizzata a velocita` costante
(ossia t e` proporzionale all’ascissa curvilinea).
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Dimostrazione. Ricordiamo che L(σ) =
∫ b
a
‖σ˙(t)‖ dt. Date due funzioni
reali continue f1, f2 definite in [a, b], applicando la disuguaglianza di Schwarz
si ha (∫ b
a
f1f2dt
)2
≤
(∫ b
a
f1
2dt
)(∫ b
a
f2
2dt
)
,
dove l’uguaglianza si ha se e solo se la funzione f2 e` proporzionale a f1. Ap-
plicando la suddetta disuguaglianza alle funzioni f1 =cost.= 1 e f2 = ‖σ˙(t)‖,
si ha l’enunciato del lemma. 
Siano D un aperto connesso di R2 e H : D → M, (t, r) 7→ H(t, r), un’ap-
plicazione differenziabile. Fissato il parametro t (rispettivamente r), H(t, r) si
puo` pensare come una curva parametrizzata di M . Allora,
∂H
∂t
: (t, r) 7→
(
∂H
∂t
)
(t,r)
e
∂H
∂r
: (t, r) 7→
(
∂H
∂r
)
(t,r)
sono campi differenziabili di vettori lungo H. Siccome
(
∂2H
∂t∂r
)⊤
=
(
∂2H
∂r∂t
)⊤
, si
ha
(5.52)
D
dt
∂H
∂r
=
D
dr
∂H
∂t
.
Sia
H : [a, b]× (−ǫ, ǫ)→M, (t, r) 7→ H(t, r) = σr(t),
una variazione della curva σ : [a, b]→M , cioe` un’applicazione differenziabile
con
H(t, 0) = σ0(t) = σ(t).
Se inoltre, per ogni r ∈ (−ǫ, ǫ), si ha
H(a, r) = σr(a) = σ(a) e H(b, r) = σr(b) = σ(b),
allora la variazione e` detta propria (cf. Figura 7). Per ogni fissato r ∈
(−ǫ, ǫ),
σr : [a, b]→M, t 7→ σr(t) = H(t, r),
e` una curva della variazione H. Se la variazione e` propria, tutte le curve σr(t)
hanno lo stesso punto iniziale e lo stesso punto finale. Per ogni fissato t ∈ [a, b],
la curva
σt : (−ǫ, ǫ)→M, r 7→ σt(r) = H(t, r),
e` detta curva trasversa della variazione (cf. Figura 7). Il vettore velocita`
V (t) della curva trasversa σt(r), per r = 0, e` dato da
V (t) =
(∂H(t, r)
∂r
)
(t, 0) =
( d
dr
σt(r)
)
|r=0
= σ˙t(0) ∈ TH(t,0)M = Tσ(t)M.
Quindi, V (t) ∈ X(σ) e` un campo differenziabile lungo σ0(t) = σ(t) che viene
detto campo variazionale di H. Se la variazione e` propria:
σa(r) = H(a, r) = σ(a) = p = cost. e σb(r) = H(b, r) = σ(b) = q = cost.,
e quindi
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σ˙a(0) = σ˙b(0) = 0, cioe` V (a) = V (b) = 0.
Figura 7. Le curve tratteggiate sono le curve trasverse.
La funzione
E : (−ǫ, ǫ)→ R, r 7→ E(r) = E (σr(t)) = 1
2
∫ b
a
‖σ˙r(t)‖2dt
e` detta energia di H.
Teorema 5.89. (formula della variazione prima)
Sia H(t, r) una variazione propria di σ. Allora
E ′(0) = −
∫ b
a
(
V (t) · Dσ˙
dt
(t)
)
dt.(5.53)
Dimostrazione. Consideriamo la derivata del funzionale energia
E ′(r) =
dE
dr
=
1
2
∫ b
a
d
dr
(σ˙r(t) · σ˙r(t)) dt.
X(r) := σ˙r(t) =
d
dt
σr(t) =
∂
∂t
H(t, r) e` un campo vettoriale lungo la curva
trasversa σt(r). Tenendo presente le proprieta` della derivata covariante e la
(5.52), si ottiene
d
dr
(σ˙r(t) · σ˙r(t)) = d
dr
(
∂
∂t
H(t, r) · ∂
∂t
H(t, r)
)
= 2
(
D
dr
∂H
∂t
· ∂H
∂t
)
= 2
(
D
dt
∂H
∂r
· ∂H
∂t
)
.(5.54)
D’altronde,
d
dt
(
∂H
∂r
· ∂H
∂t
)
=
(
D
dt
∂H
∂r
· ∂H
∂t
)
+
(
∂H
∂r
· D
dt
∂H
∂t
)
,
per cui dalla (5.54) segue
1
2
d
dr
(σ˙r(t) · σ˙r(t)) = d
dt
(
∂H
∂r
· ∂H
∂t
)
−
(
∂H
∂r
· D
dt
∂H
∂t
)
.
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Pertanto,
E ′(r) =
∫ b
a
d
dt
(∂H
∂r
· ∂H
∂t
)
dt−
∫ b
a
(∂H
∂r
· D
dt
∂H
∂t
)
dt
e quindi
E ′(0) =
{[(∂H
∂r
· ∂H
∂t
)]t=b
t=a
}
|r=0
−
{∫ b
a
(∂H
∂r
· D
dt
∂H
∂t
)
dt
}
|r=0
.
Ricordiamo che
∂H
∂r
(t, 0) = V (t) e
D
dt
∂H
∂t
(t, 0) =
D
dt
σ˙(t),
per cui,
E ′(0) =
{[(∂H
∂r
· ∂H
∂t
)]t=b
t=a
}
r=0
−
∫ b
a
(
V (t) · Dσ˙
dt
(t)
)
dt.
Inoltre, poiche` la variazione e` propria, abbiamo
∂H
∂r
(a, 0) = V (a) = 0 e
∂H
∂r
(b, 0) = V (b) = 0,
e quindi il termine A :=
{[(
∂H
∂r
· ∂H
∂t
)]t=b
t=a
}
|r=0
e` dato da
A =
[(∂H
∂r
(b, r) · ∂H
∂t
(b, r)
)
−
(∂H
∂r
(a, r) · ∂H
∂t
(a, r)
)]
|r=0
=
(∂H
∂r
(b, 0) · ∂H
∂t
(b, 0)
)
−
(∂H
∂r
(a, 0) · ∂H
∂t
(b, 0)
)
=
(
V (b) · ∂H
∂t
(b, 0)
)
−
(
V (a) · ∂H
∂t
(a, 0)
)
= 0.
Dunque la (5.53). 
Definizione 5.90. Una curva differenziabile σ : [a, b] → M, t 7→ σ(t), si
dice punto critico per il funzionale energia E se per ogni variazione propria
H(t, r) = σs(t) di σ si ha (dE(r)
dr
)
|r=0
= 0.
Dal Teorema 5.89 segue facilmente che le curve geodetiche sono punti critici
del funzionale energia. Viceversa, sia σ(t) una curva punto critico dell’energia,
ossia E ′(0) = 0 per ogni variazione propria di σ(t). Consideriamo il campo di
vettori
W (t) = f(t)
D
dt
σ˙(t) ∈ X(σ),
dove f : [0, 1] → R e` un’applicazione differenziabile con f(t) > 0 per ogni
t ∈]0, 1[ e f(0) = f(1) = 0. Applicando il Teorema 5.82, per ogni t ∈ [0, 1]
esiste Ut intorno normale di σ(t), ed esiste un δt > 0 tale che expσ(t)V e` definita
per ‖V ‖ < δt. {Ut} e` un ricoprimento aperto del compatto σ([0, 1]), quindi
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esiste un sottoricoprimento finito U1, ..., Uk di σ([0, 1]). Prendendo δ :=min
{δ1, ..., δk}, si ha che expσ(t)V e` definita per ogni t ∈ [0, 1] e per ogni V ∈
Tσ(t)M , ‖V ‖ < δ. Posto δ¯ =max{‖W (t)‖, t ∈ [0, 1]} e ε = δ/δ¯, si ha
‖rW (t)‖ = |r|‖W (t)‖ < ε‖W (t)‖ < εδ¯ = δ ∀t ∈ [0, 1] e ∀r ∈ (−ǫ, ǫ).
Quindi, l’applicazione
H(t, r) := expσ(t)rW (t)
e` definita per ogni t ∈ [0, 1] e per ogni r ∈ (−ǫ, ǫ). Inoltre, H(t, r) soddisfa:
H(t, 0) = expσ(t)0 = σ(t),
H(0, r) = expσ(0)rW (0) = expσ(0)0 = σ(0),
H(1, r) = expσ(1)rW (1) = expσ(1)0 = σ(1).
Pertanto H(t, r) definisce una variazione propria di σ. Inoltre, il campo
variazionale di questa variazione e` dato da:
V (t) =
(
∂
∂r
H(t, r)
)
|r=0
=
(
∂
∂r
expσ(t)rW (t)
)
|r=0
=
(
∂
∂r
γW (t)(r)
)
|r=0
= γ˙W (t)(0) = W (t).
Applicando la formula della variazione prima a questa variazione H(t, r), si
ha:
0 = E ′(0) = −
∫ 1
0
g
(
f(t)
Dσ˙
dt
,
Dσ˙
dt
)
dt = −
∫ 1
0
f(t)
∥∥∥∥Dσ˙dt
∥∥∥∥2 dt.
Pertanto, Dσ˙
dt
= 0 e quindi σ(t) e` una curva geodetica. Dunque, abbiamo
provato il seguente
Teorema 5.91. Sia σ : [0, 1] → M, t 7→ σ(t), una curva differenziabile.
Allora, σ(t) e` una curva geodetica se e solo se σ(t) e` punto critico del funzionale
energia.
Osservazione 5.92. Si noti che mentre la nozione di curva geodetica ha
carattere locale, la caratterizzazione di curva geodetica come punto critico del
funzionale energia ha carattere globale.
Un’altra conseguenza del Teorema 5.89 e` che una curva minimale e` necessaria-
mente una curva geodetica. Piu` precisamente abbiamo il seguente risultato.
Teorema 5.93. Sia γ : [a, b] → M, s 7→ γ(s), una curva regolare di M
parametrizzata con l’ascissa curvilinea. Se γ e` minimale, ossia L(γ) ≤ L(σ)
per ogni curva differenziabile a tratti σ che congiunge p a q, allora γ(s) e` una
curva geodetica.
Dimostrazione. La disuguaglianza L(γ) ≤ L(σ) per ogni curva diffe-
renziabile a tratti σ che congiunge p a q, vale in particolare per ogni curva
differenziabile che congiunge p a q. Sia quindi σ : [a, b] → M un’arbitraria
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curva differenziabile che congiunge p a q. Siccome γ e` parametrizzata con
l’ascissa curvilinea, applicando il Lemma 5.88 a γ si ha
2(b− a)E(γ) = L2(γ).
Applicando lo stesso Lemma alla curva σ, si ha
L2(σ) ≤ 2(b− a)E(σ).
D’altronde, per ipotesi L2(γ) ≤ L2(σ). Quindi, abbiamo
E(γ) ≤ E(σ)
per ogni curva differenziabile che congiunge p a q, ovvero γ e` un minimo
assoluto per il funzionale energia. Di conseguenza, si ha E ′(0) = 0 per ogni
variazione propria di γ. Applicando il Teorema 5.91, possiamo concludere che
γ e` una curva geodetica. 
5.10. Curve magnetiche su superfici orientabili
Dal punto di vista dei sistemi dinamici, una geodetica corrisponde alla
traiettoria di una particella che si muove senza l’azione di un campo magneti-
co. In questo contesto, le curve magnetiche generalizzano le curve geodetiche.
L’approccio allo studio delle curve magnetiche dello spazio R3 con le 2-forme
chiuse (cf. Sezione 2.8) si presta ad essere generalizzato al caso di una va-
rieta` riemanniana di dimensione n ≥ 2. Si noti che le curve magnetiche sono
state considerate per la prima volta, come osservato in [13], da V.I. Arnold
(Some remarks on flows of line elements and frames, Soviet Math. Dokl. 2
(1961), 562–564) e D.V. Anosov and Y.G. Sinai (Certain smooth ergodic sy-
stems, Uspekhi Mat. Nauk. 22(5) (1967), 107–172; Russian Math. Surveys
22(5) (1967), 103–167).
In questa sezione esponiamo alcuni semplici risultati sulle curve magneti-
che, dette anche geodetiche magnetiche [5], nel caso particolare delle superfici
regolari di R3. Per maggiori approfondimenti e sviluppi sulla teoria delle curve
magnetiche sulle superfici si rinvia a [2],[6] e in particolare al recente articolo
di V. Branding e W. Rossman [5], e alla bibliografia in esso riportata.
Sia (M, g) una superficie regolare orientabile e sia N un fissato campo
unitario normale che orienta M . Inoltre, sia Ω la 2-forma d’area che defini-
sce la stessa orientazione su M . Consideriamo su M la struttura complessa
(naturale) J indotta da N e quindi dalla 2-forma Ω (cf. Sezione 3.10), ovvero
Ω(X, Y ) = JX · Y = N ∧X · Y = X ∧ Y ·N .
Sappiamo che J e` anche una trasformazione ortogonale antisimmetrica:
JX · JY = X · Y , JX · Y = −X · JY .
SuM possiamo definire il differenziale esterno di una 2-forma con la formula
(2.14) (tale formula vale piu` in generale per varieta` differenziabili di dimensione
n). Come osservato nella Sezione 3.10, ogni r-forma su una superficie regolare,
con r > 2, e` sempre nulla, e quindi in particolare ogni 2-forma e` chiusa.
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Come nel caso dello spazio euclideo (cf.Sezione 2.8), possiamo dare la seguente
definizione (cf., ad esempio, [6]).
Definizione 5.94. Un campo magnetico su una superficie regolare orien-
tabile e` una fissata 2-forma F .
Una 2-forma F su M e` completamente determinata da una funzione diffe-
renziabile f ∈ F(M) (cf. Osservazione 3.90) :
F = fΩ.
Quindi, se F = fΩ e` la 2-forma che definisce un campo magnetico su M ,
la funzione f e` definita come l’intensita` del campo magnetico. La corrispon-
dente forza di Lorentz Φ, ovvero l’endomorfismo antisimmetrico metricamente
equivalente a F , e` definita da
ΦX · Y = F (X, Y ) = fΩ(X, Y ) = f(JX · Y ),
e quindi
Φ = fJ.
Nel seguito (M,F ) denotera` sempre una superficie regolare orientabile di
R
3 (orientata da N , equivalentemente da Ω) con una fissata 2-forma F .
Definizione 5.95. Sia γ(t) una curva regolare parametrizzata di M . La
curva γ(t) si dice che e` una curva magnetica di (M,F ), anche detta geodetica
magnetica, se soddisfa l’equazione di Lorentz
Dγ˙
dt
= Φ(γ˙(t)) = f(γ(t)) J(γ˙).(5.55)
Qualche osservazione su analogie e differenze con le curve geodetiche.
• Il teorema di esistenza e unicita` delle curve geodetiche, con fissate con-
dizioni iniziali, vale anche per le curve magnetiche.
• Le curve magnetiche, cos`ı come le curve geodetiche, hanno velocita`
scalare costante:(
γ˙(t) · γ˙(t))′ = 2Dγ˙(t)
dt
· γ˙(s) = 2Φ(γ˙(t)) · γ˙(t) = 2F(γ˙(t), γ˙(t)) = 0.
• A differenza delle curve geodetiche, assegnato un campo magnetico F ,
una curva magnetica γ(t) associata a F non si puo` riscalare, essa dipende dalla
velocita` scalare ‖γ˙(t)‖. Infatti, posto t = cs, c ∈ R, c 6= 0, e β(s) = γ(t(s)) =
γ(cs), si ha β˙(s) = cγ˙(t) = cγ˙(t(s)) e quindi
Dβ˙
ds
= c2
Dγ˙
dt
= c2Φ(γ˙(t)) = cΦ(β˙(s)).
Pertanto, β(s) = γ(cs) e` curva magnetica rispetto al campo magnetico F˜ = cF .
Di conseguenza vale la seguente
Proposizione 5.96. Sia F un campo magnetico non banale su una super-
ficie regolare orientabile M . Allora, non esiste una connessione lineare su M
le cui geodetiche siano le curve magnetiche di (M,F ).
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• Abbiamo visto (cf. Sezione 5.9) che le curve geodetiche sono punti critici
del funzionale energia E. Anche le curve magnetiche di (M,F ) possono essere
viste, almeno localmente, come soluzioni di un problema variazionale. Infatti,
sia U un aperto della superficie M tale che F = dω per qualche 1-forma
ω (detta 1-forma potenziale). Siano p, q ∈ U e C(p, q) l’insieme di tutte le
curve differenziabili che congiungono p a q e contenute in U . Per γ ∈ C(p, q),
γ : [a, b]→M , consideriamo il funzionale, detto funzionale di Landau-Hall,
LH(γ) =
∫ b
a
(
1
2
‖γ˙(t)‖2 + ω(γ˙)
)
dt = E(γ) +
∫ b
a
ω(γ˙)dt.
Si puo` vedere che una curva γ(t) di C(p, q) soddisfa l’equazione di Lorentz
(5.55) se e solo se e` punto critico dell funzionale di Landau-Hall (cf.[2]).
La seguente caratterizzazione delle curve magnetiche e` utile per applica-
zioni numeriche [5].
Proposizione 5.97. Una curva regolare parametrizzata γ(t) di (M,F =
fΩ) e` una curva magnetica , ossia soddisfa l’equazione di Lorentz, se e solo se
e` soddisfatto il seguente sistema di equazioni
‖γ˙(t)‖2 = c2(cost. 6= 0) e γ˙(t) · γ¨(t) ∧N(t) = f(γ(t))c2.(5.56)
In particolare, se γ(t) e` parametrizzata a velocita` scalare costante (uguale a
1), allora γ(t) e` una curva magnetica se e solo se e` soddisfatta l’equazione
γ˙(t) · γ¨(t) ∧N(t) = f(γ(t)).
Dimostrazione. Sia γ(t) curva magnetica. Per quanto osservato prima,
‖γ˙(t)‖2 = c2 (cost 6= 0). Usando le proprieta` del prodotto misto, le proprieta`
di J e l’equazione di Gauss (5.12), otteniamo (omettendo il parametro)
γ˙ · γ¨ ∧N = γ¨ ·N ∧ γ˙ = γ¨ · Jγ˙ =
(Dγ˙
dt
· Jγ˙
)
= f(γ)
(
Jγ˙ · Jγ˙)
= f(γ) ‖γ˙‖2 = f(γ) c2.
Ora proviamo il viceversa. Osserviamo che E1(t) = (1/c)γ˙(t) e E2(t) =
(1/c)Jγ˙(t) formano una base ortonormale lungo γ. Quindi, possiamo scrivere
Dγ˙
dt
=
(Dγ˙
dt
· E1(t)
)
E1(t) +
(Dγ˙
dt
· E2(t)
)
E2(t).(5.57)
Siccome ‖γ˙(t)‖2 =(cost), si ha
c
(Dγ˙
dt
· E1(t)
)
=
(Dγ˙
dt
· γ˙(t)
)
=
1
2
(
γ˙(t) · γ˙(t))′ = 0.
Inoltre,
c
(Dγ˙
dt
· E2(t)
)
=
(Dγ˙
dt
· Jγ˙(t)
)
= (γ¨ ·N ∧ γ˙) = (γ˙ · γ¨ ∧N) = f(γ)c2.
Pertanto, dalla (5.57) si ottiene l’equazione di Lorentz (5.55). 
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Osservazione 5.98. Sia γ(t) una curva regolare parametrizzata di (M,F =
fΩ). Allora, le seguenti condizioni sono equivalenti:
1) γ(t) e` una curva magnetica;
2) ‖γ˙(t)‖2 = c2 (cost 6= 0) e Ω(γ˙(t), γ¨(t)) = f(γ(t))c2;
3) ‖γ˙(t)‖2 = c2 (cost 6= 0) e Ω(γ˙(t), Dγ˙
dt
)
= f(γ(t))c2.
Basta osservare, tenendo presente la (5.56) e la Proposizione 5.97, che
Ω(γ˙(t), γ¨(t)) = γ˙(t) · γ¨(t) ∧N(t) e
Ω(γ˙(t), γ¨(t)) = J(γ˙) · γ¨ = J(γ˙) ·
(Dγ˙
dt
+ (γ¨ ·N)N
)
= Ω
(
γ˙(t),
Dγ˙
dt
)
.
Si noti che la 3) prescinde dall’ipotesi di immersione di M in R3.
Sia ora γ(s) una curva differenziabile regolare di M parametrizzata a ve-
locita` unitaria. Allora, lungo γ possiamo considerare (cf. Sezione 5.4) il
riferimento di Frenet
(
~t(s) = γ˙(s), ~n(s) = J~t(s)
)
, e la curvatura geodetica
kg(s) :=
D~t
ds
· ~n(s).
Quindi, abbiamo le formule di Frenet
D~t
ds
= kg(s)~n(s),
D~n
ds
= −kg(s)~t(s).
Siccome Φ(γ˙) = fJ(γ˙) = fJ(~t) = f~n, l’equazione di Lorentz (5.55) diventa
D~t
ds
= f~n.
D’altronde, dalla prima formula di Frenet
D~t
ds
= kg(s)~n(s).
Pertanto, otteniamo (cf. anche [2])
Teorema 5.99. Per una curva magnetica γ(s) di (M,F = f Ω), la curva-
tura geodetica e` data da kg(s) = f(γ(s)).
Un campo magnetico F di intensita` costante f = µ ∈ R, µ 6= 0, e` detto
campo magnetico uniforme. Consideriamo µ 6= 0, altrimenti ricadiamo nel
caso delle curve geodetiche.
Corollario 5.100. Le curve magnetiche γ(s) di (M,F ), dove F e` campo
magnetico uniforme con intensita` µ 6= 0, sono tutte e sole le curve che hanno
curvatura geodetica kg(s) = cost. = µ.
Osservazione 5.101. Per una curva magnetica γ(t), come nel Teorema
5.99, parametrizzata a velocita` scalare ‖γ˙(t)‖ =cost.= c > 0, la curvatura
geodetica kg(t) = f(γ(t))/c. Infatti, in tal caso il riferimento di Frenet lungo
γ(t) e`
(
~t(t) = 1
c
γ˙(t), ~n(t) = J~t(t) = 1
c
J(γ˙(t))
)
e le corrispondenti formule sono
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D~t
dt
= c kg(t)~n(t),
D~n
dt
= −c kg(t)~t(t).
Pertanto, da
Dγ˙
dt
= f(γ(t))J(γ˙) e
Dγ˙
dt
= c kg(t)J(γ˙),
si ottiene c kg(t) = f(γ(t)).
Esempio 5.102. Le curve magnetiche del piano euclideo
SiaM il piano euclideo R2 e sia F il campo magnetico uniforme F = µΩ, µ ∈ R,
µ 6= 0, dove Ω e` la 2-forma fondamentale Ω(X, Y ) = JX · Y e J e` la struttura
complessa canonica di R2 (cf. Sezione 2.3), quindi Ω = dx ∧ dy. Allora, le
curve magnetiche di (R2, F ) sono tutte e sole (parti di) circonferenze di raggio
r = 1/|µ| del piano R2. Cio` segue dal Corollario 5.100 e dal fatto che le curve
regolari di R2 di curvatura geodetica costante (ovvero, l’usuale curvatura e`
costante) sono tutte e sole (parti di) circonferenze di raggio r = 1/|µ|. Oppure,
con un calcolo diretto, basta osservare che in questo caso l’equazione di Lorentz
γ¨ = µJγ˙, µ ∈ R, µ 6= 0,
e` equivalente al sistema di equazioni differenziali x′′ = −µy′, y′′ = µx′ .
Esempio 5.103. Le curve magnetiche della sfera canonica
Sia S2 la sfera canonica di raggio R e sia F il campo magnetico uniforme
F = µΩ, dove Ω e` la 2-forma d’area della sfera (cf. Osservazione 3.10). Allora,
le curve magnetiche di (S2, F ) sono tutte e sole (parti di) circonferenze, oppor-
tunamente parametrizzate, di raggio r < R di S2. Sia γ una circonferenza di
raggio r < R della sfera S2, quindi un parallelo di S2. Parametrizziamo γ con
γ(s) =
(
rcos (s/r), rsen (s/r), δ
)
, dove δ2 = R2 − r2,
quindi γ e` la sezione di S2 con il piano z = δ < R. Allora,
γ˙ =
(− sen (s/r), cos (s/r), 0) e
γ¨ =
(− (1/r)cos (s/r), (−1/r)sen (s/r), 0).
Inoltre, il campo normale lungo γ e` dato da
N(s) = N(γ(s)) =
(
(r/R)cos (s/r), (r/R)sen (s/r), (δ/R)
)
.
Per dimostrare che il parallelo γ(s) e` una curva magnetica, possiamo procedere
in diversi modi.
1) Ricordiamo che nel caso di S2, la struttura complessa J determinata da
Ω e` definita da JX = N ∧X (cf. Sezione 3.10), quindi
Jγ˙ = N(s) ∧ γ˙(s) = (1/R)(− δcos (s/r),−δsen (s/r), r).
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Inoltre,
Dγ˙
ds
= γ¨ − (γ¨ ·N)N = γ¨ + 1
R
N
=
(
r2 −R2
rR2
cos (s/r),
r2 −R2
rR2
sen (s/r),
δ
R2
)
=
(
− δ
2
rR2
cos (s/r),− δ
2
rR2
sen (s/r),
δ
R2
)
=
δ
R2
(
−δ
r
cos (s/r),−δ
r
sen (s/r), 1
)
.
Pertanto,
Dγ˙
ds
=
δ
Rr
Jγ˙ = µJγ˙, dove µ =
δ
Rr
,
e quindi γ(s) soddisfa l’equazione di Lorentz (5.55) con F = µΩ.
2) Basta osservare che il parallelo γ(s) soddisfa l’equazione
γ˙(s) · γ¨(s) ∧N(s) = δ
R
(
(1/r)sen 2(s/r) + (1/r)cos 2(s/r)
)
= µ,
con µ = δ/Rr, e applicare la Proposizione 5.97 . Da µ = δ/Rr e δ2 = R2− r2,
si ottiene che r, R e µ so legati da
r = R/
√
1 +R2µ2.
3) E’ noto che il parallelo γ(s) ha curvatura geodetica costante data da (cf.
Esempio 5.44)
kg(s) =
cosϑ
Rsenϑ
,
dove ϑ, (0 < ϑ < pi
2
), e` la colatitudine che individua γ. Pertanto, dal Corollario
5.100 segue che γ(s) e` una curva magnetica con µ = kg. Inoltre, γ(s) ha raggio
r dato da
r = Rsenϑ =
R√
1 + (cos 2ϑ/sen 2ϑ)
=
R√
1 +R2k2g
=
R√
1 +R2µ2
< R.
Viceversa, data γ(s) curva magnetica di (S2, F = µΩ) con γ(0) = p e
γ˙(0) = Vp, consideriamo il parallelo σ di S
2 dato da S2 ∩ Π, dove Π e` il piano
contenente il vettore tangente Vp = (p, v) ∈ TpS2 (ovvero, contenente la retta
per p e parallela a v) e a distanza δ =
√
R2 − r2 dal centro di S2, dove la
costante r = R/
√
1 +R2µ2. Il parallelo σ ha raggio r, e per quanto detto
prima e` curva magnetica di S2 con le stesse condizioni iniziali di γ(s) e campo
magnetico F = µΩ. Quindi, per l’unicita` delle curve magnetiche con fissate
condizioni iniziali, γ(s) e` contenuta in σ.
Siccome r < R, i punti antipodali non si potranno mai congiungere con
una curva magnetica di (S2, F = µΩ).
Esempio 5.104. Le curve magnetiche del piano iperbolico
Una breve descrizione delle curve magnetiche nel semipiano di Poincare´, come
modello di piano iperbolico, e` data nell’Osservazione 6.10.
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Esempio 5.105. Superficie di rotazione
Sia M una superficie di rotazione come nell’Esempio 5.68. Sia σ(t), con t
ascissa curvilinea, un parallelo di M , cioe` σ(t) = σu0(t) = ϕ(u0, v(t)). Allora,
come nella dimostrazione dei risultati dell’Esempio 5.68, la (5.48) diventa
Dσ˙
dt
= −f(u0)f ′(u0)(v′(t))2ϕu(t),
e siccome 1 = σ˙(t) · σ˙(t) = f 2(u0)(v′(t))2, si ha
Dσ˙
dt
= −f
′(u0)
f(u0)
ϕu(t).
Dunque, il parallelo σu0(t) ha curvatura geodetica costante che indichiamo con
kg(u0). Infatti,
‖Dσ˙/dt‖2 = (f ′(u0))2/(f(u0))2 e quindi k2g(u0) = (f ′(u0))2/(f(u0))2.
D’altronde, ogni superficie di rotazione e` orientabile (cf. Esempio 3.82). Per-
tanto, ogni parallelo σu0(t) e` una curva magnetica di M rispetto al campo
magnetico uniforme F = µΩ con µ = kg(u0). Cambiando verso al campo
normale N , se necessario, possiamo assumere kg(u0) = f
′(u0)/f(u0). Natural-
mente consideriamo il caso kg(u0) 6= 0, ovvero f ′(u0) 6= 0, altrimenti il parallelo
σu0(t) e` una curva geodetica.
Esercizio 5.106. Sia M una superficie di rotazione del tipo considerato
nell’Esempio 5.105. Assumiamo che tutti i paralleli di M abbiano la stessa
curvatura geodetica, ovvero kg(u) = kg(u0) 6= 0 per ogni u. Dire che tipo di
superficie di rotazione e` M . Inoltre, confrontare il risultato di questo esercizio
con quello dell’Esercizio 5.74.
Suggerimento: tenere presente la formula (4.9) che esprime la curvatuta
gaussiana di una superficie di rotazione.
Esercizio 5.107. Sia M il cono ottenuto ruotando la semiretta γ(u) =
(au, 0, bu), a2 + b2 = 1, u > 0, intorno all’asse delle z. Verificare che per
ogni µ > 0 esiste una curva magnetica rispetto al campo magnetico uniforme
F = µΩ.
Osservazione 5.108. Per uno studio delle curve magnetiche (rispetto a un
campo magnetico uniforme) sulla superficie torica si puo` vedere [2].
Osservazione 5.109. P. Herreros [13] per affrontare un problema sulle su-
perfici relativo alle curve chiuse di curvatura geodetica costante, studia le curve
magnetiche su una superficie in presenza di un campo magnetico uniforme.
CAPITOLO 6
Geometria iperbolica
Per una superficie regolare di R3, molte proprieta` geometriche e ogget-
ti geometrici dipendono solo dai coefficienti della prima forma fondamentale
E,F,G, in altre parole sono invarianti che fanno parte della geometria intrin-
seca della superficie. D’altronde, il fatto cruciale che permette di sviluppare
una geometria intrinseca e` che i coefficienti E,F,G sono funzioni differenziabili
che definiscono un prodotto scalare su ogni piano tangente, ovvero i coefficienti
g11 = E, g12 = g21 = F, g22 = G definiscono una matrice simmetrica definita
positiva. Equivalentemente, la matrice (gij) definisce un tensore (differenzia-
bile) covariante simmetrico di ordine 2 e definito positivo. In questo modo uno
puo` definire una “prima forma fondamentale”, ovvero una metrica riemannia-
na, su un arbitrario dominio D di R2 e quindi sviluppare su D una geometria
analoga alla geometria intrinseca di una superficie regolare di R3. Come un’ap-
plicazione di questo approccio, studieremo modelli di geometria (non euclidea)
iperbolica.
6.1. Domini riemanniani
Sia D un aperto connesso di R2 e sia g = (gij) una matrice simmetrica
definita positiva di ordine 2 costituita da funzioni differenziabili gij definite su
D. In tal caso diciamo che g e` una metrica riemanniana e (D, g) e` un dominio
riemanniano (2-dimensionale). Naturalmente (δij), il piu` semplice esempio di
matrice simmetrica definita positiva su D, definisce la metrica euclidea g0 su
D.
Sia (D, g) un arbitrario dominio riemanniano. Per ogni p ∈ D, il piano
tangente e` definito, come nel caso di R2, da
TpD =
{
Vp = (p, v) : v ∈ R2
}
= TpR
2.
Le coordinate (x1, x2) svolgono il ruolo dei parametri (u, v), i campi vettoriali
∂1, ∂2 definiti da
(∂1)p = (E1)p = (1, 0)p e (∂2)p = (E2)p = (0, 1)p
svolgono il ruolo dei campi vettoriali (ϕu, ϕv). Quindi ogni vettore tangente
Vp = (v1, v2)p = v1(∂1)p + v2(∂2)p con v1, v2 ∈ R e p ∈ D. Naturalmente,
un campo vettoriale (differenziabile) V su D, ossia un elemento di X(D), e`
definito da
V = a1∂1 + a2∂2,
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dove a1, a2 sono funzioni differenziabili su D.
La matrice g = (gij) definisce un prodotto scalare tra campi vettoriali
differenziabili e tra vettori tangenti. Se X, Y ∈ X(D), X = (a1, a2) = a1∂1 +
a2∂2, Y = (b1, b2) = b1∂1 + b2∂2, allora g(∂i, ∂j) = gij e
g(X, Y ) = a1b1g11 + a2b2g22 + (a1b2 + a2b1)g12
e` una funzione differenziabile su D, quindi un elemento di F(D). Se Vp,Wp ∈
TpR
2, p ∈ D, Vp = v1(∂1)p + v2(∂2)p e Wp = w1(∂1)p + w2(∂2)p, si ha
gp(Vp,Wp) = v1w1g11(p) + v2w2g22(p) + (v1w2 + v2w1)g12(p).
La metrica euclidea g0 induce il prodotto scalare euclideo:
g0(X, Y ) = a1b1 + a2b2 = X · Y .
Dati due domini riemanniani (D, g) e (D˜, g˜), un’applicazione differenziabile f :
D → D˜ si dice che e` una isometria se f e` un diffeomorfismo il cui differenziale
soddisfa
g˜p(f∗pVp, f∗pWp) = gp(Vp,Wp), per ogni p ∈ D e Vp,Wp ∈ TpR2.
La condizione che un diffeomorfismo f : D → D˜ sia una isometria e` tradotta
in termini matriciali dalla seguente condizione (cf. anche (5.3))
(gij)p = (J(f))
t(g˜ij)f(p)J(f)(6.1)
dove J(f) e` la matrice jacobiana di f .
Alla luce di quanto detto, possiamo introdurre per un dominio riemanniano
(D, g) tutti gli invarianti intrinseci che abbiamo studiato per le superfici, quin-
di sviluppare per (D, g) i concetti studiati nelle precedenti sezioni di questo
capitolo, ad eccezione della Sezione 5.3. Ad esempio, la lunghezza di curve di
D rispetto a g e la distanza su D indotta da g, si definiscono in modo del tutto
analogo al caso delle superfici di R3. La situazione e` un po` piu` delicata nel
definire la curvatura gaussiana, i coefficienti di Christoffel, la derivata cova-
riante e le curve geodetiche di (D, g). Per tali invarianti possiamo procedere,
ad esempio, nel modo seguente.
La curvatura gaussiana (o meglio la curvatura di Gauss-Riemann) K si
definisce mediante la formula (5.5) sostituendo i coefficienti E,F,G rispettiva-
mente con g11, g12 e g22. Quindi,
K(det(gij))
2 =
[
(∂2∂1g12 − (1/2)∂21g22 − (1/2)∂22g11
]
det(gij)
− (∂2g12)
[
(1/2)g22∂1g11 − g12(∂1g12 − (1/2)∂2g11)
]
+ (1/2)(∂1g22)
[
(1/2)g22∂1g11 − g12(∂1g12 − (1/2)∂2g11)
]
(6.2)
+ (1/2)∂2g22
[
(1/2)g12∂1g11 − g11(∂1g12 − (1/2)∂2g11)
]
+ (1/4)∂2g11(g22∂2g11 − g12∂1g22)
− (1/4)∂1g22(g12∂2g11 − g11∂1g22).
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In particolare, se g12 = 0, la (6.2) diventa
K(g11g22)
2 = −(1/2)g11g22(∂22g11 + ∂21g22)(6.3)
+ (1/4)g22
[
(∂1g11)(∂1g22) + (∂2g11)
2
]
+ (1/4)g11
[
(∂2g11)(∂2g22) + (∂1g22)
2
]
.
Analogamente i simboli di Christoffel Γkij si definiscono mediante le soluzioni
dei sistemi (4.2), (4.3) e (4.4). Risolvendo tali sistemi, si trova che i coefficienti
Γkij si possono esprimere con la seguente formula
Γkij =
1
2
2∑
r=1
(∂jgir + ∂igjr − ∂rgij) grk,(6.4)
dove (gij) denota la matrice inversa di (gij).
Sia ora γ(t), t ∈ I, una curva differenziabile di D e sia
V (t) = a1(t) (∂1)t + a2(t) (∂2)t
un campo vettoriale differenziabile lungo γ. Consideriamo la corrispondenza
D
dt
: X(γ)→ X(γ), V (t) 7→ DV
dt
,
dove il campo vettoriale DV
dt
e` definito dall’equazione (5.15), ossia
DV
dt
:=
2∑
k=1
(
a′k(t) +
2∑
i,j=1
ai(t)x
′
j(t)Γ
k
ij(t)
)
∂k(t) .(6.5)
Si vede facilmente che con questa definizione, D
dt
e` un endomorfismo di X(γ)
che soddisfa le proprieta` (5.13) e (5.14). In particolare, prendendo V (t) = γ˙(t),
la (6.5) diventa
Dγ˙
dt
=
2∑
k=1
(
x′′k(t) +
2∑
i,j=1
x′i(t)x
′
j(t)Γ
k
ij(t)
)
∂k(t) .(6.6)
Possiamo quindi definire una curva differenziabile γ(t) come curva geodetica
se il campo tangente γ˙(t) e` parallelo lungo γ, ovvero Dγ˙
dt
= 0 ∀t ∈ I. Inoltre,
procedendo come per le superfici, si puo` definire la curvatura geodetica kg(s)
di una curva regolare γ(s). Esaminando le dimostrazioni del Teorema 5.50 e
del Corollario 5.51 vediamo che esse sono di natura intrinseca, quindi valgono
anche nel caso di un dominio riemanniano (D, g). Pertanto, la derivata cova-
riante definita da (6.5) e la corrispondente nozione di curva geodetica, sono
invarianti riemanniani ossia invarianti per isometrie (locali) di (D, g). Natu-
ralmente anche il Teorema 5.46 di esistenza e unicita` delle curve geodetiche
vale per domini riemanniani.
Esercizio 6.1. Si consideri il dominio riemanniano (D, g), dove D = R2+ =
{(x, y) ∈ R2 : y > 0} e g = (1/y2)g0, quindi g11 = g22 = (1/y2) e g12 = 0. Sia
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γ(t) = (x(t), y(t)) una curva differenziabile di R2+. Si Verifichi, usando la (6.4)
e la (6.6), che
Dγ˙
dt
=
(
x′′(t)− 2
y(t)
x′(t)y′(t), y′′(t) +
1
y(t)
(x′(t))2 − 1
y(t)
(y′(t))2
)
.
Un altro modo di procedere per introdurre gli invarianti di cui sopra e` il
seguente. Primo passo definire la connessione di Levi-Civita ∇ associata al
dominio riemanniano (D, g). Per fare cio`, basta definire ∇XY con la formula
(5.30) di Koszul:
2g(∇YX,Z) = Xg(Y, Z) + Y g(X,Z)− Zg(X, Y )
− g(Y, [X,Z])− g(X, [Y, Z])− g(Z, [X, Y ]).
e poi verificare che
• ∇ e` una connessione lineare, ossia verifica (5.25),(5.26) e (5.27);
• ∇ e` simmetrica: ∇XY −∇YX = [X, Y ];
• ∇ e` compatibile con la metrica g: Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ).
Per come definita, la connessione di Levi-Civita e` invariante per isometrie.
Quindi, se F e` un’isometria tra (D, g) e (D˜, g˜) vale l’analoga della (5.32)
F∗(∇YX) = ∇˜F∗Y F∗X.
I simboli di Christoffel definiti dalla (6.4), si dicono anche coefficienti della
connessione di Levi-Civita ∇. Infatti, tali coefficienti sono determinati anche
dalla relazione
∇∂i∂j =
∑
k Γ
k
ij∂k.
Avendo a disposizione la connessione di Levi-Civita∇, si puo` definire il tensore
di curvatura con la formula
R(X, Y )Z := −∇X∇YZ +∇Y∇XZ +∇[X,Y ]Z,
e quindi la curvatura di Gauss-Riemann con la formula (5.37). Con un calcolo
un po` laborioso, si dimostra che questa definizione di curvatura gaussiana
coincide con la (6.2). Infine, si puo` verificare che, dati una curva differenziabile
γ(t) di D e un campo vettoriale X ∈ X(D), il campo vettoriale ∇γ˙(t)X coincide
con il campo vettoriale DX(t)/dt definito dalla (6.5).
Le varieta` riemanniane
Vogliamo dare adesso una veloce presentazione di come il concetto di su-
perficie e il concetto di dominio riemanniano, si possono estendere a quello di
varieta` riemanniana. Per approfondimenti sulle varieta` differenziabili e sulle
varieta` riemanniane (in generale di dimensione n) si puo` consultare, ad esem-
pio, [18] e la bibliografia in esso riportata. Una superficie astratta (detta anche
varieta` differenziabile di dimensione 2) e` uno spazio topologico connesso e di
Hausdorff M , localmente omeomorfo a R2, munito di un atlante differenzia-
bile, ossia di una famiglia A = {(Ui, φi : Ui → Di)}i∈I che verifica le seguenti
proprieta`.
1) Se (U, φ : U → D) e` un generico elemento di A, allora U e` un aperto di M ,
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D e` un aperto di R2 e l’applicazione φ : p 7→ φ(p) = (x1, x2) e` un omeomor-
fismo (detto applicazione coordinata). La coppia (U, φ) si dice carta locale e
(x1, x2) si dicono coordinate locali del punto p rispetto alla fissata carta locale.
2) I domini delle carte ricoprono M , cioe` M = ∪iUi.
3) Per ogni i, j ∈ I, con Ui ∩ Uj non vuoto, le applicazioni
φj ◦ φ−1i : φi(Ui ∩ Uj)→ φj(Ui ∩ Uj), (x1, x2) = φi(p) 7→ (y1, y2) = φj(p),
e
φi ◦ φ−1j : φj(Ui ∩ Uj)→ φi(Ui ∩ Uj), (y1, y2) = φj(p) 7→ (x1, x2) = φi(p),
sono applicazioni differenziabili tra aperti di R2. In altre parole, la proprieta` 3)
ci dice che il cambiamento di coordinate avviene con applicazioni differenziabili.
L’atlante A si dice che definisce una struttura differenziabile su M , e due
atlanti differenziabili A = {(Ui, φi)}i∈I e A′ = {(Vj, ψj)}j∈J definiscono la
stessa struttura differenziabile suM seA∪A′ e` ancora un atlante differenziabile
di M . Sostituendo R2 con Rn, con la stessa definizione, si ha il concetto di
varieta` differenziabile di dimensione n. Funzioni differenziabili a valori reali su
una varieta` differenziabile, e funzioni differenziabili tra varieta` differenziabili, si
definiscono come per le superfici (cf. Sezione 3.3) ossia in termini di coordinate
locali. Un vettore tangente in un punto p di una varieta` differenziabile M e`
definito come una derivazione dell’algebra F(p) delle funzioni differenziabili in
un intorno di p. Quindi, lo spazio tangente TpM e` lo spazio di tutti i vettori
tangenti. In particolare, le derivazioni
(∂i)p : F(p)→ R, f 7→ (∂f/∂xi)(p) :=
(
∂(f ◦ φ−1)/∂xi
)
(φ(p)),
definiscono i vettori tangenti coordinati.
Una metrica riemanniana su una superficie astratta M viene definita as-
segnando nel dominio di ogni carta locale di un atlante differenziabile, una
matrice simmetrica g = (gij) di ordine 2 definita positiva, con i coefficienti gij
differenziabili, che soddisfi, per ogni cambiamento di coordinate, la condizio-
ne di compatibilita` (3.20). In modo equivalente, una metrica riemanniana su
una varieta` differenziabile M (di dimensione 2) si puo` definire assegnando un
tensore covariante g del secondo ordine, simmetrico e definito positivo, cioe`
un’applicazione F -bilineare
g : X(M)× X(M)→ F(M) che soddisfa
g(X, Y ) = g(Y,X), g(X,X) ≥ 0, g(X,X)(p) = 0⇒ Xp = 0.
Una metrica riemanniana g induce un prodotto scalare su ogni piano tangente
gp
(
(∂i)p, (∂j)p
)
:= g
(
∂i, ∂j
)
(p) = gij(p),
dove ∂i = ∂/∂xi. La coppia (M, g) si dice varieta` riemanniana di dimen-
sione 2. Naturalmente, domini riemanniani e superfici (connesse) regolari di
R
3 (con la prima forma fondamentale) sono esempi di varieta` riemanniana di
dimensione 2. Per una varieta` riemanniana di dimensione 2 si possono con-
siderare il concetto di isometria tra due varieta` riemanniane con la formula
(6.1), il concetto di derivata covariante con la formula (6.5) e quindi quello di
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curva geodetica (che e` sempre invariante per isometrie). Naturalmente, si puo`
considerare la connessione di Levi-Civita con la formula (5.30) di Koszul, e il
concetto di curvatura di Gauss-Riemann. Inoltre, si possono definire, come nel
caso delle superfici (cf. Sezioni 3.8, 3.9 e 3.10) il concetto di orientabilita`, le
r-forme differenziali (per r = 1, 2), il concetto di area, di 2-forma d’area e di
struttura complessa. In particolare, il Teorema 3.84 (orientabilita` in termini
di una 2-forma non nulla) vale anche per varieta` differenziabili.
Osservazione 6.2. Da notare che, in generale, i concetti di derivata co-
variante e curva geodetica si possono introdurre indipendentemente dalla pre-
senza di una metrica riemanniana, essi sono concetti di natura affine che si
possono introdurre semplicemente assegnando una connessione lineare ∇. Un
diffeomorfismo F di una varieta` differenziabile M , che conserva la fissata con-
nessione lineare ∇: F∗(∇YX) = ∇F∗Y F∗X, e quindi conserva parallelismo e
curve geodetiche, si dice trasformazione affine di (M,∇). La derivata cova-
riante (e quindi anche la nozione di curva geodetica) introdotta in queste note
in effetti e` legata a una speciale connessione lineare intimamente legata alla
prima forma fondamentale (o alla metrica riemanniana nel caso dei domini
riemanniani), ovvero la connessione di Levi-Civita.
6.2. Isometrie del semipiano di Poincare´
6. 2-1. Il semipiano di Poincare´. Il semipiano di Poincare´, detto an-
che piano iperbolico, e` un dominio riemanniano (D, g) dove D e` il semipiano
superiore
R
2
+ = {p = (x, y) ∈ R2 : y > 0} = {z ∈ C : Im z > 0},
e g e` la metrica riemanniana definita per ogni p ∈ R2+ da
g11(p) = g22(p) =
1
y2(p)
e g12(p) = 0, ossia gp =
(
gij
)
(p) ≡ 1
y2(p)
g0.
Il semipiano di Poincare´ e` un modello di geometria iperbolica, forse il piu` in-
teressante rispetto agli altri modelli (disco di Beltrami e disco di Poincare´).
Una domanda naturale e` chiedere se il semipiano di Poincare´ si puo` realizzare
come superficie di R3. Questo, come gia` osservato nella Sezione 4.9, non e`
possibile in quanto il semipiano di Poincare´ e` un dominio riemanniano com-
pleto (cf. Osservazione (6.8)). Tuttavia, ci sono superfici regolari in R3 la cui
geometria intrinseca e` localmente isometrica a quella del semipiano di Poin-
care´. Il classico esempio e` la superficie data dalla pseudo-sfera di Beltrami,
infatti nell’Osservazione 4.58 si e` visto che tale superficie si puo` parametrizzare
localmente con coordinate rispetto alle quali la prima forma fondamentale si
esprime come la metrica riemanniana g del modello iperbolico del semipiano
di Poincare´.
Determiniamo la curvatura di Gauss-Riemann del semipiano di Poincare´
(R2+, g). Siccome g11 = g22 = 1/y
2 e g12 = 0, allora
∂2g11 = ∂2g22 = −2/y3, ∂1g11 = ∂1g22 = 0, ∂22g11 = 6/y4.
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Quindi, sostituendo nella (6.3)
K(g11g22)
2 = −(1/2)g11g22(∂22g11 + ∂21g22) + (1/4)g22
[
(∂1g11)(∂1g22) + (∂2g11)
2
]
+ (1/4)g11
[
(∂2g11)(∂2g22) + (∂1g22)
2
]
,
la curvatura di Gauss-Riemann e` data da
(1/y8)K = −3/y8 + 1/y8 + 1/y8.
Pertanto, K =cost.= −1 in accordo col fatto che la curvatura gaussiana della
pseudo-sfera di Beltrami, data dalla (4.21), e` −1 (prendendo la costante R =
1).
Esercizio 6.3. Determinare, usando la formula di Koszul per la connes-
sione di Levi-Civita ∇ del semipiano di Poincare´, i campi vettoriali ∇∂i∂j,
(j = 1, 2). Quindi, determinare la curvatura di Gauss-Riemann usando il
tensore di curvatura.
6. 2-2. Isometrie del semipiano di Poincare´. Iniziamo introducendo
l’inversione rispetto a una circonferenza. Sia S1 la circonferenza del piano
euclideo di centro p0 e raggio r. L’inversione rispetto a tale circonferenza e`
l’applicazione
I : R2 \ {p0} → R2 \ {p0}, p 7−→ p′,
dove p′ e` il punto della semiretta p0p tale che p0p · p0p′ = r2. Se p e` interno
(risp. esterno) a S1, allora p′ e` esterno (risp. interno) a S1. Se p ∈ S1, allora
p′ = p. Quindi I scambia l’interno con l’esterno e mantiene fissi i punti della
circonferenza S1. Graficamente l’inversione si puo` costruire come segue (cf.
Figura 1). Se p e` interno al cerchio, mandiamo da p la perpendicolare alla retta
p0p e siano H e K le intersezioni di tale perpendicolare con la circonferenza.
Figura 1
Le tangenti alla circonferenza in H e K si incontrano nel punto corrispondente
p′ (applicando il primo Teorema di Euclide si ha p0p · p0p′ = p0H2 = r2). Se
invece il punto p e` esterno, basta condurre da esso le tangenti alla circonferenza
e congiungere i loro punti di contatto; tale congiungente incontra p0p nel punto
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corrispondente p′. Usando coordinate cartesiane, se p0 = (x0, y0), p = (x, y) e
p′ = (x′, y′), si vede facilmente che l’inversione e` rappresentata dalle equazioni:
x′ = x0 +
r2(x− x0)
(x− x0)2 + (y − y0)2 , y
′ = y0 +
r2(y − y0)
(x− x0)2 + (y − y0)2 .(6.7)
Allora, l’inversione rispetto alla circonferenza di centro l’origine e raggio r e`
data da
I : R2 \ {0} → R2 \ {0}, p 7→ (r2/‖p‖2)p.
Verifichiamo che I e` un’applicazione conforme, ossia il suo differenziale soddisfa
‖(I)∗pVp‖2 = λ2(p)‖Vp‖2 = λ2(p)‖v‖2,
equivalentemente
g0
(
(I)∗pVp, (I)∗pWp
)
= λ2(p)g0(Vp,Wp) = λ
2(p)g0(v, w),
per ogni p ∈ R2 \ {0} e Vp = (p, v),Wp = (p, w) ∈ TpR2, dove il coefficiente
λ(p) e` una funzione differenziabile positiva. Siccome
I(p) =
r2
‖p‖2p =
(
x′ =
r2x
x2 + y2
, y′ =
r2y
x2 + y2
)
,
allora
(I)∗p =
(
∂x′
∂x
∂x′
∂y
∂y′
∂x
∂y′
∂y
)
=
r2
‖p‖4
(
y2 − x2 −2xy
−2xy x2 − y2
)
e
(I)∗p
(
v1
v2
)
=
r2
‖p‖4
(
(y2 − x2)v1 − 2xyv2
−2xyv1 + (x2 − y2)v2
)
=
r2
‖p‖4
{
‖p‖2
(
v1
v2
)
−
(
2x(v1x+ v2y)
2y(v2y + v1x)
)}
.
Pertanto,
(I)∗pVp =
r2
‖p‖4
{‖p‖2v − 2g0(v, p)p}
e
‖(I)∗pVp‖2 = r
4
‖p‖4‖v‖
2.
Quindi I e` un’applicazione conforme con coefficiente λ = r2/‖p‖2.
Proposizione 6.4. L’inversione I(p) = (r2/‖p‖2)p definisce un’isometria
del piano iperbolico (R2+, g).
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Dimostrazione. Intanto I applica R2+ in R
2
+. Inoltre, poiche´ I e` conforme
con coefficiente λ(p) = r2/‖p‖2, risulta:
gI(p)((I)∗pVp, (I)∗pWp) =
1
y2(I(p))
g0((I)∗pVp, (I)∗pWp)
=
‖p‖4
r4y2(p)
g0((I)∗pVp, (I)∗pWp)
=
1
y2(p)
g0(v, w) = gp(Vp,Wp)
per ogni p ∈ Rn+ e per ogni Vp = (p, v),Wp = (p, w) ∈ TpRn+. 
Proposizione 6.5. Le seguenti applicazioni sono isometrie del piano iper-
bolico (R2+, g).
1) f1 = I : R
2
+ → R2+, p = (x, y) 7→ (r2/‖p‖2)p = (r2/‖p‖2)(x, y);
2) f2 : R
2
+ → R2+, p = (x, y) 7→ (−x, y);
3) f3 : R
2
+ → R2+, p = (x, y) 7→ (x+ a, y);
4) f4 : R
2
+ → R2+, p = (x, y) 7→ (λx, λy), λ =cost> 0.
Con notazione complessa (z = x+ iy), abbiamo
f1(z) = I(z) = r
2 z
z z¯
= r2
1
z¯
; f2(z) = −z¯; f3(z) = z + a; f4(z) = λz.
Dimostrazione. La f1 e` un’inversione, quindi un’isometria (applican-
do la Proposizione 6.4). Le applicazioni f2, f3, f4, che sono rispettivamente
una simmetria (rispetto all’asse y), una traslazione (parallela all’asse x) e una
dilatazione, si vede facilmente che sono isometrie del piano iperbolico. 
Le isometrie del semipiano di Poicare´ sono applicazioni conformi. Infatti,
se f : (R2+, g)→ (R2+, g) e` un’isometria per la metrica iperbolica, allora
g(Vp,Wp) = g(f∗pVp, f∗pVp)⇒ g0(f∗pVp, f∗pWp) = y
2(f(p))
y2(p)
g0(Vp,Wp)
per ogni p ∈ R2+ e per ogni Vp,Wp ∈ TpR2. Quindi f e` un’applicazione
conforme.
Facciamo vedere ora che le trasformazioni di Mo¨bius sono relative alle
isometrie del piano iperbolico. Trasformazioni del tipo
f : C→ C, z 7→ f(z) = az + b
cz + d
, a, b, c, d ∈ C, ad− bc 6= 0,
sono dette trasformazioni di Mo¨bius. Esse sono invertibili con f−1(z) =
dz − b
a− cz .
Se c 6= 0,
f(z) = α +
β
(cz + d)
, dove α =
a
c
e β =
bc− ad
c
.
Se c = 0,
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f(z) = αz + β, dove α =
a
d
e β =
b
d
.
Quindi ogni trasformazione di Mo¨bius f(z) si puo` esprimere come composizione
di trasformazioni di Mo¨bius semplici del tipo:
ψ1(z) = z + b, b ∈ C (traslazione); ψ2(z) = eiϑz ( rotazione);
ψ3(z) = ρz, ρ > 0 (dilatazione); ψ4(z) = 1/z.
Si noti che la trasformazione f(z) = az, a ∈ C, e` composizione di tra-
sformazioni del tipo ψ2 e ψ3. In particolare, le trasformazioni di Mo¨bius
reali
f : R2+ → R2+, z 7−→
az + b
cz + d
, a, b, c, d ∈ R, ad− bc > 0,
in coordinate reali
z = (x, y) −→
(
ac(x2 + y2) + (ad+ bc)x+ db
(cx+ d)2 + (cy)2
,
(ad− bc)y
(cx+ d)2 + (cy)2
)
,
sono isometrie per (R2+, g). Infatti, ogni trasformazione di Mo¨bius reale si puo`
esprimere come composizione di isometrie considerate nella Proposizione 6.5:
f1 (inversione), f2 (simmetria), f3 (traslazione), f4 (dilatazione).
Per provare cio` procediamo nel seguente modo.
Se c = 0, la trasformazione diventa
f(z) = αz + β, dove α = a/d > 0 e β = b/d,
la quale si puo` esprimere come composizione di una dilatazione e di una tra-
slazione.
Per c 6= 0, quindi
f(z) = α + β/(cz + d), dove α = a/c e β = (bc− ad)/c,
applichiamo nell’ordine le seguenti isometrie: dilatazione, traslazione, simme-
tria, inversione, dilatazione, traslazione.
Se c > 0, e quindi β < 0, si considera la composizione
z
f47→ cz f37→ cz + d f27→ −cz¯ − d f17→ 1−cz − d
f47→ −β−cz − d =
β
cz + d
f37→ α + β
cz + d
.
Se c < 0, e quindi β > 0, si considera la composizione
z
f47→ −cz f37→ −cz − d f27→ cz¯ + d f17→ 1
cz + d
f47→ β
cz + d
f37→ α + β
cz + d
.
Poiche´ la simmetria f2 : z → −z¯ e` un’isometria del piano iperbolico, allora
anche le trasformazioni di Mo¨bius reali del tipo:
z 7→ −z¯ 7→ f(−z¯) = a(−z¯) + b
c(−z¯) + d =
a1z¯ + b
c1z¯ + d
, a1d− c1b = bc− ad < 0,
sono isometrie per (R2+, g).
Piu` precisamente, si dimostra il seguente teorema (cf. [21], p.141]).
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Teorema 6.6. (di Poincare´) Le isometrie del piano iperbolico (R2+, g) sono
tutte e sole le trasformazioni di Mo¨bius reali del tipo:
f(z) =
az + b
cz + d
, ad− bc > 0, oppure f(z) = az¯ + b
cz¯ + d
, ad− bc < 0.
Siccome
az + b
cz + d
=
λaz + λb
λcz + λd
e
az¯ + b
cz¯ + d
=
λaz¯ + λb
λcz¯ + λd
∀λ ∈ R, λ 6= 0,
il gruppo delle isometrie del piano iperbolico Iso(R2+, g) e` dato da
{f : z 7→ az + b
cz + d
, ad− bc = 1} ∪ {f : z 7→ az¯ + b
cz¯ + d
, ad− bc = −1}.
Consideriamo il seguente sottogruppo di GL(2,R):
L(2,R) =
{
A =
(
a b
c d
)
∈ R2,2 : detA = ±1
}
.
L’applicazione Φ : L(2,R)→ Iso(R2+, g) tale che:
A =
(
a b
c d
)
7−→
(
f : z 7→ az + b
cz + d
)
se detA = 1,
e
A =
(
a b
c d
)
7−→
(
f : z 7→ az¯ + b
cz¯ + d
)
se detA = −1,
e` un omomorfismo suriettivo con
ker Φ = {A : Φ(A) = I} =
{
±
(
1 0
0 1
)}
.
Di conseguenza, l’epimorfismo Φ induce l’isomorfismo
Φ˜ : L(2,R)/{±Id} → Iso(R2+, g), [A]→ Φ(A).
Omogeneita` del piano iperbolico.
Vogliamo vedere che, cos`ı come per il piano euclideo e la sfera canonica,
anche il piano iperbolico (R2+, g) e` omogeneo, ovvero per ogni p1, p2 ∈ R2+ esiste
una f ∈Iso(R2+, g) tale che f(p1) = p2. Poniamo p1 = (x1, y1) e p2 = (x2, y2)
e consideriamo la dilatazione f4(p) = λp con λ = (y2/y1) > 0 e la traslazione
f3(p) = p + a = (x + a, y) con a = x2 − (y2/y1)x1. Allora f = f3 ◦ f4 e` una
isometria e
f(p1) = f3(f4(p1)) = f3
(
(y2/y1)x1, y2
)
= (x2, y2) = p2.
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6.3. Le geodetiche del semipiano di Poincare´
Il seguente teorema classifica tutte le geodetiche del piano iperbolico.
Teorema 6.7. Le geodetiche massimali del piano iperbolico R2+ sono tutte e
sole le semirette parallele all’asse y e le semicirconferenze con centro sull’asse
x (cf. Figura 2).
Dimostrazione. Per determinare le geodetiche del piano iperbolico con-
sideriamo le isometrie f1, f2 e f3 di R
2
+ esaminate nella Proposizione 6.5. Appli-
cando la Proposizione 5.59 (che naturalmente vale anche per domini riemannia-
ni) all’isometria f1 (inversione), si ha che la semicirconferenza γ1 : x
2 + y2 =
r2, y > 0 (di centro l’origine e raggio r) e` una geodetica di R2+. Applican-
do la stessa Proposizione all’isometria f2 (simmetria), si ha che la semiretta
γ2 : y > 0, x = 0 e` una geodetica di R
2
+. Ogni semiretta parallela all’asse y,
cioe` del tipo y > 0, x = a, e` una geodetica di R2+ in quanto immagine di γ2
mediante un’isometria del tipo f3 (traslazione). Infine, ogni semicirconferenza
di R2+ con centro (a, 0) e raggio r e` una geodetica in quanto immagine di γ1
mediante un’isometria del tipo f3. Le curve esaminate sono tutte e sole le
geodetiche di R2+ in quanto, per ogni p ∈ R2+ e per ogni Vp ∈ TpR2+, esiste una
geodetica del tipo di prima passante per p e avente Vp come vettore tangente
in p (cf. Figura 3). 
Figura 2
Osservazione 6.8. Il Teorema 6.7 determina le geodetiche del piano iper-
bolico come insiemi di punti. Osserviamo che il semiasse positivo delle y pa-
rametrizzato da γ1(t) = (0, e
t), t ∈ R, e` una curva geodetica inclusa la pa-
rametrizzazione, in quanto il suo vettore velocita` γ˙1(t) = (0, e
t) ha lunghezza
costante unitaria. Abbiamo osservato che le trasformazioni di Mo¨bius (reali),
espresse in coordinate reali da
z = (x, y) −→
(
ac(x2 + y2) + (ad+ bc)x+ db
(cx+ d)2 + (cy)2
,
(ad− bc)y
(cx+ d)2 + (cy)2
)
,
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sono isometrie per il piano iperbolico. In particolare, la trasformazione di
Mo¨bius ψ definita dai coefficienti a = c = d = −b = 1√
2
trasforma la geodetica
γ1(t) = (0, e
t) nella geodetica
γ2(t) = ψ(γ1(t)) =
(
(e2t − 1)
(e2t + 1)
,
2et
(e2t + 1)
)
, t ∈ R,
che e` la semicirconferenza di centro l’origine e raggio unitario. Procedendo in
questo modo, tutte le geodetiche del Teorema 6.7 si possono ottenere come
curve geodetiche parametrizzate con il parametro t ∈ R.
La Definizione 5.85 introdotta per le superfici si puo` considerare anche
per i domini riemanniani. Quindi, un dominio riemanniano (D, g) si dice
geodeticamente completo, se ogni sua geodetica γ : I → D puo` essere estesa
a una geodetica γ : R → D. In particolare, per quanto osservato, il piano
iperbolico R2+ e` un dominio riemanniano geodeticamente completo.
Figura 3
Figura 4
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Osservazione 6.9. Assumendo come “rette”del piano iperbolico R2+ le sue
geodetiche massimali, si ottiene un modello di geometria non euclidea iperbo-
lica. In questo caso, rispetto al caso euclideo, il postulato delle parallele perde
l’unicita`: dati p ∈ R2+ e γ “retta”con p /∈ γ, esistono infinite geodetiche per p
che non incontrano γ (cf. Figura 4). Inoltre, per ogni p1, p2 ∈ R2+, p1 6= p2,
esiste una sola “retta”che li congiunge. Se il segmento che congiunge p1, p2 e`
parallelo all’asse delle y, allora lo stesso segmento e` l’arco geodetico che con-
giunge i due punti. Se il segmento che congiunge p1, p2 non e` parallelo all’asse
delle y, allora l’arco geodetico che congiunge i due punti e` dato dall’arco di
semicirconferenza con centro sull’asse delle x e che passa per i due punti.
Osservazione 6.10. Le curve magnetiche del piano iperbolico
Il concetto di curva magnetica introdotto nella Sezione 5.10, si puo` introdurre
facilmente anche per un dominio riemanniano. Anche in questo caso, le curve
magnetiche relative a un campo magnetico uniforme sono tutte e sole le curve
γ(s) di curvatura geodetica kg(s) = µ (costante non nulla). In particolare, nel
caso del semipiano di Poincare´ (R2+, g = (1/y
2)g0), le curve magnetiche relative
al campo magnetico uniforme F = µΩ, µ ∈ R, µ 6= 0, dove Ω = (1/y2)dx∧dy e`
una 2-forma d’area per (R2+, g), non sono sempre curve chiuse, quindi si ha una
situazione diversa dai casi del piano euclideo e della sfera canonica. Tali curve
sono archi, in generale non chiusi, di circonferenze euclidee (cf. A. Comtet, On
the Landau levels on the hyperbolic plane, Ann. Phys., 173 (1987) 185–209).
Piu` precisamente,
• Se |µ| < 1, le curve magnetiche sono archi di circonferenza che intersecano
l’asse x con un angolo ϑ = ϑ(µ) 6= (π/2), ϑ(0) = (π/2) (caso curve geodetiche).
Quindi, ogni tale arco interseca l’asse x in due punti. L’angolo di intersezione
diminuisce con l’aumentare di |µ|, diventando sempre piu` piccolo.
Figura 5. Caso 0 < |µ| < 1.
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• Se |µ| = 1, le curve magnetiche sono circonferenze tangenti all’asse x (in
tal caso, le curve magnetiche sono dette horocicles).
Figura 6. Caso |µ| = 1.
• Se |µ| > 1, le curve magnetiche non toccano l’asse x, in queste caso sono
circonferenze chiuse di raggio finito contenute in R2+.
Figura 7. Caso |µ| > 1.
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6.4. La distanza nel semipiano di Poincare´
Siano g la metrica iperbolica di Poincare´ nel semipiano R2+ e d la corri-
spondente distanza iperbolica, ovvero la distanza riemanniana indotta da g.
Vogliamo determinare in forma esplicita la distanza tra due arbitrari punti di
R
2
+. Distinguiamo due casi.
• caso 10) Siano p1 = (x1, y1), p2 = (x2, y2) due punti di R2+ che apparten-
gono a una semiretta parallela all’asse y, quindi x1 = x2 = a. In questo caso
la geodetica che li congiunge e` il segmento
γ0(t) = t(p2 − p1) + p1 = (a, y1 + t(y2 − y1)), t ∈ [0, 1], e L(γ0) = | ln y2
y1
|.
Infatti, γ˙0(t) = (0, y2 − y1), per cui
‖γ˙0(t)‖g = 1
y1 + t(y2 − y1)(y2 − y1), (assumendo y2 ≥ y1),
e quindi
L(γ0) =
∫ 1
0
‖γ˙0(t)‖gdt = [ln(y1 + t(y2 − y1))]10 = ln
y2
y1
.
Sia ora γ(t) = (x(t), y(t)), t ∈ [0, 1], una generica curva differenziabile che
congiunge p1, p2 (si potrebbe considerare anche differenziabile a tratti). Allora,
L(γ) =
∫ 1
0
‖γ˙(t)‖gdt =
∫ 1
0
1
y(t)
√
x′(t)2 + y′(t)2 dt
≥
∫ 1
0
y′(t)
y(t)
dt =
∫ y2
y1
1
y
dy = ln
y2
y1
= L(γ0).
Cio` implica che la curva γ0 realizza la distanza tra p1 e p2. Dunque, se p1, p2
individuano una semiretta parallela all’asse y, con y2, y1 > 0 arbitrari, abbiamo
d(p1, p2) = | ln y2
y1
|.
• caso 20) Siano q1, q2 due punti di R2+ che non appartengono a una semi-
retta parallela all’asse y. In questo caso, la geodetica passante per q1, q2 e` la
semicirconferenza γ per q1 e q2, con centro C0(c, 0) sull’asse x e di raggio r.
Quindi:
γ(t) = (c+ rcos t, rsen t), t ∈]0, π[,
γ˙(t) = (−rsen t, rcos t) e ‖γ˙(t)‖g = 1
sen t
.
Posto q1 = (c+ rcosα, rsenα) e q2 = (c+ rcos β, rsen β), con β ≥ α, si ha:
L(γ(q1, q2)) = L(γ|[α,β]) =
∫ β
α
‖γ˙(t)‖gdt =
[
ln tan
t
2
]β
α
= ln
tan β/2
tanα/2
.
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Per α, β ∈]0, π[ arbitrari, si ha:
L(γ(q1, q2)) = | ln tan β/2
tanα/2
|.
La trasformazione di Mo¨bius (reale)
f1 : z = x+ iy 7→ f(z) = az − b
az + b
=
(
a2(x2 + y2)− b2
(ax+ b)2 + (ay)2
,
2aby
(ax+ b)2 + (ay)2
)
,
con ab > 0, e` una isometria del piano iperbolico che trasforma la semiretta
γ0(t) = (0, t), t > 0, nella semicirconferenza γ1 : x
2+y2 = 1, y > 0. L’omotetia
f2 : z 7→ f2(z) = rz, r > 0,
e` una isometria che trasforma la semicirconferenza γ1 nella semicirconferenza
γ2 : x
2 + y2 = r2, y > 0. Infine, la traslazione
f3 : z 7→ f3(z) = z + c
trasforma la semicirconferenza γ2 nella semicirconferenza γ : (x − c)2 + y2 =
r2, y > 0. Pertanto, l’isometria
f = f3 ◦ f2 ◦ f1
trasforma la semiretta γ0 nella semicirconferenza γ, e quindi i punti p1 =
f−1(q1) e p2 = f−1(q2) appartengono alla semiretta γ0 che e` il semiasse delle y.
Poiche` le isometrie conservano lunghezze e distanze, e tenendo anche presente
il caso 10), si ha
L(γ(q1, q2)) = L(γ0(p1, p2)) = d(p1, p2) = d
(
f−1(q1), f−1(q2)
)
= d(q1, q2).
Di conseguenza, nel caso 20), si ottiene:
d(q1, q2) = | ln tan β/2
tanα/2
|.
Usando le formule di bisezione:
tan β/2
tanα/2
=
1 + cosα
1 + cos β
· sen β
senα
,
e tenendo presente che
x1 − c = rcosα, x2 − c = rcos β, y1 = rsenα, y2 = rsen β,
si ha
d(q1, q2) =
∣∣∣∣ln(x1 − c+ rx2 − c+ r · y2y1
)∣∣∣∣ .
Infine, osserviamo che se p1, p2 sono punti di una semicirconferenza con-
centrica con γ, con q1, p1, C0 allineati e q2, p2, C0 allineati, allora d(q1, q2) =
d(p1, p2) (cf. Figura 8).
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Figura 8. d(p1, p2) = d(q1, q2).
6.5. L’iperboloide e il modello di Poincare´ nel disco
6. 5-1. L’iperboloide H2. Consideriamo su R3 il prodotto scalare di
Minkowski, ossia la forma bilineare simmetrica q0 : R
3 × R3 → R definita da
q0(p, p
′) = xx′ + yy′ − zz′.
q0 e` un prodotto scalare che non e` definito positivo, la sua segnatura e` (2, 1)
quindi e` un prodotto scalare di tipo lorentziano. Poniamo
H2 = {p = (x, y, z) ∈ R3 : q0(p, p) = −1, z > 0}.
H2 e` una superficie regolare di R3, precisamente e` la falda superiore dell’iper-
boloide di equazione:
x2 + y2 − z2 = −1.
Proposizione 6.11. La prima forma fondamentale su H2, indotta dal pro-
dotto scalare di Minkowski q0, ha segnatura (2, 0), equivalentemente il prodotto
scalare indotto sulla stessa superficie e` definito positivo.
Dimostrazione. Sia Vp = (p, v) ∈ TpH2 e sia γ(t) una curva differen-
ziabile di H2 con γ(0) = p e γ˙(0) = Vp. Poiche´ γ(t) ∈ H2 per ogni t, ossia
q0(γ(t), γ(t)) = −1, derivando si ha q0(γ(t), γ˙(t)) = 0, e quindi per t = 0 abbia-
mo q0(p, v) = 0, ossia TpH
2 ⊂ p⊥ (rispetto al prodotto scalare di Minkowski).
D’altronde dimTpH
2 = 2 = dim p⊥, pertanto
TpH
2 = p⊥ = {Vp = (p, v) : v ∈ R3, q0(v, p) = 0}.
Poiche´ q0(p, p) = −1, esiste una base v0, v1, v3 di R3 con v0 = p, q0(v1, v1) =
q0(v2, v2) = 1 e q0(vi, vj) = 0 per i 6= j. Cio` segue dal fatto che l’indice
di una forma quadratica non dipende dalla base scelta (Teorema di Sylve-
ster). Quindi, {V1 = (p, v1), V2 = (p, v2)} e` una base q0-ortonormale di TpH2.
Di conseguenza, il prodotto scalare su TpH
2, indotto dal prodotto scalare di
Minkowski, e` definito positivo. 
Indichiamo con gH la prima forma fondamentale, equivalentemente la me-
trica riemanniana, sull’iperboloide H2 indotta dal prodotto scalare di Minko-
wski. In tal caso, chiameremo (H2, gH) l’iperboloide di Minkowski. Per
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(H2, gH), ovvero per l’iperboloide H
2 come superficie regolare di (R3, q0), la
derivata covariante di campi vettoriali V ∈ X(γ), con γ curva differenziabile
di H2, e` definita come nella Definizione 5.35
DV
dt
=
(dV
dt
)⊤
,
dove ora
(dV
dt
)⊤
denota la proiezione ortogonale di dV /dt, ossia di V ′(t), su
Tγ(t)H
2, rispetto al prodotto scalare di Minkowski q0. In particolare, valgono
le equazioni (5.12), (5.13) (5.14), dove nell’equazione di Gauss (5.12) e nella
(5.14) il prodotto scalare euclideo e` sostituito da quello di Minkowski. Possia-
mo quindi definire anche per l’iperboloide (H2, gH) di Minkowski il parallelismo
e le curve geodetiche. Quindi, una curva differenziabile γ(t) di (H2, gH) e` detta
curva geodetica se il campo tangente V (t) = γ˙(t) e` parallelo lungo γ, ovvero
Dγ˙
dt
= 0.
Proposizione 6.12. Le curve geodetiche dell’iperboloide di Minkowski
(H2,gH) sono tutte e sole le curve (rami di iperboli) di H
2 intersezioni con i
piani di R3 passanti per l’origine.
Dimostrazione. Per determinare le geodetiche di (H2, gH) procediamo
come per le geodetiche della sfera canonica S2. Sia C la curva diH2 intersezione
con un piano E2 passante per l’origine. Siano p un punto di C e v un vettore
tangente in p a C. Allora Vp = (p, v) ∈ TpHn = p⊥, dove ⊥ e` considerata
rispetto a q0. In particolare possiamo prendere v unitario, quindi q0(p, v) = 0
e q0(v, v) = 1. Consideriamo la curva parametrizzata
γ(t) = (cosh t)p+ (sinh t)v, t ∈ R.
Da γ(0) = p ∈ H2 e
q0(γ(t), γ(t)) = (cosh
2 t)q0(p, p) + (sinh
2 t)q0(v, v) + 2(sinh t cosh t)q0(p, v)
= − cosh2 t+ sinh2 t = −1,
segue che γ e` una curva di H2. Dunque, γ(t) e` una curva di H2 ∩E2 e quindi
e` una parametrizzazione del ramo di iperbole C. Il campo tangente γ˙(t) e
l’accelerazione estrinseca γ¨(t) sono dati da
γ˙(t) = (sinh t)p+ (cosh t)v, γ¨(t) = (cosh t)p+ (sinh t)v = γ(t).
Quindi
Dγ˙
dt
, proiezione q0-ortogonale di γ¨(t) su Tγ(t)H
2 = γ(t)⊥, e` data da
(γ¨(t))⊤ = 0. Pertanto, γ(t) e` una geodetica di H2.
Viceversa, se σ(t) e` una geodetica di H2 parametrizzata a velocita` unitaria,
con σ(0) = p e σ˙(0) = Vp = (p, v), allora p e v, pensati entrambi come vettori,
sono q0-ortogonali (in quanto Vp ∈ TpH2 = p⊥) con q0(v, v) = 1 e q0(p, p) =
−1. Il ramo di iperbole γ(t) = (cosh t)p + (sinh t)v (che e` contenuta in H2)
soddisfa le stesse condizioni iniziali γ(0) = p e γ˙(0) = Vp della geodetica σ(t).
Pertanto, applicando il teorema di esistenza e unicita` per le curve geodetiche,
abbiamo che σ ha sostegno contenuto nel sostegno di γ. 
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6. 5-2. Il modello di Poincare´ nel disco unitario. Consideriamo il
disco unitario
△2 = {p = (x, y) ∈ R2 : ‖p‖2 = x2 + y2 < 1} .
Sia p0 = (0, 0,−1) ∈ R3. L’applicazione
f : H2 →△2, p 7→ f(p) = retta(pp0) ∩ R2,
dove R2 e` il piano z = 0 di R3, e` detta proiezione stereografica iperbolica (cf.
Figura 9). Con facili calcoli si trova:
f(x, y, z) =
(
x
1 + z
,
y
1 + z
)
.
Figura 9. La proiezione stereografica iperbolica.
Chiaramente f(p) ∈ △2 in quanto: ‖f(p)‖2 = z−1
z+1
< 1 per ogni p ∈ H2.
Inoltre, usando il prodotto scalare di Minkoswski q0, si ha
q0(p− p0, p− p0) = x2 + y2 − (z + 1)2 = −2(1 + z) ∀p = (x, y, z) ∈ H2,
e quindi l’applicazione f si puo` esprimere anche con
f(p) = p0 − 2(p− p0)
q0(p− p0, p− p0) ∀p ∈ H
2.
L’applicazione f e` invertibile e la sua inversa e` l’applicazione
f¯ = f−1 : △2 → H2, p 7→ f−1(p) = retta(pp0) ∩H2,
quindi
p 7→ f¯(p) = f−1(p) =
(
2x
1− ‖p‖2 ,
2y
1− ‖p‖2 ,
1 + ‖p‖2
1− ‖p‖2
)
.
Mediante la proiezione stereografica iperbolica f¯ possiamo definire nel dominio
△2 una metrica riemanniana iperbolica h ponendo
h(Vp,Wp) := gH(f¯∗pVp, f∗pWp) = q0(f¯∗pVp, f∗pWp)
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per ogni p ∈ △2 e Vp,Wp ∈ Tp△2 = TpR2. Si puo` provare che i coefficienti
della metrica h sono dati da:
(6.8) h11 = h22 =
4(
1− (x2 + y2))2 , h12 = h21 = 0.
Di conseguenza, a posteriori, possiamo dire che la proiezione stereografica
iperbolica f e` una isometria tra (H2, gH) e (△2, h).
Ora consideriamo l’inversione rispetto alla circonferenza di centro p0 =
(0,−1) e r = √2, che indichiamo con f˜ . Allora, dalla (6.7), si ha
f˜ : p = (x, y) 7→ f˜(p) = (0,−1) + 2‖p− p0‖2 (x, y + 1)
e poiche´ ‖p− p0‖2 = ‖p‖2 + 2y + 1 = x2 + (y + 1)2, si ha
f˜ : p = (x, y) 7−→
(
2x
‖p− p0‖2 ,
1− ‖p‖2
‖p− p0‖2
)
.
Osserviamo che il disco △2 e il semipiano R2+ sono entrambi contenuti in
R
2\{p0}. Dall’espressione di f˜ segue che
∀ p ∈ △2 : f˜(p) ∈ R2+.
Inoltre,
‖f˜(p)‖2 = 4x
2 + 1 + ‖p‖4 − 2‖p‖2
‖p− p0‖4 =
(1 + ‖p‖2)2 − 4y2
(1 + ‖p‖2 + 2y)2
=
1 + ‖p‖2 − 2y
1 + ‖p‖2 + 2y < 1 per y > 0.
Quindi,
∀p ∈ R2+ : f˜(p) ∈ △2.
Di conseguenza, f˜ = f˜|△2 : △2 → R2+,
f˜ : (x, y) 7→ (u(x, y), v(x, y)) = ( 2x
x2 + (y + 1)2
,
1− (x2 + y2)
x2 + (y + 1)2
)
,(6.9)
e` un diffeomorfismo con inverso f˜−1 : R2+ → △2 che ha la stessa espressione
analitica di f˜ .
Proposizione 6.13. Il diffeomorfismo f˜ : △2 → R2+ definito dalla (6.9) e`
una isometria tra il modello iperbolico di Poincare´ nel disco △2 e il modello
iperbolico di Poincare´ nel semipiano R2+.
Dimostrazione. Per provare che f˜ : △2 → R2+ e` una isometria tra i due
modelli di Poincare´, basta verificare, applicando la (6.1), che
(gij)p = (J(f˜))
t(g¯ij)f˜(p)J(f˜),
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dove J(f˜) e` la matrice jacobiana di f˜ , (gij)p la matrice dei coefficienti della
metrica iperbolica del disco nel punto p, e (g¯ij)f˜(p) la matrice dei coefficien-
ti della metrica iperbolica del semipiano R2+ nel corrispondente punto f˜(p).
Siccome f˜(x, y) e` data dalla (6.9), allora
J(f˜) =
(
∂u/∂x ∂u/∂y
∂v/∂x ∂v/∂y
)
= J(f˜)t.
dove
∂u
∂x
=
2(y + 1)2 − 2x2
[x2 + (y + 1)2]2
= −∂v
∂y
e
∂u
∂y
=
−4x(y + 1)
[x2 + (y + 1)2]2
=
∂v
∂x
.
Inoltre,
(g¯ij)f˜(p)) =
(
1/v2 0
0 1/v2
)
=

[x2 + (y + 1)2]2
[1− (x2 + y2)2]2 0
0
[x2 + (y + 1)2]2
[1− (x2 + y2)2]2
 ,
e
(gij)p =

4
[1− (x2 + y2)]2 0
0
4
[1− (x2 + y2)]2
 .
Pertanto, un semplice calcolo mostra che (gij)p = (J(f˜))
t(g¯ij)f˜(p)J(f˜).

Esempio 6.14. Le geodetiche del disco iperbolico △2 sono tutti e soli i
diametri e gli archi di circonferenza che incontrano ortogonalmente il bordo
∂△2.
Dimostrazione. Sia H2 la falda superiore dell’iperboloide x2+ y2− z2 =
−1. Consideriamo la proiezione stereografica iperbolica
f : H2 →△2, p 7→ f(p) = retta (pp0)∩ (piano z = 0)= retta(pp0) ∩△2,
dove p0 = (0, 0,−1). Abbiamo osservato che f e` un’isometria tra i due modelli
iperbolici, quindi le geodetiche di △2 sono tutte e sole le immagini tramite f
delle geodetiche di H2. Se γ e` una geodetica di H2 data da H2∩E2, dove E2 e`
un piano contenente l’asse z, allora la sua proiezione f(γ) su △2 e` chiaramente
un diametro. Negli altri casi si ottengono invece archi di circonferenza che
incontrano ortogonalmente ∂△2. 
CAPITOLO 7
Il Teorema di Gauss-Bonnet
La caratteristica di Eulero-Poicare` (invariante topologico) e la curvatura
(invariante metrico) sono due nozioni a priori molto distanti tra loro. Il Teore-
ma di Gauss-Bonnet, il piu` elegante teorema di geometria differenziale globale,
evidenzia un sorprendente legame tra le due nozioni. In questo capitolo diamo
una presentazione di tale teorema nel caso delle superfici connesse compatte
di R3.
7.1. Il Teorema locale di Gauss-Bonnet
Iniziamo col ricordare il seguente teorema (che otterremo come caso particolare
di un teorema piu` generale).
Teorema 7.1 (elegantissimo di Gauss,1827). Sia M una superficie regolare
di R3 e sia (D,ϕ) una parametrizzazione locale di M . Se T e` un triangolo
geodetico, T ⊂ ϕ(D), di vertici A,B,C, allora∫
T
K(p)dσ = Â+ B̂ + Ĉ − π,
dove K(p) e` la curvatura gaussiana della superficieM in p, dσ =
√
EG− F 2dudv
e` l’elemento d’area diM e Â, B̂, Ĉ denotano le misure (in radianti) degli angoli
interni al triangolo T .
Figura 1. Triangoli geodetici
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In particolare, se K e` costante su M , K(p) = K0 per ogni p ∈M , abbiamo
K0 area(T ) = Â+ B̂ + Ĉ − π,
dove per K0 = 1 otteniamo esattamente la formula trovata da Albert Girard
nel 1629 per un triangolo geodetico sulla sfera unitaria.
Se K0 = 0 (M e` localmente isometrica a un piano Euclideo), si ha
Â+ B̂ + Ĉ = π (fatto ben noto della geometria euclidea).
Se K0 > 0 (M e` localmente isometrica ad una sfera di raggio
√
1/K0), si ha
Â+ B̂ + Ĉ > π.
Se K0 < 0 (M e` localmente isometrica ad una pseudo-sfera), si ha
Â+ B̂ + Ĉ < π.
Al tempo di Gauss uno dei problemi fondamentali della geometria era la “que-
stione delle parallele”, iniziata al tempo di Euclide e conclusasi solo con l’av-
vento delle geometrie non euclidee. Si trattava di decidere se il quinto postulato
della geometria euclidea (dati una retta e un punto non appartenente ad essa,
esiste una sola retta passante per il punto e che non incontra la retta data),
fosse indipendente dagli altri postulati della geometria di Euclide. Ben presto
si stabil`ı che il quinto postulato e` equivalente al fatto che la somma degli angoli
interni di un triangolo e` uguale a π (radianti). Dunque, la scoperta di Gauss
faceva intravedere l’esistenza di geometrie diverse da quella euclidea e quindi
di una geometria sulle superfici senza riferimento allo spazio ambiente.
L’estensione del Teorema (elegantissimo) di Gauss, al caso di una regione
limitata da una curva chiusa semplice (non geodetica) e` dovuta a Bonnet
(1848).
Definizione 7.2. Sia α : [a, b] → M un’applicazione continua dall’inter-
vallo chiuso [a, b] su una superficie regolare M di R3. Diciamo che α e` una
curva semplice, chiusa e regolare a tratti se:
(1) per t1 6= t2, t1, t2 ∈ [a, b[: α(t1) 6= α(t2).
(2) α(a) = α(b).
(3) esiste una suddivisione a = t0 < t1 < . . . < tk < tk+1 = b di
[a, b] per cui α e` differenziabile e regolare in ogni intervallo [ti, ti+1],
i = 0, . . . , k.
I punti α(ti) si dicono vertici di α. Dalla regolarita` a tratti segue che, per
ogni vertice α(ti) esiste il limite sinistro: limt→t−i α˙(t) = α˙−(ti) 6= 0 ed il limite
destro: limt→t+i α˙(t) = α˙+(ti) 6= 0. Supponiamo ora che la superficie M sia
orientata e sia N un fissato campo unitario normale alla superficie. Indichiamo
con |θi|, 0 < |θi| ≤ π, l’angolo determinato da α˙−(ti) e α˙+(ti). Se |θi| 6= π
(ossia, α(ti) non e` una cuspide), assegniamo a θi il segno del determinante di
(α˙−(ti), α˙+(ti), N) e quindi il segno di θi e` determinato dall’orientazione di M .
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L’angolo con segno θi, −π < θi < π, si dice angolo esterno nel vertice α(ti).
L’angolo ψi = π − θi si dice angolo interno nel vertice α(ti). Nel caso in cui
il vertice α(ti) sia una cuspide, cioe` |θi| = π, la scelta del segno di θi avviene
come segue: dalla regolarita` a tratti segue che esiste un numero δ > 0 tale che
il determinante di (α˙(ti− ε), α˙(ti+ ε), N) non cambi segno per ogni 0 < ε < δ,
quindi assegniamo a θi il segno di tale determinante.
Figura 2. Il segno degli angoli esterni.
Figura 3. Punto cuspidale con θi = −π.
Sia ora (D,ϕ) una parametrizzazione di M , compatibile con l’orientazione
di M . Possiamo assumere che D sia omeomorfo ad un disco aperto del piano.
Sia α : [a, b] → ϕ(D) ⊂ M una curva semplice, chiusa, regolare a tratti,
con vertici α(ti) e angoli esterni θi, i = 0, . . . , k. Siano φi : [ti, ti+1] → R
funzioni differenziabili che misurino l’angolo positivo formato da ϕu e α˙(t),
per ogni t ∈ [ti, ti+1] (cf.[9], p. 250). Allora, con una dimostrazione di natura
topologica si ha (cf.[9], p. 267)
k∑
i=0
(φi(ti+1)− φi(ti)) +
k∑
i=0
θi = ±2π(7.1)
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dove il segno dipende dall’orientazione di α.
Definizione 7.3. Sia M una superficie orientata. Una regione R di M si
dice che e` una regione semplice se R e` omeomorfa ad un disco e il suo bordo
∂R e` il sostegno di una curva parametrizzata α : I → M semplice, chiusa e
regolare a tratti. Diciamo che α e` orientata positivamente se un osservatore,
con verso e direzione di N , che percorre tale curva lascia in ogni istante la
regione delimitata da essa alla sua sinistra.
Figura 4. Regione semplice con bordo orientato positivamente.
Esempi 7.4. Consideriamo le regioni semplici R1 (disco di raggio r del
piano R2) ed R2 (semisfera di S
2(r)) come in Figura 5.
Figura 5. Regioni semplici con bordo regolare.
In entrambi i casi il bordo e` una circonferenza γ(s) di raggio r, che para-
metrizziamo con l’ascissa, quindi il bordo e` una curva chiusa semplice regolare.
Si noti che questa situazione e` differente di quella considerata nel Teorema 7.1
dove il bordo e` regolare a tratti e quindi presenta dei vertici. Nel caso di R1 la
curvatura gaussiana K = 0 (M = R2) e la curvatura geodetica di γ e` kg = 1/r.
Quindi abbiamo
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∫ 2pir
0
kg(s)ds+
∫∫
R1
Kdσ = 2π .
Nel caso di R2, la curvatura gaussiana K = 1/r
2 (M = S2(r)) e la curvatura
geodetica di γ e` kg = 0 (le circonferenze di raggio massimo sono curve geodeti-
che). Tuttavia, siccome la semisfera di raggio r ha area 2π r2, abbiamo sempre
lo stesso risultato ∫ 2pir
0
kg(s)ds+
∫∫
R2
Kdσ = 2π .
Di seguito diamo una prima formulazione (locale) del Teorema di Gauss-
Bonnet per regioni semplici con bordo regolare, che generalizza la
situazione degli esempi precedenti.
Teorema 7.5. Sia M una superficie regolare orientata di R3 e sia (D,ϕ)
una sua parametrizzazione locale, con D ⊂ R2 omeomorfo ad un disco aperto e
ϕ compatibile con l’orientazione di M . Sia R ⊂ ϕ(D) una regione semplice ed
α : I → ϕ(D) una curva regolare, semplice, chiusa ed orientata positivamente,
parametrizzata con l’ascissa curvilinea e con ∂R = α(I). Allora, se L ∈ R+ e`
la lunghezza di α, si ha ∫ L
0
kg(s)ds+
∫∫
R
Kdσ = 2π ,
dove kg(s) e` la curvatura geodetica di α e K e` la curvatura gaussiana.
Dimostrazione. Sia {X, Y } la base ortonormale ottenuta ortonormaliz-
zando la base {ϕu, ϕv} in modo tale che le terne (X, Y,N) e (ϕu, ϕv, N) sia-
no concordi. Lungo la curva α : I → ϕ(D), definiamo la funzione angolo
φ : I → R tale che il versore tangente α˙ soddisfi:
α˙(s) = cosφ(s)X(s) + senφ(s)Y (s),
quindi φ(s) e` l’angolo positivo formato da ϕu e α˙(t). Allora:
N ∧ α˙ = N ∧ ((cosφ)X + (senφ)Y ) = (−senφ)X + (cosφ)Y
e
α¨ = φ′
(
(−senφ)X + (cosφ)Y )+ (cosφ)X ′ + (senφ)Y ′.
Quindi, sostituendo nella (5.16), per la curvatura geodetica si ha
kg = (N ∧ α˙) · α¨ = φ′
(− (senφ)X + (cosφ)Y ) · (− (senφ)X + (cosφ)Y )
+
(− (senφ)X + (cosφ)Y ) · ((cosφ)X ′ + (senφ)Y ′),
da cui
kg = φ
′ − (X · Y ′) .(7.2)
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Siccome α e` una curva chiusa, semplice, regolare e orientata positivamente,
dalla (7.1) abbiamo φ(L)− φ(0) = 2π. Quindi, integrando la (7.2), si ottiene:∫ L
0
kgds =
∫ L
0
φ′(s)ds−
∫ L
0
(X · Y ′)(s)ds
= φ(L)− φ(0)−
∫ L
0
(X · Y ′)(s)ds
= 2π −
∫ L
0
(X · Y ′)(s)ds,
dove Y ′ = u′Yu + v′Yv in quanto Y (s) = Y (u(s), v(s)). Ora, ricordiamo che se
f(u, v) e g(u, v) sono funzioni differenziabili in una regione semplice D ⊂ R2,
il cui bordo e` dato dalla curva γ(s) = (u(s), v(s)) regolare a tratti, allora per
il Teorema di Gauss-Green si ha
k∑
i=0
∫ si+1
si
(
f
du
ds
+ g
dv
ds
)
ds =
∫∫
D
(
∂g
∂u
− ∂f
∂v
)
dudv.(7.3)
Applicando tale Teorema, facendo anche uso della Proposizione 5.25, ottenia-
mo:∫ L
0
(X · Y ′)(s)ds =
∫ L
0
(
X · (u′Yu + v′Yv)
)
ds
=
∫
α
(
(X · Yu)du
ds
)
+
(
(X · Yv)dv
ds
)
ds
=
∫∫
ϕ−1(R)
(
(X · Yv)u − (X · Yu)v
)
dudv
=
∫∫
ϕ−1(R)
(
(Xu · Yv) + (X · Yvu)− (Xv · Yu)− (X · Yuv)
)
dudv
=
∫∫
ϕ−1(R)
(
(Xu · Yv)− (Xv · Yu)
)
dudv
=
∫∫
ϕ−1(R)
K
√
EG− F 2dudv
=
∫∫
R
Kdσ.
Cio` conclude la dimostrazione. 
Nel piano ogni curva chiusa, semplice e regolare, delimita una regione
omeomorfa a un disco, allora dal Teorema 7.5 segue il seguente
Corollario 7.6. Sia α : I → R2 una curva regolare, semplice e chiusa del
piano, parametrizzata con l’ascissa curvilinea. Se L ∈ R+ e` la lunghezza di α,
allora ∫ L
0
kg(s)ds = 2π.
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Si noti che il Corollario 7.6 non si applica al caso del cilindro circolare retto
(pur avendo curvatura gaussiana nulla) in quanto per il cilindro esistono curve
chiuse semplici regolari che non delimitano una regione omemorfa a un disco
come richiesto nel Teorema 7.5. Lo stesso Teorema 7.5 puo` essere esteso al
caso in cui la curva α : I →M sia solo regolare a tratti.
Teorema 7.7. (Teorema locale di Gauss-Bonnet)
Sia (D,ϕ) una parametrizzazione locale di una superficie orientata M , dove
D ⊂ R2 e` omeomorfo ad un disco aperto e ϕ e` compatibile con l’orientazio-
ne di M . Siano R ⊂ ϕ(D) una regione semplice di M ed α : I → M una
curva regolare a tratti tale che ∂R = α(I). Supponiamo che α sia orienta-
ta positivamente e parametrizzata mediante l’ascissa curvilinea, inoltre sia-
no α(s1), . . . , α(sk), θ1, . . . , θk rispettivamente i vertici e gli angoli esterni nei
vertici di α. Allora:
k∑
i=1
∫ bi
ai
kg(s)ds+
∫∫
R
Kdσ +
k∑
i=1
θi = 2π,
equivalentemente
k∑
i=1
∫ bi
ai
kg(s)ds+
∫∫
R
Kdσ −
k∑
i=1
ψi = −(k − 2)π,(7.4)
dove kg(s) e` la curvatura geodetica degli archi regolari di α, e ψi = π − θi
(i = 1, . . . , k) sono gli angoli interni.
Dimostrazione. La dimostrazione si ottiene ripercorrendo quella del Teo-
rema 7.5. Sia {X, Y } la solita base ortonormale ottenuta applicando il metodo
di Gram-Schmidt alla base {ϕu, ϕv}. Sia I il sottoinsieme finito di I i cui
elementi corrispondono ai vertici di α(I). Lungo ogni arco regolare di α consi-
deriamo la funzione angolo, quindi abbiamo la funzione φ : I \ I→ R tale che
il versore tangente α˙ soddisfi:
α˙(s) = cosφ(s)X(s) + senφ(s)Y (s).
In questo caso la (7.2) vale per ogni arco regolare di α. Integrando lungo tutti
gli archi e sommando, si ottiene
k∑
i=1
∫ bi
ai
kg(s)ds =
k∑
i=1
∫ bi
ai
φ′ds−
k∑
i=1
∫ bi
ai
(X · Y ′)ds .
Allora, applicando la (7.3) e la Proposizione 5.25, si ha
k∑
i=1
∫ bi
ai
(X · Y ′)ds =
∫∫
R
Kdσ.
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Infine, siccome α e` orientata positivamente, applicando la (7.1) si ha:
k∑
i=1
∫ bi
ai
φ′ds =
k∑
i=1
(φi(bi)− φi(ai))
= 2π −
k∑
i=0
θi
= 2π −
k∑
i=1
(π − ψi)
=
k∑
i=1
ψi − (k − 2)π,
dove ψi = π − θi (i = 1, . . . , k) sono gli angoli interni nei vertici di α. Cio`
conclude la dimostrazione. 
Osservazione 7.8. Una immediata conseguenza della formula (7.4) e` il
Teorema (elegantissimo) di Gauss. Infatti, considerando un triangolo geodeti-
co, k = 3 e il termine con la curvatura geodetica e` nullo.
7.2. Il Teorema globale di Gauss-Bonnet
Definizione 7.9. Sia M una superficie regolare. Una regione R ⊂ M si
dice regione regolare se R e` un compatto e la sua frontiera ∂R e` unione finita
di curve chiuse e regolari a tratti che non si intersecano fra loro.
Figura 6. Regione regolare.
Una regione semplice che ha tre soli vertici con angoli esterni θi 6= 0, i = 1, 2, 3,
si dice triangolo.
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Definizione 7.10. Una triangolazione di una regione regolare R ⊂ M e`
una famiglia finita T di triangoli Ti, i = 1, . . . , n, tali che:
(1)
⋃n
i=n Ti = R.
(2) se Ti ∩ Tj 6= ∅, allora Ti ∩ Tj o e` uno spigolo comune a Ti e Tj oppure
e` un vertice comune a Ti e Tj.
Ricordiamo ora dei risultati di natura topologica, necessari per lo studio
del Teorema di Gauss-Bonnet.
Proprieta` 1:
Ogni regione regolare R di una superficie regolare ammette una triangolazione.
Definizione 7.11. Assegnata una triangolazione T di una regione regolare
R di una superficie regolare M , indichiamo con F il numero di triangoli, con
S il numero degli spigoli e con V il numero dei vertici di tale triangolazione.
Il numero:
χ(R) = F − S + V,
che non dipende dalla particolare triangolazione considerata, si dice carat-
teristica di Eulero-Poincare` di R. La stessa definizione di caratteristica di
Eulero-Poincare` vale anche, piu` in generale, per ogni superficie triangolabile
di R3.
Si noti che la caratteristica di Eulero-Poincare` di uno spazio topologico trian-
golabile e` un invariante topologico. In particolare, una regione semplice R e`
omeomorfa a un disco e quindi a un triangolo, pertanto la sua caratteristica
di Eulero-Poincare` e` χ(R) = 1− 3 + 3 = 1.
Proprieta` 2:
SianoM una superficie regolare orientata e {ϕi}i∈I una famiglia di parametriz-
zazioni compatibili con l’orientazione della stessa superficie. Sia R una regione
regolare di M . Allora, esiste una triangolazione T di R tale che ogni triangolo
T ∈ T e` contenuto in un intorno coordinato della famiglia di parametrizzazioni
assegnata. Inoltre, se il bordo di un triangolo T ∈ T e` orientato positivamente,
i triangoli adiacenti ad esso determinano un’orientazione opposta sugli spigoli
in comune.
Una prima formulazione del Teorema globale di Gauss-Bonnet e` la seguente.
Teorema 7.12. (Teorema di Gauss-Bonnet per regioni regolari)
Sia R una regione regolare di una superficie regolare orientata M con bordo
∂R orientato positivamente. Siano {αi(s)}i=1,...,n le curve, parametrizzate con
l’ascissa curvilinea, che costituiscono il bordo ∂R, e siano {θj}j=1,...,p tutti gli
angoli esterni delle curve α1, . . . , αn. Allora,
n∑
i=1
∫
αi
kg(s)ds+
∫∫
R
Kdσ +
p∑
j=1
θj = 2πχ(R).(7.5)
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Dimostrazione. Per la Proprieta` 2 possiamo considerare una triangola-
zione T della regione R tale che ogni triangolo Tj sia contenuto in un intorno
coordinato di una famiglia di parametrizzazioni, compatibile con l’orientazione
di M . Orientiamo positivamente il bordo di ogni triangolo di T, questa orien-
tazione e` compatibile con quella del bordo, inoltre induce orientazioni opposte
sui lati che sono in comune fra triangoli adiacenti (cf. Figura 7).
Figura 7. Una triangolazione.
Applicando il Teorema 7.7 (Teorema locale di Gauss-Bonnet) al generico trian-
golo Tj della triangolazione T, si ha∫
∂Tj
kg(s)ds+
∫∫
Tj
Kdσ +
3∑
k=1
θjk = 2π,(7.6)
dove θj1 , θj2 , θj3 sono gli angoli esterni del triangolo Tj. Indichiamo con F il
numero di triangoli Tj della triangolazione T. Se (uj, vj) sono i parametri della
parametrizzazione che contiene Tj, dalla definizione di integrale (cf.(3.22)) si
ha ∫∫
R
Kdσ =
F∑
j=1
∫∫
Tj
K(uj, vj)
√
EjGj − F 2j dujdvj.
Quindi, il secondo membro non dipende dalla triangolazione T di R o dalla
famiglia di parametrizzazioni scelta. D’altronde, sommando le F formule (7.6),
tenendo anche conto del fatto che sui lati interni le somme degli integrali
della curvatura geodetica sono nulle (triangoli adiacenti inducono orientazioni
opposte sul lato in comune), si ottiene
n∑
i=1
∫
αi
kg(s)ds+
∫∫
R
Kdσ +
F∑
j=1
3∑
k=1
θjk = 2πF.(7.7)
Se indichiamo gli angoli interni del triangolo Tj con
ψjk = π − θjk ,
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si ottiene ∑
j,k
θjk = 3πF −
∑
j,k
ψjk .(7.8)
Detti E e V rispettivamente il numero complessivo dei lati e dei vertici della
triangolazione T, introduciamo la seguente notazione:
Ee = numero dei lati della triangolazione che si trovano sul bordo ∂R,
Ei = numero dei lati interni della triangolazione,
Ve = numero dei vertici della triangolazione che si trovano sul bordo ∂R,
Vi = numero dei vertici interni della triangolazione.
Siccome il bordo ∂R e` costituito da poligoni (curvilinei), si ha Ee = Ve. Inoltre,
ogni triangolo ha tre lati, ogni lato interno e` comune a due triangoli, e ogni
lato sul bordo e` lato di un solo triangolo, per cui vale la seguente formula:
3F = 2Ei + Ee.
Quindi, da (7.8), si ha:
F∑
j=1
3∑
k=1
θjk = 2πEi + πEe −
F∑
j=1
3∑
k=1
ψjk.(7.9)
Notiamo che i vertici che si trovano sul bordo possono anche essere vertici dei
poligoni curvilinei che costituiscono ∂R, allora poniamo
Ve = Vec + Vet,
dove Vec e` il numero di vertici dei poligoni curvilinei che costituiscono il bordo e
Vet e` il numero dei rimanenti vertici della triangolazione T. Siccome la somma
degli angoli interni attorno ad ogni vertice interno e` 2π, e la somma degli angoli
interni nei vertici che si trovano su ∂R e` π diminuito del corrispondente angolo
esterno, dalla (7.9) otteniamo∑F
j=1
∑3
k=1 θjk = 2πEi + πEe − 2πVi − πVet −
∑p
j=1(π − θj).
Addizionando e sottraendo all’espressione precedente πEe, e tenendo presente
che Ee = Ve, E = Ei + Ee, V = Vi + Ve e Ve = Vec + Vet, si ha:
F∑
j=1
3∑
k=1
θjk = 2πEi + 2πEe − 2πVi − πVe − πVet −
p∑
j=1
(π − θj)
= 2πE − 2πVi − πVe − πVet − πVec +
p∑
j=1
θj
= 2πE − 2πVi − πVe − πVe +
p∑
j=1
θj
= 2πE − 2πV +
p∑
j=1
θj .
270 7. Il Teorema di Gauss-Bonnet
Mettendo assieme i risultati ottenuti nella (7.7), abbiamo∑
i
∫
αi
kg(s)ds+
∫∫
R
Kdσ +
p∑
j=1
θj = 2π(F − E + V ) = 2πχ(R).

Osservazione 7.13. Il termine a sinistra della formula (7.5) non dipende
dalla triangolazione considerata, di conseguenza la caratteristica di Eulero-
Poincare` χ(R) non dipende dalla triangolazione considerata come d’altronde
era stato gia` osservato.
Sia P un n-poligono geodetico di una superficie regolare orientataM , ossia
P e` omeomorfo a un disco il cui bordo ∂P e` costituito da n-archi geodetici. In
particolare P e` omeomorfo a poligono triangolare (quindi, F = 1, S = 3, V =
3), per cui χ(P) = 1. Inoltre, gli angoli interni nei vertici di P sono dati da
ψi = π − θi, per cui
∑n
i=1 θi = nπ −
∑n
i=1 ψi. Pertanto, dal Teorema 7.12, si
ha
Corollario 7.14. Sia P un n-poligono geodetico di una superficie regolare
orientata M e siano ψi gli angoli interni nei vertici di P. Allora,∫∫
R
Kdσ + (n− 2)π =
n∑
i=1
ψi.
In particolare, come conseguenza del Corollario 7.14, per n = 3, si ottiene il
Teorema 7.1 (elegantissimo di Gauss).
Una superficie regolare connessa compatta M di R3 e` orientabile (cf.,
ad esempio, H. Samelson, orientability of hypersurfaces fo Rn, Proc. AMS
22(1969), 301-302). Inoltre, tale superficie si puo` considerare come una re-
gione regolare priva di bordo. Allora, dal Teorema 7.12 segue il Teorema di
Gauss-Bonnet per superfici connesse compatte.
Teorema 7.15 (di Gauss-Bonnet). Sia M una superficie regolare connessa
compatta di R3. Allora, ∫∫
M
Kdσ = 2πχ(M),
dove χ(M) denota la caratteristica di Eulero-Poincare´ di M . In particolare,
la curvatura totale
∫
M
Kdσ e` un invariante topologico.
Osservazione 7.16. Il Teorema 7.15 (di Gauss-Bonnet) vale nella stessa
formulazione anche per varieta` riemanniane compatte orientabili di dimensione
2. Tale teorema e` stato poi generalizzato da S.S. Chern (Ann. of Math. 45 (2)
(1944), 747-752) per varieta` riemanniane compatte orientabili di dimensione
pari n ≥ 2. Si noti che per n > 2 la formula che si ottiene dipende sempre dalla
curvatura ma in una forma notevolmente piu` complicata (in [18] p. 302-309,
si possono trovare le formule per n = 4 e n = 6).
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7.3. Applicazioni del Teorema di Gauss-Bonnet
La sfera S2 e` una superficie connessa compatta di R3. Una triangolazione
(geodetica) di S2 e` data dalla seguente Figura 8.
Figura 8. Una triangolazione geodetica di S2
Tale triangolazione ha F = 8, S = 12, V = 6. Quindi, la caratteristica di
Eulero-Poincare´ della sfera χ(S2) = F − S + V = 2.
Il Teorema di Gauss-Bonnet e` veramente spettacolare, esso mette in stretta
relazione due invarianti “la caratteristica di Eulero-Poincare´”(invariante topo-
logico) e “la curvatura di Gauss”(invariante metrico) a priori molto distanti
tra loro. Come conseguenza, la curvatura totale
∫∫
M
Kdσ non cambia se “de-
formiamo”la superficie. Ad esempio, per entrambe le superfici in Figura 9 si
ha
∫∫
M
Kdσ = 4π.
Figura 9
In generale, vale il seguente risultato di natura topologica, che fornisce una
classificazione delle superfici connesse compatte di R3.
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Teorema 7.17. Sia M una superficie connessa e compatta di R3. Allora, la
superficie M e` orientabile ed esiste p ∈ N, p ≥ 0, detto genere della superficie,
tale cheM = S2#pT2, dove # denota la somma connessa tra superfici. Inoltre,
χ(S) = 2− 2p ≤ 2.
Per p = 0: M = S2, per p = 1 : M = S2#T2 = T2 = S1 × S1, e per
p = 2 : M = S2#2T2 = T2# T2 (bi-toro). In generale, una superficie con-
nessa compatta M di R3 e` omeomorfa a una sfera con p-manici (detta anche
ciambella con p-buchi o p-toro). Siccome χ(M) = 2 − 2p, si vede che χ(M)
determina la configurazione topologica diM : due superfici connesse, compatte
orientabili M,M ′ sono omeomorfe se, e solo se, χ(M) = χ(M ′). Di conseguen-
za, dal Teorema 7.15 di Gauss-Bonnet la curvatura totale
∫∫
M
Kdσ = 2πχ(M)
determina la configurazione topologica di M .
Figura 10. p-toro, p = 0, 1, 2.
Piu` precisamente, dal Teorema 7.15 di Gauss-Bonnet, segue il seguente
Corollario 7.18. Sia M una superficie connessa compatta regolare di R3 .
Allora, ∫
M
Kdσ > 0 ⇐⇒ M e` omeomorfa alla sfera S2;∫
M
Kdσ = 0 ⇐⇒ M e` omeomorfa alla superficie torica T2 = S1 × S1;∫
M
Kdσ < 0 ⇐⇒M ha genere p > 1.
In particolare, se una superficie connessa compatta regolare ha curvatura gaus-
siana K ≥ 0 e positiva in almeno un punto, allora essa e` omeomorfa a una
sfera;
Inoltre, se M ha curvatura gaussiana costante K0, il genere p della superficie
e` dato da :
p = 1− K0 vol(M)
4π
.
Dal Teorema 4.56 e dal Teorema di Gauss-Bonnet si ottiene il seguente
risultato
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Corollario 7.19. (Teorema di Liebmann) La sfera e` la sola superficie
connessa compatta regolare di R3 con curvatura gaussiana costante.
Dimostrazione. Sia M una superficie connessa compatta regolare di R3
con curvatura gaussiana costante K0. Il Teorema 4.56 implica che la costante
K0 > 0. Allora, dal Teorema di Gauss-Bonnet segue che 2πχ(M) > 0, ossia
4π(1− p) > 0 e quindi p = 0. Pertanto, M e` una sfera. 
I risultati successivi mostrano come il Teorema (locale) di Gauss-Bonnet
possa essere applicato al fine di trarre delle conclusioni sulle geodetiche di una
superficie.
Corollario 7.20. Sia M una superficie (connessa) regolare orientabile di
R
3 con curvatura gaussiana K ≤ 0. Allora, due geodetiche γ1 e γ2 uscenti da
uno stesso punto p ∈ M non possono incontrarsi in un altro punto q ∈ M ,
diverso da p, in modo da costituire il bordo di una regione semplice R di M
(cf. Figura 11).
Figura 11
Dimostrazione. Supponiamo per assurdo che esistano due geodetiche γ1
e γ2 che si incontrino in due punti distinti in modo da formare una regione
semplice R. Applicando la (7.4) del Teorema 7.7, e tenendo conto che R e` una
regione poligonale di due lati con
∑2
i=1
∫ bi
ai
kgds = 0 (in quanto γ1, γ2 sono
geodetiche) si ha: ∫∫
R
Kdσ = ψ1 + ψ2,
dove ψ1, ψ2 sono gli angoli interni di R. Siccome γ1 e γ2 non possono essere
tangenti fra loro (per l’unicita` della geodetica uscente da un punto con un
fissato vettore tangente), si ha ψi > 0, i = 1, 2. D’altronde K ≤ 0, pertanto
abbiamo una contraddizione. 
Con riferimento alla dimostrazione del Corollario 7.20, quando ψ1 = ψ2 = π
(ossia θ1 = θ2 = 0), l’unione di γ1 e γ2 e` una geodetica chiusa e semplice.
Quindi: su una superficie regolare orientabile la cui curvatura gaussiana e`
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negativa o nulla non esiste alcuna geodetica chiusa e semplice che sia bordo di
una regione semplice.
Infine, ricordiamo che una superficie si dice semplicemente connessa se e`
connessa per archi e ogni curva chiusa semplice continua racchiude una regione
omeomorfa a un disco. Combinando il Teorema 5.86 (di Hopf-Rinow) e il
Corollario 7.20, si ottiene il seguente risultato.
Teorema 7.21. Su una superficie regolare M geodeticamente completa,
orientabile, semplicemente connessa e con curvatura gaussiana non positi-
va, comunque si considerano due punti distinti esiste un’unica geodetica che
li congiunge.
Dimostrazione. Siccome M e` geodeticamente completa, dal Teorema
5.86 (di Hopf-Rinow) segue che comunque prendiamo due punti p, q ∈M esite
una geodetica γ(p, q) che li congiunge. D’altronde, la curvatura gaussiana
K ≤ 0 ed M e` semplicemente connessa, per cui dal Corollario 7.20 segue che
la geodetica γ(p, q) e` unica. 
CAPITOLO 8
Il Teorema di Lancret sulla sfera S3
Il concetto di elica generalizzata fu trasferito, per la prima volta, in ambito
riemanniano da Hayden [12]. In tale articolo, un’elica generalizzata viene
definita come una curva per la quale un campo vettoriale lungo essa, parallelo
secondo Levi-Civita, forma angoli costanti con tutti i vettori del riferimento
di Frenet. Tuttavia, questa definizione sembra essere molto restrittiva. Piu`
recentemente Barros [1] propone una definizione di elica generalizzata (o elica
di Lancret) su una varieta` riemanniana 3-dimensionale semplicemente connessa
di curvatura sezionale costante c (c = 0,+1,−1) sostituendo la fissata direzione
(nella Definizione 2.39) con un campo vettoriale di Killing, inoltre dimostra un
Teorema di Lancret per questo tipo di “eliche”. Per c = 0 si ritrova il classico
Teorema di Lancret per le curve di R3 (cf. Teorema 2.42). Per c 6= 0, il caso piu`
interessante e` quello della sfera unitaria (c = +1). In questo capitolo diamo
una presentazione auto contenuta e dettagliata, con strumenti “elementari”,
del Teorema di Lancret nel caso della sfera unitaria 3-dimensionale.
8.1. Apparato di Frenet per curve di S3
Indichiamo con S3 la sfera unitaria di R4,
S
3 = {p = (x1, x2, x3, x4) ∈ R4 : x21 + x22 + x23 + x24 = 1}.
Molti concetti della teoria delle superfici di R3 si possono estendere in modo
del tutto analogo al caso di S3 che e` una ipersuperficie di R4.
Una curva differenziabile γ di S3 e` un’applicazione differenziabile
γ : I → S3 ⊂ R4, t 7→ (x1(t), x2(t), x3(t), x4(t)),
ossia e` una curva differenziabile di R4 che assume valori nella sfera S3. Un
vettore Vp ∈ TpR4, p ∈ S3, si dice vettore tangente in p alla sfera S3 se
esiste γ : I → S3 curva differenziabile di S3 ed esiste t0 ∈ I tali che
γ(t0) = p e γ˙(t0) = Vp.
Indichiamo con Tp S
3 l’insieme di tutti i vettori tangenti in p alla sfera S3, e
con ξp il campo vettoriale definito da
ξp =
(
x1(p), x2(p), x3(p), x4(p)
)
p
≡ p per ogni p ∈ S3.
ξ, che nella teoria delle superfici e` stato indicato con N , e` un campo vetto-
riale unitario normale alla sfera S3.
Proposizione 8.1. Risulta
Tp S
3 = ξ⊥p = p
⊥.
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Quindi, Tp S
3 e` un sottospazio vettoriale 3-dimensionale di TpR
4, che viene
detto spazio tangente in p alla sfera S3.
Dimostrazione. Sia Vp ∈ Tp S3, Vp = (p, v), allora esiste una curva
differenziabile γ(t) =
(
x1(t), x2(t), x3(t), x4(t)
)
di S3 tale che γ(t0) = p e
γ˙(t0) = Vp, quindi x
′
i(t0) = v
i per ogni i = 1, ..., 4. Siccome γ(t) ∈ S3, abbiamo∑4
i=1 xi(t)
2 = 1 e derivando si ha
∑4
i=1 x
′
i(t)xi(t) = 0,
per cui ∑4
i=1 x
′
i(t0)xi(t0) = 0, ossia
∑4
i=1 v
ixi(p) = 0.
Quindi,
Vp · ξp = 0 da cui segue che Vp ∈ ξ⊥p .
Viceversa, sia Vp ∈ ξ⊥p , Vp = (p, v), v 6= 0, e quindi v ·p = 0. Posto λ = ‖v‖ > 0
e v1 = v/λ, consideriamo la curva
γ(t) = (cosλt)p+ (senλt)v1.
Si vede facilmente che γ e` una curva di S3 e soddisfa γ(0) = p e γ˙(0) = Vp.
Pertanto, Vp ∈ TpS3. 
Data una curva differenziabile γ(t) di S3, t ∈ I, sia V (t) un campo vettoriale
(tangente a S3) differenziabile lungo γ, ossia
V (t) =
(
V 1(t), V 2(t), V 3(t), V 4(t)
)
γ(t)
∈ Tγ(t)S3
con V i(t) funzioni differenziabili. La derivata covariante di V (t) e` il campo
vettoriale (tangente a S3) differenziabile lungo γ definito da
DV
dt
:=
(
V ′(t)
)⊤
= V ′(t)− (V ′(t) · ξγ(t))ξγ(t) = V ′(t)− (V ′(t) · γ(t))γ(t),
e quindi DV /dt e` definito dall’equazione di Gauss . Se indichiamo con X(γ) lo
spazio vettoriale di tutti i campi vettoriali (tangenti a S3) differenziabili lungo
γ, e` facile verificare che l’operatore D/dt e` un endomorfismo di X(γ). Inoltre,
per ogni V,W ∈ X(γ) e per ogni f : I → R differenziabile, valgono le proprieta`
D
dt
(fV ) = f ′(t)V + f
DV
dt
,
(V ·W )′ = DV
dt
·W + V · DW
dt
.
Ora sia γ(s) una curva regolare di S3 parametrizzata a velocita` unitaria.
Quindi, il campo tangente lungo γ, che indichiamo con T (s), e` unitario:
T (s) = γ˙(s), ‖T (s)‖ = ‖γ˙(s)‖ = 1.
Definizione 8.2. La funzione
κ : I → R, s 7→ κ(s) :=
∥∥∥∥DTds
∥∥∥∥ ≥ 0,
e` detta curvatura della curva γ(s) di S3.
8.1 Apparato di Frenet per curve di S3 277
Supponiamo che γ(s) sia un arco di curva regolare a velocita` unitaria e con
curvatura κ(s) > 0 per ogni s ∈ I. Siccome T (s) · T (s) = 1, allora abbiamo
(DT/ds) · T (s) = 0 e quindi (DT/ds) ⊥ T (s). Il campo vettoriale
N(s) :=
1
‖DT/ds‖
DT
ds
∈ X(γ),
detto campo normale principale lungo γ, e` un campo vettoriale unitario
ortogonale a T (s). Il campo binormale lungo γ e` il campo vettoriale unitario
B ∈ X(γ) ortogonale a T (s) ed N(s) e orientato in modo tale che
det
(
ξγ(s), T (s), N(s), B(s)
)
= +1,
ossia orientato in modo tale che
(
ξγ(s), T (s), N(s), B(s)
)
sia una base ortonor-
male positiva di Tγ(s)R
4. In particolare,(
T (s), N(s), B(s)
)
e` una base ortonormale lungo γ di Tγ(s)S
3 che viene detta riferimento di
Frenet (o triedro di Frenet) della curva γ(s) di S3. Una curva regolare γ(s)
di S3 parametrizzata a velocita` unitaria e con curvatura κ(s) > 0, la diremo
curva di Frenet di S3.
Definizione 8.3. La funzione torsione di una curva di Frenet γ(s) di S3,
e` la funzione
τ : I → R, s 7→ τ(s) = −DB
ds
·N(s) = B(s) · DN
ds
,
L’insieme {
T (s), N(s), B(s), κ(s), τ(s)
}
si chiama apparato di Frenet della curva γ(s) di S3. Le corrispondenti
formule di Frenet sono date da :
DT
ds
= κ(s)N(s),
DN
ds
= −κ(s)T (s) +τ(s)B(s),
DB
ds
= −τ(s)N(s).
Queste formule si dimostrano, usando le proprieta` della derivata covariante,
esattamente come per le curve di Frenet di R3.
Osservazione 8.4. Una curva differenziabile γ(t) della sfera S3 si dice che
e` una curva geodetica se la sua accelerazione intrinseca
Dγ˙
dt
= 0. In modo
equivalente, γ(t) e` una curva geodetica se il campo vettoriale γ¨(t) e` parallelo
al campo normale ξγ(t). Quindi, come per la sfera S
2, anche per la sfera S3 si
vede che le sue geodetiche sono tutte e sole le circonferenze di raggio massimo
(opportunamente parametrizzate).
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8.2. Eliche generalizzate e Teorema di Lancret sulla sfera S3
Sia γ(s), s ∈ I, una curva di Frenet della sfera S3, e sia {T (s), N(s), B(s), κ(s), τ(s)}
il corrispondente apparato di Frenet. Sia
H : I × (−ǫ, ǫ)→ S3, (s, r) 7→ H(s, r) = γr(s),
una variazione della curva γ : I → M , cioe` un’applicazione differenziabile
con H(s, 0) = γ0(s) = γ(s). Il campo vettoriale
V (s) =
(∂H(s, r)
∂r
)
(s, 0) =
( d
dr
γs(r)
)
|r=0
= γ˙s(0) ∈ TH(s,0)S3 = Tγ(s)S3
e` il campo variazionale di H. Indichiamo con v(s, r) la velocita` scalare, con
κ(s, r) la curvatura e con τ(s, r) la torsione della curva γr(s).
Seguendo [16] (e anche [1]), introduciamo la seguente
Definizione 8.5. Un campo vettoriale V ∈ X(γ) si dice di Killing se,
considerata una V -variazione di γ, ovvero una variazione avente V (s) come
campo variazionale, risulta(∂v
∂r
)
|r=0
=
(∂κ2
∂r
)
|r=0
=
(∂τ 2
∂r
)
|r=0
= 0.
Tale definizione e` ben posta, cioe` non dipende dalla particolare variazione
considerata. Infatti, come provato in [16], cf. anche [1], risulta (omettendo il
parametro s):
(∂v
∂r
)
|r=0
=
(DV
ds
· T
)
v = 0,(∂κ2
∂r
)
|r=0
= 2κ
(D2V
ds2
·N
)
− 4κ2
(DV
ds
· T
)
+ 2κ(V ·N) = 0,(∂τ 2
∂r
)
|r=0
=
2τ
κ
(D3V
ds3
·B
)
− 2κ
′τ
κ2
((D2V
ds2
+ V
)
·B
)
+
2τ(1 + κ2)
κ
(DV
ds
·B
)
− 2τ 2
(DV
ds
· T
)
= 0.
dove v, κ, τ sono velocita` scalare, curvatura e torsione della curva γ(s). Per-
tanto, tenendo anche conto che γ(s) e` di Frenet e quindi κ(s) > 0, un campo
vettoriale V (s) e` di Killing lungo γ se e solo se sono soddisfatte le seguenti
condizioni:
DV
ds
· T = 0,(8.1)
(D2V
ds2
·N
)
+ (V ·N) = 0,(8.2)
τ
(D3V
ds3
·B
)
− κ
′τ
κ
(D2V
ds2
+ V
)
· B + τ(1 + κ2)
(DV
ds
·B
)
= 0.(8.3)
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Osservazione 8.6. Si noti che V ∈ X(γ) e` di Killing se, e solo se, V e` la
restrizione a γ di un campo vettoriale di Killing definito su S3. Questo risultato
e` dovuto a J. Langer e D.A. Singer (J. London Math Soc., 30(1984), 512–520),
cf. anche [1], Lemma 1. In particolare, il campo vettoriale
U = (−x2, x1,−x4, x3)(8.4)
si vede facilmente che e` tangente a S3, inoltre e` di Killing (cf., ad esempio, [18]
p.281-282). Quindi, U e` di Killing lungo ogni curva γ di S3.
Quella che segue e` la definizione di elica generalizzata proposta in [1].
Definizione 8.7. Una curva di Frenet γ(s) della sfera S3 e` detta elica
generalizzata (o elica di Lancret) di S3 se esiste un campo vettoriale diffe-
renziabile V ∈ X(γ) che e` di Killing, di lunghezza costante (che assumiamo
uguale a 1) e forma un angolo costante ϑ (6= 0, π) con T (s) = γ˙(s). Il campo
vettoriale V (s) e` detto asse dell’elica generalizzata γ.
Prima di enunciare il Teorema di Lancret per le suddette curve, proviamo
alcuni risultati preliminari che permettono di semplificare la dimostrazione del
Teorema principale.
Proposizione 8.8. Sia γ(s) un’elica generalizzata della sfera S3 e sia V
un asse di γ. Allora
V (s) = cosϑT (s) + senϑB(s),(8.5)
dove ϑ denota l’angolo tra V (s) e T (s). Inoltre, curvatura e torsione sono
legate da κcosϑ− τsenϑ = cost., equivalentemente
τ(s) = aκ(s) + b,(8.6)
dove a = cotgϑ e b sono costanti.
Dimostrazione. Sia
{
T (s), N(s), B(s)
}
il riferimento di Frenet lungo γ.
Allora, omettendo di scrivere il parametro s, abbiamo
V = (V · T )T + (V ·N)N + (V ·B)B.
Siccome V · T = cost. = cosϑ, derivando e usando la prima formula di Frenet,
abbiamo
0 = (V · T )′ = DV
ds
· T + V · DT
ds
=
DV
ds
· T + κ(V ·N).
D’altrone per la (8.1) si ha
DV
ds
· T = 0, per cui V ·N = 0 e quindi
V = cosϑT + (V ·B)B dove V ·B = senϑ in quanto ‖V ‖ = 1.
Ora derivando la (8.5) e usando le formule di Frenet, otteniamo
DV
ds
= (κcosϑ− τsenϑ)N.(8.7)
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Derivando la (8.7), si ha
D2V
ds2
= (κcosϑ− τsenϑ)DN
ds
+ (κcosϑ− τsenϑ)′N
e quindi, usando la seconda formula di Frenet, otteniamo
D2V
ds2
= −κ(κcosϑ− τsenϑ)T + τ(κcosϑ− τsenϑ)B(8.8)
+ (κ′cosϑ− τ ′senϑ)N.
Sostituendo la (8.8) nella (8.2), otteniamo
(κ′cosϑ− τ ′senϑ) = 0.
Pertanto,
κcosϑ− τsenϑ = cost. = a0,
e quindi τ = aκ+ b con a = cotgϑ e b = −a0/senϑ. 
Proposizione 8.9. Se γ(s) e` un’elica generalizzata della sfera S3 con tor-
sione τ = 0, allora κ(s) e` costante e γ e` una curva di qualche sfera unitaria
S
2 di S3 e in questo caso V (s) = B(s) e` asse per γ.
Viceversa, se γ(s) e` una curva di Frenet di S3 contenuta in qualche sfera
unitaria S2 di S3, allora γ(s) e` un’elica generalizzata di S3 con torsione τ = 0.
Dimostrazione. Dalla (8.6), se τ = 0 si ottiene subito che la curvatura κ
e` costante. Siccome τ = 0, dalla terza formula di Frenet si ottiene DB/ds = 0,
ovvero B(s) e` parallelo lungo γ. Quindi, dalla definizione di DB/ds si ha
B′(s) =
(
B′(s) · ξγ(s)
)
ξγ(s).
D’altronde, B(s) · ξγ(s) = 0 implica
B′(s) · ξγ(s) = −B(s) · ξ′γ(s) = −B(s) · γ˙(s) = −B(s) · T (s) = 0.
Quindi, B′(s) = 0 ossia B(s) e` parallelo lungo γ in R4 per cui B(s) = (b)γ(s),
b ∈ R4. Inoltre, siccome B(s) e` tangente a S3, si ha
b · γ(s) = B(s) · γ(s) = B(s) · ξγ(s) = 0.(8.9)
Se indichiamo con E3 lo spazio euclideo 3-dimensionale per l’origine e ortogo-
nale al vettore b = (b1, b2, b3, b4) ∈ R4, ovvero E3 :
∑4
i=1 bixi = 0, allora la (8.9)
ci dice che la curva γ(s) e` contenuta nella sfera 2-dimensionale S2 = E3 ∩ S3.
Inoltre, il campo vettoriale lungo γ definito da V (s) = B(s) = bγ(s) soddisfa
‖V ‖ = 1 e ϑ(V, T ) = π/2. Infine, le derivate covariante di V nulle e la torsione
τ = 0 implicano che (8.1), (8.2) e (8.3) sono soddisfatte. Quindi, V (s) = B(s)
e` asse per γ(s).
Proviamo ora il viceversa. Sia γ(s) una curva di Frenet di S3 contenuta in
qualche sfera unitaria S2 di S3. Allora, S2 = E3 ∩ S3 dove E3 e` un iperpiano
di R4 per l’origine. Sia b un vettore unitario di R4 ortogonale a E3. Siccome
γ(s) ∈ E3, abbiamo γ(s) ·b = 0 e quindi T (s) ·b = γ˙(s) ·b = 0 e (DT/ds) ·b = 0.
Di conseguenza i campi vettoriali T (s) e N(s) sono entrambi ortogonali a b.
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D’altronde, da γ(s) · b = 0 segue che bγ(s) ∈ Tγ(s)S3, per cui il campo binormale
B(s) sara` parallelo a bγ(s). Pertanto possiamo assumere, cambiando verso a b
se necessario, che B(s) = bγ(s). Allora, B
′(s) = 0 e quindi (DB/ds) = 0 da cui
segue che la torsione τ(s) = 0. Pertanto, la curva γ(s) e` un’elica generalizzata
di S3 con torsione τ = 0. Inoltre, come prima si vede V (s) = B(s) e` asse per
γ(s). 
Proposizione 8.10. Sia γ(s) un’elica generalizzata della sfera S3 con tor-
sione τ 6= 0. Allora, le seguenti proprieta` sono equivalenti.
1) La torsione τ(s) e` costante.
2) La curvatura κ(s) e` costante.
3) Il rapporto τ(s)/κ(s) e` costante
4) Esiste V (s) asse per γ che e` parallelo lungo γ, ovvero
DV
ds
= 0.
Inoltre, se γ(s) e` una curva di Frenet della sfera S3 con torsione e curva-
tura costanti non nulle, allora γ(s) e` un’elica generalizzata (che viene detta
semplicemente elica di S3).
Dimostrazione. Dalla (8.6) sappiamo che τ = aκ + b con a, b costanti.
Di conseguenza, si ottiene che le condizioni 1), 2) e 3) sono equivalenti.
3) =⇒ 4). Assumiamo τ/κ costante, equivalentemente τ e κ costanti, e
consideriamo lungo l’elica γ il campo vettoriale
V (s) = cosϑT (s) + senϑB(s), doveϑ e` definito da cotgϑ = τ/κ.(8.10)
Per come definito V soddisfa le seguenti proprieta`: ‖V ‖ = 1 e V · T =cost.=
cosϑ. Inoltre, V e` parallelo, infatti derivando e usando le formule di Frenet
abbiamo
DV
ds
= cosϑ (κN) + senϑ (−τN) = (κcosϑ− τsenϑ)N
= senϑ(κcotgϑ− τ)N = 0.
Pertanto, siccome DV /ds = 0, V e` di Killing lungo γ, cioe` soddisfa (8.1),(8.2)
e (8.3) tenendo anche conto che κ e` costante e quindi κ′ = 0. Pertanto V (s) e`
asse per l’elica γ.
4) =⇒ 3). Sia V (s), con DV /ds = 0, asse per γ. Allora dalla (8.3) (una
delle condizioni che definisce V di Killing) si ottiene che τ κ′ = 0. Siccome
τ 6= 0, otteniamo κ costante che e` equivalente alla condizione τ/κ costante.
Infine, per provare l’ultima parte, basta osservare che se una curva di Frenet
ha curvatura e torsione costanti non nulle, il campo vettoriale V definito dalla
(8.10) e` di Killing, e quindi la curva e` un’elica generalizzata. 
Il seguente teorema, che e` il Teorema di Lancret sulla sfera S3, classifica
le eliche generalizzate di S3. La presente formulazione e` un po` piu` dettagliata
rispetto alla formulazione data in [1] (cf. Teorema 3).
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Teorema 8.11. Sia γ(s) una curva di Frenet di S3. Allora, γ(s) e` un’elica
generalizzata se e solo se vale una delle seguenti proprieta`.
1) La torsione τ = 0 e γ e` una curva di qualche sfera unitaria S2 di S3.
2) La torsione τ e la curvatura κ sono costanti non nulle, in tal caso
τ = aκ+ b con a, b costanti.
3) La torsione τ e la curvatura κ non sono costanti, in tal caso
τ(s) = aκ(s)± 1, dove a = cotgϑ e` costante.
Dimostrazione. Sia γ(s) un’elica generalizzata di S3 e sia V (s) un asse
di γ. Dalla Proposizione 8.8 e sua dimostrazione, sappiamo che vale la (8.8) e
(κcosϑ− τsenϑ) = a0 = −bsenϑ e` costante. Allora, la stessa (8.8) diventa
D2V
ds2
= −κ(κ cosϑ− τ senϑ)T + τ(κ cosϑ− τ senϑ)B
= bκ senϑT − bτ senϑB,
e quindi
D2V
ds2
+ V = (b κ senϑ+ cosϑ)T + (−b τ senϑ+ senϑ)B.
Derivando D2V /ds2 e usando le formule di Frenet, abbiamo
D3V
ds3
= b κ′ senϑT + b κ2senϑN − b τ ′ senϑB + b τ 2senϑN
= b κ′ senϑT + b senϑ(κ2 + τ 2)N − b τ ′ senϑB.
Sostituendo tutte le informazioni trovate in (8.3), si ottiene
−b τ τ ′ senϑ+ κ
′
κ
τ 2 b senϑ− κ
′
κ
τ senϑ = 0
e quindi
(8.11) τ senϑ
(
b(κ′ τ − κ τ ′)− κ′
)
= 0.
Se τ = 0, allora γ e` un’elica del tipo di quella considerata nella Proposizione
8.9 e quindi otteniamo la 1). Se τ 6= 0, la (8.11) diventa
(8.12) b(κ′ τ − κ τ ′)− κ′ = 0.
Dalla (8.6) abbiamo τ = aκ + b e quindi τ ′ = aκ′ dove a = cotgϑ e` costante.
Sostituendo quest’ultima nella (8.12), si ottiene
κ′(b2 − 1) = 0.
Se κ′ = 0, allora κ e τ = aκ+ b sono costanti. In tal caso abbiamo la 2).
Se κ′ 6= 0, allora b = ±1 e quindi τ = aκ± 1. In tal caso abbiamo la 3).
Viceversa, ogni curva di Frenet γ che soddisfi una delle proprieta` elencate
in 1), 2), 3) e` un’elica generalizzata. Se γ soddisfa la proprieta` 1), allora il
risultato segue dalla Proposizione 8.9. Se γ soddisfa la proprieta` 2), allora il
risultato segue dall’ultima parte della Proposizione 8.10. Infine, se γ soddisfa
la 3), quindi τ = aκ±1, basta considerare V (s) = cosϑT (s)+senϑB(s), dove
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ϑ e` definito da cotgϑ = a e verificare che tale V e` asse per la curva. Infatti,
‖V ‖ = 1 e V ·T = cosϑ (costante). Inoltre, siccome κ cosϑ−τ senϑ = −b senϑ
e` costante, dove b = ±1, derivando V si ottiene
DV
ds
= −b senϑN, D
2V
ds2
= b κ senϑT − b τ senϑB
e
D3V
ds3
= b κ′ senϑT + b senϑ(κ2 + τ 2)N − b τ ′ senϑB.
Quindi, si vede che (8.1),(8.2),(8.3) sono soddisfatte. In particolare, per la
(8.3) si ottiene −τsenϑ(τ ′κb− τbκ′ + κ′) = 0 in quanto τ = aκ+ b, τ ′ = aκ′
e b2 = 1. 
8.3. Modelli di eliche sulla sfera S3
Consideriamo la seguente curva di S3:
γ(t) =
(
cosα cos at, cosα sen at, senα cos bt, senα sen bt
)
, t ∈ R,(8.13)
dove α ∈]0, π/2[, a, b ∈ R con a, b ≥ 0 che soddisfano le condizioni
(a, b) 6= (0, 0) e a2cos 2α + b2sen 2α = 1.(8.14)
Determiniamo la curvatura di γ come curva di S3. Siccome
γ˙(t) =
(− a cosα sen at, a cosα cos at,−b senα sen bt, b senα cos bt),
abbiamo ‖γ˙(t)‖2 = a2cos 2α + b2sen 2α = 1 e quindi il versore tangente
T (t) = γ˙(t).
Inoltre,
γ¨(t) =
(− a2cosα cos at,−a2cosα sen at,−b2senα cos bt,−b2senα sen bt),
e
γ¨(t) ·Nγ(t) = γ¨(t) · γ(t) = ... = −a2cos 2α− b2sen 2α = −1.
Di conseguenza,
DT
dt
= γ¨(t)− (γ¨(t) ·Nγ(t))Nγ(t)
= γ¨(t)− (γ¨(t) · γ(t))γ(t) = γ¨(t) + γ(t)
=
(
(1− a2)cosα cos at, (1− a2)cosα sen at, (1− b2)senα cos bt,
(1− b2)senα sen bt
)
e quindi la curvatura
κ2(t) = ‖DT/dt‖2 = (1− a2)2cos 2α + (1− b2)2sen 2α.
Siccome la condizione a2cos 2α + b2sen 2α = 1 e` equivalente a
(a2 − 1)cos 2α = (1− b2)sen 2α,
otteniamo κ2 = (a2 − 1)(1− b2) e quindi
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κ =
√
(a2 − 1)(1− b2) (costante).
Adesso distinguiamo le differenti situazioni che si possono avere in corrispon-
denza dei valori che possono assumere i parametri a, b.
• Se a=1, la condizione (8.14) diventa cos 2α + b2sen 2α = 1 che implica
b = 1. In tal caso la curvatura e` nulla e la curva γ e` definita da
γ(t) =
(
cosα cos t, cosα sen t, senα cos t, senα sen t
)
la quale e` contenuta nel piano E2 (passante per origine) di R4, piano che
ha equazioni: x1 = (tgα)x3, x2 = (tgα)x4. Allora γ = E
2 ∩ S3 e` una
circonferenza di raggio massimo di S3, dunque una curva geodetica di S3 (cf.
Osservazione (8.4)). Stessa conclusione per a = b, infatti dalla (8.14) segue
a = b = 1.
• Nel seguito assumiamo a 6= b, e quindi a 6= 1, b 6= 1, e determiniamo
la torsione di γ. Il campo normale e` definito da N = (1/κ)
(
DT/dt
)
, e quindi
derivando DT/dt abbiamo
κN ′(t) =
(
DT/dt
)′
=
(
− a(1− a2)cosα sen at, a(1− a2)cosα cos at,
− b(1− b2)senα sen bt, b(1− b2)senα cos bt
)
,
κN ′(t) · γ(t) = −a(1− a2)cos 2α sen at cos at+ a(1− a2)cos 2α cos at sen at
− b(1− b2)sen 2α sen bt cos bt+ b(1− b2)sen 2α cos bt sen bt
= 0.
Dunque,
DN
dt
= N ′(t)−
(
N ′(t) · γ(t)
)
γ(t) = N ′(t).
Dalla seconda formula di Frenet
DN
dt
= −κT (t) + τ(t)B(t), abbiamo
τ 2 =
∥∥∥∥DNdt + κT (t)
∥∥∥∥2 = ‖N ′(t) + κT (t)‖2
e quindi
τ 2 = ‖N ′(t)‖2 + 2κ
(
N ′(t) · T (t)
)
+ κ2
= ‖N ′(t)‖2 + 2κ
(DN
dt
· T (t)
)
+ κ2
= ‖N ′(t)‖2 − 2κ
(
N(t) · DT
dt
)
+ κ2
= ‖N ′(t)‖2 − 2κ2 + κ2
= ‖N ′(t)‖2 − κ2.
8.3 Modelli di eliche sulla sfera S3 285
D’altronde, dall’espressione di κN ′(t) si ottiene
κ2‖N ′(t)‖2 = a2(1− a2)2cos 2α + b2(1− b2)2sen 2α
= ... = (a2 + b2 − 1)κ2.
Pertanto,
τ 2 = ‖N ′(t)‖2 − κ2 = (a2 + b2 − 1)− (a2 − 1)(1− b2)
e quindi,
τ 2 = a2b2 (costante).
Dunque, abbiamo quanto segue.
• Per a=0 e b 6= 0 (piu` precisamente b2 = 1/sen 2α = 1 + cotg2α > 1),
la torsione τ = 0 e la curvatura κ =
√
b2 − 1 > 0.
In tal caso la curva γ definita dalla (8.13) diventa
γ(t) =
(
cosα, 0, senα cos bt, senα sen bt
)
la quale e` una curva piana, e il piano E2 che la contiene ha equazioni x1 =
cosα, x2 = 0. Quindi, γ e` contenuta nella sfera S
2 = E3 ∩ S3, dove E3 e`
l’iperpiano di equazione x2 = 0. Tale curva e` un esempio di elica generalizzata
di S3 del tipo 1) nel Teorema 8.11. Analogamente per a 6= 0 e b = 0.
• Per a 6= 0,1 e b6= 0,1 la curva γ(t) definita dalla (8.13) e` un esempio di
elica generalizzata con curvatura e torsione costanti non nulle date da
κ =
√
(a2 − 1)(1− b2) e τ 2 = a2b2.
Quindi, in questo caso otteniamo modelli di eliche sulla sfera S3, ossia esempi
di eliche di S3 del tipo 2) nel Teorema 8.11. Inoltre, in questo caso ritroviamo
l’esempio enunciato in [11] p.240.
Infine, osserviamo che il campo vettoriale U definito dalla (8.4) e` un campo
vettoriale di Killing su S3 (cf. Osservazione 8.6), per cui
U(t) = Uγ(t) =
(− cosα sen at, cosα cos at,−senα sen bt, senα cos bt)
e` di Killing lungo la nostra curva γ. Inoltre, ‖U(t)‖2 = 1 e U(t) forma un
angolo costante con γ(t), piu` precisamente
cosϑ = U(t) · T (t) = a cos 2α + b sin2 α = cost.
Pertanto, U(t) e` un asse per l’elica γ(t).
Osservazione 8.12. La costruzione di eliche generalizzate del tipo 3) nel
Teorema 8.11 e` meno elementare, essa richiede nozioni piu` delicate. Tutta-
via, diamo un’idea di massima del procedimento che si puo` seguire. Intanto,
introduciamo brevemente quelli che vengono detti cilindri e tori di Hopf (cf.
l’articolo di U. Pinkall [19] per dettagli). Consideriamo la sfera unitaria S3 e la
sfera S2(1/2) di raggio 1/2. Sia π : S3 ⊂ C2 → S2(1/2) ⊂ R×C l’applicazione
definita da
π : (z1, z2) 7→
(
1
2
(|z1|2 − |z2|2), z1 z¯2
)
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nota col nome di applicazione di Hopf . Se β(t) e` una curva della sfera
S
2(1/2), l’immagine inversa Mβ = π
−1(β) e` una superficie piatta di S3 che
viene detta cilindro di Hopf su β. Se β(t) e` una curva chiusa, allora la
superficie Mβ e` isometrica a un toro piatto ed e` detta toro di Hopf . Quando
β(t) e` una circonferenza con curvatura geodetica κg, il toro di Hopf Mβ ha
curvatura media costante H = κg/2. In particolare, se β(t) e` una geodetica di
S
2(1/2), il toro di Hopf Mβ e` un toro minimale di Clifford.
Seguendo [1] (cf. Teoremi 4,5, p.1508) e [3] (cf. Teoremi 1, p.12), ogni elica
generalizzata di S3, e quindi anche quelle del tipo 3) nel Teorema 8.11, si puo`
ottenere come geodetica di un cilindro di Hopf Mβ su una opportuna curva β
di S2(1/2). E’ interessante notare l’analogia di questo risultato col fatto che
le curve di Lancret di R3 si possono caratterizzare come le geodetiche di un
cilindro retto su una curva piana (cf. Esempio 5.67).
Esercizio 8.13. Si consideri il modello di elica su S3 dato dalla curva γ(t)
definita dalla (8.13), con a 6= b, a > 0, b > 0. Posto z1(t) = (cosα)eiat e
z2(t) = (senα)e
ibt, si puo` scrivere γ(t) =
(
z1(t), z2(t)
)
, dove α ∈]0, π/2[.
Determinare una curva β0 della sfera S
2(1/2) tale che il cilindro di Hopf
Mβ0 contenga l’elica γ. Dire se esiste un valore di α per cui Mβ0 e` un toro di
Clifford.
Esercizio 8.14. Per a ∈]0, 1[, si consideri la curva
γa(t) =
a
a2 + 1
(
(1/a) eiat, ei(t/a)
)
=
a
a2 + 1
(
(1/a)cos at, (1/a)sen at, cos (t/a), sen (t/a)
)
, t ∈ R.
Osservato che γa e` una curva di S
3, si determini curvatura e torsione. Inoltre,
se γa e` un’elica di S
3, rispondere alle stesse domande dell’esercizio precedente
dove il ruolo di α e` svolto dal parametro a.
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