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Abstract
Given sets X and Y of positive integers and a permutation σ = σ1σ2 · · ·σn ∈ Sn, an (X,Y )-descent of σ
is a descent pair σi > σi+1 whose “top” σi is in X and whose “bottom” σi+1 is in Y . We give two formulas
for the number PX,Yn,s of σ ∈ Sn with s (X,Y )-descents. PX,Yn,s is also shown to be a hit number of a certain
Ferrers board. This work generalizes results of Kitaev and Remmel [S. Kitaev, J. Remmel, Classifying
descents according to parity, math.CO/0508570; S. Kitaev, J. Remmel, Classifying descents according to
equivalence mod k, math.CO/0604455] on counting descent pairs whose top (or bottom) is equal to 0 mod k.
© 2007 Elsevier Inc. All rights reserved.
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Let Sn denote the set of permutations of the set [n] = {1,2, . . . , n}. A descent pair of a per-
mutation σ = σ1σ2 · · ·σn ∈ Sn is a pair (σi, σi+1) with σi > σi+1. The main focus of this paper is
to study the distribution of descent pairs whose top σi lies in some fixed set X and whose bottom
σi+1 lies in some fixed set Y .
Definition 1.1. Given subsets X,Y ⊆ N and a permutation σ ∈ Sn, let
DesX,Y (σ ) = {i: σi > σi+1 and σi ∈ X and σi+1 ∈ Y }, and
desX,Y (σ ) =
∣∣DesX,Y (σ )∣∣.
If i ∈ DesX,Y (σ ), then we call the pair (σi, σi+1) an (X,Y )-descent.
For example, if X = {2,3,5}, Y = {1,3,4}, and σ = 54213, then DesX,Y (σ ) = {1,3} and
desX,Y (σ ) = 2.
For fixed n we define the polynomial
PX,Yn (x) =
∑
s0
PX,Yn,s x
s :=
∑
σ∈Sn
xdesX,Y (σ ). (1.1)
Thus the coefficient PX,Yn,s is the number of σ ∈ Sn with exactly s (X,Y )-descents.
Our main result is to give direct combinatorial proofs of a pair of formulas for PX,Yn,s . First of
all, for any set A ⊆N, let
An = A∩ [n], and Acn =
(
Ac
)
n
= [n] −A.
Then we have
Theorem 2.3.
PX,Yn,s =
∣∣Xcn∣∣! s∑
r=0
(−1)s−r
(|Xcn| + r
r
)(
n+ 1
s − r
) ∏
x∈Xn
(1 + r + αX,n,x + βY,n,x), (1.2)
and
Theorem 2.5.
PX,Yn,s =
∣∣Xcn∣∣! |Xn|−s∑
r=0
(−1)|Xn|−s−r
(|Xcn| + r
r
)(
n+ 1
|Xn| − s − r
) ∏
x∈Xn
(r + βX,n,x − βY,n,x),
(1.3)
where for any set A and any j,1 j  n, we define
αA,n,j =
∣∣Ac ∩ {j + 1, j + 2, . . . , n}∣∣= ∣∣{x: j < x  n and x /∈ A}∣∣, and
βA,n,j =
∣∣Ac ∩ {1,2, . . . , j − 1}∣∣= ∣∣{x: 1 x < j and x /∈ A}∣∣.
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Xc6 = {1,5}, Y6 = {1,4}, Y c6 = {2,3,5,6}, and we have the following table of values of αX,6,x ,
βY,6,x , and βX,6,x .
x 2 3 4 6
αX,6,x 1 1 1 0
βY,6,x 0 1 2 3
βX,6,x 1 1 1 2
Equation (1.2) gives
P
X,Y
6,2 = 2!
2∑
r=0
(−1)2−r
(
2 + r
r
)(
7
2 − r
)
(2 + r)(3 + r)(4 + r)(4 + r)
= 2(1 · 21 · 2 · 3 · 4 · 4 − 3 · 7 · 3 · 4 · 5 · 5 + 6 · 1 · 4 · 5 · 6 · 6)
= 2(2016 − 6300 + 4320)
= 72,
while (1.3) gives
P
X,Y
6,2 = 2!
2∑
r=0
(−1)2−r
(
2 + r
r
)(
7
2 − r
)
(1 + r)(0 + r)(−1 + r)(−1 + r)
= 2(1 · 21 · 1 · 0 · (−1) · (−1)− 3 · 7 · 2 · 1 · 0 · 0 + 6 · 1 · 3 · 2 · 1 · 1)
= 2(0 − 0 + 36)
= 72.
Let PXn,s := PX,Nn,s . Since βN,n,x = 0 for all x ∈ Xn, we have as corollaries
PXn,s =
∣∣Xcn∣∣! s∑
r=0
(−1)s−r
(|Xcn| + r
r
)(
n+ 1
s − r
) ∏
x∈Xn
(1 + r + αX,n,x) (1.4)
and
PXn,s =
∣∣Xcn∣∣! |Xn|−s∑
r=0
(−1)|Xn|−s−r
(|Xcn| + r
r
)(
n+ 1
|Xn| − s − r
) ∏
x∈Xn
(r + βX,n,x). (1.5)
We will show that the equality of (1.4) and (1.5) is equivalent to a certain special case of a
general transformation result due to Gasper [5] for hypergeometric series of Karlsson–Minton
type. Since (1.4) and (1.5) have completely combinatorial proofs, it follows that we can give
combinatorial proofs of many special cases of Gasper’s transformation theorem.
We will use the fundamental transformation of Foata [3] to show that the polynomials
P
X,Y
n (x) are special cases of hit polynomials for Ferrers boards B contained in the n× n board.
Since there are many formulas for hit polynomials of Ferrers boards (see, for example, the re-
sults of Haglund [8]), we have an alternative way to prove formulas for the polynomials PX,Yn (x).
Moreover, we will show that we can use the same idea to reduce the computation of the coeffi-
cients of PX,Yn (x) to the computation of the coefficients of PX
∗,N
n (x), for some appropriate X∗
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compute the seemingly more general formulas (1.2) and (1.3).
This type of study was initiated by Kitaev and Remmel [13,14]. In particular, they studied
descents according to the equivalence class mod k of either the top or bottom of a descent pair.
For any set X ⊆ {1,2,3, . . .}, they defined
• ←−−DesX(σ) = {i: σi > σi+1 & σi ∈ X} and ←−−desX(σ) = |←−−DesX(σ)|, and
• −−→DesX(σ) = {i: σi > σi+1 & σi+1 ∈ X} and −−→desX(σ) = |−−→DesX(σ)|.
It is easy to see that ←−−DesX(σ) = DesX,N(σ ) and −−→DesX(σ) = DesN,X(σ ). In [13], Kitaev and
Remmel studied polynomials such as
Rn(x) =
∑
k0
Rk,nx
k :=
∑
σ∈Sn
x
←−−desE(σ ), and
Qn(x) =
∑
k0
Qk,nx
k :=
∑
σ∈Sn
x
−−→desE(σ ),
where E is the set of positive even integers. In these cases, they found surprisingly simple for-
mulas for the coefficients. For example, they showed that
R2n,k =
(
n
k
)2
(n!)2. (1.6)
In [14], Kitaev and Remmel studied polynomials such as
A(k)n (x) =
∑
j0
A
(k)
n,j x
j :=
∑
σ∈Sn
x
←−−deskN(σ ), and
B(k)n (x) =
∑
j0
B
(k)
n,j x
j :=
∑
σ∈Sn
x
−−→deskN(σ ),
where kN= {k,2k,3k, . . .}. Note that A(k)n (x) = PX,Nn (x) and B(k)n (x) = PN,Yn (x), where X and
Y are kN for some k  2. When k  3, the formulas for the coefficients of these polynomials are
not as simple as (1.6). For example, Kitaev and Remmel used a recursion to prove the following
formulas, which hold for all 0 j  k − 1 and all n 0:
A
(k)
kn+j,s =
(
(k − 1)n+ j)!
×
s∑
r=0
(−1)s−r
(
(k − 1)n+ j + r
r
)(
kn+ j + 1
s − r
) n−1∏
i=0
(
r + 1 + j + (k − 1)i),
(1.7)
A
(k)
kn+j,s =
(
(k − 1)n+ j)!
×
n−s∑
r=0
(−1)n−s−r
(
(k − 1)n+ j + r
r
)(
kn+ j + 1
n− s − r
) n∏
i=1
(
r + (k − 1)i). (1.8)
Our main results are generalizations of these two formulae.
The outline of this paper is as follows. In Section 2, we give several formulations of a recur-
sion for the number PX,Yn,s of σ ∈ Sn with s (X,Y )-descents. Then we present our main results,
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results, including new proofs of results of Kitaev and Remmel [13,14] on counting descent pairs
whose top (or bottom) is equivalent to 0 mod k, and a combinatorial proof of various special
cases of a transformation of Karlsson–Minton type hypergeometric series due to Gasper [5]. In
Section 4, we use Foata’s First Transformation, which is a bijection taking descents to exce-
dences, to rephrase the problem of computing the polynomials PX,Yn (x) as one of computing
hit polynomials for certain boards B contained in the n × n board. In Section 5, we show that
our results can be extended from permutations to words. In Section 6, we shall consider a more
general problem. That is, for any X,Y,Z ⊆N, we can consider the polynomials
PX,Y,Zn (x) =
∑
s0
PX,Y,Zn,s x
s :=
∑
σ∈Sn
xdesX,Y,Z(σ ),
where for any subsets X, Y , and Z of N, and permutation σ = σ1σ2 · · ·σn ∈ Sn,
DesX,Y,Z(σ ) = {i: σi > σi+1 & σi ∈ X,σi+1 ∈ Y & σi − σi+1 ∈ Z}, and
desX,Y,Z(σ ) =
∣∣DesX,Y,Z(σ )∣∣.
Clearly PX,Yn (x) = PX,Y,Nn (x). We do not have a formula for the coefficients PX,Y,Zn,s for arbitrary
X, Y , and Z. However, we will show that we can find formulas for PX,Y,Zn,s for certain special
cases of X, Y , and Z. Finally, in Section 7, we present some directions for future research.
2. Prescribed tops and bottoms
In this section, we will give several ways to compute the coefficients PX,Yn,s .
Given X,Y ⊆N, let PX,Y0 (x, y) = 1, and for n 1, define
PX,Yn (x, y) =
∑
s,t0
P
X,Y
n,s,t x
syt :=
∑
σ∈Sn
xdesX,Y (σ )y|Y cn |.
Let Φn+1 and Ψn+1 be the operators defined as
Φn+1 :xsyt −→ sxs−1yt + (n+ 1 − s)xsyt ,
Ψn+1 :xsyt −→ (s + t + 1)xsyt + (n− s − t)xs+1yt .
Proposition 2.1. For any sets X,Y ⊆N, the polynomials PX,Yn (x, y) satisfy
P
X,Y
n+1 (x, y) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y ·Φn+1(PX,Yn (x, y)) if n+ 1 /∈ X and n+ 1 /∈ Y,
Φn+1(PX,Yn (x, y)) if n+ 1 /∈ X and n+ 1 ∈ Y,
y ·Ψn+1(PX,Yn (x, y)) if n+ 1 ∈ X and n+ 1 /∈ Y, and
Ψn+1(PX,Yn (x, y)) if n+ 1 ∈ X and n+ 1 ∈ Y.
Proof. We think of a permutation as being built up by successively inserting the numbers 1,2,3,
and so on. Given a permutation σ ∈ Sn with s (X,Y )-descents, if n+ 1 /∈ X and we insert n+ 1
in the middle of one of the s (X,Y )-descent pairs, then we destroy that (X,Y )-descent and get a
permutation with s − 1 (X,Y )-descents. If, instead, we insert n+ 1 in one of the other n+ 1 − s
possible spots (including the spots at the beginning and end of the permutation), then we preserve
the number of (X,Y )-descents. Thus, if n+ 1 /∈ X, we have
P
X,Y
n+1 (x, y) =
{
y ·Φn+1(PX,Yn (x, y)) if n+ 1 /∈ Y, and
X,Y
Φn+1(Pn (x, y)) if n+ 1 ∈ Y.
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n + 1 in the middle of one of the s (X,Y )-descent pairs, or before any of the t elements of Y cn ,
or at the end of the permutation. If, instead, we insert n+ 1 in one of the other n− s − t possible
spots we create a new (X,Y )-descent. Thus, if n+ 1 ∈ X, we have
P
X,Y
n+1 (x, y) =
{
y ·Ψn+1(PX,Yn (x, y)) if n+ 1 /∈ Y, and
Ψn+1(PX,Yn (x, y)) if n+ 1 ∈ Y.

It is easy to see that Proposition 2.1 implies the following result.
Corollary 2.2. For all X,Y ⊆ N and n  1, the following recursion holds for the coefficients
P
X,Y
n,s,t :
P
X,Y
n+1,s,t =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(s + 1)PX,Yn,s+1,t−1 + (n+ 1 − s)PX,Yn,s,t−1
if n+ 1 /∈ X and n+ 1 /∈ Y,
(s + 1)PX,Yn,s+1,t + (n+ 1 − s)PX,Yn,s,t
if n+ 1 /∈ X and n+ 1 ∈ Y,
(s + t)PX,Yn,s,t−1 + (n+ 2 − s − t)PX,Yn,s−1,t−1
if n+ 1 ∈ X and n+ 1 /∈ Y, and
(s + t + 1)PX,Yn,s,t + (n+ 1 − s − t)PX,Yn,s−1,t
if n+ 1 ∈ X and n+ 1 ∈ Y.
(2.1)
We can rephrase Proposition 2.1 in terms of partial differential equations as follows:
P
X,Y
n+1 (x, y) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y((n+ 1)PX,Yn (x, y)+ (1 − x) ∂∂x PX,Yn (x, y))
if n+ 1 /∈ X and n+ 1 /∈ Y,
(n+ 1)PX,Yn (x, y)+ (1 − x) ∂∂x PX,Yn (x, y)
if n+ 1 /∈ X and n+ 1 ∈ Y,
y((xn+ 1)PX,Yn (x, y)+ (x − x2) ∂∂x PX,Yn (x, y)+ y(1 − x) ∂∂y PX,Yn (x, y))
if n+ 1 ∈ X and n+ 1 /∈ Y, and
(xn+ 1)PX,Yn (x, y)+ (x − x2) ∂∂x PX,Yn (x, y)+ y(1 − x) ∂∂y PX,Yn (x, y)
if n+ 1 ∈ X and n+ 1 ∈ Y.
(2.2)
One can then use either recursion (2.1) or (2.2) to compute PX,Yn (x, y) for any X and Y . For
example, if X = {2,3,5} and Y = {1,3,4} we have
P
X,Y
0 (x, y) = 1,
P
X,Y
1 (x, y) = 1,
P
X,Y
2 (x, y) = y(1 + x),
P
X,Y
3 (x, y) = y(2 + 4x),
P
X,Y
4 (x, y) = y(12 + 12x),
P
X,Y
(x, y) = y2(24 + 72x + 24x2).5
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P
X,Y
n,s,|Y cn |. Thus P
X,Y
n (x,1) is simply the polynomial PX,Yn (x) defined by (1.1).
Recall that for each x ∈ Xn, we defined
αX,n,x =
∣∣{z: x < z n & z /∈ X}∣∣, and
βY,n,x =
∣∣{z: 1 z < x & z /∈ Y }∣∣.
Then we have the following formula for PX,Yn,s .
Theorem 2.3.
PX,Yn,s =
∣∣Xcn∣∣! s∑
r=0
(−1)s−r
(|Xcn| + r
r
)(
n+ 1
s − r
) ∏
x∈Xn
(1 + r + αX,n,x + βY,n,x). (2.3)
Remark 2.4. Theorem 2.3 can be proved by showing that the formula satisfies the recursion (2.1)
for PX,Yn,s . However, we will give a direct combinatorial proof using a sign-reversing involution
on a set of configurations, which are arrays of numbers, +’s, and −’s. The basic idea is simple:
applying the involution to each configuration results in either changing a + to a −, or changing a
− to a +. The fixed points of the involution will be shown to correspond naturally to permutations
σ ∈ Sn such that desX,Y (σ ) = s.
Proof. Let X,Y,n, and s be given. For r satisfying 0 r  s, we define the set of what we call
(n, s, r)X,Y -configurations. An (n, s, r)X,Y -configuration c consists of an array of the numbers
1,2, . . . , n, r +’s, and (s − r) −’s, satisfying the following two conditions:
(i) each − is either at the very beginning of the array or immediately follows a number, and
(ii) if x ∈ X and y ∈ Y are consecutive numbers in the array, and x > y, i.e., if (x, y) forms an
(X,Y )-descent pair in the underlying permutation, then there must be at least one + between
x and y.
Note that in an (n, s, r)X,Y -configuration, the number of +’s plus the number of −’s equals s.
For example, if X = {2,3,5,6} and Y = {1,3}, the following is a (6,5,3)X,Y -configuration:
c = 5 + 2 − +46 + 13 − .
In this example, the underlying permutation is 524613. In general, we will let c1c2 · · · cn denote
the underlying permutation of the (n, s, r)X,Y -configuration c.
Let CX,Yn,s,r be the set of all (n, s, r)X,Y -configurations. We claim that∣∣CX,Yn,s,r ∣∣= ∣∣Xcn∣∣!
(|Xcn| + r
r
)(
n+ 1
s − r
) ∏
x∈Xn
(1 + r + αX,n,x + βY,n,x).
That is, we can construct the (n, s, r)X,Y -configurations as follows. First, we pick an order for the
elements in Xcn. This can be done in |Xcn|! ways. Next, we insert the r +’s. This can be done in(|Xcn|+r
r
)
ways. Next, we insert the elements of Xn = {x1 < x2 < · · · < x|Xn|} in increasing order.
After placing x1, x2, . . . , xi−1, the next element xi can go
• immediately before any of the βY,n,xi elements of {1,2, . . . , xi−1} that is not in Y , or
• immediately before any of the αX,n,x elements of {xi + 1, xi + 2, . . . , n} that is not in X, ori
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• at the very end of the array.
Thus we can place the elements of Xn in
∏|Xn|
i=1 (1+ r+αX,n,x +βY,n,x) ways. Note that although
xi might also be in Y , and might be placed immediately after some other element of Xn, condition
(ii) is not violated because the elements of Xn are placed in increasing order. Finally, since each
− must occur either at the very start of the configuration or immediately following a number, we
can place the −’s in (n+1
s−r
)
ways.
We define the weight w(c) of an (n, s, r)X,Y -configuration c to be (−1)s−r , i.e., −1 to the
number of −’s of c. It then follows that the RHS of (2.3) equals
s∑
r=0
∑
c∈CX,Yn,s,r
w(c).
We now prove the theorem by exhibiting a sign-reversing involution I on the set CX,Yn,s =⊔s
r=0 C
X,Y
n,s,r , whose fixed points correspond to permutations σ ∈ Sn such that desX,Y (σ ) = s.
We say that a sign can be “reversed” if it can be changed from + to − or from − to + without
violating conditions (i) and (ii). To apply I to a configuration c, we scan from left to right un-
til we find the first sign that can be reversed. We then reverse that sign, and we let I (c) be the
resulting configuration. If no signs can be reversed, we set I (c) = c.
In the example above, the first sign we encounter is the + following 5. This + can be reversed,
since 52 is not an (X,Y )-descent. Thus I (c) is the configuration shown below:
I (c) = 5 − 2 − +46 + 13 − .
It is easy to see that I (I (c)) = c in this case, since applying I again we change the − following
5 back to a +.
As another example, let X = E, let Y be the set O of positive odd integers, and suppose n = 9.
Let c be the following (9,4,3)X,Y -configuration:
c = 986 + 17 − + + 4253.
In this example we cannot reverse the + following 6, because 61 is an (X,Y )-descent in the
underlying permutation 986174253. Thus we move on to the − following 7. Changing this − to
a + we get
I (c) = 986 + 17 + + + 4253.
It is easy to see that I (I (c)) = c in this case, as well.
Conditions (i) and (ii) are clearly preserved by the very definition of I . It is also clear that
I is sign-reversing, since if I (c) = c, then I (c) either has one more − than c, or one fewer −
than c. To see that I is in fact an involution, we note that the only signs that are not reversible are
single +’s occurring in the middle of an (X,Y )-descent pair, and +’s that immediately follows
another sign. In either case, it is clear that a sign is reversible in a configuration c if and only if
the corresponding sign is reversible in I (c). Thus, if a sign is the first reversible sign in c, the cor-
responding sign in I (c) must also be the first reversible sign in I (c). It follows that I (I (c)) = c
for all c ∈ CX,Yn,s . We therefore have
s∑
r=0
∑
c∈CX,Yn,s,r
w(c) =
s∑
r=0
∑
c∈CX,Yn,s,r
w(c).I (c)=c
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and so r = s and w(c) = 1. It must also be the case that no +’s can be reversed. Thus each of the
s +’s must occur singly in the middle of an (X,Y )-descent pair. It follows that the underlying
permutation has exactly s (X,Y )-descents.
Finally, we should observe that if σ = σ1σ2 · · ·σn is a permutation with exactly s (X,Y )-
descents, then we can create a fixed point of I simply by placing a + in the middle of each (X,Y )-
descent pair. For example, if X = {2,4,6,9}, Y = {1,4,7}, n = 9, s = 2, and σ = 528941637,
then we have
c = 5289 + 4 + 1637. 
Note that the right-hand side of (2.3) makes sense for s > |Xn|, even though a permutation
σ ∈ Sn can have no more than |Xn| (X,Y )-descents. This issue becomes important if one at-
tempts to prove (2.3) by induction, using the recursion (2.1). Although it is straightforward to
show that the right-hand side of (2.3) satisfies the recursion, to complete the proof one needs to
show independently that the sum is zero when s = |Xn| + 1. Our involution makes it clear that
the sum is zero for all s > |Xn|, since in such cases there will always be at least one − or at least
(|Xn| + 1) +’s. If there are at least (|Xn| + 1) +’s, then there must be either an (X,Y )-descent
(ci, ci+1) such that at least two +’s occur between ci and ci+1, or consecutive numbers ci and
ci+1 which do not form an (X,Y )-descent, such that at least one + appears between ci and ci+1.
In each of these cases we can change a sign, and thus I (c) = c for all c ∈ CX,Yn,s .
We can use the same involution on a related set of objects to prove an alternative formula
for PX,Yn,s .
Theorem 2.5.
PX,Yn,s =
∣∣Xcn∣∣! |Xn|−s∑
r=0
(−1)|Xn|−s−r
(|Xcn| + r
r
)(
n+ 1
|Xn| − s − r
) ∏
x∈Xn
(r + βX,n,x − βY,n,x).
(2.4)
Proof. Let X,Y,n, and s be given. For r satisfying 0  r  |Xn| − s, an (n, s, r)X,Y -
configuration consists of an array of the numbers 1,2, . . . , n, r+’s, and (|Xn| − s − r) −’s,
satisfying the following three conditions:
(i) each − is either at the very beginning of the array or immediately follows a number,
(ii) if ci ∈ X,1 i < n, and (ci, ci+1) is not an (X,Y )-descent pair of the underlying permuta-
tion, then there must be at least one + between ci and ci+1, and
(iii) if cn ∈ X, then at least one + must occur to the right of cn.
Note that in an (n, s, r)X,Y -configuration, the number of +’s plus the number of −’s equals
|Xn| − s. As an example, if X = {2,3,6} and Y = {1,2,5}, then the following is a (6,1,1)X,Y -
configuration:
c = 213 + 6 − 54.
Let CX,Yn,s,r be the set of all (n, s, r)X,Y -configurations. Then we claim that∣∣CX,Yn,s,r ∣∣= ∣∣Xcn∣∣!
(|Xcn| + r
r
)(
n+ 1
|Xn| − s − r
) ∏
(r + βX,n,x − βY,n,x).
x∈Xn
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elements in Xcn. This can be done in |Xcn|! ways. Next, we insert the r +’s. This can be done in(|Xcn|+r
r
)
ways. Next, we insert the elements of Xn = {x1 < x2 < · · · < x|Xn|} in increasing order.
We can place x1 in r + βX,n,x1 − βY,n,x1 ways, since x1 can either go immediately before any of
the r +’s or immediately before any of the x1 − 1 − βY,n,x1 = βX,n,x1 − βY,n,x1 elements of Y
which are less than x1. We note here that βX,n,xi = xi − i for all i,1 i  |Xn|. There are now
two cases to consider for the placement of x2.
Case 1. x1 was placed immediately in front of some element of y ∈ Y . In this case, x2 cannot
be placed immediately in front of y, since otherwise we would violate condition (ii). x2 can be
placed before any + or immediately in front of any element of Y which is less than x2, except y.
Hence, x2 can be placed in
r + x2 − 1 − βY,n,x2 − 1 = r + x2 − 2 − βY,n,x2
= r + βX,n,x2 − βY,n,x2
ways.
Case 2. x1 was placed immediately before a +. In this case, x2 cannot be placed immediately
before the same +, since again we would violate condition (ii). x2 can be placed immediately
before any of the other +’s or immediately before any element of Y which is less than x2. Hence
x2 can be placed in
r − 1 + x2 − 1 − βY,n,x2 = r + x2 − 2 − βY,n,x2
= r + βX,n,x2 − βY,n,x2
ways.
In general, having placed x1, x2, . . . , xi−1, we cannot place xi immediately before some
y ∈ Y,y < xi , which earlier had an element of {x1, x2, . . . , xi−1} placed before it. Similarly,
we cannot place xi immediately before any + which earlier had an element of {x1, x2, . . . , xi−1}
placed before it. It then follows that there are
r + xi − 1 − βY,n,xi − (i − 1) = r + xi − i − βY,n,xi
= r + βX,n,xi − βY,n,xi
ways to place xi . Thus, there are total of
∏|Xn|
i=1 (r + βX,n,xi − βY,n,xi ) ways to place x1, x2, . . . ,
x|Xn|, given our placement of the elements of Xcn. Finally, we can place the −’s in
(
n+1
|Xn|−s−r
)
ways.
We define the weight w(c) of an (n, s, r)X,Y -configuration c to be (−1)|Xn|−s−r , i.e., −1 to
the number of −’s of c. It then follows that the RHS of (2.4) equals
|Xn|−s∑
r=0
∑
c∈CX,Yn,s,r
w(c).
We now prove the theorem by exhibiting a sign-reversing involution I on the set CX,Yn,s =⊔|Xn|−s CX,Yn,s,r whose fixed points correspond to permutations σ ∈ Sn such that desX,Y (σ ) = s.r=0
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the first sign that we can reverse without violating conditions (i)–(iii).
In the example above, we cannot reverse the + following 3 without violating condition (ii),
since 3 ∈ X and 36 is not an (X,Y )-descent. Thus, we reverse the − following 6 to get
I (c) = 213 + 6 + 54.
We argue as in Theorem 2.3 that I is a sign-reversing involution, so that
|Xn|−s∑
r=0
∑
c∈CX,Yn,s,r
w(c) =
|Xn|−s∑
r=0
∑
c∈CX,Yn,s,r
I (c)=c
w(c).
Now, consider a fixed point c of I . As in the proof of Theorem 2.3, c can have no −’s, and
thus r = |Xn| − s and w(c) = 1. No string of multiple +’s can occur, since the first + in such a
string could be reversed. Thus, each of the (|Xn| − s)+’s appears singly, and must either
• immediately follow some ci ∈ X,1 i < n, such that (ci, ci+1) is not an (X,Y )-descent pair
of the underlying permutation, or
• immediately follow cn ∈ X.
Thus |Xn| − s elements of Xn immediately precede a + that cannot be reversed, and are thus not
the tops of (X,Y )-descent pairs. It follows that each of the remaining s elements of Xn do not
immediately precede a +, and as such each must be the top of an (X,Y )-descent pair. Thus the
underlying permutation c1c2 · · · cn has exactly s (X,Y )-descents.
Again, we observe that if σ1σ2 · · ·σn is a permutation with exactly s (X,Y )-descents, then
we can create a fixed point of I by inserting a + after every element of Xn that is not the top of
an (X,Y )-descent pair. For example, if X = {2,3,4,6,8,9}, Y = {1,2,3,5}, n = 9, s = 4, and
σ = 958621437, then the corresponding configuration would be
958 + 62143 + 7. 
We note that the quantity r + βX,n,xi − βY,n,xi may be zero, or even negative. For example,
let X = {2,3,4}, Y = {1,3,5}, n = 6, and s = 3. In constructing a (6,3,0)X,Y configuration, we
start with an ordering of Xc6 = {1,5,6}, such as
516.
Since |X6| − s = 3 − 3 = 0, there are no +’s to place, and the next step is to place the elements
of X6 in increasing order. There is one place to put x1 = 2, namely, immediately before the 1.
This corresponds to the fact that βX,6,2 − βY,6,2 = (2 − 1)− 0 = 1. We then have the array
5216.
Notice that now there is no place to put x2 = 3. There are no +’s, and 3 cannot be placed in front
of 1 (the only element of Y smaller than 3) without violating condition (ii). This corresponds to
the fact that βX,6,3 −βY,6,3 = (3−2)−1 = 0. So PX,Y6,3 = 0, which we can also see by inspection:
the only potential (X,Y )-descents are 21,31,41, and 43, and no permutation can contain more
than one of 21,31, and 41. Note, finally, that the quantity r + βX,n,xi − βY,n,xi is non-negative
for i = 1, since βY,n,x  βX,n,x = x1 − 1, and that the difference1 1
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= (r + xi − i − βY,n,xi )−
(
r + xi+1 − (i + 1)− βY,n,xi+1
)
= 1 + xi − βY,n,xi − (xi+1 − βY,n,xi+1)
is at most 1, since the sequence {xi − βY,n,xi }|Xn|i=1 is nondecreasing. Thus in a situation in which
r + βX,n,xi − βY,n,xi is negative, we must have r + βX,n,xj − βY,n,xj = 0 for some j < i.
Taking Y =N in (2.3) and (2.4) gives the following two corollaries.
Corollary 2.6.
PXn,s =
∣∣Xcn∣∣! s∑
r=0
(−1)s−r
(|Xcn| + r
r
)(
n+ 1
s − r
) ∏
x∈Xn
(1 + r + αX,n,x). (2.5)
Corollary 2.7.
PXn,s =
∣∣Xcn∣∣! |Xn|−s∑
r=0
(−1)|Xn|−s−r
(|Xcn| + r
r
)(
n+ 1
|Xn| − s − r
)∏
x∈X
(r + βX,n,x). (2.6)
Remark 2.8. Using a rook-placement interpretation outlined in Section 4 of this paper, (2.5) and
(2.6) can also be obtained from formulas of Haglund [8] for hit numbers of Ferrers boards.
One can use (2.3) and (2.4) to obtain similar formulas for the coefficients of the polynomials
QXn (x) = PN,Xn (x). Formulas for the coefficients of QXn (x) can also be derived directly from
(2.5) and (2.6) by using the following result.
Theorem 2.9. Given a subset X ⊆ N and a permutation σ ∈ Sn, let X∗ be the subset of [n]
satisfying i ∈ X∗ ⇔ n+ 1 − i ∈ Xn. Then
QXn,s = PX
∗
n,s .
Proof. Given a permutation σ = σ1σ2 · · ·σn, the complement of σ is σ c = (n+ 1 − σ1)(n+ 1 −
σ2) · · · (n+ 1 − σn). The reverse of σ is σ r = σn · · ·σ2σ1. The operations of “complement” and
“reverse” are both clearly invertible. Now suppose σ has a descent pair (i, j). Then σc has an
ascent pair (n + 1 − i, n + 1 − j), and so (σ c)r has a descent pair (n + 1 − j,n + 1 − i). Thus−−→desX(σ) = ←−−desX∗((σ c)r ), which implies QXn,s = PX∗n,s . 
For example, if X = kN and n = km + j for some j , 0  j  k − 1, then Xn =
{k,2k, . . . , km} ⊆ [n] and X∗ = {1 + j,1 + j + k, . . . ,1 + j + k(m − 1)}. Thus |(X∗)cn| =
(k − 1)m+ j , and, for i = 0, . . . ,m− 1, we have
αX∗,n,1+j+ik = km+ j − (1 + j + ik)− (m− 1 − i) = (k − 1)(m− i), and
βX∗,n,1+j+ik = j + (k − 1)i.
It follows from Corollaries 2.6 and 2.7 that
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= ((k − 1)m+ j)! s∑
r=0
(−1)s−r
(
(k − 1)m+ j + r
r
)(
km+ j + 1
s − r
)
×
m∏
i=1
(
1 + r + (k − 1)i), and
QkNkm+j,s =
(
(k − 1)m+ j)!m−s∑
r=0
(−1)m−s−r
(
(k − 1)m+ j + r
r
)(
km+ j + 1
m− s − r
)
×
m−1∏
i=0
(
r + j + (k − 1)i).
These two formulas for QkNkm+j,s were first proved by Kitaev and Remmel in [14] using the
special case of the recursion (2.1) with X =N and Y = kN.
3. Applications
Corollary 3.1. Let X =N, so that ←−−DesX(σ) = Des(σ ), the (unrestricted) descent set of σ . Then
PXn,s =
s∑
r=0
(−1)s−r
(
n+ 1
s − r
)
(1 + r)n,
which is a well-known formula for the Eulerian numbers (see, e.g., [1, pp. 240–246]).
In the following results we employ the notation of hypergeometric series. For a ∈ R and
n ∈ N, let (a)n = a(a + 1)(a + 2) · · · (a + n− 1). Let (a)0 = 1. Define
m+1Fm
[
a0, a1, a2, . . . , am
b1, b2, . . . , bm
]
:=
∞∑
r=0
(a0)r (a1)r (a2)r · · · (am)r
r!(b1)r (b2)r · · · (bm)r .
Since (−n)r = 0 for all r > n, a hypergeometric series may be undefined if a parameter in the
denominator is a negative integer. In our applications, all of the parameters are negative integers.
However, in each case the largest (least negative) parameter occurs in the numerator, hence the
series terminates in a well-defined, finite sum.
Corollary 3.2. Let X = 2N. Then
PX2n,s = (n!)2
(
n
s
)2
,
which was originally derived by Kitaev and Remmel [13] using the special case of the recursion
(2.1) with X = 2N and Y =N.
Proof. By Corollary 2.6, we have
PX2n,s = n!
s∑
r=0
(−1)s−r
(
n+ r
r
)(
2n+ 1
s − r
) n∏
i=1
(i + r)
= (s + 1)2n 3F2
[−s, −s, −(2n+ 1)
−(n+ s), −(n+ s)
]
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(n+ 1 − s)s(n+ 1 − s)s
(n+ 1)s(n+ 1)s
= (n!)2
(
n
s
)2
,
where in the third step we use the Pfaff–Saalschütz 3F2 summation formula (see [6])
3F2
[−n, a, b
c, a + b − c − n+ 1
]
= (c − a)n(c − b)n
(c)n(c − a − b)n . 
Remark 3.3. More generally, if X = {u + 2, u + 4, u + 6, . . . , u + 2m}, a similar computation
gives
PX2m+u+v,s =
(
m
s
)(
m+ u+ v
v + s
)
(m+ u)!(m+ v)!. (3.1)
Combining (2.5) and (2.6) for various sets X, we get interesting identities, such as the follow-
ing result of Kitaev and Remmel (Theorem 2 of [14]).
Corollary 3.4. Let X = kN. Then for each j , 0 j  k − 1, we have
PXkn+j,s =
(
(k − 1)n+ j)! s∑
r=0
(−1)s−r
(
(k − 1)n+ j + r
r
)(
kn+ j + 1
s − r
)
×
n−1∏
i=0
(
1 + r + j + (k − 1)i), and
PXkn+j,s =
(
(k − 1)n+ j)! n−s∑
r=0
(−1)n−s−r
(
(k − 1)n+ j + r
r
)(
kn+ j + 1
n− s − r
) n∏
i=1
(
r + (k − 1)i).
For some sets X the right-hand sides of (2.5) and (2.6) can be rewritten in terms of hypergeo-
metric series; hence we obtain combinatorial proofs of identities such as the following.
Corollary 3.5. Let k and m be positive integers, and let s be a non-negative integer. Then
(s + 1)k+1m k+2Fk+1
[−((k + 1)m+ 1), −s, . . . , −s
−(m+ s), . . . , −(m+ s)
]
= (km+ 1 − s)k+1m
×k+2Fk+1
[−((k + 1)m+ 1), −(km− s), . . . , −(km− s)
−((k + 1)m− s), . . . , −((k + 1)m− s)
]
.
Proof. Let X = {i: i = 1 mod (k + 1)}, and use (2.5) and (2.6) to compute PX(k+1)m,s . 
This identity is a special case of an integral form of a transformation of Karlsson–Minton type
hypergeometric series due to Gasper [5]:
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[
w, x, b1 + d1, . . . , bk + dk
x + c + 1, b1, . . . , bk
]
= Γ (1 + x + c)Γ (1 −w)
Γ (1 + x −w)Γ (c + 1)
k∏
i=1
(bi − x)di
(bi)di
×k+2Fk+1
[−c, x, 1 + x − b1, . . . , 1 + x − bk
x + 1 −w, 1 + x − b1 − d1, . . . , 1 + x − bk − dk
]
.
The following identity, while still a special case of Gasper’s transformation, is more general.
Corollary 3.6. Let u = (u1, . . . , uk) be a weakly increasing array of non-negative integers, and
v = (v1, . . . , vk) an array of positive integers. Then for n ∑ki=1 vi + max{ui + vi : 1  i 
k} − u1, we have
(s + 1)a(s + u1 + 1)v1 · · · (s + uk + 1)vk
×k+2Fk+1
[−(n+ 1), −s, −(s + u1), . . . , −(s + uk)
−(s + a), −(s + u1 + v1), . . . , −(s + uk + vk)
]
= (−1)n(−n+ s)a(−n+ s + u1)v1 · · · (−n+ s + uk)vk
×k+2Fk+1
[−(n+ 1), −n+ s + a, −n+ s + u1 + v1, . . . , −n+ s + uk + vk
−n+ s, −n+ s + u1, . . . , −n+ s + uk
]
,
(3.2)
where a = n−∑ki=1 vi .
Remark 3.7. Note that both hypergeometric series in (3.2) are balanced, i.e., the sum of the
parameters in the top row is one less than the sum of the parameters in the bottom row. Balanced
hypergeometric series are a particularly well-behaved class of hypergeometric series for which
several summation and transformation results exist.
Proof. For each i,1 i  k, let
f (i) = ∣∣{j : uj  i  uj + vj − 1}∣∣.
Define M = max{m: f (m) > 0} and set b = a + 1 −M − u1. Let X be the subset of N defined
by the binary sequence
τ = 0 . . .0︸ ︷︷ ︸
b
1 . . .1︸ ︷︷ ︸
f (M)
0 1 . . .1︸ ︷︷ ︸
f (M−1)
0 1 . . .1︸ ︷︷ ︸
f (M−2)
0 . . .0 1 . . .1︸ ︷︷ ︸
f (u1+1)
0 1 . . .1︸ ︷︷ ︸
f (u1)
0 . . .0︸ ︷︷ ︸
u1
.
That is, let i ∈ X if and only if τi = 1.
We prove the identity by showing that both sides are equal to PXn,s . Applying (2.5) gives
PXn,s = a!
s∑
r=0
(−1)s−r
(
a + r
r
)(
n+ 1
s − r
) M∏
i=u1
(i + 1 + r)f (i)
= a!
s∑
r=0
(−1)s−r
(
a + r
r
)(
n+ 1
s − r
) k∏
i=1
(ui + 1 + r)vi
= (s + 1)a(s + u1 + 1)v1 · · · (s + uk + 1)vk
×k+2Fk+1
[−(n+ 1), −s, −(s + u1), . . . , −(s + uk)
−(s + a), −(s + u + v ), . . . , −(s + u + v )
]
.1 1 k k
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∏M
i=u1(i + 1 + r)f (i) =
∏k
i=1(ui + 1 + r)vi , since i + 1 + r
occurs in
∏k
j=1(uj + 1 + r)vj exactly f (i) = |{j : uj  i  uj + vj − 1}| times.
On the other hand, applying (2.6) gives
PXn,s = a!
n−a−s∑
r=0
(−1)n−a−s−r
(
a + r
r
)(
n+ 1
n− a − s − r
) M∏
i=u1
(a − i + r)f (i)
= a!
n−a−s∑
r=0
(−1)n−a−s−r
(
a + r
r
)(
n+ 1
n− a − s − r
) k∏
i=1
(a + 1 − ui − vi + r)vi
= (−1)n(−n+ s)a(−n+ s + u1)v1 · · · (−n+ s + uk)vk
×k+2Fk+1
[−(n+ 1), −n+ s + a, −n+ s + u1 + v1, . . . , −n+ s + uk + vk−n+ s, −n+ s + u1, . . . , −n+ s + uk
]
. 
Example 3.8. Let u = (0,1,1,5), v = (2,3,1,2), and n = 16. If we represent u and v with
four rows of •’s, the ith row starting at ui and having length vi , then f (i) = |{j : uj  i 
uj +vj −1}| is the number of •’s in the ith column. In this example we have f (0) = 1, f (1) = 3,
f (2) = f (3) = 1, f (4) = 0, and f (5) = f (6) = 1, as shown below.
• •
•
• • •
• •
0 1 2 3 4 5 6
The corresponding binary sequence is
τ = 0010100101011101,
and the corresponding set is X = {3,5,8,10,12,13,14,16}. Using (2.5) and (2.6) to compute
PXn,s gives
(s + 1)8(s + 1)2(s + 2)3(s + 2)1(s + 6)2
×6F5
[−17, −s, −s, −(s + 1), −(s + 1), −(s + 5)
−(s + 8), −(s + 2), −(s + 4), −(s + 2), −(s + 7)
]
= (−1)16(−16 + s)8(−16 + s)2(−15 + s)3(−15 + s)1(−11 + s)2
×6F5
[−17, −8 + s, −14 + s, −12 + s, −14 + s, −9 + s
−16 + s, −16 + s, −15 + s, −15 + s, −11 + s
]
.
4. Connections with rook theory
A board is a finite subset of an infinite grid of unit squares. The “rook number” rk(B) of a
board B is defined to be the number of ways to place k non-attacking rooks on B . Two boards B
and B ′ are rook-equivalent if rk(B) = rk(B ′) for all k. For a board B contained inside the n× n
board, the “hit number” hk(B) is defined to be the number of ways to place n non-attacking rooks
on the n×n board so that exactly k rooks lie on B . In what follows we will focus on hit numbers
rather than rook numbers. Kaplansky and Riordan [10] showed that rook-equivalent boards have
the same hit numbers.
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The key to the connection between rook placements and descents of permutations is Foata’s
First Transformation [3], a bijection Φ :Sn → Sn which exchanges excedences and descents. An
excedence of σ = σ1σ2 · · ·σn is an entry σi satisfying σi > i. Foata’s transformation can most
easily be explained with an example.
Example 4.1. Let ω = 61437258 = ( 1 2 3 4 5 6 7 86 1 4 3 7 2 5 8). This permutation has three excedences: 16 ,
3
4 , and
5
7 . The first step in Foata’s transformation is to write ω in cycle form: (162)(34)(57)(8).
Next, write each cycle with largest element last, and order the cycles by increasing largest ele-
ment: (34)(216)(57)(8). Finally, to compute Φ(ω), reverse each cycle and erase the parentheses:
Φ(ω) = 43612758. In this example the descents of Φ(ω) are 43,61, and 75. In general, it is
not hard to see that (i, j) is a descent pair of Φ(ω) if and only if j
i
is an excedence of ω. To go
backwards, given σ = 43612758, cut before each left-to-right maxima: 43|612|75|8, then reverse
each block to get the cycles of Φ−1(σ ): (34)(216)(57)(8).
Foata’s transformation is key to this section because rook placements provide a convenient
way of tracking the excedences of a permutation. As the following example illustrates, given any
subset U ⊆ {(i, j): 1 j < i  n} of potential excedences we can construct a board BUn inside
the n×n board so that the number of σ ∈ Sn with exactly s U -excedences, and hence the number
of σ ∈ Sn with exactly s U -descents, is hs(BUn ).
Example 4.2. Suppose we wish to count descents σi > σi+1 satisfying σi ∈ E, σi+1 ∈ O , and
σi − σi+1 ∈ {1,3} (this is an instance of counting what we have called “X,Y,Z-descents”).
For n = 8, the board BU8 consists of the squares (i, j) ∈ [8] × [8] such that i ∈ E, j ∈ O , and
i − j = 1 or 3. We have pictured this board as the shaded squares in Fig. 1. Now consider the
placement, shown in Fig. 2, of eight non-attacking rooks (marked by X’s) on the 8 × 8 board
so that two rooks lie on BU8 . This placement corresponds to the permutation ω =
( 1 2 3 4 5 6 7 8
4 1 5 7 6 2 3 8
)
,
with the rooks placed on BU8 corresponding to the excedences
1
4 and
5
6 . We now employ Foata’s
transformation to get the permutation σ = Φ(ω) = 74126538 with exactly two U -descents: 41
and 65.
One important class of boards is the class of Ferrers boards, that is, boards of partition shape.
Ferrers boards are usually drawn right justified, as in Fig. 3. For X,Y ⊆ [n], the board BX,Yn cor-
responding to the potential (X,Y )-descents of permutations σ ∈ Sn is trivially rook-equivalent
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Fig. 3. A Ferrers board.
Fig. 4. The board BX,Y5 .
to a Ferrers board; we need only shift all the non-empty rows and columns to the bottom-left of
the square and take the mirror image. For example, if X = {2,3,5}, Y = {1,2,4}, and n = 5, the
board BX,Y5 is shown in Fig. 4; this board is trivially rook-equivalent to the Ferrers board shown
in Fig. 3. Therefore, in certain cases we can make use of results for Ferrers boards in computing
the numbers PX,Yn,s . As one example, in [8], Haglund gives several formulas involving the hit
numbers of Ferrers boards, one of which can be specialized to obtain (2.5).
As another example, we can use the rook interpretation of our problem to give a purely com-
binatorial proof of Corollary 3.2. For instance, the board BE,N8 corresponding to even descents
of permutations σ ∈ S8 is shown in Fig. 5. The corresponding Ferrers board is shown in Fig. 6.
In what follows we use the notation of [4] and [7]. Let the column heights of a Ferrers board
B inside an n × n square be given by the “height vector” h(B) = (h1, h2, . . . , hn). Define the
“structure vector” s(B) = (s1, s2, . . . , sn), where si = hi − (i − 1),1 i  n. Here it is standard
practice to insist that n be large enough so that none of the entries of the structure vector is
positive. This can always be done, for example, by taking n greater than the number of squares
of B . In our applications n is already fixed; however, the entries of the structure vector are still
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non-positive because boards corresponding to descents necessarily lie strictly below the main
diagonal. In [4], Foata and Schützenberger showed that two Ferrers boards B and B ′ are rook-
equivalent if and only if the entries of s(B) and s(B ′) are equal as multisets.
In our example, we first compute s(B):
0 1 1 2 2 3 3 4
− 0 1 2 3 4 5 6 7
0 0 −1 −1 −2 −2 −3 −3
Thus B is rook-equivalent to the board B ′ with structure vector s(B ′) = (0,−1,−2,−3,0,−1,
−2,−3). To identify B ′ we next compute h(B ′):
0 −1 −2 −3 0 −1 −2 −3
+ 0 1 2 3 4 5 6 7
0 0 0 0 4 4 4 4
Thus B ′ is the board shown in Fig. 7.
In general, the board for even descents of permutations σ ∈ S2n has structure vector
s(B) = (0,0,−1,−1, . . . ,−(n− 1),−(n− 1)),
and is thus rook-equivalent to the square n× n board B ′, which has structure vector
s(B ′) = (0,−1, . . . ,−(n− 1),0,−1, . . . ,−(n− 1)).
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Fig. 8. The 2 × 3 board B .
Fig. 9. The board B placed in an 8 × 8 board.
The hit number hs for this square board B ′ inside the 2n× 2n board is given by
hs =
(
n
s
)2
s! ·
(
n
n− s
)
(n− s)! · n! = (n!)2
(
n
s
)2
,
since we can first place s rooks on the n × n board B ′ in (n
s
)2
s! ways, then place n − s rooks
above B ′ in
(
n
n−s
)
(n− s)! ways, and finally place n rooks in the left half of the 2n× 2n board in
n! ways.
An important class of boards whose hit numbers have a simple product formula is the class
of rectangular boards. One might ask whether there are other sets X such that the board corre-
sponding to X-descents is rook equivalent to a rectangular board. In fact, Remark 3.3 (in which
X = {u+ 2, u+ 4, u+ 6, . . . , u+ 2m}) covers all possibilities. For example, consider the 2 × 3
rectangular board B shown in Fig. 8. We place this board in the lower right corner of an 8 × 8
board, as shown in Fig. 9.
Note that for any set X the board associated to X-descents has distinct rows, since the row
corresponding to i ∈ X has length i − 1. Rearranging the elements of s(B) in weakly decreasing
order gives the unique (see [4]) board B ′ with distinct rows that is rook-equivalent to B . In our
example, we compute s(B) = (0,−1,−2,−3,−4,−3,−4,−5). Thus B is rook-equivalent to
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the board B ′ with structure vector s(B ′) = (0,−1,−2,−3,−3,−4,−4,−5) and height vector
h(B ′) = (0,0,0,0,1,1,2,2). B ′ is the board shown in Fig. 10. Finally, to get the board for X-
descents, we take the mirror image, and shift the rows upwards so that a row of length i − 1 is
in position i, as shown in Fig. 11. Thus in our example, X = {3,5}. In general, if we start with a
rectangular a × b board (a  b), then the corresponding set is X = {u+ 2, u+ 4, u+ 6, . . . , u+
2m}, where m = a and u = b − a. For n = 2m+ u+ v, we get
PXn,s =
(
a
s
)(
b
s
)
s! ·
(
n− a
b − s
)
(b − s)! · (n− b)!
=
(
m
s
)(
m+ u
s
)
s! ·
(
m+ u+ v
m+ u− s
)
(m+ u− s)! · (m+ v)!
=
(
m
s
)(
m+ u+ v
v + s
)
(m+ u)!(m+ v)!,
exactly as in (3.1).
As noted in the introduction, we can also use the rook interpretation to translate the more
general problem of counting (X,Y )-descents into one for which Corollaries 2.6 and 2.7 apply
directly.
Proposition 4.3. Given subsets X,Y ⊆ N and a permutation σ ∈ Sn, let B be the Ferrers board
corresponding to the potential descent pairs (i, j), where i ∈ Xn and j ∈ Yn. Let B ′ be the
unique Ferrers board rook-equivalent to B that has distinct rows. Let X′ ⊆ [n] be the unique
714 J.T. Hall, J.B. Remmel / Journal of Combinatorial Theory, Series A 115 (2008) 693–725Fig. 12. The board BX,Y8 .
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subset whose corresponding board (once empty rows and columns are deleted, and taking the
mirror image) is B ′. Then
PX,Yn,s = PX
′
n,s .
Proof. By the previous discussion, we have PX,Yn,s = hs(B) and PX′n,s = hs(B ′). But B and B ′ are
rook-equivalent, and thus hs(B) = hs(B ′) for all s. 
Example 4.4. Let X = {2,3,5,7,8}, Y = {1,2,4,5,6}, and n = 8, so that the potential de-
scent pairs are 21,31,32,51,52,54,71,72,74,75,76,81,82,84,85, and 86. Then PX,Y8,s =
hs(B
X,Y
8 ), where B
X,Y
8 is the board shown in Fig. 12. The unique board B
′ rook-equivalent
to BX,Y8 that has distinct rows is shown in Fig. 13. B
′ is the board for X′ = {2,3,4,5,7}, and so
P
X,Y
8,s = PX
′
8,s for all s.
5. Words
Our results (2.3) and (2.4) extend easily to words. Let ρ = (ρ1, ρ2, . . . , ρm) be a composition
of n, and let R(ρ) be the rearrangement class of the word 1ρ12ρ2 · · ·mρm (i.e., ρ1 copies of 1, ρ2
copies of 2, etc.). Given X,Y ⊆N, and a word w ∈ R(ρ), define
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desX,Y (w) =
∣∣DesX,Y (w)∣∣, and
PX,Yρ,s =
∣∣{w ∈ R(ρ): desX,Y (w) = s}∣∣.
Then
Theorem 5.1.
PX,Yρ,s =
(
a
ρv1, ρv2, . . . , ρvb
) s∑
r=0
(−1)s−r
(
a + r
r
)(
n+ 1
s − r
)
×
∏
x∈X
(
ρx + r + αX,ρ,x + βY,ρ,x
ρx
)
, (5.1)
where Xcm = {v1, v2, . . . , vb}, a =
∑b
i=1 ρvi , and for any x ∈ Xm,
αX,ρ,x =
∑
z/∈X
x<zm
ρz, and
βY,ρ,x =
∑
z/∈Y
1z<x
ρz.
Proof. We proceed as in the proof of Theorem 2.3. Fix s and the composition ρ = (ρ1, ρ2, . . . ,
ρm) of n. Given r such that 0 r  s, a (ρ, s, r)X,Y -configuration c consists of an array of the
elements of the multiset {1ρ1,2ρ2 , . . . ,mρm}, r +’s, and (s − r) −’s, satisfying
(i) each − is either at the very beginning of the array or immediately follows a number, and
(ii) if x and y are consecutive numbers in the array, with x ∈ X,y ∈ Y , and x > y, i.e., if (x, y)
forms an (X,Y )-descent pair in the underlying word, then there must be at least one +
between x and y.
As an example, if ρ = (2,3,1,4,2), X = {2,3,5}, and Y = {1,3,4}, the following is a
(ρ,5,3)X,Y -configuration.
c = 4124 − 413 − +25 + 42 + 5.
In this example, the underlying word is 412441325425. As before, we will let c1c2 · · · cn denote
the underlying word of the (ρ, s, r)X,Y -configuration c.
Let CX,Yρ,s,r be the set of all (ρ, s, r)X,Y -configurations. Then we claim that∣∣CX,Yρ,s,r ∣∣=
(
a
ρv1, ρv2, . . . , ρvb
)(
a + r
r
)(
n+ 1
s − r
)∏
x∈X
(
ρx + r + αX,ρ,x + βY,ρ,x
ρx
)
.
That is, we can construct the set of (ρ, s, r)X,Y -configurations as follows. First, we order the
elements of the multiset {vρv11 , . . . , v
ρvb
b }. This can be done in
(
a
ρv1 ,ρv2 ,...,ρvb
)
ways. Next, we
insert the r +’s. This can be done in (a+r
r
)
ways. Writing Xm = {x1 < x2 < · · · < x|Xm|}, we can
next place the elements of the multiset {xρx11 , . . . , x
ρx|Xm |
|Xm| } in
∏|Xm|
i=1
(
ρxi+r+αX,ρ,xi+βY,ρ,xi
ρxi
)
ways,
since after placing all copies of x1, x2, . . . , xi−1, the ρx copies of xi can either goi
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• immediately before any of the αX,ρ,xi elements of {xi + 1, xi + 2, . . . ,m} that are not in X,
or
• immediately before any of the r +’s, or
• at the very end of the array.
Thus, we have 1 + r + αX,ρ,xi + βY,ρ,xi places in which we can insert letters equal to xi . The
number of ways in which we can place the xi ’s is therefore equal to the number of positive
integral solutions of the equation
z1 + · · · + z1+r+αX,ρ,xi +βY,ρ,xi = ρxi ,
which is well known to be
(
ρxi+r+αX,ρ,xi+βY,ρ,xi
ρxi
)
. Finally, we can place the −’s in (n+1
s−r
)
ways.
As before, we define the weight w(c) of an (ρ, s, r)X,Y -configuration c to be −1 to the number
of −’s of c. It then follows that the RHS of (5.1) equals
s∑
r=0
∑
c∈CX,Yρ,s,r
w(c).
We now employ the involution I as in the proof of Theorem 2.3, this time on the set CX,Yρ,s =⊔s
r=0 C
X,Y
ρ,s,r . As before, we scan from left to right, and reverse the first sign that we can reverse
without violating conditions (i) and (ii). In our example above, the first place where we either
encounter a sign that can be reversed is the − after the second 4. Thus
I (c) = 4124 + 413 − +25 + 42 + 5.
As was the case with the proof of Theorem 2.3, it is simple to check that I is a sign-reversing
involution.
Now, suppose that I (c) = c. Then c clearly can have no −’s, and so r = s and w(c) = 1. It
must also be the case that no +’s can be reversed. Thus each of the s +’s must occur singly in
the middle of an (X,Y )-descent pair. It follows that the underlying word has exactly s (X,Y )-
descents. 
Taking Y =N in (5.1) gives the word analogue of Corollary 2.6.
Corollary 5.2.
PXρ,s =
(
a
ρv1, ρv2, . . . , ρvb
) s∑
r=0
(−1)s−r
(
a + r
r
)(
n+ 1
s − r
)∏
x∈X
(
ρx + r + αX,ρ,x
ρx
)
, (5.2)
where we write PXρ,s for PX,Nρ,s .
Corollary 5.3. Let X = {2} and ρ = (a, b). Then
PXρ,s =
(
a
s
)(
b
s
)
.
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PXρ,s =
(
a
a
) s∑
r=0
(−1)s−r
(
a + r
r
)(
a + b + 1
s − r
)(
b + r
b
)
= (s + 1)a
a!
(s + 1)b
b! 3F2
[−s, −s, −(a + b + 1)
−(a + s), −(b + s)
]
= (s + 1)a
a!
(s + 1)b
b!
(a − s + 1)s(b − s + 1)s
(a + 1)s(b + 1)s =
(
a
s
)(
b
s
)
. 
Remark 5.4. We can give a purely combinatorial proof of Corollary 5.3 using Foata’s transfor-
mation switching descents and excedences. The number of rearrangements of a 1’s and b 2’s
with exactly s excedences is
(
a
s
)(
b
s
)
, since we have to choose which s of the first a spots to be 2’s
(giving s excedences) and which s of the last b spots to be 1’s.
Corollary 5.5. Let X = 2N and ρ = (k, k, . . . , k︸ ︷︷ ︸
2n
). Then
PXρ,s =
(
kn
k, k, . . . , k
)2(
kn
s
)2
.
Proof. By (5.2) we have
PXρ,s =
(
kn
k, k, . . . , k
) s∑
r=0
(−1)s−r
(
kn+ r
r
)(
2kn+ 1
s − r
) n∏
i=1
(
ki + r
k
)
= 1
(k!)2n
s∑
r=0
(−1)s−r (r + 1)2kn
(
2kn+ 1
s − r
)
= (s + 1)
2
kn
(k!)2n 3F2
[−s, −s, −(2kn+ 1)
−(kn+ s), −(kn+ s)
]
=
(
kn
k, k, . . . , k
)2(
kn
s
)2
. 
Finally, there is an alternative formula for PX,Yρ,s . In addition to the notation of Theorem 5.1,
let
βX,ρ,x =
∑
z/∈X
1z<x
ρz.
We have
Theorem 5.6.
PX,Yρ,s =
(
a
ρv1, ρv2, . . . , ρvb
) n−a−s∑
r=0
(−1)n−a−s−r
(
a + r
r
)(
n+ 1
n− a − s − r
)
×
∏
x∈X
(
r + βX,ρ,x − βY,ρ,x
ρx
)
, (5.3)
where we use the convention that
(
p
)= 0 if p < 0.q
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(ρ1, ρ2, . . . , ρm) of n, and s  r  0, a (ρ, s, r)X,Y -configuration is an array of the elements
of the multiset {1ρ1,2ρ2 , . . . ,mρm}, together with r +’s and (n− a − s − r) −’s, satisfying
(i) each − is either at the very beginning of the string or immediately follows a number,
(ii) if ci ∈ X, 1  i < n, and (ci, ci+1) is not an (X,Y )-descent pair of the underlying word,
then there must be at least one + between ci and ci+1, and
(iii) if cn ∈ X, then cn must be followed by at least one +.
As an example, if X = {2,3,6}, Y = {1,2,5}, and ρ = (2,1,3,2,1,1), then the following is a
(ρ,1,2)X,Y -configuration
213 + 43 + 3 − 165 − 4.
Let CX,Yρ,s,r be the set of all (ρ, s, r)X,Y -configurations. Then we claim that
∣∣CX,Yρ,s,r ∣∣=
(
a + r
r
)(
a
ρv1, ρv2, . . . , ρvb
)(
n+ 1
n− a − s − r
)∏
x∈X
(
r + βX,ρ,x − βY,ρ,x
ρx
)
.
That is, we can construct the set of (ρ, s, r)X,Y -configurations as follows. First, we order the
elements of the multiset {vρv11 , . . . , v
ρvb
b }. This can be done in
(
a
ρv1 ,ρv2 ,...,ρvb
)
ways. Next, we
insert the r +’s. This can be done in (a+r
r
)
ways. Next, consider the choices for placing the
elements of the multiset {xρx11 , x
ρx2
2 , . . . , x
ρx|Xcm||Xcm| } in the order x1 < x2 < · · · < x|Xcm|. First, there
are r + βX,ρ,x1 − βY,ρ,x1 spaces in which to insert the x1’s, since x1 can either go immediately
before of any +, or immediately before any element of Y which is less than x1. Note that unlike
the situation in Theorem 5.1, no more than one copy of x1 can go in any particular available
space. Thus there are
(
r+βX,ρ,x1−βY,ρ,x1
ρx1
)
ways to place the x1’s.
In general, having placed all copies of x1, x2, . . . , xi−1, we cannot place xi immediately before
some y ∈ Y,y < xi , which earlier had an element of the multiset {xρx11 , x
ρx2
2 , . . . , x
ρxi−1
i−1 } placed
immediately before it. Similarly, we cannot place xi immediately before any + which earlier had
an element of the multiset {xρx11 , x
ρx2
2 , . . . , x
ρxi−1
i−1 } placed immediately before it. It then follows
that there are
r +
∑
1z<xi
ρz − βY,ρ,xi −
i−1∑
j=1
ρxj = r + βX,ρ,xi − βY,ρ,xi
spaces in which to insert the xi ’s. Thus, there are total of
∏|Xcm|
i=1
(
r+βX,ρ,xi−βY,ρ,xi
ρxi
)
ways to place
all of the copies of x1, x2, . . . , x|Xcm|, given our placement of the copies of v1, v2, . . . , vb. Finally,
we can place the −’s in ( n+1
n−a−s−r
)
ways.
The remainder of the proof follows exactly as in Theorem 2.5. The weight of a configuration
is defined in the same way, and applying the same sign-reversing involution I cancels out all
configurations except those corresponding to words with exactly s (X,Y )-descent pairs. 
In the special case Y =N, Theorem 5.6 reduces to the following.
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Corollary 5.7.
PXρ,s =
(
a
ρv1, ρv2, . . . , ρvb
) n−a−s∑
r=0
(−1)n−a−s−r
(
a + r
r
)(
n+ 1
s − r
)∏
x∈X
(
r + βX,ρ,x
ρx
)
.
6. (X,Y,Z)-descents
As mentioned in the Introduction, a more general problem is to study the class of polynomials
PX,Y,Zn (x) =
∑
s0
PX,Y,Zn,s x
s :=
∑
σ∈Sn
xdesX,Y,Z(σ ),
where for any subsets X, Y , and Z of N, and permutation σ = σ1σ2 · · ·σn ∈ Sn,
DesX,Y,Z(σ ) = {i: σi > σi+1 & σi ∈ X, σi+1 ∈ Y & σi − σi+1 ∈ Z}, and
desX,Y,Z(σ ) =
∣∣DesX,Y,Z(σ )∣∣.
We shall say that (σi, σi+1) is an (X,Y,Z)-descent if i ∈ DesX,Y,Z(σ ). The polynomials studied
earlier in this paper are thus the special case Z =N of the polynomials PX,Y,Zn (x).
In many cases, we can obtain formulas for the coefficients PX,Y,Zn,s from our previous formulas.
That is, in many cases, the possible (X,Y,Z)-descents under Foata’s transformation correspond
to a board which is rook equivalent to a Ferrers board. In such cases, we can use known for-
mulas for hit polynomials or our formulas for PX,Yn,s or PXn,s to obtain formulas for P
X,Y,Z
n,s .
For example, let E = 2N and Nk = {k, k + 1, k + 2, . . .}. Under Foata’s transformation, the
(E,E,N2k)-descents correspond to excedences of the form
2s
2t where 2t − 2s  2k. Letting
k = 2 and n = 20, we have the board BE,E,N420 shown in Fig. 14. It is easy to see that B
E,E,N4
20
is rook equivalent to the staircase-shaped board B{2,3,4,5,6,7,8,9} pictured in Fig. 15, which is the20
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,Fig. 15. The board B{2,3,4,5,6,7,8,9}20 .
board we would consider when computing the polynomial P {2,3,4,5,6,7,8,9}20 (x). It follows that
P
E,E,N4
20 (x) = P {2,3,4,5,6,7,8,9}20 (x). Thus we can use Corollary 2.6 or Corollary 2.7 to give ex-
plicit formulas for PE,E,N420,s = P {2,3,4,5,6,7,8,9}20,s .
More generally, since BkN,kN,Nkrk(r+m) is rook equivalent to the staircase-shaped board B
{2,3,...,m+1}
k(r+m)
Corollary 2.6 gives
Theorem 6.1.
P
kN,kN,Nkr
k(r+m),s =
(
kr + (k − 1)m)!
×
s∑
r=0
(−1)s−r
(
kr + (k − 1)m
r
)(
k(r +m)+ 1
s − r
)(
kr + (k − 1)m+ r)m,
while Corollary 2.7 gives
Theorem 6.2.
P
kN,kN,Nkr
k(r+m),s
= (kr + (k − 1)m)!m−s∑
r=0
(−1)m−s−r
(
kr + (k − 1)m
r
)(
k(r +m)+ 1
m− s − r
)
(r + 1)m.
The problem of computing PX,Y,Zn,s for arbitrary sets X,Y , and Z seems to be difficult in large
part because the board corresponding to (X,Y,Z)-descents is not a Ferrers board in general.
This can be seen in Example 4.2, in which X = E,Y = O , and Z = {1,3}. In some special
cases, however, the rook-placement formulation will enable us to express PX,Y,Zn,s in terms of a
double or triple sum. One such example is given below.
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Fig. 17. The board B ′ , rook-equivalent to BX,Y,Z12 .
Fig. 18. A diagram indicating the order of placement of rooks on B ′ .
Example 6.3. Let X = {z: z = 4,5, or 6 mod 6}, Y = {z: z = 1,2, or 3 mod 6}, and Z =
{1,2,3,4,5,6}. For n = 12, the board BX,Y,Z12 corresponding to (X,Y,Z)-descents is shown
in Fig. 16. By permuting rows and columns we see that BX,Y,Z12 is rook equivalent to the board B ′
shown in Fig. 17. To compute the hit number hs of B ′, we think of placing the rooks in several
successive steps, as indicated by the numbers on the diagram in Fig. 18.
Suppose we first place p rooks on the lower-left 3 × 3 block of B ′ and q rooks on the upper-
right 3 × 3 block of B ′, where p+ q = s. This first step can be done in (3
p
)(3
p
)
p! · (3
q
)(3
q
)
q! ways.
Next, we place a total of r rooks in the 3×3 region marked ‘2’, where 0 r min(3−p,3−q);
this can be done in
(3−p)(3−q)
r! ways. We then place a total of 3 − q − r rooks in the regionr r
722 J.T. Hall, J.B. Remmel / Journal of Combinatorial Theory, Series A 115 (2008) 693–725marked ‘3’; this can be done in
( 6
3−q−r
)
(3 − q − r)! ways. We then place a total of 3 − p rooks
in the region marked ‘4’; this can be done in
(6+r
3−p
)
(3 − p)! ways. At this point, there are six
rooks left to place, one in each of the six columns of the region marked ‘5’. Since six rooks have
already been placed, only six rows remain open. Hence there are 6! ways to do this last step.
Thus we have
P
X,Y,Z
12,s =
∑
0p,q,r3
p+q=s
(
3
p
)2
p! ·
(
3
q
)2
q! ·
(
3 − p
r
)(
3 − q
r
)
r! ·
(
6
3 − q − r
)
(3 − q − r)! ·
(
6 + r
3 − p
)
(3 − p)! · 6!
= (3!)26!
∑
0p,q,r3
p+q=s
(
3
p
)(
3
q
)(
6
3 − p − r
)(
6
3 − q − r
)(
6 + r
r
)
.
7. Further questions
In this section, we discuss some open questions and directions for further research.
Relations betweenPXρ,s andPXn,s . It is easy to see that for any composition ρ= (ρ1, ρ2, . . . , ρm)
of n, we have
ρ1!ρ2! · · ·ρm!
∣∣R(ρ)∣∣= |Sn|.
In fact there is a natural bijection
χ : (Sρ1 × Sρ2 × · · · × Sρm)×R(ρ) −→ Sn,((
φ(1), φ(2), . . . , φ(m)
)
,w
) −→ σ,
where σ is obtained from w by replacing the ith occurrence of 1 by φ(1)i , the ith occurrence
of 2 by ρ1 + φ(2)i , and so on. For example, χ((21,312),12212) = 25314. As another example,
if φ(j) is the identity permutation for each j , then χ((φ(1), φ(2), . . . , φ(m)),w) is just the usual
standardization of w, written std(w), which is obtained from w by replacing the ith occurrence
of 1 with i, the ith occurrence of 2 with ρ1 + i, and so on. However, in general it is not true that
ρ1!ρ2! · · ·ρm!PXρ,s = PXn,s, (7.1)
for arbitrary ρ and X. For example, if X = N and we are counting descents without restriction,
then PXρ,s = 0 for s >
∑m−1
i=1 ρi , since the largest number m cannot be the bottom of a descent.
On the other hand, PXn,s is non-zero for all 0 s  n− 1.
In light of the above, the following consequence of Corollaries 3.2 and 5.5 is quite surprising.
For X = 2N and ρ = (k, k, . . . , k︸ ︷︷ ︸
2n
), we have
(k!)2nPXρ,s = PX2kn,s .
This identity does not follow by applying the bijection χ . For example, w = 41421323 has two
even descents, while std(w) = 71832546 has one. We therefore ask for an explicit bijection
ψ : (Sk × Sk × · · · × Sk︸ ︷︷ ︸
2n
)×R(k, k, . . . , k︸ ︷︷ ︸
2n
) −→ S2kn,
satisfying
←−−desE
(
ψ(w)
)= ←−−desE(w)
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2n
). We also ask if there are other sets X and compositions ρ for which
(7.1) holds.
q-analogues. The following q-analogue of the numbers PXn,s = PX,Nn,s exists. Let
[n]q = 1 + q + q2 + · · · + qn−1.
Let Δqn+1 and Γ
q
n+1 be the operators defined as
Δn+1 :xs −→ [s]qxs−1 + qs[n+ 1 − s]qxs,
Γn+1 :xs −→ [s + 1]qxs + qs+1[n− s]qxs+1.
Given a subset X ⊆N, we define the polynomials PXn (q, x) by PX0 (q, x) = 1, and
PXn+1(q, x) =
{
Δ
q
n+1(PXn (q, x)), if n+ 1 /∈ X, and
Γ
q
n+1(PXn (q, x)), if n+ 1 ∈ X.
We define the coefficient polynomials PXn,s(q) by setting PXn (q, x) =
∑
s0 P
X
n,s(q)x
s
. The poly-
nomials PXn,s(q) satisfy a recursion analogous to (2.1), and q-analogues of the formulas (2.5) and
(2.6) have been found. These results, along with a combinatorial interpretation of a Mahonian
statistic stat satisfying
PXn,s(q) =
∑
σ∈Sn
desX(σ)=s
qstat(σ ),
will be presented in an upcoming paper by the authors and J. Liese [9].
Pattern matchings. One can put our results in a more general context of pattern matchings in
permutations as follows. Given any sequence σ = σ1σ2 · · ·σn of distinct integers, we let red(σ )
be the permutation that results by replacing the ith smallest integer that appears in the sequence
σ by i. For example, if σ = 2 7 5 4, then red(σ ) = 1 4 3 2. Given a permutation τ in the sym-
metric group Sj , we define a permutation σ = σ1σ2 · · ·σn ∈ Sn to have a τ -match at place i
provided red(σiσi+1 · · ·σi+j−1) = τ . Let τ -mch(σ ) be the number of τ -matches in the permu-
tation σ . To prevent confusion, we note that a permutation not having a τ -match is different
than a permutation being τ -avoiding. A permutation is called τ -avoiding if there are no indices
i1 < i2 < · · · < ij such that red(σi1σi2 · · ·σij ) = τ . For example, if τ = 2 1 4 3, then the per-
mutation 3 2 1 4 6 5 does not have a τ -match but it does not avoid τ since red(2 1 6 5) = τ .
In the case where |τ | = 2, τ -mch(σ ) reduces to familiar permutation statistics. That is, if
σ = σ1σ2 · · ·σn ∈ Sn, let Des(σ ) = {i: σi > σi+1} and Rise(σ ) = {i: σi < σi+1}. Then it is easy
to see that (2 1)-mch(σ ) = des(σ ) = |Des(σ )| and (1 2)-mch(σ ) = rise(σ ) = |Rise(σ )|. A num-
ber of recent publications have analyzed the distribution of τ -matches in permutations. See, for
example, [2,11,12].
We can consider a more refined pattern-matching condition where we take into account con-
ditions involving equivalence mod k for some integer k  2. That is, suppose we fix k  2 and
we are given some sequence of distinct integers τ = τ1τ2 · · · τj . Then we say that a permutation
σ = σ1σ2 · · ·σn ∈ Sn has a τ -k-equivalence match at place i provided red(σiσi+1 · · ·σi+j−1) =
red(τ ) and for all s ∈ {0,1, . . . , j − 1}, σi+s = τ1+s mod k. For example, if τ = 1 2 and
σ = 5 1 7 4 3 6 8 2, then σ has τ -matches starting at positions 2, 5, and 6. However, if k = 2, then
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that the τ -match starting at position 2 is a (1 3)-2-equivalence match and the τ -match starting a
position 6 is a (2 4)-2-equivalence match.) Let τ -k-emch(σ ) be the number of τ–k-equivalence
matches in the permutation σ .
More generally, if Υ is a set of sequences of distinct integers of length j , then we say
that a permutation σ = σ1σ2 · · ·σn ∈ Sn has a Υ –k-equivalence match at place i provided
that there is a τ ∈ Υ such that red(σiσi+1 · · ·σi+j−1) = red(τ ) and for all s ∈ {0, . . . , j − 1},
σi+s = τ1+s mod k. Let Υ –k-emch(σ ) be the number of Υ –k-equivalence matches in the per-
mutation σ .
One can then study the polynomials
Tτ,k,n(x) =
∑
σ∈Sn
xτ–k-emch(σ ) =
n∑
s=0
T sτ,k,nx
s and
UΥ,k,n(x) =
∑
σ∈Sn
xΥ–k-emch(σ ) =
n∑
s=0
UsΥ,k,nx
s.
In particular, suppose that we focus on the special cases of these polynomials where we consider
only patterns of length 2. That is, fix k  2 and let Ak equal the set of all sequences (a b) such
that 1 a < b  2k and there is no lexicographically smaller sequence x y having the property
that x ≡ a mod k and y ≡ b mod k. For example,
A4 = {1 2,1 3,1 4,1 5,2 3,2 4,2 5,2 6,3 4,3 5,3 6,3 7,4 5,4 6,4 7,4 8}.
Let Dk = {b a: a b ∈ Ak} and Ek = Ak ∪ Dk . Thus Ek consists of all k-equivalence patterns of
length 2 that we could possibly consider. Note that if Υ = Ak , then Υ –k-emch(σ ) = rise(σ ) and
if Υ = Dk , then Υ –k-emch(σ ) = des(σ ).
Liese [15] studied the polynomials UsΥ,k,n where Υ consists of patterns of length 2. For exam-
ple, he showed that one can use inclusion–exclusion to find a formula for UsΥ,k,n for any Υ ⊂ Ek
in terms of certain rook numbers of a sequences of boards associated with Υ . The same is true for
coefficients of the polynomials PX,Y,Zn (x). This approach leads to completely different formulas
than the ones produced in this paper. While this approach is straightforward, it is unsatisfactory
since it reduces the computation of UsΥ,k,n to another difficult problem, namely, computing rook
numbers for general boards.
Liese has produced explicit formulas for UsΥ,k,n in the special case where Υ is a subset of
the form {(x1, y1), (x2, y2), . . . , (xn, yn)}, where for all i, j yi ≡ yj mod k and either Υ ⊆ Ak or
Υ ⊆ Dk . These formulas are also special cases of our formulas.
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