The diameter of a star is a major observable that serves to test the validity of stellar structure theories. It is also a difficult observable that is mostly obtained with indirect methods since the stars are so remote. Today only ∼ 600 apparent star diameters have been measured by direct methods: optical interferometry and lunar occultations. Accurate star diameters are now required in the new field of exoplanet studies, since they condition the planets' sizes in transit observations, and recent publications illustrate a visible renewal of interest in this topic. Our analysis is based on the modeling of the relationship between measured angular diameters and photometries. It makes use of two new reddening-free concepts: a distance indicator called pseudomagnitude, and a quasi-experimental observable that is independent of distance and specific to each star, called the differential surface brightness (DSB). The use of all the published measurements of apparent diameters that have been collected so far, and a careful modeling of the DSB allow us to estimate star diameters with a median statistical error of 1.1%, knowing their spectral type and, in the present case, the VJHKs photometries. We introduce two catalogs, the JMMC Measured Diameters Catalog (JMDC), containing measured star diameters, and the second version of the JMMC Stellar Diameter Catalog (JSDC), augmented to about 453 000 star diameters. Finally, we provide simple formulas and a table of coefficients to quickly estimate stellar angular diameters and associated errors from (V, Ks) magnitudes and spectral types.
Introduction
Most of our knowledge of the Universe still comes from, either directly or indirectly, an analysis of starlight. Stellar physics is used, implicitly or explicitly, in every astrophysical research field, and must be continually tested against observations. One of the most fundamental and dimensioning parameters of the physics of a star is its size, measured through its distance and its apparent angular size. The original interest in measuring stellar angular sizes was to get precise estimates of the stellar effective temperature, T eff , which is pivotal to, for example, determining ages and metallicities. But there is renewed interest, such as the precise stellar radii now needed to measure transiting exoplanets' sizes and densities, which can eventually fall into the host star's so-called habitable zone .
Primary distance measurements are the realm of the space missions Hipparcos (ESA 1997) and GAIA (de Bruijne 2012) . The most straightforward method to measure the angular sizes of stars is interferometry (Michelson & Pease 1921; Hanbury Brown & Twiss 1958; Labeyrie 1975) , and in a less measure, more historically, lunar occultations (Cousins & Guelke 1950) . Modern interferometric techniques -combining adaptive optics, mononode fibers, cophasing, fast and low noise NIR camerasare today able to measure stellar diameters with a precision bet-⋆ Correspondence: Alain.Chelli@oca.eu ter than 1% (Cruzalèbes et al. 2013; Boyajian et al. 2012a,b) . However the ultimate precision is often dominated by the calibration process. To reach very high precision, it is mandatory to know and to observe with the state of the art procedures, together with the object of interest, a star called calibrator. In other words, a single star, as close as possible to the object, with similar magnitude, with a known angular diameter and associated error, that is used to measure the transmission of the observing system. This underlines the importance of angular diameter predictions for calibration purposes. The angular diameter predictions are based on two kind of methods: the first are based on a polynomial fit of measured angular diameters as a function of colors, from Wesselink (1969) to Boyajian et al. (2013 ; the second, like the Infrared Flux Method (Blackwell et al. 1979; Casagrande et al. 2010) , are based on a subtle mix of experimental data and modeling. Other methods, like Asteroseismology (Brown & Gilliland 1994; Chaplin & Miglio 2013) , provide linear diameters that must be converted to angular diameters using a distance estimate.
Our initial motivation for this work was to optimize the calibrator-finding utility SearchCal 1 (Bonneau et al. 2006 (Bonneau et al. , 2011 , an angular diameter estimator of the first kind described above, with a rigorous treatment of error propagation.
The aim was to produce a more robust version of the catalog of ∼ 40 000 star diameters, the JMMC Stellar Diameter Catalog (JSDC) (Lafrasse et al. 2010) . This led us to reconsider the general problem of deriving the polynomial coefficients that are used in such estimators, which usually come from star magnitudes that need to be de-reddened before use. We solved the visual extinction problem by introducing two new concepts: a distance indicator called pseudomagnitude, and the differential surface brightness (hereafter DSB), both reddening-free. The DSB is an observable specific to each star, independent of distance, which depends only on measured quantities: the stellar diameter and the observed magnitudes.
Our approach to predict stellar diameters, definitely experimental, consists of a polynomial fit of the DSB as a function of the spectral type number for a database of stars with known diameters. It allows us to by-pass the knowledge of visual extinction and that of intrinsic colors. The polynomial coefficients are then applicable to any star with a known spectral type and magnitudes to provide an apparent diameter value. As an illustration of our method, we compiled a catalog of ∼ 600 measured star diameters and photometries that we used to compute the DSB polynomial fit. Using these polynomials and all the stars in the ASCC catalog (Kharchenko 2001 ) that have an associated spectral type, we are able to give the apparent diameter of ∼ 453 000 stars with a median diameter precision of 1.1%, as well as possible astrophysical biases up to 2% (due to luminosity classes, DSB fine structures, metallicity, and so on), that is in agreement with the limiting precisions discussed in Casagrande et al. (2014) .
Section 2 introduces the new formalism, especially the concepts of pseudomagnitudes and differential surface brightness. Section 3 describes the least squares fit approach. Section 4 describes how we built the database of measured diameters from the literature, discusses their validity, and how we tried to avoid any systematics. The results are presented and discussed in Section 5.
Pseudomagnitude and differential surface brightness
In this section, we introduce the concept of pseudomagnitude and a new experimental observable: the differential surface brightness (DSB). Our starting point is the expression of the surface brightness S i of a star (Wesselink 1969) , see Equation 9 of (Barnes & Evans 1976 ):
where θ is the angular diameter of the star and m 
where m i is the observed magnitude, c i is the ratio between the extinction coefficients R i and R v in the i and visible bands, respectively. Given two photometric bands i and j, the interstellar extinction can be writtten as
Combining the three previous equations, the surface brightness may be expressed as a function of the angular diameter, the measured magnitudes, and the intrinsic color of the star,
At this point, it is useful to introduce a new stellar observable that we call pseudomagnitude, defined by
The pseudomagnitudes have remarkable properties and applications that will be discussed in a forthcoming paper. Basically, they are reddening free distance indicators:
where PM i j is the absolute pseudomagnitude, i.e., the pseudomagnitude at 10 pc distance, d M = 5 log(d) − 5 is the distance modulus and d the distance in parsecs. We note that if one of the coefficients c i or c j tends to zero, then the pseudomagnitude tends to the magnitude m i or m j . Hence, the absolute pseudomagnitude is, in some way, related to the stellar luminosity. The surface brightness may simply be rewritten as follows:
where DSB i j is the DSB between the photometric bands i and j, defined as
DSB i j is a self-calibrated observable specific to each star. It is reddening-free, independent of the distance, and can be measured via photometry and interferometry. The only a priori is the diameter limb-darkening correction, which induces a diameter error that is generally less than 1%, smaller than the errors managed in this work. The knowledge of the DSB, as a function of the spectral type, the luminosity class, the metallicity, and so on, is sufficient to predict the angular diameter of a star, given its observed magnitudes. Unfortunately, we do not possess this level of detailed information because of the poor spectral type-sampling owing to the small number of useable measured diameters (∼ 600) available today. To compensate our lack of knowledge, we fit the DSB as a function of the spectral type number n s (varying from 0 to 69 for spectral types between O0 to M9) with simple polynomial laws. Within the present framework, if the determination of spectral type is robust to reddening (e.g., is not derived from colors), then the intrinsic color, replaced by the spectral type number, is no longer a variable of the diameter prediction problem and our approach is fully reddening-free.
Algorithmic approach
This is a two-step process: 1) polynomial estimate based on the DSBs derived from database values, 2) diameter calculations from polynoms and pseudomagnitudes.
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Polynomial
A data point consists in a limb-darkened diameter θ and N B photometric bands, which provides N B − 1 linearly independent (but statistically dependent) equations. We can build many sets of N B − 1 linearly independent equations, but each set provides the same polynomial solution. We then have to characterize, N B − 1 polynomials of degree m, each associated with a pair of photometric bands. This corresponds to (m + 1) × (N B − 1) unknowns, that we evaluate simultaneously via a simple linear least squares fit (see Appendix A.1).
Wherever possible, we used the mean interstellar extinction coefficients of Fitzpatrick (1999) that give: (c V , c J , c H , c K s ) = (1.0, 0.28, 0.17, 0.12). Strictly speaking, the coefficients c i depend on the spectral type (McCall 2004) . In principle, one can consider variable coefficients, but for the present analysis we restrict ourselves to constant values, since the influence of these variations, with respect to diameter calculation, is smaller than the errors and the biases reported here.
Also, it may be necessary to reject anomalous data points. For example, in the production of the star diameter catalog described in Sect. 5, we use the database described in Sect. 4. From the found polynomial solution, for each entry of our database we can estimate N B − 1 single diameters and a mean diameter. It sometimes occurs that one or various single diameters deviate from the mean diameter by more than 5 times the error on the difference. This may be due to observational biases in the diameter measurements, or that the star is not single, etc. In this case, we excluded the entry from the database that was used. Table 2 lists all the stars and references retained for fitting the polynomials, as discussed in Sect. 5.
Diameters
A polynomial, together with two magnitudes (pseudomagnitude), provides an estimate of the diameter. Several pairs of magnitudes gives several estimates of the same diameter. These are not statistically independent and we show in Appendix A.2 how to rigorously combine them in a single diameter value and its associated error. Beyond the error improvement, which is generally modest, the main interest of using more than two photometric bands is to produce various diameter estimates that can be recombined and, above all, compared through a quality factor, see Section 5.
The database of measured angular diameters

Building the database.
The empirical approach used in this paper relies on the knowledge of a statistically significant number of accurately measured angular diameters, ideally obtained with different techniques, such as avoiding as much as possible any technique-related bias. The angular diameters must be prime results, i.e., not the result of a modeling of the observations. Ideally, they should be equally distributed, both in space and in spectral type.
Several star diameter compilations exist that contain a fair amount of published angular diameters values. The CADARS (Pasinetti Fracassini et al. 2001 ) has entries for 6888 stars and is complete up to 1997. CHARM2 (Richichi et al. 2005) lists 8231 measurements of 3243 stars, up to 2005. However these catalogs mix results from very direct methods, such as intensity interferometry with indirect methods, or spectrophotometric estimates of various kind (always including some model of the star), or linear diameters from eclipsing binaries (1600 entries in CADARS), which need some modelling of the two stars, as well as a good estimate of the distance to be converted into an angular diameter.
Another difficulty is that, the published angular diameters have been obtained at various wavelengths and may include, or not, a compensation for the limb-darkening effect. As a result, we initiated a new compilation of measured stellar diameters that would suit our needs. This database, called JMDC 2 , only uses direct methods, merges multiwavelength measurements into one value of limb-darkened diameter (LDD), and aims to be complete up to the most recent publications by being updated on a regular basis through a peer-reviewed submission process.
The JMDC used in this paper gathers 1072 apparent diameter values that have been published since the first experiments by Michelson. Prior to 1997, our bibliography relies only on the reference list of Pasinetti Fracassini et al. (2001) . After this date we used NASA's ADS hosted at CDS. We retained only the measurements obtained from visible/IR interferometry, intensity interferometry and lunar occultation in the database. We always retrieved the values in the original text 3 and used SIMBAD to properly and uniquely identify the stars.
The three techniques retained share the same method of converting the measurements (squared visibilities for optical interferometry, correlation of photon-counts for intensity interferometry, fast photometry for lunar occultations) into an angular diameter: fitting a geometrical function into the values, in many cases a uniform disk, which provides a uniform disk diameter (UDD) value. This UDD is wavelength-dependent owing to the limb-darkening effect of the upper layers of a star's photosphere, and JMDC retains the wavelength or photometric band at which the observation was made.
To measure a star's apparent diameter consistently, i.e., with the same meaning as our Sun's well-resolved apparent diameter, it was necessary for the authors of these measurements to take into account the star's limb-darkening, for which only theoretical estimates exist as yet. They chose one of the various limb-darkening parameters available in the literature (see Claret (2000) for a discussion on the classical limb-darkening functions used), either by multiplying the UDD by a coefficient function of the wavelength and the star's adopted effective temperature, or directly fitting a limb-darkened disk model in the data. Of course this adds some amount of theoretical bias in the published measurements, which however diminishes as the wavelength increases. An additional difficulty for the lunar occultations is that the result depends on the exact geometry of the occulting portion of the lunar limb, which can, more or less, be correctly estimated.
To deal with the limb-darkening problem as efficiently as possible, in the publications where reported diameters are measured in several optical/IR bands, we retained the measurement with the best accuracy and favored the measurement at the longest wavelength to minimize the effect of limb-darkening correction. Furthermore, we further used the published UDD measurement, or retrieved the original, unpublished UDD measurement from the LDD value and the limb-darkening coefficient used by the authors, and uniformly converted these UDD values into limb-darkened angular diameters using the most recent correction factors published (Neilson & Lester 2013a,b) , when possible. This, in our opinion, works towards minimizing the bi-A&A proofs: manuscript no. chelli_paper1_v6 ases of the database, which will be confirmed afterwards by the statistical analysis of our results.
We did not keep any other information from the original references. Instead, we retrieved all the ancillary information such as photometries, parallaxes, spectral types etc, at once by using our GetStar service, a specially crafted version of our SearchCal server 4 that fetches all relevant information from a dozen CDS-based catalogs (VizieR, Simbad for object and spectral types). This ensures that there is no difference in the origin, thus no added bias, between the database we use to derive our polynomials (see below) and those that will be used in the reverse process, for any object known by Simbad at CDS.
Database properties
As of today, the database retains 1072 different measurements on 627 stars from 169 publications. Of them, 204 stars have multiple entries, from 2 (205 stars) to 18 (α Tau). In addition, 1041 measurements have an UDD value, 565 reported an LDD value. After an eventual LDD to UDD conversion and use of the above-mentioned conversion factors (for compatible spectral types), we are left with 853 entries with useable LDD measurements.
With regard to the techniques, data is issued from longbaseline optical/IR interferometry (68%), then lunar occultations (26%), and finally intensity interferometry (6%). Of the measurements retained, 36% are in the K band (around 2200 nm), the rest being equally distributed between the B,V, R, I, and H bands.
Database final filtering
For the purposes of this work (single stars of classical spectral types), we remove the known multiples or strongly variable stars (cepheids, miras, close doubles 5 , spectroscopic binaries, elliptical variables etc) to obtain a set of (apparently) standard stars. In addition, we consider only stars with the following complete information: VJHKs magnitudes and errors 6 ; SIMBAD spectral types within half a subclass precision; LDD diameters and their errors. Finally, keeping only measurements with an S/N above five for LDDs, we are left with 573 measurements of 404 distinct stars.
The spectral types of the 573 selected measurements range from O5 to M7 in five luminosity classes: 124 dwarves (V), 42 subgiants (IV), 297 giants (III), 38 subsupergiants (II), 56 supergiants (I), and 16 without luminosity class (in the SIMBAD database). The diameter measurements range over more than two decades, from 0.23 to 44 mas.
Results and discussion
To derive the polynomial coefficients and their errors, we used the 573 selected measurements of our database (see Section 4.3), and simultaneously fitted the DSB of the photometric pairs (V,J), (V,H), and (V,Ks). The quality of the polynomial fit is evaluated by the associated chi-square, χ 2 p (see Appendix A.1), and that of the reconstructed diameters by the mean diameter chi-square χ 2 θ , (see Appendix A.2).
Influence of luminosity class
To test the influence of the luminosity class (LC), we first computed three sets of polynomials of degree 6 separately, from: 1) LC I, II and III (χ . Then in each case, we computed the angular diameters of all stars of the Hipparcos (ESA 1997) catalog with known spectral types and magnitudes (93 142 stars). Within an rms bias of 2%, we found no difference between cases 1) and 3), and cases 2) and 3). As a consequence, we decided to use all the selected measurements of our database, irrespective of their luminosity class (or absence thereof), to derive a single set of polynomials that is applicable to all stars.
Selected database measurements and their DSB
From the initial 573 entries, 526 (92%) filled the fitting condition (see end of Section 3.1) and were retained for polynomial calculations (363 entries with LC I, II, and III, 150 with LC IV and V, and 13 with unknown LC). The spectral type distribution for luminosities classes I, II, and III is shown in Figure 1(top) . There is an overabundance of measurements around K and M spectral types and a poor sampling for earlier ones. Instead, for luminosity classes IV and V (Figure 1, bottom) the spectral types are quite well distributed between B and M types. Also note that 100% (31 entries) of interferometry intensity data, 92% (407 entries) of classical interferometry data and 87% (88 entries) of lunar occultation data, have been retained.
Article number, page 4 of 9 Chelli et al.: On the apparent diameter of stars Figure 2 shows the DSB in the three selected photometric pairs as a function of the spectral type, together with the polynomial fit. The entries were binned, with an interval of one subspectral type, separately for LC I, II and III (filled circles) and LC IV and V (open circles), to understand their similarity. Figure 3 shows the same DSB with all entries binned with an interval of 2.5 subspectral type. It is clear that the spectral metric is not smooth, especially for the (V,J) pair. It presents a period of about one spectral type plus some possible fine structures. In fact no polynomial of reasonable degree is able to reproduce the exact structure of the DSB and we must always keep in mind the 2% rms bias on the diameter.
Comparison of diameter predictions with recent measurements
To test the diameter predictions of our model, we computed the diameter of eight stars, which had recently been measured by interferometry and not used for the polynomial fit. Figure 4 shows the computed diameters as a function of the measured ones. The agreement is excellent, with a mean-squared difference between measured and computed diameters that is expressed in noise units of about 0.5. 
The JMMC stellar diameter catalogue
We used the present formalism to compute the angular diameters of stars in the Tycho2 catalog 7 (Høg et al. 2000) with known spectral type. The resulting median diameter error is 1.1%. About 453 000 stars have an associated internal diameter χ 2 θ less than 5, and 393 000 less than 2.
Simplified formula
For a star which could be absent in the JMMC catalog and for which two tycho-like magnitudes and a spectral type are known, it is easy to derive a diameter estimate using the formula below.
Knowing the DSB polynomial values p and their errors σ p , the stellar diameter (mas) and its relative error may quickly be computed using the following formulas:
and
with X=J, H or Ks. Table 1 provides the pair (p, σ p ) for the (V,Ks) photometries and stars of spectral type O5 to M6. It is also possible to estimate angular diameters without a precise knowledge of the spectral type, but with a degraded precision. For a star whose spectral type is known within some range, it suffices to replace in Eq. 9 and Eq. 10, the pair (p, σ p ) by the pair (a, σ a ), where a is the mean value of p, and σ a its dispersion over the spectral range. If the spectral type is in the range O5-M6, then for any X, (a, σ a )=(0.56, 0.12), for the range A0-M6, (a, σ a )=(0.62, 0.05), which respectively provides 28% and 12% diameter error.
Conclusion
Our approach to predict stellar angular diameters is based on the modeling of the relationship between angular diameters and pho- (Johnson et al. 2014; Boffin et al. 2014; Tanner et al. 2015; Boyajian et al. 2015; Arroyo-Torres et al. 2015) . The agreement is excellent, with a meansquared difference between measured and computed diameters expressed in noise units of 0.5. The straight dotted line corresponds to x=y.
tometries. We developed a new methodology that is based on two reddening-free observables: 1) a distance indicator called pseudomagnitude and 2) the differential surface brightness, a handy quasi-experimental observable, that is independent of distance and specific to each star. This, together with our new database of measured angular diameters, allows us to provide estimates of star diameters with statistical errors of ∼ 1.1%, plus possible biases of ∼ 2%. It permits us to upgrade the JSDC catalog of stellar diameters to about 453 000 stars, a tenfold improvement in number of stars and diameter precision.
The polynomial method developed in this work may be used with any photometric system, selecting optical bands that best represent the stellar continuum. However, the exercise has severe limits because the DSB is not smooth. The only way to reduce the biases and to go beyond 1% error is to measure its structure for all spectral types and luminosity classes. This emphasises this importance to get precise photometry with biases smaller than 1% and above all the importance of optical interferometry to get precise and numerous angular diameters. 
