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Abstract
This paper studies the W -stability of the solutions of nonlinear impulsive functional differential systems by using Lyapunov
functions and Razumikhin technique. Some results that guarantee the W -stability and W -uniform stability are obtained here. And
the asymptotical stability criteria of nonlinear impulsive functional differential systems are then established by using theW -uniform
stability, which show the advantages of the obtained results.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Impulsive functional differential systems arise naturally from a wide variety of applications such as drug
administration, control technology, the inspection processes in operations research, and threshold theory in biology
and the like [1,2,12,14]. So the stability properties of impulsive functional differential systems are the subject of
investigation [3,5–7]. Moreover, many classical results have been extended to impulsive functional systems [3,4,12].
There has been a significant development in the theory impulsive functional differential systems in the past several
years [5–11,15,16]. It is well-known thatW -stability plays an important role in investigating the stability of functional
differential systems. However, to our knowledge there has been very little existing work on the W -stability of trivial
solutions of impulsive functional differential systems [12].
In this note, we consider nonlinear impulsive functional differential systems by using Lyapunov functions and the
Razumikhin technique; we get some results that guarantee theW -stability andW -uniform stability. As an application,
we consider the stability of a kind of impulsive functional differential systems by virtue ofW -stability andW -uniform
stability.
The rest of this paper is organized as follows. In Section 2, we introduce some notations and definitions. Then
in Section 3, we establish several criteria on W -stability, W -uniform stability for impulsive functional differential
systems by using Lyapunov functions and Razumikhin technique, and finally we give an application to illustrate our
results in Section 4.
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2. Preliminaries
Let R denote the set of real numbers, R+ the set of nonnegative real numbers and Rn the n-dimensional real space
equipped with the Euclidean norm ‖ · ‖.
We consider the impulsive functional differential systems
x ′(t) = f (t, xt ), t ≥ t0, t 6= tk,
x(t) = φ(t), t0 − r ≤ t ≤ t0,
1x |t=tk = x(tk)− x(t−k ) = Ik(tk, xt−k ), k = 1, 2 . . .
(2.1)
and 
x ′(t) = f (t, xt )+ g(t), t ≥ t0, t 6= tk,
x(t) = φ(t), t0 − r ≤ t ≤ t0,
1x |t=tk = x(tk)− x(t−k ) = Ik(tk, xt−k ), k = 1, 2 . . . ,
(2.2)
where the impulse times tk satisfy 0 ≤ t0 < t1 < · · · < tk < · · · , limk→+∞ tk = +∞ and x ′ denotes the right-hand
derivative of x .
Let C be an open set in PC([−r, 0], Rn), where PC([−r, 0], Rn) = {ψ : [−r, 0] → Rn , is continuous everywhere
except at finite number of points tk , at which ψ(t
+
k ) and ψ(t
−
k ) exist and ψ(t
+
k ) = ψ(tk)}. Cn = {ψ : ψ ∈
PC([−r, 0], Rn)}, CHn = {ψ : ψ ∈ C, ‖ψ‖cn = sup−r≤θ≤0 |ψ(θ)| ≤ H}, RnH = {x : x ∈ Rn, |x | ≤ H}.Ik(t, x) ∈
C(R × PC([−r, 0], Rn), Rn), k ≥ 1. f ∈ C([tk−1, tk) × CHn , Rn), f (t, 0) = 0, g(t) ∈ C(R, Rn). For each
t ≥ t0, xt ∈ C is defined by xt (s) = x(t + s),−r ≤ s ≤ 0, where | · | denotes the norm of the vector in Rn .
Definition 2.1. The function V (t, x) : [0,∞)× Rn → R+ belongs to class v0 if
(A1) V is continuous on each of the sets [tk−1, tk)× Rn and lim(t,y)→(t−k ,x) V (t, y) = V (t
−
k , x) exists;
(A2) V (t, x) is locally Lipschitzian in x and V (t, 0) ≡ 0.
Definition 2.2. The function V (t, ψ) : [0,∞)× Cn → R+ belongs to class v0(·) if
(A1) V is continuous on each of the sets [tk−1, tk)× Cn and lim(t,ψ)→(t−k ,ϕ) V (t, ψ) = V (t
−
k , ϕ) exists;
(A2) V (t, ψ) is locally Lipschitzian in ψ in each compact set in Cn and V (t, 0) ≡ 0.
Definition 2.3. Let V ∈ v0, for any (t, x) ∈ [tk−1, tk)× Rn , the upper right-hand Dini derivative of V (t, x) along the
solution of (2.1) is defined by
D+V (t, ψ(0)) = lim sup
h→0+
{V (t + h, ψ(0)+ h f (t, ψ))− V (t, ψ(0))}/h.
Definition 2.4. Let V ∈ v(·), for any (t, ψ) ∈ [tk−1, tk)× Cn , the upper right-hand Dini derivative of V (t, ψ) along
the solution of (2.1) is defined by
D+V (t, ψ)
∣∣
(2.1) = lim sup
h→0+
{V (t + h, xt+h(t, ψ))− V (t, ψ)}/h.
Remark 2.1. Similarly, we can define D+V (t, ψ(0))
∣∣
(2.2) and D
+V (t, ψ)
∣∣
(2.2).
Definition 2.5. A continuous function f : R+ → R+ is called a wedge function if f (0) = 0 and f (s) is strictly
increasing.
Definition 2.6. Assume that x(t) = x(t, t0, φ)be the solution of (2.2) through (t0, φ). Then the zero solution of (2.1)
is said to be
(1) W -stable, if for any t0 ≥ 0, there exists a δ = δ(t0) > 0 such that for any g ∈ C([t0,+∞], Rn) satisfies
limt→∞ g(t) = 0, when the solution x(t) of (2.2) fulfills |x(t)| ≤ δ, t ≥ t0, then limt→∞ x(t) = 0.
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(2) W -uniformly stable, if there exist wedge function W4 and function T : R+ → R+ such that for any
ε > 0, t0 ≥ 0, g ∈ C([t0, t0 + T (ε)], Rn), when |g(t)| ≤ W4(ε), t ∈ [t0, t0 + T (ε)] and the solution x(t) of
(2.2) fulfills |x(t)| ≤ H, t ∈ [t0, t0 + T (ε)], then there exists η ∈ [t0, t0 + T (ε)] such that |x(η)| < ε.
As to the global existence of the solution of (2.1) and (2.2), readers may refer to [3,13]. So we always assume the
solution of (2.1) and (2.2), x(t) = x(t, t0, φ) through (t0, φ) existing on [t0 − r,∞) in this paper.
3. Main results
In this section, we shall establish some theorems which provide sufficient conditions forW -stability andW -uniform
stability of the trivial solution of (2.1) via Lyapunov functions and Razumikhin technique.
Theorem 3.1. Assume that
(i) W1(|ψ(0)|) ≤ V (t, ψ) ≤ W2(‖ψ‖cn ), t ∈ R+, ψ ∈ CHn , where Wi : R+ → R+ are wedge functions,
i = 1, 2, V (t, ψ) ∈ v(·);
(ii) for t 6= tk, D+V
∣∣
(2.1)(t, ψ) ≤ −W3(V (t, ψ)), k = 1, 2, . . . ;
(iii) for t = tk , one of the following conditions holds:
(a) V (t−k , ψ)(1− βk) ≤ V (tk, ψ + Ik(tk, ψ)) ≤ V (t−k , ψ), where
∑∞
k=1 βk <∞, βk ∈ (0, 1), k = 1, 2, . . . ;
(b) V (t−k , ψ) ≤ V (tk, ψ+ Ik(tk, ψ)) ≤ (1+αk)V (t−k , ψ), where
∏∞
k=1(1+αk) <∞, αk ∈ (0, 1), k = 1, 2, . . . ;
(iv) there exists a constant N > 0 such that
|V (t, ψ˜)− V (t, ψ)| ≤ N |ψ˜ − ψ |, t ≥ t0, ψ˜, ψ ∈ CHn .
Then the zero solution of (2.1) is W-stable.
Proof. Let x(t) = x(t, t0, φ) be a solution of (2.2) through (t0, φ) which exists on [t0 − r,∞) and satisfies
|x(t)| ≤ H . For convenience, let V (t) = V (t, xt ), then in view of conditions (ii) and (iv), it is easy to find that
for t 6= tk, k = 1, 2, . . . ,
D+V
∣∣
(2.2)(t) ≤ D+V
∣∣
(2.1)(t)+ N |g(t)|
≤ −W3(V (t, ψ))+ N |g(t)|. (3.1)
Set
lim
t→∞V (t) = σ , limt→∞V (t) = σ .
Next we show that σ = σ . Suppose this is not true, then σ > σ . Choose proper positive numbers µ, γ > 0 such that
σ − 2γ > σ + µ.
There are two cases:
Case (1): If (a) holds. Since
∑∞
k=1 βk < ∞, βk ∈ (0, 1), k = 1, 2, . . . , there exists a positive integer T1 > 0 such
that
βn <
µ
4
σ + µ2
, n > T1. (3.2)
On the other hand, one may choose sequences {pn}∞n=1, {qn}∞n=1, where tT1+1 ≤ pn < qn, n = 1, 2, . . . . pn →∞, qn →∞ (n →∞) such that
V (p−n ) ≥ σ +
µ
2
, V (pn) ≤ σ + µ2 , (3.3)
V (q−n ) = σ − γ
and
σ + µ
4
< V (t) < σ − γ, t ∈ (pn, qn). (3.4)
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In fact, since V (tk, ψ + Ik(tk, φ)) ≤ V (t−k , ψ), the choice of qn is valid. Next we claim that (3.4) is feasible. If pn is
not an impulsive point, then it is obvious that
V (pn) = V (p−n ) = σ +
µ
2
> σ + µ
4
.
If pn is some impulsive point (suppose pn = tm > tT1+1), we also claim that V (pn) > σ + µ4 . Or else, then
V (pn) ≤ σ + µ4 , in view of (3.3) and condition (a) we can get
V (t−m )(1− βm) ≤ V (tm),
which implies that βm ≥
µ
4
σ+µ2
,m > T1 + 1, which is a contradiction with (3.2). So (3.4) is feasible if we give some
proper changes for pn, qn .
On the other hand, since limt→∞ g(t) = 0, there exists a T2 > 0 such that
|g(t)| < W3
(
σ + µ4
)
N
.
So for t ∈ [tk, tk+1) ⊆ (pn, qn), pn > T, T = max{t[T1]+1, T2}, we get
D+V
∣∣
(2.2)(t) ≤ −W3
(
σ + µ
4
)
+ N |g(t)| < 0.
Considering V (t−k ) ≥ V (tk), it is obvious that V (t) is nondecreasing in t for t ∈ (pn, qn). So we have V (pn) ≥
V (q−n ), which implies that σ + µ2 ≥ σ − γ, which is a contradiction. Hence, we obtain σ = σ .
Next we can show that σ = σ = 0. The proof is similar to the proof of Theorem 6.6.1 in [14] once we note that
V (tk) ≤ V (t−k ). The details of the proof are omitted.
Case (2): If (b) holds. Since
∏∞
k=1(1+αk) <∞, αk ≥ 0, k = 1, 2, . . . , there exists a positive integer N1 > 0 such
that
∞∑
k=N1
αk <
σ − 2γ − σ − µ2
σ − γ (3.5)
and
αn < min
{ µ
4
σ + µ4
,
γ
σ − 2γ
}
, n > N1. (3.6)
Similarly, we can choose proper sequences {pn}∞n=1, {qn}∞n=1, where tN1+1 < pn < qn, n = 1, 2, . . . .pn →∞, qn →∞(n →∞) satisfies
V (p−n ) ≤ σ +
µ
4
, V (pn) ≥ σ + µ4 ,
V (q−n ) ≤ σ − γ, V (qn) ≥ σ − γ
and
σ + µ
4
< V (t) < σ − γ, t ∈ (pn, qn),
where the choice of qn is feasible since condition (b) holds.
Furthermore we prove that V (pn) < σ + µ2 . First it is obvious that the conclusion is true if pn is not any impulsive
point. Otherwise, then let pn = tn > tN1+1, where tn is some impulsive point, then V (tn) ≥ σ + µ2 . Similarly to the
proof in Case (1), we get
σ + µ
2
≤ V (tn) ≤ V (t−n )(1+ αn) ≤
(
σ + µ
4
)
(1+ αn),
which implies that
αn ≥
µ
4
σ + µ4
, n > N1 + 1,
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which contradicts (3.6). So we get V (pn) < σ + µ2 .
Similarly, we can show that V (q−n ) > σ − 2γ, which we have omitted in the proof once we note (3.6).
Since limt→∞ g(t) = 0, there exists N2 > 0 such that
|g(t)| < W3
(
σ + µ4
)
N
.
So for t ∈ [tk, tk+1) ⊆ (pn, qn), pn > T, T = max{tN1+1, N2}, we have
D+V
∣∣
(2.2)(t) ≤ −W3
(
σ + µ
4
)
+ N |g(t)| < 0.
Consequently, integrating the above form from pn to qn , we get
V (q−n )− V (pn) ≤
∑
tk∈(pn ,qn)
[V (tk)− V (t−k )] ≤
∑
tk∈(pn ,qn)
V (t−k )αk ≤
∑
tk∈(pn ,qn)
αk(σ − γ ).
By virtue of V (q−n ) > σ − 2γ and V (pn) < σ + µ2 , we can obtain∑
tk∈(pn ,qn)
αk ≥ σ − 2γ − σ −
µ
2
σ − γ ,
which contradicts (3.5).
Next we show that σ = σ = 0. Suppose this is not true. there exists N0 > 0 such that
σ
2
≤ V (t) ≤ 3σ
2
, |g(t)| < W3
(
σ
2
)
2N
, t ≥ N0,
in view of limt→∞ g(t) = 0. So considering condition (ii), we have for t ∈ [tk, tk+1), t > N0,
D+V
∣∣
(2.2)(t) ≤ −
1
2
W3
(
σ
2
)
.
Integrating the above inequality from M to t , considering
∑∞
k=1 αk <∞, we get
V (t) ≤ V (M)− 1
2
W3
(
σ
2
)
(t − M)+
∑
tk∈(M,∞)
[V (tk)− V (t−k )]
≤ W2(H)− 12W3
(
σ
2
)
(t − M)+W2(H)
∑
tk∈(M,∞)
αk →−∞, t →∞,
which is a contradiction. So we arrive at σ = 0, which implies that limt→∞ x(t) = 0. The proof of Theorem 3.1 is
complete. 
Theorem 3.2. Assume that
(i) W1(|x |) ≤ V (t, x) ≤ W2(|x |), t ∈ R+, x ∈ RHn , where Wi : R+ → R+ are wedge functions, i = 1, 2, V (t, x)
∈ v0;
(ii) for t = tk, V (tk, ψ(0) + Ik(tk, ψ)) − V (t−k , ψ(0)) ≤ βkV (t−k , ψ(0)), where
∑∞
k=1 βk < ∞, βk ≥ 0, k =
1, 2, . . . ;
(iii) for any ψ ∈ CHn , if P(V (t, ψ(0))) > V (t + θ, ψ(θ)),−r ≤ θ ≤ 0, t 6= tk , then D+V
∣∣
(2.1)(t, ψ(0)) ≤
−W3(V (t, ψ(0))), where p : R+ → R+ is a continuous function which is nondecreasing in t for t ∈ (0,∞)
and for s > 0, P(s) > s.
(iv) there exists a constant N > 0 such that
|V (t, x˜)− V (t, x)| ≤ N |˜x − x |, t ≥ t0, x˜, x ∈ RHn .
Then the zero solution of (2.1) is W-uniformly stable.
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Proof. For convenience, let V (t) = V (t, x(t)). Choose W4(t) = 12N W3(W1(t)), t ≥ 0. For any ε > 0, we define
α(ε) = inf
W1(ε)≤s≤W2(H)
{p(s)− s}.
Choose a positive number N (ε) that satisfies
W1(ε)+ (N (ε)− 1)α(ε) ≤ W2(H) ≤ W1(ε)+ N (ε)α(ε). (3.7)
Since β =∑∞k=1 βk <∞, there exists enough large positive integer K (ε) > 0 such that
∞∑
k=K (ε)
βk <
α(ε)
8W2(H)
. (3.8)
Set
T1(ε) = 2(1+ β)W2(H)W3(ε) + tK (ε) + 1,
T (ε) = (2N (ε)+ 1)T1(ε)+ (2N (ε)− 1)r.
Let x(t) = x(t, t0, φ) be a solution of (2.2) through (t0, φ) which exists on [t0−r, t0+T (ε)] and satisfies |x(t)| ≤ H .
Suppose |g(t)| ≤ W4(ε), t ∈ [t0, t0+ T (ε)]. First, we claim that there exists a τ1 ∈ [t0+ T1(ε), t0+ 2T1(ε)] such that
V (τ1) < W1(ε)+ (N (ε)− 1)α(ε). (3.9)
Suppose this assertion is not true, then for all t ∈ [t0 + T1(ε), t0 + 2T1(ε)], we have
V (t) ≥ W1(ε)+ (N (ε)− 1)α(ε).
Hence,
p(V (t)) ≥ V (t)+ α(ε) ≥ W1(ε)+ N (ε)α(ε)
≥ W2(H) ≥ V (ξ), t − r ≤ ξ ≤ t, t ∈ [t0 + T1(ε), t0 + 2T1(ε)].
Using condition (iv) and the choice of W4, we get for t ∈ [tk, tk+1) ⊆ [t0 + T1(ε), t0 + 2T1(ε)],
D+V
∣∣
(2.2)(t) ≤ −W3(V (t))+ N |g(t)| ≤ −
1
2
W3(W1(ε)).
Integrating the above form from t0 + T1(ε) to t0 + 2T1(ε), we get
V (t0 + 2T1(ε)) ≤ V (t0 + T1(ε))− 12W3(W1(ε))T1(ε)+
∑
tk∈[t0+T1(ε),t0+2T1(ε)]
[V (tk)− V (t−k )]
≤ W2(H)− 12W3(W1(ε))T1(ε)+W2(H)
∑
tk∈[t0+T1(ε),t0+2T1(ε)]
βk
< (1+ β)W2(H)− 12W3(W1(ε))T1(ε)
< 0,
which is a contradiction. So (3.9) holds.
Next we prove that for all t > τ1,
V (t) < W1(ε)+ (N (ε)− 1)α(ε)+ α(ε)2 . (3.10)
Suppose this is not true, then let τ2 = inf{t ∈ (τ1,∞)|V (τ2) ≥ W1(ε)+ (N (ε)− 1)α(ε)+ α(ε)2 }, thus,
V (τ2) ≥ W1(ε)+ (N (ε)− 1)α(ε)+ α(ε)2 ,
V (τ−2 ) ≤ W1(ε)+ (N (ε)− 1)α(ε)+
α(ε)
2
(3.11)
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and
V (t) < W1(ε)+ (N (ε)− 1)α(ε)+ α(ε)2 , t ∈ [τ1, τ2).
Furthermore, we can show that
V (τ−2 ) > W1(ε)+ (N (ε)− 1)α(ε)+
3α(ε)
8
. (3.12)
Otherwise, then
V (τ−2 ) ≤ W1(ε)+ (N (ε)− 1)α(ε)+
3α(ε)
8
.
It is obvious that τ2 is some impulsive point in view of the definition of τ2. Suppose τ2 = tm (>t0 + T1(ε)), by (3.11)
we get
βmW2(H) ≥ βmV (t−m ) ≥ V (tm)− V (t−m ) ≥
1
8
α(ε),
which implies
βm ≥ α(ε)8W2(H) , m > K (ε).
This is in contradiction with (3.8). So (3.12) holds.
Then we can define τ3 = sup{s ∈ [τ1, τ2) : V (s) ≤ W1(ε)+ (N (ε)− 1)α(ε)}, since (3.9) and (3.12) hold. Thus,
V (τ−3 ) ≤ W1(ε)+ (N (ε)− 1)α(ε), V (τ3) ≥ W1(ε)+ (N (ε)− 1)α(ε)
and
W1(ε)+ (N (ε)− 1)α(ε) < V (t) < W1(ε)+ (N (ε)− 1)α(ε)α(ε)2 , t ∈ [τ3, τ2). (3.13)
Also, we have
V (τ3) ≤ W1(ε)+ (N (ε)− 1)α(ε)+ α(ε)8 . (3.14)
Or else, then
V (τ3) > W1(ε)+ (N (ε)− 1)α(ε)+ α(ε)8 .
It is obvious that τ3 = tk , which is some impulsive point (tk > t0 + T1(ε)), since V (τ−3 ) ≤ W1(ε)+ (N (ε)− 1)α(ε).
Similarly, we can get
βkW2(H) ≥ βkV (t−k ) ≥ V (tk)− V (t−k ) ≥
1
8
α(ε),
which implies that
βk ≥ α(ε)8W2(H) , k > K (ε),
which contradicts (3.8). So (3.14) holds.
By (3.13), we get
p(V (t)) ≥ V (t)+ α(ε) ≥ W1(ε)+ N (ε)α(ε)
≥ W2(H) ≥ V (ξ), t − r ≤ ξ ≤ t, t ∈ (τ3, τ2).
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Using condition (iv) and the choice of W4, we get for t ∈ (τ3, τ2), t 6= tk ,
D+V
∣∣
(2.2)(t) ≤ D+V
∣∣
(2.1)(t)+ N |g(t)|
≤ −W3(V (t, x(t)))+ N 12N W3(W1(ε))
≤ −W3(W1(ε))+ 12W3(W1(ε))
= −1
2
W3(W1(ε))
≤ 0.
Integrating the above inequality from τ3 to τ2, we get
V (τ−2 )− V (τ3) ≤
∑
tk∈(τ3,τ2)
V (tk)− V (t−k ) ≤
∑
tk∈(τ3,τ2)
βkV (t
−
k ) ≤
∑
tk∈(τ3,τ2)
βkW2(H).
In view of (3.12) and (3.14), we obtain∑
tk∈(τ3,τ2)
βk ≥ α(ε)8W2(H) ,
which contradicts (3.8). So (3.10) holds.
Therefore, for t ≥ t0 + 2T1(ε),
V (t) < W1(ε)+ (N (ε)− 1)α(ε)+ α(ε)2 .
Arguing as in (3.10), it is easy to check for t ≥ t0 + 3T1(ε)+ r
V (t) < W1(ε)+ (N (ε)− 1)α(ε),
and for t ≥ t0 + 4T1(ε)+ 2r
V (t) < W1(ε)+ (N (ε)− 2)α(ε)+ α(ε)2 .
By induction hypothesis, we may prove, in general, that for t ≥ t0 + (i + 2)T1(ε)+ ir
V (t) < W1(ε)+ (N (ε)− 1)α(ε)− α(ε)2 × (i − 1).
In particular, let i = 2N (ε)− 1, then for t ≥ t0 + (2N (ε)+ 1)T1(ε)+ (2N (ε)− 1)r
V (t) < W1(ε).
Hence, we arrive at
V (t0 + T (ε)) < W1(ε),
which implies that
|x(t0 + T (ε))| < ε.
The proof of Theorem 3.2 is therefore complete. 
Remark 3.1. From the procedure of Theorem 3.2, one can easily verify that the zero solution of (2.1) is W -stable
under the same conditions with Theorem 3.2.
Remark 3.2. We can easily see that the requirements of D+V is too strict in Theorem 3.2, it is desirable to find
conditions that reduce the restriction for D+V , next we shall deal with this problem through the use of impulses,
which shows the effect of impulses on the solutions.
Theorem 3.3. Assume that
(i) W1(|x |) ≤ V (t, x) ≤ W2(|x |), t ∈ R+, x ∈ RHn , where Wi : R+ → R+ are wedge functions, i = 1, 2, V (t, x)
∈ v0;
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(ii) for t = tk, V (tk, ψ(0)+ Ik(tk, ψ)) ≤ (1−βk)V (t−k , ψ(0)), where βk ∈ [η, 1), η > 0 is a constant, k = 1, 2, . . . ;
(iii) for any ψ ∈ CHn , if P(V (t, ψ(0))) > V (t + θ, ψ(θ)),−r ≤ θ ≤ 0, t 6= tk , then
D+V
∣∣
(2.1)(t, ψ(0)) ≤ 0,
where p : R+ → R+ is a continuous function which is nondecreasing in t for t ∈ (0,∞) and for s > 0,
P(s) > s.
(iv) tk+1 − tk ≤ τ, τ > 0 is a constant, k = 1, 2, . . . .
Then the zero solution of (2.1) is W-uniformly stable.
Proof. For convenience, let V (t) = V (t, x(t)). Choose W4(t) = ηW1(t)2Nτ , t ≥ 0. For any ε > 0, we choose
α(ε), N (ε), K (ε) that are the same as in the definition of Theorem 3.2 such that (3.7) and (3.8) still hold. Set
T1(ε) = 2W2(H)τ
ηW1(ε)
+ tK (ε) + 1,
T (ε) = (2N (ε)+ 1)T1(ε)+ (2N (ε)− 1)r.
Let x(t) = x(t, t0, φ) be a solution of (2.2) through (t0, φ) which exists on [t0−r, t0+T (ε)] and satisfies |x(t)| ≤ H .
Suppose |g(t)| ≤ W4(ε), t ∈ [t0, t0+ T (ε)]. First, we prove that there exists a τ1 ∈ [t0+ T1(ε), t0+ 2T1(ε)] such that
V (τ1) < W1(ε)+ (N (ε)− 1)α(ε). (3.15)
Suppose this is not true, then for all t ∈ [t0 + T1(ε), t0 + 2T1(ε)], we have
V (τ1) ≥ W1(ε)+ (N (ε)− 1)α(ε).
Hence,
p(V (t)) ≥ V (t)+ α(ε) ≥ W1(ε)+ N (ε)α(ε)
≥ W2(H) ≥ V (ξ), t − r ≤ ξ ≤ t, t ∈ [t0 + T1(ε), t0 + 2T1(ε)].
In view of condition (iii) and the choice of W4, we have for t ∈ [tk, tk+1) ⊆ [t0 + T1(ε), t0 + 2T1(ε)],
D+V
∣∣
(2.2)(t, φ(0)) ≤ D+V
∣∣
(2.1)(t, φ(0))+ N |g(t)|
≤ NW4(ε) ≤ ηW1(t)2τ .
Integrating the above form from t0 + T1(ε) to t0 + 2T1(ε), we obtain
V (t0 + 2T (ε)) ≤ V (t0 + T1(ε))+ ηW1(t)2τ T1(ε)+
∑
tk∈[t0+T1(ε),t0+2T1(ε)]
[V (tk)− V (t−k )]
≤ W2(H)+ ηW1(t)2τ T1(ε)−W1(ε)
∑
tk∈[t0+T1(ε),t0+2T1(ε)]
βk
≤ W2(H)+ ηW1(t)2τ T1(ε)−W1(ε)
T1(ε)
τ
η
≤ W2(H)− ηW1(t)2τ T1(ε)
< 0,
which is a contradiction. So (3.15) holds.
The rest of the argument is the same as was employed in the proof of Theorem 3.2, here we omit it partly. Finally,
we arrive at V (t0 + T (ε)) < W1(ε), which implies that |x(t0 + T (ε))| < ε. The proof is therefore complete. 
Corollary 3.1. Assume that condition (i) and (iv) in Theorem 3.1 hold. Moreover suppose that
(i′) t 6= tk, k = 1, 2, . . . , D+V
∣∣
(2.1)(t, ψ) ≤ 0, ψ ∈ CHn ;
(ii′) for t = tk, V (tk, ψ + Ik(tk, ψ)) ≤ (1− βk)V (t−k , ψ), where βk ∈ [η, 1), η > 0 is a constant, k = 1, 2, . . . ;
(iii′) tk+1 − tk ≤ τ, τ > 0 is a constant, k = 1, 2, . . . .
Then the zero solution of (2.1) is W-uniformly stable.
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4. Application
As an application, we consider the stability of the following impulsive functional differential systems by virtue of
W -stability and W -uniform stability. Some new Razumikhin type theorems on stability are obtained here. Our results
in this paper generalize and improve the results in [14] to some extent.
Consider the following systems
x ′(t) = f (t, xt )+ G(t, yt ), t ≥ t0, t 6= tk,
y′(t) = H(t, xt , yt ), t ≥ t0, t 6= tk,
x(t) = φ(t), t0 − r ≤ t ≤ t0,
y(t) = ψ(t), t0 − r ≤ t ≤ t0,
1x |t=tk = x(tk)− x(t−k ) = Ik(tk, xt−k ), k = 1, 2 . . . ,
1y|t=tk = y(tk)− y(t−k ) = Jk(tk, xt−k ), k = 1, 2 . . . ,
(4.1)
where x ∈ Rn, y ∈ Rm, f ∈ C[R+ × CHn , Rn],G ∈ C[R+ × CHn , Rn], H ∈ C[R+ × CHn × CHm , Rm], f (t, 0, 0) =
G(t, 0, 0) = 0, H(t, 0, 0) = 0.
Theorem 4.1. Assume that
(i) W1(|x | + |y|) ≤ V (t, x, y) ≤ W2(|x | + |y|), t ∈ R+, x ∈ Rn, y ∈ Rm, where Wi : R+ → R+ are wedge
functions, i = 1, 2, 3, V (t, x, y) ∈ C[R+ × RHn × RHm , R+];
(ii) for any ψ1 ∈ CHn , ψ2 ∈ CHm , if P(V (t, ψ1(0), ψ2(0))) > V (t + θ, ψ1(θ), ψ2(θ)),−r ≤ θ ≤ 0, t 6= tk , then
D+V
∣∣
(4.1)(t, ψ1(0), ψ2(0)) ≤ −W3(ψ2(0)),
where p : R+ → R+ is a continuous function which is nondecreasing in t for t ∈ (0,∞) and for
s > 0, P(s) > s;
(iii) for t = tk, V (tk, ψ1(0)+ Ik(tk, ψ1), ψ2(0)+ Jk(tk, ψ2))−V (t−k , ψ1(0), ψ2(0)) ≤ βkV (t−k , ψ1(0), ψ2(0)), where∏∞
k=1(1+ βk) <∞, βk ≥ 0, k = 1, 2, . . . ;
(iv) H(t, x, y) ≤ 0 if there exist ρ1, ρ2 which satisfy ρ2 > ρ1 > 0 such that ρ1 < |y| < ρ2;
(v) |G(t, ψ2)| ≤ L(‖ψ2‖cm ) for all t ≥ 0, ψ2 ∈ CHm , where L(s) is a wedge function;
(vi) |Jk(x)| ≤ λk |x | and λk ≥ 0 satisfies∑∞k=1 λk <∞;
(vii) the zero solution of (2.1) is W-stable.
Then the zero solution of (4.1) is uniformly stable and asymptotically stable.
Proof. Let z(t) = (x(t, t0, φ1, φ2), y(t, t0, φ1, φ2)) be a solution of (4.1) through (t0, φ1, φ2) existing on [t0 − r,∞).
We define |z| = |x | + |y|.
First, we shall prove that the zero solution of (4.1) is uniformly stable. Let β = ∏∞k=1(1 + βk) < ∞. For any
ε > 0 (<H), we may choose a δ > 0 such that W2(δ) ≤ β−1W1(ε). For any ψ1 ∈ CHn , ψ2 ∈ CHm satisfies
‖ψ1‖cn + ‖ψ2‖cm < δ, then for t0 − r ≤ t ≤ t0, it is obvious that
W1(|z|) ≤ V (t, z(t)) ≤ W2(δ) ≤ β−1W1(ε).
Then we can prove for t ∈ [t0, t1),
V (t, z(t)) ≤ β−1W1(ε). (4.2)
If this is not true, then there exists a tˆ ∈ [t0, t1) such that V (tˆ, z(tˆ)) > β−1W1(ε). Set
tˇ = sup{t |s ∈ [t0, t), V (s, z(s)) ≤ β−1W1(ε)}.
It is obvious that tˇ < tˆ . Then it follows that
(1a) V (t, z(t)) ≤ β−1W1(ε), t ∈ [t0, tˇ);
(2a) V (tˇ, z(tˇ)) = β−1W1(ε);
(3a) For any δ > 0, there exists a tˇδ ∈⋃+(tˇ,δ), such that V (tˇδ, z(tˇδ)) > β−1W1(ε).
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On the other hand, since
P(V (tˇ, z(tˇ))) > V (tˇ, z(tˇ)) = β−1W1(ε) ≥ V (ξ, z(ξ)), tˇ − r ≤ ξ ≤ tˇ .
Using (ii), we obtain
D+V (tˇ, z(tˇ)) ≤ −W3(V (tˇ, z(tˇ))) ≤ 0,
which is in contradiction with (3a). So (4.2) holds.
Considering
V (t1, z(t1)) = (1+ β1)V (t−1 , z(t−1 )) ≤ β−1(1+ β1)W1(ε),
we shall prove that for t ∈ [t1, t2),
V (t, z(t)) ≤ β−1(1+ β1)W1(ε). (4.3)
Suppose this is not true, then let
tˇ = sup{t |s ∈ [t1, t), V (s, z(s)) ≤ β−1(1+ β1)W1(ε)}.
Then we can obtain a contradiction by the same arguments as in the proof of (4.2). So (4.3) holds.
By induction hypothesis, we may prove, in general, that for t ∈ [tm, tm+1),
V (t, z(t)) ≤ β−1(1+ β1)(1+ β2) · · · (1+ βm)W1(ε).
Finally, we arrive at
W1(|z(t)|) ≤ V (t, z(t)) ≤ β−1
∏
t0<tk<t
(1+ βk)W1(ε) < W1(ε), t ≥ t0.
Hence, |z(t)| < ε, t ≥ t0.
In view of the choice of δ, the zero solution of (4.1) is uniformly stable.
Next we prove that the zero solution of (4.1) is asymptotically stable. For any ε > 0, choose a δ(ε) > 0 such that
δ(ε)+ L−1(δ(ε)) < W−12 (W1(ε)). (4.4)
Choosing α(ε) > 0 satisfies
α(ε) ≤ inf
W1(ε)≤s≤W2(H)
{p(s)− s}. (4.5)
In view of
∑∞
k=1 λk <∞, we can choose a large enough integer K1 such that
∞∑
k=K1
λk <
1
8
, k > K1. (4.6)
Since
∏∞
k=1(1+ βk) <∞ implies
∑∞
k=1 βk = γ <∞, there exists a positive integer K (ε) > K1 such that
∞∑
k=K (ε)
βk <
δ(ε)
8W2(H)
. (4.7)
Set
T1(ε) = (1+ ζ )W2(H)
W3(
L−1(W4δ(ε))
2 )
+ tK (ε)+1 + r,
T (ε) = max{T2(δ(ε)), (2N (ε)+ 1)T1(ε)+ (2N (ε)− 1)r + 1},
where T2,W4 satisfies the requirement of Definition 2.6.
Since the zero solution of (4.1) is uniformly stable, for any given H > 0, there exists a δ(H) > 0 such that
‖ψ1‖cn + ‖ψ2‖cm < δ(H)implies that |x(t)| + |y(t)| ≤ H, t ≥ t0. Also, we have |y(t)| ≤ H, t ≥ t0.
We choose a positive integer N (ε) which satisfies
W1(ε)+ (N (ε)− 1)α(ε) < W2(H) < W1(ε)+ N (ε)α(ε).
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First we claim that there exists a τ1 ∈ [t0 + T (ε), t0 + 2T (ε)] such that
V (τ1) < W1(ε)+ (N (ε)− 1)α(ε). (4.8)
Suppose this is not true, then for all t ∈ [t0 + T (ε), t0 + 2T (ε)], we have
V (t) ≥ W1(ε)+ (N (ε)− 1)α(ε). (4.9)
Consequently, it follows that
p(V (t)) ≥ α(ε)+ V (t) ≥ W1(ε)+ N (ε)α(ε)
> W2(H) ≥ V (ξ), t − r ≤ ξ ≤ t, t ∈ [t0 + T (ε), t0 + 2T (ε)].
Using condition (ii), we have for t ∈ [tk, tk+1) ⊆ [t0 + T (ε), t0 + 2T (ε)],
D+V (t) ≤ −W3(|y(t)|), (4.10)
which implies that there exists a τ2 ∈ [t0 + T (ε), t0 + 2T (ε)] such that
|y(τ2)| < 12 L
−1(W4(δ(ε))). (4.11)
Suppose this is not true, then for all t ∈ [t0 + T (ε), t0 + 2T (ε)], |y(t)| ≥ 12 L−1(W4(δ(ε))).
Integrating (4.10) from t0 + T (ε) to t0 + 2T (ε), we get
V (t0 + 2T (ε)) ≤ V (t0 + T (ε))−W3
(
1
2
L−1(W4(δ(ε)))
)
T (ε)+
∑
tk∈[t0+T (ε),t0+2T (ε)]
V (tk)− V (t−k )
≤ W2(H)−W3
(
1
2
L−1(W4(δ(ε)))
)
T (ε)+W2(H)
∑
tk∈[t0+T (ε),t0+2T (ε)]
βk
≤ W2(H)(1+ ζ )−W3
(
1
2
L−1(W4(δ(ε)))
)
T (ε)
< 0,
which is a contradiction. So (4.11) holds.
Furthermore, we show there exists a τ3 ∈ (τ2, t0 + 2T (ε)] such that
|y(τ3)| > L−1(W4(δ(ε))). (4.12)
Or else, then y(t) ≤ L−1(W4(δ(ε))), t ∈ (τ2, t0+2T (ε)], which implies that L(y(t)) ≤ W4(δ(ε)), t ∈ (τ2, t0+2T (ε)].
On the other hand, we note that the zero solution of (2.1) isW -stable in view of condition (vii) and ‖y(t)‖ ≤ H, t ≥ t0,
then considering the choice of T (ε) and L(y(t)) ≤ W4(δ(ε)), t ∈ (τ2, t0 + 2T (ε)], there exists τ4 ∈ (τ2, t0 + 2T (ε)]
such that x(τ4) ≤ δ(ε), which implies
|x(τ4)| + |y(τ4)| < δ(ε)+ L−1(W4(δ(ε))) < W−12 (W1(ε)),
in view of (4.4).
i.e.,
V (τ4) < W2(|x(τ4)| + |y(τ4)|) < W1(ε),
which contradicts (4.9). So (4.12) holds.
By (4.11) and (4.12), we obtain that there exists τ5, τ6 which satisfies τ2 ≤ τ5 < τ6 ≤ τ3 such that
|y(τ−5 )| ≤
1
2
L−1(W4(δ(ε))), |y(τ5)| ≥ 12 L
−1(W4(δ(ε))), (4.13)
|y(τ−6 )| ≤ L−1(W4(δ(ε))), |y(τ6)| ≥ L−1(W4(δ(ε)))
and
1
2
L−1(W4(δ(ε))) < |y(t)| < L−1(W4(δ(ε))), t ∈ (τ5, τ6). (4.14)
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Next we show that
|y(τ5)| < 58 L
−1(W4(δ(ε))). (4.15)
Or else, then |y(τ5)| ≥ 58 L−1(W4(δ(ε))) implies τ5 which is some impulsive point in view of (4.13), suppose
τ5 = tm (>τ2), it is not difficult to check that
1
8
L−1(W4(δ(ε))) ≤ |y(tm)| − |y(t−m )| ≤ |y(tm)− y(t−m )|
≤ |Jm(y(t−m ))| ≤ λm |y(t−m )| ≤ λm
1
2
L−1(W4(δ(ε))),
which implies that λm ≥ 14 , which contradicts (4.6).
By the same argument as in (4.15), we can prove that
|y(τ−6 )| >
3
4
L−1(W4(δ(ε))). (4.16)
We omit it. By (4.14)–(4.16), using condition (iv) we can get
1
8
L−1(W4(δ(ε))) ≤ |y(τ−6 )| − |y(τ5)| ≤
∣∣∣∣∣∣
∑
tk∈(τ5,τ6)
y(tk)− y(t−k )
∣∣∣∣∣∣
≤
∑
tk∈(τ5,τ6)
|Jk(y(t−k ))| ≤
∑
tk∈(τ5,τ6)
λkL
−1(W4(δ(ε))),
which implies that∑
tk∈(τ5,τ6)
λk ≥ 18 ,
which is in contradiction with (4.6). So (4.8) holds.
Next we can prove that for all t > τ1,
V (t) < W1(ε)+ (N (ε)− 1)α(ε)+ α(ε)2 ,
whose proof is similar to the proof of the latter parts of Theorem 3.2. We omit it. Finally by induction hypothesis, we
may prove, in general, that for t ≥ t0 + (i + 2)T (ε)+ ir,
V (t) < W1(ε)+ (N (ε)− 1)α(ε)− α(ε)2 × (i − 1).
Especially, let i = 2N (ε)− 1, then for t ≥ t0 + (2N (ε)+ 1)T1(ε)+ (2N (ε)− 1)r ,
V (t) < W1(ε).
Hence, we arrive at
V (t) < W1(ε), t ≥ t0 + T,
which implies that
|x(t)| < ε. t ≥ t0 + T .
The proof is therefore complete. 
Remark 4.1. In [12], the author study the uniform stability and asymptotical stability of (4.1) but without impulse
effect. One condition |H(t, ψ1, ψ2)| ≤ C (C is a constant) is necessary in [12]. In Theorem 4.1 the condition is
replaced by H(t, ψ1, ψ2) ≤ 0, if |ψ2| have upper and lower positive boundedness, which show the effect of impulses
on the solutions.
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Remark 4.2. In this note, we have considered the W -stability and W -uniform stability of impulsive functional
differential systems. By using Lyapunov functions and Razumikhin technique, we have obtained some more general
results. It shows that impulses do contribute to the systems’ stability properties.
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