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Abstract
Equidistant constant weight codes are studied in this paper. The dual distance distribution of
equidistant constant weight codes is investigated and used to obtain upper bounds on the size
of such codes as well as equidistant codes in general.
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1. Introduction
Binary constant weight codes have been extensively studied by many authors. For
a good survey paper, see Brouwer et al. [1]. Recently, there have been several papers
dealing with non-binary CWC. For some references, see [13]. Equidistant codes have
also been studied by a number of authors, mainly as examples of designs and other
combinatorial objects. Some references are [3,7,8,10,11,14,16].
A few papers study codes which are both equidistant and of constant weight, for
example [9,12]. Such codes are the topic of this paper.
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2. Some notations and a basic relation
Consider a Hnite set with q elements and containing a distinguished element (“zero”).
The choice of set does not matter in our context and we will use the set Zq of integers
modulo q. Let Vn(q) be the set of n-tuples (or vectors) over Zq.
Let dH(a; b) denote the Hamming distance between the vectors a and b, and wH(a)
denote the Hamming weight of the vector a. Let Vn;w(q) be the set of n-tuples over
Zq of Hamming weight w.
A code is called constant weight if all the code words have the same weight. A code
is called equidistant if all the distances between distinct code words are the same. Let
Bq(n; d) denote the maximum number M of code words in an equidistant code over Zq
with length n and distance d (called an (n;M; d; q) equidistant code) and Bq(n; d; w)
denote the maximum number M of code words in an equidistant constant weight code
over Zq with length n, distance d, and weight w (called an (n;M; d; w; q) equidistant
constant weight code).
These are closely related as shown by the following theorem:
Theorem 1.
Bq(n; d) = 1 + Bq(n; d; d):
Proof. If C is an (n;M; d; d; q) equidistant constant weight code, then C ∪ {0} is an
(n;M +1; d; q) equidistant code. If C is an (n;M; d; q) equidistant code, then for every
c∈C, the code {c′ − c | c′ ∈C; c′ = c} is an (n;M − 1; d; d; q) equidistant constant
weight code.
3. Upper bounds
A general result by Delsarte [2] implies that
Bq(n; d)6 (q− 1)n+ 1: (1)
Below we shall give a series of upper bounds which under some conditions improve
(1). Let C be a q-ary code of length n and size M . The distance distribution of C is
deHned by
Di =
1
M
|{(a; b) | a; b∈C; dH(a; b) = i}|; i = 0; 1; : : : ; n:
In particular, if C is equidistant with distance d, then
D0 = 1; Dd =M − 1; Di = 0 otherwise: (2)
Let  be a primitive qth root of unity in the set of complex numbers. The dual distance
distribution of the code C is deHned as
Dˆk =
1
M 2
∑
u∈Vn; k (q)
∣∣∣∣∣
∑
c∈C
〈u;c〉
∣∣∣∣∣
2
; k = 0; 1; : : : ; n; (3)
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where 〈x; y〉= x1y1 + · · ·+ xnyn, the scalar product of the vectors x = (x1; x2; : : : ; xn),
y = (y1; y2; : : : ; yn)∈Vn(q).
The MacWilliams–Delsarte identity gives the following relationship between the dis-
tance distribution and the dual distance distribution:
Dˆk =
1
M
n∑
i=0
Pk(i)Di; k = 0; 1; : : : ; n: (4)
Here Pk(i) is the Krawtchouk polynomial deHned by
Pk(i) =
k∑
j=0
(
i
j
)(
n− i
k − j
)
(−1)j(q− 1)k−j:
Note that P0(i) = 1 for all i, and
Pk(0) =
(
n
k
)
(q− 1)k = |Vn;k(q)|: (5)
Also, it is well known that
Pk(0)¿Pk(i) for all i; k ∈{0; 1; 2; : : : ; n}: (6)
We include the simple proof. By the Vandermonde convolution formula(
n
k
)
=
k∑
j=0
(
i
j
)(
n− i
k − j
)
and so
Pk(0)− Pk(i) =
k∑
j=0
(
i
j
)(
n− i
k − j
)
(q− 1)k−j((q− 1)j − (−1)j)¿ 0:
If C is an (n;M; d; q) equidistant code, then (4) implies that
Dˆk =
1
M
{Pk(0) + (M − 1)Pk(d)}; k = 0; 1; : : : ; n:
Hence we get the following lemma:
Lemma 1. Let C be an equidistant (n;M; d; q) code. Then
M (Dˆk − Pk(d)) = Pk(0)− Pk(d) (7)
for k = 0; 1; : : : ; n.
We next give a bound on Dˆk for constant weight codes.
Lemma 2. Let C be a constant weight code over Zq with length n, size M and weight
w. Then
Dˆk¿
Pk(w)2
Pk(0)
(8)
for k = 0; 1; : : : ; n.
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Proof. From (3) and the Cauchy inequality (
∑N
i=1 |ai|2¿ 1=N |
∑N
i=1 ai|2), we have
Dˆk¿
1
M 2
1
|Vn;k(q)|
∣∣∣∣∣∣
∑
u∈Vn; k (q)
∑
c∈C
〈u;c〉
∣∣∣∣∣∣
2
: (9)
Since for every c∈C, wH(c) = w, we know from [15, Lemma 5.3.1] that∑
u∈Vn; k (q)
〈u;c〉 = Pk(w)
and so ∑
u∈Vn; k (q)
∑
c∈C
〈u;c〉 =
∑
c∈C
∑
u∈Vn; k (q)
〈u;c〉 =MPk(w): (10)
Combining (5), (9) and (10) yields (8). This completes the proof of Lemma 2.
We note that for 16 k6 n, relations (6) and (7) imply that Dˆk−Pk(d)¿ 0. Further,
if u is some real number such that Pk(d)¡u6 Dˆk , then (7) implies that M6 (Pk(0)−
Pk(d))=(u− Pk(d)). In particular, from (8) we get the following theorem:
Theorem 2. If k ∈{1; 2; : : : ; n} and
Pk(w)2¿Pk(d)Pk(0); (11)
then
Bq(n; d; w)6
Pk(0)2 − Pk(d)Pk(0)
Pk(w)2 − Pk(d)Pk(0) :
Combining Theorems 1 and 2, we get the following bound:
Theorem 3. If k ∈{1; 2; : : : ; n} and
Pk(d)¡ 0; (12)
then
Bq(n; d)6 1− Pk(0)Pk(d) :
Depending on the parameters n; q; d; w, conditions (11) and (12) will typically be
satisHed for some values of k and not for others.
4. Some special cases
For k = 1, Theorem 2 gives the known generalized Johnson bound [4]:
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Corollary 1. If qw2 − 2(q− 1)nw + n(q− 1)d¿ 0, then
Bq(n; d; w)6
n(q− 1)d
qw2 − 2(q− 1)nw + n(q− 1)d :
Similarly, k = 1 in Theorem 3 gives the Plotkin bound:
Corollary 2. If qd− n(q− 1)¿ 0, then
Bq(n; d)6
qd
qd− n(q− 1) :
Note that
if qd− n(q− 1) = 1 then qd
qd− n(q− 1) = (q− 1)n+ 1
and
if qd− n(q− 1)¿ 1 then qd
qd− n(q− 1) ¡ (q− 1)n+ 1;
that is, when it applies, the Plotkin bound is at least as good as bound (1) by Delsarte.
For k¿ 2 we get new bounds. For example, for k =2 we get the following bounds
in Theorems 2 and 3, written out explicitly:
Corollary 3. Let
1 = d
[
2n(q− 1)− (q− 2)
q
− d
]
and
2 =
n(n− 1)(q− 1)2
q2
− 
2
n(n− 1)q2(q− 1)2 ;
where
 = (n− w)(n− w − 1)(q− 1)2 − 2w(n− w)(q− 1) + w(w − 1):
If 1¿2, then
Bq(n; d; w)6
1
1 − 2 :
Corollary 4. If
qd[2n(q− 1)− (q− 2)− qd]− (q− 1)2n(n− 1)¿ 0;
then
Bq(n; d)6
qd[2n(q− 1)− (q− 2)− qd]
qd[2n(q− 1)− (q− 2)− qd]− (q− 1)2n(n− 1) :
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The bound in Corollary 4 can also be obtained from the generalized Grey–Rankin
bound derived by Fu, KlHve and Shen [6].
Example 1. For the case n= q+1, d= q, w= q− 1 considered by Heise and Honold
[9], k =1 gives the bound q(q+1)=2, k =2 gives the weaker bound q2 − 1 and k =3
does not give a bound at all since (11) is not satisHed.
Example 2. If d= ((q− 1)(n− 1) + 1)=q, then
P1(d) = q− 2¿ 0
but
P2(d) =−n(q− 1)2 ¡ 0:
Hence Corollary 4 gives
Bq
(
n;
(q− 1)(n− 1) + 1
q
)
6 1 + (n− 1)(q− 1):
Example 3. It is known that
Bq
(
qr − 1
q− 1 ; q
r−1
)
= qr: (13)
This can be shown using the Delsarte bound (1) and the existence of the simplex code.
If C is an (n;M; d; q) equidistant code, then C′={(0; c) | c∈C} is an (n+1; M; d; q)
equidistant code. Hence
Bq(n+ 1; d)¿Bq(n; d): (14)
For n= (qr − 1)=(q− 1) + 1 and d= qr−1 we have d= ((n− 1)(q− 1) + 1)=q. Hence,
by Example 2, we have
Bq
(
qr − 1
q− 1 + 1; q
r−1
)
6 qr: (15)
Combining (13)–(15) we get
Bq
(
qr − 1
q− 1 + 1; q
r−1
)
= qr:
In contrast,
Bq
(
qr − 1
q− 1 − 1; q
r−1
)
= qr−1:
This follows from the Plotkin bound and a shortened simplex code.
Example 4. This example is to illustrate that in some cases we may have Pk(d)¡ 0
only for large k. Let d= 2. Then
Bq(3; 2) = 4 for q6 4;
Bq(n; 2) = max{n; q} otherwise:
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An (3; 4; 2; q) equidistant code is {(000); (110); (011); (101)}. The code consisting of
the q code words (; ; 0; : : : ; 0) for all ∈GF(q) is an equidistant (n; q; 2; q) code.
The code consisting of the code word 0 = (0; 0; 0; : : : ; 0) and the n − 1 code words
ci =(1; 0 : : : ; 0; 1; 0; : : : ; 0), for i=2; 3; : : : ; n, (where the second 1 is in position i) is an
equidistant (n; n; 2; q) code. It is easy to show that any maximal size code is equivalent
to one of these codes.
We see that the Delsarte bound is sharp only in one case, namely when n= 3 and
q= 2. Now consider the bounds in Theorem 3. We have
Pk(2)
Pk(0)
=
(n− k)(n− k − 1)(q− 1)2 − 2k(n− k)(q− 1) + k(k − 1)
n(n− 1)(q− 1)2 :
This is negative only for k suPciently large. More important, the value of k which
minimizes 1−Pk(0)=Pk(2) is the value which minimizes Pk(2)=Pk(0). It is easy to see
that if we write
n= rq− s where 06 s6 q− 1;
then the minimum is obtained for k = n = r(q − 1) − s (since k is integral). For this
value of k, Theorem 3 gives the upper bound
1 + (n− 1)(q− 1)− s(q− 2− s)(n− 1)(q− 1)
n(q− 1) + s(q− 2− s) : (16)
For s= q− 1, this is exactly the Delsarte bound 1+ n(q− 1). However, for s6 q− 2,
the bound is 6 1 + (n − 1)(q − 1). We see that bound (16) is sharp for all q when
n= 2 and for all even n when q= 2.
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