Abstract: Solid sorbent-based CO 2 capture from flue gas provides a novel alternative to traditional solvent-based processes due to potentially lower energy consumption for regeneration. Optimal operation of such a gas-solid flow process requires an advanced control framework for efficient disturbance rejection and setpoint tracking. This work focuses on the development of computationally fast and accurate dynamic reduced models (D-RMs) and the application of these models to nonlinear model predictive control (NMPC) algorithms. Two different types of D-RMs are developed: the first type is a data-driven model where step-test data are utilized to generate the D-RM through the Decoupled A-B Net (DABNet) model, and the second type of D-RM is a temporal and spatial reduction of the original process model to improve its computational efficiency while still retaining its physics. Disturbance rejection and setpoint tracking characteristics of the NMPC and its computational performance are studied for both types of DRMs. In addition, performance of both NMPC formulations are compared with linear model predictive control (LMPC) formulations.
INTRODUCTION
The U.S. Department of Energy's Carbon Capture Simulation Initiative (CCSI) is focused on developing computational tools and models to accelerate the development and commercialization of post-combustion CO 2 capture technologies. Solid sorbent-based CO 2 capture technology is one of the first post-combustion CO 2 capture technologies investigated by the initiative . Solid sorbents present an alternative to traditional solvent-based processes due to potentially lower energy consumption for regeneration (Sjostrom and Krutka, 2010) . In light of this, a first-principles model of a bubbling fluidized bed adsorber-reactor has been developed to evaluate potential solid sorbent carbon capture processes. Optimal operation of the solid sorbent-based process in the face of disturbances and setpoint changes is critical for satisfying the desired performance standards as well as obtaining high efficiency. Since this gas-solid flow process exhibits operational challenges due to multiple timescales and large time-constants (mainly due to long transport delays and large materials and thermal inventory), the process control framework must be appropriately designed for such optimal operations. While model-based controllers can achieve superior performance in comparison to model-free controllers such as PID controllers, the development of accurate and computationally efficient models for model-based controllers can be prohibitive for industrial applications. Nonlinear model-based control techniques such as nonlinear model predictive control (NMPC) can provide significantly better control performance than their linear counterparts, but are more complex to implement due to the need for accurate and computationally efficient process models.
The focus of this work is the development of tools for the implementation of advanced control strategies such as NMPC and the generation of accurate yet computationally efficient dynamic reduced order models to be used in the NMPC framework. More specifically, this work compares the control performance and computational efficiency of two advanced process control (APC) methodologies. The first method utilizes two toolsets developed as part of CCSI: the APC Framework and the Dynamic Reduced Model (D-RM) Builder. D-RM Builder generates data-driven reduced models using step-test data from a high-fidelity process model. The resulting models can be readily deployed for NMPC via the APC Framework. The second method is the generation of a high-fidelity reduced model via spatial and temporal reductions using orthogonal collocation on finite elements and time-scale decomposition methods. These reduced models have several benefits over black-box models as they maintain the physics of the process and provide information on most of the states. On the other hand, data-driven models require more off-line development, including rigorous training and validation procedures, but may provide implementation flexibility when real-time solutions are desired.
BUBBLING FLUIDIZED BED MODEL
Bubbling fluidized bed (BFB) adsorber-reactors provide excellent heat and mass transfer characteristics and are therefore very suitable as contactors for solid sorbent-based CO 2 capture from flue gas. Figure 1 shows a schematic of the overflow-type BFB adsorber-reactor with an integrated heat exchanger.
A 1-D, two-phase, pressure-driven, non-isothermal model of the BFB was developed as part of CCSI. The model considers three regions -emulsion, bubble, and cloud-wake. Due to the physics of these three regions, mass and heat exchange between the bubble and cloud-wake regions has been modeled only in the gas phase whereas mass and heat exchange between emulsion and cloud-wake regions have been modeled both in the gas and solid phases. The model contains correlations for calculating the size and velocity of the gas bubbles across the bed by taking into account the presence of an embedded heat exchanger and exchange of mass and heat between the solid and gas phases. Sorbent NETL32D, an amine-impregnated mesoporous solid sorbent developed at NETL, has been modeled in this study. The kinetic model for this solid sorbent has been developed by using thermogravimetric analysis data (Lee et al., 2011 ). An enhanced packet renewal theory is used to model the heat transfer between the embedded heat exchanger and the solid and gas packets.
The BFB model is flexible enough to handle numerous configurations such as an overflow or underflow solids outlet configuration, absorption or regeneration modes, heating or cooling (with an integrated heat exchanger) and steady-state or dynamic modes. Details of the model are described by Lee and Miller (2013) and Modekurti et al. (2013) .
This BFB model has been developed with the goal of enabling good predictive capabilities while still maintaining computational efficiency for applications in design, optimization, and control. However, the 1-D distributed-parameter model will likely not be applicable for direct use in real-time optimization applications, due to the large number of partial differential and algebraic equations. Methods for the development of fast reduced models will be explained in following sections. The CCSI D-RM Builder is a software tool developed to generate data-driven dynamic reduced models automatically from rigorous dynamic models such as those implemented in Aspen Custom Modeler (ACM) models (AspenTech, 2015) . Built as a module within the Framework for Optimization, Quantification of Uncertainty and Surrogates (FOQUS) (Eslick et al., 2014) that has also been developed as part of CCSI, D-RM Builder allows a user to configure the input/output variables, sample input space within typical ranges, generate sequences of step changes, launch highfidelity model simulations, fit simulation results to a D-RM, and, finally, visualize and validate the generated D-RM. The main nonlinear reduced model that can be identified by using the D-RM Builder is an enhanced version of the Decoupled A-B Net (DABNet) model, originally developed by Sentoni et al. (1998) . Recent enhancements to the DABNet model include a multiple input and multiple output option, input and output delays, a double-pole formulation to handle fast/slow time scales, and a built-in pole optimization option (Ma et al., 2016) .
DABNet is composed of a decoupled state-space-based linear dynamic system followed by a nonlinear static map from combined state-space variables to an output variable. For a system with multiple outputs, multiple sets of DABNet models are used to describe the system, one DABNet for each output variable. The linear dynamic system is initially spanned by a set of discrete Laguerre systems and then cascaded with an artificial neural network (ANN) with a single hidden layer of neurons. The original Laguerre dynamic system is then reduced through linear balancing as a part of the identification process, which reduces the dimensionality of the state space and hence the number of inputs to the ANN. The balanced linear dynamic system is cascaded with a new ANN and trained again. The balanced nonlinear dynamic model of DABNet is shown in Equations (1) and (2).
where, ˆi j x ,ˆi j A , and ˆi j B are the decoupled state space vector and time-invariant A and B matrices, respectively, for inputoutput pair j-i. The index k in Equations (1) and (2) represents an ANN function for the static mapping from the augmented state-space vector to the output. The augmented state-space vector in Equation (3) comprises n u decoupled state-space vectors, one for each input.
The D-RMs are trained and validated using two different sets of transient data. Once created, the D-RM can be used to predict responses to changes in inputs, which can be compared with the corresponding high-fidelity model. Relative errors and correlation plots can be displayed through D-RM Builder's graphical user interface. As an option, the user can also IFAC DYCOPS-CAB, 2016 specify the process noise associated with the model and measurement noise of individual output variables and have D-RM Builder perform uncertainty quantification based on an unscented Kalman filter in the context of using the D-RM for process control. The D-RM can also be exported as a MATLAB script that works with MATLAB (Mathworks, 2015) classes developed to perform dynamic simulation and to integrate with the CCSI APC Framework.
APC FRAMEWORK
Developed as a component of the CCSI Toolset, the APC Framework is utilized for the advanced process control of energy and chemical systems, particularly CO 2 capture units (Mahapatra et al., 2014) . This framework enables efficient control of a process for achieving and maintaining a desired setpoint and effective mitigation of process uncertainties by leveraging "fast" D-RMs as predictive control models. The core formulation involves a model predictive control (MPC) algorithm that naturally handles process time-delays, multivariable interactions, and constraints. Conventionally, the performance of industrial MPC applications has been limited by the use of linear models and the standard "additive output disturbance" assumption to compensate for plant-model mismatch. In the presence of strong nonlinearity within processes along with the significant increase in computational power over the past decade, use of nonlinear model predictive control (NMPC) is no longer an impossible hurdle for achieving real-time controller performance. Motivated by this, the APC Framework is implemented in MATLAB and provides a suite of nonlinear model-based controllers, each with core characteristics based on the combination of the D-RM, nonlinear programming solver, and disturbance estimation technique used. Figure 2 shows a simple APC implementation for a single process within the APC Framework. In this schematic, the larger shaded block at the bottom represents the process, which can either be the plant or a differential algebraic equation (DAE) model of the plant. This block can represent any process independent of a specific simulation platform, as long as a relevant communication link exists between the process and MATLAB/Simulink or between the process and MATLAB-derived executables. The relevant process variables are passed to the APC block featuring the D-RM or "control model" described previously. The APC block corresponds to a MATLAB object denoting a dynamic reduced model obtained offline using D-RM Builder. The APC Framework control algorithms are broadly categorized into NMPC and multiple model predictive control (MMPC) . MMPC uses a bank of linear models, where the models are selected to span the expected dynamic behavior of the process (Kuure-Kinsey and Bequette, 2009); it is not considered in this study.
Nonlinear Model Predictive Control
The NMPC algorithms available in the APC Framework feature formulations for both DABNet models and nonlinear autoregressive-moving-average (NARMA) models (also a capability in D-RM Builder, but it will not be discussed here). Each formulation has its own advantages and disadvantages in terms of handling different process types (e.g., stable, unstable, integrating or noisy processes). Both NMPC algorithms are designed to capture true nonlinearity in terms of the control model predictions. Derivatives (Jacobian and Hessian of the cost function) are evaluated at every discrete time step, which aids in evaluating the optimal control action.
The optimization objective (J) is the typical quadratic form extensively used in control literature given by Equation (4), where r denotes the desired setpoint trajectory, y denotes the control-model/D-RM predictions, P is the prediction horizon, M is the control horizon, and w u /w y denotes the input/output weights:
The feedback modes for both the NMPC and MMPC algorithms involve additive output disturbance (AOD), integrating output disturbance (IOD), extended Kalman filter (EKF), and unscented Kalman filter (UKF). The framework is capable of handling fixed-setpoint, zone, and reference trajectories. A finite output horizon (also called a predictionhorizon) is used.
The optimization methodology involves a suite of constrained nonlinear optimizers such as those available in MATLAB's Optimization Toolbox and the Interior Point Optimizer, IPOPT (Wächter and Biegler, 2006) . The APC Framework also incorporates an advanced multi-step NMPC (amsNMPC) methodology (Zavala and Biegler, 2009; Yang and Biegler, 2013) for controlling nonlinear processes where the solution time for the nonlinear optimal control problem exceeds the discretized sampling period. Although not considered here, amsNMPC strategies perform most computations in background and are particularly useful for IFAC DYCOPS-CAB, 2016 June 6-8, 2016. NTNU, Trondheim, Norway large D-RMs and long prediction and control horizons, because on-line computational delay is virtually eliminated.
EQUATION-BASED DYNAMIC REDUCED MODEL
As discussed in the previous section, the BFB adsorberreactor model is highly nonlinear with a large number of partial differential and algebraic equations (PDAEs). While more computationally efficient than 2-D and 3-D computational fluid dynamics (CFD) models, the stiffness and size of the rigorous 1-D BFB model make it difficult to directly incorporate into real-time applications because of its computational burden. In this section, we briefly introduce the development of an equation-based dynamic reduced model for the rigorous BFB model, which maintains the physics of the rigorous model. Therefore, the reduced model not only provides accurate input-to-output mapping but also provides information on most of the states in the rigorous model.
For the rigorous BFB model, one major factor contributing to the high computational cost is the large number of equations after spatial discretization. In the rigorous model, the finite difference method is utilized to discretize the original PDAE system, which requires a relatively large number of discretization nodes to achieve satisfactory accuracy. In addition, the dynamics of the BFB system has multiple time scales. This leads to a system with high stiffness, which requires small integration steps during dynamic simulation.
Based on these observations, the equation-based model reduction of the BFB adsorber-reactor is conducted from both spatial and temporal aspects. From the spatial aspect, we reduce the number of equations by introducing a relatively sparse discretization grid using orthogonal collocation on finite elements (OCFE). The collocation method is a high order method, and the truncation error for Radau collocation is O(h
), where K is the number of collocation points in a single finite element. The OCFE method combines the benefits of orthogonal collocation and the finite difference method, effectively reducing the required discretization points to achieve equivalent accuracy of the finite difference method alone. By studying the spatial profiles of the rigorous BFB model, we introduce an unevenly distributed finite element scheme to further reduce the size of the reduced model. From the temporal aspect, dynamic reduced models are generated using time scale decomposition methods, with the basic idea of using a quasi-steady state approximation for the states with fast dynamics. An eigenvalue analysis method is first utilized to analyze the overall time scale differences in the rigorous BFB model. Significant separations of eigenvalue groups within the rigorous model are observed. Fast states corresponding to eigenvalues with a large negative real part are located via a unit perturbation spectral resolution matrix. Then a quasi-steady state approximation is introduced for the differential equations with fast states. In addition, based on prior knowledge of differences in the time scale of the equilibrium reactions, a null space projection method is used to simplify the kinetics of the model.
Combining both spatial and temporal model reduction methods, an equation-based dynamic reduced model has been developed for the BFB adsorber-reactor. Detailed description and analysis of the model reduction can be found in Yu et al. (2015) . In this study, we use this dynamic reduced model as the control model for nonlinear model predictive control of the BFB adsorber-reactor.
NMPC Formulation with Equation-Based Reduced Model
The following is the general formulation of an NMPC problem, subject to a process model described by differential and algebraic equations and corresponding bounds on states and control variables.
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where, x are the system states and u are the control input; f and g are the model equations, and C is the set of process constraints. with lower and upper bounds c l and c u , respectively. In our study, we use the dynamic reduced model as the control model, and the objective J is equivalent to the NMPC objective used in the APC Framework, given in Equation (4).
NONLINEAR MPC CASE STUDY
For this control study, a DABNet model of a single BFB absorber-reactor is developed using the D-RM Builder tool, utilizing the high-fidelity BFB model to generate step-test data. NMPC is then implemented within the APC Framework. Additionally, the equation-based D-RM is discretized in time by applying OCFE with nonuniform grids (Yu and Biegler, 2016) , leading to a large-scale fully discretized algebraic equation system. The equation-based D-RM is then implemented in the modeling platform AMPL (Fourer et al., 1993) and the NMPC optimization problem is solved using IPOPT.
The two NMPC formulations are then compared to evaluate the control performance and the computational time for optimization performed at each time interval. Each NMPC formulation uses the same objective function, additive output disturbance (AOD) as the feedback mode and IPOPT as the NLP solver with similar tolerance specifications. A sampling time of 50 sec, prediction horizon of 8 (400 sec), control horizon of 8 (400 sec) and W u /W y of 10 -11
have been used in all the investigations. Similar CPU hardware has been utilized for comparing and contrasting different formulations of this case-study. IFAC DYCOPS-CAB, 2016 June 6-8, 2016 In this case study, the BFB adsorber-reactor is subject to disturbances of flue gas flowrate and composition, which is assumed to occur mainly due to load changes in the power plant and due to changes in the coal quality and air/coal ratio. The control objective is to maintain the setpoint for the CO 2 removal fraction and reject disturbances by manipulating the inlet flowrate of the solid sorbent. After large disturbances occur, the long term average CO 2 capture percentage may deviate significantly from the desired capture percentage. Therefore, it may be necessary to change the target setpoint to achieve the average CO 2 removal fraction over a specified period of time. This requires the controller to exhibit good performance for setpoint tracking, in addition to having good performance for disturbance rejection. The equation-based ROM NMPC performs best, while LMPC performs worst with longer settling times and overshoot. The performance of LMPC suffers significantly following a setpoint change implemented at 2500 sec. For the last disturbance that is introduced at 3500 sec, LMPC continues to perform poorly as the linear model deviates from the nominal condition at which it was developed. DABNet NMPC suffers marginally as the D-RM captures some of the nonlinearity at this off-design condition. The performance of each control configuration is compared using the control performance metric mean integral square error (MISE).). For the LMPC, MISE is calculated as 3.682. For DABNet-based NMPC, this is 3.082. The equation-based D-RM NMPC gives the best MISE at 2.513. Figure 4 shows the computational performance of each controller. As expected the LMPC has the lowest computational cost, while the DAB-Net requires 5 times the computational cost of LMPC. The equation-based D-RM NMPC has 1-2 orders of magnitude higher computational cost due to nonlinear optimizations involving the entire reduced-order process, although the computations are completed well within the sampling time. In future implementations, we will apply amsNMPC strategies (Yang and Biegler, 2013) which perform NMPC computations off-line and update them with sensitivity calculations that are at least as fast as LMPC. Currently there are few implementations of NMPC in practice. CCSI's goal is to develop computational tools and models to reduce the time and cost of developing new carbon capture technologies, including enabling the widespread use of these advanced control strategies. D-RM Builder allows for easy development of nonlinear dynamic reduced models that offer increased accuracy, and the APC Framework allows for straightforward implementation of these models in a computationally efficient NMPC formulation. The advantages of the underlying data-driven DABNet-based D-RM IFAC DYCOPS-CAB, 2016 June 6-8, 2016 . NTNU, Trondheim, Norway is that it is easily deployable, does not require significant process insights and can be implemented on a real-plant, where a high-fidelity model may not be available. Equationbased reduced models implemented in NMPC formulations, on the other hand, offer additional benefits when compared with black-box type models. Generally, these models offer better prediction quality over a wider range of operating conditions. Because they contain the system physics, most internal states of the process are still available for control applications. Optimization of these high-fidelity D-RMs, require more computation time compared with black-box models. Although currently expensive, these calculations can be moved to background with amsNMPC strategies, while performing on-line calculations at the same cost as LMPC.
In this work, two NMPC control formulations are implemented and their performance compared. The DABNet formulation, implemented with CCSI's D-RM Builder and APC Framework, performed better than the conventional LMPC formulation, particularly when the setpoint deviated from the nominal condition. The equation-based D-RM NMPC formulation provided better performance than that from DABNet at the expense of additional computation time. Both nonlinear formulations exhibited robustness within a larger operating range due to better control model predictions.
