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We analyze the finite element approximation of the spectral problem for the linear
elasticity equation with mixed boundary conditions on a curved non-convex domain. In
the framework of the abstract spectral approximation theory, we obtain optimal order
error estimates for the approximation of eigenvalues and eigenvectors. Two kinds of
problems are considered: the discrete domain does not coincide with the real one and
mixed boundary conditions are imposed. Some numerical results are presented.
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1. Introduction
The finite element approximation of eigenvalues and eigenfunctions on curved domains is considered in a great number
of papers [5–7,11–13,1]. The interest rests on their significant practical relevance. A review can be found in [10], where
the author analyzes the convergence for eigenvalue approximation on triangular finite element meshes, including the
approximation of curved domains.
The spectral problem for the Laplace equation on curved non-convex domains is considered in [11,7,5,1]. They also
prove convergence and optimal order error estimates. In [11] they consider Dirichlet boundary conditions and use the
min–max characterization theory to prove second order for the eigenvalues; they extended their results to include multiple
eigenvalues in [12] and numerical integration in [13]. In [7] they use the spectral approximation theory stated in [2] and
assumed Dirichlet boundary conditions and a lumped mass method to prove double order for isoparametric elements. The
same theory is used in [5] considering Neumann boundary conditions and using a non-conforming finite element method
on the polygonal computational domain. The same authors extended their results in [6] to spectral acoustic problems on
curved domains. An extension of the spectral approximation theory is introduced in [1]; this abstract setting can be applied
to a variety of eigenvalue problems defined on curved domains. Unfortunately, only one kind of boundary condition can be
imposed.
In this paper we extend the theory used in [5] to consider the eigenvalue problem for the elasticity equation with
mixed boundary conditions: Dirichlet on part of its boundary and Neumann on the other part. The extension–restriction
of functions between the two domains, real and computational, Ω and Ωh, respectively, is the main technical difficulty of
this paper. In fact, in [7] it is hardly used that continuous and discrete functions vanished onΩ \Ωh andΩh\Ω , respectively,
and in [5] the extension–restriction operator does not retain the Dirichlet conditions.
On the other hand, it is known that convergence results for a linear boundary value problem do not necessarily imply
similar results for its associated spectral one. In the framework of the abstract spectral approximation theory as presented
in [2], this paper deals with a linear elasticity eigenvalue problem, with mixed boundary conditions, defined on a non-
convex domain. Since the techniques in this paper do not rely on the min–max characterization of eigenvalues, they can
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be used to deal with problems attaining infinite multiplicity eigenvalues, such as those arising in the computation of free
fluid-structure vibrations by means of pure displacement formulations.
This paper is organized as follows. In Section 2 the eigenvalue elasticity equation is presented in a variational framework
in both continuous and discrete cases. Some basic results and assumptions on the meshes are included. In Section 3 we
obtain optimal order error estimates for the approximation using the spectral theory stated in [2]. This is the main result of
this work. Special attention is paid to the mixed boundary condition which is the main technical difficulty that is presented.
In Section 4 numerical results are shown which confirm the theoretical result.
2. Statement of the problem
Let Ω ⊂ R2 be a bounded open domain, not necessarily convex, with a piecewise smooth (e.g., C2) Lipschitz boundary
Γ := ∂Ω . Let Γ = ΓD ∪ ΓN and let us consider the eigenvalue problem for the linear elasticity equation inΩ with mixed
boundary conditions, written in the variational form (see [3], for details):
Find λ ∈ R and u ∈ H1ΓD(Ω)2, u 6= 0, such that∫
Ω
σ(u) : (v) dx︸ ︷︷ ︸
a(u,v)
= λ
∫
Ω
ρu · v dx︸ ︷︷ ︸
b(u,v)
∀v ∈ H1ΓD(Ω)2, (2.1)
where u is the solid displacement, σ(u) is the stress tensor related to the strain tensor, (v) = 12 (∇(v)+∇(v)t), by Hooke’s
law σ = λS(tr)I+2µS (λS andµS being the Lamé coefficients). For the sake of simplicity we take the density of the elastic
body ρ = 1.
Because of the compact inclusion H1ΓD(Ω)
2 ↪→ L2(Ω)2, the problem above attains a sequence of finite multiplicity
increasing positive eigenvalues {λk}∞k=0 with corresponding eigenfunctions {uk}∞k=0 in H1ΓD(Ω)2, providing an orthonormal
set of L2(Ω)2. Let T be the linear operator defined by
T : L2(Ω)2 −→ H1ΓD(Ω)2 ↪→ L2(Ω)2
f 7−→ u ∈ H1ΓD(Ω)2,
where u ∈ H1ΓD(Ω)2 is the solution of:
Find u ∈ H1ΓD(Ω)2 such that
a(u, v) = b(f , v) ∀v ∈ H1ΓD(Ω)2,
where the bilinear forms a and b are as in (2.1). By the Lax–Milgram Lemma, T is a well defined bounded operator and it
holds that ‖u‖1,Ω ≤ C‖f ‖0,Ω . Oncemore, because of the same compact inclusion, T is compact, positive, and the eigenvalues
of T are given by µi = 1/λi, with λi being the eigenvalues of problem (2.1). Moreover the eigenfunctions coincide. As a
consequence of the classical a priori estimates (see [4]), for any f ∈ L2(Ω)2, u = Tf is known to satisfy some further
regularity. In fact, u ∈ H1+r(Ω)2 for some r > 0 depending on the geometry of Ω and boundary conditions, and it holds
that
‖u‖1+r,Ω ≤ C‖f ‖0,Ω . (2.2)
Let {Th} be a regular family of standard finite element triangulations (cf. [3]) of polygonal domainsΩh approximatingΩ ,
such that ifΓh := ∂Ωh andNh is the set of vertices of all the triangles in Th, thenΓD∩ΓN ⊂ Nh∩Γh. The polygonal boundary
Γh splits into two parts, Γ hD and Γ
h
N , approximating ΓD and ΓN, respectively. As usual, h stands for the mesh size and, for a
given triangulation Th, we denote by T ∂h the subfamily of the so called boundary triangles (those having two vertices on Γh).
Let Lh(Ωh) := {qh ∈ H1
Γ hD
(Ωh)
2 : qh|T ∈ P1(T )2,∀T ∈ Th} (i.e., standard piecewise linear continuous finite elements on
Th), and let us consider the following classical discrete analogue of (2.1):
Find λh ∈ R and uh ∈ Lh(Ωh), uh 6= 0, such that∫
Ωh
σ(uh) : (vh) dx︸ ︷︷ ︸
ah(uh,vh)
= λh
∫
Ωh
uh · vh dx︸ ︷︷ ︸
bh(uh,vh)
∀vh ∈ Lh(Ωh). (2.3)
Let Th be defined by
Th : L2(Ωh)2 −→ L2(Ωh)2
f 7−→ uh ∈ Lh(Ωh),
where uh ∈ Lh(Ωh) is the solution of:
Find uh ∈ Lh(Ωh) such that
ah(uh, vh) = bh(f , vh) ∀vh ∈ Lh(Ωh),
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Fig. 1. Ideal triangles onΩ andΩh .
with ah and bh defined as above. It clearly holds that
‖uh‖1,Ωh ≤ C‖f ‖0,Ωh . (2.4)
The eigenvalues of Th are given by µhi = 1/λhi, with λhi being those of the discrete problem. Once again, the corresponding
eigenfunctions coincide.
It is important to note that the spectral approximation theory stated in [2] cannot be directly applied to the operators Th,
since their domains L2(Ωh)2 do not coincide with that of T. In order to overcome this difficulty, we are going to introduce
other discrete operators Th, defined on L2(Ω)2, with the spectrum also related to that of the problem.
For a given triangulation Th, let us denote by T˜ the curved triangle of edges with two vertices on Γh and one edge on Γ
(see Fig. 1); we call it the ideal triangle associated with T (˜T ≡ T , for inner triangles). We assume that it holds that either
T ⊂ T˜ or T ⊃ T˜ . We denote by T˜h := {˜T }T∈Th the partition of Ω provided by the ideal triangles and we call it the ideal
triangulation ofΩ . By a slight variant of inequality (5.2-19) in Lemma 5.2-3 of [9] (see also [5]) it holds that
‖v‖0,Ω\Ωh ≤ Chs‖v‖s,Ω ∀v ∈ Hs(Ω), (2.5)
‖v‖0,Ωh\Ω ≤ Chs‖v‖s,Ωh ∀v ∈ Hs(Ωh). (2.6)
Let Lh(Ω) := {q ∈ H1ΓD(Ω)2 : q|˜T ∈ P1(˜T )2 ∀˜T ∈ T˜h, T˜ ⊂ Ω}, and let P be the L2(Ω)2-orthogonal projection onto
Lh(Ω) satisfying ‖Pf ‖0,Ω ≤ C‖f ‖0,Ω , and, if f ∈ H1ΓD(Ω)2, then
‖Pf − f ‖k,Ω ≤ Ch1−k‖f ‖1,Ω , k = 0, 1. (2.7)
We consider the uniformly bounded linear operators, so called restriction–extension operators, Ê : Lh(Ω) −→ Lh(Ωh)
and the inverse Eˇ : Lh(Ωh) −→ Lh(Ω), defined by
Eˇvh = vˇh |˜T :=
{
vh |˜T ∀˜T ∈ T˜h : T˜ ⊂ Ωh,
(vh|T )ˇ ∀˜T ∈ T˜h : T˜ 6⊂ Ωh,
where (vh|T )ˇ ∈ P1(˜T ) denotes the natural extension of the linear function vh|T ∈ P1(T ) to the larger set T˜ (notice that, if
T˜ 6⊂ Ωh, then T ⊂ T˜ ), and Ê := Eˇ−1; namely,
Êwh = wˆh|T :=
{
wh|T ∀T ∈ Th : T ⊂ Ω,(
wh |˜T
)ˆ ∀T ∈ Th : T 6⊂ Ω,
where
(
wh |˜T
)ˆ ∈ P1(T ) denotes the natural extension of the linear function wh |˜T ∈ P1(˜T ) to the larger set T (notice that,
now, if T 6⊂ Ω , then T˜ ⊂ T ).
We are able to define the discrete operator Th given by
Th : L2(Ω)2 −→ L2(Ω)2
f 7−→ uˇh = EˇTĥEPf .
It is simple to show that ‖Thf ‖1,Ω ≤ C‖f ‖0,Ω , the eigenvalues of Th and Th coincide, and the eigenfunctions of the former
are the restriction–extensions of those of the latter obtained by means of the operator Eˇ. More precisely, the eigenfunctions
uh and uˇh are related by uˇh = Eˇuh and uh = Êuˇh.
3. Error estimates
Our next goal is to prove that the operators Th converge to T in norm, as h goes to zero. From now on and throughout
the rest of the section, let f ∈ L2(Ω)2 be a fixed function, u := Tf , fˆ := ÊPf , uh := Th fˆ , and uˇh := Eˇuh = Thf . We will also
use a bounded extension of u, denoted by ue, from H1+r(Ω)2 to H1+r(R2)2, satisfying ‖ue‖1+r,R2 ≤ C‖u‖1+r,Ω , with C only
depending onΩ (see [8]).
The next lemma splits ‖(T− Th)f ‖1,Ω :
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Lemma 3.1. There exists C > 0, not depending on f or h, such that
‖u− uˇh‖1,Ω ≤ Chr‖f ‖0,Ω + sup
wh∈Lh(Ωh)
|bh(fˆ ,wh)− ah(ue,wh)|
‖wh‖1,Ωh
.
Proof. Let us note that
‖u− uˇh‖21,Ω = ‖u− uˇh‖21,Ω∩Ωh + ‖u− uˇh‖21,Ω\Ωh
≤ ‖ue − uh‖21,Ωh + ‖u− uˇh‖21,Ω\Ωh
≤ C
[
inf
vh∈Lh(Ωh)
‖ue − vh‖1,Ωh + sup
wh∈Lh(Ωh)
|bh(fˆ ,wh)− ah(ue,wh)|
‖wh‖1,Ωh
]2
+ ‖u− uˇh‖21,Ω\Ωh .
The last inequality is obtained by standard non-conforming techniques (see Strang’s Lemma in [3]). The lemma follows by
using interpolation results for Sobolev spaces and (2.5). 
We now focus on the consistency term; this is the main part of the paper, since this term cannot been bounded using the
arguments from [5]; in fact, since the Dirichlet boundary condition does not remain with the extension–restriction operator
(i.e. Eˇvh 6∈ Lh(Ω) for vh ∈ Lh(Ωh)), we introduce some additional concepts and results from [11] to deal with it.
Let T 0 be the standard reference triangle in the plane with vertices (0, 0), (1, 0) and (0, 1). Let FT be an affine map
applying the reference triangle onto any T ⊂ Ω . Let FT˜ : T 0 → T˜ be the one-to-one map defined in [14] (Section 22). The
properties proved therein show that for all vh ∈ Lh(Ωh), there exists a function v˘h ∈ Lh(Ω) (associated with vh) satisfying:
• v˘h ∈ C0(Ω),• v˘h(P) = vh(P) ∀Pi ∈ Nh,• v˘h is linear on each triangle T = T˜ ,• if T ⊂ T˜ then v˘h = 0 on T˜ \ T and v˘h = vh on T ,
• if T˜ ⊂ T then v˘h = vh ◦ FT ◦ F−1T˜ on T˜ .
By using these properties we now prove the following approximation result:
Lemma 3.2. Let v˘h ∈ Lh(Ω) be associated with vh ∈ Lh(Ωh) as above and assume T ⊃ T˜ . Then
‖vh − v˘h‖i,˜T ≤ Ch2−i‖vh‖1,˜T = Ch2−i‖vh‖1,˜T (i = 0, 1).
Proof. It is a direct consequence of Theorem 2 in [15], the definition of v˘h and the linearity of vh on T . 
Now, we obtain a bound for the consistent terms.
Lemma 3.3. There exists C > 0 such that
sup
wh∈Lh(Ωh)
[
|bh(fˆ ,wh)− ah(ue,wh)|
‖wh‖1,Ωh
]
≤ Chr‖f ‖0,Ω .
Proof. Letwh ∈ Lh(Ωh) and w˘h ∈ Lh(Ω) be associated withwh. Since a(u, w˘h) = b(f , w˘h), it holds that
bh(fˆ ,wh)− ah(ue,wh) = a(u, w˘h)− ah(ue,wh)+ bh(fˆ ,wh)− b(f , w˘h).
From the definition of the bilinear forms and the Cauchy–Schwarz inequality, it is easy to see that
a(u, w˘h)− ah(ue,wh) ≤
 ∑
T˜⊂T∈T ∂h
‖u‖1,˜T‖w˘h −wh‖1,˜T + ‖ue‖0,˜T‖w˘h −wh‖0,˜T
+ ‖ue‖1,Ωh\Ω‖wh‖1,Ωh\Ω .
On the other hand, using the projection properties we have
bh(fˆ ,wh)− b(f , w˘h) =
∫
Ωh
fˆ ·wh dx−
∫
Ω
f · w˘h dx
=
∫
Ωh\Ω
fˆ ·wh dx+
∫
Ω∩Ωh
f · (wh − w˘h) dx−
∫
Ω\Ωh
(Pf − f ) ·wh dx,
and then, using the Cauchy–Schwarz inequality,
bh(fˆ ,wh)− b(f , w˘h) ≤ ‖fˆ ‖0,Ωh\Ω‖wh‖0,Ωh\Ω + ‖f ‖0,Ω∩Ωh‖wh − w˘h‖0,Ω∩Ωh + ‖Pf − f ‖0,Ω\Ωh‖w˘h‖0,Ω\Ωh . (3.8)
So, we conclude the proof by using (2.7), (2.5) and Lemma 3.2. 
456 E. Hernández / Journal of Computational and Applied Mathematics 225 (2009) 452–458
As a consequence of all the previous lemmas we prove the following convergence result:
Lemma 3.4. There exists C > 0 such that for all f ∈ L2(Ω)2 it holds that
‖(T− Th)f ‖1,Ω ≤ Chr‖f ‖0,Ω .
In order to prove a double order for the convergence of the eigenvalues, we will have to introduce the following lemmas:
Lemma 3.5. Let u˘h ∈ Lh(Ω) be the function associated with uh ∈ Lh(Ωh). It holds that
‖u− u˘h‖1,Ω ≤ Chr‖f ‖0,Ω .
Proof. Notice that, from (2.5),
‖u− u˘h‖21,Ω = ‖u− u˘h‖21,Ω∩Ωh + ‖u‖21,Ω\Ωh ≤ ‖u− u˘h‖
2
1,Ω∩Ωh + Ch2r‖u‖21+r,Ω ,
and, using Lemma 3.4 and 3.2,
‖u− u˘h‖1,Ω∩Ωh ≤ ‖u− uh‖1,Ω∩Ωh + ‖uh − u˘h‖1,Ω∩Ωh ≤ Ch‖f ‖0,Ω +
∑
T˜⊂T∈T ∂h
‖uh − u˘h‖1,˜T .
So, we conclude the proof by using Lemma 3.2, (2.2) and (2.4) and the continuity of the operator Ê. 
Lemma 3.6. There exists C > 0 such that, for all f ∈ H1ΓD(Ω)2,
‖(T− Th)f ‖0,Ω = sup
g∈L2(Ω)2
b((T− Th)f , g)
‖g‖0,Ω ≤ Ch
2r‖f ‖1,Ω .
Proof. It only remains to prove that |b ((T− Th)f , g)| ≤ Ch2r‖f ‖1,Ω ‖g‖0,Ω ∀g ∈ L2(Ω)2.
Let g ∈ L2(Ω)2 and v = Tg . We define vh = TĥEPg and v˘h = Eˇvh = Thg . Since v ∈ H1ΓD(Ω)2, there exists a bounded
extension ve of v satisfying ‖ve‖1+r,R2 ≤ C‖v‖1+r,Ω .
Let u˘h and v˘h ∈ Lh(Ω) be the functions associated with uh and vh in Lh(Ωh), respectively. By definition of T and Th, since
a and b are symmetric, it holds that
b(u− uˇh, g) = b(u− u˘h, g)+ b(u˘h − uh, g)
= a(u− u˘h, Tg)+ b(u˘h − uh, g)
= a(u− u˘h, v)+ b(u˘h − uh, g)
= a(u− u˘h, v − v˘h)+ a(u− u˘h, v˘h)+ b(u˘h − uh, g).
Thus, from the continuity of a and Lemma 3.5, we only have to estimate the two last terms in the right hand side. For the
term with the bilinear form b, by using Lemma 3.2, (2.5), and the a priori estimates, we have
b(u˘h − uh, g) =
∫
Ω
(u˘h − uh) · g dx ≤
∑
T˜⊂T∈T ∂h
‖u˘h − uh‖0,˜T‖g‖0,˜T + ‖uh‖0,Ω\Ωh‖g‖0,Ω\Ωh .
For the last term, we note that
a(u− u˘h, v˘h) =
[
b(f , v˘h)− bh(fˆ , vh)
]
+ [ah(uh, vh)− a(u˘h, v˘h)] ,
and then, from (3.8) we only need to estimate the last term of this equation. Using the definition of bilinear form awe have[
ah(uh, vh)− a(u˘h, v˘h)
] ≤ [ah(uh, vh)− ah(u˘h, v˘h)]+ ‖u˘h‖1,Ω\Ωh‖v˘h‖1,Ω\Ωh
≤ [ah(uh, vh − v˘h)+ ah(uh − u˘h, vh)− ah(u˘h − uh, v˘h − vh)]
+ (‖u˘h − u‖1,Ω\Ωh + ‖u‖1,Ω\Ωh) (‖v˘h − v‖1,Ω\Ωh + ‖v‖1,Ω\Ωh) .
Note that ah(uh, vh − v˘h) = ah(uh − u˘h, uh) = 0, since uh (resp. vh) is linear on each element and coincides with u˘h (resp.
v˘h) on the boundary of T , for all T ⊂ Ωh. So, we conclude the proof by using the uniform continuity of the bilinear form ah,
(2.5), Lemma 3.2 and Lemma 3.5. 
The main result of this work is stated below. For simplicity, we state the result for a simple eigenvalue; see [2] for the
general statement. Let E be the eigenspace corresponding to a simple eigenvalue λ.
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Fig. 2. Computational domains used in the numerical test. A smooth domain (left) and a domain with corners (right).
Table 1
Numerical results for a domain with a smooth boundary
d.o.f. 3504 14176 57024 Order Extrapolated
λˆ1 6.967603 6.967011 6.966855 1.9 6.966798
λˆ2 7.030892 7.031004 7.031026 2.34 7.031032
λˆ3 8.283649 8.282053 8.281645 1.95 8.281504
λˆ4 8.746009 8.736489 8.734077 1.96 8.733248
λˆ5 8.980803 8.971444 8.969049 1.95 8.968222
λˆ6 10.20135 10.17582 10.16923 1.94 10.16694
Table 2
Numerical results for a domain with a re-entrant corner
d.o.f. 4044 15992 63600 Order Extrapolated
λˆ1 2.381894 2.378122 2.377061 1.84 2.376646
λˆ2 3.717265 3.696976 3.689189 1.39 3.684348
λˆ3 4.602764 4.590986 4.587292 1.69 4.585632
λˆ4 5.277851 5.257181 5.249713 1.48 5.245516
λˆ5 5.961521 5.946962 5.942464 1.71 5.940478
λˆ6 7.040018 7.014931 7.007612 1.79 7.004615
Theorem 3.1. Let µi be the i-th (simple) eigenvalue of T and µhi the i-th eigenvalue of Th. Let ui and uhi be the corresponding
eigenfunctions, normalized in the same way. Then there exists C > 0 such that
‖ui − uhi‖j,Ω ≤ Ch(2−j)r , j = 0, 1,
|µi − µhi| ≤ Ch2r .
4. Numerical results
In this sectionwe show the results obtained for two numerical tests that confirm our theoretical statements.We consider
two different domains: one with smooth boundary (an annular domain) and the other with corners (L-shape domain).
In both cases, we have considered different mixed boundary conditions. For the annular region, we have considered
Dirichlet conditions on all of the exterior boundary andNeumann conditions on the interior one. For the domainwith corners
we have considered Dirichlet conditions on the boundaries above and below and Neumann condition on the rest (cf. Fig. 2).
For the numerical examples, we have considered refinedmeshes like those shown in Fig. 2. Each mesh is identified by its
total number of degrees of freedom (d.o.f.). The eigenfrequencies computed are scaled by λˆ = λ 2ρ(1+ν)E , where ν and E are
the physical properties of the body: Poisson’s coefficient and Young’s modulus, respectively.
Table 1 shows the corresponding results obtained for the annular domain. We also include the estimated order of
convergence for each of the eigenfrequencies and an extrapolatedmore accurate approximation, both obtained bymeans of a
least square fitting of the computed values. In this case r = 1 and then all the eigenvalues have double order of convergence;
in fact, the rate of convergence shown in Table 1 (in powers of h) is clearly 2.
Table 2 shows the results for the curved domain with re-entrant corners. The orders of convergence obtained are once
again in good agreement with those predicted by the theory; indeed, the domain has re-entrant corners with angle 3pi/2
and then, following [4], 1.36 was an expected order; it can be seen that this order of convergence is almost attained.
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