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ABSTRACT OF DISSERTATION
MODELING IONIZED AND MOLECULAR REGIONS
OF THE INTERSTELLAR MEDIUM
USING THE SPECTRAL SYNTHESIS CODE CLOUDY

The focus of this dissertation is to study the star-forming regions of the
interstellar medium (ISM), using two very diverse environments: the Polaris Flare,
high-galactic latitude, cirrus cloud complex consisting of several starless molecular
cores with no nearby hot stars; and the Orion Nebula, which is the closest massive
star forming region. The two environments provide a wide range of physical
conditions.

It is commonly assumed that the Herschel far-infrared (FIR) fluxes are a good
measure of column density, hence, mass of interstellar clouds. We find that the FIR
fluxes are insensitive to the column density if AV ≳ 2. The Polaris Flare has been
previously observed with the Herschel Space Telescope. We use Cloudy to model the
molecular cores in MCLD 123.5+24.9 of the Polaris Flare. The Polaris Flare, 150 pc
distant, is well within the Galactic disc. There are no nearby hot stars. Therefore, the
cloud is illuminated by an external far-ultraviolet (FUV) flux (6-13 eV) due to the
galactic background interstellar radiation field (ISRF). The dust grains absorb the
incident FUV flux and re-emit in the FIR continuum emission. We use detailed grain
models that suggest that the grains in dense regions are coated with water and
ammonia ices, increasing their sizes and opacities. In our models, dust temperatures
decline rapidly into the cloud. Therefore, the cloud interiors contribute very little
additional FIR flux, leading to an underestimate of inferred column density. Cloudy
also predicts mm-wavelength molecular lines for comparison with published
observations. Our models suggest that at low temperatures (≲ 20K), molecules
freeze-out on grain surfaces, and desorption by cosmic rays becomes important. Our
models of inter-core regions in MCLD 123.5+24.9 significantly under predict
molecular line strengths unless the gas is clumped into high-density regions.
We use Cloudy to construct a detailed model of the Orion H II region. This
study is an improvement over the work of Baldwin et al. 1991 with the new atomic
data and stellar atmosphere models, and a wealth of archival observational data

obtained over last two decades. We use collisionally excited lines to determine the
elemental abundance of the region.

KEYWORDS: Cloudy, H II region, Interstellar dust, Interstellar medium (ISM),
Photon-dominated region (PDR)
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Chapter 1 - Introduction
1.1 The Interstellar Medium (ISM)
Astronomy has been an area of fascination to the human society since the
earliest records of history. Invention and use of optical telescopes boosted the study of
celestial objects. Modern astronomy, however, is not so much restricted to observations
from optical telescopes. One of the important events in the development of modern
astronomy was the discovery of spectral lines, that is, light emitted or absorbed at very
specific wavelengths by atoms and molecules in hot gas. In the 19th century, many
spectral lines were detected in sunlight. Laboratory experiments conducted later
showed that specific lines uniquely correspond to specific elements. In early 20th
century, our understanding was broadened by the introduction of quantum mechanics
and the science of spectroscopy advanced. We could predict and identify the spectral
lines corresponding to various elements and molecules. With the discovery of new
forms of light that were invisible to human eye (X-rays, gamma rays, radio, ultraviolet
and infrared radiation), modern astronomy took a new turn. The fields of radio,
infrared, X-ray and gamma-ray astronomy flourished.
With spectroscopy, it was discovered that the Sun is composed mainly of
Hydrogen and Helium. Further studies showed that the other stars are similar in
composition to our Sun, but they vary in size, mass and temperature. It was also found
that the most abundant element in the universe is hydrogen. Our galaxy, the Milky Way,
was found to be one of billions of galaxies each of which is made up of billions of stars.
The natural questions are these – how and from what kind of material do stars form? It
was eventually discovered that the space between the stars is filled up with low-density,
relatively cold gas, mainly hydrogen, and microscopic dust particles. This material is
known as “interstellar medium” or ISM. The stars are born from this ISM. For this
reason, the study of ISM is important. Understanding the composition of the ISM is one
of the interesting, and at the same time, challenging problems in astronomy. The ISM is
8

distinguished by three phases of hydrogen; ionized, atomic and molecular:
(1) Ionized hydrogen is found in a close vicinity of young stars formed within the ISM.
This gas is the hottest of all the three forms, at a few thousand Kelvin. The density of
this gas is very low, about a few atoms per cubic centimeter.
(2) Atomic gas is shielded from the starlight by the already ionized gas. The hydrogen
ionizing photons do not penetrate through to the atomic region, as they are all
absorbed in ionized region. This gas is much cooler, a few hundred to a thousand Kelvin.
It is also denser than the ionized gas with around tens of atoms per cubic centimeter.
(3) Deeper into the cloud exists hydrogen in molecular form (H2). This is the coldest of
the three forms, at only a few tens of Kelvin, and the densest of the three regions, about
a few hundred to a million atoms per cubic centimeter. Even though this is the densest
region of ISM, it is just a relative term. The ISM in all its forms is still very dilute
compared to standards on Earth, even compared to most laboratory vacua.
It was discovered from the observational studies that the ISM has small dust
particles consisting of metals (elements heavier than helium are considered as “metals”
in astronomy). The nature of dust in interstellar medium is not well understood.
However, dust plays an important role in the physics and chemistry of the ISM. The dust
absorbs starlight, especially the ultraviolet energy range, and re-emits it in the infrared
energy range. Therefore, the dust shields the gas from ionizing radiations but keeps it
warm by thermal emission. There are three known types of the dust particles based on
their composition: (1) carbon in crystalline form or amorphous form, (2) silicates
consisting of oxidized iron, magnesium, silicon (generally considered as MgSiFeO4), and
(3) very small polycyclic-aromatic hydrocarbons (PAHs). We will discuss dust in more
details in Chapter 3, where we discuss our study of a molecular region.
If gravity were the only force acting on this ISM, we would have all the gas in the
form of stars, and then we would not have to worry about the evolution of the ISM;
however, that is not the case. The gas in the ISM is supported against gravity or any
other external pressure that would confine the gas by the thermal, turbulent and
9

magnetic pressures, the latter two being more important than the thermal pressure.
The equilibrium between these pressures plays an important role in the formation of
stars from the gas.
The focus of this dissertation is to study the star-forming regions of the ISM using
the spectral synthesis code Cloudy. For this purpose, we use two very diverse
environments of the ISM: the Orion Nebula, which is the closest massive star forming
region to the Earth, and the Polaris Flare, a high-galactic latitude, cirrus cloud complex
consisting of several starless molecular cores with no nearby hot stars. The two
environments provide a wide range of physical conditions. We use the archival
observations of these regions and compare them with models of the regions generated
by Cloudy. This comparison enables us to constrain the chemical composition and
various physical parameters of these regions. Understanding these objects in detail will
place important constraints on our understanding of the complete picture – from prestellar environments to star formation. These two projects are discussed in details in
Chapter 1 and Chapter 3.
1.2 Basic Concepts in Astronomy
Before we go into the details of the ionized and molecular regions, the Orion
Nebula and the Polaris Flare respectively, let us first quickly review some of the basic
concepts in astronomy that we will be using very often in the text.
Column density
Consider a slab of gas that we are looking at front-on. If we draw a line that
passes from observer’s eye through the slab of gas as shown in Figure 1.1, where the
arrow points to the observer, then that line is called the line of sight. Now, if we
consider a cylinder of unit cross sectional area (say, 1 cm2) such that the line of sight is
the axis of the cylinder as shown in the figure, then the column density N of a species
can be defined as the total number of particles enclosed in this cylinder. Most
10

commonly in Astronomy, we use the column density in the units of cm-2. The universe
mostly consist of hydrogen, hence, it is a common practice to express the column
density of the gas in ISM as the column density of hydrogen, N(H). If the total volume
density of gas, or without loss of generality, hydrogen is n(H) in the units cm-3, then N(H)
is the integral of n(H) along a line of sight.
𝐿𝐿

𝑁𝑁(𝐻𝐻) = ∫0 𝑛𝑛(𝐻𝐻) 𝑑𝑑𝑑𝑑

(1.1)

The column density is, hence, a measure of the thickness of the cloud along the
line of sight, if the volume density is known. In general, when we observe gas in ISM, we
see a 2-D projection of the 3-D object, so it is difficult to judge the depth of the cloud.
Therefore, it is important in Astronomy to estimate the volume density and the column
density of the gas in order to measure the mass of the cloud.

Figure 1.1 ‒ Column density
Note: The column density N, of any species has the same definition. Here the column
density of hydrogen, N(H) is shown, as hydrogen is the most abundant element in the
universe.
Optical Depth
To understand the concept of optical depth, we will first have to consider
equation of radiative transfer. Suppose, at a given point inside a cloud along the line of
11

sight, the intensity of the emitted light is Iν, where ν is the frequency of the emitted
light. As this light propagates along the line of sight toward the observer, some of it will
be absorbed by the intermediate gas. On the other hand, the intermediate gas will also
emit some light of same frequency that will to the intensity. Therefore, the change in
intensity, 𝑑𝑑𝑑𝑑 along the line of sight through a path length 𝑑𝑑𝑑𝑑 is given as,
𝑑𝑑𝑑𝑑 = 𝑗𝑗𝜈𝜈 𝑑𝑑𝑑𝑑 − 𝜅𝜅𝜈𝜈 𝐼𝐼 𝑑𝑑𝑑𝑑

(1.2)

Where, jν is volume emissivity of the gas, that is, the energy emitted per unit time per
unit volume per unit frequency bandwidth per unit solid angle (erg s-1 cm-3 hz-1 sr-1), and
κν is absorption coefficient or opacity, the fraction of intensity absorbed per unit path
length (cm-1). The solution to the equation (1.2), of radiative transfer is then
𝑗𝑗
𝐼𝐼 = 𝜈𝜈�𝜅𝜅𝜈𝜈 (1 − 𝑒𝑒 −𝜏𝜏𝜈𝜈 )

(1.3)

𝐿𝐿

Where, the optical depth, 𝜏𝜏𝜈𝜈 = ∫0 𝜅𝜅𝜈𝜈 𝑑𝑑𝑑𝑑 . The optical depth is a unit-less quantity that is
a measure of total absorption along the line of sight at the observed frequency of light.

In other words, if Iν is the intensity of light emitted by the gas at a certain depth into the
cloud, and Iν,0 is the intensity of light observed, then the optical depth along the line of
sight can be written as,
𝜏𝜏𝜈𝜈 = − l𝑛𝑛 (𝐼𝐼𝜈𝜈 ⁄𝐼𝐼𝜈𝜈,0 )

(1.4)

Therefore, the optical depth measures the exponential reduction of intensity. An
optical depth of one means that the intensity of the light emitted by the gas within the
cloud is attenuated by a factor of e-1 before it reaches the front face of the cloud that
we observe. An emission line with a large optical depth (optically thick line, τ>>1) has its
intensity greatly attenuated before it reaches the front face of the cloud. On the other
hand, for a line with a very small optical depth (optically thin line, τ<<1), all of the
intensity from within the cloud reaches the front face of the cloud.
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Visual Extinction
As noted in section 1.1, the gas is well mixed with dust. Even if dust is only about
1/100th of the gas by mass in ISM, the dust interferes with the light emitted by the gas
within the cloud. The dust partly absorbs and partly scatters the light incident on it into
different directions than the initial direction of propagation. Because of this reason, the
light that is emitted by the gas within the cloud is attenuated as it reaches the front of
the cloud. This reduction in intensity of light also affects star light that is coming from
any star along the line of sight behind a cloud of gas. This effect is called the interstellar
extinction or reddening. The starlight is generally observed in the range of visible light
(spectrum). Therefore, we define a term called visual extinction, AV, such that the
relationship between the emitted (non-reddened) and the observed intensities (I0 and I,
respectively) of visual light could be written as,
𝐴𝐴𝑉𝑉 = −2.5 l𝑜𝑜𝑜𝑜 (𝐼𝐼 ⁄𝐼𝐼0 )

(1.5)

The optical depth for visual light can be related to visual extinction, by changing
of base of logarithm from natural to base 10 in equation (1.4), and then using equation
(1.5) as
𝐴𝐴𝑉𝑉 = 1.086 𝜏𝜏𝑉𝑉

(1.6)

Clouds of ISM are divided into three groups based on the visual extinction: (1)
Diffuse clouds ‒ these clouds have AV < 1. Typically, n(H)∼10-100 cm-3 in diffuse clouds.
In these clouds, the chemistry of the gas is dominated by the incident stellar radiation,
as much of the radiation can penetrate through the clouds. (2) Translucent clouds ‒
these clouds have 1 ≤ AV ≤ 5. These clouds are denser with n(H)∼100-103 cm-3. (3) Dark
or molecular clouds ‒ these clouds have AV > 5. These are the densest regions of ISM
with n(H)∼103‒107 cm-3. The chemistry is dominated by collisions (two-body
interactions) between the atoms/molecules and the free particles like electrons, in
these regions, due to the high density.
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It is also found empirically that the visual extinction, which is a measure of
amount of dust along the line of sight obstructing the visible light can be related to N(H),
which is a measure of amount of gas present along the line of sight. The standard ratio
of the visual extinction to the column density of hydrogen for diffused ISM used in
Astronomy is determined empirically to be (Bohlin, Savage, and Drake, 1978)

Extinction curve

𝐴𝐴𝑉𝑉 ⁄𝑁𝑁(𝐻𝐻) = 5.3 × 10−22 𝑚𝑚𝑚𝑚𝑚𝑚 𝑐𝑐𝑐𝑐2

(1.7)

In observations, we get spectra that cover a range of wavelengths from UV to IR.
All of the observed emission lines in these spectra need to be corrected for the
extinction (reddening). For this purpose, we use a theoretical function called the
extinction curve. As discussed in section 1.2.3, the extinction depends on wavelength.
The extinction curve is characterized by the shape and the amplitude at any given
wavelength. In general, we can write the wavelength dependence of extinction as
𝜏𝜏𝜆𝜆 = 𝑐𝑐 𝑠𝑠(𝜆𝜆)

(1.8)

In equation (1.8), c is the amplitude of extinction, which depends on the column
density of dust along the line of sight, while s(λ) is the shape of extinction that depends
on the size distribution and composition of the dust. If we define the logarithmic
extinction C as the logarithmic part in definition of AV in equation (1.5), along with the
negative sign, then we get AV = 2.5 C = 1.086 τV. This gives us a linear relationship
between the three quantities that define extinction, and we can interchangeably use
ratio of any of these quantities with itself at different wavelengths. In the literature, a
hydrogen recombination line such as Hβ is generally used to normalize extinction at
other wavelengths. This is done because hydrogen recombination lines are bright and it
is easy to predict the line flux. For nebular extinction, the logarithmic extinction C, and
the shape s(λ) of extinction could be defined respectively (Blagrave et al. 2007) as
𝐶𝐶𝜆𝜆 = 𝐶𝐶𝐻𝐻𝐻𝐻 [1 + 𝑓𝑓𝜆𝜆 ]
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(1.9)

Where, fλ is a function of wavelength. If we set fHβ = 0 and define
𝑠𝑠(𝜆𝜆) = (1 + 𝑓𝑓𝜆𝜆 ) = 𝜏𝜏𝜆𝜆 ⁄𝜏𝜏𝐻𝐻𝐻𝐻

(1.10)

Then we have, c = τHβ = CHβ / 0.434.

In astronomy, we also define the differential extinction between two
wavelengths, usually center wavelengths of B and V filters (∼440 and 550 nm), as color
excess E (B‒V) = AB ‒ AV. Then we can define a parameter R as ratio of total to selective
extinction R = AV / E(B‒V). In this case, E(B‒V) = 2.5 C / R. The value of R determines the
extinction curve. For the standard extinction curve within galaxy R = 3.1, while for the
Orion Nebula it is observed to be R = 5.5.
Excitation and Brightness Temperatures
When there are collisions between the atoms/molecules and free particles, the
former get excited to a higher energy state, called an excited state. In nature, any
system prefers to be in the lowest possible state. Therefore, after a short time following
the collision, the atom/molecule gets de-excited, returning to the state it was before the
collision. This results in emission of photon(s). Many such collisions produce an emission
spectrum. In the dense regions, where collisions dominate the chemistry, the gas can be
assumed to be in local thermal equilibrium (LTE), i.e., the rate at which the atoms are
excited equals the rate of de-excitation. This is true because the incident starlight does
not penetrate through to the dense regions, hence, it cannot excite the
atoms/molecules. In this case, the kinetic (physical) temperature (TK) of the gas equals
the excitation temperature (Tex) of the line, where the excitation temperature can be
defined using the Boltzmann equation for the ratio of populations in the upper and
lower levels of the species as
𝑛𝑛𝑢𝑢
𝑛𝑛𝑙𝑙

=

𝑔𝑔𝑢𝑢
𝑔𝑔𝑙𝑙

𝑒𝑒 −∆𝐸𝐸⁄𝑘𝑘𝐵𝐵 𝑇𝑇𝑒𝑒𝑒𝑒

(1.11)

Where, g is the statistical weight of the level, ∆E is the energy difference between the
two levels, and kB is the Boltzmann constant. However, in the regions that are not as
15

dense, the radiative processes become important in exciting the species, and then the
excitation temperature does not equal the kinetic temperature of the gas. If we assume
that the gas emits the radiation as a blackbody, then the intensity of emitted radiation
at a particular frequency is equal to Planck function at the excitation temperature,
Bν(Tex). In Rayleigh-Jeans limit (hν << kT), B(T) is proportional to T. This limit holds for all
the observed radio frequencies; therefore, we can replace the intensity in solution
(equation 1.3) to equation of radiative transfer, and write
𝑇𝑇𝐵𝐵,𝜈𝜈 = 𝑇𝑇𝑒𝑒𝑒𝑒 (1 − 𝑒𝑒 −𝜏𝜏𝜈𝜈 )

(1.12)

Here, TB,ν is the brightness temperature, which is temperature surrogate to the
observed intensity at given frequency. In other words, TB is not the physical temperature
of the gas emitting the radiation. For the optically thick lines, we get, 𝑇𝑇𝐵𝐵,𝜈𝜈 = 𝑇𝑇𝑒𝑒𝑒𝑒 and for

optically thin lines, 𝑇𝑇𝐵𝐵,𝜈𝜈 = 𝑇𝑇𝑒𝑒𝑒𝑒 𝜏𝜏𝜈𝜈 .

The column density of an observed species can be written in terms of the

excitation temperature and the optical depth of the line as
𝑁𝑁 = 𝐶𝐶 𝑇𝑇𝑒𝑒𝑒𝑒 𝜏𝜏𝜈𝜈 Δ𝑣𝑣𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

(1.13)

Where, C is a constant and ∆vFWHM is the full width at half maximum of the line that is
observed (generally, in the units K km s-1). The observed line is generally broadened by
the thermal and turbulent effects in the ISM. Column density is determined using the
optically thin lines, as the line emission from back of the cloud can make through to the
front of the cloud for these lines, thus providing a correct estimate of all the gas along
the line of sight. Since, we observe the brightness temperature, it is a common practice
to use an optically thick line of the species under consideration to determine the
excitation temperature of the line and then use the optically thin line of the same
species to determine the column density of the species assuming both optically thick
and thin lines have same excitation temperature. For example, we use optically thick
12CO

and optically thin 13CO lines to determine N(CO).
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1.3 Introduction to Cloudy
Cloudy is a “spectral synthesis” program. Cloudy takes various assumed physical
parameters of a cloud of ISM as an input and uses the known physics and chemistry of
the ISM to calculate physical conditions such as the temperature of the gas and dust as a
function of depth into the cloud. Finally, Cloudy calculates the radiation expected to
emerge from the cloud of ISM, assumed the given input parameters. The input
parameters that go into Cloudy are the incident radiation field, the geometry of the
cloud, the density and the chemical composition of the gas, the nature of the dust, the
turbulence of the gas, etc. The incident radiation consists of starlight and other types of
radiation like cosmic rays and the cosmic microwave background (CMB). The geometry
that is commonly used by Cloudy is a plane-parallel (slab-like) geometry, where a slab of
ISM is illuminated from one side by the starlight. The other available geometry is
spherical, where the star is situated at the center of the gas. For the chemical
composition of the gas, there are stored chemical abundances for the Sun, standard
ISM, and a few famous regions of ISM, like the Crab and the Orion nebulae. We can also
set customized values for the chemical abundances other than the default values. The
dust content, sizes and abundances of dust grains for standard ISM are set as default
values in Cloudy. In addition, we can introduce our own model for dust grains in Cloudy.
When the code is run, Cloudy tries to establish equilibrium between various physical
and chemical processes. Cloudy then predicts the various spectral lines the ISM would
emit, using the atomic physics we described to the code. We can compare the output of
Cloudy with real observations of the region and come to an agreement or disagreement
with the model.
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Figure 1.2 ‒ Simplified cartoon of a plane-parallel slab model
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Chapter 2 - Polaris Flare
2.1 Introduction to molecular cloud MCLD123.5+24.9 of the Polaris Flare
Cold, starless molecular cores are thought to be among the simplest regions of
the ISM. However, they present many challenges, including accurate determinations of
their most fundamental property, mass. In the absence of accurate mass
determinations, the virial stability of the cores cannot be assessed; therefore, the
evolution of the cores toward star formation is uncertain. Since the principal species in
cold cores, H2, emits no detectable radiation, the cores are studied by radiation from
trace constituents, most frequently, far-infrared (FIR) dust emission and millimeter
wavelength CO line emission. Such studies require accurate knowledge of the
relationships between the trace constituent emission and N(H). Here, we use the
spectral synthesis code Cloudy (Ferland et al. 2013) to explore these relationships and
better understand their uncertainties. Our Cloudy models focus on molecular cores
within the Polaris Flare cloud complex. However, the model results are more generally
applicable to cold, starless molecular cores elsewhere in the Galaxy.
The Polaris Flare, a translucent molecular cloud situated at Galactic latitude
∼25°, was discovered by Heithausen & Thaddeus (1990). These authors put an upper
limit on the distance of 240 pc. Thereafter, most authors have adopted a distance of 150
pc, which we assume here. At this distance, the cloud lies within the Galactic molecular
disk (Bensch et al. 2003, hereafter Ben03). MCLD 123.5+24.9 (hereafter, MC123) is one
of the denser regions within the Polaris Flare. MC123 is well observed in molecular
tracers and is gravitationally unbound (Ben03, Hily-Blant & Falgarone 2007, hereafter
HB&F, Heithausen et al. 2002, 2008, Shimoikura et al. 2012, hereafter Sh12). In addition,
recent observations of the FIR dust emission from the Polaris Flare by the Herschel
Space Telescope (André et al. 2010, Ward-Thompson et al. 2010, hereafter WT10)
identified several molecular cores in this region. No IRAS or Spitzer point sources are
associated with any of the MC123 cores (WT10). Therefore, these cores are starless and
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protostellar (Heithausen et al. 2008). Such cores serve as a useful laboratory to study
processes that lead to star formation.
In section 2, we discuss the archival observations of MC123 used in this work.
Various properties of this region deduced from molecular line and FIR dust emission are
discussed. In section 3, we discuss the parameters used to model MC123 using version
13.02 of Cloudy. We have added extensive grain surface chemistry to the models. In
addition, we discuss the properties of the dust grains in the cold and dense molecular
cores and several grain models that describe the size distribution and the composition
of these grains. In section 4, we present the results for the PDR models for the core and
inter-core regions of MC 123. We explore the dependence of predicted FIR dust
emission upon the interstellar radiation field (ISRF). We also discuss the influence of
uncertainties in freeze-out and desorption rates upon model results. Section 5 contains
a summary of the results and the conclusions of our models.
2.2 Archival Observations
The molecular cloud MC123 of the Polaris Flare shows strong extended IRAS 100
µm emission and is a local maximum in the 12CO (1−0) line intensity map of the cloud.
MC123 is an elongated structure of size ≈1.5×0.5 pc with the average visual extinction,
AV ≈ 0.5‒0.8 mag (Ben03, HB&F, and Sh12). Therefore, N(H) ≈ 1−2 ×1021 cm-2,

assuming a standard ratio of N(H)/AV = 1.8×1021 cm-2 mag-1. In this section, we discuss
the archival observations used in this work for MC123. These observations include FIR
dust emission observed with Herschel Space Telescope and molecular line emission
observed with IRAM 30m, and Nobeyama 45m telescopes.
Dust Emission with the Herschel Space Telescope
The Polaris Flare was observed with the Herschel Space Telescope as a part of
the Gould Belt Survey (André et al. 2010). These science demonstration phase (SDP)
observations were performed at 70 µm and 160 µm with PACS, and 250 µm, 350 µm
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and 500 µm with SPIRE. From these data, WT10 published 24″ resolution images of MC
123 at 160 µm, 250 µm, and 350 µm. The morphology of the images is very similar to
that observed in 13CO by HB&F (section 2.2.2). There is a filamentary loop at Galactic
coordinates 123.67 and +24.89. Falgarone et al. (1998) interpreted this loop as the edge
of a cloud core. However, WT10 ruled this possibility out, since they did not detect
strong dust emission from the center of the loop. WT10 identified five core regions
within MC123 and numbered them in order of increasing Galactic longitude. These cores
are molecular and dense. WT10 estimated the mean molecular hydrogen density, n(H2)
~105 cm-3. They also derived a dust temperature, Td ~10K and peak-hydrogen column
density, N(H2)peak ~1022 cm-2 for the cores. To do so, they used a pixel-by-pixel fit to the
fluxes assuming a constant Td, and 𝜈𝜈 2 behavior for the dust opacities within FIR range.
(See equations 1 & 2 in WT10.)

For this study, we combined the SDP data described above for MC123 with data
from the Guaranteed Time Key Project (KPGT) for the same field. For a given Herschel
band, the SDP and the KPGT data sets each contain two observations of the MC123 field
with cross-linked scans. Therefore, we combined these four observations in a given
band into a single image. To process the SPIRE data, we used the latest version of the
Herschel Interactive Processing Environment (HIPE, v11.0.2). Processing with the new
version ensured that the images are calibrated using the latest calibration tree which
has improved since WT10. We used a plug-in to HIPE, called SPIRE Photometer
Interactive Analysis (SPIA, v1.11.1). For each Herschel band, the data were destriped
and the extended emission images were produced. These images were zero-point
corrected to take into account the absolute offset of SPIRE images due to the radiative
contribution from the telescope mirror, based on the cross-calibration with HFI 545 and
857 µm images from Planck mission. After processing, the images were color corrected
to take into account the wavelength dependence of the solid angle of the extended
sources. In our case, this correction was about ± 2%. PACS data were processed with
external Unimap software (Piazzo et al. 2012). Unimap produces high quality images
implementing a full pipeline, starting from the level 1 data of the standard pipeline. The
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PACS 160 µm data yielded a useful image. However, the signal-to-noise ratio in the
shorter wavelength PACS bands (70 and 100 µm) was too low to be useful. This outcome
is not surprising since dust emission at these wavelengths should be negligible in cold
molecular clouds. We make no further reference to the 70 and 100 µm bands. Basic
parameters of the Herschel images are listed in Table 2.1. Figure 1.1 shows the
processed images for the four Herschel bands that yielded useful results. The images for
the 160, 250 and 350 µm bands are similar to those shown by WT10. However, Figure 1
also includes an image of the 500 µm band. In Table 2.1, we list brightnesses (MJy sr-1)
at the central pixel of each core identified by WT10 and for each Herschel band. For the
purposes of extracting brightness information in Table 2.2, we smoothed the 160 µm,
250 µm and 350 µm images to the 35” resolution of the 500 µm map. However, the
images in Figure 2.1 are unsmoothed, having the resolution listed in Table 2.1.
Table 2.1 ‒ Herschel Space Telescope data
λ (µm)

Instrument

Reduction
Software

Pixel size

FWHM

(")

(")

(a)

(b)

(c)

(d)

(e)

160

PACS

UNIMAP

4.5

13

250

SPIRE

HIPE

6

18

350

SPIRE

HIPE

10

24

500

SPIRE

HIPE

14

35

Note: All images have been smoothened for analysis purpose to common resolution of
35", which is the resolution of the 500 µm image.
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Figure 2.1 ‒ Herschel Dust Emission Maps
Note: Figure 2.1 shows processed Herschel dust emission maps at the four longest wavelength bands. Upper row: 160 µm PACS, and
250 µm SPIRE. Lower row: 350 µm and 500 µm SPIRE. The white circles represent the cores identified by WT10.

Table 2.2 ‒ The Peak Brightness in Dust Emission for each core
Cores

l

b

(degree) (degree)

Radius1 HWHM2

Surface Brightness, Sν, peak

(")

(")

160µm

250µm

350µm

500µm

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

1

123.388

+24.928

32

35

70.98

84.46

48.92

22.28

2

123.511

+24.915

48

50

79.21

96.68

55.53

26.19

3

123.559

+24.856

44

61

74.95

103.43

58.49

27.42

4

123.687

+24.894

48

49

64.99

107.58

64.10

33.42

5

123.690

+24.931

47

41

49.14

84.22

59.50

30.38

Note: The surface brightness for each core at 160 µm PACS band, and 250, 350, and 500
µm SPIRE bands are measured in units MJy sr-1 at the position of the brightest pixel in
the 500 µm image; co-ordinates are listed in the table. Surface brightnesses at 160, 250
and 350 µm come from images that have been smoothed to the 35” resolution of the
500 µm image. 1Radius, as listed in Ward-Thompson et al. 2010 for each core. 2The
HWHM is the geometric mean half-width at half maximum measured at the peak of the
core in our 250 µm maps.
CO and Other Molecular Line Observations
HB&F observed MC123 in the J= 1-0 and J=2-1 transitions of 12CO and 13CO. They
used the IRAM-30m telescope with half power beam width (HPBW) 22″ in the J=1-0
transitions and 11″ in the J=2-1 transitions. HB&F published integrated line intensity
maps for the J=1-0 12CO and 13CO, J=1-0 transitions. As mentioned in section 2.2.1, the
13CO

map has morphology similar to the dust emission maps. We identified the five core

regions from WT10 in the 13CO map. At each core position listed in Table 2.1, we
extracted CO line profiles from the HB&F on-line data cubes. These profiles are shown in
Figure 2.2. For each line profile, we calculated the velocity-integrated line intensity (K
km s-1) listed in Table 2.1.
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Figure 2.2 ‒ CO Line Profiles for MC123 cores
Note: The 12CO (left) and 13CO (right) line profiles at the core position listed in Table 1,
using data cubes available online (Hily-Blant & Falgarone 2007).
Table 2.3 ‒ CO Line Integrated Intensity1
Core

12CO

13CO

(J=1-0)

(J=1-0)

(a)

(b)

(c)

1

12.05

4.29

2

12.35

3.59

3

14.37

3.51

4

11.55

5.25

5

9.81

3.49

1

Intensities are in the units of K km s-1, area under the curve of the line profiles in Figure 2.
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In addition to the HB&F observations, Sh12 observed 17 molecular lines towards
MC123 with the 45 m telescope at Nobeyama Radio Observatory (NRO). The
observations were made at 45 and 100 GHz. The HPBW of the telescope is 35” at 45 GHz
and 15” at 100 GHz. Among these lines, 10 were detected, and Cloudy predicts three of
them, lines of 13CO, CS, and HCO+. Sh12 identified several sub-cores based upon their CS
observations. One of these sub-cores, CS-C, lies very close to the core 4 position in Table
2. The 13CO core 4 brightness from HB&F matches the 13CO CS-C brightness from Sh12 to
within 20%. Therefore, the Sh12 line brightness data are likely to be compatible with
HB&F data for the purposes of constraining Cloudy models. Velocity profiles and a table
of observed line properties are provided in Sh12.
2.3 Cloudy Models of Molecular Regions
Summary of Cloudy model parameters and changes in the code
Our Cloudy models incorporate a variety of standard assumptions about physical
conditions and geometry in the molecular ISM. For example, we assume that the
interstellar radiation field (ISRF) has the SED from microwave through X-ray wavelengths
described by Figure 2 of Black (1987). This choice amounts to an integrated ISRF
brightness of 2×10-4 erg s-1 cm-2 sr-1 or 1 Habing (Habing 1968). We describe this ISRF as
having G0 =1. Adoption of G0 =1 for the MC123 cloud is plausible given the absence of
any known local enhancement in the Polaris Flare ISRF (Ben03) and the location of the
Polaris Flare within the galactic molecular disk. However, we experiment with other
values of G0 in our models (section 2.4). In addition, we exclude the CMB from the
models. We do so because we compare model predictions of FIR dust emission with
Herschel observations in which the CMB component has already been subtracted during
the processing (section 2.2.1). In principle, exclusion of the CMB allows model
temperatures to fall below 2.7 K. To preclude this possibility, we set a minimum
temperature in the models of 5 K. We have found that exclusion of the CMB has no
effect upon model predictions of molecular line emission. Finally, we include galactic
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background cosmic rays in the models. Cosmic ray desorption of molecules from grain
surfaces becomes important in low temperature molecular cores (section 2.4.1.2). All
models use plane parallel geometry. The ISRF is incident upon the illuminated face of
the model. Model calculations then follow physical conditions into the cloud until a
specified column density is reached. All Cloudy model calculations are for equilibrium
(time steady) conditions.
The released version 13.02 of Cloudy incorporates a variety of gas-phase
chemical reactions, heating and cooling mechanisms, photo-ionization, and
recombination reactions. To represent physical conditions in cold (≲ 20K) regions,
Cloudy includes adsorption (freeze-out) of gas phase species onto grain surfaces. Cloudy
also treats desorption of molecules from grain surfaces via thermal effects, cosmic rays,
and UV radiation (see Abel et al. 2008). These processes follow the treatment of
Hasegawa et al. (1992), Hasegawa & Herbst (1993), and Bergin et al. (1995). However,
the released version 13.02 of Cloudy only includes adsorption and desorption of CO,
H2O, and OH. Moreover, the only grain surface chemistry included in this Cloudy version
is H2 formation. We have added two enhancements to the released version 13.02. First,
we have enabled adsorption and desorption of 31 more species including, CS, SO, CH,
CH2, CH3, and CH4 (see Appendix A for details). Secondly, we have added grain surface
chemistry between all of these species, following the treatment of Hasagewa et al.
(1992).
Dust Grain Models
Cloudy models of interstellar clouds require detailed grain models that include
grain sizes in the approximate range 1‒1000 nm. The smaller grains dominate grain
surface processes, such as formation of H2 and other molecules. These grains affect
Cloudy predictions of molecular line strengths. The larger grains contribute most of the
dust mass, and they re-emit stellar FUV radiation in the FIR. These grains affect Cloudy
predictions of FIR emission, predictions that rely upon knowledge of grain opacities, κν.
Indeed, grain opacities form the crucial link between observed FIR emission and N(H),
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since N(H) ∝ 1/κν. However, FIR grain opacities cannot be measured observationally.

They must be computed theoretically, based upon a model of the materials making up
grains and knowledge of the refractive indices of these materials. Therefore, we have
used Cloudy to construct several detailed, multi-component grain models. For these
models, Cloudy uses effective medium theory (EMT) to calculate refractive indices of
mixed materials, and Cloudy incorporates refractive indices from other sources. Cloudy
then uses Mie theory to calculate grain opacities, κν as a function of frequency from the
refractive indices. Our procedures are similar to those of Pr93, and we have used
refractive index data from that work. Note that opacities for all grain models have a
κν ∝ ν2 behavior in the FIR, a natural consequence of Raleigh scattering of wavelengths
much longer than the grain sizes.

Observations of heavy element abundances place important constraints upon
grain models as noted by Snow & Witt (1996) among other authors. The grain models
must incorporate heavy elements; most notably C, N, O, Mg, Si and Fe, in the
proportions implied by observed depletions in the ISM and assumed cosmic
abundances. The latter are usually taken to be solar abundances; we adopt those of
Asplund et al. (2009). Jenkins (2009) compiled depletion data for various elements. He
finds that lines of sight to different stars often have systematically different depletions,
and he lists maximum and minimum depletions for many elements. We assume the
maximum depletions reported by Jenkins for the elements. This choice is reasonable for
the cold molecular gas of the Polaris Flare where high depletions are likely. This choice
also maximizes the heavy elements available to make grains. A physically reasonable
grain model should not require higher abundances of heavy elements than those
implied by the maximum depletions and cosmic abundances. Such a model would
overuse the elements available for grains. Likewise, a physically reasonable grain model
should not require lower abundances, at least not for a cold molecular cloud where high
depletions are expected. Such a model would underuse the elements available for
grains; hence, it would not account for the location of elements known to be depleted
from the gas. Ideally, a grain model will use all elements optimally, that is, require grain
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element abundances implied by cosmic abundances and depletions. Of course, cosmic
abundances and observed depletions have uncertainties, leading to uncertainties in the
abundances of elements available for grains. For example, cosmic abundances taken for
the Sun, as adopted here, are typically 25% higher than those derived from observations
of B stars (See compilation in Asplund et al. 2009). In addition, depletions vary among
the elements that make up grains. Mg, Si and Fe are all highly depleted in the ISM;
essentially, the full cosmic abundance of each element is available for formation of
silicate cores in the grain models described below. Therefore, uncertainties in grain
abundances of these elements are primarily the uncertainties in cosmic abundances, of
order 25%. However, C, N and O are much less highly depleted, and N may not be
depleted at all (Jenkins, 2014). These elements are found in the dirty ice mantles of
grain models described below. The grain abundances of these elements are uncertain
both because of uncertainties in cosmic abundances and because of uncertainties in
measured gas-phase abundances.

Figure 2.3 ‒ Core-Mantle Particles (CMP)
Our grain models include many of the components discussed by Preibisch et al.
(1993; hereafter, Pr93), especially core mantle particles (CMP, Figure 2.3) that are
expected to exist in cold molecular regions. As described by these authors, a CMP
consists of a spherical silicate (MgSiFeO4) core surrounded by a “dirty ice” mantle. The
dirty ice contains H2O and NH3 ices mixed with small amorphous carbon (aC) particles.
Pr93 calculated refractive indices of dirty ice using EMT. They assumed a volume ratio of
29

H2O to NH3 ices of 3:1, a ratio that best fits observations of the 3.1 µm ice feature
toward the Becklin-Neugebauer (BN) object (also, see Hagen, Tielens & Greenberg
1982). Pr93 assumed that aC particles occupy 10% of the dirty ice volume. We adopt
these assumptions and incorporate the Pr93 dirty ice refractive indices into our grain
models. Other parameters describing CMPs are (i) the ratio of mantle radius to core
radius, b/a; (ii) the ratio of Si in grains to total H, Si/H; and (iii) the size distribution of
the silicate core radii, n(a). Like Pr93, we chose the MRN size distribution n(a) ∝ a-3.5

(Mathis et al. 1977) for silicate cores in the size range listed in Table 2.4. The ratio b/a,
and the assumed dirty ice composition described above, establish the ratios of C, N, O,
Mg and Fe to Si in the CMPs. The Si/H ratio establishes the CMP abundances of all of
these elements relative to H. The assumed core size distribution establishes the number
of CMPs per unit H. The Pr93 grain models, like ours, also include free aC particles in
addition to those within the dirty ice. As described above, a given assumed Si/H ratio
implies a ratio C/H in the CMPs. If free aC particles are to be part of the overall grain
model, then the total C/H ratio for grains must be greater than the C/H ratio in the
CMPs alone.
Table 2.4 ‒ Grain Types and Sizes
Grain Type

Abbreviation

Minimum Grain
Size

Maximum Grain
Size

(a)

(b)

(c)

(d)

Poly-aromatic Hydrocarbons

PAH1

0.4

1

aC2

7

30

Si-core2

40

~1000

Amorphous Carbon
Silicon Core
Note: The grain sizes are in nm.

References: (1) Abel et al. 2008 (2) Preibisch et al. 1993
We have constructed three different grain models with Cloudy, and we have
calculated opacities for each. These models explore a range of grain properties, resulting
in a range of calculated κν. Each model assumes the MRN size distribution used by Pr93
for free aC particles and for CMP silicate cores (Table 2.4). Our calculations of κν also use
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the same refractive index data for free aC particles, for silicates, and for dirty ice used by
Pr93 in the wavelength range 0.1 to 800 µm 1. In addition, all of the grain models
allocate nearly the same C/H ≈ 1 × 10-4 to the free aC grains. Therefore, the

contributions of free aC particles to the total opacities in all three models are essentially
the same. The principal differences among the grain models arise from differences in
properties of the CMPs, differences that imply different abundances of elements in
grains and different values of κν. We now describe each of these grain models, and we

present the resulting values of κν in Figure 2.4. Opacities plotted in Figure 2.4 are the
sum of absorption and scattering opacities, the latter corrected for forward scattering of
photons from an extended background source into the line of sight of the observer 2. In
addition, opacities in Figure 2.4 are the sums of opacities contributed by CMPs and the
by free aC grains.
(1) Our first Cloudy grain model is an attempt to replicate the Pr93 model that is
the basis for the WT10 analysis of Herschel Polaris Flare data. This model provides a
consistency check between Cloudy calculations of grain opacities and those of Pr93. Like
Pr93, model 1 has b/a = 1.62 and Si/H = 3.1 × 10-5. The model also assumes C/H = 2.2 ×
10-4 for CMPs and free aC grains combined, a value reflecting abundance information
cited by Pr93. This ratio allows 54% of the aC in grains to reside outside the mantles as
free aC grains, with the remaining aC in the CMP mantles. FIR opacities calculated for

1

We have extended the wavelength range of the aC, silicate and dirty ice refractive
indices outside 0.1 to 800 µm on an ad hoc basis. This extension, described in Appendix
B, is done for computational compatibility with the Cloudy Mie theory implementation.
The extension is not expected to affect any results reported here.
2
Scattering opacities for a point-like background source, such as a star, are higher than
scattering opacities for an extended background source. This difference arises because a
photon from a point source that is forward scattered by even a very small angle is not
seen by the observer. In contrast, a photon from an extended source that is forward
scattered by an angle no greater than the angular size of the background source is still
seen by the observer. At FIR wavelengths, grain scattering is insignificant, so this
distinction is irrelevant. However, scattering is important at optical wavelengths. As a
result, point source opacities in the V-band are about 1.7 times greater than extended
source opacities. Opacities plotted in Figure 3 are for extended sources. However,
opacities plotted by Pr93 are for point sources.
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this model are to be compared with those in Pr93 Figure 5 (dotted line for b/a = 1.62).
As expected, our model 1 yields κν values in the FIR that are nearly identical to those
calculated by Pr93 and very close to the strict κν ∝ ν2 law used by WT10 in the FIR. This

latter correspondence is shown in Figure 2.4, where the solid line is κν for model 1 and
the straight dotted line is the κν law used by WT10. Despite these similarities between
our model 1 and the Pr93 model, we note one difference. Contributions to the opacity

from free aC particles in our model 1 (not shown separately in Figure 2.4) are about six
times higher than those in the Pr93 model over the approximate wavelength range 5 –
200 µm (Pr93, Figure 3). We have used the same aC refractive index data as Pr93 and
standard Mie theory. Therefore, it is unclear why these differences exist in calculated aC
particle opacities. However, the differences have no significant effect upon the
calculated FIR opacities in model 1 because the CMPs, not the aC particles, strongly
dominate the opacity at these wavelengths.
Model 1 uses the silicate core elements Mg, Si and Fe in near optimum
abundances; however, it overuses the elements C, N, and O. This conclusion is based
upon information in Table 2.5 where we present abundance data for the six grain
elements considered in the models. Column (b) in this table lists gas phase abundances
for the highly depleted ISM based on the compilation of Jenkins (2009). Column (c) lists
solar abundances from Asplund et al. (2009) and column (d) has the differences (c) – (b),

that is, the abundances presumed to be in grains. Note that C/H in column (d) is half the
value (2.2 × 10-4) taken by Pr93, reflecting more recent estimates of cosmic abundances
and depletions for C. The element abundances required by grain model 1 listed in
column (e) are in excess of the abundances available for grains in column (d) for C, N
and O by factors of 2, 6, and 2, respectively. In this sense, these three elements are
overused by the grain model. Note that the overuse of C in model 1 could be eliminated
by assuming all C in grains is within the CMPs, leaving none available for the free aC
grains. However, the absence of free aC grains would affect the chemistry in the model,
in particular, the predictions of CO line strengths. Grain model 1 uses elements Mg, Si
and Fe in just about the optimal abundances.
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Table 2.5 ‒ The Composition of the Grains
Element

Highlydepleted
ISM1

Solar
Abundance2

Available
Grain
Abundance

Model 13

Model 2

Model 3

(a)

(b)

(c)

(d)

(e)

(f)

(g)

C

1.9×10-4

3.0×10-4

1.1×10-4

2.2×10-4

1.1×10-4 1.1×10-4

N

6.2×10-5

7.4×10-5

1.2×10-5

7.0×10-5

5.8×10-6 1.2×10-5

O

3.3×10-4

5.3×10-4

2.0×10-4

3.6×10-4

1.5×10-4 1.7×10-4

Mg

2.3×10-6

4.4×10-5

4.1×10-5

3.1×10-5

3.3×10-5 3.3×10-5

Si

1.8×10-6

3.5×10-5

3.3×10-5

3.1×10-5

3.3×10-5 3.3×10-5

Fe

2.0×10-7

3.5×10-5

3.5×10-5

3.1×10-5

3.3×10-5 3.3×10-5

Note: Column (d) lists the maximum available grain abundance for each element, that is,
column (c) minus column (b). Columns (e) through (g) list grain abundances implied in
grain models described in this work.
References: (1) Jenkins 2009 (2) Asplund et al. 2009 (3) Preibisch et al. 1993 (Pr93)
The overuse of N in model 1 by a factor of six raises several issues. As indicated
above, N is very weakly depleted in the ISM, if at all. Jenkins (2014) lists the gas-phase
abundance of N as between 60% and 100% of the solar abundance, leaving no more
than 20 ± 20% of the solar N abundance available for grains. Yet model 1 requires 95%
of the solar N abundance in grains (and 125 % of the B star N abundance in grains as
listed by Asplund et al. 2009). If NH3 ice is indeed present in dirty ice mantles in the
assumed proportion, then model 1 is ruled out on N abundance grounds. However, the
evidence for NH3 ices in CMPs is far from conclusive. As mentioned earlier, the inclusion
of NH3 ice in the Pr93 model (hence, in our model 1) is based upon an argument by
Hagen, Tielens & Greenberg (1982) about the origin of the 3.1 µm ice feature in the
spectrum of the BN object. This argument may not apply to the much cooler
environments of the Polaris Flare cores and cores like them. Therefore, it is entirely
possible that less N (or even none at all) exists in the CMPs in these regions, implying
mantles of pure or nearly pure H2O ice. In this case, the overuse of N in grain models
becomes moot. We have not further considered this possibility in our grain models.
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(2) In our second Cloudy grain model, we explore the effects of a vacuum
component. We replace some of the CMP mantle volume with a vacuum layer, thereby
reducing the need for mantle elements C, N and O that are overused in model 1. Several
authors have proposed that vacuum is trapped inside grains while the mantles are
forming (e.g. Wolff et al. 1994; Mathis 1996; Snow & Witt 1996). This process leads to
porous mantles. Cloudy can treat grains that are porous throughout or else it can treat
grains with a vacuum layer inside; however, it cannot treat grains with porous mantles
alone. To preserve the layered structure of CMPs in our grain models, we chose a
vacuum layer between the silicate core and the dirty ice mantle. This choice introduces
another free parameter, the fraction of the total CMP volume that is vacuum. For model
2, we chose 70% vacuum, and we retained b/a = 1.62, as for model 1. The introduction
of the vacuum layer results in a thinner mantle since the vacuum replaces much of the
mantle volume. The model 2 mantle now only occupies 6% of the CMP volume rather
than 76% as in the non-vacuum model 1. Therefore, smaller abundances of mantle
elements C, N and O are required, so much so that N and O are now underused in model
2 by about a factor of two. We also increase very slightly Si/H compared to model 1. This
small change results in slightly more optimal use of grain elements; however, it is
otherwise insignificant. (See Table 2.5, column (f).) In short, the CMPs of model 2 have
the same sizes (i.e. mantle radii) as model 1 and the same silicate cores. The key
difference is that much of the mantle volume in model 1 has been replaced with
vacuum in model 2. Values of κν for model 2 are plotted in Figure 2.4 (dashed-dotted
blue line). FIR opacities are nearly a factor of three less than opacities in model 1 that
replicates the Pr93 model.
(3) The third Cloudy grain model is an attempt to increase calculated values of κν
in the FIR while still using elements near their optimum abundances. To do so, we
increased the CMP vacuum volume fraction to 80%, and we increased b/a to 2.0 so that
the CMPs are larger than in models 1 and 2. In model 3, the mantle volume is larger by a
factor of about two over model 2, so the required abundances of mantle elements C, N
and O are increased by this same factor. The mantle in model 3 occupies 8% of the
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particle volume. We retain the same values for Si/H (hence, for Mg/H and Fe/H) as
model 2. As shown in Table 2.5, the required grain abundances are now very close to
optimal for all six grain elements. (Compare Table 2.5, columns (d) and (g).) Moreover,
κν plotted in Figure 2.4 (red dashed line) is higher in the FIR than for model 2, although
still a factor of about two lower than opacities in model 1.

Figure 2.4 ‒ Model Grain Opacity
Note: Y-axis is the gram opacity per unit mass of gas as a function of wavelength. The
graph compares the opacities for our four grain models and WT10’s assumption of κν ∝
ν2. All plots are the sum of absorption extinction plus scattering extinction, the latter

corrected for forward scattering of radiation back into the line-of-sight to the observer.
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In summary, these three grain models encompass a range in FIR opacity of about
a factor of three at a given wavelength. However, the two grain models that do not
overuse element abundances (models 2 and 3) predict FIR opacities less than those
predicted by Pr93 and replicated in model 1. Therefore, the use of opacities from
models 2 and 3 to estimate N(H) in Polaris Flare cloud MC123 would yield higher values
of N(H) than reported by WT10, higher by at least a factor of two. In principle, one could
construct a grain model with b/a larger than that of model 3. Such a model would have
larger size CMPs, a larger vacuum component, and, presumably, higher FIR opacities.
However, the grain model would need to retain the same mantle volume as model 3 in
order to require the same mantle element abundances. This requirement would imply a
very thin mantle occupying only a very small fraction of the CMP volume, like an
eggshell surrounding the yolk (the silicate core) with vacuum in between. We regard
such a grain model as unphysical. Model 3 most closely uses grain elements in their
optimal abundances. Also, this model yields the higher FIR opacities between models 2
and 3 that do not overuse grain elements. Even so, model 3 yields FIR grain opacities
that are still only about one half those of model 1 and assumed by WT10. If we accept
grain model 3 as providing the highest possible FIR opacities consistent with available
element abundances, then use of these opacities to derive N(H) sets lower limits to the
values of N(H) obtained from the FIR observations.
Apart from grain model calculations such as those described above, attempts
have been made to estimate FIR grain opacities from observational data. Shirley et al.
(2011) used observations of dust emission in the near-infrared (NIR, 2.2 µm) and in the
FIR (450 and 850 µm) to estimate the opacity ratios κ450μm/κ2.2μm and κ850μm/κ2.2μm.
Including uncertainties, Shirley et al. find κ450μm/κ2.2μm = 12 – 27 ×10-4. This range is to be
compared with values of 9.6 and 15 ×10-4 for our grain models 1 and 3, respectively.
Also, Shirley et al. find κ850μm/κ2.2μm = 2.9 – 5.2 ×10-4, including uncertainties, compared
with 3.1 and 4.2 ×10-4 for our grain models 1 and 3, respectively. In short, our calculated
opacity ratios for the two grain models are comparable to the ranges in ratios derived
by Shirley et al. These authors then estimate grain opacities at 450 and 850 µm,
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assuming a 2.2 µm opacity in the range 31-45 cm2 g-1 (for a gas-to-dust ratio of 100).
Their opacity estimates in the two FIR wavelength bands are consistent with our
calculated opacities for grain model 1, which has a 2.2 µm opacity of 37 cm2 g-1.
However, our grain model 3 has 2.2 µm opacity of just 12 cm2 g-1. If this model is
correct, at least at 2.2 µm, then the 450 and 850 µm opacity estimates of Shirley et al.
are about a factor three too high.
Model opacities in the optical range are the only ones that can be compared
directly with observations. Mathis (1996) cites observational data indicating N(H)/E(B-V)
= 5.8 x 1021 cm-2 mag-1, an average along the lines-of-sight to 45 stars. The ratio implies
κv = 68 R, where R is the usual ratio of total visual to selective extinction, and κv is the

point source extinction in the V band. Converting from point source to extended source
extinctions (see footnote 2), we find κ v = 40 R. R is often taken as 3.1 for diffuse gas,

and higher values of order 5 may apply to denser regions with larger grains such as in
the Orion Nebula environment (see Abel et al. 2004 and references therein). Therefore,

optical observations imply that the V band (0.54 mm) extended source opacity κν(V) =
125 – 200 cm2 g-1. Values on the low end of this range are likely applicable to diffuse gas,
values on the higher end of the range may be more appropriate for molecular clouds
like the Polaris Flare with larger grains. The Draine & Lee (1984) extinction calculations
reproduce κν(V) = 125 cm2 g-1 since they were designed to be consistent with
observations along lines-of-sight through diffuse gas. Our model 1, which overuses some
of the grain elements, predicts κν(V) = 150 cm2 g-1, consistent with observations.
However, models 2 and 3 predict κν(V) of only about 60 cm2 g-1. That is, these models
that do not overuse grain elements cannot account for observed extinctions in the V
band. This problem has been noted in the literature before. (See Jenkins 2014 and
references therein.) With this dilemma in mind, we use two of the grain models in the
analysis below, models 1 and 3. Model 1 correctly predicts observed grain opacities in
the optical V band, although it does so by overusing mantle grain elements in the CMPs
by at least a factor of two. Model 3 is consistent with grain element abundances,
although it under-predicts the observed optical V band opacities by at least a factor of
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two. In the FIR, opacities of model 1 are about twice those of model 3. In short, we have
no model that meets all available observations of grains. This dilemma may reflect
limitations on our knowledge of grains for which the true structures and compositions
are more complicated than existing grain models assume. Otherwise, the dilemma may
reflect limitations on the numerical approximations used in calculating indices of
refraction and grain opacities. Taking models 1 and 3 as useful extremes, we conclude
that FIR grain opacities, hence, cloud column densities and cloud masses derived with
them, are uncertain by at least a factor of two on these grounds alone.
In addition to the CMP & aC grains used to compute opacities, we included very
small (≲1 nm) poly-aromatic hydrocarbon (PAH) grains in our PDR models (Abel et al.
2008). Note that the contributions of PAHs to grain opacities are not included in Figure
2.4 since the contributions are very small. PAHs appear to exist mainly at the interface
between the H+ region and the molecular clouds. PAHs are destroyed in ionized gas
(Sellgren et al. 1990) by ionizing photons and by collisions with ions (mainly H+) and may
be depleted into larger grains in molecular regions. Cloudy assumes that the PAH
abundance scales with the ratio n(H0)/n(Htotal). This produces very few grains in ionized
and fully molecular gas, but the PAHs will have their default abundance when the gas is
atomic. The size range for PAHs is listed in Table 2.4. The PAH’s require C/H ≈ 3×10-6 in
grains. This abundance is so low that it has no effect upon carbon budget in our grain
models discussed above. However, PAHs can have an important effect upon PDR
chemistry since photoelectric ejection of electrons from PAH particles heats the gas and
supplies free electrons required for CO production.
2.4 Results of the models and Discussion
We have created a series of Cloudy PDR slab models intended to represent
starless cores like the ones in M123. Molecular cores are often assumed spherical; our
slab models represent a narrow column through the center of a spherical core. Each
Cloudy model has a specified N(H), ISRF, grain model and CR desorption rate, among
other parameters. Each Cloudy model predicts the emergent radiation over a very broad
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range of wavelengths, including FIR brightnesses in the Herschel bands and the
brightnesses of molecular spectral lines like those of CO. Therefore, these models allow
us to explore the connections between N(H) in molecular clouds and observables like
FIR dust emission and molecular spectral line emission. For example, we can explore
uncertainties that may arise when N(H) is estimated from observed FIR fluxes under the
common assumption of constant dust temperature Td. We can also explore the effects
of different intensities of the ISRF and different grain models on predicted FIR and
spectral line emission from model clouds of varying N(H). These results provide
important insights into the uncertainties in values of N(H) derived from the observables.
Although the models were motivated in part by observations of MC123, the results are
applicable to starless molecular cores in general.
All Cloudy PDR models in this study share several characteristics. We use the
large model of the H2 molecule (Shaw et al. 2005). In addition, we adopt the solar
neighborhood ratio 12C/13C = 70 (Langer & Penzias 1989). To simulate a cloud
illuminated from both sides by starlight, we calculate all models up to a depth
corresponding to the midpoint (i.e. N(H)/2) of the model cloud. This calculation predicts
emission from the front half of the cloud. Then we duplicate the calculated results to
account for the back half of the cloud. The spectral line emission and dust emission from
the back half are attenuated by e-τ, where tau is the calculated line or continuum optical
depth from the front half of the cloud. Petit et al. (2006) adopted a similar strategy for
model clouds created with the Meudon code. They found no significant differences
between true doubled-sided models (illuminated on both sides) and single sided models
mirrored as we have done to simulate double-sided models.
Density laws for the Polaris Flare cores
Of the five MC123 core regions identified by WT10, we constructed density laws
for cores 1 and 4. These two cores span the range in the sizes in MC123; core 1 is the
smallest, core 4 is among the largest (Table 2.2). In addition, as discussed in section
2.2.2, there are additional spectral lines observed by Sh12 for a position within core 4.
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These lines allow for additional comparisons between observations and Cloudy
predictions for that core.
We used a modified version of the density law of Tafalla et al. (2004). The
density, n as a function of depth, d into the cloud from the illuminated face is written as
𝑛𝑛(𝑑𝑑) =

𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

1+��𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 −𝑑𝑑�⁄𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �

𝛼𝛼

(2.1)

Here, dstop is the depth into the cloud where the model stops the calculations, nstop is the
density at the stopping depth, dscale is the scale depth used to control the shape of the
density law, and α is the scaling exponent for the density law. The value of α for starless
cores varies between 2 and 4 (Tafalla et al. 2002). We adopted a value of α =3 for the
two cores. Density law parameters for cores 1 and 4 were chosen to match two
characteristics of each core, (i) the radius to half FIR brightness, and (ii) N(H), both as
reported by WT10. (Core radii from WT10, also listed in Table 2.2, column d, were
converted from angular to linear units assuming a distance of 150 pc.) For each of the
two cores, we chose values of dstop and dscale such that the density law dropped to about
half of its peak value at the specified core radius. Then we chose nstop so that the
integrated density law reproduced the specified N(H). The resulting density law for each
core has a total depth (i.e. dstop) of about three times the radius. For each core, n(H)
varies from a few times 103 cm-3 at the illuminated face to a few times 105 cm−3 at nstop.
(See Figure 2.5.) The peak densities are similar to average densities derived for the two
cores by WT10. The lower density regions described by the density law, well outside the
specified core radii, represent inter-core gas in MC123.
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Figure 2.5 ‒ Core density profiles
Note: The figure shows n(H) as a function of the fractional depth from illuminated face
to the center of the core.
Dust Emission and the role of dust temperature variations
A principal goal of FIR dust emission observations is to derive N(H), hence, cloud
masses. However, the relationship between observed FIR brightnesses and N(H)
depends not only upon grain opacities, as previously discussed. The relationship also
depends upon the run of Td into the cloud since FIR dust emissivities are a sharp
function of Td. For example, at Td ≈ 15 K, the 250 μm emissivity scales approximately as
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Td 4. Since Td declines with increasing depth into an externally heated cloud, much of the
FIR dust emission from such a cloud may arise from the warmer outer layers. In such a
case, the emergent FIR brightnesses are not linearly proportional to N(H) unless N(H) is
small. To illustrate this effect, we present model calculations in Figure 2.6 for MC123
core 1 (with grain model 1). The bottom panel of this figure shows the decline of Td into
the cloud, and the top panel shows the normalized integrated volume emissivities for the
various Herschel bands. These results are plotted as a function of Av and N(H). Judging
from Figure 2.6, the outer layer of the model cloud (AV < 2 mag, N(H) < 3.5×1021 cm-2)
contributes 60-80% of FIR emission, depending upon wavelength. This result implies
that FIR observations of clouds with Av >> 2 mag are not particularly sensitive to the
total N(H). Therefore, values of N(H) for such clouds derived from FIR observations may
be too low.
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Figure 2.6 ‒ Emissivity and Dust Temperature
Note: Normalized integrated volume emissivity in Herschel bands (top panel) and dust
temperature (bottom panel) as a function of AV for a model of core 1 with grain model
1.
The relationship between FIR brightness and N(H)
We use Cloudy models to explore the sensitivity of FIR dust emission to
increasing N(H) in molecular clouds. In particular, we study the accuracy of the standard
fitting technique used by observers (e.g. WT10) on FIR images of molecular clouds. The
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technique involves pixel-by-pixel fitting of a modified blackbody function to observed
FIR brightnesses in several bands. The fitting process for each pixel returns an estimate
of N(H) and Td, the latter assumed to be constant along the line-of-sight of the pixel.
Our study is possible because Cloudy predicts FIR brightnesses in the Herschel bands for
a model cloud of specified N(H)Cloudy. The predicted brightnesses can then be fitted to
the modified blackbody function used by observers to determine N(H)fit. Finally, N(H)fit
is compared with N(H)Cloudy, the latter taken as the “true” N(H).
We created a series of Cloudy PDR models with N(H)Cloudy varying from 6×1021
cm2 (the WT10 value for core 1) to 2×1024 cm2 in steps of 0.5 dex. For these models, we
used the density law for MC123 core 1, increasing N(H)Cloudy by increasing dstop alone.
Note that the predicted FIR emission is not sensitive to n(H), only to N(H). Therefore, the
details of the density law are unimportant for this series of models used to study FIR
emission only. (In contrast, we also used Cloudy models of cores 1 and 4 to predict
spectral line emission; see section 2.4.1.2. Predictions of spectral line emission are
sensitive to the density law.) All models used for this purpose have G0 = 1. In addition,
values of N(H)fit were in all cases determined by fits to Cloudy-predicted brightnesses in
the Herschel 160, 250, 350 and 500 μm bands. Figure 2.7 shows comparisons between
N(H)fit and N(H)Cloudy using grain model 1 (Figure 2.7a) and 3 (Figure 2.7b). The diagonal
straight line in each plot represents N(H)fit = N(H)Cloudy. The horizontal lines in Figure 2.7a
denote values of N(H)fit reported by WT10 for Polaris Flare cores 1 (lower line) and 4
(upper line), and that in Figure 2.7b denote N(H)fit calculated for grain model 3 by us.
The horizontal axis of each plot is labeled in N(H)Cloudy and in the equivalent AV as
determined by Cloudy. With both grain models (Figure 2.7, dashed green lines), Nfit ≈
NCloudy for Av ≈ 1-10 mag. This result suggests that the modified blackbody fitting
technique with constant Td yields reasonably accurate column densities in this AV range.
For both grain models, however, Nfit < NCloudy in the fits for AV > 10 mag. If Cloudy models
resemble real molecular clouds, then use of the modified blackbody fit for Av >> 10
underestimates N(H) by factors of up to 5 and 3 for grain models 1 and 3, respectively.
Specific examples of modified blackbody fitting results come from Polaris Flare cores 1
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and 4. As shown by the lower horizontal lines in Figure 6, the fitting technique should be
accurate for the lower-N(H) core 1. However, fitting of Herschel data for core 4
underestimates N(H) by a factor of about 1.5 for both grain models in Figure 2.7. Note
that these potential underestimates of N(H) from the modified blackbody fitting process
are in addition to underestimates of N(H) that can arise from uncertainties in FIR grain
opacities. For example, the value of N(H) reported by WT10 for core 4 could be
underestimated by about a factor of 1.5 owing to effects of the fitting process, as just
described. Also, the WT10 value of N(H) for core 4 could be underestimated by another
factor of about 2 if FIR opacities from grain model 3 are used rather than those for grain
model 1. Therefore, the WT10 value for N(H), hence the mass of core 4, is potentially
underestimated by a factor of 3.
Conclusions drawn above about possible underestimates of N(H) are based upon
the assumption that G0 = 1. We now consider two related questions: is the assumption
that G0 = 1 likely to be correct, and are the results just described sensitive to the
assumed value of G0? To investigate the first of these two questions, we constructed a
series of models that vary in G0. Each model is based upon the density law of Polaris
Flare core 1. One set of models used grain model 1 while the other set used grain model
3. For each Cloudy model and for each of the four Herschel bands, we calculated the
ratio of the Cloudy-predicted FIR brightness to the observed brightness for core 1 as
listed in Table 2. We also calculated a goodness of fit parameter for each Cloudy model,
χ2, where
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

𝜒𝜒 2 = ∑( 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 − 1)2
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(2.2)

Figure 2.7 ‒ Comparison between Cloudy and Fitted N(H) for G0 = 1
Note: The figure shows a comparison between N(H)Cloudy and N(H)fit for Cloudy models
with G0 = 1. The graph in left panel is for grain model 1, and one in the right panel is for
our grain model 3. The solid line represents N(H)fit = N(H)Cloudy. The horizontal dotted
and dash-dotted lines correspond to core 1 and core 4 column densities predicted by
WT10. Note that the two grain models have different N(H)/AV ratios. Also, N(H)fit is
different for the two grain models by a factor of about 2, reflecting the difference in FIR
opacities between the two models.
Table 2.6 presents the ratios of Cloudy-predicted to observed FIR brightnesses
for core 1 and grain model 1, as well as χ2 values. Table 2.7 presents the same
information for core 1 using grain model 3. The χ2 parameter is minimized with grain
model 1 (Table 2.6) for G0 ≈ 0.7; the χ2 parameter is minimized with grain model 3

(Table 2.7) for G0 ≈ 1.1. That is, Cloudy models of Polaris Flare core 1 best fit the

observations in four Herschel bands when G0 ≈ 1. We take this result as an indication
that the assumption of G0 ≈ 1 is reasonable for models of the Polaris Flare and, by

extension, for models of similar cold, starless cores in regions without an enhanced ISRF.
Note that the slightly different best fit values for G0 using grain models 1 and 3 is
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expected. Grain model 3 yields lower FIR opacities than grain model 1, as previously
noted. Therefore, to predict the same FIR brightness in a given band with grain model 3,
slightly higher values of Td are necessary. Higher values of Td, of course, are produced by
higher values of G0.
We now consider the question of whether potential underestimates of N(H) with
the standard modified blackbody fitting technique (Figure 2.7 and related discussion)
are sensitive to G0. Even if G0 ≈ 1 in the Polaris Flare region, other cold, starless cores

might reside in environments of somewhat stronger or weaker ISRF. To explore this

issue, we computed sets of Cloudy models similar to those used to construct Figure 2.7
but with G0 = 0.2 and G0 = 5. As for Figure 2.7, we used both grain models 1 and 3. In
Figure 2.8 we present comparisons of N(H)fit and N(H)Cloudy for Cloudy models with G0 =
0.2 and G0 = 5. (We also include for comparison purposes the results from Figure 2.7
with G0 = 1.) Figure 2.8a presents results with grain model 1; Figure 2.8b presents results
with grain model 3. The results in Figure 2.8 show some sensitivity to G0. For example, at
low AV (1−10 mag), Nfit > NCloudy for G0 = 5, while Nfit < NCloudy for G0 = 0.2. This statement
holds for Cloudy models using both grain models. Evidently, the modified blackbody
fitting technique can somewhat overestimate N(H) for G0 >> 1 and underestimate N(H)
for G0 << 1. However, these effects are relatively modest (less than a factor of 2) even

over the relatively large (25:1) range in G0 considered here. For AV > 10, especially AV >

> 10, we still find Nfit < NCloudy over the full range in G0 and for both grain models. We
conclude that our previous statements regarding Nfit and NCloudy (based upon G0 = 1

models) are approximately valid, especially if G0 does not deviate significantly from the
average interstellar value of ≈ 1. That is, the standard observers’ fitting technique is
accurate in estimating N(H) to better than a factor of 2 for clouds with AV < 10. For AV >>
10, the fitting technique typically underestimates N(H) by a factor of 2-5, depending
upon the value of G0. Given the range of possible grain models and values of G0, a
typical underestimate of N(H) for clouds with AV >> 10 is of order a factor of 3. This
latter conclusion is especially relevant to high column density molecular clouds such as
IRDCs.
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Figure 2.8 ‒ Comparison between Cloudy and Fitted N(H) for G0 = 0.2 and 5
Note: These are the same graphs as in Figure 2.7, for G0 = 0.2 and 5.
Table 2.6 ‒ Variation in Dust Emission with Variation in G0 for Grain Model 1
Incident Field
Herschel bands
G0
160µm
250µm
350µm
500µm
χ2
(a)
(b)
(c)
(d)
(e)
(f)
0.4
0.43
0.54
0.77
0.95
0.59
0.6
0.67
0.76
1.01
1.18
0.19
0.8
0.92
0.97
1.21
1.36
0.18
1
1.17
1.15
1.39
1.52
0.48
1.2
1.41
1.33
1.56
1.66
1.03
1.4
1.65
1.49
1.70
1.79
1.79
1.6
1.89
1.65
1.84
1.91
2.75
Note: Values in columns (b)-(e) are the ratios of Cloudy predicted brightness to the
observed brightness for each Herschel band.
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Table 2.7 ‒ Variation in Dust Emission with Variation in G0 for Grain Model 3
Incident Field
Herschel bands
G0
160µm
250µm
350µm
500µm
χ2
(a)
(b)
(c)
(d)
(e)
(f)
0.4
0.35
0.36
0.48
0.58
1.27
0.6
0.54
0.51
0.63
0.71
0.67
0.8
0.73
0.64
0.76
0.83
0.29
1
0.92
0.76
0.87
0.93
0.08
1.2
1.10
0.87
0.97
1.03
0.03
1.4
1.28
0.98
1.07
1.11
0.09
1.6
1.45
1.08
1.16
1.19
0.27
Note: Values in columns (b)-(e) are the ratios of Cloudy predicted brightness to the
observed brightness for each Herschel band.
Molecular Line Emission
The molecular lines are not sensitive to the incident radiation G0. Furthermore,
at high density and low temperatures the molecules tend to accrete on the dust
particles and freeze out. Due to the freeze-out, most of the molecular emission comes
from regions of AV < 3. Therefore, the molecular line emission is insensitive to N(H), and
we cannot use the molecular lines to constraint N(H).
The thermal desorption for the molecules like CO is important at 50-60 K, but at
lower temperatures (~20 K) the cosmic ray induced desorption becomes important. In
steady state conditions and at low densities (n(H) <2 ×103 cm-3), large abundance of CO
remains in gas phase due to slow accretion onto dust grains. However, at high density
(n(H) >104 cm-3) and low gas temperature Tgas ∼20K, more than 50% of gas-phase CO is
condensed onto surface of grains. The gas-phase CO drops to 20% at 10K, leaving 80%
CO condensed onto grain surfaces (Bergin et al. 1995). At 10 K, the rate of cosmic ray
induced desorption is about 14% of the accretion rate (Hasagewa & Herbst 1993).
Therefore, cosmic ray induced desorption is the most important desorption process in
the dense molecular cores.
The uncertainty in the rates of cosmic ray induced desorption arises from the
assumptions involved in the calculation of these rates. The rates used in Cloudy version
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13.02 are adopted from Hasagewa et al. 1992 and Hasagewa & Herbst 1993, which are
calculated assuming cosmic ray induced desorption of molecules from dust grains of an
average size of 0.1 micron heated to 70 K by an incident cosmic ray. However, the
cosmic ray induced desorption becomes important at temperatures lower than 70 K, as
discussed in the previous paragraph. The rate for cosmic ray induced desorption of CO
molecules from dust grains of an average size of 0.1 micron heated to a temperature of
20 K is about fifty times higher (Leger et al. 1985, Hollenbach et al. 2009) than the rate
used in Cloudy version 13.02. We found that the rates calculated by Hollenbach et al. for
cosmic ray induced desorption and UV desorption (listed in Appendix A) yield a better
prediction of the molecular line emission than rates used in Cloudy version 13.02.
Therefore, in our models we adopt the values from Hollenbach et al.
We ran a series of models by varying the value of G0 between 0.4 and 1.6 for
column density N(H) listed in WT10 for cores 1 & 4, and using grain model 3. We also
ran the models for the same set of G0 values, but changing N(H) by a factor of ±2. In

Table 2.8, we present the results for molecular line predictions for a few of G0 & N(H)
values out of all the models. We found that the models predict the molecular lines well
within the uncertainties, irrespective of N(H) or G0 value we chose to run the model. We
also found that using grain model 1 did not make any difference to the molecular line
predictions either.
The CS lines, however, are over-predicted in our models. These lines are
observed with a different telescope (with different beam size), and at a different line of
sight than the CO lines in HB&F. Moreover, the sulfur abundance is not well-established
(Jenkins 2009), and the chemical network that is assumed in Cloudy might be different
from what happens in nature. We only use the CS lines to constraint our models.
Therefore, we may consider the uncertainty of factor of 2-3 as acceptable.
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Table 2.8 ‒ CO emission comparison for cores 1 & 4 for grain model 3
Line

Reference

½×N(H)
G0=1.6
(c)

Core 1
N(H)
G0=1.2
(d)

2×N(H)
G0=0.6
(e)

½×N(H)
G0=1.4
(f)

Core 4
N(H)
G0=1
(g)

(a)
(b)
12CO(J=1-0)
1
1.40
1.47
1.37
1.19
1.19
13CO(J=1-0)
1
0.84
0.97
0.88
0.77
0.65
13CO(J=1-0)
2
…
…
…
0.62
0.52
CS (J=1-0)
2
…
…
…
3.30
3.46
CS(J=2-1)
2
…
…
…
1.74
1.83
HCO+(J=1-0)
2
…
…
…
0.75
0.76
Note: The values in columns (c)-(h) are the ratios of predicted brightness to the

2×N(H)
G0=0.6
(h)
1.14
0.62
0.50
3.30
1.73
0.81

observed brightness for the molecular lines listed in column (a). The lines from Sh12 are
only available for core 4.
References: (1) Hily-Blant & Falgarone 2007 (2) Shimoikura et al. 2012 (Sh12)
Another important property of a molecular core estimated from the molecular
lines observation is the virial mass of the core. It is important to choose correct line to
determine the virial mass. The line-width used to determine the mass using virial
theorem yields a meaningful result only if the estimate of line width is found from the
average throughout the whole volume of the cloud. For example, 12CO line is optically
thick; hence, it traces gas only up to an optical depth of unity. 13CO, on the other hand,

gives a better estimate of mass as it traces gas in the denser regions of the cloud
(MacLaren et al. 1988).
WT10 estimated the virial masses for the cores using CS line widths from
Heithausen et al. 2008. However, these lines are produced by highly collisionally excited
gas, and so they may not account for all of the gas volume. Moreover, these lines are
observed for CS sub-cores that are situated within cores 4 and 5. Therefore, these line
widths are not representative for all of the cores. We used 13CO line widths from the
HB&F data & equation 3 of MaCLaren et al. 1988 to estimate the virial masses. We
chose constant k2 in the equation to be equal to 126 that corresponds to an inverse51

square density law. The virial masses that we estimate are much larger than WT10
estimates of the virial masses, except for core 5. Table 2.9 shows the comparison
between WT10 estimates and our estimates of the virial masses. WT10 also calculated
the core masses from the column density N(H) they fitted to dust emission using the
technique described in section 2.4.3. We concluded in that same section that there is an
uncertainty of a factor of ±2 in N(H) depending on whether we use grain model 1 or 3.
Here, we conclude that the masses of the cores 1 & 4 are well within our virial mass
estimates, even with the above-mentioned uncertainty of a factor of ±2 in N(H). Hence,
all of the 5 cores are unstable to expansion.
Table 2.9 ‒ Virial masses for cores from 13CO line-widths
Mvir (M)
Core 1
Core 2
Core 3
(a)
(b)
(c)
(d)
WT10
∼ 0.3-0.5
∼ 1.0-1.5
∼ 1.0-1.5
This Work
∼ 5.5
∼7
∼ 12.8
Reference: Ward-Thompson et al. 2010 (WT10)

Core 4
(e)
∼ 1.0-1.5
∼ 3.0

Core 5
(f)
∼ 1.0-1.5
∼ 1.2

Inter-core Regions
In addition to the core regions, we also modeled a region between the cores
(inter-core region) for MC123. For this purpose, we chose an arbitrary position in the
field of view of the HB&F observations, such that the dust emission and the 13CO line
emission at this position is significantly less than that at the cores. The 12CO line is
optically thick, and has the brightness that is comparable to that for the cores. The
position for the inter-core region used for comparison with the models has Galactic
coordinates, l = 123.4 and b = +24.85. Table 2.10 lists the brightness values for the two
CO lines and the dust emission in Herschel bands.
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Table 2.10 ‒ Observed Brightness for Inter-core Position
Region

Molecular Line Emission
12CO

Dust Emission

13CO

(1-0)
(1-0)
160µm
250µm
350µm
500µm
(a)
(b)
(c)
(d)
(e)
(f)
(g)
Inter-core
13.97
2.27
29.03
30.38
17.97
7.46
−1
Note: The integrated intensity for molecular lines are in the units of K km s , and that
for Herschel bands are in the units of MJy sr−1.
The column density N(H) for inter-core region is unknown. However, the average
AV for the region is <1 mag according to HB&F. At this low value of AV the dust emission
is proportional the incident radiation G0. We choose a value of G0 =1 for our models of
inter-core regions. At G0 =1, N(H) ~ 1×1021 cm−2 provided a good agreement with the

observed Herschel fluxes for this inter-core position. This N(H) value is consistent with
the average value estimated by HB&F for MC123. We ran the PDR models for a constant
density, n(H) = 2.5×10−3 cm−3, which is approximately equal to the average value derived
by HB&F for the filaments in MC123.
2.4.5.1 Clumping of the Gas
Our model of inter-core region fails to predict the CO line observations by
several orders of magnitude unless we allow the gas in inter-core regions to clump into
regions of higher density (see Table 2.10). Ben03 used high-density clumps (n∼10-5 cm-3)
in an inter-clump region of a density of about 10-2.5 cm-3 to explain their observations.
We simulated a series of models with different filling factors, f(r) (Osterbrock and
Flather, 1959) for the gas in this region to simulate clumping effect. The total hydrogen
column density along the line-of-sight is then given by
𝑁𝑁(𝐻𝐻) = ∫ 𝑛𝑛(𝐻𝐻)𝑓𝑓(𝑟𝑟)𝑑𝑑𝑑𝑑 [𝑐𝑐𝑐𝑐−3 ]

… (2.3)

Here, n(H) is the density of hydrogen within the clumps. We used the same N(H) for
different filling factor models, to maintain the same physical depth for each model.
Table 2.11 shows that the filling factor between 1 and 5% would predict the brightness
of the CO lines well, to within uncertainties. The dust emission is not affected by
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clumping, as it depends only on N(H) at low column density, such as that for the intercore region. Our models of the core regions are not affected by the clumping. Therefore,
we may conclude that the clumping of gas is only important in the inter-core regions to
explain CO emission observations.
Table 2.11 ‒ Model Comparison for Different Filling Factors
Line/band 100% filling factor 10% filling factor
(a)
(b)
(c)
12CO
0.0028
0.083
13CO
0.0004
0.012
1.08
1.07
160µm
0.77
0.76
250µm
0.85
0.87
350µm
0.90
0.90
500µm

5% filling factor
(d)
0.44
0.10
1.07
0.76
0.87
0.90

1% filling factor
(e)
1.90
1.59
1.05
0.76
0.84
0.94

Note. The values in columns (b)-(e) are the ratios of predicted brightness to the observed brightness for the two CO
lines, and the four Herschel bands. The filling factor is defined in equation (3).

2.5 Conclusions of the study of Molecular Region of Polaris Flare
We compared the models of the cores and the inter-core regions within MC123
with the molecular line observations from IRAM-30m, Nobeyama 45-m telescopes, and
dust emission observations from Herschel space telescope. The most important
conclusions of this study could be summarized as follows
i.

It is commonly assumed that the Td is constant throughout the cloud, while
deriving the column density from the dust emission observations. However, the
dust temperatures fall rapidly with increasing depth into the cloud. As a result,
the outer layers of the cloud contribute most to the FIR fluxes. The FIR
observations of clouds with AV >> 2 are not particularly sensitive to N(H). This
could lead to underestimate of N(H) fitted from dust observations..

ii.

The dust grains in the cold and dense core regions tend to be larger in size. These
grains consist of silicate cores covered with ice mantles (CMPs). These large
grains are required to produce FIR opacities that predict the observed Herschel
emission well. Furthermore, the CMPs with vacuum embedded in the ice mantle
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iii.

are required to conserve the abundances of C, N, and O. The three grain models
discussed in section 2.3.2 have a factor of 4 variation of FIR opacities. However,
the grain models that conserve abundances under-predict the observed V-band
opacity. Therefore, we can conclude based on uncertainty in the FIR opacities,
there is an uncertainty of at least a factor of 2 in derived N(H), and hence, the
cloud masses.

iv.

Our virial mass analysis of 13CO data shows that the masses of the cores in
MC123 are well within the virial mass limits. Therefore, the cores in MC123 are
unstable to expansion.

v.

The freeze-out on the dust grains is important for the molecules in the core
regions. The cosmic ray induced desorption is the most important desorption
process in the cold and dense core regions. The rates of UV desorption and
cosmic ray induced desorption from Hollenbach et al. 2009 do a better job at
predicting the observed CO and other molecular line observations than do the
rates in Cloudy version 13.02.

vi.

The inter-core regions must contain clumps of high-density gas embedded within
a low-density medium to explain the observed CO line strengths. A filling factor
between 1 and 5% is required to predict observed CO line brightness at the
chosen inter-core position. The clumping, however, does not affect the
molecular line predictions in the core regions or the dust emission predictions in
both the core and the inter-core regions.

These results will be published in Wagle et al. 2014a & 2014b (In preparation).

Copyright © Gururaj Wagle, 2014
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Chapter 3 - Orion Nebula
3.1 Introduction
The Orion Nebula is the closest region where massive stars are forming, only
about 500 pc away from us, and thus is the optimum target for detailed studies on fine
spatial scales of the processes that occur in such an environment. The Orion nebula is
ionized by a star cluster within the heart of the nebula called the Trapezium, which
consists of four stars that form a shape like a trapezium (hence the name). This work is
an improvement over the photoionization models of the Orion H II region carried out by
Baldwin et al. 1991 (hereafter BFM). BFM was constrained by the limited computational
abilities of the time. In addition, there now exists a wealth of new observational data
obtained over the past two decades (e.g., BFM, Baldwin et al. 1996, hereafter B96,
Baldwin et al. 2000, hereafter B2000, Esteban et al. 2004, hereafter E04, O’Dell 2001,
etc.). With the most advanced version of Cloudy (c13.03, last described in Ferland et al.
2013), as well as recent models for the spectral energy distribution (SED) of stars in the
Trapezium, it is now possible to construct a much better model of the Orion H II region.
This new model would represent an important advance in our understanding of the
best-studied HII region in our Galaxy.
Recently, observations of recombination lines (RLs) have been used to obtain the
ionic abundances of the elements in ionized nebulae. As noted in E04, Peimbert el al.
(1993) found that the O2+/H+ ratio obtained from RLs of OII is a factor of 2 larger than
that derived from collisionally excited lines (CELs). This leads to a difference in
abundances determined from RLs and CELs (abundance discrepancy). This discrepancy is
not as high for H II regions as for planetary nebulae. The discrepancy may arise due to
several factors, including the spatial or structural variations of the nebulae, or the
differences in electron temperature dependence of the RLs and CELs. E04 used RLs from
their observations of the Orion H II region to determine the ionic abundances; however,
the approach of using temperature fluctuations they adopt to determine the
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abundances has no physical origin (Ferland 2001). For this reason, we will take the more
traditional approach of using CELs to determine the abundances using the observations
from BFM, B96, B2000 and E04. This will help us narrow down the range of possibilities
for the abundances of the Orion H II region.
In section 3.2, we will discuss the archival observations that were used in this
work for comparison to our models. Section 3.3 has a detailed explanation of the choice
of physical parameters used in modeling the Orion H II region using the latest released
version of Cloudy. This includes the comparison of the available models for the SED of
stars in the Trapezium that we can use in our photoionization models. In that section we
will also discuss the results of the comparison between our models and the
observations, including the abundances of various elements that we determined, and a
brief discussion of the S++→S+ recombination rate for sulfur. Section 3.4 then

summarizes the results obtained in this study.
3.2 Archival Observations

We first describe the various archival observations of the Orion H II region that
were used here. In section 3.2.1, we will discuss the long slit observations acquired by
BFM using two different telescopes. In section 3.2.2, we will discuss the observations
acquired by B96 using the Hubble Space Telescope (HST) and the echelle spectrograph
on the 4m Blanco Telescope, followed by newer echelle spectra obtained by B2000 and
E04 at the 4m Blanco Telescope and the Very Large Telescope (VLT) respectively.
Long slit observations
BFM observed a region 30″ west and 4″ south of the Trapezium star θ 1 Orionis C,
the star that is mostly responsible for ionization of the gas in the Orion H II region. The
observations were made using the 1.8 m Perkins Telescope at Lowell observatory, and
the 4 m Blanco Telescope at Cerro Tololo Inter-American Observatory (CTIO). Long-slit
CCD spectra were obtained at identical positions using these two telescopes. The slit
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width used for the CTIO observations was 2″, while the length of 4′.7 was divided into
385 pixels of 0.″73 each but binned into a series of 21 contiguous extraction apertures
of 8″ width along the slit. Table 1 of BFM lists the positions and sizes of the extraction
apertures along the slit. The data were acquired at low wavelength resolution (15 Å
FWHM) with blue and red grating settings on two separate nights. The total wavelength
range covered by the spectra combined for both setting was 3650‒9720 Å. The region
between 30″ and 40″ from θ 1 Ori C has the greatest emission measure, the largest
reddening, and the highest level of ionization. This region corresponds to slit positions 1
and 2 in BFM. They used the averaged line strengths for these two slit positions for their
photoionization models. The 1.8 m spectra were obtained at 9 Å FWHM wavelength
resolution, with 4.5 Å pixels, covering a wavelength range of 4125‒6750 Å and were
used to separate the [SII] λλ6717, 6731 doublet.
The reduction procedure for these data is explained in detail in BFM. The
stronger lines were measured from shorter exposures, while the weaker lines were
measured from longer exposures. Then the strong and the weak lines were normalized
using intermediate strength lines. This was done to maintain high signal-to-noise ratio
for weak lines, and to avoid saturation of strong lines. The correction for night sky
contamination of [O I] λλ5577, 6300, 6363 emission lines was not possible, due to lack
of adequate calibration data. In fact, BFM adopted an [O I] λ6300 line intensity from
Peimbert & Torres-Peimbert (1977). The spectra were also affected by the absorption
lines from the Earth’s atmosphere. [S III] λ9069 is strongly affected by telluric
absorption, while [S III] λ9530 is not affected as much. Therefore, λ9530 is used as a
measure of S++ abundance. The [O III] λ4363 line is least certain, as this is a weak line
blended with the Hγ emission line.
All of these lines observed by BFM were corrected for reddening (sections 1.2.3
and 1.2.4) along the line of sight to the Orion nebula using the extinction curve given by
Cardelli et al. (1989) with the ratio of total to selective extinction, R = 5.5. For each line,
E(B‒V) and Aλ for each slit position are provided in table 1 and 2 of BFM, along with the
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observed Hβ flux F(Hβ). We used these values and recalculated (to cross-check with
BFM) the reddening corrected line intensities averaged over slit positions 1 and 2 that
BFM used for comparison with photoionization models. F(Hβ), calculated using the
information from BFM, yields a value of 5.79 ×10-12 erg cm-2 s-1 arcsec-2, 6% weaker than
the value of 6.13 ×10-12 erg cm-2 s-1 arcsec-2 listed in table 8 of BFM. BFM suggested that

80% of this F(Hβ) value comes from component A of the emission lines (Castañeda
1988). This component is the gas flowing from OMC-1 toward us, and the fainter
component B is gas located closer to us, identified as the Orion Veil. Therefore,
component A of the emission lines is modeled in BFM. Using this percentage, we

estimate a value of F(Hβ ) = 4.63 ×10-12 erg cm-2 s-1 arcsec-2 for component A, from our
analysis of the BFM data. We will use this value to compare with our photoionization
models. The ratios of line intensities relative to Hβ that we calculated are similar to
those listed in table 7 of BFM. Table 3.1 has a comparison of our values with the values
listed in BFM. The uncertainties indicated in BFM are scatter between the slit positions
or 5% whichever is greater. BFM also noted that there might be up to 10% systematic
errors in addition to the listed uncertainties. We will use reddening corrected line
intensities relative to Hβ from BFM for comparison with our models, except when they
are significantly different from our values (e.g. [N II] λ5755).
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Table 3.1 ‒ Reddening corrected line ratios relative to Hβ
Line
Species
This work
BFM table 7
(a)
(b)
(c)
(d)
[O II]
0.94
0.94±0.2
λ3727
[Ne
III]
0.204
0.2±0.03
λ3869
0.491
0.49±0.03
λ4340
Hγ
[O III]
0.015
0.015±0.003
λ4363
He I
0.047
0.046±0.003
λ4471
[O III]
1.156
…
λ4959
[O III]
3.433
3.43±0.17
λ5007
[O I]
0.002
0.002±0.001
λ55771
[N II]
0.009
0.0104±0.0005
λ5755
He I
0.137
0.137±0.007
λ5876
[O I]
0.006
λ6363
2.766
2.77±0.14
λ6563
Hα
[N II]
0.442
0.442±0.088
λ6584
He I
0.036
0.036±0.002
λ6678
[S II]
0.017
…
λ6717
2
[S II]
0.051
0.051±0.003
λ6725
[S II]
0.034
…
λ6731
He I
0.071
…
λ7065
[Ar III]
0.148
0.154±0.008
λ7135
[Ar III]
0.037
…
λ7751
[O II]
…
0.119±0.006
λ7325
[S III]
0.260
…
λ9069
[S III]
1.446
1.445±0.285
λ9530
1
Note: [O I] λλ5577, 6300 emission lines are affected by the telluric absorption. The line
ratio in BFM for [O I] λ6300 line is adopted from Peimbert & Torres-Peimbert 1977.
2[S

II] λ6725 is a blend of doublet [S II] λλ6717, 6731.

Reference: Baldwin et al. 1991 (BFM)
BFM used their observations to determine important physical conditions in the
Orion H II region. They used the line ratio of the [S II] doublet, λ6731/λ6717 to
determine the electron density Ne in the H+ & He+ zone. They deduced a value of Ne
~6000 cm-3. However, the [S II] lines arise in both H+ and H0−C+ regions of the nebula as

the ionization potential for S0 is low (10.36 eV); therefore, the [S II] density is not a

direct indicator of electron density. BFM noted that Ne ~9600 cm-3 was required to fit
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three observed line ratios that are density sensitive, [N II] λ5755/λ6584, [O II]
λ3727/λ7325 and the [S II] doublet. This gives us a range of Ne for the Orion H II region.
When Ne<< 7 ×105 cm-3, the ratio of [O III] line intensities, rO ≡ I(4363)/I(5007) is a well-

calibrated thermometer. Since, Ne for the Orion H II region is much less than the critical
density, BFM used rO and deduced a constant temperature T(O++) = 9000±200 K
throughout the slit. Another such temperature indicator is the ratio of [N II] line
intensities, rN ≡ I(5755)/I(6584), for Ne < 9 ×104 cm-3. BFM found the [N II] temperature

to be T(N+) ≳104 K. However, the [N II] spectrum is affected by collisional de-excitation,

which would cause the temperature estimate to be too high. BFM also observed an

ionization gradient along the slit, with the gas nearer to the star cluster more highly
ionized. BFM determined the He/H abundance ratio from the observed H+/He+ line
ratios. They deduced helium abundance He/H = 0.088 ±0.006 for the H II region.
HST & Echelle spectra observations

B96 obtained two sets of observations to improve upon the measurements by
BFM for the [O I] λλ5577, 6300 lines. These lines are significantly affected by telluric
absorption as mentioned in section 3.2.1, so BFM were not able to measure these two
lines accurately. The first data set in B96 was obtained using the Faint Object
Spectrograph on the Hubble Space Telescope (HST) with circular aperture of 0″.86. This
observation was made at two positions 1SW & x2, roughly 30″ west-southwest and
south, respectively, of θ1 Ori C. The lines from HST are not affected by the absorption
due to Earth’s atmosphere. A second set of observations in B96 was made using the
Cassegrain echelle spectrograph on the 4m Blanco Telescope at CTIO. The spectra were
taken using a slit of width 1″ and length 12″.5, centered at a position 37″ west of θ1 Ori
C. B96 adopted this position as they thought that this was the position centered at slit 1
of BFM observations. However, the slit positions listed in BFM should have had an offset
of 9″ east and 4″ south added to them, as noted in B2000 later. We will use the
dereddened observations listed in table 2 & 3 of B96 for comparison with our
photoionization models. Since, these observations have an offset of 4″ north and 1″
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west compared to slit position 2 of BFM, we will use these lines only to constrain our
models.
B2000 obtained deep red and blue echelle spectra using the Cassegrain echelle
spectrograph on the 4m Blanco Telescope at CTIO at the same position as B96. They
measured about 400 emission lines for this position. The slit used for both the red & the
blue spectra had a width of 1″ and a length of 10″, oriented at the parallatic angle, P.A.
142⁰. The spectral coverage of the red spectrum was 5100‒7485 Å and that for the blue
spectrum was 3510‒5940 Å. Hα and [N II] lines were measured from a 10s exposure to
avoid saturation, while other lines were measured from a 1000s exposure. The steps for
reduction of the data are given in B2000. The lines were corrected for reddening and the
intensities relative to the He I 6678 line are listed in table 1 of B2000. We used these
lines to constrain our models, as in the case of B96 observations.
E04 also obtained a spectrum using the Ultraviolet Visual Echelle Spectrograph
(UVES) on the Very Large Telescope (VLT) at Cerro Paranal Observatory (Chile).
However, these observations were taken at a different position from that of BFM. The
slit position was oriented east‒west with center of the slit 25″ south and 10″ west of θ1
Ori C. They used both the red and the blue arm of the spectrograph, and the wavelength
range of the observations was between 3100 and 10400 Å. The one-dimensional spectra
were extracted for an area of 3×8.5 arcsec2. They measured line intensities by
integrating the flux above a local continuum estimated by eye and fitted the blends
using Gaussian profiles for individual lines. They normalized the lines using the brightest
line in each wavelength interval and then rescaling to Hβ. The intensity of the lines in
overlapping regions was averaged over both spectra. E04 used a reddening curve with
CHβ = 0.76 to correct the observed line intensities for extinction. The reddening
corrected Hβ line brightness integrated over the slit reported in E04 is 3.65 ×10-12 erg

cm-2 s-1 arcsec-2, which is smaller than the brightness for the average of slit positions 1 &
2 from the BFM data, by about 20%. All the lines relative to this Hβ flux are listed in
table 2 of E04. Again, we will use the line intensities from E04 to constraint our model.
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As noted in section 3.1, for the elements heavier than helium we will use only
CELs for comparison with our model. For H and He, we will use the recombination lines,
as the theory for these lines is relatively simple and well established. Before we go
further with the discussion of our photoionization models, we want to bring to attention
that [Ne III] λλ3967/3869 line ratio in B2000 is different (2:1) from the theoretical value
of 3:1. E04 observations have the observed line ratio close to the theoretical value.
Reexamination of the B2000 spectra by J. Baldwin (private communication) shows a
likely flux calibration error for the [Ne III] 3967 line due to the effects of a nearby broad
H I line in the standard star. [Ne III] λ3869 is brighter of the two Ne++ lines, and the line
intensity relative to Hβ observed by BFM, B2000, and E04 is about the same for this line.
Therefore, we will primarily use this line for comparison with the models.
3.3 Stellar SED, and Elemental Abundances
Before we go into details of our photoionization models, let us first look at the
model parameters that BFM used in their photoionization models.
Model parameters used in BFM
BFM deduced the geometry of the observed Orion H II region from the work of
many other authors. They noted that the star θ1 Ori C (and the Trapezium) is moving
into the molecular cloud OMC-1 from the near side, carving out a cavity or blister in the
cloud. As a result, the ionization front (H+‒H0) is pushed into the molecular cloud, while
the Orion H II region is being carved out making it a constant-pressure champagne flow
towards us. BFM modeled component A of the emission lines. BFM used the line
intensities from their observations discussed in section 3.2.1. In addition, they used
other optical and ultraviolet (UV) lines from the literature to constrain their models to
within an uncertainty of a factor of 2‒3. BFM used micro-turbulence of 8 km s-1 for
component A in their model. BFM determined that a closed geometry with the star θ1
Ori C some distance away from a plane-parallel slab of constant gas pressure is a more
appropriate choice of geometry for the model of this region than is the spherical
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symmetry that had previously been assumed. As the models concerned the slit positions
closer to the ionizing star, BFM assumed a simplistic case of perpendicular illumination
and perpendicular viewing. As noted in section 1.1, the ISM contains both the gas and
the dust. The Orion nebula contains grains that are larger than the standard grains in
ISM. The effects of these grains cannot be neglected. BFM described the various
physical processes involving grains used in their models.
BFM established that the flux of hydrogen ionizing photons (which in turn
reflects luminosity and distance of the ionizing star) required to predict their value of
observed Hβ surface brightness for component A is φ(H)= 1013 ionizing photons per cm2.
They used the Kurucz line-blanketed LTE atmosphere model (Kurucz 1979) to define the
Spectral Energy Distribution (SED) of the ionizing star θ1 Ori C, with surface gravity log g
= 4.5. BFM deduced the temperature for θ1 Ori C ~39,600 K, and the ionization

parameter log U = -1.48. All these quantities together define the radiation incident on
the illuminated face. They determined that the hydrogen density at the illuminated face
is n(H) =104 cm-3, to match the observed line ratios for [S II] λ6731/λ6717, [N II]

λ5755/λ6584, and [O II] λ3727/λ7325 simultaneously. BFM determined the
composition of the gas by varying abundances to match observed line intensities. The
abundances used for each individual element by BFM are listed in Appendix C.
We used these assumptions made by BFM in our new photoionization
calculations; however, we made some important improvements over their model. These
improvements in parameter selection are discussed in further sections, along with the
new values for the parameters.
SED of Trapezium star cluster
It is difficult to measure the extreme UV (EUV) flux from the stars directly
because these photons are absorbed by the gas along the line of sight to the stars.
Therefore, we have to rely on the models of the stellar SED for energies above 1 Ry
(13.6 eV). θ1 Ori C is the hottest and most luminous of the four stars in the Trapezium
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star cluster and its radiation is dominated by EUV photons. This star is mainly
responsible for the ionization of the gas in the Orion nebula. As mentioned in section
3.3.1, BFM used a Kurucz SED for θ1 Ori C; however, Kurucz SEDs are now considered
obsolete and there are better grids of models available for the SED of an OB type star
like θ1 Ori C. Kurucz assumes LTE conditions for the stellar models, which is justified for
cold stars. However, for the hotter O or B type stars, this method fails to predict the
correct SED as non-LTE effects are prominent and the atmospheres of these stars
expand rapidly (Pauldrach et al. 1998). The two obvious choices for the SED of an OB
type star are Tlusty (Lanz & Hubeny 2003, 2007), and WM-Basic (Pauldrach et al. 2001).
These two models use a non-LTE approach and take into account line blocking and line
blanketing effects. Line blocking is an effect that significantly reduces the radiation from
the star in the extreme UV (EUV) range, due to the opacity of the lines in this range. This
energy in the EUV is redistributed over lower energies in the red or infrared regions.
This is called line blanketing. The difference between Tlusty and WM-Basic is that the
former uses hydrostatic equilibrium conditions, while the later uses an expanding
atmosphere for the star. The comparison between the Kurucz, Tlusty, and WM-Basic
SEDs between the energy range 1 to 4 Ry is shown in Figure 3.1. Even if θ1 Ori C is the
star responsible for the ionization of the gas in the Orion nebula, the other stars in the
Trapezium will have some effect on the line predictions. We used the Tlusty and WMBasic SEDs for all four stars of Trapezium, namely θ 1 Ori A, B, C & D, and compared the
results of models with observations for the two sets of SEDs. The physical parameters,
namely the temperature, the surface gravity and the metallicity of the stars in the
Trapezium were provided by William Henney (2012, private communication) and are
listed in Table 3.2. The spectral classes given by Simón-Díaz et al. (2006) are used.
Another change between BFM and our models was that we use the case where
the radiation from the star is diverging as it reaches the plane-parallel gas slab, instead
of being perpendicularly incident over the entire illuminated face. As a result, the flux of
ionizing photons is diffused away from the center of the nebula. This geometry is more
physical than the one used by BFM. Another problem not addressed in BFM is that the
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neon abundance used in BFM is about factor of 4 higher than the solar abundance
(Appendix C). This is mainly because the Kurucz atmosphere field is soft at the ionization
potential of [Ne III] lines of ∼3 Ry. Using Tlusty or WM-Basic SEDs helps us to get rid of
this problem, as these two SEDs are harder than the Kurucz SED at around 3 Ry. We will
provide more details in section 3.3.4.2, where we discuss the neon abundance.

Figure 3.1 ‒ SED comparison for different stellar atmosphere models
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Hβ & temperature indicators
We have two SEDs, discussed in section 3.3.2, that we can use for the stars in the
Trapezium. To choose which one of these two SEDs best represents the stars under
consideration, we will use the observed line strengths. In addition, the luminosity &
temperature of θ 1 Ori C, the distance of the star cluster (which also determines the
ionization parameter), and the composition of the gas are the free parameters. As noted
earlier, the flux of ionizing photons determines the Hβ brightness. This flux depends on
the choice of luminosity and distance of the ionizing star. There are also line ratios for a
given ionic stage of an element, e.g. [O III] & [N II] lines as discussed in section 3.2.1 that
arise from different upper levels with considerably different excitation energies. The
relative strengths of these lines depends strongly on electron temperature. Such lines
from the archival observations that we use here are listed in Table 3.3. We use these
lines along with CELs and adjust the free parameters so that the predicted lines match
the observations.
The results of optimization of the free parameters are discussed in the rest of
this section. The abundances that we need to use for each individual element are
discussed in the next section. Our models suggest that WM-Basic SED for θ 1 Ori C does a
better job of predicting the neon line than the Tlusty SED, without overusing neon by
abundance. We will therefore use WM-Basic for the other stars as well. However, the
star B has a surface temperature outside the range of the available grids for WM-Basic
and for the star C2 (binary companion of star θ 1 Ori C) Cloudy could not find a match
from available WM-Basic grids. Therefore, we used Tlusty SEDs for these two stars. As
star C is the dominant star, the choices of SED for the cooler stars should not affect the
results of the model. The distance the Trapezium cluster needs to be from the
illuminated face is 3.15 ×1017 cm. With these choices, we get the incident photon flux to
be φ(H)= 5.9 ×1012 cm-2, which is about 40% smaller than that deduced by BFM. The
other recombination lines of hydrogen are also fitted once we fit Hβ. We use the same
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helium abundance as BFM, and the recombination lines for He predicted by our model
are close to the observations, in general.
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Table 3.2 ‒ Properties of the stars in the Trapezium
Luminosity,
(solar, L⊙)

Stellar
Temperature, K Log g Log z
atmosphere
model
(a)
(b)
(c)
(d)
(e)
(f)
1
4.45
30,000
4.00
-0.1
WMBasic
θ Orionis A
1
3.25
18,000
4.10
-0.1
Tlusty
θ Orionis B
1
5.31
38,950
4.10
-0.1
WMBasic
θ Orionis C
4.20
25,000
3.86
-0.1
Tlusty
θ 1 Orionis C2
1
4.47
32,000
4.20
-0.1
WMBasic
θ Orionis D
33
Note: The luminosity is in the units of the solar luminosity L⊙ ≈ 4 ×10 erg s-1.
Trapezium
Star

In the optimized model, we fit the predicted ratios to the observed ratios for the
temperature indicator lines. However, the [Ar III] temperature and the [O III]
temperature indicated by the same observations could not be simultaneously matched
in the model. This fact is elaborated in Figure 3.2, where we show [O III] and [Ar III] line
ratios as a function of temperature plotted from theoretical models. As indicated in the
figure, the observed [Ar III] line ratio indicates a much cooler temperature than that
indicated by [O III] lines. Since, [O III] lines are brighter than [Ar III] lines and the [O III]
temperature also matches the temperature indicated by other temperature indicator
line ratios, we deduce that the temperature indicated by [O III] lines is more reliable.
The predicted temperature indicator line ratios for the optimized model are listed in
Table 3.3, along with ratios from the observations.
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Table 3.3 ‒ Temperature Indicator line ratios
Observed Line
Species
Predicted
BFM
B2000
E04
Ratio
(a)
(b)
(c)
(d)
(e)
(f)
[N II]
51.8
42.5±6
58
56
λ6584/ λ 5755
[O I]
64
…
58
88
λ 6300/ λ 5577
(1)
[O II]
5.7
7.9±1.85
11.2
…
λ 3727/ λ 7325
[O III]
280
229±34
298
295
λ 5007/ λ 4363
[S III]
61.3
‒‒‒‒‒ 69(2) ‒‒‒‒‒
39
λ 9530/ λ 6312
[Ar III]
200
…
265
245
λ 7135/ λ 5192
(1)
Note: The predicted ratio is smaller than the observed ratio; however, it is within 2σ
uncertainty of BFM value.
(2)The lines λ 9530 and λ 6312 are from BFM and B2000 respectively.
References: Baldwin et al. 1991 (BFM), Baldwin et al. 2000 (B2000), Esteban et al. 2004
(E04)

Figure 3.2 ‒ [O III] & [Ar III] line ratios as a function of Temperature
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Elemental abundances
The abundances of metals (elements heavier than helium) affect the gas
temperature and hence the prediction of every line. Ferland (2001) shows the change in
the gas temperature as a function of metal abundance (abundance of elements heavier
than helium, or metallicity of the gas). In this section, we will discuss the abundances
used in our optimized model for the metals that have CEL observations. All of these
abundances are summarized in the table in Appendix C, along with other sets of
abundances from the literature.
3.3.4.1 Carbon, Nitrogen, and Oxygen
After helium, carbon, nitrogen, and oxygen are the most abundant elements in
the ISM. It is therefore important to have a good constraint on the abundances of these
elements. The ground-based observations do not include any carbon lines that are
temperature indicators or strong CELs. However, we have two UV lines of carbon, one
for C+ & one for C++, each of which BFM took from the literature. We will use these lines
to constrain C/H within a factor of 2. Our optimized model predicts the ratio of the C++
line relative to Hβ well within the uncertainties, while the C+ line is predicted to within a
factor of 2. These results are shown in Table 3.4. As noted earlier, BFM used these lines
from other observations only to constrain their models. The carbon abundance we use
in this model is C/H = 2.2 ×10-4, which is within the range of ISM abundances
determined by Jenkins (2009, hereafter, J09).
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Table 3.4 ‒ Carbon Lines
Line

Species

Predicted

BFM

(a)

(b)

(c)

(d)

λ2326

C II]

0.086

0.14

λ1909

C III]

0.176

0.180

Note: All Ratios are relative to Hβ.
References: Baldwin et al. 1991 (BFM), Baldwin et al. 1996 (B96), Baldwin et al. 2000
(B2000), Esteban et al. 2004 (E04).
We have three CELs for N+ in the observed range, and in addition, we have aCEL
in FIR range for N++, which is borrowed from the literature in BFM. As mentioned earlier
in section 3.2.1, the ratio rN of the temperature indicator [N II] lines indicates a hotter
gas than does the ratio rO of the [O III] lines. However, the [O III] temperature is more
reliable. This is why our model that is optimized for the [O III] line ratio does not predict
the observed [N II] line ratio. However, the optimized model predicts the ratio of [N II]
lines relative to Hβ to within the range of the observed uncertainties. These ratios are
listed in Table 3.5. This model also predicts the [N III] line well within the uncertainties.
The nitrogen abundance used in this model, N/H = 8 ×10-5, is within J09’s range of ISM
abundances.

Table 3.5 ‒ Nitrogen lines
Line
Species
Predicted
(a)
(b)
(c)
[N II]
0.0086
λ5755
[N II]
0.151
λ6548
[N II]
0.447
λ6584
[N III]
0.035
57µm
Note: All Ratios are relative to Hβ.

BFM
(d)
0.009
…
0.442
0.031

B96
(e)
0.0076
…
0.416
…

B2000
(f)
0.0082
0.153
0.476
…

E04
(g)
0.0068
0.122
0.378
…

References: Baldwin et al. 1991 (BFM), Baldwin et al. 1996 (B96), Baldwin et al. 2000
(B2000), Esteban et al. 2004 (E04).

72

We have oxygen lines from various stages of ionization, namely neutral oxygen,
O+, and O++. Each of these ionization stages has a pair of lines that indicates
temperature. Therefore, oxygen lines are important in order to constraint the model.
We see from Table 3.3 that our optimized model predicts all of these temperature
indicator line ratios well to within the uncertainties and within the observed range of
values. The model also well predicts line intensities relative to Hβ for all CELs of oxygen
(Table 3.6). [O II] λ3727 is under-predicted by the models. This is because the [O II]
temperature is slightly different from the [O III] temperature. However, the [O II] line is
still within the 2σ uncertainty of the BFM value. The oxygen abundance used in this
model, O/H = 3.7 ×10-4, is within J09’s range of ISM abundance values.
Table 3.6 ‒ Oxygen lines

Line
Species
Predicted
BFM
B96
B2000
E04
(a)
(b)
(c)
(d)
(e)
(f)
(g)
-4
(1)
-4
-4
[O I]
1.23×10
0.002
1.36×10
1.40×10
0.80×10-4
λ5577
[O I]
0.0079
0.007
0.0072
0.0082
0.0071
λ6300
[O I]
0.0025
…
…
0.0027
0.0024
λ6363
(2)
[O II]
0.598
0.94
…
1.11
0.827c
λ3727
[O II]
0.105
0.119
…
0.099
…
λ7325
[O III]
0.013
0.015
…
0.014
0.013
λ4363
-4
-4
[O III]
4.92×10
…
…
5.29×10
5.20×10-4
λ4931
[O III]
1.20
1.16
…
1.38
1.24
λ4958
[O III]
3.62
3.43
…
4.11
3.84
λ5007
[O III]
0.23
0.25
…
…
…
52µm
[O III]
0.30
0.36
…
…
…
88µm
Note: All Ratios are relative to Hβ. (1) This line is affected by telluric absorption. The
value in BFM is not correct. (2) This value is within 2σ uncertainty of BFM value.
References: Baldwin et al. 1991 (BFM), Baldwin et al. 1996 (B96), Baldwin et al. 2000
(B2000), Esteban et al. 2004 (E04).
3.3.4.2 Noble gases
The abundances of noble gases are hard to constrain since these gases do not
interact with other elements. Collisions are the only way to excite these atoms.
Therefore, the observed line strengths are weak. As noted earlier, we adopt the He
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abundance He/H = 0.088 from BFM, as this abundance was well established by BFM
observations. This abundance is less than solar or B-star abundance (Asplund 2010,
listed in Appendix C) because the correction for neutral helium in BFM is much smaller
than that used in other works. However, this is not the case for the neon abundance in
our model. We have lines from only one ionization stage of neon, Ne++. As noted in
section 3.3.2, we chose WM-Basic for our models because it is brighter at the ionization
potential of [Ne III]. However, even with this harder SED, we require neon abundance
Ne/H = 1.3 ×10-4, which is about 10% more than the solar abundance value with the

largest uncertainty added. This Ne/H is also the largest possible B-star abundance value
(Appendix C). The lines [Ne III] λλ3869, 3967 are still slightly under-predicted in our
model. However, a point to note here is that this abundance value is a significant
improvement over the value that BFM used, which is about a factor of 3 higher than our
value and a factor of 4 higher than the average solar value. The model prediction
comparison for CELs of nitrogen are given in Table 3.7.
Table 3.7 ‒ Neon lines
Line
Species
Predicted
BFM
B2000
E04
(a)
(b)
(c)
(d)
(e)
(f)
[Ne III]
0.17
0.2
0.192
0.229
λ3869
(1)
[Ne III]
0.0512
…
0.0974
0.0685
λ3967
[Ne III]
0.039
0.04
…
…
36µm
Note: All Ratios are relative to Hβ. (1) The ratio in B2000 for the two [Ne III] lines
λ3869/λ3967 is ∼2, which is different from the theoretical ratio of ∼3. Since λ3869 is the
brighter of the two lines, we use this line for comparison. We do not attempt to match
the λ3967 line to predictions.
References: Baldwin et al. 1991 (BFM), Baldwin et al. 1996 (B96), Baldwin et al. 2000
(B2000), Esteban et al. 2004 (E04).
The argon lines observed are relatively faint, except for [Ar III] λ7135. Also as
noted earlier, the ratio of the temperature indicator argon lines [Ar III] λ7135/λ5192
does not yield the same temperature value as the other temperature indicator lines.
Therefore, we attempt to match the intensity of λ7135 only (Table 3.8). The argon
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abundance we use, Ar/H = 2.3 ×10-6, is in the range of solar abundance, unlike neon. At

this abundance, the [Ar IV] lines are also predicted within the uncertainties of observed
lines from B2000, but not E04.
Table 3.8 ‒ Argon lines
Line
Species
Predicted
(1)
(2)
(3)
[Ar III]
7.51×10-4
λ5192
[Ar III]
0.150
λ7135
[Ar III]
0.036
λ7751
[Ar IV]
6.39×10-4
λ4711
[Ar IV]
5.97×10-4
λ4740
Note: All Ratios are relative to Hβ.

BFM
(4)
...
0.154
0.037
…
…

B2000
(6)
6.78×10-4
0.180
…
6.45×10-4
7.35×10-4

E04
(7)
6.60×10-4
0.162
0.037
0.001
0.0012

References: Baldwin et al. 1991 (BFM), Baldwin et al. 1996 (B96), Baldwin et al. 2000
(B2000), Esteban et al. 2004 (E04).
3.3.4.3 Sulfur
We treat sulfur separately from the other elements. This is because we found
sulfur to be too ionized, and we derive an empirical S2+ → S+ dielectric recombination
(DR) rate that is significantly larger than the current estimates (Nahar 1995) must be

revised. This result is discussed in more detail in Badnell et al. (2014, in preparation). We
found after running our initial set of models that for the recombination rate coefficient
assumed by Cloudy of 1.3 ×10-12 cm3 s-1 at 1 ×104 K, we could not simultaneously match

the line strengths for [S II] & [S III] lines to the observations. When we ran a grid of

models with different recombination rate coefficients, we found that a recombination
rate coefficient about a factor of 2 larger than the Cloudy value, along with S/H = 1.36
×10-5, predicts line intensities relative to Hβ for both ionization stages to within the
observed uncertainties (Table 3.9). This sulfur abundance is within the range of the ISM
abundance for sulfur found by Jenkins 2009. [S III] λ9068 is over-predicted, probably
because this line is affected by telluric absorption and BFM did not attempt to correct
for this effect. In addition, [S III] λ9530 appears to be a factor of 2 fainter in E04’s
observations. We use the line strength from BFM as other [S III] lines from E04 are
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similar to the BFM observations and we are modeling the position corresponding to the
BFM observations.
Table 3.9 ‒ Sulfur lines
Line
Species
Predicted
(a)
(b)
(c)
[S II]
0.0019
λ6717
[S II]
0.0033
λ6731
[S
II]
0.0052
λ6725
[S III]
0.0024
λ6312
[S III]
0.0017
λ8829
[S III]
0.57(1)
λ9068
[S III]
1.44(2)
λ9530
Notes. All Ratios are relative to Hβ.
(1) λ9068

BFM
(d)
0.0017
0.0034
0.0051
…
…
0.26
1.45

B96
(e)
0.0019
0.0035
0.0054
…
…
…
…

B2000
(f)
0.0022
0.0041
0.0063
0.0021
…
…
…

E04
(g)
0.0019
0.0035
0.0054
0.0019
0.0013
0.3
0.73

is affected by telluric absorption. BFM did not correct for this effect. Therefore,

observed line strengths are smaller than predicted.
(2) λ9530

has a 100% scatter between BFM and E04 observations.

References. Baldwin et al. 1991 (BFM), Baldwin et al. 1996 (B96), Baldwin et al. 2000
(B2000), Esteban et al. 2004 (E04).
3.3.4.4 Iron
The archival observations include about 50 iron lines in various stages of
ionization that are predicted by Cloudy. We use a complete model of the iron atom
described by Verner et al. (1999) that uses 371 energy levels to calculate the iron
spectrum. The predicted line strengths from our optimized model suggest different
abundance values for different ionization stage of iron. The atomic data for iron is
uncertain. Therefore, we do not have a way to choose between the abundance values.
Lykins et al. (2010) determined Fe/H = 4.4 ×10-7 for the Orion veil. If we assume that

this abundance holds true for the H II region of the Orion nebula, then our model underpredicts [Fe II] lines by an order of magnitude and [Fe III] lines by a factor of ~5 in

general. This abundance, however, predicts the only [Fe IV] line from E04 observations
that we have for comparison, [Fe IV] λ6740, to within the observed uncertainties. On
the other hand, if we use an iron abundance of Fe/H = 3.7 ×10-6, which is about an order
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of magnitude larger than the Lykins et al. estimate, then our model predicts the [Fe II]
lines well. However, then we overpredict the [Fe III] lines by a factor of 2 and the [Fe IV]
line by an order of magnitude. Therefore, we have an order of magnitude uncertainty in
iron abundance.
3.3.4.5 Other elements
The other elements that have CEL observations to compare with our model are
chlorine, calcium, chromium, and nickel. All these lines are very faint; therefore, we will
use them only to get an estimate of the abundances. Out of these, we have only one
line each for calcium and chromium. [Ca II] λ7291 from BFM can be used only to get an
upper limit on the abundance of calcium. From this line, we estimate that the calcium
abundance, Ca/H < 9 ×10-8. Similarly, the only chromium line, [Cr II] λ8000, can be used
to estimate the chromium abundance to be Cr/H ~2 ×10-7. We have chlorine lines in

various stages of ionization that we could use. However, the atomic data for chlorine is
not well known. Therefore, we can only constrain the chlorine abundance to be, Cl/H
~0.6 ‒ 2.4 ×10-7. Ni+ lines available to us do an even worse job than in constraining the

abundance for nickel as different lines from the same ionization stage suggest different
abundances. The physics for this element is also not very well known, so we can say with
an uncertainty of an order of magnitude that Ni/H is in the range ~0.2 ‒ 2 ×10-6.
3.4 Summary and Conclusions

We used BFM, B96, B2000 and E04 observations to constrain physical
parameters like the properties of the Trapezium star cluster and the chemical
composition of gas in our model of the Orion H II region. This model is an improvement
over the photoionization model by BFM of the same region. We used the latest version
of Cloudy (c13.03) for the model. We used the same geometry for the region that BFM
used with slight modification of diverging radiation instead of the perpendicularly
incident radiation from the ionizing star. The gas density at the illuminated face was
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determined to be n(H) = 104 cm-3 by BFM. We used this value for our model. The major
improvements over the BFM model in our models are as follows
i.

We use a better model of the stellar atmosphere to predict the SED of the star θ1
Ori C. This improvement also yields a better constrain on the neon abundance.

ii.

The temperature of the star θ1 Ori C used in our model is 38,950 K, which is
about 700 K cooler than that predicted by BFM. The distance of the Trapezium
star cluster from the illuminated face that we determined is 3.15 ×1017 cm,
which puts the cluster about 0.1 pc away. This distance is slightly larger but
comparable to the distance estimated by BFM.

iii.

We determine that the electron-ion recombination rate of sulfur needs to be
revised. We recommend a recombination rate coefficient for S++ to S+ of about a
factor of 2 higher than is currently used in Cloudy. The recommended value is
2.58 ×10-12 cm3 s-1.
We determined the abundances of various elements from the CELs. These

abundances turned out to be very similar to those determined by BFM. These results
will be published in Wagle et al. 2014c (In Preparation).

Copyright © Gururaj Wagle, 2014
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Appendix A

Table A.0.1 ‒ Adsorption energies, CR Desorption rates, and Photodesorption Yields
Table A.0.1 (continued)
Species

Adsorption Energy

CR Desorption Rate

Photodesorption Yield1

(a)

(b)

(c)

(d)

H

350

6.0×10−9

1×10−4

H2

450

1.2×10−9

1×10−4

C

800

4.2×10−12

N

800

3.9×10−12

1×10−4, 1×10−3,2

O

800

3.7×10−12

1×10−4

Si

2700

8.3×10−24

S

1100

4.2×10−14

1×10−4, 1×10−3,2

CH

654

3.0×10−11

NH

604

5.4×10−11

OH

1260

6.3×10−15

C2

1210

1.1×10−14

CN

1510

1.6×10−16

1×10−4

N2

1210

9.8×10−15

1×10−4

CO

1210, 9602

SiH

2940

9.8×10−15, 6.0×10−13,2

1×10−4, 1×10−3,2

NO

1210

9.4×10−15

1×10−4

O2

1210

9.1×10−15

HS

1500

1.6×10−16

1×10−4, 1×10−3,2

CS

2000

1.3×10−19

1×10−4

NS

2000

1.2×10−19

1×10−4

SO

2000

1.2×10−19

1×10−4

S2

2000

1.0×10−19

1×10−4

CH2

956

4.6×10−13

1×10−4, 1×10−3,2

2.8×10−25

Continued on Next Page …
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1×10−4

1×10−4, 1×10−3,2
1×10−4, 1×10−3,2
1×10−4

1×10−4, 1×10−3,2
1×10−4

1×10−4

1×10−4

Table A.0.1 (continued)
Species

Adsorption Energy

CR Desorption Rate

Photodesorption Yield1

(a)

(b)

(c)

(d)

NH2

856

1.7×10−12

1×10−4

H2O

1860, 48002

C2H

1460

1.4×10−18, 4.4×10−17,2

1×10−4, 1×10−3,2

HCN

1760

4.6×10−18

1×10−4

HNC

1510

1.5×10−16

1×10−4

HNO

1510

1.4×10−16

1×10−4

C3

2010

1.2×10−19

1×10−4

OCS

3000

8.2×10−26

1×10−4

CH3

1160

2.7×10−14

NH3

1110

5.0×10−14

1×10−4, 1×10−3,2

C3H

2270

3.1×10−21

1×10−4

CH4

1360, 1100b

1.6×10−15

1×10−4, 1×10−3,2

3.2×10−16

1×10−4

1×10−4

Note: (1) All desorption energies and rates are from Hasagewa & Herbst 1993, unless
otherwise mentioned. (2) These numbers are from Hollenbach et al. 2009
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Appendix B
Cloudy needs the optical data (refractive indices) in the range from about 10-3
µm to about 104 µm to calculate opacities. In the case where the data is not provided
for the entire range, Cloudy extrapolates the data to calculate the opacities. In the FIR
range, the scattering follows the Rayleigh limit; therefore, the opacities calculated are
proportional to ν2. Pr93 provided the data for the grain types used in their grain model
in the limited range 0.1‒800 µm. Cloudy could easily extrapolate this data towards
higher wavelengths. However, at lower wavelength limit, Cloudy runs into error because
the extrapolated opacities are too large to be physical, and the code exits without
completing the calculations.
Since, our PDR models do not include the photons of energy higher than
ionization potential of hydrogen, 13.6 eV (or wavelengths lower than ~0.1 µm), the
opacities calculated at lower range are not important for PDR calculations. In addition,
the opacities at one wavelengths are not dependent on opacities at other wavelengths
in Cloudy. Hence, to get over the problem of the code exiting prematurely, we used the
optical data from Bussoletti et al. (1987) for the wavelengths smaller than 0.1 µm, and
modified it such that when combined with the optical data from Pr93, the opacities
calculated are physical. For wavelengths over 800 micron, we let Cloudy extrapolate the
opacities. This modified data is an ad hoc procedure, however as mentioned above, it
would not affect the results of the PDR calculations.
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Appendix C

Element

Table C.0.1 ‒ Comparison of Abundances in the ISM, the Sun, B-stars, and the Orion H+ region
Table C.0.1 (Continued)
ISM1
Old Solar2
New Solar3
B-star3
This Work Orion H II region4

82

(a)

(b)

(c)

(d)

(e)

(f)

(g)

H

1

1

1

1

1

1

He

…

0.092‒0.101

0.093‒0.098

0.091‒0.1

0.088

0.082

Li

…

(1.95‒2.57)×10-9

(0.89‒1.41)×10-11

…

1.40×10-11

…

B

…

(6.45‒7.76)×10-10

(3.16‒7.90)×10-10

…

8.90×10-11

…

C

(1.43‒3.48)×10-4

(2.63‒3.16)×10-4

(2.63‒3.31)×10-4

(2.08‒2.40)×10-4

2.23×10-4

2.12×10-4

N

(4.70‒8.13)×10-5

(0.62‒1.02)×10-5

(6.60‒7.58)×10-5

(5.13‒6.46)×10-5

8.03×10-5

8.70×10-5

O

(2.94‒6.46)×10-4

(5.12‒6.46)×10-4

(4.79‒6.03)×10-4

(5.37‒6.17)×10-4

3.66×10-4

3.81×10-4

Ne

…

(0.71‒1.12)×10-4

(0.74‒1.17)×10-4

(1.12‒1.29)×10-4

1.29×10-4

3.95×10-4

Na

…

(2.19‒2.51)×10-4

(1.58‒1.91)×10-6

…

3.00×10-7

…

Mg

(0.21‒2.40)×10-5

(3.98‒4.37)×10-5

(3.98‒4.79)×10-5

(3.24‒4.07)×10-5

2.24×10-5

3.20×10-6

Al

…

(3.31‒3.63)×10-6

(2.63‒3.02)×10-6

…

2.00×10-7

…

Si

(0.16‒2.64)×10-5

(3.89‒4.27)×10-5

(3.31‒3.80)×10-5

(3.02‒3.31) ×10-5

2.24×10-5

…

P

(0.69‒7.67)×10-7

(3.16‒3.80)×10-7

(2.39‒2.75)×10-7

…

6.92×10-7

…

S

(0.22‒3.27)×10-5

(1.62‒1.95)×10-5

(1.35‒1.55)×10-5

(1.2‒2.19) ×10-5

1.36×10-5

1.33×10-5

Continued on Next Page …

Element

Table C.0.1 (Continued)
ISM1
Old Solar2

New Solar3

B-star3

This Work

Orion H II region4

83

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Cl

(0.28‒7.48)×10-7

(1.86‒2.45)×10-7

(1.58‒6.31)×10-7

…

1.18×10-7

…

Ar

…

(3.46-5.01)×10-6

(2.04‒3.71)×10-6

(3.98‒5.25) ×10-6

2.28×10-6

2.10×10-6

K

…

(1.35‒1.70)×10-7

(0.87‒1.32)×10-7

…

1.10×10-8

…

Ca

…

(2.40‒2.75)×10-6

(1.99‒2.40)×10-6

…

9.00×10-8

2.00×10-8

Ti

(0.07‒9.24)×10-9

(0.93‒1.07)×10-7

(0.79‒1.00)×10-7

…

8.00×10-9

…

V

…

(1.09‒1.26)×10-8

(0.71‒1.02)×10-8

…

1.00×10-10

…

Cr

(0.24‒9.02)×10-8

(4.68‒5.89)×10-7

(3.98‒4.79)×10-7

…

2.00×10-7

…

Mn

(0.60‒5.11)×10-8

(3.55‒4.07)×10-7

(2.45-2.95)×10-7

…

4.69×10-8

…

Fe

(0.18‒4.24)×10-6

(3.24‒3.72)×10-5

(3.16‒3.80)×10-5

(2.51‒3.02) ×10-5

3.88×10-6

4.20×10-6

Ni

(0.07‒2.53)×10-7

(1.82‒2.09)×10-6

(1.51‒1.82)×10-6

…

2.25×10-7

…

Cu

(0.92‒6.79)×10-9

(1.92‒2.51)×10-8

(1.41‒1.70)×10-8

…

5.53×10-9

…

Zn

(1.24‒6.56)×10-8

(4.57-5.50)×10-8

(3.24‒4.07)×10-8

…

5.74×10-8

…

Notes: The range of abundances in columns (b) through (e) are derived from the errors given in the respective papers. Range in
column (b) for ISM abundances from Jenkins is for minimum and maximum depletions, including the uncertainties.
References: (1) Jenkins 2009, (2) Lodders 2003, (3) Asplund 2010, (4) Baldwin et al. 1991 (BFM)

Bibliography
Abel, N. P., van Hoof, P. A. M., Shaw, G., Ferland, G.J., & Elwert, T. 2008, ApJ, 686, 1125
André, Ph., Men’shchikov, A., & Bontemps, S., et al. 2010, A&A, 518, L102
Asplund, M., Grevesse, N., Sauval, A. J., & Scott, P. A. 2009, ARAA, 47, 481
Baldwin, J. A., Ferland, G. J., Martin, P. G., et al. 1991, ApJ, 374, 580 (BFM)
Baldwin, J. A., Crottis, A., Dufour, R. J., et al. 1996, ApJ, 468, 115 (B96)
Baldwin, J. A., Verner, E. M., Verner, D. A., et al. 2000, ApJS, 129, 229 (B2000)
Bensch, F., Leuenhagen, U., Stutzki, J., & Schieder, R. 2003, APJ, 591, 1013 (Ben03)
Bergin, E. A., Langer, W. D., & Goldsmith, P. F. 1995, ApJ, 441, 222
Black, J. H. 1987, in Astrophysics and Space Science Library, Vol. 134, Interstellar
Processes, ed. D. J. Hollenbach & H. A. Thronson, Jr., 731–744
Blagrave, K. P. M., Martin, P. G., Rubin, R. H., et al. 2007, ApJ, 655, 299
Bohlin, R.C., Savage, B.D., & Drake, J.F. 1978, ApJ, 224, 132
Bussoletti, E., Colangeli, L., Borghesi, A., & Orofino, V. 1987, A&AS, 70, 257
Cardelli, J. A., Clayton, G. C., & Mathis, J. S. 1989, ApJ, 345, 245
Castaneda, H. 0. 1988, ApJS, 67, 1
Draine, B. T., & Lee, H. M. 1984, ApJ, 285, 89
Draine, B.T. 1985, ApJ, 57, 587
Dwek, E. 1997, ApJ, 484, 779
Esteban, C., Peimbert, M., García-Rojas, J., et al. 2004, MNRAS, 355, 229 (E04)
Ferland, G. J. 2001, PASP, 113, 41
Ferland, G.J., Porter, R.L., & van Hoof, P. A. M., et al. 2013, RMxAA, 49, 1
Falgarone, E., Panis, J. F., & Heithausen, A., et al. 1998, A&A, 331, 669
Habing, H. J. 1968, Bull. Astron. Inst. Netherlands, 19, 421
Hagen, W., Tielens, A.G.G.M., Greenberg, J.M. 1983 A&A, 117, 132
Hasagewa, T. I., Herbst, E., & Leung, C. M. 1992, ApJS, 82, 167
Hasagewa, T. I., & Herbst, E. 1993, MNRAS, 261, 83
Heithausen, A., & Thaddeus, P. 1990, ApJ, 353, L49
84

Heithausen, A., Bertoldi, F., & Bensch, F. 2002, A&A, 383, 591
Heithausen, A., Böttner, C., & Walter, F. 2008, A&A, 488, 597
Herschel Science Center, 2014, SPIRE observer’s manual (Pasadena, CA: nhscsci)
http://herschel.esac.esa.int/Docs/SPIRE/html/spire_om.html
Herschel Science Center, 2013, PACS observer’s manual (Pasadena, CA: nhscsci)
http://herschel.esac.esa.int/Docs/PACS/pdf/pacs_om.pdf
Herschel Science Center, 2013, Data Reduction (Pasadena, CA: nhscsci)
https://nhscsci.ipac.caltech.edu/sc/index.php/DataReduction/HomePage
Hily-Blant, P., & Falgarone, E. 2007, A&A, 469, 173 (HB&F)
Hollenbach, D., Kaufman, M. J., Bergin, E. A., & Melnick, G. J. 2009, ApJ, 690, 1497
Jenkins, E. B. 2009, ApJ, 700, 1299
Jenkins, E. B. 2014, arXiv:1402.4765
Kurucz, R. L. 1979, ApJS, 40, 1
Langer, W.D., & Penzias, A. A., ApJ, 357, 447
Lanz, T. & Hubeny, I. 2003, ApJS, 146, 417
Lanz, T. & Hubeny, I. 2007, ApJS, 169, 83
Léger, A., Jura, M., & Omont, A. 1985, A&A, 144, 147
Lykins, M. L., Abel, N., & Troland, T. H. 2010, ApJ 713, 950
Mathis, J.S., Rumpl, W., & Nordseick, K. H. 1977, ApJ, 217, 425
Mathis, J. S. 1990, ARA&A, 28, 37
Mathis, J. S. 1996, ApJ 472, 643
Nahar, S. N. 1995, ApJS, 101, 423
Pauldrach, A.W.A., Lennon, M., Hoffmann, T. L. 1998, ASPC, 131, 258
Pauldrach, A.W.A., Hoffmann, T. L., & Lennon, M. 2001, A&A 375, 161
Peimbert, M., & Torres-Peimbert, S. 1977, MNRAS, 179, 217
Peimbert M., Storey P. J., Torres-Peimbert S. 1993, ApJ, 414, 626
O’Dell, C. R., 2001, ARAA, 39, 99
Ossenkopf, V., & Henning, T. 1994, A&A, 291, 943
Osterbrock, D. E., & Flather, E. 1959, ApJ, 129, 26
85

Osterbrock, D. E., & Ferland, G. J. 2006, Astrophysics of Gaseous Nebulae and Active
Galactic Nuclei, (2nd. ed. Sausalito, CA: University Science Books)
Petit, F. L., Nehme´, C., Bourlot, J. L., & Roueff, E. 2006, 164, 506
Piazzo, L., Ikhenaode, D., & Natoli, P., et al. 2012, ITIP, 21, 3687
Preibisch, Th., Ossenkopf, V., Yorke, H. W., & Henning, Th. 1993, A&A, 279, 577p (Pr93)
Shaw, G., Ferland, G. J., & Abel, N. P. 2005, ApJ, 624, 794
Shimoikura, T., Dobashi K., & Sakurai, T., et al. 2012, ApJ, 745, 195 (Sh12)
Shirley, Y. L., Huard, T. L., Pontoppidan, K. M., Wilner, D. J., & Stutz, A. M. 2011, ApJ,
728, 143
Simón-Díaz, S., Herrero, A., Esteban, C, & Najarro, F. 2006, A&A, 448, 351
Snow, T. P. & Witt, A. N. 1996, ApJ, 468, 65
Tafalla, M., Myers, P. C., Caselli, P., Walmsley, C. M., & Comito, C. 2002, ApJ, 569, 815
Tafalla, M., Myers, P. C., Caselli, P., & Walmsley, C. M. 2004, A&A, 416, 191
Verner, E. M., Verner, D. A., & Korista, K. T. 1999, ApJS, 120, 101
Ward-Thompson D., Kirk, J.M., P. André 2010, A&A, 518, L92 (WT10)
Weingartner, J. C., & Draine, B. T. 2001, ApJ, 548, 296
Wolff, M. J., Clayton G. C., Martin, P. G., & Schulte-Labbeck, R. E., 1994, ApJ, 423, 412

86

Vita

Gururaj Wagle
1. Educational institutions attended and degrees awarded:
−

M.S. in Physics, University of Kentucky, 2011

−

M.Sc. in Physics, University of Mumbai, 2007

−

B.Sc. in Physics, St. Xavier’s College, University of Mumbai, 2005

2. Professional positions held:
−

Research Assistant, University of Kentucky, 2013-2014

−

Graduate Assistant for McAdam Student Observatory, University of
Kentucky, 2010-2013

−

Teaching Assistant, University of Kentucky, 2008-2010

3. Memberships:
−

American Astronomical Society, member

−

Indian Physics Association, member

4. Professional Publications
−

“Herschel dust emission as a probe of cloud mass: modeling MCLD
123.5+24.9 of the Polaris Flare”, G. A. Wagle, N. Abel, G. J. Ferland, T.
Troland, 2014, (In Preparation)

−

“Modeling molecular line emission in MCLD 123.5+24.9 of the Polaris
Flare”, G. A. Wagle, N. Abel, G. J. Ferland, T. Troland, 2014, (In
Preparation)

−

“The Physical Conditions in the Orion HII region”, G. A. Wagle, J. Baldwin,
G. J. Ferland, E. Loh, T. Troland, 2014, (In Preparation)

−

“Dielectronic recombination, threshold straddling, and the [S III] - [S II]
spectra of the Orion Nebula”, N. Badnell, G. J. Ferland, T. Gorczyca, G.A.
Wagle, 2014 (In Preparation)

87

