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Abstract
This paper is devoted to deriving the existence and approximation of extremal solutions to an infinite first-order functional
dynamic equation with nonlinear functional boundary value conditions defined on an arbitrary time scale by using a fixed point
due to Tarski.
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1. Introduction
The aim of this paper is to prove the existence and approximation of extremal solutions to the infinite functional
first-order dynamic equation with functional boundary value conditions
(P )
{
uΔ(t) = f (g(t), u(g(t)), u) for Δ-a.a. t ∈ Do1 := [t0, T )T,
B
(
θ,u(θ), u
)= 0RM for all θ ∈ D−1 := [t−1, t0]T,
where T is an arbitrary time scale, t−1, t0, T ∈ T are such that t−1 < t0 < T , subindex T means intersection with T,
f := (fν)ν∈M : D1 ×RM ×∏ν∈M A(D) → R¯M , M is an arbitrary index set, D1 := [t0, T ]T,
A(D) := {γ : D →R: γ |D−1 ∈ B(D−1) and γ |D1 ∈ AC(D1)},
where D := D−1 ∪ D1, B(D−1) denotes the class of all bounded functions on D−1 and AC(D1) denotes the class of
all absolutely continuous functions on D1, g : [t0, ρ(T )]T → D is either the identity on [t0, ρ(T )]T or the forward
jump operator on [t0, ρ(T )]T and B := (Bν)ν∈M : D−1 × RM ×
∏
ν∈M A(D) → RM . We say that a property P
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measure such that P holds for all t ∈ A \ E. We refer the reader to [1–4] for details about Lebesgue Δ-measure and
Δ-integration theories.
Many types of well-known functional dynamic equations can be reduced to an equation of the form of (P ), for
instance, dynamic equations with maxima and delay dynamic equations. Both of them have attracted much attention
recently because of their importance in mathematical models; we cite the automatic control of technical systems for
the dynamic equations with maxima and that processes and phenomena of biology, biotechnology or ecology which
depend on their prehistory for the delay dynamic equations.
We note that the boundary value conditions considered in (P ) cover the ordinary initial condition u(t0) = u0 as
well as many different periodic conditions such as the ordinary periodic condition u(t0) = u(T ) and the functional
periodic condition u(θ) = u(θ + T ) for all θ ∈ D−1 and moreover, more general conditions such as for each ν ∈ M ,
the supremum conditions uν(t0) = supt∈S uν(t) for some S ⊂ D or for each ν ∈ M the integral boundary conditions
λν =
∫
P
uν(s)Δs where λν is an arbitrary real constant or uν(0) =
∫
P
uν(s)Δs for some Δ-measurable set P ⊂ Do1
are also included.
This paper improves the results achieved in [7] and [8] for the existence and approximation of extremal solutions
to some first-order scalar dynamic equations such that the nonlinear part of the equations is either a L1Δ-Carathéodory
function or it verifies some relaxed continuity conditions; the first one deals with initial conditions while in the second
one some different kinds of scalar dynamic equations with nonlinear functional boundary value conditions are studied.
Moreover, this paper generalize to an arbitrary time scale the results obtained in [6] for the particular time scale T= R
and boundary value conditions B(θ,u(θ), u) = u(θ) − B¯u(θ) for some B¯ :∏ν∈M A(D) → (B(D−1))M .
This paper is organized as follows. Section 2 is devoted to introduce the definitions and properties which one
need to know to read the paper. In Section 3, by assuming that an initial first-order scalar dynamic equation has
extremal solutions in a certain set, we will derive, by using a Tarski’s fixed point theorem, that the infinite functional
problem (P ) has extremal solutions in other set and we will give formulas to get their approximation. The last part
of Section 3 is devoted to prove a consequence of the main result which suppose a generalization to the infinite order
and functional case of the existence results obtained in [7,8]. Finally, in Section 4, we illustrate the applicability of
the existence results with two examples; the first one deals with a first-order infinite functional dynamic equation with
integral boundary value conditions on a time scale defined as a closed real interval union the ternary Cantor set; the
second one is a delay dynamic system with functional periodic boundary conditions on a time scale defined as a finite
and disjoint union of several closed real intervals which naturally arises in the mathematical models of population
dynamics of certain species.
2. Preliminaries
In this section we set out some notations and definitions related with the sets we are considering and the prob-
lem (P ) and finally, we state the Tarski’s fixed point theorem.
The ordering we will use are the following. In AC(D1) and in A(D), we consider the pointwise partial ordering,
that is,
u1, u2 ∈ AC(D1), u1  u2 if and only if u1(t) u2(t) for all t ∈ D1
and
γ1, γ2 ∈ A(D), γ1  γ2 if and only if γ1(t) γ2(t) for all t ∈ D,
while in
∏
ν∈M A(D) we consider the induced componentwise ordering, that is,
u, z ∈
∏
ν∈M
A(D), u z if and only if uν  zν for all ν ∈ M.
In a partially ordered set X we define for each a, b ∈ X, with a  b, the interval
[a, b]X := {x ∈ X: a  x  b}.
Next, we establish the concepts linked to (P ).
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have that{
uΔν (t) fν
(
g(t), u
(
g(t)
)
, u
)
for Δ-a.a. t ∈ Do1,
Bν
(
θ,u(θ), u
)
 0 for all θ ∈ D−1.
The concept of upper solution to (P ) is defined by reversing the previous inequalities.
A function u := (uν)ν∈M ∈∏ν∈M A(D) is said to be a solution to (P ) if u is both a lower and an upper solution
to (P ).
Definition 2.2. For a subset Y ⊂∏ν∈M A(D), a function u∗ ∈ Y is said to be the minimal solution to (P ) in Y if u∗
is a solution to (P ) and u∗  u for any other solution u ∈ Y to (P ); the maximal solution to (P ) in Y is defined by
reversing the inequalities. Whenever both the minimal and the maximal solutions to (P ) in Y exist, they are called the
extremal solutions to (P ) in Y .
Finally, we state an useful tool in this paper, the well-known Tarski’s fixed point theorem, we refer the reader to [9]
for its proof, in which we assume the following definition.
Definition 2.3. We say that a partially ordered set, poset, X is a lattice if sup{x1, x2} and inf{x1, x2} exist for all
x1, x2 ∈ X. A lattice X is complete when each nonempty subset Y ⊂ X has the supremum and the infimum in X. In
particular, every complete lattice has the maximum and the minimum.
Theorem 2.1. Every nondecreasing mapping G : X → X on a complete lattice X has a minimal, x∗, and a maximal
fixed point, x∗. Moreover,
x∗ = min{x ∈ X: Gx  x}, x∗ = max{x ∈ X: x Gx}.
3. Existence results
This section is devoted to proving the existence and approximation of extremal solutions to (P ) in a certain set; in
order to do this, we will work in the space we describe below.
For each ν ∈ M , let hν : D1 → R¯ be a function in L1Δ(Do1) and define
AChν (D1) :=
{
ϕ : D1 → R:
∣∣ϕ(s) − ϕ(t)∣∣
∣∣∣∣∣
t∫
s
hν(r)Δr
∣∣∣∣∣ ∀s, t ∈ D1
}
and
Shν :=
{
γ : D →R: γ |D−1 ∈ B(D−1) and γ |D1 ∈ AChν (D1)
};
note that AChν (D1) ⊂ AC(D1) and Shν ⊂ A(D). Define Sh :=
∏
ν∈M Shν .
On the other hand, for every ν ∈ M , we denote as eν := (δνμ)μ∈M the element of RM defined as δνμ = 1 if μ = ν
and δνμ = 0 if μ = ν.
Next, we list the hypothesis we will use.
(H1) There exist α,β ∈ Sh with α  β .
(H2) For each γ := (γν)ν∈M ∈ [α,β]Sh , with α,β given in (H1), and every ν ∈ M , the scalar initial dynamic equation:
(
Pγν
) { vΔ(t) = Nγν (g(t), v(g(t))) for Δ-a.a. t ∈ Do1,
v(t0) = γν(t0) − Bν
(
t0, γ (t0), γ
)
,
where Nγν : D1 ×R → R¯ is defined as
Nγν (t, z) = fν
(
t, γ (t) + (z − γν(t))eν, γ ) for all (t, z) ∈ D1 ×R,
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∗
, and a minimal solution in Y , v∗, which moreover
satisfy
v∗ = max
{
v ∈ Y :
{
vΔ(t)Nγν (g(t), v(g(t))), Δ-a.a. t ∈ Do1,
v(t0) γν(t0) − Bν(t0, γ (t0), γ )
}
, (3.1)
and
v∗ = min
{
v ∈ Y :
{
vΔ(t)Nγν (g(t), v(g(t))), Δ-a.a. t ∈ Do1,
v(t0) γν(t0) − Bν(t0, γ (t0), γ )
}
. (3.2)
(H3) For each γ := (γν)ν∈M ∈ [α,β]Sh , with α,β given in (H1), every ν ∈ M and Δ-almost all t ∈ Do1 we have that
if x, y ∈ RM are such that x  y and xν = yν , then, fν(g(t), x, γ ) fν(g(t), y, γ ).
(H4) For every ν ∈ M , Δ-almost all t ∈ Do1 and all x ∈ RM the function fν(g(t), x, ·) is nondecreasing in [α,β]Sh ,
with α,β given in (H1).
(H5) If α,β are given in (H1), then, for all θ ∈ D−1 and every ν ∈ M , the following statements hold true:
(i) For every γ := (γν)ν∈M ∈ [α,β]Sh , function given for each η := (ην)ν∈M ∈ [α,β]Sh by ην(θ) −
Bν(θ, η(θ), γ ) is nondecreasing in [α,β]Sh .(ii) Bν(θ,α(θ),α) 0 Bν(θ,β(θ),β).
(iii) For every x ∈ [α(θ),β(θ)]RM , function Bν(θ, x, ·) is nonincreasing in [α,β]Sh .
Our main result is the following.
Theorem 3.1. Assume that f and B are such that conditions (H1)–(H5) are fulfilled, then problem (P ) has a maximal
solution, u∗, and a minimal one, u∗, in [α,β]Sh . Moreover, the following equalities hold:
u∗ = max{u ∈ [α,β]Sh : u is a lower solution to (P )} (3.3)
and
u∗ = min
{
u ∈ [α,β]Sh : u is an upper solution to (P )
}
. (3.4)
Proof. Because of the symmetry between the proof of the existence of the minimal and maximal solutions to (P ) in
[α,β]Sh , we will only prove the second one.
For every ν ∈ M , consider the mapping Gν : [α,β]Sh → [αν,βν]Shν defined for every γ ∈ [α,β]Sh as
Gνγ (θ) := γν(θ) − Bν
(
θ, γ (θ), γ
)
for all θ ∈ D−1,
and
Gνγ |D1 := the maximal solution to
(
Pγν
)
in [αν |D1, βν |D1]AChν (D1),
moreover, we know that Gνγ |D1 satisfies (3.1).
From condition (H5) one can deduce that αν Gνα Gνγ Gνβ  βν on D−1. Therefore, Gνγ ∈ [αν,βν]Shν .
Consider the mapping G := (Gν)ν∈M : [α,β]Sh → [α,β]Sh defined for every γ ∈ [α,β]Sh as Gγ := (Gνγ )ν∈M .
Firstly, we will see that G : [α,β]Sh → [α,β]Sh is a nondecreasing mapping. Let γ,η ∈ [α,β]Sh be such that γ  η
and let ν ∈ M be arbitrary.
As a consequence of (H5), we obtain that
Gνγ (θ) := γν(θ) − Bν
(
θ, γ (θ), γ
)
 ην(θ) − Bν
(
θ, η(θ), η
)=: Gνη(θ)
hold for all θ ∈ D−1.
Moreover, Gνγ |D1 ∈ [αν |D1, βν |D1]AChν (D1) and it follows from conditions (H3)–(H5) that
(Gνγ )
Δ(t) = Nγν
(
g(t),Gνγ
(
g(t)
))
Nην
(
g(t),Gνγ
(
g(t)
))
for Δ-a.a. t ∈ Do1,
and
Gνγ (t0) := γν(t0) − Bν
(
t0, γ (t0), γ
)
 ην(t0) − Bν
(
t0, η(t0), η
)
,
whence we deduce, by (3.1), that Gνγ Gνη.
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Next, we will show that [α,β]Sh is a complete lattice.
As [α,β]Sh =
∏
ν∈M [α,β]Shν , it suffices to prove that for every ν ∈ M , the set [α,β]Shν is a complete lattice.
Fix ν ∈ M and let ∅ = Y ⊂ [α,β]Shν . We will only see that there exists supY in [α,β]Shν since a similar argument
leads to the existence of infY .
Define
γ ∗(t) := sup{γ (t): γ ∈ Y} for all t ∈ D.
As we know that αν(t)  γ (t)  βν(t) for all t ∈ D, it turns out that γ ∗(t) is well defined for all t ∈ D and αν 
γ ∗  βν on D; thus, γ ∗|D−1 ∈ B(D−1). We will prove that γ ∗|D1 ∈ AChν (D1). Let s, t ∈ D1 and let γ ∈ Y , so that
γ (s)
∣∣γ (s) − γ (t)∣∣+ γ (t)
∣∣∣∣∣
t∫
s
hν(r)Δr
∣∣∣∣∣+ γ ∗(t);
by taking the supremum on the left-hand side, we have that
γ ∗(s)
∣∣∣∣∣
t∫
s
hν(r)Δr
∣∣∣∣∣+ γ ∗(t).
By interchanging s and t , it turns out that
γ ∗(t)
∣∣∣∣∣
s∫
t
hν(r)Δr
∣∣∣∣∣+ γ ∗(s).
Thereby, by combining these results, we conclude that
∣∣γ ∗(s) − γ ∗(t)∣∣
∣∣∣∣∣
t∫
s
hν(r)Δr
∣∣∣∣∣.
Consequently, γ ∗ ∈ [α,β]Shν and it is clear that γ ∗ = supY .
Therefore, the mapping G : [α,β]Sh → [α,β]Sh satisfies the conditions of Tarski’s fixed point theorem and so,
G has a maximal fixed point, u∗, and moreover
u∗ = max{u ∈ [α,β]Sh : uGu}. (3.5)
In order to end the proof, we will see that u∗ is the maximal solution to (P ) in [α,β]Sh and it satisfies equality (3.3).
The definition of G ensures that u∗ is a solution to (P ). Let u := (uν)ν∈M ∈ [α,β]Sh be a lower solution to (P ),
that is, for every ν ∈ M we have that
uΔν (t) fν
(
g(t), u
(
g(t)
)
, u
)= Nuν (g(t), uν(g(t))) Δ-a.a. t ∈ Do1, (3.6)
and Bν(θ,u(θ), u) 0, for all θ ∈ D−1. Thus, definition of G, (3.1) and (3.6) yield to uGu and so, by (3.5), it turns
out that u u∗. Finally, since u∗ is a solution to (P ), we know that u∗ is a lower solution to (P ) and so, equality (3.3)
is valid. 
As an application of the previous result, we will prove the existence and approximation of extremal solutions to
problem (P ) in [α,β]Sh , with α and β given in (H1), by assuming the following condition instead of (H2).
(H ′2) For each γ := (γν)ν∈M ∈ [α,β]Sh , with α,β given in (H1) and every ν ∈ M , the following properties are
satisfied:
(i) For each u ∈ AC(D1), the function defined for every t ∈ D1 as fν(t, γ (t) + (u(t) − γν(t))eν, γ ) is Δ-
measurable in D1.
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lim sup
y→x−
fν
(
g(t), γ
(
g(t)
)+ (y − γν(g(t)))eν, γ )
 fν
(
g(t), γ
(
g(t)
)+ (x − γν(g(t)))eν, γ )
 lim inf
y→x+
fν
(
g(t), γ
(
g(t)
)+ (y − γν(g(t)))eν, γ ).
(iii) For Δ-almost all t ∈ Do1 , the following inequality holds:∣∣fν(g(t), z, γ )∣∣ hν(t) for all z ∈ [α(g(t)), β(g(t))]RM .
(iv) For Δ-almost all t ∈ Do1 , it is true that
αΔν (t) fν
(
g(t), α
(
g(t)
)
, α
)
and βΔν (t) fν
(
g(t), β
(
g(t)
)
, β
)
.
(v) If g = Id|[t0,ρ(T )]T , then, for each γ := (γν)ν∈M ∈ [α,β]Sh and for every right-scattered point t ∈ Do1 the
function defined for every z ∈R as z + (σ (t) − t)f (t, γ (t) + (z − γν(t))eν, γ ) is nondecreasing in R.
It is important to remark that the previous condition (iii) gives a natural way to choose the Lebesgue Δ-integrable
function on Do1 , hν .
Corollary 3.1. Suppose that f and B are such that conditions (H1), (H ′2) and (H3)–(H5) are fulfilled. Then, prob-
lem (P ) has a maximal solution, u∗, and a minimal one, u∗, in [α,β]Sh . Moreover, equalities (3.3) and (3.4) hold.
Proof. We only have to prove that hypothesis (H2) follows from condition (H ′2). Fix ν ∈ M and γ ∈ [α,β]Sh .
As a consequence of condition (iv) in (H ′2) and (H3)–(H5), we deduce that for Δ-almost all t ∈ Do1 ,
αΔν (t) fν
(
g(t), α
(
g(t)
)
, α
)
 fν
(
g(t), γ
(
g(t)
)+ (α(g(t))− γν(g(t)))eν, γ )= Nγν (g(t), α(g(t)))
and
αν(t0) αν(t0) − Bν
(
t0, α(t0), α
)
 γν(t0) − Bν
(
t0, γ (t0), γ
);
moreover, in a similar way, the reversing inequalities are deduced for βν . Therefore, αν |D1 and βν |D1 are a lower and
an upper solution respectively to the scalar initial dynamic equation (P γν ), see [7] or [8] for the definitions of upper
and lower solution to (P γν ).
On the other hand, hypothesis (H ′2) guarantees that the following properties are satisfied:
1. For each u ∈ AC(D1), the function Nγν (·, u(·)) is Δ-measurable in D1.
2. For Δ-almost all t ∈ Do1 and all x ∈ R, we have
lim sup
y→x−
Nγν
(
g(t), y
)= lim sup
y→x−
fν
(
g(t), γ
(
g(t)
)+ (y − γν(g(t)))eν, γ )
 fν
(
g(t), γ
(
g(t)
)+ (x − γν(g(t)))eν, γ )
= Nγν
(
g(t), x
)
 lim inf
y→x+
fν
(
g(t), γ
(
g(t)
)+ (y − γν(g(t)))eν, γ )
= lim inf
y→x+
Nγν
(
g(t), y
)
.
3. For Δ-almost all t ∈ Do1 , the following inequality holds:∣∣Nγν (g(t), x)∣∣ hν(t) for all x ∈ [αν(g(t)), βν(g(t))].
4. If g = Id|[t0,ρ(T )]T , then, for every right-scattered point t ∈ Do1 , the function defined for every z ∈R as z+ (σ (t)−
t)N
γ
ν (t, z) is nondecreasing in R.
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[8, Theorem 2.2], one can assert that there exist the extremal solutions to the scalar initial dynamic equation (P γν ) in
the set [αν |D1, βν |D1]AChν (D1) which satisfy equalities (3.1) and (3.2). 
4. Examples
In this section we show two applications of the obtained results. In the first one we deduce the existence and ap-
proximation of extremal solutions to an infinite functional dynamic equation with integral boundary value conditions
on a time scale defined as a closed real interval union the ternary Cantor set.
Example 4.1. Let C be the ternary Cantor set, let T = [−1,0] ∪C and for every t ∈ T, let It = {i ∈ I : ti ∈ R ∩ [0, t)}
with R = {ti}i∈I the set of all right-scattered points of T.
Let f := (fn)n∈N : C × RN ×∏n∈N A(T) → R¯N be defined for every n ∈ N, Δ-almost all t ∈ [0,1)T and each
(x, γ ) ∈RN ×∏n∈N A(T) as
fn(t, x, γ ) := g(xn)√
t
{
n∑
i=1
v(xi)
(
n∑
j=i+1
v(xj )
)
+
[
sup
s∈[−1,t]T
{
γ1(s), . . . , γn(s)
}]}
where g, v : R →R are defined as
g(z) :=
{
z − z2, if z ∈ [0,1],
z2 − z, otherwise
and
v(z) :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0, if z < 0,
1
2 (z
2 −∑i∈Ix μ2(ti)), if z ∈ C,
1
2 (t
2
i −
∑
i∈Iti μ
2(ti)), if z ∈ (ti , σ (ti)) for some i ∈ I,
1, if z > 1,
and square brackets mean integer part.
Define B := (Bn)n∈N : [−1,0]T × RN ×
∏
n∈N A(T) → RN for every n ∈ N, and each (θ, x, γ ) ∈ D−1 × RN ×∏
n∈N A(T) as
Bn(θ, x, γ ) :=
{
x − ∫[0,1)
T
γn(s)Δs, if θ = 0,
0, if θ = 0.
For each n ∈N, let hn : [0,1]T → R be defined for Δ-almost all t ∈ [0,1)T as
hn(t) := n(n − 1) + 28√σ(t) ;
it is not difficult to see that hn belongs to L1Δ([0,1)T).
Let α := (αn)n∈N, β := (βn)n∈N : T →RN be defined as
αn(t) := 0 and βn(t) := 1, for all n ∈ N and all t ∈ T;
it is clear that α,β ∈ Sh and α  β and so, hypothesis (H1) holds true.
The infinite first-order functional dynamic equation with functional boundary value conditions (P ) with
D−1 = [−1,0]T and D1 = C has extremal solutions in the set [α,β]Sh . Indeed, as a straight forward consequence
of the previous definitions, conditions (H ′2) and (H3)–(H5) are readily verified; thus, Corollary 3.1 ensures the exis-
tence of extremal solutions to (P ) in [α,β]Sh and moreover, equalities (3.3) and (3.4) hold.
In the following example, the existence and approximation of extremal solutions to a delay dynamic system with
functional periodic boundary conditions on a time scale defined as a finite and disjoint union of real intervals is
guaranteed.
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Define f := (fj )Nj=1 : [0,106]T×RN ×
∏N
j=1 A([−102N,106]) → R¯N for every j ∈ {1, . . . ,N} and all (t, x, γ ) ∈
[0,106]T ×RN ×
∏N
j=1 A([−102N,106]) as
fj (t, x, γ ) := xj
(
aj (t) −
10·j∑
i=1
pi,j (t) γ
i(t − 10i)
)
+ λ(N)
j∑
i=1
(
xi(t) − 1
)3
with aj ,pi,j : [0,106]T → R, j ∈ {1, . . . ,N}, i ∈ {1, . . . , j}, given for every k ∈ [0,106] ∩ N and every t ∈ [0,10)T
by
aj (10k + t) = −10j2[t + 1] and pi,j (10k + t) = −j (t + 1)
(t + 1)i + 1 ,
where square brackets mean integer part and λ(N) = 0 if N = 1 and λ(N) = 1 if N = 1.
Consider the following first-order functional dynamic system with periodic boundary conditions:
(P )
{
uΔ(t) = f (σ(t), u(σ(t)), u) for Δ-a.a. t ∈ [0,106)
T
,
uj (θ) = uj
(
θ + 106) for all θ ∈ [−102j,0]
T
.
Our goal is to deduce the existence of extremal solutions to (P ) in the set [α,β]Sh , where α := (αj )Nj=1, β :=
(βj )
N
j=1 : T→ RN are defined as
αj (t) := 0 and βj (t) := 1, for all j ∈ {1, . . . ,N} and all t ∈ T,
and for every j ∈ {1, . . . ,N}, hj : [0,106]T → R is given by hj = −2aj ◦ σ + j .
It is obvious that hj is a function in L1Δ([0,106)T) and hypotheses (H1), (H ′2) and (H3)–(H5) are satisfied.
Thereby, Corollary 3.1 guarantees the existence of extremal solutions to (P ) in [α,β]Sh and moreover, equalities (3.3)
and (3.4) are valid.
We end this example by pointing out that this system belongs to the well-known kind of equations which is used
both in the real case and in the discrete one in the mathematical study of population dynamics in a certain period of
time; for N = 1 this system includes the single species periodic population models in the time scale defined above
which can be interpreted as the life span of this specie is one unit of time and just before the species die out, eggs are
laid which are hatched one unit of time later. See [5] for different examples of species which follow this behavior. For
those species, the obtained result means that one can find at least two periodic populations in the considered period of
time.
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