Abstract. Optimal selection of sampling strategies is considered for the prediction of spatio-temporal processes in a state-space-model framework. General conditions are assumed in relation to the basic elements of the problem: modelling space-time interaction, formulating prediction objectives, de®ning the type and structure of sampling con®gurations, and formulating optimality criteria. An empirical study, involving a diversity of cases selected within two different examples, is carried out with the aim of illustrating some aspects of interest inherent to the problem considered, with special emphasis on highlighting the important effect of the space-time interaction structure on the ratios of information associated with different possible sampling con®gurations.
Introduction
Stochastic modelling of processes evolving in both space and time, and statistical analysis from space-time data, have received increasing interest in environment, natural resources and related areas of research in recent years (see, for example, Christakos, 1992) . A diversity of relevant problems arise from the complexity inherent to space-time interaction, as well as from speci®c research objectives in different areas of application, which motivate the need to develop new methodologies and techniques, in addition to those concerned with purely spatial and temporal aspects. One problem of special importance in this context, to which this paper is addressed, is the design of appropriate sampling strategies to improve the quality of information in the data for estimation. For purely spatial processes, different statistical approaches to sampling design have been introduced in the literature (see Bueso et al., 1998; Caselton et al., 1992; Caselton and Zidek, 1984; Christakos, 1992; Cressie, 1991; Guttorp et al., 1993; Haas, 1992; Mardia and Goodall, 1993; Trujillo-Ventura and Ellis, 1991 , among others; a review is presented by Cox et al., 1997) . In the case of temporal processes, as observations are commonly made at regular intervals, as occurs with standard time-series models, sampling strategies usually involve decisions on the sampling frequency (see, for example, Quimpo and Yang, 1970; Sanders and Adrian, 1978; Zhou, 1996) . References concerning the case of space-time sampling design, despite its importance, are relatively sparse in the literature (see, for instance, Loaiciga, 1989; Rodrõ Âguez-Iturbe and Mejõ Âa, 1974; Stein et al., 1998) .
In this paper, we study the problem of space-time optimal sampling design for prediction. We ®rst refer, in Sect. 2, to the basic elements involved in our approach to this problem: modelling the space-time interaction or evolution, formulating the objectives of prediction in both space and time, de®ning the type and structure of sampling con®gurations, and formulating speci®c optimality criteria. The hypotheses considered can be summarized as ®nding an optimal sampling con®guration (spatial distribution of sites and time frequency) for collecting observations which provides maximum information on the process of interest, in a state-space model framework. Here, information is de®ned in terms of Shannon's entropy, the use of which as a criterion for optimal sampling design has been justi®ed by Bueso et al. (1998) , Caselton and Zidek (1984) and Christakos (1992) , among others. In Sects. 3 and 4, we present the results of an empirical study carried out on the basis of two different examples, where a range of selected cases are analyzed with the purpose of illustrating some aspects of interest inherent to the problem, in contrast to the situations where only the space or time dimensions are involved. The key point of the study is to show how the space-time interaction structure affects the con®guration of possible alternative strategies, with a different balance in space or time observation points for ®xed target values related to the adopted optimality criterion. In the ®nal section, we summarize and discuss the main aspects arising in the study, and refer to some extensions of interest for future research.
Elements and objectives
As mentioned in the previous section, the problem of sampling design in a spatiotemporal context offers a wide range of possibilities, compared to the purely spatial or temporal cases. One of the main aims of this work is to analyze, from a general point of view, a situation which commonly arises in real applications: a decision must be taken on the spatial distribution of observation points or stations, as well as on the frequency at which observations shall be collected in time. A variety of aspects can be considered which will clearly condition or determine such a decision. In our approach, the following basic elements de®ning the problem are considered:
± Modelling spatio-temporal interaction or evolution. ± Formulating objectives of prediction involving both space and time. ± De®ning the type of sampling information. ± Formulating speci®c optimality criteria.
In the following paragraphs, we ®rst describe more precisely the assumptions we make regarding the above aspects, and secondly refer to the main objectives of this study concerning the problem considered.
Modelling assumptions
We assume that a model for the spatio-temporal random process of interest fX t s : t P T & R; s P D & R 2 g is given, either prescribed a priori or estimated (some extensions are commented on in Sect. 5). In our illustrations (Sects. 3 and 4), we consider, in particular, two different extensions of the ARMA univariate time-series models to the space-time context. The assumption of discrete time in both examples is not a restriction derived from the method, but just a simpli®cation for illustration purposes.
One very important aspect in modelling spatio-temporal evolution is the form of space-time interaction represented by the model, besides the marginal temporal and spatial behaviour at each location and each time, respectively. Certain forms of space-time separability lead to technical simpli®cations, whether or not they are physically reasonable. Indeed, such concepts ± space-time interaction and nonseparability vs. separability ± constitute a main point of discussion in the currently increasing research into space-time stochastic modelling. As we show in the examples analyzed in Sects. 3 and 4, this is a very important aspect which both qualitatively and quantitatively affects the optimal selection of sampling strategies.
Prediction objectives
A set of space-time points of interest for prediction of the random process X, composed of a ®nite set K fs 1i ; s 2i ; t i g i , is assumed to be speci®ed. Although, in principle, there is no other restriction on this set, it will commonly consist of speci®c sets of spatial locations at several future times and at present with regard to the last observation time, but it may also include some sets of locations corresponding to past times.
Sampling information
Sampling information for prediction is considered to consist of observations of a spatio-temporal random process Y related to the process of interest X. Here, for simplicity, we assume that observations are taken on a ®nite number of sites that remain ®xed for a certain ®nite sequence of equally spaced times (some possible extensions are referred to in the ®nal discussion, Sect. 5). We are then faced with the problem of selecting an appropriate set of sampling locations S from a set of candidate sites P, and a sampling time frequency, denoted I, such that the observations made according to the sampling con®guration C S; I provide optimal information (in a sense to be de®ned; see Sect. 2.4) on X at K.
In general, X and Y will be different, with the relationship between both variables being assumed to be known. We then consider that a state-space model formulation is given, consisting of two parts: a state-space equation, representing the inner dynamics of the process of interest X, and an observation equation, which states the relationship between the observation process Y and X. This general setup can be applied, as is well known, to a wide variety of cases. A special situation, common in practice, is the case where X is observed with an additive measurement error or observation noise.
Entropy-based optimality criteria
Optimal sampling design criteria are usually based on different measurements associated with the prediction-error covariance matrix, such as the trace, the maximum eigenvalue or the determinant.
In this paper we consider the entropy-based approach presented, for the case of purely spatial processes, in Bueso et al. (1998) . In a spatio-temporal context, the problem is thus formulated as ®nding a set of spatial locations S and a (common) time frequency I that maximize the amount of information on the variables of interest contained in the sampled variables
where vector X K represents the variables of interest on K, vector Y C the sampled variables at con®guration C, HX K the entropy of X K , and HX K jY C the mean conditional entropy of X K given Y C . In the Gaussian case, the problem is reduced to ®nding a con®guration C that minimizes the determinant of the conditional covariance matrix of
By ratio of information we mean the amount of information for a given con®guration C (optimal or otherwise) with respect to the amount of information corresponding to the most informative con®guration C 0 (the most comprehensive sampling scheme) in a given situation. Speci®cally,
In the Gaussian case, the above expression becomes
with R X K being the covariance matrix of X K .
Main objectives of the study
The aims of this work are twofold. The ®rst one has been accomplished in the above paragraphs in this section, being concerned with providing a methodological framework for the analysis of spatio-temporal sampling design based on entropy in a state-space model context. The second one is to carry out an empirical study with the purpose of illustrating some important aspects inherent to the above problem. In particular, we focus on the following:
± For a given target ratio of information, and depending on each particular situation, several con®gurations consisting of a possibly different number of spatial locations and a different time frequency can be equivalent. ± The structure of the spatio-temporal interaction, in addition to the marginal spatial and temporal dependence structures, is an important factor with regard to the ordering of the possible space-time sampling con®gurations in terms of their associated ratio of information, as well as to the shape (increments) of the resulting curve for the different sampling con®gurations at increasing ratios of information.
The different cases studied are intended to show speci®c features of interest related to the behaviour of the ratio-of-information curves, corresponding to the possible or to optimal con®gurations (for different frequencies and different numbers of sites), with respect to changes in the conditions de®ning the context of the problem. In particular, we show the effect of varying the parameters de®ning the spatio-temporal dynamics of the variable of interest, the relative magnitude of the observation error, and the de®nition of the set of space-time points of interest.
Existence of equivalent configurations at different time frequencies: first example
We assume ®rst that, at each location s P D, process fX t s : t P Zg evolves in time according to a stationary and invertible ARMA structure (see Angulo et al., 1998; Huang and Cressie, 1996) ,
where the polynomials
p have orders and coef®cients common to all locations. Here, t s represents a zero-mean Gaussian spatio-temporal process, having a white noise structure in time, for each s P D, with constant variance r 2 s, and a common spatial structure for each t P Z. As a restriction on the structure of the space-time dependence, we assume that t s and t H s H are uncorrelated if t T t H , for all s, s H P D. We also assume that observations of the variable of interest X are affected by additive noise, according to the observation equation
where g is a Gaussian process uncorrelated in both space and time, and mutually uncorrelated with X. For this model, we study two cases. In both of them, we have considered that HB 1 À 1:8B 1:19B 2 À 0:342B 3 0:036B 4 ; UB 1; t Á, for all t P Z, has a spatial covariogram of exponential type with range a 5, with r 2 1; and r 2 g 2.
In the ®rst case (Case 1A), the objective is to compare the optimal sampling designs for different time frequencies and different numbers of sites. In particular, we are interested in checking for possible equivalent (or almost equivalent) con®gurations. We have de®ned the set of space-time points of interest as K f2; 1; 24; 3; 4; 24g ; and the set of candidate sites for observation to consist of the locations P fA 1; 3; B 2; 3; C 2; 5; D 3; 2; E 5; 2; F 6; 3g (see Fig. 1 ). Possible frequencies considered for observation in time, within the set T f1; . . . ; 24g, are D j 1=j, j 1; . . . ; 4, with D j indicating that observations are taken every j unit times starting at t j.
The resulting ratios of information R C 0 Á for the optimum case for each ®xed number of sites and each frequency, compared to the case where S P and I D 1 , are given in Table 1 . The selected sites coincide for all frequencies. Results for D 2 , D 3 and D 4 are relatively similar, with more signi®cant differences with respect to the results for D 1 . Figure 1 compares the ratio-of-information curves for D 1 and D 2 . In particular, we observe that con®gurations (fsites;frequencyg) given by fB; C; D; D 1 g and fA; B; C; D; D 2 g are almost equivalent, both having an approximate ratio of information of 93%. In this case, the number of space-time observations equals 72 for the ®rst con®guration, and 48 for the second one; that is, removing one site we need to double the time sampling frequency to get the same value of R C 0 Á. A similar circumstance occurs with con®gurations fA; B; C; D; D 1 g and fA; B; C; D; E; F; D 2 g, both giving an approximate ratio of information of 96%. Thus, in general, for a ®xed target value of R C 0 Á, we can decide to increase either the time sampling frequency or the number of sites depending on the characteristics of each particular situation.
In the second case studied (Case 1B), the objective is to compare the ratio-ofinformation curves for different frequencies based on an optimal one-by-one sequential extension of the spatial network, starting from an empty set. That is, in the ®rst step we select the best site to be included in the sampling network; in the second step, the best site to be added to the network is chosen, and so on. Now, the set of space-time points of interest is given by K f3:8; 2:7; 22; 2:4; 3:2; 22; 4:5; 2:4; 22; 4:3; 2:9; 22; 8:7; 8:0; 24; 8:9; 8:3; 24; 8:0; 8:0; 24; 8:7; 8:2; 24; 8:8; 8:0; 24; 8:5; 8:1; 24; 5:4; 7:0; 25; 5:1; 6:0; 25; 6:3; 6:7; 25; 6:6; 6:4; 25; 6:8; 7:8; 25; 5:5; 7:1; 26; 6:6; 6:6; 26; 6:7; 6:5; 26; 6:3; 7:1; 26; 6:6; 7:7; 26; 5:3; 7: 0; 27; 6:7; 7:2; 27; 5:9; 6:6; 27; 6:8; 6:9; 27; 5:0; 7:5; 27; 5:7; 6:1; 28; 6:8; 7:9; 28; 6:5; 7:2; 28; 6:2; 7:2; 28; 5:6; 6:2; 28g ; thus containing spatial locations at several (future, present and past) times, and the set of candidate sites consists of the locations P f0:4; 8:2; 9:9; 1:8; 8:6; 9:9; 7:3; 4:4; 9:7; 6:6; 6:2; 6:4; 5:7; 0:04; 8:9; 1:6; 9:2; 2:1; 3:5; 0:4; 1:2; 7:1; 7:7; 7:4; 6:4; 2:5; 7:2; 1:4; 4:7; 5:8g (see Fig. 2 ) (for simplicity, the above-displayed spatial coordinates for K and P are truncated values, to one decimal digit, of the true coordinates used). As before, possible frequencies considered for observation in time, within the set T f1; . . . ; 24g, are D j 1=j, j 1; . . . ; 4, with D j indicating that observations are taken every j unit times starting at t j. In Fig. 2 , the ratio-of-information curves obtained for the optimal sequential design vs. each number of sites are represented. Again, this ®gure allows us to determine classes of almost equivalent con®gurations regarding their ratio-of-information values. Now, we assume the following spatio-temporal covariance structure for the variable of interest X: and candidate sites for observations are given by the set consisting of the points P fA 2; 5; B 1; 3; C 5; 2; D 1; 4; E 2; 4g ; and possible frequencies within the set T f1; . . . ; 24g are D j 1=j, j 1; 2. In Fig. 3 , it can be observed that there are some equivalent con®gurations, as shown by the crossing of the curves. For instance, the best con®guration with three sites and time frequency D 1 is equivalent to the best con®guration with four sites and time frequency D 2 for some values of r 2 . Furthermore, the curves tend to be closer as the values of r 2 increase, since the spatial dependence becomes weaker. Note that in the left plot of Fig. 3 , as well as in similar plots in the following ®gures (an exception is later explained for Fig. 5, plot (b) ), there is no confusion in the interpretation of the type of con®guration corresponding to each curve in the legend, since the curves are naturally ordered according to their associated number of sites for each time frequency.
Effect of space-time interaction: second example
We now assume the spatio-temporal random process X to have a STARMA-type representation (see Pfeifer and Deutsch, 1980a): 
where, with reference to a regular lattice, W l s Á is composed of the neighbours of s at level l; that is, for l 0, only point s; for l 1, its four closest neighbours; for l 2, the four next closest neighbours, etc. Here represents a zero-mean random Gaussian spatio-temporal process uncorrelated in time and with a time invariant spatial distribution, and uncorrelated with the past of X. This type of model is generalized to processes observed in non-regular lattices by properly de®ning the sets of neighbours W l s for each point s and for each level l in the model.
Model (7) allows the de®nition of different structures of spatio-temporal dependence in terms of the involved parameters and orders. The purpose of this example is to show the effect of different forms and degrees of spatio-temporal interaction on the optimal designs.
We have considered, for illustration purposes, the case where
Here, too, observations of X are considered to be affected by observation error, as in the ®rst example (Sect. 3).
We have studied two cases. In the ®rst one (Case 2A), we have considered three speci®c cases of h h 1 ; h 2 ; h 3 , corresponding to different degrees of spatiotemporal interaction: In all cases, is assumed to have a spatial covariogram of exponential type with range a 1:28 and r 2 1, and the observation-noise variance is r 2 g 1. The set of space-time points of interest is de®ned as K f1; 2; 24; 2; 1; 24; 3; 4; 24g :
STMA(L2)
For observations, candidate sites are given by the set consisting of the points P fA 2; 5; B 1; 3; C 5; 2; D 1; 4; E 2; 4g (see Fig. 4 ). Possible frequencies within the set T f1; . . . ; 24g are D j 1=j, j 1; 2.
Results on the orderings of con®gurations according to their ratios of information, for each model, are given in Table 2 . In Fig. 4 , the resulting increasing ratio-of-information curves for the three models are compared, each one obtained with respect to the corresponding ordering of the 62 possible con®gurations. Both the ordering of the con®gurations and the shape of the curves are clearly affected by the structure of spatio-temporal interaction, as expected.
In the second case (Case 2B), based on a ®xed model structure, we study the variation of the ratios of information for optimal con®gurations, relative to the frequency and a given number of sites, ®rst with respect to changes in the parameter values, and secondly varying the set of space-time points of interest. In all cases, we consider an STMA(L1) model with parameters h 1 and h 2 corresponding to neighbour levels 0 and 1, respectively. Here, is assumed to have a spatial covariogram of exponential type with range a speci®ed in each case studied, and r 2 1: The set of space-time points of interest K (except when otherwise speci®ed), the set of candidate sites P, and possible frequencies are de®ned as in the last previous case (see Fig. 5, plot (d) ). The objective of each speci®c case studied is to show the behaviour of the ratio-of-information curves for optimal designs for varying values of h 2 , with ®xed values for the remaining parameters. The interval of variation of h 2 has been chosen to be either equal to the associated admissibility region (depending on h 1 , see Pfeifer and Deutsch, 1980b) , or equal to a subinterval of this region where the most interesting features or highest local variations occur.
In the ®rst illustration we compare the results obtained for ®xed h 1 0:2 and r 2 g 1, and for two different values, 5 and 1.28, of the range a (see Fig. 5 , plots a and b, and see also plot a of Fig. 8 for the case of a 2:5; note that in plot b of Fig. 5 , the curves corresponding to three, four and ®ve sites are practically confounded on the top, for both time frequencies). In both cases, 300 values of h 2 are considered within a subinterval of the admissibility region. A global comparison of the behaviour in the whole admissibility region, for the case of a 5; based on 41 values of h 2 , is given in Fig. 5 , plot c. It can be noted that, in this case, Fig. 5a±d . Curves of ratio of information vs. h 2 with h 1 0:2 and r 2 g 1, for a a 5 and b a 1:28, in a subinterval of the admissibility region, and for c a 5 covering the admissibility region; d sets of candidate sites () and locations of interest () (Second Example, Case 2B) increasing the range a, which means a stronger spatial dependence, results in a more gradual variation of the gains in R C 0 Á. Nevertheless, in general, this effect will of course depend on each speci®c situation, in particular taking into account that a stronger spatial dependence implies a higher redundancy of information in the observations, although also more information on the variables of interest in the observations. The second case studied corresponds to a comparison for different values of h 1 : 0.6, 0.7, 0.75 and 0.85, with ®xed a 5 and r Thirdly, we study the effect of varying the magnitude of the observation error on the ratio-of-information curves. We have considered the values 0.1, 1, 4 and 40 for r 2 g , for ®xed h 1 0:6 and a 2:5 (see Fig. 7 ). As before, 41 values of h 2 covering the admissibility region are used. In this case, we can see in the plots that, for ®xed sites, the importance of the time sampling frequency decreases as the observation-error variance increases.
In the last case studied, we analyze the changes produced on the ratio-ofinformation curves due to modi®cations in the set of space-time points of interest. For illustration, we have considered the parameter values h 1 0:2; a 2:5; and r 2 g 1, for 300 values of h 2 within a subinterval of the admissibility region. Figure 8 shows the results obtained for the different cases. In plot a, K is de®ned (5,4;24) . Finally, plots c and d correspond to cases where a new point (4,2;24) and (2,2;24), respectively, is added to the original set of space-time points of interest. The shapes of the resulting ratio-of-information curves is clearly affected by the con®guration of the space-time points of interest.
Discussion
In this paper we provide a framework for spatio-temporal sampling design based on entropy in a state space-model context. An empirical study has been performed, considering two different examples, and a range of subcases, to illustrate some aspects of interest related to the problem. First, in a speci®c application there can exist almost equivalent con®gurations with a different balance between sampling time frequency and number of sampling points, for a given level of the ratio of information to be achieved. Second, the conditions determining the context of the problem, such as the parameters de®ning the spatio-temporal dependence structure, the relationship between the variable of interest and the observable variable, or the speci®cation of the set of space-time points of interest, have an important in¯uence on the evaluation of the optimal con®gurations. In the cases studied, certain patterns or features of interest can be observed in the set of ®gures representing the ratios of information. In particular, crossings occur between the ratio-of-information curves corresponding to different con®gura-tions, which means that at the crossing points these are equivalent. The curves present certain areas of (continuous) highly irregular variation with respect to (continuous) changes in some parameters, in contrast to a generally smooth behaviour. This aspect reveals a certain instability of the ratio of information with respect to small changes in the parameter values for certain ranges, which must be taken into account when parameters are estimated in a real application. As a general conclusion, the shape of the curves is highly dependent, as one would expect, on the speci®c conditions of each situation, particularly on the con®gu-ration of the set of space-time points of interest and the model parameters.
The study performed has been restricted to some model cases, simple but useful for our illustrative purposes, and involves more than 20,000 selections of optimal designs. The results in the studied cases, summarized in the tables and ®gures included in the paper, show the complexity inherent to the problem with regard to a possible generalized analysis which takes into account all the elements involved, as de®ned in Sect. 2. The examples worked out in the paper were selected with the aim of illustrating the main aspects the study addresses, as explained above. Obviously, similar types of effects would be expected in other situations, but of course with different speci®c graphical and numerical results according to the space-time model considered. This paper is intended as a new introductory investigation on the treated aspects, and it is the opinion of the authors that there is a multitude of cases and new studies, including analytical developments, that can be undertaken from this point. One particular aspect of interest is that, in the current research on space-time processes in environmental studies, the need for a compromise between a model representation able to collect the complexity of features in a real phenomenon and an ef®cient way to practise with such a model has lead to the introduction of dynamic approaches to spacetime modelling and estimation involving a combination of geostatistical and ®ltering (e.g. Kalman) techniques (see, for example, Wikle and Cressie, 1997; Mardia et al., 1998) . In such situations, the implementation of a sampling design under the approach considered in this paper might then make it advisable, for the sake of ef®ciency, to introduce some technical adaptations (for example to deal properly with covariance values, a Gaussian situation). This aspect lies beyond the scope of this paper, and it is considered by the authors as an object of continuing research.
An interesting problem is the selection of the network from a continuum of candidate points in space and/or time. In practice, this problem is usually overcome by discretization up to an appropriate scale of this set, since sampling selection methods in this context are generally designed to deal with ®nite-dimensional vectors and matrix calculus. Further research is needed in this direction, since an arbitrary re®nement in the scale of discretization can lead to computational dif®culties associated with a highly dimensional situation where information is very redundant. The authors are investigating the application of orthogonal approximation techniques as a possible approach to this problem.
Finally, several possible extensions, relevant for applications, of the approach we introduce in this paper deserve to be mentioned. In some applications, one may be interested in including other elements, such as the estimation of model parameters, and even model selection, besides or instead of prediction, as a part of the sampling design objectives. Caselton and Zidek (1984) propose an entropybased criterion for optimal sampling design with reference to a general objective of reduction of uncertainty concerning different possible variables. Guttorp et al. (1993) adopt the above approach considering parameter estimation and prediction as objectives. Model selection and spatial sampling design has been approached by Bueso et al. (1999b) using an extension of the concept of stochastic complexity to a state-space model context (Bueso et al., 1999) . Extensions of the present study to such situations are considered by the authors as a continuation of research. Another important direction is the generalization of the study to the multivariate case (see Bueso and Angulo, 1999; Bueso et al., 1999a , in the purely spatial context), where evidently the richness of possible speci®c sampling design problems is greatly enlarged.
