Invariants of generalized tensor fields on a line are classified using special polynomials P (−1/λ) mk introduced here for this purpose. For the case of positive characteristic, a new invariant of formal power series, a width, is defined. Some applications to the geometric quantization of a line and conformal quantum field theory are discussed as well.
Introduction
Differential forms φ(t)dt on a line have a well-known invariant,
where
For quadratic differential forms ψ(t)(dt) 2 , one can construct an invariant by a composition of an invariant mapping
and a residue (1) .
Why do we need the invariants of quadratic differential forms? One of the reasons is that the pairing (ψ(t)(dt) 2 , α(t) d dt ) = Res 0 ψ(t)α(t)dt (4) identifies the space of the quadratic differentials with a dual space to the Lie algebra of vector fields on a line. Kirillov's orbit method [2, 4, 5] associates the orbits of the group of authomorphisms of a line in that space with irreducible unitary representations of this group. Thus, for geometric quantization of a line, we need to describe the orbits and the invariants of quadratic differentials.
The first calculations for that case were done by the founder of the orbit method, Alexandre Kirillov, in [3] . I was his student at that time, and I found the explicit formulas for the invariants, some of them were announced in [3] with an indication of my priority. These results are presented in section 2. Most of them are based on the studying of special polynomials P mk parametrizing the orbits of the co-adjoint representation of the group of authomorphisms of a line.
More generally, the composition of the invariant mapping
and a residue (1) defines an invariant of generalized differential forms ψ(t)(dt) −λ . This nontrivial invariant allows us to describe the orbits of the group of authomorphisms in the space of generalized differential forms, utilizing special polynomials P (−1/λ) mk which for λ = −2 coinside with polynomials P mk introduced in section 2. The orbits and invariants of generalized differential forms are described in section 3.
Sections 2 and 3 deal with an arbitrary field of characteristic 0. Almost without changes, the results can be transfered to the restricted case of a positive characteristic p > 0. The results related to the geometric quantization of a line in the restricted case for p > 0, corresponding to section 2, are described briefly in section 4.
For the general, not restricted, case of a field f of a positive characteristic p > 0, the situation is much more complicated. In that case even functions have a lot of additional invariants. If f is not a perfect field, there are formal power series which don't have a polynomial normal form, see (54).
However, all the orbits are closed, and the space of orbits can be metrized by a complete metrics.
Section 5 presents these results. Also, at the end of section 5 I define a new invariant (67) of formal vector fields for p > 0, I called it a width.
Special polynomials P
(−1/λ) mk describing the orbits and invariants of formal tensor fields on a line, naturally appear in some other fields of mathematics as well. An application of them to a particular problem from a quantum field theory is discussed in section 6.
Polynomials P mk
Let f be an arbitrary field of characteristic 0. Denote
the (associative) algebra of the formal power series in one variable. In other words, elements of W 1 are formal vector fields on a line
with a i ∈ f and l i = t i+1 ∂ ∂t , with generators l i satisfying
W 1 has a natural decreasing filtration
where L n is the Lie subalgebra of W 1 , consisting of elements (6) with
for all m such that 0 ≤ m < n; and we can define
It follows directly from the definition, that L mn is a Lie f -algebra of dimension n − m with a
Below we'll write l i instead of l i + L n , where it won't cause an ambiguity, meaning that the brackets [, ] in L mn satisfy (7) with l i+j = 0 for i + j ≥ n.
according to (9) . Thus L mn are solvable Lie algebras, nilpotent for m > 0 and commutative for 2m + 1 ≥ n.
Denote U mn the universal enveloping algebra of L mn . (10) implies
with
even n, where k = (n/2) − m and polynomials P mk can be defined as the coefficients of a generating 
Denote G 0 = Gal(f ((t))/f ), the group of the automorphisms of f ((t)), the field of power series, leaving the constants stable. Elements g ∈ G 0 can be uniquely determined by their values g(t) = ct + o(t) with c ∈ f * i. e. c = 0.
For a positive integer n, denote G n a subgroup of G 0 consisting of elements g satisfying g(t) = 
with k = (n/2) − m and P mk defined by (13). Each orbit in a general position of a co-adjoint
Let us study polynomials P mk mentioned in Theorems 1 and 2 in more details.
Theorem 3.
A polynomial P mk is homogeneous of degree k and equalized of weight m + k.
where 
with x = (x m+1 , . . . , x m+k ) and matrix A defined above in (17). One has P m1 = 1 2 x m+1 ;
If m = 0, the sum (15) has p(k), the number of partitions of k, nonzero items.
Referring to x 0 , x 1 , . . . , x m as constants, one obtains from (16),
Expanding the determinant along the first row, we get determinant formulas for partial derivatives:
where A i is a matrix obtained from A by deleting i-th column. 
for all i from 0 to N and P ∈ f [x 0 , . . . , x N ]. Thus the algebra of invariants of the given Lie algebra in f [x 0 , . . . , x N ], can be described as the algebra of solutions of a system of partial differential equations
For a Lie algebra L m+1,n+1 with odd n, the system (27) where x i = l n−i and N = n − m − 1, has an upper triangular matrix with a non-zero main diagonal. Thus, by induction, invariants don't depend on l i with m < i < n − m. If n is even, the matrix of the coefficients of system (27) for
where A is defined in (17), and C is an upper triangular square matrix with a non-zero main diagonal.
By induction, the same as for the case of an odd n, one can deduct that invariants don't depend on l i for m < i < n/2. Further, the invariants satisfy the system of partial differential equations with a matrix A. Now, utilizing Lemma 1 and formulas (16), (21), we get an additional invariant P mk (l n , . . . , l n/2 ), with k = (n/2) − m.
It follows from the general theory of invariants of nilpotent Lie algebras [7] , that the algebra of invariants of L m+1,n+1 discussed above, for even n, is f [l n , l n−1 , . . . , l n−m , P ] with unknown polynomial P . Notice that our polynomial P mk (l n , . . . , l n/2 ) with k = (n/2) − m, is not included in any algebras f [l n , l n−1 , . . . , l n−m , P ] ⊆ f [l n , . . . , l n/2 ] such that P ∈ f [l n , . . . , l n−m , P mk (l n , . . . , l n/2 )],
for some polynomial Q mk and nonzero constant c mk , meaning that P mk is a linear polynomial of l n/2 with coprime coefficients.
l n , . . . , l n−m are central elements of L m+1,n+1 . Connections between invariants and the center of U m+1,n+1 , the universal enveloping algebra, are well known now, and can be found in [1] .
Another proof of Theorem 6, based on the studying of generating functions (13), will be given in the next section. Theorem 3 (except the determinant formula (18)) follows from a comparison between these two proofs of Theorem 1. The determinant formula can be obtained by differentiation of the corresponding generating function (13) and observing the conditions on coefficients; similar calculations can be found in [6] and [8] . Theorem 2 follows from Theorem 1 and the results of [7] .
Some of results of this section were announced in [3] .
Fractional residues
The same as in the previous section, let f be a field of characteristic 0. For λ, µ ∈ f denote 
If −1/λ = n for a positive integer n and µ = (m + k + 1)λ for a positive integer k > n, then
] where polynomial P Let us study polynomials P (−1/λ) mk mentioned in Theorems 4 and 5 in more details.
is homogeneous of degree k and equalized of weight m + k.
where π = (1 p1 2 p2 . . . ) is supposed to be a partition of m+k with the largest part
where ℓ(π) denotes the length of a partition π. Also,
where x = (x m+1 , . . . , x m+k ), dx = (dx m+1 , . . . , dx m+k ) and . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
is a (k − 1) × k matrix; dx A denotes k × k matrix obtained from A by adding a first row dx. Also,
with x = (x m+1 , . . . , x m+k ) and matrix A defined above in (33). One has P
If −1/λ = n for any positive integer n < k, the sum (31) has p(k) nonzero items for m = 0, or
then the sum (31) has p n (k), the number of partitions of k with length ≤ n, nonzero items for m = 0,
Proof of Theorem 4. Analogously to the proof of Theorem 6, one can notice that for a representation
T of a Lie f -algebra with a basis (l i ) i∈J , in the algebra f [x 0 , x 1 , . . . ], one has the series of equalities
Continuing as in the proof of Theorem 1, we get a proof of Theorem 4.
There is also another proof. Consider a residue Res 0 = x k ∈ I −1,−k−1 where k is a nonnegative
integer. For such a non-negative k, if µ = (k + 1)λ and λ = 0, then one has an invariant polynomial
Composing this invariant mapping with a standard residue Res 0 , we obtain a polynomial invariant for every positive integer k,
Noticing that x 0 is also a G 1 -invariant, we can extend (39) first to a rational G 1 -invariant
and then to a polynomial G 1 -invariant
The rest of the proof can be done by utilizing the standard techniques from [7] .
Noticing that bilinear transformations
are invariant, one obtains a bilinear invariant for λ + λ ′ = −1 when µ + µ ′ is a negative integer:
Thus,
In particular,
and
That explains the identity
following from (13) and (30).
Caution. 'An orbit in a general position', here and in the previous chapter, doesn't mean the 'orbit of maximal dimension' or the 'orbit of minimal codimension'. For instance, the following two series of the orbits of the co-adjoint representation of G 1,5 : given by equations
with c 0 ∈ f * , c 1 ∈ f , and by equations The same as in section 2, consider filtration
assuming that L n is a Lie p-algebra consisting of expressions (50) with a i < 0 for i < n. Define Proof. If k ∈ Z >0 , a positive integer, then (59) is clear, (60) follows from the particular case of binomial coefficients, which is well-known, and (61) follows from (60). Since Z is dense in Z p , we can extend (59), (60) and (61) to k ∈ Z p by continuity.
By the way, we obtained all the formulas (59), (60) and (61) for negative integers k as well, just from the case of positive k and density of Z in Z p . For me, that is a very interesting p-adic trick.
The last sentence of Theorem 9 follows from 
is an isometry and in(X/Γ) is a closed subset of H(X). (1, u 1 , u 2 , . . . , u k ).
Proof. As usual in analogous cases, after guessing the answer, the proof can be done by induction on k. Limited by the space and time, I omit superfluous details.
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