and the second law of thermodynamics. Entropy always grows.
Mathematics (Theory of probability and statistics).
Fundamental measures of information theory -relative entropy and mutual information -describe the behavior of long sequences of random variables and allow us to estimate the probability of rare events and to find the best error estimator in hypothesis testing.
Philosophy of Science (Occam Razor).
William of Occam said: "Causes shall not be multiplied beyond necessity" or, paraphrasing him, "The simplest explanation is the best". Solomonoff, and later Chaitin, stated that we can obtain a universal good prediction procedure if we take a weighted combination of all the programs that explains the data and still look at what they print afterwards. Furthermore, this inference procedure will work in many problems that cannot be solved by statistics. When it is applied on stock market is has to find stock market rules and to extrapolate them optimally. Basically, such a procedure would have found Newton law in physics. Certainly, such inference is not applicable, because eliminating all the programs that do not manage to generate the data takes too much time.
Economy. Repeating investments in a stationary market leads to an exponential growth of welfare. Welfare growing rate is dual to the market entropy. There is an obvious link between the theory of optimal investment in stock market and information theory. To explore this duality, a theory of investments can be developed.
Computation versus Communication:
As we build bigger and bigger computers made by smaller and smaller components we reach both a computing limit and a communication limit. Computing is limited by communication and communication is limited by computing. These become interdependent and, therefore, all the developments in communication theory based on information theory should have a direct impact on computation theory.
Data Reduction
Feature subset selection is defined as a process of selecting a subset of features, d, out of the larger set of D features, which maximize the classification performance of a given procedure over all possible subsets [5] . Searching for an accurate subset of features is a difficult search problem. Search space to be explored could be very large.
The measure named Entropy Based Discretization is a measure commonly used in information theory, which characterizes the (im)purity of an arbitrary collection of samples, being a measure of homogeneity of samples. The entropy and information gain are functions of the probability distribution that underlie the process of communications. The entropy being a measure of uncertainty of a random variable can be used to recursively partition the values of a numeric attribute.
Given a collection S of n samples grouped in c target concepts (classes), the entropy of S relative to the classification is:
where p i is the fraction of S belonging to class i.
Entropy represents the expected minimum number of bits needed to encode the class of a randomly drown sample from S. Therefore, entropy is a measure of the impurity in a collection of training samples. Using entropy an attribute effectiveness measure is defined in classifying the training data. The measure is called information gain, and is simply the expected reduction in entropy caused by partitioning the samples according to this attribute. More precisely, the information gain of an attribute relatively to a collection of samples S, is defined as:
where Values(A) is the set of all possible values for attribute A, and S v is the subset of S for which attribute A has the value v. The first parameter is just the entropy of the original collection S, and the second term is the expected value of the entropy after S is partitioned using attribute A. In other words, the information gain is therefore the expected reduction in entropy caused by knowing the value of attribute A. The information gain is the number of bits saved when encoding the target value of an arbitrary member of S, by knowing the value of attribute A.
Using equation 2 for each feature is computed the information gain obtained if the set is split using this feature. The obtained values are between 0 and 1 being closer to 1 if the feature splits the original set in two subsets with almost the same dimensions. For selecting relevant features I use different thresholds. If the information gain obtained for a feature exceeds the threshold I will select it as being relevant, other way I will not select it.
In [4] the author justified that Information Gain failed to produce good results on an industrial text classification problem. The author says that for a large class of features scoring methods suffers a pitfall: they can be blinded by a surplus of strongly predictive features for some classes, while largely ignoring features needed to discriminate difficult classes.
Digital Document's Representation
Should be taken into considered that the main aim is to present the documents to interested users so that the outputs of this system should be documents that allow them to search into text as much as possible without damaging the visual information of the original documents [2] .
It becomes quite clear that the documents that should be managed need to have the following characteristics:
 to contain both pictures and text  to have the possibility of search  to be readable by usually web clients  to have the concept of page  to have a small dimension  to be supported by existing OCR systems (as output documents) Reviewing the criteria presented in the Table  1 , we have established the importance of characteristics and we take into consideration several types of existing documents including a owner document type that could be developed specifically.
The analysis concluded that the development of an owner format is not the best solution, the PDF document appears to be the best solution (see Table 1 ).
In addition to other documents format, the PDF format allows placing the recognized text after the original image (the text under the image) so that the user will see the pictures but will search in the text. This ensures a high quality viewing even if the recognition was a lower quality will search in the text. This ensures a high quality viewing even if the recognition was a lower quality.
The PDF documents allow also storing metainformation in them. The protections  a subset of PostScript programming language to describe the page, to generate graphs and the basic structure;
 a system for inclusion / removal the fonts; to allow that the fonts to be in the same document with the data;
 a structured storage system to allow these three elements and any associated content can exist together in a single file, also allow data compression.
Storing the Digital Documents
Multimedia means the ability to acquire, store, manipulate, combine and query information presented in more than one format, such as: text, graphics, audio, video and images. Multimedia can not be defined as a technology. It is rather a concept, which describes a number of technologies working together for the benefit of the final user. It transformed the interaction human-computer and today we have, because of it, new software products in fields like:
 access to knowledge -multimedia is probably the fastest and the cheapest way to permit access to knowledge for individuals in the manner of electronic encyclopedia  document management -companies documents become more complex each day, containing not only text and numbers but also graphics, images, long text, etc. and multimedia can manage that diversity  education -interactive lessons can be created for all kinds of students and disciplines  marketing -multimedia can improve and diversify marketing activities  real-time processes tuning and controlmultimedia can be used to present in a proper way tuning and control information for real-time systems like transportation systems, patient surveillance systems, etc.
These new software products permit multimedia objects to be integrated in it and also provide a different way to visualize and interpret the labour processes. So, multimedia can extend existing applications and can change, in an innovative manner, the way we process information in different domains like economy, science, art, education and even engineering. The use of multimedia can generate benefits for all kind of users. The quality and quantity of information presented to the user is improved and also the interaction men-machine.
To organize and manage multimedia information in a suitable way we need database management systems. A multimedia database management system (MDBMS) is a preferment database management system which supports multimedia data types and can manipulate large amount of such information. A MDBMS tightly integrates three fundamental technologies like:
 database systems  information retrieval systems  hierarchical information storage systems.
Multimedia databases can be defined as a database system which can store, manipulate and query information presented in more than one format such as text, audio, video, graphics, and black and white or color static images.
Multimedia databases are more and more present in today's computerized world, because they offer the possibility to easily manage different types of complex data modeled from our real each day world. Therefore, in a multimedia database we will always find new data types like:
 Image Data -these are very commonly found in multimedia databases and their applications cover simple figures, icons, medical images like X-rays, etc.;
 Video Data -these are video files and have become very important with the advent of technologies like distribution of video, etc.
It is now more convenient than ever to store a home video on a personal computer.
 Audio Data -these are audio files and are being used extensively to store as well as to distribute music, sounds and speech;
 Document Data -these are the traditional text files where information is stored in the form of text. These files are still in use and have changed in terms of the capability of storage size.
Multimedia objects are different from traditional text or numerical documents in the way that multimedia objects usually require a large amount of memory and disk storage. Also, the operations applied to multimedia objects are different (e.g., displaying a picture or playing a video clip is different from displaying a text paragraph).
A multimedia database management system should be able to provide an appropriate environment for using and managing multimedia objects. Besides the traditional functions of a database management system, a multimedia database management system must be able to support the following basic functions:
 Handles image, voice, graphics and other multimedia data types  Handles a large number of multimedia objects  Provides a high-performance and costeffective storage management scheme  Provides efficient storage and retrieval of multimedia objects  Provides efficient indexing techniques for multimedia objects  Supports different multimedia data formats  Supports database functions, such as insert, delete, search and update also for multimedia objects  Provides efficient query optimizers Multimedia objects are mostly binary large objects (BLOBs). It is common that a video clip occupies more than 100 MB of disk storage. On a video server, it is possible that thousands of video clips are stored. Due to the huge amount of storage required, a MDBMS needs a sophisticated storage management mechanism, which should also be cost-effective. The storage management scheme needs to support fundamental database operations as well.
At the same time, a MDBMS should take into consideration also the following issues: Unlike traditional database management systems, in a multimedia database management system data replication is not encouraged because the multimedia objects are bigger than the traditional one and this implies replication of large amount of data.
In case of relative not complicated multimedia applications, the client-server model for accessing the database can be considered appropriate.
Otherwise, for complex multimedia applications it will be better to use also a specialized server (e.g. a video server) and a multimedia database management system with a dynamic architecture.
Multimedia database management system architecture
A multimedia database usually contains three layers in its architecture:
 External layer -the user interface layer  Conceptual layer -the object composition layer  Internal layer -the storage layer
The tasks to be dealt with in the interface level include object browsing, query processing, and the interaction of object composition/decomposition. Object browsing allows the user to find multimedia resource entities to be reused. Through queries, either text based or visualized, the user specifies a number of conditions to the properties of resource and retrieves a list of candidate objects. Suitable objects are then reused. Multimedia resources, unlike text or numerical information, cannot be effectively located using a text based query language. Even natural language presented in a text form is hard to precisely retrieve a picture or a video with certain content. Content-based information retrieval research focus on the mechanism that allows the user to effectively find reusable multimedia objects, including pictures, sound, video, and other forms. After the successful retrieval, the database interface should help the user to compose/decompose multimedia documents.
The second layer work in conjunction with the interface layer to manage objects. Typically, object composition requires a number of links, such as association links, similarity links, and inheritance links of an object-oriented system to specify different relations among objects. These links are specified either via the database graphical user interface, or via a number of application program interface (API) functions.
The last layer, the storage management layer, includes two performance related issues: clustering and indexing. Clustering means to organize multimedia information physically on a hard disk (or an optical storage) such that, when retrieved, the system is able to access the large binary data efficiently [7] . Usually, the performance of retrieval needs to guarantee some sort of Quality of Service and to achieve multimedia synchronization. Indexing mean that a fast locating mechanism is essential to find the physical address of a multimedia object. Sometimes, the scheme involves a complex data or file structure.
Case Study: SCRIBe
As part of the SCRBEe project [6] "Information system for processing and visualization of old books inventory" in the university library of Sibiu a number of 20 old books was digitized.
The project was meant to capitalize on existent books and make them available in the new format to readers, by scanning and archiving them in electronic form.
The main objective of SCRIBe [6] was to realize an information system to allow the beneficiaries (citizens, Romanian and foreign researchers, libraries and museums staff) the access to old books inventory, because normally the access is restricted both because of the sparseness of the copies and because of the need to protect copies with a high degree of degradation. The interest for those books is given by their age, their rarity and by scientific reasons related to history, linguistics and theology (mainly orthodoxies).
The SCRIBe objectives were:
 Realization of an experimental information system for acquisition, compression and management of the documents' images;  Building a WEB site where users can search in the virtual library of old books and express their interest in reading some of them;
 Realization of an experimental OCR system which will be adaptive to the different types of writings in that documents;
 Realization of a system that will allow users to visualize different areas from images at different details levels;
 Designing and implementation of an experimental system that will allow users to apply different methods for image enhancement of some areas and to express their satisfaction about them;
Technological structure and electronic resources used in digitization process: As part of that project a number of 20 books were scanned (presented in annex 1). The first 20 pages from each book were automatically transformed in xml format in order to allow indexing and search of information from those books. In choosing that number of pages copyrights reasons were also taken into account. The books were also saved in jpg and pdf formats, for their later use in digitization projects.
The criteria that formed the basis for selecting publications in order to realize digital collection of the library were the degradation risk, value and rarity of publications from the library inventory.
Conclusions
The experience gained in SCRIBe realization highlighted the difficulties of storage, retrieval and shared access to digitized documents. The use of modern methods for data reduction based on information theory is now the most rigorous method for realization of digital archives. The future challenges have also been highlighted namely the integration of the various formats present in multimedia documents. What a wonderful thing will be to realize images retrieval in a video archive based on a combination of search words.
