has the following properties: supp(μ) ⊂ {t ∈ [t 0 , t 0 + τ ] : u(t) = 0}, (1.3a) μ ≥ 0. We have to make a supplementary assumption in order to have a complete description of the impact; we choose a constitutive law of the impact using a coefficient of restitution. Thus we will assume that there exists e ∈ [0, 1] such thatu(t + 0) is equal to −e timesu(t − 0). In other words, we havė u(t + 0) = −eu(t − 0). (1.5) The set of admissible initial data D will be
This choice is equivalent to the convention that there is no impact at the initial time t 0 .
Given initial conditions (t 0 , u 0 , v 0 ) ∈ D, we require that the following Cauchy data be satisfied:
For all initial data (t 0 , u 0 , v 0 ) ∈ D we will obtain the existence of a local solution to (1.2), (1.3a), (1.3b), and (1.5) belonging to the functional class defined by (1.4a) and (1.4b) and satisfying the initial conditions (1.6) and (1.7).
The existence of this local solution is obtained by defining a numerical scheme, whose convergence will be shown in appropriate functional spaces; the limit of the approximation will be a solution of our problem. The projection on K is given by P K (x) = max(x, 0) = x + . (1.8) Given two positive numbers h * ≤ 1 and T , assume that F is a continuous function from [0, T ]×R×R×R×[0, h * ] to R, which is locally Lipschitz continuous with respect to its second, third, and fourth arguments. Assume, moreover, that F is consistent with f , i.e., that for all t ∈ [0, T ], for all u and v in R, F (t, u, u, v, 0) = f (t, u, v) . (1.9) We approximate the solution of (1.2), (1.3a), (1.3b), and (1.4a), (1.4b), (1.5) , (1.6) , (1.7) by the following numerical scheme: the initial values y 0 and y 1 are given by the initial position y 0 = u 0 , (1. 10) and the position at the first time step y 1 = u 0 + hv 0 + hz(h), (1.11) where z(h) tends to 0 as h tends to 0.
Henceforth, we will systematically use the notation t m = t 0 + mh. The reader should be aware at this point that, given y m−1 and y m , the existence of y m+1 is an easy consequence of the strict contraction theorem; but we might be in trouble here, since F is locally Lipschitz continuous and we are not sure about the existence of a solution on a finite time interval. This existence is not a trivial question and it depends on estimates which are at the heart of our subject.
A commentary on the construction of this scheme from the point of view of convex analysis will be useful here. We refer to the book of Rockafellar [25] for more information on the basic ideas in convex analysis to be used below.
Recall that the indicator function ψ K of the closed convex set K is defined by ψ K (x) = 0 if x ∈ K, +∞ otherwise, (1.14) and its subdifferential ∂ψ K is a function from K to the set of closed convex sets given by
For all λ > 0, the multivalued equation
has a unique solution given by x = P K f. (1.17) In the announcement [22] , we assumed that the set of constraints K was convex and the geometry was Euclidean and d-dimensional, and we had defined a numerical scheme by the multivalued equation which reduces, thanks to (1.16), (1.17) , and (1.8), to relation (1.12) . In contrast with the original proof of convergence of this scheme, as written in [19] , the proof presented here is written in such a way that many of its features can be reused in the nonconvex, multidimensional case, written in generalized coordinates. This more general proof will be given in the companion paper [20] . Let us outline now the structure of the article and of the proofs. The main estimates are given by Lemma 2.1 in section 2.
Then we find two constants A and τ such that for initial data given by (1.10)-(1.11), and for all small enough h and all m ≤ τ /h, the discrete velocity is bounded:
In sections 4, 5, 6, and 7, we prove estimates on the discrete acceleration, we establish the variational properties of the limit of the numerical scheme, and we study the transmission of energy at impact, as well as the passage to the limit for the initial conditions. All these results are obtained under the assumption that on a certain time interval starting at t 0 , the discrete velocity is bounded independently of the time step.
As a preliminary to the global existence proof, we give a priori estimates on problem (1.2)-(1.7) in section 8, which is completely independent from the remainder of the article.
In section 9, we establish a very weak semicontinuity for the supremum of the local norm of the discrete velocities; this result enables us to obtain a global existence and convergence theorem.
This article contains theoretical results and reports also on some of the numerical implementations.
The existence result obtained here is a generalization of [26] , [2] , [24] , [19] , [17] . The numerical scheme has been implemented in the one-dimensional case, and the results were reported in [19] , [18] , [23] . In all these articles, we compared the performances of this scheme with those of a method based on the detection of impact. When the impact times are isolated, the algorithm by detection of impacts is more precise than the present scheme. As soon as the restitution coefficient is strictly less than one, we find systematically nonisolated impact times. In all cases, the present scheme is substantially faster. Since the phenomena that we want to approximate are highly nonlinear and often very sensitive to the initial data, the issue of precision is not necessarily crucial. Our numerical experiments show that the performance of the present numerical scheme is quite satisfactory from the point of view of qualitative conclusions.
The aforementioned references also concern the multidimensional case. Let us remark that many articles have been devoted to the problem treated here under the assumption of inelasticity, i.e., a situation where the normal component of the impulsion vanishes after the impact. Moreau applied Gauss's principle of least constraint to unilateral problems in order to justify his choice of inelastic impact [11] , which eventually led him to sweeping processes [14] , followed by [12] , [13] . Dry friction enters in Moreau's work as [15] ; frictionless inelastic impact starts as [16] , and the mathematical theory is tackled by M. Monteiro Marques in a series of articles: his main contributions are [9] for the general theory of differential inclusions, [10] for one-dimensional dynamics with friction, and [5] which adds percussion to the previous framework; this work is improved as [6] , where dynamics of n particles on a plane with normal friction are considered. The discretization approach has been taken up by Kunze and Monteiro Marques in [4] , but most significantly by Stewart and Trinkle: they use that approach in [27] , [29] , and [30] . The real coronation is the beautiful and difficult article of Stewart [28] , which concludes the study of dynamics with friction and inelastic impact for a finite number of degrees of freedom and one constraint; his results are not quite so precise in the case of many constraints but are still very important.
The philosophy of this long list of works is somewhat different from ours: we feel that not all impacts are inelastic, and we were originally motivated by continuous media; thus, we wanted to develop methods which work well for stiff systems of ordinary differential equations. From this point of view, any method which has to calculate with some precision the impact times is doomed to failure. On the other hand, the precision of the method presented here needs improvement, and globally it would make sense to agree on benchmarks which would enable the end-user to decide between different numerical methods.
Our approach is not the only possible one. In particular, in recent work, Mabrouk in [7] and [8] defines a numerical scheme for vibro-impact as a tool for proving existence of dynamics with impact; he allows for elastic, partially elastic, or inelastic impact. In his work, the mass matrix is assumed to be scalar, and therefore the metric is Euclidean. The idea is to discretize Moreau's formulation which describes the constraint in terms of velocity instead of describing it in terms of position, as we do here.
From a practical point of view a nice property of Mabrouk's scheme is that the velocity is reversed immediately upon impact. However, the number of steps during which the representative point of the system is outside of the set of constraints can be very large. For e = 0, the representative point of the system can even leave for ever the set of constraints, while remaining close to it. Therefore, numerical simulations will probably decide which of all these numerical schemes gives the most reliable simulations of dynamics with impact. It may well be that a future scheme will conciliate the two distinct approaches and perform better than them: the road is open to researchers to try their ingenuity on these challenging problems.
2. The heart of the estimates. In the one-dimensional case, the main estimate on the numerical scheme is described in the following lemma; we recall the definition r + = max(r, 0). 
Then, for all m ≥ 2, the discrete velocity
satisfies the estimate 
On the other hand, we subtract from the relation 
and we infer that
When we summarize (2.4), (2.5), and (2.6), we find (2.3).
3. Existence of a discrete solution and estimates on the discrete velocity. We systematically use the floor and ceiling notations: when r is a real number, the floor r of r is the largest integer at most equal to r, and the ceiling r is the smallest integer at least equal to r. In this section we prove that for h and τ small enough, relations (1.12) and (1.13) uniquely define a numerical solution while (m+1)h ≤ τ ; moreover the discrete velocity of this solution is bounded independently of h.
The idea of this result is to show the existence by the Brouwer fixed point argument and the uniqueness by local considerations.
We say that a pair of numbers y 0 and y 1 satisfy the property P (a, h) if the following conditions are true:
There exists y 2 such that |y
Theorem 3.1. For all a > 0 and for all A > a, there exists τ > 0 such that, for all t 0 ∈ [0, T ) and for all y 0 and y 1 satisfying property P (a, h), there exists a numerical solution of the scheme (1.12) and (1.13) for 0 ≤ mh ≤ τ , which satisfies, moreover, the estimate
Proof. Define
Let L be the local Lipschitz constant of F defined by
Choose τ > 0 such that
We will apply a Brouwer fixed point argument; we choose y 2 according to (3.1c), and we define a compact convex set B h by
Assuming that y belongs to B h , we define F by
We now write the numerical scheme
which can be put under the form (2.1), provided that we define
It should be remarked that (3.4) possesses a unique solution, since it is explicit in y m+1 , and that if the mapping y → y possesses a fixed point, this fixed point is precisely the numerical solution sought here. We estimate the discrete velocity η m thanks to Lemma 2.1: the number λ m is estimated by
and the assumption y ∈ B h guarantees that
by discrete integration. We may conclude now that for (m + 1)h ≤ τ , Proof. Given y m−1 and y m , the discrete velocity η m is a fixed point of the mapping
Let L be the Lipschitz constant of the mapping
Then the Lipschitz constant of the mapping (3.7) is hL/2, and therefore, if h 1 < 2/M , the uniqueness of η m is guaranteed and the lemma is proved. The second lemma establishes that under conditions (1.10) and (1.11), property P (a, h) holds. 
Proof. Define a mapping
which is slightly different from the mapping (3.7), since its fixed point will be (y 2 − y 0 )/h. Standard arguments show that it is possible to find h 1 > 0 such that for all h ∈ (0, h 1 ] and all y 1 in [y 0 − 1, y 0 + 1], the mapping (3.8) is a strict contraction from the ball of radius 2|v 0 | + 1/2 to itself. We set y 2 = y 0 + hz, where z is the fixed point of the above mapping. Then it is clear that for h small enough,
and the lemma is proved.
As a consequence of Theorem 3.1 and Lemma 3.2, we have the following result.
m is uniquely defined by (1.10), (1.11) , and the recursive formulas (1.12), (1.13) and satisfies the estimate
Proof. The main observation is that we have to choose A as a function of the initial data. Thanks to Lemma 3.3, it suffices to take
the remainder of the argument is clear.
Estimates on the discrete acceleration.
In this section and the three following ones, we assume that there exist strictly positive numbers τ , A, and h 1 and a subsequence of time steps to which correspond solutions of the numerical scheme defined by (1.10), (1.11), (1.12), and (1.13), which satisfy the estimate, for all h ≤ h 1 ,
where
Here we estimate the discrete total variation of the sequence η m m
Proof. The constant C 3 is taken as a majorant of |F m |; we can take it as equal to
We put the numerical scheme under the form (2.1) by defining λ m through
which differs slightly from (3.5), since it involves
We observe that
Therefore, by the triangle inequality,
Using (4.5) again, we obtain
We observe that we have the elements of a telescoping sum: we sum (4.6) for m varying from 1 to P − 1 and we get
5. Variational properties of the limit of the numerical scheme. In this section, we work under the assumption (4.1). We define a function u h by affine interpolation, as follows:
We also define a measure F h as the following sum of Dirac masses:
In this section we prove that the sequence (u h ) h converges in an appropriate sense to a function u which satisfies (1.2) to (1.4b) with τ instead of τ . We delay the proof of (1.5), the transmission condition at impacts, to a later section.
There are three steps in the convergence proof: the first is to prove that the limit u exists in an appropriate sense and takes its values in K; in the second step, we show thatu h is of bounded variation uniformly in h and that F h converges to f (·, u,u) weakly in the space of R-valued measures. The last step is the characterization of the measure μ =ü − f (·, u,u): there we show that μ satisfies conditions (1.3a) and (1.3b).
Lemma 5.1. From all sequence of functions (u h ) h indexed by a sequence h tending to 0, it is possible to extract a subsequence, still denoted by (u h ) h , such that
The function u takes its values in K.
Proof. Thanks to assumption (4.1), we know that (u h ) 0<h≤h 1 is uniformly Lipschitz continuous over [t 0 , t 0 + τ ]. Therefore, we may extract a subsequence, still denoted by u h , such that (5.3) and (5.4) hold. Thus u belongs to
, which means that u is a Lipschitz continuous function [1] . For all m belonging to {1, . . . , P − 1}, we have that
It follows that, for all m ∈ {1, . . . , P − 1}, the Euclidean distance between y m and K can be estimated as follows:
Thanks to the definition (5.1), we can see that for all t ∈ [t 0 , t 0 + τ ] the Euclidean distance between u h (t) and K is estimated by 2hA. This allows us to pass to the limit when h tends to 0 and to conclude.
The next lemma describes the convergence of the measures involved in our problem; we denote by M 1 (t 0 , t 0 + τ ) the space of bounded measures over (t 0 , t 0 + τ ).
Lemma 5.2. The measuresü h and F
Proof. The measureü h is a sum of Dirac measures on (t 0 , t 0 + τ ); more precisely, we haveü
and the total variation ofu h on (t 0 , t 0 + τ ) is estimated by
Theorem 4.1 implies that (u h ) 0<h≤h 1 is a bounded family in BV (t 0 , t 0 + τ ) , the space of functions of bounded variation over (t 0 , t 0 +τ ). Using Helly's theorem, we can extract another subsequence u h h which converges, except perhaps on a countable set of points, to a function of bounded variation. Hencė
Lebesgue's theorem implies thatu h converges tou in L 1 t 0 , t 0 + τ ). We extenḋ u h andu to R by 0 outside of (t 0 , t 0 + τ ) and still denote the respective extensions bẏ
The sequence v h converges tou in L 1 R . Moreover, for all t ∈ [t m , t m+1 ) and for all m ∈ {1, . . . , P − 1}, we have the identity
We immediately have the following estimates for all t ∈ (t 0 , t 0 + τ ) and all h ∈ (0, h 1 ]:
Let ψ be a continuous function over [0, T ] with compact support included in (t 0 , t 0 +τ ). For all small enough h, the support of ψ is included in [t 0 + h, t 0 + (P − 1)h]. The duality product F h , ψ has the expression
We wish to compare the expression (5.8) to
We compare the right-hand side of (5.8) which is basically a numerical quadrature by the formula of rectangles to an appropriate integral. Let us rewrite the individual terms of the right-hand side of (5.8) as
Consider now the second term on the right-hand side of (5.10). Recalling estimate
and denoting by ω ψ the modulus of continuity of ψ we can see that
We consider now the first term on the right-hand side of (5.10), which we would like to compare to expression (5.9). Thanks to the consistency assumption (1.9) we have the following inequalities, for all t ∈ [t m , t m+1 ) and all m ∈ {1, . . . , P − 1}:
Denote by D the set
Let L be the Lipschitz constant of (u 1 , u 2 ) → F (t, u 1 , u 2 , v, h) restricted to D and let ω F be the modulus of continuity of F on D. With these notations, we can see that
Since
which concludes the proof.
Let us prove now that the measure μ has the required variational properties. Lemma 5.3. The measure μ satisfies properties (1.3a) and (1.3b).
μ h is a sum of Dirac measures on (t 0 , t 0 + τ ). More precisely
With all the previous results, we know that μ h converges to μ =ü − f (·, u, p) weakly * in M 1 (t 0 , t 0 + τ ) . Let us prove property (1.3a). Assume that τ 0 is a point of (t 0 , t 0 + τ ) such that u(τ 0 ) > 0. Then, by continuity of u, there exist ε > 0 and ρ > 0 such that
Since the sequence (u h ) h converges uniformly to u as h tends to 0, we can decrease h 1 so that
and relations (4.3) and (4.1) imply that
Possibly decreasing h 1 , we have
and thus
This
Thus, for all τ ∈ (0, τ), the measure μ h is nonnegative on (t 0 , t 0 + τ ) for h small enough, which implies by a straightforward passage to the limit that μ is nonnegative. This concludes the proof of the lemma.
Transmission of energy during impact.
The basic assumption is still the one made at the beginning of section 4.
Let τ ∈ (0, τ) be such that u(t 0 + τ ) vanishes. Write t = t 0 + τ . We will prove the relationu
by performing a precise analysis of the transmission of the energy by the scheme. 
The measureü h is a sum of Dirac measures on (t 0 + τ −5 , t 0 + τ 2 ). We define two measures ω h and λ h on (t 0 + τ −5 , t 0 + τ 2 ) by
We haveü
and it is obvious that ω h is a nonnegative measure. Since the real numbers λ m are bounded independently of h and m, the measure by |λ h | of any subinterval [a, b] of (t 0 + τ −5 , t 0 + τ 2 ) is bounded by C 3 (b − a + h), and it is clear therefore that there exists a function λ ∈ L ∞ (t 0 + τ −5 , t 0 + τ 2 ) and a subsequence λ h converging to λ in the weak * topology of M 1 (t 0 + τ −5 , t 0 + τ 2 ) . The measure ω h converges in the weak * topology of M 1 (t 0 + τ −5 , t 0 + τ 2 ) to a nonnegative measure ω and in the limiẗ
On the other hand,u(t + 0) −u(t − 0) is equal to ω({t}); if ω({t}) vanishes, we havė u(t + 0) =u(t − 0) = 0, and the identityu (t + 0) = −eu(t − 0) holds. Therefore, the only interesting case is when
The following two lemmas enable us to prove in two steps that the velocity is reversed according to the law described by (1.5). Lemma 6.1 shows that if ω has a Dirac mass at t, then the left velocity at t is outgoing; Lemma 6.2 indeed shows that (1.5) holds.
Lemma 6.
If ω({t}) is strictly positive, thenu(t − 0) is strictly negative.
Proof. The idea of the proof is to find two successive times t m−1 ≤ t m < t for which we can write down an estimate on the discrete velocities and then to use Lemma 2.1 to perform a discrete integration and to obtain a contradiction. We must deal with the fact thatu h does not converge uniformly tou.
Without loss of generality, we may assume thatu is continuous on the right and that for all h ≤ h 1 ,u h is also continuous from the right. According to Helly's theorem, there exists a countable set D such thaṫ
Assume thatu(t − 0) vanishes; therefore,u(t + 0) is strictly positive. Choose α = u(t + 0)/4, and let τ −4 and τ 1 be such that
An integration of (6.1) on appropriate intervals yields
since ω h is a nonnegative measure, we have the following inequality for all τ ∈ (τ −3 , τ −1 ) and all τ ∈ (τ , τ −1 ):
We integrate ω h − ω on the interval t 0 + τ −3 , t 0 + τ −1 ; since the measures ω and ω h do not charge t 0 + τ −3 and t 0 + τ −1 , we find that
and therefore
, and therefore
where ε h tends to 0 as h tends to 0. On the other hand,u h (t 0 + τ −2 ) tends tȯ u(t 0 + τ −2 ) and therefore, thanks to relation (6.6), there exists a family ε h such that
which is equivalent to
we infer from (6.8) and (6.9) that
Thus, for all n ≥ m we infer from Lemma 2.1 that
Therefore, in the limit, for all t
and for all t
On the other hand, relation (6.7) implies that for all t ∈ (t, t 0 + τ 1 ),
Under assumption (6.4), relation (6.11) contradicts relation (6.10).
We can conclude now the local study of the reflection of the velocity by the following lemma.
Lemma 6.2. If ω {t} is strictly positive, theṅ u(t) = −eu(t − 0). (6.12)
Proof. Sinceu(t − 0) is strictly negative, there exists a real number τ −3 such that u(t) is strictly positive on
We prove now that there exists a maximal integer
and denoting 
, we can see that (6.17) holds. Therefore m exists and
On the other hand, if there existed τ 1 > τ such that for all t m ∈ [t 0 + τ −3 , t 0 + τ 1 ] we had (6.17), then ω h would vanish on (t 0 + τ −3 , t 0 + τ 1 ), which contradicts assumption (6.3). Therefore, we have shown that lim sup ρ h ≤ τ , i.e., (6.16). We integrate (4.4) discretely, and we find that for t ∈ t 0 + τ −3 
In the limit we have
The comparison of (6.18) and (6.19) shows that
Our purpose now is to obtain very precise estimates on the behavior of y h beyond t 0 + ρ h . Thanks to the maximality of m, we have the relation
let us estimate 2y m+1 − (1 − e)y m . We substitute the value of y m+1 given by (6.21) into this expression, and we also use (4.4) with m replaced by m − 1; we find that
We apply relation (2.1) for n = m + 1 and we find that
Therefore, we have
On the other hand, if ξ = − 2y
m is less than or equal to 0,
if ξ is positive, then the sign condition on 2y
Thus, we have shown that
If e is strictly positive, then for all small enough h,
Let us estimate now the expression 2y m+2 − (1 − e)y m+1 : we have
If 2y m+2 − (1 − e)y m+1 is nonnegative, then
We must estimate 2y m+3 − (1 − e)y m+2 :
and therefore 2y m+3 −(1−e)y m+2 is nonnegative for all small enough h; the repetition of the argument shows that there exists θ > 0 such that for all small enough h and all n ∈ {m + 2, . . . , m + θ/h }, the expression 2y n+1 − (1 − e)y n is nonnegative, and thus we have the relations
On the other hand, if 2y m+2 − (1 − e)y m+1 is negative, we must have
These relations and the assumption on the sign of 2y m+2 − (1 − e)y m+1 imply that
which is strictly positive for h small enough. But now, we can see that
which is strictly positive for small enough h, and therefore 2y m+4 − (1 − e)y m+3 is strictly positive for h small enough, since
the same argument as above shows now that there exists θ > 0 such that for all n ∈ {m + 3, . . . , m + θ/h },
If we let ρ h = t m+1 − t 0 in the first case and ρ h = t m+2 − t 0 in the second case, we have now for (6.24) and
Passing to the limit in (6.24), we can see thaṫ
If we assume now that e vanishes, relation (6.22) implies
We observe that Lemma 2.1 implies that for all n |η n | ≤ η n−1 + 2C 3 h, which implies immediately that for n ≥ m + 1
which proves by a straightforward passage to the limit thaṫ
This completes the proof of the lemma.
Initial conditions.
In this section we prove that the solution that we have constructed satisfies the initial conditions; we work under the hypotheses stated at the beginning of section 4.
Lemma 7.1. The function u satisfies the initial conditions
Proof. By uniform convergence of u h to u, it is clear that u(t 0 ) is equal to u 0 . There remains to show that the initial condition on the velocity is satisfied.
Assume first u 0 > 0; then there exist h 1 > 0 and τ 1 > 0 such that for all h ∈ (0,
which is strictly positive for h small enough. Thus the constraints are not active for t 0 ≤ t m ≤ t 0 + τ 1 and the convergence is clear. In the second case, u 0 vanishes; we have taken admissible initial conditions, so that 
and
Thus,
and relation (2.3) implies
therefore, a passage to the limit immediately giveṡ
If, on the other hand, v 0 is strictly positive, then
which is strictly positive if h is small enough. Let {1, . . . , m} be the maximal interval such that
Then, for all n ∈ {1, . . . , m},
which implies by discrete integration that
as long as n belongs to {1, . . . , m}. Moreover, if we choose any τ 1 < v 0 /(2C 3 ) and if n is at most equal to min m, τ 1 /h , we can see that
for all small enough values of h.
In particular, for all n ≤ min m, τ 1 /h ,
which proves that m is at least equal to τ 1 /h . Therefore, ω h vanishes on the interval (t 0 , t 0 + τ 1 − h); in the limit, ω vanishes on (t 0 , t 0 + τ 1 ) and thereforė
which completes the proof of the lemma.
A priori estimates.
In this section we prove that solutions of the problem (1.2), (1.3a), (1.3b), (1.4a), (1.4b), (1.5), (1.6), and (1.7) satisfy an a priori estimate on an interval with nonempty interior.
Lemma 8.1. Let R be strictly larger than |v 0 |. Then there exists τ (R) > 0 such that for all solution u of (1.2), (1.3a), (1.3b), (1.4a), (1.4b), (1.5), (1.6), and (1.7) defined on [t 0 , t 0 + τ ], the following estimates hold:
Proof. The measure μ appearing in (1.3b) can be decomposed in the sum of an atomic part μ a and a diffuse part μ d . There might be a continuous singular part in the measure μ, and it is convenient to see μ as the sum of the derivative of a jump function and of the derivative of a continuous function. At each point of the support of μ a we have
thanks to relation (1.5). On any interval (t 1 , t 2 ) which does not intersect the support of μ a , we multiply relation (1.2) byu, and we find that
Relations (8.2) and (8.3) imply that in the sense of measures zż ≤uf (·, u,u). (8.4)
Our purpose now is to transform (8.4) into a differential inequality. We writė
and max(|u − u 0 |, |v|) ≤ R. By construction, ω is continuous and it is an increasing function of R.
But we can estimate u(t) − u 0 :
Therefore we have the estimate
and we conclude that z satisfies the differential inequalitẏ
Let z be the solution of the integro-differential equation
Such a z exists and is unique, by very classical arguments, and it is also a majorant of z. Let τ (R) be the largest number in (0,
Such a number exists since z(t 0 ) is strictly inferior to R. On the interval [t 0 , t 0 + min(τ, τ (R))] we have the desired estimate.
Global results.
We summarize the results obtained so far in the following proposition.
Proposition 9.1. Assume that there exist strictly positive numbers τ , A, and h 1 > 0 and a sequence of solutions of the numerical scheme defined by (1.10), (1.11), (1.12), and (1.13), which satisfies the estimate (4.1). Then it is possible to extract from the sequence u h defined by (5.1) a subsequence which converges to a solution of (1.2), (1.3a), (1.3b), (1.4a), (1.4b), (1.5), (1.6), and (1.7). The convergence holds in the following sense: 
Proof. The only statement which deserves a proof is the last one; if it is not true, there exists γ > 0, a sequence of time steps still denoted by h, and a sequence of integers m(h) such that
Without loss of generality, we may assume that hm(h) tends to τ 2 ∈ [0, τ ].
First, τ 2 cannot be equal to 0: we have learnt in section 7 that there exists a constant C 4 and a time τ 1 such that for all h ≤ h 1 and all m ≤ τ 1 /h,
In particular, this estimate implies that
but |v 0 | is at most equal to ess sup |u(t)| : t 0 ≤ t ≤ t 0 + τ , which contradicts (9.2).
In the same fashion, we cannot have u(t 0 +τ 2 ) > 0; if it were the case, we could find an
belongs to the interior of K. But, in this case,u h converges uniformly tou in C 0 ([τ 1 , τ 3 ]) and this contradicts again (9.2).
Thus, we assume that τ 2 is strictly positive and that u(t 0 + τ 2 ) vanishes. We infer from (2.3) that
We now use (9.2). We can see that for all m ≤ m(h),
we can see that for all m ∈ { τ 4 /h , . . . , m(h)}, the following estimate holds:
But the function |u h | converges almost everywhere on [t 0 , t 0 + τ ] to |u|, and so does max(|u h (· − h)|, |u h |). Therefore, in the limit, relation (9.3) leads to
which is a contradiction.
A corollary can be inferred imediately from this proposition and Proposition 3.4. Corollary 9.2. For all admissible initial conditions (t 0 , u 0 , p 0 ), there exists τ > 0 and a solution of (1.2), (1.3a), (1.3b), (1.4a), (1.4b), (1.5), (1.6), and (1.7) defined on [t 0 , t 0 + τ ].
We have proved above the existence of a nonempty interval on which the numerical scheme converges to a solution of (1.2), (1.3a), (1.3b), (1.4a), (1.4b), (1.5), (1.6), and (1.7). On the other hand, Lemma 8.1 gives a priori estimates on the solution of such a problem.
We couple now the a priori estimates with the local convergence result to obtain a global result. 2), (1.3a), (1.3b), (1.4a), (1.4b), (1.5), (1.6), and (1.7) , which is defined on [t 0 , t 0 + τ (R)].
Proof. Let A be given by
Let {0, . . . , m(h)} be the maximal discrete time interval for which the numerical scheme (1.10), (1.11), (1.12), (1.13) has a solution satisfying the estimate
We know from Proposition 3.4 that τ 1 is at least equal to some number τ > 0. Assume that τ 1 is strictly inferior to τ (R). Proposition 9.1 implies in particular that for all ε > 0 lim sup
thanks to the a priori estimates proved in Lemma 8.1. Since the above inequalities hold for all ε > 0, we see that
Theorem 3.1 implies the existence of τ 2 > 0 such that if y 0 and y 1 satisfy property P (a, h), and t 0 is any time in [0, T ), then there exists a numerical solution of (1.12), (1.13) which satisfies
We denote
and we initialize with the following choices:
With these data, we know that y m exists for 0 ≤ mh ≤ τ 2 , so that the numerical solution y m is extended up to (τ 1 + τ 2 /2)/h − 1, and therefore,
Numerical experiments.
In this section, we report about the numerical implementation of our scheme and of the impact detection method; we compare these results to results obtained for a penalized version of our model, using a freely available scientific computation package.
In view of its practical importance and of its ease of programming, we have limited ourselves to vibro-impact, i.e.,
The following numerical values are kept constant throughout the numerical experiments: α = 0.5, a = 1, ω = 50, e = 0.5.
Observe that u min /a is the relevant parameter. We have observed in previous work [17] , [19] , [18] that if we systematically choose
the variation of the parameter u min triggers a variety of dynamical behaviors: periodic solutions, period doubling, and chaotic attractors.
All the penalty computations presented here have been implemented as SCILAB programs, a free high level scientific computation software developed and distributed by INRIA (http://www-rocq.inria.fr/scilab). Some of the other computations have been performed in FORTRAN.
Implementation particulars.
The impact detection scheme goes as follows: starting from initial data t j , u(t j ) = u min ,u(t j ), the solution of the linear problemü + 2αu + u = a cos ωt is found explicitly; a nonlinear solver finds the first zero t j+1 > t j of t → u(t) − u(t j ) and this instant is called t j+1 . We let u(t j+1 + 0) = −eu(t j+1 − 0), and we restart the process.
The foregoing description is slightly too rough: if there is an accumulation of impact instants, we have to define a threshold of velocity at t j , under which we set the solution equal to u min , as long as cos ωt remains negative. Observe that the detection method is potentially accurate to machine precision, since the nonlinear solvers for a scalar function are extremely precise, and the threshold velocity can be taken very small.
The numerical scheme is implemented as follows: The reader will check that this form is equivalent to (1.12) and (1.13); one of the advantages of this numerical scheme is that it is absolutely trivial to program.
For the penalty method, we applied the SCILAB function ode with the option stiff to the ordinary differential systeṁ
The parameter β is defined in terms of the restitution coefficient e by
It has been proved in [21] that the solution of (10.1) converges to a solution of (1.2), (1.3a), (1.3b), (1.4a), (1.4b), and (1.5). The choice of β is also justified in that reference.
Periodic solution:
u min = 0.8. The solution obtained by the scheme and impact detection agree satisfactorily: they both converge as time increases to a periodic solution, with an infinite number of impacts per period-of which we calculate only a finite number, of course! The penalized approximation is satisfactory for not too small values of the penalty parameter, but for very small values of the parameter, it completely misses some of the periods (see Figure 10 .1). The choice of parameters corresponds to √ ε/h = 5, which is quite sufficient for a good numerical approximation of the rebound.
As a matter of comparison we show in Figure 10 .2 that the scheme and the detection method coincide very precisely.
We cannot offer much in the way of the explanations, since we did not go into the details of the SCILAB code to understand its inner workings; though it is an open package, with freely accessible code, we treated it as a black box. 10.3. Period doubling: u min = 0.57. We observe period doubling slightly above this value, and the scheme continues to agree satisfactorily with the detection method.
The penalty method gives also period doubling, but, depending on ε and the time step, we may obtain either a good approximation of the period doubled solution obtained by the previous two approaches or its translate by a half (doubled) period, i.e., 2π/ω.
For instance, Figure 10 .3 shows the results of the calculation with the detection scheme, our ad hoc scheme with a time step h = 5 10 −4 , and the penalty method for ε = 10 −7 with a time step h = 2 10 −5 . The results of the numerical scheme do not seem to depend on the time step, once convergence is experimentally achieved; see Figure 10 .4, left, where the solution is significantly improved by decreasing the time step from 6.25 10 −4 to 5. 10 −4 . In contrast, on the right, decreasing the time step with the same penalty parameter ε = 10 −6 does not give a significant improvement: for the larger time parameter, the beginning of the numerical solution is bad, and for the smaller one, we hit a phase shifted solution.
The penalized solution is also very sensitive to the choice of the penalty parameter; see Figure 10 Figure 10 .7 displays a superposition of the SCILAB computation by the penalty method and by the scheme; it is somewhat surprising to see so few points of the scheme in this last computation, while the sizes of vectors are identical: k varies from 1 to 1989, corresponding to a final time of 250 (and not to the bicentennial of the French Revolution). We believe that this phenomenon may be due to a bad control in SCILAB of the format of the numbers.
Nevertheless, these figures show a very satisfactory agreement between the three methods.
Numerical conclusion.
We would like to stress the qualitative properties of numerical schemes in a dynamical systems framework: this scientific program has been started by several authors, and we refer to [31] for an overview of the subject. However, the methods of analysis rely heavily on a smoothness assumption which is not satisfied here, and therefore, they do not apply. Thus, at the present moment, we are reduced to experimental numerics, but we should keep in mind a rational approach to the numerical analysis of dynamical systems, focusing not only on the accuracy of a given method for finite time intervals but also on the qualitative properties of the method for long time ranges. The provisional conclusion for our one-dimensional case is that the penalty method performs reasonably well, but it misses details, while the detection method enables us to benchmark our ad hoc scheme and to certify that it does not miss details. Our scheme is quite easy to implement, and it contains no black box; however, it is still missing some bells and whistles, such as time step control. In any case, our scheme is of very low order: order one with respect to the position and order zero with respect to the velocity. The reason is that the velocity is discontinuous and the numerical impact times are usually distinct from their limit. Schemes with a better order of convergence should approximate very precisely the impact times, but one cannot but wonder whether it is really necessary to do so.
