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ПРИКЛАДНЫЕ АЛГОРИТМЫ ИДЕНТИФИКАЦИИ  
НЕЛИНЕЙНЫХ СИСТЕМ УПРАВЛЕНИЯ 
 
В статье на основе алгоритмов фильтрации и восстановления истинной закономерности по ограничен-
ному набору данных [1] приводятся прикладные алгоритмы идентификации [2] (определения) математиче-
ской модели нелинейных систем управления в классе обычных нелинейных дифференциальных уравнений 
в форме Коши. Предполагается, что измерения данных, необходимых для идентификации, проводятся с 
аддитивной ошибкой, которая задается случайной величиной с нулевым математическим ожиданием, ко-
нечной дисперсией и произвольным распределением.  
   
The article describes applied identification algorithms [2] (determination) of mathematical model of non-linear 
control system based on filtering algorithms and algorithms of restoration of valid regularity by limited data set [1] 
in class of regular linear differential equation in Cauchy form. It is supposed, that required for identification data 
changes are making with additive error, which sets by random variable with zero mathematical expectation, finite 




Пусть динамическая система управления 
оценивается следующей моделью, представ 
ленной в векторной форме 
      tutxtXtX ,, , (1) 
где  tu  – известна вектор-функция от времени. 
Предполагается, что все условия существова-
ния, непрерывности и дифференцируемости 
решения системы (1) выполнены. 




 измеряется с аддитивной 
помехой   (случайная величина 0M , 
2
 D < , распределение произвольно) либо 
 tx
i





По данным эксперимента необходимо вос- 
становить функции: 
          
T
i
nitutxtXtutxtX ,1,,,,,  .  
Дополнительной информацией является 
принадлежность функции     tutxtX
i
,,   избы- 
точному описанию: 
    tutxtX
i








,, , (2) 
ni ,1 , где     tutxti
j
,,  – известная функция, 
ij
a  – неизвестные коэффициенты, большинство 
из которых при фиксированном i  равно нулю. 
 
Алгоритм решения задачи 
1) Для определенности считаем, что изме-
ряется с ошибкой  tx
i
, т.е.   tx
i
, ni ,1 , 
0M , 2 D <  с помощью очевидной 
модификации алгоритма, изложенного в [1] 













 можно масштабированием пе-
ренести на любой заданный отрезок, например, 
 2,1  для того, чтобы аппроксимирующий поли-
ном восстанавливался необходимой степени. 
2) Численными методами с усреднением по 
 tx i






, ni ,1   





3) По имеющейся информации  
 

















 , ni ,1  ме-
тодом, изложенным в  1  (глава 6, 6.3.4) нахо-
дится истинное значение функций 
    tutxtX
i
,,  в соответствии с введенным в  1  
(глава 6, 6.3) критерием истинности о мини-
мальном описании истинной законномерности 
(минимум ненулевых коэффициентов 
ij
a  при 
фиксированном индексе i ). 




1) Очевидным образом алгоритм модифи- 










2) Очевидным образом алгоритм модифици-
руется, когда объект управления описывается в 
виде: 























3) Теоретически обосновать, что приведен-
ный алгоритм всегда решает задачу идентифи-
кации очевидно нельзя. Однако в силу ограни-
чений (2) (принадлежность истинного описания 
к избыточному классу) вероятность точного 
решения достаточна велика. А если описание 
модели найдено правильно, то установить этот 
факт с помощью дополнительных эксперимен-
тов не вызывает затруднений. 
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