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Abstract
We study the categories of singularities coming from Landau-Ginzburg
models given by the invertible polynomials. Such categories appear on the
B-side of the Berglund-Hu¨bsch mirror symmetry. We provide an efficient
method of computing morphism spaces in these categories and explicitly
construct full strongly exceptional collections in the cases of small dimen-
sions (n ≤ 3). Finally, we use this construction in order to prove Orlov’s
conjecture stating that such collections can be chosen to have block de-
compositions of size one more than the number of variables.
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1 Introduction
The categories of graded singularities were introduced by Orlov in [Orl04] and
[Orl09]. These categories naturally appear on the algebraic side of the Homolog-
ical Mirror Symmetry correspondence (HMS) for equivariant Landau-Ginzburg
models and are often referred to as categories of matrix factorizations. We are
particularly interested in the case of singularities given by the so-called invert-
ible polynomials (see Definition 3.1). There is a particularly explicit formulation
of mirror symmetry for invertible polynomials, the so-called Berglund-Hu¨bsch
duality as follows:
Conjecture (see the survey [Ebe17]). Let w ∈ C[x1, . . . , xn] be an invertible
polynomial. Then there exists an equivalence of categories:
DLwsg (C[x1, . . . , xn]/(w)) ≃ D
b Fuk→(wt),
where on the left side we have a graded derived category of singularities of w (see
Definitions 2.1 and 3.3), and on the right side we have a derived directed Fukaya
category of a dual invertible polynomial wt considered as a superpotential on the
ambient space AnC.
A general method of proving Homological Mirror Symmetry conjectures orig-
inating from Seidel consists of picking a finite set of generators in each of the
algebraic and symplectic categories and showing that the dg/A∞-structures
restricted to these generators are quasi-isomorphic (see [Sei15]). For example,
when a category admits a full exceptional collection (see Definition A.2), we can
choose the objects of this collection to be our generators. Moreover, when such
collection is also strong, the restricted dg/A∞-structure is formal and thus can
be recovered from the H0-level, that is from the triangulated structure of the
corresponding categories (see Proposition A.13). In such case, in order to prove
the desired mirror symmetry equivalence, one just needs to match the objects
of the exceptional collections between the algebraic and symplectic sides and to
compare the morphisms on the triangulated/H0-levels.
The above method is particularly applicable for the Berglund-Hu¨bsch du-
ality since the symplectic category possesses a strong exceptional collection by
definition. However, one still needs to find such collection on the algebraic side
and do the necessary matching in order to prove the above conjecture. This
was done by Ueda for simple elliptic singularities in [Ued06], by Futaki-Ueda
for Brieskorn-Pham singularities in [FU11] and recently by Habermann-Smith
for n ≤ 2 in [HS19]. Also, Kajiura-Saito-Takahashi in [KST07] constructed full
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strongly exceptional collections on the algebraic side for ADE-singularities in
the case n = 3.
1.1 Main results
In this paper, we are working with the algebraic side of Berglund-Hu¨bsch duality.
Namely, in Section 3, we explicitly construct full strongly exceptional collections
in the corresponding categories for n ≤ 3 thus proving the following theorem.
Theorem 1. Let w ∈ C[x1, . . . , xn] be an invertible polynomial, where n ≤ 3.
Then the maximally graded category of singularities DLwsg (C[x1, . . . , xn]) admits
an explicit full strongly exceptional collection.
Our explicit collections also follow a very specific pattern which may be used
for constructing the desired collections for higher n (see §3.4). One just needs
to reuse our methods and to perform the number of computations for verifying
the necessary conditions for the candidate collections.
Orlov also conjectured that the categories participating in Berglund-Hu¨bsch
duality have a very particular form. Namely, these categories admit full strongly
exceptional collections that can be split into a small number of blocks each
consisting of pairwise orthogonal objects as in the following.
Orlov’s Conjecture. For an invertible polynomial w ∈ C[x1, . . . , xn] and the
corresponding maximal grading group Lw, the graded category of singularities
DLwsg (C[x1, . . . , xn]/(w)) admits a full strongly exceptional collection consisting
of at most n+ 1 blocks (see Definition 4.1).
Remark. The number of blocks is n + 1 and depends only on the number of
variables n but not on the particular invertible polynomial.
In Section 4, we apply mutations to the explicit collections from the proof
of Theorem 1 and prove the above conjecture for n ≤ 3.
Theorem 2. Orlov’s conjecture holds for n ≤ 3.
Remark. In [Kra13], we announced the results of this paper and described the
explicit collections for the main cases of 3-chain and 3-loop polynomials. We
apologize that it took so long to finish and submit this paper.
1.2 Method of proof
Our construction in the proof of Theorem 1 is based on the idea that the desired
collections can be formed out of a very small number of initial objects by shift-
ing them via the group action. This was firstly observed by Ueda in [Ued06]
and reused by Futaki-Ueda in [FU11] who studied the so-called Brieskorn-Pham
polynomials xp11 +x
p2
2 + . . .+x
pn
n which form the simplest type of the invertible
polynomials. Namely, they constructed explicit full strongly exceptional collec-
tions in these categories from the shifts of a single object, the structure field,
by arranging them into an n-dimensional cube (see Proposition 3.8). In this
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paper we generalize this construction to other types of invertible polynomials
by adding new objects and their shifts to the n-dimensional lattice.
We use a well-known classification of invertible polynomials (see Exam-
ple 3.2) and construct an exceptional collection for each type of w individually.
We do this in Proposition 3.16 for the case of n = 2 and in Proposition 3.24 for
n = 3. The most important cases are the cases of so-called chain and loop poly-
nomials, because all other invertible polynomials can be decomposed into them
and the total exceptional collections can be described in terms of the collections
for these cases.
Our proof in each case consists of two parts. The first part is checking that
the collections are indeed exceptional (and strong). The second part is checking
that the collections are full, that is that they generate the whole category.
In order to check that the collections are exceptional, we need to compute
the morphisms between the given objects in the categories of singularities. An
efficient way of doing so is to use the idea by Buchweitz that the categories of sin-
gularities, or the categories of matrix factorizations, can be described via certain
stabilization properties. Namely, the morphisms in the categories of singulari-
ties can be obtained as the stabilizations of the morphisms in the corresponding
derived categories of the coherent sheaves (see Proposition 2.22). Buchweitz
formulated this observation in Remark 1.3(a) of [Buc86]. However, the state-
ment as written there omits the necessary conditions (see counter-example in
Remark 2.24) and the full proof is missing as well. Section 2 is dedicated to
filling this gap. Namely, we use Orlov’s ideas to refine some general results
about the categories of singularities, and then specialize them to the cases of
Gorenstein and hypersurface rings.
In order to prove the generation statements, we follow an idea of Ueda
from [Ued06]. Namely, in each case we show explicitly that the objects of our
collections generate all the shifts of the structure field and then conclude the
statement by applying the well-known generation criterion (see Proposition 3.6).
In general case (when w is not Brieskorn-Pham), these statements are harder
to prove since one needs to deal with many different objects simultaneously in
a context of a more complex grading group. Our computations proving these
statements take up significant part of Section 3.
Recent findings. While this paper was still in preparation, a few papers
appeared which are related to this work. Habermann and Smith in [HS19]
constructed similar collections in the case of n = 2. Takahashi and Aramaki
in [AT19] considered the case of chain polynomials for arbitrary n. They have
built full exceptional collections in these cases which are not strong. Hirano
and Ouchi in [HO18] also considered the chain case for arbitrary n. They
haven’t constructed explicit collections but have built certain semi-orthogonal
decompositions of the categories of singularities which agree with the pattern
of our collections on Figures 2 and 7.
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2 Morphisms in the categories of singularities
The goal of this section is to show how to efficiently compute morphisms in
categories of hypersurface singularities.
In §2.1, we recall the definition of the graded categories of singularities.
In §2.2, we introduce the notion of descending sequences in the bounded de-
rived category of coherent sheaves and use this notion to explicitly express
morphisms in the corresponding category of singularities. Our proofs are based
on Orlov’s ideas. In §2.3, we recall the well-known correspondence between the
graded and ungraded worlds necessary for the morphism computations. In §2.4,
we specialize to the case of Gorenstein rings. We refine Orlov’s results and es-
sentially prove Buchweitz’s remark in Propositions 2.22 and 2.23. In §2.5, we
further specialize to the case of hypersurface singularities. We recall the quasi-
periodicity property and use it to give an explicit description of the morphisms
in categories of singularities in terms of Ext’s of modules. In §2.6, we summarize
the obtained results as an algorithmic recipe for computing the morphisms in
the categories of hypersurface singularities (see Recipe 2.31).
2.1 Preliminaries
Let A be an arbitrary Noetherian ring which is not necessarily commutative
and which is equipped with an L-grading A =
⊕
l∈LAl, where L is an arbitrary
abelian group. Let modL-A denote the category of the right L-graded finitely
generatedA-modules. The bounded derived categoryDb(modL-A) then consists
of the bounded complexes of modules. A perfect complex in Db(modL-A) is a
complex quasi-isomorphic to a bounded complex of projective modules. The
perfect complexes in Db(modL-A) form a triangulated subcategory which we
denote by PerfL(A).
Definition 2.1 (Orlov, see [Orl09]). A graded category of singularities DLsg(A)
is defined as the quotient of triangulated categories Db(modL-A)/PerfL(A).
The objects ofDLsg(A) are represented by the objects ofD
b(modL-A), that is
by the bounded complexes. The morphisms in DLsg(A) fromM to N are formed
by the roofs M
a
−→ T
s
←− N , where a is an arbitrary morphism in Db(modL-A)
and s belongs to the localizing set S = {s:X → Y | Cone(s) ∈ PerfL(A)}
of morphisms in Db(modL-A). These roofs are further subject to the usual
equivalence relations coming from the definition of localization.
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Definition 2.2. In the ungraded case, L = {0}, we will denote the category
of singularities DLsg(A) simply by Dsg(A) and call it the ungraded category of
singularities.
Remark 2.3. We refer the reader to [Orl04] and [Nee01] for the details on
triangulated categories and their quotients.
2.2 Descending sequences and explicit characterization of
the morphisms
Using ideas from [Orl09, §1.3], we provide an explicit characterization of mor-
phisms in the categories of singularities in terms of the direct systems of mor-
phisms in the corresponding bounded derived categories (see Theorem 2.13).
Namely, we firstly show that any bounded complex can be “descended”
towards lower degrees via the isomorphisms in the corresponding singularity
category. Then we show that in order to compute the morphisms between
M• and N• in the singularity category DLsg(A), we should just replace N
• by
its “descending sequence” and then take the direct limit of the corresponding
sequence of morphisms in the bounded derived category Db(modL-A).
Definition 2.4. Let M• be a (non-zero) bounded complex situated in degrees
≤ b with a non-zero component at b. By a descending morphism of M• we
mean a morphism p:M• → N• in the bounded derived category Db(modL-A),
such that N• is situated in degrees ≤ b − 1 and Cone(p) is a perfect complex.
We call N• the descent of M•. (By a descending morphism of a zero complex
M• = 0•, we mean a zero morphism from this complex to itself 0: 0• → 0•.)
Remark 2.5. When we say that the complex M• is situated in degrees ≤ b for
some b, we mean that M i = 0 for i > b. This is equivalent to the condition
that Hi(M•) = 0 for i > b, if we allow replacing the complexes by the quasi-
isomorphic ones.
Remark 2.6. The definition implies that any descending morphism p from the
category Db(modL-A) becomes an isomorphism in DLsg(A).
Remark 2.7. If M• is situated in degrees ≤ b, then for any descending mor-
phism p of M•, an object Cone(p) is automatically situated in degrees ≤ b− 1.
In [Orl09], Orlov proved the following result.
Lemma 2.8 (see [Orl09, Lemma 1.10]). Any object in DLsg(A) is isomorphic to
a shift of a module.
Actually, the argument in the proof of the last lemma gives rise to the
construction of a particular descending morphism from any complex to a shift
of a module, as formulated in the following lemma.
Lemma 2.9. Any bounded complex M• can be descended. Moreover, its descent
N• can be chosen to be a module situated in an arbitrarily low degree. In other
words, N• = K[n], where n≫ 0 and K is a module depending on n.
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Proof. IfM• = 0•, the statement is obvious. Otherwise, let us pick c and b such
that M• is situated in degrees [c, b] with a non-zero component at b. Consider
its projective resolution π:P • → M• situated in degrees ≤ b and its smart
truncation T • = (K → P c → . . . → P b) situated in degrees [c − 1, b], where
K = P c−1/Kerdc−1P . Restriction of π to degrees [c, b] gives rise to a chain map
π:T • → M•. Since π is a quasi-isomorphism of complexes, it has an inverse
π−1:M• → T • in the derived category Db(modL-A).
Now, consider also the stupid truncation σ≥cP • = (P c → . . . → P b) of P •
and the corresponding short exact sequence of complexes
0→ σ≥cP • → T •
a
−→ K[−c+ 1]→ 0.
The latter gives rise to the isomorphism Cone(a) ≃ σ≥cP •[1] in the derived
category, thus implying that Cone(a) is a perfect complex.
Define p as the following composition of morphisms in Db(modL-A):
p :=
(
M•
π−1
−−−→ T •
a
−→ K[−c+ 1]
)
.
Since π−1 is an isomorphism inDb(modL-A), the complex Cone(p) is isomorphic
to Cone(a) in Db(modL-A), hence is perfect as well.
Since the complex K[−c + 1] is situated in degree c − 1 with c ≤ b, the
morphism p:M• → K[−c + 1] satisfies both conditions of being a descending
morphism of M•. Moreover, we could choose c to be arbitrarily low. This
concludes the proof.
Remark 2.10. If we apply the construction of Lemma 2.9 to a module, then the
descent will be given by this module’s first syzygies (see [Lam99] for definition).
Definition 2.11. By a descending sequence (Ni, pi)i≥0 of a complex N
•, we
mean a sequence of descending morphisms starting at N•:
(N• = N0)
p0
−→ N1
p1
−→ N2
p2
−→ N3
p3
−→ . . .
Lemma 2.12. Any complex N• admits a descending sequence.
Proof. Follows from the inductive application of Lemma 2.9.
By refining the result of [Orl09, Proposition 1.11], we can characterize the
morphisms in DLsg(A) in terms of the descending morphisms and sequences in
Db(modL-A) via the following construction.
Let (Ni, pi)i≥0 be a descending sequence of N
• andM• be another bounded
complex. For this data, let us define the direct system (Ωi, ϕij) as follows. We
define the spaces Ωi for i ≥ 0 as
Ωi := HomDb(modL-A)(M
•, Ni). (2.1)
Then we define the morphisms ϕij : Ωi → Ωj for 0 ≤ i ≤ j as the compositions
with the given descending morphisms:
ϕij : HomDb(M
•, Ni)→ HomDb(M
•, Nj), f 7→ pj−1 . . . pi+1pif, (2.2)
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M•
N0 N1 N2 N3 · · ·p0 p1 p2 p3
ϕ01 ϕ12 ϕ23 ϕ3...
Theorem 2.13. For any bounded complexes M• and N• and for any descend-
ing sequence (Ni, pi)i≥0 of N
•, we have the following isomorphism:
HomDLsg(A)(M
•, N•) ≃ lim
−→
i
HomDb(modL-A)(M
•, Ni),
where the limit in the right hand side stands for the direct limit of the system
(Ωi, ϕij) constructed above.
Proof. Let us define si:N
• → Ni recursively for i ≥ 0 by setting s0 to be the
identity morphism s0 = idN• and si+1 = pisi for i ≥ 0. All si belong to the
localizing set S from the definition of DLsg(A) since they are the compositions
of pi which belong to S by definition.
Let us define the maps ψi: HomDb(modL-A)(M
•, Ni) → HomDLsg(A)(M
•, N•)
by sending a morphism a:M• → Ni inD
b(modL-A) to the morphism inDLsg(A)
represented by the roofM•
a
−→ Ni
si←− N•. Since the roofsM•
a
−→ Ni
si←− N• and
M•
pia
−−→ Ni+1
pisi
←−− N• represent the same morphism in DLsg(A), the system of
maps (ψi)i≥0 is compatible with (ϕij)0≤i≤j . This situation can be schematically
depicted as follows:
M•
N0 N1 N2 N3 · · ·
N•
Db
Db D
b
p0 p1 p2
s1
s2
s3

(ψi)i≥0
−−−−−→
M•
N•
Dsg
Taking the limit lim
−→i
(ψi)i≥0, we then get the map
Ψ: lim
−→
i
HomDb(modL-A)(M
•, Ni)→ HomDLsg(A)(M
•, N•).
We will now show that this map Ψ is bijective and thus will obtain the proof.
Firstly, let us prove that Ψ is surjective. Consider an arbitrary element in
HomDLsg(A)(M
•, N•) represented by a roof M•
a
−→ T
t
←− N•, where C = Cone(t)
is perfect. By definition, for any projective module P , we have HomDb(P,X) = 0
as soon as the complex X is situated in negative degrees. This implies that for
the perfect complex C, we have HomDb(C,X) = 0 as soon as the complex
X is situated in low enough degrees depending on C. In particular, for large
enough i, we have both HomDb(C,Ni) = 0 and HomDb(C,Ni[1]) = 0, since
Ni form a descending sequence. Then applying functor HomDb(−, Ni) to the
distinguished triangle C[−1]→ N•
t
−→ T → C in Db(modL-A), we see that the
composition with t defines an isomorphism HomDb(N
•, Ni) ≃ HomDb(T,Ni).
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This means that si = ut for some u:T → Ni. Thus our initial roof is equivalent
to the roof M•
ua
−→ Ni
si=ut←−−− N•. The latter is contained in the image of ψi
and thus in the image of Ψ.
Now, let us prove that Ψ is injective. Consider an element a such that Ψ(a) =
0. This element is represented by a morphism aj :M
• → Nj in D
b(modL-A) for
some j. Then ψj(aj) = Ψ(a) = 0. The latter means that the roofM
• aj−→ Nj
sj
←−
N• is equivalent to a zero roofM•
0
−→ Nj
sj
←− N•. This in turn means that there
exists a morphism t:Nj → T in D
b(modL-A) such that taj = 0 and Cone(t) is
perfect. Applying the same argument for t as in the proof of surjectivity, while
replacingN• byNj , we get an isomorphism HomDb(Nj, Ni) ≃ HomDb(T,Ni) for
large enough i defined by composing with t. In particular, for the composition
sij := pj−1 . . . pi:Ni → Nj , there exists u:T → Ni such that sij = ut. Then
sijaj = utaj = u0 = 0 which means that aj is equivalent to zero in the direct
limit, hence a = 0.
2.3 Graded/ungraded correspondence
For an L-graded ring A and two L-graded A-modulesM and N , we can consider
two kinds of the morphism spaces from M to N . The first kind respects the
grading and is denoted by HommodL-A(M,N). We will call its elements the
graded morphisms. The second kind ignores the grading and is denoted by
HomA(M,N). We will call its elements the ungraded morphisms. These two
kinds of spaces are related via the following well-known correspondence.
Lemma 2.14 (e.g., see [Lam99]). If A is Noetherian and M is finitely gen-
erated, then the ungraded morphisms from M to N decompose into the graded
morphisms from M to the various shifts of N with respect to the L-grading:
HomA(M,N) =
⊕
l∈L
HommodL-A(M,N(l)),
where the grading on the module N(l) is defined by setting N(l)m := Nl+m for
all l,m ∈ L.
The above correspondence naturally transfers to the setting of bounded de-
rived categories where it compares the morphisms in the graded bounded de-
rived category Db(modL-A) with the morphisms in the ungraded one Db(A) as
follows.
Lemma 2.15. For any two bounded complexes M• and N• of finitely generated
L-graded A-modules, the morphisms between them in the graded and ungraded
bounded derived categories are related as follows:
HomDb(A)(M
•, N•) =
⊕
l∈L
HomDb(modL-A)(M
•, N•(l)).
Proof. Consider an L-graded projective resolution P • → M• consisting of the
finitely generated modules. Lemma 2.15 implies in a straightforward way that
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Hom•A(P
•, N•) =
⊕
l∈L
Hom•modL-A(P
•, N•(l)).
Taking H0 from both sides gives us the desired result.
Since the perfect complexes are stable under the grading-shift functors (l) in
Db(modL-A), these functors are well-defined on the quotient categories DLsg(A)
as well. Moreover, the explicit characterization of the morphisms obtained
in §2.2 allows us to automatically extend the graded/ungraded correspondence
to the categories of singularities as follows.
Proposition 2.16. For any two bounded complexes M• and N• of finitely
generated L-graded A-modules, the morphisms between them in the graded and
ungraded categories of singularities are related as follows:
HomDsg(A)(M
•, N•) =
⊕
l∈L
HomDLsg(A)(M
•, N•(l)).
Proof. Consider some descending sequence for N• in the graded bounded de-
rived category Db(modL-A). This sequence will be descending if considered in
the ungraded category Db(A) as well. Let us now apply Theorem 2.13 for both
ungraded and graded settings. Using Lemma 2.15 and passing to the limit in
the corresponding direct systems, we get the desired correspondence.
Remark 2.17. Lemma 2.15 and Proposition 2.16 show that there are natural L-
gradings on the spaces of morphisms in the ungraded bounded derived category
Db(A) and in the ungraded category of singularities Dsg(A) as soon as the
objects themselves are endowed with an L-grading. The resulted L-gradings
are canonical in a sense that they do not depend on the choice of projective
resolution in the proof of Lemma 2.15 and on the choice of descending sequence
in the proof of Proposition 2.16. These gradings are also functorial.
2.4 Stabilization for Gorenstein rings
Here, we refine the results in [Orl09] and formulate the stabilization property
for Gorenstein rings, that is the rings that have finite injective dimension as
modules over themselves. In Proposition 2.22, we show that over such rings,
the morphisms fromM to N [i] in the categories of singularitiesDLsg(A) stabilize
to the corresponding morphisms in the derived category Db(modL-A) for large
enough i. Thus we essentially prove Buchweitz’s Remark for Gorenstein rings
(see Proposition 2.23).
Definition 2.18. The injective dimension of an A-module M is defined to
be the minimal integer n, such that ExtiA(X,M) = 0 for all i > n and all
modules X . (It is equal to ∞, if such n does not exist.)
Definition 2.19. A ring A is Gorenstein if it has finite dimension as the module
over itself, that is if there exists such integer n that ExtiA(X,A) = 0 for all i > n
and all modules X .
10
The following lemma is the refinement of [Orl09, Proposition 1.11].
Lemma 2.20. Let a module M satisfies the condition for some integer n that
ExtiA(M,A) = 0 for all i > n. Then for any complex N
• situated in nonpositive
degrees, we have the following isomorphisms for all i > n:
HomDLsg(A)(M,N
•[i]) ≃ HomDb(modL-A)(M,N
•[i]).
Proof. Let us fix i > n and apply Theorem 2.13 for the complexes M• = M
and N•[i], and some descending sequence (Nj , pj)j≥0 of N
•[i]. Since N•[i] is
situated in degrees ≤ −i and −i < −n, we conclude that all Nj and Cone(pj)
are situated in degrees < −n for j ≥ 0. Let us prove that all the maps ϕj,j+1
are isomorphisms. This will imply that the limit map Ψ as well as all the maps
(ψj)j≥0 from the proof of the theorem are isomorphisms as well. In particular,
ψ0 will give us the desired isomorphism.
The condition onM implies that HomDb(M,X) = 0 as soon asX is a perfect
complex situated in degrees strictly less than −n. In particular, this applies for
X = Cone(pj) and X = Cone(pj)[−1] for all j ≥ 0. Applying the functor
HomDb(M,−) to the distinguished triangle Cone(pj)[−1] → Nj
pj
−→ Nj+1 →
Cone(pj), we get a desired isomorphism HomDb(M,Nj) ≃ HomDb(M,Nj+1)
for each j ≥ 0. Hence the proof.
Remark 2.21. The result of Proposition 1.11 in [Orl09] can be viewed as the
boundary case of i = n for the above lemma. In this case, the morphism pj from
the proof of the lemma induces an isomorphism in the direct system starting
from j = 1. The morphism p0, however, induces only a surjection, thus produc-
ing the description of HomDsg(M,N [i]) as the quotient of HomDb(M,N [i]) as
in [Orl09].
Proposition 2.22 (Stabilization). Let a ring A have finite injective dimen-
sion n as a module over itself. Then for any i > n, we have the following
isomorphism for all A-modules M and N :
HomDLsg(A)(M,N [i]) ≃ HomDb(modL-A)(M,N [i]).
Proof. Follows immediately from Lemma 2.20.
If we replace the modules M and N by the complexes, we get the statement
of Buchweitz’s Remark as follows.
Proposition 2.23 (Buchweitz’s Remark for Gorenstein rings). If A is Goren-
stein, then for any two complexes M• and N• we have the following isomor-
phisms for large enough i:
HomDLsg(A)(M
•, N•[i]) ≃ HomDb(modL-A)(M
•, N•[i]).
Proof. By shifting the complexes if necessary, we can assume thatM• is situated
in nonnegative degrees and N• is situated in nonpositive degrees. Then we can
repeat the argument of Lemma 2.20 by replacing M by M•. Indeed, such
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complex will also satisfy the condition that HomDsg(M
•, A[i]) = 0 for i > n as
soon as A has finite injective dimension n. Then to get the desired isomorphism
we just need to take large enough i such that the higher bound of N•[i] is
separated from the lower bound of M• by at least n.
Remark 2.24. Proposition 2.23 doesn’t hold if we remove the Gorenstein con-
dition. For example, consider a field k, the ring A = k[x, y]/(xy, x2) and the
module k. It is easy to see that Hom•Db(A)(k,k[i]) are all finite-dimensional
vector spaces over k. However, when we descend k by Lemma 2.9, we get
k[1] ⊕M [1] as the descent (the first syzygies of k), where M is the ring k[y]
considered as an A-module. Similarly, the descent of M is k[1]. So, the terms
of the descending sequence of k will consist of the increasing number of sum-
mands of the forms k[n] and M [n]. Hence when we construct the direct system
as in (2.1) and (2.2) for M• = k and N• = k[i] (for any i), we will get the
increasing sequence of vector spaces. Its limit forms an infinite-dimensional
vector space HomDsg(A)(k,k[i]) by Theorem 2.13. The latter cannot be equal
to a finite-dimensional space HomDb(A)(k,k[i]).
2.5 Hypersurface singularities
Let R be a commutative regular ring of finite Krull dimension n equipped with
an L-grading R =
⊕
l∈LRl, and w ∈ R be a homogeneous element. We denote
by ~w ∈ L the degree of w, that is w ∈ R~w. We further assume that w is not a
zero-divisor in R, that is that the multiplication by w defines an injective map
on R. Under these assumptions, the quotient ring A = R/(w) is naturally L-
graded and Noetherian and so we can apply the results of the previous sections.
Standard considerations of commutative algebra tell us that the injective
dimension of R/(w) under the above assumptions is at most n − 1. This is
summarized in the next lemma.
Lemma 2.25. Let R and w be as described above. Then for any R/(w)-module
M , we have ExtiR/(w)(M,R/(w)) = 0, where i ≥ n.
Proof. Indeed, by Lemma 2(i) in [Mat86, §18], we have ExtiR/(w)(M,R/(w)) ≃
Exti+1R (M,R), where in the right-hand side we consider M as an R-module
with a trivial action of w. Since the ring R is regular, its homological dimension
equals its Krull dimension which is n. In particular, Exti+1R vanishes for i ≥ n.
Hence the proof.
Proposition 2.22 and Lemma 2.25 imply the following.
Corollary 2.26. If R and w are as above and n = kr. dimR, then
HomDLsg(R/(w))(M,N [i]) ≃ HomDb(modL-R/(w))(M,N [i])
for any two R/(w)-modules M and N and i ≥ n.
The categoryDLsg(R/(w)) of hypersurface singularities satisfies the following
quasi-periodicity property.
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Lemma 2.27 (Quasi-periodicity). Let R and w be as above. Then in the cate-
gory DLsg(R/(w)), the double shift functor and graded ~w-shift functors are equiv-
alent:
[2] ≃ (~w). (2.3)
Proof. The foundational results by Orlov state that the category of singularities
is equivalent to the corresponding category of matrix factorizations (see [Orl04,
Theorem 3.9] and [Orl12, Theorem 3.5]). However, for the matrix factorizations,
such functors are equivalent by definition. Hence the proof.
Combining Corollary 2.26 with the quasi-periodicity property we get the
following.
Theorem 2.28. Let R, w and n = kr. dimR be as above. Then for any two
R/(w)-modules M and N and any i ∈ Z, we have
HomDLsg(R/(w))(M,N [i]) ≃ HomDb(modL-R/(w))(M,N(−j ~w)[i + 2j])
for any integer j ≥ n−i2 .
Proof. Indeed, by Lemma 2.27, the objects N [i] and N(−j ~w)[i+2j] are isomor-
phic in DLsg(R/(w)), so we just apply Corollary 2.26 for the morphisms fromM
to N(−j ~w)[i + 2j].
Remark 2.29. Since Theorem 2.28 does not impose any conditions on i, we
can use it to compute the morphisms inDLsg(R/(w)) fromM to every shift of N .
We will do this in the applications.
2.5.1 Useful lemma
The following lemma gives us examples of modules which become zero in the
corresponding category of singularities. We will use such modules a lot in Sec-
tion 3 when proving that our collections are full and generating new modules
from the given ones.
Lemma 2.30. Consider a finitely generated R-module K (which is not neces-
sarily graded). If the multiplication by w defines an injective map K
w·
−→ K,
then K/wK is a perfect R/(w)-module.
Proof. By assumption, w acts injectively on the ring R itself, hence it also
acts injectively on any projective R-module P . It is also clear that P/wP is a
projective R/(w)-module. Thus the statement is true when the module K is
projective.
Since R is regular, its global homological dimension agrees with its Krull
dimension n. In particular, any module K has finite projective dimension k
over R, where k ≤ n. Let us prove the statement by induction on k. If k = 0,
then K is a projective R-module and we already proved the statement in this
case. Now assume that k > 0. Cover K by a projective module P and consider
the kernel K ′ of the covering map: 0→ K ′ → P → K → 0. We see that K ′ has
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projective dimension k − 1. Moreover, since K ′ is a submodule of a projective
module, w acts injectively on it as well. The induction hypothesis for K ′ then
says that K ′/wK ′ is perfect over R/(w), thus has a finite projective resolution.
Applying the snake lemma to the diagram
0 K ′ P K 0
0 K ′ P K 0,
w w w
we get a short exact sequence 0→ K ′/wK ′ → P/wP → K/wK → 0 of R/(w)-
modules. By gluing it with the projective resolution for K ′/wK ′, we get a finite
projective resolution for K/wK, thus proving that K/wK is perfect as well.
2.6 Applications
The above results can be applied for making efficient computations in the graded
categories of hypersurface singularities DLsg(R/(w)), that is the categories of
matrix factorizations, where R, w and L satisfy the same assumptions as in §2.5.
2.6.1 Computing morphisms
We can compute the morphism spaces between the objects of DLsg(R/(w)) as in
the following step-by-step recipe.
Recipe 2.31. Given two L-graded R/(w)-modules M and N , we can compute
the morphisms HomDLsg(R/(w))(M,N(l)[i]) simultaneously for all l ∈ L and i ∈ Z
by performing the following 4 steps:
Step 1. Build a graded projective resolution P • of M .
Step 2. Compute HomDb(R/(w))(M,N [i]) = H
i(Hom•R/(w)(P
•, N)) for i ∈ Z,
while keeping track of the inherent L-grading, as in Lemma 2.15.
Step 3. Use Theorem 2.28 and the previous computations to get the ungraded
morphisms HomDsg(R/(w))(M,N [i]) for all i ∈ Z, while keeping track
of the L-grading.
Step 4. Use Proposition 2.16 to decompose the ungraded morphisms into the
graded ones, thus getting HomDLsg(R/(w))(M,N(l)[i]) for all l ∈ L and
i ∈ Z at once.
Remark 2.32. Due to the estimates in Theorem 2.28, it is enough to make
computations only for i = n and i = n+1, where n = kr. dimR. Then we can use
quasi-periodicity to recover the morphisms for all other i. This works because
the minimal projective resolution of any module becomes 2-quasi-periodic after
i = n.
Remark 2.33. We formulated the recipe for the case when M and N are
modules so that to use the precise estimates as in the previous remark. If M
14
and N are arbitrary objects in DLsg(R/(w)), then we firstly need to represent
them as the shifts of some modules by Lemma 2.8 and then apply the recipe for
those modules.
Example 2.34. Let k be an arbitrary field. Consider the regular ring R = k[x]
and w = xp, where p ≥ 2. We equip R with an arbitrary L-grading making
x homogeneous (we also assume that all scalars have zero degree). We denote
~x = deg x ∈ L and ~w = degw = p~x to be the degrees of x and w respectively.
This induces an L-grading on the quotient ring R/(w) = k[x]/(xp). Consider
the scalar field k as a graded R/(w)-module situated in L-degree zero and its
grading shifts k(l) for all l ∈ L which are situated in L-degrees −l. Let us use
Recipe 2.31 in order to compute the morphisms HomDLsg(k[x]/(xp))(k,k(l)[i]) for
different i ∈ Z and l ∈ L all at once.
Step 1. For the sake of brevity, let us denote A = k[x]/(xp). Then the following
is a projective resolution of k in the category of graded A-modules:
P • =
(
. . .→ A(−2~w)
xp−1
−−−→ A(−~w − ~x)
x
−→ A(−~w)
xp−1
−−−→ A(−~x)
x
−→ A
)
x 7→0
−−−→ k.
Step 2. Since HomA(A(l),k) = HomA(A,k(−l)) = k(−l) for all l ∈ L, the
corresponding Z-L-graded Hom•-complex is
Hom•A(P
•,k) =
(
. . .← k(2~w)
0
←− k(~w + ~x)
0
←− k(~w)
0
←− k(~x)
0
←− k
)
.
This complex has a natural 2-~w-periodic structure inherited from P •. After
passing to homologies, we get the following:
HomDb(A)(k,k[i]) = 0, for i < 0,
HomDb(A)(k,k[2j]) = k(j ~w), for j ≥ 0,
HomDb(A)(k,k[2j + 1]) = k(j ~w + ~x), for j ≥ 0.
Step 3. Since R = k[x] is a regular ring of Krull dimension 1, we can apply
Theorem 2.28 to immediately get all the needed morphisms in the ungraded
category of singularities Dsg(A) = Dsg(k[x]/(x
p)):
HomDsg(A)(k,k[2j]) = k(j ~w),
HomDsg(A)(k,k[2j + 1]) = k(j ~w + ~x).
Step 4. We can notice that k(j ~w) and k(j ~w + ~x) are 1-dimensional L-graded
vector spaces situated in L-degrees −j ~w and −j ~w − ~x respectively. Thus, ap-
plying Proposition 2.16, we get the following morphisms between the different
shifts of k in the graded category of singularities DLsg(A) = D
L
sg(k[x]/(x
p)):
HomDLsg(A)(k,k(l)[2j]) =
{
k if l = −j ~w
0 otherwise
HomDLsg(A)(k,k(l)[2j + 1]) =
{
k if l = −j ~w − ~x
0 otherwise
15
Remark 2.35. In particular, we see that k is an exceptional object in DLsg(A)
as soon as ~x has an infinite order in L. Otherwise, if j~x = 0 in L for some
j 6= 0, then HomDLsg(A)(k,k[2j]) = k, since −j ~w = −jp~x = 0. For example,
in the case of the “maximal” grading group L = Z and ~x = 1, the module k
and all of its shifts will be exceptional objects in DLsg(A). Also, we see that two
different grading shifts k(l1) and k(l2) are orthogonal if and only if l2 − l1 does
not belong to the set {j ~w + ε~x | j ∈ Z, ε = −1, 0, 1}.
Example 2.36. Consider R = k[x] and w = x. In this case, A = k[x]/(x) ≃ k,
so the module k is projective, hence it is a zero object inDLsg(A). We can also see
it by computing the morphisms HomDLsg(A)(k,k) as in Example 2.34. Indeed,
since HomDb(A)(k,k[i]) = Ext
i(k,k) = 0 for i > 0, the stabilization and quasi-
periodicity phenomena tell us that HomDsg(A)(k,k[i]) = 0 for any integer i. In
particular, HomDLsg(A)(k,k) = 0 regardless of the grading in question, which
confirms that k is a zero object. By generation criterion of Proposition 3.4,
this immediately implies that the whole category DLsg(A) is zero as well, as was
expected from the fact that the corresponding subscheme {x = 0} in A1k is
smooth (see [Orl04]).
2.6.2 Quasi-periodic localization
Here, we take another look on the definition of a category of singularities as
the localized bounded derived category. We notice that this localization can
be performed by mere inversion of a certain natural transformation connecting
the functors [2] and (~w) in the bounded derived category Db(modL-R/(w)).
This transformation then becomes a quasi-periodicity equivalence (2.3) in the
corresponding category of singularities DLsg(R/(w)).
Indeed, by unfolding the proof of the quasi-periodicity property of Lemma 2.27,
we get the following statement.
Lemma 2.37. For any L-graded R/(w)-module N , there exists a canonical
descending morphism s:N → N(−~w)[2] in Db(modL-R/(w)).
Proof. Consider M as an R-module with a trivial action of w. Cover it by a
projective R-module P and consider the corresponding short exact sequence
(0 → K → P → N → 0) of R-modules. Applying the snake lemma to the
commutative diagram
0 K(−~w) P (−~w) N(−~w) 0
0 K P N 0
w w 0
we get an exact sequence (0 → N(−~w) → K/wK → P/wP → N → 0) of
R/(w)-modules. This sequence defines a morphism s:N → N(−~w)[2] in the
derived category such that Cone(s) is isomorphic to the complex (K/wK →
P/wP ) situated in degrees −2 and −1. The latter complex is perfect, since
both its components are perfect by Lemma 2.30. Hence the proof.
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The following is the direct corollary.
Lemma 2.38. Every graded module N admits the canonical descending se-
quence as follows:
N
s
−→ N(−~w)[2]
s(−~w)[2]
−−−−−→ N(−2~w)[4]
s(−2~w)[4]
−−−−−−→ N(−3~w)[6]→ . . .
Let us now consider Ext•R/(w)(M,N) := HomDb(R/(w))(M,N [•]) as a Z-
graded complex. By Lemma 2.15, the latter is also equipped with an L-grading,
thus becoming a Z-L-bigraded space. Similarly, the space Ext•R/(w)(N,N) of
the self -extensions of N has a natural structure of a Z-L-graded ring, where
the multiplication is given by the composition of the corresponding morphisms.
Moreover, Ext•R/(w)(M,N) is a right module over Ext
•
R/(w)(N,N). In this lan-
guage, the descending morphism s of Lemma 2.37 can be treated as a homoge-
neous element of Ext•R/(w)(N,N) of bidegree (2,−~w). Then Theorem 2.13 for
the descending sequence of Lemma 2.38 implies the following.
Proposition 2.39. Let M and N be two graded R/(w)-modules and the de-
scending morphism s:N → N(−~w)[2] be as above. Then we have the following
isomorphism of two Z-L-bigraded spaces:
HomDsg(R/(w))(M,N [•]) ≃ Ext
•
R/(w)(M,N)[s
−1],
where the right-hand side is the graded localization of the module Ext•R/(w)(M,N)
obtained by inverting the element s of the ring Ext•R/(w)(N,N).
In other words, the quotient functor Db(R/(w)) → Dsg(R/(w)) from the
definition of Dsg(R/(w)) coincides with the localization functor [s
−1].
Remark 2.40. The above descending sequence provides a simple criterion for
when a given morphism from the bounded derived category is zero in the cor-
responding category of singularities. Indeed, by the above argument, a mor-
phism a:M → N in Db(R/(w)) is zero in Dsg(R/(w)) if and only if s
ia = 0 in
Db(R/(w)) for some i > 0. Moreover, by Theorem 2.28, it is enough to check
this equality only for i equal to the smallest integer greater or equal to the half
Krull dimension of R.
3 Exceptional collections for invertible polyno-
mials
In this section, we consider the categories of singularitiesDLwsg (k[x1, . . . , xn]/(w))
defined by invertible polynomials w ∈ k[x1, . . . , xn] with n ≤ 3. We explicitly
construct full strongly exceptional collections in these categories on a case by
case basis using the classification of invertible polynomials from Example 3.2.
We summarize these results in Propositions 3.16 and 3.24 for n = 2 and n = 3
respectively. Together with Example 3.9 for n = 1, this constitutes the proof
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of Theorem 1. The corresponding collections are depicted on Figures 1–3 for
n = 2 and on Figures 4–6, 8–9 for n = 3.
In §3.1, we recall the notion of invertible polynomial and a well-known gen-
eration criterion for isolated singularities. We also recall the results of Futaki
and Ueda for Brieskorn-Pham singularities.
In §3.2 and §3.3, we explicitly construct exceptional collections for the cases
of n = 2 and n = 3 respectively. Both sections are structured similarly. In each
case, we firstly describe the necessary properties of the maximal grading groups.
Then we present the objects which we will be using to form the collections. Then
we compute the morphism spaces between these objects by using Recipe 2.31
of Section 2. After that we describe the explicit collections. Then we check
that the collections are indeed exceptional and strong based on our previous
computations. After that, we show that the given collections generate all shifts
of the base field k considered as an object of DLwsg (k[x1, . . . , xn]/(w)). Finally,
we use generation criterion and properties of the grading group to conclude the
proof in each case.
In §3.4, we discuss how the collections should look like in general case based
on the pattern for n ≤ 3.
3.1 Preliminaries
3.1.1 Invertible polynomials
Definition 3.1. An invertible polynomial is the polynomial of type
w =
n∑
i=1
xai11 . . . x
ain
n ∈ k[x1, . . . , xn],
where A = (aij)
n
i,j=1 is an invertible n× n-matrix with integer entries. We also
assume that w has an isolated singularity at the origin.
From now on, we assume that k is an algebraically closed field of character-
istic 0. Under this assumption, the invertible polynomials can be classified as
being the split sums of the following two atomic types (see [KS92]):
• n-chain : w = xp11 + x1x
p2
2 + · · ·+ xn−1x
pn
n , where n ≥ 1 and pi ≥ 2;
• n-loop : w = xnx
p1
1 + x1x
p2
2 + · · ·+ xn−1x
pn
n , where n ≥ 2 and pi ≥ 2.
Example 3.2. In the case of n ≤ 3, which will be our main case of study, the
above classification gives us 9 types of invertible polynomials as follows:
(1) w = xp — 1-chain
}
n = 1, p ≥ 2
(2a) w = xp + yq — 1-chain + 1-chain
(2b) w = xp + xyq — 2-chain
(2c) w = yxp + xyq — 2-loop
 n = 2, p, q ≥ 2
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(3a) w = xp + yq + zr — 1-chain + 1-chain + 1-chain
(3b) w = xp + xyq + zr — 2-chain + 1-chain
(3c) w = yxp + xyq + zr — 2-loop + 1-chain
(3d) w = xp + xyq + yzr — 3-chain
(3e) w = zxp + xyq + yzr — 3-loop

n = 3,
p, q, r ≥ 2
Definition 3.3 (Maximal grading group). Let w ∈ k[x1, . . . , xn] be an invert-
ible polynomial.
(a) We define Lw as the maximal abelian grading group on k[x1, . . . , xn] which
makes all xi and w homogeneous, and which is generated by the degrees
of xi.
(b) We define the quotient group Lw = Lw/〈~w〉, where ~w denotes the degree
of w in Lw.
We can describe the group Lw explicitly as the quotient of the free abelian
group generated by the symbols (~xi)1≤i≤n, representing the degrees of the vari-
ables xi, over the relations forcing all the monomials of w to have the same
degree. Similarly, the group Lw can be described by the generators (x¯i)1≤i≤n
and the relations stating that all the monomials of w have zero degree.
Example. If w = x2 + xy4 + z5, then Lw = Z 〈~x, ~y, ~z〉 /〈2~x = ~x+ 4~y = 5~z〉,
~w = 2~x = ~x+4~y = 5~z, and Lw = Lw/〈~w〉 = Z 〈x¯, y¯, z¯〉 /〈2x¯ = x¯+ 4y¯ = 5z¯ = 0〉.
Remark. Since the group Lw is generated by n variables and n−1 independent
relations, it has always rank 1, that is Lw ≃ Z ⊕ T , where T is a finite abelian
group. Similarly, the group Lw is always finite, since it is generated by n
variables and n independent relations.
3.1.2 Generation criterion
It is well-known that if a polynomial w ∈ k[x1, . . . , xn] has an isolated singularity
at a point, then the corresponding category of singularities is generated by the
structure sheaf of this point up to taking the direct summands of the objects.
In particular, this holds for invertible polynomials and can be adapted for the
graded setting as follows.
Proposition 3.4 (see [PV16, Proposition 2.3.1]). Let R = k[x1, . . . , xn] and
w ∈ R be an invertible polynomial. Let A denote the minimal triangulated
subcategory of DLwsg (R/(w)) containing the grading shifts k(l) for all l ∈ Lw.
Then every object of DLwsg (R/(w)) is a direct summand of an object of A.
Remark 3.5. In the original formulation in [PV16], the base field is C. How-
ever, the argument works for the case of an algebraically closed field k of charac-
teristic 0. It also works for arbitrary grading group L making xi homogeneous,
and for arbitrary L-homogeneous polynomial w defining an isolated singularity
at the origin, where the latter condition reduces to the property that the local-
ized rings (R/(w))xi are regular for all 1 ≤ i ≤ n. Moreover, we can consider
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non-hypersurface singularities as well. In this case, we should just replace the
ring R/(w) by R/I, where I is a homogeneous ideal contained in the maxi-
mal ideal of the origin (x1, . . . , xn) ⊆ R such that (R/I)xi are regular for all
1 ≤ i ≤ n.
We will use the following variation of the above statement for proving the
fullness of our exceptional collections.
Proposition 3.6. Let R and w be as before. If DLwsg (R/(w)) admits an Ext-
finite exceptional collection (E1, . . . , En) generating k(l) for all l ∈ Lw, then
this collection is full:
DLwsg (R/(w)) = 〈E1, . . . , En〉 .
Proof. Follows from Proposition 3.4 and Lemma A.12.
Remark 3.7. This statement shows that in order to prove that a given collec-
tion is full, we just need to generate a shift k(l) out of this collection for each
l ∈ Lw. In fact, due to quasi-periodicity property for the categories of hyper-
surface singularities, it is enough to generate such shifts for all l only up to the
multiples of ~w, since as soon as k(l) belongs to a triangulated subcategory, all
k(l+ i ~w) ≃ k(l)[2i], where i ∈ Z, belong to it automatically as well. This means
that in total we need to generate only a finite number of shifts corresponding
to the elements of the finite group Lw = Lw/〈~w〉.
3.1.3 Brieskorn-Pham singularities
Futaki and Ueda in [FU11] and [Ued06] studied the categories of singularities
DLwsg (k[x1, . . . , xn]/(w)) for Brieskorn-Pham polynomials w. Such polynomials
have the form xp11 + . . .+ x
pn
n which is the split sum of n monomials of 1-chain
type, and where pi ≥ 2 for all i. They observed that these categories admit full
exceptional collections of very simple form as follows.
Proposition 3.8 (see [FU11] and [Ued06]). Let the ring be R = k[x1, . . . , xn],
the potential be w = xp11 + . . . + x
pn
n , and the grading group be the maximal
one Lw. Then the corresponding graded category of singularities D
Lw
sg (R/(w))
admits a full exceptional collection consisting of (p1 − 1) · . . . · (pn − 1) objects
of the form k(−(j1~x1 + . . .+ jn~xn)) for 0 ≤ ji ≤ pi − 2.
In fact, one can also see that these collections are “almost” strong. To obtain
a strong collection, one needs to replace the object k(−(j1~x1 + . . .+ jn~xn)) by
its shift k(−(j1~x1 + . . . + jn~xn))[j1 + . . . + jn]. These collections can be also
arranged into nice n-dimensional cubes (more precisely, rectangular boxes) in
which the morphisms are going only in nonnegative directions (see Figure 1 for
n = 2 and Figure 4 for n = 3).
Example 3.9 (well-known). In the case of n = 1, the ring is R = k[x],
the potential is w = xp, p ≥ 2, and the maximal grading group is Lw =
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Z 〈~x〉 ≃ Z. Then the strong exceptional collection in the category of singu-
larities DLwsg (k[x]/(x
p)) consists of p − 1 objects of the form k(−i~x)[i], where
0 ≤ i ≤ p− 2, that are ordered as follows:
k→ k(−~x)[1]→ k(−2~x)[2]→ . . .→ k(−(p− 2)~x)[p− 2]. (3.1)
Futaki and Ueda proved Proposition 3.8 by identifying the category of singu-
larities DLwsg (k[x1, . . . , xn]/(w)) with a certain triangulated subcategory of the
bounded derived category Db(modLw -(k[x1, . . . , xn]/(w))). In this way, they
have checked that the collections are indeed exceptional by computing the cor-
responding morphisms in Db(modLw -(k[x1, . . . , xn]/(w))). We give an indepen-
dent proof for this statement for n ≤ 3 by explicitly computing the morphisms
in DLwsg (k[x1, . . . , xn]/(w)) via Recipe 2.31. For example, for n = 1, we can
see that the collection (3.1) is indeed strongly exceptional from our explicit
computations of the morphisms in Example 2.34 and Remark 2.35.
3.2 n = 2
For n = 2 and R = k[x, y], as we saw in Example 3.2, there are three different
types of invertible polynomials. Let us call them 2-split for w = xp+yq, 2-chain
for w = xp + xyq and 2-loop for w = yxp + xyq, where p, q ≥ 2.
The explicit exceptional collections are described in Proposition 3.16 and on
Figures 1–3.
3.2.1 The maximal grading groups
The maximal grading groups Lw on k[x, y]/(w) and the corresponding quotients
Lw = Lw/〈~w〉 are described in Table 1.
case w Lw Lw = Lw/〈~w〉
2-split xp + yq Z 〈~x, ~y〉 /〈p~x = q~y〉
≃ Z⊕ Z/lcd(p, q)Z
Z 〈x¯, y¯〉 /〈px¯ = qy¯ = 0〉
≃ Z/pZ⊕ Z/qZ,
basis: (x¯, y¯)
2-chain xp + xyq Z 〈~x, ~y〉 /〈p~x = ~x+ q~y〉
≃ Z⊕ Z/lcd(p− 1, q)Z
Z 〈x¯, y¯〉
/〈
px¯ =
x¯+ qy¯ = 0
〉
≃ Z/pqZ, generator: y¯
2-loop yxp + xyq
Z 〈~x, ~y〉 /〈~y + p~x = ~x+ q~y〉
≃ Z⊕ Z/lcd(p − 1, q − 1)Z
Z 〈x¯, y¯〉
/〈
y¯ + px¯ =
x¯+ qy¯ = 0
〉
≃ Z/(pq − 1)Z,
generators: x¯, y¯
Table 1: Grading groups on k[x, y]/(w)
We will use the following fact about the grading groups Lw.
Lemma 3.10. In each of the three cases for w described above, the sequence
(−ix¯ − jy¯ | 0 ≤ i ≤ p − 1, 0 ≤ j ≤ q − 1) contains all of the elements of the
group Lw.
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Proof. The proof for all 3 types of w is the same, so let us prove the statement
only for the loop case w = yxp + xyq. In this case, −ix¯− jy¯ = −i(−qy¯)− jy¯ =
(iq − j)y¯. For 0 ≤ i ≤ p − 1 and 0 ≤ j ≤ q − 1, the coefficient iq − j takes
pq consecutive integer values from the interval [−(q − 1), (p − 1)q]. Thus the
elements (iq − j)y¯ span the whole Lw, since y¯ is a generator of Lw of order
pq − 1.
Remark 3.11. Note that in the loop case two of the mentioned elements are
equal, namely, −(p− 1)x¯ = −(q − 1)y¯, while in the split and chain cases, these
are all different elements of Lw.
3.2.2 The objects
Let us describe the objects which we will use for the exceptional collections in
DLwsg (k[x, y]/(w)). In each of the three cases we will use the shifts of k, similarly
to the case of Brieskorn-Pham polynomials in Proposition 3.8. In the chain and
loop cases, we will additionally use the moduleMy = k[y] defined by setting the
action of x to 0. (It is a well-defined k[x, y]/(w)-module, since w is a multiple of
x in both chain and loop cases.) In the loop case, we will also use an analogous
module Mx = k[x] with a trivial action of y and a module Mxy = k[x, y]/(xy)
with the actions of x and y inherited from k[x, y].
Remark 3.12. Geometrically, the module k corresponds to the structure sheaf
of the origin. The modules Mx and My correspond to the structure sheaves of
the x- and y-axes. The module Mxy corresponds to the structure sheaf of the
union of x- and y-axes.
3.2.3 The morphisms
We can compute the morphisms between the objects k, My = k[y], Mx = k[x]
andMxy = k[x, y]/(xy) by applying Recipe 2.31. For that we need to build some
projective resolutions for these modules. Since all our modules have the form
M = k[x, y]/I, where I is an ideal in k[x, y] generated by a regular sequence
and w ∈ I, we can use Koszul resolutions as described in Section 2.3 of [Dyc11]
in order to build the projective resolutions as follows.
For the module k = k[x, y]/(x, y), the potential w decomposes as the sum
w = xwx + ywy, where wx = x
p−1 in the split and chain cases, wx = yx
p−1 in
the loop case, wy = y
q−1 in the split case and wy = xy
q−1 in the chain and loop
cases. Then the projective resolution of k is as follows:
P •k =
(
. . .
(
wx −y
wy x
)
−−−−−−→ A(−~w−~x)⊕A(−~w−~y)
( x y
−wy wx
)
−−−−−−−→ A(−~w)⊕A(−~x−~y)
(
wx −y
wy x
)
−−−−−−→ A(−~x)⊕A(−~y)
(x y )
−−−→ A
)
1
−→ k,
where we use the notation A = k[x, y]/(w) here and henceforward, for the sake
of brevity.
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For the module My = k[x, y]/(x), we write w = xwx where wx = x
p−1 + yq
in the chain case and wx = yx
p−1+ yq in the loop case. This gives the following
resolution:
P •My =
(
. . .→ A(−2~w)
wx−−→ A(−~w − ~x)
x
−→ A(−~w)
wx−−→ A(−~x)
x
−→ A
)
1
−→My.
The resolution for the module Mx in the loop case can be obtained from that
for My by switching the variables x↔ y and p↔ q.
For the resolution of Mxy = k[x, y]/(xy) in the loop case, we use wxy =
xp−1 + yq−1, so that w = xywxy:
P •Mxy =
(
. . .→ A(−~w − ~x− ~y)
xy
−→ A(−~w)
wxy
−−→ A(−~x − ~y)
xy
−→ A
)
1
−→Mxy.
The rest of the computations from Recipe 2.31 are straightforward. The
resulting morphisms in Dsg(k[x, y]/(w)) between the given objects and their
shifts are summarized in Table 2 along with the Lw-grading information.
Hom(↓,→),
Hom(↓,→ [1])
k My Mx Mxy
k
k⊕ k(~x+ ~y − ~w),
k(~x)⊕ k(~y)
k(~x + ~y − ~w),
k(~y)
k(~x + ~y − ~w),
k(~x)
k(~x+ ~y − ~w),
k
My
k,
k(~x)
k[y]/(yq),
0
0,
k(~x)
k[y]/(yq−1)(−~y),
0
Mx
k,
k(~y)
0,
k(~y)
k[x]/(xp),
0
k[x]/(xp−1)(−~x),
0
Mxy
k,
k(~x+ ~y)
k[y]/(yq−1),
0
k[x]/(xp−1),
0
k[x]/(xp−1)⊕
k[y]/(yq−1)(−~y),
0
Table 2: Morphisms between the objects in Dsg(k[x, y]/(w)) for different w
Remark 3.13. In Table 2, we have specified only the morphisms Hom(M,N)
and Hom(M,N [1]) for different M and N . The morphisms between all other
shifts of M and N can be obtained via quasi-periodicity:
Hom(M,N [2j]) = Hom(M,N(j ~w)) = Hom(M,N)(j ~w),
Hom(M,N [2j + 1]) = Hom(M,N [1])(j ~w).
Remark 3.14. In Table 2, an expression like k[x]/(xp−1) is just a short-hand
notation for the Lw-graded vector space
⊕
0≤i<p−1 k(−i~x), where the mono-
mial xi corresponds to the summand k(−i~x) situated in degree i~x.
Remark 3.15. The reader may note an asymmetricity in the expression for
Hom(Mxy,Mxy). More symmetrical but longer way to write it down would be
as k ⊕ k[x]/(xp−2)(−~x) ⊕ k[y]/(yq−2)(−~y) ⊕ k(~x + ~y − ~w), where ~x + ~y − ~w =
−(p− 1)~x = −(q − 1)~y.
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3.2.4 Exceptional collections
Now we are ready to form exceptional collections in DLwsg (k[x, y]/(w)) out of
our modules and their shifts for each case of w.
Proposition 3.16. Let the ring be R = k[x, y], the potential be w = xp + yq,
w = xp + xyq or w = yxp + xyq for p, q ≥ 2, the grading group be Lw and the
graded k[x, y]/(w)-modules k, Mx, My and Mxy be as described above. Then
the corresponding graded category of singularities DLwsg (k[x, y]/(w)) admits a full
strongly exceptional collection as follows:
(a) Split case (see Prop. 3.8 for n = 2): If w = xp+yq, the collection consists
of (p−1)(q−1) shifts of k of the form k(−i~x− j~y)[i+ j] for 0 ≤ i ≤ p−2,
0 ≤ j ≤ q − 2 arranged as on Figure 1.
(b) Chain case: If w = xp+xyq, the collection consists of pq− q+1 objects,
namely
• (p− 1)(q − 1) shifts of k as in (a),
• and p shifts of My of the form My(−i~x)[i] for −1 ≤ i ≤ p− 2,
arranged as on Figure 2.
(c) Loop case: If w = yxp+xyq, the collection consists of pq objects, namely
• (p− 1)(q − 1) shifts of k as in (a),
• p− 1 shifts of My of the form as in (b) for 0 ≤ i ≤ p− 2,
• q − 1 shifts of Mx of the form Mx(−j~y)[j] for 0 ≤ j ≤ q − 2,
• and one extra-object Mxy(~x+ ~y)[−1],
arranged as on Figure 3.
Legend: For the sake of readability, we did not apply shifts [•] to the objects on
Figures 1–3. Instead, we used the notation X
[k]
−→ Y to denote a one-dimensional
space of morphisms from X to Y [k], or more generally, from X [i] to Y [i + k]
for i ∈ Z.
Remark 3.17. By definition, an exceptional collection is an ordered sequence of
objects. When we say that the exceptional collection is arranged as in Figures 1–
3, we mean that the objects can be rearranged into a 1-dimensional sequence
in which the morphisms go only in one direction. For example, in the given
situation, one may use lexicographic ordering, since our arrows go only in the
rightward and upward directions.
3.2.5 Verifying exceptionality
In order to prove Proposition 3.16, we firstly need to check that our collections
are indeed strong and exceptional and have morphisms exactly as described
on the corresponding figures. We do this in the following lemma by using
information about the morphisms from Table 2 and about the group Lw from
Table 1.
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k(−(q − 2)~y) k(−~x− (q − 2)~y) ... k(−(p− 2)~x− (q − 2)~y)
... ... ... ...
k(−~y) k(−~x− ~y) ... k(−(p− 2)~x− ~y)
k k(−~x) ... k(−(p− 2)~x)
[1] [1] [1]
[1]
[2]
[1]
[2]
[1]
[1]
[2]
[1]
[1]
[2]
[1]
[2]
[1]
[1]
[1] [2]
[1]
[1]
[2]
[1]
[2]
[1]
[1]
Figure 1: (2-split) Exceptional collection in DLwsg (k[x, y]/(w)) for w = x
p + yq
k(−(q − 2)~y) k(−~x − (q − 2)~y) ... k(−(p− 2)~x− (q − 2)~y)
... ... ... ...
k(−~y) k(−~x − ~y) ... k(−(p− 2)~x− ~y)
k k(−~x) ... k(−(p− 2)~x)
My(~x) My My(−~x) ... My(−(p− 2)~x)
[1] [1] [1]
[1]
[2]
[1]
[2]
[1]
[1]
[2]
[1]
[1]
[2]
[1]
[2]
[1]
[1]
[1] [2]
[1]
[1]
[2]
[1]
[2]
[1]
[1]
[1]
[1]
[0]
[1]
[0] [1] [0]
Figure 2: (2-chain) Exceptional collection inDLwsg (k[x, y]/(w)) for w = x
p+xyq
Mx(−(q − 2)~y) k(−(q − 2)~y) k(−~x− (q − 2)~y) ... k(−(p− 2)~x− (q − 2)~y)
... ... ... ... ...
Mx(−~y) k(−~y) k(−~x− ~y) ... k(−(p− 2)~x− ~y)
Mx k k(−~x) ... k(−(p− 2)~x)
Mxy(~x+ ~y) My My(−~x) ... My(−(p− 2)~x)
[0] [1] [1] [1]
[1]
[1]
[2]
[1]
[2]
[1]
[1]
[0]
[1]
[2]
[1]
[1]
[2]
[1]
[2]
[1]
[1]
[1]
[0]
[1] [2]
[1]
[1]
[2]
[1]
[2]
[1]
[1]
[1]
[1]
[0]
[1]
[0] [1] [0]
Figure 3: (2-loop) Exceptional collection inDLwsg (k[x, y]/(w)) for w = yx
p+xyq
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Lemma 3.18. The collections described in Proposition 3.16 are strongly excep-
tional and the morphisms are as depicted on Figures 1–3.
Proof. The proof consists of considering many similar cases. Let us, for example,
consider the chain type polynomial w = xp + xyq, and morphism spaces from
the given shifts of k to the given shifts of My. In this case, we should prove
that all such morphisms are zero as depicted on the Figure 2.
From Table 2, we see that the morphisms from k to the shifts of My in the
ungraded category Dsg(k[x, y]/(w)) are as follows:
HomDsg(k[x,y]/(w))(k,My[2k]) = k(~x+ ~y − ~w + k ~w),
HomDsg(k[x,y]/(w))(k,My[2k + 1]) = k(~y + k ~w),
for all k ∈ Z. Thus the morphisms in the corresponding graded category
DLwsg (k[x, y]/(w)) are as follows (see Step 4 of Recipe 2.31):
Hom
D
Lw
sg (k[x,y]/(w))
(k,My(l)[2k]) =
{
k, if l+ ~x+ ~y − ~w + k ~w = 0,
0 otherwise,
Hom
D
Lw
sg (k[x,y]/(w))
(k,My(l)[2k + 1]) =
{
k, if l+ ~y + k ~w = 0,
0 otherwise.
We now see that the non-trivial morphisms from k to My(l)[•] may exist
only when l + ~x+ ~y ∈ 〈~w〉 or l + ~y ∈ 〈~w〉, that is when
(∗) l¯ + x¯+ y¯ = 0 or l¯ + y¯ = 0 in Lw,
where l¯ is the class of l in Lw. In our collection, however, we are only using
the shifts k(−i1~x − j~y) for 0 ≤ i1 ≤ p − 2, 0 ≤ j ≤ q − 2, and My(−i2~x) for
−1 ≤ i2 ≤ p − 2. So in order to show that there are no morphisms from the
shifts of k to the shifts of My in our collection, we just need to check that the
condition (∗) on l¯ never holds for l = −i2~x− (−i1~x− j~y) = (i1 − i2)~x+ j~y.
To show the latter, we use information about the group Lw from Table 1.
Since x¯ = −qy¯, we have l¯ = (i1 − i2)x¯ + jy¯ = (−q(i1 − i2) + j)y¯. Similarly,
l¯+ x¯+ y¯ = (−q(i1− i2+1)+ j+1)y¯ and l¯+ y¯ = (−q(i1− i2) + j+1)y¯. Since y¯
has order pq in Lw, the elements l¯ + x¯+ y¯ and l¯ + y¯ may be equal to zero only
when pq|(−q(i1 − i2 + 1) + j + 1) or pq|(−q(i1 − i2) + j + 1) respectively. In
particular, this would imply that q|(j + 1) in either case. However, this cannot
happen, since 1 ≤ (j+1) ≤ q− 1 by assumption. Thus the non-zero morphisms
cannot occur between the given sets of shifts of k and My. This concludes the
proof in the this case.
To complete the proof, we need to consider all types of w, all possible pairs
of objects among k, My, Mx and Mxy, and the morphisms from the shifts of
the first object to the shifts of the second one. This gives us in total 1 case
when w has split type, 4 cases when w has chain type (since we have 2 kinds
of objects in the collection, k and My), and 16 cases when w has loop type
(since 16 = 42 for 4 kinds of objects). The argument however stays the same
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in each of the cases, so we omit it. The only difference is that if there are some
arrows present between the given groups of objects on Figures 1–3, then instead
of showing that the condition analogous to (∗) never holds, we just show that
it holds exactly in the cases depicted on the corresponding figures.
For example, in the case of the morphisms from the shifts of k to themselves
(for all types of w), we see from Table 2 that the morphisms from k to k(l)[•]
are non-trivial only when
(∗∗) one of l¯, l¯ + x¯, l¯ + y¯ or l¯ + x¯+ y¯ is zero in Lw.
Then, comparing the shifts k(−i1~x−j1~y) and k(−i2~x−j2~y) for the given bounds
on i1, i2, j1, j2, setting l = (−i2~x− j2~y)− (−i1~x− j1~y) and using information
from the last column of Table 1, we see that (∗∗) may hold only when i2 = i1+εx
and j2 = j1+εy, where (εx, εy) ∈ {0, 1}
2. The four cases for (εx, εy) will give us
respectively the horizontal, vertical and diagonal arrows on Figures 1–3 (with
the prescribed shifts [•]), as well as the condition that k is exceptional (for
εx = εy = 0).
3.2.6 Generating shifts of k
The second part of the proof of Proposition 3.16 consists of generating a bunch
of shifts of the object k from the objects of the given collection. To do this we
use an idea described in [Ued06, Section 4] and [FU11, Lemma 4.2]. Namely, we
consider simple short exact sequences in the category of k[x, y]/(w)-modules and
use them to generate new objects from the given ones. Since we need to repeat
similar steps multiple times, we also formulate them in terms of the so-called
generation rules. We then apply these rules to the objects of the given collection
until we generate all the desired shifts of k. Also, our Lemma 2.30 comes in
handy here since it often allows us to simplify generation rules by removing zero
objects. This whole procedure is detalized in the following lemma.
Lemma 3.19. The collections described in Proposition 3.16 generate the mod-
ules k(−i~x− j~y) for all 0 ≤ i ≤ p− 1 and 0 ≤ j ≤ q − 1.
Proof. Step 1 (short exact sequences). Consider the graded k[x, y]/(w)-modules
Mx,i = k[x]/(x
i) and My,j = k[y]/(y
j), where 1 ≤ i ≤ p and 1 ≤ j ≤ q,
with the obvious actions of x and y. In particular, we have Mx,1 = My,1 = k.
Similarly to [Ued06] and [FU11], we consider the following short exact sequences
of modules:
0→ k(−i~x)
xi
−→Mx,i+1
1
−→Mx,i → 0, (3.2)
0→ k(−j~y)
yj
−→My,j+1
1
−→My,j → 0, (3.3)
where 1 ≤ i ≤ p− 1 and 1 ≤ j ≤ q − 1.
In the split and chain cases, the module Mx,p = k[x]/(x
p) is perfect by
Lemma 2.30 (put K = k[x] considered as a k[x, y]-module with a trivial action
of y), hence it is a zero object in DLwsg (k[x, y]/(w)). In the loop case, however,
the object Mx and its shift give us the following short exact sequence for Mx,p:
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0→Mx(−p~x)
xp
−→Mx
1
−→Mx,p → 0. (3.4)
Similarly, My,q is a zero object in D
Lw
sg (k[x, y]/(w)) in the split case, and is
embedded in the following short exact sequence in the chain and loop cases:
0→My(−q~y)
yq
−→My
1
−→My,q → 0. (3.5)
In the loop case, we will also use the following short exact sequences:
0→Mx(−~x)
x
−→Mx
1
−→ k→ 0, (3.6)
0→My(−~y)
y
−→My
1
−→ k→ 0, (3.7)
0→Mx(−~x)
x
−→Mxy
1
−→My → 0, (3.8)
0→My(−~y)
y
−→Mxy
1
−→Mx → 0, (3.9)
Each of the above short exact sequences gives rise to a distinguished triangle
inDLwsg (k[x, y]/(w)) which can be used for generating each object of this triangle
from the other two.
Step 2 (generation rules). Now, let us use the short exact sequences from Step 1
in order to build various generation rules. For example, let us use sequences
(3.2) for all 1 ≤ i ≤ p − 1 to show that the objects k(−i~x) for 0 ≤ i ≤ p − 2
together with Mx,p generate k(−(p− 1)~x). Indeed, by induction on i and (3.2),
we can generateMx,p−1 from the above shifts of k. Then by plugging in i = p−1
into (3.2), we see that k(−(p − 1)~x) is generated by Mx,p−1 and Mx,p which
concludes this argument. We can also shift the grading in the argument to
show that the objects k(−i~x + l) for 0 ≤ i ≤ p − 2 together with the object
Mx,p(l) generate the object k(−(p − 1)~x + l) for any l ∈ Lw. We can express
this situation as follows:
k(−(p− 1)~x+ l) ∈
〈
k(l), . . . ,k(−(p− 2)~x+ l),Mx,p(l)
〉
. (3.10)
Similarly, the objects k(−j~y+ l) for 0 ≤ j ≤ q−2 andMy,q(l) generate k(−(q−
1)~x+ l) for any l ∈ Lw:
k(−(q − 1)~y + l) ∈
〈
k(l), . . . ,k(−(q − 2)~y + l),My,q(l)
〉
. (3.11)
These will be our first generation rules.
We have noted previously that depending on the type of w, either Mx,p is a
perfect module, hence a zero object in DLwsg (k[x, y]/(w)), or it can be generated
from Mx and Mx(−p~x) by (3.4). Also, in the latter case w is loop, and we
have ~y + p~x = ~w, so Mx(−p~x) = Mx(−w + ~y) ≃ Mx(~y)[−2]. Hence Mx,p can
be generated from Mx and Mx(~y). Similarly, My,q is either zero (when w is
split) or can be generated from My and My(~x) (when w is chain or loop and
~x+ q~y = ~w). Summarizing these arguments, we see that in the “zero” cases for
Mx,p and My,q, the rules (3.10) and (3.11) simplify to the following:
k(−(p− 1)~x+ l) ∈
〈
k(l), . . . ,k(−(p− 2)~x+ l)
〉
, (3.12)
k(−(q − 1)~y + l) ∈
〈
k(l), . . . ,k(−(q − 2)~y + l)
〉
, (3.13)
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while in the “non-zero” cases, we get respectively:
k(−(p− 1)~x+ l) ∈
〈
k(l), . . . ,k(−(p− 2)~x+ l),Mx(l),Mx(~y + l)
〉
, (3.14)
k(−(q − 1)~y + l) ∈
〈
k(l), . . . ,k(−(q − 2)~y + l),My(l),My(~x + l)
〉
, (3.15)
for any l ∈ Lw.
In the loop case, we will need one more generation rule. We firstly note
that by (3.6), Mx(−~x) is generated by Mx and k. Shifting this statement by
−i~x for 0 ≤ i ≤ p − 2 and applying induction, we see that Mx(−(p − 1)~x)
is generated by Mx and {k(−i~x) | 0 ≤ i ≤ p − 2}. Then we notice that
Mx(−(p − 1)~x) = Mx(−(q − 1)~y) = Mx(−~w + ~x + ~y) ≃ Mx(~x + ~y)[−2], since
~w = ~y + p~x = ~x+ q~y. Summarizing, we get the following:
Mx(−(q − 1)~y), Mx(~x+ ~y) ∈
〈
k, . . . ,k(−(p− 2)~x),Mx
〉
. (3.16)
Step 3 (step-by-step generation). Using the generation rules obtained in Step 2,
we can generate the desired shifts of k for each type of w from the given collection
as follows.
In the split case, let us quickly recap the argument from [FU11]. We already
have shifts k(−i~x − j~y) for 0 ≤ i ≤ p − 2 and 0 ≤ j ≤ q − 2 in our collection.
Thus we can apply (3.12) for l = −j~y to generate k(−(p − 1)~x − j~y) from the
latter shifts for all 0 ≤ j ≤ q− 2. Then, we apply (3.13) for l = −i~x to generate
k(−i~x− (q − 1)~y) for all 0 ≤ i ≤ p− 1. This gives us the shifts k(−i~x− j~y) for
all 0 ≤ i ≤ p− 1 and 0 ≤ j ≤ q − 1 as was needed.
Similarly, in the chain case, we firstly use (3.15) for l = −i~x and the given
shifts of k and My to generate k(−i~x − (q − 1)~y) for all 0 ≤ i ≤ p − 2. Then,
we use (3.12) for l = −j~y, 0 ≤ j ≤ q − 1, to generate the rest of the shifts of k.
In the loop case, we can proceed similarly to the split and chain cases.
However, for that we also need to preliminarily generate few more helper objects.
Namely, we firstly use (3.16) to generateMx(~x+~y) andMx(−(q−1)~y). Shifting
(3.9) by ~x + ~y, we see that My(~x) is generated by Mxy(~x + ~y) and Mx(~x + ~y).
Thus My(~x) is also generated by our collection. Repeating this argument while
substituting x ↔ y, p ↔ q, we get that Mx(~y) and My(−(p − 1)~x) are also
generated by our collection. Now, since we have generated My(~x), we can
repeat the first step of the argument for the chain case in order to generate
k(−i~x − (q − 1)~y) for all 0 ≤ i ≤ p − 2 by using (3.15). After that, we can
similarly use (3.14) and all Mx(−j~y) for −1 ≤ j ≤ q − 1 in order to generate
k(−(p− 1)~x− j~y) for all 0 ≤ j ≤ q − 1.
3.2.7 Proof of Proposition 3.16 and concluding remarks
After making all necessary checks and computations, we can conclude the proof
of our proposition as follows.
Proof of Proposition 3.16. In Lemma 3.18, we checked that the collections from
Figures 1–3 are indeed exceptional and strong. In Lemma 3.19, we showed
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that these collections generate the shifts k(−i~x− j~y) for all 0 ≤ i ≤ p− 1 and
0 ≤ j ≤ q−1. Finally, by Lemma 3.10, the generation criterion of Proposition 3.6
and Remark 3.7, we see that the collections are full. This concludes the proof
of this proposition.
Remark 3.20. If one wants to finish describing the category of singularity
in the spirit of Proposition A.13, one should also study the compositions of
the morphisms. It is actually quite easy to describe the compositions on our
figures since all the spaces are 1-dimensional. For that we just need to provide
generators for these vector spaces and to write down the corresponding relations.
We already know that the composition of two vertical arrows is trivial because
there are no non-trivial morphisms between the vertices that do not belong to
the same unit square. Similarly, the composition of two horizontal arrows is also
trivial. So, our relations reduce to comparing the composition of one vertical
and one horizontal arrow in each square with the corresponding diagonal arrow.
Let us describe the generators explicitly. The short exact sequence (3.2) for
i = 1 defines an element of Ext1k[x,y]/(w)(k,k(−~x)) = HomDb(k,k(−~x)[1]) in the
bounded derived category of Lw-graded k[x, y]/(w)-modules. Let us denote it
by ex. The morphism ex is actually non-zero in D
Lw
sg (k[x, y]/(w)). (This can be
checked, for example, by Remark 2.40.) Thus we can choose ex and its shifts
as the generators for the horizontal morphism spaces on Figures 1–3. Similarly,
the sequence (3.3) for j = 1 defines an element ey of HomDb(k,k(−~y)[1]) which
is a non-zero morphism in Dsg. Thus we can choose it as the generator for
the vertical morphisms spaces. Finally, we can check that the compositions
(ey(−~x)[1])◦ex and (ex(−~y)[1])◦ey are non-zero morphisms from k to k(−~x−~y)
in Dsg, hence either of them can be chosen as the generator for the diagonal
morphism space. Moreover, the sum of these two morphisms is a zero morphism
in Dsg. Thus, the only non-trivial relation that we have for the arrows between
the shifts of k is: eyex + exey = 0. (Here, we omitted the shifts for the sake of
clarity.)
Similarly, we can consider the morphism spaces from Mx and My to k. In
this case, the generators are given by the standard module projections Mx =
k[x]
x 7→0
−−−→ k and My = k[y]
y 7→0
−−−→ k which are also non-trivial morphisms in the
singularity category. Let us denote these morphisms by fx and fy respectively.
Then one can check that the composition ex ◦ fy gives a non-zero morphism in
Dsg, hence provides a generator for the diagonal arrows fromMy to k. Similarly,
ey ◦ fx provides a generator for the diagonal arrows from Mx to k.
To complete the picture, let us provide a generator for the diagonal arrow
fromMxy(~x+~y) to k[1] in the loop case. We choose it to be a morphism defined
by the extension
0→ k
xy
−→
(
k[x, y]/(x2y, xy2)
)
(~x+ ~y)
1
−→Mxy(~x+ ~y)→ 0.
This morphism is non-trivial in Dsg, so it defines the needed generator.
Remark 3.21. If one uses the geometric language as described in [BFK13],
the graded modules will be represented by the equivariant sheaves over A2k. In
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particular, k will correspond to the structure sheaf of the origin, Mx to the
structure sheaf of the x-axis, My to the structure sheaf of the y-axis, and Mxy
to the structure sheaf of the union of the x- and y-axes. Then the modules Mx,
My and Mxy will be well-defined over k[x, y]/(w) exactly when their supports
(x- and y-axes) will lie on the hypersurface {w = 0} in A2k.
3.3 n = 3
Here we consider the case of n = 3 and R = k[x, y, z]. In this case, the clas-
sification of Example 3.2 gives us 5 different types of invertible polynomials
w ∈ k[x, y, z]. Let us call the corresponding subcases as follows:
(a) 3-splita for w = xp + yq + zr, (b) 3-splitb for w = xp + xyq + zr,
(c) 3-splitc for w = yxp + xyq + zr, (d) 3-chain for w = xp + xyq + yzr,
and (e) 3-loop for w = zxp + xyq + yzr, where p, q, r ≥ 2 in each case.
Remark. The first three split cases, are obtained from the three 2-dimensional
cases considered in §3.2 by adding the monomial zr.
In this case, we repeat all the steps done for the case of n = 2. We will also
reuse a lot of arguments for n = 2 as well. The explicit exceptional collections
are described in Proposition 3.24 and on Figures 4–9.
3.3.1 The maximal grading groups
The maximal grading groups Lw on k[x, y, z] making all of x, y, z and w homo-
geneous, and the corresponding quotient groups Lw = Lw/〈~w〉, are described in
Table 3. Similarly to the case of n = 2, we will use the following fact about the
groups Lw.
Lemma 3.22. In the three 3-split cases and the 3-chain case, the sequence
(−ix¯− jy¯− kz¯ | 0 ≤ i ≤ p− 1, 0 ≤ j ≤ q− 1, 0 ≤ k ≤ r− 1) contains all of the
elements of the group Lw. In the 3-loop case, this sequence contains all of the
elements of Lw except for x¯+ y¯ + z¯.
Proof. The same as in Lemma 3.10.
3.3.2 The objects
Similarly to the case of n = 2, we will use the shifts of the following modules
for the exceptional collections in DLwsg (k[x, y, z]/(w)). First of all, we use k
considered as the module over k[x, y, z]/(w) with the trivial actions of x, y and z.
Then, we consider the k[x, y, z]-modules Mx = k[x], My = k[y], Mz = k[z],
Mxy = k[x, y]/(xy) and Mxyz = k[x, y, z]/(xy, yz, xz) with the obvious actions
of x, y and z. Depending on whether w acts on them trivially or not, these
modules may or may not be well-defined over the quotient k[x, y, z]/(w). This
situation is summarized in the following list:
(a) w = xp + yq + zr — only k is well-defined,
(b) w = xp + xyq + zr — k and My are well-defined,
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case w Lw Lw = Lw/〈~w〉
(a) 3-splita xp + yq + zr Z 〈~x, ~y, ~z〉
/〈
p~x = q~y
= r~z
〉 Z 〈x¯, y¯, z¯〉/〈px¯ = qy¯ =rz¯ = 0 〉
≃ Z/pZ⊕ Z/qZ⊕ Z/rZ,
basis: (x¯, y¯, z¯)
(b) 3-splitb xp + xyq + zr Z 〈~x, ~y, ~z〉
/〈
p~x = r~z
= ~x+ q~y
〉 Z 〈x¯, y¯, z¯〉/〈 px¯ =x¯+ qy¯ =
rz¯ = 0
〉
≃ Z/pqZ⊕ Z/rZ,
basis: (y¯, z¯)
(c) 3-splitc yxp + xyq + zr Z 〈~x, ~y, ~z〉
/〈
~y + p~x =
~x+ q~y =
r~z
〉
Z 〈x¯, y¯, z¯〉
/〈
y¯ + px¯ =
x¯+ qy¯ =
rz¯ = 0
〉
≃ Z/(pq − 1)Z⊕ Z/rZ,
basis: (x¯, z¯) or (y¯, z¯)
(d) 3-chain xp + xyq + yzr Z 〈~x, ~y, ~z〉
/〈
p~x =
~x+ q~y =
~y + r~z
〉
Z 〈x¯, y¯, z¯〉
/〈
px¯ =
x¯+ qy¯ =
y¯ + rz¯ = 0
〉
≃ Z/pqrZ, generator: z¯
(e) 3-loop zxp + xyq + yzr Z 〈~x, ~y, ~z〉
/〈
~z + p~x =
~x+ q~y =
~y + r~z
〉
Z 〈x¯, y¯, z¯〉
/〈
z¯ + px¯ =
x¯+ qy¯ =
y¯ + rz¯ = 0
〉
≃ Z/(pqr + 1)Z,
generators: x¯, y¯, z¯
Table 3: Maximal grading groups on k[x, y, z]/(w)
(c) w = yxp + xyq + zr — k, Mx, My and Mxy are well-defined,
(d) w = xp + xyq + yzr — k, My and Mz are well-defined,
(e) w = zxp + xyq + yzr — k, Mx, My, Mz, Mxy and Mxyz are well-defined.
Remark 3.23. In the proof of fullness for the 3-loop case, we will also use the
modules Mxz = k[x, z]/(xz) and Myz = k[y, z]/(yz).
3.3.3 The morphisms
We follow the same method as in the case of n = 2. Firstly, we provide the
projective resolutions for our modules and then follow Recipe 2.31.
All of the modules listed in §3.3.2, except for Mxyz, are the quotients of
k[x, y, z] over a regular ideal, so we can apply the procedure from [Dyc11] for
them the same way as in the case of n = 2 and use Koszul resolutions as follows.
For k, we notice that k = k[x, y, z]/(x, y, z) where (x, y, z) is a regular se-
quence. Decomposing w = wxx + wyy + wzz, where wx = x
p−1 or zxp−1,
wy = y
q−1, xyq−1 or zyq−1, and wz = z
r−1 or yzr−1, depending on the type of
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w, we get the following projective resolution:
P •k =
. . .


x y z 0
−wy wx 0 z
−wz 0 wx −y
0 −wz wy x


−−−−−−−−−−−−−−→
A(−2~w)⊕
A(−~w − ~x− ~y)⊕
A(−~w − ~x− ~z)⊕
A(−~w − ~y − ~z)


wx −y −z 0
wy x 0 −z
wz 0 x y
0 wz −wy wx


−−−−−−−−−−−−−→
A(−~w − ~x)⊕
A(−~w − ~y)⊕
A(−~w − ~z)⊕
A(−~x− ~y − ~z)


x y z 0
−wy wx 0 z
−wz 0 wx −y
0 −wz wy x


−−−−−−−−−−−−−−→
A(−~w)⊕
A(−~x− ~y)⊕
A(−~x− ~z)⊕
A(−~y − ~z)
(
wx −y −z 0
wy x 0 −z
wz 0 x y
)
−−−−−−−−−−−→
A(−~x)⊕
A(−~y)⊕
A(−~z)
( x y z )
−−−−−→ A
)
1
−→ k,
which is quasi-periodic on the left.
For Mz, we have Mz = k[z] = k[x, y, z]/(x, y), where (x, y) is the regular
sequence in k[x, y, z]. We decompose w = wxx + wyy with wx = c1x
p−1 and
wy = c2y
q−1+ zr, where c1 = 1 or z, and c2 = 1, x or z, depending on the case.
The projective resolution is then as follows:
P •Mz =
(
. . .
(
wx −y
wy x
)
−−−−−−→ A(−~w − ~x)⊕A(−~w − ~y)
( x y
−wy wx
)
−−−−−−−→ A(−~w)⊕ A(−~x− ~y)
(
wx −y
wy x
)
−−−−−−→ A(−~x)⊕A(−~y)
(x y )
−−−→ A
)
1
−→Mz.
The projective resolutions for My = k[y] = k[x, y, z]/(x, z), Mx = k[x] =
k[x, y, z]/(y, z) andMxy = k[x, y]/(xy) = k[x, y, z]/(xy, z) can be built similarly
by using decompositions w = wxx+wzz, w = wyy+wzz and w = wxyxy+wzz
respectively with the appropriate coefficients depending on the type of w.
The module Mxyz cannot be presented as k[x, y, z]/I where I is generated
by a regular sequence of elements. However, we notice that there is a short
exact sequence 0 → Mx(−~x)
x
−→ Mxyz → Myz → 0. Thus as soon as we have
projective resolutions P • → Mx and Q
• → Myz, we can use a standard proce-
dure of homological algebra to build a projective resolution for Mxyz. Namely,
we just take the direct sum P • ⊕Q• and deform the differential. Applying this
method to the resolutions of Mx and Myz obtained above, we get the following:
P •Mxyz =
. . . −→ A(−~w − ~x− ~y)⊕A(−~w − ~x− ~z)⊕A(−~w − ~x)⊕
A(−~w − ~y − ~z)


y z −1 0
−wz wy 0 y
q
0 0 x yz
0 0 −w′yz w
′
x


−−−−−−−−−−−−−−→
A(−~w − ~x)⊕
A(−~x− ~y − ~z)
⊕A(−~w)⊕
A(−~x− ~y − ~z)


wy −z y
q−1 0
wz y x
p−1 −y
0 0 w′x −yz
0 0 w′yz x


−−−−−−−−−−−−−−→ A(−~x−~y)⊕A(−~x−~z)
⊕A(−~x)⊕A(−~y−~z)
(
y z −1 0
0 0 x yz
)
−−−−−−−−→ A(−~x)⊕A
)
( x 1 )
−−−→Mxyz,
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where w = zxp + xyq + yzr = wyy + wzz = w
′
xx + w
′
yzyz, with wy = xy
q−1,
wz = x
p+ yzr−1, w′x = zx
p−1+ yq and w′yz = z
r−1, and the resolution becomes
quasi-periodic on the left.
The rest of the steps of Recipe 2.31 are straightforward and can be done
as in Example 2.34. The morphisms between these objects in the categories of
singularitiesDLwsg (k[x, y, z]/(w)) are summarized in Table 4, with Remarks 3.13,
3.14 and 3.15 applying here as well.
3.3.4 Exceptional collections
Using the objects from §3.3.2 and information about the morphisms between
them from Table 4, we can build the exceptional collections in the graded cate-
gories of singularities DLwsg (k[x, y, z]/(w)) as in the following proposition.
Proposition 3.24. Let the ring be R = k[x, y, z], the potential w be one of
the 5 types listed above, the grading group be Lw and the graded k[x, y, z]/(w)-
modules k, Mx, My, Mz, Mxy and Mxyz be as described in §3.3.2. Then the
corresponding graded category of singularities DLwsg (k[x, y, z]/(w)) admits a full
strongly exceptional collection as follows:
(a) Splita case (see Prop. 3.8 for n = 3): If w = xp + yq + zr, the collection
consists of
• (p−1)(q−1)(r−1) shifts of k of the form k(−i~x− j~y−k~z)[i+ j+k]
for 0 ≤ i ≤ p− 2, 0 ≤ j ≤ q − 2, 0 ≤ k ≤ r − 2,
arranged as on Figure 4.
(b) Splitb case: If w = xp+xyq+zr, the collection consists of (pq−q+1)(r−1)
objects, namely
• (p− 1)(q − 1)(r − 1) shifts of k as in (a),
• and p(r − 1) shifts of My of the form My(−i~x− k~z)[i+ k] for −1 ≤
i ≤ p− 2 and 0 ≤ k ≤ r − 2,
arranged as on Figure 5.
(c) Splitc case: If w = yxp + xyq + zr, the collection consists of pq(r − 1)
objects, namely
• (p− 1)(q − 1)(r − 1) shifts of k as in (a),
• (p− 1)(r− 1) shifts of My of the form as in (b) for 0 ≤ i ≤ p− 2 and
0 ≤ k ≤ r − 2,
• (q − 1)(r − 1) shifts of Mx of the form Mx(−j~y − k~z)[j + k] for
0 ≤ j ≤ q − 2 and 0 ≤ k ≤ r − 2,
• and r − 1 shifts of Mxy of the form Mxy(~x + ~y − k~z)[−1 + k] for
0 ≤ k ≤ r − 2,
arranged as on Figure 6.
(d) Chain case: If w = xp+xyq+yzr, the collection consists of pqr−qr+r−1
objects, namely
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• (p− 1)(q − 1)(r − 1) shifts of k as in (a),
• p(r − 1) shifts of My as in (b),
• and (p− 1)q shifts of Mz of the form Mz(−i~x− j~y)[i+ j] for 0 ≤ i ≤
p− 2, 0 ≤ j ≤ q − 2, and for −1 ≤ i ≤ p− 3, j = −1,
arranged as on Figure 8.
(e) Loop case: If w = zxp+ xyq+ yzr, the collection consists of pqr objects,
namely
• (p− 1)(q − 1)(r − 1) shifts of k as in (a),
• p(r − 1) shifts of My as in (b),
• (q − 1)r shifts of Mx of the form as in (c) for 0 ≤ j ≤ q − 2 and
−1 ≤ k ≤ r − 2,
• (p − 1)q shifts of Mz of the form as in (d) for 0 ≤ i ≤ p − 2 and
−1 ≤ j ≤ q − 2,
• and one extra-object Mxyz(~x+ ~y + ~z)[−2],
arranged as on Figure 9.
Legend: (a) On Figures 4–9, the objects are placed in the 3-dimensional grid as
follows. The object k is always placed at the origin. It is situated at the bottom-
front-left corner of the red cube. All other objects are placed at the points with
the following coordinates:
• k(−i~x− j~y − k~z)[i + j + k] at (i, j, k) – the red cube,
• Mz(−i~x− j~y)[i+ j] at (i, j,−1) – the bottom/blue face,
• My(−i~x− k~z)[i + k] at (i,−1, k) – the front/green face,
• Mx(−j~y − k~z)[j + k] at (−1, j, k) – the left/yellow face,
• Mxy(~x + ~y − k~z)[−1 + k] at (−1,−1, k) – the front-left edge,
• and Mxyz(~x+ ~y + ~z)[−2] at (−1,−1,−1) – the bottom-front-left point.
(b) On these figures, we did not write the shifts [•] so that to not clutter up the
space. However, it should be assumed that the objects are shifted as in the above
listing.
(c) For the objects lying in the same unit cube, there are arrows between them in
directions (εx, εy, εz) for εx, εy, εz ∈ {0, 1}, except for the cases indicated under
each figure. Each arrow denotes a one-dimensional morphism space between the
corresponding shifted objects except for one arrow from Mxyz(~x+ ~y + ~z)[−2] to
k in the loop case which denotes a two-dimensional morphism space.
Remark 3.25. The cases (a), (b) and (c) are split in a sense that w can be
decomposed as w = v+zr, where v is an invertible polynomial in k[x, y]. In these
cases, our 3-dimensional collections can be thought as the “Thom-Sebastiani
products” of the 2-dimensional collections of Proposition 3.16 for R = k[x, y],
w = v, with the 1-dimensional collection of Example 3.9 for R = k[z], w = zr.
Namely, we see that all the horizontal slices of Figures 4–6 coincide with the
2-dimensional diagrams of Figures 1–3 shifted by (−k~z), where the slices are
indexed by 0 ≤ k ≤ r − 2 starting from the bottom one, and where we treat
modules over k[x, y]/(v) as the modules over k[x, y, z]/(w) with the trivial action
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of z. Due to this fact, most of the arguments for the split cases reduce to the
arguments made for the corresponding invertible polynomials in the case of
n = 2.
3.3.5 Verifying exceptionality
Similarly to the case of n = 2, in order to prove Proposition 3.24 we firstly need
to check that the listed collections are indeed exceptional and strong and have
the morphisms exactly as described on the corresponding figures. We do this in
the following lemma by using information about the morphisms from Table 4
and about the group Lw from Table 3.
Lemma 3.26. The collections described in Proposition 3.24 are strongly excep-
tional and the morphisms are as depicted on the corresponding figures.
Proof. The argument is the same as in the proof of Lemma 3.18. For each
type of w we need to see which modules we are using in our collection among
k, Mz, My, Mx, Mxy and Mxyz and we should consider all different pairs of
such modules. When we fixed the first and the second module, we should use
information about the morphisms between them from Table 4 and properties
of the grading group from Table 3 in order to conclude that the morphisms
between the shifts of the first module to the shifts of the second module are
only the ones depicted on the corresponding figures.
In the 3-splita case, only the module k is used, so we should consider only one
pair (k,k). From the structure of the group Lw and of the morphisms from k to
the shifts of k, it follows that the only morphisms that may occur on Figure 4
are the morphisms to the adjacent objects in directions (εx, εy, εz) ∈ {0, 1}
3.
Similarly, in the 3-splitb case, we have two modules k and My, hence four
possible pairs. In the 3-splitc case, we have four objects k, My, Mx and Mxy,
hence 16 pairs. However, due to the x-y-symmetry, it is enough to consider
only 10 different pairs in this case. In the 3-chain case, three modules are used,
so we have 9 possible pairs. In the 3-loop case, five modules are used, so we
have 25 different pairs. However, due to a cyclic x-y-z-symmetry, we do not
need to consider all of them. Indeed, there are 4 pairs made out of objects k
and Mxyz which are symmetrical to themselves. The rest 21 pairs decompose
into 7 orbits of length 3 under the cyclic permutation of x, y and z. This gives
us only 4 + 7 = 11 pairs that we need to consider in this case.
The computations in each case for each pair of objects are straightforward
and are done exactly as in the proof of Lemma 3.18, so we omit them here.
Remark 3.27. Similarly, one can check that the non-strong collection for the
3-chain potential depicted on Figure 7 is also exceptional and has the morphisms
as described.
Remark 3.28. Due to Remark 3.25, the computations in the three split cases,
when w = v + zr, will mostly repeat the ones performed for the corresponding
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Hom(↓,→),
Hom(↓,→ [1])
k
(all cases)
My
(cases (b,c,d,e))
Mx
(cases (c,e))
k
(all cases)
k⊕ k(~x+ ~y − ~w)
⊕ k(~x+ ~z − ~w)
⊕ k(~y + ~z − ~w),
k(~x)⊕ k(~y)⊕ k(~z)
⊕ k(~x+ ~y + ~z − ~w)
k(~x+ ~y − ~w)⊕
k(~y + ~z − ~w),
k(~y)⊕
k(~x+ ~y + ~z − ~w)
k(~x+ ~y − ~w)⊕
k(~x+ ~z − ~w),
k(~x)⊕
k(~x+ ~y + ~z − ~w)
My
(cases (b,c,d,e))
k⊕ k(~x + ~z − ~w),
k(~x)⊕ k(~z)
k[y]/(yq),
k[y]/(yq)(~z)
k(~x+ ~z − ~w),
k(~x)
Mx
(cases (c,e))
k⊕ k(~y + ~z − ~w),
k(~y)⊕ k(~z)
k(~y + ~z − ~w),
k(~y)
k[x]/(xp),
k[x]/(xp)(ε)[
where ε = ~z for (c),
and ε = ~y for (e)
]
Mxy
(case (c) only)
k⊕ k(~x+ ~y + ~z − ~w),
k(~z)⊕ k(~x+ ~y)
k[y]/(yq−1),
k[y]/(yq−1)(~z)
k[x]/(xp−1),
k[x]/(xp−1)(~z)
Mz
(cases (d,e))
k⊕ k(~x+ ~y − ~w),
k(~x)⊕ k(~y)
k(~x+ ~y − ~w),
k(~y)
k(~x + ~y − ~w),
k(~x)
Mxyz
(case (e) only)
k⊕
k(~x+ ~y + ~z − ~w)⊕2,
k(~x+ ~y)⊕ k(~x+ ~z)
⊕ k(~y + ~z)
k[y]/(yq−1)⊕
k(~x+ ~y + ~z − ~w),
k[y]/(yq)(~y + ~z)
k[x]/(xp−1)⊕
k(~x+ ~y + ~z − ~w),
k[x]/(xp)(~x + ~y)
Hom(↓,→),
Hom(↓,→ [1])
Mxy
(case (c) only)
Mz
(cases (d,e))
Mxyz
(case (e) only)
k
(all cases)
k(~z − ~w)⊕
k(~x+ ~y − ~w),
k⊕
k(~x+ ~y + ~z − ~w)
k(~x+ ~z − ~w)⊕
k(~y + ~z − ~w),
k(~z)⊕
k(~x+ ~y + ~z − ~w)
k(~x− ~w)⊕ k(~y − ~w)
⊕ k(~z − ~w),
k⊕2 ⊕
k(~x+ ~y + ~z − ~w)
My
(cases (b,c,d,e))
k[y]/(yq−1)(−~y),
k[y]/(yq−1)(~z − ~y)
k(~x+ ~z − ~w),
k(~z)
k[y]/(yq)(−~y),
k⊕ k[y]/(yq−1)(~z − ~y)
Mx
(cases (c,e))
k[x]/(xp−1)(−~x),
k[x]/(xp−1)(~z − ~x)
k(~y + ~z − ~w),
k(~z)
k[x]/(xp)(−~x),
k⊕ k[x]/(xp−1)(~y − ~x)
Mxy
(case (c) only)
k[x](xp−1)⊕
k[y]/(yq−1)(−~y),
k[x](xq−1)(~z) ⊕
k[y]/(yq−1)(~z − ~y)
Mz
(cases (d,e))
k[z]/(zr),
k[z]/(zr)(~x)
k[z]/(zr)(−~z),
k⊕ k[z]/(zr−1)(~x − ~z)
Mxyz
(case (e) only)
k[z]/(zr−1)⊕
k(~x+ ~y + ~z − ~w),
k[z]/(zr)(~x + ~z)
k[x]/(xp) ⊕
k[y]/(yq−1)(−~y)⊕
k[z]/(zr−1)(−~z),
k[x]/(xp)(~y)⊕
k[y]/(yq−1)(~z)⊕
k[z]/(zr−1)(~x)
Table 4: Morphisms between the objects in Dsg(k[x, y, z]/(w)) for the five types
of invertible polynomials w listed in the beginning of §3.3
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xyz
k
k(−~x) k(−(p− 2)~x)
k(−(p− 2)~x− ~y)
k(−(p− 2)~x− (q − 2)~y)
k(−(p− 2)~x− (r − 2)~z)
k(−(p− 2)~x− (q − 2)~y − (r − 2)~z)
k(−(q − 2)~y − (r − 2)~z)
k(−(r − 2)~z)
k(−~z)
k(−~y)
Figure 4: (3-splita) Exceptional collection in DLwsg (k[x, y, z]/(x
p + yq + zr))
x
yz
My(−(p− 2)~x)
k(−(p− 2)~x)
k(−(p− 2)~x− ~y)
k(−(p− 2)~x− (q − 2)~y)
k(−(p− 2)~x− (r − 2)~z)
k(−(p− 2)~x− (q − 2)~y − (r − 2)~z)
k(−(q − 2)~y − (r − 2)~z)
k(−(r − 2)~z)
My(~x − (r − 2)~z)
My(−(r − 2)~z)
k
My(~x − ~z)
My(−~z)
My(~x)
My
There are no arrows in directions (1, 0, ∗) inside the front/green face, where
∗ = 0, 1.
Figure 5: (3-splitb) Exceptional collection in DLwsg (k[x, y, z]/(x
p + xyq + zr))
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xyz
My(−(p− 2)~x)
k(−(p− 2)~x)
k(−(p− 2)~x− ~y)
k(−(p− 2)~x− (q − 2)~y)
k(−(p− 2)~x− (r − 2)~z)
k(−(p− 2)~x− (q − 2)~y − (r − 2)~z)
k(−(q − 2)~y − (r − 2)~z)
k
Mxy(~x+ ~y − (r − 2)~z)
My(−(r − 2)~z)
Mxy(~x+ ~y − ~z)
Mxy(~x+ ~y) My
My(−~x)
Mx(−(q − 2)~y − (r − 2)~z)
Mx(−(r − 2)~z)
Mx
There are no arrows in directions (0, 1, ∗) inside the left/yellow face and no
arrows in directions (1, 0, ∗) inside the front/green face, where ∗ = 0, 1.
Figure 6: (3-splitc) Exceptional collection in DLwsg (k[x, y, z]/(yx
p + xyq + zr))
x
yz
k(−(p− 2)~x− (q − 2)~y)
k(−(p− 2)~x− (r − 2)~z)
k(−(p− 2)~x− (q − 2)~y − (r − 2)~z)
k(−(q − 2)~y − (r − 2)~z)
k(−(r − 2)~z)
My(~x− (r − 2)~z)
k
My(~x)
My
Mz(−(p− 2)~x)
Mz(−(p− 2)~x+ ~y)
Mz(−(p− 2)~x− (q − 2)~y)
Mz
Mz(~y)
There are no arrows in directions (1, 0, ∗) inside the front/green face and no
arrows in directions (∗, 1, 0) inside the bottom/blue face, where ∗ = 0, 1.
Figure 7: (3-chain, not strong) Exceptional collection in DLwsg (k[x, y, z]/(w))
for w = xp + xyq + yzr, which is not strong for p > 2 due to an extra-arrow
from Mz(−(p− 2)~x+ ~y)[p− 3] to My(~x)[−1] of degree p− 2
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xyz
k(−(p− 2)~x− (q − 2)~y)
k(−(p− 2)~x− (r − 2)~z)
k(−(p− 2)~x− (q − 2)~y − (r − 2)~z)
k(−(q − 2)~y − (r − 2)~z)
k(−(r − 2)~z)
My(~x − (r − 2)~z)
k
My
My(~x)
Mz(~y + ~x) Mz(−(p− 2)~x)
Mz(−(p− 3)~x+ ~y)
Mz(−(p− 2)~x− (q − 2)~y)
Mz
Mz(~y)
My(−(p− 2)~x)
There are no arrows in directions (1, 0, ∗) inside the front/green face and no
arrows in directions (∗, 1, 0) inside the bottom/blue face, where ∗ = 0, 1.
Figure 8: (3-chain) Exceptional collection in DLwsg (k[x, y, z]/(x
p + xyq + yzr))
x
yz
k(−(p− 2)~x− (q − 2)~y)
k(−(p− 2)~x− (r − 2)~z)
k(−(p− 2)~x− (q − 2)~y − (r − 2)~z)
k(−(q − 2)~y − (r − 2)~z)
My(~x− (r − 2)~z)
k
My
My(~x)
Mz(−(p− 2)~x)
Mz(−(p− 2)~x+ ~y)
Mz(−(p− 2)~x− (q − 2)~y)
Mz
My(−(p− 2)~x)
Mxyz(~x + ~y + ~z)
Mz(~y)
Mx(−(q − 2)~y − (r − 2)~z)
Mx(−(r − 2)~z)
Mx
There are no arrows in directions (1, 0, ∗) inside the front/green face, no
arrows in directions (∗, 1, 0) inside the bottom/blue face and no arrows in
directions (0, ∗, 1) inside the left/yellow face, where ∗ = 0, 1.
Figure 9: (3-loop) Exceptional collection in DLwsg (k[x, y, z]/(zx
p + xyq + yzr))
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polynomials v in the case n = 2. Indeed, in these cases, the group Lw de-
composes as Lv ⊕ Z/rZ, and one may notice that the morphisms between the
modules for w from Table 4 are related to the morphisms between the modules
for v from Table 2 as follows:
HomDsg(w)(X,Y ) = HomDsg(v)(X,Y )⊕HomDsg(v)(X,Y [1])(~z − ~w),
HomDsg(w)(X,Y [1]) = HomDsg(v)(X,Y [1])⊕HomDsg(v)(X,Y )(~z),
where ~w = r~z, Dsg(w) and Dsg(v) denote the ungraded categories of singulari-
ties Dsg(k[x, y, z]/(w)) and Dsg(k[x, y]/(v)) respectively, and X and Y are any
of the modules k, Mx, My andMxy considered as modules over both k[x, y]/(v)
and k[x, y, z]/(w). In particular, this implies that for any two objectsX and Y of
the collection for DLvsg (k[x, y]/(v)), the morphisms in D
Lw
sg (k[x, y, z]/(w)) from
X(−k1~z) to Y (−k2~z)[•] (from the k1-th to the k2-th slice) exist only when
k2 = k1 or k2 = k1 + 1 and when the morphisms from X to Y [•] existed in
DLvsg (k[x, y]/(v)).
3.3.6 Generating shifts of k
Here, we generate shifts of k from the objects of the given collections similarly
to the case of n = 2. We do this in Lemmas 3.29, 3.30 and 3.31 for the three
split cases, the chain case and the loop case respectively.
Lemma 3.29. The collections described in Proposition 3.24(a,b,c) generate the
modules k(−i~x− j~y−k~z) for all 0 ≤ i ≤ p− 1, 0 ≤ j ≤ q− 1 and 0 ≤ k ≤ r− 1.
Proof. By Remark 3.25, the horizontal slices of the 3-dimensional collections
coincide with the corresponding 2-dimensional collections shifted by (−k~z) for
the k-th slice. Thus we can repeat the proof of Lemma 3.19 verbatim for each
of the slices. In this way, we show that the objects of the k-th slice generate
k(−i~x− j~y − k~z) for all 0 ≤ i ≤ p− 1 and 0 ≤ j ≤ q − 1, where 0 ≤ k ≤ r − 2.
After that, similarly to the proof of Lemma 3.19, we notice that in each of
our three split cases, the object Mz,r = k[z]/(z
r) is zero in DLwsg (k[x, y, z]/(w))
by Lemma 2.30, hence we have a generation rule analogous to (3.12) and (3.13)
for the z-direction (for each l ∈ Lw):
k(−(r − 1)~z + l) ∈
〈
k(l), . . . ,k(−(r − 2)~z + l)
〉
. (3.17)
Applying this rule for l = −i~x− j~y, where 0 ≤ i ≤ p− 1 and 0 ≤ j ≤ q − 1, we
generate the modules k(−i~x−j~y−(r−1)~z) for all such i and j. Summarizing, we
see that we already got all the shifts of type k(−i~x−j~y−k~z) for all 0 ≤ i ≤ p−1,
0 ≤ j ≤ q − 1 and 0 ≤ k ≤ r − 1 as needed.
Lemma 3.30. The collection described in Proposition 3.24(d) generates the
modules k(−i~x− j~y−k~z) for all 0 ≤ i ≤ p− 1, 0 ≤ j ≤ q− 1 and 0 ≤ k ≤ r− 1.
Proof. Similarly to the proofs of Lemma 3.19 and Lemma 3.29, we will use the
given objects to add more shifts of k in 3 steps:
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1) expand in x-direction by adding k(−(p− 1)~x− j~y− k~z) for different j, k;
2) expand in y-direction by adding k(−i~x− (q − 1)~y − k~z) for different i, k;
3) expand in z-direction by adding k(−i~x− j~y − (r − 1)~z) for different i, j.
To perform x-expansion for k, we just notice thatMx,p = k[x]/(x
p) is perfect
by Lemma 2.30, hence we can use relation (3.12) for l = −j~y − k~z to generate
all k(−(p− 1)~x− j~y − k~z) for 0 ≤ j ≤ q − 2 and 0 ≤ k ≤ r − 2.
To prepare for the later y- and z-expansions for k, we also need to perform
x-expansion for the auxiliary modules My and Mz. Namely, we consider the
modulesMz,(x,i) = k[x, z]/(x
i), for 1 ≤ i ≤ p, whereMz,(x,1) =Mz andMz,(x,p)
is perfect. Similarly to (3.2), we consider the following short exact sequences
for 1 ≤ i ≤ p− 1:
0→Mz(−i~x)
xi
−→Mz,(x,i+1)
1
−→Mz,(x,i) → 0. (3.18)
Similarly to (3.12), these sequences give rise to the relation
Mz(−(p− 1)~x+ l) ∈
〈
Mz(l), . . . ,Mz(−(p− 2)~x+ l)
〉
.
Using the already provided shifts ofMz and this relation, we generateMz(−(p−
1)~x−j~y) for 0 ≤ j ≤ q−2 by setting l = −j~y, and generateMz(−(p−2)~x+~y) by
setting l = ~y+~x. Finally, let us note that we already haveMz(−(p− 1)~x+~y) =
Mz(~x+ ~y− ~w) =Mz(~x+ ~y)[−2] and My(−(p− 1)~x− k~z) =My(~x− ~w− k~z) =
My(~x− k~z)[−2] for 0 ≤ k ≤ r − 2.
Now, in order to perform y-expansion for k, we just use the relations (3.11)
for l = −i~x − k~z and the already obtained shifts of k and My to get k(−i~x −
(q − 1)~y − k~z) for all 0 ≤ i ≤ p− 1 and 0 ≤ k ≤ r − 2. (Note that we were able
to increase the bound for i from p− 2 to p− 1 due to the previous x-expansion
for k and My.) Also, we note that we already have Mz(−i~x − (q − 1)~y) =
Mz(−i~x− ~w + ~x+ ~y) =Mz(−(i − 1)~x+ ~y)[−2] for all 0 ≤ i ≤ p− 1.
Finally, to perform z-expansion for k, we notice that similarly to (3.14) and
(3.15), we get the following relation in the 3-chain case (since ~y + r~z = ~w):
k(−(r − 1)~z + l) ∈
〈
k(l), . . . ,k(−(r − 2)~z + l),Mz(l),Mz(~y + l)
〉
. (3.19)
Using this relation for l = −i~x − j~y and the previously obtained shifts of k
and Mz, we get k(−i~x− j~y − (r − 1)~z) for all 0 ≤ i ≤ p− 1 and 0 ≤ j ≤ q − 1.
Summarizing, we got k(−i~x − j~y − k~z) for all 0 ≤ i ≤ p− 1, 0 ≤ j ≤ q − 1
and 0 ≤ k ≤ r − 1. Hence the proof.
Lemma 3.31. The collection described in Proposition 3.24(e) generates the
modules k(−i~x− j~y−k~z) for all 0 ≤ i ≤ p− 1, 0 ≤ j ≤ q− 1 and 0 ≤ k ≤ r− 1,
and the module k(~x + ~y + ~z).
Proof. Let us follow the same steps as in the proof of Lemma 3.30. For the
x-expansion, similarly to (3.14), we have the following relation:
k(−(p− 1)~x+ l) ∈
〈
k(l), . . . ,k(−(p− 2)~x+ l),Mx(l),Mx(~z + l)
〉
.
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(The difference from (3.14) is only in the last shift, since we have ~z+ p~x = ~w in
this case, instead of ~y + p~x = ~w.) We apply this relation for l = −j~y − k~z and
obtain k(−(p− 1)~x− j~y − k~z) for all 0 ≤ j ≤ q − 2 and 0 ≤ k ≤ r − 2.
In order to prepare for the y- and z-expansions for the shifts of k, we also
need to perform x-expansion for the shifts ofMz, similarly to how we did it in the
proof of Lemma 3.30. Namely, we consider the modules Mz,(x,i) = k[x, z]/(x
i),
for 1 ≤ i ≤ p, where Mz,(x,1) = Mz, and also an extra-module Mz,(x,p) =
k[x, z]/(zxp) which is perfect by Lemma 2.30 (instead of Mz,(x,p)). In addition
to (3.18), we will use the following short exact sequences of modules:
0→Mxz(−(p− 1)~x)
xp−1
−−−→Mz,(x,p)
1
−→Mz,(x,p−1) → 0,
0→Mx(−p~x)
xp
−→Mz,(x,p)
1
−→Mz,(x,p) → 0.
These sequences and (3.18) for 1 ≤ i ≤ p− 1 give rise to the following relations:
Mxz(~x+ ~z + l) ∈
〈
Mz(l), . . . ,Mz(−(p− 2)~x+ l)
〉
,
Mz(−(p− 1)~x+ l) ∈
〈
Mz(l), . . . ,Mz(−(p− 2)~x+ l), Mx(~z + l)
〉
,
where we use that −(p − 1)~x = ~x + ~z − ~w and −p~x = ~z − ~w. Using the
second relation for l = −j~y and the available shifts of Mz and Mx, we generate
Mz(−(p− 1)~x− j~y) for all 0 ≤ j ≤ q − 2. Using the first relation for l = ~y, we
generate Mxz(~x+ ~y + ~z). After that, we use the module Mxyz(~x+ ~y + ~z) from
our collection and the sequence
0→My(~x+ ~z)
y
−→Mxyz(~x + ~y + ~z)
1
−→Mxz(~x+ ~y + ~z)→ 0
in order to generate My(~x + ~z) as well. Repeating the argument for a cyclic
permutation of variables x, y, z and p, q, r, we also getMx(~y+~z) andMz(~x+~y).
Now, we can perform y-expansion for k in a straightforward way. Firstly,
we note that we have got all the modules My(−(p− 1)~x− k~z) = My(x − (k −
1)~z − ~w) ≃ My(~x − (k − 1)~z)[−2] for 0 ≤ k ≤ r − 1 (for k > 0 they were all
present in the initial collection, and for k = 0 we have just obtained My(~x+ ~z)
in the previous step). We also already had My(−i~x− k~z) for 0 ≤ i ≤ p− 2 and
0 ≤ k ≤ r − 2. Thus, we can use (3.15) for l = −i~x − k~z in order to generate
k(−i~x− (q − 1)~y − k~z) for all 0 ≤ i ≤ p− 1 and 0 ≤ k ≤ r − 2.
Now, we can perform z-expansion for k by using (3.19). For that, we have
all the required shifts of Mz except for Mz(~y− (p− 1)~x) =Mz(~x+ ~y+ ~z− ~w) ≃
Mz(~x + ~y + ~z)[−2]. The latter shift can be obtained from the following exact
sequence:
0→Mx(~y + ~z)⊕My(~x+ ~z)
(x,y)
−−−→Mxyz(~x+ ~y + ~z)
1
−→Mz(~x+ ~y + ~z)→ 0,
since we already have Mxyz(~x + ~y + ~z), Mx(~y + ~z) and My(~x + ~z). After this,
we use (3.19) for l = −i~x− j~y and get the shifts k(−i~x− j~y − (r − 1)~z) for all
0 ≤ i ≤ p− 1 and 0 ≤ j ≤ q − 1.
Summarizing, we have obtained k(−i~x − j~y − k~z) for all 0 ≤ i ≤ p − 1,
0 ≤ j ≤ q− 1 and 0 ≤ k ≤ r− 1. Now in order to finish the proof, we also need
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to show how to generate k(~x+ ~y + ~z). For that, we use the (~x+ ~y + ~z)-shift of
the short exact sequence
0→Mx(−~x)⊕My(−~y)⊕Mz(−~z)
(x,y,z)
−−−−→Mxyz
1
−→ k→ 0,
and the fact that we have already obtainedMxyz(~x+~y+~z),Mx(~y+~z),My(~x+~z)
and Mz(~x+ ~y). This concludes the proof of the lemma.
3.3.7 Proof of Proposition 3.24 and concluding remarks
Let us conclude the proof.
Proof of Proposition 3.24. In Lemma 3.26, we checked that all our collections
are indeed exceptional and strong. In Lemmas 3.29, 3.30 and 3.31, we showed
that these collections generate the shifts k(−i~x− j~y− k~z) for all 0 ≤ i ≤ p− 1,
0 ≤ j ≤ q−1 and 0 ≤ k ≤ r−1 in all cases, and also the shift k(~x+~y+~z) in the 3-
loop case. Thus, by Lemma 3.22, the generation criterion of Proposition 3.6 and
Remark 3.7, we see that the collections are full. This concludes the proof.
Remark 3.32. Similarly to Remark 3.20, it is possible to explicitly describe
the quivers defined by our collections on Figures 4–9 by making the generators
out of standard short exact sequences of the given modules.
For example, for the morphisms between the shifts of k, we can use the same
generators ex, ey in the x- and y-directions as in Remark 3.20, and an analogous
generator ez for the morphisms in z-direction. The relations between these can
be described as:
e2x = e
2
y = e
2
z = 0, eyex = −exey 6= 0, ezex = −exez 6= 0,
ezey = −eyez 6= 0, exeyez 6= 0.
Let us also see what happens with the morphisms in the bottom-left-front
corner of the collection for the 3-loop case on Figure 9. There we have arrows
fx:Mx → k, fy:My → k and fz:Mz → k defined as in Remark 3.20. We
also have an arrow gx:Mx(~z) → Mz[1] defined by the short exact sequence
(0 → Mz
z
−→ Mxz(~z)
1
−→ Mx(~z) → 0) and analogous arrows gy:My(~x) → Mx[1]
and gz:Mz(~y)→My[1]. The arrow hx fromMxyz(~x+~y+~z) to Mz(~y)[1] can be
defined by the sequence (0→Mz(~y)
xz
−→ N(~x+ ~y+ ~z)
1
−→Mxyz(~x+ ~y+ ~z)→ 0),
where N = k[x, y, z]/(xy, yz, zx2). Similarly, we define hy:Mxyz(~x + ~y + ~z) →
Mx(~z)[1] and hz:Mxyz(~x + ~y + ~z) → My(~x)[1]. Then we can form non-zero
compositions fygzhx, fxgyhz and fzgxhy from Mxyz(~x + ~y + ~z) to k[2]. These
three morphisms generate the 2-dimensional space of morphisms fromMxyz(~x+
~y + ~z) to k[2] and are related by a single linear relation:
fygzhx + fxgyhz + fzgxhy = 0.
Remark 3.33. Similarly to Remark 3.21, there are straightforward counter-
parts for our modules in the categories of equivariant sheaves over A3k. Namely,
the module k again corresponds to the structure sheaf of the origin, Mx, My
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and Mz to the structure sheaves of x-, y- and z-axes respectively, Mxy to the
structure sheaf of the union of x- and y-axes, andMxyz to the structure sheaf of
the union of all three axes. Also, the modules are well-defined over k[x, y, z]/(w)
if and only if the corresponding supports lie on the hypersurface {w = 0} in A3k.
3.4 General pattern and higher dimensions
Here, we summarize observations on our explicit collections for n ≤ 3 con-
structed above and formulate a conjecture on how such collections should look
like for arbitrary n.
We see that the collections built for n ≤ 3 follow a certain pattern. First
of all, in geometric language of Remarks 3.21 and 3.33, all the modules used in
our collections correspond to the structure sheaves of the origin (like k), of the
coordinate axes (like Mx, My, Mz), or their unions (like Mxy and Mxyz). In
order for these objects to be well-defined in the corresponding categories, the
corresponding coordinate axes must lie in the given hypersurface {w = 0} ⊆ Ank.
In the split cases, our collections can be described as Thom-Sebastiani prod-
ucts of the collections for the constituent polynomials (see Remark 3.25). In
general, such products can be defined as follows.
Definition 3.34. Consider a split invertible polynomial w = w1+. . .+wm ∈ R,
where each wi is an invertible polynomial in the ring with its own variables
Ri = k[xi,1, . . . , xi,ni ], 1 ≤ i ≤ m, and R = ⊗iRi = k[xi,j ]1≤i≤m,1≤j≤ni . Let
the categories D
Lwi
sg (Ri/(wi)) have exceptional collections (Ei,j)j consisting of
the shifts of modules over Ri/(wi). Then we define the Thom-Sebastiani product
of these collections as the collection in DLwsg (R/(w)), consisting of the tensor
products
⊗
i Ei,ji of the corresponding modules over k (shifted accordingly).
We also see that the non-strong collection for the 3-chain polynomial w =
xp + xyq + yzr on Figure 7 can be obtained as the union of the collections
for the two split-chain polynomials xp + (yq + yzr) and (xp + xyq) + zr. The
first collection provides the shifts of k and Mz, while the second one provides
the same shifts of k and the shifts of My. In order to achieve strongness, we
also need to adjust the shift for one of the objects, namely we should replace
Mz(−(p− 2)~x+~y) by Mz(~y+~x). Thus we obtain the strong collection depicted
on Figure 8.
Also, the collections for the loop polynomials can be obtained from the col-
lections for the corresponding chain polynomials with an addition of one extra-
object. For example, for the 2-loop polynomial w = yxp + xyq, the collection
on Figure 3 can be thought as the union of the collection from Figure 2 for the
corresponding chain polynomial w = xp + xyq and of the symmetrical collec-
tion for w = yxp + yq. The first collection provides the shifts of k and My,
while the second one provides the same shifts of k and the shifts of Mx. In the
bottom-left corner, where two shifts of Mx and My collide, we need to replace
them by a single object which is a shift of Mxy. Similarly, for the 3-loop poly-
nomial w = zxp + xyq + yzr, the collection on Figure 9 can be obtained as the
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union of the collections for the corresponding chain polynomials xp+xyq+ yzr,
zxp + yq + yzr and zxp + xyq + zr with an addition of one extra-object which
is a shift of Mxyz.
The above observations suggest that we can build exceptional collections for
arbitrary invertible polynomials either by using the collections coming from the
lower dimensions (in the split cases), or by using the collections for the reduced
versions of the polynomial (in the chain and loop cases). Let us summarize
these observations as the following conjecture.
Conjecture 3.35. If w ∈ k[x1, . . . , xn] is an invertible polynomial, then the
category of singularities DLwsg (k[x1, . . . , xn]/(w)) admits a full strongly excep-
tional collection whose objects are the shifts of modules corresponding to the
structure sheaves of coordinate subspaces in Ank (and their unions) lying in the
hypersurface {w = 0} as follows:
(a) In the split cases, the exceptional collection can be obtained from the
Thom-Sebastiani products of the constituent collections. It will be strong,
if the constituent collections were strong.
(b) In the chain case w = xp11 + . . . + xn−2x
pn−1
n−1 + xn−1x
pn
n , where n ≥ 3,
the exceptional collection can be obtained as the union of the collections
for the two split-chain polynomials (xp11 + . . . + xn−2x
pn−1
n−1 ) + x
pn
n and
(xp11 + . . .+ xn−3x
pn−2
n−2 ) + (x
pn−1
n−1 + xn−1x
pn
n ). In order to make it strong,
one also needs to additionally shift some of the objects via Lw-grading.
(c) In the loop case w = xnx
p1
1 + . . . + xn−2x
pn−1
n−1 + xn−1x
pn
n , where n ≥ 2,
the strong exceptional collection can be obtained from the union of the
collections for the corresponding chain polynomials obtained by replacing
one of n monomials xi−1x
pi
i by x
pi
i . If n is odd, then we need to add
one extra-object corresponding to the structure sheaf of the union of the
maximal coordinate subspaces of dimension n−12 lying in the hypersurface
{w = 0}. If n is even, then we need to remove two objects correspond-
ing to the structure sheaves of the coordinate subspaces x1x3 . . . xn−1 and
x2x4 . . . xn of dimensions
n
2 and replace them by the structure sheaf of the
union of these two subspaces.
Remark 3.36. It is expected that the total number of objects in the full excep-
tional collection for DLwsg (R/(w)) should be equal to the Milnor number of the
dual singularity (for example, see Conjecture 1.4 in [HO18]). This fact can be
used to quickly assess whether a given exceptional collection is a valid candidate
for being full or not.
Example 3.37. In the case of 4-chain polynomial w = xp + xyq + yzr + zts,
the strong exceptional collection should consist of:
• (p− 1)(q − 1)(r − 1)(s− 1) shifts of k,
• p(r − 1)(s− 1) shifts of My = k[y],
• (p− 1)q(s− 1) shifts of Mz = k[z],
• (p− 1)(q − 1)r shifts of Mt = k[t],
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• and pr shifts of M[yt] = k[y, t],
for the total of (pqrs− qrs+ rs− s+ 1) objects (which agrees with the Milnor
number of the dual polynomial xpy+yqz+zrt+ts). Here, the first corresponding
split-chain polynomial (xp+xyq+yzr)+ ts provides the shifts of k, My andMz.
The second polynomial (xp + xyq) + (zr + zts) provides the same shifts of k
and My, and the shifts of Mt and M[yt], where the object M[yt] is obtained
as the tensor product of the modules My and Mt for the constituent 2-chain
polynomials xp + xyq and zr + zts. The object M[yt] also corresponds to the
structure sheaf of the coordinate yt-plane, which is lying in {w = 0} because w
belongs to the ideal (x, z) defining this plane.
Example 3.38. In the case of 4-loop polynomial w = txp + xyq + yzr + zts,
the strong exceptional collection should consist of:
• (p− 1)(q − 1)(r − 1)(s− 1) shifts of k,
• (q − 1)(r − 1)s shifts of Mx = k[x],
• p(r − 1)(s− 1) shifts of My = k[y],
• (p− 1)q(s− 1) shifts of Mz = k[z],
• (p− 1)(q − 1)r shifts of Mt = k[t],
• qs− 1 shifts of M[xz] = k[x, z],
• pr − 1 shifts of M[yt] = k[y, t],
• and one additional shift of M[xz][yt] = k[x, y, z, t]/(xy, xt, yz, yt),
for the total of pqrs objects (which agrees with the Milnor number of the dual
polynomial xpy+ yqz+ zrt+ tsx), where the objectM[xz][yt] corresponds to the
structure sheaf of the union of the coordinate xz- and yt-planes. This collection
can be obtained from the union of the collections for the corresponding chain
polynomials xp + xyq + yzr + zts, txp + yq + yzr + zts, txp + xyq + zr + zts
and txp + xyq + yzr + ts by replacing two shifts of M[xz] and M[yt] with a shift
of M[xz][yt].
Example 3.39. Similarly to the previous examples, in the case of 5-chain
polynomial w = xp + xyq + yzr + zts + tue, the collection should consist of
the shifts of the modules k, My, Mz, Mt, Mu, M[yt], M[yu] and M[zu]. In the
case of 5-loop polynomials one should also add the shifts of Mx, M[xz], M[xt]
and one extra-object corresponding to the structure sheaf of the union of the
coordinate planes xz, xt, yt, yu and zu.
4 Block decompositions
Let us clarify the definitions used in Orlov’s Conjecture.
Definition 4.1. We say that an exceptional collection (E1, . . . , En) is a block, if
all its objects are pairwise orthogonal, that is if Ext•(Ei, Ej) = 0 for any i 6= j.
Definition 4.2. We say that an exceptional collection consists of n blocks, if it
has the form (B1, . . . ,Bn), where each subcollection Bi is a block.
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We prove Theorem 2 by using the classification of invertible polynomials from
Example 3.2 and the explicit exceptional collections constructed in Section 3 for
the corresponding 9 types of invertible polynomials for n ≤ 3. More precisely,
we prove the following.
Theorem 4.3 (=Theorem 2 for general k). For the 9 different types of invertible
polynomials w from Example 3.2, the category DLwsg (k[x1, . . . , xn]/(w)) admits
a full strongly exceptional collection consisting of at most n+ 1 blocks.
The idea of the proof is as follows. We notice that our explicit collections
from Section 3 in all 9 cases already have a nice block structure. Indeed, due
to them being arranged into an n-dimensional lattices and due to arrows going
only in nonnegative directions, the blocks can be formed by uniting the objects
lying in the layers/hyperplanes orthogonal to the vector (1, 1, . . . , 1) (see the left
picture in Example 4.16). However, the number of blocks in this decomposition
depends on the exponents pi of the polynomial w and can be arbitrarily large
for the given n.
In order to reduce the number of blocks in the above decomposition, we
apply the well-chosenmutations to our collections (see §A.3 for the preliminaries
on mutations). We apply them in a way that preserves both the strongness
of the collections and the overall structure of the corresponding graph/quiver.
Essentially, each mutation will just invert some arrows in the graph. After doing
so, we will be able to rearrange the objects into the smaller number of blocks
by uniting some of the older blocks together. (See Example 4.16.)
In §4.1, we investigate how mutations act on the strong collections. In §4.2,
we formulate the procedure of inverting the arrows. Then we proceed with the
proof of Theorem 4.3 in §4.3.
4.1 Mutations of strong collections
Lemma 4.4. (a) If in the exceptional collection (E,F1, . . . , Fn), the subcollec-
tion (F1, . . . , Fn) is strong, then the mutated collection (LEF1, . . . ,LEFn)
is strong as well.
(b) If the subcollection (E1, . . . , En) in the exceptional collection (E1, . . . , En, F )
is strong, so is the mutated collection (RFE1, . . . ,RFEn).
Proof. Follows immediately from the functoriality property of Lemma A.25 and
from the definition of strong collections.
Lemma 4.5. If (E,F ) is an Ext-finite exceptional pair, then the morphisms in
the mutated pairs (LEF,E) and (F,RFE) are as follows:
Ext•(LEF,E) = Ext
•(F,RFE) = (Ext
•(E,F ))∗.
Proof. Applying the functor Hom(−, E) to the distinguished triangle defining
LEF and using the fact that Ext
•(F,E) = 0, we get the following equalities:
Ext•(LEF,E) = Ext
•(Ext•(E,F )⊗ E,E) = [by Lemma A.18] =
= (Ext•(E,F ))∗ ⊗ Ext•(E,E) = (Ext•(E,F ))∗ ⊗ k = (Ext•(E,F ))∗.
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Similarly, one can prove that Ext•(F,RFE) = (Ext
•(E,F ))∗ by applying the
functor Hom(F,−) to the triangle defining RFE.
Lemma 4.6. Let (E,F,G) be an Ext-finite exceptional collection such that E
is orthogonal to G. Then in the mutated collection (E,G,RGF ), the morphisms
are as follows:
Ext•(E,RGF ) = Ext
•(E,F )[1].
Proof. The same as in Lemma 4.5.
Lemma 4.7. If (E,F,G) is a strong exceptional collection such that E and G
are orthogonal, then the collection (E,G[−1],RGF [−1]) is strong as well.
Proof. Follows from the previous lemma and from Lemma 4.5.
Lemma 4.8. Let (F,G,H) be an Ext-finite exceptional collection such that G
is orthogonal to H. Then in the mutated collection (G,RGF,H) the morphisms
are as follows:
Ext•(RGF,H) = Ext
•(F,H)[−1].
Proof. The same as in Lemma 4.5.
Lemma 4.9. If (F,G,H) is a strong exceptional collection such that G and H
are orthogonal, then the collection (G[−1],RGF [−1], H) is strong as well.
Proof. Follows from the previous lemma and from Lemma 4.5.
Remark 4.10. The shift functors [i] applied to the collections preserve their
properties of being exceptional, full and strong.
4.2 Inverting sink arrows
Here we prove two technical facts about the strong exceptional collections. If we
consider strong collections as the graphs (or quivers) in which the vertices are
the objects of the collection and the arrows stand for the non-trivial morphisms
between the corresponding objects, then our statements mean that in a strong
collection we can simultaneously invert all the arrows going into sinks, that is
into the vertices with no outgoing arrows.
Firstly, we show that we can simultaneously invert all arrows going into a
single sink.
Lemma 4.11. Let (A,B, E,D) be a strong exceptional collection consisting
of three subcollections A, B, D and one object E, such that A is orthogo-
nal to D and E is orthogonal to both A and D. Then the mutated collection
(A, E[−1],REB[−1],D) is also strong.
Proof. Follows from Lemmas 4.4, 4.7, 4.9 and Remark 4.10.
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Remark 4.12. Using graphs, we can illustrate this lemma by the following
picture, where the objects of each subcollection are grouped together:
A E
B D
 
A E[−1]
REB[−1] D
Here, E is a sink object and the given mutation inverts all the arrows going
from the objects of B into E while preserving all other morphisms/arrows both
between the groups A, B and D and inside them.
Now, we just apply the previous fact to simultaneously invert all the arrows
going into a block consisting of sinks.
Lemma 4.13. Let (A,B, C) be a strong Ext-finite exceptional collection con-
sisting of three subcollections A, B and C. Assume that A is orthogonal to C and
that the objects in C are pairwise orthogonal. Then, the mutated exceptional col-
lection (A, C[−1],RCB[−m]) is strong as well, where m is the number of objects
in C.
Proof. Let us prove this statement by induction on the number of objects in
the collection C. If C is empty, the statement is trivial. If m ≥ 1, let us
denote the objects as C = (E1, . . . , Em). The right mutation over C then can
be done in two steps by firstly mutating over E1 and then over the tail D :=
(E2, . . . , Em). Applying Lemma 4.11 for A, B, E = E1 and D, we see that the
exceptional collection (A, E1[−1],RE1B[−1],D) obtained after the first step is
strong. Noting that A′ := (A, E1[−1]), B
′ := RE1B[−1] and C
′ := D satisfy the
initial conditions of our lemma and that D has m − 1 elements, we can apply
induction and conclude the proof.
Remark 4.14. This statement can be illustrated by the following picture:
A C
B
 
A C[−1]
RCB[−m]
Here, C consists of the sink objects (therefore, does not have any arrows in-
side the group) and the mutation inverts all the incoming arrows for C, while
preserving all other morphisms/arrows inside and between the groups A and B.
4.3 The proof
Let us firstly prove the following technical lemma.
Lemma 4.15. Let an Ext-finite strong exceptional collection consist of N blocks
(B1, . . . ,BN ) and satisfy an additional condition that the blocks Bi and Bj are
orthogonal as soon as |i− j| > n. Then, there is a mutation of this collection
making it into a strong exceptional collection consisting of at most n+1 blocks.
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Proof. If N ≤ n + 1, then this holds automatically. Otherwise, let us denote
by A := (B1, . . . ,BN−n−1), B := (BN−n, . . . ,BN−1) and C := BN , the subcol-
lections consisting of the first (N − n − 1) blocks, the next n blocks, and the
last block respectively. Then our condition implies that A is orthogonal to C.
This means that we can apply Lemma 4.13 to get another strong exceptional
collection, namely (A, C[−1],RCB[−m]), where m is the number of objects of
C = BN . The latter collection also consists of N blocks as follows:
(B1, . . . ,BN−n−1, BN [−1], RBNBN−n[−m], . . . ,RBNBN−1[−m]).
However, we notice that after this mutation, the orthogonal blocks BN−n−1 and
BN became adjacent, so we can unite them into one block:
(B1, . . . ,BN−n−2, BN−n−1 ∪ BN [−1], RBNBN−n[−m], . . . ,RBNBN−1[−m]).
The resulting collection consists of N − 1 blocks. Moreover, we can check that
it still satisfies the original orthogonality condition. This follows from the fact
that if BN and BN−i were both orthogonal to some block Bj for i ≤ n and
j ≤ N − n − 1, then RBNBN−i will be also orthogonal to Bj. Thus, we can
conclude the proof by induction on N .
Now we are ready to prove our main statement.
Proof of Theorem 4.3. In Example 3.9 and Propositions 3.16 and 3.24, we have
explicitly described full strongly exceptional collections in DLwsg (R/(w)) for the
given types of w. These collections are arranged into n-dimensional lattices,
where we can think of the objects as sitting at the points with integer coordi-
nates (a1, . . . , an) ∈ Z
n and where the non-zero morphisms from the object at
(a1, . . . , an) may only go to the objects at (a1 + ε1, . . . , an + εn) for εi ∈ {0, 1}.
Then, for each b ∈ Z, let us consider the objects lying on the hyperplane
{(a1, . . . , an) ∈ Z
n |
∑
i ai = b}. These objects are pairwise orthogonal, so
we can arrange them into a block which we denote by Bb.
After this, we see that our exceptional collection consists of the blocks
(Bc,Bc+1, . . . ,Bd−1,Bd), where the integers c and d are chosen in such a way
that all blocks Bi are empty for i outside of the interval [c, d]. Moreover, we
notice that the non-zero morphisms between the blocks may exist only from
the objects of Bb to the objects of Bb+i for 0 ≤ i ≤ n. Thus, we can apply
Lemma 4.15 to mutate this collection into the collection consisting of n + 1
blocks only. The resulting strong exceptional collection will be full as well, since
the original collection was such. Hence the proof.
Example 4.16. Let us demonstrate how the above procedure works for the
2-dimensional loop-type polynomial w = yx4 + xy4 ∈ k[x, y]. Firstly, we de-
compose the strong exceptional collection from Figure 3 into 7 blocks as on the
left picture below. Then at each step, we apply Lemma 4.13 for inverting the
arrows going into the last block and after that we unite it with the block whose
index is less by 3. So, firstly we invert arrows going into the 7-th block and
unite it with the 4-th block, then we invert arrows going into the 6-th block and
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unite it with the 3-th block and so on, until we get only 3 blocks left. The final
configuration is described on the right picture below (the arrows which ended
up being inverted are dashed).
4 5 6 7
3 4 5 6
2 3 4 5
1 2 3 4
 
1 2 3 1
3 1 2 3
2 3 1 2
1 2 3 1
A Exceptional collections
In this appendix, we recall the necessary definitions and facts about exceptional
collections used throughout the paper. We are working in a triangulated cat-
egory T defined over a field k. All subcategories are assumed to be full and
triangulated.
A.1 Definitions and notations
Definition A.1. An object E in T is called exceptional if HomT (E,E) = k
and HomT (E,E[i]) = 0 for i 6= 0. Similarly, a collection of objects (E1, . . . , En)
in T is called exceptional, if all Ei are exceptional and HomT (Ei, Ej [k]) = 0 for
i > j and k ∈ Z.
Definition A.2. An exceptional collection (E1, . . . , En) in T is called:
(a) full, if it generates the whole category T , that is T = 〈E1, . . . , En〉;
(b) strong, if HomT (Ei, Ej [k]) = 0 for k 6= 0 and all i, j.
Definition A.3. Let (Xα)α∈I be some collection of objects (or subcategories)
of T . We say that an object Y ∈ T is generated by this collection, if Y belongs
to the minimal triangulated subcategory of T containing all of Xα. The latter
subcategory is also denoted as 〈Xα〉α∈I .
Remark A.4. That any given object Y of T is generated by the given collection
(Xα)α∈I can be checked explicitly. For that we just need to sequentially enlarge
the collection by adding the shifts of its objects and the cones of its morphisms
until we obtain Y .
Definition A.5. Two objectsX and Y are called orthogonal, if Hom(X,Y [k]) =
0 and Hom(Y,X [k]) = 0 for all k ∈ Z.
Definition A.6. By a splitting of an idempotent e:X → X , e2 = e, X ∈ T ,
we mean an isomorphism X ≃ Y ⊕ Z in T , under which e is presented as the
matrix
(
idY 0
0 0
)
:Y ⊕ Z → Y ⊕ Z.
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Definition A.7. A category T is called idempotent complete (or Karoubian)
if every idempotent in T splits. For any triangulated category T , we denote by
T its idempotent completion, that is a “minimal” idempotent complete triangu-
lated category containing T . (See [BS01] for the details.)
Definition A.8. We will say that a triangulated subcategory A of T is thick,
if for any X and Y in T , X ⊕ Y ∈ A implies that X,Y ∈ A.
Definition A.9. We will denote by Ext•T (X,Y ) := HomT (X,Y [•]) a Z-graded
vector space with the components defined as
ExtkT (X,Y ) := HomT (X,Y [k]).
Definition A.10. A category T is called Ext-finite, if
⊕
k∈ZHomT (X,Y [k]) is
a finite-dimensional vector space for all X and Y in T . Similarly, a collection
(X1, . . . , Xn) of objects in T is called Ext-finite, if
⊕
k∈ZHomT (Xi, Xj[k]) is a
finite-dimensional vector space for all i and j.
A.2 Important statements
Lemma A.11. Let T be an Ext-finite triangulated category admitting a full
exceptional collection. Then T is idempotent complete.
Proof. Let (E1, . . . , En) denote the given exceptional collection. Consider the
idempotent completion T ⊇ T . Then, (E1, . . . , En) forms an exceptional collec-
tion in T as well, though a priori it is not full in T . By [Bon89, Theorem 3.2(a)],
the subcategory T = 〈E1, . . . , En〉 is admissible in T . Thus we have a decom-
position T =
〈
T ⊥, T
〉
. However, it follows from definitions that T ⊥ = 0 in T .
Hence, T = T , that is T is idempotent complete.
Lemma A.12. Let (E1, . . . , En) be an Ext-finite exceptional collection in a tri-
angulated category T . Assume that every object in T is a direct summand of an
object generated by (E1, . . . , En). Then the collection is full:
T = 〈E1, . . . , En〉 .
Proof. Consider the subcategory A := 〈E1, . . . , En〉 in T . That the collection
(E1, . . . , En) is Ext-finite implies that A is Ext-finite as well. By definition,
(E1, . . . , En) forms a full exceptional collection in A, hence A is idempotent
complete by Lemma A.11. This also automatically implies that A is a thick
subcategory in T . Then our initial assumption means that A = T , that is that
our collection is full in T .
A.2.1 Reconstruction from strong collections
Starting from as far as Bondal in [Bon89, Theorem 6.2], people were trying to
describe triangulated categories in terms of their exceptional collections. Dif-
ferent variations of such reconstruction statements exist in the literature. For
example, the argument in [Orl15, Corollary 1.9] shows that as soon as a trian-
gulated category admits a dg-enhancement, it can be uniquely recovered from
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the data of its full strongly exceptional collection. There is a stronger version
of this statement stating that not only the triangulated category but also its
dg-enhancement can be uniquely recovered from such data. Here, we give an
explicit proof to this well-known statement.
Proposition A.13. Let T be an idempotent complete triangulated category
admitting a full strongly exceptional collection. Then any dg-enhancement of T
is unique and can be determined from the morphisms of the collection and their
compositions.
Proof. Let (E1, . . . , En) denote the given full strongly exceptional collection in T
and let T dg be some dg-enhancement of T . Also, let us denote by A and Adg
the full subcategories of T and T dg respectively, consisting of the objects Ei
only. We will also treat A as a dg-category whose morphisms are situated in
degree 0 and have trivial differentials.
By the minimality theorem of Kadeishvili (see Theorem 1 in [Kad80]), there
is a minimal A∞-model B on H
•(Adg) which is quasi-equivalent to Adg. We
also have H•(Adg) = H0(Adg) due to the strongness of the collection. Thus,
all higher A∞-products of B are trivial for the degree reasons. In other words,
B = A considered as dg-categories, so A is quasi-equivalent to Adg.
Now, since T is generated by A, we can use results and terminology of
[BFK14] to show that T dg can be recovered from Adg, hence from A. Indeed,
T dg is a pre-thick dg-category, because T is idempotent complete by assump-
tion, hence it is automatically thick inD[(T dg)op-Mod]. Then by Lemma 2.29 of
[BFK14] applied for the subcategory Adg in T dg, we have the quasi-equivalence
T dg ≃ (̂Adg)pe, where the latter category is the category of perfect dg-mod-
ules over Adg. However, the operation (̂−)pe is a homotopical invariant of
dg-categories (see, for example, Proposition 4.4.2 in [Toe¨11] or Proposition 2.6
in [Orl16]). Hence, Adg ≃ A implies that (̂Adg)pe ≃ Âpe. Therefore, the
dg-enhancement T dg ≃ Âpe is determined uniquely up to quasi-equivalence by
the data of A alone, the latter consisting of the morphisms of the collection
(E1, . . . , En) and their compositions. Hence the proof.
Remark A.14. The condition of being idempotent complete holds automati-
cally for the Ext-finite collections/categories by Lemma A.11. In particular, it
holds for the maximally graded categories of singularities of invertible polyno-
mials studied in this paper, since the corresponding explicit collections are all
Ext-finite. However, it seems that this condition can be removed altogether by
replacing (̂−)pe with another invariant of dg-categories, the pretriangulated hull
(see definition in [Orl16]), and by adjusting the argument in [BFK14] accord-
ingly.
A.3 Mutations
In this section, we recall the notion of mutations of exceptional collections follow-
ing [Bon89]. We also provide few extra-details necessary for our computations
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in Section 4. The basic facts here are Lemma A.24 stating that the class of
exceptional collections is closed under mutations, and Lemma A.25 stating that
the mutations are functorial. We continue working in a k-linear triangulated
category T .
Definition A.15. Let V • be a finite-dimensional Z-graded vector space over k
and X an object of T . We define the tensor product V • ⊗X as the following
object in T :
V • ⊗X :=
⊕
i∈Z
X⊕ dimV
i
[−i].
Remark A.16. In this definition, it is crucial to assume that V • is finite-
dimensional. Indeed, the infinite direct sums might not exist in an arbitrary
triangulated category, so the object V • ⊗X might not be well-defined without
this assumption.
Definition A.17. For a finite-dimensional Z-graded vector space V •, the dual
Z-graded vector space (V •)∗ is defined by setting its i-th component to be(
(V •)∗
)i
:= (V −i)∗ = Homk(V
−i,k).
Lemma A.18. For any finite-dimensional Z-graded vector space V • and any
two objects X and Y in T , we have the following isomorphisms of the graded
vector spaces:
Ext•T (X,V
• ⊗ Y ) = V • ⊗ Ext•T (X,Y ),
Ext•T (V
• ⊗X,Y ) = (V •)∗ ⊗ Ext•T (X,Y ),
where the tensor product of the graded vector spaces is defined as (V •⊗W •)n :=⊕
i+j=n V
i ⊗W j.
Definition A.19. For an Ext-finite pair of objects (X,Y ) in T , let us define
the evaluation map
ev: Ext•(X,Y )⊗X → Y
as follows. Let us fix a homogeneous k-basis (ej) in a graded vector space
V • := Ext•(X,Y ). Let us identify the basis elements of degree i in V • with the
summands of type X [−i] in the definition of V • ⊗ X . Thus, a basis element
ej ∈ V
i = Hom(X,Y [i]) corresponds to a summand X [−i]. We define the
restriction of ev on the latter summand to be ej [−i]:X [−i]→ Y .
Definition A.20. Similarly to the previous definition, for an Ext-finite pair of
objects (X,Y ) in T , we can define a coevaluation map
coev:X → (Ext•(X,Y ))∗ ⊗ Y
as follows. For a basis (ej) defined for V
• := Ext•(X,Y ) as in the previous
definition, we consider a dual basis (e∗j ) in (V
•)∗. For ej ∈ V
i = Hom(X,Y [i]),
the dual basis element e∗j has degree −i and we identify it with a summand Y [i]
in (V •)∗⊗Y . We define the projection of coev onto this summand to be exactly
ej:X → Y [i].
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Definition A.21. Let (E,F ) be an Ext-finite exceptional pair in T . We define
the left mutation LEF of F over E and the right mutation RFE of E over F
as the objects of T inscribed in the following distinguished triangles:
LEF → Ext
•(E,F )⊗ E
ev
−→ F → LEF [1],
RFE[−1]→ E
coev
−−−→ (Ext•(E,F ))∗ ⊗ F → RFE.
Remark A.22. In the original definition in [Bon89], the Ext-finiteness condi-
tion is not mentioned, but is used implicitly (see Remark A.16).
Example A.23. Let (E,F ) be an Ext-finite exceptional pair. If E and F are
orthogonal, then LEF ≃ F [−1] and RFE ≃ E[1].
Now let us formulate the basic facts about mutations.
Lemma A.24 (see §2 in [Bon89]). For an Ext-finite exceptional pair (E,F )
in T , the mutated pairs (F,RFE) and (LEF,E) are also exceptional. More
generally, for an Ext-finite exceptional collection (E1, . . . , Ei, Ei+1, . . . , En) in
T , the following mutated collections are also exceptional and generate the same
subcategory in T :
(E1, . . . , Ei−1, Ei+1, (REi+1Ei), Ei+2, . . . , En),
(E1, . . . , Ei−1, (LEiEi+1), Ei, Ei+2, . . . , En).
Lemma A.25 (Functoriality). (a) If (E,F1, . . . , Fn) is an Ext-finite exceptional
collection, then the left mutation LE extends to an equivalence functor of the
following subcategories:
LE : 〈F1, . . . , Fn〉 → 〈LEF1, . . . ,LEFn〉 .
In particular, Ext•(LEFi,LEFj) = Ext
•(Fi, Fj) for all 1 ≤ i, j ≤ n.
(b) If (E1, . . . , En, F ) is an Ext-finite exceptional collection, then the right
mutation RF extends to an equivalence functor
RF : 〈E1, . . . , En〉 → 〈RFE1, . . . ,RFEn〉 ,
and Ext•(RFEi,RFEj) = Ext
•(Ei, Ej) for all i, j.
Proof. To prove (a), we can consider the subcategory A = 〈E,F1, . . . , Fn〉 gen-
erated by the given exceptional collection. This will be an Ext-finite category
and we can use Definition A.21 to define LEX for any object X generated by
(F1, . . . , Fn) in A. The argument in the proof of Theorem 3.2(a) in [Bon89]
shows that the so-defined LE becomes a functor of triangulated subcategories.
Item (b) is proved similarly.
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