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ABSTRACT
To continue with the development and preliminary testing results of a wireless sensing unit built
with some oﬀ-the-shelf components presented by the authors at the IMAC XXIII [8], this paper
outlines further experimental investigation and reports detailed analysis of the results. Loopback
tests were carried out under diﬀerent testing conﬁgurations to assess the impact of the attenua-
tion of building materials and other real-world factors on the transmitted signals and evaluate the
performance of an oﬀ-the-shelf radio development board. Shaking table tests were used to study
systematically how the resolution of Analog-to-Digital Converters (ADCs) and sampling rate would
aﬀect the quality of the collected vibration data. To study the reliability of the developed wireless
sensing unit, temporal correlations of the lost data in the collected vibration time histories were
examined to reveal challenges in data processing and system identiﬁcation. Design and operating
recommendations are also made based on this series of parametric studies.
11 INTRODUCTION
This paper is a continuation of the work presented by the authors at the IMAC XXIII [8]. The
objectives of the experimental study reported here and previously are as follows:
1. Develop a wireless sensing unit that enables a systematic investigation of issues related to
the reliability of wireless communications. Design constraints include using oﬀ-the-shelf com-
ponents as often as possible, requiring the unit to be adaptable to various combinations of
hardware options (including analog sensors), ADCs with diﬀerent resolutions, and radios, and
employing a data collection mechanism that is able to precisely reﬂect any data loss.
2. Test the performance of the developed unit in a real-world situation to reveal the inﬂuence
from various factors that could attenuate data transmission, including transmitting range and
building materials (e.g., steel walls and roofs).
3. Validate the appropriateness of loopback tests as a proper means to characterize a transmitting
environment for applications in structural health monitoring.
4. Investigate data delivery performance and features of data loss to aid further eﬀorts in data
processing, system identiﬁcation and developing more robust communication protocols.
5. Test and analyze the eﬀect of ADC resolution and sampling rate on the quality of the received
data.
One of the two main interests of this paper is the the reliability of wireless communications,
i.e., the loss of the transmitted signal. Modeling of this issue has been explored extensively [11,
18, 4, 17, 20]. Technical solutions to this critical issue include frequency hopping spread spectrum
(FHSS) techniques [13, 5], and reliable upper network protocol layers, i.e. TCP/IP communication
protocols [16]. In structural health monitoring community, a noticeable loss of packets using Cross-
bow MICA motes in the streaming mode compared to traditionally tethered sensors was ﬁrst cited
in [1]. Data losses during the testing of the same wireless sensor platform (Crossbow MICA Mote)
were reported in other studies, e.g., [3]. A reliable communication portal has been explored in [19]
to tackle this reliability issue especially in a real-world implementation of wireless-sensing-based
structural health monitoring. To highlight the importance of this reliability issue, reference [12]
pointed out that latency and data loss can greatly impair the performance of a wireless-sensing
based closed-loop control system. It is expected that this issue will also signiﬁcantly impact sys-
tem identiﬁcation and damage detection; the severity and the feature of the data loss are to be
investigated in this study.
In addition to investigating the wireless data delivery performance as outlined above, it will
be examined how the quality of the data received at the server end is aﬀected by the resolution
of the Analog-to-Digital Converter (ADC) and the sampling rate. This eﬀort is to answer the
need to provide guidelines or standard in hardware conﬁgurations and operational conditions for
wireless-sensing-based structural health monitoring [15].
22 OVERVIEW OF EXPERIMENTAL STUDY
To meet the objectives of this study, a wireless sensing unit was developed [2, 8] based on a modular
design concept with the ﬂexibility to adopt an ADC of 10-, 12-, or 16-bit resolution, a 900 MHz or
2.4GHz radio [6], and an arbitrary analog sensor with a 5 V output. Robust software design has also
been achieved and validated [2, 10] to accurately capture any lost data points and their locations in
a transmitted time history by taking full advantage of the built-in functions of the selected Original
Equipment Manufacturer (OEM) radios. Snap shots of the unit when it is interfaced with the 900
MHz and 2.4 GHz radios are presented in Fig. 1(a) and 1(b), respectively.
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Figure 1: (a) An entire wireless sensing unit composed of the developed unit (inside the box), an analog accelerometer,
a battery to power the microcontroller and a wall socket to power the radio of 900 MHz, (b) the developed unit when
a 2.4 GHz radio is adopted, and (c) a map showing the testing environment, the locations of the client and servers.
Note that the surrounding low-rise buildings and foliage condition are not shown here.
An overview of the testing environment and testing conﬁgurations has been presented in [8],
where two series of tests were conducted at the campus of the University of Oklahoma. The
map in Fig. 1(c) illustrates the testing environment without highlighting the surrounding low-rise
buildings and foliage condition. The client side was ﬁxed inside the Fears Structural Engineering
laboratory (abbreviated as Fears lab thereafter) as shown by a star in the map. The ﬁrst series
of loopback tests was conducted to test the transmitting range of the selected OEM radios at all
the locations indicted by dots in the map. A second series of tests was then performed to transmit
the collected acceleration time histories of an empty shaking table under a periodic excitation
to study the data delivery performance, when server/laptop locations (Locations A to F) were
selected as shown in the map. These locations were not chosen solely based on the transmitting
range. Rather, the loopback test results from the ﬁrst series of tests were used to distribute these
server/laptop locations for anticipated packet delivery rates ranging from about 90% to 50% from
Locations B to F, respectively. In particular, Locations B and D had similar transmitting ranges
but drastically diﬀerent loopback results. Uncertain environmental factors might contribute to
this diﬀerence, however building material attenuation seemed to be the leading factor as analyzed
3in [10, 8]. Location E had the farthest transmitting range, however its loopback reception rate was
not the lowest. Location A, an indoor location used to study the eﬀect of ADC resolution and
sampling rate (Section 3.3) had a transmitting range of about 14 feet. Location A was expected to
yield the best performance using the wireless units because of its close proximity and it was within
the line of sight (LOS) of the client. Further tests employing two diﬀerent analog sensors, three
ADC resolutions and two diﬀerent sampling rates were performed at Location A to study the data
quality.
3 RESULTS AND ANALYSIS
3.1 Relationship between the Results of Shaking Table and Loopback Tests
Throughout the shaking table tests, data loss rather than packet loss was studied. This is ﬁrst
because of the driving interest in this study to focus on data interpretation and system identiﬁcation
that more directly aﬀect structural health monitoring. The second reason is that the selected oﬀ-
the-shelf radios were programmed to directly identify lost data rather than lost packet [10, 2].
There were no one-to-one mapping relationships between a packet and one data point. A packet
can contain an uncertain number of data points. Moreover, a packet can contain an incomplete
data point as dictated by a ﬂexible payload size scheme built into the selected radio. Such a scheme,
versus ﬁxed payload size scheme, minimizes network latency and optimizes throughout at the price
of assigning a nearly arbitrary number of data points to every packet [16]. Thus, the ﬂexible payload
scheme was retained in this study although it makes it more diﬃcult to explicitly correlate data and
packet loss. As a user of wireless sensing, a civil engineer might expect to estimate the severity of
data loss for a given environment beforehand by using a fast prototyping test like a loopback test.
An attempt was made in this study to relate the results from these two sets of tests to each other,
i.e., to compare the closeness of the data delivery in a shaking table test to the packet delivery in
a loopback test at the same location.
Figure 2 presents the data reception rates calculated from the shaking table tests overlaid with
the packet reception rates from the loopback tests collected at the same server locations. In total,
54 data reception rates, each consisting of 12000 transmitted points from the shaking table tests are
presented in the ﬁgure with the x-axis as the location IDs (A to F) and the y-axis, the data reception
rates in percentage. The transmitting range is not chosen as a variable in this ﬁgure because the
transmitting range alone cannot entirely characterize the overall eﬀect of signal attenuation and the
performance of data transmission in this speciﬁc testing environment, as mentioned previously.
The average data reception rates of the time histories are generally consistent with the packet
reception rates from the loopback tests. This suggests the possibility of adopting the loopback as a
fast prototyping means for characterizing a transmitting environment, although more realizations
of the random process need to be collected and further theoretical and/or simulations are needs to
justify this practical approach. Again, it is important to note the diﬀerences between these two sets
of receptions rates. A loopback test directly measures a packet reception rate over a transmission
loop (from server to client, then back to server) using a ﬁxed payload size scheme [6], while the
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Figure 2: Reception rates calculated from transmitted shaking table time histories and those based on loopback tests.
The values of transmitting range for each locations are indicated in the ﬁgure. The diﬀerence in these hardware
conﬁgurations 1, 2 and 3 would not be expected to impact the performance of data transmission. Instead, they
reﬂect the inﬂuence from the environmental factors such as foliage, traﬃc ﬂow, and human activities.
one-way transmission-based shaking table histories measure a data reception rate by using a ﬂexible
payload size scheme. Strictly speaking, these two sets of rates are diﬀerent quantities although they
are closely related to each other. Note that the results from the loopback tests in this study are
an average of only 400 packets. By contrast, each transmitted time history contained 12000 data
points, thus the statistical measures of which are quite representative. Nevertheless, the major
connection between these two sets of results is that they are aﬀected by the same transmitting
range and similar environmental conditions.
3.2 Data Loss from Received Shaking Table Time Histories
Typical time histories received at locations A through F are shown in Fig. 3. It can be seen clearly
that the lost data tend to cluster in time. This phenomena imposes a challenge in a numerical
interpolation to recover the missing data points especially for the locations where the signal has a
high frequency. To further investigate the severity of data loss and understand its impact, tools are
sought to better capture the underlying features of data loss. Unlike the packet reception and loss
rates collected using default program with the selected OEM radios, here an entire time history
of data loss is available which enables further analysis of correlation and distribution of the data
loss. Considering the time histories in Fig. 3 as an example, another set of time histories of data
reception performance with the values of either 1 or 0 can be derived easily, where the value of 1
5is assigned to a lost data point while that of 0, a received data point. Autocorrelation can then be
calculated for the time history with the values of either 1 or 0 to determine a temporal correlation
of the data loss. A spatial correlation of the data loss (i.e., the cross-correlation of the data loss
at diﬀerent locations but at the same time), however, cannot be derived from this study due to
the limitation that a pair of wireless sensor nodes rather than a synchronized sensor network was
adopted in this experimental study. The derived temporal correlations show a strong correlation of
the data loss [10].
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Figure 3: Time histories of sample set b using ADXL105EM-1 and 16-bit ADC with a low-pass ﬁlter from Locations
A to F with a decreasing anticipated reception rate from 100% to 50%. Note that the data reception rates calculated
from each measured time histories are indicated on the top right corner of each panel.
A statistical distribution of the width of the “gap” in the received time histories caused by data
loss is further studied as a quantitative measure of how clustered the data loss can be. Fig. 4
presents an example of such a distribution using all the collected time histories having a data loss
rate between 20 to 30%. For the 900 MHz radio, it can be seen that the distribution of the width of
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Figure 4: Histograms of the width of the gap in the received time histories using (a) 900 MHz, and (b) 2.4 GHz
radios. The average “gap” widths for both radios are indicated by dotted lines.
the consecutive loss data is neither uniform nor normal, the distribution shows multiple peaks and
a long tail. For the 2.4 GHz radio, there are not obvious multiple peaks, however, the distribution
still shows a long tail. The average “gap” widths for both radios are indicated by dotted lines. In
both cases, the large gaps between received data points may make accurate system identiﬁcation
very challenging.
3.3 Data Quality as Aﬀected by ADC Resolution and Sampling Rate
As mentioned previously, a series of tests was conducted at Location A, where the data delivery
was 100% but the noise level in the received time histories was scrutinized to study the eﬀect
of the ADC resolution and sampling rate. One set of the results, using Silicon Designs SD2012-
005 [14] accelerometer, is presented in Fig. 5. As reported previously in [8] by the authors, the
cases of using the analog sensor with a tethered data acquisition system (i.e., “wired” case) were
employed as control experiments with sensor data collected by a 16-bit NI DAQCard-6036E [7]
next to the shaking table. Three ADC resolutions (i.e., 10/12/16-bit) and two sampling rates (i.e.,
500 and 100 Hz) were the factors varied in the tests. In Fig. 5, each power spectral density plot
was derived from a time history of either 8000 (at fs = 500 Hz) or 1600 points (at fs = 100 Hz)
containing a complete cycle of a steady-state response of the empty shaking table to a deﬁned
periodic excitation [10, 8]. An FFT of 1024 and 256 points was adopted at fs = 500 Hz and 100
Hz, respectively. A Hamming window was applied throughout; the window length was the same
as the point of FFT. The overlapping was 1000 and 250 at fs = 500 Hz and 100 Hz, respectively.
From these plots, the eﬀect of sampling rate dominates that of the ADC resolution. For example,
the power spectral density plot of a 10-bit ADC at fs = 500 Hz seems to have a lower noise ﬂoor
compared with that of a 16-bit ADC at fs = 100 Hz. More experiments and further analysis are
being carried out by the authors [9].
4 CONCLUSION
An experimental study has been carried out to investigate the reliability issue of applying wireless
sensing to structural health monitoring. A wireless unit was constructed using oﬀ-the-shelf micro-
controller and radio components, software was developed to capture the loss of data using a ﬂexible
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Figure 5: Power spectrum density plots of acceleration time histories of Silicon Designs accelerometer, SD2012-
005 [14], under a sampling rate of (a) fs = 500 Hz, and (b) fs = 100 Hz, respectively.
8payload scheme when transmitting vibration data from a shaking table through building materials.
This study explored the relationship between the packet (observed from loopback tests) and data
(observed from shaking table tests) delivery performance of the designed wireless sensing unit.
The phenomenon of data loss has been investigated in terms of data reception rate and loss
pattern. The data reception rate has been found to be generally consistent with the packet reception
rate in a typical loopback test result, which validates the adoption of loopback test as a rapid
prototyping means for characterizing a transmitting environment. The lost data points tend to
cluster in time, which is believed to related to the ﬂexible payload size scheme that is commonly
adopted in wireless communication. The width of these clustered data loss is further measured using
histograms. This ﬁnding identiﬁes numerical challenges in data processing and system identiﬁcation
when no other complex software is used to re-transmit any lost data sets.
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