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Abstract  
 As a high-impact convective mode, supercell thunderstorms have frequently been 
studied observationally and numerically.  Two areas of study have focused on 
understanding mesocyclone evolution given a varying environmental wind profile, and 
learning about microphysical distributions within supercells.  In the research presented 
here, simulations are run over a broad parameter space of wind profiles, and with a 
smaller number of profiles representative of environmental drying at mid and upper 
levels.  Mesocyclone evolution is compared across the parameter space of wind profiles, 
and between simulations with liquid and ice microphysics.  Effects of the wind profile 
and moisture variations are explored on microphysical distributions.  Subsequently, 
possible effects of these microphysical variations on supercell evolution are considered.   
 When using detailed ice microphysics with this particular choice of 
thermodynamic profile, mesocyclone evolution is shown to be more frequently non-
occluding cyclic with no steady non-cycling storms.  Storms with detailed ice 
microphysics are shown to have warmer cold pools, and to more rapidly concentrate 
vertical vorticity at low levels.  The single feature found to most influence low-level 
mesocyclone structure was an RFD westerly surge proceeding from the echo appendage 
and moving eastward into the updraft region.  This westerly surge often produced a new 
or strengthened updraft pulse, often caused a cycling process to ensue, and was the 
southern limit of the primary near-surface vertical vorticity maximum.  Quantity and 
spatial distribution of warm rain and hail from frozen drops may affect downdraft 
temperature and thus strength of this RFD surge.  Associations are explored between 
maximum warm rain mixing ratio and variables related to RFD intensity and near-
 xiii 
surface vertical vorticity.  Mid- and upper-level drying reduced content of small ice 
particles and warm rain, while increasing content of hail from frozen drops.  Bursts of 
warm rain and hail from frozen drops were often associated with increasing near-surface 
vertical vorticity, apparently related to an intensified RFD westerly surge.   
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1. Introduction and Goals of this Study 
 
 Supercell thunderstorms represent one of the most significant convective modes, 
producing many hazards ranging from flooding rainfall and large hail to severe straight-
line wind and tornadoes.  Many observational and modeling studies have thus sought to 
understand these storms, with goals of providing accurate warnings to the public and 
determining in advance what storm evolution may be expected for a given environment.  
Recent modeling studies are beginning to delve into important questions about controls 
on supercell evolution, especially microphysical distributions and related sensitivities.   
 Most supercell modeling studies have historically used liquid microphysics.  A 
recent study showed significant differences in updraft strength, surface precipitation 
outcome, and cold pool strength in simulations identical except for choice of 
microphysics (Gilmore et al. 2004b).  Ice-inclusive microphysics produced stronger 
updrafts due to greater latent heat release.  As expected from past studies (e.g. Srivastava 
1987), cold pool strength was also greater, which may have nontrivial effects on 
mesocyclone longevity.  These differences in simulated storm evolution given choice of 
microphysics suggest a need for careful comparison with observations, and for great 
caution when interpreting any simulation results.  One important goal of this study will 
be to show differences in storm evolution and microphysical distributions in simulations 
identical except for choice of microphysics, across a broad spectrum of wind profiles.   
 Microphysical distributions in supercell storms are poorly known; this study 
seeks to shed light on this problem from a modeling perspective.  Distributions of liquid 
and ice hydrometeors will be explored in supercell storms simulated using a variety of 
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wind profiles, and speculation will be presented as to why variation exists.  In particular, 
the distributions of hail, graupel, and warm rain will be examined to see what effects 
these hydrometeors may have on strength of the near-surface cold pool and the 
magnitude of the rear-flank downdraft (RFD) westerly component.  Given differences, 
possible connections will be suggested between low-level mesocyclone evolution and 
microphysical distributions.  Storm ability to concentrate vertical vorticity near the 
surface will also be examined, and microphysical associations sought.  Thus, this work 
represents an attempt to link microphysical distributions in supercells with their 
evolution on large and small scales, and to link the environmental wind profile to 
microphysical variations.  As such, this work is an important step toward understanding 
supercell microphysics, and serves as a baseline study with which future modeling and 
observational studies may be compared.   
 A number of observational studies have previously examined the effects of 
varying environmental moisture on deep convection.  These studies typically focus on 
low-level moisture, often in the lowest km.  In this dissertation, a modeling sensitivity 
study will be presented exploring the effects of mid- and upper-level drying on simulated 
supercell microphysics and evolution, an area about which little has been written.  
Specifically, the spatial and temporal distributions of seven hydrometeor species are 
compared in the storms simulated using a control (moist) profile and in simulations with 
varying degrees of drying at mid and upper levels.  Comparisons will also be made 
between evolution of the mesocyclone and low-level vertical vorticity field given drying.  
Given associations between the moisture profile and microphysical distributions, insight 
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may be gained as to why certain environments seem to produce particular storm 
evolution and structure.   
 Chapter 2 provides the theoretical framework and previous research background 
for this study.  External data used is discussed in Chapter 3.  Terminology as used 
through this dissertation is introduced in Chapter 4, along with an overview of the 
methodology.  Results are introduced beginning in Chapter 5, where mesocyclone 
evolution is compared between liquid and ice simulations, and several characteristics of 
mesocyclone evolution are examined.  In Chapter 6, microphysical variations are 
discussed across the parameter space of wind profiles, and associations are presented 
between the microphysical variables and low-level storm evolution.  The effects of 
drying at mid and upper levels are explored in Chapter 7, with a focus on microphysical 
variables and subsequent variability in low-level storm evolution.   
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2.  Background 
 
 Much prior research has contributed significantly to this dissertation—it is a 
project which requires and extends the work of many scientists.  In this section, previous 
observational and modeling studies will be discussed, and their relationship to the 
current study briefly noted.   
 
a.  Mesocyclone Cycling: Observational and Modeling Studies  
 The environmental wind profile is of paramount importance in determining mode 
of storm development.  One group of hodographs, typically those with significant 
cyclonic curvature, produces the supercell mode of storms.  Supercells can also be 
produced in an environment with a straight-line hodograph (Weisman and Klemp 1982).  
These storms contain a rotating, often long-lived updraft called the mesocyclone, and are 
associated with a large percentage of severe weather reports.  Rasmussen and Blanchard 
(2002) explored the parameter space for non-supercell, supercell non-tornadic, and 
tornadic supercell storms.  They concluded that several wind variables were important in 
determining storm outcome.  Supercell storms were distinguished reasonably well from 
non-supercell storms by the magnitude of boundary layer to 6 km wind shear, though 
this parameter had little ability to distinguish between tornadic and non-tornadic 
supercells.  Thus, development of a mesocyclone seems partially reliant on the presence 
of moderate to strong vertical wind shear from the surface to midlevels.  Wind variables 
with some ability to distinguish tornadic and non-tornadic mesocyclones, in their study, 
were storm-relative helicity (related to hodograph curvature), and more weakly, mean 
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shear over the lowest 4 km and storm-relative upper-tropospheric wind speed 
(Rasmussen and Blanchard 1998).  This suggests that the development of intense low-
level vortices is more closely related to near-ground shear and the shape of the vertical 
wind profile.  Dowell and Bluestein (2002a) note that a supercell may modify the wind 
profile at low levels and midlevels within approximately 30 km, though such 
environmental modification is not the focus of this study.  Rather, effects of a differing 
initial environmental wind profile are sought on the behavior of a simulated 
mesocyclone and the support of intense low-level vortices.   
 Rotational properties of the mesocyclone have been found, in prior modeling 
work, to be strongly related to the storm-relative environmental helicity (SREH) and 
therefore to the shape of the wind profile relative to storm motion (Droegemeier et al. 
1993).  In another study, updrafts were found to be more intense and last longer in 
highly-sheared environments, because of an increased perturbation pressure gradient 
force (Brooks and Wilhelmson 1993).  These studies point to a fundamental control on 
mesocyclone evolution rooted in the environmental wind profile.   
 Supercell mesocyclones often change in repeatable, cyclic ways through their 
existence.  Observational studies have shown real storms which exhibit varying cyclic 
behavior (e.g. Dowell and Bluestein 2002b).  Cyclic behavior of the supercell 
mesocyclone has been studied numerically.  Adlerman et al. (1999) present a five-stage 
mesocyclone lifecycle, which was also largely found to well-describe the simulated 
storms described herein.  In their model, the mesocyclone first reaches low levels (below 
500 m), then the RFD surges eastward and initiates a second updraft pulse to the east of 
the initial updraft.  Next, an occlusion downdraft rapidly forms and merges with the 
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RFD, supporting a third updraft pulse and substantially increasing low-level 
mesocyclone vorticity.  The RFD surges around the mesocyclone, cutting off its supply 
of unstable inflow and promoting weakening.  The downshear updraft pulse then 
develops further and becomes the dominant mesocyclone, eventually initiating new near-
ground development of mesocyclone-strength vorticity (Adlerman et al. 1999).   
 From this initial model, subsequent studies have looked further at mesocyclone 
sensitivity to model setup and environmental modifications.  Adlerman and Droegemeier 
(2002) found that the cycling behavior of a simulated supercell depended on model 
horizontal and vertical resolution, and on parameterizations of diffusion and surface 
friction.  For a vertical grid spacing of 250 m, fairly uniform cycling behavior was 
observed.  This grid spacing is consistent with the simulations discussed in this 
dissertation.   
 In a series of simulations, Adlerman and Droegemeier (2005) examined the 
effects of varying wind profiles on the behavior of a simulated mesocyclone given a 
constant thermodynamic environment.  Mesocyclones were found to be non-cyclic, 
cyclic but non-occluding, or cyclic and occluding.  Hodograph shapes chosen ranged 
from straight-line to full circle, with a variety of half-, quarter-, and three-quarter-circle 
shapes with a number of shear magnitudes for each.  Full-circle hodographs were always 
found to yield non-cycling storms, while straight-line hodographs always yielded cyclic 
but non-occluding storms.  Other hodograph shapes were found to yield different 
mesocyclone behaviors depending on shear magnitude (Fig. 2.1).  These simulations 
were completed using liquid microphysics (Adlerman and Droegemeier 2005).   
 
 7
b.  Microphysical Distributions in Supercell Storms  
 Microphysical distributions have been poorly studied in supercell thunderstorms.  
A few studies have reported such measurements obtained from aircraft.  Brandes et al. 
(1995) sought to correlate hydrometeor distributions and polarimetric observations in a 
Colorado supercell.  Entering the storm from the south just above the melting level, the 
aircraft encountered mostly graupel.  A differential reflectivity (Zdr) bright band was 
thought to be caused by graupel with a liquid coating, and increasing Zdr below was 
attributed to melting graupel.  As expected, a Zdr minimum in the storm core was found 
to contain a high concentration of hail, and hail greater than 10 mm in diameter was 
limited to regions with reflectivity factor exceeding 50 dBZ.  Small concentrations of 
large drops were located along the storm’s forward flank.  Liquid water content (LWC) 
and drop size distribution (DSD) were recorded on transects through an Oklahoma 
supercell (Loney et al. 2002).  An updraft warm anomaly was associated with high 
LWC, and shedding was speculated to be a possible cause of high numbers of small 
drops along the western updraft periphery.  Comparison of in-situ hydrometeor 
measurements with polarimetric radar observations showed reasonable agreement.   
 Polarimetric radar has also been used to study microphysical distributions in 
supercell storms.  Though there are limitations to applying scattering theory such as the 
T-matrix model to the real atmosphere, reasonable agreement between expected 
hydrometeor species and aircraft observations yields confidence that polarimetric radar 
observations are a useful source of additional microphysical information.  Columns of 
liquid drops, known as Zdr columns, have been found extending above the freezing level 
in the updraft (e.g. Hubbert et al. 1998).  Loney et al. (2002) found a column of liquid 
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drops upwind from the updraft and attributed their presence to shedding from melting 
hail.  Signatures consistent with melting graupel were found near the environmental 
melting level.  Repeatable supercell polarimetric signatures were first presented in 
Ryzhkov et al. (2005).  The Zdr column was found and again attributed to large liquid 
drops lofted in the updraft.  Low correlation coefficient in the updraft was attributed to 
lofted debris.  Finally, a band of high Zdr values was repeatably found along the supercell 
forward flank and attributed to large drops.  In a later study this band was named the Zdr 
arc (Kumjian and Ryzhkov 2008), and other repeatable features including rings of Zdr 
and correlation coefficient around the updraft region were described.  Repeatable 
polarimetric features of Southern Plains tornadic supercells were presented in Van Den 
Broeke et al. (2008) along with preliminary speculation about microphysical meanings 
of the signatures.  Frame et al. (2009) discussed the frequent ‘winged’ appearance of 
many supercells, and concluded it was present for microphysical rather than dynamical 
reasons.   
 Other supercell observational studies provide insight into their microphysics.  
General rain and hail distributions in several classes of supercells were presented by 
Moller et al. (1994).  Browning (1965) observed a fall of large hail just prior to 
tornadogenesis in two right-moving Oklahoma storms, likely supercells, and found 
evidence of a stronger turn to the right when large hailfall was occurring.  In Browning’s 
study, however, there was no speculation about a possible link between hailfall and 
tornadogenesis.  In a small sample of tornadic Southern Plains supercells, a region of 
polarimetrically-inferred hailfall was found most commonly around the time of 
tornadogenesis (Van Den Broeke et al. 2008).  Given a larger sample of tornadic and 
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non-tornadic warm-season Southern Plains supercells, another study found that the hail 
characteristics of a supercell remain relatively constant from the pre-tornado to the 
tornado time (Kumjian and Ryzhkov 2008).  This study did, however, note a more 
persistent, less-cyclic polarimetric hail signature in non-tornadic storms than in tornadic 
storms.  This difference may indicate some microphysical control on supercell 
downdraft evolution, which in turn may vary with the environment.  Rasmussen et al. 
(2006) and Kennedy et al. (2007) discuss the descending reflectivity core (DRC), a small 
region of descending precipitation in the RFD region.  Amount of evaporative cooling in 
this region, determined by the quantity and type of evaporating hydrometeors, may have 
important implications for downdraft strength and thus on mesocyclone evolution.  
Higher rain rates have generally been associated with stronger downdrafts (e.g. 
Kamburova and Ludlam 1966), but the phase of hydrometeors is also an essential 
consideration (e.g. Srivastava 1987).  In a study of forward-flank downdraft (FFD) 
characteristics, melting of graupel was speculated to be more important in determining 
outflow temperature than the amount of evaporative cooling (Shabbott and Markowski 
2006), suggesting the importance of understanding supercell microphysics if modeling 
attempts are to produce reasonable results for correct reasons.   
 
c.  Microphysical Controls on Supercell Evolution  
 Microphysical processes are also thought to play an important role in supercell 
evolution, including mesocyclone behavior, since the energy budget is affected via latent 
heating effects.  Observational studies have pointed to associations between 
microphysical distributions and supercell evolution.  Mesocyclone sustenance may be 
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aided by generation of baroclinic vorticity along the FFD.  The degree of baroclinicity 
present is related to the temperature difference between environmental inflow and rain-
cooled outflow, and this difference is partially controlled by microphysical processes in 
the downdraft.  The FFD was found to average slightly warmer in tornadic storms, with 
less baroclinic vorticity generation (Shabbott and Markowski 2006).  Convergence along 
the RFD likely plays an important role in concentrating low-level vorticity under the 
updraft, and thus in tornadogenesis.  RFD characteristics seem important in determining 
whether or not a tornado forms (e.g. Markowski et al. 2002), and to a large degree, these 
characteristics may be determined by the microphysics involved in its development.  
Thus, the choice of a liquid-only vs. ice microphysical parameterization in a supercell 
simulation may be critical in determining behavior of the simulated storm.  The hail 
distribution also appears to be critical in determining mesocyclone behavior. 
Polarimetric observations of supercell storms have indicated a more persistent, less 
cyclic polarimetric hail signature in non-tornadic storms than in tornadic storms 
(Kumjian and Ryzhkov 2008).  This difference may indicate a microphysical control on 
supercell downdraft evolution, which in turn should affect updraft structure.  Past 
modeling attempts have shown inclusion of the ice phase to produce storms with colder 
area-averaged outflow, due to more melting and evaporative cooling (Gilmore et al. 
2004b).   
 Several modeling studies have examined sensitivities of supercell evolution to 
the microphysical parameterizations chosen.  Cold pools may be stronger when the ice 
phase is included, due to melting of small ice particles (e.g. Srivastava 1987).  Even the 
hailstone distribution chosen may affect storm evolution as much as whether or not a 
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given storm has ice or not (van den Heever and Cotton 2004).  Simulated storms in 
which ice microphysics was used were found to more rapidly produce a first cycle.  
Inclusion of ice microphysics was found to increase updraft strength by 10% due to 
additional latent heat release.  Quicker cycling occurred initially, but the entire cycling 
process was not sped up (Adlerman and Droegemeier 2002).  Overall, modeling has 
indicated that supercells which form in a strongly-sheared environment seem less 
sensitive to changes in hodograph shape and model resolution than storms simulated in 
less-sheared environments (Gilmore et al. 2004a).   
 A few past modeling studies have explored the role of microphysics in supercell 
storms.  Conway and Zrnić (1993) calculated hailstone trajectories.  They found 
hailstone sources to include melted hydrometeors falling from the anvil and recirculated 
into the updraft, and growth within the updraft by freezing.  More precipitation is 
generated given higher environmental shear, but is spread over a larger area (Gilmore et 
al. 2004b).   
 Comparisons have been made between supercells modeled with liquid versus ice-
inclusive microphysics (Gilmore et al. 2004a).  When the ice phase was included, the 
stratiform precipitation region was larger, and there was 40% greater surface 
precipitation accumulation.  These effects were attributed to stronger updrafts and the 
ability of ice-phase particles to fall out farther from the updraft.  Greater latent heat 
release was present when the ice phase was included, leading to stronger updrafts and 
greater updraft volume.  The cold pool also averaged larger and stronger due to more 
melting, sublimation, and evaporative cooling (Gilmore et al. 2004a).   
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 Van den Heever and Cotton (2004) examined the effects of varying hail 
distributions on supercell evolution by varying mean hail diameter between 3 mm and 1 
cm.  In storms with the largest mean hail diameter, the right-moving updraft was more 
steady and persistent.  As mean hail diameter was reduced, downdrafts became stronger 
due to more melting and evaporational cooling, and less ice reached the surface.  Cold 
pool depth increased, and cold pools propagated more rapidly.  This more rapid motion 
was found to initially strengthen the storm by promoting a new updraft pulse, but the 
cold pool soon outran the updraft and the storm weakened.  When hail of large mean 
diameter was present, the cold pool and updraft remained in close proximity, promoting 
storm longevity.  There was greater vorticity generation along the FFD in storms with 
smaller average hail size, since cold pools were stronger in these storms.  Storm 
structure was found to most closely resemble a classic supercell when mean hail 
diameter was small, and to resemble a high-precipitation (HP) supercell when mean hail 
diameter was large (van den Heever and Cotton 2004).  Differences between these 
simulated storms were as great as between storms with and without hail.  A study with 
varying graupel distribution found similar results: as mean graupel diameter became 
smaller, storms had greater updraft volume and colder area-averaged outflow (Gilmore 
et al. 2004b).   
 
d.  Effects of Varying Moisture on Supercell Evolution  
 Supercell storms have been shown to affect the moisture distribution of their 
nearby environment.  The well-studied Del City, Oklahoma, tornadic supercell (1977), 
for instance, was shown to increase the low-level mixing ratio by 2 g kg-1, producing a 
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0.4-km (40 mb) lowering of the lifted condensation level (LCL) height (Johnson et al. 
1987).  This effect on the nearby environment could in turn affect tornadogenesis 
potential, since lower LCLs have been associated with increased tornado likelihood (e.g. 
Rasmussen and Blanchard 1998).  A modified near-storm environment might also affect 
the storm’s microphysics, and thus indirectly modify the cold pool strength and 
subsequent mesocyclone evolution.  One goal of this work will be to study how cold 
pool strength and mesocyclone evolution differ with a variable environmental moisture 
profile, with a focus on microphysical differences.  One process not considered in depth 
is the advection of hydrometeors from one storm to another (Browning 1965).  This 
process undoubtedly affects supercell microphysics, especially when the environmental 
wind shear is strong and particles are readily advected between storms.   
 Several observational studies have elucidated the role of environmental moisture 
in supercell structure and evolution.  Many of these studies have focused on moisture in 
the lowest km, generally below cloud base.  Long-lived supercells have been found to 
move parallel to an axis of enhanced low-level moisture (Bunkers et al. 2006); the 
moister environment can prolong the life of the supercell even when wind shear is not 
especially favorable.  Greater moisture in the lowest km, manifest as a lower LCL 
height, has been shown to discriminate fairly well between nontornadic and tornadic 
supercells (e.g. Rasmussen and Blanchard 1998, Markowski et al. 2002, Thompson et al. 
2003).  Lower LCL heights may favor tornadogenesis by reducing the amount of 
stretching required for a vortex to reach from cloud base to the ground, or more 
importantly, may signal a moister local environment favoring weaker hydrometeor 
evaporation and thus warmer downdrafts (e.g. as suggested in Markowski et al. 2002).  
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Finally, an observational study of High Plains storms showed that moister air below 
cloud base resulted in less cooling due to evaporation, leading to less-intense downdrafts 
(Knupp 1988).  Given the vital importance of downdraft strength on supercell evolution, 
changes in environmental moisture are likely to have significant repercussions.   
 Fewer observational studies have looked at the role of midlevel moisture in the 
supercell environment.  Pre-existing midlevel moisture has not been found to 
discriminate between days with and without deep convection (Weckwerth 2000).  This 
result makes sense, since initiation of supercell or other deep convection requires parcels 
to reach their level of free convection (LFC), so some lifting mechanism must also be 
present.  In the context of the research presented herein, deep convection is supposed to 
already exist, having been forced by a warm bubble in low levels.  Once convection has 
initiated, then, the results of environmental moisture variations on convective evolution 
are explored.   
 Type of convective storm favored in a given environment may be sensitive to 
moisture characteristics.  In an early study of low-precipitation (LP) versus classic 
supercell storms, the depth of the low-level moist layer was found to average the same 
for each class of storms.  Quantity of moisture within this moist layer, however, was 
quite different: in environments producing LP storms, mean water vapor mixing ratio 
averaged 1.6 g kg-1 lower (Bluestein and Parks 1983).  Precipitable water and mean 
humidity in this layer were also less by a statistically significant amount.  This 
association makes sense—differing amounts of condensation should affect the storm’s 
energy budget, with probable microphysical effects as well.  Some microphysical effects 
of environmental drying are presented here.   
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 In a study of many tornadic and nontornadic storms, development of the RFD 
was explored.  Tornadic storms were found to contain warmer RFDs on average, while 
nontornadic RFDs tended to contain cooler, more stable air (Markowski et al. 2002).  
This is consistent with the results of this study, which shows supercells with cooler 
RFDs including storms simulated with liquid-only microphysics to contain smaller 
average near-surface vertical vorticity values.  One possible reason for this difference 
would be a lesser importance of dry midlevel air entrainment in tornadic storms.  It is 
also possible that storms with a moister midlevel environment, and thus entraining 
moister air, might experience less cooling of the RFD, increasing tornado potential.   
 Few studies have specifically examined the effects of dry midlevel and upper-
level air on supercell storms, though a few studies have looked at effects of dry air on 
downdrafts.  In an idealized study, entrainment of dry environmental air was found to 
weaken downdrafts via decreased precipitation loading (Srivastava 1985).  If moister air 
is present to be entrained, it is possible that downdrafts might be strengthened, but this 
should depend on the DSD.  Increased near-surface vertical vorticity observed and 
simulated in moister environments, then, may be related to the presence of a stronger 
RFD.  In a follow-up study, Srivastava (1987) found that inclusion of small ice particles 
led to lower average mixing ratio and relative humidity at low levels around a simulated 
downdraft.  Thus the microphysics of a downdraft are likely to affect moisture 
characteristics of the surrounding environment at low levels.   
 An early modeling study looked at the effects on updraft longevity of 
environmental moisture in the lowest 2.8 km.  As low-level moisture increases, updrafts 
were found able to persist under increasing vertical wind shear (Schlesinger 1973).  This 
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modeling result matches observations of storms which often struggle on dry days, and 
may be related to the increased CAPE of environments with increasing low-level 
moisture.  Tropical convective systems have been found to produce less precipitation 
when the mid and upper levels are dry (Ridout 2002), though the applicability of these 
results to midlatitude supercell convection is uncertain.  Supercell characteristics, 
including maximum updraft velocity and outflow temperature, have been found to vary 
substantially when the LCL and LFC height is varied (McCaul and Cohen 2002).   
 In a modeling study with liquid-only microphysics, the effects of 
midtropospheric drying on supercell evolution were explored (Gilmore and Wicker 
1998).  Generally, storms in environments with greater midlevel drying were found to 
contain stronger outflow.  In moderate-shear environments this strong outflow tended to 
lessen unstable inflow and ultimately weaken the updraft, though if strong shear was 
present, surging outflow was less likely to weaken the updraft.  In their simulations, 
Gilmore and Wicker found storms tending to split about 40 min from initialization.  
After this initial split, updrafts were consistently weaker in storms with a drier midlevel 
environment.  From 50 – 90 min, low-level mesocyclones were stronger in storms with 
midlevel drying.  This was attributed to greater convergence of vertical vorticity along 
the surging gust front in these simulations, and to increased baroclinic generation along 
these storms’ stronger forward-flank temperature gradients.   
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Figure 2.1: Adlerman and Droegemeier’s wind profile parameter space (2005).  
Hodograph shape is depicted on the left side of the figure.  Shading represents the three 
types of mesocyclone evolution seen in their study and this study.  Each set of numbers 
represents one wind profile used in Adlerman and Droegemeier’s study.  Numbers 
represent maximum upward motion (top) and vertical vorticity in the lowest 2 km x 103 
(bottom).  These maxima were for anywhere in the model domain, and were anytime 
between 3600 s and 14400 s past model initialization.   
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3. Data  
 
 The thermodynamic sounding used in these simulations was first presented in 
Weisman and Klemp (1982).  It was created via a set of equations and represents a 
typical supercell environment, including a well-mixed boundary layer, moderate 
midlevel instability for a parcel ascending moist adiabatically, and a low cloud base (Fig. 
3.1).  Weisman and Klemp tested additional wind profiles with this thermodynamic 
profile, including half-circle profiles with shear magnitude ranging from 10 to 50 m s-1 
in the lowest 5 km, with constant wind above 5 km (1984).  This study used liquid-only 
microphysics.  Numerous other modeling studies have also used this thermodynamic 
profile, which is known for producing a supercell which appears realistic and can give 
rise to intense low-level vortices.   
 One figure is presented which shows polarimetric radar data from the Norman, 
Oklahoma, dual-polarized Doppler radar (KOUN).  The radar was experimental when 
these data were collected, and was in the process of being upgraded to operational 
polarimetric specifications.  Background information on the experimental setup of 
KOUN can be found in Zrnić et al. (1999) and Doviak et al. (2002).   
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Figure 3.1: Thermodynamic profile of Weisman and Klemp (1982).  Green line 
represents the mixing ratio in g kg-1 multiplied by a scaling factor of 20000, and red line 
represents the temperature in Kelvin.   
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4. Terminology and Methodology  
 
 This work was undertaken in several distinct but closely-related stages, which are 
described in this section.  First, experiments with varying wind profiles are described, 
followed by experiments with mid- and upper-level drying.  Key terminology as defined 
for the sake of this study is introduced.   
 
a.  Experiments with Varying Wind Profiles 
 In this study, the thermodynamic profile of Weisman and Klemp (1982), 
described above under Section 3, was used.  The wind profile was replaced with a 
number of hodograph shapes and shear magnitudes.  The chosen wind profiles replicate 
some of those used in Adlerman and Droegemeier (2005), who used the Del City 
composite thermodynamic profile (Klemp et al. 1981).  Thus, the work presented here 
builds on that of Weisman and Klemp (1984) by testing additional hodographs and 
studying the effects of including ice microphysics, and builds on that of Adlerman and 
Droegemeier (2005) by testing differences in ice-inclusive simulations and extending the 
experiments to a different thermodynamic profile.  This thermodynamic profile is 
characterized by greater stability than the sounding used in Adlerman and Droegemeier 
(2005), possibly leading to differences in cycling behavior as discussed later.   
 Adlerman and Droegemeier (2005) simulated supercells using 57 different 
hodographs ranging over the full parameter space from straight-line to full circle.  A 
subset of 22 of these hodographs was chosen which cover the parameter space 
reasonably well (Table 4.1).  Wind profiles near the edge of two mesocyclone cycling 
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types in Adlerman and Droegemeier’s study were favored.  For each hodograph, one 
simulation was run with liquid-only microphysics and one simulation with ice 
microphysics as described below.  In each simulation, mesocyclone behavior was 
classified as steady (non-cyclic), cyclic occluding, or cyclic non-occluding.  Diagrams of 
mesocyclone behavior with varying shear were constructed following Adlerman and 
Droegemeier (2005), with the intent of seeing how repeatable the behavior was between 
the two models, and how the liquid and ice-phase simulations compared.   
 The three modes of mesocyclone cyclicality (Fig. 4.1) were defined in the same 
way as in Adlerman and Droegemeier (2005).  These modes agreed completely with the 
modes observed when completing the research presented herein.  Such agreement 
between model-produced types of mesocyclone cyclicality raised confidence in the 
ability of the Straka Atmospheric Model (SAM) to produce evolution similar to that seen 
in prior modeling studies.  The three modes of mesocyclone evolution are defined as:  
1) Steady (non-cycling): a westerly surge develops along the west-central 
updraft edge associated with an RFD.  This configuration of updraft region 
and RFD westerly surge remains relatively constant through time once 
developed.  Vertical vorticity of the highest magnitude at 1000 m is typically 
located just north of the westerly surge, with another maximum possible to its 
south (Fig. 4.1a).  Magnitude of the RFD westerly surge may vary, though its 
location remains relatively constant relative to the updraft region.  An 
example of a storm demonstrating this cycling mode, from a half-circle 
simulation (I1), is presented in Fig. 4.2.   
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2) Occluding cyclic: starting from a configuration containing an RFD westerly 
surge and updraft region as described above, the westerly surge continues 
eastward and cuts off much of the updraft’s unstable inflow before 
diminishing.  This weakening is generally associated with decreasing 
cyclonic curvature of the echo appendage.  The region of enhanced vertical 
vorticity expands to cover most of the central updraft region.  At some later 
time, a new RFD westerly surge again deforms the updraft region and vertical 
vorticity becomes concentrated in a narrow region to its north Fig. 4.1b).  An 
example of a storm demonstrating this cycling mode, from a simulation with 
a quarter-circle turn in the lowest km (I16), is presented in Fig. 4.3.   
3) Non-occluding cyclic: starting from a configuration as described under the 
steady mode above, the RFD westerly surge wraps northward into the updraft 
region but never cuts off the unstable inflow.  Strongest surface vertical 
vorticity typically occurs just west of this feature at the edge of a very 
cyclonically-curved region of updraft.  Eventually the RFD surge diminishes, 
and the updraft region develops northward toward the supercell’s forward 
flank.  Vertical vorticity has typically decreased, but begins to increase again 
in association with the new, stronger area of updraft to the north.  Finally a 
new RFD surge proceeds eastward from the echo appendage, which has 
typically reformed northward.  Strongest vertical vorticity quickly wraps 
around the new RFD surge.  A remaining region of enhanced vertical 
vorticity is often present marking the past location of the RFD surge (Fig. 
4.1c).  An example of a storm demonstrating this cycling mode, produced 
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using a wind profile with a quarter-circle turn in the lowest 3 km (I21), is 
presented in Fig. 4.4.   
 The model used was the three-moment, non-hydrostatic, three-dimensional, 
compressible SAM with a time step of 1 s and horizontal resolution of 250 m.  It has 
open side boundaries and free-slip upper and lower boundaries.  This model has been 
utilized before in numerical studies of deep convective storms including supercells 
(Gilmore et al. 2004a, 2004b; Johnson et al. 1993), microbursts (Straka and Anderson 
1993), and thunderstorm electrification (Straka and Mansell 2005).  Vertical resolution 
stretched from 155 m near the surface to 520 m at 20 km, with a lowest level 75 m above 
the surface.  A 3 K spheroidal warm bubble was used to initiate convection.  Model 
output files were generated every 5 min.   
 Conservation of momentum, mass, and energy were assumed.  Momentum 
conservation followed the compressible Navier-Stokes equations of motion in a rotating 
reference frame:  
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where ui denotes the velocity components, g = gravitational acceleration, γ = cv/cp where 
cp=1004 J Kg-1 K-1 and cv = 717J Kg-1 K-1, and f is the Coriolis force which is a function 
of latitude and Earth’s rotation rate.  The stress tensor τij = ρKmDij where ρ is the density 
of moist air which is a function of pressure and mixing ratio, Km is the eddy mixing 
4.1 
 24
coefficient and Dij is the deformation tensor.  Quasi-compressible mass conservation was 
used.  Conservation of energy was given in terms of potential temperature (θ):  
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where the symbols are as described previously, Kh is an eddy mixing coefficient, and S 
represents sources and sinks of potential temperature (heating and cooling).   
 In the model, the perturbation pressure field (p’) was solved using a backwards-
in-time method with the following equation:  
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where ui = the velocity component, Cs is the speed of sound which is a function of 
temperature, and E is a function of mixing ratios.  Finally, a number of variables 
including number concentration, mixing ratios of hydrometeor species, and reflectivity 
factor were solved using equations of the same general form.  The equation for mixing 
ratio of a given hydrometeor species ‘m’ is given here as an example:  
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where all variables are as described previously, Vt represents the terminal velocity of the 
hydrometeor species, and S includes any number of sources and sinks for the species.  
Terms on the right hand side of the equation, from left to right, represent flux of the 
quantity of interest, divergence of the quantity of interest, mixing in turbulent eddies, a 
vertical flux term representing fallout of hydrometeors, and a term representing any 
additional sources or sinks (Straka and Mansell 2011).   
4.2 
4.3 
4.4 
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 Scalars were solved using a forward-in-time first-order difference.  For any 
scalar φ:  
)/(1 xtunn ∂∂∆−=+ ϕϕϕ  
where ∆t is the time step.  A value for u(∂φ/∂x) is obtained using a sixth-order Crowley 
scheme:  
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where {a, b, c} are coefficients.  Velocity components were solved using a leapfrog 
scheme:  
)/(211 xtu nnnn ∂∂∆−= −+ ϕϕϕ  
 Microphysics were either liquid-only (Kessler 1969), as in Soong and Ogura 
(1973) and Klemp and Wilhelmson (1978), and identical to the scheme used in 
Adlerman and Droegemeier (2005), or ice-inclusive.  The ice scheme included fifteen 
hydrometeor species summarized in Table 4.2.  Graupel, frozen drops, hail, and ice 
crystal aggregates were allowed to have varying density described by a power law 
relationship.  Mass and terminal fall velocity were also written as power-law 
relationships which are a function of diameter.  The microphysical distributions were 
specified by gamma distributions, and the slope, intercept, and shape parameters were 
solved using a triple-moment scheme including number concentration, LWC, and 
reflectivity factor.  Using a triple-moment scheme should provide a better representation 
of varying microphysical distributions in a simulation with many precipitation regimes 
(Gilmore et al. 2004b).   
4.5 
4.6 
4.7 
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 Numerous microphysical processes were allowed in the SAM ice microphysics 
parameterization.  One growth pathway led to warm rain production.  In this case, 
condensation on cloud condensation nuclei (CCN) leads to the formation of a cloud 
droplet, which may grow further by vapor diffusion.  Collection is allowed to begin once 
cloud droplets are of sufficient size.  Once these droplets cross over the threshold of 82 
µm, they are transferred to drizzle via autoconversion.  Drizzle droplets may grown via 
further collection, and when they cross the 500 µm threshold, are classified as warm 
rain.  Warm rain can grow further by collection.  Ice nuclei within a raindrop can 
become activated, causing immersion freezing and the formation of hail from frozen 
drops (Straka and Mansell 2011).   
 Ice-inclusive processes are more complex and numerous.  Once an ice nucleus is 
activated, an ice crystal may form.  These crystals may take the form of plates, columns, 
dendrites, or bullet rosettes.  Once an ice crystal exists, it can begin collecting other 
hydrometeors.  These hydrometeors may be liquid (riming) or ice (collection).  Plates are 
restricted to only collect liquid droplets if their radius is between 150 and 3000 µm, and 
column riming is restricted to column diameters of 25 – 3000 µm.  Once the ice particle 
reaches a diameter of 500 µm and has lost its ice crystal character, it is classified as 
graupel.  Further riming may result in formation of hail from graupel once the particle 
diameter crosses 5000 µm, where wet growth begins.  Once the hailstone diameter 
exceeds 9000 µm, liquid droplets can be shed whose most common radius is 1000 µm; 
these drops are classified as rain from shedding.  A melted hailstone or graupel particle 
would be classified as rain from melting (Straka and Mansell 2011).   
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 Ice crystals can also collect other ice crystals, leading to the formation of snow 
aggregates.  Once a snow aggregate has formed, it is allowed to grow further by 
collection.  Ice crystals or snow aggregates can be collected, leading to continued 
classification as a snow aggregate but generally decreasing particle density.  Aggregates 
are allowed to melt, forming rain from melting.  An aggregate can also collect 
supercooled cloud droplets via riming, increasing the aggregates’ density.  Once a 
diameter of 500 µm is reached, the particle is classified as graupel, with the same 
progression to hail from graupel possible as described above (Straka and Mansell 2011).   
 SAM output files were visualized using iMRV, an IDL iTool for meteorological 
visualization created and supported by Erik Rasmussen at Rasmussen Systems.  
Visualizations were constructed at 5 min intervals containing vertical velocity and 
vertical vorticity at 1000 m, and changes in updraft and vorticity distributions were used 
to determine if the mesocyclone was steady, cyclic occluding, or cyclic non-occluding.  
Maximum surface vertical vorticity at each interval in association with the mesocyclone 
was recorded, and at the time of simulation maximum surface vertical vorticity, plots 
were constructed of surface potential temperature distribution and the vertical and 
horizontal wind components.  Various wind and vorticity characteristics of the 
simulations were plotted on the wind profile parameter space.   
 For each wind profile, one liquid-only and one ice-inclusive simulation was run 
and analyses completed from 3000s – 9000s.  At the time of maximum vertical vorticity 
at the lowest model level in each simulation, the hail, graupel, frozen drop, and rain 
distributions were plotted over color-filled contours of reflectivity factor.  The maximum 
value of each hydrometeor type was also recorded for each simulation at the time of 
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maximum near-surface vertical vorticity.  Calculations were completed representing the 
ratio of maximum mixing ratios of hail from graupel to hail from frozen drops, 
maximum graupel to frozen drops mixing ratios, and maximum warm rain mixing ratio 
as a percentage of summed maximum rain mixing ratios.  These variables were then 
plotted on the wind profile parameter space.   
 
b.  Experiments with Varying Moisture Profiles  
 A control profile was chosen which produced a long-lived, isolated, classic 
supercell (profile 11 from Table 4.1).  It was characterized by a half-circle turn over the 
lowest 10 km with a radius of 25 m s-1.  Its midlevels were defined as the layer from 3.14 
– 6.28 km, while upper levels were defined as 6.28 – 12 km.  Drying was applied to the 
midlevels, and to mid and upper levels (3.14 – 12 km; referred to as the ‘deep layer’).  
At midlevels, a maximum of 1 g kg-1 (moderate midlevel drying) or 2 g kg-1 (significant 
midlevel drying) was applied.  When mid and upper levels were dried, a maximum of 
63.25% of the mixing ratio (moderate deep-layer drying) or 83.67% of the mixing ratio 
(significant deep-layer drying) was applied.  This maximum drying was applied at the 
center of the layer, with amount of drying tapering off to zero at the edges of the layer 
using a sine curve.  No modifications were made to the moisture profile outside the 
appropriate layer, and no modifications were made to any field other than the mixing 
ratio.  For each altered moisture profile, a liquid-only and ice-inclusive simulation was 
run.  Table 4.3 summarizes the 10 variable-moisture simulations.   
 Setup for the variable-moisture simulations was identical to that described above.  
Output files were again created every 5 min from 3000 s – 9000 s (50 min – 2.5 hrs) and 
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visualized with iMRV.  At each 5-min output step, maximum 1000-m mixing ratio was 
recorded for graupel, frozen drops, hail from graupel, hail from frozen drops, rain from 
shedding, rain from melting, and warm rain, along with maximum near-surface vertical 
vorticity associated with the mesocyclone (hereafter ‘vertical vorticity’).  In liquid-only 
simulations, only maximum near-surface vertical vorticity was recorded.  ‘Near-surface,’ 
in this case, is defined as the lowest model level (75 m).  From these values, time series 
were constructed for each microphysical variable and vertical vorticity.  These time 
series were compared with the control simulations and across the parameter space of 
moisture variations, and associations were sought between vertical vorticity and the 
microphysical variables.   
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Table 4.1: Summary of the 22 wind profiles used to simulate supercell storms in this 
study.  Columns include the simulation number, a description of the wind profile, the 
CAPE value in J kg-1, the 0 – 6 km bulk Richardson number (BRN) shear, and the BRN 
calculated over the 0 – 6 km layer.   
 
    CAPE  BRN shear BRN  
Profile # Description  (J kg-1) (0 - 6 km) 
(0 - 6 
km) 
1 Half-circle in lowest 6 km;  2200 18 13.6 
  radius = 18 m s-1       
2 Half-circle in lowest 6 km;  2200 9 54.3 
  radius = 9 m s-1       
3 Half-circle in lowest 6 km;  2200 11 36.4 
  radius = 11 m s-1       
4 Half-circle in lowest 6 km;  2200 15 19.6 
  radius = 15 m s-1       
5 Full circle in lowest 10 km;  2200 16.1 17.0 
  radius = 15 m s-1       
6 Full circle in lowest 10 km;  2200 20.4 10.6 
  radius = 19 m s-1       
7 Full circle in lowest 10 km;  2200 26.9 6.1 
  radius = 25 m s-1       
8 Three-quarter circle in lowest 10 km; 2200 14.2 21.8 
  radius = 15 m s-1       
9 Three-quarter circle in lowest 10 km; 2200 18 13.6 
  radius = 19 m s-1       
10 Three-quarter circle in lowest 10 km; 2200 23.7 7.8 
  radius = 25 m s-1       
11 Half-circle in lowest 10 km; 2200 17.7 14.0 
  radius = 25 m s-1       
12 Half-circle in lowest 10 km; 2200 21.2 9.8 
  radius = 30 m s-1       
14 Straight-line hodograph with  2200 11.6 32.7 
  tail length = 47 m s-1       
16 Quarter-circle 0 - 1 km with r = 10 m s-1; 2200 13.2 25.3 
  1 - 9 km tail length = 20 m s-1       
17 Quarter-circle 0 - 1 km with r = 15 m s-1; 2200 17.8 13.9 
  1 - 9 km tail length = 20 m s-1       
18 Quarter-circle 0 - 1 km with r = 20 m s-1; 2200 22.4 8.8 
  1 - 9 km tail length = 20 m s-1       
19 Quarter-circle 0 - 3 km with r = 10 m s-1; 2200 10.4 40.7 
  3 - 9 km tail length = 20 m s-1       
20 Quarter-circle 0 - 3 km with r = 15 m s-1; 2200 13.3 24.9 
  no tail above 3 km        
21 Quarter-circle 0 - 3 km with r = 15 m s-1; 2200 14.8 20.1 
  3 - 9 km tail length = 20 m s-1       
22 Quarter-circle 0 - 3 km with r = 15 m s-1; 2200 16.4 16.4 
  3 - 9 km tail length = 40 m s-1       
23 Quarter-circle 0 - 3 km with r = 15 m s-1; 2200 18 13.6 
  3 - 9 km tail length = 60 m s-1       
24 Quarter-circle 0 - 3 km with r = 20 m s-1; 2200 17.7 14.0 
  no tail above 3 km        
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Table 4.2: Fifteen hydrometeor species included in the SAM ice microphysics 
parameterization.   
 
Cloud Droplets  4 - 82 microns  
Drizzle  82 - 500 microns  
Rain from Shedding  500 - 8000 microns 
Rain from Melting  500 - 8000 microns 
Warm Rain  500 - 8000 microns 
    
Frozen Cloud Droplets  Variable density  
Frozen Raindrops  Variable density  
Graupel  500 - 5000 microns  
    
Hail from Frozen Drops  5000 - 51000 microns 
Hail from Graupel 5000 - 51000 microns 
    
Plates  Variable density  
Columns  Variable density  
Dendrites  Variable density  
Bullet Rosettes  Variable density  
Snow Aggregates  Variable density  
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Table 4.3: Summary of the ten variable-moisture profiles used in this study.  All 
simulations had the same wind profile, characterized by a half-circle turn in the lowest 
10 km with radius 25 m s-1. 
 
Profile 
# Name  Microphysics  Description  
1 Moderate Midlevel Drying Ice-inclusive  Max 1 g/kg subtracted, 3.14 - 6.28 km  
2 Moderate Midlevel Drying Liquid-only  Max 1 g/kg subtracted, 3.14 - 6.28 km  
3 Significant Midlevel Drying Ice-inclusive  Max 2 g/kg subtracted, 3.14 - 6.28 km  
4 Significant Midlevel Drying Liquid-only  Max 2 g/kg subtracted, 3.14 - 6.28 km  
5 Moderate Deep-layer Drying Ice-inclusive  Max 63.25% of w subtracted, 3.14 - 12 km  
6 Moderate Deep-layer Drying Liquid-only  Max 63.25% of w subtracted, 3.14 - 12 km  
7 Significant Deep-layer Drying Ice-inclusive  Max 83.67% of w subtracted, 3.14 - 12 km  
8 Significant Deep-layer Drying Liquid-only  Max 83.67% of w subtracted, 3.14 - 12 km  
9 Control--Ice  Ice-inclusive  No drying applied  
10 Control--Liquid  Liquid-only  No drying applied  
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Figure 4.1: Idealized schematics of cycling modes observed in simulated storms, 
corresponding to the three modes observed by Adlerman and Droegemeier (2005) : a) 
steady mode, b) occluding cyclic mode, and c) non-occluding cyclic mode.  Color 
shading represents 1000-m reflectivity factor (dBZ), green contours represent 1000 m 
updraft of 3 and 10 m s-1, and black contours represent 1000 m vertical vorticity of 0.005 
s-1.  For step two of the non-occluding cyclic process, black contour is 1000 m vertical 
vorticity of 0.01 s-1.  In all schematics, arrows show the location of a westerly surge 
associated with the RFD.   
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Figure 4.2: Steady mode of mesocyclone behavior, taken from the simulation using wind 
profile 1.  Sequence starts at 4800 s (1 hr 20 min) past model initialization in (a), with 
following images taken from 10 min following (panel b), 20 min following (panel c), 
and 30 min following (panel d).  Color-filled contours represent reflectivity factor of 20, 
30, 40, 50, and 60 dBZ.  Solid contours represent 1000 m updraft of 3, 5, and 10 m s-1.  
Dashed contours represent 1000 m vertical vorticity of 0.005 and 0.01 s-1.   
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Figure 4.3: Occluding cyclic mode of mesocyclone behavior, taken from the simulation 
using wind profile 16.  Sequence starts at 5700 s (1 hr 35 min) past model initialization 
in (a), with following images taken from 5 min following (panel b), 10 min following 
(panel c), and 20 min following (panel d).  Features are the same as described for Fig. 
4.2.   
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Figure 4.4: Non-occluding cyclic mesocyclone behavior, taken from the simulation 
using wind profile 21.  Sequence starts at 4500 s (1 hr 15 min) past model initialization 
in (a), with following images taken from 5 min following (panel b), 15 min following 
(panel c), and 25 min following (panel d).  Features are the same as described for Fig. 
4.2.   
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5.  Mesocyclone Evolution with Varying Wind Profiles 
 
  Evolution of the mesocyclone was explored across the chosen subset of wind 
profiles, and was defined as described under Terminology and Methodology above.  
First, it was confirmed that the SAM was producing mesocyclone evolution similar to 
that seen in prior research, which used liquid microphysics.  Then comparisons were 
made with the results from a detailed ice-inclusive microphysics package.  Mesocyclone 
evolution was assessed via the larger scale (e.g. how the collocated area of updraft and 
strong vertical vorticity evolved) and on the smaller scale using the RFD westerly surge 
and near-surface vertical vorticity.   
 
a.  Mesocyclone Cycling with Ice and Liquid Microphysics  
 
1) Comparisons with Prior Studies  
 These results were compared with previous work from the literature to ensure the 
SAM was producing consistent results.  Since these wind profiles were taken from 
Adlerman and Droegemeier (2005), mesocyclone behavior was compared to their 
results.  Simulations with liquid-only microphysics were compared, as these were most 
similar to those of Adlerman and Droegemeier’s study.  Modes of mesocyclone 
cyclicality were as defined under Terminology and Methodology.   
 Mesocyclone cycling modes are shown on the parameter space of wind profiles 
for Adlerman and Droegemeier’s study (Fig. 5.1) and for the liquid-only simulations in 
this study (Fig. 5.2a).  These results compare quite well.  The significant difference was 
an expansion of the area of occluding cyclic mesocyclogenesis with the SAM—one 
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wind profile producing a steady mesocyclone in Adlerman and Droegemeier’s study 
produced an occluding cyclic mesocyclone in the SAM, while several simulations 
changed from non-occluding cyclic to occluding cyclic.   
 Though these results and those of Adlerman and Droegemeier (2005) agreed 
relatively well, reasons were sought as to why the SAM may have produced more cyclic 
occluding storms.  Given an identical wind profile between compared simulations, 
varying instability was thought to be important.  CAPE was 3777 J kg-1 in Adlerman and 
Droegemeier’s (2005) simulations, but only approximately 2200 J kg-1 in this work.  All 
else equal, lower CAPE should produce weaker updrafts, which would reduce total 
hydrometeor mass fallout from the updraft (e.g. Gilmore et al. 2004b).  This may 
somewhat reduce cold pool strength via less precipitation loading, and possibly via less 
melting and evaporation.  Given the tendency of liquid-only microphysics to produce 
unrealistically strong cold pools (e.g. compared to observations, as in Markowski et al. 
2002), a slightly warmer cold pool (via less melting/evaporation) or slightly lesser 
downward motion in downdrafts (via less precipitation loading) could be expected to 
produce different interactions between inflow and outflow near the boundary of these, 
e.g. under the mesocyclone.  Since the balance between unstable storm-relative inflow 
and surging cold outflow determines much about mesocyclone behavior, a 40% decrease 
in environmental CAPE may produce genuine differences in mesocyclone behavior.   
 For wind profiles 4, 10, and 19, the low-level mixing ratio was increased to yield 
total CAPE near that used in Adlerman and Droegemeier’s study (2005).  Simulations 
were completed with these high-CAPE thermal profiles using ice microphysics, and the 
mesocyclone cycling results compared with lower-CAPE simulations using the same 
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wind profile.  While cycling type was the same regardless of CAPE for wind profiles 4 
and 10, for wind profile 19 the supercell was occluding cyclic at high CAPE and non-
occluding cyclic at lower CAPE.  Thus, there may be some differences in results 
depending on choice of CAPE.  The key result, however, is that these liquid-only 
simulations produced cycling results very similar to those of Adlerman and 
Droegemeier.  Liquid and ice simulations for each wind profile were run using the same 
CAPE, so these simulations are directly comparable.   
 
2) Results with Ice Microphysics  
 Liquid and ice microphysics produced different patterns of mesocyclone 
cyclicality.  For this choice of CAPE, non-cyclic storms did not occur with ice-inclusive 
microphysics (Fig. 5.2b), while non-occluding cyclic storms, which had not previously 
occurred in this subset of Adlerman and Droegemeier’s parameter space, became the 
dominant mode of mesocyclone behavior.  Occluding cyclic storms occupied a regime 
characterized by low shear and another at high shear.   
 The most prominent difference between liquid and ice microphysics occurred 
with full-circle hodographs (Fig. 5.2).  In liquid-only simulations, storms were only 
briefly supercellular and possessed steady non-cycling mesocyclones.  After a short 
time, the cold pool of these storms surged eastward, resulting in extensive walls of 
updraft and a rapid transition to squall lines.  When ice-inclusive microphysics were run, 
however, storms were maintained as supercells with a usually continuous mesocyclone 
containing strong collocation of strong updraft and enhanced vertical vorticity.  These 
storms’ mesocyclones tended to build northward along RFD outflow, with a new surface 
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center of vertical vorticity eventually developing northward of its initial location.  This 
was consistent with non-occluding cyclic behavior, and occurred given all quantities of 
wind shear tested.   
 Supercells in environments with three-quarter-circle wind profiles consistently 
exhibited occluding cyclic mesocyclones with liquid-only microphysics.  While this was 
also true under weak environmental shear using ice-inclusive microphysics, a transition 
to non-occluding cyclic behavior occurred as shear increased.  This transition seemed to 
occur with a hodograph radius of approximately 19 m s-1.  The mesocyclone of the storm 
simulated with this wind profile exhibited distinct periods of time in which each 
occluding and non-occluding cyclic behavior were dominant.   
 Using liquid-only microphysics, most supercells given half-circle wind profiles 
produced occluding cyclic mesocyclones except at very weak shear.  Half the 
simulations with ice-inclusive microphysics produced the same occluding cyclic 
behavior, while the remaining half contained non-occluding cyclic mesocyclones.  Non-
occluding cyclic behavior was generally dominant for moderate environmental shear.  
Simulations with very weak and strong shear produced better-focused westerly surges in 
the RFD, leading to occlusion as the unstable inflow was cut off.   
 
b.  Vertical Vorticity Evolution with Varying Wind Profiles  
 Several variables related to updraft strength and the timing and efficiency of 
vertical vorticity concentration were plotted on the wind profile parameter space.  These 
fields were compared between ice and liquid simulations, and attempts were briefly 
made to explain differences.   
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 Simulations were examined from 3000s – 9000s (50 min – 2.5 hrs).  Thus 
twenty-one output steps were available for each simulation, since model output was 
produced each 5 min.  Number of these steps with updraft magnitude > 15 m s-1 at 1000 
m above the surface was plotted on the parameter space for ice and liquid (Fig. 5.3).  
Most notable overall was the larger number of steps with strong updraft in liquid-only 
simulations.  This difference seemed related to stronger cold pools, causing cool outflow 
to surge eastward and strengthen updrafts into which they moved.  Updraft tended to be 
more intense in full-circle simulations, in which storms rapidly evolved into squall lines 
with strong updraft regions along their leading edges.  For other hodograph shapes, more 
liquid-only simulations had some steps with updraft exceeding 15 m s-1.  This also 
seemed related to a stronger cold pool with liquid microphysics, leading to a markedly 
stronger RFD westerly surge.   
 Time of the first strong vertical vorticity maximum at the lowest model level (75 
m) was plotted on the parameter space (Fig. 5.4a), along with the difference between ice 
and liquid simulations (Fig. 5.4b).  A strong maximum was defined as a temporal 
maximum at least half as strong as the simulation’s maximum vertical vorticity value.  
Both sets of simulations showed a trend toward increasing time to concentrate vertical 
vorticity at the surface as shear increased; this trend was most obvious in liquid-only 
simulations.  Similar slowing of mesocyclone cycling has been observed in past research 
as shear increases (e.g. Brooks et al. 1994).  Ice-inclusive simulations showed this trend 
more weakly.  The difference field between ice and liquid simulations clearly showed 
less time for ice-inclusive simulations to concentrate surface vertical vorticity with high 
shear, though it took slightly longer at low shear.  The mesocyclones of supercells in ice-
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inclusive simulations tended to more quickly develop strong RFDs, especially with 
strong shear.  These RFDs formed zones of strong vertical vorticity to their north.   
 Average time between successive surface vertical vorticity maxima was 
calculated, and the difference field between ice and liquid simulations was plotted on the 
parameter space (Fig. 5.5).  For hodograph shapes examined in this study, ice 
microphysics produced storms which cycled faster relative to liquid-only storms as shear 
increased.  As shear increased, ice-inclusive storms continued to produce mesocyclones 
with periodic strong RFD surges, though storms produced in liquid-only simulations 
tended toward linear structures, leading to fewer surface vertical vorticity maxima.   
 The difference field of maximum surface vertical vorticity was plotted on the 
parameter space (Fig. 5.6).  Magnitude of maximum vorticity was typically larger for 
ice-inclusive simulations—these storms produced stronger surface vortices for a given 
shear.  This seemed to result from better-developed mesocyclones in the ice-inclusive 
simulations, consisting of well-defined updraft and RFD regions collocated with 
enhanced midlevel vertical vorticity.  The magnitude of this difference typically 
increased as environmental shear increased, suggesting the ice-inclusive storms may 
better utilize increasing environmental shear to develop and maintain intense surface 
vortices.   
 To measure each storm’s efficiency at repeatably concentrating surface vertical 
vorticity, maximum vertical vorticity at the surface was summed across the twenty-one 
model output times.  A difference field of this variable was plotted on the wind profile 
parameter space (Fig. 5.7).  Neither microphysics parameterization repeatably produced 
higher summed surface vorticity.  Readily apparent, however, was a trend toward higher 
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relative summed vorticity in ice-inclusive simulations given higher shear.  This 
reinforces a previous conclusion—ice-inclusive storms seem better able to utilize 
increasing shear in the processes that generate and maintain surface vortices.   
 
c.  RFD Characteristics across the Parameter Space of Wind Profiles  
 RFD strength varied considerably across the parameter space, so some 
quantitative comparisons were made between RFD temperature and wind variables.  In 
the following discussion, the RFD was defined as the small-scale region of downdraft 
closely associated with the mesocyclone, typically located on the south or southwest side 
of the mesocyclone in or near the echo appendage.   
 Near-surface vertical vorticity maxima, in all simulations but especially in ice-
inclusive simulations, were associated with an RFD westerly surge just south of the 
surface vortex.  This westerly surge was evident as a small-scale region of storm-relative 
westerly flow generally in the southwest portion of the mesocyclone.   Magnitude of 
westerlies in the RFD surge was approximated for each simulation and the difference 
field plotted on the wind profile parameter space (Fig. 5.8).  A stronger RFD westerly 
component was often present in liquid-only simulations.  This stronger component 
seemed to be the result of liquid-only storms having stronger cold pools west of the 
updraft.  A notable exception was with full-circle hodographs, in which ice-inclusive 
supercells often contained a stronger RFD surge.  This resulted from the more defined 
mesocyclone structure in these storms, with distinct updraft and RFD regions collocated 
with enhanced midlevel vertical vorticity.  The full-circle hodograph with strongest 
shear was the exception—the liquid-only simulation produced a powerful squall line 
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with an RFD westerly surge of 50 m s-1 behind the outflow boundary.  This was the 
strongest westerly surge in any simulation.   
 Maximum potential temperature gradient across the RFD boundary near the 
westerly surge was plotted on the wind profile parameter space (Fig. 5.9).  This gradient 
averaged twice as strong for liquid-only storms.  The RFD tended to be uniformly cool 
in most liquid-only simulations, with a few warmer cases among half-circle hodographs.  
In ice-inclusive storms, full-circle and half-circle hodographs tended to produce 
relatively cool RFDs, while three-quarter-circle hodographs produced warmer RFDs 
relative to the full parameter space.   
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Figure 5.1: Mesocyclone cycling modes observed in the study of Adlerman and 
Droegemeier (2005).  Approximate boundaries between cycling modes are denoted by 
black lines.  Hodograph shapes are on the left side of the diagram.  Each star represents 
one simulation, and the number above the star represents either the radius of curvature or 
the tail length of the wind profile, as denoted by the r (radius) or t (tail length) to the left.   
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Figure 5.2: Mesocyclone cycling modes observed in this study, with a) liquid-only 
microphysics and b) ice-inclusive microphysics.  Simulations are labeled on the 
parameter space as described in Fig. 5.1.  Lines denote approximate boundaries of 
observed cycling types, presented in Fig. 4.1 of Terminology and Methodology.   
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Figure 5.3: Number of model output steps with maximum 1000 m updraft of at least 15 
m s-1 for a) liquid-only simulations, and b) ice-inclusive simulations.  Simulations are 
denoted as described in Fig. 5.1, and number of steps is shown by the number below 
each star.  If no number is present, no steps contained an updraft this strong at 1000 m.   
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Figure 5.4: Time of the first surface vertical vorticity maximum with magnitude at least 
50% of the simulation maximum for a) liquid-only simulations, and b) ice-inclusive 
simulations.  c) shows the difference field (ice minus liquid) for this variable.  Times, 
under each star, are seconds from model initialization divided by 100 (e.g. 3300 s = 33).  
The -1800 s contour is highlighted in (c).   
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Figure 5.5: Average time difference between successive surface vertical vorticity 
maxima, calculated as ice minus liquid value.  The number below each star represents 
this difference in minutes.   
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Figure 5.6: Difference in maximum surface vertical vorticity, calculated as ice minus 
liquid.  The number below each simulation represents this difference multiplied by 1000 
(e.g. 35 = 0.035).   
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Figure 5.7: Maximum surface vertical vorticity difference, calculated as ice minus 
liquid, summed across the twenty-one model output steps in each simulation.  Numbers 
below this star represent this difference in units of s-1.   
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Figure 5.8: Approximate difference (to the nearest 5 m s-1) of the strongest westerly 
component in the RFD, calculated as ice minus liquid value, at the time of maximum 
surface vertical vorticity.  Number below each star represents this difference in m s-1.   
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Figure 5.9: Maximum temperature difference across the RFD boundary, calculated as 
environmental temperature minus minimum RFD temperature near the RFD boundary.  
(a) is for liquid-only simulations, while (b) is for ice-inclusive simulations.  Numbers 
below each star represent this temperature difference in Kelvin.   
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6. Microphysical Variation with Varying Wind Profiles  
 
 Given striking differences in mesocyclone evolution across the wind profile 
parameter space, it would be beneficial to understand reasons for this variability.  Much 
of this variability may be dynamically-induced, though some portion is likely due to 
microphysical effects.  Any microphysical effect should be greater when there is less 
vertical wind shear.  The goal of this chapter is to explore varying microphysics across 
the parameter space of wind profiles, and to speculate about possible effects of this 
microphysical variation on low-level supercell evolution.   
 
a.  Microphysical Distributions  
 Across the wind profile parameter space, microphysical distributions were seen 
to vary significantly.  Here are documented variability in the quantity and spatial 
distributions of several hydrometeor types.   
 
1) Quantity and Spatial Distribution of Hail Variables  
 In the SAM, two mechanisms were allowed to generate hail.  Either graupel 
accreted supercooled cloud droplets, drizzle, or rain to eventually become a hailstone 
(referred to here as hail from graupel), or liquid drops froze to become a hail embryo 
(referred to here as hail from frozen drops).  All hail analyses were completed when the 
simulation-maximum vertical vorticity was occurring at the model’s lowest level (75 m).   
 Quantity of hail from graupel varied by a factor of eleven across the wind profile 
parameter space (Fig. 6.1a).  Hail quantity varied in two primary ways.  First, more hail 
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from graupel was produced on average with higher wind shear.  While the eight 
simulations with lowest shear had an average maximum hail from graupel mixing ratio 
of 1.26 g kg-1, the eight highest-shear simulations had an average value of 2.19 g kg-1.  
This finding is consistent with more robust updrafts and development of more 
precipitation particles with greater wind shear, and agrees with prior research which has 
found greater precipitation fallout at higher shear (Gilmore et al. 2004a).  Also, greater 
production of hail from graupel was found with strongly-curved hodographs.  Average 
maximum mixing ratio of hail from graupel was 2.23 g kg-1 over six simulations 
representing full- and three-quarter-circle hodographs, but only 1.25 g kg-1 over the four 
simulations with least-curved hodographs.  Greater production of hail from graupel with 
strongly-curved hodographs was attributed to seeding potential—with a strongly-curved 
hodograph, ice particles are more likely to remain in the updraft vicinity, and ice 
fragments can then serve as nuclei for further ice particle growth.  The most strongly-
curved hodographs (full circles) also contained the highest average concentration of hail 
from graupel.   
 Maximum values of hail from frozen drops at the time of simulation-maximum 
near-surface vertical vorticity showed less-clear patterns (Fig. 6.1b).  The quantity of 
hail from frozen drops was smaller on average, and varied across the wind profile 
parameter space by a factor of thirty-four.  The eight lowest-shear simulations had an 
average maximum mixing ratio of 0.65 g kg-1, while the eight highest-shear simulations 
had a maximum value of 1.02 g kg-1.  This 57% increase in mixing ratio is smaller than 
the 74% increase seen with hail from frozen drops, but both results are thought to 
represent a meaningful difference.  Only a slight difference is seen between average 
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values of the six most strongly-curved and four least-curved hodographs.  The 
distribution of frozen drops is likely more reliant upon the updraft’s temperature profile 
than on the presence of ice crystals for seeding.   
 Taking the ratio of hail from graupel to hail from frozen drops, calculated by a 
simple division of the two maximum mixing ratios, a pattern emerges of relatively more 
hail from graupel with strongly-curved hodographs (Fig. 6.1c).  While the simulations 
with the six most strongly-curved hodographs produced an average ratio of 3.8, 
simulations with the four least-curved hodographs produced an average ratio of only 2.6.  
The sole straight-line hodograph, however, represented a significant exception to this 
pattern.  Assessing differences between high- and low-shear simulations, the average 
ratio among the eight lowest-shear profiles was 3.3, while for the eight highest-shear 
simulations was only 2.5.  Thus, storms with strongly-curved hodographs and low wind 
shear tended to produce relatively more hail from graupel, while minimally-curved 
profiles with strong shear tended to produce relatively high quantities of hail from frozen 
drops.   
 Hail spatial distributions at 1000 m were slightly variable depending on wind 
profile.  Full-circle hodographs had the most obviously different distributions, with hail 
typically oriented somewhat north-south through the storm precipitation core and 
tending to wrap southward around the west side of the mesocyclone, becoming much 
closer to the low-level vortex.  In contrast, most other simulations contained hail cores 
oriented more west-east and typically farther from the low-level vortex.  This difference 
makes sense, since a strongly-curved hodograph should promote precipitation fallout 
relatively near the particle source location.  Two simulations with strongly-sheared wind 
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profiles (simulations 12 and 20) also contained relatively high amounts of hail wrapping 
around the west side of the mesocyclone in a way that might be able to affect the RFD.  
It is unknown why strongly-sheared storms would produce more hail nearer the west 
side of the mesocyclone.  One possibility is an extra particle source from upstream 
storms given strong shear.   
 The distribution and quantity of hail may be important to low-level storm 
evolution.  An idealized study found ice-inclusive downdrafts to become stronger and 
colder than their liquid-only counterparts (Srivastava 1987), so the quantity of hail may 
affect supercell downdraft strength.  In storms with high hail content, assuming most hail 
was falling out downwind from the mesocyclone, the FFD might be colder, leading to a 
stronger temperature gradient along the forward flank (e.g., as speculated in Shabbott 
and Markowski 2006).  In storms with hail able to wrap around the mesocyclone, some 
effect may be observed as a cooler RFD temperature.  Spatial distribution of the hail 
would determine what fraction of the storm’s total hail content would contribute to 
cooling which downdraft, with more RFD cooling possibly occurring in strongly-curved 
hodographs and with high shear.   
 
2) Quantity and Spatial Distribution of Graupel and Frozen Drops  
 Frozen drops and variable-density graupel were included in the SAM.  Quantity 
and spatial distribution of each were investigated across the wind profile parameter 
space at the time of simulation-maximum vertical vorticity at the lowest model level.  
Quantity of these smaller ice particles was much more variable across the wind profile 
parameter space than for hail, varying by a factor of several hundred (for graupel) to ten 
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thousand (for frozen drops).  Though most graupel particles and frozen drops were likely 
melting substantially by the time they reached 1000 m, quantitative analysis was 
completed at this level to assess effects of relatively near-surface melting on downdraft 
strength.  For graupel, weak trends were observed over the parameter space (Fig. 6.2a).  
Strongly-curved hodographs tended to produce storms with higher maximum graupel 
mixing ratios at 1000 m.  The six simulations with strongest hodograph curvature had an 
average maximum graupel mixing ratio of 0.65 mg kg-1 at 1000 m, while the three 
simulations with least hodograph curvature only had an average value of 0.25 mg kg-1.  
This difference is again attributed to seeding, since environments with strongly-curved 
hodographs should allow precipitation particles to remain relatively near their formation 
location, on a horizontal plane.  A bias toward more graupel was observed with stronger 
shear.  The seven simulations with weakest wind shear had an average maximum 
graupel mixing ratio of 0.07 mg kg-1, while the seven strongest-shear simulations had an 
average value of 0.64 mg kg-1.  Increasing graupel with increasing wind shear was most 
evident given strongly-curved hodographs, with some relatively straight hodograph 
shapes showing little trend in graupel quantity as shear changed.   
 Frozen drops showed similar trends (Fig. 6.2b).  Mixing ratio of frozen drops 
generally increased as shear became stronger; this trend was most readily observed with 
high-curvature wind profiles.  While a few strongly-curved hodographs produced storms 
with exceptionally high frozen drop mixing ratio, this was not universally true—many 
weakly-curved profiles produced storms with similar frozen drop content to their 
strongly-curved counterparts.  The ratio of maximum graupel to frozen drop mixing ratio 
showed generally little pattern across the wind profile parameter space, except the three 
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simulations with full-circle hodographs contained higher ratios (e.g. relatively more 
graupel) than any of the other simulations.  This difference is likely related to how each 
of these particles originate in the SAM.  Frozen drops are liquid hydrometeors that 
freeze, while a graupel particle is an ice crystal that has accreted supercooled droplets.  
Given a full-circle hodograph with particles more likely to remain in the updraft vicinity, 
more small supercooled droplets may be present to encourage accretion and graupel 
growth.   
 Spatial distributions of graupel and frozen drops were similar across the 
parameter space, with most of these particles occurring on the north side of the 
mesocyclone well-removed from the echo appendage.  Two exceptions occurred with 
full-circle hodographs, in which some frozen particles wrapped around the west side of 
the mesocyclone.  In these simulations, melting of small ice particles may have more 
readily contributed to RFD characteristics, but in other simulations, melting small ice 
particles would have contributed most to FFD temperature.  The possible role of graupel 
and frozen drops in low-level storm evolution should be similar to that of hail, with 
effects on the FFD and RFD depending on the quantity and spatial distribution.  Effects 
of graupel and frozen drops may be more prominent than those of hail, however, since 
the quantity of these particles varied much more than hail quantity.   
 
3) Quantity and Spatial Distribution of Rain Variables  
 The SAM contains three formation mechanisms for rain.  One source of 
raindrops is melting of ice particles (referred to here as rain from melting).  Another 
source is shedding of liquid droplets from larger melting ice particles such as hail 
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(referred to here as rain from shedding).  Finally, rain is allowed to form via warm-rain 
processes as collision-coalescence produces droplet growth starting from a drizzle 
regime (referred to here as warm rain).  Given variable distributions of ice-phase 
particles as described above, the distributions and roles of these types of rain also vary 
depending on the wind profile.  Most significantly, the warm rain distribution seems 
highly dependent on wind shear and may be a significant contributor to downdraft 
characteristics.   
 At 1000 m, rain from shedding typically dominated the total rain content.  
Typical maximum mixing ratios of rain from shedding ranged from 5 – 7 g kg-1, with 
little pattern across the wind profile parameter space (Fig. 6.3a).  Quantity of rain from 
shedding seemed similar between high and low shear cases, and between simulations 
with strongly- and weakly-curved hodographs.  Maximum values of rain from melting 
were typically only 2 – 4 g kg-1, with a distinct bias of higher values toward the most 
strongly-curved hodographs (Fig. 6.3b).  Values were less than 3 g kg-1 for all lower-
curvature cases except two simulations at high shear, while for full-circle and three-
quarter circle hodographs, values were nearly all 4 g kg-1 or higher.  This tendency to 
produce more rain from melting with strongly-curved hodographs may be related to 
higher concentrations of graupel particles and frozen drops in those simulations.   
 Unlike rain from melting and shedding, which varied by only a factor of two 
across the wind profile parameter space, warm rain varied by a factor of nearly ten 
thousand (Fig. 6.3c).  Most noticeable was the strong bias toward little warm rain with 
strongly-curved hodographs—warm rain increased quickly as the wind profile became 
less curved.  Average maximum warm rain mixing ratio was 0.00011 g kg-1 for 
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simulations with full-circle hodographs, 0.052 g kg-1 with three-quarter circle 
hodographs, 0.161 g kg-1 for half-circle hodographs, and 0.273 g kg-1 with all other wind 
profiles.  This striking difference was attributed to seeding potential.  With strongly-
curved hodographs, small ice particles formed in upper portions of the updraft would 
likely remain nearby, and provide opportunities for seeding and rapid transition to ice-
inclusive precipitation growth processes.  With fairly straight wind profiles, however, ice 
particles would be advected away from the updraft region, and less ice would be 
available to contaminate the upwind updraft column, leading to dominance of a 
collision-coalescence process there.  For some hodograph shapes, warm rain production 
increased markedly as shear increased.  Though this was not universal across the 
parameter space of wind profiles, it is thought that higher shear should more effectively 
advect ice particles away from the updraft, allowing less seeding.  This should be most 
true for strongly-curved hodographs, excluding full-circle profiles.  Indeed, this effect 
was most pronounced with three-quarter and half-circle hodographs.   
 When warm rain was present, it was located on the upshear (typically southwest 
or west) side of the echo appendage (Fig. 6.3d).  This spatial distribution was consistent 
across the wind profile parameter space, and has been noted in a past modeling study 
(M. Gilmore, personal communication).  This distribution makes sense, because for an 
isolated storm without microphysical influence from upshear storms, the most upshear 
portion of the updraft should be least contaminated by ice crystals formed in upper 
portions of the updraft, which should advect downstream.  Warm rain has also been 
inferred in this location using polarimetric radar data from the 10 May 2010 Oklahoma 
outbreak (Fig. 6.4).  Signatures consistent with warm rain include collocation of 
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moderate reflectivity factor (40 – 45 dBZ), lower differential reflectivity consistent with 
nearly-spherical drops (0.5 – 1 dB), high correlation coefficient (0.98 – 0.99), and 
moderate LWC inferred from specific differential phase (Straka et al. 2000).   
 At the time of maximum near-surface vertical vorticity, maximum mixing ratios 
of the three rain types were summed, and the contribution from warm rain found as a 
percentage of the total (Fig. 6.3e).  This field is meant to give a sense of relatively how 
dominant the warm rain process is in the echo appendage region.  As expected, warm 
rain made up a very small percentage of the rain with full- and three-quarter circle 
hodographs, but for other hodograph shapes, warm rain made up several percent of the 
total rain.  Implications of warm rain quantity on downdraft characteristics will be 
discussed later in this chapter.   
 
b.  Relationships between Microphysical Variables and RFD Characteristics  
 In this section, associations are assessed between microphysical variables and 
outflow strength.  Focus will be on the RFD, which appears to have the most direct 
implications for tornadogenesis.  RFD strength is examined via maximum theta gradient 
across the RFD boundary and maximum strength of the RFD westerly surge.  All 
analyses are completed at the time of simulation maximum near-surface vertical 
vorticity.  Microphysical variables considered were maximum mixing ratios of hail from 
graupel, hail from frozen drops, total hail, graupel, frozen drops, rain from melting, rain 
from shedding, and warm rain, and warm rain percentage of total maximum rain mixing 
ratios.   
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1) Microphysical Associations with the Cross-RFD Theta Gradient  
 Maximum theta gradient across the RFD boundary near the south side of the 
mesocyclone was not well-correlated with other variables related to low-level storm 
evolution such as average cycling time and maximum near-surface vertical vorticity.  
For this and following investigations, Pearson’s correlation, hereafter correlation, was 
computed between a given RFD characteristic and microphysical variable.  Pearson’s 
correlation is defined as  
 
where xi and yi are the individual elements of a given data point and n is the number of 
data points over which correlation is being computed.   
 The best-correlated microphysical variable with cross-RFD theta gradient was 
warm rain mixing ratio (correlation = 0.31), which explained about 10% of the cross-
RFD theta gradient.  A higher warm rain mixing ratio was weakly associated with a 
stronger cross-RFD theta gradient.  This may be related to more rapid evaporation of the 
small drops characteristic of warm rain, leading to additional cooling relative to a 
distribution dominated by drops of larger median diameter.   
 Associations were weak between cross-RFD theta gradient and mixing ratios of 
frozen particles, most likely because hail, graupel, and frozen drops in most simulations 
fell out downstream from the updraft and did not significantly affect the RFD region.  In 
6.1  
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a supercell with significant hail or smaller ice particles falling into the RFD region, a 
stronger cross-RFD theta gradient might be expected due to melting.   
 
2) Microphysical Associations with RFD Westerly Surge Strength  
 Maximum storm-relative westerly component in the RFD was a more important 
control on low-level storm evolution than maximum cross-RFD theta gradient.  This was 
expected, since the strength of the RFD westerly surge should be a primary control on 
mesocyclone cycling and magnitude of vertical vorticity in its vicinity.  This feature, 
hereafter referred to as the ‘westerly surge,’ is a storm-relative surge of westerly 
momentum moving generally eastward out of the echo appendage region.  Moderate 
correlation was found between maximum RFD westerly component and the number of 
model output steps with 1000-m updraft magnitude > 10 m s-1 (correlation = 0.59), and 
between maximum RFD westerly component and maximum near-surface vertical 
vorticity (correlation = 0.51).  Storm evolution at the lowest model level typically 
includes an RFD westerly surge moving eastward within the echo appendage, 
accompanied by an updraft pulse to its east and development of a region of enhanced 
vertical vorticity to its north.  Thus, these correlations statistically confirm what is 
typically observed.  These processes should also occur in real storms.  As a surge of 
stronger westerly outflow moves into the updraft, there should be an enhanced burst of 
updraft in response.  Also, analogous to flow in a river or in the jetstream, a zone of 
enhanced cyclonic vertical vorticity should exist on the northern periphery of the 
stronger flow.   
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 Given these associations, it would be beneficial to identify microphysical 
contributors to the strength of the RFD westerly surge.  Over the entire wind profile 
parameter space, significant correlations were not found with any particular 
microphysical variables.  The strongest association was with maximum frozen drop 
mixing ratio (correlation = 0.29).  This lack of strong associations seems to be caused by 
strongly non-linear relationships between updraft evolution and microphysical variables.   
 Dividing the parameter space into storms with strong vs. weak RFDs, much 
stronger associations were found.  ‘Strong’ RFDs were defined as those having a 
maximum RFD westerly component of greater than 15 m s-1, while storms with 
maximum RFD westerly component of 15 m s-1 or less were said to have a relatively 
‘weak’ RFD.  Only six storms had ‘strong’ RFDs, leaving sixteen storms with ‘weak’ 
RFDs.  Among the weak RFD cases, stronger associations emerged with microphysical 
variables.  Strongest correlations were with maximum mixing ratio of hail from frozen 
drops (0.51; Fig. 6.5a), maximum warm rain mixing ratio (0.56; Fig. 6.5b), and warm 
rain as a percentage of total maximum rain mixing ratio (0.57; Fig. 6.5c).  As mixing 
ratio of hail increases, cooling due to melting and sublimation should increase, leading to 
colder outflow (Gilmore et al. 2004a) and presumably a stronger outflow surge as was 
seen.  As warm rain increases in quantity and as a percentage of total rain mixing ratio, 
the DSD becomes biased toward smaller drops, increasing evaporative potential and 
leading to colder and stronger outflow (e.g. Srivastava 1987).  Thus, both an increasing 
mixing ratio of warm rain and hail from frozen drops should lead to stronger RFD 
westerly surges, if these hydrometeors are spatially distributed in such a way that they 
affect the RFD.   
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 Greatest usefulness of these associations among weaker-RFD cases is 
theoretically consistent.  Processes within supercells, including the formation of the RFD 
westerly surge, have both dynamical and microphysical components.  When the 
dynamical component is most dominant, RFD surges are likely to be strongest, while a 
weaker dynamical component should lead to more subtle changes in RFD strength and 
RFD surges of smaller magnitude.  In these weakly-dynamic cases, microphysical 
effects should be more pronounced.  This is what has been observed in this study, given 
much stronger associations between RFD strength and microphysical variables for 
storms in which RFD surges are weaker.   
 
c.  Relationships between Microphysical Variables and Vertical Vorticity  
 Vertical vorticity at the lowest model level was highly cyclic and occasionally 
reached near tornado-strength magnitude.  Though with a 250 m grid it is not possible to 
truly resolve a tornado vortex, the strong concentration of vorticity surrounding the 
vortex seems well-resolved, and was observed to occur at the location where a tornado 
would be expected.  Here some associations are noted between vertical vorticity and the 
microphysical variables.    
 
1) Associations with Time to First Strong Vertical Vorticity Maximum  
 For each simulation at each model output step, maximum vertical vorticity within 
the mesocyclone at the lowest model level was recorded.  The time was recorded at 
which vertical vorticity first reached at least half the simulation-maximum value.  In 
some cases, the first significant vertical vorticity maximum was the simulation 
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maximum; such cases were not treated differently.  The earlier in the simulation this 
‘half-maximum’ value was reached, the easier it was thought to be for the supercell to 
concentrate vertical vorticity at low levels.   
 Strongest microphysical association with production speed of half-maximum 
near-surface vertical vorticity was with maximum mixing ratio of hail from frozen drops 
(correlation = 0.38).  Strength of this association remained moderate but was slightly 
weaker for total maximum hail mixing ratio.  This is an expected result.  Downdrafts 
containing ice particles become stronger due to melting and sublimation (e.g. Srivastava 
et al. 1987), so depending on whether the hail was able to influence the downdraft, may 
act to produce more rapid surface spin-up and occlusion.  This association is not strong 
enough to allow conclusions, however, and a similar association was not found with 
graupel or frozen drop mixing ratios.  The variables descriptive of storm evolution best-
associated with speed of half-maximum vertical vorticity development were simulation-
maximum vertical vorticity (correlation = 0.31) and number of model output steps with 
updraft exceeding 10 m s-1 at 1000 m (correlation = 0.54).  Thus, whether a storm is able 
to quickly concentrate vertical vorticity near the surface seems to most depend on 
whether the storm can quickly develop and sustain a strong updraft column.  This 
association is likely related to vorticity convergence under the updraft and stretching of 
vertical vorticity within the updraft.   
 
2) Associations with Simulation-Maximum Vertical Vorticity  
 Simulation-maximum vertical vorticity at the lowest model level was recorded.  
Though most simulations produced nearly tornado-strength near-surface vertical 
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vorticity, those with larger values are inferred to have been more likely to produce a 
tornado given much smaller horizontal grid spacing, or to have produced a more 
significant tornado.  Associations were sought at the time of maximum near-surface 
vertical vorticity between the vorticity values and possible microphysical contributors.   
 Maximum near-surface vertical vorticity was associated most closely with 
maximum mixing ratio of hail from frozen drops (correlation = 0.37) and with total 
maximum hail mixing ratio (correlation = 0.34).  Vertical vorticity may be associated 
with hailfall because storms containing relatively large quantities of hail have colder 
downdrafts and more pronounced RFD westerly surges, leading to intensification of 
near-surface vertical vorticity north of the westerly surge.  Rain from melting and 
shedding were also moderately correlated with maximum near-surface vertical vorticity, 
though these correlations were of opposite sign.  Overall, predictability of simulation-
maximum near-surface vertical vorticity was substantially less from a microphysical 
perspective.   
 
3) Associations with Summed Vertical Vorticity  
 Maximum vertical vorticity in association with the mesocyclone was recorded 
for each of the twenty-one model output steps in each simulation, and these values were 
summed to yield simulation-total summed vertical vorticity (hereafter summed 
vorticity).  Because it contains information about evolution of maximum near-surface 
vertical vorticity in the mesocyclone region through time, this index is thought to 
represent how easily and repeatably the supercell is able to concentrate vertical vorticity 
at low levels.   
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 Summed vorticity was found to be most strongly associated with maximum 
warm rain mixing ratio and maximum warm rain mixing ratio as a percentage of total 
maximum rain mixing ratios (correlation = 0.36 for each).  Hail from frozen drops was 
also moderately associated (correlation = 0.32).  These associations may be related to 
downdraft strength.  Increased warm rain leads to colder area-averaged outflow via 
greater evaporation, while more hail should also cause colder downdrafts through 
melting and sublimation.  Though summed vorticity was not found to depend on 
maximum cross-RFD theta gradient, it was associated with the maximum RFD westerly 
component (correlation = 0.34) and with the number of model output steps containing 
updraft > 10 m s-1 (correlation = 0.40).  Thus, a storm’s ability to repeatably concentrate 
vertical vorticity near the surface may depend on the presence of a vorticity-rich zone to 
the north of an RFD westerly surge, and a strong updraft overhead to produce 
convergence and stretching of this vorticity.  Notably, maximum mixing ratios of rain 
from melting and shedding seemed much less significant than maximum mixing ratio of 
warm rain.   
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Figure 6.1: Number below each star represents maximum mixing ratios at 1000 m of a) 
hail from graupel and b) hail from frozen drops, where values have units of g kg-1 times 
10.  c) represents maximum mixing ratio of hail from graupel divided by that of hail 
from frozen drops.  Each star represents one simulation, as described in Chapter 4.   
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Figure 6.2: As in Fig. 6.1, except numbers below the stars here represent a) maximum 
graupel mixing ratio and b) maximum mixing ratio of frozen drops, each at 1000 m and 
in units of mg kg-1 divided by 1000 for scale.   
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Figure 6.3: As in Figs. 6.1 and 6.2, except here the numbers below the stars represent a) 
maximum mixing ratio of rain from shedding at 1000 m, b) maximum mixing ratio of 
rain from melting at 1000 m, c) maximum warm rain mixing ratio at 1000 m, and e) 
maximum warm rain mixing ratio as a percentage of the total maximum rain mixing 
ratios at 1000 m.  d) shows a typical warm rain distribution, where contours represent 
warm rain overlaid on grayscale-filled reflectivity factor.  This example came from 
simulation 17 at 6900 s past model initialization.   
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Figure 6.4: Polarimetric radar variables, displayed using AWIPS, from 23:20 UTC on 10 
May 2010.  Clockwise from upper left are reflectivity factor, differential reflectivity, 
correlation coefficient, and specific differential phase.  The square shows the location of 
a sampled pixel, and the readout below gives the value of the specific polarimetric 
variable.  Storm is located over northern Seminole County, Oklahoma, and was 
producing a large tornado in Seminole, Oklahoma, at this time.   
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Figure 6.5: Maximum westerly component magnitude within the RFD westerly surge, 
plotted against a) maximum mixing ratio of hail from frozen drops, b) maximum warm 
rain mixing ratio, and c) maximum warm rain mixing ratio as a percentage of total 
maximum rain mixing ratios.  Each datapoint represents the result from one simulation 
at its time of maximum near-surface vertical vorticity.   
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7. Effects of Mid- and Upper-Level Drying on Supercell Evolution  
 
 Given the differences in mesocyclone evolution and microphysical distributions 
described in previous chapters, another logical line of inquiry is to explore such 
differences given changes to the environmental moisture profile.  Often storms will be 
observed to move into a region with different moisture characteristics than where they 
formed, and this environmental change often produces a change in storm character.  This 
is, therefore, a very operationally-relevant question.  In this research, environmental 
drying was explored as described above in Terminology and Methodology.  
Microphysical distributions were found to vary substantially between simulations 
identical except for choice of moisture profile.  Similarly to what has been done in prior 
chapters, effects of microphysical variations on low-level supercell evolution are 
investigated, this time in a time series sense.   
 
a.  Spatial and Temporal Hydrometeor Distributions  
 First, variations of hydrometeor distributions are presented for the simulations 
with dried profiles.   
 
1) Distributions of Hail Variables  
 Hail from graupel (HG) and hail from frozen drops (HFD) occurred in generally 
the same location in all simulated storms, just downwind from the updraft region.  The 
most significant HFD maximum was often located at the upwind side of the precipitation 
core, nearest the updraft.  HG had a slight downstream bias compared to HFD.  This 
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slightly downstream bias likely reflects the average downstream location of graupel 
compared to frozen drops, since graupel must grow via accretion of supercooled 
droplets.   
 The four ice-inclusive simulations produced fairly similar evolution of HFD 
content (Fig. 7.1).  All began 3000 s past simulation initialization with a maximum value 
around 1.25 g kg-1.  In all simulations, this value dropped off rapidly toward 0.5 g kg-1 
by 3600 s, then increased to 1 – 1.5 g kg-1.  After this point, maximum values of HFD 
diverged between simulations, though a general decrease was present to about 5100 s, 
followed by an increase which peaked around 6000 s, and a decrease thereafter.  The 
cyclic nature of hail content seemed consistent with observations of real supercells, 
which often produce hailfall in distinct bursts.   
 Average maximum mixing ratio of HFD differed by only 15% between 
simulations.  Across the spectrum of simulations, hail content was slightly greater when 
both mid and upper levels were dried, opposite the pattern seen for smaller ice particles.  
During the first peak in HFD content at 1000 m (~4500 s – 4800 s), storms with only 
midlevel drying contained more hail.  During the second hail content peak, however 
(~5700 s – 6300 s), storms with deep-layer drying contained the most hail.  It is possible 
that storms with a deeper layer of drying may require more time to become sufficiently 
microphysically mature to produce substantial hail, as evaporation or sublimation may 
have more significant impacts on the mass balance of hydrometeors.  Depth of drying 
was again found to be more important than magnitude of drying.   
 Differences were greater between the HG time series (Fig. 7.2).  Starting at 3000 
s in all simulations, HG had a value around 1 g kg-1, then increased in all simulations 
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through about 4500 s.  From this point, however, values of HG diverged between the 
simulations.  By about 5700 s, all simulations had settled toward an average maximum 
value of 2 – 2.5 g kg-1, where they tended to persist.  All simulations exhibited cyclic 
bursts of greater hail production, as often seen in real supercells.   
 Maximum HG content averaged over all time steps with good data was around 2 
g kg-1, greater than for HFD (Fig. 7.2).  Values ranged from about 1.7 g kg-1 in the case 
with significant midlevel drying, to 2.2 g kg-1 in the case with only moderate deep-layer 
drying.  Average values were lower when more moisture was removed from the column, 
possibly due to less supercooled droplets surviving to produce hail via graupel.  Average 
values seemed less dependent on the depth over which drying was applied.   
 Simulations with only midlevel drying often had lower HG values during the first 
~5400 s of simulation, with comparable values thereafter.  A reason for this pattern is 
not clear, but it may be related to greater evaporative cooling in the column when both 
mid and upper levels are dried.  A cooler column would allow greater hailstone mass to 
survive to the 1000 m level.  The importance of this cooling effect should become less as 
the storm ages and creates its own environment, possibly explaining the comparable 
values after ~5400 s.  When significant midlevel drying was applied, HG content was 
quite low through the first 5700 s.  This suggests that in an environment with significant 
midlevel dry air, the graupel distribution may take longer to become mature.  This may 
limit the production of HG until later in the storm’s lifecycle.  Once storms are well-
established, the presence of substantial midlevel dry air no longer seems important.   
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2) Distributions of Graupel and Frozen Drops  
 Frozen drops and graupel were spatially located similarly regardless of 
modifications to the moisture profile.  Frozen drops at 1000 m were typically found just 
downwind from the updraft region, within the precipitation core.  This was consistent 
with liquid drops forming in the updraft, freezing, being advected by the mean wind, and 
falling out downstream.  Frozen drops were always observed to melt before reaching the 
lowest model level, and at 3 km elevation wrapped around the west side of the updraft.  
Graupel was typically located a bit downstream from the frozen drop maximum 
(typically to its northeast).  This is likely the case because, in the SAM, graupel forms 
when an ice crystal accretes supercooled drops.  The accretion process takes time, so the 
wind would have advected the growing graupel particles farther from the updraft.  Also, 
ice crystals are low-mass particles relative to raindrops, so would advect farther.  Thus 
the majority of graupel fallout should be expected a bit downstream from where the 
majority of frozen drops fall.   
 Modest similarities in frozen drop mixing ratio were present in time series from 
the four ice-inclusive simulations (Fig. 7.3).  In all simulations, maximum mixing ratio 
of frozen drops was around 0.1 mg kg-1 though 3900 s, then increased by a factor of two 
to five over the next 5 min.  Values by 4800 s – 5100 s had again dropped to their earlier 
levels.  Past about 5400 s variability was higher between simulations, though most 
showed a series of similar varying-amplitude oscillations.  The simulation with 
significant midlevel drying was most different, with a series of large frozen drop 
maxima.   
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 Average maximum frozen drop mixing ratio varied from 0.081 mg kg-1 in the 
simulation with significant deep-layer drying to 0.166 mg kg-1 in the simulation with 
significant drying at only midlevels.  Lower frozen drop content, therefore, may be 
attributable to sublimation of ice particles as they leave the saturated updraft region.  
Rain from melting and shedding had relatively high average values with this moisture 
profile.  Thus they either were not freezing or were sublimating by the time they reached 
1000 m.  When only midlevels were dried, rain from melting and shedding had relatively 
low mixing ratios, so it was unclear why frozen drops were so much more common.   
 Further patterns were observed in the time series of maximum frozen drop 
mixing ratio.  When only midlevels were dried, resultant storms contained maximum 
frozen drop mixing ratios approximately twice as high during the initial peak (4500 – 
4800 s).  During the rest of the simulation, values were more comparable with those in 
other simulations, though a few exceptionally high peaks occurred given only midlevel 
drying.  With a shallower dry layer, evaporation of freezing liquid drops and sublimation 
of ice particles would be less significant, so it makes sense that frozen drop mixing ratios 
were higher.  Also, ice particles would be more likely to reach midlevels since the upper 
levels were moister.  Given drier midlevel air, more liquid drops could possibly 
evaporate, cooling the layer and allowing more ice-phase particles to survive.  Frozen 
drop mixing ratio did not appear very sensitive to the magnitude of drying, but rather to 
the depth over which drying had been applied.   
 Maximum graupel mixing ratio was much more variable than for frozen drops 
(Fig. 7.4).  All simulations exhibited similar maximum graupel mixing ratio values 
through 3900 s, then diverged widely.  From 4200 s – 5400 s values increased by four to 
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eight times, and were dissimilar between simulations.  After 5400 s, values again 
became remarkably similar through 6600 s, with lesser divergence until the end of each 
simulation.  A striking increase in graupel mixing ratio starting around 4200 s was also 
seen with frozen drops.   
 Lowest average maximum graupel mixing ratio was again seen when the deep 
layer was substantially dried.  Sublimation may be contributing as for frozen drops, 
though evaporation of the required supercooled drops may be more important.  When the 
deep layer was only moderately dried, average graupel content was very low.  The 
simulations with only midlevel drying averaged 60% more graupel content.  Thus, as for 
frozen drops, the depth of drying seems to be more important than the magnitude of 
drying, likely by influencing the amount of supercooled droplet evaporation.   
 
3) Distributions of Rain Variables  
 Rain from melting (RM) and shedding (RS) occurred throughout the 
precipitation core of each simulated supercell.  RM often had two maxima.  One was just 
north of the echo appendage region, and often contained the maximum mixing ratio of 
RM at a given time step.  The other occurred well north of the mesocyclone, in the 
central portion of the region enclosed by the maximum reflectivity contour.  The first 
maximum may represent the melting of ice particles near the updraft, while the second 
likely represents a preferred fallout region for graupel particles in this wind regime.  
Two maxima in the RS distribution, located in the same locations, likely represent 
shedding from hailstones as they fall out around the updraft and droplets shed from 
melting graupel.   
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 The four ice-inclusive simulations did not show strong similarities overall when 
looking at temporal evolution of the RM field (Fig. 7.5).  Values began around 2.5 – 3 g 
kg-1, though the distribution was bimodal.  In most simulations, content of RM seemed 
approximately cyclic.  This is probably related to the roughly cyclic production of hail 
and graupel in these storms.  Quantity of RM depended strongly on where drying was 
applied, and less on the magnitude of drying—RM content was higher when a deeper 
layer was dried.  This pattern is not readily explained, as quantities of both graupel and 
frozen drops were less when the deep layer was dried.  Possibly, a drier environment 
would lead to smaller ice particles, which would melt more readily into raindrops.   
 Similarities and differences were generally much less pronounced in the time 
series for RS (Fig. 7.6).  In all simulations, maximum RS mixing ratios started out at 3.5 
– 4.5 g kg-1, and tended to remain in the 4 – 5 g kg-1 range.  Past 6900 s, each simulation 
for which there was good data showed an increasing RS trend, with values climbing 
above 5 g kg-1.  A reason for this increasing trend is unclear, but one factor may be 
increasing supercell microphysical maturity—greater numbers of ice particles may be 
present, allowing more opportunities for shedding.   
 Average values of maximum RS only varied by about 12% over the four 
simulations.  The only value which seemed dissimilar from the others occurred when 
substantial midlevel drying was applied.  Significant drying of midlevels may slow the 
growth of ice particles, so less would be available to melt.  Also, once liquid was shed, it 
may evaporate more readily in a dry midlevel environment.  Cooler temperatures 
associated with evaporation in the drier environment may decrease the amount of 
shedding.  Overall, though, the difference between simulations was not substantial.   
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 Warm rain (WR) occurred in a specific and repeatable location across all 
simulations, on the west and southwest side of the echo appendage and just west of 
where the RFD might be expected to originate.  Regions of higher reflectivity extending 
westward from the appendage were often found to be strongly dominated by WR.  This 
maximum was typically just west of a strong maximum in the field of RS.  WR may be 
present on the west side of the appendage, where particles are beginning their ascent in 
the updraft, because seeding by ice particles is disfavored on the updraft’s upwind side.  
This distribution should be less repeatable, and the amount of WR less, in cases where 
upshear storms spread ice crystals over a large area.   
 The four simulations appeared to have fairly similar WR evolution (Fig. 7.7).  
Maximum WR mixing ratio started around 0.3 g kg-1, then the WR mixing ratio 
underwent a series of maxima and minima which were slightly different in each 
simulation.  Overall, though, the broad-scale pattern was about the same, with four to 
five maxima in the WR time series, punctuated by deep minima when WR content 
dropped by 50% - 75%.  These fluctuations were more significant than those in the fields 
of rain from melting or shedding, suggesting a more cyclic process by which WR is 
produced or favored in these storms.  This more cyclic nature also suggests WR may be 
more closely associated with near-surface vertical vorticity.   
 Average maximum values of WR showed a bimodal distribution.  Values in the 
two simulations with only midlevel drying had an average value of 0.26 g kg-1, and this 
value increased to 0.32 g kg-1 in the two simulations with deep-layer drying.  The lowest 
value occurred when significant drying was applied at midlevels.  Greatest average WR 
content occurred when moderate drying was applied at mid and upper levels.  Significant 
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drying at any level appears to be unfavorable for WR.  Given the small droplets 
dominant in this type of rain distribution, this pattern is not surprising—any significantly 
dry layers should more readily evaporate the drizzle droplets required for WR formation.   
 Patterns seen when looking at WR time series were generally weak.  In 
simulations with modest drying, four to five temporal maxima were seen in the WR 
mixing ratio field.  When the deep layer was dried, five maxima were typically seen.  
More rapid cycling of the WR field with a deeper layer of drying may be related to a 
higher evaporation rate, though these simulations also produced the highest average WR 
values.  In the two simulations with significant drying, WR content seemed to cycle 
together, and was generally higher than in the moderate-drying cases over first 900 s – 
1200 s.  Cases with only midlevel drying also seemed to cycle somewhat together, 
though magnitude of the maxima varied substantially.  Thus, average WR content over 
time appeared most sensitive to depth of the layer over which drying occurred—storms 
with a dry environment at mid and upper levels may produce more WR than those with 
moister environments.   
 
b.  Mesocyclone Evolution with Environmental Drying  
 Variations to the environmental moisture profile were found to alter mode of 
mesocyclone cycling.  It may be valuable to understand how moisture variations may 
affect mesocyclone behavior, as this understanding may lead to greater anticipation of 
how supercell behavior may change as a storm moves into an environment with different 
moisture characteristics.  In this section are presented some of the noted changes in 
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mesocyclone behavior for dried environments.  Modes of cycling are defined as 
described above in Terminology and Methodology.   
 
1) Variability in Mesocyclone Evolution with Drying  
 Time to the first significant RFD westerly surge, in the four ice-inclusive 
simulations, was closely tied to the vertical moisture profile.  In simulations with 
significant moisture removed, the first meaningful RFD westerly surge occurred within 
the first 1 hr 5 min.  When only moderate moisture was removed, this first surge was 
delayed an additional 5 – 15 min.  This pattern is related to the amount of potential 
evaporative cooling.  When the environment is dried, greater hydrometeor evaporation 
and associated cooling should lead to a cooler column, favoring stronger downdrafts.  If 
stronger downdrafts arrive at the surface, mesocyclone evolution should proceed more 
quickly, including more rapid progression of the RFD westerly surge.  In cases with 
drier environments and stronger downdrafts, then, an RFD surge and corresponding 
surface vertical vorticity maximum may be expected to develop more rapidly than if the 
environment were more moist.  This expectation does not account for dynamical factors 
which may affect storm evolution.   
 The ice-inclusive simulations showed dominantly non-occluding cyclic 
mesocyclone evolution.  This was clearly the preferred mode for both moister cases and 
for the case with substantial deep-layer drying.  When midlevels were substantially 
dried, occluding cyclic and non-occluding cyclic behavior were each about equally 
dominant.  It is possible that in some cases with significant drying, downdrafts are 
stronger and more likely to wrap all the way around the mesocyclone.  Thus, in very dry 
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environments, occluding cyclic mesocyclone behavior may be more frequent.  These 
moisture variations would need to be applied across a broad spectrum of wind profiles 
before more certain conclusions could be drawn.   
 Mesocyclone evolution in the liquid-only simulations was more variable and 
generally dissimilar from that in ice-inclusive simulations.  When the environment was 
significantly dried, non-occluding cyclic behavior was uncommon.  When midlevels 
were significantly dried, the resultant liquid-only storm exhibited mostly steady non-
cycling behavior, transitioning to a short-lived non-occluding cyclic mode prior to the 
entire system becoming a squall line.  When the deep layer was significantly dried, the 
liquid-only storm was dominated by occluding cyclic behavior, though mesocyclone 
evolution was difficult to follow through the entire simulation.  Tendencies toward 
occluding behavior and a transition to linearity may be expected in liquid-only 
simulations, since outflow tends to be colder and RFD westerly surges are stronger, as 
shown in prior chapters.   
 Comparisons were also made between the liquid and ice control simulations.  
The dried-profile simulations did not overall strongly resemble the control simulations 
for this hodograph.  The control ice-inclusive simulation was dominated by occluding 
cyclic behavior, with one non-occluding cyclic event.  When moisture was decreased, 
non-occluding cyclic behavior became dominant, though occluding cyclic behavior also 
occurred occasionally.  None of the ice-inclusive simulations had non-cyclic 
mesocyclones.  It is unknown why non-occluding cyclic behavior was more dominant 
when deep-layer moisture was decreased.   
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 The control liquid-only simulation exhibited occluding cyclic behavior much of 
the time, but transitioned to non-occluding cyclic behavior toward the end of the 
simulation.  When the environment was dried, mesocyclone evolution was more difficult 
to follow but tended toward more non-occluding cyclic behavior.  Differences were most 
pronounced when significant drying was applied.  With significant midlevel drying, a 
period of steady non-cyclic behavior was unusual, but even this simulation tended 
toward non-occluding cyclic behavior before ending.  The resultant storm with 
significant deep-layer drying tended to have a mostly occluding cyclic mesocyclone.  
When moisture was only moderately reduced, non-occluding cyclic evolution was 
always observed.   
 
2) Mesocyclone Evolution and Microphysical Distributions  
 In most ice-inclusive simulations, the mesocyclone cycled in a non-occluding 
cyclic manner.  The exception occurred when significant drying was applied to 
midlevels, in which occluding and non-occluding cyclic behavior were observed.  The 
goal of following analysis is to suggest a microphysical basis for this behavioral 
difference.   
 Average maximum near-surface vertical vorticity was lowest when midlevels 
were dried significantly, suggesting less-frequent RFD surges.  Vertical vorticity in this 
simulation reached an initial weak maximum at 3900 s, dropped to a minimum at 5100 s, 
and began an increase between 5700 s and 6000 s which led to the simulation’s strongest 
vorticity maximum around 7200 s (Fig. 7.8).  Neither frozen drop nor graupel content 
seemed related to mesocyclone evolution in this simulation, though average maximum 
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graupel mixing ratio was the highest seen in any simulation.  Hail variables likewise did 
not seem related to mesocyclone evolution.  RS and WR both had lower average 
maximum values than the other three simulations.  The decrease was 6% below the next-
lowest value for RS and nearly 12% below the next-lowest value for WR.  Possible 
associations between these rain variables and mesocyclone evolution were sought.   
 RS exhibited large peaks around 4200 s and 5700 s, with a deep minimum at 
4800 s (Fig. 7.8).  The minimum occurred just prior to the pronounced vertical vorticity 
minimum, while the peak at 5700 s occurred a few minutes prior to the storm’s most 
significant increase in vertical vorticity.  The drop size distribution of RS is likely 
dominated by fairly small drops, which would evaporate relatively quickly and possibly 
cause a burst of cooler air to reach the surface, a pattern associated with RFD 
intensification.  It is possible that microphysical effects become more important as a 
supercell becomes more microphysically mature, since early in its life dynamics may be 
a relatively more important influence on storm structure and evolution.   
 Maximum WR content was very cyclic in this simulated supercell, with five 
distinct peaks.  Thus, little relationship with vertical vorticity was discernible.  WR was 
not especially prevalent once vertical vorticity began to increase, nor was there a lack of 
WR when vertical vorticity was weak.  From these observations, it appears that WR may 
not be as important to mesocyclone evolution as RS.  This may be because RS typically 
has a much greater mixing ratio than WR, so the greater liquid content of the RS may 
overwhelm effects of WR evaporation, though both are dominated by small drops.   
 The final conclusion of this analysis may be that microphysical effects are 
unclear in determining mesocyclone evolution, and that microphysical controls are of 
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varying importance under varying circumstances.  This study would also need to be 
carried out using many more wind profiles before a strong conclusion could be reached.  
RS showed some value in determining mesocyclone behavior once the simulated storm 
had become microphysically mature.  It is suggested from this very small sample of 
simulations that storms with greater graupel content and lesser content of WR and RS at 
1000 m may tend toward occluding cyclic behavior.   
 
c.  Microphysical Controls on Near-Surface Vertical Vorticity  
 Time series including vertical vorticity and the microphysical variables were 
created for each simulation.  Patterns were sought, such as simultaneous changes in the 
variables, or lagged but possibly related changes.   
 Maximum mixing ratio of frozen drops was not found to be related to vertical 
vorticity evolution.  In several simulations, peaks in graupel content were followed 5 – 
10 min later by substantial increases in near-surface vertical vorticity, though a definite 
relationship was not clear.  The repeatability of this pattern across a few simulations, 
however, makes it possible that a burst of graupel could aid a westerly RFD surge, and 
thus indirectly increase vertical vorticity near the surface.   
 Though HG did not appear related to mesocyclone evolution, HFD showed a 
promising pattern.  In the simulation with moderate midlevel drying, maximum mixing 
ratio of hail from frozen drops varied cyclically, with four distinct peaks (Fig. 7.9).  In 
each case, a maximum in hail content was followed 5 – 10 min later by an increase in 
near-surface vertical vorticity.  Thus, maxima in the vorticity field typically occurred 
between maxima in hailfall.  It is likely that hailfall produced an intensification of the 
 90
RFD westerly surge, leading to surface vorticity intensification.  This pattern closely 
matches a pattern observed in real supercells (e.g. Browning 1965, Van Den Broeke et 
al. 2008).  When midlevels were significantly dried, HFD content was dominated by a 
large burst from 4200 s – 5100 s, which was followed by a significant intensification of 
the vertical vorticity field 10 – 15 min later.  Little pattern was clear when a deeper layer 
was moderately dried, as HFD content showed less cyclicality though vorticity 
underwent multiple sharp maxima.  When a deep layer was substantially dried, the 
hailfall pattern was similar, though the largest hailfall burst preceded by 5 – 10 min the 
most rapid increase of vertical vorticity.  To a large extent in several simulations, bursts 
of HFD seemed to precede significant vertical vorticity increases by 5 – 10 min.  This 
pattern seemed most established when only midlevels were dried.  Perhaps when a deep 
layer is dried, evaporative cooling becomes of greater importance relative to hailfall.  
When the column is moister and evaporation is lessened, hailfall should be more 
important via the relatively more important role of cooling due to melting.   
 RM was not well-associated with mesocyclone behavior.  RS exhibited more 
cyclic behavior, but still did not appear to be strongly related to vertical vorticity.  WR 
was the most variable rain type, allowing a more robust comparison with the low-level 
vertical vorticity field.  When midlevels were moderately dried, large bursts of WR were 
observed at 4800 s and 6300 s.  These were followed 5 – 10 min later by significant 
increases in vertical vorticity (Fig. 7.10).  With significant midlevel drying, WR was 
much more rapidly cyclic, and any relationship with vertical vorticity was less clear.  
Two of the WR maxima, however, preceded vorticity maxima.  Little or no relationship 
seemed to exist when a deep layer was moderately dried.  When the deep layer was 
 91
significantly dried, however, all three WR maxima were associated with increasing 
vertical vorticity.  An association would make sense—the drop distribution in WR is 
biased toward small drops, so a greater WR content may lead to more evaporative 
cooling and thus to a stronger RFD westerly surge.  This mechanism appears to be of 
varying importance from storm to storm, with the mechanism possibly more important 
when the environment is drier and thus when evaporation can occur more readily.  The 
effectiveness of this mechanism is also likely to vary depending on where the WR is 
occurring with respect to the RFD formation region, and possibly depending on specific 
dynamical and other microphysical influences from nearby storms.   
 Beyond the relationships between near-surface vertical vorticity and the 
microphysical variables conjectured above, dynamical effects are also likely playing an 
important role.  It is possible in some cases that broader processes related to the 
dynamics of the storm may be causing both the observed precipitation fallout and 
vorticity increase.  For instance, updraft collapse has been observed around the time of 
tornadogenesis.  This collapse could cause a fall of hail in the minutes prior to 
tornadogenesis.  Then, it is unclear how much of the subsequent vorticity intensification 
is related to this microphysical change, and how much is tied to the larger-scale supercell 
dynamics which caused the updraft collapse.  Testing this will be difficult, but is a 
necessary next step.  Perhaps a vorticity budget analysis on a small temporal scale would 
help determine the source of vorticity for the tornado cyclone and tornado.   
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Figure 7.1: Time series of maximum mixing ratio of hail from frozen drops for 
simulation 1 (moderate midlevel drying, green diamonds), simulation 3 (significant 
midlevel drying, brown squares), simulation 5 (moderate deep-layer drying, blue 
triangles), and simulation 7 (significant deep-layer drying, orange squares).  Time series 
run from 3000 s – 7500 s past model initialization.  Values of maximum hail from frozen 
drop mixing ratio are in kg kg-1.   
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Figure 7.2: Time series of maximum mixing ratio of hail from graupel for the four ice-
inclusive simulations, with colors and symbols as described in Figure 7.1.  Time series 
run from 3000 s – 7800 s past model initialization.  Values of maximum hail from 
graupel mixing ratio are in kg kg-1.   
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Figure 7.3: Time series of maximum mixing ratio of frozen drops for the four ice-
inclusive simulations, with colors and symbols as described in Figure 7.1.  Time series 
run from 3000 s – 7800 s past model initialization.  Values of maximum frozen drop 
mixing ratio are multiplied by 107 for scaling.   
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Figure 7.4: Time series of maximum mixing ratio of graupel for the four ice-inclusive 
simulations, with colors and symbols as described in Figure 7.1.  Time series run from 
3000 s – 7500 s past model initialization.  Values of maximum graupel mixing ratio are 
multiplied by 107 for scaling.   
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Figure 7.5: Time series of maximum mixing ratio of rain from melting for the four ice-
inclusive simulations, with colors and symbols as described in Figure 7.1.  Time series 
run from 3000 s – 7800 s past model initialization.  Values of maximum rain from 
melting mixing ratio are in kg kg-1.   
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Figure 7.6: Time series of maximum mixing ratio of rain from shedding for the four ice-
inclusive simulations, with colors and symbols as described in Figure 7.1.  Time series 
run from 3000 s – 7800 s past model initialization.  Values of maximum rain from 
shedding mixing ratio are in kg kg-1.   
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Figure 7.7: Time series of maximum mixing ratio of warm rain for the four ice-inclusive 
simulations, with colors and symbols as described in Figure 7.1.  Time series run from 
3000 s – 8100 s past model initialization.  Values of maximum warm rain mixing ratio 
are in kg kg-1.   
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Figure 7.8: Time series of maximum vertical vorticity (units s-1) at the lowest model 
level (75 m) for simulation 3 (significant drying at midlevels) and scaled rain from 
shedding at 1000 m.  Vertical vorticity is denoted as purple squares, and rain from 
shedding is denoted as blue diamonds.  Time runs from 3000 s to 6300 s past model 
initialization.   
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Figure 7.9: Time series of maximum vertical vorticity (units s-1) at the lowest model 
level (75 m) for simulation 1 (moderate drying at midlevels) and scaled hail from frozen 
drops at 1000 m.  Vertical vorticity is denoted as purple squares, and hail from frozen 
drops is denoted as blue diamonds.  Time runs from 3000 s to 7500 s past model 
initialization.   
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Figure 7.10: Time series of maximum vertical vorticity (units s-1) at the lowest model 
level (75 m) for simulation 1 (moderate drying at midlevels) and scaled warm rain at 
1000 m.  Vertical vorticity is denoted as purple squares, and warm rain is denoted as 
blue diamonds.  Time runs from 3000 s to 7500 s past model initialization.   
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8.  Key Conclusions  
 
 Numerous useful conclusions can be drawn from this research.  To a large extent, 
much of the microphysical work presented herein represents new ground in 
understanding supercells.  The next significant advance in supercell understanding may 
well be learning about their microphysics and learning to what extent hydrometeor 
distributions and dynamical effects control storm evolution.  This work has been an 
attempt to get started along these lines.  Below, the primary conclusions of this work will 
be presented, along with their potential importance and weaknesses.   
 
A.  The SAM produced similar cycling behavior as seen in a prior study with liquid-only 
microphysics, but ice-inclusive microphysics produced a very different parameter space 
dominated by non-occluding cyclic storms.  Non-occluding storms were favored because 
of weaker RFD westerly surges, and non-cyclic storms were not seen.   
 Repercussions: Obtaining similar results to past work lends credence to these 
results.  Very different results with liquid vs. ice microphysics suggests modeled storms 
are very sensitive to microphysics; the modeling community should be very careful to 
draw conclusions about supercell evolution, since we do not yet have a strong 
understanding of microphysical processes in supercells and behavior of modeled storms 
appears very sensitive to choice of microphysics.  Caution should be especially great 
with liquid-only simulated storms, since these are known to produce cold pools which 
are too strong.  Cold pool intensity was seen to significantly affect mesocyclone 
evolution, so conclusions drawn from liquid-only simulations may be invalid.  
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 Weaknesses: This choice of CAPE was not equivalent to that used in the original 
study of Adlerman and Droegemeier.  A few storms showed different mesocyclone 
behavior compared to the original study, and these differences were fewer when a more 
comparable CAPE was chosen.  To get the most comparable result, however, the input 
sounding should be identical to that used in the original study.   
 
B.  Liquid-only microphysics tended to produce storms that became linear, while ice-
inclusive microphysics tended to produce more persistent supercells.  This difference is 
attributed to greater cold pool strength in liquid-only storms.   
 Repercussions: Models using liquid-only microphysics may tend to overproduce 
storms with a linear tendency and produce too few storms which remain as distinct 
supercells.  Cold pool behavior and dangers produced by these two modes of convection 
are quite different, so an incorrect forecast of mode may initially cause the primary 
severe weather threat to be stated incorrectly.   
 Weaknesses: A useful step would be to compare simulated storms with reality for 
as many of these wind profiles as possible, which is difficult given the rarity of relatively 
idealized wind profiles in the atmosphere.  Such a comparison with real storms has not 
been made.  Thus, although it is known that cold pools are too strong when using liquid-
only microphysics, it is difficult to say for sure that the ice-inclusive storms truly behave 
more realistically.   
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C.  Liquid-only storms contained an average cross-RFD theta gradient twice as strong 
as in the ice-inclusive simulations.  This produced stronger RFD westerly surges, 
greater upward motion in updrafts, and a tendency toward linearity.   
 Repercussions: Significant repercussions exist when the cold pool of a simulated 
storm is too strong.  The resulting stronger RFD surges were seen to erroneously 
increase the chance of mesocyclone occlusion, increase updraft intensity with 
implications on hydrometeor production and distribution, and ultimately cause supercells 
to “gust out” too soon.  Evolution of the storm as a whole is surprisingly dependent on 
cold pool strength, so getting the cold pool strength correct is vital for useful 
simulations.    
 Weaknesses: Again, good comparisons have not been made to real storms.  Many 
real supercells, however, are observed to remain distinct for many hours, an event which 
occurred infrequently with liquid-only microphysics.   
 
D.  Ice-inclusive storms seemed better-able to utilize increasing environmental shear in 
processes producing and maintaining near- surface vortices, and were able to produce 
stronger near-surface vortices than their liquid-only counterparts as shear increased.  
This was attributed to the typically better-defined and more persistent nature of the 
mesocyclone in ice-inclusive simulations.    
 Repercussions: Ice-inclusive simulations handled the near-surface vorticity field 
much differently than their liquid-only counterparts.  Most importantly, under strong 
environmental shear, ice-inclusive storms still seem able to produce strong near-surface 
vortices, while liquid-only storms are not as efficient.  Real storms are observed to often 
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produce strong vortices under extreme shear.  This difference again relates back to cold 
pool strength, and highlights the necessity of getting cold pool strength correct.   
 Weaknesses: The parameter space examined to reach this conclusion was 
woefully inadequate.  Only a subset of idealized wind profiles were examined, and these 
only with one choice of CAPE.  Infinitely more factors can vary simultaneously in the 
real atmosphere, so the results presented here may not remain true if other environmental 
factors were varied, or if a different subset of wind profiles was chosen.   
 
E.  More hail wrapped around the west side of the mesocyclone as hodograph curvature 
increased, allowing melting of hail to more readily influence the RFD.  Bursts of hailfall 
in this region may aid in the development of RFD westerly surges.  Greater hodograph 
curvature also allows more seeding in the updraft region, producing greater overall 
quantities of frozen particles.   
 Repercussions: Shape of the wind profile may produce differing storm evolution 
partially via changes in the spatial distributions of hydrometeors.  Hodograph curvature 
likely partially determines where hail ends up in a storm, which in turn may influence 
which downdraft is cooled most by melting.  Hodograph curvature also seems to affect 
the quantity of smaller ice particles produced (graupel, frozen drops) as seeding 
increases.   
 Weaknesses: An actual seeding process has not been identified in the model, just 
inferred from the final particle distributions.  Though the altered distributions of hail 
seem to match observations of real storms, observations at the 1000-m level (where the 
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model was examined) have not yet been inferred.  This should become possible with 
polarimetric radar.   
 
F.  Smaller ice-phase particles (graupel and frozen drops), for the wind profiles tested, 
typically fell out relatively far from the updraft region and were weakly-correlated at 
best with characteristics of mesocyclone evolution.  They may be more influential in 
determining characteristics of the FFD outflow and cross-FFD theta gradient, which 
still has significant effects on the storm’s lifecycle.   
 Repercussions: Large ice particles may affect RFD evolution most directly, while 
small ice particles, being transported farther from the updraft when the hodograph is not 
significantly curved, may mostly affect FFD strength.  Both effects, however, are of vital 
importance to storm evolution and maintenance.  Thus, it is important to represent both 
large and small ice particles when simulating supercell storms.   
 Weaknesses: This is another finding which will be virtually impossible to test, 
short of a significant aircraft measuring campaign.  Polarimetric radar observations 
should be able to assess its plausibility.  Ultimately, the exact role of cross-FFD 
baroclinicity in storm evolution is only somewhat understood, so it may be a long time 
before the real role of small ice particles in supercell storms is understood.   
 
G.  Rain from shedding accounted for about twice as much of the total rain water 
content compared to rain from melting.  Warm rain accounted for much less of the total 
water content but was extremely variable, and was always located on the southwest and 
west sides of the echo appendage.   
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 Repercussions: The variability, typical location, and unique DSD of warm rain 
suggest it may be especially likely to play a role in determining RFD characteristics.  
Modelers and forecasters should think more deeply about the possible role of different 
types of rain in controlling supercell evolution.   
 Weaknesses: So little warm rain often exists relative to other types of rain that 
this effect may often be inconsequential.  Also, it would be very difficult to assess 
quantity and distribution of the different types of rain in real storms, especially in real 
time, with the possible exception of warm rain.   
 
H.  Warm rain content decreases as hodograph curvature increases due to increased 
updraft seeding.  A moderate amount of shear appears conducive for warm rain, as too 
little shear leads to unfavorable seeding and too much shear may introduce ice particles 
from upshear storms.  Warm rain is thus favored in moderately- to strongly-sheared 
environments containing straight hodograph segments, but this effect strongly depends 
on surrounding convection.   
 Repercussions: Given the wind profile for a particular day, a forecaster may be 
able to estimate potential for warm rain production.  Once supercells developed, the 
forecaster could then look for a warm rain signature in polarimetric radar data.  Given a 
preferred type of supercell behavior for the particular day, the forecaster could then 
anticipate behavioral differences in storms with greater warm rain content.   
 Weaknesses: This relationship was not universal across the parameter space, and 
there are likely other factors contributing to warm rain quantity and spatial distribution.  
Also, just because warm rain is present does not necessarily mean it will have a 
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significant effect on the developing RFD.  Quantifying this effect, especially in real 
time, would be a great challenge given current technology and visualization methods.  
 
I.  Warm rain, dominated by small drops, should evaporate more quickly.  Storms with 
higher amounts of warm rain were found to have colder and stronger RFD westerly 
surges.  Greater mixing ratio of hail from frozen drops was also associated with 
stronger RFD westerly surges, likely aided by melting and sublimation.  Stronger RFD 
westerly surges were observed to produce stronger near-surface vortices to their north, 
and to increase the likelihood of mesocyclone occlusion.   
 Repercussions: Bursts of hailfall and warm rain, readily inferred from 
polarimetric variables, may be used to anticipate storm behavior in the next 5 – 15 min 
via effects on the RFD.  These signatures could potentially be used in real time.   
 Weaknesses: There is a lack of comparisons to real storms, especially with regard 
to warm rain.  Signatures are not universal across the parameter space and could be 
expected to be less consistent in the real atmosphere, where many additional factors 
simultaneously affect the storm.   
 
J.  Absolute maximum vertical vorticity in a simulated storm was most closely associated 
with maximum mixing ratios of hail, likely because melting and sublimation contribute 
to the intensity of the RFD westerly surge.  The sum of maximum vorticity values across 
a simulation, however, was most related to warm rain content—more warm rain seemed 
conducive for a storm to consistently produce a strong RFD westerly surge, maintaining 
higher values of vertical vorticity near the surface.   
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 Repercussions: Observations of significant hailfall in a cyclic storm might lead a 
forecaster to be concerned about the potential for damaging rotation or RFD winds near 
the surface.  If large quantities of warm rain were inferred or measured, concern may be 
reasonable that a storm may maintain strong vorticity near the surface for a longer time.   
 Weaknesses: This is not, at least given current technology, a very operationally-
helpful result.  Also, since it is based on maximum hydrometeor mixing ratios and 
maximum near-surface vertical vorticity only, it does not account for volumetrically-
integrated sums of these quantities.  The two are closely related, but an exact 
relationship is unknown.  Gathering quantities such as mixing ratios and actual vertical 
vorticity values in real-time may also, for now, be virtually impossible.  A gap still needs 
to be bridged between research and operational application.   
 
K.  The role of microphysics seemed most pronounced when the wind shear was not 
strong.  Under stronger shear, dynamical effects would likely dominate, while with 
weaker shear microphysical effects may be able to have significant influence.  
 Repercussions: Forecasters can cautiously downplay the effects of microphysics 
on strongly-sheared days, but should be much more aware of possible microphysical 
effects on days with weaker shear.  This would allow the forecaster to focus on the most 
important contributions to storm evolution and vorticity concentration for a given day.  
 Weaknesses: Statements like this are always dangerous, because there are always 
exceptions.  Especially given the very thermodynamically-limited parameter space of 
this study (e.g. one choice of CAPE), it is unwise to make such a general statement.  For 
instance, on 10 May 2010, a day with extreme dynamic forcing, polarimetric evidence 
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showed warm rain possibly having an important effect on RFD evolution in some 
storms.   
 
L.  The depth and magnitude of drying in a supercell environment can significantly affect 
the quantity of hydrometeors present, especially graupel and frozen drops.  Of the rain 
variables, warm rain was most sensitive to drying, likely because it tends to have the 
smallest median drop diameter.  Average near-surface vertical vorticity also varied 
significantly when a deep layer was dried substantially.   
 Repercussions: Microphysics are sensitive to the vertical moisture profile, as 
expected.  The most sensitive variables were ice-phase, highlighting the need for ice 
microphysics, and warm rain, which has not been extensively studied in past work.  
Changes to a supercell’s environment, for example by a storm moving into a drier or 
moister column, may have important microphysical effects, which in turn may change 
the storm’s vorticity evolution.   
 Weaknesses: Only four changes were made to the moisture profile, along with 
the original moist profile.  Thus, very few simulations were used to obtain these results.  
Also, in the real atmosphere, very rarely are environmental changes so idealized.   
 
M.  When midlevels were dried, liquid-only storms produced significant vertical vorticity 
maxima more quickly than their ice-inclusive counterparts.  When a deep layer was 
dried, however, the ice-inclusive simulations produced higher vertical vorticity values 
earlier near the surface than the liquid-only storms.  Vorticity evolution was dissimilar 
between ice-inclusive and liquid-only storms.  This is attributed to the excessive cold 
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pool strength in liquid-only storms, and the longer time required for liquid-only storms 
to develop strong mesocyclones under deep-layer drying.   
 Repercussions: Ice-inclusive vs. liquid-only microphysics produce significantly 
different solutions in terms of the vertical vorticity field.  In future modeling, it is 
imperative to make sure vorticity is being produced and sustained for physically-
consistent reasons.   
 Weaknesses: Again, few simulations were used.  Other factors besides 
microphysics undoubtedly contribute to the differences between storms.   
 
N.  When only midlevels were dried, storms produced a significant low-level vorticity 
maximum much earlier, and typically went on to produce a second, larger maximum 
toward the end of each simulation.  When a deep layer was dried, this initial maximum 
was reduced, though the secondary maximum was as large.   
 Repercussions: In tornado families, the relative strength of each tornado may be 
at least somewhat related to the moisture profile.  In moister environments, storms may 
be able to produce significant concentrations of vorticity earlier in their lives, followed 
by successive even larger vortices.  Under a dry environment, forecasters may see 
greater signs of mesocyclone maturity before significant vortices are produced, but this 
will not always be true.   
 Weaknesses: Again, such guidelines are dangerous because there are 
exceptions—though tornadoes follow from a predictable sequence of events, nowcasters 
need to be situationally aware rather than relying on guidelines.  Also, mesocyclone 
maturity may be very difficult to ascertain—for example, on 10 May 2010, the lack of 
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hydrometeors in the updraft of the Norman storm hid its maturity until after the first 
significant tornado was ongoing.  The length of time over which these simulations were 
run also precludes a detailed analysis of a full supercell lifetime, which would be useful 
to assess how realistic storm evolution is in the model.   
 
O.  Mesocyclones with a dried profile substantially differed from those with the original, 
moist profile, even exhibiting different modes of mesocyclone cycling.  Differences were 
greatest in ice-inclusive simulations, an expected result since cold pool strength is more 
sensitive to microphysics in these simulations, which in turn is sensitive to the moisture 
variations.  Column moisture content and distribution seem to provide a significant 
control on the evolution of the low-level vertical vorticity field, likely via differences in 
timing of mesocyclone maturity, microphysical evolution, and the degree of evaporative 
cooling.   
 Repercussions: A mesocyclone may begin to exhibit different behavior as the 
parent storm moves into an area with different moisture characteristics.  This may be a 
symptom of microphysical changes leading to RFD surges of altered strength and 
timing.  Forecasters may anticipate changing storm behavior if the storm is moving into 
a region where the moisture characteristics are known to be different.   
 Weaknesses: This conclusion seems obvious, though a clear reason for the 
specific mesocyclone changes was not found in this small sample of storms.  Much more 
research would be needed, including analyses of storms which moved between distinct 
environments, to say whether the findings here have any operational significance.   
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P.  Occluding cyclic mesocyclone behavior may be favored in storms with high graupel 
content and low content of warm rain and rain from shedding.   
 Repercussions: Given polarimetric signatures, it should be possible to determine 
relative quantities of graupel and warm rain (though not operationally, at least not yet).  
With this knowledge, it may be possible to anticipate mesocyclone behavior, and thus to 
anticipate the most likely track of the most dangerous region of a supercell.   
 Weaknesses: This result came from a small sample, so caution is required in 
broader application.  Also, for now, operational application is very difficult at best and 
would require advanced training in polarimetric interpretation and application.  Also, a 
physical reason for the association between low warm rain content and occluding cyclic 
behavior was not found, and seems contradictory.   
 
Q.  Bursts of hail from frozen drops were, in several simulations, followed 5 – 10 min 
later by significant increases in near-surface vertical vorticity.  This pattern was most 
consistent when only midlevels were dried, perhaps because in a moister environment, 
melting of hail is a more important source of cooling relative to evaporation of liquid.  
 Repercussions: In moister environments, bursts of hailfall near the storm core or 
wrapping around the west side of the mesocyclone may be helpful in anticipating 
increases in low-level vertical vorticity, as seen in several observational studies.  
 Weaknesses: Few simulations were used to reach this conclusion.  The validity of 
such a relationship would likely differ depending on the storm’s level of microphysical 
maturity.  This relationship would be less robust in drier environments, and would likely 
vary between days.   
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R.  In several simulations, bursts of warm rain preceded by 5 – 10 min increases in near-
surface vertical vorticity.  The strength of this association varied significantly between 
storms, however, and is most likely to be present in very dry environments when the 
warm rain occurs in a location favorable for affecting the developing RFD westerly 
surge.   
 Repercussions: In drier environments, bursts of warm rain may be helpful in 
anticipating increases in low-level vertical vorticity.  The polarimetric warm rain 
signature could possibly be used operationally.   
 Weaknesses: As above in (Q).  This relationship appears to be less robust in 
moist environments when evaporative cooling is less important, and may be impossible 
to use unless supercells are relatively isolated.   
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