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in Legendre form y2 = x(x− 1)(x− 1/q) for almost every q ∈ Z.
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En 1979, G.V. Chudnovsky [4,5] a proposé une théorie générale utilisant les groupes de monodro-
mie des équations différentielles satisfaites par les fonctions hypergéométriques permettant d’obtenir
des approximants de Padé de systèmes généraux de ces fonctions. Il expose, dans ces articles, plu-
sieurs résultats d’indépendance linéaire sur Q de valeurs de fonctions hypergéométriques généralisées
en des arguments rationnels proches de 0. En particulier, il annonce (sans démonstration) des résul-
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D. Vergnaud / Journal of Number Theory 129 (2009) 1212–1233 1213tats d’indépendance linéaire sur Q de nombres liés aux courbes elliptiques et de leurs carrés. L’objet
de cet article est de montrer en partie cette annonce.
1. Introduction
1.1. Déﬁnitions
Une façon de mesurer la qualité d’approximation d’un nombre réel par des nombres rationnels est
sa mesure d’irrationalité :
Déﬁnition 1. Soit θ un nombre réel irrationel. Le nombre réel μ > 0 est une mesure d’irrationalité
de θ si
∀ε > 0, ∃q0(ε) ∈ [0,+∞[, ∀(p,q) ∈ Z2,
∣∣∣∣θ − pq
∣∣∣∣ 1qμ+ε si q > q0(ε).
Dans cet article, nous nous intéressons à l’indépendance linéaire sur Q de nombres réels et à une
mesure quantitative de cette indépendance linéaire :
Déﬁnition 2. Soit n ∈ N et soient θ0, . . . , θn des nombres réels. Le nombre réel μ > 0 est une mesure
d’indépendance linéaire de (θ0, . . . , θn) si
∀ε > 0, ∃H0(ε) ∈ ]0,+∞[, ∀(p1, . . . , pn,q) ∈ Zn+1,
|qθ0 + p1θ1 + · · · + pnθn| H−μ−ε (1)
si H = max(|q|, |p1|, . . . , |pn|) H0(ε).
Récemment, S. Fischler et T. Rivoal [7] ont introduit l’exposant de densité d’un nombre réel comme
un nouveau moyen de mesurer son irrationalité à partir de suites d’approximations rationnelles à
croissance géométrique. Cet exposant diffère de la mesure d’irrationalité de la déﬁnition 1 qui ne
dépend que de la précision des approximations rationnelles. L’exposant de densité d’un nombre
réel prend également en compte la régularité de l’ensemble des bonnes approximations ration-
nelles.
Notations. Soit θ un nombre réel irrationnel et soit u = (un) une suite croissante de nombres entiers
strictement positifs. Pour tout n 1, nous notons vn = unθ le nombre entier le plus proche de unθ
et
αθ (u) = limsup
n→+∞
|un+1θ − vn+1|
|unθ − vn| et β(u) = limsupn→+∞
un+1
un
.
Déﬁnition 3. Soit θ un nombre réel irrationel. L’exposant de densité de θ , noté ν(θ), est la borne
inférieure de l’ensemble des moyennes géométriques log
√
αθ (u)β(u) quand u décrit l’ensemble des
suites croissantes de nombres entiers strictement positifs telles que αθ (u) < 1 et β(u) < +∞. S’il
n’existe aucune telle suite, nous posons ν(θ) = +∞.
1.2. Indépendance linéaire de périodes et quasi-périodes
En 1979 [4,5], G.V. Chudnovsky énonce sans démonstration le résultat suivant :
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1, 2F1
(
1
2
,
1
2
,1; 1
q
)
et 2F1
(
−1
2
,
1
2
,1; 1
q
)
sont linéairement indépendants sur Q.
Il s’agit d’un résultat d’indépendance linéaire sur les périodes et quasi-périodes de courbes ellip-
tiques. En effet, rappelons que pour (E) la courbe elliptique y2 = x(x − 1)(x − λ), mise sous forme
de Legendre avec λ ∈ R et 0 < |λ| < 1, nous pouvons écrire la période réelle (resp. la quasi-période
réelle) de E sous la forme
ω(λ)
π
= 2F1
(
1
2
,
1
2
,1;λ
) (
resp.
η(λ)
π
= 2F1
(
−1
2
,
1
2
,1;λ
))
,
où η(λ) est la quasi-période associée à ω(λ).
M.-A. Miladi a montré dans sa thèse [10, Théorème 3.1.1] le théorème suivant qui ne contient
malheureusement pas totalement l’annonce de Chudnovsky.
Théorème 1 (M.-A. Miladi). Pour tout q ∈ Z ∩ (] − ∞,−20] ∪ [26,+∞[), les nombres
1, 2F1
(
1
2
,
1
2
,1; 1
q
)
et 2F1
(
−1
2
,
1
2
,1; 1
q
)
sont linéairement indépendants sur Q.
Il donne de plus une mesure d’indépendance linéaire de ces nombres sur Q que G.V. Chudnovsky
n’avait pas donnée dans ses articles.
1.3. Indépendance linéaire de carrés de périodes et quasi-périodes
Par ailleurs, G.V. Chudnovsky a également énoncé sans démonstration (par exemple dans [4, Corol-
lary 6.4] et [5, Corollary 8.4]) un résultat d’indépendance linéaire portant sur les carrés de la période
réelle et de la quasi-période réelle de certaines courbes elliptiques mises sous forme de Legendre.
Annonce 2 (G.V. Chudnovsky). Pour tout couple (p,q) ∈ Z × (N\{0}) vériﬁant q > 25p2, il existe deux
constantes positives Hp,q et cp,q telles que pour tout quadruplet (n0,n1,n2,n3) ∈ Z4 vériﬁant H =
max(|n0|, . . . , |n3|) Hp,q , nous avons∣∣n0 · π2 + n1 · ω(k)2 + n2 · ω(k) · η(k) + n3η(k)2∣∣> H−cp,q ,
où k = p/q. La constante cp,q peut de plus être choisie de sorte qu’elle tende vers 3 lorsque lnq/ ln p
tend vers ∞.
G.V. Chudnovsky indique que ce résultat s’obtient en étudiant l’indépendance linéaire des valeurs
de la fonction hypergéométrique généralisée
3F2
(
1/2 1/2 1/2
1 1
∣∣∣∣∣ z
)
en des nombres rationnels z ∈ ]−1,1[ et en utilisant la relation
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(
1/2 1/2 1/2
1 1
∣∣∣∣∣ 4z(1− z)
)
= 2F1
(
1
2
,
1
2
,1; z
)2
(2)
qui découle de la célèbre formule démontrée par T. Clausen [6] en 1828.
Les dérivées successives de la fonction 3F2
( 1/2 1/2 1/2
1 1
∣∣z) donnent :
3F2
(
3/2 3/2 3/2
2 2
∣∣∣∣∣ 4z(1− z)
)
= 1
2(1− 2z) · 2F1
(
1
2
,
1
2
,1; z
)
2F1
(
3
2
,
3
2
,2; z
)
,
3F2
(
5/2 5/2 5/2
3 3
∣∣∣∣∣ 4z(1− z)
)
= 1
(1− 2z)2 · 2F1
(
1
2
,
1
2
,1; z
)
2F1
(
3
2
,
3
2
,2; z
)
+ 1
8(1− 2z) · 2F1
(
3
2
,
3
2
,2; z
)2
+ 9
16(1− 2z) · 2F1
(
1
2
,
1
2
,1; z
)
2F1
(
5
2
,
5
2
,3; z
)
et nous obtenons, par les relations de contiguïté [2]
(
ω(λ)
π
)2
= 3F2
(
1/2 1/2 1/2
1 1
∣∣∣∣∣ 4λ(1− λ)
)
,
ω(λ) · η(λ)
π2
= (1− λ)3F2
(
1/2 1/2 1/2
1 1
∣∣∣∣∣ 4λ(1− λ)
)
+ 1
2
λ(1− λ)(1− 2λ)3F2
(
3/2 3/2 3/2
2 2
∣∣∣∣∣ 4λ(1− λ)
)
,
(
η(λ)
π
)2
= 1
2λ2(2λ − 1)(λ − 1)
{
(1− 2λ)3F2
(
1/2 1/2 1/2
1 1
∣∣∣∣∣ 4λ(1− λ)
)
+ (−11λ2 + 10λ3 + 2λ)3F2(3/2 3/2 3/22 2
∣∣∣∣∣ 4λ(1− λ)
)
+ (2λ2 − 6λ3 + 4λ4)3F2(5/2 5/2 5/23 3
∣∣∣∣∣ 4λ(1− λ)
)}
.
L’objet de cet article est de montrer l’annonce 2 de Chudnovsky lorsque p = 1 et q est un nombre
entier de valeur absolue suﬃsamment grande et de la préciser dans ce cas en donnant une valeur
explicite pour la constante c1,q . Dans toute la suite, nous posons
τ0 = 4− ln(4)
3
+ π
√
3
9
= 4,142501670 . . . .
Les résultats obtenus sont résumés dans les deux théorèmes suivants :
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1, 3F2
(
1/2 1/2 1/2
1 1
∣∣∣∣∣ 1q
)
, 3F2
(
3/2 3/2 3/2
2 2
∣∣∣∣∣ 1q
)
, 3F2
(
5/2 5/2 5/2
3 3
∣∣∣∣∣ 1q
)
sont linéairement indépendants sur Q.
De plus, pour q ∈ ]−∞,−27153] (resp. q ∈ [28035,+∞[) ils admettent le nombre réel positif
3 · ln(−256 · q/27+ 4) + τ0
ln(−256 · q/27+ 4) + 3(ln(1,04) − τ0)
(
resp. 3 · ln(256 · q/27− 4) + τ0
ln(256 · q/27− 4) − 3 · τ0
)
comme mesure d’indépendance linéaire.
Théorème 3. Pour tout nombre entier q ∈ ]−∞,−108606] ∪ [112138,+∞[, les nombres
1,
(
ω(1/q)
π
)2
,
ω(1/q)η(1/q)
π2
et
(
η(1/q)
π
)2
sont linéairement indépendants sur Q.
De plus, pour q ∈ ]−∞,−108606] (resp. q ∈ [112138,+∞[) ils admettent le nombre réel positif
3 ln(−64q2/(27(q − 1)) + 4) + 3τ0
ln(−64q2/(27(q − 1)) + 4) + 3(ln(1,03) − τ0)
(
resp.
3 ln(64q2/(27(q − 1)) − 4) + 3τ0
ln(64q2/(27(q − 1)) − 4) − 3 · τ0
)
comme mesure d’indépendance linéaire.
En particulier, une conséquence immédiate est que la mesure d’indépendance linéaire des nombres
considérés dans ces deux résultats tend vers 3 lorsque |q| tend vers +∞.
Ce résultat d’indépendance linéaire n’est pas nouveau puisqu’il est contenu dans un théorème très
général de G.V. Chudnovsky lui-même prouvé en 1976 [3]. La méthode utilisée ici est cependante
différente de celle adoptée dans [3] puisqu’elle repose sur la construction explicite d’approximants de
type Padé et non pas sur la méthode des fonctions auxiliaires à la Siegel et elle permet d’obtenir des
résultats totalement explicites et bien plus ﬁns que ceux obtenus par les méthodes alternatives.
L’approche utilisée donne une démonstration «à la Apéry » [1] de l’irrationalité de ces nombres et
permet d’obtenir une majoration de leur exposant de densité rationnelle.
Théorème 4. Pour tout nombre entier q ∈ ]−∞,−27426671] (resp. q ∈ [27975971,+∞[) et tout
θ ∈
{(
ω(1/q)
π
)2
,
ω(1/q)η(1/q)
π2
,
(
η(1/q)
π
)2}
,
nous avons
ν(θ) < 6+ 1
3
ln
(
− 64q
2
27(q − 1) + 4
)
+ 1
2
ln2
(
resp. ν(θ) < 6+ 1
3
ln
(
64q2
27(q − 1) − 4
))
.
Remarque 1. Les représentations des multiples de 1/π , présentées par S. Ramanujan, dans son célèbre
article [12] reposent également sur la représentation (2) du carré des intégrales elliptiques comme
une fonction hypergéométrique généralisée. À plusieurs reprises, G.V. Chudnovsky a annoncé avoir
démontré, en utilisant ces séries, des mesures d’irrationalité de multiples de π exprimés par les séries
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√
2)  16,67 et μ(π
√
10005)  12,12). Récemment, W. Zudilin [14] a
montré les aﬃrmations de Chudnovsky (μ(π) 57,5301, . . . ,μ(π
√
2) 13,935, μ(π
√
3) 44,126
et μ(π
√
10005) 10,022). Notons que seule la dernière minoration n’est pas contenue dans la me-
sure d’irrationalité de ζ(2) de G. Rhin et C. Viola [13] (i.e. μ(ζ(2)) 5,441243 . . .).
Remarque 2. La démarche adoptée dans la démonstration du théorème 2 permet notamment de mon-
trer également l’indépendance linéaire sur Q des nombres
1, 3F2
(
1/2 1/2 1/2
1 1
∣∣∣∣∣ pq
)
, 3F2
(
3/2 3/2 3/2
2 2
∣∣∣∣∣ pq
)
, 3F2
(
5/2 5/2 5/2
3 3
∣∣∣∣∣ pq
)
pour tout couple d’entiers (p,q) ∈ Z×N avec q > Cp4 pour une constante C effectivement calculable.
2. Préliminaires
2.1. Critère d’indépendance linéaire
Pour obtenir une mesure d’indépendance linéaire à partir de nos systèmes d’approximations, nous
utiliserons le lemme suivant du à M. Hata [8, Lemma 6.1].
Lemme 1. Soit M ∈ N\{0} et soient γ1 , . . . , γM des nombres réels. Soient (qn)n∈N une suite de nombres entiers
et pour tout m ∈ [[1,M]], (pm,n)n∈N une suite de nombres entiers. Supposons que qn = 0 pour tout nombre
entier n ∈ N et qu’il existe des nombres réels positifs σ et τ tels que
limsup
n→∞
1
n
ln |qn| σ et max
m∈[[1,M]] limsupn→∞
1
n
ln |εm,n|−τ
où εm,n = qnγm − pm,n pour tout m ∈ [[1,M]] et tout n ∈ N. Supposons de plus qu’il existe un nombre entier
N tel que
N∑
j=0
∣∣∣∣∣n0qn+ j +
M∑
m=1
nmpm,n+ j
∣∣∣∣∣> 0 (3)
pour tout n ∈ N et tout (M + 1)-uplet (n0, . . . ,nM) ∈ ZM+1\{(0, . . . ,0)}.
Alors σ/τ est une mesure d’indépendance linéaire de (1, γ1, . . . , γM).
La démarche pour trouver des suites satisfaisant aux conditions de ce lemme consiste à établir des
relations plus générales de la forme
R1,n(z) = An(z) f1(z) − Q 1,n(z), . . . , Rm,n(z) = An(z) fm(z) − Qm,n(z)
où An(z) ∈ C[z], Q i,n(z) ∈ C[z] (i ∈ [[1,m]]), les f i(z) (i ∈ [[1,m]]) sont des fonctions qui prennent la
valeur γi en un nombre complexe α convenable et les fonctions Ri,n(z) (i ∈ [[1,m]]) prennent des
valeurs de «petite » valeur absolue en α. L’approche classique pour établir des relations de ce type est
celle des approximants de Padé.
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En 1995, Y. Nesterenko [11] a construit des approximants d’Hermite–Padé de type I et II d’une cer-
taine classe de séries hypergéométriques contenant les intégrales elliptiques de première et deuxième
espèce. Le comportement arithmétique de ces systèmes d’approximation n’étant pas de bonne qua-
lité, nous avons préféré suivre l’approche utilisée par M. Hata (cf. par exemple [8]), et utiliser dans
notre étude des approximants de type-Padé dont le comportement analytique est moins bon, mais
le comportement arithmétique meilleur que celui des approximants d’Hermite–Padé. Pour ces ap-
proximants, le polynôme approximant et les restes vériﬁent une relation de récurrence linéaire ainsi
qu’une même équation différentielle qui nous permettront d’en étudier simplement le comportement
asymptotique.
Notation. Pour une série entière f (z) et un nombre entier n, [ f ]n désigne le polynôme de degré n
déﬁni par troncature :
[ f ]n(z) =
n∑
i=0
ai z
i si f (z) =
∞∑
i=0
ai z
i .
Posons
F (z) = 3F2
(
1/2 1/2 1/2
1 1
∣∣∣∣∣ z
)
=
+∞∑
n=0
(2n)!3
n!6
(
z
26
)n
,
G(z) = zF ′(z) et H(z) = zG ′(z). La proposition suivante donne les approximants explicites de type-
Padé de F , G et H obtenus par M.-A. Miladi dans sa thèse [10, Lemme 2.4.1].
Proposition 1. Soit n ∈ N\{0}. Considérons les polynômes
An(z) = 4F3
(
−n n/3 (n + 1)/3 (n + 2)/3
3/2 3/2 3/2
∣∣∣∣∣ z
)
,
A˜n(z) = zn An(z−1), B˜0,n(z) = [AnF ]n, B˜1,n(z) = [AnG]n, et B˜2,n(z) = [AnH]n. Notons R˜0,n(z) =
A˜n(z)F (z) − B˜0,n(z), R˜1,n(z) = A˜n(z)G(z) − B˜1,n(z) et R˜2,n(z) = A˜n(z)H(z) − B˜2,n(z). Nous avons
∀i ∈ [[0,2]], R˜ i,n(z) = O
(
zn+(n+2)/3+1
)
. (4)
Nous déﬁnissons les polynômes A˜0(z) = 1, B˜0,0(z) = 1, B˜1,0(z) = 0 et B˜2,0(z) = 0, de sorte que
les fonctions déﬁnies par R˜0,0(z) = A˜0(z)F (z) − B˜0,0(z), R˜1,0(z) = A˜0(z)G(z) − B˜1,0(z) et R˜2,0(z) =
A˜0(z)H(z) − B˜2,0(z) vériﬁent
R˜0,0(z) = F (z) − 1, R˜1,0(z) = G(z) et R˜2,0(z) = H(z),
et donc les relations (4) pour n = 0.
Pour n ∈ N, z ∈ C, |z| > 1, posons
R0,n(z) = zn R˜0,n
(
1
z
)
, R1,n(z) = zn R˜1,n
(
1
z
)
, R2,n(z) = zn R˜2,n
(
1
z
)
,
et
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(
1
z
)
, Q 1,n(z) = znB1,n
(
1
z
)
, Q 2,n(z) = znB2,n
(
1
z
)
.
Les sections 3 et 4 seront consacrées à l’étude du système d’approximations simultanées de type-
Padé suivant ⎧⎨⎩
An(k)F (1/k) − Q 0,n(k) = R0,n(k),
An(k)G(1/k) − Q 1,n(k) = R1,n(k),
An(k)H(1/k) − Q 2,n(k) = R2,n(k).
où k est un nombre rationnel non nul dont la valeur sera spécialisée dans la démonstration du théo-
rème 2 (resp. du théorème 3) en un nombre entier q (resp. en un nombre rationnel de la forme
q2/4(q − 1)) avec q de valeur absolue suﬃsamment grande.
2.3. Structure de la preuve
La démonstration du théorème 2 consiste à appliquer le critère d’indépendance linéaire du para-
graphe 2.1. Lorsque nous aurons obtenu une forme «explicite » du polynôme A˜n de degré n qui est
le polynôme dénominateur de l’approximation simultanée de F , G et H , nous pourrons étudier le
comportement arithmétique et asymptotique de
q˜n = kn A˜n(1/k), γn = fm(1/k), p˜m,n = kn B˜m,n(1/k)
avec B˜m,n = [ A˜n fm]n pour m ∈ [[1,3]].
Puisqu’il est nécessaire que q˜n soit non nul pour tout n ∈ N, il faut localiser les racines du po-
lynôme zn A˜n(1/z). Une étude arithmétique sera nécessaire pour obtenir, à partir de q˜n et p˜m,n , des
nombres entiers qn et pm,n vériﬁant les conditions du lemme 1. Nous cherchons donc au paragraphe 3
une suite n de nombres entiers rationnels ayant un comportement asymptotique connu (et le plus
petit possible) telle que nq˜n ∈ Z et n p˜m,n ∈ Z.
Dans le lemme de Hata 1, le résultat est meilleur si σ et −τ sont petits et donc pour obtenir une
mesure d’indépendance linéaire de bonne qualité, il sera nécessaire de faire des majorations ﬁnes des
suites n , A˜n(1/k) et ε˜m,n .
3. Propriétés arithmétiques des coeﬃcients
Puisque nous avons F (z) =∑+∞n=0 (2n)!3n!6 ( z26 )n , G(z)=∑+∞n=0 n (2n)!3n!6 ( z26 )n et H(z)=∑+∞n=0 n2 (2n)!3n!6 ( z26 )n
et
An(z) =
n∑
j=0
(−1) j
(
n
j
)(
n0 + j
n0
)(
n1 + j
n1
)(
n2 + j
n2
)(
( j!)2
(2 j + 1)!
)3
26 j z j,
où n0 = n/3, n1 = (n + 1)/3, et n2 = (n + 2)/3, nous obtenons
Q 0,n(z) =
n∑
j=0
j∑
k=0
(−1) j
(
n
j
)(
n0 + j
n0
)(
n1 + j
n1
)(
n2 + j
n2
)(
( j!)2
(2 j + 1)!
)3
26( j−k)
(
2k
k
)3
z j−k,
Q 1,n(z) =
n∑
j=0
j∑
k=0
(−1) jk
(
n
j
)(
n0 + j
n0
)(
n1 + j
n1
)(
n2 + j
n2
)(
( j!)2
(2 j + 1)!
)3
26( j−k)
(
2k
k
)3
z j−k,
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n∑
j=0
j∑
k=0
(−1) jk2
(
n
j
)(
n0 + j
n0
)(
n1 + j
n1
)(
n2 + j
n2
)(
( j!)2
(2 j + 1)!
)3
26( j−k)
(
2k
k
)3
z j−k.
Nous cherchons une suite de nombres entiers (n)n∈N vériﬁant
n An(z),nQ 0,n(z),nQ 1,n(z),nQ 2,n(z) ∈ Z[z].
Il suﬃt de trouver un dénominateur commun des coeﬃcients
c j,n = (−1) j
(
n
j
)(n/3 + j
n/3
)((n + 1)/3 + j
(n + 1)/3
)((n + 2)/3 + j
(n + 2)/3
)(
( j!)2
(2 j + 1)!
)3
26 j
pour j ∈ [[0,n]]. Pour tout nombre premier p et tout nombre entier j, posons
v( j, p) = vp
(
j!2)− vp((2 j + 1)!)
où pour tout nombre entier n, vp(n) désigne la valuation p-adique de n.
Lemme 2.
(1) Pour tout nombre entier n ∈ N\{0}, tout nombre premier p vériﬁant √2n + 1 < p  2n + 1 et tout
nombre entier j ∈ [[0,n]], nous avons v( j, p)−1.
(2) Pour tout nombre entier n ∈ N, tout nombre premier p √2n + 1, et tout nombre entier j ∈ [[0,n]], nous
avons v( j, p)−2ln(2n + 1)/ ln p.
Démonstration. (1) Supposons que (2 j + 1)/p soit un nombre entier pair noté 2r. Nous avons
2r  (2 j + 1)/p < 2r + 1, soit 2rp  2 j + 1< 2rp + p et par un argument de parité 2rp + 1 2 j + 1 <
2rp + p. Donc nous avons
r  j
p
< r + 1
2
− 1
2p
< r + 1,
donc  j/p = r, et par suite v( j, p) = 2 j/p − (2 j + 1)/p = 2r − 2r = 0.
Supposons désormais que (2 j+1)/p soit un nombre entier impair noté 2r+1. Nous avons alors
r + 1
2
− 1
2p
 j
p
< r + 1− 1
2p
, (5)
soit  j/p = r, et par suite v( j, p) = 2 j/p − (2 j + 1)/p = −1.
(2) Si p 
√
2n + 1, en utilisant la relation
vp(s!) =
∞∑
i=1
⌊
s
pi
⌋
, (6)
nous avons
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(
j!2)− vp((2 j + 1)!)
=
∞∑
i=1
(
2
⌊
j
pi
⌋
−
⌊
2 j + 1
pi
⌋)
=
N∑
i=1
(
2
⌊
j
pi
⌋
−
⌊
2 j
pi
⌋
+
⌊
2 j
pi
⌋
−
⌊
2 j + 1
pi
⌋)
avec N = ln(2n + 1)/ ln p.
Puisque 0 (2 j + 1)/pi − 2 j/pi 1 et 0 2 j/pi − 2 j/pi 1, nous avons
v( j, p)−2N = −2
⌊
ln(2n + 1)
ln p
⌋
. 
En notant P l’ensemble des nombres premiers, le lemme précédent indique que le produit de
0(n) =
∏
p∈P
p√2n+1
p6ln(2n+1)/ ln(p) par 1(n) =
∏
p∈P√
2n+1<p2n+1
p3
est un dénominateur commun pour les coeﬃcients
(
n
j
)(n/3 + j
n/3
)((n + 1)/3 + j
(n + 1)/3
)((n + 2)/3 + j
(n + 2)/3
)(
( j!)2
(2 j + 1)!
)3
pour j ∈ [[0,n]]. Le reste de cette section va consister en la recherche d’un dénominateur commun
«plus petit » pour ces nombres rationnels en améliorant, pour certains nombres premiers p, les mino-
rations du lemme 2.
Pour notre étude, il sera suﬃsant d’obtenir un dénominateur commun des coeﬃcients
(
3n
j
)(
n + j
n
)3(
( j!)2
(2 j + 1)!
)3
.
Nous nous restreignons donc à ce cas, même si les autres peuvent être étudiés suivant les mêmes
lignes. Pour n ∈ N\{0}, nous posons
In =
{
p ∈ P, p ∈
⋃
h∈N∗
⋃
k∈{0,1,3,4}
]
6n
12h + 2k + 1 ,
6n
12h + 2k
[}
,
Jn =
{
p ∈ P, p ∈
⋃
h∈N
⋃
k∈{0,1}
]
6n
12h + 6k + 6 ,
6n
12h + 6k + 3
[}
.
En utilisant la relation (6), les deux lemmes qui suivent montrent que pour tout nombre premier
p ∈ ]√6n + 1,6n + 1[ dans un de ces deux ensembles, la puissance de p dans le dénominateur com-
mun est inférieure à celle suggérée par le lemme 2.
Lemme 3. Pour tout nombre entier n ∈ N\{0}, tout nombre premier p ∈ In vériﬁant
√
6n + 1 < p  6n + 1
et ne divisant pas 6n + 1 tout nombre entier j ∈ [[0,3n]], nous avons
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((
3n
j
))
+ 3 · v( j, p)−2.
Démonstration. D’après la preuve de la première partie du lemme précédent, il suﬃt de montrer le
résultat lorsque (2 j + 1)/p est un nombre entier impair, encore noté 2r + 1 (et dans ce cas, nous
avons v( j, p) = −1). Puisque p ∈ In , il existe h ∈ N\{0} et k ∈ {0,1,3,4} tels que (12h + 2k)p < 6n et
6n < (12h + 2k + 1)p, soit (12h + 2k)p + 1 6n (12h + 2k + 1)p − 1.
Puisque p  6n+1 et (12h+2k+1)p = 6n+2 (par parité), nous obtenons 6n (12h+2k+1)p−3,
d’où
6h + k + 1
2p
 3n
p
 6h + k + 1
2
− 3
2p
. (7)
Par suite, nous obtenons 3n/p = 6h+k. En utilisant les inégalités (5) et (7), nous obtenons 6h+k−
r−1+1/p < 3n − j/p  6h+k− r−1/p et par conséquent (3n− j)/p = 6h+k− r−1. Finalement,
nous avons
vp
((
3n
j
))
+ 3v( j, p) =
⌊
3n
p
⌋
−
⌊
3n − j
p
⌋
−
⌊
j
p
⌋
− 3
= 6h + k − (6h + k − r − 1) − r − 3 = −2. 
Lemme 4. Pour tout nombre entier n ∈ N\{0}, tout nombre premier p ∈ Jn vériﬁant
√
6n + 1 < p  6n + 1,
ne divisant pas 6n − 1 et tout nombre entier j ∈ [[0,3n]], nous avons
vp
((
n + j
n
))
+ v( j, p) 0.
Démonstration. Il suﬃt encore de montrer le résultat lorsque (2 j + 1)/p est un nombre entier
impair, noté 2r + 1.
Puisque p ∈ Jn , il existe h ∈ N et k ∈ {0,1} vériﬁant (12h + 6k + 3)p < 6n < (12h + 6k + 6)p,
soit (12h + 6k + 3)p + 1  6n  (12h + 6k + 6)p − 1. Puisque p ne divise pas 6n − 1, nous avons
(12h + 6k + 3)p + 2 6n puis (12h + 6k + 3)p + 3 6n. Par conséquent, nous avons
2h + k + 1
2
+ 1
2p
 n
p
 2h + k + 1− 1
6p
(8)
ce qui implique n/p = 2h + k. Les inégalités (5) et (8), donnent
2h + k + r + 1 n + j
p
< 2h + r + 2h + 2− 2
3p
,
et n + j/p = 2h + k + r + 1. Par suite, nous obtenons
vp
((
n + j
n
))
+ v( j, p) =
(⌊
n + j
p
⌋
−
⌊
j
p
⌋
−
⌊
n
p
⌋)
− 1
= (2h + k + r + 1− r − 2h − k) − 1 = 0. 
Des trois lemmes précédents, nous déduisons immédiatement la proposition suivante :
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3n = (6n + 1)
3(6n − 1)30(3n)1(3n)∏
p∈In p
∏
p∈ Jn p3
est un dénominateur commun des nombres rationnels c j,3n pour tout j ∈ [[0,3n]] et
lim
n→∞
1
3n
ln(3n) = τ0.
Démonstration. Les ensembles In et Jn sont disjoints, donc∏
p∈In
p
∏
p∈ Jn
p3 divise 1(3n),
et 3n ∈ N. Les lemmes précédents assurent que pour tout nombre entier n ∈ N, 3n est un dénomi-
nateur commun des nombres rationnels c j,3n pour tout j ∈ [[0,3n]].
Le théorème des nombres premiers permet d’estimer le comportement asymptotique de 3n
lorsque n tend vers +∞ ; en effet, nous avons :
lim
n→+∞
1
3n
ln
(
0(3n)
)= 0,
lim
n→+∞
1
3n
ln
(
1(3n)
)= 6,
lim
n→+∞
1
3n
ln
( ∏
p∈In
p
)
=
∞∑
h=1
(
2
12h + 1 −
2
12h
)
+
∑
k∈{1,3,4}
∞∑
h=0
(
2
12h + 2k + 1 −
2
12h + 2k
)
= 2− 4
3
ln2− π
√
3
9
,
lim
n→+∞
1
3n
ln
( ∏
p∈ Jn
p3
)
= 3
[ ∞∑
h=0
(
2
12h + 6 −
2
12h + 3
)
+
∞∑
h=0
(
2
12h + 12 −
2
12h + 9
)]
= 2 ln2
d’où le résultat. 
4. Estimations asymptotiques de An(k), R0,n(k), R1,n(k) et R2,n(k)
Dans ce paragraphe, nous allons étudier le comportement asymptotique de An(k), R0,n(k), R1,n(k)
et R2,n(k) lorsque n tend vers +∞.
Proposition 3. Pour tout nombre entier n ∈ N\{0}, les racines du polynôme An appartiennent au disque
complexe de centre 0 et de rayon 27/8.
Démonstration. Il s’agit d’une application directe du lemme 2.6.1 de [10]. 
1224 D. Vergnaud / Journal of Number Theory 129 (2009) 1212–1233Corollaire 1. Pour tout nombre complexe z ∈ C de module |z| > 27/8, nous avons
lim inf
n→∞
∣∣An(z)∣∣1/n  256
27
(
|z| − 27
8
)
. (9)
Démonstration. Nous avons, pour tout n ∈ N, An(z) = cn,n∏ni=1(z − zi,n) avec |zi,n| 27/8 pour tout
i ∈ [[1,n]] et donc |An(z)| = cn,n(|z| − 278 )n pour tout n ∈ N. Puisque
cn+1,n+1
cn,n
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
− 1627 (4m+1)
3
(2m+1)2(m+1) si n = 3m avecm ∈ N,
−32 (4m+3)2(2m+1)2
(6m+5)3(m+1) si n = 3m + 1 avecm ∈ N,
−512 (m+1)2(4m+3)
(6m+7)3 si n = 3m + 2 avecm ∈ N,
nous avons limn→+∞ | cn+1,n+1cn,n | = 25627 , d’où limn→+∞ (cn,n)1/n = 25627 et le résultat. 
4.1. Récurrences
Dans ce paragraphe, nous allons montrer que pour tout z ∈ C, les suites (An(z))n∈N , (Rn,0(z))n∈N ,
(Rn,1(z))n∈N et (R2,n(z))n∈N vériﬁent une relation de récurrence. Nous utiliserons ensuite le lemme
suivant (qui est une version d’un théorème de Poincaré–Perron et dont le lecteur trouvera une dé-
monstration dans [9]) pour estimer le comportement asymptotique de ces suites.
Lemme 5. Soit m ∈ N. Considérons l’équation aux différences d’ordre m
a0,nun+m + a1,nun+m−1 + · · · + am,nun = 0 (10)
où pour tout i ∈ [[0,m]], (ai,n)n∈N est une suite de nombres complexes. Supposons que les limites ai =
limn→+∞ ai,n/a0,n existent pour tout i ∈ [[0,m]] et que am = 0, et posons ϕ(X) = Xm + a1Xm−1 + · · · +
am−1X + am. Soit (un)n∈N une solution non triviale de l’équation aux différences (10), alors la limite supé-
rieure limsupn→∞ |un|1/n est égale au module d’une racine du polynôme ϕ(X).
Proposition 4.
(1) Pour tout nombre z ∈ C, la suite An(z) vériﬁe une relation de récurrence linéaire :
An+1(z) = (αnz + βn)An(z) + γ1,n An−1(z) + γ2,n An−2(z) + γ3,n An−3(z) (11)
pour tout n ∈ N, n  3, où αn, βn, γ1,n, γ2,n et γ3,n sont les nombres rationnels dépendant uniquement
de n, déﬁnis pour m ∈ N\{0}, par :
α3m = −16
27
(4m + 1)3
(2m + 1)2(m + 1) ,
β3m = 1
288
(4m + 1)(1152m4 + 648m3 + 20m2 − 26m − 1)
m2(2m + 1)2(m + 1) ,
γ1,3m = − 1
288
(2m − 1)(55296m6 − 9920m4 + 704m3 + 532m2 − 60m − 3)
m2(4m − 1)2(2m + 1)2(m + 1) ,
γ2,3m = 1 (3m − 1)(4m + 1)(8m − 1)(2m − 1)
2(48m2 + 4m − 3)
2 2 2
,72 m (m + 1)(2m + 1) (4m − 1)
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36
(4m + 1)2(2m − 1)2(3m − 2)(3m − 1)
m2(4m − 1)(2m + 1)2(m + 1) ,
α3m+1 = −32 (4m + 3)
2(2m + 1)2
(6m + 5)3(m + 1) ,
β3m+1 = 2 (2m + 1)(3456m
5 + 8640m4 + 7852m3 + 3076m2 + 440m + 7)
(4m + 1)2(6m + 5)3(m + 1) ,
γ1,3m+1 = −1
8
(3m + 1)(4m + 3)(3456m5 + 4896m4 + 1672m3 − 124m2 − 50m + 9)
m(4m + 1)(m + 1)2(6m + 5)3 ,
γ2,3m+1 = 3
8
(768m4 + 416m3 − 72m2 − 26m + 3)(4m + 3)2(2m − 1)2(3m + 1)
m(4m + 1)2(4m − 1)(6m + 5)3(m + 1)2 ,
γ3,3m+1 = −3
2
(3m − 1)(3m + 1)(2m + 1)(4m + 3)2(2m − 1)3
m(m + 1)2(6m + 5)3(4m − 1)(4m + 1) ,
et
α3m+2 = −512 (4m + 3)(m + 1)
2
(6m + 7) ,
β3m+2 = 6912m
5 + 27216m4 + 41376m3 + 30040m2 + 10232m + 1261
(4m + 3)(2m + 1)(6m + 7)3 ,
γ1,3m+2 = −4 (3m + 2)(1728m
4 + 3600m3 + 2348m2 + 544m + 59)
(4m + 3)(4m + 1)(6m + 7)3 ,
γ2,3m+2 = 16 (3m + 2)(3m + 1)(12m
2 + 1)
(6m + 7)3(2m + 1) ,
γ3,3m+2 = −24 (2m − 1)
3(3m + 2)(3m + 1)
(4m + 1)(6m + 7)3(2m + 1) .
(2) Pour tout z ∈ C tel que |z| > 1, les suites (Rn,0(z))n∈N , (Rn,1(z))n∈N et (R2,n(z))n∈N vériﬁent également
la relation de récurrence (11) pour tout n ∈ N\{0,1}.
Démonstration. Le théorème 2.5.3 de [10] assure que la suite (An(z))n∈N vériﬁe une relation de
récurrence d’ordre au plus 6 :
An+1(z) = (αnz + βn)An(z) + γ1,n An−1(z) + γ2,n An−2(z) + γ3,n An−3(z)
+ γ4,n An−4(z) + γ5,n An−5(z).
Les formes explicites des coeﬃcients ci,n pour n ∈ N et i ∈ [[0,n]] donnent
αn = cn+1,n+1
cn,n
,
βn = cn,n+1 − αncn−1,n
cn,n
,
γ1,n = cn−1,n+1 − αncn−2,n − βncn−1,n
c
,
n−1,n−1
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cn−2,n−3
,
γ3,n = cn−3,n+1 − αncn−4,n − βncn−3,n − γ1,ncn−3,n−1 − γ2,ncn−3,n−2
cn−4,n−4
,
γ4,n = γ5,n = 0. 
Lorsque z = k−1, avec k ∈ Q∗ , le polynôme associé à la récurrence (11) (et noté ϕ(X) dans le
lemme 5) est
Pk(z) = z4 +
(
256
27
k − 4
)
z3 + 6z2 − 4z + 1. (12)
Le lemme suivant étudie la nature et la localisation des racines du polynôme Pk .
Lemme 6. Soit k ∈ ]−∞,−0,25]∪ [1,25,+∞[. Posons θk = −256k/27+4. Le polynôme Pk possède quatre
racines distinctes Rk, rk, ck et ck, où Rk et rk sont des racines réelles de même signe et ck, ck ∈ C\R sont des
racines imaginaires conjuguées ayant les propriétés suivantes :
(1) si k 1,23, nous avons Rk ∈ ]θk, θk + 1[ et rk ∈ ]θ−1/3k ,0[ et |ck| < |rk| ;
(2) si k−0,5, nous avons Rk ∈ ]θk − 1, θk[ et rk ∈ ](4(θk − 1))−1/3, θ−1/3k [ et |ck| < 2 · rk.
Démonstration. Le produit Pk(θk)Pk(θk + 1) est égal à
256(131072k2 − 101376k + 19683)(65536k3 − 145152k2 + 95499k − 19683)
4782969
et
Pk(0)P
(
θ
−1/3
k
)= −3
4
· (−405+ 18(−256k + 108)
2/3 + 1024k)
(64k − 27)(−256k + 108)1/3 .
L’étude de ces fonctions assure que ces quantités sont strictement négatives lorsque k 1,23 (en fait,
lorsque
k >
9
512
(2700+ 12√1473)1/3 + 27
8(2700+ 12√1473)1/3 +
189
256
 1,226223825 . . .
et k > 27/64 = 0,421875 respectivement). Donc, pour tout k 1,23, Pk possède deux racines réelles
négatives Rk ∈ ]θk, θk + 1[ et rk ∈ ]θ−1/3k ,0[.
De plus, le produit Pk(θk − 1)Pk(θk) est égal à(
16777216
19683
k3 − 65536
243
k2 − 1280
27
k + 16
)(
131072
243
k2 − 11264
27
k + 81
)
et le produit Pk((4(θk − 1))−1/3)Pk(θ−1/3k ) à
9(1024k − 405+ 18(−256k + 108)2/3)
16
× (4096k − 1269+ (324− 1024k)
1/3(72− 256k) + 18(324− 1024k)2/3)
1/3 1/3
.(64k − 27)(−256k + 108) (324− 1024k) (−81+ 256k)
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sont négatives pour k−0,5 (en fait, dès lors que
k < −9(972+ 12
√
417)1/3
512
− 27
16(972+ 12√417)1/3 +
27
256
 −0,24026 . . .
et
k < −81(47+ 2√3)1/3/2048− 1053(47+ 2√3)−1/3/2048+ 567/2048 −0,00843 . . .
respectivement).
Pour tout k  −0,5, Pk possède donc deux racines réelles positives Rk ∈ ]θk − 1, θk[ et rk ∈
](4(θk − 1))−1/3, θ−1/3k [. Les deux autres racines de Pk sont imaginaires conjuguées notées ck et ck .
Puisque rk · Rk · ck · ck = 1, nous avons pour k 1,23
|ck|2 = 1rkRk <
1
θ
−1/3
k θk
= θ−2/3k < r2k ,
et pour k−0,25,
|ck|2 = 1rkRk <
1
(4(θk − 1))−1/3(θk − 1) =
(
2(θk − 1)
)−2/3
< (2rk)
2. 
Remarque 3. Nous déduisons du lemme précédent que pour k 1,23, nous avons
|Rk| 256k27 − 4 et max
(|ck|, |rk|) (256k27 − 4
)1/3
et pour k−0,5
|Rk|−256k27 + 4 et max
(|ck|, |rk|) 2 ·(−256k27 + 4
)1/3
=
(
−2048k
27
+ 32
)1/3
.
Lemme 7. Soit k ∈ Q tel que |k| 4, nous avons
lim
n→+∞
∣∣An(k)∣∣1/n = |Rk|.
Démonstration. La suite An(k) vériﬁe la relation de récurrence (11) associée au polynôme Pk . Les
racines des polynômes An (n ∈ N) étant à l’intérieur du disque de centre 0 et de rayon 27/8,
An(k) n’est pas la solution triviale de (11) et le lemme 5 assure que limsup |An(k)| est une des
racines de (12). Par la relation (9), nous avons lim infn→+∞ |An(k)|1/n > 1 et donc nécessairement
limn→+∞ |An(k)|1/n = |Rk|. 
Lemme 8. Soit k ∈ Q, |k| 4, nous avons
limsup
n→+∞
∣∣Ri,n(k)∣∣1/n max{|rk|, |ck|}
pour i ∈ [[0,2]].
1228 D. Vergnaud / Journal of Number Theory 129 (2009) 1212–1233Démonstration. Il est facile de voir que, pour i ∈ [[0,2]], Ri,n(k) n’est pas une solution triviale
de l’équation aux différences (11). En effet, dans ce cas, on aurait F (1/k) = 1 (resp. G(1/k) = 0,
H(1/k) = 0) et une étude de fonction donne la contradiction. Le lemme 5, assure que pour i ∈ [[0,2]],
limsupn→+∞ |Ri,n(k)|1/n est une racine de Pk . Une étude de la série Ri,n(z) montre que cette limite
est strictement inférieure à 1 pour tout i ∈ [[0,2]], et donc que cette limite est différente de |Rk|, et
par conséquent, nécessairement inférieure à max{|rk|, |ck|}. 
4.1.1. Cas où k ∈ Z
Lemme 9. Pour tout nombre entier k ∈ ]−∞,−27153] ∪ [28035,+∞[, nous avons max(|rk|, |ck|) <
exp(−τ0). De plus, si k−27153 nous avons |ck| < 1,04 · rk.
Démonstration. Nous avons Pk+1(rk) = Pk+1(rk) − Pk(rk) = 256r3k/27 et Pk+1(0) = 1. Lorsque k est
positif, nous en déduisons que Pk+1(rk)Pk+1(0) < 0, et donc |rk+1| < |rk|.
Puisque |r28035| < 0,015883005 < 0,01588306 < exp(−τ0), nous obtenons, pour k  28305,
max(|rk|, |ck|) < exp(−τ0).
De même, nous avons Pk(rk+1) = Pk(rk+1) − Pk+1(rk+1) = −256r3k/27, donc |rk| < |rk+1| lorsque k
est négatif.
Une étude de fonction montre que Pk((1,07(θk − 1))−1/3)Pk(θ−1/3k ) est négatif pour k −20877.
Nous avons donc rk ∈ ](1,07(θk − 1))−1/3, θ−1/3k [, et pour k−20877,
|ck|2 = 1rkRk <
1
(1,07(θk − 1))−1/3(θk − 1) = (1,07)
1/3((θk − 1))−2/3 < (1,04 · rk)2.
Puisque |r−27433|  0,01588310417 . . . , nous obtenons 1,04|r−27433| < exp(−τ0), et le résultat pour
k  −27433. Une étude numérique exhaustive montre que le résultat est également vrai pour k ∈
[[−27432,−27153]]. 
Remarque 4. Une vériﬁcation informatique montre que max(|rk|, |c|) > exp(−τ0) pour tout nombre
entier k ∈ [[−27152,28034]].
4.1.2. Cas où k = q2/4(q − 1) avec q ∈ Z
Lemme 10. Pour tout nombre entier q ∈ ]−∞,−108606] ∪ [112138,+∞[.
En posant k = q2/4(q − 1), nous avons max(|rk|, |ck|) < exp(−τ0). De plus, si k −108606 nous avons
|ck| < 1,03 · rk.
Démonstration. Elle est similaire à celle du lemme 9. 
Remarque 5. Une vériﬁcation informatique montre que max(|rk|, |c|) > exp(−τ0) pour tout nombre
entier q ∈ [[−108606,112138]].
De même, nous pouvons également montrer le lemme suivant qui sera utilisé dans la démonstra-
tion du theorème 4.
Lemme 11. Pour tout q ∈ ]−∞,−27426671] ∪ [27975971,+∞[, en posant k = q2/4(q − 1), nous avons
max(|rk|, |ck|) < exp(−6).
Remarque 6. Là encore, une vériﬁcation informatique montre que ce lemme est optimal et que
max(|rk|, |c|) > exp(−6) pour tout nombre entier q ∈ [[−27426672,27975970]].
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5.1. Fin de la démonstration du théorème 2
Nous allons appliquer le lemme 1 de Hata. Soit k ∈ ]−∞,−27153] ∪ [28035,+∞[ un nombre
entier. Posons γ1 = F (1/k), γ2 = G(1/k), γ3 = H(1/k) et
qn = 3n A3n(k), p1,n = 3nQ 0,3n(k), p2,n = 3nQ 1,3n(k) et p3,n = 3nQ 2,3n(k).
Nous avons ε1,n = 3nR0,3n(k), ε2,n = 3nR1,3n(k) et ε3,n = 3nR2,3n(k). Posons enﬁn σ(k) = τ0 +
ln |Rk| et τ (k) = −τ0 − ln(max(|rk|, |ck|)).
D’après l’étude arithmétique de la section 3, nous avons qn ∈ Z et pi,n ∈ Z pour tout n ∈ N et tout
i ∈ [[1,3]]. D’après le lemme 7 et la proposition 2, nous avons
limsup
n→+∞
1
n
ln |qn| = σ(k),
et le lemme 8 et la proposition 2 assurent que
max
i∈[[1,3]]
limsup
n→+∞
1
n
ln |εi,n|−τ (k),
avec τ (k) > 0 puisque k ∈ ]−∞,−27153] ∪ [28035,+∞[.
Il reste à prouver que les suites (qn)n∈N et (pi,n)n∈N pour i ∈ [[1,3]] vériﬁent la condition (3) du
lemme 1. Supposons par l’absurde que ce n’est pas le cas, et qu’il existe r ∈ N et (r0, r1, r2, r3) ∈
Z4\{(0,0,0,0)} tels que les nombres entiers Sr+ j déﬁnis par
Sr+ j = r0qr+ j +
3∑
i=1
ri pi,r+ j
soient nuls pour tout j ∈ [[0,3]].
Posons
Θ(r0, r1, r2, r3) = r0 +
3∑
i=1
riγi .
Pour tout n ∈ N, notons
wn =
3∑
i=1
riεi,n.
Nous avons
Sr+ j = qr+ jΘ(r0, r1, r2, r3) − wr+ j,
et la suite (Sn/3n)nr s’exprime comme combinaison linéaire des suites (An(k)), (R1,n(k)), (R2,n(k)),
(R3,n(k)) et par conséquent vériﬁe la relation de récurrence (11). Cette suite récurrente linéaire
d’ordre 4 s’annule en ses 4 premiers termes, elle est donc identiquement nulle, et nous avons
qnΘ(r0, r1, r2, r3) = wn
1230 D. Vergnaud / Journal of Number Theory 129 (2009) 1212–1233pour tout n  r. Puisque wn tend vers 0 lorsque n tend vers +∞, nous en déduisons que
Θ(r0, r1, r2, r3) est nul, et donc que wn = 0 pour tout nombre entier n r.
La suite (wn) vériﬁe la relation de récurrence (11) dans laquelle le terme le terme γ3,n (n ∈ N)
n’est jamais nul. Puisque, wr = wr+1 = wr+2 = wr+3 = 0, nous obtenons, si r > 0, wr−1 = 0 et par
récurrence que wn = 0 pour tout nombre entier n 0. En particulier, nous avons
−r0 = r1Q 0,0(k) + r2Q 1,0(k) + r3Q 2,0(k)
A0(k)
= r1Q 0,1(k) + r2Q 1,1(k) + r3Q 2,1(k)
A1(k)
= r1Q 0,2(k) + r2Q 1,2(k) + r3Q 2,2(k)
A2(k)
= r1Q 0,3(k) + r2Q 1,3(k) + r3Q 2,3(k)
A3(k)
.
Les formes explicites de ces polynômes donnent : r1 + r0 = 0. En substituant cette égalité et en
utilisant l’hypothèse k = 0, nous obtenons
r1 + r2 + r3 = 0,
r1(−1728+ 7463k) + r2(−1728+ 6734k) + r3(−1728+ 5276k) = 0,
r1
(
576000− 3853000k + 5490513k2)+ r2(576000− 3610000k + 4043763k2)
+ r3
(
576000− 3124000k + 1431513k2)= 0,
soit
r1 + r2 + r3 = 0, 3r1 + 2r2 = 0 et r1(−324+ 1804k) − r2(216+ 1161k) = 0,
et ﬁnalement r0 = r1 = r2 = r3 = 0, d’où la contradiction et la ﬁn de la démonstration du théorème 2.
5.1.0.1. Valeurs numériques Les tableaux 1 et 2 présentent plusieurs exemples numériques de mesure
d’indépendance linéaire des nombres F (1/k), G(1/k) et H(1/k) pour différentes valeurs entières de
k ∈ ]−∞,−27153] ∪ [28035,+∞[.
5.2. Fin de la démonstration du théorème 3
Soit q ∈ ]−∞,−108606] ∪ [112138,+∞[ un nombre entier. Posons
k = q
2
4(q − 1) , γ1 = F (1/k), γ2 = G(1/k) et γ3 = H(1/k),
et
qn = 3n A3n(k), pi+1,n = 3nQ i,3n(k), pour i ∈ [[0,2]],
de sorte que
γ1 =
(
ω(1/k)
π
)2
, γ2 = ω(1/k)η(1/k)
π2
, γ3 =
(
η(1/k)
π
)2
,
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Exemples de mesure d’indépendance linéaire de F (1/q), G(1/q) et H(1/q) pour q−27153.
q |Rq | |cq | σ(q) τ (q) σ (q)/τ (q)
−27153 257454,6666 0,01588271197 16,60110060 0,000022391 741418,4538
−27154 257464,1481 0,01588251501 16,60113743 0,000034792 477153,8696
−27200 257900,2963 0,01587346535 16,60283001 0,000604742 27454,40206
−27300 258848,4444 0,01585386274 16,60649968 0,001840434 9023,143280
−28527 270482,2222 0,01562091001 16,65046332 0,016643209 1000,435873
−45147 428064,4444 0,01338534289 17,10953070 0,171093317 100,0011631
−77588 735653,1852 0,01115886323 17,65101574 0,353019520 50,00011257
−32083064 304194981,2 0,001488375871 23,67568111 2,367568105 10,00000003
Tableau 2
Exemples de mesure d’indépendance linéaire de F (1/q), G(1/q) et H(1/q) pour q 28035.
q |Rq | |rq | σ(q) τ (q) σ (q)/τ (q)
28035 265809,3333 0,01588300500 16,63303621 0,000003941 4220511,599
28036 265818,8148 0,01588281214 16,63307188 0,000016084 1034137,769
28100 266425,6296 0,01587048814 16,63535209 0,000792318 20995,80230
28200 267373,7778 0,01585130742 16,63890455 0,002001627 8312,689902
29442 279149,7778 0,01562046977 16,68200542 0,016671392 1000,636625
46418 440107,4074 0,01338165542 17,13727575 0,171368840 100,0022860
79461 753404,0000 0,01115354010 17,67485855 0,353496666 50,00007143
32219773 305491177,0 0,001487743148 23,67993313 2,367993305 10,00000003
et
εi+1,n = 3nRi,3n(k), pour i ∈ [[0,2]].
Posons enﬁn,
σ(q) = τ0 + ln |Rk| et τ (q) = −τ0 − ln
(
max
(|rk|, |ck|)).
D’après l’étude arithmétique de la section 3, nous avons qn ∈ Z et pi,n ∈ Z pour tout n ∈ N et tout
i ∈ [[1,3]]. D’après le lemme 7 et la proposition 2, nous avons
limsup
n→+∞
1
n
ln |qn| = σ(q),
et le lemme 8 et la proposition 2 assurent que
max
i∈[[1,3]]
limsup
n→+∞
1
n
ln |εi,n|−τ (q),
avec τ (q) > 0, pour q ∈ ]−∞,−108606] ∪ [112138,+∞[.
Les suites (qn)n∈N et (pi,n)n∈N pour i ∈ [[1,3]] vériﬁent la condition (3) du lemme 1 (la démons-
tration est identique à celle du paragraphe précédent), et nous avons donc démontré le théorème 3.
5.2.0.2. Valeurs numériques Les tableaux 3 et 4 donnent des exemples numériques de mesure d’indé-
pendance linéaire des nombres π2, (ω(1/k)/π)2, (ω(1/k)η(1/k))/π2 et (η(1/k)/π)2 pour différentes
valeurs entières de k ∈ ]−∞,−108606] ∪ [112138,+∞[.
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Exemples de mesure d’indépendance linéaire de π2, ω(1/q)2, ω(1/q)η(1/q) et η(1/q)2 pour q−108606.
q |Rk| |ck| σ(q) τ (q) σ (q)/τ (q)
−108606 257438,0741 0,01588305 16,601036 0,0000006 18108339
−108607 257440,4444 0,01588300 16,601045 0,0000037 3288086,4
−108700 257660,8889 0,01587843 16,601901 0,0002920 42672,004
−108800 257897,9259 0,01587351 16,602820 0,0006016 20714,491
−114111 270486,9630 0,01562081 16,650480 0,0166491 1000,0823
−180590 428066,8148 0,01338531 17,109536 0,1710951 100,00011
−128332260 304194988,3 0,00148837 23,675681 2,3675681 10,000000
Tableau 4
Exemples de mesure d’indépendance linéaire de π2, ω(1/q)2, ω(1/q)η(1/q) et η(1/q)2 pour q 112138.
q |Rk| |rk| σ(q) τ (q) σ (q)/τ (q)
112138 265806,9630 0,01588305 16,633027 0,0000009 18379036
112139 265809,3333 0,01588300 16,633036 0,0000039 4220511,6
112200 265953,9259 0,01588006 16,633580 0,0001890 87975,311
112300 266190,9630 0,01587524 16,634470 0,0004923 33786,209
117770 279156,8889 0,01562033 16,682030 0,0166800 1000,1181
185673 440112,1481 0,01338160 17.137286 0,1713724 100,00022
317843 753404,0000 0,01115354010 17,674858 0,3534966 50,000071
128879095 305491186,5 0,00148774 23,679933 2,3679933 10,000000
5.3. Fin de la démonstration du théorème 4
Pour la démonstration du théorème 4, nous ne pouvons pas utiliser le même dénominateur que
précédemment pour les coeﬃcients c j,n pour j ∈ [[0,n]] et n ∈ N à cause de leur manque de régularité
arithmétique.
Nous allons donc utiliser, pour ε > 0, la suite (dε,n)n∈N introduite dans [7, §5] qui est une version
régularisée de la suite déﬁnie, pour tout n ∈ N par dn = ppcm(1,2, . . . ,n). Cette suite (dε,n)n∈N vériﬁe
dn | dε,n pour tout nombre entier n ∈ N et
lim
n→+∞
dn+1,ε
dn,ε
= e + ε.
De plus, l’analyse de la section 3 montre que d32n+1 et donc d
3
2n+1,ε est un dénominateur commun des
coeﬃcients c j,n pour j ∈ [[0,n]] et n ∈ N.
Pour tout nombre entier q ∈ ]−∞,−27426671] ∪ [27975971,+∞[, posons k = q2/(4(q − 1)) et
pour tout nombre entier n ∈ N, un = d32n+1,ε An(k). Nous avons pour
θ ∈
{(
ω(1/q)
π
)2
,
ω(1/q)η(1/q)
π2
,
(
η(1/q)
π
)2}
β(u) (e + ε)6|Rk| < 1 et αθ (u) (e + ε)6 max(|rk|, |ck|), d’où le résultat.
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