I. INTRODUCTION
It is often infeasible to obtain an exact model of a system's dynamics, either due to cost or inherent model complexity. In order to represent the resulting modeling uncertainty online, a common approach is to use some set of basis functions and estimate the associated parameters. Following the pioneering work by Sanner and Slotine [22] , Radial Basis Function Networks (RBFNs) are perhaps the most widely used adaptive elements when a basis for the modeling uncertainty is unknown. However, if the system operates outside of the domain of the RBF kernel's centers [18] , or if the bandwidth of the kernel is not correctly specified [15, 24, 26] , the modeling error will be high and stability cannot be guaranteed globally.
To overcome the aforementioned limitations of RBFNs and other fixed-parameter adaptive elements, we propose to use the Gaussian Process (GP) nonparametric adaptive ele ments [4] . A GP model is a data-driven model for Bayesian probabilistic inference [19] that has gained popularity in the control and robotics communities [12, l7] . The benefit of using a probabilistic framework in contrast to a deterministic framework is that stochasticity is included in the genera tive story of the data, and as such, noise and other non deterministic effects can be explicitly accommodated.
In the author's past work, GP-MRAC has been used to address limitations of RBFNs with fixed, preallocated centers [4, 5] . In GP-MRAC, the kernel centers are allocated based on the data, thereby the controller automatically adjusts to the unknown operating domain. However, even if the kernel centers evolve to cover the input domain, using incorrect hyperparameters such as the kernel bandwidth and measure ment noise variance can result in poor characterization of the model uncertainty and affect control performance [19, 26] . It can be shown theoretically using results from [19, Chapter 7] , as well as empirically that moderate deviations in the hyperparameters from its optimal value can increase the expected modeling error significantly. Furthermore, selection of kernel centers using criteria in [4, 11] depends on the hyperparameters, and inaccurate values may result in poor domain coverage.
Learning hyperparameters in GPs in an online setting provides a unique set of challenges. Typically, it is assumed in the GP literature [13, 19, 25] that data is available in batch. In order to optimize the joint likelihood, as is common in the literature, multiple points must be used, so the gradient cannot be calculated at each time instant using only the current measurement as with RBFN [15, 24, 26] . Additionally, gradient calculations scale poorly with the number of data points, so one cannot use many points before losing online tractability. A significant amount of research has been pursued in sparsification to reduce computation time [13, 25] ; however, these approaches only consider batch data. Therefore, we can only use a subset of the data to ensure online tractability. A random or windowed subset of data can be used, but this may lead to over fitting if points are spaced too far apart to capture correlations or too close such that any variation in measurements is due primarily to noise. Clearly, a more intelligent selection scheme must be used.
In this paper, we propose online hyperparameter optimiza tion methods to enhance the robustness of GP-MRAC to wrong choice of hyperparamters. We also provide stability and convergence guarantees in presence of hyperparameter adaptation. Using a modified likelihood function, the hy perparameters are updated using stochastic gradient ascent. This modified reward function incorporates observations at locations which maximize information about the underlying GP as well as observations at each time instant to avoid overfitting. Alternative methods that have been proposed for online hyperparameter learning include the extended Kalman filter (EKF) [20] and particle filter (PF) [28] . However, the EKF is not guaranteed to converge, and the PF based estimator proposed in [28] uses batch sequential data. In both papers, the focus is on estimation only, and stability in closed loop control is not considered.
II. ApPROXIMATE MODEL INVERSION BASED MODEL REFERENCE ADAPTIVE CONTROL
AMI-MRAC is an approximate feedback-linearization based MRAC method that allows the design of adaptive controllers for a general class of nonlinear plants (see e.g. [2, 7] ). The GP-MRAC approach is introduced in the frame work of AMI-MRAC, although it should be noted that it is applicable to other MRAC architectures (see e.g. [16, 27] ).
Rns, X 2 (t) E ]Rns, and n = 2ns. Let 0 E Do C ]R l , and consider the following multiple-input controllable control affine nonlinear uncertain dynamical system
(1)
The functions f(O), f(O) = 0 and b are partially unknown functions assumed to be Lipschitz over a domain V and the control input 0 is assumed to be bounded and piecewise continuous, so as to ensure the existence and uniqueness of the solution to (1) over V. Also assume that I ::; ns. Further note that while the development here is restricted to control affine systems the AMI-MRAC framework can also be extended to a class of non-affine in control systems [8, 10] . The AMI-MRAC approach used here feedback linearizes the system by finding a pseudo-control input v(t) E ]Rns that achieves a desired acceleration. If the exact plant model in (1) is known and invertible, the required control input to achieve the desired acceleration is computable by inverting the plant dynamics. Since this usually is not the case, an approximate inversion model j(x) + b(x)o, where b chosen to be nonsingular for all x(t) E Dx, is employed.
Given a desired pseudo-control input v E ]Rns a control command 0 can be found by approximate dynamic inversion:
Let Z = (xT, O T)T E ]Rn +l for brevity. The use of an approximate model leads to modeling error � for the system, 
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Define the tracking error to be e(t) = xrm(t) -x(t), and the pseudo-control input v to be (6) Assumption 1 implicitly requires the sign of control effec tiveness to be known [10] . Sufficient conditions for satisfying this assumption are available in [10] .
Using (3) the tracking error dynamics can be written as
Let A = [ tively. From (6), the tracking error dynamics are then,
The baseline full state feedback controller Vpd is chosen to make A Hurwitz. Hence, for any positive definite matrix
for the Lyapunov equation (9) III. ADAPTIVE CONTROL USING GAUSSIAN PROCESS
REGRESSION
Consider the uncertainty �(z) in (4). Traditionally in MRAC, it has been assumed that the uncertainty is a (smooth) deterministic function. Here we offer an alternate view of modeling the uncertainty �(z) as a Gaussian Process (GP). A GP is defined as a collection of random variables, any finite subset of which has a joint Gaussian distribution [19] with mean m(x) and covariance k(x(t'), x(t)). For the sake of clarity of exposition, we will assume that �(z) E ]R; the extension to the multidimensional case is straightforward.
Hence, the uncertainty �(z) here is specified by its mean function m(z) = lE(�(z)) and its covariance function
where z' and z represent different points in the state-input domain. We will use the notation: �(z) rv gP(m(z), k(z, z')). See [19] for a complete analysis of the properties of GPs.
A. GP Regression
Given some set of noisy data points yT = [Y 1 , Y 2 , · .. , Yn] at corresponding locations Z = [Zl, Z 2 , ... , Zi], we would like to predict the expected value YHI at some new location ZHI. As is common in the GP literature, we assume that the GP has a zero mean. In general this assumption is not limiting since the posterior estimate of the latent function is not restricted to zero. Using Bayes law and properties of Gaussian distributions, the conditional probability can be calculated as a normal variable [19] with mean (10) where 0: = [K(Z, Z) +w;Ij-1y are the kernel weights, and covariance where the elements of K(Z, Z) are defined as Kl , m = k(z/, zm), and k(Z, Zi+ l ) E ]R i denotes the kernel vector corresponding to the i + 1 th measurement. Due to Mercer's theorem and the addition of the positive definite matrix w;I, the matrix inversion in (10) and (11) is well defined.
Furthermore, the weights 0: and covariance (11) can be recomputed recursively with a rank-l update [4, 6] .
B. Hyperparameter Optimization
Prior to this point it has been assumed that the kernel function k(-,·) is fully specified by the user and is static with respect to time. This approach is guaranteed to be stable [4, 11] , but may perform poorly if the design hyper parameters are far from the optimal values, or if the optimal hyperparameters are time varying.
In this section, we outline general results for gradient based optimization in GPs. In order to learn the most likely hyperparameters, we would ideally maximize the posterior estimate. In genera\, the relationship between the posterior estimate of the hyperparameters 8 = (8 1 , ... , 8q) and the data likelihood can be derived from Bayes' rule as P(8 I Z, y) ex: P(y I 8, Z)P(8). The calculation of P(8) at each iteration is intractable in general, so instead we maximize the data likelihood, as is popular in GP literature [19] . Equivalently, we can maximize the log likelihood,
�� where "L,z = (K(Z, Z) + w;I). Taking the derivative with respect to 8 and rearranging yields (13) where a = "L,Z l y. Using the closed form of the gradient, one can choose any gradient based optimization method. In the next section, we introduce a modified joint likelihood function and perform optimization using a variable step size.
C. GP nonparametric model based MRAC
In this section, we describe GP-MRAC with online hyper parameter optimization. We let n denote the use of a kernel with estimated hyperparameters. The adaptive element Vad is modeled as
863 where m(z) is the estimate of the mean of �(z) at the current time instant [4] . In this case, one can choose Vad = m(z) or draw from the distribution in (14) .
Traditional GP regression (see [19] ) can become in tractable in an online setting. Hence, instead of placing a kernel at every data point, we adopt the notion of placing kernels at a set of a budgeted active basis vector set BV which adequately cover the domain [4] . From an information theoretical standpoint, if the conditional entropy, which is given by the natural log of the conditional covariance (11), exceeds a certain threshold Eta/, we add the point to the current budget. Equivalently, we can use the conditional variance, GPs have deep connections with Reproducing Kernel Hilbert spaces (RKHS) [19] , and this scoring criteria is equivalent to the kernel linear independence test (see e.g. [6, 11] ).
Once a preset budget has been reached, we delete basis vectors from BV to accommodate new data according to one of two possible methods. In the first, denoted as OP, one simply deletes the oldest vector: this is the simplest scheme and is intuitively appealing Chowdhary et al. have shown that this scheme works best in situations where the uncertainty in (4) is time varying [5] . In the second scheme, denoted as KL, we compute the KL divergence between the current GP and the t+ 1 GPs missing one vector each, and select the one with the greatest KL divergence. Intuitively, this approach deletes the point which contributes the least uncertainty reduction to the GP model. This can be efficiently computed based on approximations to the KL divergence [6] . To ensure robust performance using GP-MRAC, the hyper parameters must be optimized online. As stated previously, a subset of data must be intelligently selected to prevent over fitting as well as ensure convergence. Ideally, we would like to pick points which maximize the mutual information between the data points and with the underlying GP over a specified domain. A natural selection, then, is the set of observations at the basis vector locations. The basis vector locations are chosen such that conditional entropy is minimized and KL divergence is maximized, both of which increase mutual information. In order to prevent over fitting to a specific data set, we also will consider measurements available at each time instant.
Consider the modified joint probability function,
i \lIBVI
where Yi is the observation at the current time instant. This modification assumes new measurements at each time instant are independent of each other, but facilitates convergence analysis. At each step, we calculate the derivative of the joint likelihood using (l3). We propose the parameter update,
where b is a dynamic variable which controls the learning rate of ej, and Y7 « 1 and 6 « 1 are parameters chosen by the user to control convergence.
Lemma 1 Given the update equations, (17) and (18), the parameter estimate e will almost surely converge to a local maxima of the modified joint likelihood function (16) .
Proof Eq. 17 is the update step of a stochastic gradient ascent algorithm with respect to the modified joint likeli hood (16) . Assuming mild conditions about the smoothness of (12), e converges almost surely to a local optima if 2:: : 1 b[ij 2 < 00, and 2:: : 1 b[i] = 00 [1] . It can be easily verified that (18) satisfy these conditions.
• If one believes the hyperparameters are static, then (18) should be used to guarantee convergence. However, if the model uncertainty is time varying, it's possible that the hyperparameters are time varying as well. In this case, it may be advantageous to use (19) . Equation (19) can be is an EKF inspired estimator: b[i] represents the fictitious certainty in e and Y7 represents fictitious process noise.
The budgeted GP regression algorithm in [4, 6] assumed static hyperparameters. As the hyperparameter values are changed by the update equations, the values computed from the linear independence test (15) no longer reflect the current model. Therefore, some basis vector points which were previously thought to be roughly independent are now suffi ciently correlated in the new model, and should be removed. However, naIvely recomputing the linear independence test requires O(IBVj3) operations, so as an alternative, we check to see if the conditional entropy between two points is below Etol, which requires O(IBVI 2 ) operations, and show that this never removes too many points.
Lemma 2 Given the set of points Z E BV selected by the threshold test (15) using the kernel ko (-, . ), and given some new kernel k 1 (-, . ), it is possible ::J some Zi E Z s. t. "Ii < Etol from (15) . Furthermore, if ::Jj S.t. ti, j < Etol, then "Ii < Etol · Proof Proof by example. Let kO(Zi, Zj)l = exp (-I I Zi�ZiI 1 2) and t; 1 J > Etol. Given the new kernel k1(Zi,Zj)l = exp ( -(O)llzi -zjI1 2 ) , then t;l j = 0 < Etol· For the second part, conditional variance is strictly decreas ing and monotonic as a function of number of conditioning variables. That is, conditional variance never increases given I�ore conditio � ing variables. Mathematically, \lk, til J , k <
. -2
�ilj' Thus, If �il J < Etol, then "Ii = �il z < Etol ·
•
In order to remove points, it is sufficient to iterate over all points once as described in Algorithm 2. After the budget is updated, the weights are reinitialized to ,,-1 a = u z Y (20) Update a recursively per methods in [6] Calculate k(Z, z(t + 1)) Calculate rh(z(t + 1)) and t(zt+r) using (10) and (11) Set Vad = rh(z(t)) Calculate pseudo control v using (6) Calculate control input using (2) end while 
D. Analysis of Stability
In this section we establish results relating to the stability of Gaussian process based MRAC using the online GP sparsification algorithm described in the companion paper [4] . In particular, the boundedness of the tracking error dynamics of (8) is shown, which is represented using the GP adaptive element:
where Vad(Z) rv gP (in(z), k(z, Z/) ), G = V(�(z)) is the variance of �(z), and Em(Z) = inez) -m(z). Note that we have used a Wiener process representation of the GP, that is we assume that a draw from the GP �(z) can be modeled as m(z) + G�. While other GP representations can be used, this approach facilitates our analysis. In the first lemma, we show that if the hyperparameters of our model k (Zi' Zj) are incorrect, the modeling error is bounded when reinitializing the weights. Once the weights have been initialized, and the hyperparameters remain constant, the system is guaranteed to be stable [4] . Thus, GP-MRAC is stable for all time while adapting hyperparameters. Plugging in, 11�(z) -in(z)11 ::; 11�(z)11 + IBVlkmax(W,:;,-2 ) Ilyll (22) We assume that the function �(z) is finite at any given point and that y is a finite number of observations of finite values. Therefore, the right hand is bounded from above by a constant 11�(z) -in(z)11 ::; c.
• The next Lemma shows that if Algorithm 1 adds or removes kernels from the basis set BV to keep a metric of the representation error bounded or if the hyperparameters change, Em (z) is also bounded.
Lemma 4 Let �(z) be represented by a Gaussian pro cess, and inez) be defined as in (10) inferred based on sparsified data, and let m(z) be the mean of the GP without any sparsification, then Em(Z) := m(z) -inez) is bounded almost surely.
Proof From Equation (22) in [6] and from the non parametric Representer theorem (see Theorem 4 of [23] ) 865 where Kt := K(Zt, Zt) over the basis set BV. The second term II k; +1 -k�+l K t -1 kZ'+l II is bounded above by Etol due to Algorithm l. Using Lemma 3 it follows that (24) • The bounded ness of the tracking error can now be proven.
Theorem 1 Consider the system in (1), the reference model in (5), the control law of (6) and (2) . Let the uncertainty �(z) be represented by a Gaussian process, then Algorithm 1 in and the adaptive signal Vad(Z) = inez) guarantees that the system is mean square ultimately bounded a.s. inside a compact set.
Proof Let V(e(t)) = �eT(t)Pe(t) be the Stochastic Lyapunov candidate, where P > 0 satisfies the Lyapunov equation (9) . It follows that �AminPllel1 2 ::; 2V(e) ::; �AmaxPlleI1 2 . The Ito differential of the Lyapunov candidate along the solution of (21) for the CT t h system is
2. . 8ejei , L e _ a.s. Since this is true for all CT, (21) is mean square uniformly ultimately bounded in probability inside of this compact set a.s. (see [9] ).
• Lelmna 3 strengthens the theoretical results of past GP-MRAC results in [3, 5, 11] . Past work [3, 4, 11] assume that the model uncertainty �(z) can be described by a static, known, kernel function. In this work, it was shown that selecting new kernel locations and updating the kernel weights ex would not cause the tracking error to become unbounded, even with suboptimal hyperparameters. We have also shown that if we reinitialize the kernel function to any Mercer kernel function, the modeling and tracking error is bounded. Combining these results, it follows that GP MRAC with hyperparameter optimization maintains previous stability guarantees. hyperparameters (GP-MRAC) [4] , and traditional RBFN with a fixed kernel bandwidth. Let e denote the roll attitude of an aircraft, p denote the roll rate and ba denote the aileron control input. Then a model for wing rock dynamics is [14] 
6(x) = Wo + wie + W2'p + w;lelp + W;lplp + W5'e 3 (28) where �(x) is the unknown model error and LO a As expected, learning hyperparameters online creates a more robust adaptive control algorithm that requires very little domain knowledge. Regardless of initialization value, GP-MRAC-HP performs significantly better in characterizing the model uncertainty. As seen in the first figure of Fig. 2,   866 using hyperparameter learning, the error in 11�(z) -m(z)11 is nearly independent of the bandwidth initialization values, and is a full order of magnitude less than the other two methods at certain points. As f..L becomes very large, it takes longer for the algorithm to choose basis vector points and hyperparameter optimization starts later, resulting in higher mean error over the length of the trial. However, this error is transient and if given sufficient time, the mean error will approach the baseline seen for lower initial f..L . The error for the RBFN approach is the largest.
Tracking error is similar between all approaches; GP MRAC-HP differs from RBFN by less than 10% on average. While the tracking error is comparable, GP-MRAC and GP MRAC-HP use significantly less control effort and have smoother control signals than RBFN. With a more accurate characterization of �(z), Vad can better predict �(z), re sulting in improved control efficiency. On average RBFN uses about 35-40% more effort Ilb(t)11 than GP-MRAC.
In terms of the control smoothness, or the mean control derivative IIJ(t)ll, GP-MRAC-HP offers the best performance with regards to smoother control inputs as well as robustness to incorrect hyperparameter initialization. The right figure of Fig. 2 shows that GP-MRAC-HP outperforms RBFN by a factor of 5 at times and outperforms GP-MRAC by 70% when the hyperparameters are far from optimal. Furthermore, in all graphs, the objective function remains nearly constant for GP-MRAC-HP, demonstrating its general robustness to suboptimal initialization values. In summary, these results indicate that GP-MRAC-HP enhances the robustness of GP-MRAC to hyperparameter initialization and outperforms RBFN-MRAC in many metrics.
V. CONCLUSION
Gaussian Process Model Reference Adaptive Control (GP MRAC) architecture builds upon the idea of using Bayesian nonparameteric probabilistic framework, such as GPs, as an alternative to deterministic adaptive elements to enable adaptation with little or no prior domain knowledge. In this work we extended GP-MRAC by enabling online adaptation of the GP kernel hyperparameters. The hyperparameters were updated online using stochastic gradient ascent with a modi fied joint likelihood function. We proved the convergence of the hyperparameter values to a local optima. The budgeted online GP regression scheme in our companion paper [4] was modified to account for hyperparameter adaptation by removing kernels from the basis vector set that are no longer informative. Lastly, we proved that the tracking error remains bounded when optimizing hyperparameters. Numerical sim ulations show that GP-MRAC with hyperparameter learning outperforms fixed hyperparameter RBFN and GP-MRAC in terms of characterizing model uncertainty and generating a smoother, more efficient control signal.
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