Cell-to-cell variability in molecular, genetic, and physiological features is increasingly recognized as a critical feature of complex biological systems, including the brain. Although such variability has potential advantages in robustness and reliability, how and why biological circuits assemble heterogeneous cells into functional groups is poorly understood. Here, we develop analytic approaches toward answering how neuron-level variation in intrinsic biophysical properties of olfactory bulb mitral cells influences population coding of fluctuating stimuli. We capture the intrinsic diversity of recorded populations of neurons through a statistical approach based on generalized linear models. These models are flexible enough to predict the diverse responses of individual neurons yet provide a common reference frame for comparing one neuron to the next. We then use Bayesian stimulus decoding to ask how effectively different populations of mitral cells, varying in their diversity, encode a common stimulus. We show that a key advantage provided by physiological levels of intrinsic diversity is more efficient and more robust encoding of stimuli by the population as a whole. However, we find that the populations that best encode stimulus features are not simply the most heterogeneous, but those that balance diversity with the benefits of neural similarity.
B
iological systems including brains must function efficiently under many constraints, including constraints on the numbers of individual neurons dedicated to a given task. Brain function therefore depends on an appropriate division of labor, with specific neurons dedicated to different functions. For example, different types of retinal ganglion cells represent visual information at different timescales (1) , and distinct classes of cortical interneurons play diverse roles in coordinating network activity (2) . Whereas attempts to understand how distinct classes of cells encode information have proven successful (1) , the importance of within-type variability remains poorly understood (3, 4) although has recently become a topic of great interest (5) (6) (7) (8) .
Although neuron-to-neuron variability is often viewed as an epiphenomenon of biological imprecision (3, 4) , having neurons of the same type that respond to different stimulus features may improve stimulus encoding. This variability may be leveraged to improve functions such as stimulus encoding if heterogeneous output of neurons of a single type is collectively used for population coding. Such populations of neurons could efficiently represent complex stimuli by collectively covering the relevant stimulus space (1, 9, 10) . Network interactions could further increase the efficiency of information transmission by decorrelating neural responses and reducing the redundancy between their outputs (11) (12) (13) . In contrast, eliminating redundancy (also referred to as biological degeneracy, ref. 14) may make stimulus coding less robust to noise or damage (15) , thus we hypothesized that an optimal coding strategy would require balancing diversity with feature similarity or overlap.
Although theorists have previously explored this issue (12, 16, 17) , analysis of the function of the diversity of real populations of neurons requires overcoming methodological hurdles associated with studying cell-to-cell variability (3, 4) . Cell-level differences (that are typically averaged away) must be captured and quantified. Once these differences have been quantified, one must compare the functional output of populations differing in their variability. In the context of neural coding these issues translate to answering the questions: What properties of neurons determine their response to stimuli? How are these properties distributed? And how do these distributions of properties influence the encoding of stimuli by populations? Although previous experimental approaches have identified neuron diversity using standard receptive field analyses, these typically do not describe the full complexity of neural responses to stimuli (18) (19) (20) , nor do they allow the source of the response heterogeneity to be identified as either synaptic or intrinsic. In addition, simplistic readouts of population spiking output may underestimate the richness of the underlying neural code (1, 10, 21) . Our approach allows the influence of intrinsic diversity to be isolated from synaptic differences and captures the full potential of these diverse populations for stimulus encoding.
Specifically, we developed measures of neuronal population diversity based on statistical generalized linear models (18, 22) that accurately reproduce the responses of recorded individual olfactory bulb mitral cells (MCs). These cells have been shown to express significant biophysical variability from neuron to neuron (5) (6) (7) . We then used the framework of model-based stimulus decoding (18, 23) to compare how populations varying in their diversity optimally encode varieties of stimuli. This approach enables us to determine whether specific advantages arise from the intrinsic diversity of these neurons, and how MC populations balance the competing benefits of diversity and feature similarity.
Results
Statistical Neuron Models Capture Mitral Cell Response Diversity. We generated models of individual MCs from data collected during in vitro whole-cell recordings in which somatic current injection of broad-band-filtered noise (5) evoked action potential trains ( Fig. 1 A and B; n = 44 neurons). Synaptic transmission was blocked pharmacologically, so that differences in the cells' spiking responses reflected only differences in their intrinsic firing properties (e.g., due to biophysical conductances and/or morphology). Each neuron's spiking response to input current was fit by a generalized linear model (GLM). GLMs extend stimulus-based reverse correlation or linear-nonlinear-Poisson (LNP) models (20, 24) by including terms that describe how a neuron's spike probability is modulated via its previous spikes (18, 22) . Here each GLM had a constant (bias) term to match baseline firing, a linear stimulus filter determining the neuron's stimulus preference, and a spike history function capturing the neuron's refractory and bursting properties (Fig. 1C) .
This approach captures the spiking responses of neurons without explicitly modeling the many ion channels expressed by individual cells (3, 5, 6) (Fig. 1 A and B) . Furthermore, GLMs modeled MC activity better than a simpler model that did not include spike history effects (LNP; Fig. 1D and Fig. S1 ), indicating that postspike refractory and bursting effects substantially contribute to action potential generation in these neurons. Because the parameters of the GLM model emergent physiological features of the recorded neurons, comparing GLM parameters across neurons illustrates the diversity among MCs (Fig. 1 E-G) . For example, the diversity reflected in postspike (i.e., spike history) filters potentially corresponds to a recently characterized variability in the rebound depolarization current of these neurons recorded in vivo (6) . Furthermore, the interaction of each MC's GLM parameters defines how it responds to stimuli and dictates the complex stimulus features that each neuron best encodes. We note that the efficacy of the GLM approach in capturing MC responses was not specific to the precise stimulus statistics delivered to the neurons here (Fig. S2) .
Diversity Enables Efficient Stimulus Representation. Because the GLM approach captures the intrinsic diversity across MCs, different model MCs generate unique spike trains when presented the same dynamic stimulus (Fig. 2B and Fig. S3) . We used this model-based approach to ask which features of these individual neurons influence the amount of information about the stimulus that each neuron captures ( Fig. 2A) . Quantifying the quality of stimulus representation using information theoretic methods (23, 24) , we found that neuron information rates were strongly correlated with firing rate (r = 0.87; Fig. 2C ), in line with previous findings (25) . However, we note that we found examples of neurons that had identical firing rates and yet differed almost twofold in their information rates, suggesting the importance of additional factors other than firing rate governing the amount of transmitted information. For example, neurons with spike times that were reliable across stimulus repeats and spikes that were strongly stimulus driven (i.e., minimal contributions from bias or spike-history terms) were more informative per spike ( Fig. 2D and Fig. S3C ). We note that the large range and diversity of firing rates observed among the MCs here is concordant with those found in vivo (26) .
We extended this information-based framework to examine how populations of recorded MCs encode a common stimulus, considering two broad possibilities. First, stimuli might be best encoded by groups of highly similar neurons, suggesting that averaging across the population of recorded neurons can compensate for unreliable spiking in any single neuron (10) . Alternatively, stimuli might be best encoded by groups of heterogeneous neurons, suggesting that maximizing the representation of temporal features of the stimuli is important (12, 27) . We specifically chose to study how diverse groups collectively represent an identical stimulus to mimic features of the olfactory bulb, where 25-50 sister MCs projecting to the same glomerulus (5) each receive highly correlated stimulus-and respiration-driven synaptic input (26, (28) (29) (30) .
We created populations of uncoupled virtual mitral cells by randomly selecting groups of model neurons (i.e., fit from the recorded MCs). Spiking responses in these virtual populations were then simulated using the GLM models, enabling us to probe ensemble responses to many more stimuli than could be delivered during experimental recordings. The neurons in these synthetic populations varied in the diversity of their GLM parameters, allowing us to determine how neuronal diversity influences the encoding of fluctuating stimuli. To this end, we used Bayesian model-based decoding, which optimally reconstructs the input to a population (i.e., its "perceived stimulus") given its ensemble response (18, 23) . This approach solves the high-dimensional problem of interpreting dynamic population responses (13, 23) without making undue simplifications or assumptions about the nature of the neural code (5, 10, 21) . However, we note that we could have instead focused on alternative metrics of population output instead of stimulus representation efficacy.
We first used the analysis described above on populations consisting of pairs of simulated neurons. Homogeneous pairs, composed of two copies of the same model neuron (with identical stimulus filtering properties), encoded 73 ± 11% more Simple models capture mitral cell stimulus-evoked responses and intrinsic diversity. (A) MC intrinsic properties are probed using filtered broadband stimuli (first row) injected somatically to evoke changes in membrane voltage (second row). Spike rasters (third row; black) and peristimulus time histograms (PSTH) (fourth row; black) for repeated stimulus presentations (n = 40 trials) show that this MC spikes to the stimulus with temporal jitter and displays a coarse stimulus preference. Model neuron rasters (Third Row, red) and PSTH (fourth row, red) show that the model accurately predicts MC activity on novel stimuli. (B) Same as A but for a different neuron. (C) Structure of the GLM neuron model. Model parameters describe a temporal stimulus filter, a postspike filter, and a constant bias term. An exponential nonlinearity defines an instantaneous spike rate and is used to draw noisy spikes. (D) GLM models accurately predict 86 ± 11% (mean ± SEM) of stimulus-evoked activity across all MCs, computed as the correlation coefficient between MC and model PSTH. For all neurons, the GLM fits were better than LNP models. (E-G) Model parameters for all MCs. Each line corresponds to parameters for a unique neuron and is colored by mean firing rate. (E) Temporal stimulus filters model differential stimulus specificity of neurons. (F) Exponentiated postspike filters, plotted as a multiplicative gain in spike probability following a spike at t = 0 ms. Values less (greater) than 1 indicate a decreased (increased) spike probability. (G) Bias terms also show considerable variation. Same y axis as F.
informative about the stimulus than a single neuron copy alone (Fig. S4) . In other words, because spiking is a stochastic process, decoding is improved by considering multiple spike trains from identical model neurons. This allows for "averaging out" the effect of any single neuron's noise. Next, we considered both homogeneous and heterogeneous pairs of neurons, and quantified the informational redundancy of these pairs. This method compares the information of the pair relative to the sum of each neuron's information independently (13) , and gives an indication of the efficiency of information representation by the population. For example, do neurons together represent information redundantly (i.e., both neurons communicate identical or partially overlapping messages)? Or do they instead represent information synergistically (i.e., both neurons communicate more information together than both individually)? Although we found that most homogeneous and heterogeneous populations represented information redundantly (Fig. 2 E and F) , homogeneous pairs were twice as redundant as heterogeneous pairs (16% versus 8% informational redundancy; Fig. 2G ). Given that these neurons do not directly communicate, we note that the appearance of synergism among neurons pairs here is somewhat surprising and is likely due to limitations in our ability to estimate information rates among low firing rate neurons (see Materials and Methods for further explanation). Nonetheless, these results demonstrate that although pooling responses over multiple neurons even multiple copies of the same neuron is beneficial, the heterogeneity in intrinsic properties in actual mitral cells is beneficial for efficiently representing sensory information.
Intrinsic Diversity Enables Populations to Generalize Across Stimulus
Types. We next investigated the effect of diversity on stimulus coding in larger neuronal populations. In Fig. 3A we plot actual and reconstructed stimuli for two example populations: the first, a homogeneous group composed of five copies of the highest firing rate, most informative neuron from Fig. 2C ; the second, a population composed of neurons with diverse parameters (Fig. 3D ).
Both populations encode stimuli composed of high frequencies with high fidelity (Fig. 3A) ; however, the diverse population is more effective in representing lower-frequency stimuli (Fig. 3E ) than the homogeneous one ( Fig. 3 B and C) . Thus, although the diverse population has 45% fewer spikes than the homogeneous one, the diverse population better uses its allocation of five neurons by representing more of the relevant stimulus space with its (temporal) receptive fields.
To extend this analysis we compared how 250 populations of randomly chosen five-neuron ensembles encoded stimuli with different frequency spectra (e.g., 1/f α noise with differing values of α, white noise, etc.; n = 8 stimuli total; shown in Fig. S5 ). These stimuli were chosen to cover a wide range of input frequencies including the range of frequencies these neurons likely receive in vivo (29, 31) . We created homogeneous populations, each consisting of five copies of a single MC, and heterogeneous populations generated by randomly selecting five MCs from the recorded set with replacement. To compare population responses across stimulus spectra, we ranked the populations in order of increasing average reconstruction error for each kind of stimulus and compared ranks across different stimuli. Across pairs of stimulus types population ranks were correlated (Fig. 3 F and G; r = 0.80 and 0.71, respectively), meaning that those populations that represent one stimulus well also represent other kinds of stimuli well (termed generalizability). Heterogeneous populations were better than homogeneous ones not just at encoding stimuli on average (Fig. 3H) , but also at generalizing across different stimuli (specific examples in Fig. 3 F and G and summary in I). Thus, the observed intrinsic diversity helps encode many kinds of stimuli, conferring representational robustness to MC populations. optimal groups of neurons for encoding specific stimulus types. We liken this scenario to that of sister MCs associated with a single glomerulus, which receive inputs with a specific temporal structure (26, 32) based on olfactory receptor neuron (ORN) odorant binding kinetics, which differ across glomeruli and ORN subtypes (33, 34) . Would the best population for a given stimulus be more diverse than selecting MCs at random from the physiologically based set? Or would the best population be more homogeneous than random, perhaps allowing the responses of unreliable neurons to be improved upon by selecting neurons coding for redundant (i.e., degenerate) stimulus features? To answer these questions, we implemented a greedy search algorithm (35) to build the best population of model MCs to encode a given stimulus by iteratively adding neurons one at a time such that the added neuron maximized the ability of the entire population to represent the stimulus (Fig. 4A ). Although it is not guaranteed to find the global optimum, it is an efficient and intuitive method of finding neuron groups more informative than those generated through random sampling. Visualizing the makeup of these greedy-search-selected populations using dimensionality reduction (Fig. S6 ) reveals that they reflect a balance between diversity-consisting of neurons with different properties, and homogeneity, often including multiple copies of selected neurons ( Fig. 4 B and C and Fig. S7 ). In addition, the stimulus type dictates the selection of specific neurons and the chosen level of population diversity. For example, the population selected to best encode a white-noise stimulus (Fig.  4C ) was composed primarily of similar neurons with high firing rates; whereas, diversity in neuron properties was more important for encoding a more naturalistic stimulus with both rapidly and slowly varying temporal components (Fig. 4B ). Using the greedy search algorithm to select populations for each of the eight stimulus types, we quantified the diversity of these populations and of randomly sampled heterogeneous and homogeneous populations (Fig. 4D) . Surprisingly, greedy search populations were on average ∼25% less diverse than heterogeneous ones when considering either stimulus filter and postspike parameters. Furthermore, quantifying population diversity for MC groups selected to best encode different stimulus types reveals that they have varying levels of diversity ( Fig. 4E and Fig. S8 ), suggesting that population diversity should be preferentially tuned to the afferent stimulus distribution.
To ensure that the previous findings are not solely the result of the greedy selection process, we performed additional simulations by randomly constructing populations with differing amounts of diversity and examining the relationship between population diversity and decoding accuracy. As predicted from the greedy search results, we found evidence for a U-shaped relationship between decoding accuracy and population diversity ( Fig. 4F and Fig. S9 ), indicating that neural coding is optimized at intermediate levels of diversity. However, population size is also a relevant factor in the importance of population diversity, with diversity being more important to smaller populations than larger ones (Fig. S10 ). This suggests that heterogeneity will be more important to populations in which the number of neurons devoted to representing a stimulus is relatively small. Furthermore, we found the benefit of neural variability to not be solely dependent upon a single GLM filter dimension (Fig. S11) , such as the stimulus filter or bias term.
Discussion
Here we apply the framework of generalized linear models to study how cell-to-cell differences in intrinsic properties of olfactory bulb mitral cells influence stimulus encoding. The statistical modeling approach that we have used accurately captures the neuronal properties determining spiking and avoids overfitting. It also avoids making specific but difficult-to-verify claims about channel densities or properties that can arise from underconstrained Hodgkin-Huxley models (36) . We show that diverse populations offer the advantages of more efficient encoding (defined in terms of information per cell or information per spike) and more robust coding of different kinds of stimuli, such as stimuli with wide ranges of spectral properties. This is because neurons encoding partially overlapping (i.e., degenerate) stimulus features can work together to overcome neural spike-generation noise and also encode more stimulus features together than separate. We also show that populations selected to best represent stimuli with specific spectral properties have differing amounts of diversity, which suggests that population diversity should be selectively chosen with respect to the precise stimulus to be encoded. Although variants of this framework have been used to model neural responses previously [including in single neuron modeling competitions (37, 38) ] we extend these methods to describe the systematic biological differences among neurons and their impact on population coding. Given the generality of this framework, we Het populations are consistently ranked higher (more accurate) than hom ones (P = 0.002, paired Wilcoxon). (I) Plot of generalizability, defined as the correlation of population ranks on stimulus pairs, for hom and het populations across all pairs of eight stimulus types. Each dot corresponds to the generalizability between a pair of stimulus types (n = 28 total pairs). Het populations are significantly more likely than hom to generalize to novel kinds of stimuli (P = 1.5*10 −4 , paired Wilcoxon).
believe that this methodology can similarly be extended to describe electrophysiological differences across neuron types and to develop hypotheses about the distinct roles of different neuron types throughout the brain. One of the key advantages of this approach is that it allows us to use Bayesian stimulus decoding to ask how neuron-to-neuron differences in stimulus filtering and postspike properties influence population coding of arbitrary stimuli. Bayesian decoding is advantageous because it offers an optimal, best-case view of neural encoding, making few assumptions that risk underestimating the complexity of the neural code (18, 23) . Although we explored the relationship between stimulus encoding in diverse and homogeneous populations in a previous study (5) , performing stimulus reconstruction here allows the identification of the relative importance of variation in specific features of the sets of recorded neurons. This approach also allows us to investigate stimulus encoding in a more general context by simulating responses to arbitrary stimuli. An obvious advantage of simulation approaches is that we are not limited to only analyzing data that we are able to collect during recordings.
Our results make specific, testable predictions on the role of MC intrinsic diversity for encoding olfactory information. First, we show that when populations need to represent a variety of stimulus types, then intrinsic diversity facilitates generalizing representations across stimulus types. Second, when populations need to represent a single kind of stimulus and are allowed to selectively choose their level of variability, populations choose a balance between complete homogeneity and diversity. That is, homogenizing the input received by a population of neurons should lead the population to be less diverse. This in silico finding is intriguing because it is consistent with recent experimental findings showing that sister MCs, receiving primary olfactory inputs from the same glomerulus and olfactory receptor subtype, are biophysically more similar to one another than sampling MCs at random (7). Furthermore, our work makes the additional hypothesis that the level of diversity across sister MCs should be adaptive with respect to the unique stimulus distribution that these neurons receive from their olfactory receptor subtype (32) (33) (34) . Therefore, we predict that the levels of MC intrinsic diversity between sister MCs should be empirically different across glomeruli (Fig. 4G) .
We note that we made multiple assumptions here for the sake of computational tractability. Because our focus was to study the functional role of MC intrinsic diversity, we chose not to include any of the effects of neural connections such as synapses between neurons in our experiments and simulations. Given that the olfactory bulb possesses extensive lateral circuitry (11) , which has been shown to also diversify MC responses (11, 39, 40) , we expect that bulbar circuit activity will work in conjunction with intrinsic diversity in vivo to further diversify MC responses (41) . Furthermore, when decoding we took the perspective that the best populations were those that resulted in the most faithful reconstruction of the stimulus. However, the biological solution dictating the actual amount of diversity may use alternative criteria for optimality. For example, in vivo olfactory bulb MCs may seek to represent only odor-specific stimulus components or may try to maximize stimulus representation while also minimizing the number of spikes used to transmit the information (42) . We chose to avoid assumptions about which features of ORN input are most important for MCs to represent and rather to take the agnostic view that MCs should try to represent the stimulus in its entirety. Our approach, however, can readily be adapted to tasks that require representation of specific stimulus components. Cartoon of greedy search algorithm to estimate the population that best represents a particular type of stimulus. Neurons were iteratively added, one at a time, to the current population of neurons such that the neuron chosen maximized the population's reconstruction accuracy. To allow for homogeneity, neurons could be added more than once (e.g., two red neurons). (B and C) Visualization of the population selected to best represent a white-noise stimulus (B) or a low-frequency stimulus (C). Graphs show neurons (as dots) projected into a 2D space using principal component analysis (PCs). Population sizes vary from n = 1 to n = 10, numbers next to dots correspond to algorithm iteration step when each neuron was added. Note that certain neurons are chosen multiple times and that stimulus type dictates the selected population diversity. (D) GLM parameter diversity of the greedy-search-selected populations (blue) averaged over eight different choices of stimulus spectra relative to homogeneous (red) and randomly sampled heterogeneous populations (green), n = 10 neurons per population. Asterisks indicate where greedy search populations are significantly less diverse than heterogeneous (P < 0.05) and population diversity has been normalized to that of randomly sampled heterogeneous. Error bars indicate SEM (blue) and interquartile range (green). (E) Greedy-search population diversity for specific stimlus types. Colors indicate different stimulus types corresponding to inset power spectrum (magenta, stimulus as in B; cyan, Ornstein-Uhlenbeck process with τ = 10 ms; black, stimulus as in C), open circles indicate multiple runs of the greedy search algorithm (n = 10 per stimulus type), asterisks indicate significant differences in population diversity between stimulus types. (F) Population decoding error as a function of stimulus filter diversity for 200 randomly sampled populations (dots, n = 5 neurons per population) for stimulus 1 and 2 as in Fig. 3 (A and B, respectively) . Least-squares fits using a second-order polynomial (blue) show that on average there is an intermediate level of stimulus filter diversity where decoding error is minimized (regression P < 0.01). (G) Cartoon showing that population diversity should be preferentially selected with respect to the specific incoming stimulus distribution.
Although these assumptions likely affect the quantitative details of our results, like specifying of the precise balance between diversity and feature similarity, our general finding that a precise stimulus-specific balance exists nevertheless likely holds.
We believe that our results generalize to other neural systems because this circuit motif in which multiple neurons receive highly correlated inputs occurs throughout the brain, including neocortex (43, 44) . Thus, we predict that the observed degree of neuronal intrinsic variability plays a substantial role in tuning the output diversity (or redundancy) in these neurons' spiking responses and in improving stimulus encoding. Furthermore, our findings may in part explain the substantial informational redundancy found in neural populations throughout the brain (1, 10) . Given that the optimal networks here are neither maximally diverse nor maximally homogeneous, these results suggest similar design principles for other systems. By mixing diversity with neural feature similarity, complex systems can simultaneously maintain efficient functioning while remaining robust to uncertain events.
Materials and Methods
A detailed description of the methods is provided in the Supporting Information. In brief, whole-cell patch clamp recordings of mitral cells were obtained in vitro from mouse olfactory bulb slices (5). Spikes were recorded while stimulating neurons with 40 trials of a 2.5-s duration frozen noise stimulus, generated by convolving a white-noise current with an alpha function with τ = 3 ms. Point process models were fit from recordings via previously described methods (18) . The models fit from physiological data were used to simulate neuron spike responses to stimuli not presenting during recording. Uncoupled populations were constructed by sampling neurons from the set of model neurons, where all neurons in a population received an identical stimulus. Population responses were decoded using the maximum a posteriori estimator (23) (posterior mode) to reconstruct the time series of stimulus input to the population. Population decoding performance was quantified using mutual information and root mean square error. To approximate the structure of the optimal population for best representing a particular kind stimulus, we implemented a greedy search algorithm (35) . Unless otherwise indicated, all error bars indicate SEs and all statistical tests were Wilcoxon rank-sum tests.
Supporting Information
Tripathy et al. 10 .1073/pnas.1221214110 SI Materials and Methods Neuron Recordings. Whole-cell patch clamp recordings of mitral cells were obtained in vitro from mouse olfactory bulb slices using methods described previously (1) . Mitral cells were identified under infrared differential interference contrast optics on the basis of their laminar position in the olfactory bulb and their morphology. All experiments were performed at 35°C in standard Ringer's solution with excitatory (25 μM 2-amino-5-phosphonopentanoic acid and 10 μM 6-cyano-7-nitroquinoxaline-2,3-dione) and inhibitory (10 μM bicuculline) synaptic activity blocked.
Current-clamp recordings were performed while injecting neurons with a filtered white-noise current stimulus. Noise traces were generated by convolving a 2.5-s white-noise current with an alpha function of the form t * expð−t=τÞ, where τ = 3 ms. We chose this spectral structure as it generates reliable spiking in these neurons and corresponds to the timescale of fast synapses afferent to MCs (2) . Each neuron received one of a small number of stimuli generated via this method (most neurons received one of three stimulus templates) and was presented ∼40 stimulus repeats. The amplitude (variance) of the noise used was between 5% and 40% of the direct current (100-800 pA, σ = 20-80 pA) offset for each cell, with the majority of cells receiving 10-20% of the dc offset. The variance of the noise was selected as previously described (2), to induce reliable firing without large input fluctuations. For all recordings, a 25 or 50 pA hyperpolarizing pulse was injected before stimuli were delivered to measure input resistance and membrane time constant, allowing us to track the stability of recordings over multiple trials. Only neurons whose firing patterns were stable across trials and fired a sufficient number of spikes in each trial (>5 Hz) were used in this study. Upon stimulation most neurons usually underwent a brief nonspiking adaptation period (111 ± 14 ms), which was assessed visually and excluded from the analysis.
Model Fitting. GLM models were fit and simulated using code provided by Jonathan Pillow (Departments of Psychology and Neurobiology, University of Texas at Austin, Austin, TX) (3). Models consisted of a temporal stimulus filter k, a postspike history filter h,and a constant bias term b. Stimulus and history filters were each represented using 10 spline-like cosine basis functions spaced logarithmically in time. The conditional intensity function of each neuron was modeled as λðtÞ = expðk·x + h·r + bÞ, where x denotes the stimulus and r is the recorded spike response of the neuron. Before fitting, stimuli were downsampled to 1 KHz and standardized by subtracting the steady-state component and dividing by the amplitude of the stimulus noise. LNP models were fit using the spike-triggered average stimulus as the linear filter and estimating the spike-rate nonlinearity using 60 independent histogram bins.
Models were trained using all of the trials from the first 90% of the stimulus presentation and validated using the remaining 10%. In specific, we validated the fit of our models by comparing real and model peri-stimulus time histograms (PSTHs) computed from the test stimulus set (i.e., stimuli not used in the training of the model). We simulated model spike trains using the GLM to probabilistically generate spikes elicited by the test stimulus. PSTHs were computed by summing spikes across trials and smoothing with a Gaussian filter of width σ = 2 ms. The similarity between real and model PSTHs was reported using Pearson's correlation coefficient. For visualization, MC rasters were randomized across trials.
To assess whether the GLM fitting procedure could also fit neuron responses to multiple stimulus types, we performed an additional set of experiments on mitral cells (n = 5 neurons) where each neuron was stimulated with both a high-and lowfrequency stimulus (white noise convolved with an alpha function with τ = 3 ms and τ = 10 ms, respectively). We found that the GLM modeling procedure could sufficiently fit neuron responses to each of these stimulus types, indicating that the fitting procedure is not specific to the particular stimulus type used to generate stimulus evoked responses in this study (Fig. S2) .
Computation of Neuronal Statistics using GLM Models. We were interested in computing neuronal statistics like average firing rates and trial-to-trial reliability from the fitted GLM models. We computed these by simulating long experiments (∼2 min) of continuous stimulation and computing desired statistics based on these responses. We computed neuron reliability by stimulating each model neuron with multiple trials (n = 50) of the same stimulus and calculating reliability as the average zero-lag correlation across trials using a bin size of 5 ms.
To calculate to what extent neurons were driven by intrinsic (history plus bias) versus stimulus components (Fig. S3B) , we used the model to simulate spike trains while storing the stimulus and intrinsic "currents," which generated the spike trains. Here the stimulus-driven component consists of the convolution of neuron's stimulus filter with the input stimulus; whereas, the intrinsic component is defined as the bias term plus convolution of neuron's spike train with its postspike filter. We calculated the ratio of intrinsic to stimulus inputs as h½stim + i=h½intrinsic + i where ½· + indicates selection of positive values of the currents and h·i indicates the mean.
Stimuli Generation for Simulations. We generated zero-mean Gaussian stimuli x with a defined temporal correlation structure and length n by first generating a signal autocorrelogram with the desired spectral structure. This autocorrelogram was used to define a Toeplitz n * n covariance matrix C where the elements of C indicate the pairwise correlations between points of x. Correlated stimuli were then generated using the Cholesky decomposition to find a matrix L such that C = L * L T , then multiplying L with a series of uncorrelated normal random variables of length n.
Here we chose eight broadly different stimuli statistics: three stimuli generated via convolving white noise with an alpha function defined as t * expð−t=τÞ, where τ = 3, 5, and 10 ms; three OrnsteinUhlenbeck processes with τ = 10, 20, and 40 ms, which have flat followed by 1/f 2 -like frequency profiles; a pure white-noise stimulus, with cutoff at 500 Hz; lastly, a "naturalistic" stimulus generated by combining an 8-Hz oscillatory stimulus with an Ornstein-Uhlenbeck process with τ = 10 ms (displayed in Fig. S5 ).
Decoding. We decoded the population spiking responses using the maximum a posteriori (MAP) estimator (4), which finds the most probable stimulus given a particular population spike response. Stimuli x (typically of length ∼0.5 s, with sampling rate 1 KHz) were decoded from simulated spike responses r by computing the mode of the posterior distribution, x argmax pðxjrÞ, where pðxjrÞ∝ pðrjxÞpðxÞ via Bayes' rule. Here pðrjxÞ is the likelihood of a response given a stimulus and is given by the set of uncoupled neuron encoding models and pðxÞ is a multivariate Gaussian prior specifying the specific stimulus autocorrelation structure (with covariance matrix, C, used to generate stimuli). In specific, stimuli were decoded using a recently described method (4) that takes advantage of a convenient Gaussian approximation on the posterior distribution pðxjrÞ and its log-concavity to exactly compute the maximum (i.e., the mode) of the posterior distribution via numerical optimization techniques. This method also provides an estimate of the uncertainty of the stimulus representation (Fig. S4 F and G) . Matlab code for decoding and all other methods related to the simulation and analysis of spike trains generated from GLM models (detailed below) can be found at https://github.com/stripathy/mitral_cell_diversity.
Mutual Information Calculation. We calculated the mutual information (4) of the population response r about the stimulus x as Iðx; rÞ = HðxÞ − HðxjrÞ. HðxÞ denotes the entropy of the stimulus and is defined by the multivariate Gaussian stimulus prior pðxÞ and HðxjrÞ denotes the conditional entropy of the stimulus given the response and is estimated by approximating the posterior distribution pðxjrÞ as a multivariate Gaussian Nðx map ; CÞ, where the covariance matrix, C, is computed as a byproduct of our decoding method. Here we use the fact that the entropy of a Gaussian with covariance matrix C is ln ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ð2πeÞ n jCj p , where j·j denotes matrix determinant and n is the dimension of the stimulus. Estimates of Iðx; rÞ were obtained by averaging HðxjrÞ over responses elicited to multiple stimuli realizations (n = 50). It is important to note that because this method estimates the entropy of the posterior distribution, it generally provides a better estimate of the mutual information than the commonly used lower-bound estimate of Iðx; rÞ obtained via the optimal linear estimator (5), especially when the neurons are nonlinear and not well described by an LNP model.
We computed a normalized measure of the redundancy or synergy (6) To elaborate on our finding of synergistic pairs of neurons (Fig.  2F) , we note that due to computational constraints we can only decode stimuli of relatively short lengths (0.5 s). Therefore, we will tend to underestimate the information rates of neurons that fire at low firing rates. For example, when performing stimulus decoding to calculate the information rate of a single neuron with a very low firing rate, it may fire zero spikes during the time interval and thus encodes no stimulus information. However, when considering two such neurons, the two will be much more likely to fire at least one spike between them, and thus encode some nonzero stimulus information. In this example, the case of a two-neuron pair would appear synergistic relative to a single neuron alone. Therefore, if we could simulate arbitrarily long stimulus presentations we would expect this apparent synergy effect to disappear.
Calculating Population Stimulus Generalization. To calculate how well heterogeneous and homogeneous populations generalized across stimuli of differing types, we computed the generalizability for each population type. Here generalizability is defined as corrðranks stim1 ; ranks stim2 Þ, or the correlation between population ranks on pairs of stimulus types.
GLM Dimensionality Reduction. We chose to reduce the dimensionality of the space defined by neuronal GLM parameters using principal component analysis (Fig. S6) for visualization and further analysis. Principle components (PCs) were generated by first concatenating waveforms of stimulus, postspike, and bias components across all neurons and standardizing before performing PC analysis. Postspike and bias terms were transformed to units of log(Gain) before concatenating. The first 10 ms of postspike filters were removed and not included in analysis.
Computing Population Diversity. We calculated population diversity as the mean Euclidean distance of GLM parameters computed between all pairs of neurons in a population. We excluded the first 10 ms of the postspike filters across neurons as most neurons were refractory during this period. The average diversity of heterogeneous populations was computed by averaging over 50,000 randomly sampled populations. When reporting the uncertainty in the diversity of randomly sampled populations (Fig. 4D) , we chose to show a measure of the population variance (interquartile range) as opposed to SEs.
We sampled populations that varied greatly in their amount of diversity (from low to high; Fig. 4F and Figs. S9 and S10) through implementing stratified sampling where we first sampled 2 million five-neuron populations and then further subsampled this set to pick populations that varied uniformly in their diversity.
Eliminating Diversity in a Single GLM Dimension. We constructed populations which had diversity eliminated along a single GLM dimension (stimulus, postspike, or bias) by modifying the neuron model parameters from the ones based on the recorded neurons (Fig. S11) . For example, to sample neurons where diversity in the stimulus filter had been eliminated, we set the stimulus filter for all neurons that of the mean stimulus filter computed over all neurons. We further ensured that mean of the firing rates across neurons were similar between the original and diversity-reduced populations. . This analysis plots neurons such that those with similar GLM parameters are plotted close to one another. The computed PCs largely reflect differences among postspike and bias terms, and to a lesser extent stimulus filters. Neurons with negative PC1 tend to have low firing rates, low-amplitude stimulus filters (relative to the mean across neurons) and longer refractory periods with less of a tendency to burst 20-40 ms following a spike and vice versa for positive PC1. Neurons with high PC2 tend to have high baseline excitability, very short refractory periods, and increased amplitude stimulus filters relative to the mean. Decoding error as a function of population size during greedy search optimization procedure. Colored asterisks indicate whether neuron added at nth iteration is a homogeneous neuron (red, i.e., a copy of selected neuron is already in the population) or heterogeneous (green). Same population as shown in i.
(iii) Same data as ii, plotted as iterative improvement in decoding error when adding an additional neuron, broken down by if neuron added is a homogeneous neuron (red) or heterogeneous neuron (green). There is no significant difference (P > 0.05) in decoding error improvement between homogeneous and heterogeneous groups. (B and C) As in A, but for a low-frequency stimulus (B, white noise convolved with alpha function with τ = 10 ms) or a high-frequency stimulus (C, white noise convolved with alpha function with τ = 3 ms). Fig. 3B ). (i-iii) Two-hundred heterogeneous populations were drawn such that populations of varying diversity (from superdiverse through subdiverse) were sampled with equal probability (Materials and Methods; n = 5 neurons per population). Blue line shows fit of a quadratic polynomial, used to test for expected U-shaped relationship. In all cases, the regression coefficient associated with the quadratic term of the polynomial fit was positive and significant (P < 0.01), except for A, ii and B, ii, indicating that reconstruction error is minimized at an intermediate values of stimulus filter and bias diversity. The reason why there does not appear to be a concave-up U-shaped relationship for postspike filters is due to sampling confounds: low postspike diversity populations tend to have higher firing rates than high postspike diversity populations. (C) As in A, but showing U curves averaged across each of the eight stimuli. In this case, the decoding error was first normalized to z scores before performing the regression, allowing comparison across stimuli. 4F ); or 10 neurons (iii) per population as a function of population diversity along the GLM stimulus filter dimension for stimulus 1 (as in Fig. 3A) . (i-iii) Two-hundred heterogeneous populations were drawn such that populations of varying diversity (from superdiverse through subdiverse) were sampled with equal probability (Materials and Methods). Blue line shows fit of a quadratic polynomial, used to test for expected U-shaped relationship. The simplest explanation for why the observed U-shaped curve effect gets weaker with more neurons per population is that each of these larger populations have saturated in their ability to represent the stimulus. In this case, it matters less whether the populations are diverse (or not) because there are enough neurons in each population to effectively represent the stimulus. 
