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a b s t r a c t
The multileaf collimator sequencing problem is an important component in effective
cancer treatment delivery. The problem can be formulated as finding a decomposition
of an integer matrix into a weighted sequence of binary matrices whose rows satisfy a
consecutive ones property.Minimising the cardinality of the decomposition is an important
objective and has been shown to be strongly NP-hard, even for a matrix restricted to a
single column or row. We show that in this latter case it can be solved efficiently as a
shortest path problem, giving a simple proof that the one-row problem is fixed-parameter
tractable in the maximum intensity. We develop new linear and constraint programming
models exploiting this result. Our approaches significantly improve the best known for the
problem, bringing real-world sized problem instances within reach of exact algorithms.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Radiation therapy is a treatmentmodality that uses ionising radiation in the treatment of patients diagnosedwith cancer,
and occasionally benign disease. Radiation therapy represents one of themain treatments against cancer, with an estimated
60% of cancer patients requiring radiotherapy as a component of their treatment. The aim of radiotherapy is to deliver
a precisely measured dose of radiation to a well-defined tumour volume whilst sparing the surrounding normal tissue,
achieving an optimum therapeutic ratio. Recent progress in technology and computing science have allowed significant
improvement in the planning and delivery of all radiotherapy techniques.
Our study in this paper focuses on the multileaf collimator sequencing problem in intensity-modulated radiotherapy
(IMRT). At the core of advanced radiotherapy treatments are hard combinatorial optimisation problems, which are typically
computationally intractable (Sections 2 and 3). The contributions of this paper rely on the insight that the multileaf
collimator sequencing problem restricted to a single row can be solved as a shortest path problem; our result is closely
related to one which recently appeared in the literature [31]. We give a simple proof that the single-row problem is fixed-
parameter tractable in the maximum intensity of the row (Section 5) and exploit this insight to develop novel linear and
constraint programming models (Section 6). We go even further to show how our best constraint model can be further
improved using column generation techniques (Section 7), which provides the basis for a hybrid approach to the problem
(Section 8). These approaches significantly outperform the best known for the problem, and bring real-world sized instances
within reach of exact algorithms (Section 9).
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Fig. 1. An example IMRT treatment plan.
Source: Courtesy of the Advanced Oncology Center, Inc.
2. Intensity-modulated radiotherapy
IMRT is an advanced mode of high-precision radiotherapy that utilises computer controlled X-ray accelerators to deliver
precise radiation doses to a malignant tumour, or specific areas within the tumour. A treatment plan is devised for an
individual patient on the basis of the three-dimensional (3D) shape of the patient’s tumour. Fig. 1 presents an example IMRT
treatment plan, clearly showing the location of the tumour in the centre of the image, the positions fromwhich the tumour
will be irradiated, and the dosage to be delivered from each position. The treatment plan is carefully developed on the basis
of 3D computed tomography images of the patient, in conjunction with computerised dose calculations for determining the
dose intensity pattern that will best conform to the tumour shape. Delivering the best treatment is a complex task which
is often simplified into three main optimisation problems. Firstly, the geometry problem considers the best positions for
the beam head from which to irradiate. Secondly, the intensity problem is concerned with computing the exact levels of
radiation to use in each area of the tumour. Thirdly, the realisation problem, tackled in this paper, deals with the delivery of
the intensities computed in the intensity problem.
Combinatorial optimisation methods in cancer treatment planning were reported as early as the 1960s [5] and recent
interesting surveys on the topic can be found in [21,36]. There is a large literature on the optimisation of IMRT, which has
tended to focus on the realisation problem [29].Most researchers consider the sequencing ofmultileaf collimators (Fig. 2(a)).
The typical formulation of this problem considers the dosage plan from a particular position as an integer matrix, in which
each integer corresponds to the amount of radiation thatmust be delivered to a particular region of the tumour. The requisite
dosage is built up by focusing the radiation beam using a multileaf collimator, which comprises a double set of metal leaves
that close from the outside inwards. Therefore, the collimator constrains the possible set of shapes that can be treated at
a particular time. To achieve a desired dosage, a sequence of settings of the multileaf collimator must be used. One such
sequence is presented in Fig. 2(b). The desired dosage is presented on the left, and it is delivered through a sequence of three
settings of the multileaf collimator, which are represented by three matrices. Each matrix is exposed for a specific amount
of time, corresponding to the weight associated with the matrix, thus delivering the requisite dosage.
3. The multileaf collimator sequencing problem
Formally, the multileaf collimator sequencing problem can be formulated as the decomposition of an integer matrix into
a weighted sum of 0/1 matrices, in which each row has the ‘‘consecutive ones property’’ [4,22].
Let I represent the dosage intensity matrix to be delivered. We represent this as an m × n (rows × columns) matrix of
non-negative integers. We assume that the maximum dosage that is delivered to any region of the tumour is M units of
radiation. Therefore, we set Iij ≤ M, 1 ≤ i ≤ m, 1 ≤ j ≤ n.
To ensure that each step in the treatment sequence corresponds to a valid setting of themultileaf collimator,we represent
each step using a 0/1 matrix over which a row-wise consecutive ones property (C1) must hold. Informally, the property
requires that if any ones appear in a row, they appear together in a single block. A C1matrix is a binarymatrix inwhich every
row satisfies the consecutive ones property. Formally, X is anm×n C1matrix if and only if for any line i, 1 ≤ a < b < c ≤ n,
Xia = 1 ∧ Xic = 1→ Xib = 1. (1)
A solution to the problem is a sequence of C1 matrices, Ω , in which each Xk is associated with a positive integer bk such
that I =∑k∈Ω(bk · Xk). Let B and K be the sum of coefficients bk and the number of matrices Xk used in the decomposition
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(a) A multileaf collimator.
(b) A multileaf sequencing problem.
Fig. 2. A simplified view of the optimisation problem associated with sequencing multileaf collimators in IMRT.
Source: Fig. 2(b) has been adapted from [3].
of I , respectively. Then B = ∑k∈Ω bk and K = |Ω|. B is referred to as the total beam-on time of the plan and K is its
cardinality; see Fig. 2(b) for an example with K = 3 and B = 6. The overall objective is to minimise the time needed for the
complete treatment, and the parameters B and K both affect that. Typical computational problems are minimising either
B or K independently – known as the decomposition time and decomposition cardinality problems, respectively – and a
combination of the two. The minimisation of B alone is known to be linear-time solvable [4,22], while minimising K alone
is strongly NP-hard [4]. A formulation commonly used in the literature is based on a lexicographic objective function that
involves minimising B first and then K , i.e. the problem is to minimise K given the optimal value B∗ of B.
We will tackle a more general formulation in which the objective function is a weighted linear combination of K and B,
i.e. w1K + w2B. This setting is the most general one whereby w1 accounts for the time needed by the operator to change
the settings of the machine and w2 accounts for the time needed to deliver one unit of radiation. Therefore, the complete
statement of the problem is as follows:
Minimisew1K + w2B such that
|Ω| = K−
k∈Ω
bk = B
I =
−
k∈Ω
bkXk
∀k ∈ Ω, Xk is a C1 matrix.
We now briefly explain how B∗ can be found in linear time. The minimum sum of weights needed to have a C1 decom-
position of a (single-)row matrix [I1, . . . , In] can be computed as
n−1
j=0
max(Ij+1 − Ij, 0) (2)
assuming I0 = 0 [4,22]. The expression Ij+1− Ij represents the supplementary sum of weights needed for Ij+1, the remainder
being reused without breaking the consecutive ones property. We provide a small example to help understand Eq. (2).
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Example 1 (Computing the Minimum Sum of Weights). Consider a dosage plan I = [3, 2, 0, 3]. The minimum sum of weights
computed according to the previous formula would be 3 + 0 + 0 + 3 = 6. The weights used to achieve the first value 3
could be reused for the following 2, but all weights already used before the 0 cannot be reused for the last 3, since all the
corresponding row matrices must have a 0 in this position to satisfy the C1 property. Then, three more units of weights are
needed to make the last 3, giving a decomposition I = (1, 0, 0, 0)+ 2 · (1, 1, 0, 0)+ 3 · (0, 0, 0, 1). 
The B∗ corresponding to the whole matrix is the maximum of the B∗ values amongst the m rows of the matrix [4,22].
A number of constraint programming and (integer) linear programming models for the multileaf collimator sequencing
problem have been proposed in the literature. We briefly present them below.
4. State-of-the-art constraint-based approaches
The problem of minimising B alone has been widely studied, starting with Bortfeld et al. [9] and Ahuja and Hamacher [2],
and Kamath et al. [32]. Efficient linear-time methods were reported by Baatar et al. [4] and Engel [22]. The same problem
under hardware restrictions, such as tongue and groove constraints or interleaf motion constraints, was addressed by
Siochi [42], Kamath et al. [34,33], Boland et al. [8], and Engelbeen and Fiorini [24].
Minimising K alone was shown to be strongly NP-hard [4] even for a single row or column [14], and APX-hard even for
a single row, and has received considerable attention [8,4,30]. Many heuristics have been designed due to the difficulty of
the problem [4,1,15,41].
The problem of minimising K while constraining B to be minimal was tackled by Engel [22] and Kalinowski [30]. Exact
algorithms were proposed in this context, based on dynamic programming [31], mixed integer linear programming [35,46]
and constraint programming [10,3,25,12]. Exact algorithms for variants of the problem have also been designed [46,43].
We now briefly present the main ideas of the constraint programming models that have been introduced for the
lexicographic objective function whereby we focus on finding the optimal value of K given the optimal value B∗ of B. We
build upon these ideas in this paper.
4.1. The Direct Model
For a fixed cardinality K , the problem specification given above can be almost directly encoded with one variable per
coefficient of the decomposition and one variable per cell of each of the matrices as follows:
Variables : ∀k ≤ K bk ∈ {1, . . . ,M}
∀k ≤ K , i ≤ m, j ≤ n, xkij ∈ {0, 1}
DM1 :
−
k≤K
bk = B∗
DM2 : b1 ≥ b2, . . . ≥ bk
DM3 : ∀k ≤ K , i ≤ m, ConsecutiveOnes({xki1, . . . , xkin})
DM4 : ∀i ≤ m, j ≤ n
−
k≤K
bk × xkij = Iij.
In a constraint programming (CP) model the ConsecutiveOnes constraint (DM3) can be implemented using a Contiguity
constraint [38] or a Regular global constraint [40] with a straightforward deterministic finite automaton. Constraint DM2
eliminates symmetries amongst the weights. A number of symmetries amongst the xk variables remain. We quote here the
example given in [3] to highlight this important drawback of the Direct Model.
Example 2 (Symmetries of the Direct Model). Consider part of a decomposition with two identical weights of value 2. The
following two decompositions are symmetrical.
2

1 1 1
1 1 1

+ 2

0 1 0
0 1 0

= 2

1 1 1
1 1 0

+ 2

0 1 0
0 1 1

.
The values in the bottom right corners of the matrices can be swapped without changing the solution since the weights are
identical. 
Symmetries due to identical weights can be partially avoided by dynamically adding lexicographic constraints on the
rows and columns (once the weights are known in the search) but that would not be enough. Rows and columns remain
lexicographically ordered in this example. The next model was proposed in [3] to address this issue.
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4.2. The Counter Model
The Counter Model is based on Nb variables representing the number of occurrences of weight b in the decomposition.
Q bij variables refine this information by counting the number of times a weight b contributes to the sum of Iij. The model is
stated as follows:
minimise K
Variables : ∀b ≤ M Nb ∈ {0, . . . , B∗}
∀i ≤ m, j ≤ n, b ≤ M Q bij ∈ {0, . . . ,M}
CM1 : ∀i ≤ m, j ≤ n
M−
b=1
b× Q bij = Iij
CM2 :
M−
b=1
b× Nb = B∗
CM3 :
M−
b=1
Nb = K
CM4 : ∀b ≤ M, i ≤ m, SumOfIncrements({Q bi1, . . . ,Q bin},Nb).
Constraint CM1 ensures that each element of I is properly decomposed. CM2 and CM3 relate theNb variables to B∗ and K . The
model makes use of an ad hoc global constraint, SumOfIncrements [10], to enforce the C1 property of this decomposition
expressed in terms of occurrences of each weight. This constraint is defined as follows:
SumOfIncrements({V1, . . . , Vn},U) ≡
n−1
j=0
max(Vj+1 − Vj, 0) ≤ U with V0 = 0. (3)
A C1 decomposition of I can be derived from a C1 decomposition of Q b for each b. The key intuition behind this model
is that it is sufficient to find an unweighted decomposition (only with weights of 1) of each Q b instead of looking for a
decomposition of I (see [3]). Keep inmind that Q b is thematrix defining the number of times that a weight equal to b is used
to decompose each element of I , and thus aweighted decomposition ofQ b would result in identicalmatrices. The cardinality
would, therefore, be reduced by merging the corresponding matrices and increasing the weight. Thus all matrices have to
be different and the decomposition of Q b is necessarily unweighted in an optimal solution.
As explained earlier in Section 3, the expression
∑n
j=1 max(Vj+1 − Vj, 0) provides a convenient way to compute the
minimum sum of weights needed for a C1 decomposition of a row. Obviously, if we seek an unweighted decomposition, the
formula returns the minimum number of weights needed. Therefore, this formula can be used as a lower bound for Nb to
ensure the C1 property (constraint CM4).
5. The single-row problem as a shortest path
As mentioned previously, finding the minimum total beam-on time, B, for a given intensity matrix can be solved in
linear time. However, minimising the cardinality of the multileaf collimator sequence is NP-hard [11]. More recently, it
has been shown that even when restricting the problem to a single row of the intensity matrix, minimising the cardinality
is strongly NP-hard [4]. This result was refined by [31] who showed that not only is the single-row problem polynomial
when the maximum intensity is bounded, but this also holds for the complete problem. In this section we present a simple
construction in which we represent the single-row problem as a shortest path. This construction was presented initially
in [12] and was also investigated by Engelbeen in [23]. Although [31] achieves a better complexity, we will develop very
efficient algorithms based on our construction that outperform the results presented in [31] in practice.
The construction also gives a simple proof that the single-rowproblem is fixed-parameter tractable (FPT) in themaximum
element in the row I . In general, a problem is FPT with respect to a parameter k if there exists an algorithm for it that has
running time O(f (k) · nO(1)), where n is the size of the problem and f (k) is an arbitrary function depending only on k. This
result will be the keystone for designing very efficient linear and CP models in the remainder of this paper.
C1 Decomposition Cardinality Problem (DC)
Instance: A row matrix of n integers, I = ⟨I1, . . . , In⟩, a positive integer K .
Question: Is there a decomposition of I into at most K C1 row matrices?
In any solution of the DC problem, there must be a subset of the weights of the decomposition that sum to every element
Ij of the row. In other words, the decomposition must contain an integer partition of every intensity value. To represent
these integer partitions, the following notation will be used: P(a) is the set of partitions of integer a, p ∈ P(a) is a particular
partition of a, and |p| its number of integer summands. We denote by occ(v, p) the number of occurrences of value v in p.
86 H. Cambazard et al. / Discrete Applied Mathematics 160 (2012) 81–99
For example,
P(5) = {⟨5⟩, ⟨4, 1⟩, ⟨3, 2⟩, ⟨3, 1, 1⟩, ⟨2, 2, 1⟩, ⟨2, 1, 1, 1⟩, ⟨1, 1, 1, 1, 1⟩},
and if p = ⟨3, 1, 1⟩ then |p| = 3 and occ(1, p) = 2.
Observe that the DC problem can be formulated as a shortest path problem in aweighted directed acyclic graph, G, which
we refer to as a partition graph. A partition graph G of a row matrix I = ⟨I1, . . . , In⟩ is a layered graph with n + 2 layers,
the nodes of each layer j, for j between 1 and n, corresponding to the set of integer partitions of the row matrix element
Ij. The number of nodes in this graph is, therefore, exponential in the maximum intensity since the number of partitions
of an integer a is bounded by e
π
√
2a
3
n3/4
[17]. Source and sink nodes are associated with the empty partition ∅ for the sake of
simplicity. Two adjacent layers form a complete bipartite graph. The cost added to an edge, pu → pv , between twopartitions,
pu and pv , represents the number of additional weights that need to be added to the decomposition to satisfy the C1 property
when decomposing the two consecutive elements with the corresponding partitions. The cost of each edge pu → pv in the
partition graph is
c(pu, pv) =
M−
b=1
c(b, pu, pv) (4)
where c(b, pu, pv) = max(occ(b, pv)−occ(b, pu), 0). The length of the path represents the cardinality of the decomposition
and a shortest path, therefore, provides a decomposition with minimum cardinality.
Example 3 (A Partition Graph). Consider a single-row intensitymatrix I = [3, 2, 3, 1]. The partition graph for this row prob-
lem is presented in Fig. 3. By following the path {{2, 1}, {1, 1}, {2, 1}, {1}}, we implicitly build the following decomposition:
[3, 2, 3, 1] = 2[1, ?, ?, ?] + 1[1, ?, ?, ?] (choice of {2, 1});
[3, 2, 3, 1] = 2[1, 0, 0, 0] + 1[1, 1, ?, ?] + 1[0, 1, ?, ?] (choice of {1, 1});
[3, 2, 3, 1] = 2[1, 0, 0, 0] + 1[1, 1, 0, 0] + 1[0, 1, 1, ?] + 2[0, 0, 1, 0] (choice of {2, 1});
[3, 2, 3, 1] = 2[1, 0, 0, 0] + 1[1, 1, 0, 0] + 1[0, 1, 1, 1] + 2[0, 0, 1, 0] (choice of {1}).
The key idea is that as one moves along a path in this graph, the partition chosen to decompose the element at layer j
gives the only row matrices (with the corresponding weights) that can be reused to decompose the element at layer j + 1
because of the C1 property. Consider the previous example and the solution given. A coefficient 2 is used by the first partition
but not by the second and thus the row matrix associated with this first coefficient 2 cannot be reused to decompose any
other intensity value. The previous partition alone tells us the coefficients available for decomposing the present intensity
value. This is why the cardinality cost can be defined between consecutive partitions and the whole problem mapped to a
shortest path. We could also restrict the cost to a given weight b to obtain the cardinality of this particular coefficient. We
will use this idea in the CP model. 
This formulation is only a refinement over the Counter Model that gives an easy way to show that the shortest path
algorithm solves DC. Consider a row I of n elements and its partition graph G. A path Π = ⟨p0, . . . , pn+1⟩ in G defines
a decomposition of I whose cardinality is the length of the path: K = ∑nj=0 c(pj, pj+1). From this path Π , we can build
a solution to the Counter Model (without the beam-on time constraint CM2) by setting Nb = ∑nj=0 c(b, pj, pj+1) and
Q bj = occ(b, pj). Constraint CM1 is satisfied as pj is an integer partition of Ij. Constraint CM2 is ignored since the cardinality
is unconstrained. Constraint CM4 is satisfied because Nb = ∑nj=0 c(b, pj, pj+1) = ∑nj=1 max(Q bj+1 − Q bj , 0) which is the
SumOfIncrements constraint. Finally, one can check the cardinality of the path (constraint CM3) by computing the sum
of the Nb variables:
∑M
b=1 Nb =
∑M
b=1
∑n
j=0 c(b, pj, pj+1) =
∑n
j=0
∑M
b=1 c(b, pj, pj+1) =
∑n
j=1 c(pj, pj+1) = K . As a path
encodes a solution to the Counter Model, and the length of the path is exactly the cardinality, the shortest path gives the
optimal K and an answer to DC. We now consider the single-row problem with the beam-on time constraint.
C1 Decomposition Cardinality with Time Constraint (DCT)
Instance: A row of integers, I = [I1, . . . , In], two positive integers K , B.
Question: Is there a decomposition of I into at most K C1 rowmatrices such that the sum of its weights is at most B?
Engelbeen [23, Chapter 3] shows that the DCT can be solved by removing some edges in the partition graph using the
result that any optimal solution for DC can be changed to a solution for DCT without increasing the cardinality of the
decomposition [6]. This formulation of the single-row problem corresponds to the following FPT result.
Theorem 1 (Fixed-Parameter Tractability of the Single-Row Problem). Finding an optimal solution to the DC and DCT problems
is fixed-parameter tractable in the size of the maximum element of the single-row intensity matrix.
Proof. Let k be the maximum element of the row matrix I . The number of edges in the partition graph is bounded by
|P(k)|2 × n because the number of nodes of a layer j is the number of integer partitions of the corresponding integer value
Ij. In this acyclic graph, solving a simple shortest path problem can be done in O(|P(k)|2 × n). The time complexity can be
written as O(nf (k)), where f (k) = |P(k)|2, showing that DC is fixed-parameter tractable in k. 
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Fig. 3. A partition graph showing transition weights for the single-row intensity matrix I = [3, 2, 3, 1].
We consider a less efficient way of solving the DCT problem that can, however, be readily generalised to take into account of
side constraints limiting, for example, the occurrences of specific weights (this situationwill typically arise due to branching
in the case of multiple rows). The idea is to extend the previous graph with a resource for every edge:
r(pu, pv) =
M−
b=1
b× c(b, pu, pv). (5)
Finding a shortest path Π = ⟨p0, . . . , pn+1⟩ in the partition graph whose sum of weights,∑nj=0 r(pj, pj+1), is at most B is
a shortest path problem with resource constraints (SPPRC). In the case of DCT, a single time window [0, B] can be added
to the sink node, capturing constraint CM2 of the Counter Model. This formulation would give an algorithm in O(n3) (used
in [39]). Side constraints limiting the occurrences of each weight could be modelled similarly with multiple resources. In
this context we face a resource constrained shortest path problem.
Example 4 (Encoding DCT as a SPPTW). The new partition graph of I = [3, 2, 3, 1], with a cost and resource consumption
per edge is given Fig. 4. 
Finally, we mention that in [10], a global constraint called the SumOfIncrements was proposed for maintaining the C1
property, alongwith a bounds consistency algorithm that runs inO(n). AnO(nd2) arc consistency algorithmcan be obtained,
based on finding shortest paths.
Corollary 1. Generalised arc consistency on the SumOfIncrements constraint can be achieved inO(nd2)where n is the number
of variables and d the maximum domain size.
Proof. We recall that SumOfIncrements({V1, . . . , Vn},U) is equivalent to the expression∑n−1j=0 max(Vj+1−Vj, 0) ≤ U with
V0 = 0. Consider a layered graph in which each layer corresponds to a variable Vj and each node of layer j corresponds to
the values of D(Vj). The cost associated with two values a ∈ D(Vj) and b ∈ D(Vj+1) is simply max(b − a, 0). Consider an
instantiation of all the Vj variables. The value of the expression
∑n−1
j=0 max(Vj+1− Vj, 0) is obviously given by the cost of the
corresponding path. It is easy to ensure that the SumOfIncrements is GAC by checking that the value of the shortest path
in the layered graph is less than the upper bound of U . The shortest path from the source to all nodes, and from all nodes
to the sink, can be obtained in O(e) where e is the number of edges of the layered graph. Thus, the filtering process can be
done in O(nd2)where d is the maximum domain size. 
6. Shortest path-based models
6.1. A shortest path constraint programming model
We present a CP model for the general multi-row case that takes advantage of the property identified for a single
row. We index, in reverse lexicographic order, the integer partitions of each element Iij of the intensity matrix, and use
an integer variable Pij to denote the index of the partition used to decompose element Iij. The domain of Pij, denoted as
D(Pij), thus ranges from 1 to |P(Iij)|. For example, if Iij = 5 the domain of Pij is {1, . . . , 7} corresponding to {⟨5⟩, ⟨4, 1⟩,
⟨3, 2⟩, ⟨3, 1, 1⟩, ⟨2, 2, 1⟩, ⟨2, 1, 1, 1⟩, ⟨1, 1, 1, 1, 1⟩}. Thus, Pij = 4means that the coefficients 3, 1 and 1 are used to sum to 5
in the decomposition. We also have a variable Nb giving the number of occurrences of weight b in the decomposition, like in
the CounterModel presented earlier. Our CPmodel uses the constraint ShortestPath(G, {P1, . . . , Pn},U). Once instantiated,
{P1, . . . , Pn} defines a path in the original partition graph. This constraint states that variableU must be greater than or equal
to the length of this path using the cost information G. A layer j of the graph corresponds to variable Pj and the nodes of each
layer to the domain values of Pj.
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Fig. 4. Encoding an example DCT problem.
Our CP model posts the ShortestPath constraint over three different costs structures G1(i),G2(i, b),G3(i). Denoting as
pu the partition corresponding to value u of Pij and pv the partition corresponding to value v of Pi,j+1, the transition costs
associated with G1,G2 and G3 are as follows:
c1(pu, pv) =
M−
b=1
c2(b, pu, pv)
c2(b, pu, pv) = max(occ(b, pv)− occ(b, pu), 0)
c3(pu, pv) =
M−
b=1
b× c2(b, pu, pv).
(6)
Example 5 (Example of the Costs G1,G2,G3). Consider I = [3, 2, 3, 1]. The three partition graphs are identical in structure;
only the costs vary. G1,G2 for value b = 1 and G3 are shown in Fig. 5, giving the three costs c1, c2, c3, respectively. 
A simple upper bound equal to n×m×M on the values of B and K is used. Therefore, our CP model can be summarised as
follows:
minimise w1K + w2B with K ∈ {0, . . . , nmM}, B ∈ {B∗, . . . , nmM}
∀b ≤ M Nb ∈ {0, . . . , nmM}
∀i ≤ m, j ≤ n, Pij ∈ {1, . . . , |P(Iij)|}
CP1 :
M−
b=1
b× Nb = B
CP2 :
M−
b=1
Nb = K
CP3 : ∀i ≤ m, ShortestPath(G1(i), {Pi1, . . . , Pin}, K)
CP4 : ∀i ≤ m, b ≤ M ShortestPath(G2(i, b), {Pi1, . . . , Pin},Nb)
CP5 : ∀i ≤ m, ShortestPath(G3(i), {Pi1, . . . , Pin}, B)
CP6 : ∀i ≤ m, ∀j < m s.t Iij = Ii,j+1 Pij = Pi,j+1.
The C1 property of the decomposition is enforced by constraints CP4. The number of weights of each kind, b, needed
such that a C1 decomposition exists for each line i is maintained as a shortest path in G2(i, b). As those shortest paths
are computed independently, maintaining a shortest path in G1(i) provides a lower bound on the cardinality needed for
the decomposition of each line i. This is the purpose of CP3, which acts as a redundant constraint. Finally CP5 is a useful
redundant shortest path constraint that maintains the minimum value of B associated with each line, which can provide
valuable pruning by strengthening CP1. CP6 breaks some symmetries by stating that the same partition can be used for
two consecutive identical elements in the same row. Imagine a solution with two different partitions for two consecutive
identical integers. A solution of potentially better cardinality and beam-on time can be obtained by using either of the two
partitions for the two integers. Such a change only results in adding/removing a 1 to the left or the right of the stretches of
consecutive ones of the rows concerned. This change cannot violate the C1 property as the elements are consecutive.
Filtering the ShortestPath constraint. The shortest path constraint has already been studied in constraint programming [27].
Here, the ShortestPath constraint is simple, since the graph is layered and contains only non-negative costs. The constraint
ShortestPath(G, {P1, . . . , Pn},U) states that variable U is greater than or equal to the length of the path in the partition
graph defined by the domains of {P1, . . . , Pn} and the cost information G. We refer to it as ShortestPath because it does not
enforce U to be equal to the length of the path but rather greater than or equal to it, and the support for the lower bound of
U is a shortest path. A layer j of the graph corresponds to variable Pj and the nodes of each layer to the domain values of Pj.
Our implementation of the constraint maintains, for every node α of a layer, the value of the current shortest path from the
source, Sα←, and to the sink, Sα→. These two integers are restorable upon backtracking.
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Fig. 5. Example of the three graph costs used in our CP model.
If a value is pruned from a layer we proceed with forward (resp. backward) phases to update the S← (resp. S→) values
maintaining the following simple equations:
Sα← = min
β∈D(Pj−1)
(Sβ← + c(β, α))
Sα→ = min
β∈D(Pj+1)
(Sβ→ + c(α, β)).
(7)
The constraint is partially incremental, so if none of the S← (resp. S→) values of the nodes on layer j have been updated, the
process stops and does not examine layer j + 1 (resp. j − 1). At each update of an S← or S→, we prune the corresponding
value if S←+ S→ is greater than the upper bound of U . The time complexity of the forward and backward step including the
pruning is O(e)where e is the number of edges in the graph. Ssink← (or Ssource→ ) is used to update the lower bound of U . As the
upper bound of U is not updated, there is no need to reach a fixed point and arc consistency is achieved in O(e).
The filtering process is very similar to that of the cost-regular constraint [18]; the difference arises at the modelling level
in the definition of the cost and the graph. The cost-regular is modelled by the cost of assigning a value to a variable whereas
the cost of an edge in our context depends on a pair of values.
This constraint could be decomposed by introducing the quantities S← and S→ as variables. Eqs. (7) are stated as min
constraints. In that case the range of the min cannot depend on the domain of the previous or next partition variable but
encompass all the nodes of the previous layer. A simple decomposition would be as follows:
∀j > 0, Sα← = min
β∈{1,...,|P(Ij−1)|}
(Sβ← + c(β, α))
∀j ≤ n, Sα→ = min
β∈{1,...,|P(Ij+1)|}
(Sβ→ + c(α, β))
Ssource← = 0, Ssink→ = 0∀j, α α ∉ D(Pj)⇒ Sα← = +∞ and Sα→ = +∞∀j, α Sα← + Sα→ > U ⇒ Pj ≠ α
U ≥ Ssink← .
(8)
The first four constraints ensure that Sα← and Sα→ maintain the values of the shortest paths (from the source and to the
sink) reaching a node α, whereas the last two are added to perform the pruning.
Example 6 (ShortestPath Using G1). Consider I = [3, 2, 3, 1] and U = 3. The graph underlying ShortestPath(G1, {P1,
. . . , P4},U) is shown in Fig. 6. The two restorable integers S← and S→ are given for each node in brackets. A node filled
in with grey has been pruned because the sum of its two shortest paths is greater than 3. Values {1, 1, 1}, {1, 1} are pruned
respectively from P1, P2 and values {1, 1, 1}, {3} are pruned from P3. 
Note that our CP model is exponential in space as the implementation of the ShortestPath constraint maintains
information for each integer partition of the elements of the matrix.
Search. The branching is based on two key elements:
1. The overall search proceeds in a step-up fashion similar to that of [46]. The branching strategy first assigns the K variable
in a bottom-up fashion (from its lower bound to its upper bound) and solves for each value of K theminimisation problem
for B. The enumeration of the domain of K will stop naturally as soon as the lower bound at the root node is greater
than the best known value found. In the context of a lexicographic objective function the value of K is increased until a
feasible solution is found (the first feasible solution found is an optimal one in this case). When solving the minimisation
problem in B, for a given K , the branching considers first the Nb variables and proceeds with ‘minimum domain first’
variable ordering and lexicographic value ordering (from the lower bound to the upper bound of each Nb).
2. As observed by [3,43], once the Nb variables are known, the problem is split into m independent subproblems (one per
row). Those problems are solved independently by branching on the P variables, again using minimum domain variable
ordering and lexicographic value ordering. The rows are examined in decreasing value of their beam-on time, like in [3].
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Fig. 6. The ShortestPath using cost G1 .
Notice than once the Nb variables are known, branching on P is still mandatory, since the shortest paths on G2(i, b) are
maintained independently for each b. At this stage we are facing a multi-resource constrained shortest path problem as we
have a limit Nb of each resource b as well as a limit K with the costs related to G1 and a limit B with the costs related to G3.
We investigated in [13] a propagator based on Lagrangian relaxation for the conjunction of constraints CP3, CP4, CP5 which
defines a resource constrained shortest path problem (RCSPP) for each line. We do not report the results in this paper as
they appeared to be dominated by the branch and price algorithm described in Section 8.
6.2. A shortest path linear programming model
A simple shortest path formulation in linear programming (LP) is unimodular, guaranteeing that the continuous
relaxation provides an integral solution. We investigated whether encoding the previous model based on shortest path
in LP could lead to a strong lower bound for the whole problem.
A linear model called SP(i) encoding the shortest path problem for each line i uses one variable per edge of the partition
graph. The variables yi,j,u,v indicate whether or not the edge between partition pu of layer j and partition pv of layer j+ 1 is
used in the solution of line i:
∀j ≤ n, u ≤ |P(Iij)|, v ≤ |P(Ii,j+1)| yi,j,u,v ∈ {0, 1}.
The consecutive ones property is enforced as a shortest path problem on each line with the costs related to G1,G2 and G3,
computed using (6). The three shortest path constraints introduced in the CP model can be encoded using a simple linear
model for the shortest path by stating the flow conservation at each node. SP(i) is defined by the following constraints:
SP(i) :
∀j ≤ n, u ≤ |P(Iij)|,
−
v≤|P(Ii,j−1)|
yi,j−1,v,u =
−
v≤|P(Ii,j+1)|
yi,j,u,v−
u≤|P(Ii1)|
yi,0,1,u = 1−
u≤|P(Iin)|
yi,n,u,1 = 1.
The overall model is written as follows:
minimise w1K + w2B−
b≤M
b× Nb = B−
b≤M
Nb = K
∀i ≤ m SP(i)
∀i ≤ m
−
j,u,v
c1(pu, pv)× yi,j,u,v ≤ K
∀i ≤ m, b ≤ M
−
j,u,v
c2(b, pu, pv)× yi,j,u,v ≤ Nb
∀i ≤ m
−
j,u,v
c3(pu, pv)× yi,j,u,v ≤ B
K ≥ 0, B ≥ 0, ∀b Nb ≥ 0.
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The first two equations relate the cardinality variable, K , and the beam-on time variable, B, to the occurrences variables
Nb. The path constraints, SP(i), are stated for each line, along with the costs of these paths which provide lower bounds on
the cardinality, the beam-on time and the number of coefficients of each type in the decomposition.
7. A column generation model
Numerous linear models have been designed for this problem (see e.g. [21]), but the shortest path approach opens the
door to a totally new approach to the problem. We now consider a formulation of the linear model in which instead of
representing the partition graph, aswas done previously, we explicitly encode the set of possible paths in the partition graph
of each line. We denote by ptki the kth path in the partition graph of line i. While the resulting formulation is very large, such
models are typical inmany settings, e.g. vehicle routing problems. The optimisation of thesemodels can be performed using
column generation [19]. This approach can also be seen as the Dantzig–Wolfe decomposition [16,28] of the path constraints
SP(i) for each line in the previous linear model. Such an approach was only investigated very recently in [13,23].
7.1. Column generation
We summarise briefly the main concepts of column generation and refer the reader to [19] for more details. The key
idea in column generation is that the Simplex method does not need to have access to all variables (columns) to find a
pivot point for moving toward an improving solution. In a nutshell, the Simplex method proceeds by iterating from one
basic solution to an other while improving the value of the objective function. In each iteration, the algorithm looks for a
non-basic variable to price out and enter the basis. This is the pricing problem. Typically, for a linear minimisation problem
written as min
∑
i cixi | ∀j
∑
i aijxi ≥ bj, xi ≥ 0 the pricing problem is to find the i (a variable or column) which minimises
ci−∑j πjaij whereπj is the dual variable associatedwith constraint j. The explicit enumeration of all i is too time-consuming
when the number of variables is exponential. The column generation algorithm therefore works with a restricted set of
variables (this defines the restricted master problem) and evaluates reduced costs by implicit enumeration, e.g. by solving
a combinatorial problem. We will now apply these concepts to our shortest path linear model.
7.2. Column generation applied to the linear shortest path model
A path is a sequence of partitions ⟨p0, . . . , pn+1⟩ characterised by three costs: the cardinality cost cki1 =
∑n
j=0 c1(pj, pj+1);
the beam-on time cost cki3 =
∑n
j=0 c3(pj, pj+1); and the beam-on time cost restricted to a given coefficient b, c
k
ib2 =∑n
j=0 c2(b, pj, pj+1). In practice, because the number of paths is exponential, the problem is represented as a restricted
master problem (RMP(Ω)) where a subsetΩ of the columns are present. RMP(Ω) can be formulated as follows:
RMP(Ω) : minimise w1K + w2B
C0
−
b≤M
Nb = K
C1
−
b≤M
b× Nb = B
C2 ∀i ≤ m,
−
k∈Ωi
ptki = 1
C3 ∀i ≤ m,
−
k∈Ωi
cki1 × ptki ≤ K
C4 ∀i ≤ m, ∀b ≤ M
−
k∈Ωi
ckib2 × ptki ≤ Nb
C5 ∀i ≤ m,
−
k∈Ωi
cki3 × ptki ≤ B
K ≥ 0, B ≥ 0, ∀b Nb ≥ 0
∀i, k ∈ Ωi ptki ∈ {0, 1}.
Thismaster problem optimises over a set of pathsΩi per line i. C2 is often called the convexity constraint in the literature.
The task of generating improving columns or paths is delegated to the subproblem. The subproblem is partitioned into
m problems for each line. The reduced cost of a path in a given line does not affect the computation of the reduced cost
on another line. This is a typical structure for Dantzig–Wolfe decomposition, and the constraints of the RMP involving
the Nb variables are the coupling or complicating constraints. This approach takes advantage again of the fact that the
problems for each line are independent once the Nb variables are known. An improving column for line i is a path of
negative reduced cost. As mentioned previously the reduced cost is defined as ci−∑j πjaij. This translates as follows in our
context. TheM different costs on each edge are modified by a multiplier corresponding to the dual variables of constraints
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C3, C4 and C5. We denote by δi, πi1, πib2, and πi3 the dual variables associated with constraints C2 to C5, respectively. We
will denote by PP(i) the pricing problem for each line i of the matrix. The reduced cost of a path variable is equal to
0 − (πi1 × (−cki1) +
∑
b≤M πib2 × (−ckib2) + πi3 × (−cki3)) so PP(i) is a shortest path problem where the cost of an edge
c(pu, pv) is computed as follows:
c(pu, pv) = πi1 × c1(pu, pv)+
−
b≤M
πib2 × c2(b, pu, pv)+ πi3 × c3(pu, pv).
The column generation procedure is summarised as Algorithm 1.
Algorithm 1: ColumnGeneration
Data: A matrix of positive integers
Result: A lower bound on the optimal decomposition.
1 Ω = ∅,DB = −∞,UB = +∞, ϵ = 10−6;
2 for i ≤ m do
3 add the path made of {1,. . . ,1} partitions for each integer of line i toΩ ;
4 set πi1 = πi3 = πib2 = −1 for all b, solve PP(i) and add the shortest path toΩ
5 repeat
6 add the paths inΩ to the restricted master problem, RMP ;
7 solve RMP, set UB to the corresponding optimal value and record the dual values (δi, πi1, πi3, πib2);
8 Ω = ∅;
9 for i ≤ m do
10 solve the pricing problem PP(i) and record its optimal value γi;
11 if γi − δi < −ϵ then
12 add the optimal path toΩ
13 DB = max(DB,Σi≤mγi);
until ⌈DB− ϵ⌉ = ⌈UB⌉ orΩ = ∅;
14 return ⌈UB− ϵ⌉
The main process. Lines 6–14 specify the main column generation process. First, the new columns are added to the RMP
which is solved to optimality; the RMP is a continuous linear problem. UB denotes the upper bound provided by the optimal
value of the RMP at each iteration. The pricing problem is then solved for each line using the dual values recorded (line 7).
Line 11 checks whether a path of negative reduced cost has been found; γi − δi is the reduced cost of the path solution of
PP(i). After this step, a lower bound of the original problem, the dual bound DB, is computed. The algorithm stops as soon
as no path of negative reduced cost can be found (condition Ω = ∅) or the lower and upper bounds have met (condition
⌈DB− ϵ⌉ = ⌈UB⌉).
Initialisation. The algorithm must start with an initial set of columns that contain a feasible solution to obtain valid dual
values and start the generation algorithm. Lines 1–4 define the initialisation step where two paths, the unit path and the
shortest path, are computed per line. The set of unit paths correspond together to a decomposition involving only unit
weights and constitute a feasible solution to the RMP.
The dual lower bound. The dual solution of the RMP, completed by γi for each line, forms a feasible solution of the dual
of the original problem and therefore provides a lower bound. This dual bound DB is computed in line 13 and we have
DB =∑i≤m δi+∑i≤m(γi−δi) =∑i≤m γi, i.e. the sum of the dual objective function and the best reduced cost (see [19,45]).
The dual bound provides a lower bound on the original problem and can be used for termination. Typically, we can stop as
soon as the optimal value is known to be in an interval of integers ]a, a+1], in which case one can immediately return a+1
as the integer lower bound on the original problem (condition ⌈DB− ϵ⌉ = ⌈UB⌉). This last condition is useful for avoiding a
convergence problem. It saves many calls to the subproblems that would be necessary to reach convergence. The use of an
ϵ is to avoid rounding issues arising from continuous values.
To illustrate the behaviour of the algorithm, we show in Fig. 7(a) the evolution of UB and DB at each iteration. The plot
was constructed by removing the stopping condition ⌈DB − ϵ⌉ = ⌈UB⌉; thus, almost 200 iterations were needed. Adding
the condition would stop the algorithm around iteration 152 as soon as the DB curve goes above 11, as shown in Fig. 7(b),
which is simply a zoom on iterations [150–170].
Solving the pricing problem. The pricing problem involves solving a shortest path in a graph whose size is exponential in the
maximum element, M , of the intensity matrix. More precisely, storing the partition graph explicitly, as one does in using
the linear model presented earlier, requires O(n · P2) space, where P is the, exponentially large, number of partitions of the
maximum element in the line.
A column generation approach turns out to be much more efficient than the LP for the same value M and, therefore,
scales better. However, space remains an issue if we solve the pricing problems by explicitly representing the complete
graph. To save memory as M increases, the column generation procedure can avoid representing the whole graph by only
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(a) Evolution of UB,DB.
(b) Zoom on Fig. 7(a).
Fig. 7. Evolution of UB and DB at each iteration during search (n = 12,m = 12 andM = 20).
storing the nodes, thus consuming only O(nP) space. In this case the cost on each edge has to be computed on demand as it
cannot be stored. Storing the nodes is the best we can do, i.e. requires the least amount of space, if we wish to use a dynamic
programming method to obtain the shortest path, since this needs to store the shortest path reaching every node.
The shortest path problem could ultimately be solved by a branch-and-bound procedure, thus avoiding any memory
explosion to the detriment of time complexity. In practice, the previous compromise with O(nP) space consumption is
perfectly acceptable as instances become very hard before the space once again becomes an issue. In our implementation
we use a combined approach whereby we store the edges when the two consecutive layers are small enough, and only
recompute the cost on the fly if it is not recorded.
The quality of the bound. The bound provided by the column generation model is no better than the one provided by the
compact linear model because the pricing problem solved is a shortest path and has the integrality property. The utility of
this formulation is that it scales better in memory.
7.3. Speeding up the column generation procedure
The column generation process is known to suffer from convergence problems referred to as heading-in, degeneracy and
tailing-off effects [19]. Heading-in can been seen in Fig. 7(a) as no relevant dual bound is known for the first 20 iterations.
Tailing-off is the long tail of the plot; the dual bound discussed earlier provides one way of reducing this effect. Degeneracy
refers to a situation whereby many iterations are spent on the same value of UB. Various improvements have been studied
for compensating for these drawbacks [37]. They aim at reducing the number of iterations and calls to the subproblemwhich
is often themost costly part of the algorithm. In our case, an increase in the value ofM impliesmore time-consuming pricing
problems, and the bottleneck lies entirely in this task in practice.
The first common improvement described in the literature is called warm start and involves providing meaningful
columns at the start, often obtained from good primal heuristics, in the hope of reducing the heading-in effect. A second
important factor is avoiding solving the subproblem optimally as the algorithm is perfectly sound as soon as one negative
reduced cost column has been found. Neither of these approaches were found to be successful in our context. Very good
heuristics exist for our problem, such as those presented in [22], but good initial integer solutions seem detrimental
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for solving the RMP to optimality as they can be very far from the structure of the optimal continuous relaxation; this
phenomenon is also reported in [44]. Greedy or approximated resolution of the subproblem can greatly reduce the time
spent at each iteration, but it did not pay off for the increase in the number of iterations. It also prevents us from using the
dual bound that requires the optimal γi.
We obtained some improvement with a simple stabilisation technique for reducing degeneracy [20,37]. We added
surplus variables, y, to each constraint, except for the convexity constraint, so constraints C3 to C5 read as−
k∈Ωi
cki1 × ptki − y3i ≤ K ;
−
k∈Ωi
ckib2 × ptki − y4ib ≤ Nb;
−
k∈Ωi
cki3 × ptki − y5i ≤ B.
We also added slack variables, z, to constraints C0 and C1 which now read as
∑
b≤M Nb − y0 + z0 = K and
∑
b≤M b× Nb −
y1 + z1 = B. The slack and surplus variables are constrained in a box: y ≤ ψ, z ≤ ψ and they are penalised in the objective
function by a coefficient ρ. The objective function then reads as
w1K + w2B+
−
a
ρya + ρz0 + ρz1.
This tries to avoid the dual solutions jumping from one extreme to another by restraining the dual variables in a box as long
as no relevant dual information is known. ρ and ψ are updated during the process and must end with ρ = ∞ or ψ = 0
to ensure a sound termination of the algorithm. We simply fix the value of ψ to a small constant (10% of the upper bound
given by the heuristic [22]) and we update ρ when the column generation algorithm stalls, using the predefined sequence
of values [0.01, 0.025, 0.05, 0.1, 0.25, 0.5, 1,∞]. The stabilised master problem remains here a linear problem, but more
complex stabilisation techniques, e.g. [7], could probably yield a bigger speed-up.
8. The hybrid approach
The columngenerationprocedure provides a valuable lower bound at the root nodewhich canoften be optimal in practice
and can save many unsatisfiability proofs for our CP approach, because the latter proceeds in a step-up manner, trying
successively the possible values of K ; see Section 6.1. To benefit from this bound during the search we will now briefly
describe a branch and price algorithm where the CG is called at each node of the CP search tree.
The branching is performed over the Nb variables first, followed by the partition variables, as we explained in Section 6.1.
Branching on Nb raises two main issues from the column generation perspective:
• The subproblem becomes a shortest path with resource constraints as explained in Section 5; one resource per b ≤ M is
limited by the current upper bound of the Nb variables of the CP model. This is due to constraint C4 of the RMP.• Finding a feasible set of columns for initialising the master problem becomes difficult due to the restrictions on Nb.
Interaction with CP. Solving the shortest path problem with multi-resource constraints is far too costly. Notice that the CP
model is relaxing the multi-resource shortest path into a set of independent shortest paths. The propagation obtained from
this relaxation removes partitions in the partition graph. We can therefore take advantage of this information in pruning
the graph used by the subproblem of the column generation and obtaining a shortest path in a restricted graph. So the
constraints due to the branching on Nb are enforced in the master problem and we solve a relaxation of the real subproblem
that we obtained from the CP propagation. The current bounds on the domains of the Nb (not only the Nb instantiated by
the branching) are also enforced in the master problem, RMP. Propagation allows us to strengthen both the master and the
subproblems of the column generation.
Initialisation. The initialisation issue can be easily solved by adding slack variables for constraints C0, C1, C3, C4, C5 of the RMP
and adding them in the objective function with a big enough coefficient to ensure that they will be set to 0 in an optimal
solution. Then one simply needs to find, independently, a path in the current filtered partition graph of each line to obtain
a feasible solution.
Column management. From one node of the search tree to another we simply keep the columns that are still feasible as
regards the domains of the Nb and Pij variables and remove all the others. In addition to these removals, if the number
of columns increases beyond a threshold (set to 10000 columns in practice), we delete half of the pool starting with the
oldest columns to prevent the linear solver from stalling due to the accumulation of too many variables. Our efforts to keep
interesting columns or store the columns extracted at a given node to restore them upon backtracking did not pay off.
Reduced cost propagation. The CG provides a lower bound on the objective function but also the set of optimal reduced costs
for the Nb variables. Propagation based on these reduced costs can be performed in the CP model following [26]. At a given
node, once the RMP has been solved optimally, we will denote by ub and lb the current bounds of the objective variable.
ub+1 corresponds to the value of the best solution found so far and lb is the optimal value of the RMP at the corresponding
node. Let us also denote by rcb the reduced cost of variable Nb at the optimal solution of RMP. rcb represents the increase
of the objective function for an increase of one unit of Nb. The upper bound of each Nb in the CP model can be adjusted to
lb(Nb)+

ub−lb
rcb

.
This branch and price approach relies on a rich exchange of information between the CG and the CP models. The lower
bound and reduced cost are sent from the CG to the CP part of the algorithm and domain reductions performed by CP are
sent to the CG algorithm to simplify both the master problem and the subproblems.
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9. Experimental results
The experiments, if not specified otherwise, ran as a single thread on a Dual Quad Core Xeon CPU, 2.66 GHz with 12 MB
of L2 cache per processor and 16 GB of RAM overall, running Linux 2.6.25 x64. A time limit of two hours is used for each run
and a memory limit of 3 GB. The benchmark1 is based on two sets of instances:
1. The first set was randomly generated and used initially by [10,3]; it comprised 17 categories of 20 instances ranging in
size from 12×12 to 40×40 with a maximum elements between 10 and 15, denoted asm–n–M in our results tables. We
added nine categories with matrices sizes reaching 80 × 80 and a maximum element of 25. This first set includes 520
instances in total.
2. The second set is made up of 25 clinical instances used in particular by [43].
Our evaluation is threefold:
1. Firstly we examine the quality and speed of the linear models; LP refers to the continuous relaxation of the linear model,
CG to the column generation algorithm and CG-STAB to its stabilised version. CPLEX (version 10.0.0) was used as a linear
solver.
2. Secondly, we turn our attention to the shortest path CP model (CPSP) and compare it to the Counter Model which is the
current state-of-the-art for CP approaches [10,3]. We use a lexicographic objective function to perform this comparison
(as the implementation of the Counter Model only deals with this specific case). An executable binary form [3] was
kindly provided by the authors, facilitating a direct and fair comparison. This specific experiment was run on a Mac OS X
10.4.11, 2.33 GHz Intel Core 2 Duo, 3 GB 667 MHz DDR2 SDRAM.
3. Finally, we evaluate the branch and price algorithm against the previous CP models with a lexicographic objective
function and also using themore general objective function to performadirect comparisonwith [43] on clinical instances.
Following [43]we setw1 = 7 andw2 = 1. The upper bound of the algorithm is initialised using the heuristic given in [22]
whose running time is always well below a second.
9.1. Evaluation of the LP model
Table 1 reports a synthesis of the results over all categories by giving the average gap (in percentage terms) from the
optimal value (computed only on instanceswhen the optimalwas proved by our best complete approach, namely the branch
and price algorithm), the average times of three algorithms LP/CG/CG-STAB as well as the number of iterations and paths
for CG and CG-STAB. The improvement in time over LP is also given (in the column headed ‘‘Gain’’). Notice that the gap is
reported only once as it is the same for the three approaches (see Section 7.2). The mean, median, min and max across all
categories are finally reported as well and only computed for LP on the instances that could be solved. The linear relaxation
leads to excellent lower bounds, which are often optimal for large instanceswith smallM . LP becomes quite slow asM grows
and could not solve the instances with M = 25 due to memory errors. CG improves the resolution time significantly and
offers better scalability in terms of memory. Its stabilised version clearly performs fewer iterations and proves to be roughly
twice as fast on average.
9.2. Evaluation of the CP model
Table 2 reports the number of instances solved in each category (the column headed ‘‘NS’’) within the time limit, along
with theminimum,median, average andmaximum time for each category. We performed a direct comparison between our
shortest path CPmodel (CPSP) and the current state-of-the-art CPmodel [10,3] which showed our approach to be the fastest
by more than two orders of magnitude, as well as the most scalable. It solves all 340 instances in this restricted benchmark
suite whereas the Counter Model can solve only 259 of them. Our CPSP approach clearly outperforms the Counter Model as
the size grows. It is implemented in Choco2 and Java, whereas the Counter Model is implemented inMercury3 and compiled
to C. Results in [31] use 15 × 15 intensity matrices with a maximum element of 10, requiring up to 10 h to solve using a
2 GHz workstation.
9.3. Evaluation of the branch and price model
The integer version of the LP model (ILP) is not able to compete with our exact algorithms and we do not present any
results. We report in Table 3 the number of instances solved (NS), the median, average and max time in seconds as well as
the average number of nodes for the shortest path CPmodel (CPSP) and two versions of the branch and pricemodel using the
Lex objective function. The first version referred to as branch and price light only solves the column generationmodel during
1 All the benchmarks are available from http://www.4c.ucc.ie/datasets/imrt.
2 http://choco.sourceforge.net.
3 http://nicta.com.au/research/projects/constraint_programming_platform.
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Table 1
Comparing quality and time for LP/CG/CG-STAB on the Lex objective function.
Inst Gap (%) LP time CG Stabilised CG
Time NbPath NbIter Gain Time NbPath NbIter Gain
12–12–10 0.45 0.81 0.12 262.75 65.95 6.50 0.12 198.95 38.85 6.72
12–12–11 1.25 1.32 0.15 291.95 69.05 9.02 0.14 219.55 40.60 9.34
12–12–12 0.42 2.91 0.24 336.60 76.90 12.07 0.21 230.90 42.10 13.75
12–12–13 0.42 4.55 0.41 377.85 84.25 11.16 0.32 254.75 45.85 14.39
12–12–14 0.42 8.32 0.72 474.45 112.00 11.50 0.50 285.40 47.85 16.72
12–12–15 3.30 17.35 1.35 528.75 106.60 12.88 0.87 330.95 52.65 19.88
12–12–20 1.19 313.80 20.77 838.65 162.35 15.11 9.11 438.45 57.60 34.46
12–12–25 5.00 7200.00 762.31 1259.65 214.00 9.44 368.90 642.10 81.35 19.52
15–15–10 0.38 1.40 0.22 317.65 72.15 6.45 0.18 237.55 39.25 7.97
15–15–12 1.07 5.34 0.72 435.30 91.20 7.45 0.47 295.25 41.70 11.40
15–15–15 1.02 40.81 3.85 663.60 121.30 10.61 2.29 413.70 50.30 17.83
18–18–10 0.00 2.62 0.28 384.85 87.20 9.35 0.24 293.90 41.80 10.84
18–18–12 0.31 8.35 1.06 604.80 124.25 7.92 0.74 399.10 56.45 11.33
18–18–15 0.00 62.67 5.94 845.80 148.40 10.55 3.29 491.30 55.90 19.08
20–20–10 0.00 2.81 0.40 452.40 99.10 7.05 0.33 349.80 50.80 8.51
20–20–12 0.57 10.38 1.26 636.50 122.35 8.25 0.89 430.25 53.05 11.63
20–20–15 0.28 72.72 7.21 943.30 156.10 10.08 4.14 570.60 61.30 17.57
20–20–20 0.25 1196.51 164.55 1850.50 297.60 7.27 83.20 960.60 103.00 14.38
30–30–10 0.21 9.25 0.85 656.75 119.55 10.87 0.75 506.95 48.75 12.32
30–30–15 0.20 200.56 18.13 1495.50 222.50 11.06 10.11 900.00 80.40 19.85
40–40–10 0.00 14.73 1.53 863.25 142.45 9.62 1.38 693.05 59.10 10.71
40–40–15 0.00 376.03 34.04 1958.10 257.70 11.05 19.50 1225.85 93.20 19.28
50–50–10 0.00 39.05 2.71 1133.10 195.05 14.39 2.55 927.70 85.30 15.30
60–60–10 0.00 56.96 3.81 1241.95 195.20 14.95 3.99 1062.95 88.65 14.27
70–70–10 0.00 92.54 6.18 1548.00 254.75 14.97 6.62 1303.35 104.60 13.99
80–80–10 0.00 185.14 8.43 1674.50 238.10 21.96 10.14 1404.80 103.90 18.27
Mean 0.64 109.08 40.28 849.10 147.54 10.83 20.42 579.53 62.47 14.97
Median 0.30 14.73 1.44 660.18 123.30 10.58 1.13 434.35 54.48 14.32
Min 0.00 0.81 0.12 262.75 65.95 6.45 0.12 198.95 38.85 6.72
Max 5.00 1196.51 762.31 1958.10 297.60 21.96 368.90 1404.80 104.60 34.46
Table 2
Comparing the shortest path model CPSP with the Counter Model.
Inst CPSP Counter Model
Time (s) Time (s)
NS Min Med Avg Max NS Min Med Avg Max
12–12–10 20 0.04 0.10 0.15 0.68 20 0.32 0.83 1.00 3.62
12–12–11 20 0.07 0.12 0.43 2.21 20 0.67 2.27 2.63 6.23
12–12–12 20 0.14 0.33 0.68 5.61 20 1.04 3.91 4.76 12.30
12–12–13 20 0.18 1.23 1.46 3.83 20 2.26 7.13 8.57 30.50
12–12–14 20 0.25 1.22 3.01 25.31 20 1.19 9.63 11.58 49.76
12–12–15 20 0.45 4.95 11.83 73.75 20 4.37 23.00 40.68 156.23
15–15–10 20 0.07 0.27 0.57 4.32 20 2.51 13.16 14.18 46.14
15–15–12 20 0.23 1.10 3.41 16.35 20 9.02 53.41 105.22 475.95
15–15–15 20 1.37 14.49 28.39 94.74 16 111.01 587.73 790.11 3409.69
18–18–10 20 0.19 0.40 0.99 6.48 20 26.22 135.03 183.91 851.34
18–18–12 20 0.28 3.17 6.09 19.79 18 121.84 1131.85 1371.88 4534.41
18–18–15 20 1.85 19.79 65.97 586.65 6 2553.80 3927.24 3830.12 4776.23
20–20–10 20 0.18 0.47 4.11 45.12 19 81.63 660.03 1190.01 3318.89
20–20–12 20 0.49 5.12 15.41 83.60 10 666.42 2533.41 3105.34 6139.53
20–20–15 20 2.81 66.13 192.72 725.90 0 – – – –
30–30–10 20 0.56 2.55 79.20 479.32 0 – – – –
40–40–10 20 0.93 6.89 495.90 3848.14 0 – – – –
the first branching phase on the Nb variables. The other version solves the column generation model at each node of the
search tree, including when the branching is made on the partition variables. The branch and price approach significantly
improves the CP model and is able to solve optimally the integrality of the benchmark whereas the CP model solves 455 out
of the 520 instances. The light version is oftenmuch faster but does not scale for the last two larger sets of instances (70×70
and 80 × 80 matrices). Both branch and price algorithms outperform the CP model on hard instances with a consequent
search space reduction. For example on instance 30–30–15, the light branch and price searches on average 2420 nodeswhile
the CP model has to explore almost 700000 nodes.
Finally, we evaluate the CP model and the light branch and price on 25 clinical instances with the general objective
function. Table 4 reports the resolution time in seconds, the number of nodes explored (‘‘Nodes’’) and the value of the
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Table 3
Comparing the CP and branch and price.
Inst CPSP Branch and price (light) Branch and price
Time (s) Nodes Time (s) Nodes Time (s) Nodes
NS Med Avg Avg NS Med Avg Max Avg NS Med Avg Max Avg
12–12–20 20 35.30 64.38 816 20 33.32 41.01 88.46 90 20 67.99 75.68 176.40 83
12–12–25 18 1460.39 2242.19 8,966 20 1353.34 1684.32 4826.52 157 20 2767.06 2748.22 5112.66 141
15–15–15 20 14.49 28.39 938 20 7.86 8.95 24.96 142 20 20.44 21.86 38.18 127
18–18–15 20 19.79 65.97 1,366 20 10.34 10.23 16.12 202 20 34.03 33.64 45.31 167
20–20–15 20 66.13 192.72 4,436 20 14.76 15.61 27.25 283 20 47.82 52.74 115.09 218
20–20–20 18 1379.72 1876.12 7,628 20 235.42 230.21 387.14 325 20 823.16 855.54 1433.07 221
30–30–15 14 115.83 698.37 691,318 20 38.13 42.85 108.88 2,420 20 322.95 335.43 683.56 492
40–40–10 20 6.89 495.90 130,309 20 5.10 6.04 18.44 5,932 20 97.56 95.28 128.47 753
40–40–15 10 512.88 1555.49 488,133 20 85.49 97.53 224.71 23,755 20 1101.48 1172.91 2354.53 818
50–50–10 15 82.04 888.52 4,022,156 20 14.80 27.12 178.79 48,216 20 280.11 265.71 393.71 1194
60–60–10 11 1100.92 1967.51 8,020,209 20 67.06 252.60 3337.60 638,157 20 471.39 492.44 705.08 1724
70–70–10 7 2374.97 2503.82 11,102,664 17 686.33 1443.46 7118.74 5,778,692 20 1153.71 1147.24 2243.58 2408
80–80–10 2 464.57 464.57 14,274,026 8 812.35 1983.79 6671.28 11,546,885 20 1854.04 2069.52 3830.13 3059
Table 4
Comparing the shortest path CP model and the branch and price algorithm against [43].
Inst Caner et al. CPSP Branch and price light
m n M Time Time Nodes Obj Time Nodes Obj
c1b1 15 14 20 1.10 8.85 1144 111 5.26 144 111
c1b2 11 15 20 0.80 0.38 222 104 1.36 77 104
c1b3 15 15 20 11.40 5.90 534 108 3.06 70 108
c1b4 15 15 20 37.00 7.87 389 110 7.10 77 110
c1b5 11 15 20 4.30 0.23 46 104 1.11 37 104
c2b1 18 20 20 26.50 29.68 3304 132 11.08 665 132
c2b2 17 19 20 20.10 75.30 3822 132 9.31 255 132
c2b3 18 18 20 14.70 1.86 116 140 6.69 101 140
c2b4 18 18 20 87.30 559.16 42,177 149 64.23 373 149
c2b5 17 18 20 395.60 16.74 911 132 23.39 402 132
c3b1 22 17 20 310.00 21.00 888 132 25.16 322 132
c3b2 15 19 20 4,759.80 48.30 1527 144 25.82 178 144
c3b3 20 17 20 10,373.90 570.25 12,353 140 617.23 1228 140
c3b4 19 17 20 524.90 2.18 136 127 13.18 96 127
c3b5 15 19 20 3.30 1.05 0 125 3.24 0 125
c4b1 19 22 20 34.90 0.47 367 152 1.43 356 152
c4b2 13 24 20 20,901.00 42.87 1183 181 50.83 391 181
c4b3 18 23 20 44.70 17.35 4059 139 4.99 131 139
c4b4 17 23 20 164.30 13.57 1069 142 13.85 285 142
c4b5 12 24 20 14,511.40 2003.76 75,284 192 533.36 1455 192
c5b1 15 16 20 0.50 0.10 83 96 0.33 60 96
c5b2 13 17 20 14.30 13.33 4420 125 18.82 248 125
c5b3 14 16 20 3.10 0.56 106 104 2.43 52 104
c5b4 14 16 20 2.20 168.18 19,747 124 37.95 636 124
c5b5 12 17 20 51.90 1.77 547 130 2.27 49 130
Mean 2,091.96 144.43 6977.36 131.00 59.34 307.52 131.00
Median 34.90 13.33 911.00 132.00 9.31 178.00 132.00
Min 0.50 0.10 0.00 96.00 0.33 0.00 96.00
Max 20,901.00 2003.76 75,284.00 192.00 617.23 1455.00 192.00
objective function (‘‘Obj’’) for our two approaches. The times reported in [43] are quoted in the table and were obtained on
a Pentium 4, 3 GHz.4 Many feasible matrix decompositions exist for a given set of optimal partitions. Such decompositions
are not clinically equivalent due to another structural property that we do not address in this paper (namely the tongue and
groove effect) and the times given by [43] include a post-processing step for choosing a good decomposition from a clinical
point of view. This post-processing consists in obtaining a shortest path and the time needed can account for most of the
solving time on very easy instances but is negligible on hard instances.
Notice that the matrix can be rotated (because the beam head can rotate) and the column-convex decomposition might
be better than the row-convex one. This leads to 25 new instances which however turn out to be relatively easy for both
algorithms and do not offer much interest for comparing the algorithms. We therefore compare the results reported in [43]
4 There was a slight error in two of the optimal values reported in [43] (for c3b4 and c4b5).
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for the row-convex case which exhibits very difficult problems. Finally, no results are reported by [43] on matrices bigger
than 20 by 20.
The CP model alone already yields significant improvements over the algorithm of [43]. The branch and price algorithm
shows even more robustness by decreasing the average, median and maximum resolution times.
10. Conclusion
We have provided new approaches to solving the multileaf collimator sequencing problem. Although the complexity of
the resulting algorithms depends on the number of integer partitions of themaximum intensity, which is exponential, it can
be used to design very efficient approaches in practice. We proposed new CP and column generation models encoding each
line as a set of shortest path problems and obtained improvements by orders of magnitude compared to the best known
method for this problem. The linear model is a very tight formulation giving excellent lower bounds for the cardinality. The
hybrid approach combining CP and the column generation outperforms the CP model alone.
The resulting approaches strongly rely on the fact that the maximum radiation intensity is often small compared to the
size of the matrix. It is, therefore, interesting to determine the complexity of the algorithm from the maximum intensity.
The authors of [3] explain that in the instances available to them, the maximum intensity does not exceed 20 whereas the
collimators can reach 40 rows. Therefore, this limitation might not be critical in practice.
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