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TRUNCATED NONSMOOTH NEWTON MULTIGRID FOR
PHASE-FIELD BRITTLE-FRACTURE PROBLEMS
CARSTEN GRA¨SER, DANIEL KIENLE, AND OLIVER SANDER
Abstract. We propose the Truncated Nonsmooth Newton Multigrid Method
(TNNMG) as a solver for the spatial problems of the small-strain brittle-
fracture phase-field equations. TNNMG is a nonsmooth multigrid method
that can solve biconvex, block-separably nonsmooth minimization problems
in roughly the time of solving one linear system of equations. It exploits the
variational structure inherent in the problem, and handles the pointwise irre-
versibility constraint on the damage variable directly, without penalization or
the introduction of a local history field. Memory consumption is significantly
lower compared to approaches based on direct solvers. In the paper we intro-
duce the method and show how it can be applied to several established models
of phase-field brittle fracture. We then prove convergence of the solver to a
solution of the nonsmooth Euler–Lagrange equations of the spatial problem
for any load and initial iterate.
Keywords: phase field, brittle fracture, asymmetric split, nonsmooth multigrid,
global convergence
1. Introduction
The equations of phase-field models of brittle fracture present a number of chal-
lenges to the designers of numerical solution algorithms [1]. Even in the small-strain
case the equations are nonlinear, due to the multiplicative coupling of the mechani-
cal stresses to the degradation function. At the same time the non-healing property
introduces an inequality constraint. Finally, eigenvalue-based splittings of the en-
ergy density as in [21] make the equations nondifferentiable.
In this paper we focus on the spatial problems of small-strain brittle-fracture
phase-field models obtained by a suitable time-discretization. The standard ap-
proach to solving these spatial problems is based on operator splitting. Algorithms
based on this approach, also known as staggered schemes, alternate between solv-
ing a displacement problem with fixed damage and a damage problem with fixed
displacement. Both subproblems are elliptic and well-understood, and such meth-
ods are therefore straightforward to implement. The method can be interpreted as
a nonlinear Gauß–Seidel method [8], which provides a natural framework for con-
vergence proofs. Applications of the operator splitting scheme and its extensions
appear, e.g., in [4, 6, 20].
In contrast, other works propose monolithic solution schemes based on Newton’s
method [8, 9, 31, 32]. For the unmodified Newton method only local convergence
can be shown, and failure to converge for large load steps is readily observed in
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practice [34]. Therefore, various authors have proposed extensions or modifications
of the Newton idea to stabilize the method. In [9] a line search strategy is applied
to enlarge the domain of convergence of Newton’s method. Wu et al. [34] propose
to use the BFGS quasi-Newton algorithm, claiming that it is more stable than
Newton’s method and more efficient than operator splitting. Heister et al. [16]
proposed a modified Newton scheme which was later improved by Wick [32] with
an adaptive transition from Newton’s method to the modified Newton scheme.
Finally, in [19, 27], the authors suggest an arc-length method based on the fracture
surface, and an adaptive time stepping scheme to enhance the robustness.
In summary, while monolithic Newton-type methods are reported to be faster
than operator-splitting algorithms, the latter ones are more robust [1, 34].
Various approaches are used by these methods to deal with the damage irre-
versibility. A natural approach is to regularize the constraint, as investigated in
[21, 30]. This leads to an additional parameter, and to ill-conditioned tangent ma-
trices [10]. A second approach considers the thermodynamic driving force of the
fracture phase-field as a global unknown yielding a three-field formulation which
results in a saddle-point principle [21]. In a third formulation one considers the
Karush–Kuhn–Tucker conditions and shifts the thermodynamic driving force of the
fracture phase-field into a local history field representing the maximum over time of
the elastic energy [20]. The nondifferentiable maximum function is then discretized
explicitly in an otherwise implicit time discretization (Section 4.3). Unfortunately,
this approach spoils the variational structure of the spatial problems.
Augmented Lagrangian solvers as in [30] introduce extra variables. Closest
in spirit to the present manuscript is the use of bound-constrained optimization
solvers, used, e.g., in [2, 8, 33]. None of these approaches are fully satisfactory.
The effect of the nondifferentiable terms caused by anisotropic splits of the me-
chanical energy density as in [21] is rarely discussed in the literature. Hybrid
formulations like the one proposed in [1] try to overcome the additional computa-
tional cost of these anisotropic models, again at the cost of sacrificing the variation
structure.
All these approaches are slow in the sense that they have to solve global partial
differential equations at each Newton or operator-splitting iteration. When these
methods use direct sparse solvers for the linear tangent problems, memory consump-
tion can become problematic, too. At the same time, the problem of small-strain
phase-field brittle-fracture has a lot of elegant variational structure; in particu-
lar, it fits directly into the rate-independent framework of Mielke and Roub´ıcˇek
[22]. As a consequence, implicit time discretization leads to a sequence of coer-
cive minimization problems for the deformation and damage fields together. These
problems are not convex, but they are biconvex, i.e., convex (even strongly convex)
in each variable separately. Pointwise inequality restrictions d˙ ≥ 0 to handle the
irreversibility of the fracture process as proposed in [21] reduce the smoothness of
the objective functional, but do not otherwise influence its convexity or coercivity
properties. The same holds for anisotropic energy splits based on linear quantities
or the eigenvalues of the mechanical strain.
In recent years, nonsmooth multigrid methods have shown to be able to solve
nonsmooth problems from mechanics efficiently without the need for solving global
problems [14, 15, 26]. This makes them vastly more efficient than operator-splitting
or Newton-based methods. As there are no sparse matrix factorizations, memory
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consumption remains low. In addition, these methods can be shown to converge
globally, i.e., from any initial iterate and for any load step. This works by exploiting
the above-mentioned variational structure, together with certain separability prop-
erties. As one such method, TNNMG can treat the pointwise constraints of the
increment problems directly, i.e., without artificial penalization or simplifications
by specific time discretizations. The idea is that TNNMG only needs to handle
these constraints in a series of low-dimensional subproblems, each of which is easy
to solve by itself. As a consequence, solving the problems with constraints is not
appreciably slower than solving the corresponding unconstrained problem.
In this paper we show how the TNNMG method can be used to solve small-strain
brittle fracture problems. This involves in particular verifying that the increment
functionals have the required convexity and smoothness properties. We show this
for a range of different degradation functions and local crack surface densities (in-
cluding both, the standard Ambrosio–Tortorelli-2 functional and the more involved
Ambrosio–Tortorelli-1 functional). We also show the results for isotropic elastic en-
ergies and for energies with a spectral split, using the theory of spectral functions.
This paper is organized as follows: Chapter 2 discusses a framework of small-
strain phase-field models for brittle fracture, and shows the range of applicability
of the TNNMG solver. Chapter 3 introduces the natural fully implicit time dis-
cretization, and proves existence of solutions for the spatial problems. In both
chapters we pay particular attention to the mathematical properties of the energy
functionals. In Chapter 4, finally, we introduce the TNNMG method. We explain
its construction, discuss various algorithmic options, and prove that it converges
globally to stationary points of the increment energy functional.
2. Phase-field models of brittle fracture
This chapter presents a range of phase-field models for brittle fracture, and
discusses its smoothness and convexity properties.
Consider a deformable m-dimensional object represented by a domain Ω ∈ Rm.
The deformation of such an object is characterized by a displacement field u :
Ω → Rm. The object is supposed to exhibit small-strain deformations and elas-
tic material behavior only, and we therefore introduce the linearized strain tensor
ε(u) := 12 (∇u +∇uT ). Following [21], we model the fracturing by a scalar dam-
age field d : Ω → [0, 1], where d = 0 signifies intact material, and d = 1 a fully
broken one. Dirichlet boundary conditions can be posed both for the displace-
ment and for the damage field. For this we select two not necessarily equal subsets
ΓD,u,ΓD,d ⊂ ∂Ω of the domain boundary, and require
u = u0 on ΓD,u, d = d0 on ΓD,d,
where u0 and d0 are two given functions.
Displacement and damage field evolve together, governed by a system of coupled
nonsmooth partial differential equations. Disregarding inertia effects, we obtain a
rate-independent system in the sense of Mielke and Roub´ıcˇek [22]. Such a system
can be written using the Biot equation
(1) ∂d˙R(d, d˙) +D(u,d)E(t,u, d) 3 0,
where D(u,d)E(t,u, d) means the Gaˆteaux derivative with respect to the second and
third arguments of E , and ∂vR(d, v) is the convex subdifferential with respect to
the second argument of the dissipation potential R.
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In this equation, E is a potential energy, which we assume to be of the form
E(t,u, d) =
∫
Ω
ψ(ε(u), d) dV +
∫
Ω
gcγ(d,∇d) dV + Pext(t,u) +
∫
Ω
I[0,1](d) dV.
(2)
The term ψ is a degraded elastic energy density, and will be discussed in detail
in Section 2.1. The term γ models the local crack surface density, and will be
discussed in Section 2.2. The number gc is Griffith’s critical energy release rate,
a material parameter. Pext represents time-dependent volume and surface forces,
which drive the evolution. We assume that Pext is linear and H
1(Ω)-continuous in
u, and differentiable in t with bounded time derivative.
The last term of (2) implements the restriction that the damage field can only
assume values between 0 and 1. For a set K ⊂ R we define the indicator functional
IK : R→ R ∪ {∞}, IK(x) :=
{
0 if x ∈ K,
∞ otherwise.
For a closed, convex, nonempty set K, the functional IK is convex, lower semi-
continuous, and proper. Adding the constraint d ∈ [0, 1] explicitly is not always
necessary, as some fracture models lead to evolutions that satisfy the constraints
implicitly. However, as pointwise bounds come with practically no cost when using
the TNNMG solver, we do include them to extend our range of models.
To make the potential energy E well defined, we will in general consider it on the
first-order Sobolev space H1(Ω,Rm × R). Incorporating the boundary conditions
leads to the affine subspace
H1u0 ×H1d0 :=
{
v ∈ H1(Ω,Rm) ∣∣v|ΓD,u = u0}× {v ∈ H1(Ω) ∣∣ v|ΓD,d = d0}.
The second term of the Biot equation (1) is ∂d˙R(d, d˙), where R is the dissipation
potential
R(d, d˙) =
∫
Ω
I[0,∞)(d˙) dV.(3)
It implements the pointwise non-healing condition d˙ as proposed by [21]. Note that
R(d, ·) : H1(Ω) → [0,∞] is convex and lower semicontinuous, and R(d, 0) = 0.
The fact that R is positively 1-homogeneous implies the rate-independence of the
system.
Remark 2.1. In the engineering literature, the same problem is frequently formu-
lated as
∂(u˙,d˙)Π(u˙, d˙;u, d) 3 0,
with the rate potential
Π(u˙, d˙;u, d) :=
d
dt
E(t,u, d) +R(d, d˙)
=
d
dt
∫
Ω
ψ(ε(u), d) dV +
∫
Ω
gc
d
dt
γ(d,∇d) dV + Pext(t, u˙)
+
∫
Ω
I[0,1](d) dV +
∫
Ω
I[0,∞)(d˙) dV.
(4)
This formulation is equivalent to the Biot equation (1) if the problem is sufficiently
smooth.
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We now in turn discuss the potential energy and the dissipation potential.
2.1. Degraded elastic energy density. We consider models that behave linearly
elastic and isotropic if the material is in an undamaged state. That is, for the
undamaged stored energy density we use the St. Venant–Kirchhoff material law,
whose energy density is given by
ψ0(ε) =
λ
2
tr[ε]2 + µ tr[ε2],
with Lame´ parameters µ > 0 and λ > − 23µ.
The undamaged energy density is split additively into a part ψ+0 that produces
damage and another part ψ−0 that does not. The damage-producing part is then
scaled by a so-called degradation function
g : [0, 1]→ [0, 1],
and the energy density ψ : Sm × [0, 1]→ R takes the form
(5) ψ(ε, d) = [g(d) + k]ψ+0 (ε) + ψ
−
0 (ε),
where Sm ⊂ Rm×m is the space of symmetric m×m matrices. The residual stiffness
k > 0 guarantees a well-posed problem in case of fracture.
Various different degradation functions have appeared in the literature [17, 28].
While the details vary, there appears to be agreement on the following properties:
Assumption 2.1. The degradation function g : [0, 1] → [0, 1] is differentiable,
monotone decreasing, and fulfills g(0) = 1 and g(1) = 0.
Note that several authors require g′(1) = 0 in order to ensure that the evolution
does not lead to values of d larger than 1. We do not need this assumption here,
because the pointwise constraint d ≤ 1 is enforced explicitly by the energy term (2).
The following specific degradation functions all fulfill Assumption 2.1:
ga(d) = (1− d)2 (from [5])
gb(d) = (1− d)2 · (2d+ 1) (from [17])
gc(d) = (1− d)3 · (3d+ 1) (from [17])
gd(d) =
exp(bd)− (b(d− 1) + 1) exp(b)
(b− 1) exp(b) + 1 , b > 0 (from [28]).
Note that the functions ga and gd are strictly convex, but gb and gc are not even
convex. For the rest of the paper we will restrict our considerations to convex twice
continuously differentiable degradation functions g.
Various splittings of ψ0 have been proposed in the literature. We cover four
common strain-based splittings taking the form (5).1 All those splitting have the
property that ψ0 = ψ
+
0 +ψ
−
0 , and we will show that all have the following essential
properties:
(P1) ψ(ε, ·) ∈ C2 for all ε ∈ Sm and ψ(·, d) ∈ LC1 for all d ∈ [0, 1], i.e., ψ(·, d)
is differentiable with locally Lipschitz continuous derivative.
(P2) The gradient ∇ψ(·, d) is semismooth for all d ∈ [0, 1].
1The stress-based splitting of Steinke and Kaliske [28] is left for future work.
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(P3) The gradient ∇ψ(·, d) is globally Lipschitz continuous uniformly in d, i.e.,
there exists L ≥ 0 independent of d such that for all matrices A,B ∈ Sm
we have
|∇ψ(A, d)−∇ψ(B, d)| ≤ L|A−B|F .
(P4) ψ(·, d) : Sm → R is strongly convex uniformly in d, i.e., there exists η > 0
independent of d such that for all matrices A,B ∈ Sm we have
ψ
(
tA+ (1− t)B, d) ≤ tψ(A, d) + (1− t)ψ(B, d)− 1
2
ηt(1− t)|A−B|2F .
(P5) ψ(·, d) is coercive uniformly in d in the sense that there exists C > 0
independent of d such that ψ(ε, d) ≥ C|ε|2F .
We remind that the gradient ∇ψ(·, d) is called semismooth if the limit
lim
G∈∂(∇ψ(·,d))(A+tV )
V˜→V,t↘0
GV˜
exists for any point A ∈ Sm and any direction V ∈ Sm. The set ∂(∇ψ(·, d))(A) de-
notes Clarke’s generalized Jacobian of the locally Lipschitz continuous map∇ψ(·, d) :
Sm → Sm at A ∈ Sm (cf. [25]). Notice that the strong convexity (P4) implies strong
monotonicity of ∇ψ, i.e.,
〈∇ψ(A)−∇ψ(B), A−B〉 ≥ η|A−B|2F .
For the splittings considered in the following we will only prove (P1) and (P2)
directly, and show that the simplified assumptions of the following lemma hold true.
This then implies (P3), (P4), and (P5).
Lemma 1. Let ψ+0 and ψ
−
0 be convex, non-negative, and Lipschitz continuous. Then
ψ satisfies (P3), (P4), and (P5).
Proof. Let L+ and L− be the Lipschitz constants of ∇ψ+0 and ∇ψ−0 , respectively.
Then ∇ψ(·, d) is Lipschitz continuous with uniform Lipschitz constant (1 + k)L+ +
L−, because g(d) + k ≤ 1 + k.
To show strong convexity, we first note that ψ0 is strongly convex on Sm with a
modulus η > 0 independent of d. Now consider the function
ε 7→ ψ(ε, d)− Cψ0(ε) = (g(d) + k − C)ψ+0 (ε) + (1− C)ψ−0 (ε)
for 0 < C = min{k, 1} ≤ g(d) + k. Since this is a weighted sum of two convex
functions ψ+0 and ψ
−
0 with non-negative weights g(d) + k − C ≥ 0 and 1 − C ≥
0, it is itself convex. Thus, as a sum of this convex function and the strongly
convex functions Cψ0, the function ψ(·, d) is itself strongly convex and inherits the
convexity modulus Cη of Cψ0. Finally, we note that with the same C and η we
have
ψ(ε, d) ≥ Cψ0(ε) ≥ C η
2
|ε|2F . 
Despite those strong properties of ψ(·, d) we note that ψ(ε, d) is not even convex
in d and ε together for any of the splittings considered below.
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2.1.1. Isotropic splitting. In this model, any strain will lead to damage. The split-
ting is therefore
(6) ψ+0 (ε) = ψ0(ε), ψ
−
0 (ε) = 0.
Without proof, we note the following simple properties of the energy density ψ
defined by (5) and this splitting:
Lemma 2. The energy density ψ defined in (5) with the isotropic splitting (6) has
the properties (P1)–(P5). Furthermore ψ(·, d) has the stronger property that it is
in C∞ and quadratic for all d ∈ [0, 1].
2.1.2. Volumetric decompositions. The isotropic model is unphysical, because it
produces fracturing for all kinds of strain. In [18], Lancioni and Royer-Carfagni
obtained better results by letting only the deviatoric strain contribute to the degra-
dation. They introduced the split
ψ+0 (ε) = ψ0(dev ε), ψ
−
0 (ε) = ψ0(vol ε),
with the deviatoric–volumetric strain splitting
vol ε :=
tr ε
m
I, dev ε := ε− vol ε.
With these definition, the energies are
(7) ψ+0 (ε) =
( µ
m
+
λ
2
)
(tr ε)2, ψ−0 (ε) = µ
(
ε2 − 1
m
(tr ε)2
)
= µdev ε : dev ε.
Lemma 3. The energy density ψ defined in (5) with the isotropic volumetric split-
ting (7) has the properties (P1)–(P5). Furthermore ψ(·, d) has the stronger property
that it is in C∞ and quadratic for all d ∈ [0, 1].
Proof. C∞-smoothness and thus (P1) and (P2) are straightforward. The fact that
ψ+0 and ψ
−
0 are quadratic, convex, and non-negative allows to derive (P3), (P4),
and (P5) from Lemma 1 and implies that ψ(·, d) is also quadratic. 
The decomposition of Lancioni and Royer-Carfagni is still isotropic. Amor et al.
[2] proposed to only degrade the expansive part of the volumetric strain. Using the
ramp functions
〈x〉+ := max{0, x}, 〈x〉− := min{0, x}
that provide the decompositions x = 〈x〉+ + 〈x〉− and x2 = 〈x〉2+ + 〈x〉2−, they
proposed the energy split
(8) ψ+0 (ε) =
( µ
m
+
λ
2
)
〈tr ε〉2+, ψ−0 (ε) =
( µ
m
+
λ
2
)
〈tr ε〉2− + µdev ε : dev ε,
where only the tensile volumetric strain contributes to damage.
Lemma 4. The energy density ψ defined in (5) with the anisotropic volumetric
splitting (8) has the properties (P1)–(P5). Furthermore ψ(·, d) is not C2, unless
g(d) + k = 1.
Proof. We first note that the squared ramp functions 〈·〉2± are convex, LC1 with
derivatives having a global Lipschitz constant 2, and piecewise C2 (in the sense of
[29, Definition 2.19]). Hence the functions ψ±0 are also LC
1 with globally Lipschitz
gradients and piecewise C2, which shows (P1) and (using Lemma 1) (P3). Being
piecewise C2 implies semismoothness (P2) of∇ψ(·, d) [29, Proposition 2.26]. Noting
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that µ/m+ λ/2 > 0, convexity of the squared ramp functions furthermore implies
that the functions ψ±0 are also convex and non-negative, which by Lemma 1 provides
(P4) and (P5).
For g(d) + k = 1 the functional ψ(·, d) is quadratic and thus C2. In the case
g(d) + k 6= 1, if ψ(·, d) would be C2, then the function t 7→ ψ(tI, d) would also
be C2. However, this function takes the form
ψ(tI, d) =
( µ
m
+
λ
2
)
m2t2
{
g(d) + k if t ≥ 0,
1 if t < 0
and is thus piecewise quadratic but not C2 in t = 0. 
2.1.3. Spectral decomposition. A more elaborate nonlinear splitting separating the
tensile and compressive parts of the elastic energy was introduced in [21]. To
define this splitting it is convenient to introduce the ordered eigenvalue function
Eig : Sm → Rm on the space Sm of symmetric m × m matrices, mapping any
symmetric matrix M to the vector Eig(M) ∈ Rm containing its eigenvalues in
ascending order. Using the ramp functions the tensile and compressive energies ψ+0
and ψ−0 are then defined as
(9) ψ±0 (ε) :=
λ
2
〈 m∑
i=1
Eig(ε)i
〉2
±
+ µ
[ m∑
i=1
〈Eig(ε)i〉2±
]
.
Note that this indeed defines a splitting ψ0 = ψ
+
0 + ψ
−
0 . For this splitting we will
make the additional assumption that λ ≥ 0.
To quantify the properties of ψ(ε, d) with respect to the strain tensor ε we use
the theory of spectral functions. To this end we note that we can write ψ±0 as
ψ±0 = ψ̂
±
0 ◦ Eig : Sm → R
with
(10) ψ̂±0 (λ) :=
λ
2
〈
m∑
i=1
λi〉2± + µ
m∑
i=1
〈λi〉2±.
The functions ψ̂±0 are symmetric in the sense that ψ̂
±
0 (λ) does not depend on the
order of the entries of λ ∈ Rm. Having this form we can infer properties of the
functions ψ±0 = ψ̂
±
0 ◦ Eig from properties of the symmetric functions ψ̂±0 .
Lemma 5. Let λ ≥ 0. Then the energy density ψ defined in (5) with the spectral
splitting (9) has the properties (P1)–(P5). Furthermore ψ(·, d) is not C2, unless
g(d) + k = 1.
Proof. We will first show (P1)–(P5). An essential ingredient is that the squared
ramp functions 〈·〉2± are non-negative, piecewise quadratic, and convex.
(P1) The squared ramp functions 〈·〉2± and thus ψ̂±0 are LC1. Now [24, Proposi-
tion 4.3] shows that the spectral functions ψ±0 = ψ̂
±
0 ◦Eig are also LC1. Hence the
same applies to ψ(·, d).
(P2) The squared ramp functions 〈·〉2± are piecewise C2 functions. Hence the
gradients ∇ψ̂±0 are piecewise C1 functions (in the sense of [29, Definition 2.19])
and thus semismooth [29, Proposition 2.26]. Now [24, Proposition 4.5] provides
semismoothness of ∇ψ±0 and thus of ∇ψ(·, d).
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(P3) Since the functions ψ̂
±
0 are piecewise quadratic and LC
1 the gradients ∇ψ̂±0
are globally Lipschitz continuous. Now Corollary 43 of [3] provides global Lipschitz
continuity of the gradients ∇ψ±0 of the spectral functions ψ±0 in the more general
context of Euclidean Jordan algebras (which includes the special case of symmetric
matrices). In fact, the Lipschitz constant of ∇ψ̂±0 equals the one for ∇ψ±0 if Sm is
equipped with the Frobenius norm. Using Lemma 1 this implies uniform Lipschitz
continuity of ψ(·, d).
(P4),(P5) Since the functions ψ̂
±
0 are weighted sums of convex, non-negative
squared ramp functions with nonnegative weights, they are convex and non-negative
themselves. Convexity of the functions ψ±0 then follows from [3, Theorem 41] while
non-negativity of those functions is trivial. Now Lemma 1 provides (P4) and (P5).
To characterize second order differentiability of ψ(·, d) we first consider g(d)+k =
1. Then ψ(·, d) coincides with the quadratic function ψ0 = ψ+0 +ψ−0 and is thus C2.
In the case g(d) + k 6= 1, if ψ(·, d) would be C2, then the function t 7→ ψ(tE, d)
for the fixed matrix E with Eij = δ1iδ1j would also be C
2. However, this function
takes the form
ψ(tE, d) =
(λ
2
+ 1
)
t2
{
g(d) + k if t ≥ 0,
1 if t < 0,
and is thus piecewise quadratic but not C2 in t = 0. 
Remark 2.2. One can show that Sm decomposes into finitely many disjoint subsets
Ai such that ψ(·, d) is twice continuously differentiable in the interior in each of
these sets. A matrix ε ∈ Sm is in the intersection of several Ai if it either has
an eigenvalue Eig(ε)i = 0 or if tr ε = 0. While ∇ψ(·, d) is not differentiable at
those points, there are still generalized second-order derivatives. For example, the
generalized Jacobian in the sense of Clarke contains the derivatives of ∇ψ(·, d)
with respect to all the adjacent sets Ai. Semismoothness essentially means that
such generalized derivatives provide an approximation that can be exploited in a
generalized Newton method.
Remark 2.3. The additional assumption λ ≥ 0 is essential for convexity of ψ(·, d).
To see this we consider for m = 2 the line segment{
D(t) = diag(−1, t) ∣∣ t ∈ (0, 1)} ⊂ S2.
Then, along this line segment, ψ(·, 1) is quadratic and takes the form
ψ(D(t), 1) = kµt2 +
λ
2
(t− 1)2 + µ =
(
kµ+
λ
2
)
t2 − λt+ λ
2
+ µ
which is strictly concave for λ < 0 and sufficiently small k  1.
2.2. Crack surface density. The crack surface density function per unit volume
of the solid is typically of the form [23]
γ(d,∇d) := cγ
(
w(d) +
w(1)
cl
l2|∇d|2
)
,
with parameters cγ , cl, and l, and a parameter function w : [0, 1] → [0, 1]. The
internal length scale parameter l controls the size of the diffusive zone between a
completely intact and a completely damaged material. For l → 0 the regularized
crack surface yields a sharp crack topology in the sense of Γ-convergence. For a
given function w, the normalization constants cγ and cl must be chosen such that
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the integral of γ(d,∇d) over the fractured domain converges to the surface measure
of the crack set as l→ 0.
The function w(d) models the local fracture energy. Two types of local crack
density functions appear in the literature. Double well potentials (as briefly re-
viewed in [1]), provide an energy barrier between broken and unbroken state, but
will be disregarded here. Instead, we focus on the two widely used functionals
(11) w(d) = d, cl =
1
2 , cγ =
3
4
√
2l
and
(12) w(d) = d2, cl = 1, cγ =
1
2l
.
They are referred to in the literature as Ambrosio–Tortorelli (AT) functionals of
type 1 and 2, respectively.
Some authors like [17] prefer w(d) = d2 because it has a local minimizer at
d = 0. Thus, in the absence of mechanical strain, the unfractured solution d ≡ 0
is a minimizer of the total energy. As a result, no additional constraints need
to be applied to ensure that d ≥ 0. However, this argument becomes void when
solver technology is available that can handle the explicit constraints 0 ≤ d ≤ 1.
In contrast, for the AT-1 functional we have w′ 6= 0 in the intact state d = 0.
Together with the constraint d ∈ [0, 1] this leads to a threshold, i.e., a minimum
load required to cause damage [23].
Kuhn et al. [17] proposed to regard the Ambrosio–Tortorelli functionals as special
instances of the general family defined by
(13) w(d) = (1 + β(1− d))d
with β ∈ [−1, 1]. The Ambrosio–Tortorelli functionals are obtained by setting β = 0
for AT-1 and β = −1 for AT-2. Further choices of w are proposed in [23], which
also do a detailed stability analysis for one-dimensional problems.
We note the following properties of the functional w in (13):
Lemma 6. The function w given in (13) has the following properties:
(1) It fulfills w(0) = 0 and w(1) = 1.
(2) It is strictly monotone increasing on [0, 1] for all β ∈ [−1, 1].
(3) It is convex for all β ≤ 0, and strictly convex for all β < 0.
For the rest of the paper we will assume the w(·) takes the form (13) with β ≤ 0
such that w(·) is guaranteed to be convex and quadratic.
3. Discretization and the algebraic increment potential
We use a fully implicit discretization in time, and Lagrange finite elements for
discretization in space. Note that time-discretizations using a local energy history
field [20] are typically only semi-implicit (cf. Section 4.3). By using a fully implicit
time-discretization we retain the variational structure of the problem. Most of this
chapter is spent investigating the properties of the increment functional.
3.1. Time discretization. It is shown in [22] that there is a natural time dis-
cretization for (1) that consists of sequences of minimization problems. Let the
time interval [0, T ] be subdivided by time points tn, n = 0, 1, 2, . . . . We obtain
a time-discrete formulation by integrating the rate potential Π given in (4) along
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paths on [tn, tn+1]. Given initial values (un, dn) ∈ Hu0 × Hd0 at tn, the contin-
uous solution (u, d) on this interval minimizes
∫ tn+1
tn
Π(u˙, d˙,u, d) dt in the set of
all paths of sufficient smoothness with (u(tn), d(tn)) = (un, dn) [22]. We then
set (un+1, dn+1) to be (u(tn+1), d(tn+1)). Defining Pn(u˜, d˜) as the set of suitably
smooth paths in Hu0 ×Hd0 from (un, dn) to (u˜, d˜), and using that Π(w˙, v˙,w, v) =
d
dtE(t,w, v) +R(v, v˙), this can be written as
(un+1, dn+1) = arg min
(u˜,d˜)
[
inf
(w,v)∈Pn(u˜,d˜)
∫ tn+1
tn
[ d
dt
E(t,w(t), v(t)) +R(v(t), v˙(t))
]
dt
]
= arg min
(u˜,d˜)
[
E(tn+1, u˜, d˜)− E(tn,un, dn)
+ inf
(w,v)∈Pn(u˜,d˜)
∫ tn+1
tn
R(v(t), v˙(t)) dt
]
.
The last integral term is the length of v : [tn, tn+1] → H1d0(Ω) with respect to the
Finsler norm given by R. Minimizing over all paths gives the distance
D(dn, d˜) := inf
[ ∫ tn+1
tn
R(v(t), v˙(t)) dt
: v is a sufficiently smooth path from dn to d˜
]
.
Then one step of the time discretization scheme is given by
(un+1, dn+1) := arg min
(u,d)∈H1u0×H1d0
[
E(tn+1,u, d) +D(dn, d)
]
.
In our particular case (3), R does not explicitly depend on d. The dissipation
distance is then easily computed as [22, Example 3.2.5]
D(v, w) = R(w − v) =
∫
Ω
I[0,∞)(w − v) dV =
∫
Ω
I[v,∞)(w) dV.
We obtain the minimization problem
(14) (un+1, dn+1) := arg min
(u,d)∈H1u0×H1d0
Πτn+1(u, d),
with the increment potential
(15)
Πτn+1(u, d) :=
∫
Ω
ψ(ε(u), d) dV +
∫
Ω
gcγ(d,∇d) dV +Pext(tn+1,u)+
∫
Ω
I[dn,1](d) dV.
Note that the time step size does not appear in this functional, because the
model is rate-independent. Note also that the increment potential depends on the
previous time step only through the indicator functional.
Lemma 7. Assume that ΓD,u is non-trivial in the sense that its m− 1-dimensional
Hausdorff-measure is positive. Then the functional Πτn+1 is coercive on H
1
u0 ×H1d0 .
Proof. Using the uniform coercivity (P5) of ψ(·, d), w(1) > 0, and w(d) ≥ 0 for
d ∈ [0, 1] we get∫
Ω
ψ(ε(u), d) dV +
∫
Ω
gcγ(d,∇d) dV ≥ C
∫
Ω
|ε(u)|2F + |∇d|2 dV
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for some constant C > 0. Using Korn’s inequality for u, the Poincare´ inequality
for d, and the fact that Pext(tn+1,u) grows at most linearly we get for another
constant C > 0
Πτn+1(u, d) ≥ C
(
‖u‖21 + ‖d‖21 − 1−
(∫
Ω
d dV
)2)
+
∫
Ω
I[dn,1](d) dV
≥ C
(
‖u‖21 + ‖d‖21 − 1− |Ω|2
)
,
where we have used that the constraint d ∈ [0, 1] implies | ∫
Ω
d dV | ≤ |Ω| in the
second inequality. 
Lemma 8. The functional Πτn+1 is weakly lower semicontinuous on H
1
u0 ×H1d0 .
Proof. Since weak lower semicontinuity of the other terms in Πτn+1 follows from
convexity and lower semicontinuity of the integrands, we only need to consider the
non-convex term ∫
Ω
ψ(ε(u), d) + I[dn,1](d) dV.(16)
To this end we note that (16) can be written as J(u, d,∇u) for
J(u, d, ξ) :=
∫
Ω
F
(
x, (u(x), d(x)), ξ
)
dV
and the density F : Ω× (Rm × R)× Rm×m → R ∪ {∞} given by
F
(
x, (u, d), ξ
)
= ψ( 12 (ξ + ξ
T ), d) + I[dn,1](d).
Since F is a Carathe´odory function, non-negative (and thus uniformly bounded
from below), and convex in ξ for all (x, (u, d)) ∈ Ω × (Rm × R), it satisfies the
assumptions of Theorem 3.4 in [7].
Now let (uν , dν) ⇀ (u, d) be a weakly convergent sequence in H1u0 ×H1d0 . Then,
by the compactness of the embedding into L2(Ω,Rm × R) we get
(uν , dν)→ (u, d) in L2(Ω,Rm × R).
Furthermore, theH1(Ω,Rm×R)-weak convergence of (uν , dν) implies L2(Ω,Rm×m)-
weak convergence of ∇uν
ξν := ∇uν ⇀ ∇u =: ξ in L2(Ω,Rm×m),
because (u, d) 7→ η(∇u) is in H1(Ω,Rm × R)′ for each η ∈ L2(Ω,Rm×m)′. Now
Theorem 3.4 of [7] provides
lim inf
ν→∞ J(u
ν , dν , ξν) ≥ J(u, d, ξ) = J(u, d,∇u). 
As a direct consequence of coercivity and weal lower semicontinuity we get exis-
tence of a minimizer of the increment functional:
Theorem 3.1. There is a solution to the minimization problem (14), i.e., there
exists a global minimizer (un+1, dn+1) ∈ H1u0 ×H1d0 of Πτn+1.
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3.2. Finite element discretization. The increment problem (14) of the previous
section is posed on the pair of spaces H1u0 for the displacements and H
1
d0
for the
damage variable. Let G be a conforming finite element grid for Ω. We discretize
the function spaces by standard first-order Lagrangian finite elements. In order to
derive an algebraic form of the discretized increment functional we make use of the
standard scalar nodal basis {θi}Mi=1 associated to the grid nodes {p1, . . . , pM} =:
N ⊂ Ω. Identifying the Rm-valued and scalar finite element functions u and d with
their coefficient vectors u ∈ RM,m and d ∈ RM , respectively, we write
uj =
M∑
i=1
ui,jθi, d =
M∑
i=1
diθi,
where ui,j = uj(pi) and di = d(pi). For the integration we use two kinds of
quadrature rules: Integrals of smooth nonlinear terms over a grid element e are
approximated using a higher-order quadrature rule
∫
e,h
, while the integral over the
nonsmooth term I[dn,1](d) is approximated using the grid nodes pi as quadrature
point, which is ofter referred to as lumping. Using these approximations we obtain
the algebraic increment functional J := Πτ,Gn+1 given by
(17)
J (u, d) :=
∫
Ω,h
(ψ(ε(u), d)) dV +
∫
Ω
gcγ(d,∇d) + Pext(tn+1,u)︸ ︷︷ ︸
=:J0(u,d)
+
M∑
i=1
I[dn(pi),1](di)︸ ︷︷ ︸
=:ϕ(d)
.
Here the quadrature rule
∫
Ω,h
(·) dV is given by∫
Ω,h
f dV =
∑
e∈G
∫
e,h
f dV,
∫
e,h
f =
αmax∑
α=1
f(qe,α)ωe,α
with positive weights ωe,α. Notice that we do not need quadrature weights in the
last term of J , because the indicator function only takes values in {0,∞}.
To highlight the algebraic structure of J we introduce the linear operator L :
(RM,m × RM )→ ((Sm × R)αmax)G with
L(u, d)e,α := ((ε(u))(qe,α), d(qe,α)) α = 1, . . . , αmax, e ∈ G.
Then the first part J0 of the functional can be written as
J0(u, d) =
∑
e∈G
αmax∑
α=1
ψ(L(u, d)e,α)ωe,α︸ ︷︷ ︸
=:A(u,d)
+
∫
Ω
gcγ(d,∇d) + Pext(tn+1,u)︸ ︷︷ ︸
=:B(u,d)
.
Notice that for the price of a more complex index notation, the linear operator L
can also be written as a sparse matrix with suitable blocking structure. In this case
L(·, ·)e,α : (RM,m×RM )→ (Sm×R) corresponds to the (e, α)-th sparse row of this
matrix.
As an approximation of the boundary conditions from H1u0×H1d0 we will consider
J on the affine subspace Halg = Halgu0 ×Halgd0 where
Halgu0 = {u ∈ RM,m |u(p) = u0(p) ∀p ∈ N ∩ ΓD,u},
Halgd0 = {d ∈ RM | d(p) = d0(p) ∀p ∈ N ∩ ΓD,d}.
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The associated homogeneous subspace is denoted by Halg0 . In the following we make
the assumption that N ∩ ΓD,u is rich enough to ensure a discrete Korn inequality
such that ‖ε(u)‖0 ≥ C‖u‖1 holds for all u ∈ Halgu0 . Furthermore we introduce the
discrete feasible set
Kalg = Halgu0 ×
(
Halgd0 ∩ K
alg
d
)
, Kalgd =
M∏
i=1
[dn(pi), 1]
that additionally incorporates the pointwise irreversibility constraints.
3.3. Properties of the discrete incremental potential. The convergence prop-
erty of the TNNMG algorithm heavily rely on the algebraic structure of the prob-
lem. Hence we now collect the essential structural properties of the algebraic in-
crement functional J . While stronger properties hold true for some splittings of ψ,
we only note the necessary properties shared by all of the proposed splittings. In
order to preserve the significant properties in the presence of numerical quadrature,
we assume that quadrature rule
∫
e,h
f can at least integrate the isotropic energy
f = |ε(u)|2F exactly for any finite element function u.
Lemma 9. The functional J0 = A+B has the following properties:
(1) J0(·, d) ∈ LC1 and J0(u, ·) ∈ C2 for any d ∈ Kalgd and u ∈ RM,m.
(2) The gradient ∇J0(·, d) is semismooth.
(3) The gradient ∇J0(·, d) is globally Lipschitz continuous uniformly in d.
(4) J0(·, d) is strongly convex uniformly in d on Halgu0 .
(5) J0(u, ·) is convex on Kalgd .
Proof. The smoothness properties, uniform global Lipschitz continuity, and con-
vexity follow from the corresponding properties of ψ and γ, and from linearity of
L.
To see uniform strong convexity, we note that uniform strong convexity of ψ(·, d)
implies that there is some η > 0 such that φ(ε, d) = ψ(ε, d)− η2 |ε|2F is convex. Using
the exactness assumption on the quadrature rule we get∑
e∈G
αmax∑
α=1
φ(L(u, d)e,α)ωe,α = A(u, d)− η
2
‖ε(u)‖20.
Since this is a weighted sum of convex functions φ(·, d(qe,α)) with positive weights
ωe,α, it is itself convex with respect to u. Thus A(u, d) is the sum of a convex
function and the function ‖ε(u)‖20. Since the latter is strongly convex on Halgu0
independently of d, the same applies to A(u, d) and (A+B)(·, d).
Finally we note that convexity of g and γ imply convexity of (A+B)(u, ·). 
The TNNMG algorithm is based on a crucial property called block-separability,
which states that the nonsmooth part of the objective functional can be written
as a sum, such that the sets of independent variables of the addend functionals
are disjoint. We note that J = J0 + ϕ is of the desired form with a smooth part
J0 = A+B and a block-separable nonsmooth part
ϕ(d) :=
M∑
i=1
ϕi(di), ϕi(ξ) := I[dn(pi),1](ξ),(18)
NONSMOOTH MULTIGRID FOR PHASE-FIELD BRITTLE-FRACTURE PROBLEMS 15
which can also be written as the indicator functional ϕ(d) = IKalgd (d) of the feasible
set Kalgd of the n+ 1-th time step.
Due to the nonsmoothness of ϕ, the smoothness properties of J0 do obviously
not carry over to the full functional J . Furthermore J is in general not convex as
a whole. However we still have the following:
Lemma 10. The functional J is proper, lower semicontinuous, and coercive on
Halg. Furthermore it is convex in u and convex in d.
Proof. Being the indicator function of the closed, nonempty, convex set Kalgd it is
clear that the separable nonsmooth functional ϕ is convex, proper, and lower semi-
continuous. Combining this with smoothness of J0 we get that J is proper and
lower semicontinuous. Similarly, convexity in u and d follows from the correspond-
ing properties of J0 and ϕ.
Using the uniform coercivity (P5) of ψ(·, d), w(1) > 0, and w(d) ≥ 0 (as in the
proof of Lemma 7) and the exactness assumption on the quadrature rule (as in the
proof of Lemma 9) we get
A(u, d) +B(u, d)− Pext(tn+1,u) ≥ C
∫
Ω
|ε(u)|2F + |∇d|2 dV
for some constant C > 0. Now we can proceed as in the proof of Lemma 7 to show
coercivity of J . 
4. Truncated Nonsmooth Newton Multigrid for brittle fracture
The Truncated Nonsmooth Newton Multigrid method (TNNMG) is designed to
solve nonsmooth block-separable minimization problems on Euclidean spaces. In
a nutshell, one step of the TNNMG method consists of a nonlinear Gauß–Seidel-
type smoother and a subsequent inexact Newton-type correction in a constrained
subspace. The nonlinear smoother computes local corrections by subsequent (pos-
sibly inexact) solving of reduced minimization problems in small subspaces. As
the nonlinear smoother is responsible for ensuring convergence, while the Newton
corrections accelerate the convergence, the ingredients of the nonlinear smoother
have to be selected carefully.
It is a well known result [11] that nonlinear Gauß–Seidel-type methods can easily
get stuck, if the subspace decomposition used to construct localized minimization
problems is not aligned with the decomposition induced by the block-separable
nonsmooth term. In our case, the nonsmooth term ϕ is separable with respect to the
decomposition of unknowns induced by the grid vertices. An additional requirement
is that the local minimization problems must be uniquely solvable, which is typically
ensured by choosing the decomposition such that the local problems are strictly
convex.
In view of these requirements we first decompose the space according to the grid
vertices and then with respect to the local u- and d-degrees of freedom leading to
a decomposition
RM,m × RM = (Rm × R)M =
M∑
j=1
(
Vj,u + Vj,d
)
.(19)
16 CARSTEN GRA¨SER, DANIEL KIENLE, AND OLIVER SANDER
Here the m-dimensional subspace Vj,u represents the deformation components at
the j-th grid vertex, while the one-dimensional subspace Vj,d represents the d-
components at this vertex. All other components are set to zero in these spaces
which allows to translate the decomposition from a product to a direct sum. For
simplicity we use a plain enumeration of these subspaces in alternating order
V2j−1 = Vj,u, V2j = Vj,d, j = 1, . . . ,M.(20)
Notice that with this splitting none of the nonsmooth terms ϕi in (18) couples
across different subspaces. Furthermore, by Lemma 9 the restriction of J to any
affine subspace (u, d) + Vi, i = 1, . . . , 2M is convex.
We will now introduce the TNNMG method. For simplicity we first assume that
ΓD,u and ΓD,d are empty and that J0 is C2. Let ν ∈ N0 denote the iteration
number. Given a previous iterate Uν = (u, d)ν ∈ RM,m ×RM , one iteration of the
TNNMG method consists of the following four steps:
(1) Nonlinear presmoothing
(a) Set W 0 = Uν
(b) For i = 1, . . . , 2M compute W i ∈W i−1 + Vi as
(21) W i ≈ arg min
W∈W i−1+Vi
J (W )
(c) Set Uν+
1
2 = W 2M
(2) Inexact linear correction
(a) Determine the maximal subspace Wν ⊂ RM,m × RM such that the
restriction J |Wν is C2 at Uν+
1
2
(b) Compute cν ∈Wν as an inexact Newton step on Wν
cν ≈ −(J ′′(Uν+ 12 )|Wν×Wν)−1(J ′(Uν+ 12 )|Wν)(22)
(3) Projection
Compute the Euclidean projection cνpr = PdomJ−Uν+1/2(c
ν), i.e., choose cνpr
such that Uν+
1
2 + cνpr is closest to U
ν+ 12 + cν in domJ
(4) Damped update
(a) Compute a ρν ∈ [0,∞) such that J (Uν+ 12 + ρνcνpr) ≤ J (Uν+
1
2 )
(b) Set (u, d)ν+1 = Uν+1 = Uν+
1
2 + ρνc
ν
pr
The algorithm is easily generalized to non-trivial Dirichlet boundary conditions
by leaving out all subspaces associated to Dirichlet vertices during the nonlin-
ear smoothing, and by additionally requiring Wν ⊂ Halg0 for the coarse correc-
tion subspace. Then, if the initial iterate satisfies the boundary conditions, i.e.,
if (ud)
0 ∈ Halg, the method will only iterate within this affine subspace, which
preserves the Dirichlet boundary conditions for all iterates.
The canonical choice for the linear correction step (22) is a single linear multigrid
step, which explains why the overall method is classified as a multigrid method.
If a grid hierarchy is available, then a geometric multigrid method is preferable.
Otherwise, a suitable constructed algebraic multigrid step for small-strain elasticity
problems will work just as well. Section 4.1 will discuss convergence of the method
based on an abstract convergence theory. The abstract theory will be used as a
guideline for the discussion of nonlinear smoothers in Sections 4.2. Finally 4.3 will
discuss the linear coarse correction in more detail.
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4.1. Convergence results. The TNNMG method was originally introduced for
convex problems where global convergence to global minimizers can be shown [12,
13, 15] These classical results cannot be applied here, due to the non-convexity of J .
As a generalization of previous results, [14] introduced an abstract convergence
theory that also covers non-convex problems. In the following we will summarize
some results from this work. These will later be used as a guideline for specifying
how to solve the local subproblems (21) and the coarse correction problem (22).
In order to simplify the presentation some of the terminology and notation used
in [14] is avoided in favor of a more specific notation adjusted to the algorithm as
introduced above.
Theorem 4.1. Let J : RL → R ∪ {∞} be coercive, proper, lower semicontinuous,
and continuous on its domain, and assume that J (V + (·)) has a unique global
minimizer in Vi for all i and each V ∈ domJ . Assume that the inexact local
corrections W i are given by W i =Mi(W i−1) for local correction operators
Mi : domJ → domJ , Mi − Id : domJ → Vi
having the properties:
(1) Monotonicity: J (Mi(V )) ≤ J (V ) for all V ∈ domJ .
(2) Continuity: J ◦Mi is continuous.
(3) Stability: J (Mi(V )) < J (V ) if J (V ) is not minimal in V + Vi.
Furthermore assume that the initial iterate is feasible, i.e., U0 ∈ domJ , and that
the coarse correction is monotone, i.e. J (Uν+1) ≤ J (Uν+ 12 ). Then any accumu-
lation point U of (Uν) is stationary in the sense that
J (U) ≤ J (U + V ) ∀V ∈ Vi, ∀i.(23)
Proof. This is Theorem 4.1 in [14]. 
Now we discuss the application of this theorem to the phase-field brittle-fracture
problem. First we interpret the stationarity result.
Proposition 1. Let J be given by (17) and the subspaces Vi by (19) and (20). Then
any stationary point U in the sense of (23) is first-order optimal in the sense of
〈∇J0(U),W −U〉 ≤ 0 ∀W ∈ domJ .
Proof. The stationarity (23) implies the variational inequalities
〈∇J0(U),W i −U〉 ≤ 0 ∀W i ∈ domJ ∩ (U + Vi)
for each subspace Vi. Now let W ∈ domJ . Since the splitting (19) is direct one
can split W uniquely into
W = U +
2M∑
i=1
V i, V i ∈ Vi.
Using the product structure of domJ we find that W i := U + V i ∈ domJ ∩
(U + Vi). Summing up the variational inequalities for those W i we obtain the
assertion. 
Next we investigate the assumptions of the theorem. First we note that J as
given in (17) is coercive, proper, and lower semicontinuous by Lemma 10. Further-
more, J0 is continuous and the indicator function ϕ is continuous on its domain.
Hence the latter is also true for J = J0 + ϕ. Subspaces Vi with odd index i only
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vary in u(pi) such that existence of a unique minimizer of J (W + (·))|Vi follows
from the strong convexity of J (·, d) shown in Lemma 9. For even i these subspaces
are associated to nodal damage degrees of freedom d(pi). Although J (u, ·) is in
general only convex, but not strictly convex, the restriction J (W + (·))|Vi to a sin-
gle node is a strictly convex quadratic functional, which again implies existence of
a unique minimizer. Finally the monotonicity J (Uν+1) ≤ J (Uν+ 12 ) of the coarse
correction is a direct consequence of the damped update.
It remains to identify proper local correction operators Mi satisfying the above
assumptions. As a first result we show that solving the local minimization prob-
lems (21) exactly leads to a convergent algorithm in the above given sense.
Lemma 11. Let J be given by (17) and the subspaces Vi by (19) and (20). Then
the exact local solution operators
Mi(W ) := arg min
V ∈W+Vi
J (V )
satisfy the assumptions of Theorem 4.1.
Proof. This is Lemma 5.1 in [14]. 
Depending on the damaged energy density ψ, solving the restricted problems
exactly may not be practical. As a remedy, it is also shown in [14] that inexact
minimization is sufficient as long as it guarantees sufficient decrease of the en-
ergy. In fact we do not need W i = Mi(W i−1) exactly but may relax this to
J (W i) ≤ J (Mi(W i−1)) for a suitable continuous Mi. However, sufficient de-
crease is in general hard to check rigorously. In the following we cite one inexact
variant from [14] where sufficient descent is guaranteed a priori.
Lemma 12. Let J be given by (17) and the subspaces Vi by (19) and (20). For
each subspace Vi let Ci be a symmetric positive definite matrix that satisfies
〈∇J0(W + V )−∇J0(W ),V 〉 ≤ 〈CiV ,V 〉 ∀W ∈ domJ ,V ∈ Vi.
Then the correction operators
Mi(W ) := arg min
V ∈(W+Vi)∩domJ
J (W ) + 〈∇J0(W ),V −W 〉
+
1
2
〈Ci(V −W ),V −W 〉
satisfy the assumptions of Theorem 4.1.
Proof. This is Lemma 5.8 in [14]. 
4.2. Smoothers for brittle fracture problems. The smoother of the TNNMG
method performs a sequence of (inexact) minimization problems in low-dimensional
subspaces Vi. Different approaches are possible here, implementing different com-
promises between convergence speed, wall-time per iteration, and ease of program-
ming. As there are two types of degrees of freedom, two types of solvers are needed
as well.
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4.2.1. Subspaces of displacement degrees of freedom. We first consider the subspaces
Vi = V(i+1)/2,u for odd i spanned by the m displacement degrees of freedom at the
vertex p(i+1)/2. Noting that elements of this subspace only vary in the displacement
component, the minimization problem (21) is equivalent to
(24) arg min
(v,0)∈Vi
Li(v).
Here, the restricted functional Li(v) = J (W i−1 + (v, 0)) takes the form
Li(v) =
∫
Ω,h
(g(d) + k)ψ+0 (ε(u+ v)) + ψ
−
0 (ε(u+ v)) dV + Pext(tn+1,v) + const,
(25)
where we have used (u, d) = W i−1. The precise nature of Li depends on the type
of energy split used by the model. If the isotropic splits (6) or (7) are used, (25)
is a strictly convex quadratic functional on a vector space, and can be minimized
exactly by solving an m×m system of linear equations.
For the anisotropic splittings (8) and (9), the functional is still strictly convex
and once continuously differentiable. The classical Hessian matrix, however, is not
guaranteed to exist. However, by Lemma 9, the increment functional is semismooth.
This suggests various natural choices for local solvers, such as steepest-descent
methods or nonsmooth Newton methods [29]. When these are used to solve the
local problems (21) exactly, global convergence of the overall TNNMG method
follows from Theorem 4.1 and Lemma 11 above.
However, as mentioned in the previous section, Theorem 4.1 is more general,
and also shows convergence for certain types of inexact local solvers (such as the
one in Lemma 12). Such a setup can make iterations much faster, while keeping
the corresponding deterioration of the convergence rate within acceptable limits.
Possible approaches are:
• One Newton step with the smooth part replaced by a quadratic upper
bound (1 + k)ψ′′0 ,
• One (or another fixed number of) semismooth Newton steps,
• One gradient step with exact line search.
For the first variant, global convergence of the TNNMG solver follows from Lemma 12.
For the other two, the problem of showing convergence is open.
4.2.2. Subspaces spanned by damage degrees of freedom. For subspaces Vi = Vi/2,d
with even i, i.e., subspaces spanned by the damage degree of freedom at the vertex
pi/2, the minimization problem (21) is equivalent to
(26) arg min
(0,v)∈Vi
Li(v),
with a restricted functional Li(v) := J (W i−1 + (0, v)). For all choices of damage
functions g described in Section 2 this is a strictly convex quadratic functional on
a closed interval, whose minimizer can be computed directly. We therefore always
assume that these problems are solved exactly.
4.3. Linear multigrid corrections. For the linear correction step (22) we need
to compute a constrained Newton-type correction
cν ≈ −(J ′′(Uν+ 12 )|Wν×Wν)−1(J ′(Uν+ 12 )|Wν)
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at least inexactly. This requires to determine the subspace Wν , the constrained
first- and second-order derivatives J ′(Uν+ 12 )|Wν and J ′′(Uν+
1
2 )|Wν×Wν on this
subspace, and finally to solve the system inexactly.
It is easy to see that the largest subspace Wν where J is differentiable in a
neighborhood of Uν+
1
2 = (uν+
1
2 , dν+
1
2 ) is given by
Wν =
{
U = (u, d)
∣∣ di = 0 if (dν+ 12 )i /∈ (dn(pi), 1)}.
In this subspace the nonsmooth indicator functional ϕ is identical to zero such
that we only need to compute first- and second-order derivatives of the smooth
part J0, which are then constrained to the degrees of freedom which are allowed to
be nonzero in Wν . This can easily be achieved by setting rows and columns to zero
for degrees of freedom not contained in Wν . For all splittings where the degraded
density ψ is not C2, it is at least locally Lipschitz and semi-smooth. In this case a
generalized second-order derivative J ′′0 (Uν+
1
2 ) can be used as a replacement of the
classical Hesse matrix making (22) a semi-smooth Newton step. For the inexact
solution one step of a classical linear multigrid method can be used. Here we only
need to take care that the linear smoother can deal with the non-trivial kernel
resulting from constraining the linearization. For a linear Gauß–Seidel smoother
this amounts to omitting corrections for rows with zero diagonal entry.
Appendix: Reformulation with a history field
The operator splitting method of [20] does not handle the pointwise non-healing
constraint d˙ ≥ 0 directly, but rather reformulates the problem to an unconstrained
one involving the nonsmooth local history field H of maximum positive reference
energy. The nonsmooth point-wise dependence on the global evolution history is
treated by a semi-implicit time discretization. In contrast, the TNNMG method
is applied to the natural fully implicit time discretization. For convenience of the
reader we briefly revisit the reformulation of [20] to a nonsmooth unconstrained
equation.
It is shown in [20] that the Euler equations of the evolution (1) are
Div[g(d) σ+0 (ε) + σ
−
0 (ε)] = 0
gcδdγ(d,∇d) + g′(d)ψ+0 (ε) + ∂d˙I[0,∞)(d˙) 3 0,(27)
where σ±0 := ∂εψ
±
0 are the stresses corresponding to the split undegraded energy
density, and
δdγ(d,∇d) = cγw′(d)− w(1)
cl
l2∆d
is the variational derivative of the crack density function. The Karush–Kuhn–
Tucker conditions for the variational inclusion (27) are
d˙ ≥ 0
−gcδdγ(d,∇d)− g′(d)ψ+0 (ε) ≤ 0(28) [− gcδdγ(d,∇d)− g′(d)ψ+0 (ε)] d˙ = 0.(29)
Assuming the derivative g′ of the degradation function to be strictly negative for
all 0 ≤ d ≤ 1 (a property that does hold for all examples given in Section 2.1 except
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at the interval boundaries), we can solve (28) for ψ+0 (ε) and get
−(g′(d))−1gcδdγ(d,∇d) ≥ ψ+0 (ε).(30)
Likewise, if d˙ > 0, Equation (29) even implies
−(g′(d))−1gcδdγ(d,∇d) = ψ+0 (ε).
In other words, if the expression on the left of (30) changes, then its value must be
equal to ψ+0 (ε). If it does not change, then ψ
+
0 (ε) can change independently, but
by (30) it can only drop. Therefore, the left of (30) must always be equal to the
maximum of ψ+0 (ε) over time. We introduce this maximum as a new quantity
H(x, t) := max
s∈[0,t]
[
ψ+0 (ε(x, s))
]
,
and obtain
−(g′(d(x, t)))−1gcδdγ(d(x, t),∇d(x, t)) = H(x, t) for all x ∈ Ω.
The quantity H is called the local history field of maximum positive reference
energy.
With this local history field, the variational inclusion (27) for the rate indepen-
dent problem can be turned into the equation
gcδdγ(d,∇d) + g′(d)H = 0,(31)
where the pointwise inequality constraint d˙ ≥ 0 has been replaced by the history
functionH. This history function implicitly depends on the strains and deformation
at all previous times, and in particular at the current time. This dependence
is nondifferentiable because of the maximum function, and therefore (31) is not
inherently easier than (27). To work around this problem, Equation (31) is typically
discretized in a semi-implicit way, replacing H for the current time step by the one
of the previous step. The resulting spatial problem for displacement and damage
(un+1, dn+1) at the new time step tn+1 is
Div[g(dn+1) σ+0 (ε
n+1) + σ−0 (ε
n+1)] = 0(32a)
gcδdγ(d
n+1,∇dn+1) + g′(dn+1)H(·, tn) = 0,(32b)
which involves only differentiable functions of un+1 and dn+1. The history field H
is evaluated only at the old time step tn, which avoids having to solve an equation
that involves the nondifferentiable maximum function. The price is the loss of vari-
ational structure. Unlike spatial problems of the fully implicit time discretization of
Section 3.1, the equations (32) are not the stationarity conditions of a minimization
problem anymore. This makes construction and analysis of solvers more difficult.
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