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Physical conditions around 6.7 GHz methanol masers–I: Ammonia
J. D. Pandian1,2, F. Wyrowski3 and K. M. Menten3
ABSTRACT
Methanol masers at 6.7 GHz are known to be tracers of high-mass star for-
mation in our Galaxy. In this paper, we study the large scale physical conditions
in the star forming clumps/cores associated with 6.7 GHz methanol masers using
observations of the (1,1), (2,2) and (3,3) inversion transitions of ammonia with
the Effelsberg telescope. The gas kinetic temperature is found to be higher than
in infrared dark clouds, highlighting the relatively evolved nature of the maser
sources. Other than a weak correlation between maser luminosity and the am-
monia line width, we do not find any differences between low and high luminosity
methanol masers.
Subject headings: masers — stars:formation
1. Introduction
Molecular masers are frequently used as tools to identify and study regions of star
formation. Class II methanol masers, of which the 6.7 GHz transition is the brightest,
are particularly useful as they have been detected only towards high-mass star forming
regions. Extensive searches for 6.7 GHz methanol masers towards low-mass star forming
regions have not yielded any detections (Minier et al. 2003; Bourke et al. 2005; Xu et al.
2008; Pandian et al. 2008). This has been postulated to be due to the lack of a strong
far-infrared radiation field in low-mass star forming regions that would be necessary to
generate population inversion in regions where the densities are suitable for maser action
(Pandian et al. 2008).
One of the questions of interest concerning 6.7 GHz methanol masers is whether or not
there is a difference in the properties of sources exciting low and high luminosity masers.
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The work of Szymczak & Kus (2000) suggested differences in the colors of IRAS sources
associated with weak and strong masers. However, the uncertainty in the positions of both
the masers and the IRAS sources was relatively large which raised the question of whether
or not the IRAS sources were truly associated with the masers. Furthermore, the later work
of Pandian & Goldsmith (2007) did not find any differences between the IRAS colors of
weak and strong masers. More recently, using observations of CO and ammonia, Wu et al.
(2010) found several differences between the physical conditions of sources associated with
low (Lmaser ∼ 10
−10 − 10−7 L⊙) and high luminosity (Lmaser ∼ 10
−6 − 10−4 L⊙) 6.7 GHz
methanol masers. The primary caveat in this study was the relatively small size of the sample
(nine low-luminosity and eight high-luminosity masers). Thus, studies of a larger and more
unbiased sample is required to establish the statistical significance of these differences.
The methanol maser catalog of the Arecibo Methanol maser Galactic Plane Survey
(AMGPS; Pandian et al. 2007) is ideal for addressing this question. The AMGPS covered the
Galactic plane between Galactic longitudes of 35◦ and 54◦, and Galactic latitudes, |b| . 0.4◦.
This is the most sensitive blind survey to date for 6.7 GHz methanol masers, and resulted
in the detection of 88 sources over 18.2 square degrees. Subsequent follow-up work has
determined distances and luminosities of the masers (Pandian et al. 2009). The isotropic
maser luminosities calculated from their integrated fluxes range from 4.0× 10−9 L⊙ to 2.0×
10−4 L⊙, the median luminosity being 9.1×10
−7 L⊙. We have been carrying out observations
of a number of molecular tracers of dense gas towards the AMGPS sources to study the
physical conditions around 6.7 GHz methanol masers. In this paper, we report results from
observations of the (J,K) = (1,1), (2,2) and (3,3) inversion transitions of ammonia using
the Effelsberg 100 m telescope1.
The inversion transitions of ammonia are a powerful tool to measure the physical condi-
tions in star forming regions (Ho & Townes 1983). The detection of the hyperfine structure
of the inversion lines allows one to measure their optical depth. Since radiative transitions
between the different K-ladders of the (J,K) levels are forbidden, one can obtain a cal-
ibration independent estimate of the gas temperature using observations of the (1,1) and
(2,2) lines. Moreover, in contrast to many carbon bearing molecules, ammonia is resistant
to depletion onto dust grains (e.g. Bergin & Langer 1997). Thus, ammonia is an excellent
tracer of the dense gas in star forming regions. Here, we use ammonia observations towards
the AMGPS masers in combination with complementary 1.1 mm continuum data from the
Bolocam Galactic Plane Survey (BGPS; Aguirre et al. 2011) to determine temperatures, col-
umn densities and ammonia abundances, and examine if these properties differ between low
1Based on observations with the 100-m telescope of the MPIfR (Max-Planck-Institut fu¨r Radioastronomie)
at Effelsberg.
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and high luminosity methanol masers.
2. Observations and data reduction
The observations were carried out between 2009 April 30 and May 7 using the Effelsberg
100 m telescope. We used the cooled K-band HEMT receiver to observe two orthogonal
linear polarizations. The backend used was a modified version of the fast Fourier transform
spectrometer (FFTS) used at the APEX telescope (Klein et al. 2006). The FFTS was used
with a bandwidth of 500 MHz split into 16,384 channels giving a velocity resolution of
0.4 km s−1 at the frequency of the NH3 (1,1) inversion transition. The receiver was tuned
to a frequency of 23.78 GHz allowing simultaneous observation of the (1,1), (2,2) and (3,3)
transitions. The observations were made in frequency switched mode with a frequency throw
of 7.5 MHz. The integration time ranged from 3 to 15 minutes per source depending on the
strengths of the lines. Pointing and focus checks were carried out periodically, with the
pointing accuracy being found to be better than 10′′. The flux density scale was set using
observations of NGC 7027 which was assumed to have a flux density of 5.44 Jy at the
observed frequency (Ott et al. 1994). This in turn was converted to main beam brightness
temperature (TMB) assuming a conversion factor of 1.36 K Jy
−1 (using eq. 8.20 of Rohlfs &
Wilson 2004). The flux scale is estimated to be accurate to ∼ 10%. The half-power beam
width of the telescope at the observed frequency is ∼ 40′′.
The data were reduced using the CLASS software package of the GILDAS distribution2.
A polynomial baseline was subtracted followed by folding of the frequency switched spectra.
3. Results and analysis
The ammonia observations were carried out towards 77 out of 88 AMGPS sources.
The W49N and W51main sources were excluded due to the crowded fields which would
result in multiple sources within the Effelsberg beam. G41.87−0.10 was excluded due to
the uncertainty in its position, while G49.42+0.32 is included in the observation towards
G41.41+0.33 on account of the two sources being only ∼ 2′′ apart. The NH3 (1,1) inversion
transition was detected in 73 out of 77 sources. The (2,2) and (3,3) transitions were detected
in 63 and 43 sources respectively. Six sources displayed spectra characteristic of multiple
lines or complex line profiles (Figure 1).
2http://www.iram.fr/IRAMFR/GILDAS
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The NH3 (1,1) spectra were fit using the standard NH3 (1,1) method in CLASS, which
takes into account the hyperfine structure and line broadening effects. Some sources were
too weak to fit the hyperfine components. In these cases, we fit the (1,1) spectra using
Gaussians. We fit the (2,2) and (3,3) spectra using Gaussians since the hyperfine structure
in these lines was not detected in most cases. The results of the line fitting are tabulated
in Table 1. Of the six sources with more than one peak, two could not be fit reliably using
multiple lines (see Figure 1). These sources are excluded in Table 1. The remaining four
sources could be fit using two velocity components in both (1,1) and (2,2) transitions, and
the two components are distinguished by the suffix ‘a’ and ‘b’ in Table 1. For two out of
these four sources, the two velocity components could not be fit for the (3,3) line, which
is typically broader than the (1,1) and (2,2) lines (and is hence more blended). These are
noted in Table 1.
3.1. Determining physical parameters
The observation of multiple transitions allows one to analytically determine physical pa-
rameters such as temperature, density and column density in the sources. The methodology
and the equations used are discussed in Appendix A.
The use of eq. (A1) requires knowledge of the optical depth of the line. As indicated ear-
lier, some sources were too weak to fit the hyperfine components (G37.38−0.09, G37.53−0.11
and G42.43−0.26) and consequently, their optical depths of the (1,1) main hyperfine com-
ponent are unknown. For these sources, Tex is assumed to be 4.1 K (which is the mean
excitation temperature of the other sources).
In determining the kinetic temperatures from eq. (A10), we used collision coefficients
from Danby et al. (1988) who provide the coefficients for different values of Tk. We iter-
ated the procedure until the value adopted for Tk (used to obtain collision coefficients) was
consistent with that derived from eq. (A10).
The derived values of the physical parameters of the sources are listed in Table 2. Only
sources with at least 4σ detections of at least two NH3 transitions are shown in Table 2. In all
cases, uncertainties in the physical parameters are derived by propagating the uncertainties
in the variables (the 10% uncertainty in flux calibration is added in quadrature to the formal
uncertainty of the main beam antenna temperatures in Table 1) of the relevant equations –
i.e. if y = f(x1, x2, . . . , xn), then
σ2y =
n∑
i=1
∣∣∣∣ ∂f∂xi
∣∣∣∣
2
σ2xi (1)
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assuming that the different variables are uncorrelated (which is not strictly true, but is a good
approximation for our purpose). The exception is for kinetic temperatures corresponding to
TR21 greater than ∼ 25 K since the behavior of Tk becomes highly non-linear at that point
(see Figure 2a of Walmsley & Ungerechts 1983). For these cases, the uncertainties in Tk are
calculated by estimating the kinetic temperature corresponding to TR21±σTR21 in eq. (A10).
The uncertainties in the physical parameters are typically dominated by the uncertainty in
the optical depth of the (1,1) main hyperfine component.
Note that the excitation temperatures are typically found to be a factor of 4 lower than
the rotation temperature TR21. This could be due to either sub-thermal excitation of the
ammonia lines, or due to a small beam filling factor of the emitting gas. Considering that
all sources are expected to be in regions of high-mass star formation (and are quite distant
with distances greater than 3.5 kpc), it is much more likely that small beam filling factors
are responsible for the low excitation temperatures. Hence, the column densities shown
in Table 2 have been derived using TR21 rather than Tex (which is derived from eq. (A1)
assuming ηb to be unity).
4. Discussion
In discussing the physical conditions of the sources, it should be kept in mind that the
half power beamwidth of the telescope is ∼ 40′′ at the wavelength of the (1,1), (2,2) and (3,3)
lines. Hence, the derived physical conditions are characteristic of the large scale conditions
in the star forming clump/core, and are not indicative of the conditions in the masing clumps
themselves, which have sizes that are smaller by one to two orders of magnitude.
4.1. Temperature
The mean and median values of the kinetic temperature of the sources are 26.0 K and
23.4 K respectively. The kinetic temperatures are slightly lower (though comparable when
considering the standard deviation) than that of the methanol maser sample of Wu et al.
(2010) (mean kinetic temperature of 33.3 K). In contrast, the mean kinetic temperature of a
sample of infrared dark clouds studied by Pillai et al. (2006) is 14.8 K. This is most likely to
be an evolutionary trend since methanol maser sources are more evolved compared to infrared
dark clouds. A small number of sources have had their spectral energy distributions modeled
resulting in estimates of the temperature of the central star (Pandian et al. 2010). Although
the number of sources is too small to be statistically significant, we find that sources with
– 6 –
higher stellar temperatures also tend to have higher ammonia kinetic temperature, which
bolsters the suggestion of higher kinetic temperatures being an evolutionary trend. There
is no correlation between the luminosity of methanol masers and the kinetic temperature
(Figure 2), which is consistent with previous results (Wu et al. 2010). We also do not see
any correlation between the kinetic temperature and other maser properties such as its overall
velocity extent.
The excitation temperature of the (1,1) line ranges from 3.0 K to 7.4 K. The mean value
of Tex is 4.1 K, the standard deviation being 0.9 K. These values are much lower than the
rotation temperature determined from the (1,1) and (2,2) lines, which is most likely to be due
to the small beam filling factor of the dense gas. Assuming that the excitation temperature
is equal to the rotation temperature (TR21), one can determine the beam filling factor of
the emitting gas from eq. (A1). This in turn can be used to estimate the physical sizes of
the emitting regions since the distances to the sources are known. We find the beam filling
factor to have a median value of 0.07. The average physical size of the emitting region is
found to be 0.1 pc, which is typical for a massive star forming core (e.g. Motte et al. 2007).
The left panel of Figure 3 shows the distribution of the beam filling factor in our sources.
The distribution is similar to that seen in massive dense cores selected from the ATLASGAL
survey (Wienen et al., in prep). The right panel of Figure 3 shows the beam filling factor
as a function of distance to the source. If our hypothesis of low excitation temperatures
being indicative of small beam filling factors is true, the deduced beam filling factor should
decrease with the distance to the source. This is indeed found to be the case, with the
correlation coefficient between the beam filling factor and distance being −0.45 (ignoring
the two outliers at large distances). In light of this discussion, it is clear that the differences
in the excitation temperature between low and high luminosity methanol masers found by
Wu et al. (2010) is more likely to be due to differences in the distances to the two samples
and the resulting differences in the beam filling factor rather than a real physical effect. The
mean distance to the low-luminosity maser sample of Wu et al. (2010) is 1.7 kpc, while that
of the high-luminosity sources is more than a factor of two higher at 3.6 kpc. This would
also explain the much lower excitation temperatures seen in our sample since the AMGPS
sources are much more distant with a mean distance of 7.2 kpc.
As can be seen from Table 2, the rotation temperature determined from the (1,1) and
(3,3) lines (TR31) is generally larger than that determined from the (1,1) and (2,2) lines
(TR21). This is most likely due to the presence of temperature gradients in the sources with
the (3,3) line tracing warmer gas in the star forming clumps. It is however interesting to
see that TR31 is much larger than the kinetic temperature (Tk) in a few cases (Figure 4).
This could potentially be due to some contribution to the (3,3) intensity from population
inversion (Walmsley & Ungerechts 1983). However, since the (1,1) and (3,3) lines arise from
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two different species (para versus ortho-NH3), some variation could also be explained from
different ortho to para ratios in different sources.
4.2. Line widths
The NH3 (1,1) line widths range from 1.3 km s
−1 to 4.1 km s−1, the mean line width being
2.2 km s−1. This is comparable with previous studies of infrared dark clouds (Pillai et al.
2006) and 6.7 GHz methanol masers (Wu et al. 2010). As is generally found in star forming
regions, the line widths are much larger than the thermal line widths (which is ∼ 0.26 km s−1
at a temperature of 25 K). This is generally interpreted as being due to turbulence and
clumping within the single dish beam. The (2,2) line width ranges from 1.4 km s−1 to
5.2 km s−1, which is larger than the line width of the (1,1) line. The mean ratio of the (2,2)
to (1,1) line widths is 1.3. Similarly, the (3,3) line displays a larger line width ranging from
2.1 km s−1 to 5.6 km s−1, the mean ratio of the (3,3) to (1,1) line widths being 1.6.
The larger line widths of the (2,2) and (3,3) lines are in part due to optical depth
effects that are not taken into account by the Gaussian fitting. For example, using sensitive
observations that detect the hyperfine structure in the (2,2) line, Wienen et al. (in prep.)
find that the ratio of the apparent (2,2) line width (based on Gaussian fitting) to that of
the (1,1) line width is ∼ 1.15. This however will still not explain the observed increase in
the line widths of the (2,2) and (3,3) lines. These observations are consistent with previous
studies. The higher line widths of the higher J transitions is most likely due to two reasons.
The higher J transitions are likely to arise from warmer gas on account of the higher energy
levels involved. The warmer gas is likely to display a more clumpy structure with differential
motions within the single dish beam compared to the cooler envelope that is traced by the
lower J transitions. However, a similar observation is seen even in the high angular resolution
study of Longmore et al. (2007), who suggest systemic motions such as rotation, infall or
outflow, or turbulence injection to be the source of larger line widths in higher J transitions.
The left panel of Figure 5 shows the distribution of the (1,1) line width as a function
of maser luminosity. The previous study of Wu et al. (2010) noted a strong correlation
between the maser luminosity and the ammonia line width (correlation coefficient of 0.8).
In contrast, we see only a weak correlation (correlation coefficient of 0.3, improving to 0.45
if five data points in the lower right are not considered) in our data. This discrepancy is
most likely to be due to the relatively small sample size of Wu et al. (2010). We also see an
anti-correlation between the line width and the optical depth of the (1,1) line (correlation
coefficient of −0.4; Figure 5, right panel), similar to what was noted by Longmore et al.
(2007). Though interesting, the physical reason behind such a correlation is not clear.
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4.3. Column densities and Abundances
The NH3 column density ranges from 4.8 × 10
14 cm−2 to 7.3 × 1015 cm−2, the median
value being 2.9×1015 cm−2. This is comparable to the column densities seen in infrared dark
clouds (Pillai et al. 2006), and higher than the column densities of low-luminosity methanol
masers (Wu et al. 2010). The latter could be due to our assumption of LTE conditions in
our sources. If the maser sources of Wu et al. (2010) are also assumed to be in LTE, the
resulting NH3 column densities would be a factor of 2−3 higher, which would be similar
to what is seen in our sample. Figure 6 shows the NH3 column density as a function of
luminosity. There is clearly no correlation between the maser luminosity and NH3 column
density. This is very similar to the relation seen in Wu et al. (2010) for maser luminosities
. 10−5 L⊙ (see right panel of Figure 7 in Wu et al. 2010). However, Wu et al. (2010) see a
sharp rise in the NH3 column density at higher maser luminosities. This cannot be verified
in this study since the highest maser luminosity in our sample for which unambiguous line
fits could be performed is only 2.4× 10−5 L⊙.
The volume density of H2 molecules can be estimated from the (1, 1) line using eq. (2)
of Ho & Townes (1983):
n(H2) =
A
C
[
Jν(Tex)− Jν(Tbg)
Jν(Tk)− Jν(Tex)
] [
1 +
Jν(Tk)
hν/k
]
(2)
where A is the Einstein A coefficient (= 1.71×10−7 s−1) and C is the collisional de-excitation
rate (C(1, 1, a; 1, 1, s) in Danby et al. 1988). However, beam dilution will result in a signifi-
cant underestimation of the densities. The assumption of LTE would cause eq. (2) to diverge.
We hence estimate the column density of H2 using the BGPS catalog (Rosolowsky et al.
2010). For each maser source, we searched for 1.1 mm counterparts within a search radius
of 20′′ (Table 3). The H2 column density, N(H2) can be calculated from the observed flux
density, Sν using
Sν = ΩBν(Td)κνµmHN(H2) (3)
where Ω is the solid angle of the source, Bν(Td) is the black body function at dust tempera-
ture, Td, κν is the dust opacity, µ is the mean molecular weight assumed to be 2.8, and mH
is the mass of the hydrogen atom. The source solid angle is calculated from the its angular
size listed in the BGPS catalog. We adopt a dust opacity of 0.01 cm2 g−1 at 1.1 mm from
Ossenkopf & Henning (1994) assuming a gas to dust ratio of 100, and a dust temperature
equal to the gas kinetic temperature (derived from the NH3 data). In calculating H2 column
densities, the fluxes listed in the BGPS catalog (and shown in Table 3) have been multi-
plied by a factor of 1.5, which is required to make the fluxes consistent with those of other
published surveys (Aguirre et al. 2011).
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The H2 column densities for sources that also have measured NH3 column densities are
listed in Table 3, and range from 1.2× 1021 cm−2 to 2.2× 1022 cm−2 with a median value of
7.4 × 1021 cm−2. The ammonia abundance can be estimated from the H2 and NH3 column
densities as
χ(NH3) =
N(NH3)
N(H2)
(4)
The NH3 abundance ranges from 7.0× 10
−8 to 7.4× 10−7 with a median value of 2.7× 10−7.
This is almost an order of magnitude higher than typical abundances derived for star forming
regions (e.g. Benson & Myers 1983; Harju et al. 1993; Bergin & Langer 1997; Langer et al.
2000; Pillai et al. 2006). However, this is very similar to the abundances derived for massive
cores selected from the ATLASGAL survey (Wienen et al., in prep). One of the possible
reasons for the high ammonia abundance may be that the poor resolution of the BGPS
maps would result in the H2 column densities being underestimated. We observe a slight
anti-correlation between the H2 column density and the distance to the source, which is
expected if the cores are unresolved. Assuming the same beam filling factor as for the
ammonia emission would reduce the solid angle of the cores by a factor of ∼ 14. Taking into
account that individual cores would have a lower integrated flux than that of the large scale
clump measured from the BGPS, the H2 column density would increase roughly by an order
of magnitude. This would reduce the ammonia abundance by an order of magnitude bringing
it much closer to the values in the literature. Observations at higher angular resolution that
resolve the cores from the larger (and less dense) clumps can verify this hypothesis.
4.4. Are there distinctions between low and high luminosity methanol masers?
The work of Wu et al. (2010) found a number of distinctions between low and high
luminosity 6.7 GHz methanol masers. In particular, strong correlations were found between
the line widths and luminosity, and the cores associated with more luminous masers were
found to be more massive. An increase in the ammonia column density was also found for the
high luminosity masers, leading to suggestions that more luminous masers were associated
with higher mass stars. An alternate possibility suggested by Wu et al. (2010) is that higher
luminosity masers were associated more evolved sources, which was bolstered by the work
of Breen et al. (2010) who found that more luminous 6.7 GHz masers were more likely to be
associated with OH masers (which tend to be associated with more evolved sources).
The work presented in this paper, comprising of a larger sample of masers, does not find
much distinction between low and high luminosity methanol masers. We find a weak corre-
lation between the maser luminosity and ammonia line width, and no correlation between
the maser luminosity and the other physical quantities. The high angular resolution obser-
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vations of Longmore et al. (2007) found that the ammonia line width was correlated with
the evolutionary state of the cores, as determined from the presence or absence of 6.7 GHz
methanol masers and 24 GHz continuum emission. Although this cannot be applied directly
to our current study due to our much poorer angular resolution (8′′ of Longmore et al. 2007
versus 40′′ in this work), the weak correlation that we observe between maser luminosity and
ammonia line width suggests that there is no strong correlation between maser luminosity
and the evolutionary state of the source. Moreover, since the ammonia kinetic temperature
appears to be correlated with the evolutionary stage of a source, one would expect to see
a correlation between the kinetic temperature and maser luminosity if luminous masers are
indeed associated with more evolved sources. The lack of any such correlation again casts
some doubt on this hypothesis of Wu et al. (2010).
Since the existing millimeter data is at relatively poor resolution which results in a
systematic bias towards higher masses at larger distances, we do not look for any correlation
between the maser luminosity and the mass of the core exciting the maser. However, it is to
be noted that there is a difference of a few orders of magnitude between the size scale of a
masing clump and that of a star forming core. Moreover, maser radiation involves exponential
amplification of seed radiation and is dependent on the geometry of the source. Hence, it is
not clear whether one should expect any correlation between the maser properties, and the
large scale properties of the star forming core/clump. It may be possible to see correlations
if the observations had sufficient angular resolution to probe individual masing clumps.
However, given the poor brightness sensitivities of interferometers at such small scales, such
an experiment may not be feasible.
5. Conclusions
We have observed the (1,1), (2,2) and (3,3) inversion transitions of ammonia towards
the 6.7 GHz methanol masers detected in the AMGPS. The excitation temperature of the
(1,1) line is seen to be much smaller than the rotation temperature determined from the
(1,1) and (2,2) lines, suggestive of small beam filling factors for the ammonia emission. The
kinetic temperatures are warmer than those seen in infrared dark clouds, suggestive of an
evolutionary trend towards warmer temperatures with the age of the source. We see only a
weak correlation between the maser luminosity and the line width of the ammonia lines. No
other correlations are seen between the properties of the methanol masers and those of the
star forming clumps/cores. While this may be in part due to the relatively poor resolution of
the current observations, it does cast some doubt on whether there are distinctions between
low and high luminosity methanol masers.
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A. Determining physical parameters from ammonia
In the following, the methodology used for calculating excitation temperature, rotation
temperature, kinetic temperature, and column density from observations of the (1,1), (2,2),
and (3,3) inversion transition of NH3 is discussed.
The excitation temperature (Tex) is determined from the observed main beam antenna
temperature (TMB) using
TMB = ηb [Jν(Tex)− Jν(Tbg)] (1− e
−τ ) (A1)
where ηb is the beam filling factor, Tbg is the background temperature (assumed to be 2.73
K), τ is the optical depth of the line, and Jν(T ) = (hν/k) [exp(hν/kT )− 1]
−1.
The rotation temperature can be calculated from observations of two transitions, (J,K)
and (J ′, K ′) using eq. (3) of Ho & Townes (1983)
τ(J ′, K ′)
τ(J,K)
=
ν2J ′,K ′
ν2J,K
∆νJ,K
∆νJ ′,K ′
Tex(J,K)
Tex(J ′, K ′)
|µJ ′,K ′|
2
|µJ,K|2
gJ,′K ′
gJ,K
exp
(
−
∆EJ ′K ′,JK
kTR(J ′, K ′; J,K)
)
(A2)
where νJ,K and ∆νJ,K are the frequency and line width of the (J,K) transition respectively,
µJ,K is the dipole matrix element given by |µJ,K|
2 = µ2K2/[J(J + 1)] (µ = 1.468 Debye),
g is the statistical weight, and ∆E is the energy difference between the two states, and TR
is the rotation temperature. For the (1,1), (2,2) and (3,3) lines, it is common to assume
that they have the same line widths (although see the discussion in Sect. 4) and excitation
temperatures. In most cases, the optical depth is high enough to be measurable only for the
main hyperfine component of the (1,1) transition. The optical depth of the other transitions
can be estimated from that of the (1,1) transition using eq. (A3) of Mangum et al. (1992)
TMB(J,K,m)
TMB(J ′, K ′, m)
=
1− exp[−τ(J,K,m)]
1− exp[−τ(J ′, K ′, m)]
(A3)
under the assumption that the beam filling factors and excitation temperatures of the differ-
ent transitions are the same, and that the transitions are in local thermodynamic equilibrium.
The optical depth of a (J,K) transition is related to that of the main hyperfine transition
by a simple scale factor:
τ(J,K) = aτ(J,K,m) (A4)
where a is 2.0 for the (1,1) transition, 1.256 for the (2,2) transition and ∼ 1.124 for the (3,3)
transition. Using eqs. (A2) to (A4) above, one can derive the rotation temperature between
the (1,1) and (2,2) transitions (TR21) as
TR21 = −41.2÷ ln
{
−
0.283
τ(1, 1, m)
ln
[
1−
TMB(2, 2, m)
TMB(1, 1, m)
(
1− e−τ(1,1,m)
)]}
(A5)
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Similarly, the rotation temperature between the (1,1) and (3,3) transitions (TR31) can be
written as
TR31 = −100.3÷ ln
{
−
0.0803
τ(1, 1, m)
ln
[
1−
TMB(3, 3, m)
TMB(1, 1, m)
(
1− e−τ(1,1,m)
)]}
(A6)
To determine the kinetic temperature (Tk) from TR21, we follow the approach of Walmsley & Ungerechts
(1983) and assume that the (1,1), (2,2) and (2,1) levels form a three level system. Then, if
n1,1 and n2,2 are the populations of the (1,1) and (2,2) levels, the collisional balance in the
three level system can be written as
n2,2[C(2, 2; 1, 1) + C(2, 2; 2, 1)] = n1,1C(1, 1; 2, 2) (A7)
where C(J,K; J ′, K ′) is the collisional excitation/de-excitation rate from the (J,K) level to
the (J ′, K ′) level. Note that C(J,K; J ′, K ′) is related to C(J ′, K ′; J,K) by the relation
gJ,KC(J,K; J
′, K ′) = gJ ′,K ′C(J
′, K ′; J,K) e−∆EJ′K′,JK/kTk (A8)
Moreover, n1,1 and n2,2 are related by
n2,2
n1,1
=
5
3
e−41.2/TR21 (A9)
Hence, the kinetic temperature is related to TR21 by
1 +
C(2, 1; 2, 2)
C(2, 2; 1, 1)
exp
(
−
16.0
Tk
)
= exp
[
41.2
(
1
TR21
−
1
Tk
)]
(A10)
which can be solved numerically.
The column density in the upper level of a (J,K) inversion transition is given by
Nu(J,K) =
3h
8pi3
1
|µJ,K|2
1
(ehν/kTex − 1)
∫
τ(J,K) dv (A11)
where v is the velocity. The total column density of a (J,K) transition is related to the
column density in the upper level by
N(J,K) = Nu(J,K)(1 + e
hν/kTex) (A12)
In addition, if the line shape is assumed to be a Gaussian, and using eq. (A4), the integral
of the line optical depth becomes
∫
τ(J,K) dv =
aτ(J,K,m)∆v
2
√
(ln 2)/pi
(A13)
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where ∆v is the full width at half maximum (FWHM) line width. Thus, the column density
of the (J,K) transition is given by
N(J,K) = 3.96× 1012
J(J + 1)
K2
ehν/kTex + 1
ehν/kTex − 1
aτ(J,K,m)∆v cm−2 (A14)
where ∆v is in km s−1. For the (1,1) transition, this becomes
N(1, 1) = 1.58× 1013
ehν/kTex + 1
ehν/kTex − 1
τ(1, 1, m)∆v cm−2 (A15)
The total NH3 column density can be estimated from N(1, 1) using
N(NH3) = N(1, 1)
(
1
3
e23.3/TR21 + 1 +
5
3
e−41.2/TR21 +
14
3
e−100.3/TR21
)
(A16)
REFERENCES
Aguirre, J. E., Ginsburg, A. G., Dunham, M. K., et al. 2011, ApJS, 192, 4
Benson, P. J. & Myers, P. C. 1983, ApJ, 270, 589
Bergin, E. A. & Langer, W. D. 1997, ApJ, 486, 316
Bourke, T. L., Hyland, A. R., & Robinson, G. 2005, ApJ, 625, 883
Breen, S. L., Ellingsen, S. P., Caswell, J. L., & Lewis, B. E. 2010, MNRAS, 401, 2219
Danby, G., Flower, D. R., Valiron, P., Schilke, P., & Walsmley, C. M. 1988, MNRAS, 235,
229
Harju, J., Walmskey, C. M., Wouterloot, J. G. A. 1993, A&AS, 98, 51
Ho, P. T. P. & Townes, C. H. 1983, ARA&A, 21, 239
Klein, B., Philipp, S. D., Kra¨mer, I., Kasemann, C., Gu¨sten, R., & Menten, K. M. 2006,
A&A, 454, L29
Langer, W. D., van Dishoeck, E. F., Bergin, E. A., et al. 2000, in Protostars and Planets IV,
ed. V. Mannings, A. P. Boss, & S. S. Russel (Tucson, AZ: Univ. of Arizona Press), 29
Longmore, S. N., Burton, M. G., Barnes, P. J., et al. 2007, MNRAS, 379, 535
Mangum, J. G., Wootten, A., & Munday, L. G. 1992, ApJ, 388, 467
– 14 –
Minier, V., Ellingsen, S. P., Norris, R. P., & Booth, R. S. 2003, A&A, 403, 1095
Motte, F., Bontemps, S., Schilke, P., et al. 2007, A&A, 476, 1243
Ossenkopf, V. & Henning, T. 1994, A&A, 291, 943
Ott, M., Witzel, A., Quirrenback, A., Krichbaum, T. P., Standke, K. J., Schalinski, C. J., &
Hummel, C. A. 1994, A&A, 284, 331
Pandian, J. D., Goldsmith, P. F., & Deshpande, A. A. 2007, ApJ, 656, 255
Pandian, J. D. & Goldsmith, P. F. 2007, ApJ, 669, 435
Pandian, J. D., Leurini, S., Menten, K. M., Belloche, A., & Goldsmith, P. F. 2008, A&A,
489, 1175
Pandian, J. D., Menten, K. M., & Goldsmith, P. F. 2009, ApJ, 706, 1609
Pandian, J. D., Momjian, E., Xu, Y., Menten, K. M., & Goldsmith, P. F. 2010, A&A, 522,
A8
Pillai, T., Wyrowski, F., Carey, S. J., & Menten, K. M. 2006, A&A, 450, 569
Rohlfs, K. & Wilson, T. L. 2004, Tools of radio astronomy, 4th rev. and enl., ed. K. Rohlfs,
& T. L. Wilson (Berlin: Springer)
Rosolowsky, E., Dunhan, M. K., Ginsburg, A., et al. 2010, ApJS, 188, 123
Szymczak, M., & Kus, A. J. 2000, A&A, 360, 311
Walmsley, C. M. & Ungerechts, H. 1983, A&A, 122, 164
Wu, Y. W., Xu, Y., Pandian, J. D., et al. 2010, ApJ, 720, 392
Xu, Y., Li, J. J., Hachisuka, K., et al. 2008, A&A, 485, 729
This preprint was prepared with the AAS LATEX macros v5.2.
– 15 –
Table 1. Properties of NH3 lines towards the AMGPS sources.
Source vLSR TMB(1, 1, m) ∆v(1, 1) τ(1, 1, m) TMB(2, 2,m) ∆v(2, 2) TMB(3, 3, m) ∆v(3, 3)
(km s−1) (K) (km s−1) (K) (km s−1) (K) (km s−1)
G34.82+0.35 56.6 1.65 (0.03) 2.35 (0.03) 1.75 (0.06) 0.90 (0.02) 2.33 (0.07) 0.22 (0.03) 3.62 (0.25)
G35.03+0.35 53.1 1.15 (0.07) 3.15 (0.12) 0.29 (0.16) 0.75 (0.05) 3.75 (0.15) 0.53 (0.06) 4.60 (0.21)
G35.25−0.24 61.6 0.47 (0.03) 1.43 (0.07) 1.51 (0.27) 0.16 (0.03) 1.44 (0.19) < 0.09 . . .
G35.39+0.02 93.9 0.40 (0.03) 1.30 (0.06) 2.41 (0.34) 0.16 (0.03) 2.33 (0.51) < 0.09 . . .
G35.40+0.03 94.6 0.54 (0.03) 1.86 (0.06) 1.53 (0.20) 0.29 (0.03) 2.01 (0.13) < 0.09 . . .
G35.59+0.06 48.8 1.24 (0.05) 2.35 (0.06) 1.54 (0.13) 0.64 (0.03) 2.46 (0.09) 0.26 (0.03) 4.00 (0.21)
G35.79−0.17 61.3 1.17 (0.09) 2.40 (0.09) 2.65 (0.27) 0.67 (0.08) 3.13 (0.18) 0.57 (0.09) 4.74 (0.46)
G36.02−0.20 86.8 0.75 (0.05) 1.55 (0.06) 2.42 (0.28) 0.31 (0.05) 2.12 (0.25) < 0.15 . . .
G36.64−0.21 74.8 0.17 (0.04) 0.73 (0.12) 4.43 (1.70) < 0.09 . . . < 0.09 . . .
G36.70+0.09 59.4 0.56 (0.03) 1.27 (0.05) 1.60 (0.23) 0.16 (0.03) 1.56 (0.27) < 0.09 . . .
G36.84−0.02a 56.8 0.53 (0.03) 1.34 (0.09) 3.49 (0.52) 0.19 (0.03) 1.58 (0.30) †
G36.84−0.02b 59.0 0.72 (0.03) 3.17 (0.18) 1.54 (0.14) 0.36 (0.03) 4.63 (0.32) †
G36.90−0.41 79.6 1.29 (0.07) 2.14 (0.57) 2.07 (0.19) 0.64 (0.05) 2.07 (0.13) 0.32 (0.06) 2.99 (0.32)
G36.92+0.48 . . . < 0.09 . . . . . . < 0.09 . . . < 0.09 . . .
G37.02−0.03 80.1 1.14 (0.03) 1.66 (0.02) 2.31 (0.11) 0.48 (0.03) 2.06 (0.07) 0.18 (0.03) 2.55 (0.32)
G37.04−0.04 80.8 1.70 (0.03) 1.84 (0.01) 2.23 (0.06) 0.76 (0.03) 2.35 (0.07) 0.27 (0.03) 3.88 (0.19)
G37.38−0.09 57.1 0.15 (0.03) 2.15 (0.39) . . . 0.11 (0.02) 3.65 (0.49) < 0.08 . . .
G37.47−0.11 58.4 0.41 (0.03) 2.45 (0.12) 0.57 (0.22) 0.24 (0.03) 5.18 (0.50) < 0.09 . . .
G37.53−0.11 51.7 0.37 (0.07) 2.43 (0.34) . . . 0.35 (0.07) 3.72 (0.04) 0.27 (0.06) 2.86 (0.37)
G37.55+0.19 84.6 1.95 (0.09) 2.00 (0.05) 2.47 (0.17) 1.30 (0.08) 2.61 (0.11) 0.65 (0.08) 3.24 (0.22)
G37.60+0.42 89.2 0.78 (0.04) 1.62 (0.05) 1.96 (0.19) 0.32 (0.03) 3.04 (0.28) 0.20 (0.03) 2.38 (0.33)
G37.74−0.12 45.5 0.67 (0.03) 2.44 (0.08) 1.14 (0.16) 0.39 (0.03) 3.31 (0.16) 0.21 (0.03) 5.20 (0.29)
G37.76−0.19 59.6 0.47 (0.03) 4.32 (0.07) 1.05 (0.18) 0.21 (0.03) 2.85 (0.29) 0.13 (0.03) 2.08 (0.45)
G37.77−0.22 64.1 1.04 (0.03) 4.00 (0.04) 1.37 (0.07) 0.56 (0.03) 4.90 (0.13) 0.32 (0.03) 5.34 (0.19)
G38.03−0.30 61.6 0.70 (0.03) 1.99 (0.04) 1.04 (0.12) 0.33 (0.03) 2.24 (0.14) 0.14 (0.03) 2.71 (0.35)
G38.08−0.27 64.7 0.27 (0.04) 1.95 (0.22) . . . 0.09 (0.03) 3.13 (0.57) 0.11 (0.03) 1.26 (0.30)
G38.12−0.24 82.7 0.98 (0.03) 1.77 (0.04) 1.13 (0.12) 0.49 (0.03) 2.46 (0.12) 0.16 (0.03) 3.73 (0.48)
G38.20−0.08 82.9 1.39 (0.07) 2.75 (0.07) 1.78 (0.15) 0.54 (0.08) 3.50 (0.29) 0.33 (0.07) 4.90 (0.42)
G38.26−0.08 . . . < 0.09 . . . . . . < 0.09 . . . < 0.09 . . .
G38.26−0.20 65.4 0.42 (0.03) 1.80 (0.11) 0.47 (0.28) 0.16 (0.03) 3.04 (0.39) < 0.09 . . .
G38.56+0.15 28.2 0.12 (0.03) 2.51 (0.46) . . . < 0.09 . . . < 0.09 . . .
G38.60−0.21 66.1 0.72 (0.04) 2.05 (0.06) 1.09 (0.18) 0.24 (0.03) 2.82 (0.22) 0.13 (0.03) 2.91 (0.38)
G38.66+0.08 −39.1 0.11 (0.02) 2.85 (0.36) 1.39 (0.65) < 0.09 . . . < 0.09 . . .
G38.92−0.36 37.9 2.81 (0.08) 2.26 (0.05) 1.13 (0.12) 1.42 (0.08) 2.54 (0.10) 0.55 (0.08) 4.02 (0.33)
G39.39−0.14 66.0 0.72 (0.03) 2.41 (0.08) 0.63 (0.15) 0.36 (0.03) 2.91 (0.14) 0.16 (0.03) 4.72 (0.36)
G39.54−0.38 60.4 0.39 (0.03) 2.66 (0.12) 0.82 (0.24) 0.19 (0.03) 2.14 (0.27) < 0.09 . . .
G40.28−0.22 73.1 1.59 (0.08) 3.62 (0.10) 0.54 (0.14) 1.03 (0.10) 3.88 (0.20) 0.73 (0.07) 5.58 (0.27)
G40.62−0.14 32.5 1.00 (0.06) 4.09 (0.10) 1.15 (0.15) 0.54 (0.06) 4.27 (0.25) 0.32 (0.06) 5.50 (0.52)
G40.94−0.04 39.3 0.12 (0.03) 2.96 (0.52) . . . 0.09 (0.03) 1.28 (0.30) < 0.09 . . .
G41.08−0.13 63.3 0.54 (0.03) 2.79 (0.11) 0.70 (0.17) 0.22 (0.03) 3.24 (0.27) < 0.09 . . .
G41.12−0.11 37.8 0.35 (0.03) 1.45 (0.09) 1.35 (0.36) < 0.09 . . . < 0.09 . . .
G41.12−0.22 59.7 0.52 (0.03) 2.46 (0.08) 1.03 (0.18) 0.18 (0.03) 2.25 (0.21) 0.13 (0.03) 3.66 (0.40)
G41.16−0.20 60.4 0.35 (0.03) 1.61 (0.13) 1.56 (0.38) 0.17 (0.03) 2.10 (0.21) < 0.09 . . .
G41.23−0.20 58.9 0.50 (0.03) 1.61 (0.06) 1.36 (0.23) 0.28 (0.03) 2.03 (0.14) < 0.09 . . .
G41.27+0.37 14.9 0.26 (0.03) 1.69 (0.14) 2.58 (0.55) 0.12 (0.02) 2.08 (0.28) < 0.09 . . .
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Table 1—Continued
Source vLSR TMB(1, 1, m) ∆v(1, 1) τ(1, 1, m) TMB(2, 2,m) ∆v(2, 2) TMB(3, 3, m) ∆v(3, 3)
(km s−1) (K) (km s−1) (K) (km s−1) (K) (km s−1)
G41.34−0.14 13.2 0.43 (0.03) 1.68 (0.07) 2.46 (0.30) 0.16 (0.03) 2.11 (0.29) < 0.09 . . .
G41.58+0.04 . . . < 0.09 . . . . . . < 0.09 . . . < 0.09 . . .
G42.03+0.19 17.7 0.19 (0.04) 2.49 (0.36) . . . 0.10 (0.03) 3.54 (0.86) < 0.09 . . .
G42.30−0.30 27.8 0.61 (0.03) 2.58 (0.07) 1.00 (0.14) 0.22 (0.03) 3.26 (0.24) < 0.09 . . .
G42.43−0.26 64.7 0.26 (0.04) 2.28 (0.29) . . . 0.19 (0.03) 2.83 (0.28) 0.11 (0.03) 3.12 (0.54)
G42.70−0.15 −44.4 0.11 (0.03) 3.60 (0.78) . . . < 0.09 . . . < 0.09 . . .
G43.04−0.46 57.4 0.69 (0.07) 3.04 (0.12) 2.01 (0.29) 0.39 (0.06) 3.83 (0.29) 0.40 (0.07) 4.30 (0.43)
G43.08−0.08 12.6 0.52 (0.04) 3.19 (0.14) 0.45 (0.22) 0.17 (0.04) 2.86 (0.35) < 0.12 . . .
G44.31+0.04 56.2 1.44 (0.07) 2.55 (0.06) 1.24 (0.14) 0.84 (0.07) 2.70 (0.15) 0.86 (0.07) 2.82 (0.15)
G44.64−0.52 . . . < 0.09 . . . . . . < 0.09 . . . < 0.09 . . .
G45.44+0.07a 54.8 0.22 (0.03) 1.29 (0.14) 1.08 (0.66) 0.21 (0.03) 2.04 (0.30) < 0.08 . . .
G45.44+0.07b 59.0 0.38 (0.03) 1.53 (0.11) 0.75 (0.36) 0.18 (0.03) 2.97 (0.44) 0.10 (0.03) 4.54 (0.58)
G45.47+0.13a 57.1 0.35 (0.06) 2.28 (0.24) 1.01 (0.64) 0.29 (0.07) 2.19 (0.36) < 0.18 . . .
G45.47+0.13b 61.6 0.84 (0.06) 3.23 (0.13) 0.96 (0.20) 0.55 (0.07) 4.34 (0.29) 0.32 (0.06) 3.71 (0.33)
G45.47+0.05 60.8 0.64 (0.04) 2.51 (0.09) 1.30 (0.22) 0.47 (0.04) 3.34 (0.18) 0.43 (0.04) 3.18 (0.18)
G45.49+0.13a 59.5 1.49 (0.04) 1.81 (0.06) 1.56 (0.10) 0.43 (0.04) 1.44 (0.13) †
G45.49+0.13b 62.2 1.13 (0.04) 2.61 (0.12) 1.08 (0.11) 0.55 (0.04) 5.00 (0.22) †
G45.57−0.12 4.5 0.21 (0.03) 1.68 (0.15) 2.06 (0.70) < 0.09 . . . < 0.09 . . .
G45.81−0.36 58.7 0.69 (0.04) 3.05 (0.10) 0.50 (0.16) 0.37 (0.04) 3.87 (0.22) 0.22 (0.04) 3.84 (0.34)
G46.07+0.22 18.8 0.20 (0.03) 1.69 (0.24) . . . < 0.09 . . . < 0.09 . . .
G46.12+0.38 55.0 0.54 (0.03) 1.72 (0.06) 1.52 (0.23) 0.17 (0.03) 2.06 (0.26) < 0.09 . . .
G48.89−0.17 55.7 0.19 (0.02) 1.34 (0.13) 1.82 (0.53) < 0.07 . . . < 0.07 . . .
G48.90−0.27 68.4 1.60 (0.07) 1.60 (0.05) 1.46 (0.17) 0.80 (0.06) 2.23 (0.14) 0.27 (0.06) 3.68 (0.45)
G48.99−0.30 67.4 2.48 (0.06) 2.93 (0.04) 1.40 (0.07) 1.79 (0.06) 3.31 (0.05) 2.93 (0.08) 3.14 (0.06)
G49.27+0.31 3.3 0.59 (0.03) 2.61 (0.08) 1.27 (0.18) 0.29 (0.03) 3.87 (0.25) 0.19 (0.03) 4.89 (0.38)
G49.35+0.41 66.2 0.26 (0.03) 1.09 (0.10) 1.83 (0.55) < 0.09 . . . < 0.09 . . .
G49.41+0.33 −21.3 0.24 (0.03) 2.30 (0.25) . . . 0.10 (0.03) 2.89 (0.50) < 0.09 . . .
G49.60−0.25 56.7 1.55 (0.03) 1.72 (0.03) 1.18 (0.08) 0.74 (0.03) 2.00 (0.06) 0.22 (0.03) 2.46 (0.20)
G49.62−0.36 54.5 0.21 (0.03) 1.76 (0.22) . . . < 0.08 . . . < 0.08 . . .
G50.78+0.15 42.1 0.83 (0.03) 1.84 (0.04) 1.80 (0.13) 0.41 (0.03) 2.45 (0.12) 0.11 (0.03) 2.86 (0.35)
G52.92+0.41 44.7 1.32 (0.03) 1.65 (0.02) 1.33 (0.07) 0.52 (0.04) 2.12 (0.11) 0.13 (0.03) 4.88 (0.48)
G53.04+0.11 4.8 0.88 (0.04) 2.61 (0.07) 0.58 (0.13) 0.40 (0.03) 3.39 (0.15) 0.19 (0.04) 3.35 (0.36)
G53.14+0.07 21.7 1.69 (0.05) 1.89 (0.04) 0.89 (0.11) 0.91 (0.06) 2.31 (0.12) 0.32 (0.05) 3.73 (0.37)
G53.62+0.04 22.8 1.35 (0.03) 1.31 (0.02) 1.30 (0.09) 0.57 (0.03) 1.62 (0.06) 0.13 (0.03) 2.78 (0.42)
Note. — The columns show the NH3 (1,1), (2,2) and (3,3) line fit parameters and their uncertainties returned by the CLASS software.
Sources for which no τ(1, 1, m) is listed had their (1,1) spectra fit using Gaussians due to the line being too weak. Note that the
uncertainties in TMB only include the formal fitting errors and do not include the uncertainty in flux calibration. No uncertainties are
shown for the line velocities since they are well below 0.1 km s−1. All the upper limits quoted are 3σ. The sources G43.80−0.13 and
G45.07+0.13 are not included in the Table due to poor fits to their complex line profiles and blending from multiple velocity components.
†No reliable fit possible due to blending from two closely separated velocity components.
– 17 –
Table 2. Physical parameters determined from the NH3 observations.
Source Tex(1, 1) TR21 Tk TR31 N(NH3)
(K) (K) (K) (K) (1015 cm−2)
G34.82+0.35 4.7 (0.2) 17.6 (1.5) 23.4 (3.2) 26.1 (1.4) 4.9 (0.5)
G35.03+0.35 7.4 (2.3) 23.6 (2.5) 40.0 (9.1) 21.7 (1.2) 1.3 (0.8)
G35.25−0.24 3.3 (0.1) 14.4 (1.5) 17.8 (2.7) . . . 2.4 (0.5)
G35.39+0.02 3.2 (0.1) 13.8 (1.5) 16.7 (2.6) . . . 3.5 (0.7)
G35.40+0.03 3.4 (0.1) 18.1 (2.0) 24.5 (4.4) . . . 3.4 (0.6)
G35.59+0.06 4.3 (0.2) 17.6 (1.6) 23.5 (3.4) 19.2 (0.9) 4.3 (0.6)
G35.79−0.17 4.0 (0.2) 16.4 (2.0) 21.0 (3.9) 20.8 (1.0) 7.3 (1.3)
G36.02−0.20 3.6 (0.1) 14.3 (1.5) 17.6 (2.6) . . . 4.2 (0.7)
G36.70+0.09 3.4 (0.1) 13.5 (1.3) 16.2 (2.1) . . . 2.3 (0.4)
G36.84−0.02a 3.3 (0.1) 12.4 (1.2) 14.3 (1.9) . . . 5.2 (1.2)
G36.84−0.02b 3.7 (0.1) 17.3 (1.7) 22.8 (3.5) . . . 5.8 (0.8)
G36.90−0.41 4.2 (0.2) 16.1 (1.5) 20.4 (2.9) 26.3 (1.5) 5.1 (0.7)
G37.02−0.03 4.0 (0.1) 14.5 (1.0) 17.9 (1.9) 27.6 (2.1) 4.3 (0.4)
G37.04−0.04 4.7 (0.2) 15.0 (1.1) 18.9 (2.0) 19.9 (0.9) 4.6 (0.4)
G37.38−0.09 4.1† (0.9) 26.9 (6.4) 48.4 (+31.3−17.8) . . . 4.8 (0.4)
G37.47−0.11 3.7 (0.3) 21.2 (2.6) 32.2 (7.4) . . . 1.9 (0.8)
G37.53−0.11 4.1† (0.9) 31.4 (9.1) 67.3 (+93.6−31.9) 30.5 (3.0) 1.8 (1.6)
G37.55+0.19 4.9 (0.2) 18.5 (2.2) 25.4 (5.1) 17.4 (0.8) 6.0 (0.9)
G37.60+0.42 3.6 (0.1) 14.9 (1.3) 18.7 (2.4) 26.0 (1.6) 3.6 (0.5)
G37.74−0.12 3.7 (0.1) 19.7 (2.1) 28.2 (5.4) 38.5 (4.5) 3.5 (0.6)
G37.76−0.19 3.5 (0.1) 17.2 (1.9) 22.6 (4.0) 40.1 (4.6) 2.9 (0.6)
G37.77−0.22 4.1 (0.1) 18.4 (1.7) 25.1 (3.8) 32.6 (2.4) 6.7 (0.7)
G38.03−0.30 3.8 (0.1) 17.7 (1.6) 23.7 (3.5) 25.4 (1.4) 2.5 (0.4)
G38.12−0.24 4.2 (0.2) 18.1 (1.6) 24.5 (3.5) 55.2 (18.8) 2.4 (0.3)
G38.20−0.08 4.4 (0.2) 14.8 (1.4) 18.6 (2.6) 21.6 (1.0) 5.5 (0.8)
G38.26−0.20 3.9 (0.5) 17.1 (2.0) 22.4 (4.1) . . . 1.0 (0.6)
G38.60−0.21 3.8 (0.2) 15.1 (1.3) 19.1 (2.5) 29.2 (1.9) 2.5 (0.5)
G38.92−0.36 6.9 (0.5) 18.3 (1.6) 24.8 (3.6) 17.9 (0.7) 3.1 (0.4)
G39.39−0.14 4.3 (0.3) 19.5 (1.8) 27.7 (4.4) 28.8 (1.7) 1.9 (0.5)
G39.54−0.38 3.4 (0.2) 18.5 (2.3) 25.4 (5.4) . . . 2.7 (0.9)
G40.28−0.22 6.6 (0.9) 22.9 (2.7) 37.7 (9.0) 25.7 (1.2) 2.8 (0.8)
G40.62−0.14 4.2 (0.2) 18.9 (2.2) 26.4 (5.1) 29.2 (2.3) 5.8 (1.0)
G41.08−0.13 3.8 (0.2) 17.3 (1.8) 22.8 (3.7) . . . 2.3 (0.6)
G41.12−0.22 3.6 (0.1) 15.4 (1.6) 19.7 (3.1) 24.5 (1.7) 2.9 (0.6)
G41.16−0.20 3.2 (0.1) 16.9 (2.2) 22.0 (4.5) . . . 2.9 (0.9)
G41.23−0.20 3.4 (0.1) 18.9 (2.2) 26.2 (5.2) . . . 2.7 (0.6)
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Table 2—Continued
Source Tex(1, 1) TR21 Tk TR31 N(NH3)
(K) (K) (K) (K) (1015 cm−2)
G41.27+0.37 3.0 (0.1) 14.8 (2.1) 18.4 (3.9) . . . 4.9 (1.4)
G41.34−0.14 3.2 (0.1) 13.7 (1.5) 16.6 (2.6) . . . 4.6 (0.9)
G42.30−0.30 3.7 (0.1) 15.7 (1.4) 20.3 (2.9) . . . 2.9 (0.5)
G42.43−0.26 4.1† (0.9) 25.4 (4.5) 42.5 (15.6) . . . 0.9 (0.7)
G43.04−0.46 3.5 (0.1) 17.7 (2.6) 23.5 (5.7) 23.7 (1.6) 7.3 (1.6)
G43.08−0.08 4.2 (0.6) 16.2 (1.9) 20.6 (3.7) . . . 1.7 (0.8)
G44.31+0.04 4.8 (0.3) 19.7 (2.2) 28.3 (5.5) 39.4 (4.8) 4.0 (0.7)
G45.44+0.07a 3.1 (0.1) 29.7 (8.9) 61.3 (+68.2−29.9) . . . 2.7 (1.8)
G45.44+0.07b 3.5 (0.3) 18.6 (2.4) 25.7 (5.6) . . . 1.4 (0.7)
G45.47+0.13a 3.3 (0.2) 26.3 (8.4) 45.9 (+49.2−21.9) . . . 3.8 (2.7)
G45.47+0.13b 4.1 (0.2) 22.0 (3.2) 34.6 (9.8) 27.4 (1.6) 4.3 (1.1)
G45.47+0.05 3.6 (0.1) 22.9 (3.5) 37.5 (11.7) 23.7 (1.5) 4.7 (1.1)
G45.49+0.13a 4.6 (0.2) 13.5 (0.9) 16.2 (1.5) . . . 3.1 (0.4)
G45.49+0.13b 4.5 (0.2) 18.0 (1.6) 24.3 (3.5) . . . 3.4 (0.5)
G45.81−0.36 4.5 (0.5) 20.5 (2.2) 30.5 (6.1) 51.3 (7.7) 2.0 (0.7)
G46.12+0.38 3.4 (0.1) 14.0 (1.3) 17.0 (2.4) . . . 2.9 (0.6)
G48.90−0.27 4.8 (0.3) 17.4 (1.6) 22.9 (3.4) 24.4 (1.4) 2.8 (0.4)
G48.99−0.30 6.0 (0.3) 22.4 (2.7) 35.8 (8.6) 18.1 (0.7) 5.8 (0.7)
G49.27+0.31 3.6 (0.1) 17.6 (1.8) 23.3 (3.8) 24.1 (1.6) 3.9 (0.7)
G49.60−0.25 5.0 (0.2) 17.6 (1.4) 23.3 (2.9) 19.2 (0.8) 2.4 (0.3)
G50.78+0.15 3.7 (0.1) 16.6 (1.5) 21.4 (2.9) 23.8 (1.2) 3.8 (0.5)
G52.92+0.41 4.5 (0.2) 15.7 (1.1) 20.3 (2.3) 18.4 (0.9) 2.5 (0.2)
G53.04+0.11 4.8 (0.4) 18.7 (1.6) 25.8 (3.8) 22.6 (1.4) 1.9 (0.5)
G53.14+0.07 5.6 (0.4) 19.5 (1.8) 27.9 (4.6) 20.3 (0.9) 2.1 (0.3)
G53.62+0.04 4.6 (0.2) 16.3 (1.2) 20.8 (2.3) 23.8 (1.4) 2.0 (0.2)
Note. — The columns show the source name, excitation temperature, Tex, ro-
tation temperation from (2,2) and (1,1), TR21, kinetic temperature, Tk, rotation
temperature from (3,3) and (1,1), TR31, and total NH3 column density, N(NH3).
The uncertainties include contributions from the flux calibration. Only sources that
have a 4σ detection or higher are shown in this table.
†Tex assumed to be 4.1± 0.9 K since the optical depth of the (1,1) main hyperfine
component is not constrained.
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Table 3. H2 column densities and NH3 abundances derived from the Bolocam Galactic
Plane Survey.
Source S1.1mm NH2 χNH3 Source S1.1mm NH2 χNH3
(Jy) (1021 cm−2) (×10−7) (Jy) (1021 cm−2) (×10−7)
34.82+0.35 1.02 (0.08) 28.0 (5.5) 1.7 (0.4) 39.39−0.14 0.53 (0.05) 13.2 (2.9) 1.5 (0.5)
35.03+0.35 1.38 (0.09) 11.6 (3.2) 1.2 (0.7) 40.28−0.22 1.57 (0.11) 25.1 (7.3) 1.1 (0.4)
35.25−0.24 0.09 (0.04) 6.7 (2.9) 3.6 (1.8) 40.62−0.14 0.83 (0.07) 18.0 (4.7) 3.2 (1.0)
35.40+0.03 0.19 (0.04) 4.7 (1.3) 7.4 (2.4) 41.08−0.13 0.25 (0.04) 6.7 (1.7) 3.4 (1.3)
35.79−0.17 0.75 (0.06) 22.9 (6.0) 3.2 (1.0) 41.12−0.22 0.30 (0.05) 10.3 (2.5) 2.8 (0.9)
36.02−0.20 0.24 (0.04) 12.4 (3.1) 3.4 (1.0) 41.27+0.37 0.14 (0.04) 7.0 (2.5) 7.0 (3.2)
36.70+0.09 0.16 (0.04) 8.6 (2.0) 2.6 (0.8) 41.34−0.14 0.13 (0.04) 8.9 (3.1) 5.1 (2.0)
36.84−0.02 0.37 (0.05) 20.9 (4.7) 5.3 (1.4) 42.30−0.30 0.32 (0.05) 12.6 (2.9) 2.3 (0.7)
36.90−0.41 0.26 (0.04) 8.9 (2.0) 5.7 (1.5) 42.43−0.26 0.43 (0.05) 6.5 (2.8) 1.4 (1.2)
37.04−0.04 0.46 (0.05) 12.0 (2.1) 3.8 (0.7) 43.04−0.46 0.79 (0.07) 26.8 (8.9) 2.7 (1.1)
37.38−0.09 0.15 (0.04) 2.5 (+1.9−1.2) 1.9 (
+1.8
−2.1) 43.08−0.08 0.24 (0.06) 10.3 (3.3) 1.6 (1.0)
37.47−0.11 0.30 (0.06) 6.8 (2.2) 2.8 (1.4) 44.31+0.04 0.76 (0.07) 15.1 (3.9) 2.7 (0.8)
37.53−0.11 0.74 (0.06) 5.1 (+7.8−2.7) 3.6 (
+3.7
−6.3) 45.47+0.05 1.30 (0.11) 19.5 (7.3) 2.4 (1.1)
37.55+0.19 1.04 (0.09) 24.5 (6.6) 2.5 (0.8) 45.81−0.36 0.42 (0.05) 11.9 (3.2) 1.7 (0.7)
37.60+0.42 0.30 (0.04) 17.0 (3.8) 2.1 (0.6) 48.99−0.30 2.00 (0.14) 27.6 (8.1) 2.1 (0.7)
37.74−0.12 0.75 (0.06) 12.1 (3.1) 2.9 (0.9) 49.27+0.31 0.25 (0.05) 10.2 (2.9) 3.9 (1.3)
37.76−0.19 0.35 (0.06) 12.0 (3.3) 2.4 (0.8) 49.60−0.25 0.36 (0.06) 14.5 (3.3) 1.7 (0.4)
37.77−0.22 1.26 (0.09) 35.7 (7.4) 1.9 (0.4) 50.78+0.15 0.27 (0.06) 11.7 (2.9) 3.3 (0.9)
38.03−0.30 0.18 (0.04) 7.5 (2.1) 3.3 (1.0) 52.92+0.41 0.36 (0.07) 16.1 (3.6) 1.5 (0.4)
38.12−0.24 0.27 (0.05) 9.5 (2.3) 2.5 (0.7) 53.04+0.11 0.56 (0.08) 14.6 (3.4) 1.3 (0.4)
38.20−0.08 0.44 (0.05) 18.6 (4.2) 2.9 (0.8) 53.14+0.07 1.48 (0.12) 30.4 (6.7) 0.7 (0.2)
38.60−0.21 0.20 (0.04) 8.5 (2.0) 3.0 (0.9) 53.62+0.04 0.62 (0.09) 23.9 (4.7) 0.8 (0.2)
Note. — The columns show the source name, 1.1 mm integrated flux from BGPS, H2 column density and NH3
abundance. To calculate the H2 column densities, all BGPS fluxes listed above have been multiplied by a factor
of 1.5 to conform with measurements of previous surveys as indicated in Aguirre et al. (2011).
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Fig. 1.— NH3 (1,1), (2,2) and (3,3) spectra for sources with multiple lines. The red curve
shows the spectral line fit. Spectra with no fits cannot be fit reliably with consistent velocities
in all three transitions.
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Fig. 2.— NH3 kinetic temperature as a function of maser luminosity.
Fig. 3.— The left panel shows the histogram of the beam dilution factor, ηb, calculated
assuming the excitation temperature of the (1,1) line to be equal to the rotation temperature,
TR21. The right panel shows ηb as a function of the distance to the source.
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Fig. 4.— The rotation temperature determined from (3,3) and (1,1) transitions as a function
of the kinetic temperature. The dashed line shows where TR31 is equal to Tk.
Fig. 5.— NH3 (1,1) line width as a function of maser luminosity (left panel) and the optical
depth of the (1,1) main hyperfine component (right panel).
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Fig. 6.— NH3 column density as a function of maser luminosity.
