Abstract-This work investigates the problem of efficiently learning discriminative low-dimensional representations of multiclass large-scale image objects. We propose a generic deep learning approach by taking advantages of Convolutional Neural Networks (CNN), sparse dictionary learning, and orthogonal projections. CNN is not only powerful on feature extraction, but also robust to spatial variance and changes. Sparse dictionary learning is well known for disentangling nonlinear underlying discriminative factors in data. The orthogonal projection is a notable efficient tool to project multi-class data onto low dimensional discriminative subspace. The proposed procedure can be summarized as follows. At first, a CNN is employed to extract high-dimensional (HD) preliminary convolutional features. Secondly, to avoid the high computational cost of direct sparse coding on HD CNN features, we present to learn sparse representation (SR) in an orthogonal projected space over a taskdriven sparsifying dictionary. We then exploit the discriminative projection on SR. The whole learning process is treated as a joint optimization problem of trace quotient maximization, which involves the CNN parameters, the orthogonal projection on CNN features, the dictionary and the discriminative projection on sparse codes. The related cost function is well defined on product manifold of the Stiefel manifold, the Oblique manifold, and the Grassmann manifold. It is optimized via a geometrical stochastic gradient descent algorithm. Finally, the quality of dictionary and projections learned by the proposed approach is further investigated in terms of image classification. The experimental results show that the approach can achieve a strongly competitive performance with state-of-the-art image classification methods.
I. INTRODUCTION
Learning appropriate low-dimensional (LD) representations of data plays a critical role as a preprocessing procedure for the success of discrimination learning algorithms, because of its convenience on geometric interpretations and its parsimony on computations [1] , [2] . One core discovery in LD discriminative representation learning is that deep architecture of representations, i.e., multiple levels of representation, enables prominent disentanglibility of underlying factors that explains discrepancy underneath the observed signals, e.g., images [3] . Specifically, the performance of deep learning is strongly dependent on the choice and organization of various general purpose priors, such as sparsity [4] , depth of explanatory factors [5] , and manifold [6] . In this work, we investigate a deep joint learning paradigm for finding approximate LD representations of multi-class large-scale imagery objects, which is capable of carrying the useful information to facilitate the task of discrimination learning, such as object categorization.
A. Related Work
Conventional approaches often represent the multi-class high-dimensional (HD) data collection as the input that is lying in some underlying subspaces [7] , [8] or a low-dimensional smooth manifold [6] , [9] , called dimension reduction (DR). They seek to convey underlying discriminative structure of interest from original HD space to low dimensional ones. The related learning process relies on the decomposition of data relationship matrix over an undercomplete bases set, namely, dictionary [10] . Such a setting covers prominent examples like Linear Discriminant Analysis (LDA) [7] , Semi-supervised LDA (SDA) [11] , Sufficient Dimensionality Reduction (SDR) [12] , supervised Non-Negative Matrix Factorization (NMF) [2] , Spectral Clustering (SC) [8] , etc., which encode the HD data as a dense undercomplete representation over a dictionary with orthogonal columns [10] , called orthogonal projections. This kind of orthogonal projections are well-known efficient tools to project multi-class data onto low-dimensional subspaces, by virtue of the low computational complexity and the low sample complexity [10] . However, they often suffer from the noise corruption, and the low efficiency for extracting nonlinear discrimination between images [13] - [15] due to their shallow linear projection architecture. Different from data decomposition over an orthogonal undercomplete dictionary like LDA, sparse representation (SR) was originally developed as an instrument to leverage the underlying sparse structure of data over an overcomplete dictionary [14] , [16] . The method relies on the assumption that a signal x ∈ R m can be represented as a linear combination
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of a few atoms in a dictionary D ∈ R m×q , m q. Formally, this can be described as
where α ∈ R q is the sparse coefficient vector, and ∈ R m is the residual term. It has achieved great success with wide applications in signal reconstruction, denoising and inpainting [4] , [17] , [18] . These methods can be considered as datadriven sparse representation approaches.
On the other hand, current research focuses on exploiting the discrimination of sparse representation, such as learning or constructing dictionaries for face recognition [19] , handwritten digit classification [20] , [21] , object categorization [22] , [23] , or human action recognition [23] , [24] , etc. It has been empirically observed that the structure in sparse domain could make the hidden patterns more prominent and easier to be captured, and sparse coefficients are often interpreted as the extracted features to promote the task of discriminative prediction. For example, the work in [14] , [22] , [25] incorporates linear classifiers with sparse representation to jointly learn a sparsifying dictionary and a classifier. Similarly, adopting sparse representations in a classical expected risk minimization formulation leads to the so-called task-driven dictionary learning approaches, specifically for supervised learning tasks, cf. [20] , [26] .
One common scheme shared by these methods is to learn multiple dictionaries or class-specific dictionaries for training samples and then to employ a set of binary classifiers in a "one-versus-all" or "one-versus-one" strategy for solving multi-class classification problems, cf. [20] , [25] , [26] . Such a learning scheme is beneficial to the final predictors, but it is susceptible to suffer from time-consuming and storage burden when encountering a large number of classes. Moreover, in the practical application of visual recognition, there is another serious issue in most SR based algorithms, i.e., finding an appropriate faction of data as shown in Eq. (1) can be prohibitively expensive when the dimensionality of the raw input is huge [10] . These inputs could be the raw images with high resolution, or their preliminary features that are extracted by preprocessing representation learners. Typical preliminary representation learners include deep convolutional neural networks (CNN) [27] , [28] , and the spatial pyramid pooling (SPP) strategy [29] - [31] . Both of them can generate a fixed-length, but HD representation, regardless of the raw image size/scale and robust to spatial variance, cf. [28] , [32] . Learning these extremely redundant dictionaries for highresolution images or their HD representations is often difficult by using regular computing resources [10] . Although constructing convolutional layers associated with neural network regression, e.g., VGG-16 [27] and Inception series [33] , [34] , is a popular way to extract label-driven representations, such a strategy often requires very large amount of labeled training samples, resulting in prohibitive training efforts for a large number of classes.
B. Motivation and Main Contributions
With the aim of efficiently learning discrimination between images for multi-class large-scale objects, we propose to construct an efficient algorithm to jointly learn discriminative features on sparse coefficients. Our joint learning scheme can be summarized as the following four steps. At first, a CNN is conducted to extract HD preliminary features. Secondly, in order to reduce the time consumption of learning sparse codes of CNN features, we adopt a popular way to learn sparse representations in a reduced feature subspace of input CNN feature space. Such a reduced subspace is achieved by a traditional orthogonal DR projection. Thirdly, we present to directly learn a linear discriminative orthogonal projection on sparse coefficients. Finally, classical linear classifiers, such as SVM or k-NN, are applied to classify acquired LD features. Thus, the whole learning system (an example is depicted in Fig. 1 ) is developed which involves the CNN parameters, and a triple of matrix parameters, i.e., the orthogonal projection matrix on original CNN features, the dictionary matrix and the discriminative projection matrix on sparse codes. By treating the CNN features as the input, we construct an appropriate cost function, in which the triple matrix parameters are well defined on a product manifold of the Stiefel manifold, the Oblique manifold and the Grassmann manifold, respectively. We finally employ a gradient descent algorithm on smooth manifold to jointly maximize the cost function. We call this system except the CNN stage as Jointly Optimized dictionary learning and two-layer Orthogonal Projections for learning discriminative LOW-dimensional Image Representations (JoopLow) in the rest of this paper.
A preliminary work on modeling low-dimensional representation in sparse domain was briefly presented in [21] , which focused on tinny image classification with unsupervised settings. However, the full investigation of the JoopLow model has not been systematically conducted. In this work, we fully investigate the potential of the JoopLow model for sparse convolutional LD image representation learning, the optimization and its typical application, i.e., categorization. In particular, we first construct a three-layer representation learning block, which benefits from both sparse coding and orthogonal DR projection. We then extend such a JoopLow model to the CNN architecture for discrimination learning on large-scale images. Finally, we fully explore the potential of JoopLow model in multi-class object categorization, which achieves a competitive performance with state-of-the-art CNN based classification methods.
The main contributions of this work can be summarized in three aspects: i) This paper presents a deep learning approach to learn low dimensional discrminative image representations by taking advantage of CNN, sparse dictionary learning and orthogonal projections. CNN is not only powerful on feature extraction but also robust to spatial variance and changes. Sparse dictionary learning is well known for disentangling nonlinear underlying discriminative factors in data and the orthogonal projection is a prominent efficient tool to project multi-class data onto low-dimensional subspace. The computational efficiency and the discriminative capability are both leveraged. ii) By exploring the differentiability of sparse representations with respect to a given dictionary, this work treats the solution to JoopLow as a problem of jointly learning parameters restricted on approximate matrix manifolds. Fig. 1 . An example using proposed algorithmic paradigm (VGG-16 JoopLow) for classification on Caltech-256 dataset [35] . First, a 224 by 224 crop of an image (with 3 color planes) is presented as the data input. Then, preliminary representations with the size of 7 × 7 × 512 are acquired by applying VGG-16 on the data input with the setting in [27] . Finally, the low-dimensional representations (with the dimension of 255) are learned via training the proposed VGG-16 JoopLow. In the figure, V, D, P denotes the orthogonal DR projection, the dictionary and the final discriminative projection, respectively.
Hence, by leveraging both the differentiability of the problem cost function over parameters and the gradient updates in Riemannian manifolds, the commonly used mini-batch based stochastic gradient descent (SGD) algorithm can be employed to optimize the cost function. iii) In this work, we present a Riemannian stochastic gradient descent algorithm, which can reduce the dimension of optimization problems compared with solving the problem in their ambient Euclidean space. iv) The learned orthogonal projections are capable of being adapted to sparse structures of sparse representation over CNN features. Hence, it can get a robust performance when meeting the worse training image pairs, such as the number of training samples is small.
C. Paper Structure and Notations
The rest of this paper is organized as follows. In Section II, we start with a brief introduction of sparse representations and then investigate its sample complexity. In Section III, we construct a generic cost function for learning both a sparsifying dictionary and orthogonal transformations. A geometric stochastic gradient algorithm is developed in Section IV, Section V presents the setting of implementations and several numerical experiments. Finally, we conclude our work in Section VI.
In this work, vectors are denoted by bold lower case letters and matrices by upper case ones. We denote by I n the n × nidentity matrix, 1 k the k dimensional all-ones column vector, 1 k×k the k × k all-ones square matrix, · F the Frobenius norm of matrices, v i the i th column of matrix V, E ij a matrix whose i th entry in the j th column is equal to one, and all others are zero, tr(·) the trace of a matrix, v i the i th column of matrix V, and, R(·) the full vector of a sparse representation.
II. SPARSE CODING AND SAMPLE COMPLEXITY
In this section, we first briefly review some state of the art results of sparse coding with Elastic-net prior, which is the core component of the proposed JoopLow. Then, the sample complexity is provided to estimate how much the empirical cost function deviates from its expectation to the sparse coding problem. The estimate of sample complexity plays a critical role on improving computational efficiency of the JoopLow.
A. Sparse Coding
In order to exploit sparse factorization of Eq. (1), it is crucial to find a dictionary that allows the signal x i to be represented accurately with a coefficient vector α i that is as sparse as possible. Let X := [x 1 , . . . , x n ] ∈ R m×n be the matrix containing the n independent training samples arranged as its columns, the task of dictionary learning focuses on finding the best dictionary to sparsely represent the elements of X. Formally, let A := [α 1 , . . . , α n ] ∈ R q×n contain the corresponding n sparse transform coefficient vectors, a common approach to the classical dictionary learning techniques [4] , [18] , is the optimization problem
Therein, the first term penalizes the reconstruction error of sparse representations, the second term g : R q → R + is a function that promotes the sparse structure of α, and S(m, q) is some predefined admissible set of solutions in R m×q for the dictionary.
Once given an overcomplete dictionary D ∈ S(m, q) (q > m), there are several ways to solve the sparse representation problem in Eq. (1). If sparsity is measured by employing a combination of the 1 -and the 2 -norm, i.e.,
a solution to the elastic net problem [36] , i.e.,
yields a convenient way to obtain the sparse representation. The two regularisation parameters λ 1 ∈ R + and λ 2 ∈ R + are chosen to ensure the stability and the uniqueness of the solution. In this work, we restrict each column d i ∈ R m of D to have unit norm, i.e.,
which is a product of (m − 1)-dimensional unit spheres, and is hence a q(m − 1) dimensional smooth manifold, known as Oblique manifold [18] , [37] . Such a constraint on the dictionary D ∈ S(m, q) is commonly employed in various dictionary learning procedures to avoid the scale ambiguity problem. 
B. Sample Complexity of Dictionary Learning
A fundamental question in dictionary learning process of Eq. (2) is the sample complexity issue, which represents the minimum required number of training-samples to successfully optimize the problem (2) . Recalling the sparse representation problem defined in Eq. (4), the quality of how well a signal can be sparsely coded for a dictionary is evaluated via the function
Given n independent training samples X := [x 1 , . . . , x n ] ∈ R m×n with an unknown probability P, the average quality of the sparse representation is measured via
Minimizing Eq. (6) leads to the dictionary learning problem (2) . The bound for the generalization error of the empirical minimizer, i.e., the function (6) to its expectation, is computed by
with "overwhelming" probability. Therein,
with
in which L and t denote two constants, cf. [10] . Here, n indicates the sample complexity, i.e., the number for finding the best dictionary D ∈ S(m, q) to sparsely represent X. When η(n, m, q, L) is fixed, it is easy to find that n ∝ mq.
Furthermore, the covering number bound for the constraint set S(m, q) is given by
with a constant > 0. These theoretical results indicate that the computational complexity of sparse coding depends on the choice of dictionary size, m and q. The computational load will become prohibitively expensive when m and q are large.
III. THE PROPOSED JOINT LEARNING FRAMEWORK
In this section, we construct a three-layer joint representation learning block, which leverages both aforementioned sparse coding and orthogonal DR projections. In order to reduce the sample complexity of sparse coding, we first construct the sparse coding problem in orthogonal projected space. Then, we present the JoopLow cost function, which adopts the construction of sparse coding with convex priors in the framework of Trace Quotient maximization to extract LD discriminative representations of sparse representations of input image features. We finally extend the JoopLow block to the CNN architecture for discrimination learning on largescale images.
A. Learning sparse dictionary in orthogonal projected space
For a given data point x ∈ R m , which could be a raw image with high dimension, CNN features [27] , [28] , or a spatial pyramid pooling vector (SPP) of a picture of an object [29] , [31] . The dimensions of them are often high, see Table I . For example, the corresponding sample complexity of sparse coding on VGG-16 features [27] is much larger than 6 × 10 8 , i.e., mq with q > m and m = 25088, according to Eq. (7), Eq. (8) and Eq. (9) . As discussed in Section II-B, it intuitively suggests that directly learning sparsifying dictionary of CNN and SPP features is often a challenge for common computing resources [10] . Furthermore, the very high dimensionality associated with limited labeled training samples often suffers from the so-called the small sample size problem [41] . Therefore, it is necessary to conduct a additional learning paradigm to reduce the computing sizes of m and q before the sparse coding, which motivates the following joint learning algorithm.
Straightforwardly, with the aim to reduce the time consumption of sparse coding, one popular way is to conduct a downsampling linear transformation on an input x i , i.e.,
Hence the sparse factorization of y i with respect to a common dictionary D ∈ S(l, k) performs as
for all i = 1, . . . , n. Here, the row atoms in V are orthonormal, i.e., V is an element of the so-called Stiefel manifold
where I l denotes the l × l identity matrix. Such an orthogonal projection V ∈ St(m, l) has been widely used to construct the efficient dimensionality reduction algorithms, such as standard Principal Component Analysis (PCA) and LDA [7] , [23] . By solving the elastic-net problem on y over D, Eq. (4) performs as
with λ 1 ∈ R + and λ 2 ∈ R + . All the possible solutions to the elastic net problem (12) share a convenient fact that, the sparse representation with respect to a specific dictionary is unique. Thus, each sparse vector α * x (V, D) can be treated as an implicit function in x, V and D. Under certain assumptions, there exists a closed form expression for α * x (V, D) over variables x, V and D, which will be discussed in detail in Section IV-A. Furthermore, as addressed in Section IV-A, the sample-wise function α * x (V, D) is locally differentiable with respect to x, V and D, and the first-order derivatives of such a sparse representation have closed-form expressions. With sparse representations of all samples being calculated, specific learning algorithms can be directly applied to these sparse coefficients to extract further representations. The sparse coding associated with its follow-up algorithms could form a joint learning system. Therefore, the local differentiability of α * x (V, D) with respect to x, V and D could lead to the following framework of adapting learning dictionary to the task of joint three-layer discrimination learning in Section III-B, and deep CNN in Section III-C.
B. Jointly learning discriminative features on sparse representations
As suggested by the work of [20] , [21] , [25] , [42] , [43] , further processing on the sparse representation is capable of unveiling discriminative underlying information, potentially for supervised learning task. We further assume that the sparse coefficients carry more discriminant information than the original data space. In what follows, we construct a cost function, which allows to jointly learn both the sparsifying dictionary and the two-layer orthogonal transformations in the framework of trace quotient maximization.
We consider a set of data samples
. . , c, where c > 1 indicates the number of classes and n i refers to the number of data samples in the corresponding i-th class. The projected samples are denoted by
l×ni . The sparse representations are confined to the solutions of the sparse regression problem in Eq. (4). The corresponding sparse coefficients are denoted by
Straightforwardly, one can construct a linear discriminant analysis problem as
where B ∈ R k×k is the covariance matrix of the centre of all classes in the sparse feature space, while W ∈ R k×k is the sum of with-in classes covariance matrices. Therein,
) is an orthogonal transformation for learning LD discriminative features. Let α i ∈ R k be the centre of the i-th class. The with-in class covariance matrix is computed by
where e i is an n-dimensional vector with e i (ι) = 1 if i = c ι ; 0 otherwise. Therein, I n denotes the n × n identity matrix, and c ι denotes the label of ι-th sample, ι = 1, 2, · · · , n. Let α ∈ R k be the centre of all classes. Similarly, we compute the between class covariance matrix by
Here,
It is easy to see that solutions of the trace quotient problem in Eq. (13) is invariant with respect to orthonormal basis changes of U, namely,
for any orthogonal matrix Θ ∈ R d×d . Hence, it induces a function on the Grassmann manifold Gr(d, k). In this work, we identify Gr(d, k) as the set of all rank-d symmetric projection operators on R k [44] , i.e.,
Thus, one can straightforwardly represent the trace quotient function of Eq. (13) as a first-order smooth optimization problem on a Grassmann manifold
where P = UU . It is worth noticing that when P is given, U is obtained by the QR-decomposition
where U ∈ St(k, d) is orthogonal and R is invertible upper triangular with nonnegative entries on the diagonal, cf. [44] , [45] . Now, let us denote by A X (V, D) ∈ R k×n the sparse representation of y with respect to V and D. By employing all ingredients, we propose to construct the cost function in sparse representations as
where
f is a smooth function defined on the product manifold of the Stiefel manifold, the Oblique manifold and the Grassmann manifold. In Eq. (18), σ > 0 is used to guarantee WP + σI k to be nonsingular, i.e., tr(WP + σI k ) > 0 always hold. In this work, we refer to Eq. (18) as the JoopLow function.
C. Optimizing JoopLow in convolutional representation space
m×n be a collection of c classes, each of which contains n c raw imagery samples, n = cn c . The preliminary training features that are extracted by deep convolutional neural networks (CNN) [27] , [28] are obtained via a CNN mapping
hence, as discussed in Section III-B, x i is taken to feed the JoopLow system. According to the pipeline depicted in Fig. 2 , the whole learning system, namely, CNN-JoopLow, involves CNN parameters, and a triple of matrix parameters, i.e., V, D, P. The JoopLow paradigm is employed as full connections in the original CNN framework. Hereafter, we will represent the complete CNN-JoopLow scheme by its parameters
where θ CNN denotes all CNN parameters. Finally, by regarding Eq. (18) as the global main cost function and using the chain rule, based on which backpropagation (BP) could be used to train the whole network. In order to make such a deep network perform well, an appropriate initialization of the parameters is necessary. We randomly select a certain number of samples from the training data, then the CNN parameters are initialized by performing pretraining in a greedy layer-wise fashion using its original network. Once given the CNN features, we initialize the parameters V, D, P by using the strategy of Section IV-C. We empirically show in Section VI that the proposed deep coding approach yields improved performance in large scale image datasets. 
IV. OPTIMIZATION ALGORITHM FOR JoopLow
Since the optimization on CNN architectures is nowadays well established, we present the optimization algorithm in JoopLow. Recalling the feasible set of solutions to maximize the cost function in Eq. (18) is restricted to the product manifold of the Stiefel manifold, the Oblique manifold and the Grassmann manifold. In what follows, we adopt the gradient descent (GD) algorithm on smooth manifolds, to maximize the cost function f on St(m, l) × S(l, k) × Gr(d, k). In the rest of this paper, A X (V, D) is shortly denoted by A in some places.
A. Local Differentiability and Euclidean Gradients
The key requirement for developing a gradient algorithm to minimize the cost function f is the differentiability of sparse representation with respect to its parameters x, V, D and P, which is implicitly included in the term f . In this subsection, we investigate the (local) differentiability of the sparse representation in the dictionary from the perspective of global analysis. Then we derive the gradients of f with respect to V, D and P.
Let us first discuss the sparse solution to the elastic net problem (12) . Given the set of indices of the non-zero entries of the solution α
, which is defined as Λ := {i ∈ {1, . . . , k}|ϕ * i = 0}, then the solution α * has a closed-form expression as 
and
Therein, T D S(l, k) and T V St(m, l) denote the tangent space of S(l, k) at D, and the tangent space of St(m, l) at V, respectively. The technical concepts of them will be shown in Section IV. Similarly, the first-order derivatives of α * x (V, D) with respect to x in the direction h is
With the first-order derivatives of α * x (V, D) at hand, in order to conveniently construct the gradient method for maximizing the function f , computing the Euclidean gradients of f with respect to the arguments V, D, and P is necessary.
The following gives ingredients of Euclidean gradient of f . Firstly, it is easy to compute the Euclidean gradient of f with respect to P by
where W = AWA , B = ABA . Using some shorthand notation, let us denote r := [r 1 , . . . , r n ] = PAB ∈ R k×n and ν := [ν 1 , . . . , ν n ] = PAW + σI ∈ R k×n . Based on the solution in Eq. (21), the gradient of f in Eq. (18) with respect to D can be given by
where R(Z Λ ) denotes the full vector Z of Z Λ . We then compute the Euclidean gradient of f with respect to V by
The computation of above Euclidean gradients of f with respect to V, D, and P gives the way to determine their following Riemannian gradients of f .
B. A gradient descent algorithm on the Product of Matrix Manifolds
Let M := St(m, l) × S(l, k) × Gr(d, k) be a product manifold of a Riemannian submanifold of R m×l × R l×k × R k×k , and let f : M → R be the differentiable cost function of Eq. (18) . The general solution to the optimization problem in Eq. (18) on the matrix manifold, an element of M, is denoted by Θ ∈ M, Θ := (V, D, P). Some required concepts on M are depicted in Fig. 3 to alleviate the understanding. For a detailed overview on optimization on matrix manifolds, we refer the interested reader to [18] , [37] . Before introducing the GD algorithm on M, we first compute the Riemannian gradients of f with respect to V, D and P.
As depicted in Fig. 3 , the Riemannian gradient of f is a tangent vector that points in the direction of steepest ascent of f on M. By the product structure of St(m, l) × S(l, k) × Gr(d, k), the tangent space of M at a point Θ := (V, D, P) ∈ M is simply the product of all individual tangent spaces, i.e.,
Each tangent space of M is endowed with the Riemannian metric inherited from the surrounding Euclidean space,
Then, by computing the first derivation of f at (V,
is the orthogonal projection of some arbitrary points Z 1 , Z 2 , Z 3 ∈ R m×l × R l×k × R k×k onto the tangent space T Θ M with respect to the inner product of Eq. (29) .
Let us denote by ∇f (V), ∇f (D), ∇f (P) the Euclidean gradients of f with respect to V, D, P, which have been computed via Eq. (25), Eq. (24) and Eq. (27), respectively. Then, the Riemannian gradient of f with respect to the arguments V, D, and P are given by
with the matrix commutator [E, Q] := EQ − QE. Therein, ddiag(Z) is the diagonal matrix whose entries on the diagonal are those of Z. The above formulas regarding the geometry of St(m, l) × S(l, k) × Gr(d, k) are derived in [37] . Finally, by assembling the Riemannian gradients on the underlying manifolds, some smooth solvers, like stochastic gradient descent (SGD) algorithm or conjugate gradient (CG) algorithm on St(m, l)×S(l, k)×Gr(d, k), are straightforward. In this section, we employ a classical heuristic in SGD algorithms [20] , i.e., using a minibatch strategy in each iteration instead of a single one, to train our proposed JoopLow. We briefly summarize a SGD algorithm for maximizing the function f as defined in Eq. (18), cf. Algorithm 1.
In Algorithm 1, the key is how to update the point Θ (j) to the point Θ (j+1) along the commonly used geodesic, denoted by the red curve Γ Θ (j) (γH) in Fig. 3 , which are often more computationally demanding, cf. [37] . In this work, we adopt an alternative approach, based on the concept of retraction, introduced as follows.
A retraction R Θ : T Θ M → M is a smooth mapping from the tangent space T Θ M to the manifold, such that the evaluation R Θ (0) = Θ and the derivative DΓ Θ (0) : T Θ M → T Θ M is the identity mapping. Formally, let us define H V , H D , H P the search directions at V, D, P, the retractions defined on St(m, l), S(l, k), Gr(d, k) are Fig. 3 . Some concepts of the Geometric SGD algorithm can be visualized in this figure. At first, it shows two nearby points Θ (j) and Θ (j+1) on a manifold M together with the tangent space at Θ (j) (green area). Tangent space : T Θ (j) M, a real vector space containing all possible directions that tangentially pass through Θ (j) ; Secondly, it shows a update from the point Θ (j) to the point Θ (j+1) in a search direction H ∈ T Θ (j) M along the curve Γ Θ (j) (γH). The geodesic Γ Θ (j) (γH)in the direction of H connects the two points Θ (j) and Θ (j+1) , with γ being the step size. Thirdly, it describes that how to approximate the geodesic Γ Θ (j) (γH) by using the retraction R Θ (j) (γH). Finally, it introduces the gradient at Θ (j) , i.e., the Euclidean gradient ∇f (Θ (j) ) and its projection onto the tangent space at
Algorithm 1: A SGD-JoopLow Algorithm. Input : Given training set X ∈ R m×n , which is divided into η batches and each batch with the size of τ , i.e.,
, and set j = −1 ;
Step 2: Set j = j + 1 ;
Step 3: Update sparse codes
) using Elastic Net in Eq. (4) ;
Step 4: Update
Step 5:
, where γ is computed by employing a backtracking line search, cf. [18] ; 
Therein, (·) Q is the unique QR decomposition of an invertible matrix, i.e., all diagonal entries of the upper triangular part are positive. An intuitive description for retractions is illustrated in Fig. 3 .
Once the Riemannian gradients are obtained, the way we used for updating the point is via
Step 4 to Step 6 in Algorithm 1. Furthermore, by treating the CNN feature as a differentiable input function, the parameters θ CNN-JoopLow of CNN-JoopLow could be easily solved by using Algorithm 1.
C. Initialization
Let us denote (V 0 , D 0 , P 0 ) by the initialization of parameters (V, D, P). At first, V is initialized by the projection matrix of PCA. We then use K-SVD [4] to learn a subdictionary in the reduced space for each class, and then combine all the sub-dictionaries as a shared dictionary D 0 . Generally speaking, given initialized D 0 , U could be initialized via applying classical LDA [7] on sparse representations with respect to D 0 , denoted by U 0 , then P 0 = U 0 U 0 . Note that, we shortly call the LDA in the sparse domain with respect to D 0 as SparJoopLow, which is the initialization of JoopLow. However, when the dataset is huge, directly applying LDA is often difficult. In this case, we randomly select a certain number of samples from the training data, and then employ the classical LDA on SR to get the orthogonal projection U 0 .
V. NUMERICAL EXPERIMENTS
In this section, we investigate the performance of the proposed JoopLow for discrimination learning of multi-class large-scale imagery objects. For the convenience of descriptions, we refer to the proposed JoopLow associated with the preliminary representation learners, e.g. SPP and CNN, as the shorthands, SPP-JoopLow and CNN-JoopLow, respectively. Additionally, as described in Section IV-C, we refer to their sequential learning counterpart, which directly applies a LDA on the corresponding sparse representations, as SPPSparJoopLow and CNN-SparJoopLow, respectively. Before showing our experiments, we briefly discuss the issues of choosing the experimental parameters.
A. Experimental Settings
Throughout all experiments, we consistently set σ = 10 −3 in Eq. (18) . Let n be the number of all signals which contain c classes, we use n train , n test to denote the number of total training samples and the number of total testing samples, respectively. Usually, we set n = n train +n test . For parameters λ 1 , λ 2 in Eq.(4), in order to put an emphasis on sparse solutions, we choose λ 2 ∈ (0, λ1 10 ), as described in [46] . Building upon multi-class large-scale objects categorization, besides the CNN that is described in Section III-C, another popular way is to first detect various local image features, such as HOG and SIFT, and then quantize them into discrete "visual words" over a codebook or dictionary. Finally, it computes a fixed-length SPP vector of acquired "visual words", cf. [29] - [31] . We shortly call it SIFT/HOG-SPP representation. The related codes are publicly online available. In this work, the SIFT/HOG descriptor is extracted from s × s pixel patches densely sampled from each image. s = 16 for SIFT and s = 16, 25, 31 for HOG. The dimension of each SIFT/HOG descriptor is 128. A codebook with the size of 1024 is learned for coding SIFT/HOG features, cf. [30] . We then divide the image into 4 × 4, 3 × 3 and 1 × 1 subregions, i.e., 21 bins. The final SPP representations are computed with the size m = 21504, and hence fed into the proposed JoopLow. In what follows, we refer to it as the SPP-JoopLow, in comparison to CNN-JoopLow.
By following the architecture of proposed CNN-JoopLow (see Fig. 2 and Section III-C), it assembles between the stateof-the-art CNN methods and the basic JoopLow. Generally speaking, the advantages of CNN-JoopLow are independent to the convolutional network architectures. We investigate four different network architectures in existing publications, i.e., ConvNet-5 [47] , OverFeat-7 [39] , AlexNet-5 [38] , ZF-5 [40] and VGG-16 [27] . We then show JoopLow improves the accuracy of all these architectures on the multi-class largescale objects categorization problem. In these networks, the convolutional layers have the same structures as the corresponding baseline models, whereas all Full Connection (FC) layers after the final pooling layer are replaced with the JoopLow layer.
Another architecture used in this work is called SPP-net [28] , which combines the convolutional networks and the aforementioned SPP architecture, i.e., it first computes several layers convolutional features, and then follow up a SPP layer to generate a fixed-length representation. As shown in [28] , we adopt the OverFeat-7 [39] for images with the fixed cropped size 224 × 224. The pyramid is {6 × 6, 3 × 3, 2 × 2, 1 × 1}, i.e., 50 bins. Finally, the extracted SPP feature vectors are fed into the FC layers, or the JoopLow in this work. The related codes for SIFT/HOG-SPP and SPP-net are both publicly online available.
During the training process, the input images to CNN based methods are resized so that the smaller dimension is 256, cropping the center 256 × 256 region, and then, a 224 × 224 crop is picked from the center or the four corners from the entire image. The only preprocessing we do is subtracting the mean RGB value, computed on the training set, from each pixel. Usually, we follow the settings reported in the respective reference papers [27] , [28] .
The main goal of this work is to learn appropriate LD representations of images. In what follows, we denote m, l, k, d, by the dimension of SPP/CNN representation space, the dictionary atom, the orthogonal projected space, and the targeted LD discriminative feature space, respectively. As suggested in [7] , the targeted low dimensionality d is set to be d = c − 1. In this experiment, we investigate the impact of the choice of dimension parameters for l, k to the performance of SIFT-SPP-JoopLow by applying on Caltech-101 dataset [48] . As depicted in Fig. 4 , SIFT-SPP-JoopLow model is examined in terms of recognition accuracy with respect to different dimension parameters of l, k. It is clear that, when l ≥ 512 and k ≥ 2040, the tested CNN-JoopLow method performs well for this specific task.
Finally, in the experiments, we employ a classical heuristic in SGD algorithms [27] , i.e., using a minibatch strategy in each iteration instead of a single one, to train our proposed JoopLow. In practice, the batch size τ = 8c for datasets except ImageNet has given good results in our experiments. For ImageNet dataset [38] , SGD with a mini-batch size of 256 is used to update the parameters. The learning rate starts from 0.01 in conjunction with a momentum term of 0.9.
In the following, in order to verify the effectiveness of the proposed JoopLow, we perform the categorization experiments on objects or scenes that have different scales, complex 27.86% 9.14% 9.08% SPP-net+OverFeat-7 JoopLow 26.33% 9.08% 9.3% ResNet-152 [50] 21.43% 5.71% − X-Ception+ResNet [51] 21.0% 5.5% − Inception V4+ResNet [52] 21.0% 5.0% − backgrounds and multiple classes, such as the images from ImageNet dataset [35] , Caltech-101 dataset [48] , and Caltech-256 dataset [35] .
B. Object Categorization on ImageNet 2012
In this subsection, we present the image classification results achieved by the described CNN-JoopLow architectures on a subset of ImageNet dataset [53] , used in ILSVRC 2012 − 2014 competition, namely, ILSVRC−2012 dataset in the work. The dataset includes roughly 1000 images in each of 1000 categories with an average size of around 400 × 350, and is split into three sets: 1.28 million training images set, 50K validation images set, and 100K testing images set with heldout class labels. Our training algorithm follows the practices of the previous work [27] , [38] , [40] .
Our implementation is based on the publicly available code of cuda convnet [38] and Tensorflow 1 . All the models are trained for 50 epochs on 4 Titan GPUs. The classification performances are evaluated using the Top-1, Top-5 Error Rates in the Validation Set of ImageNet 2012 and the top-1 test set error rate in the Testing Set of ImageNet 2012, abbreviated as "Top-1 val.", "Top-5 val.", and "Top-1 test", respectively [38] .
By following the proposed CNN-JoopLow (see Fig. 2 ), which assembles between the state-of-the-art CNN methods and the basic JoopLow, our results on ILSVRC−2012 are summarized in Table II. In Table II , the numbers in DeCAF-5 [49] , ResNet-152 [50] , ZF-5 [40] , AlexNet-5 [40] , OverFeat-7 [39] and SPP-net+OverFeat-7 [28] indicate the number of convolutional layers. For example, ZF-5 [40] denotes the architecture of ZF (Zeiler and Ferguss (ZF)) model with five convolutional layers. In order to reduce the training time, we now explore the ability of feature extraction layers of classic CNNs to generalize to their JoopLow counterparts. For example, we utilize the model parameters of ZF-5 [40] to be the initialization of ZF-5-JoopLow. This strategy has been heuristically proved to be very efficient by our numerical experiments.
As can be seen from Table II , our deep CNN-JoopLow could improve the performance of their conventional CNN counterparts. We achieve error rate reduction within 1.1% ∼ 2.1% of their reported values on the ImageNet 2012 validation set. These results are lower than that produced by the very deeper approaches of ResNet [50] and its recently derivative methods, such as X-Ception [51] and Inception V4 [52] , which could also be easily combined with the CNN-JoopLow architecture. However, they requires larger computing resources and prohibitive training efforts, due to the larger number of layers (e.g. 152 layers for ResNet).
For multi-class large-scale objects categorization, one important aspect is surely the number of labelled samples. We compare the CNN-JoopLow counterparts of two state of the art CNN based algorithms, i.e., VGG-16-JoopLow versus VGG-16 [27] , ZF-5-JoopLow versus ZF-5 [40] . For these CNN methods, we use the same settings of CNN layers as reported in their original references. Our results in Fig. 5 show that three CNN-JoopLow methods consistently outperform all their CNN counterparts. It is worth noticing that with an decreasing number of labeled samples, CNN-JoopLoow methods demonstrate greater advantages over their conventional counterparts. 
C. Object Categorization on Caltech dataset
The experiments above show the importance of the JoopLow part of the proposed ImageNet model in obtaining state-ofthe-art CNN performance. In the following, we investigate its effectiveness for classifying object categories in small scale datasets, e.g. Caltech-101 dataset [48] and Caltech-256 dataset [35] .
The Caltech-101 dataset contains 9144 images from 102 classes (101 object categories and a background class) with 31 to about 800 images per category., The images being in medium resolution, i.e., about 300 × 300 pixels. Learning on Caltech-101 dataset is often considered to be hard, since the number of images per category varies significantly from 31 to 800. The Caltech-256 dataset holds more samples, i.e., 30, 607 images falling into 256 categories with resolution from 113 × 150 to 960 × 1280. Each category has a minimum of 80 images. Unlike the Caltech-101 dataset, this dataset contains multiple objects in various poses at different locations within the images. Existence of background clutter and occlusion result in higher intraclass diversity, which makes the categorization task even harder.
On both Caltech-101&256 datasets, we follow the common experimental setups in [28] - [30] , and then generate several random splits into training and test data, finally report the average recognition performance across the splits. As common, on Caltech-101, we randomly sample 5, 15 and 30 images per category for training and the rest images for testing. On Caltech-256, we also randomly generated 3 splits, each of which contains 15, 30 or 60 training images per class, and the rest is used for testing.
Considering in short of the training samples, we now explore the ability of ImageNet trained feature extraction layers, i.e., the convolutional layers, to generalize to other datasets, namely Caltech-101 and Caltech-256. This is wellknown transferring capability of convolutional layers that has been verified by various classical CNNs, cf. [27] , [40] , [49] . For example, for the ZF-5 JoopLow, we keep layers 1−8 (i.e., convolutional layers and JoopLow layers) of our ImageNetpretrained model fixed, further to be the initialization of ZF-5 JoopLow on Caltech dataset. Hence, we fine-tune the whole system and train a new classifier as follow-up strategy (for the appropriate number of classes) by using the training images of the new dataset. We refer to this learning paradigm as the ImageNet-pretrained JoopLow in the following, or abbreviated as "pretrained" CNN model in Table III .
It is worth mentioning that there is an intersection between ImageNet training dataset and Caltech dataset, which may trick the final results. By following the [40] , we identified these few "overlap" images and removed them from our Imagenet training set and then retrained our Imagenet models.
We set λ 1 = 5 × 10 −2 , λ 2 = 10 −5 , and d = 101. For the case of n train = 15 in Caltech-101, we set l = 1530, k = 2040, the average sparsity is 5.5627 for each reduced SPP feature vector, 7.3762 for each reduced CNN feature vector. For the case of n train = 30 in Caltech-101, we set l = 2040, k = 3060, the average sparsity is 7.5890 and 8.9011, respectively. In this work, once the final LD representations are obtained, k−NN (k Nearest Neighbors) is employed as a classifier. For Caltech-256, we set l = 1280, d = 255. For the cases of n train = 30, 60, we set k = 2048, 2560, respectively. Finally, we use Gaussian SVM for classifying the LD features of Caltech-256 data. Table III shows the mean recognition rates for both the Caltech datasets averaged for 3 runs, in comparison with some conventional methods and state-of-theart CNN approaches. As can be seen from the Table III, five conclusions are summarized as follows.
At first, it is clear that SIFT/HOG-SPP-JoopLow and 
SIFT/HOG-SPP-PCA-JoopLow methods outperform by far the conventional shallow learning approaches consistently, such as one-layer sparse coding methods, i.e., ScSPM+SVM, LLC+SVM, SRC, SSPIC, and LC-KSVD, but they are easily defeated by a recent multi-layer sparse coding method, M-HMP [56] in Table III . M-HMP learns features through multiple layers of sparse coding, associated with multiple paths, to capture multiple aspects of discriminative structures. Furthermore, from Table III , it also indicates that the deep CNN based methods has an overwhelming advantage over traditional hand-crafted methods. This is due to the power of convolutional layers on feature extraction, in case of the availability of much larger training sets. Such a progress in deep learning shows the importance of learning features through multiple layers. Secondly, the ImageNet-pretrained CNN approaches bring at least 14% improvement over conventional single layer approaches in terms of categorization accuracy. The main reason is that CNN can explore deeper essential class information that are hidden in raw imagery data. Furthermore, the ability of ImageNet-pretrained feature extraction layers has been transferred to the model applied on Caltech-101 dataset. All these show the power of the ImageNet pretrained CNN feature extractor, i.e., the transferring capability of deep CNNs.
Thirdly, it can be found in Table III that the proposed CNN-JoopLow methods could significantly improve the recognition accuracy in comparison with their conventional CNN counterparts, especially when the number of training samples decreases. This suggests that CNN-JoopLow has the advantage on training small-sample datasets.
Fourthly, as for comparison, we also perform the JoopLow on PCA-projected CNN/SPP features. Table III shows that the recognition result of SIFT-SPP + PCA + JoopLow is slightly behind the record of SIFT-SPP + JoopLow. But for CNNJoopLow, VGG-16-JoopLow has much better records than VGG-16-PCA-JoopLow. It is clear from this result that, the joint optimization system of JoopLow could highly improve the performance.
Finally, for CNN based approaches, we also try a second strategy of training a model from scratch. For example, we reset 1 − 8 layers of ZF-5 JoopLow to random values and train them, as well as the classifier, on the training images of the Caltech datasets. They are denoted by "No pretrained" method in Table III . However, CNN based approaches training large models from scratch, i.e., without ImageNet-pretrained initialization, may heavily suffer from the overfitting, and the results decrease drastically. For the Caltech-101 dataset with n train = 15, "No pretrained" methods like the ZF-5 and the ZF-5 JoopLow only achieve 22.8% and 39.2%, against the 83.8% and 85.7% for the "Pretrained" ZF-5 and the "Pretrained" ZF-5 JoopLow. The similar results are also shown by VGG-16 series and SPP-net series in Table III . It is apparent from all these comparisons that training a large convnet on such a small dataset is impossible. On the other hand, CNNJoopLow methods without ImageNet pretraining stage are shown to have more advantages than their CNN counterparts. These results benefit from the trace quotient cost based on double orthogonal projections and sparse representation. Fig. 6 (a) plots the confusion matrix using hand-crafted SIFT-SPP + JoopLow. It shows that 13 categories in Caltech101 achieve the 100% classification accuracy, i.e., accordion, snoopy, inline skate, car side, dollar bill, garfield, metronome, okapi, pagoda, scissors, minaret, trilobite and stop sign. On the other hand, the categories with highest confusion are water lilly (Acc. = 28.57%) and lotus (Acc. = 58.33%), i.e., 42.86% of water lilly are identified as lotus VI. CONCLUSIONS This paper proposed a joint discriminant learning approach, called JoopLow, in order to find LD discriminative representations of multi-class large-scale imagery objects. The parameters of JoopLow cost function are well defined on the product manifold of the Stiefel manifold, the Oblique manifold and the Grassmann manifold. By using the differentiability of solutions of sparse regression, JoopLow could be well adapted to the state-of-the-art CNN methods, and ensembles a differentiable deep learning architecture, namely CNN-JoopLow. Hence, the CNN-JoopLow could be efficiently solved by a proposed Riemannian stochastic gradient descent algorithm. The CNN-JoopLow takes the advantages of CNN, sparse dictionary learning and orthogonal projections. The experimental results show stronger competitive performance in comparison with the state-of-the-arts. In future, we consider to extend JoopLow to deeper CNN architectures, applying in more general case, such as general dimensionality reduction and unsupervised clustering problem with orthogonality constraints.
