Induction motors are key equipments widely used in modern industries. Fault diagnosis of broken rotor bar (BRB) timely and accurately is very important to ensure the reliable operation of induction motors (IMs). In this study, a multivariate relevance vector machine with multiple Gaussian kernels (MKMRVM) and principal component analysis (PCA) are developed to construct a classification model. Then an improved bacterial foraging optimization combining with Levy fight mechanism, named LBFO, is employed to tune the kernel parameters of MKMRVM to obtain the optimal fault diagnosis model. Finally, The LBFO-based MKMRVM classification model is used to identify the diagnosis of BRB of IMs. The performance is assessed based on a comprehensive experiment of fault diagnosis of BRB. The experimental results demonstrate that the proposed method may achieve high diagnosis accuracy for different noise levels of diagnosis signals and is superior to other related fault diagnosis techniques.
I. INTRODUCTION
Nowadays motors are extensively applied to a range of industries, due to their high reliability, simple construction and robust design [1] . However, they are often exposed to a variety of complex environments and conditions, which are accompanied with the natural aging process, thus causing various failures [2] , [3] . Especially for IMs, they have dominated the fields of electromechanical energy conversions because of their good robustness and convenient power-weight ratio [4] . Nevertheless, IMs may encounter many fault conditions damaging motors, including single phasing, locked rotor, unbalanced supply voltage, overload, BRB and so on [5] - [7] Fault diagnosis of electrical machines has received extensive attentions in recent years. In particular, for BRB, it has become an important issue in the field of fault diagnosis of IMs. The operation for motors with BRB may not only damage the motor itself but also have a catastrophic impact on the other machine parts [8] - [11] . Motor current signature analysis, as a The associate editor coordinating the review of this manuscript and approving it for publication was Shaoyong Zheng . non-invasive fault diagnosis method, is becoming increasingly important, and it has been focused on by scholars at home and abroad [12] - [14] . It has been found that many of the commercial products to fault monitor and diagnosis for motors are not satisfactory due to the complexity of operational environment. However, advances in sensors, architectures and approaches have provided essential and effective techniques for diagnosis identification of motors [15] .
Relevance vector machine (RVM), developed by Tipping [16] , is a machine learning technique that uses Bayesian inference to acquire parsimonious solutions for probabilistic classification. Like support vector machine (SVM) [17] , [19] it can efficiently deal with a nonlinear classification by mapping samples from lowdimensional space into high-dimensional space with a nonlinear kernel function. Originally, RVM was designed to fulfill binary classification and univariate regression. For multi-classification problems, although several approaches have been developed to construct a multiclass RVM among which two methods are suggested in literature containing one against all (OAA) and one against one (OAO) [20] , [21] they are inconvenient and time-consuming [20] , [22] . A. Thayananthan [23] proposed a multivariate relevance vector machine (MRVM) extending from RVM which was originally used to resolve the pose estimation problem. It can also address multi-classification problems. To determine a MRVM classifier, the parameter of a kernel function must be determined appropriately since its value highly affects the partitioning outcome.
Intelligent optimization techniques, as a powerful tool, are used in solving a range of optimization problems in various engineering fields. In the last few decades, many optimization methods have emerged, including genetic algorithm (GA) [24] , particle swarm optimization (PSO) [25] , ant colony optimization (ACO), differential evolution (DE) [26] , simulated annealing (SA) [27] , and so on. These classic optimization techniques are frequently used to tune parameters of various fault diagnosis models or feature selection of different signals [28] - [32] . Bacterial foraging optimization (BFO) [33] , as a new optimization method, simulates the foraging behaviors of escherichia coli. BFO has drawn much attention as a promising optimizer. However, BFO generally suffers from the shortcomings of trapping in local optima and high computational costs [34] . To avoid these shortcomings, an improved BFO with Levy flight (LBFO) is developed and employed to tune the kernel parameters of MRVM classifier.
Classification problems would involve many different data features. It has been proved that not all of data features are important for classification results [35] . Many data features would be time-consuming in model calculation and some of them may be redundant. Nevertheless, fewer data features may often improve the classification process and accuracy, which can be performed by feature selection strategies. PCA has shown the effectiveness in feature selection to obtain dominant information from multi-dimensional datasets and has been widely used [36] , [37] . The method generates a lower dimensional representation through preserving the correlation structure among the process variables, and is optimal in terms of capturing the variability in the data. In this study, the PCA method is used to reduce dimension and extract the typical features. A two-stage method to construct a classifier model with the high accuracy for fault diagnosis of BRB of IMs is proposed. In the first stage, PCA is applied to obtaining the lower dimensional feature vectors as the inputs of classifier model. In the second stage, the proposed MKMRVM model optimized by the LBFO is employed to identify fault patterns of BRB. The results suggest that the proposed method may achieve higher diagnosis accuracy than its counterparts.
In Section II, the stator current frequency components of BRB is described briefly. In Section III, the multivariate RVM with multiple kernels is illustrated in details. The improved LBFO method is introduced in Section IV, and Section V provides a feature extraction method based on PCA. Section VI gives fault diagnosis methodology for BRB of IMs. The experiment validation is given in Section VII followed by conclusions in Section VIII.
II. BROKEN ROTOR BARS
When a rotor bar of motor is broken, there exists an increase in the current distribution in the two bars adjacent to the broken one. Kliman [38] detected broken bar fault by using spectrum analysis machine line current by which a frequency spectrum of the stator current can be acquired and the frequency components distinctive of rotor faults are also recognized. When a bar breaks, the asymmetry of the rotor is broken, resulting in the appearance of a backward rotating field at the slip frequency with respect to the forward rotating rotor. It will generate an additional frequency in the stator current at f b1 = (1 − 2s)f 0 . This cyclic current variation induces a difference between the stator current spectrum and the power frequency at the twice slip frequency 2sf 0 . Meanwhile this speed oscillation also induces an upper component at f b2 = (1 + 2s)f 0 in the stator winding. So the additional component at frequencies around the fundamental induced by BRB is defined as:
where f 0 is the fundamental frequency and s is the rotor slip.
To express the IM stator current with broken bars, a simplified model containing additional current frequencies is given by:
where, I 0 is the fundamental current amplitude; I bpk and I bnk are the magnitudes of the left and right additional components, respectively; ω 0 is the angular frequency; ϕ 0 is the main phase shift; ϕ bpk and ϕ bnk are the initial phase angles of the left and right additional components, respectively; and n(t) is Gaussian noise with zero mean.
III. MULTIVARIATE RVM WITH MULTIPLE KERNELS A. MULTIVARIATE RVM
The multivariate RVM is a probabilistic Bayesian kernel learning framework for classification that is the extension of the basic RVM [23] . The basic RVM only allows classification from multivariate inputs to a univariate output, while the multivariate RVM can extend the RVM to multivariate outputs. The structure of the multivariate RVM is described by the sum of the product of weights and basic functions and the error. The basic functions can project the inputs into a high-dimensional feature space. Based on this structure, the likelihood of the given dataset is firstly constructed as a function of weights and hyperparameters. The posterior distribution over the weights is then obtained as a function of the hyperparameters. The distribution likelihood function related to the hyperparameters can be maximized using the fast marginal likelihood maximization algorithm to get a set of optimal hyperparameters, and the optimal noise parameters can be obtained by the differentiating method. Eventually, the hyperparameters and the noise parameters are together used to compute the optimal weights.
For a multivariate problem, given a training dataset v (n) = {x (n) , z (n) } N n=1 , {z (n) } N n=1 are input vectors and {x (n) } N n=1 are output vectors, N is the size of target outputs, z (n) ∈ R D , x (n) ∈ R M , D and M are the dimensions of input and output vectors, respectively [39] . The linear classification model can be used to describe as:
where the input vector z = [z 1 , · · · , z r , · · · , z D ] ∈ R D , z r represents the r th input variable; the output x = [x 1 , · · · , x r , · · · , x M ] T ∈ R M , x r represents the r th output variable; W = [w 0 , w 1 , · · · , w N ] ∈ R M ×P is the weight matrix of the basis functions and P = N + 1; the error ξ is modeled probabilistically as a Gaussian noise with zero mean and variance vector S (1) ), G(z, z (2) ), · · · , G(z, z (N ) )] is a vector of basis functions and G is any function comparing two sets of sample features. For this classification model, each input vector z is projected into a high dimensional feature space and is constructed a vector of basis functions f (z). Then the output vector x is described the sum of the product of weights matrix W and basic functions f (z) and the error ξ .So, for each output vector x, the parameters W and S need to be established.
MRVM employs a Bayesian perspective and constrains the parameter by defining a prior probability distribution. The posterior distribution over the weights is thus given by:
is the hyperparameter matrix; element α i is a hyperparameter determining the relevance of basis functions [23] .
The posterior on W can be expressed as the product of separate Gaussians for the weight vectors:
where, µ r and r are the mean and covariance of the distribution of w r . They are described as:
where
The distribution likelihood function is written as a function respect to the hyperparameters a:
The matrices H r can be decomposed as:
To express the optimal noise variance parameter, σ r is obtained by the above differentiating equation:
where (µ r ) ii is the i th diagonal element of r . The optimal hyperparameters and the noise parameters are obtained as [40] :
B. MULTIVARIATE RVM WITH MULTIPLE KERNESL
For MRVM the choice of kernel function is very important. When there lacks a prior knowledge in the learning process, Gaussian kernel function outperforms others and is given as:
where σ is a width factor indicating the spread of the Gaussian kernel function. When samples are multi-dimensional vectors, MRVM performs an isotropous characteristic in function mapping. While the extension of function is very limited, especially for higher scale sample space. Thus, a Gaussian kernel function with multiple scale kernels is proposed as:
where, σ i is a width factor and d is the dimension of sample space. The mapping characteristic of single Gaussian kernel function for Y = [00] T in two dimension space is shown in Fig. 1 . It can be seen that the single width factor induces the same change of scale in two dimensions, showing an isotropous mapping characteristic. Fig. 2 depicts the mapping characteristic of two-scale Gaussian kernel function.
Because the scale components of the width factors are different, the function extension is different along two dimensions. This anisotropic kernel characteristic provides the MRVM classifier strong classification capacity and flexibility. 
IV. PARAMETERS SELECTION OF MKMRVM WITH LBFO A. A REVIEW OF BFO
The basic BFO comprises three main behaviors, chemotaxis, reproduction, and elimination-dispersal.
1) CHEMOTAXIS
This process models the motion of E.coli bacteria through swimming and tumbling via flagella. It allows bacteria keep away from hostile or dangerous areas and move to favorable areas. They generally swim for a period of time in the same direction or tumble to change the direction of swim. Suppose θ i (j,k,l) is the ith bacterium at the jth chemotactic, the kth reproductive and the lth elimination dispersal step, the tumble is defined as:
The movement can be represented as:
The swim can be represented as:
where C(i) is the step size of the movement and φ(i) is the element length direction vector.
2) REPRODUCTION
Reproduction mechanism needs to be implemented since the bacteria with the least health will die in the end. Each individual of the half healthier population will be split into two individuals with the same health, which can remain the same number of the population. The health value of the ith bacterium is expressed as:
where J (i, j, k, l) is the fitness value of the ith bacterium.
3) ELIMINATION-DISPERSAL
Elimination and dispersal events can occur due to various reasons. The temperature increase of the regions with higher concentration nutrients may kill a population of bacteria. A sudden water flow may disperse bacteria from one area to another. Therefore, a small part of bacteria will be chosen to be killed and produced randomly. Based on the above description, note that the chemotaxis operation is very important in the foraging process of bacteria. Also, it can be observed that the random motion of the basic BFO is less effective for exploration and exploitation. This is because there lacks a guide for the motion direction via a heuristic random search in the chemotaxis operation.
Lévy flight, as an efficient random search mechanism for a target in an unknown area, has been developed as a new conceptual tool for simulating the foraging behaviors of animals. Lévy flight is widely used to improve global search capability of various optimization techniques [41] - [45] . This mechanism has a heavy-tail distribution that generally produces multiple short steps and occasionally long steps. This flight makes use of both random step lengths and random directions as a modified version of the standard random walk. Directions of the tumble in the basic BFO are random while the step lengths are not. Lévy flight is integrated into the chemotaxis of the basic BFO so that each bacterium can search for the entire space with high-efficiency. Thus the tumble behavior is redefined as
where θ i pbest (j, k, l) is the position of the individual best bacterium obtained so far, and θ gbest (j, k, l) is the position of the global best bacterium obtained so far. u and v obey the normal distribution, respectively. That is
With
where, is standard Gamma function and the default value of β is 1.5.
B. PARAMETRS OPTIMIZATION OF MKMRVM WITH LBFO
The MKMRVM classifier constructed by a multiple kernel Gaussian function has d kernel parameters, which equals the dimension of input samples. The positions of bacteria are composed of the width factor components. The process of optimizing the parameters of MKMRVM with LBFO is described below: [
Step 1] Initialize parameters S, N c , N s , N re , N ed , P ed , C(i) (i = 1, 2, . . . , S), and ϕ i .
[
Step 2] Elimination-dispersal loop: l = l + 1.
Step 3] Reproduction loop: k = k + 1.
Step 4] Chemotaxis loop: j = j + 1.
[a] For i = 1, 2, · · · , N , take a chemotactic step for bacterium i.
[b] Compute fitness function: J (i, j, k, l), then let J last = J (i, j, k, l).
[c] Tumble: generate a direction vector
Compute fitness function J (i, j + 1, k, l).
. 
V. FEATURE SELECTION
Feature selection is an important part in classifying methods.
To enhance the classification ability, one tries to eliminate the irrelevant or redundant features from a dataset. Thus, the complexity will be decreased and the classification performances will be improved [46] . There are multiple different approaches available for dealing with this problem, including individual feature selection (IFS) [47] , [48] principal component analysis (PCA) [49] , [50] backward feature selection (BFS) [51] , linear discriminant analysis (LDA) [52] , [53] and fisher discriminant analysis (FDA) [54] , [55] . Among them, PCA is most commonly reduction dimension method due to its optimal orthogonal transformation [56] . The PCA method is utilized to reduce the dimension of current signals of BRB dataset. PCA can perform a basic transformation of the original data space in such a way that the first principal component accounts for the largest possible variance, and in turn each succeeding component has the highest variance possible under the constraint that it is uncorrelated with the preceding components. The procedure is described as.
Step 1] For a set of sample dataset X = [x 1 , x 2 , · · · , x N ] T , x i ∈ R d , compute the mean value of sample dataset and subtract this mean from the original sample dataset:
Step 2] The covariance of the mean matrix is calculated:
[Step 3] R is decomposed as:
Here is the diagonal matrix of eigenvectors and their corresponding eigenvalues are ordered in descending order λ 1 ≥ λ 2 ≥ · · · ≥ λ p , (p < d), the eigenvectors matrix used as mapping matrix is expressed as V = [v 1 , v 2 , · · · , v p ] and v i ∈ R d .
Step 4] The principal components matrix can be calculated as:
VI. PROPOSED MKMRVM WITH LBFO BASED ON PCA
The essence of fault diagnosis is pattern recognition, and the different operating conditions of the motor stator are treated as labels of a classifier. Determining a classifier is to identify its parameters. In this study, the proposed method is a novel hybrid intelligent fault diagnosis strategy, which is based on PCA, LBFO and MKMRVM. The PCA is used to reduce the dimensionality of sample sets and to select the input features. The MKMRVM is employed to classify the input features. The LBFO algorithm is adopted to obtain the optimal kernel parameters. On the basis of the model, a fault diagnosis diagram of BRB is depicted in Fig. 3 and the process is described below.
(1) Current signals of different operating conditions are obtained as training sample sets. (2) Reduce the dimension of training samples by using PCA, select the appropriate features, and then get the mapping matrix for the classification process. 
VII. EXPERIMENTAL RESULTS AND DISCUSSION A. EXPERIMENTAL SETUP
To evaluate the method of fault diagnosis of BRB proposed in this paper, the experimental data are required. For this purpose, many tests are carried out on the test bed which is depicted in Fig. 4 . The parameters of the three phase induction motors used in our experiment are listed in Table 1 .
The experimental data can be obtained under different rotor faults through various broken bars. The motors are tested with a healthy and a faulty rotor that includes one, two, three or four broken bars. The four kinds of broken bars faults have been manually made by drilling bar in the rotor. The different desired loads of the IM can be produced by connecting a small generator. The phase current is measured with hall-effect probe, with sampling frequency of 4096Hz. The loads range from 0% to 100%, and the corresponding slips are from 1.2% to 6%. In the experiment, for each fault condition of motor, there are 5 different load levels including 0%, 25%, 50%, 75% and 100%. We need to do 25 acquisitions and each acquisition gets 6 samples. A total of 150 samples are obtained. 2/3 of them are used as the training samples to train the fault classifier and the rest is used as test samples to verify the performance of the classifier. Therefore, when training the MKMRVM classifier, the training samples as the input of model along with LBFO algorithm are used to obtain the optimal classifier. When testing the MKMRVM classifier, the test samples as the input of model is used to verify the performance of the fault classifier obtained. All the input signals need to be extracted and mapped to a low-dimensional vector space.
B. RESULTSAND DISSCUSSIONS
Fourier transforms of one phase current under 5 kinds of fault conditions have been computed and the corresponding spectral analysis diagram is shown in Fig. 5 . It can be noted that from the figure, there does not exist any additional frequency around the fundamental frequency. On the middle plot, there are 3 additional frequencies around the funda- mental frequency, but the left additional frequencies are not obvious. There is a similar pattern on the under plot. There are some limitations to identify the broken bars fault through spectral analysis since the leakage of the fundamental frequency and the noise may submerge additional frequencies.
Moreover, a spectral peak at a particular frequency may come from several possible faults which can be detected by spectral analysis. Thus, it may cause misjudgment for BRB fault.
To obtain the input to the proposed model, the features of input samples need to be obtained by PCA. The dimension of feature vectors can be determined by using the following:
Here d is the dimension of the original samples; r is the dimension of the new feature vectors; and thr is a threshold. When the threshold is determined, the projection matrix of the space currents on the least principal component such as eigenvector which corresponds to the minimum eigenvalue of the covariance matrix will be obtained. In this paper, the threshold is set as 0.96, the projection matrix can be obtained and r = 6. The new feature vectors of training samples are depicted in Fig. 6 . The percentage of principal component reduces 4%, whereas the dimensions of samples reduce from 2048 to 6. To visually observe the new feature vectors with 6 dimensions from the reduced dimensional training samples, Fig. 7 describes the scatter points of every two dimensions form these new feature vectors. It is clear to see the distribution characteristics of any two dimensions of the new feature vectors and there always exists a certain amount of overlap among the points of different fault states. The points of some fault states are relatively scattered. Besides, there is not any subgraph where five different fault states can be completely distinguished. Therefore, the proposed classifier model needs to be implemented to distinguish these different fault states. Table 2 shows the part of these new feature vectors from the training samples. The new feature vectors of training samples are firstly used as the input to train the classifier model. During this training process there are 6 kernel parameters which need to be optimized by LBFO algorithm for the MKMRVM-based classifier. To show the effectiveness of the proposed method, the MRVM with single Gaussian kernel is also applied to the classifier model for the performance comparison.
In order to get better MKMRVM classifier, the optimization algorithms are employed to obtain the optimal parameters of MKMRVM classifier minimizing the error between the real output and the output of classifier, this error as the objective function of the optimization algorithms are defined as
where O i real is the real output of the ith sample, O i MKMRVM is the output of the ith sample using the current MKMRVM classifier, and n is the number of training samples. The optimization algorithms start the optimization of MKMRVM classifier by creating a set of kernel parameters randomly. At each iteration, the algorithms update these kernel parameters based on the best current error obtained according to the updating mechanisms of algorithms. The error will gradually decrease with the adaptive adjustment of kernel parameters as the iterations increase. Finally, the best kernel parameters found so far as the optimal solution of the objective function is restored when the stop criterion is satisfied. Therefore, the final MKMRVM classifier corresponding to the best kernel parameters is obtained. In our methodology, the optimization ability of LBFO algorithm is very important since it directly impact the accuracy of the classifier model. Therefore, for verify the optimization performance of the LBFO, a comparison is made with 3 classic optimization methods, i.e. PSO, GA, and ABC on 4 unimodal benchmark functions and 4 multimodal benchmark functions [57] , [58] . The results suggest that LBFO is more competitive in terms of exploration, exploitation, and convergence rate, thus LBFO is very appropriate in optimizing the parameters of classifier model of BRB.
For LBFO algorithm, some parameters in this experiment are set as follows: s = 30, Nc = 50, Ns = 4, Fig. 8 . Due to 6 different kernel components for adjusting each dimension of feature vectors in the MKMRVM, it is obvious that there is much more adjustment space than that of the MRVM, hence enhancing the training accuracy of MKMRVM classifier.
The test samples are used to verify the performance of the two classifier models. First, the test samples are mapped as the feature vectors by the mapping matrix produced during the transformation form training samples to feature vectors. The feature vectors of the test samples are shown in Fig. 9 . Then the feature vectors of the test samples are put into the two classifier models, the diagnosis results of test samples can be obtained. For better comparison, the Back-Propagation (BP) neural network is applied to the experiment. The training curves of BP for the feature vectors of test samples are described in Fig. 10 . Table 3 shows the values of kernel parameters, training accuracy, and testing accuracy of both MKMRVM and MRVM classifiers. The training accuracy of the MKMRVM classifier is significantly superior to that of the MRVM classifier while is slightly inferior to that of the BP. However, for the test accuracy the MKMRVM classifier performs better than the other two classifiers. These results display that the obtained MKMRVM classifier possesses a merit of generalization.
The bar chart of the fault identification depicted in Fig. 11 presents fault diagnosis accuracy of the test samples under different fault conditions. For the MRVM classifier, the identification accuracy of fault decreases as the number of broken bars increases. This is due to that more broken bars generates more additional harmonic components which complicate the internal characteristics of current signals, thus increasing the difficulty in fault diagnosis. Nevertheless, for the MKMRVM and BP classifiers their identification accuracy is very high for all fault conditions except for 2 broken bars whose accuracy is still acceptable. The MRVM with multiple Gaussian kernels is very efficient in the fault diagnosis of BRB. When the motor system operates, the current signals are inevitably affected by some electromagnetic noise, including electromagnetic vibration, core saturation, harmonic components in power grids, and air-gap non-uniform. The sensors also probably produce measuring errors. Therefore, the measuring current signals generally contain different degrees of noise. Some noise with different levels is added to the test samples. These noise is Gaussian noise with σ = 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6. When these test samples with different noise levels are mapped to feature space by the mapping matrix, the corresponding feature vectors are acquired which are depicted in Fig. 12 . Each component of feature vectors is randomly modified with different degrees for different noise levels, raising the difficulty for the classifiers in fault diagnosis. Fig. 13 describes the diagnosis accuracy of feature vectors of the test samples by each classifier with respect to each noise level. The effect of noise on diagnosis accuracy is weaker for the MKMRVM classifier than for other two classifiers. Even when the noise level is very high, the diagnosis accuracy of MKMRVM classifier is relatively good. The diagnosis accuracy of the BP classifier is the same as the MKMRVM classifier when no noise is present. However, the diagnosis accuracy of the BP classifier dramatically degrades by increasing the noise level. This degradation probably ascribes to overfitting produced in the training process which results in the deterioration of diagnosis performance for the feature vectors of the test samples with noise. Additionally, the MRVM classifier always remains a lower diagnosis accuracy which mainly results from isotropical kernel of the MRVM classifier. While the anisotropic kernels of the MKMRVM classifier can adaptively adjust to the scale of variation along different dimensions of feature vectors, which allow the classifier have opportunity to match more various feature vectors of fault samples. These results suggest that our proposed methodology exhibits very high robustness to BRB fault with different noise levels.
To further validate the efficiency and superiority of the proposed method, more comparisons among different methods, including k-nearest neighbor (KNN) [59] , extreme learning machine (ELM) [60] , and the SVM, are implemented. In the KNN method, the number of the nearest neighbors is set as 3. In the ELM method, the number of hidden neurons nodes are determined by grid search in the range of [10 200 ] with the search step 5. For the SVM method, the multi-class classification strategy with one against all is used. Fig. 14 shows the diagnosis accuracy of different methods with respect to different noise levels. From Fig. 14, when the noise level is 0, the ELM and KNN provide the same good diagnosis results as the proposed method, which are better those of the SVM method. It can be seen that the diagnosis performance of all the methods degrade by increasing the noise level. While the effect of noise variation on diagnosis results is smaller for the proposed method than for other three methods. Even when the noise level is relatively high, the diagnosis accuracy of the proposed method is also acceptable. The proposed method is obviously superior to the other methods and can recognize fault conditions with different noise levels more accurately than the other methods.
VIII. CONCLUSION
This study presents a MRVM classifier with multiple Gaussian kernels for multi-classification, and develops LBFO method capable of searching for the optimal kernel parameters of the MKMRVM for fault diagnosis of BRB of IMs. With the proposed approach, to remove the redundant data features and decrease the computational cost of fault diagnosis model, the PCA method is employed to find an appropriate feature vectors with low dimension for adopting in both training and test to obtain optimal classification. Then, the acquired low-dimensional features are fed into MKM-RVM fault classifier, in which the kernel parameters are tuned by LBFO to identify different diagnosis conditions of BRB more accurately. Through the application of a comprehensive experiment for fault diagnosis of BRB, the comparative results suggest that the proposed approach is significantly competitive and more efficient in the identification of various fault patterns of BRB.
The novelties and contributions of this work are highlighted as follow.
(1). LBFO that possesses good exploration and exploitation abilities is introduced to tune the kernel parameters of MKMRVM classifier, significantly contributing to high diagnosis accuracy.
(2). MKMRVM classifier is a modification of the standard MRVM classifier based anisotropic Gaussian kernel, which allows a different kernel parameter to decide each dimension of a feature vector. It enables the classifier to adapt with a very high probability the variation scale along each dimension of the feature vector, thus improving diagnosis results for different fault patterns of BRB.
(3). The results of the experimental comparisons reveal that the proposed methodology has a better generalization and diagnosis accuracy as well as a higher robustness than the other two competitors for BRB of IMs. It is very interesting to integrate anisotropic Gaussian kernel with optimized classifier; this direction will continue to be explored in the future.
