We examine the e ects of quantum uctuations in second{order phase transitions induced by topological defects. Using the exact solution for static at walls it is demonstrated that uctuations lead to a rede nition of the e ective tension of the defect. The inclusion of interactions can change the nature of the associated phase transition, dramatically reducing the density of defects formed.
Introduction
All realistic theories displaying symmetry-breaking at zero temperature undergo a phase transition as the temperature is increased. However, the way in which transitions take place can be obscure. Often, theories possess topological defects as solutions to the eld equations (domain walls, strings etc...) and such defects might be expected to play a role in the transitions of these theories 1]. In particular, cosmic strings have been repeatedly invoked as a prime candidate for the formation of large scale structure in the universe 2].
In support of this view, ensembles of classical strings (or walls) do display transitions in which they are produced copiously 3]. In this paper we examine the quantum aspects of the phase transition. Speci cally, we shall see how defects can play a role at temperatures T for which 
where is a small coupling (or combination of couplings) of the theory and T c is the mean-eld critical temperature. The condition (1) , known as the Ginzburg criterion, with no counterpart in classical theory, signals the onset of large thermal uctuations. From this viewpoint defects are one uctuation among many. However, as the temperature drops it is they that will survive because of their topological nature. In earlier work, we 4] (and other authors 5]) adopted a semi-classical Landau{ Ginzburg-Pitaevski approach to defect-induced transitions that did not take quantum uctuations fully into account. In this paper we show one way in which this can be done, although we note there are others 6]. The results are interesting in that, due to the quantum uctuations, the nature of the transitions can be quite di erent from that suggested by the simple classical analysis (This was rst noticed in 7]). Moreover, by reference to a simple example, that of a static at domain wall, we also argue that the e ect of the uctuations can be interpreted as a rede nition of either the e ective tension of the defect or the associated entropy density. What becomes clear is that in discussing quantum uctuations during a phase transition it is important to expand about the correct background eld|not simply to use the mean eld e ective potential when describing the form of the phase transition. This is also seen through some simple calculations for the competing sub-critical uctuations in this case. As a result we will see that in these circumstances the phase transition is not driven by defects but is more of an emulsion 8].
E ective Actions and Potentials
For simplicity we perform our calculations in at spacetime assuming thermal equilibrium at a temperature T = ?1 . The starting point is the partition function Z of the theory which, walls not withstanding, we take to be a gauge theory, written symbolically as
(2) where we have adopted the imaginary-time formalism for hot scalar elds and hot gauge elds A with Euclidean action S E ; A]. Given the schematic nature of our discussion gauge xing will be ignored. Only for a theory of walls is a single scalar eld su cient. Z is evaluated by Fourier decomposing in imaginary time as
(and similarly for A ( ; x)) and integrating out the`heavy' modes n (x), A n (x), n 6 = 0. This leaves Z of (2) as an integral over the static`light' modes 0 (x); A 0 (x). 
in which 0 ; A 0 denote heavy modes with n 6 = 0. S 3 describes three-dimensional scalar electrodynamics in which the electromagnetic eld has a nonzero longitudinal (electric) mass. Of particular interest is the`e ective' potential V( 0 ), de ned for constant 0 by S 3 0 ; A 0 = 0] = vV( 0 ) (6) where v is the spatial volume of the system, and 0 is the light mode of the scalar eld that provides the order parameter. V( 0 ) is not to be confused with V ( 0 ), the true e ective potential (Gibbs free energy density) of the theory, the generating function of zero{momentum one{particle irreducible Green functions.
It is V ( 0 ) that determines the nature of the phase transition experienced by the theory as the temperature is reduced. For a gauge theory with quartic scalar coupling , gauge coupling e, V ( 0 ) displays a second{order symmetry-breaking transition as the temperature falls, if (other things being equal) e 2 = is small enough, including the case e = 0 (a type-II theory). On the other hand, if e 2 = is su ciently large the symmetry is broken via a rst{order transition (a type{I theory). For example, the electroweak theory is believed to be rst-order.
Whether there is a rst-order transition or not is seen in the relative strength of the rst non-leading terms (in powers of m=T for masses m) of the high-temperature expansion of the free-energy. It is known (see Appendix) that these non-leading terms arise exclusively from the n = 0 modes, in the usual loop plus ring-diagram approximation. V( 0 ) has a similar diagrammatic description to V ( 0 ), but for the fact that the unintegrated n = 0 modes are absent in the sums over n. That is, the leading terms are exact to rst non-leading order and V( 0 ) will always show a second-order transition, even when the true transition is rst{order. There is no contradiction in this, but to make life simpler we rst assume that we have a type{II theory, since it is these that typically give rise to strings at the GUT transition. replaced by a combination of small couplings. The additional feature of gauge theories is that, of the same order, the gauge eld acquires an electric (longitudinal) mass m e = O(eT). With e 2 = 1 the electric mass will be negligible and the action S 3 0 ; A 0 ] will resemble that for static con gurations of scalar electrodynamics. Assuming that kinetic terms are approximately unchanged, the main di erence will be that the cold mass will be replaced by the temperature dependent mass m 0 (T ) of (9) . Insofar as S 4 ; A] possesses non-trivial defect string solutions at its extrema, so will S 3 0 ; A 0 ]. When e = 0 we have global strings or walls. These defects will proliferate at the transition.
We try to evaluate Z = Z D 0 DA 0 e ? S 3 0 ;A 0 ] (10) in terms of these critical string uctuations, the solutions 0 = str (and A 0 = A str ) to S 3 = 0: (11) These are the (necessarily static) defect instanton solutions to the e ective 3-dimensional theory. Since a(T) = m ?1 (T ) sets the distance scale over which the instantons vary, the higher{derivative terms in S 3 0 ; A 0 ] can be neglected near T = T c , whereby the solutions to (11) are obtained from the static soliton solutions to the cold classical theory on replacing cold parameters by hot ones. This is immediately obvious for the domain wall instantons of the scalar case above, with just one eld. With some minor caveats we take it to be equally true for theories permitting static vortex-line solutions (cosmic strings), of which global and local U(1) theories are the simplest.
The only known string solutions to (11) are for straight strings with thickness O(a(T)) 9]. We also need to consider approximate solutions to (11) corresponding to large closed loops of length L. Since is small near T c , the exponent in (10) is only large for critical con gurations if L is large.
Suppose we attempt to dominate the integral by long strings. Assuming a dilute instanton gas of (noninteracting) strings, near the transition they give a contribution to Z ( =2 (13)
In (13) ? ln Z 0 = is the contribution to the free energy F of the quanta in the heat bath, which can be ignored in the following discussion. The sum is taken over all single-defect con gurations str (x), A str (x), approximate solutions to (11) . The determinant (det 0 K str ) ?1=2 measures the small quantum uctuations about these largedefect con gurations. The prime on the determinant denotes the removal of the zero-frequency modes identi ed with the collective coordinates. Their contribution appears in the nal factor where is the number of zero-frequency modes. For example translation invariance of a loop contributes = 3. We stress that (det 0 K) is the product of eigenvalues of the matrix of purely spatial operators 2 S 3 = 0 (x) 0 (y) (and derivatives with respect to A 0 (x)), in which the parameters are temperature dependent. We note that our approach appears to be at variance with the results from the Brazilian school 11], who calculate the e ect of uctuations about cold dynamical strings. That is, Z of (2) with temperature-independent parameters is dominated by its cold solitons. The uctuations about these are evaluated at temperature T. In their case the critical temperatures calculated bear no relationship to the Ginzburg criterion (1). Since neither they or us really do more than a Gaussian approximation (or a sequence of Gaussian approximations) it is crucial to have the right startingpoint. Since the condition (1) has a very general basis we use it as a touchstone for the correctness of our approach. Equation (13) deserves further comment; with small at high T it would appear that a saddle-point analysis, seemingly in ?1 is inappropriate. However, L is a large parameter. For l step lengths, S 3 = O(lm(T)= T) = O(l) in the Ginzburg regime of (1), large for large l. As will be seen, the saddle-point contribution is not the rst term in an expansion in ?1 
where = 3. On comparing (18) and (15) we see that, up to normalisation, the classical picture of dynamical strings moving in three dimensions can be obtained from the quantum picture of static instanton strings derived from a three-dimensional theory after time-compacti cation on setting det 0 K def constant. Since we have no reason to believe that this is the case, and shall indeed show that it is not, the classical picture has the potential of being very misleading. However, we shall now argue that the e ect of the uctuations may be just to modify the classical picture in a simple way, from which calculations can be performed as before. The e ective string tension eff has absorbed the exponent of n(L), as eff (T ) = (T ) ? TS str =a(T):
Straightforward calculation shows that eff vanishes when the Ginzburg condition (1) is satis ed. The vanishing of eff signals the production of large amounts of string at no energy cost. For the simple case considered here there is a Hagedorn transition at a temperature T satisfying (1), at which space lls up with string. If the order parameter is the string density , then = O(1) at the transition. Turning to the case where quantum uctuations are included, the string contribution to the free energy (15) is independent of L. We have no way of calculating it directly, but some guidance comes from the calculation for walls, which are simpler quantum mechanically and for which an analogous calculation can be performed if interactions are neglected. Whereas it is plausible to ignore string self{interaction because strings intersect relatively infrequently, the neglect of self{interactions for closed random walls is not to be taken seriously. However, we persist with it for the sake of analogy.] For walls of area A, S 3 wall ] ' (T )A, where (T ) = O(m 3 (T )= ) is the surface tension. In so far as walls are the dominant con gurations in a purely scalar theory, the free energy can be written cf. (15) (27) where S str = O(1). Thus we believe that ? F str of (22) (33) That is, leading-order contributions to the entropy density are equivalent to nonleading corrections to the e ective mass of the type anticipated from expansions in m=T.
As was noted earlier, such non-leading contributions are to be expected on integrating over the n = 0 modes, and this is what happens when calculating the uctuations. If, for example, the non-leading terms in (33) were the non-leading contributions to the e ective mass as determined from the e ective potential V ( ), then S str ' ? =2 , at least O(10 ?1 ). Even as a ten percent contribution, the important point is that, as a non-vanishing shift in S as L ! 1 it is, proportionally, a large e ect.
Let us summarise. Our calculations have suggested that, near the transition, the string that is produced behaves like dynamic classical string, with the provisos that: i) its thickness a(T) = O(m(T) ?1 ) and tension are temperature{dependent ii) the string{tension (entropy{density) is modi ed by the uctuations. Otherwise in the no-interaction approximation we can ignore quantum uctuations and the system displays a Hagedorn transition at a temperature T satisfying (1) . Unlike the usual Hagedorn transition for classical Nambu{type strings, this temperature is not a maximum temperature of the system, but a temperature above which the symmetry of the elds is restored and defects cannot exist.
We understand the second-order transition in the following way. Strings are, essentially, tubes of false vacuum. Insofar as they are the dominant uctuations, the approach to the Hagedorn region, in which string density increases continuously to its maximum value, corresponds to the { eld expectation value decreasing smoothly to zero.
The approximations that we have adopted are appropriate for second-order transitions but need modi cation if a rst-order transition is to occur. The most obvious oversimpli cation that we have made has been to neglect interactions in the dilute instanton gas expansion. The no{interaction assumption can only be approximate since, as solutions to non{linear equations, string defects will inevitably interact. In dilute concentrations, the interactions between classical global U(1) strings are well understood and the interaction between local U(1) strings can also be estimated 3]. The details are complicated, but in large part correspond to replacing eff in (20) by eff (T; L) = eff (T ) + (T; L) (34) where depends on the string density as well as the strength and range of the inter{string forces. (For a full discussion see 3]). The end result is that, if the forces are strong enough and long{range enough, the Hagedorn transition is replaced by a rst{order transition (in the string density) at a temperature still compatible with (1) 3].
Calculation shows that the strength and range of global string forces, at least, are on the boundary of inducing such a transition. Crucial to this is the string entropy density. Treated as a variable parameter, a rst{order transition in the string density is made more likely by increasing it beyond the classical value 3]. If the e ect of the quantum uctuations is to increase the entropy density, then this would induce a rst order transition in the string density at the transition, hence a rapid decrease in the number of strings produced. If strings were the dominant uctuation then this transition would be re ected in a similar transition in the order parameter h i. For example, assume that the strings behave like relativistic Nambu{Goldstone strings. Then = 3 in (20), and q = 3=2 + 3=2 = 3. In Nambu{Goldstone strings we have to consider right and left{moving modes, each behaving as its own random walk.] If string was produced at the customary Hagedorn transition, the string density at the Hagedorn temperature would be O (1) . The e ect of global inter{string forces, in combination with an e ective shift in entropy density S str =S str ' 0:2 would be to reduce the string density at production to O(10 ?4 ) 3]. In fact, it is likely that the global theory experiences a second-order transition. Further, from our earlier comments it is also likely that S str is negative, if the e ective potential is anything to go by. For local gauge theories with rst-order transitions there is no simple way to calculate the e ect of the string interactions. The purpose of our comment here is to show that as far as determining the order of the phase transition, the classical results are very sensitive to quantum e ects and that, accidental cancellations apart, they could be large.
If the theory displays a rst-order transition string production may be a complicated way to proceed. 
where V ( 0 ) is the true e ective potential V ( 0 ), but for the absence of 0 loops. In a rst{order transition it is the light A 0 { eld loops which provide the necessary nonleading j j 3 contribution to the terms in the e ective potential V ( 0 ) which induce the rst{order behaviour (see Appendix). Since these same loops are included here in V ( 0 ), then as far as recognising the nature of the phase-transition is concerned, analysing V ( 0 ) will provide essentially the same information as V ( 0 ). A standard way to evaluate Z is then to dominate it by bubble extrema of S 3 , and calculate the bubble nucleation rate. From this viewpoint strings, with their alternate description as ux{tubes, play no role. The gauge eld has served only to make the scalar eld metastable. For the case of Hagedorn strings (or walls) the probability of nding any long string (large wall) is exponentially small, but the number of defects with the same energy is exponentially large. At the Ginzburg temperature (1) the two balance. However, if the rst{order transition in the string density takes place, strings will cease to be the dominant uctuation contributing to the partition function (10) and we should seek to identify others for which the probability is large. These non{critical (or sub{critical) uctuations, not solutions to the classical equations, will not have large entropy factors. However this takes us beyond the goal of this paper which has been to demonstrate that uctuations lead to a rede nition of the e ective tension of the defect in a way consistent with the Ginzburg criterion.
