Abstract-Many studies on association rule mining have focused on item sets from precise data in which the presence and absence of items in transactions was certainly known. In some applications, the presence and absence of items in transactions are uncertain and the knowledge discovered from this type of data will extracted with approximation manner. Data compression offers a good solution to reduce data size that can save the time of discovering useful knowledge. In this paper we suggest a new algorithm to compress transactions from uncertain database based on modified version of M 2 TQT (Mining Merged Transactions with the Quantification Table) approach and fuzzy logic concept. The algorithm bands the uncertain data to set of clusters using K-Mean algorithm and exploits fuzzy membership function to classify the transaction items as one of those clusters. Finally, the modified version of M 2 TQT has been employed to compress the classified transactions. The key idea of our algorithm is that since uncertain data is probabilistic in nature and frequent item set is counted as expected values so, compressed transactions will give us approximate values for the item set's support. Experimental results show that the proposed algorithm is better than U-Apriori algorithm in case of large uncertain database.
I. INTRODUCTION
Mining information and knowledge from large databases has been recognized by many researchers as a key study topic in database systems and machine learning and by many industrial companies as an important area with a prospect of major revenues. Several emerging applications in information-providing services, such as data warehousing and online services over the Internet, call for various data mining techniques to better understand user behavior, to improve the service provided and to increase business opportunities.
Data mining has been attracted huge attention in many research groups due to its extensive applicability in many areas such as retail industry, financial forecast, decision support, and intrusion detection [1] . Data mining methods include associations clustering, classification, and prediction. One of the most significant fields of the data mining domain is the association mining. Association rule mining, the task of finding correlations between items in a dataset, has received considerable attention, particularly since the publication of the Apriori algorithms [2] . Early research was mainly motivated by the analysis of market basket data, the results of which allowed companies to more fully understand purchasing behavior and, as a result, better target market audiences.
There have been numerous studies on mining frequent patterns from precise data such as databases of market basket transactions, web logs, and click streams. In these databases, users definitely know whether an item (or an event) is present in, or is absent from, a transaction in the databases. However, there are situations in which users are uncertain about the presence or absence of some items or events [3] - [5] . For example, a physician may highly suspect (but cannot guarantee) that a patient suffers from flu. The uncertainty of such suspicion can be expressed in terms of existential probability. This is because data collection methodologies are often inaccurate and are based on incomplete or inaccurate information. To this end, several pattern mining methods for uncertain data have recently been proposed [5] - [7] . Most of them assume statistical independence of the items in all transactions and adopt the possible world's interpretation of probabilistic data [8] .
Although, there have been many scalable methods developed for frequent-pattern mining, the real bottleneck of the problem is not at the efficiency but at the usability. Typically, if min-sup threshold is high, mining may generate only commonsense patterns, however, with a low min-sup, it may generate an explosive number of results. This has severely restricted the usage of frequent-pattern mining. To solve this problem, it is natural to explore how to "compress" the patterns, i.e., find a concise and succinct representation that describes the whole collection of patterns.
Recently, many systems are proposed for knowledge discovery from compressed databases [9] - [11] that start by transform the original database into a new data representation where several transactions are merged to become a new transaction then it uses an Apriori-like algorithm for association rule mining to find useful information. However, there are some problems in the approach suggested by M. Ashrafi et al. [9] ; first, the compressed database is not reversible after the original database is transformed by the data preprocessing step. Second, although some rules can be mined from the new transactions, it still needs to scan the database again to verify the result. The authors in [10] proposed M 2 TQT approach and presented it as the algorithm that will recover the problem of decompressing the database to its original state; but the problem still exists due to the lack of rules and constraints while merging transactions in the data compression phase. Applying the compression techniques on uncertain data suffer from many challenges. The most important one is item's probability that must be considered when merging the transactions. Furthermore, the item's probability with small values will affect the compression processing performance. With the purpose to alleviate these problems, we made some modifications to M 2 TQT approach and devised a new algorithm in which the original transactions with uncertain data are clustered into specific groups using K-Mean algorithm and fuzzy logic membership function is used to represent this transactions as discrete values. Then, an adapted version of M 2 TQT approach is employed to compress the clustered transactions into new database with merged transactions.
The rest of this paper is organized as follows: Section II explains preliminaries that formally define the uncertain data model. Section III contains literature survey of database compression methods. Section IV introduces the proposed technique for compress uncertain database. Section V reports the accuracy and performance evaluation of the proposed technique and gives experimental results. Finally, Section VI summarizes the conclusion and future work.
II. PRELIMINARIES
Most of uncertain data models use possible world semantics to represent the uncertain relations among item [12] . Since the uncertain transactions are probabilistic in nature, it is impossible to count the frequency of itemsets deterministically. Therefore, we count the frequent itemsets only as expected value.
Definition 1: An uncertain item is an item W x  whose presence in a transaction T t  is defined by an existential
where W is the possible world for the item x in the set of transactions T [13] . A certain item is an item where presence of an item x is either 0 or 1.
Definition 2: An uncertain transaction t is a transaction that contains uncertain items. Let X is set of items or an item set consists of X={x 1 , x 2 , …, x n }. There are two possible worlds for an item x and a transaction t i : 1) W 1 where x t i and 2) W 2 where xt i . The probability for W 1 to be the true world is thus P(x, t), and for W 2 is 1-P(x,t) , where P(x, t) represents the existential probability of x in t [12] .
The probability of two items x 1 and x 2 to exist at the same time in a transaction t is thus P(x 1 , t)*P(x 2 , t). In an uncertain database, the expected count of an item or an item set is used. The expected support, ExpSup , of set of items X in all the transactions D N  of uncertain database is then calculated as follows [13] :
Definition 3: in each transaction in database D consisting of N uncertain transactions, the expected support of a pattern (or a set of items) X in D can be computed by summing the support of X in possible world W j (while taking into account the probability of W j to be the true world) over all possible worlds [13] :
Definition 4: An item set X is said to be frequent when the expected support ExpSup of the item set is larger than the user-defined threshold MinSup.
A. Problem Definition

1) Objective
Consider a database D, consisting of N uncertain transactions and m items. The items had values defined by an existential probability
. The aim of compression is to construct a new modified database D` from D that have N` transactions such that N`< N, which will reduce the database size and the number of association rules generated from the original database D without losing the knowledge.
2) Inputs 1) A database D of N uncertain transactions and m items
with values defined by an existential probability ) , ( t x P . 2) An arbitrary integer k that represents the number of clusters in which the original item values are classified to it. 3) An expected item support that will be used by U-Apriori (Apriori algorithm for uncertain data) to generate the frequent item set.
III. LITERATURE SURVEY
Conventional data compression's techniques require that compressed data be decompressed before read or write operations can be carried out. As a result, it is not practical to compress databases in active routine using the conventional data compression techniques. Research in uncertain and probabilistic database management is abundant (see [12] , [13] for recent surveys). Recently, also the data mining community has started dealing with uncertain data, tackling the problems of clustering, classification and frequent pattern mining, but finding small and informative pattern-based descriptions of uncertain databases has not been addressed before.
To handle uncertain data, C. Chui et al. [3] proposed the U-Apriori algorithm, which is a modification of the Apriori algorithm. Specifically, instead of incrementing the support counts of candidate patterns by their actual support, U-Apriori increments the support counts of candidate patterns by their expected support. U-Apriori suffers from the following problems: 1) Inherited from the Apriori algorithm, U-Apriori does not scale well when handling large amounts of data because it also follows a level wise generate-and-test framework. 2) If the existential probabilities of most items within a pattern X are small, increments for each transaction can be slightly small. Consequently, many candidates would not be recognized as infrequent until most (if not all) transactions were processed.
The authors in [14] proposed a representation scheme to characterize uncertain data based on possibility distributions. The possibility theory establishes a close connection between the concepts of similarity and uncertainty, providing an excellent framework for handling uncertain data. Also, they developed an algorithm to mine fuzzy association rules from uncertain data represented by possibility distributions. The difficulty is that a possibility distribution may match a pattern with multiple support values; where a support value is obtained for every plausible value in the distribution. Their method computes two measures from these values, support and deviation. A pattern is considered as a good pattern if its support is high but its deviation is low, because low deviation means the pattern is more certain and believable.
Since most data occupy a large amount of storage space, it is beneficial to reduce the data size that makes the data mining process more efficient with the same results. Compressing the transactions of databases is one way to solve the problem. For example, the work in [9] proposed a new approach to compress database to reduce the size of transactions' database. The algorithm was divided into data preprocessing and data mining. The data preprocessing stage transforms the original database into a new data representation. It uses lexical symbols to represent raw data. The merge-mining algorithm is then used to find frequent itemsets from the new merged transactions. Although the algorithm successes in reducing the database size but the compressed database cannot decompressed to its original data. Furthermore, a lot of candidate itemsets could be generated in large transactions with higher process cost since it needs to scan the database more than once.
J. Dai et al. [10] proposed a new approach called Mining Merged Transactions with the Quantification Table (M   2   TQT) to solve the problems inherited form the application of the above-mentioned algorithm. M 2 TQT uses the relationship between transactions to merge related transactions and builds a quantification table to prune the candidate itemsets that are impossible to become frequent in order to improve the performance of mining association rules. The algorithm was divided into three phases: merge related transactions to generate a compressed database, build a quantification table, and discover frequent itemsets. The advantage of M 2 TQT over the work proposed in [2] is that no need for multiple database scans, because M 2 TQT save information about the original database in the merged transactions and quantification table. Although, the algorithm tries to recover the problem of decompressing the database to its original state, the problem still exists due to the lack of rules for merging in the data compression phase.
To the best of our knowledge, this is the first work addressing the problem of uncertain database compression. The main contribution is introducing, characterizing and solving a novel database compression algorithm for uncertain data that is utilized for data mining applications. The proposed algorithm applies the compression technique as used in [10] but on uncertain data with considering the item probabilities while merging the transactions. Moreover, using the mean value of the clusters instead of item probability in the merged transactions will avoid outlier probabilities with small values that affect the compression performance. The proposed technique uses a modified version from U-Apriori algorithm, a method to mine frequent sequences in the presence of uncertainty in transactions, to extract frequent patterns from the compressed uncertain database. 
Original
IV. PROPOSED TECHNIQUE
The proposed technique focuses on compressing related uncertain transactions by collecting the uncertain data into set of clusters and building a quantification table for those clusters to help in pruning candidate itemsets, which are impossible to become frequent itemsets. To achieve this goal the proposed algorithm relies on a modified version from M 2 TQT approach for compressing uncertain transactions to reduce the size of a database's transactions. Then, it uses modified U-Apriori algorithm to mine the compressed database. The proposed technique has five phases: 1) Scan the database's transactions and use the k-mean algorithm to cluster the transactions of probabilistic data into set of clusters and calculate the mean value for each cluster. The information about items' clusters is kept in Cluster Table. 2) Transform the original transaction's items to a new representation using fuzzy logic membership function. The membership function realizes the nearest cluster to the transaction probabilistic value and replaces the item by the cluster's mean in the transaction. 3) Merge related transformed transactions to generate a compressed database based on relation distance between transformed transactions. 4) Build a quantification table to reduce the number of generated candidate itemsets to help trimming non-frequent itemsets. 5) The compressed database is employed to generate frequent itemsets using modified U-Apriori algorithm for association rule mining. As shown in Fig. 1 , the proposed algorithm utilizes the k-Mean algorithm to cluster the probabilistic data in the database and then exploits the algorithm in [10] to achieve the compression, but we add three substantial modifications on this system to enhance the compression ratio: 1) Transaction's relation distance will considers the item support while calculating the distance between the merged block and the database's transaction or transaction read from length block.
2) Prevent merging any two combined blocks created with different transaction relation's distance. Consider merged block with items {ABCD = 2, 2, 2, 1} created from relation distance =1. Now, when relation distance is incremented by 1 and the procedure reads transaction from length blocks with items BC then the block {ABCD = 2, 2, 2, 1} is not merged with BC but it settles in different merged block. This allows the merged block {ABCD = 2, 2, 2, 1} to decompress to its original transactions ABC and ABCD.
Initialize the relation distance by zero instead of one that helping to merge identical transactions, so it becomes peaceful in separating merged block.
A. Pseudo Code
Given: 1) The database D with probabilistic transaction values, 2) The arbitrary number of clusters k, and 3) Expected item support E that is used in mining phase while generate frequent itemsets. The main algorithm scans the original database and calls the k-Mean cluster algorithm that creates the items' clusters. The algorithm then loop on every transaction in D and 1) execute fuzzy transformation algorithm to transform the transaction items into new representation using fuzzy logic membership function, 2) execute build quantification table algorithm in order to reduce the number of generated candidate itemsets, and 3) execute merge transaction algorithm that adds the transformed transaction to either length block or merged block depending on the merging constraint. Then the algorithm execute merge length block algorithm that moves the transferred transactions from length block to merged block depending on the relation distance and finally calls U-Apriori algorithm to generate the frequent items set conditional with the predefined expected support. The algorithm scans the database D to deduce the different items that exist in the database along with its probabilistic values and attaches them to external array of items X. This array is used to get the clusters for each item x i in X and adds them with corresponding mean value to the Cluster Table as illustrated in Table I . 
End For Return T f
The algorithm replaces the item in each database's transaction by proper cluster's mean value using the fuzzy Example: Consider the following transactions: T 1 = {AB}, T 2 = {A} and T 3 = {B}. The relation distance D T1-T2 = 1, so T 1 and T 2 will merge to give {AB=2, 1}, where "=" symbol is used to separate items and their respective support counts.
Before modification: The relation distance between {AB=2, 1} and T 3 = {B} is 1, so they are merged to become {AB=2, 2}, which gives wrong support for the itemset {AB}.
After modification: The relation distance between {AB=2, 1} and T 3 = {B} that considers the support for item {A=2} gives a relation distance equal 2 and so {AB=2, 1} and T 3 = {B} are not merged.
Example:
logic membership function defined as: 2 2 ) (
where d cl represents the distance between the item's value and mean value of the item's cluster µ cl , and x symbols the item probabilistic value. The value d cl is calculated for every cluster of the item and the nearest cluster's mean value is used as a replacement of item in the transaction.
To reduce the number of generated candidate itemsets, additional information is required to help pruning non-frequent itemsets. A simple quantification table is used to record this information when each transaction is processed. The proposed system uses the same technique employed in [10] to build the quantification table as illustrated in Table II.   TABLE II: EXAMPLE OF QUANTIFICATION TABLE   L4 L3 L2 L1 Given the transformed transaction's items, the algorithm starts to check of relation distance that equal zero. The identical transactions that have the same clusters are merged and are inserted into Merge Block. The remaining non merged transactions insert into Length Block. After this algorithm is completed, the remaining algorithms work separately from original database. The algorithm begins by validation of non-empty length block, and adds the transformed transaction to it in case of empty. In case of not empty length block, the algorithm calculates the relation distance between the transformed transaction and that which exist in length block. In case of relation distance equal zero, the transformed transaction merges with that exist in length block and adds to merge block; else the transformed transaction appends to length block.
After that, the algorithm receives transaction from length block and relation distance value that is used to validate the merging between the transactions from length block and merge block. The algorithm loops for every merged block's transaction and calculates the relation distance between it and received transaction from length block. In case of relation distance satisfies the received relation distance reference, the received length block transaction will merge to merge block, else the relation distance is accumulated by one and the algorithm is executed again. The accumulation of relation distance and the execution of algorithm will continue until the length block becomes empty. The U-Apriori algorithm uses the data added to Cluster Table and Quantification Table for Table to prune non-frequent itemsets. Equation (9) is used to calculate the expected support for 2 level-itemset. Further candidate itemsets with more items are generated and equation (9) is used to calculate the expected support.
V. EXPERIMENTAL RESULTS
The Proposed algorithm was implemented in C# programming language and all experiments run on a PC of Intel Core i5 2.4.0 GHz processor with DDR 4GB main memory. Synthetic datasets are randomly generated for our experiments. With fixed number of items I=10 and averge number of items per transaction T I =10. Different set of transactions T ranged from 1k to 100k was generated for clustering where C (number of clusters) = 2,3 and 4 to run the proposed algorithm and to compare with U-Apriori algorithm. Fig. 2 show the compersion ratio between the original database and the compresed one for different number of clusters. The compersion percentage increases dramaticly with the increment in transaction numbers. The compersion ratio exhibits the same behavior for different number of cluster values while the minimal number of clusters give the highest compersion percentage. Fig. 3 shows the percentage of difference between the expected support value for the itemsets resulting from the proposed algorithm and U-Apriori algorithm (Percentage Error). The figure shows that the percentage error will be minimal for highest number of clusters with small number of transactions. By incrementing the number of transactions, the percentage error is decremented and approximatly gives the same value with large number of transactions regardless the number of used clusters.
In Fig. 4 , the execution time in millisecond for the proposed algorithm was measured in comparison with the U-Apriori algorithm for different number of transactions when C = 2 and C = 3. The figure shows that the U-Apriori algorithm was better than the proposed algorithm for small number of transactions whatever the number of used clusters. With large number of transactions, the quantification table that is used to prune non-frequent itemsets effects to the perofrmance of the proposed algorithm reseulting execution time better than the U-Apriori algorithm. 
VI. CONCLUSION AND FUTURE WORK
In this paper, a new approach is proposed to compress related uncertain database transactions into a new compressed format that is utilized efficiently for mining association rules. There are several advantages of our algorithm over the other approaches: 1) No multiple database scans, because the ystem reads the database only once, 2) Reduce the process time of association rule mining because the sytem prunes candidate itemsets which are impossible to become frequent, 3) A compressed database can be decompressed to the original database to support transaction updates. Our algorithm performs better when number of clusters is low and the complexity increased with the now, suppose that B was clustered to B 1 , B 2 …,B m clusters. The expected support for the itemset {AB} can be calculated using definition (1) as the probability of occurrence of each cluster belong to A at the same time with the clusters related to B as: increment of number of clusters, but the performance still better than U-Aprioi algorithm as a result of compression and using quantification table to prune itemsets. Future work includes optimizing the number of clusters to gain highest compression ratio with accepted percentage error.
