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Summary. Most existing navigation systems require a ground frame (2D Cartesian
coordinate system) in order to navigate from a ground point A to a ground point
B. However, it is more natural to navigate by reflex actions between the points in
sensor space corresponding to A and B. In this paper, we show that it is possible to
navigate by reflex action in sensor space when the components of the sensor vector
are bearings of landmarks, and the reflex action is a gradient descent on the distance
in sensor space between the current position and the target position. Our main result
is a proof that except for pathological cases, any point is reachable from any other
point by reflex action in the bearing sensor space provided the environment is free
of obstacles. Although the robot’s trajectory generated by this method does not
necessarily correspond to the shortest path on the ground, this approach constitutes
a practical solution to a basic navigation problem for autonomous mobile robots.
1 Introduction
Instead of specifying a robot location using ground coordinates, a position
can be specified by a sensor vector at that location. For instance, if there
are landmarks in the robot’s environment, a point in this environment can be
described by the angles to each landmark with respect to the heading direction
of the robot (see Figure 1). Navigating in sensor space presents some specific
challenges. It is more difficult to minimize the travel time when using sensor
space, because a straight line movement in sensor space does not necessarily
correspond to a straight movement on the ground. Tasks like lawn-mowing
or vacuuming, which require the robot to cover precisely a whole area will be
more difficult in sensor space because the non-uniform curvature of bearing
space. Indeed, when the robot comes nearer a landmark, a same step on
the ground will correspond to a longer distance in sensor space (especially if
moving perpendicularly to the landmark).
In this paper, we show that a robot can navigate from one location to other
locations using a gradient descent on the bearing errors with respect to the
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actuators (we assume that the robot can recognize the landmarks). By moving
in the opposite direction of the gradient, the robot will gradually moves closer
to the target location. We call this simple form of navigation reflex navigation.
Our approach was inspired by the simplicity of Braiternberg vehicles where
each action is based solely on current sensor readings [4].
The proposed method is related to the image-based visual servo (IBVS)
system where both the control objective and the control law are directly ex-
pressed in the image feature parameter space [1, 6]. Another class of visual
servo is the position-based visual servo (PBVS) which estimates a target po-
sition with respect to the robot in a ground Cartesian space using features
extracted from the image [5]. For more details, see the reviews [1, 2] on visual
servo control. Corke [3] developed a control law for a robot with omnidi-
rectional wheels in terms of bearing error. In his work, the system model
incorporates the range information and the convergence is guaranteed only
when the robot is inside the polygon formed by the landmarks.
The remainder of this paper is organized as follows. Section 2 describes the
proposed method that enables a robot to navigate from one point to another
using the gradient on the bearing error with respect to the actuators. Section
3 deals with the reachability problem. Section 4 concludes the paper.
2 Navigation in sensor space
2.1 Representation of the robot position
The robot’s location is represented by a bearing vector. For instance, if there
are four landmarks in the robot’s environment, a point in this environment
can be described by the four angles to each landmark with respect to the
heading direction of the robot. Figure 1 shows an environment containing four
landmarks (denoted by four filled circles). The robot position is represented
by a small arrow enclosed by a circle. The current position of the robot is
[α1, α2, α3, α4] where αi is the angle of the landmark Li with respect to the
heading direction of the robot.
2.2 Navigation by gradient descent in sensor space
This section introduces a method to navigate from a current position Ac =
[α1, α2, α3, α4] to a target position At = [β1, β2, β3, β4] using the gradient of
the bearing error with respect to the actuators. By moving in the opposite
direction to the gradient, the robot will move to a new position such that the
new bearing error is decreased [3]. This simple form of navigation is referred
to as a reflex navigation.
The distance between two angle vectors X = [x1 . . . xn] and Y = [y1 . . . yn]
is defined as











Fig. 1. An environment with four landmarks denoted
by solid circles. The robot is represented by a small
arrow in a circle. The aim of the robot is to move from







Fig. 2. The locus of the
points M such that the
angle A(A,M,B) is equal








where function fa(z) denotes the angle equivalent to z in the interval (−pi, pi].
The error between two positions At and Ac can be defined using the distance
da between their apparent angles
d(At, Ac) = da([α2 − α1, α3 − α2, α4 − α3], [β2 − β1, β3 − β2, β4 − β3])
This method is applicable to many different types of locomotion systems
including robots fitted with omnidirectional wheels, two parallel wheels, and
legged robots. Because of space limitation, only the case of robots equipped
with omnidirectional wheels is discussed in this paper.
For the rest of the paper, the following notation will be used. Given some
points A, B, andM and angle α (see Figure 2), AB will denote the line going
through A and B, A(A,M,B) will denote the angle measured from MA to
MB in counter clockwise direction. An arc ARC(A,α,B) is the locus of the
point M such that A(A,M,B) = α. The circle C(A,M,B) has points A, M ,
and B on its circumference and ARC(A,M,B) is the arc of C(A,M,B) that
goes through M and has A and B as its terminal points.
2.3 Reflex navigation for a robot with omnidirectional wheels
A robot that has omnidirectional wheels can move in any direction without
the need to rotate its heading to a desired direction (like the Nomad robot
[7]). The gradient of the apparent angle error can be determined by computing
the derivatives of the error with respect to any pair of orthogonal directions.
The gradient can be estimated by moving the robot slightly.




Fig. 3. Environment with two land-
marks (full circles). The target position,
T , is represented by a star. The arrows






Fig. 4. Motion vector field when fol-
lowing the reflex action in an environ-
ment containing three landmarks. The
five solid curves correspond to five trajec-
tories of the robot starting from random
positions.
An environment with 2 Landmarks
Figure 3 is the quiver plot of the reflex motion of the robot in the case where
the environment has two landmarks L1 and L2 (denoted by solid circles). The
target position T in the ground space is represented by a star. The gradient
G(x) of the apparent angle error at point x is determined by computing the
derivatives of the error with respect to small movements in two orthogonal
directions. The direction of −G(x) is represented by the arrow at point x. The
vector G(x) is always perpendicular to ARC(L1, x, L2) because moving in the
orthogonal direction of the arc creates the biggest change in the apparent
angle.
A position from which the robot can observe the same apparent angle β as
at the target position is any point on the ARC(L1, β, L2). This arc is referred
to as the target arc and is a global basin of attraction when navigating using
reflex actions. Notice that in this instance, a point in sensor space corresponds
to a set of points (an arc of circle) in the environment.
A starting position x which has −G(x) perpendicular to the line L1L2
and points out from the target circle C(L1, T, L2) (the thick arrows at the
right part of Figure 3) will theoretically send the robot to infinity. However,
because the path is on a ridge, a small amount of noise will in practice make
the robot turn left or right and bring it to the target arc.
An environment with 3 landmarks in general position
The apparent angle between two landmarks is not sufficient to characterize a
target point T on the ground as can be seen in Figure 3. However, if a third
landmark is present, and T /∈ C(L1, L2, L3), then the target point will corre-
spond to the intersection point of the ARC(L1, T, L2) and ARC(L2, T, L3).











Fig. 5. A robot will end up at the target
arc if when the robot is at a position x,
it moves in a direction D(x) such that









Fig. 6. By moving in direction D, the
projection of −G23 onto the tangent of
the ARC(L1, x, L2), the robot will end
up at the target point T .
The pathological case where T ∈ C(L1, L2, L3) is another example of a point
in sensor space corresponding to an infinite set of points in the environment.
Figure 4 illustrates the case where an environment has three landmarks.
The reflex motion vector field can be viewed as a superposition of the two
motion vector fields derived from the pairs L1L2 and L2L3.
Figure 4 depicts also the simulation of a robot with omnidirectional wheels
moving according to reflex navigation. The resulting trajectories from five
different starting positions are represented by sequences of arrows which follow
the motion vector field. The magnitude of the gradient is used to determine
how far the robot would move at each step. At the beginning of each trajectory,
the magnitude of the gradient is large and therefore the moving step of the
robot is large too. It can be seen in Figure 4 that the arrows are longer at the
beginning compared to the end of the trajectory.
The trajectory from the reflex navigation is not the shortest path from
current position to the target position. However, the diagram clearly shows
that a robot can navigate to any desired location by following a direction
derived from the gradient of the apparent angle error with respect to the
actuators. The next section considers the reachability problem and shows
that the robot will end up in the desired position if it moves by reflex action.
3 Reachability
This section shows that the gradient descent on the apparent angle error will
lead a robot from any position x to any target position T in an obstacle
free environment with three landmarks L1, L2, and L3 in general position if
T /∈ C(L1, L2, L3).
Lemma 1. In case of two landmarks, the surface of the sensor error contains
only one minimum region which is the target arc.




















Fig. 7. The first case: L3 is on the tar-
get circle. Position of T and x divided
the target circle into two parts. The
landmark L13 ∈ ARC(T,L2, x) makes β
1
2
equal to α12 whereas L
2
3 /∈ ARC(T,L2, x)





















Fig. 8. An environment is divided into
seven regions according to the position
of L3 with respect to the lines xL2, TL2,
and C(L1, T, L2). In every region, the di-
rection D is always oriented to the direc-
tion of the target point.
Proof. The level curves of the error are the ARC(L1, α, L2). Given a point x,
there exist α(x) such that x ∈ ARC(L1, α(x), L2). The gradient of the error
is orthogonal to the ARC(L1, α(x), L2) (see Figure 5). uunionsq
Lemma 2. Let Gij(x) be the gradient of the apparent angle error between
landmarks Li and Lj at point x. If the robot moves in a direction D(x) such
that ∀x, 〈D(x), Gij(x)〉 < 0 then the robot will end up on ARC(Li, T, Lj), the
target arc of Li and Lj.
Proof. The condition 〈D(x), Gij(x)〉 < 0 makes the robot moving from point
x on ARC(Li, α, Lj) at time t to ARC(Li, α + dα, Lj) at time t + dt with
da(α + dα, β) < da(α, β) where β is the target apparent angle and da is the
error measurement function defined in Equation 1 (see Figure 5). uunionsq
Theorem 1. In case of three landmarks, a robot will end up at the target
position provided it moves according to the following steps.
Step 1 If the robot is not on any target arcs, move to one of the target arc
(say the target arc for L1L2, ARC(L1, T, L2)).
Step 2 When the robot is on the target arc, move along that target arc
in the direction D, the projection of −G23 onto the tangent of the
ARC(L1, x, L2) (see Figure 6).
Proof. From Lemma 2, the robot can move to one of the target arcs. We
will then show that the vector D is always oriented in the direction of the
target point. The tangent of ARC(L1, x, L2) can be determined by computing
the gradient of α, A(L1, x, L2), as the tangent and the gradient of α are
orthogonal. The proof is divided into three cases according to the location of
the L3 whether it is on, inside, or outside the circle C(L1, T, L2).











8) and the target point is on the left
half. The projection of −G23 onto the













get point is on the right half. This case D
orients to the right direction.
Case 1 L3 is on the circle C(L1, T, L2). This pathological case will happen
only when L3 ∈ C(L1, T, L2). The position of L3 is used to further sepa-
rate the case into two subcases as shown in Figure 7. The first subcase is
L3 ∈ ARC(T, L2, x). Landmark L
1
3
on this arc makes the apparent angle α1
2
observed at point x equal to the target apparent angle β1
2
. Therefore point x is
considered to be one of the target point in sensor space. The other subcase is
L3 /∈ ARC(T, L2, x). The apparent angle α
2
2
is not equal to β2
2
and the robot
could not move along the ARC(L1, x, L2) to the target point because it could





will equal to pi.
Case 2 L3 is outside the circle C(L1, T, L2). Without loss of generality,
the current position x is set to be on top of the circle as shown in Figure 8.
The area outside the circle could be divided into four regions according to
the position of L3 with respect to the line xL2 and TL2. Because of space
limitation, only the case when L3 is inside region
1
2
will be considered, but the
other cases are dealt with similarly.
In region1
2
, L3 is at the right side of the line xL2 and TL2 as shown in
Figure 9. In this case, we first set the target point to be on the left side of x,
therefore point x is always inside C(L2, T, L3) and hence −G23 will point out
to the ARC(L2, T, L3) (please refer to Figure 3). Because of L3 is restricted
to be outside the circle C(L1, T, L2), its −G23 always points to the left half of
the plane. Therefore direction D, the projection of −G23 onto ARC(L1, x, L2)
always point to the left direction. However, if the target point is on the right
side, the −G23 will point inside to the ARC(L2, T, L3) and therefore D will
be oriented to the right direction as shown in Figure 10.
Case 3 L3 is inside the circle C(L1, T, L2). The area inside the circle could
be divided into three regions in a similar way as for the second case as shown
in Figure 8. The procedure to prove that the direction D in each region will
be oriented to the side of the target point is similar to the proof for the second
case and will not be discussed here because of space limitation. uunionsq
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We have sketched a proof that the robot could go to the target point by first
moving to one of the target arc and then moving along the arc until arrives
at the target point. The error surface for each phase contains only one global
minimum.
4 Conclusions
This paper advocates the use of reflex actions to navigate in sensor space.
Instead of inducing a ground coordinate system of the environment, a robot
can directly move according to a gradient descent in sensor space. We have
proved that a robot can navigate to a target position specified by a point
in sensor space by moving in the opposite direction of the gradient of the
apparent angle error with respect to the actuators.
By working in a bearing space, a robot does not require odometry or range
finder sensors. The proposed navigation system can be implemented using a
cheap vision sensor to estimate landmark bearings.
Although a trajectory obtained by following the gradient is not the short-
est ground path to the target, its simplicity makes it an appealing practical
solution. Moreover, it allows a simple communication of ground locations be-
tween robot using bearing sensors.
In future work, we will investigate the sensitivity of the navigation system
to noise. We will also investigate the use of a SOM for navigating in sensor
space by using neurons of the SOM as waypoints. The use of waypoints should
generate shorter trajectories with respect to the ground.
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