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SUMMARY
Adsorption separation processes are extremely important to the chemical in-
dustry, especially in the manufacturing of food, pharmaceutical, and fine chemical
products. This work addresses three main topics: first, systematic decision-making
between rival gas phase adsorption processes for the same separation problem; second,
process development for liquid phase simulated moving bed chromatography (SMB);
third, accelerated startup for SMB units. All of the work in this thesis uses model-
based optimization to answer complicated questions about process selection, process
development, and control of transient operation.
It is shown in this thesis that there is a trade-off between productivity and prod-
uct recovery in the gaseous separation of enantiomers using SMB and pressure swing
adsorption (PSA). These processes are considered as rivals for the same separation
problem and it is found that each process has a particular advantage that may be
exploited depending on the production goals and economics. The processes are com-
pared on a fair basis of equal capitol investment and the same multi-objective opti-
mization problem is solved with equal constraints on the operating parameters.
Secondly, this thesis demonstrates by experiment a systematic algorithm for SMB
process development that utilizes dynamic optimization, transient experimental data,
and parameter estimation to arrive at optimal operating conditions for a new sepa-
ration problem in a matter of hours. Comparatively, the conventional process devel-
opment for SMB relies on careful system characterization using single-column exper-
iments, and manual tuning of operating parameters, that may take days and weeks.
The optimal operating conditions that are found by this new method ensure both
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high purity constraints and optimal productivity are satisfied. The proposed algo-
rithm proceeds until the SMB process is optimized without manual tuning. In some
case studies, it is shown with both linear and nonlinear isotherm systems that the
optimal performance can be reached in only two changes of operating conditions
following the proposed algorithm.
Finally, it is shown experimentally that the startup time for a real SMB unit is
significantly reduced by solving model-based startup optimization problems using the
SMB model developed from the proposed algorithm. The startup acceleration with
purity constraints is shown to be successful at reducing the startup time by about 44%,
and it is confirmed that the product purities are maintained during the operation.
Significant cost savings in terms of decreased processing time and increased average





The chemical industry has been developing many fine chemical, pharmaceutical, and
food products over the last forty years, and the trend has been to push high-purity
chemicals for specialized uses. With the increase of regulation of chemical products,
especially in the pharmaceutical industry, there is a great need for versatile separa-
tions that can generate needed fractions of high purity components to test physical
properties and efficacy. Some regulatory agencies require that the toxicological prop-
erties of each major component of a product be tested before it will be allowed on
the market. Separations that are based on adsorption principles have been found to
be more versatile, with the many types of adsorbent materials that are now available,
than other industrial separation techniques. Preparative chromatography in partic-
ular is capable to separate components of a mixture that only differ slightly in their
affinity for an adsorbent, granting significant power for purifications [36].
The present use of adsorption principles in separation processes is rooted in the
development of liquid chromatography. At the turn of the 20th century, chromatog-
raphy first began to be used as a preparative separation technique where fractions of
eluent from a single column were collected sequentially and each fraction was analyzed
offline [81]. At that point it was found that the components of a complex chemical
mixture may move through a column with various speeds and these fractions could
be collected at different times. It was not until the 1930s that chromatography be-
came more widely recognized as a powerful tool for purifying single components from
complex mixtures and in various phases [36]. In the 1950s there were advances made
in gas chromatography for the separation and analysis of volatile fatty acids among
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other applications [42].
1.1 Principle of Chromatography
Modern chromatography equipment consists of four basic parts: column, mobile
phase, pump, and detector [71]. The column is a packed bed of solid particles.
The mobile phase is a fluid that is pumped through the packed bed of a column.
The detector is an analytical instrument that is designed to transform changes in
some physical property of the fluid eluting from the column into a signal that can
be measured over time. Although the detector is not necessary for chromatographic
separation to occur, it allows the operator to observe the performance of the process.
The important aspect of chromatography is that various components of a fluid
mixture have different interactions with the packed bed, or stationary phase, in a
chromatographic column. If a particular component has weak interactions with the
stationary phase, then it moves through the column with the mobile phase and has
a relatively short residence time. On the other hand, if a component has strong
interactions with the stationary phase, it adsorbs to the solid significantly and has a
relatively long residence time. Even if there is only a slight difference in the strength
of interaction for two or more components, this can be exploited to achieve very high
purity of one or more products.
In Figure 1.1 there is an illustration of how chromatography can be used for bulk
separation. A mixture of fluid components A and B is shown where A is less-retained,
and B is more-retained. In a batch operation, a sample volume of the mixture is
injected to the column, and the mobile phase is pumped through the packed bed.
Over time, the less-retained component moves with greater concentration ahead of
the more-retained. With a suitable detector attached in-line with the eluent from the
column, it is obvious when component A elutes from the column, and the fraction is
collected in a product tank. After the appropriate time, component B is also collected
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Figure 1.1: Illustration of chromatographic separation. Fractions of A and B are
collected at different times when the components elute from the column
as a separate fraction. Complete separation can be achieved readily using this scheme,
although the operating costs may be high considering solvent consumption and long
production times.
Chromatographic columns have been made with various kinds of stationary phases
which make use of different physico-chemical mechanisms to achieve separation. These
separation mechanisms can be classified into general modes of chromatographic op-
eration. One popular mode for the separation of small organic molecules is called
reversed-phase chromatography (RP), which makes use of a non-polar stationary
phase and some amount of water in the mobile phase to drive preferential phase par-
titioning of fluid components based on polarity [40]. In RP mode, the more non-polar
components have increased retention on the stationary phase provided that the mo-
bile phase is sufficiently polar. Another useful mode in the pharmaceutical industry
uses a chiral stationary phase (CSP), which is an enantioselective material, such as
poly-saccharides and cyclodextrins, to preferentially adsorb components with the cor-
responding orientation of chiral centers [86]. The separation mechanism using CSP
3
is similar to hand-shaking, where the right-hand binds with another right-hand more
easily than a left-hand bonds with a right-hand. There are other useful modes of op-
eration such as ion-exchange, size-exclusion, and super-critical fluid chromatography
that are out of scope of this thesis.
1.2 Cyclic Adsorption Processes
In recent years, the chemical industry has made use of adsorption processes for separa-
tions with ever-increasing complexity. After further development of chromatography
as a preparative separation technique in the 1950s, the principles of semi-continuous
gas adsorption and continuous chromatographic processes were invented. Continuous
adsorption separations are usually preferred to batch processes, because in general
they can have better performance [66, 68]. The pressure swing adsorption process
(PSA) was in rapid development for preferential adsorption of gasses in industrial
mixtures around the late 1960s and 70s [67, 83]. The simulated moving bed pro-
cess (SMB) was invented by Universal Oil Products in the 1960s for the preparative
separation of petrochemicals and this process is gaining more and more popularity
as a liquid phase separation process for fine chemicals, especially for chiral separa-
tions [18, 68, 71]. SMB units have been constructed with production rates ranging
from a few kilograms per year to more than a million tons per year [36]. Over the
last decade there have been hundreds of research articles published with ”simulated
moving bed” as a keyword indicating the technological advantages of this process [64].
1.2.1 Simulated Moving Bed
A SMB process exploits multiple chromatographic columns connected in series where
inlet/outlet port switching occurs between columns to simulate the counter-current
flow of the stationary phase. An important observation in chemical engineering is
that counter-current processes, where the two phases in contact move in opposite
directions, achieve greater transport efficiency of heat, mass, momentum, etc. [66]. It
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may be desirable to have a counter-current operation of chromatography, such as the
true moving bed (TMB) process, which is described later, but transport of the solid
phase is often impractical. SMB technology makes it possible to reach the separation
performance of a TMB unit, without having to move or pump the solid phase.
The SMB is controlled by switching the desorbent, extract, feed and raffinate
positions and/or flow rates over time. The typical SMB configuration for binary
separation has four zones where the most-retained component is desorbed in Zone
1, and adsorbed in Zone 2, and the least-retained component is desorbed in Zone
3, and adsorbed in Zone 4. A classical SMB configuration consists of four-columns
and four-zones denoted (1,1,1,1) with recycle where all of the fluid flowing out of the
last column in the series passes through a pump and is recycled to the beginning of
the loop. A schematic of the SMB process is shown in Figure 1.2. This represents a
base-case design of the SMB process.
In Figure 1.2 two steps of the cyclic SMB operation are shown to illustrate the
concept of port switching and continuous binary separation. In Step 1, shown in part
(a), the feed is supplied with flow rate Ffeed between Columns 2 and 3 consisting
of a mixture of components A and B, usually dissolved in the desorbent D. The
mixture of the two components is indicated by the mixture of colors red and blue
for components A and B respectively. The extract product is withdrawn with flow
rate Fext between Columns 1 and 2 where the purity of B is high, as seen in part
(c), and the raffinate product is withdrawn with flow rate Fraf between Columns 3
and 4 where the purity of A is high, shown in part (c). Desorbent is supplied with
flow rate Fdes between Columns 4 and 1 to regenerate the adsorbent of the stationary
phase. At the determined step time the positions of the inlet/outlet ports switch
ahead one column in the direction of fluid flow. The switch is shown in parts (b)
and (d) of the figure. This motion maintains the product purities in the extract and
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Figure 1.2: Schematic of SMB process showing two steps of cyclic operation. Four-
zone configuration for (a) Step 1 and (b) Step 2, with normalized internal concentra-
tion profiles at cyclic steady state operation for (c) Step 1 and (d) Step 2
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of components A and B through the column series. The ports are switched in a cycle
so that the feed is continuously supplied and the purified products are continuously
collected only from different positions in the column series over time. The internal
concentration profiles illustrated in Figure 1.2 can be predicted by a detailed SMB
model, which is discussed in Chapter 3.
There are basically two modeling approaches for SMB: a detailed mathematical
model, accounting for dispersion and mass transfer effects, which requires a numerical
solution, and a TMB model that is based on equilibrium theory, which can be solved
for an explicit steady-state performance. The former modeling approach is discussed
later in Chapter 3, and the latter approach is elaborated in the next section.
1.2.2 True Moving Bed Model and Design of SMB
The true moving bed (TMB) model considers both the fluid and solid phases moving
in opposite directions as indicated in Figure 1.3. Perhaps the greatest advantage of
this continuous process over batch chromatography (shown in Figure 1.1) is that there
is no need of complete resolution, or total separation of the internal concentrations of
components, to achieve high-purity products. In other words, there is still a significant
mixture of components A and B in Zones 2 and 3 of the unit, and yet the extract
and raffinate products can have pure B and pure A respectively.
In previous works of others the TMB model was used to determine optimal oper-
ating conditions for the theoretical process [74, 76]. The important operating param-





, j = 1, 2, . . . , 4 (1.1)
where F TMBj is the fluid flow rate in Zone j, and Fsol is the solid flow rate. In a
special case of linear adsorption isotherms, that is where the adsorbed concentration
of component i at thermodynamic equilibrium is directly proportional only to the
7
Zone 1 Zone 2 Zone 3 Zone 4 
Solid flow  
Fluid flow 
Desorbent Extract, B Feed, A + B Raffinate, A 
Figure 1.3: Schematic of TMB process with four-zone configuration
fluid phase concentration of component i, then the TMB model has a simple analytical
solution. The linear adsorption isotherm is:
qeqi = Hici (1.2)
where qeqi is the adsorbed phase concentration of component i in equilibrium with
the fluid phase, Hi is the Henry’s constant, and ci is the fluid phase concentration of
component i. As a result, a region of operating parameter values can be defined where
complete separation of components A and B is achieved. For the linear adsorption
case, the complete separation region is defined as:
HB ≤ m1 (1.3)
HA ≤ m2 ≤ HB
HA ≤ m3 ≤ HB
m4 ≤ HA
where component A is less-retained, and B is more-retained on the stationary phase.
The definition of this complete separation region is known as triangle theory, and
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similar regions have been defined for various systems, including multi-component,
and nonlinear isotherm systems [58, 76].
There are equivalent m-values that can be defined for the SMB process, and the
same complete separation region given by Equation 1.3 holds in the linear isotherm
case. In SMB the ratio of fluid-to-solid flow rates is:
mj =
F SMBj tstep − Vcolεb
Vcol(1− εb)
, j = 1, 2, . . . , 4 (1.4)
where tstep is the symmetric step time for SMB process, Vcol is the column volume, εb
is the overall porosity of a column. Therefore, using m-values defined for complete
separation performance, corresponding tstep and F
SMB
j values can be found for robust
SMB operating conditions.
The triangle theory is a heuristic approach to SMB design that is the most com-
monly used in industry, although it is based on a modeling approach that only ap-




The work presented in this thesis is based on available mathematical modeling and
optimization methods for cyclic adsorption separations. There are three main objec-
tives:
1. Provide framework for systematic decision-making between rival gas phase ad-
sorption processes for the same separation problem
2. Streamline process development methodology for SMB chromatography through
simultaneous modeling and optimization
3. Demonstrate optimization of transient operation of SMB processes for signifi-
cant cost savings
The first objective is the topic of Chapter 4, where optimizing the gaseous sepa-
ration of enantiomers is presented. There is valuable information that can be derived
from the results of multi-objective optimization of each process, and this information
is used to choose between two rival processes. The processes selected are SMB and
PSA, which are both cyclic adsorption processes for gas phase systems, and there
has not been any work showing a systematic comparison of these processes for the
same separation problem until now. The comparison is based on classical processes
with a fair basis of equal capital investment and equal constraints on the optimization
problems.
The second objective is the topic of Chapters 5 and and 6, which are focused on
SMB processes for liquid phase separations. In these chapters a systematic algorithm
is proposed to optimize the SMB operation starting from a new mixture and ending
10
with optimal operating conditions that maximize productivity and maintain high
purity products. It is assumed that there is not prior knowledge of the SMB model
parameters for the new mixture. In the procedure, the SMB unit with columns,
mobile phase, and operating temperature are already decided. Following the proposed
algorithm, the SMB process is modeled and optimized simultaneously in an iterative
scheme where model parameters are estimated from SMB startup data, and the SMB
operating conditions are re-optimized based on refined model parameters. This new
method is capable to optimize SMB separations in a matter of hours, whereas the
conventional process development methods can take days or even weeks to arrive at
optimal operating conditions.
The final objective is the topic of Chapter 7, and solves the problem of optimizing
transient SMB operation. In particular, the problem of SMB startup acceleration
is solved and demonstrated experimentally which provides substantial cost savings
in terms of reducing overall processing time, increasing the average product concen-
tration by increasing the average throughput, and decreasing the average desorbent
consumption of the process. This is the first example of model-based SMB startup
optimization shown experimentally.
Altogether this work makes use of various modeling and optimization tools, includ-
ing differential algebraic equation solvers and nonlinear programming solvers, to solve
various optimization problems for cyclic steady state operating conditions, parameter
estimation, and optimal control of transient operation. These optimization problems
offer systematic solutions to achieve the objectives of the thesis outlined above. An
interesting and important aspect of this model-based optimization approach is that
it eliminates the need for trial-and-error methods which rely on human intuition and
experience. Also, solving model-based optimization problems may provide solutions
to complicated questions that were previously untried by human research.
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CHAPTER 3
SMB MODELING AND OPTIMIZATION
This chapter is devoted to the detailed mathematical modeling of the SMB process,
which is based on first principles, and model-based optimization methods. A detailed
SMB model, which takes into account axial dispersion and mass transport kinetics, is
needed to simulate real SMB dynamics that can also be used for process design with
model-based optimization [78]. This approach is necessary for applications in the
pharmaceutical industry, such as chiral separations, where the purity requirements
are stringent [77].
3.1 SMB Model
In this section, the typical 4-zone SMB model is described for a multi-component
mixture with multiple columns. Various types of SMB models with different levels of
complexity were compared for dynamic simulation of the SMB process by Dunnebier
and Klatt [22]. It was shown that the kinetic model, which is used largely in this
thesis, is capable to predict experimental data rather well, even for nonlinear isotherm
systems. The following assumptions are used in this modeling approach [64]:
1. Isothermal operation, i.e. no energy balances
2. All columns have the same overall porosity
3. No concentration gradients in the radial direction of the column
4. Constant fluid velocity in the axial direction of the column
5. No concentration gradients within the stationary phase particle, the adsorbed
concentration is an average surface concentration
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6. Only the overall column porosity is considered, no intra-pore volume or pore-
diffusion kinetics
7. The linear driving force (LDF) model is used to describe mass transfer phenom-
ena between fluid and adsorbed phases
8. The axial-dispersion effect is accounted for by a lumped parameter in the LDF
model, the overall mass-transfer coefficient
Some researchers use SMB models where some of these assumptions are relaxed,
and other approaches to SMB modeling may be found in the literature [32, 36, 66,
71]. However, in most of this thesis dealing with liquid phase separations, the same
modeling assumptions listed above are used. Additional models and assumptions are
used for gas phase systems, and these are discussed only in Chapter 4.













i = A,B, . . . , ncomp j = 1, 2, . . . , ncol
where cji is the fluid phase concentration of component i in column j, εb is the overall
bed porosity, qji is the adsorbed phase concentration of component i in column j, v
j
is the linear mobile phase velocity in column j, z is the axial coordinate, t is the time,
alphabetic characters are used according to the number of adsorbable components in
the system (i = A,B for binary separation), ncomp is the number of components, and
ncol is the number of columns.
The component mass balance in the adsorbed phase is described by the linear





i (z, t)− q
j
i (z, t)) (3.2)
i = A,B, . . . , ncomp j = 1, 2, . . . , ncol
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where ki is the overall mass transfer coefficient for component i, and q
eq,j
i is the
adsorbed phase concentration of component i in equilibrium with the fluid phase in
column j. This model assumes that the primary resistance to mass transfer exists in
the adsorbed phase. In the LDF model, ki is a lumped parameter used to describe
band broadening effects, and it has been shown that such a simplified model can still
predict experimental behavior provided that a reliable value for ki can be obtained [30,
36].
In general, the adsorption isotherm equation is written as:




B(z, t), . . . , c
j
ncomp(z, t)) (3.3)
i = A,B, . . . , ncomp j = 1, 2, . . . , ncol
There are many useful adsorption isotherm models. Yet in this work, and in most
industrial applications, the linear isotherm model is used most frequently. The linear
isotherm is described by Equation (1.2) in Section 1.2.2. Some other frequently used
adsorption isotherm models are detailed by Do [20], and a common model used in
this work for nonlinear adsorption is the single-component Langmuir isotherm:
qeqi (z, t) =
Hici(z, t)
1 + bici(z, t)
(3.4)
where Hi is the Henry’s constant for component i, bi is the equilibrium affinity of
component i. This model assumes that there are a finite number of adsorption sites
and the saturation capacity for component i, qsati , is the quotient of the Henry’s
constant and the equilibrium affinity. Another common model used in this work for
competitive adsorption is the competitive Langmuir isotherm:







where the concentration of each component with the associated affinity constant is
added to the denominator to model the competition for the same adsorption sites.
14
The isotherm model is probably the single most important part of the SMB model in
describing phase equilibrium in the column to predict real process performance.







i = A,B, . . . , ncomp j = 1, 2, . . . , ncol
where cji (0, t) is the concentration of component i in column j at position z = 0, the
column entrance, cji,in is the concentration of component i in the inlet connection to
column j, vjin is the velocity in the inlet connection to column j, γ
j
feed is a binary
variable equal to 1 if column j is at the feed location and 0 otherwise, ci,feed is the
concentration of component i in the feed, and vfeed is the feed velocity. Since only
one column is at the feed location at a time, γjfeed = 0 for all columns except one
during a given step of the SMB process.
To model the inlet/outlet ports, overall mass balances are written as:






j(t)− γjext(t)vext − γ
j
raf (t)vraf
j = 1, 2, . . . , ncol
where γjdes is a binary variable for the desorbent location, vdes is the desorbent velocity,
vjout is the velocity in the outlet connection of column j, γ
j
ext is a binary variable for the
extract location, vext is the extract velocity, γ
j
raf is a binary variable for the raffinate
location, and vraf is the raffinate velocity. The binary variables equal 1 if column j is
at the inlet/outlet location and 0 otherwise. These equations assume constant cross-
sectional areas in the columns and connections so that conversions from volumetric
flow rates to velocities in the tubing are not necessary.
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To model column connections the following equations are used:
cj−1i,out(t) = c
j










where cji,out is the concentration of component i in the outlet connection of column j.




i (Lc, t) (3.9)
j = 1, 2, . . . , ncol
where cji (L, t) is the concentration of component i in column j at position z = L, and
L is the column length.
In order for the SMB model to be useful for dynamic simulation and optimization,
there must be found a reliable set of model parameters. The methods for parameter
estimation will be discussed in detail in the appropriate chapters in this thesis.
3.2 SMB Optimization
There are a variety of model-based optimization techniques that have been proposed
to find optimal design and operating parameters for chemical processes. In the liter-
ature there are examples of optimization problems which are solved following either
stochastic or deterministic optimization algorithms. Numerical methods for solving
optimization problems of these types has been the topic of considerable research in
recent decades [15].
A popular form of the stochastic method is called non-dominated sorting genetic
algorithm (NSGA), and has been applied to some complex engineering problems with
multiple objectives to be optimized simultaneously [13]. This method has been used
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to investigate the optimal performance of reactive SMB, or SMBR, and SMB for chiral
separation in a few references [79, 87, 88]. One of the claims of the genetic algorithm
(GA) is that the global optimal solution can be found even if there are multiple
local minima in the feasible search space, because it does not rely on derivatives
of the objective function or constraints to converge. However, the results of this
optimization approach are heuristic, and cannot be relied upon to provide systematic
optimal solutions because the search algorithm is based on random mutation of the
decision variables.
Another useful optimization approach follows the deterministic method, which
is based nonlinear programming with a systematic search using first- and second-
derivative information of the objective function and constraints to find a local min-
imum. This method has been used by others to optimize operating conditions for
both SMB and PSA processes in various references [21, 49, 62]. There are also var-
ious ways to set-up the optimization problem using a discretized model which are
compared by Kawajiri and Biegler [46] for SMB optimization, and are discussed later
in this chapter. The advantage of deterministic optimization is that a local optimum
can be efficiently obtained given a decent initial guess of the decision variables.
Significant optimization work has been performed by others to find optimal SMB
configurations, that is the column configuration and operating strategy, for both gas
and liquid phase separations [7, 47, 61, 87]. Although, in this thesis, only the optimal
operating conditions are investigated for an existing separation unit.
Furthermore, significant research efforts have been made by others to use model-
based optimization for on-line control of chromatographic separations in both batch
and SMB modes [24]. The goal of these works on control have been to maintain the
process performance on-line by rejecting disturbances and overcoming the problem of
model-mismatch [4]. The popular approach has been to use deterministic optimization
with a simplified and linearized SMB model to obtain optimal operating conditions
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using feedback control principles.
Clearly, from the above discussion there are various aspects of the SMB process
that can be considered in an optimization problem. In this work, the main focus is on
process development and the investigation of optimal operating conditions to achieve
certain performance criteria.
3.2.1 Problem Formulation
The SMB optimization problem used primarily in this work is described in this sec-
tion. The typical 4-zone SMB model, described in Section 3.1, is used to solve a
nonlinear programming problem and determine optimal operating conditions for the
SMB. The following optimization problem is written for a binary separation with
multiple columns in the unit, and this problem formulation was first proposed for
periodic adsorption processes by Nilchan and Pantelides [62], and was implemented
for SMB optimization by Kawajiri and Biegler [46].
The SMB optimization objective function, φSMB(u), is stated as maximization
of the feed flow rate, Ffeed, which is a measure of productivity. The optimization
problem is formulated as:
max φSMB(u) = Ffeed (3.10)




cji (z, 0) = c
j+1
i (z, tstep), j = 1, 2, . . . , ncol − 1 (3.12)
cncoli (z, 0) = c
1
i (z, tstep)
qji (z, 0) = q
j+1
i (z, tstep), j = 1, 2, . . . , ncol − 1
qncoli (z, 0) = q
1
i (z, tstep)
Fx ≤ Fmax, x = 1, 2, 3, 4 (3.13)
Equations (3.1) - (3.3), (3.6), (3.7), (3.8)
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where u is the vector of SMB operating conditions
uT = [tstep,m1,m2,m3,m4, ], tstep is the step time, mx is the fluid-to-solid flow rate





where Fx is the volumetric flow rate in zone x, and Vcol is the total column volume.
With these m-values specified, the flow rates in each zone of the SMB unit can be
calculated given the column volume and overall porosity. The purity constraints in
Equation (3.11) require that the purity of component A in the raffinate must be at
least the minimum required and the purity of component B in the extract must be at
least the minimum required. Components A and B are the less- and more-retained




































The cyclic steady state (CSS) constraints in Equation (3.12) are defined for a single
step of the SMB process. The CSS constraints mean that the fluid and adsorbed
phase concentration profiles are the same at the beginning and end of a step only
shifted one column in the direction of fluid flow. The maximum flow rate constraints
in Equation (3.13) are based on the total pressure drop limits for the SMB pumps
with a safety factor.
This is an interesting nonlinear programming problem because of the partial dif-
ferential equation (PDE) constraints from the SMB model. In order to solve the
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problem there needs to be a numerical method for discretizing the PDEs into a sys-
tem of differential algebraic equations (DAEs) or a large system of algebraic equations
to evaluate the constraints. Some useful numerical solution strategies are discussed
in the next section.
3.2.2 Numerical Solution
Due to the PDE constraints in the optimization problem, the solution is not yet
straightforward to solve using traditional nonlinear programming. In order to solve
the dynamic optimization problem, there must be some amount of discretization of
the PDEs included in the process model. There are three main types of methods that
have been proposed to solve such dynamic optimization problems for SMB and PSA,




In the nested, single-discretization approach a Newton-based solver is used to search
for optimal operating conditions and the PDE model is discretized and integrated to
obtain the CSS performance. The PDEs are only discretized in the axial domain,
generating a DAE system that is integrated in time by the method of lines [70]. The
process model is solved for the entire startup process until the CSS conditions are
satisfied, and then the objective function and constraints are checked. The partial
derivatives of the objective function and constraints with respect to the decision
variables can be obtained by finite differences.
In the simultaneous, single-discretization approach a Newton-based solver is used
to search for both optimal operating conditions and the CSS concentration profiles
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simultaneously. This problem formulation includes a large number of decision vari-
ables that describe the CSS profiles. The single-discretization refers to the PDEs of
the process model, which are only discretized in the axial domain, generating a DAE
system that is integrated in time by the method of lines [70]. The process model is
solved for a single-step or cycle and then the objective function and constraints are
checked. Sensitivity equations, which are another DAE system, are integrated to-
gether with the discretized model integration to approximate the partial derivatives
of the objective function and constraints with respect to the many decision variables.
In the simultaneous, full-discretization approach a Newton-based solver is used to
search for both optimal operating conditions and the full CSS concentration profiles
for the entire step or cycle time horizon, simultaneously. This method requires that
the PDE system given by Equations (3.1) - (3.3) in Section 3.1 be fully discretized
in time and space yielding a large-scale optimization problem with only algebraic
constraints. This problem has a very large number of decision variables, but does
not require any time integration of a DAE system, as in the other methods described
above. The size of the optimization problem scales with the number of columns
in the SMB model and the number of discretization points in time and the axis of
the columns. If many discretization nodes are required, for example in case of high
efficiency chromatographic columns, then the number of decision variables becomes
huge, and the problem may take a long time to solve. Therefore, it is crucial to choose
an efficient optimization solver in this approach.
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CHAPTER 4
COMPARISON OF GAS PHASE ADSORPTION
PROCESSES FOR ENANTIOMER SEPARATION BY
MULTI-OBJECTIVE OPTIMIZATION
4.1 Motivation
This chapter is focused on the separation of gaseous enantiomers with an emphasis
on the systematic comparison of two rival adsorption processes: SMB and PSA.
The comparison of these processes is carried out, assuming a fair basis of capital
investment, by multi-objective optimization with the same constraints on common
operating conditions [12].1
The resolution of racemates, one-to-one mixtures of molecules that have the same
chemical formula and covalent bonds but whose atoms have different spatial orien-
tations, is a particularly interesting problem. About one-third of all synthetic drugs
are marketed as racemates, despite the fact that drug receptors in the body may dif-
ferentiate between stereoisomers in various ways, such that binding likely favors one
orientation over another [84]. Some of these stereoisomers are more specifically called
enantiomers if their three-dimensional projections are non-superimposable. In the
past decade, there have been numerous studies that indicate the enantiomers of bio-
logically active molecules have measurable differences in their toxicity and metabolism
in the human body [6]. More specifically, the mechanism of anesthetic action for flu-
orinated volatile anesthetics needs to be investigated further in order to design safer
general anesthetics with pure enantiomers [5]. Enabling such research is the primary





Figure 4.1: Sturctures of the enantiomers of enflurane
motivation for the work presented here.
Some investigations of volatile anesthetic compounds have shown that purified
enantiomers may have better pharmacological properties compared to the racemate.
For example, isoflurane enantiomers have been studied [37, 38]. However, the results
of such studies are inconclusive because the pure enantiomers are so scarce that only
a few animal tests could be performed [23, 84]. Hence, there is a need for increased
production of pure enantiomers of volatile anesthetics to substantiate these claims.
Enflurane, a structural isomer of isoflurane, is another volatile anesthetic with a chiral
center that requires further investigation. The structures of enflurane are shown in
Figure 4.1. One study showed that the metabolism of R-enflurane was twice that of
S -enflurane in the liver, indicating that R-enflurane is less toxic than the racemate
[29]. Thus, it may be possible to improve the safety of general anesthesia by using
an enantiomerically purified anesthetic.
The chiral separation of enflurane and other inhalation anesthetics has been
demonstrated experimentally using capillary chromatography [59], and the produc-
tivity was improved by using a gas chromatographic simulated moving bed (SMB)
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process [16, 17, 44]. Small particles of octakis(3-O-butanoyl-2,6-di-O-n-pentyl)-γ-
cyclodextrin (γ-CD) were used as the adsorbent, first analyzed by König et al. [50],
which requires a careful synthesis and is rather expensive. R- and S -enflurane have a
slight but exploitable difference in affinity using this chiral adsorbent. The separation
factor is about 1.5 at 33 ◦C.
For the purification of pharmaceutical molecules most SMB processes have been
developed applying liquid mobile phases [71]. In comparison, there are less appli-
cations of SMB technology for gas phase separations [69, 75]. There are also a few
applications of SMB in supercritical fluid separations where typically CO2 is utilized
as a solvent [63]. In the case considered here, i.e., the separation of the enantiomers
of enflurane (or other volatile anesthetics), the chiral separation has been performed
in the gas phase where the racemate is diluted in nitrogen. This may be the only
proven continuous process for achieving enantiomerically pure enfluranes. In addition,
pressure swing adsorption (PSA) may be a viable alternative because it also oper-
ates continuously (or semi-continuously) and is capable of purifying gas components
with differing affinity for the adsorbent. Although, to date enantiomer separation
has not been investigated using PSA alone, it has been reported that SMB may be
operated at variable pressure conditions in the adsorption bed [65], or when assisted
by a pressure swing could achieve complete enantiomer separation with a noticeable
reduction in desorbent consumption over the SMB system by itself [51]. In general,
there are a number of combinations of gas adsorption processes that merit further
research. Indeed, there exist other configurations of adsorption columns with ded-
icated port switching and pressure swing steps that have not yet been investigated
systematically [19, 53].
In this chapter, the PSA operation is investigated by dynamic simulation and
optimization based on the same system parameters used in the experimental SMB
work of Juza et al. [44] and Biressi et al. [16, 17]. PSA involves changing the total
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Step 1. Pressurization 
Desorbent, D 
Step 2. Adsorption 
Feed, A+B+D 
Raffinate, A+D 
Step 3. Depressurization 
Waste, A+B+D 
Step 4. Purge 
Desorbent, D 
Extract, A+B+D 
Figure 4.2: 4-step PSA cycle: Step 1: pressurization with desorbent supplied until
high pressure for duration of tpress; Step 2: adsorption at high pressure with feed
supplied and raffinate collected for duration of tads; Step 3: depressurization until
atmospheric pressure with extract wasted for duration of tdepress; Step 4: purge with
desorbent supplied at atmospheric pressure and extract collected for duration of tpurge.
A is the less-retained component, B is the more-retained component, and D is the
desorbent gas
pressure in an adsorption column in order to manipulate the elution of the gas phase
components. It may be operated with multiple columns in parallel, as well as with
numerous operation steps in a cycle. A more detailed description of PSA is given
by [67]. In this work, a base-case design of a single column with four elementary
steps was considered, and each step is defined in Figure 4.2. A single PSA cycle
consists of these four steps.
The dynamic simulation and optimization of gas phase SMB and PSA processes
have been performed by various researchers previously. Ko et al. [49] worked on the
optimization of PSA for CO2 sequestration from flue gas. Mota et al. [61] reported
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optimal SMB configurations and operating conditions for the separation of CH4 and
CO2. Huang et al. [41] showed that PSA could be optimized to separate H2 from CH4.
Likewise, Gomes et al. [69] investigated the feasibility of using SMB for the separa-
tion of propane from propylene using a numerical optimization scheme. Kostroski
and Wankat [51] demonstrated the enantiomer separation of enflurane with a hybrid
SMB/PSA system along with numerical simulation results. This research provides
insight about how to choose operating conditions for the process in question.
The work presented in this chapter is one of the first systematic studies based on
dynamic optimization addressing concepts to select a gas phase adsorption process
out of rivaling options [12]. Dynamic simulations and optimizations of SMB and PSA
processes are performed to find the optimal operating conditions for the enantiomer
separation of enflurane. The operating parameters to be optimized include step times,
pressures, and flow rates at which SMB and PSA are the most productive while
achieving an enantiomerically pure product. From these solutions, the two processes
are compared regarding productivity and desorbent consumption.
4.2 Modeling
4.2.1 Adsorption Column Model
The modeling of gas phase SMB and PSA processes is described in this section. The
modeling assumptions applied for the adsorption column model are the same as those
described in Section 3.1. Isothermal operation is assumed because the feed is diluted
by a carrier gas and the heat of adsorption can be neglected. These assumptions are
typically made for trace gas phase systems [67, 69]. The main difference in the gas
phase system is the fluid compressibility, and the ideal gas law is used to describe
concentrations.
Both a component mass balance and an overall mass balance are used to capture
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the dynamics of convection and adsorption in the column. The ideal gas law is jus-
tified because the total pressure and feed concentrations are relatively low. Further-
more, a negligible pressure drop is assumed in the columns at the selected operating
conditions. This assumption is frequently used in modeling gas phase chromatogra-
















i = A,B j = 1, 2, . . . , ncol
where εb is the overall porosity, y
j
i is the gas phase mole fraction of component i in
column j, R is the gas constant, T is the temperature, P j is the pressure in column j,
qji is the adsorbed phase concentration of component i in column j, v
j
s is the superficial
fluid velocity in column j, z is the axial coordinate, and t is the time. Alphabetic
characters are used according to the number of adsorbable components in the system
where A is the less-retained component and B is the more-retained component, and
ncol is the number of columns.
The constant column pressure model was used for the overall mass balance in the














j = 1, 2, . . . , ncol
The variable column pressure model was used for the overall mass balance in the


















j = 1, 2, . . . , ncol
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where the total pressure in a column is assumed to change linearly with time. The
inclusion of overall mass balances is necessary for gas phase systems to account for
the compressibility of the fluid during the adsorption/desorption process.
For the component mass balance in the adsorbed phase, the linear driving force
(LDF) model was used assuming a finite mass transfer resistance in the boundary layer
of the adsorbent particles. The LDF model is given by Equation (3.2) in Section 3.1.
A linear isotherm model was used for each adsorbing component because the
enantiomers are diluted by a carrier gas in the feed stream. In the gas phase, the
linear isotherm model is:
qeq,ji (z, t) = Hi
P (t)yji (z, t)
RT
(4.4)
i = A,B j = 1, 2, . . . , ncol
where Hi is the Henry’s constant for component i.
4.2.2 SMB Model
In this section, the specific model equations are shown for the SMB model, which
was already described in Section 3.1. A schematic of SMB was shown in Figure 1.2
along with a discussion of the operating principles in Section 1.2.1. The boundary
conditions for Equation (4.1) are:
yji (0, t)v
j














i = A,B j = 1, 2, . . . , ncol
where yji (0, t) is the mole fraction of component i in column j at position z = 0, the
column entrance, vjs(0, t) is the superficial velocity in column j at position z = 0, y
j
i,in
is the mole fraction of component i in the inlet connection to column j, vjs,in is the
superficial velocity in the inlet connection to column j, γjfeed is a binary variable equal
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to 1 if column j is at the feed location and 0 otherwise, yi,feed is the mole fraction of
component i in the feed, and vs,feed is the feed velocity. Also γ
j
des is a binary variable
for the desorbent location, vs,des is the desorbent velocity. Since only one column is
at the feed location at a time, γjfeed = 0 for all columns except one during a given
step of the SMB process. There is no pressure term in Equation (4.5) because the
operating pressure is kept constant during the SMB process.
Note that the outlet variables from the previous column are equal to the inlet
variables of the next column according to the equations:
P j−1out (t) = P
j(t), j = 2, 3, . . . , ncol (4.6)














where P jout is the pressure in the outlet connection of column j, y
j
i,out is the mole frac-
tion of component i in the outlet connection of column j, and vjs,out is the superficial
velocity in the outlet connection of column j. These equations describe the column
connections.
The inlet port model is a boundary condition on vjs shown in Equation (4.5). To








raf (t)vs,raf ) (4.7)
j = 1, 2, . . . , ncol
where vjs(L, t) is the superficial velocity in column j at position z = L, L is the
column length, γjext is a binary variable for the extract location, vs,ext is the extract
velocity, γjraf is a binary variable for the raffinate location, and vs,raf is the raffinate
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velocity. The binary variables equal 1 if column j is at the inlet/outlet location and
0 otherwise. These equations assume constant cross-sectional areas in the columns
and connections so that conversions from molar flow rates to velocities in the tubing
are not necessary.
4.2.3 PSA Model
In this section, the specific model equations are shown for the PSA process model.
The 4-step PSA process was already described in Section 4.1 (see Figure 4.2). This
approach to PSA modeling was shown by Ko et al. [49] and Huang et al. [41]. The
boundary conditions for Equation (4.1) are different in each step of the PSA process.
Step 1: Pressurization
yi(L, t) = 0, i = A,B (4.8)
vs(0, t) = 0
where yi(L, t) is the mole fraction of component i at position z = L, the end of the
column. Desorbent is supplied at the end of the column, and there is no flow out of
the other end of the column during pressurization.
Step 2: Adsorption
yi(0, t) = yi,feed, i = A,B (4.9)
vs(0, t) = vs,feed





= 0, i = A,B (4.10)
vs(L, t) = 0
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The column entrance is open to the atmosphere so that gas escapes from the column
until atmospheric pressure is reached. There is no gas velocity at the end of the
column.
Step 4: Purge
yi(L, t) = 0, i = A,B (4.11)
vs(L, t) = vs,purge
Desorbent is supplied at the end of the column, and the purge velocity, vs,purge is
supplied by a pump.
The 4-step PSA process in this work is modeled as a single adsorption column,
and Equations (4.1)-(4.3) and (3.2) are solved by changing the boundary conditions
in each step using binary variables. In a real PSA system, there may be multiple
columns following the 4-step process in parallel to each other.
4.2.4 Numerical Simulation
For dynamic simulation using the SMB and PSA models, Equations (4.1)-(4.3) and (3.2)
are discretized in the axial domain into a system of DAEs, which are integrated in
time by the method of lines [70]. In this work, the discretization is done in gPROMS
using a second-order central finite difference method [1]. The initial conditions are
specified for the mole fraction of each component at each axial position in both liquid
and adsorbed phases. For simulation starting from a clean bed, the initial conditions
are yji (z, 0) = 0 and q
j
i (z, 0) = 0 for all i = A,B and all j = 1, 2, . . . , ncol and all
z = (0, L].
4.2.5 System Parameters
Based on the experimental studies of Juza et al. [44] and Biressi et al. [17], the system
parameters used for the simulation and optimization of SMB and PSA for the enan-
tiomer separation of enflurane are shown in Table 4.1. Unless otherwise stated, it is
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understood that the given values were used in both SMB and PSA models. The parti-
cle size of the chiral γ-CD adsorbent was 250 to 350 µm, and the overall porosity was
measured to be 0.75, and the Darcys law constant was measured to be 6 bar sec m−2.
The pressure drop observed in the experimental work was about 1 bar over 8 columns
with a total length of 6.4 m [17], and it was assumed that the pressure drop would
be negligible in the systems for this study. This assumption is frequently used for
modeling gas phase systems [41, 67]. The Henrys constants for R- and S -enflurane
were measured at 306 K and are given in Table 4.1. The target molecule, R-enflurane,
is the less adsorbed component in this separation and is therefore collected in both
SMB and PSA as the raffinate product. The separation factor for the enantiomers
at this temperature is about 1.5. At a temperature of 306 K the vapor pressure of
enflurane is about 0.4 bar. The mass transfer coefficients were not directly avail-
able for this system; however, the column efficiency was reported [17]. A reasonable
value for the mass transfer coefficient was chosen based on its consistency with the
reported column efficiency, which corresponds to a plate number of approximately
500 (i.e. ki = 1 sec
−1). A pulse experiment was done in simulation, and it was found
that the chromatograms were relatively insensitive to the value of ki.
The adsorption columns have an internal diameter of 0.015 m. The SMB unit has
4 columns, which is the classical 4-zone column configuration. The length of each
SMB column was set at 0.4 m and the total length of the system is 1.6 m, while the
PSA process may be operated with a single column of length 0.4 m, and only a single
column is modeled for simulation and optimization purposes.
The feed mole fractions are 0.018 for both R- and S -enflurane, and these are
diluted in nitrogen, an inert (non-adsorbed) carrier gas, and the total mole fraction
of enflurane in the feed was 0.036. This value is small enough to avoid condensation
and to justify the application of linear isotherms. This concentration is also consistent
with the range of feed concentrations used in the experiments [17].
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Table 4.1: System parameters for separation of enflurane enantiomers
Parameter Value
Average adsorbent particle sizea, dp [µm] 300
Overall porositya, εb 0.75
Henry’s constant for R-enfluraneb, HA 118
Henry’s constant for S -enfluraneb, HB 175
Mass transfer coefficients, kA = kB [sec
−1] 1
Column diametera, dc [m] 0.015
Single column length, L [m] 0.4
Number of columns, ncol SMB: 4, PSA: 1
Operating temperature, T [K] 306
Feed mole fractions, yA,feed = yB,feed 0.018
a from Biressi et al. [17], b from Juza et al. [44]
Nitrogen is employed as desorbent in both SMB and PSA systems at the system
pressure, and the only components in the gas phase for each system are R-enflurane,
S -enflurane and nitrogen. Nitrogen acts as an inert carrier gas, therefore its Henrys
constant is zero, and there is no consideration of competition between nitrogen and
the enfluranes for adsorption sites.
4.3 Optimization
4.3.1 Problem Formulation
For both SMB and PSA processes, a multi-objective optimization problem is consid-
ered. The objectives are to maximize both the feed throughput and target recovery.
The trade-off of these two objectives is investigated by dynamic optimization using
the ε-constraint method for multi-objective optimization [82]. For SMB, the objec-
tive function is to maximize feed throughput and this function is constrained by a
minimum raffinate recovery. The problem is formulated as:
max ThroughputSMB (4.12)
s.t. RecoveryrafA,SMB ≥ εRec
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where A is the target molecule in the raffinate stream, and εRec is a minimum raffinate
recovery that is varied to generate a Pareto curve. Throughput in the SMB unit is
defined as:
ThroughputSMB = Pvs,feed (4.13)














where tstep is the symmetric step time.
On the other hand, for PSA the objective function is reformulated to maximize
the recovery of component A in the raffinate and this function is constrained by a
minimum throughput. If the previous objective function in Equation (4.12) is used
for PSA, at high values of εRec the optimization becomes infeasible. Therefore, the
problem is reformulated as:
max RecoveryrafA,PSA (4.15)
s.t. ThroughputPSA ≥ εThr
where εThr is a minimum throughput that is varied to generate a Pareto curve. Re-









where tads is the time of the adsorption step. Throughput in the PSA unit is defined
as:
ThroughputPSA = PHvs,feedρads (4.17)
where PH is the high pressure of the PSA system during the adsorption step, and
ρads is the ratio of tads to the cycle time, tcycle.
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The SMB process has six degrees of freedom in the optimization problem. The
decision variables are the step time, ts, the inlet and outlet velocities, vs,des, vs,ext,
vs,feed, vs,raf , and the operating pressure, P . On the other hand, the PSA process
has five degrees of freedom in the optimization problem. The decision variables are
the adsorption time, tads, the purge time, tpurge, the inlet velocities, vs,feed, vs,purge,
and the high pressure during adsorption, PH . Some of the operating conditions
in PSA are decided a priori. The low pressure during desorption, PL, is set to
atmospheric pressure, and the duration of pressurization and depressurization steps
are both 30 sec.
The separation performance of SMB and PSA was evaluated based on the purity
and recovery of component A in the raffinate. The recovery was defined for SMB
and PSA in Equations (4.14) and (4.16) respectively. For the SMB process, purity of
















i (L, t) dt
(4.18)









vs(L, t)yi(L, t) dt
(4.19)
In both SMB and PSA the purity of component A in the raffinate stream was con-
strained to be greater than or equal to 99% according to pharmaceutical industry
regulations.
The optimization problems for SMB and PSA also include cyclic steady state
(CSS) constraints, as described previously by Equation (3.12) in Section 3.1. For gas
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phase SMB a single-step formulation is again used to describe the CSS condition:
yji (z, 0) = y
j+1
i (z, tstep), j = 1, 2, . . . , ncol − 1 (4.20)
yncoli (z, 0) = y
1
i (z, tstep)
qji (z, 0) = q
j+1
i (z, tstep), j = 1, 2, . . . , ncol − 1
qncoli (z, 0) = q
1
i (z, tstep)
In Equation (4.20) the CSS condition means that the internal profiles in the gas and
adsorbed phases must be equal at every discretized point at the beginning and end
of a step only shifted forward one column in the direction of fluid flow. For PSA a
single-cycle formulation is used to describe the CSS condition:
yi(z, 0) = yi(z, tcycle) (4.21)
qi(z, 0) = qi(z, tcycle)
In Equation (4.21) the CSS condition means that the internal profiles in the gas and
adsorbed phases must be equal at every discretized point at the beginning and end
of a cycle. In this work, the PSA cycle consists of four steps shown in Figure 4.2.
The superficial velocities, pressures, and step/cycle times were constrained by
upper and lower bounds. These constraints were selected to match the experimental
conditions used by Biressi et al. [16, 17], and are shown in Table 4.2. The bounds are
the same for both SMB and PSA as applicable. Identical upper bounds are chosen
assuming the same operating equipment is used, such as gas compressors. The lower
bounds were set to reasonable values that can be easily realized, and later confirmed
that these lower bounds are always inactive at the optimal solutions. The upper
bounds on the step and cycle times are always inactive at the optimal solutions.
4.3.2 Numerical Solution
The optimization problems for SMB and PSA are constrained by the mass balances
described by the adsorption column model in Equations (4.1)-(4.3). To solve these
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Table 4.2: Constraints on the decision variables for SMB and PSA
Decision variable Lower bound Upper bound
Superficial velocity, vs [cm sec
−1] 0 10.7
Pressure, P [bar] 1 4.5
Step time, tstep [sec] 10 10000
Cycle time, tcycle [sec] 10 10000
dynamic optimization problems numerically, in this work the simultaneous, single-
discretization method, described in Section 3.2.2, is used. These optimization prob-
lems for SMB and PSA were written in gPROMS and the SRQPD solver is used,
which follows a modified sequential quadratic programming (SQP) algorithm [3, 15].
The optimization algorithm on average converged in two hours depending on the
number of discretization points used in the axial domain. More details on the opti-
mization strategy are described by others who used the same program [41, 46, 49].
Each optimization problem was initialized with feasible operating conditions which
were obtained by simulation of the process models in gPROMS to find reasonably
good performance. For SMB there is a triangle theory that can be used as an initial
guess of optimal conditions given by [44].
4.4 Results
4.4.1 Comparison of SMB and PSA Separation Performance
The separation performance of SMB and PSA in enflurane separation is compared
by observing the simulated internal profiles at their respective optimal operating
conditions. The SMB and PSA optimization problems are given by Equations (4.12)
and (4.15) and their respective optimal solutions are shown in Tables 4.3 and 4.4,
and the optimal internal profiles are shown in Figures 4.3 and 4.5. The molecules
R-enflurane and S -enflurane are represented by A and B respectively. The model
parameters used for the enflurane system are shown previously in Table 4.1.
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Table 4.3: SMB optimal operating conditions with 99% raffinate purity, 99% raffinate
recovery, and 5.0 gfeed day
−1 cm−3 adsorbent
Operating parameter Value
Step time, tstep [sec] 181.6
Pressure, P [bar] 4.5∗
Velocity in Zone 1, v1s 10.7
∗
Velocity in Zone 2, v2s 7.1
Velocity in Zone 3, v3s 9.1
Velocity in Zone 4, v4s 6.1
∗ indicates active upper bound
In Table 4.3 the optimal solution for the SMB process has some remarkable fea-
tures. The maximized throughput is 5.0 gfeed day
−1 cm−3 adsorbent with 99% raffi-
nate purity and 99% raffinate recovery, which means both enantiomers of enflurane
can be produced at 99% purity with a throughput of about 800 gfeed processed per
day with the lab scale unit. The pressure and velocity in Zone 1 are both active
at the upper bounds. These operating parameters facilitate the regeneration of the
stationary phase in Zone 1, and thus they allow maximum throughput.
In Figure 4.3 the internal profiles of the SMB have a nearly symmetrical shape,
which is a characteristic of the linear isotherm system. A clear separation of the mole
fraction profiles for components A and B is clearly established in the SMB at the CSS
condition. Figure 4.4 shows the raffinate profiles for components A and B during a
single step. These raffinate profiles correspond to those time-varying mole fractions
shown in Figure 4.3 at the axial position z = 0.12, which is the end of Column 3.
The unwanted component B pollutes the raffinate product just before the switch,
and therefore 99% raffinate purity is achieved. The average concentration of A in
the raffinate product can be estimated by integrating the mole fraction profile and
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Figure 4.3: SMB internal profiles at beginning and end of a step at CSS condition.


















tstep = 181 sec 
z = 0.12 m (end of column 3) 
yi,feed =  
A 
B 
Figure 4.4: SMB raffinate profiles during a step at CSS condition. Operating condi-
tions shown in Table 4.3
In Table 4.4 the optimal solution for the PSA process also has some remark-
able features. The maximized raffinate recovery is 27.3% and the throughput is
16.6 gfeed day
−1 cm−3 adsorbent with 99% raffinate purity. This means one enan-
tiomer of enflurane can be produced at 99% purity with a throughput of about
2650 gfeed processed per day with a lab scale unit equivalent in volume to the SMB
unit. From this result, it is concluded that at the sacrifice of recovery, the PSA pro-
cess can produce pure R-enflurane at a relatively high throughput. The upper bound
on pressure is active during the adsorption step when it is critical to force the less-
retained component through the column. Also, the velocity during the purge step is
active at the upper bound to minimize the purge time.
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Table 4.4: PSA optimal operating conditions with 99% raffinate purity, 16.6 gfeed
day−1 cm−3 adsorbent, and 27.3% raffinate recovery
Operating parameter Value
Feed velocity, vs,feed [cm sec
−1] 2.2
Purge velocity, vs,purge [cm sec
−1] 10.7∗
High pressure, PH [bar] 4.5
∗
Low pressure, PL [bar] 1.0
o
Pressurization time, tpress [sec] 30
o
Adsorption time, tads [sec] 760
Depressurization time, tdepress [sec] 30
o
Purge time, tpurge [sec] 210
Cycle time, tcycle [sec] 1030
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Figure 4.5: PSA internal profiles during adsorption step of a cycle at CSS condition.




















yi,feed  = 
z = 0.4 (end of column)  
tads = 760 sec 
A 
B tbreakthru = 470 sec 
Figure 4.6: PSA raffinate product profiles during adsorption step of a cycle at CSS
condition. Operating conditions shown in Table 4.4
In Figure 4.5 the time evolution of the adsorption wave fronts during the PSA
process is shown for each component in the column. Component A traverses the
column faster than component B due to their relative adsorption affinities. Also,
component A has a slight overshoot of the feed concentration at the peak of the
propagation front. This overshoot is due to incomplete regeneration of the column
during the purge step. The overshoot effect actually contributes to slightly increase
the target recovery during a step at the CSS condition.
In Figure 4.6 the raffinate product profiles are shown over time during the adsorp-
tion step. At about 750 sec, the unwanted component B begins to pollute the raffinate
stream, and so the adsorption step is ended at the point where 99% raffinate purity
is achieved. The average mole fraction of component A in the raffinate product is
about 0.012, assuming the raffinate collection begins at a breakthrough time of about
470 sec. Therefore, the raffinate product concentration is equal to about two-thirds
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of the feed concentration. Interestingly, this product concentration is nearly the same
as that obtained in the SMB process. Nevertheless, the low value of 27.3% raffinate
recovery is a disadvantage for PSA. This is probably because both enantiomers of
enflurane are adsorbed relatively strongly to the stationary phase, and the separation
factor is only about 1.5. Therefore, these enantiomers do not attain a high degree of
separation from each other in a single column.
4.4.2 Pareto Plots of SMB and PSA Optimal Solutions
Each solution to the SMB and PSA optimization problems, given by Equations (4.12)
and (4.15), are compared in Figure 4.7 by Pareto plots with optimal raffinate recov-
ery of component A and optimal throughput values. These optimal solutions are also
compared in Figure 4.8 by Pareto plots with optimal raffinate recovery of compo-
nent A and optimal productivity of component A values. Note that for all optimal
solutions 99% raffinate purity was achieved. The definitions of feed throughput and
productivity are given in Appendix A.
From Figures 4.7 and 4.8 it is clear that PSA has much lower raffinate recov-
ery than SMB; PSA suffers more from the low selectivity (about 1.5) between the
enantiomers, as well as their significant affinities for the stationary phase. For the
simplified 4-step PSA configuration analyzed in this work, a majority of component
A is adsorbed during the adsorption step, and most of the adsorbed components are,
in the classical configuration, vented out as waste in the following depressurization
and purge steps, rendering low recovery. Whereas for SMB, the adsorbed component







































Figure 4.7: Pareto plot of optimal raffinate recovery and throughput for SMB and
PSA. ∗ indicates point where operating conditions are shown in Tables 4.3 and 4.4




























Figure 4.8: Pareto plot of optimal raffinate recovery and productivity of component
A for SMB and PSA. Both SMB and PSA are assumed to use same mass of stationary
phase, for equal capital investment. ∗ indicates point where operating conditions are
shown in Tables 4.3 and 4.4 for SMB and PSA respectively
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The trade-off between the maximized throughput and target recovery require-
ments is investigated and shown in Figure 4.7. The productivity of the target com-
ponent, also shown in Figure 4.8, is maximized by simultaneously increasing the
throughput and raffinate recovery. Interestingly, the optimal raffinate recovery in PSA
appears to have a linear dependence on the throughput. Even when the throughput
is decreased to 3.8 gfeed day
−1 cm−3 adsorbent, the recovery increased only to 29.9%,
and this results in low productivity compared to SMB. The SMB process appears
to have a maximum productivity of 218 gA day
−1 with a recovery of 90%, assuming
a 4-column setup. On the other hand, the PSA process appears to have a greater
productivity over 230 gA day
−1 with a recovery of only 24.3%, assuming the same
mass of stationary phase as in the 4-column SMB process. Perhaps the PSA process
also has a maximum productivity, but with reduced recovery it seems 4-zone SMB is
more advantageous than the standard 4-step PSA for enantiomer separation, because
the enantiomers are highly valuable products.
However, Figure 4.9 demonstrates a key advantage of the PSA process, which is
reduced desorbent consumption. In the SMB process, desorbent is supplied continu-
ously at the highest flow rate to facilitate fast desorption and regenerate the column
in Zone 1. This causes the ratio of desorbent-to-feed flow rate, or D/F ratio, to be
relatively large. On the other hand, the PSA process requires a lesser amount of
desorbent for column regeneration due to its stepwise operation. Desorbent is only
supplied during the pressurization and purge steps of the process, which constitute
less than half of the cycle time. This can be a significant advantage if the product
concentration must be high, or desorbent cost cannot be neglected in the process
economics. The exact calculation of the D/F ratios are discussed in Appendix A.
The maximized production rate of the SMB was 218 gA day
−1 with a recovery
of 90%, while the maximized product recovery of PSA was 29.9% at a much re-
duced throughput of 3.8 gfeed day






















Figure 4.9: Pareto plot of optimal raffinate recovery and D/F ratios for SMB and
PSA. ∗ indicates point where operating conditions are shown in Tables 4.3 and 4.4
for SMB and PSA respectively
are far above those reported in the non-optimized experimental studies of Biressi et
al. [16, 17]. This result can be attractive for industrial use as it indicates feasible op-
erating conditions where a large amount of purified enfluranes may be produced for
pharmacological studies. For further investigation on the feasibility of these processes,
the column efficiency must be verified by an experimental study. Furthermore, the
poor recovery of PSA may be improved by introducing a modified operating strategy




In this work, the resolution of racemic gas mixtures by SMB and PSA is investigated
by dynamic simulation and multi-objective optimization. The internal concentration
profiles and operating conditions at the optimal solutions are investigated and ana-
lyzed by dynamic simulation. Furthermore, the trade-off of throughput and target
recovery has been investigated systematically. It has been found that the SMB pro-
cess achieves high recovery which can be greater than 99%, while the recovery using
4-step PSA considered in this work remains relatively low. Nevertheless, the higher
throughput of the PSA process can be a significant advantage for inexpensive feed
mixtures. Even at reduced recovery, the productivity of the target component can
be greater in PSA than the maximum productivity possible in SMB. Also, the PSA
process features a low D/F ratio compared to SMB and this is also economically





OPTIMIZATION OF SMB CHROMATOGRAPHY
5.1 Motivation
In this chapter the prediction-correction (PC) method for SMB process development
and optimization is introduced and demonstrated using experiments with a linear
isotherm system. The goal of this work is to show that the PC algorithm for SMB
process development, starting from a new separation problem and ending with optimal
operating conditions, is efficient and robust [11].1
Using SMB for binary separations, pure extract and raffinate products can be ob-
tained with relatively high productivity and reduced solvent consumption compared
to batch chromatography even if the separation factor is small. The operating princi-
ples of SMB are previously discussed in Section 1.2.1. The determination of optimal
operating conditions is not yet a straightforward task, especially if the sample volume
available for lab and mini-plant tests is small or there is only a limited time for pro-
cess development. Therefore, SMB is frequently applied using operating conditions
that are known to be sub-optimal in terms of productivity and solvent consumption.
Typical steps in SMB process development for a new separation problem are to
perform batch experiments, find some operating conditions that are expected to
satisfy purity constraints based on design criteria that approximate SMB dynam-
ics [58, 64, 74], then manually tune the operating conditions experimentally until the
design specifications are met. Usually this effort is aided by mini-plant experiments
and computer simulation of a process model [22, 26, 55]. In addition, there may be
1This chapter is published in Bentley and Kawajiri [11]
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efforts to design more robust operating conditions where the separation performance
is not adversely affected by slight disturbances in the flow rates, feed or desorbent
compositions.
An important aspect of SMB process development is the selection of a process
model, which is discussed in Section 3.1 and the determination of model parameters.
There are a number of techniques that chromatographers have used for obtaining ad-
sorption isotherm and kinetic parameters in the literature [9, 71]. Reviews of moment
analysis of pulse injections, frontal analysis, elution by characteristic points, and in-
verse methods can be found [27, 36, 71, 72]. Batch experiments are typically used to
estimate single-column model parameters and obtain a predictive process model for
SMB. In Grosfils et al. [32] there is a comparison between different single-column mod-
els and a study of the identifiability of model parameters using pulse injections and
parameter estimation. They used design of experiments to reduce the effort required
to obtain reliable process model parameters for SMB. In Grosfils et al. [31] their SMB
process model, which relies on careful descriptions of the extra-column dead volumes
that exist in the real SMB unit, was validated by comparing it with SMB plant data.
In Küpper et al. [52] a concept for SMB model parameter estimation using online
measurements is proposed and demonstrated using computational simulations of an
SMB process model. They conclude that the model parameters can be estimated over
time by transient measurements of the extract, raffinate and recycle lines and can be
adapted to physical changes in the column properties such as porosity. Yet their work
requires online detection of entire internal concentration profiles over a step and no
SMB optimization is performed using the estimated parameters.
There are other researchers who have worked on another aspect of SMB operation,
that is the maintenance of the desired operation once process development is com-
pleted. The automatic control of the SMB processes is described in Klatt et al. [48],
where the operating conditions and the assembled elution profile are measured during
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the periodic SMB operation and adjustments are made automatically to correct devi-
ations from the desired product purities. The sampling methods that are used by [48]
are similar to those used in the PC method. Further work on optimizing control for
SMB has been done at ETH Zurich by Grossmann et al. [35], where average product
concentrations are measured during a cycle as feedback information for a controller.
This measurement strategy also uses HPLC to analyze the product concentrations,
which is more reliable than online UV detection, as a measurement technique. Their
methodology assumes that a reliable set of process model parameters and optimal
operating conditions for the SMB are known a priori. They do not consider updating
the SMB model parameters using the product concentration data.
The PC algorithm is designed for optimal SMB process development. It makes
use of a surrogate model (see Biegler et al. [14]), infrequent sampling of SMB outlet
streams, parameter estimation, and dynamic optimization to reduce the time required
to obtain reliable model parameters and optimize the SMB process in a systematic
manner.
This chapter is organized as follows: The detailed steps of the PC algorithm are
discussed in Section 5.2, the laboratory equipment is detailed in Section 5.3, and two
case studies with a linear isotherm system are presented in Section 5.4 to show that




The prediction-correction (PC) algorithm for SMB process development is shown in
Figure 5.1. This is an iterative scheme where the SMB model parameters are corrected
by fitting SMB experimental data and the optimal operating conditions are predicted
by re-optimizing the SMB model. The algorithm is terminated systematically with
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clearly defined termination criteria.
This procedure assumes that a new mixture is to be resolved by SMB, and a
reliable set of SMB model parameters is not yet known. The adsorbent type, SMB
column configuration, desorbent and feed compositions, and other operating param-
eters such as temperature should be selected a priori. The procedure is as follows:
1. Initialize k = 0. A set of batch experiments are performed to estimate column
porosity, adsorption isotherm and kinetic parameters.
2. Model-based SMB optimization is performed to obtain an initial set of optimal
operating conditions.
3. Let k = k+1. An SMB experiment is performed using the kth optimal operating
conditions and a set of concentration data and product purities are obtained.
4. The adsorption isotherm and kinetic parameters are refined by fitting the SMB
model to the experimental concentration data (correction step).
5. Model-based SMB optimization is repeated with the refined set of model pa-
rameters to obtain an updated set of optimal operating conditions (prediction
step).
6. If termination criteria are satisfied the PC algorithm ends and no further switches
of operating conditions are needed. If not, return to Step 3 and repeat.
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SMB experiment 
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Figure 5.1: Prediction-correction (PC) algorithm for SMB process development
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5.2.2 Step 1: Batch Experiments
The SMB model considers individual chromatographic columns, column connections,
and inlet/outlet streams. The chromatographic column model consists of component
mass balances in the liquid and stationary phases, adsorption isotherm relations,
and mass transfer/diffusion relations where the only unknown parameters are the
adsorption isotherm and kinetic parameters. There are more sophisticated models
that could be used to include model parameter dependencies on flow rate, such as the
van Deemter relation [36] showing the effect of flow rate on mass transfer coefficients.
Furthermore, detailed column models that consider the dead volume of the real SMB
unit can be found in the literature [60].
In this work a linear isotherm and the linear driving force (LDF) model in the
stationary phase are used, so there is one equilibrium constant (Henry’s constant) and
one overall mass transfer coefficient to be determined for each adsorbing component
in the system. Hence, the following batch experiments and calculations are needed:
1. Small-volume pulse injection of tracer compound to estimate overall porosity of
the column
2. Small-volume pulse injection of feed mixture to estimate Henry’s constants and
mass transfer coefficients by moment analysis
The Henry’s constant for each component is a function of the column porosity, and
the estimate of the mass transfer coefficient is a function of the column porosity, plate
number and flow rate. These batch experiments yield a set of initial model parameters
that are not measured at various conditions, and they do not account for any dead
volumes or mixing behaviors in the real SMB unit. In this approach, such models that
require extra experimental effort are not necessary. These initial parameter estimates
are used only to obtain an initial set of optimal operating conditions which are later
corrected iteratively.
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5.2.3 Steps 2 and 5: Model-Based SMB Optimization
(Prediction Step)
The SMB model used in this work is given by Equations (3.1) - (3.3), (3.6), (3.7), (3.8)
discussed in Section 3.1. This model resembles closely the kinetic model that is
used by others for dynamic simulation of the SMB process [22, 31]. The SMB opti-
mization problem formulation is given by Equation (3.10) discussed in Section 3.2.1.
This formulation is based on the simultaneous approach discussed by Kawajiri and
Biegler [46]. The model-based SMB optimization is performed initially in Step 2 of
the PC algorithm as shown in Figure 5.1 and then again in Step 5 of each iteration.
The numerical solution of the SMB optimization problem follows the simultaneous,
single-discretization approach described in Section 3.2.2. The problem is written in
gPROMS and solved using the SRQPD nonlinear programming solver. For initial-
ization of the optimization problem in Step 2 of the PC algorithm, SMB operating
conditions are selected so that the triangle theory constraints set forth in Mazzotti et
al. [58] are satisfied, but these constraints are not needed in subsequent iterations.
It should be noted that the PC algorithm is designed for finding optimal operating
conditions and reliable parameter values in the process development stage for a new
separation problem. On the other hand, rejecting disturbances and dealing with
unexpected changes in physical properties during continuous operation (pump flow
rates, porosity, etc.) are out of scope of this work. To correct the operating conditions
in a timely manner for such time-varying changes, an optimal control problem that
takes into account the entire transient profile, not a CSS optimization problem, must
be solved on-line. In addition, a reliable state estimation technique would enable fast
and effective control actions [4, 35, 48]. For such problems, employing efficient and
reliable computational methods for on-line calculations is crucial.
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5.2.4 Step 3: SMB Experiment
In the SMB experiment the current optimal operating conditions are implemented
and transient concentration data from the extract, raffinate and recycle lines are
measured. Numerous sampling strategies are feasible. One such sampling strategy,
which is employed in the following case studies, is as follows: At the moment the
operating conditions are switched, the product streams (extract and raffinate, see
Figure 5.2) are fed into empty containers and the cumulative product is collected. At
the end of a number of steps a small sample is taken from the product containers and
its composition is analyzed by HPLC. This generates a set of concentration data for
each product line over time.
For each SMB experiment the product samples are collected at the end of a number
of steps until the change in the measured concentration in the nth sample is sufficiently












∣∣∣∣∣ ≤ εkc (5.1)
where cexti (n) is the concentration of component i in extract sample n, and ε
k
c is the
tolerance for the change in concentration of the extract product in the kth experiment.
If the condition in Equation (5.1) is satisfied for sample n, then no more sampling
needs to be done, and the next step of the PC method can begin. The condition
set in Equation (5.1) is checked only for the extract samples since the most-retained
component requires a longer time to reach the CSS condition.
During an experiment there may be significant contaminations in the product
streams as well as significant concentrations in the recycle loop. To increase observ-
ability of the process, the recycle stream is sampled over a single step to obtain average
concentrations, as shown in Figure 5.2. This sample is taken after the sampling of
extract and raffinate products is finished. It should be noted that more frequent
sampling from the recycle line may further increase the observability. However, this
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was not done due to the additional complexity of modeling the opening and closing
of the recycle loop.
5.2.5 Step 4: Parameter Estimation (Correction Step)















where θ is the set of model parameters to be estimated, NE is the number of experi-
ments, NVp is the number of variables measured in experiment p, NMpl is the number
of measurements of variable l in experiment p, σ2pln is the variance of measurement n
of variable l in experiment p, which is determined by the measured variable’s variance
model, z̃pln is measurement n of variable l in experiment p, and zpln is model-prediction
n of variable l in experiment p. The measured variables are the concentration data
obtained from the SMB experiment(s), and the model-predicted variables are the con-
centration values calculated by numerical simulation of the SMB model. The SMB
model equations were presented in Section 3.1.
The parameter estimation problem is formulated as:
min φPE(θ) (5.3)
s.t. θmin ≤ θ ≤ θmax
Equations (3.1) - (3.3), (3.6), (3.7), (3.8)
where θmin and θmax are the lower and upper bounds on the set of model parameters
to be estimated. The bounds on θ are used to avoid unreasonable changes in the
parameter values, and it is confirmed that these constraints are inactive at the optimal
solutions.
The SMB parameter estimation problem was written in gPROMS and solved using
the SRQPD nonlinear programming solver [2]. The numerical optimization follows a
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sequential method which is described in Kawajiri and Biegler [46]. The SMB model is
used to simulate the SMB experiment, and then the objective function and constraints
are checked by the optimization solver. Therefore, computation time of the parameter
estimation problem scales with the number of SMB experiments that are simulated.
The parameter estimation routine in gPROMS also includes statistical analysis of
the estimated parameters. The statistics of interest are the confidence intervals for
the estimated parameters. These values represent bounds on the estimated param-
eters where 95% of the observed data is adequately described by parameter values
within the interval. The details of this calculation can be found in the gPROMS
documentation [2]. The 95% confidence interval for parameter m is:
θm = θ̂m ±Xm(95) (5.4)
where θ̂m is the value of parameter m estimated by solving the parameter estimation








where N is the number of experimental data points, Np is the number of model
parameters, t(., .) is the t-distribution with the probability level, equal to half of the
confidence level plus one, and degrees of freedom, and Vmm is the m
th diagonal element












where φPE(θ), z̃ijk, and σ
2
ijk are all defined in the parameter estimation objective
function shown in Equation (5.2). The confidence interval is a good indication of the
statistical precision of the parameter estimate.
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An important element of the maximum likelihood objective function and the con-
fidence interval calculation is the variance model definition for the experimental mea-
surements. A variance model can be obtained for the concentrations measured by
HPLC using calibration curve data. The calibration curve for each component may
consist of three or more data points for each concentration level. From the calibra-
tion data, the deviation of each measured concentration from that predicted by the
regression model used in the calibration curve can be calculated. The variance σ2pln
may be dependent on the measured value zpln. In this work a linear variance model
is used:
σ2pln = (αzpln + β)
2 (5.7)
where α and β are regression coefficients fit to the standard deviations calculated
at each concentration level in the calibration curve. It is assumed that the linear
variance model explains the positive correlation between concentration and variance
observed in the HPLC. And a linear variance model with positive slope (α > 0) lends
additional weight to those experimental data points with low concentrations in the
parameter estimation, since the smaller the variance of a measurement the greater
the corresponding multiplier in the objective function shown in Equation (5.2).
5.2.6 Step 6: Termination Criteria
An important aspect of the PC algorithm is that it has systematic termination cri-
teria. The following two criteria must both be satisfied before termination of the PC
algorithm occurs. The termination criteria are:
1. Purity constraints are satisfied in the SMB experiment
2. Optimal objective function value is converged
The first condition means that at the current iteration, the SMB experimental product
purities should meet or exceed the minimum purity limits set by the operator. The
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second condition means that the k + 1th SMB optimal objective value, φSMB(uk+1),
should not differ significantly from the previous optimal objective value, φSMB(uk).
The following condition should be satisfied:
∆φSMB(uk) =
∣∣∣∣φSMB(uk−1)− φSMB(uk)φSMB(uk−1)
∣∣∣∣ ≤ εtol (5.8)
where εtol is the tolerance set for the change in the objective function between succes-
sive SMB optimization problems. If both of the termination criteria are satisfied then
the k + 1th SMB experiment is deemed to be unnecessary. Thus, the PC algorithm




The experiments were performed using a laboratory scale SMB unit (CSEP C190,
Knauer, Berlin, Germany). A schematic of the SMB unit is shown in Figure 5.2. The
unit includes four double-piston pumps (P1 through P4), two ultra-violet detectors
at the extract and raffinate outlet streams, and a rotary valve with sixteen positions.
The ports of the rotary valve are connected to each other by continuous channels.
All unoccupied positions were filled with short capillary tubing. Four HPLC columns
(YMC-Pack ODS-A, YMC Co., Ltd., Japan), labeled (C1 through C4) were used in
a 4-zone configuration with one column in each zone (1-1-1-1). The HPLC column
dimensions are 250 mm length and 10 mm inner diameter. They are packed with a
C18 stationary phase for reverse phase chromatography with an average particle size
of 20 µm.
5.3.2 SMB Experimental Technique
During an SMB experiment the extract and raffinate lines were placed in empty con-
tainers and the cumulative products were collected. The sampling technique was
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Sampling Sampling 
Figure 5.2: Schematic of SMB unit with four pumps (P1 through P4), and sampling
points at the extract, raffinate and recycle lines. Four HPLC columns (C1 through
C4) are in a 4-zone 1-1-1-1 configuration, connected to a rotary valve
described in Section 5.2.4. The composition of each sample was analyzed by a Shi-
madzu HPLC with an analytical C18 column (Daisopak, SP-120-10-ODS-BP, Daiso,
Japan). The average SMB pump flow rates were measured periodically using a flow
meter (Model 5025000, GJC Instruments Ltd.) at the extract outlet, raffinate outlet,
and recycle line between Zone 4 and Zone 1 (referring to Figure 5.2) during each
experiment to verify the operating conditions. The UV signals at the extract and raf-
finate points were monitored, but this data was not used in the parameter estimation
because of poor baseline quality and the need for deconvolution of the signal [4, 35].
In addition, the average extract and raffinate product concentrations were sampled
for an entire step after the first set of samples were taken and the product purities
were checked against the target purity constraints.
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5.3.3 Determination of Variance Model
Using the Shimadzu HPLC and the analytical C18 column, calibration curve data
for uridine and guanosine were obtained. Uridine (CAS 58-96-8, EMD Biosciences)
and guanosine (CAS 118-00-3, Spectrum Chemical Mfg. Corp.) were injected as
one-to-one mixtures dissolved in 85% water 15% methanol. These data and the
standard deviations at each concentration level for uridine and guanosine are shown
in Figure 5.3.
A linear regression on the standard deviation data is performed to obtain the
coefficients in the linear variance model shown in Equation (5.7). The coefficients
α = 0.0045, β = 0.23 are the average slope and intercept values for uridine and
guanosine from the standard deviation data in Figure 5.3. It was observed that the
variance has a slight positive correlation with concentration, and a linear variance
model is the most simple way to quantify this relationship. An increase in σ2pln
for both uridine and guaosine with increasing feed concentration was observed, but a
notable difference in σ2pln for uridine and guanosine was not found at any concentration
level. The observed variances are probably due to errors in the injection volume for
repeated injections and perhaps also errors in baseline definition during the calculation
of chromatogram peak areas.
61
y = 0.0044x + 0.239 
R² = 0.1786 
y = 0.0045x + 0.2197 


























y = 162927x + 97214 
R² = 0.9995 
y = 200441x + 86076 






























Figure 5.3: (a) Calibration curve using Shimadzu HPLC with three injections made
at each concentration level. (b) Standard deviations of the measured concentration
at each concentration level. Regression equations and coefficients are included
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5.4 Results
5.4.1 Convergence of PC Algorithm
The PC algorithm is shown to converge efficiently in this section. This means that
only a few changes of SMB operating conditions are needed to reach the purity con-
straints with optimal productivity.
The vector of initial parameter values, θ0, was obtained by batch experiments on
a single HPLC column, which was one out of the four columns used in the SMB
unit. The desorbent used in this case study was 90% water 10% methanol. The
feed was 39 mg L−1 uridine, called A, and 39 mg L−1 guanosine, called B, dissolved
in the desorbent. The overall porosity of the column was found to be εb = 0.820
by measuring the retention time of uracil, which is often used in reversed phase
chromatography to measure the porosity. Nevertheless, there is a small increase in
the retention of uracil when the amount of methanol in the desorbent is decreased,
and the value of εb is therefore increased when the water content in the mobile phase
is increased. The Henry’s constants, Hi for components A and B were calculated by
measuring the retention times of uridine and guanosine after a 30 µL pulse injection
of the SMB feed mixture. The flow rate for these tests was 3.0 mL min−1 and the
operating temperature was 40 ◦C. The mass transfer coefficients, ki were calculated
by measuring the peak width at half peak height for uridine and guanosine using
the same pulse injection. This set of parameters was refined by parameter estimation
after each SMB experiment. The initial parameter set and each parameter estimation
solution are shown in Table 5.1.
Table 5.1: Refinement of θk by parameter estimation
Parameter Initial, θ0 Refined, θ1 Refined, θ2 Refined, θ3
HA 0.846 1.00 0.983 0.971
HB 2.75 2.82 2.84 2.80
kA [min
−1] 103 52 90 52
kB [min
−1] 161 81 58 81
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The SMB optimization problem, described in Section 3.2.1 was solved in the each
iteration using θk with the purity constraints Purity
raf
A ≥ 96% and PurityextB ≥ 96%,
and Fmax = 10 mL min
−1. The objective function convergence tolerance, εtol in
Equation (5.8) was set to 0.05. The vector of optimal operating conditions, uk, is
predicted to satisfy the purity constraints with maximum feed throughput. These
operating conditions were implemented in SMB experiment k until the termination
criteria were met. The optimal operating conditions are shown in Table 5.2 together
with the product purities obtained in experiment k and the normalized change in
throughput from Equation (5.8). The m-values are the liquid-to-solid flow rate ratios
defined by Equation (3.14). In all optimal solutions the Zone 1 flow rate reached
the upper bound of 10 mL min−1. This happens so that higher concentrations of
components can be sufficiently desorbed when the feed throughput is maximized.
Table 5.2: Updates of uk and termination criteria
Control variable u0 u1 u
∗
2 u3
Step time, tstep [min] 2.624 2.677 2.713 2.700
Zone 1 flow rate ratio, m1 2.870 3.019 3.120 2.997
Zone 2 flow rate ratio, m2 0.7716 0.9456 0.9156 0.9121
Zone 3 flow rate ratio, m3 2.808 2.825 2.787 2.799
Zone 4 flow rate ratio, m4 0.6715 0.7954 0.06578 0.7705
Termination criteria k = 1 k = 2 k = 3 -
PurityrafA [%] 92.8 94.7 97.8 -
PurityextB [%] 89.6 98.3 96.2 -
∆φSMB(uk) 0.095 0.017 0.039 -
In this case study the PC algorithm required only three iterations for the termina-
tion criteria to be met. This corresponds to only two changes of the SMB operating
conditions from the initial guess. It is clear from Table 5.2 that the product purity
constraints were violated in SMB experiments at k = 1 and k = 2. The termination
criteria were satisfied at k = 3 because the product purities in SMB experiment 3 were
both ≥ 96% and ∆φSMB(u3) ≤ 0.05. Since the termination criteria were satisfied at





The SMB experimental data and model predictions for k = 1 through k = 3 are
displayed together in Figure 5.4. From Figure 5.4 it is obvious that the fitting of the
experimental data points is good for θ3, which is the refined parameter vector from
the parameter estimation solution at k = 3. The most pronounced improvement seen
in the figure is the fitting of the component A profiles and the recycle line data.
The simulated concentration profiles have discontinuities at those time points
where the next operating conditions are initialized, as seen in Figure 5.4. This discon-
tinuity is also observed in the experiment by using an empty container to collect the
extract and raffinate products at the moment the operating conditions are switched.
For the recycle line a different sampling strategy was used. The recycle line was not
collected in a cumulative way during the experiment. Instead it was sampled once
by collecting the average concentration over a step after the extract and raffinate
sampling was completed. This was done assuming that after a sufficient number of
cycles the cumulative concentration measurement equals the average concentration
measurement over a step. This single sample for the recycle line was included in the
parameter estimation.
Compared to the change in the Henry’s constants there was a significant change
in the values of the mass transfer coefficients from θ0 to θ3. This is because the mass
transfer coefficients are less sensitive parameters in the SMB model, and their confi-
dence intervals are large, as discussed later. From u0 to u
∗
2, the operating conditions
were varied around the optimal operating conditions, and yet the parameter estimates























































Experiment k = 1 
Empty product tanks 
Use u0 
k = 2 
Empty product tanks 
Use u1 
k = 3 
Empty product tanks 
Use u2 
Figure 5.4: Cumulative concentration data for extract, raffinate and recycle lines
from k = 1 to k = 3 and the parameter estimation fitting. The dotted lines are
the simulated profiles using θ0 and the solid lines are the simulated profiles using θ3.
The operating conditions were switched at the indicated time points and the product
containers were emptied to restart the cumulative concentration profiles
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The optimal operating conditions for each iteration of the PC algorithm are shown
in Figure 5.5 in the m2-m3 and m4-m1 planes to illustrate how the optimal operat-
ing conditions evolved as the parameters were refined at each iteration of the PC
algorithm. The boundaries of the triangle region are the values of HA and HB in
θ3, and are derived from the triangle theory discussed in Section 1.2.2. In general,
the changes in operating conditions for each experiment illustrate the move toward
improved product purities from the initial operating condition with poorly estimated
parameters. The change from u1 to u2 in the m2-m3 plane was because the extract
product was too pure in k = 2, and the raffinate product needed to be further purified.
The m4-m1 values of a given optimal solution are usually not unique since desorbent
consumption was not considered in the SMB optimization objective function. In u3














m2 / m4 
HA = 0.971 





















Figure 5.5: (a) Operating conditions u0 through u3 labeled on the m2-m3 (diamonds)




B as triangle region boundaries. (b) Zoom
in on m2-m3 values for u0 through u3. Note that u3 was not implemented because
the algorithm was terminated at the optimal u∗2
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In Figure 5.6 the improvement of model parameters from k = 0 to k = 1 is shown.
The most pronounced improvement in the fitting of the experimental data is in the
component A profiles. Model mismatch is observed in the component A profiles and
recycle line data using θ0, hence the need for the correction step. The optimization
constraints on product purities were both 96%, yet the measured purities were 89.6%
for extract and 92.9% for raffinate. This mismatch is due to the initial estimation of
the model parameters from batch experiments and the existence of dead volumes in
the SMB unit. The poor product purities were corrected in the next SMB experiment
at k = 1 as shown in Table 5.2.
It should be noted from Figure 5.6 that the simulated profiles exhibit oscillations
at the beginning of the experiment. This is not due to numerical instability of the
solver, but is a result of product concentration profiles within a step. The product
concentrations that enter the extract and raffinate tanks have decreasing and increas-
ing patterns respectively during a step. These patterns are observed distinctly at the
beginning of this experiment where the cumulative amounts of the components in the























































Figure 5.6: Cumulative concentration data for extract, raffinate, and recycle lines
and the parameter estimation fitting. The dotted lines are model prediction using θ0
and the solid lines are model prediction using θ1
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The parameter estimation problem given by Equation (5.3) was solved as described
in Section 5.2.5 and the refined model parameters are shown in Table 5.1. The
overall column porosity was kept constant at the initial measured value of 0.820.
The following lower and upper bounds were employed in the parameter estimation
problem:
2/3Hi,0 ≤ Hi ≤ 3/2Hi,0
where Hi,0 is the value of the Henry’s constant for component i determined by batch
experiments, and
εk ≤ ki ≤ 1/εk
where εk is a small positive constant. This constant was selected to be 0.01 based on
the results of some sensitivity analysis of the mass transfer coefficients in the SMB
model for this system. It was observed that if the value of ki was too large then
the SMB model produced concentration profiles that were nearly identical and the
sensitivity of ki was lost due to numerical inaccuracy. It is confirmed that these
bounds are inactive at the optimal solution in each iteration. It was also noted
by Dunnebier and Klatt [22] that the kinetic model, which uses only ki as a lumped
parameter to describe band broadening effects, can exhibit some numerical inaccuracy
for high efficiency columns. They concluded that the general rate model is more
appropriate for numerical simulation of chromatographic columns with a large value
of ki. Yet the general rate model is undesirable because of correlations between the
four additional transport parameters that are included. It may be too difficult to
reliably estimate all the parameters simultaneously. For the purposes of this work,
the kinetic model with only one transport parameter per component has sufficient
accuracy.
Some important observations of the changes in parameter values from θ0 to θ1
should be noted. As expected, the Henry’s constants in θ1 were increased from θ0 by
the parameter estimation due to the effect of dead volumes in the SMB unit. This
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increase is caused by an increase in the apparent retention times of the components in
each column because they are further held-up in the dead volumes. In addition, the
startup dynamics of the SMB process expose the effect of mass transfer in the SMB
model. For example, if mass transfer is fast, then the SMB system reaches the CSS
condition sooner. The initial mass transfer coefficients, which were overestimated in
the batch experiment, were corrected by parameter estimation. From Figure 5.6, it
is seen that kB was decreased to fit the guanosine contamination in the recycle line.
Likewise, kA was decreased to fit the uridine contamination in the extract product.
5.4.2 Confidence Intervals of Parameter Estimates
To confirm the reliability of the optimal parameter set, the confidence intervals at
95% statistical confidence were analyzed. In Figure 5.7 the computed confidence in-
tervals for the Henry’s constants and mass transfer coefficients are shown for each
iteration of parameter estimation. These statistics were calculated by the param-
eter estimation routine in gPROMS, and these values depend on the specification
of the variance model for experimental measurements discussed in Section 5.2.5 on
parameter estimation.
In general, the confidence intervals decreased from one parameter estimation result
to the next. The values of the confidence intervals for HA and HB were tight relative
to the parameter values of 0.971 and 2.80 respectively and slight improvement was
observed. Compared to the Henry’s constants, the values of the confidence intervals
for kA and kB were not tight relative to the parameter values of 52 and 81 min
−1
respectively. Yet the confidence intervals for kA and kB improved significantly from
k = 1 to k = 3. The larger confidence intervals for the mass transfer coefficients
occur because of significant variance in the measurements of concentration data, var-
ious flowrates in the four SMB zones, and unknown mixing behaviors in the column











































Figure 5.7: Henry’s constants and mass transfer coefficients 95% confidence intervals
for each parameter estimation result from θ1 through θ3
ki is an indication that the final parameter values are more reliable than the initial
guess, because these parameters more specifically predict all three SMB experimental
results.
5.4.3 Robustness of PC Algorithm
The robustness of the PC algorithm is demonstrated for a poor initial guess of model
parameters. The system for this case study was 50 mg L−1 uridine and 50 mg L−1
guanosine dissolved in 95% water 5% methanol. An HPLC column was used to































Figure 5.8: Comparison of chromatograms for column used in batch experiments
and an SMB column. F = 3 mL min−1, cA,feed = cB,feed = 50 mg L
−1, injection
volume 30 µL, temperature 40 ◦C
from the SMB columns used in the experiment. This case study can be considered
as a simulation of scale-up where the column packing is inconsistent in a large-scale
system, or the lot-to-lot reproducibility of adsorbent is poor. In Figure 5.8 there is
a comparison between the performance of both the ”Batch Column” and an ”SMB
Column”. The chromatograms are the result of 30 µL injections of the feed mixture
of uridine and guanosine on the columns with different performance. The flow rate
for these tests was 3.0 mL min−1 and the operating temperature was 40 ◦C.
The overall porosity of the columns was calculated to be ε = 0.806 by measuring
the retention time of uracil. The vector of initial model parameters, θ0, was calcu-
lated by moment analysis using the ”Batch Column” chromatogram. The same model
parameters were also calculated by moment analysis using the ”SMB Column” chro-
matogram for comparison. The vector of model parameters obtained from the ”SMB
Column” chromatogram is θref . The initial parameter set was refined by parameter
estimation after an SMB experiment to obtain θ1. The initial parameter set, refined
parameters, and reference parameters are shown in Table 5.3. Note the significant
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Table 5.3: Refinement of θ0 by parameter estimation and comparison with θref
Parameter Initial, θ0 Refined, θ1 Reference, θref
HA 1.41 2.91 2.11
HB 4.96 7.17 6.63
kA [min
−1] 20.5 58.1 76.2
kB [min
−1] 23.8 3.80 77.3
change in the Henry’s constants from θ0 to θ1; over 100% in HA and 44% in HB. Also,
the values of the Henry’s constants in θ1 are approaching those in θref , but they are
increased because of the additional hold-up in the SMB dead volumes.
The SMB experimental data and parameter estimation fitting are displayed in
Figure 5.9. There was significant model mismatch observed in the prediction using θ0
in both component A and B profiles in all the sampling lines. The expected purities
from the model-based optimization were both 99%, but the measured values were
62.0% in extract and 75.6% in raffinate.
The parameter estimation and optimization, as described before, were performed
once in this case study to show that the model parameters could be refined to fit
the experimental data with reasonable parameter values, and that the operating con-
ditions could be updated to move in a direction of improved product purities. The
optimal operating conditions were calculated for θ0 and θ1 and the results are shown
together with SMB experimental purities in Table 5.4. The change in operating con-
ditions is shown in Figure 5.10 to illustrate the large step in a single iteration of the
PC algorithm. In this single step the product purities were each increased to 99.9%,
and the throughput was reduced by about 50%. This means that the PC algorithm
























































Figure 5.9: Cumulative concentration data for extract, raffinate, and recycle lines
and parameter estimation fitting. Dotted lines are model prediction using θ0 and
solid lines are model prediction using θ1
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Table 5.4: Update of u0 after parameter estimation and experimental purities
Control variable u0 u1





Product purities k = 1 k = 2
PurityrafA [%] 75.6 99.9
















HA = 2.91 
HB = 7.17 
PurityAraf = 75.6 % 
PurityBext = 62.0 % 
PurityAraf = 99.9 % 
PurityBext = 99.9 % 
Figure 5.10: Optimal operating conditions u0 and u1 on the m2-m3 plane with H1A
and H1B as boundaries of the triangle region. The experimental purities at each
operating condition are shown
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5.5 Conclusion
The prediction-correction algorithm for SMB process development has been proposed
and tested. It was found to be an efficient algorithm in numerous laboratory exper-
iments with a linear isotherm system, and in the first case study convergence was
achieved in only two switches of the operating conditions. In the second case study
the product purities were improved by about 30% in a single step when the initial
model parameter estimates were poor. The PC algorithm proceeds in an automatic
and sequential manner until it terminates itself so that an SMB expert is not required
to manually tune the SMB operating conditions. It should also be noted that this
algorithm is designed to function with any choice of the isotherm model. This work
demonstrates the PC algorithm with a linear isotherm. The parameter estimation




EXTENSION OF PC METHOD FOR SIMULTANEOUS
MODELING AND OPTIMIZATION OF NONLINEAR
SMB SEPARATIONS
6.1 Motivation
In this chapter the prediction-correction (PC) method for SMB process development
and optimization is extended by the inclusion of a model-selection step for nonlinear
systems. The efficiency and robustness of the proposed algorithm is demonstrated
using experiments with a nonlinear isotherm system. The goal of this work is to build
on the results of the previous chapter by showing that startup SMB experimental data
can be used to simultaneously model and optimize nonlinear systems.1
In Chapter 5 the usefulness of SMB for binary separations, and the typical steps
of process development, have already been discussed. Yet operating SMB in a regime
where nonlinear adsorption isotherms are operative is an even more challenging task,
as discussed by [36, 58]. It is challenging to determine parameter values for the
mathematical model, and to solve the SMB optimization problem. This difficulty
is compounded for the SMB operator if the sample volume available for lab and
mini-plant tests is small or there is only a limited time for process development.
Therefore, SMB is frequently applied using operating conditions that are known to be
sub-optimal in terms of productivity and solvent consumption, and in some cases the
feed concentration is reduced to avoid operation in the nonlinear adsorption regime.
The typical process development scheme for a new separation problem relies on
1This chapter is submitted to Journal of Chromatography A, 2012.
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modeling with results from batch experiments, cyclic steady state SMB experiments,
and manual tuning. A new separation problem poses many challenges for the process
designer including the estimation of reliable SMB model parameters for each com-
ponent of the mixture. Once model parameters are determined, usually by batch
experiments, operating conditions are selected based on design criteria that approx-
imate SMB dynamics [58, 64, 74]. By observing the SMB performance at CSS, the
operating conditions are tuned manually until process specifications are met. Some-
times mini-plant experiments and computer simulation of a process model are used
to aid in the design [22, 26, 55].
Perhaps the most important aspect of SMB process development is the selection
of a process model, including adsorption isotherm, and the determination of model
parameters. This task is crucial for nonlinear SMB systems where the performance of
the process is sensitive to the increased concentrations in the unit. Reliable estimates
of isotherm model parameters are needed in order to predict performance. A review
of batch experiments for modeling was given in Section 5.1. There is some work
reported where researchers used design of experiments to reduce the effort required
to obtain reliable model parameters for nonlinear SMB systems, although they do
not consider isotherm model selection [32].
In most case studies of nonlinear SMB process development in the literature, the
adsorption isotherms of each component are characterized by batch experiments and
then an isotherm model is assumed and used to fit the data. For example, in Heuer et
al. [39] a careful perturbation analysis is used to estimate modified competitive Lang-
muir isotherm parameters for the design of enantiomer separation by SMB. Even
though the estimated parameters were reliable for single-column tests, there was still
significant model mismatch in the prediction of product concentrations and purity
values. Indeed, there is no guarantee that the SMB modeling based on results of
batch experiments will accurately predict SMB performance. In Grosfils et al. [31]
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a less-reliable inverse method is used to determine competitive Langmuir isotherm
parameters from two pulse injections. Using an SMB model with careful measure-
ments of dead volumes in a real SMB plant, the process simulation was compared
with plant data via UV detector signals. The inverse method has been shown to be a
reliable parameter estimation technique in predicting batch experimental results for
enantiomer separations [27], and is useful for isotherm model selection; however, the
model may not be reliable for SMB optimization where the concentrations can be
significantly higher.
Some other work has been done to attempt parameter estimation using SMB
experimental data. In Araújo et al. [10] a hybrid inverse method is used to deter-
mine competitive Langmuir isotherm parameters for an SMB model using numerous
batch experiments and a periodic state represented on a single-column set-up. The
model parameters are refined by parameter estimation using the single-column cyclic
steady state data, but these are only an approximation of real SMB dynamics and no
optimization of the SMB process is performed.
There are other researchers who have worked on on-line optimizing control of the
SMB process to correct operating conditions in the presence of disturbances. This
work has been discussed previously in Section 5.1. In Erdem et al. [25] and Abel
et al. [4], the claim is that the feedback controller, which is based on a simplified
SMB model with linear isotherm, can be used to optimize even nonlinear SMB sys-
tems. Their methodology assumes that a reliable set of process model parameters
and optimal operating conditions for the SMB are known a priori. They do not con-
sider updating the SMB model parameters using product concentration data. The
on-line control strategy presented by these groups, especially in ”cycle-to-cycle” con-
trol [33, 35] uses a similar sampling strategy to the one used in the PC method.
However, the application of the information is for control, not process development.
In Grossmann et al. [33] they use a generalized Langmuir isotherm in the SMB model
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for some application in nonlinear SMB systems. Yet fast controller actions and stabil-
ity may not be guaranteed if there is significant model-mismatch when a set-point is
defined for the controller. The controller has also been demonstrated to stabilize the
SMB unit after disturbances in some nonlinear systems experimentally, yet the pro-
cess development needed to be carried out before the controller could be implemented
to maintain the desired oepration [34, 54].
The PC algorithm is designed for optimal SMB process development. It makes
use of a surrogate model (see Biegler et al. [14]), infrequent sampling of SMB outlet
streams, parameter estimation, model selection, and dynamic optimization to reduce
the time required to obtain reliable model parameters and optimize the SMB process
in a systematic manner. The model selection step is added from the previous PC
algorithm presented in Chapter 5, and it is now applied to a nonlinear isotherm
system.
This chapter is organized as follows: The detailed steps of the extended PC algo-
rithm are discussed in Section 6.2, experimental equipment is discussed in Section 6.3,
and case studies with a nonlinear isotherm system are presented in Section 6.4 to show
how the model selection works, that the algorithm converges efficiently and that the
algorithm is robust to poor initial guess of isotherm model.
6.2 Methodology
6.2.1 Extended Prediction-Correction Algorithm
The extended PC algorithm for nonlinear SMB process development is shown in
Figure 6.1. This is an iterative scheme, following the same basic steps presented in
Section 5.2, where the isotherm model may be selected fitting SMB experimental
data, and the optimal operating conditions are predicted by re-optimizing the SMB
model. During process development for a new separation problem the adsorption
isotherm is unknown. Instead of spending valuable time and resources performing
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batch experiments to explore the adsorption isotherm for each component, a set of
SMB startup data is used to perform model selection and parameter estimation. This
method is similar to inverse modeling of competitive frontal analysis, only SMB data
is used to correct the SMB operation on-line by parameter estimation followed by
model-based optimization.
This procedure assumes that a new mixture is to be resolved by SMB, and a
reliable isotherm model and SMB model parameters are not yet known. The adsor-
bent type, SMB column configuration, desorbent and feed compositions, and other
operating parameters such as temperature should be selected a priori.
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Batch experiments 
Initial model parameters 
Step 1. 
Model-based SMB optimization 





k = k + 1 
Step 5. 
Model-based SMB optimization 
(prediction) 
Updated operating conditions 
Termination criteria 




Perform switch of 
operating conditions 
k = 0 
[Model selection], 
Parameter estimation (correction) Step 4. 
[Isotherm model structure], 
Refined model parameters 
Figure 6.1: Extended prediction-correction (PC) algorithm for SMB process devel-
opment with model selection step
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The only difference in the extended PC algorithm from that presented in Figure 5.1
is the model selection step following the SMB experiment. By adding model selection
in Step 4, it is possible to optimize the SMB with a given isotherm model and then
discover if a different isotherm model can significantly improve prediction of real SMB
performance. This is a useful step if the initial guess of isotherm model is inadequate
to describe the real system. For example, it may be assumed that the system is linear
at first and then a nonlinear isotherm model can be selected, following systematic
criteria, which fits the SMB experimental data more reliably.
Within the individual steps of the PC algorithm, most of the details of the proce-
dure are the same as those presented in Section 5.2. Only the differences for nonlinear
isotherm selection will be highlighted in the next sections, namely the batch experi-
ments of Step 1, and the model selection of Step 4. For details on SMB optimization,
SMB experiments, parameter estimation, and termination criteria, see Section 5.2.
In addition, a different nonlinear programming solver was used for SMB optimization
in this work, which will be discussed later.
6.2.2 Step 1: Batch Experiments
Pulse tests are performed to measure the overall porosity of the packed bed in a
column and determine initial adsorption isotherm and kinetic parameters for each
component in the feed mixture. The following pulse tests should be done:
1. Small-volume pulse injection of tracer compound to measure the overall porosity
of the column.
2. Small-volume pulse injection of feed mixture (low concentration) to estimate
the Henry’s constants and mass transfer coefficients by retention times and the
number of theoretical plates (NTP) for each component.
3. Increased-volume pulse injection of feed mixture (increased concentration) for
parameter estimation by the inverse method.
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The main difference between the this procedure and that described in Section 5.2.2
is the pulse test chromatograms can be used to estimate initial isotherm parameters
for any isotherm model using the inverse method [27, 32, 36]. The chromatographic
column model equations presented in Section 3.1 can be used to numerically simulate
the pulse tests. The simulation can be performed with any isotherm model, given in
general by Equation (3.3). If a linear isotherm is used, then the initial guess of Henry’s
constants can be obtained from a single pulse test at low concentration. This will save
time and resources during Step 1 of the PC algorithm, but may lead to poor initial
operating conditions for the SMB if the real system indeed behaves nonlinearly. For
other isotherm models, such as the single-component Langmuir isotherm, additional
information is required about the saturation capacity of the column.
In this work, a single-column model is written in gPROMS using Equations (3.1) -
(3.3). The chromatograms obtained from pulse tests are used to solve a least-squares
error minimization problem in gPROMS for parameter estimation. The methods
involved in this calculation are the same as those described earlier in Section 5.2.5.
6.2.3 Step 4: Model Selection and Parameter Estimation
(Correction Step)
After the initial SMB experiment the isotherm model selection step takes place. The
startup SMB experiment is like a loading test, because initially the concentrations
are small in the unit, and they gradually build up to the CSS concentration profiles.
Observing this increase in the concentration profiles gives opportunity to measure
nonlinear isotherm parameters if necessary.
The isotherm model selection may be done systematically for any number of
isotherm models. There is a trade-off in model selection between the number of
independent model parameters and the maximum likelihood estimation. The Akaike
information criteria may be used to select from multiple models minimizing a factor
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that takes into account both of these objectives [8]. A simplified model selection pro-
cedure is used by comparing the number of parameters and the parameter estimation
solutions in Equation (5.3) given in Section 5.2.5 for three isotherm models. The
models are ranked based on the number of parameters, and their optimal objective
function values are compared. The selection is based on the following prioritization
and comparison:
1. The models are ranked in increasing order depending on the total number of
parameters and the number of parameters in the isotherm equation for each
component. For example, the linear isotherm, Equation (1.2), has first priority,
the single-component Langmuir isotherm, Equation (3.4), has second, and the
competitive Langmuir isotherm, Equation (3.5) has third.
2. The optimal objective function values are compared for each pair of isotherm
models, and the model with lesser priority is only selected if there is a sufficient
decrease in the objective function value. The following comparison is made for
each pair of isotherm models:
∆φPE(r, s) =
∣∣∣∣φrPE − φsPEφrPE
∣∣∣∣ ≤ εMS, r = 1, 2, . . . , nmod − 1 (6.1)
s = 2, 3, . . . , nmod, s > r
where φrPE is the optimal objective function value for model r, εMS is the tol-
erance set on model selection, and nmod is the number of isotherm models. If
the condition specified by Equation (6.1) is satisfied, then model s is selected
instead of model r.
The value of εMS is chosen to be a positive value less than 1.0, such as 0.5. This
systematic approach will ensure that the selected model will simultaneously satisfy a
small number of parameters and have sufficient fitting of the experimental data.
The computation time of the parameter estimation problem was found to scale
with the number of SMB experiments that are simulated, and the computation is
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longer if there are more parameters in the isotherm model to be determined. For
model selection, multiple parameter estimation problems can be solved in parallel
using the same set of SMB experimental data. This is one motivation for selecting
a model with less parameters, such as the single-component Langmuir isotherm. If
competitive adsorption can be neglected in the isotherm model, then the PDEs of
the SMB model become decoupled and the solution of the discretized ODE system is
more efficient.
6.2.4 Numerical Solution of SMB Optimization
In this work on the PC algorithm for nonlinear SMB systems the simultaneous, full-
discretization method, described in Section 3.2.2, is used. This method requires that
the PDE system given by Equations (3.1) - (3.3) in Section 3.1 be fully discretized in
time and space yielding a large-scale optimization problem with algebraic constraints.
Therefore the size of the problem scales with the number of columns in the SMB model
and the number of discretization points in time and the axis of the columns, and can
have a quite large number of variables, around 105. The SMB model was written and
discretized in AMPL, and the IPOPT solver is used, which is based on an interior
point algorithm [15, 28]. The time domain was discretized using 3rd-order orthogonal
collocation which works to reduce the overall number of algebraic constraints in the
problem formulation. This solver was also systematically compared with SRQPD
in gPROMS for SMB optimization by [46], and it was found that AMPL with the
IPOPT solver is more efficient. This result is also confirmed by the present work.
There exists a trade-off between computational complexity and model accuracy.
The isotherm selection step is important for exploiting this fact. For example, if
a linear isotherm is assumed in Step 1 of the PC algorithm, then the initial SMB
optimization is rather fast and it is easier to find a good initial guess for optimiza-
tion using the triangle theory for linear systems. Yet, if the linear model is assumed
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throughout the PC algorithm, then there may be an increased number of iterations
required to converge on the optimal operating conditions. On the other hand, if a
nonlinear isotherm is assumed at first, then it requires more effort with nonlinear
triangle theory to find a good initial guess of operating conditions, and the compu-
tational time for optimization and parameter estimation is greater. Yet, if the model
fits well the experimental data, then there may be a reduced number of iterations
in the PC algorithm. This highlights a key difference between the single-component
Langmuir and competitive Langmuir isotherm models: they have the same number of
model parameters overall, yet the competitive Langmuir isotherm is more computa-
tionally complex in the SMB optimization problem due to coupling of the PDEs. In
the following case studies the single-component Langmuir isotherm is considered for
model selection, even though it may not be a physically realistic model for describing
the real adsorption phenomena for the mixture in a SMB unit. The single-component
Langmuir model may be useful to reduce computational effort and may be sufficient
to optimize the operation. This is the concept motivating the use of a surrogate
model [14].
6.3 Experimental
6.3.1 SMB Equipment and Experimental Technique
The experimental equipment used in this work is the same as that described in Sec-
tion 5.3.1 in the previous chapter. Although, in some case studies eight C18 columns
were used in the SMB unit instead of four. In addition, the experimental technique
used in this work is the same as that described in Section 5.3.2. The samples were
analyzed by the same HPLC system described in the previous chapter.
6.3.2 Determination of Variance Model
Using the Shimadzu HPLC and the analytical C18 column, calibration curve data
for cyclopentanone and cyclohexanone were obtained. Cyclopentanone (Alfa Aesar,
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CAS# 120-92-3, USA), C5, and cyclohexanone (Alfa Aesar, CAS# 108-94-1, USA),
C6, were injected as one-to-one mixtures dissolved in 50% water 50% methanol. Three
injections of 10 µL each were made at various feed concentrations in the HPLC
analyzer. The flow rate was 1.0 mL min−1 and the temperature was 40 ◦C. Standard
deviations of the peak area measurements were calculated at each concentration level
to establish a linear variance model for use in the parameter estimation routine in
gPROMS. The calibration curve data is shown in Figure 6.2.
A linear regression on the standard deviation data is performed to obtain the
coefficients in the linear variance model shown in Equation (5.7) in Section 5.2.5.
The coefficients for C5 were α = 1.1 × 10−3 and β = 9 × 10−4. The coefficients for
C6 were α = 1.1× 10−3 and β = 4× 10−4. The standard deviations for both C5 and
C6 increase with increasing feed concentration. This relationship is modeled most
simply by a linear regression. The increasing variance with feed concentration may
be due to error in the injection volume for the three samples. There may also be
error in the baseline definition during the calculation of peak areas, and this error
may be intensified at higher concentrations due to the nonlinearity of the adsorption
isotherms for C5 and C6.
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Figure 6.2: (a) Calibration curve using Shimadzu HPLC with three injections made
at each concentration level. (b) Standard deviations of the measured concentration
at each concentration level, the regression equations and coefficients are included
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6.4 Results
6.4.1 Demonstration of Isotherm Model Selection
A crucial step in the PC algorithm for nonlinear systems is isotherm model selection.
In order to demonstrate isotherm model selection for a nonlinear system the following
case studies were done with cyclopentanone (C5), also called component A, and
cyclohexanone (C6), also called component B, where A is less-retained and B is
more-retained on the reversed phase column. Three case studies are considered, Case
A, B and C, as shown in Table 6.1.
Table 6.1: System configuration details for three case studies with C5 and C6
Variable Case A Case B Case C
ncol 4 8 4
Zone configuration 1-1-1-1 2-2-2-2 1-1-1-1
cfeed,C5, cfeed,C6 [g L
−1] 34, 34 34, 34 20, 20
Desorbent, [% water, % methanol] [60, 40] [60, 40] [60, 40]
Temperature, [◦C] 40 40 40
Initial isotherm model s-Langmuir linear s-Langmuir
Fmax [mL min
−1] 6.5 6.5 5.0
PurityrafA,min [%] 97 97 97
PurityextB,min [%] 97 97 97
Purity safety margin, [%] 1.0 1.0 1.0
6.4.1.1 Initial Pulse Tests
In all case studies, the PC algorithm was initiated at k = 0 by pulse tests on a single
SMB column for parameter estimation. The column porosity was measured by a
2 µL injection of uracil at a flow rate of 3.0 mL min−1, and the value was εb = 0.678.
This porosity value was fixed in all the case studies. The Henry’s constants, mass
transfer coefficients and nonlinear isotherm parameters for C5 and C6 were estimated
simultaneously using the inverse method with two small-volume injections of the feed
mixture on the SMB column. Figure 6.3 shows the experimental chromatograms for














































Figure 6.3: Chromatograms of C5 and C6 with (a) 40 µL and (b) 80 µL injection,
with cfeed,C5 = cfeed,C6 = 34.0 g L
−1, F = 3.0 mL min−1, T = 40 ◦C, and inverse
method fitting using s-Langmuir model
310 nm UV signal from the detector was converted into concentration units for C5
and C6 so that the parameter estimation problem, given by Equations (5.2) and (5.3)
in Section 5.2.5, could be solved in gPROMS. The simulated chromatograms are
also shown in Figure 6.3 using the estimated model parameters for the s-Langmuir
isotherm. The inverse method problem was solved for three isotherm models: linear
(Equation (1.2)), single-component Langmuir, called s-Langmuir (Equation (3.4)),
and competitive Langmuir, called c-Langmuir (Equation (3.5)). The initial parameter
values estimated for each model are shown in Table 6.2 in the next section.
The experimental chromatograms exhibit some tailing due to asymmetry of the
injection pulse as well as nonlinearity of the isotherm. The concentrations of C5 and
92
C6 in the column are probably not large enough to characterize the nonlinearity of
the isotherm. However, these are only initial estimates of the Langmuir isotherm
parameters which are refined later by the PC algorithm.
6.4.1.2 Isotherm Model Selection from SMB Experiment
Isotherm model selection was performed during the first iteration of the PC algorithm
at k = 1. The optimal operating conditions were implemented in the SMB and
the cumulative average product concentrations were sampled during four cycles of
operation. The recycle line was also sampled once to improve observability of the
SMB internal concentration profiles. This data was used to solve the parameter
estimation problems for three isotherm models.
In Figure 6.4 there is a comparison of three isotherm models fit to the experi-
mental concentration data obtained in Case A. Using the linear model there are four
model parameters, including the mass transfer coefficients, estimated simultaneously.
Accordingly, with the s-Langmuir and c-Langmuir models there are six estimated
parameters. In Table 6.2 the initial parameters, refined parameters, 95% confidence
intervals, and normalized objection function values for the parameter estimation prob-
lems are shown for Case A. The values of φrPE shown in Table 6.2 are normalized by
φ1PE, where 1 represents the linear model.
From Figure 6.4 it is clear that the linear isotherm model does not fit the exper-
imental data, while the s-Langmuir model has improved fitting, and the c-Langmuir
model exhibits the best fit. In Figure 6.4a and 6.4b it can be seen that the C6 profiles
are fit better than the C5 profiles. The C5 profiles are more difficult to fit because
C5 is the less-retained component in the SMB; nonlinear and competition effects may
be observed in the raffinate data where the wave front is steepest. By comparison,
the C6 profiles are easier to fit because C6 is the more-retained component and the
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Figure 6.4: Experimental (a) extract, (b) raffinate and (c) recycle line data using op-
timal operating conditions of Case A, with simulated profiles using linear, s-Langmuir
and c-Langmuir isotherms with refined parameter set θ1. Zoom-in of C5 profiles in
(d) extract and (e) raffinate streams to accent differences in model predictions
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Table 6.2: Comparison of initial and refined parameter sets for three isotherm models
after parameter estimation using SMB startup data in Case A
Linear isotherm Initial, θ0 Refined, θ1 95% confidence interval
HC5 1.793 1.593 5.3× 10−4
HC6 3.743 2.771 6.4× 10−4
kC5, [min
−1] 310 186.5 4.5
kC6, [min
−1] 180 108.1 88
φ1PE 1.0
s-Langmuir isotherm Initial, θ0 Refined, θ1 95% confidence interval
HC5 1.793 1.766 8.6× 10−4
HC6 3.743 3.413 7.3× 10−4
bC5, [L g
−1] 0.0225 0.0121 8.2× 10−5
bC6, [L g
−1] 0.0405 0.0337 3.0× 10−4
kC5, [min
−1] 310 372∗ -
kC6, [min
−1] 180 26.8 0.99
φ2PE 0.38
c-Langmuir isotherm Initial, θ0 Refined, θ1 95% confidence interval
HC5 1.793 2.011 1.6× 10−3
HC6 3.743 3.581 4.6× 10−3
bC5, [L g
−1] 0.0207 0.0115 9.4× 10−5
bC6, [L g
−1] 0.0378 0.0367 2.4× 10−4
kC5, [min
−1] 310 372∗ -
kC6, [min
−1] 180 130.7 11
φ3PE 0.080
∗ indicates active upper bound for a parameter value
Figure 6.4d and 6.4e note that the profiles for C5 are only fit well by the c-Langmuir
isotherm, indicating that significant competition exists in the SMB using conditions
of Case A.
In agreement with these experimental observations, it can be concluded from the
objective function values in Table 6.2 that the c-Langmuir model is the best choice to
fit the data. The objective function value for the s-Langmuir model is 61% less than
that of the linear model, and the objective function value for the c-Langmuir model is
79% less than that of the s-Langmuir model. In Table 6.2 it can also be seen why the
linear isotherm should not be selected in this case study. The values of the Henry’s
constants are dramatically reduced in the refined parameter set, called θ1. Note that
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HC6 was reduced by about 26%, which indicates that the retention of C6 is much
less than observed in single-column pulse tests. This apparent reduction of retention
happens because the optimizer is accounting for nonlinearity of the isotherm.
Another observation from Table 6.2 is that systematic selection between s-Langmuir
and c-Langmuir isotherms is enabled by the PC algorithm. The estimated parameter
values for these models are similar, especially in the nonlinear bi values. However,
there is more than 50% decrease in the objective function value for the c-Langmuir
isotherm compared to the s-Langmuir isotherm. Therefore, based on the selection
criteria explained in Section 6.2.3, the c-Langmuir model is to be selected for the
next iteration of the PC algorithm.
From Table 6.2 it should be noted that the value of the mass transfer coefficient
for the less retained component, called kC5 reached the upper bound in k = 1 us-
ing the s-Langmuir and c-Langmuir models. The mass transfer coefficient is related
to the number of theoretical plates (NTP) of a column, and the sensitivity of this
parameter may be insufficient from the first set of experimental data. This issue is
more distinctive when there is a combination of nonlinearity and fast mass transfer,
which are highly correlated effects. The former contributes to the steepness of wave
fronts and the latter describes overall band broadening. This is what happened in
the case studies when a nonlinear system and HPLC columns with high efficiency, or
large NTP values, are used. However, the PC algorithm can be continued even with
this over-estimation of the mass transfer coefficient for C5, which can be corrected
later by additional experimental data.
In Figure 6.5 the normalized values of each parameter estimation objective func-
tion are shown for the three case studies and for the three isotherm models. In each
case study, the value of φ3PE, where 3 corresponds with the c-Langmuir isotherm,
was significantly less than the other objective function values. Therefore, in all three
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Figure 6.5: Parameter estimation objective function values normalized by φ1PE in
three case studies with C5 and C6
SMB experiment.
6.4.2 SMB Performance Improvement After Isotherm Model Selection
In this section the robustness of the PC algorithm is demonstrated by Case B showing
that even if a poor isotherm model is selected at first and the initial SMB performance
is poor, isotherm model selection can correct the model structure and estimate pa-
rameter values for the re-optimization of the SMB. The SMB performance can be
dramatically improved in the next iteration of the PC algorithm after model selec-
tion.
In Case B, the first SMB experiment had very poor purity values with 84% C6 in
the extract and 62% C5 in the raffinate, because a linear isotherm was assumed ini-
tially despite the true adsorption behavior being nonlinear. The experimental data in
k = 1 was used to perform model selection and the results were consistent with those
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Figure 6.6: Experimental product purities plotted for k = 1 where u0 is obtained
using linear isotherm, and k = 2 where u1 is obtained using c-Langmuir isotherm
in Case B. The target product purity is 96%. The dotted lines are not the model
prediction, just connecting the data points
discussed in Section 6.4.1.2. The parameter estimation objective function values for
each isotherm model are shown in Figure 6.5 for Case B. Refined model parameters for
the c-Langmuir isotherm were used to obtain the next optimal operating conditions,
called u1 which were implemented in k = 2. The improvement in product purities is
shown in Figure 6.6 after the operating conditions are switched from u0 to u1 in the
SMB. After the switch, the measured purities in the extract and raffinate products
improved by 8% and 30% respectively. The operating conditions u0 were kept for
3 hrs after collecting samples in k = 1 before implementing the next conditions u1.
This was done to allow sufficient time for model selection and re-optimization of the
process. The most difficult parameter estimation problem in gPROMS involves the
simulation of multiple SMB experiments, and most problems take less than 60 min
of CPU time. The SMB optimization problem usually takes less than 15 min of CPU
time in AMPL.
To show how the optimal operating conditions were updated from k = 1 to k = 2,
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Figure 6.7 shows triangle diagrams with regions of complete separation [58], super-
imposed for the linear and c-Langmuir models with u0 and u1 and the experimental
product purities. The separation regions are drawn using refined parameter values,
called θ1. The move from u0 to u1 shows the reduction in feed throughput after re-
optimization, which was about 60%. Based on the c-Langmuir triangle diagram, the
position of u1 is much closer than u0 to the theoretical optimal operating conditions,
which explains the improvement in observed purity values.
A clear advantage of the PC algorithm over conventional SMB process develop-
ment methods is that a reliable set of nonlinear isotherm parameters can be obtained
from a single SMB experiment that takes only hours, and these parameters can be
used to obtain optimal operating conditions for the process. Although, one or two
more iterations of the PC algorithm may be necessary to satisfy the termination cri-
teria, this means that the SMB production can be modeled and optimized in a matter
of hours.
6.4.3 Convergence of PC Algorithm
In this section the PC algorithm is shown to converge in Case C for a nonlinear
system. For the termination criteria in the PC algorithm, the tolerance on change
in feed throughput, εtol, was 0.015 because the nonlinear SMB performance is very
sensitive to the feed flow rate.
The initial model parameters for the s-Langmuir model were used in k = 0,
and after performing model selection on the first set of SMB data, the c-Langmuir
model was selected. This result is consistent with the model selection shown in
Section 6.4.1.2, and the parameter estimation objective function values in Case C for
each model are shown in Figure 6.5.
Table 6.3 shows the iteration history of the c-Langmuir model parameter values







0 1 2 3 4
linear 
c-Langmuir 
cfeed,C5 = cfeed,C6 = 34 g L-1 
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Figure 6.7: Optimal m2 and m3 values from operating conditions u0 and u1 with
linear and c-Langmuir triangle regions determined by refined parameter sets, θ1 in
Case B. Experimental product purities are included
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Henrys constants are greater by a few percent than the initial estimates. This can be
explained by the fact that there are dead volumes in the real SMB unit with column
connections, rotary valve and pumps that are not described explicitly in the SMB
model. The values of the c-Langmuir isotherm parameters, called bi, fluctuate in
each iteration. The greatest change observed is in bC5 from θ1 to θ2. In general the
values of the mass transfer coefficients estimated by the PC method are reduced by
more than 50% of the initial guess when ki’s are obtained by the inverse method.
This agrees with previous results in the case study with uridine and guanosine [11]
where the apparent mass transfer rates in the real SMB unit were about 50% less than
the initial guess obtained from pulse tests. This reduction is probably due to mixing
and various flow rates in the real SMB unit with column connections, rotary valve
and pumps. The ki values are largely insensitive in the SMB model, thus it is not
surprising that their estimated values vary greatly from iteration to iteration. Note
that in θ2, it can be seen that kC5 has an active upper bound which is 15% greater
than the initial value. This is an indication of the steep concentration profiles for
C5, the less-retained component, observed in the raffinate product. The large value
of kC5 was unexpected because the apparent mass transfer rates in the SMB unit are
usually less than the initial guess using pulse tests. Nonetheless, in the final iteration,
k = 3 the value of kC5 was corrected to be a small fraction of the initial guess.
Table 6.3: Refinement of SMB model parameters in Case C using c-Langmuir
isotherm in k = 1 to k = 3
Parameter Initial, θ0 Refined, θ1 Refined, θ2 Refined, θ3
HC5 1.793 1.870 2.202 2.134
HC6 3.743 3.578 3.814 3.819
bC5, [L g
−1] 0.0207 0.00302 0.0223 0.017
bC6, [L g
−1] 0.0378 0.0424 0.0360 0.042
kC5, [min
−1] 310 148 372∗ 18.7
kC6, [min
−1] 180 44.8 110 71.5
∗ indicates active upper bound for parameter value
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In Figure 6.8 the convergence of the SMB experiments to optimal productivity
with high purity constraints is shown. The SMB experiments are performed relatively
quickly with a small number of samples taken in each iteration. In k = 2 and k = 3
only six measurements were taken to observe the transition in operating conditions.
It can be seen how the concentration profiles evolve after switching the operating
conditions, and the improvement of the model fitting is shown by plotting simulated
profiles using θ0 and θ3. The most significant improvement in the model fitting is
in the C5 profiles of the extract and raffinate products. Another observation is that
product concentrations are increased in the final iteration with an increase of about
400% in the raffinate stream. The simulated C5 raffinate profile has some steep
oscillations in each step of operation, as seen in Figure 6.8. As observed in [11],
these oscillations are not due to numerical instability of the solver, but instead are
a result of internal concentration profiles during a step. The product concentrations
that enter the extract and raffinate tanks have decreasing and increasing patterns
respectively during a step. These patterns are observed distinctly at the beginning
of each experiment where the accumulated volume of components in the tanks is still
small.
The simulated concentration profiles have discontinuities at the time points where
the next operating conditions are initialized, as seen in Figure 6.8. This discontinuity
is also observed in the experiments by collecting the extract and raffinate products in
empty containers at the moment the operating conditions are switched. The recycle
line was not collected in a cumulative way during the experiment, but was sampled
once by collecting the average concentration over a step, as discussed in Section 5.2.4.
This was done assuming that after a sufficient number of cycles the cumulative con-
centration measurement equals the average concentration measurement over a step.




















Experiment k = 1 
Use u0 
k = 2 
Empty product tanks 
Use u1 
k = 3 








































Figure 6.8: Experimental extract, raffinate, and recycle line cumulative concentration
data for three iterations of the PC algorithm in Case C. The simulated profiles are
plotted using θ0 and the final parameter set θ3
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Table 6.4: Optimal operating conditions and termination criteria in each iteration
for Case C
Control variable u0 u1 u2 u3
tstep, [min] 6.83 6.61 6.83 6.83
m1 3.26 3.01 3.18 3.25
m2 1.64 1.23 1.36 1.44
m3 2.17 1.85 1.93 2.01
m4 -0.72 0.84 1.10 0.92
Termination criteria k = 1 k = 2 k = 3
PurityrafA , [%] 98.2 93.9 97.8
PurityextB , [%] 99.2 91.0 98.0
∆φkSMB 0.215 0.117 0.014
Table 6.4 shows the optimal operating conditions in each iteration of the PC algo-
rithm for Case C, along with the product purities and the change in feed throughput
for each SMB experiment. In addition, Figure 6.9 shows how the change in feed
throughput affects the experimental purity values in each iteration. It should be
noted that the optimal solutions u0 through u3 do not differ greatly, yet the exper-
imental purities and the product concentrations are significantly affected by even
slight changes in the step time and feed throughput. The termination criteria are
satisfied in the third iteration because both products have purity values greater than
96% and the change in the optimal feed throughput between u2 and u3 is less than
1.5%. Therefore, u2 is considered optimal the optimal set of operating conditions for
CSS production.
In Figure 6.10 it can be seen how the operating conditions change after each SMB
optimization in order to improve both the product purities and feed throughput. The
complete separation region is drawn using θ3 and it is seen that the initial operating
conditions u0 were close to the tip of the triangle even though the s-Langmuir model
was used to solve for u0. Indeed, the product purity values were high in the first
experiment. The step from u0 to u1 appears to be overly aggressive because the feed






































Figure 6.9: Experimental throughput values are shown on the left axis, and ex-
perimental extract and raffinate purity values are shown on the right axis for three
iterations of the PC algorithm in Case C
constraint of 96%. Nonetheless, the step from u1 to u2 was a good adjustment because
the purities were a few percent greater than 96%, and the throughput was improved
by 8% from k = 1 to k = 3.
6.4.4 Validity of Model Parameters
In this section, it is shown that the values of c-Langmuir isotherm parameters esti-
mated using the PC algorithm in the case studies are reliable when compared with
those measured by single-component frontal analysis (FA) and perturbation analysis
(PA). It is not necessary to perform FA or PA to use the PC method, however it is
worthwhile in this research to check the reasonableness of model parameter values
against well-established parameter estimation techniques. The nonlinear isotherm
parameters are more difficult to estimate, especially when competitive adsorption is
involved, yet it is shown that the values obtained by the PC method are reliable in
the SMB model.




















cf,C5 = cf,C6 = 20 g L-1 
Figure 6.10: Optimal m2 and m3 values in Case C for u0 through u3 with the
c-Langmuir triangle region determined by refined parameter set θ3
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model using the c-Langmuir isotherm parameters obtained by the PC method in
k = 3 of Case C. The FA tests were performed by injecting step inputs of single
components up to 70 g L−1 into an SMB column with 60% water and 40% methanol
as mobile phase, flow rate of 3 mL min−1, and temperature of 40 ◦C. It can be seen
that C6 has stronger nonlinearity than C5 on the reversed phase column, and both
components exhibit deviations from linear adsorption at 34 g L−1, which was the
feed concentration of each component used in Cases A and B. In this comparison
the c-Langmuir model reduces to the s-Langmuir model because the FA tests were
performed with single components, so there is no competition term in the isotherm
model.
Note that Figure 6.11 shows that the PC model fits the C5 isotherm better than
the C6 isotherm, especially over the concentration ranges of interest for Cases A and
B. The PC model predicts both single-component isotherms relatively well at the low-
to-moderate concentration range, although the deviation increases for C6 at higher
concentrations. We find that a better estimate for bC5 than bC6 is obtained by the
PC method because nonlinear effects are directly observed in the raffinate stream,
which is downstream of the feed location, where C5 is pure. From Figure 6.4 it was
noted that the c-Langmuir isotherm fit the C5 profiles in the raffinate and extract
while all isotherm models fit the C6 profiles reasonably well. This indicates that the
nonlinearity of C6 is not completely observed at the tailing end of the concentration
profiles of the SMB which are collected in the extract product.
In Table 6.5 the c-Langmuir isotherm parameter values obtained by inverse method,
frontal analysis, and PC method are compared. Theoretical saturation capacities,




i = A,B (6.2)
The parameters Hi and bi are correlated by the theoretical saturation capacity of
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Figure 6.11: Comparison of single-component FA data for (a) C5 and (b) C6 with
c-Langmuir model parameters obtained by PC method in Case C. Relevant concen-
tration ranges are shown for Cases A, B, and C
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Table 6.5: Comparison of c-Langmuir isotherm parameter values estimated by three
methods. The PC method parameters are from θ3 in Case C
Parameter Inverse method Single-component FA PC method
bC5, [L g
−1] 0.0207 0.0107 0.017
bC6, [L g
−1] 0.0380 0.0197 0.042
qsatC5 , [g L
−1] 86.6 152 130
qsatC6 , [g L
−1] 98.5 176 91
range when compared to those obtained by single-component FA, and it seems that
in Case C the initial guess of c-Langmuir bis obtained by the inverse method were
also fairly reliable. If the underlying assumptions of the fundamental Langmuir equa-
tion are reasonable in this practical application of multi-component adsorption, it is
expected that the values of bi obtained by single-component FA will match those of
the competitive FA [20]. The SMB startup experiment is essentially a competitive
loading test on the SMB columns, and non-ideal competitive adsorption behavior can
be observed that is lost in the single-component FA experiment.
For further validation of estimated c-Langmuir parameters using the PC method
competitive PA was performed. An SMB column was used with 60% water 40%
methanol as mobile phase, flow rate of 2.5 mL min−1, and temperature of 40 ◦C.
The column was equilibrated with five different solutions of C5 and C6 that were
prepared to imitate various internal locations of the SMB unit. A 30 µL injection of
cfeed,C5 = cfeed,C6 = 20 g L
−1 was made at each equilibrium level, and the retention
times of the C5 and C6 peaks were recorded. The results of the PA are summarized
in Figure 6.12 where each equilibrium state is shown as a category on the horizontal
axis. The values of dqi/dci were calculated, based on the method described by [39],
for the experimental results and the model predictions using c-Langmuir parameters
obtained by both the PC method and single-component FA. The values of bC5 and
bC6 obtained by FA were used in the competitive Langmuir isotherm to calculate
dqi/dci at each equilibrium state [57]. The percent deviations shown in Figure 6.12
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∣∣∣∣∣ x 100% (6.3)
where j is the index for the equilibrium condition, exp is the experimental value, and
mod is the model-predicted value of the local derivative of the adsorption isotherm.
Equal values of the Henrys constants were used in the PC and FA model param-
eter sets in order to evaluate the estimates of bi for competitive adsorption. This
result shows that the c-Langmuir model parameters obtained by the PC method can
predict the retention times of perturbation peaks more reliably than the c-Langmuir
parameters measured by single-component FA, especially around the feed concentra-
tion of 34 g L−1 each C5 and C6. Using the solution where cC5 = 34.0 g L
−1 and
cC6 = 34.0 g L
−1, the predicted dqi/dci values using the FA parameters were off by
144% and 114% for C5 and C6 respectively. This means that the assumptions of
the fundamental Langmuir theory, such as one molecule - one site interaction, or no
interaction among adsorbing components, may not hold in this case study.
Another way to test the reliability of the optimal parameter set obtained by the
PC method is to analyze the confidence intervals for each estimated parameter at
95% statistical confidence. In Figure 6.13 the computed confidence intervals for the
Henry’s constants, c-Langmuir parameters and mass transfer coefficients are shown
in each iteration of the PC algorithm for Case C. These statistics were calculated
by the parameter estimation routine in gPROMS, which depend on the specification
of the variance model for experimental measurements discussed in Section 6.2.3. In
general, the confidence intervals decreased from one parameter estimation result to
the next. The values of the confidence intervals for HC5 and HC6 were tight relative
to the parameter values of 2.134 and 3.819 respectively and slight improvement was
observed. The values of the confidence intervals for bC5 and bC6 were also tight relative
to the parameter values of 0.017 and 0.042 L g−1 respectively and slight improvement
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Figure 6.12: Comparison of experimental dqi/dci values to those predicted by c-
Langmuir model parameters obtained by PC method in Case C and single-component
FA for (a) C5 and (b) C6
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were loose relative to the parameter values of 18.7 and 71.5 min−1 respectively. Yet
the confidence interval for kC5 improved significantly from k = 1 to k = 3. This is a
similar trend to that observed in the linear case study discussed in Chapter 5 and the
larger confidence intervals for the mass transfer coefficients are another indication of






































































Figure 6.13: 95% confidence intervals for each SMB model parameter in each itera-
tion of the PC algorithm in Case C
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6.5 Conclusion
The prediction-correction algorithm for nonlinear SMB process development is ex-
tended with isotherm model selection and tested. It is found to be an efficient and
robust algorithm in numerous laboratory experiments with a nonlinear isotherm sys-
tem. In all case studies with cyclopentanone and cyclohexanone the competitive
Langmuir isotherm is distinguished from the linear and single-component Langmuir
models, and the isotherm parameters are determined from SMB startup data. The
parameter values estimated using the PC method are comparable to those obtained
using batch techniques such as moment analysis, inverse methods and frontal anal-
ysis. In one case study the robustness of the PC algorithm is demonstrated where
the operating conditions are corrected from a poor initial point in a single step after
isotherm model selection. The product purities were improved by 8% in the extract
and 30% in the raffinate. In another case study the PC algorithm is shown to con-
verge to optimal operating conditions in only three iterations while maintaining high
purity constraints and increasing the feed throughput of the process by 8%. The PC
algorithm proceeds in an automatic and sequential manner until it terminates so that
an SMB expert is not required to manually tune the SMB operating conditions. It
should be noted that this algorithm is designed to function with any choice of isotherm
model, and up to six model parameters have been simultaneously determined using
the PC method in this study.
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CHAPTER 7
EXPERIMENTAL INVESTIGATION OF OPTIMAL
STARTUP STRATEGIES FOR SMB
7.1 Motivation
In this chapter there is a demonstration of optimal startup operation for SMB chro-
matography. The startup acceleration problem is posed as a piece-wise optimal con-
trol problem and the solution is implemented in a laboratory scale SMB unit to show
that significant reduction in startup time and desorbent consumption is achieved.
The operating principles of SMB chromatography have been presented in Sec-
tion 1.2.1. In this chapter the focus is on transient operation of SMB, where during
startup the concentration profiles of each component are not yet established in the
unit. The goal is to reduce the time it takes for the SMB unit to reach the CSS condi-
tions by manipulating the control variables over time. Usually the SMB products are
discarded when the product concentrations are low. During transient operation the
product concentrations may be too low or the purity may be off-specification. The
time it takes to reach the CSS condition from a clean bed can be quite long when
compared with the total operation time. In some cases, where only a few grams or
kilograms of feed are to be processed by SMB, there may not be enough time for the
SMB unit to reach the CSS condition before shutdown is required.
As discussed by [56], there may be a common scenario in the pharmaceutical
production where the same SMB unit is used to purify small batches of different
mixtures sequentially. In Figure 7.1 there is an illustration of this scenario with a
three-phase production campaign, where the transient SMB operation is taking a
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Figure 7.1: Illustration of normalized product concentration over time for SMB
operated with nominal verses optimal startup control for a three-phase production
campaign
shown by the solid lines in the figure, then the feed can be produced continuously
to meet specifications, even during startup and shutdown, and more feed can be
processed as indicated by the increased area under the dashed curves.
Some other researchers have applied heuristic startup and shutdown strategies
such as pre-loading the columns with feed and having pre-elution, including recovery
of adsorbed products during shutdown. Both numerical simulation and experimental
demonstration of these techniques is shown by Xie et al. [85]. They found that
the startup time of an SMB cascade system could be reduced by pre-loading the
SMB columns with the feed mixture. That is, the feed pump was activated only
to build up the concentration profiles in the unit before the operating conditions
for CSS production were implemented. However, they do not use any model-based
optimization of the control variables during transient operation.
Li et al. [56] presented a systematic startup optimization method using nonlinear
programming. Building on the methodology used by [56], optimal startup controls are
calculated and implemented in a lab-scale SMB unit using a linear isotherm system.
The optimization problem is not yet fully explored, in other words, the solutions
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shown in this work may not be the global optimal control strategy. Yet this work
demonstrates experimentally the feasibility of a model-based optimization approach
to startup acceleration.
This chapter is organized as follows: the methods used in solving the SMB startup
acceleration problem are discussed in Section 7.2, experimental equipment and the
determination of model parameters for a linear isotherm system is discussed in Sec-
tion 7.3, and case studies are presented in Section 7.4 to show that startup acceleration
using model-based optimization is feasible.
7.2 Methodology
The methods used to solve the startup acceleration problem are discussed in this
section. Before solving the startup acceleration problem the SMB unit is optimized
for CSS operation. The following section will show how the CSS optimal operation
is determined, and then the startup acceleration problem will be discussed in detail.
7.2.1 CSS Optimal Operation
The optimal operating conditions for the SMB unit to achieve maximum productivity
with high purity constraints is determined by the PC method which is discussed in
Chapter 5. The steps of the PC algorithm are shown in Section 5.2.
To summarize the PC method, initial SMB model parameters are obtained by
batch experiments on a single HPLC column. The SMB model is described in de-
tail in Section 3.1, and this is used to solve the SMB optimization problem given
by Equation (3.10) in Section 3.2 using the initial model parameters. The optimal
solution from the SMB optimization is implemented in an SMB experiment, and cu-
mulative product concentrations are collected over time during SMB startup. The
SMB model parameters are corrected by solving the parameter estimation problem
given by Equation (5.3) in Section 5.2.5, fitting the SMB experimental data, and
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the SMB is re-optimized using the corrected parameters. This sequence of SMB ex-
periments, followed by parameter estimation and re-optimization, is repeated until
the termination criteria are satisfied. At that point the optimal operating conditions
for CSS operation of the SMB are determined. The results of the PC method for
parameter estimation and SMB optimization are shown in Section 7.3.
7.2.2 Nominal Startup Strategy
In order to demonstrate the advantage of startup acceleration for SMB, nominal
startup is carried out and compared with the accelerated startup strategies. The
nominal startup strategy in SMB operation is to use constant operating conditions
equal to those obtained for CSS optimal operation. This is the typical operating
strategy for SMB because of its simplicity; there is only one set of operating conditions
to implement, and the system will approach the desired CSS performance. However,
nominal startup often results in long startup times with significant consumption of
desorbent, and there is no guarantee that the products collected during startup will
meet the desired specifications of purity or product concentration. In typical SMB
operations, the products are discarded during some cycles of transient operation, and
only the products with high concentration and high purity are collected.
7.2.3 Startup Acceleration Strategy
The idea of startup acceleration is to change the operating conditions of the SMB
unit over time so that the system reaches the optimal CSS performance as soon as
possible. Startup acceleration is essentially an optimal control problem that may be
stated in a straightforward manner as:
min φSA(u(t)) = tstartup (7.1)
s.t. ‖C(t, u(t))− C∗(t)‖2t=tstartup ≤ εSA (7.2)
Equations (3.1) - (3.3), (3.6), (3.7), (3.8)
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where φSA(u(t)) is the objective function for startup acceleration, u(t) is the vector
of control variables as a function of time, tstartup is the startup time, C(t, u(t)) is a
vector of the total internal concentration profile for each component in each column as
a function of time, C∗(t) is a vector of the CSS total internal concentration profile for
each component in each column as a function of time, and εSA is the tolerance for the
difference between the startup concentration profile and the CSS concentration profile.
Initially, C(0) = 0 and as time increases, the SMB model, given by Equations (3.1) -
(3.3), (3.6), (3.7), (3.8), is solved to determine C(t, u(t)). The vector function C∗(t) is
already solved by determining the optimal CSS operation for a given SMB system. To
find the optimal control profile, u∗(t), is not trivial due to PDE constraints of the SMB
model. As discussed by Li et al. [56], this optimization problem is ill-conditioned, and
may not be solved reliably.
Instead of trying to solve the straightforward statement of startup acceleration
given by Equation (7.1), in this work the problem statement is approximated in two
ways. First, the optimal control profile is approximated by a sequence of step-wise
constant operating conditions. This is done by decomposing the startup time horizon
into stages. The decomposition of time horizon is shown schematically in Figure 7.2a,
and the approximation of the control profile is shown in Figure 7.2c. Each stage is
a set of SMB steps where constant operating conditions are used. Therefore, in the
decomposed problem, u(t) = un, t ∈ [tn−1, tn] where un is the vector of operating
conditions for stage n, tn is the time that stage n ends. The second approximation
of the startup acceleration problem statement involves solving the optimization over
decomposed stages of the time horizon. In part (b) of the figure, the time horizon is




, n = 1, 2, . . . , P (7.3)
where τn is the normalized time for stage n, and P is the total number of stages for
the startup period. The decision is made a priori about how many stages will be
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used, and how many steps of SMB operation take place within each stage. The idea
behind these approximations is that only the constant operating conditions for stage
n, un, need to be solved in stage n of the optimization problem.
Therefore, the startup acceleration is decomposed into a sequence of stage-wise
optimization sub-problems where each sub-problem is formulated as:
min φSA,n(un) = tstep,n‖C(1, un)− C∗(1)‖2 + εreg‖un − u∗CSS‖2 (7.4)




Fx ≤ Fmax, x = 1, 2, 3, 4 (7.6)
F1 − F2 ≥ 0, F1 − F4 ≥ 0
F3 − F2 ≥ 0, F3 − F4 ≥ 0
Equations (3.1) - (3.3), (3.6), (3.7), (3.8)
where εreg is a coefficient for the penalty function that should guide the optimizer
to choose the CSS operation conditions, u∗CSS, as the sub-problems are solved stage-
wise. The purity values were defined by Equation (3.11) in Section 3.2. The purity
constraints in these optimization sub-problems are not necessary, yet they are used in
one startup acceleration strategy to preserve the product quality during startup. The
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Figure 7.2: (a) Schematic of startup time horizon decomposed into stages. (b) Nor-
malized time horizon with fixed 4 steps per stage. (c) Piece-wise constant operating
conditions approximating the optimal control profile, u∗(t)
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Overall, the approximated SMB startup problem is solved iteratively following the
algorithm proposed by Li et al. [56]. The steps of the solution algorithm are shown
below:
1. Initialize at n = 1
2. Set number of SMB steps in stage n, initial guess of un, and update initial
concentration profile, Cn(τ = 0) of stage n
3. Solve stage-wise sub-problem given by Equation (7.4) with or without purity
constraints specified
4. Check tolerance of convergence to CSS condition given by Equation (7.2). If
condition is satisfied, then CSS is reached and the algorithm is terminated in
stage n. If condition is not satisfied, then let n = n+ 1, return to Step 2 of the
algorithm, and repeat.
For updates of the initial concentration profile in stage n, the final concentration
profile from stage n− 1 is used. Therefore, Cn−1(τ = 1) = Cn(τ = 0).
For the work presented here, each stage is a cycle of SMB operation consisting
of 4 steps, and this strategy is also used by [56]. However, the decisions about how
many stages for startup and how many steps per stage have not been fully explored
in simulation or in experiment, and remain open questions for further research.
In this work, for the purity constrained startup acceleration sub-problems given
by Equation (7.5), variable purity constraints are used in each stage in order to allow
for some contamination in the extract and raffinate products during the first two
stages of SMB operation, as this allows the concentration profiles in the unit to build
more rapidly. Yet the high-purity constraints are confirmed to be satisfied by the end
of the startup phase of SMB operation.
Each SMB startup sub-problem is solved using the nested, single-discretization
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approach, described in Section 3.2.2. There are no CSS conditions explicit in the sub-
problems, so the number of decision variables is much less than in the simultaneous
optimization methods. The DAE system resulting from single-discretization of the
SMB model is integrated for the time horizon of a single-stage, and the the objective
function and constraints are checked. Each sub-problem was written in gPROMS
and solved using SRQPD, which is described in Section 4.3.2 in an iterative scheme
until the number of stages specified for the startup period are solved. The CSS
concentration profile at the end of a cycle, called C∗(τ = 1), was solved based on
simulation of the SMB model in gPROMS using the optimal CSS operating conditions,
called u∗CSS, which are obtained by the PC method described in the next section. In
this work, the number of startup stages was found to be 4, thus P = 4 and u4 = u
∗
CSS,
following the algorithm proposed by Li et al. [56].
7.3 Experimental
7.3.1 SMB Equipment and System Parameters
The SMB unit, C18 columns, and HPLC equipment used in this work are the same
as those described in Section 5.3.1. In addition, the experimental techniques used
for the PC method in this work are the same as those described in Section 5.3.2.
The components of the feed mixture are uridine, A, and guanosine, B, dissolved in
the desorbent, which is 90% water and 10% methanol. The SMB model parameters
are obtained by the PC method as described in Chapter 5. Two iterations of the
PC method are performed using the SMB unit with eight C18 columns to obtain
the vector of parameter values, θ2, used in this study. The CSS optimal operation
is shown to satisfy the target purity constraints of 95% in the extract and raffinate
products after re-optimizing the SMB with these refined parameters. The initial and
refined parameter values are shown in Table 7.1. The initial parameters, called θ0,
were obtained from pervious SMB experiments with uridine and guanosine following
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the PC mehtod, shown in Table 5.1 detailed in Section 5.4.1.
Table 7.1: Refinement of θ by parameter estimation following the PC method
Parameter Initial, θ0 Refined, θ1 Refined, θ2
HA 0.971 0.901 0.911
HB 2.80 2.58 2.59
kA [min
−1] 52 52 52
kB [min
−1] 81 81 26
The SMB design and model parameters used in the startup acceleration exper-
iments are given in Table 7.2. The nominal operating conditions, u∗CSS, are shown
in Table 7.3. From the given inlet/outlet flow rates, all the flow rates in the SMB
system can be calculated. An SMB experiment using optimal operating conditions is
performed to test the reliability of the model parameters, and the cumulative product
concentration profiles are shown in Figure 7.3. This SMB experiment is performed
using the PC method technique, and the SMB model is shown to predict the exper-
imental behavior quite well, although there is some model mismatch in the raffinate
profile for component A. The model mismatch is probably due to the fact that the re-
fined model parameters, θ2, were obtained using experimental data with eight columns
in the SMB unit, and the experiment shown in Figure 7.3 was performed using four
columns. Yet, the product purities both exceed 95% during CSS operation, and the
feed throughput is relatively high for this lab-scale unit.
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Table 7.2: System parameters for separation of uridine and guanosine
Parameter Value
Overall porosity, εb 0.82
Henry’s constant for uridine, HA 0.911
Henry’s constant for guanosine, HB 2.59
Mass transfer coefficient for uridine, kA [min
−1] 51.7
Mass transfer coefficient for guanosine, kB [min
−1] 26.1
Column diameter, dc [m] 0.01
Column length, L [m] 0.25
Number of columns, ncol 4
Operating temperature, T [◦C] 40
Feed concentration of uridine, cA,feed [mg L
−1] 42.05
Feed concentration of guanosine, cB,feed [mg L
−1] 40.75
Table 7.3: Nominal operating conditions, u∗CSS
Control variable Value
Step time, tstep [min] 3.79
Zone 1 flow rate, F1 [mL min
−1] 7.0∗
Feed flow rate, Ffeed [mL min
−1] 1.46
Extract flow rate, Fext [mL min
−1] 1.91
Raffinate flow rate, Fraf [mL min
−1] 1.58






























































Figure 7.3: Cumulative extract, raffinate, and recycle line concentrations using op-
timal operating conditions in the SMB unit. The model prediction using refined
parameters, θ2, from Table 7.2 is shown
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7.3.2 SMB Startup Experiments
For the SMB startup experiments, the unit is washed with desorbent sufficiently to
equilibrate the columns with the mobile phase. For nominal startup, at t = 0 the
operating conditions are switched to u∗CSS, and the extract and raffinate products
are collected once per cycle for a duration of tstep, so the average concentration over
a step is observed. Based on simulation of the experiment with the SMB model, it
is predicted that the system will take a certain number of cycles to reach the CSS
concentration values. The time to reach the CSS condition for each component in each
product stream is defined using the following equations where relative concentration
changes are checked for each measurement:
tstartupext,i = min{tn :
∣∣∣∣∣cexti,CSS − cexti (n)cexti,CSS
∣∣∣∣∣ ≤ εc,ext,i,∀t ≥ tn} (7.7)







∣∣∣∣∣ ≤ εc,raf,i,∀t ≥ tn}
i = A,B
where tstartupext,i and t
startup
raf,i are the times for component i to reach the CSS condition in
the extract and raffinate products, tn is the time that sample n is measured, c
ext
i (n)
is extract concentration of component i in cycle n, crafi (n) is raffinate concentration
of component i in sample n, cexti,CSS and c
raf
i,CSS are the average concentrations for a
step in the extract and raffinate products for component i at the CSS condition,
εc,ext,i is the tolerance on the concentration of component i in the extract, and εc,raf,i
is the tolerance on the concentration of component i in the raffinate. The CSS
convergence criteria in Equations (7.7) need to be satisfied for all subsequent samples
where t ≥ tn as well. The overall startup time of the SMB process, tCSS, is defined






raf,B }. Therefore, the startup time is limited by the
concentration profile that takes the longest to satisfy the CSS condition.
The tolerances in Equations (7.7) are selected based on the relative concentration
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values of each component either in the extract or raffinate products. This is done
to de-emphasize the convergence of the contaminations in the extract and raffinate
products, which have low concentration and may take significantly longer to reach
the CSS concentration, yet have a minor effect on product purity. During the SMB
startup experiment, the number of cycles that are predicted to satisfy the CSS con-
ditions are sampled, and the CSS conditions are confirmed if there is only a small
change in the product concentrations observed over consecutive cycles.
For the accelerated startup experiments performed in this work, it was fixed a
priori that there would be four stages during startup and four steps, or one cycle,
in each stage. The experiments were carried out as follows: At t = 0 the operating
conditions are switched to u1, the optimal operating conditions determined for Stage
1, solving the startup acceleration problem. For the first cycle of operation there is
no sampling. After cycle 1 is complete, the operating conditions are switched to u2,
and the first sample is taken from the extract and raffinate products during the first
step of the second cycle. The operating conditions are switched to un in stage n, and
the products are sampled once per cycle at the beginning of each cycle. After Stage
4, the CSS optimal operating conditions are used, and sampling continues until the
same number of samples are taken as in the nominal startup experiment.
Taking a sample once per cycle is a somewhat coarse measurement of the SMB
startup time. In other words, it would be better to have more continuous data, mea-
suring the average concentration over each step of the process. As a consequence of
the discrete sampling method, in this work the observed startup times for each exper-
iment have a margin of error equal to plus-or-minus one SMB cycle. Nevertheless, it
may be difficult to take more frequent samples of the extract and raffinate products to
increase sampling continuity using this technique because the various columns in the
SMB may have differing performance, and this could lead to significant differences in
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the observed extract and raffinate products over individual steps of operation. There-
fore, it is more consistent to measure the products during the same step of each cycle,
where the extract and raffiante products are coming from consistent locations in the
SMB.
7.4 Results
In this section the experimental results for nominal startup, accelerated startup with-
out purity constraints, and accelerated startup with purity constraints are presented
and compared in terms of startup time, average product concentration, desorbent
consumption, and cumulative product purities. All results are presented for the SMB
unit and system with parameters given in Table 7.2 shown in Section 7.3.1. First
the experimental data and model predictions for the different startup strategies are
compared. It is of interest to see how well the SMB model can be relied upon for
prediction of startup acceleration and calculation of control profiles.
In Figure 7.4 the experimental data and model-predicted product concentration
profiles (average concentrations over each step of operation) for the nominal startup
strategy are shown. The operating conditions for the nominal startup strategy are
in Table 7.3. It can be seen in the figure how the model prediction follows quite well
the experimental startup process using the nominal strategy. The CSS condition is
confirmed by using Equation (7.7) in Section 7.3.2 with given tolerances. If εc,ext,A =
εc,raf,B = 0.04 and εc,ext,B = εc,raf,A = 0.01, then the startup time using the nominal
strategy is found to be about 170 min. The model predicted that the CSS condition
would be satisfied after about 130 min using the same tolerance values. This indicates
some model mismatch in the prediction of the contaminant profiles in the extract and
raffinate streams. The nominal SMB operating conditions, u∗CSS were also used in
the experiment shown in Figure 7.3, but the cumulative product concentrations were





















































Figure 7.4: Experimental data and model-predicted product concentration profiles
using nominal startup strategy. Operating conditions u∗CSS were used, and model
parameters in Table 7.2 were used for prediction
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In Figure 7.5 the experimental data and model-predicted product concentration
profiles for the accelerated startup strategy without purity constraints are super-
imposed over the nominal startup results. The control variable profiles for the ac-
celerated startup strategy are shown in Figure 7.6. Significant model mismatch is
apparent in Figure 7.5 in the first few cycles of operation, and this is probably be-
cause there are sharp changes in the operating conditions during Stage 1 and Stage 2.
The model prediction does fit the CSS performance and the product concentrations
are built-up rapidly in the SMB unit. If the same tolerances in Equation (7.7) are
used, εc,ext,A = εc,raf,B = 0.04 and εc,ext,B = εc,raf,A = 0.01, then the CSS conditions
are satisfied at around 99 min and this time is close to that predicted by the model for
accelerated startup. The operating conditions used in this strategy cause a significant
contamination in the extract during the first two stages of operation. It may be that
the first two cycles of extract product would need to be discarded or reprocessed later
in order to improve the extract purity using this startup strategy.
In Figure 7.6 the operating conditions for the four stages of startup operation
are shown for the different accelerated startup strategies. These were calculated as
discussed in Section 7.2 for stage-wise startup acceleration. It is apparent that the
operating conditions for the unconstrained startup acceleration, shown in Figure 7.6a,
have sharp changes from one stage to the next. The feed flow rate is increased from
the CSS value by 126% in Stage 1, and then it is reduced dramatically in Stage 2.
Such sharp changes in operation can lead to model mismatch as shown in Figure 7.5.
The operating conditions for startup acceleration with 95% purity constraints, shown
in Figure 7.6b, have smoother changes overall and this can result in more predictable
SMB operation.
In Figure 7.7 the experimental data and model-predicted product concentration
profiles are shown for the accelerated startup strategy with 95% purity constraints































































Figure 7.5: Experimental data and model-predicted product concentration profiles
























































































Figure 7.6: Comparison of SMB operating conditions used for (a) accelerated startup
and (b) accelerated startup with 95% purity constraints satisfied by end of Stage 3
(switching period 12)
133
accelerated startup strategy with purity constraints is shown in Figure 7.6b. It can be
seen in Figure 7.7 how the model prediction fits quite well the experimental behavior,
even in the first few cycles, and this is probably because there are relatively smooth
changes in the operating conditions during the three stages where operating conditions
are switched to achieve startup acceleration. The model prediction fits well the CSS
performance and the product concentrations are built-up rapidly in the SMB unit. If
the same tolerances in Equation (7.7) are used, εc,ext,A = εc,raf,B = 0.04 and εc,ext,B =
εc,raf,A = 0.01, then the CSS conditions are satisfied at around 95 min, and this time
is close to that predicted by the model. The operating conditions used in this strategy
cause some contamination in the extract and raffinate during the first two stages of
operation, yet the product purities are satisfied in the cumulative product tanks after
3 hrs of operation. There is no need to discard any of the products collected in the
initial stages of operation.
In solving the purity constrained startup acceleration, the stage-wise optimization
problem, shown in Equation (7.4), was constrained by variable minimum product pu-
rity constraints in order to allow some contamination in the first stage and accelerate
the startup. In Stage 1, PurityextB,1,min = 85%, and in Stage 2, Purity
ext
B,1,min = 90%,
and in Stage 3, PurityextB,1,min = 95%, which is the threshold purity in the extract at
CSS. The same constraints were set for the raffinate purity of component A, but these
constraints were inactive in each of the three stages of optimization.
The startup times reported in Figures 7.4, 7.5, and 7.7 depend on the tolerance
values selected for CSS convergence in Equation (7.7). In order to show a complete
comparison of the experimental startup times for the three startup strategies, Fig-
ure 7.8 shows the time it takes for each experimental concentration profile to satisfy
the CSS conditions of Equations (7.7) depending on the tolerance values. The time for
each component in the extract stream to reach the CSS condition is denoted tstartupext,i ,
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Figure 7.7: Experimental data and model-predicted product concentration profiles
using accelerated startup strategy with 95% purity constraints superimposed with
nominal startup results
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reach the CSS condition is denoted tstartupraf,i , which depends on εc,raf,i.
From Figure 7.8 it is clear that the startup time generally decreases as the CSS
tolerance is loosened. For the nominal strategy the contamination profiles, extract
A and raffinate B, the startup time is relatively insensitive to εc,ext,A and εc,raf,B,
unless the tolerance is significantly increased. To compare the startup times for each
strategy, there are clearly some values of the tolerance where little-to-no difference is
observed between the accelerated and nominal startup, and there are other tolerance
values where the difference is more than 50% reduction.
In Figure 7.9, there is a comparison of the three startup strategies in terms
of startup time observed experimentally and predicted by the SMB model using
εc,ext,A = εc,raf,B = 0.04 and εc,ext,B = εc,raf,A = 0.01. The startup time can be
expressed in terms of the number of cycles or the absolute time of operation. From
this result, it is apparent that the accelerated startup strategy yields about 42%
reduction in startup time, and the accelerated startup strategy with 95% purity con-
straints yields about 44% reduction in startup time. This improvement allows for
either a longer period of on-spec production using the SMB unit, or a reduced pro-
cessing time for a fixed amount of feed. The accelerated startup strategies with and
without purity constraints had about the same startup time since the CSS conditions
were satisfied within one SMB cycle time of each other. Based on the SMB model
predictions, it was expected that there would be approximately 33% reduction in
the startup time for both acceleration strategies before the experiments were per-
formed. The nominal startup experiment took significantly longer to reach the CSS
condition than predicted by the model. It appears that the model underestimates
the nominal startup time of the real system, although the model is able to predict
the CSS performance of the SMB. There is some model mismatch apparent in the
experimental result shown in Figure 7.3 in Section 7.3.1 which may be compounded
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Figure 7.8: Comparison of experimental results measureing the time to reach CSS
conditions in each profile, text,i and traf,i, for three startup strategies as a function of
the CSS tolerance, εc,ext,i and εc,raf,i, defined by Equation (7.7). Dotted lines indicate
























Figure 7.9: Comparison of startup times observed experimentally and predicted by
the SMB model for different startup strategies. Error bars show plus-or-minus one
SMB cycle time for experimental data and plus-or-minus one SMB step time for
model prediction
pumps and unequal separation performance in the different SMB columns.
In Figure 7.9 there is a margin of error in the measurement of startup times
equal to plus-or-minus 15.2 min (1 cycle). This error margin is due to the infrequent
and discrete sampling strategy used in the SMB startup experiments, and the CSS
conditions may be satisfied at some point between the samples. The margin of error
for the model prediction of startup time is equal to plus-or-minus 3.8 min (1 step),
There is less margin of error in the estimation of the startup time using the simulation
of the experiment with the SMB model, because the model provides concentration
data for each step of operation.
In Figure 7.10 the experimental average product concentrations are compared over
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time for the three startup strategies. The average product concentrations are given
by:












which are approximated using the trapezoidal rule with the experimental data points.
Due to the accelerated startup strategy, the average product concentrations in the ex-
tract and raffinate streams are shown to be increased. The product concentrations in-
crease rapidly in the first few cycles of operation due to average increase of throughput
and decrease of desorbent consumption. The concentrations are about 20% greater in
the accelerated startup, and about 15% greater is the accelerated startup with 95%
purity constraint than in the nominal startup strategy after 100 min of operation.
This can lead to significant cost savings in reduced processing time of fixed amount
of feed, and reduced evaporation cost of solvent recovery from the products after the
SMB processing.
In Figure 7.11, there is a comparison of the three startup strategies in terms of
desorbent consumption over time using the piece-wise constant operating conditions.





where Fdes is the desorbent flow rate. It should be noted from Figure 7.11 that
both accelerated startup strategies require the same desorbent consumption in this
case study. It may be that if there were more stages with frequent switching of
operating conditions, the accelerated startup without purity constraints may save
more desorbent than the purity constrained startup strategy. If the SMB is only
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Figure 7.10: Comparison of average product concentrations over time for the three
startup strategies. Component B is concentrated in the extract, and component A is




























Figure 7.11: Comparison of desorbent consumption over time for different startup
strategies. The two accelerated strategies have nearly the same desorbent consump-
tion profile
in desorbent consumption. This can result in significant cost savings if an organic
solvent is used in the mobile phase or there is a high turnover frequency with the
SMB equipment.
In Figure 7.12, there is a comparison of the three startup strategies in terms of
product purities accumulated during startup observed experimentally and predicted
by the SMB model. The product purities were measured in the collected product
tanks after 3 hrs of operation assuming none of the product is discarded. The target
purities were 96% A in the raffinate, and 96% B in the extract product with a 1%
safety margin. The accelerated startup strategy had no purity constraints in the
optimization problem, and the extract purity was not horrible, but the target purity
was not reached in the extract product after 3 hrs of startup operation. Therefore, if
this accelerated startup strategy is used, the first cycle or two of product should be
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Figure 7.12: Comparison of product purities accumulated over 3 hrs of startup
operation observed experimentally and predicted by the SMB model for different
startup strategies. The target product purities were 96% A in raffinate, and 96% B
in extract
to have to discard or reprocess the off-spec extract product for the first cycle or two
of startup. On the other hand, startup acceleration with purity constraints does
not have the same drawback, and high purity values were maintained over 3 hrs of
operation. Therefore, even though the products collected in the first cycle or two are
off-spec, after a few more cycles the purity is re-established in the product tank and
no products need to be discarded during startup. In a nonlinear isotherm system,
there may be violations in the product purities during startup even using nominal
operation, as was reported in [56]. In this case study with a linear isotherm system,
the nominal startup strategy maintains high purity values even during startup.
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7.5 Conclusion
It has been shown experimentally that the startup time for a real SMB unit can
be significantly reduced by solving model-based startup optimization problems using
the SMB model developed from the PC method. The startup acceleration without
constraints on purity was shown to be successful at reducing the startup time by about
42% although there was model mismatch in the first few cycles of operation, and there
was significant contamination in the extract product. On the other hand, the startup
acceleration strategy with 95% purity constraints was also successful at reducing the
startup time by about 44%, and the model matched the experimental data quite
well, and the product purities were both above 96% after 3 hrs of operation. Using
a relatively simple startup acceleration strategy of three stages of different operating
conditions can yield significant cost savings in terms of decreased processing time,
increased average product concentrations, and decreased desorbent consumption. It
may be possible to gain further marginal improvements in the startup acceleration
if more stages are employed more frequently, i.e. every other step during startup.
However, the implementation of such frequent switching of operating conditions would
introduce more risk to the process.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
8.1 Conclusions
The results presented in this thesis have met the three main objectives stated in
Chapter 2:
1. Provide framework for systematic decision-making between rival gas phase ad-
sorption processes for the same separation problem
2. Streamline the process development methodology for SMB chromatography
through simultaneous modeling and optimization
3. Demonstrate the optimization of transient operation of SMB processes for sig-
nificant cost savings
In the investigation of SMB and PSA processes for the gaseous separation of enan-
tiomers by multi-objective optimization, there is a systematic framework developed
for making decisions about which process to use. Basically, there is a trade-off that
exists in choosing the classical SMB or PSA operations. It has been found that the
SMB process achieves high recovery which can be greater than 99%, while the recov-
ery using 4-step PSA considered in this work remains relatively low. Nevertheless, the
higher throughput of the PSA process can be a significant advantage for inexpensive
feed mixtures. Even at reduced recovery, the productivity of the target component
can be greater in PSA than the maximum productivity possible in SMB. Also, the
PSA process features a low desorbent-to-feed ratio compared to SMB and this is also
economically advantageous if the product concentration must be high or desorbent
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cost cannot be neglected. The two processes were modeled using the same fundamen-
tal transport, kinetic, and thermodynamic models, with the same model parameters,
and the same optimization method with the same constraints was used to compare
the processes on a fair basis.
For the enantiomer separation of enflurane in particular, it is found that gas
phase SMB is a good option to produce both R- and S -enflurane with high purity
and recovery simultaneously. The same chiral stationary phase can be used to capture
both enantiomers in a pure form that can be used for clinical trials to determine the
efficacy of each enantiomer as a general anesthetic. If large scale production of a
single-enantiomer is desired, the PSA may achieve greater productivity of a single-
enantiomer from the racemic mixture.
The second objective is satisfied by the work on prediction-correction (PC) method
presented in Chapters 5 and 6. The PC algorithm for SMB process development has
been proposed and tested for both linear and nonlinear systems with the inclusion
of a model selection step so that the SMB process is systematically modeled and
optimized simultaneously. The PC algorithm was found to be efficient in numerous
laboratory experiments with both linear and nonlinear isotherm systems. In two case
studies of convergence, the algorithm was terminated in only two switches of the op-
erating conditions while maintaining high purity constraints and maximizing the feed
throughput. In other case studies of robustness the product purities were improved
by about 30% in a single step for the linear and nonlinear systems when the initial
model parameter estimates or initial isotherm model were poor. The PC algorithm is
designed to proceed in an automatic and sequential manner until it terminates itself
so that an SMB expert is not required to manually tune the SMB operating condi-
tions. It should also be noted that this algorithm is designed to function with any
choice of the isotherm model, with the possibility of updating the isotherm model sys-
tematically during the procedure. Overall, the PC method can be a reliable process
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development strategy that may take only hours to arrive at the optimal operating
conditions for a new separation problem. Meanwhile, the conventional methods for
SMB process development, with more careful characterization of adsorption behavior
using batch experiments, and manual tuning of the SMB unit, can take days and
weeks.
The third objective is met because it is shown that the startup time for a real
SMB unit can be significantly reduced by solving model-based startup optimization
problems using the SMB model developed from the PC method. The SMB model pa-
rameters were obtained following the PC method, and the model-prediction is reliable
enough to solve the stage-wise optimization problem and implement the piece-wise
constant control profiles in the SMB. The startup acceleration without constraints
on purity was shown to be successful at reducing the startup time by about 42%
although there was model mismatch in the first few cycles of operation, and there
was significant contamination in the extract product. On the other hand, the startup
acceleration strategy with 95% purity constraints was also successful at reducing the
startup time by about 44%, and the model matched the experimental data quite well,
and the product purities were both above 96% after 3 hrs of operation. Using a rel-
atively simple startup acceleration strategy of three stages with different operating
conditions can yield significant cost savings in terms of decreased processing time,
increased average product concentrations, and reduced desorbent consumption.
The startup acceleration results that are presented in Chapter 7 are conservative
because the operating conditions were not switched more than three time during the
startup operation, and the model prediction was not as reliable as it could be. The
SMB model parameters used to solve the startup acceleration problems were obtained
by performing the steps of the PC algorithm on a different system configuration. In
particular, eight columns were used in the SMB for two iterations of the PC method,
and then the estimated parameters were used to optimize a four column configuration
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which is presented in this work. It may be possible to obtain more reduction in the
SMB startup time with a more reliable set of model parameters, even using the same
basic startup acceleration strategies.
Overall, this work shows that model-based optimization strategies can be suc-
cessfully applied in practice to make systematic decisions regarding the separation
problems that were studied. The optimization problems that were considered solve
for cyclic steady state operating conditions, model parameter values through data-
fitting, and optimal control profiles for transient operation. In comparing processes
through multi-objective optimization, the trade-off between productivity and purity
of products can be clearly seen. Thus, depending on the production goals, the favored
process may be clearly determined by analyzing the optimization results. Therefore,
as efforts are made to improve the prediction of physical phenomena through mod-
eling, and the optimization tools and computation power are ever-improving, there
will continue to be more application areas of model-based optimization for systematic
decision-making in industry.
8.2 Future Work
After surveying the work done in this thesis, there are some open questions and
opportunities for future research projects.
8.2.1 Separation of Gaseous Enantiomers Via Adsorption Processes
Some of the extensions of this work on the separation of gaseous enantiomers are
already underway. In this project, which is discussed on Chapter 4, there will be ex-
perimental work where samples of enflurane racemate are obtained from a hospital in
Magdeburg, Germany, and gas chromatographic separations are performed to provide
enantiomerically pure anesthetics for some clinical trials. Yet the chiral stationary
phase for this project is still under development.
There are other aspects of this project dealing with rival separation processes
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that were limited in this thesis and may be explored further. Although there is a pre-
sentation of systematic decision-making procedures using model-based optimization
in this work, certain decision variables are fixed in the formulation of the optimiza-
tion problems. For example, there is no work performed here on the optimization
of equipment size or mobile phase composition or operating temperature, etc. for
SMB or PSA units. There is also no discussion of superstructure optimization for the
processes in question; that is the number of columns, adjustments of flow rates and op-
erating strategies, such as PowerFeed and ModiCon strategies for SMB, and pressure
equalization steps for PSA, were not considered. Only the base-case system config-
urations and operating strategies which are typically used in the chemical industry
are considered for the various separation problems. There are others who have solved
superstructure optimization problems to discover the best column configurations and
operation strategies for SMB, PSA, and other adsorption processes [45, 49, 61] but
these have not been compared for the same gaseous separation problem. In addi-
tion to this, there may be further investigations of hybrid systems. For example, the
hybrid SMB-PSA unit proposed by [51] may be investigated using multi-objective op-
timization to see any performance improvements for gaseous enantiomer separation.
Furthermore, there may be interesting hybrid units to investigate in model-based
optimization studies involving SMB-membrane and PSA-membrane processes.
8.2.2 SMB Process Development Using the PC Method
There are some additional experimental case studies where the PC method has been
applied by others to develop optimal SMB operating conditions for a new mixture.
For example, the PC method has been used to optimize an SMB unit for binary sugar
separations, although using a different parameter estimation strategy [73]. In that
work some SMB operating strategies were derived from the superstructure optimiza-
tion of SMB units [45]. The PC method is also being applied to optimize an SMB
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unit for ternary sugar separations, although with a different parameter estimation
strategy. In that work some unique SMB operating strategies that are derived from
superstructure optimization of SMB units for ternary separation are being used [7].
Ternary separations remain a significant challenge in separations technology.
There are some aspects of the PC method that deserve to be further explored.
All of the separation problems considered in this work are binary systems. There is
currently work underway to model and optimize SMB separations with ternary mix-
tures, however, these applications are not discussed in this thesis [7]. The method-
ology described in this thesis for process modeling and optimization is applicable to
multi-component systems, and the results presented in this thesis perhaps may be
generalized for multi-component systems. In addition, there may be other isotherm
models, such as the Toth isotherm, or transport models, such as the general rate
model, that can be used to fit experimental data from the SMB unit. The computa-
tional methods may be investigated further to minimize the computational effort for
SMB optimization and parameter estimation in each iteration of the PC algorithm.
Also, it may be desired to design a specific SMB experiment in the first iteration
of the PC method that will maximize the usefulness of the concentration data for
estimating model parameters using design of experiments.
8.2.3 Optimal Startup Operation for SMB
In the startup acceleration project, there are still some interesting open questions,
such as applications for nonlinear isotherm systems and increased number of stages,
that can be explored after the experimental proof of concept shown in this work. It
may be shown that the nominal startup takes a significantly long time to reach the
CSS conditions, and through model-based optimization, the startup may be dramati-
cally shortened. Also, if more stages are employed in the early SMB cycles with more
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frequent switching of the operating conditions, the startup may be further acceler-
ated with additional cost savings on increased product concentrations and reduced
desorbent consumption. There may also be other optimization problem formulations
for optimal transient operation scenarios for SMB that can be further investigated.
For example, in a scenario where there is a fixed amount of feed to be processed by
an SMB unit, an alternative optimal control problem may be written as:












0 ≤ Fx ≤ Fmax, x = 1, 2, 3, 4
F1 − F2 ≥ 0, F1 − F4 ≥ 0,
F3 − F2 ≥ 0, F3 − F4 ≥ 0
Equations (3.1) - (3.3), (3.6), (3.7), (3.8)
where u(t) is the vector of SMB control variables that vary with time, ρfeed is the
density of the feed mixture and Mfeed is the mass of feed mixture to be processed.
In other words, the problem is to minimize the time to separate the feed mixture
subject to some minimum product purity constraints. This problem may be used to
find an optimal SMB operating strategy where the system does not reach any CSS
conditions before the feed is all processed and the SMB unit can be shutdown.
In addition to this, the optimal shutdown strategy proposed by Li et al. [56] can
be verified by some additional experimental work with the SMB unit.
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APPENDIX A
DEFINITIONS OF PERFORMANCE MEASURES FOR
SMB AND PSA
This appendix will show how the performance measures of throughput, productiv-
ity and desorbent-to-feed ratios are calculated in the comparison of SMB and PSA
processes. Some sample calculations will also be shown for clarity.
A.1 Throughput
Feed throughput is defined as the mass of feed mixture supplied per unit time per
unit volume of adsorbent in the SMB or PSA configuration. For the gas phase SMB





where P is the total pressure, vs,feed is the superficial velocity of the feed, Acol is
the column cross-sectional area, MWave is the average molecular weight of the feed
mixture, R is the gas constant, T is the temperature, ncol is the number of columns
in the SMB unit, Vcol is the column volume, and εb is the overall porosity of the
packed bed. This equation was used to calculate the throughput values at each
optimal solution of the Pareto plot shown in Figure 4.7 for the SMB unit. A sample
calculation is performed by plugging the values given in Table A.1 into Equation (A.1).
Using those values the throughput for SMB is found to be 5.0 gfeed day
−1 cm−3 after
applying the proper conversion factors.






Table A.1: System parameters at SMB optimal point with 99% raffinate purity and















Table A.2: System parameters at PSA optimal point with 99% raffinate purity and















where PH is the high pressure during adsorption step, and ρads is the ratio of time for
adsorption, tads, to the time for a cycle, tcycle. This equation was used to calculate
the throughput values at each optimal solution of the Pareto plot shown in Figure 4.7
for the PSA unit. A sample calculation is performed by plugging the values given in
Table A.2 into Equation (A.2). Using those values the throughput for PSA is found
to be 16.6 gfeed day
−1 cm−3 after applying the proper conversion factors.
A.2 Productivity
Productivity is defined as the mass of target product produced per unit time given
the SMB or PSA configuration. For the gas phase SMB unit the productivity of
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where ThroughputSMB is given by Equation (A.1), yA,feed is the mole fraction of
component A in the feed, MWA is the molecular weight of component A, Recovery
raf
A
is given by Equation (4.14). Therefore, the productivity depends on both the feed
throughput and the target recovery of the process. This equation was used to calculate
the productivity values at each optimal solution of the Pareto plot shown in Figure 4.8
for the SMB unit. A sample calculation is performed by plugging the values given
in Table A.3 into Equation (A.3). Using those values, the productivity for an SMB
unit with 4 columns is found to be 218 gA day
−1 after applying the proper conversion
factors.
For PSA the productivity of component A, is written as:
ProductivityPSA,A = ThroughputPSA × yA,feed
MWA
MWave
× RecoveryrafA × Vcol(1− εb)
(A.4)
where ThroughputPSA is given by Equation (A.2), and Recovery
raf
A is given by Equa-
tion (4.16). This equation was used to calculate the productivity values at each
optimal solution of the Pareto plot shown in Figure 4.8 for the PSA unit. A sample
calculation is performed by plugging the values given in Table A.4 into Equation (A.4).
Using those values, the productivity for a PSA unit with a column volume equivalent
to the SMB system is found to be 167 gA day
−1 after applying the proper conversion
factors.
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Table A.3: System parameters at SMB optimal point with 99% raffinate purity and













Table A.4: System parameters at PSA optimal point with 99% raffinate purity and














The desorbent-to-feed ratio, or D/F ratio, is defined as the volume of desorbent
supplied over the volume of feed supplied to the SMB or PSA systems. For the gas





where vs,des is the superficial gas velocity of the desorbent. The D/F ratios are
calculated using all the optimal operating conditions for SMB in the Pareto plot
shown in Figure 4.9. In fact, for all of the optimal SMB operating conditions, vs,des
was nearly constant at 4.6 cm sec−1.





where Ppress is the average pressure during the pressurization step, which is the aver-
age of PH and PL, where PL is the low pressure during the purge step, vs,press is the
average superficial velocity of the desorbent supplied during the pressurization step,
ρpress is the ratio of tpress to tcycle, vs,purge is the superficial velocity of the desorbent
supplied during the purge step, and ρpurge is the ration of tpurge to tcycle. This equa-
tion was used to calculate the D/F values at each optimal solution of the Pareto plot
shown in Figure 4.9 for the PSA unit. A sample calculation is performed by plugging
the values given in Table A.5 into Equation (A.6). Using those values, the D/F ratio
for a PSA unit is found to be 0.343, which is quite low compared to the SMB unit.
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Table A.5: System parameters at PSA optimal point with 99% raffinate purity and
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[52] Küpper, A., Wirsching, L., Diehl, M., Schloder, J. P., Bock, H. G.,
and Engell, S., “Online identification of adsorption isotherm in smb processes
via efficient moving horizon state and parameter estimation,” Comput. Chem.
Eng., vol. 34, pp. 1969–1983, 2010.
[53] LaCava, A. and McKeigue, K., “Continuous pressure difference driven ad-
sorption process,” Jan. 30 1996. US Patent 5,487,775.
[54] Langel, C., Grossmann, C., Jermann, S., Mazzotti, M., Morari, M.,
and Morbidelli, M., “Experimental optimizing control of the simulated mov-
ing bed separation of trogers base enantiomers,” Ind. Eng. Chem. Res., vol. 49,
no. 23, pp. 11996–12003, 2010.
[55] Lehoucq, S., Verheve, D., Wouwer, A. V., and Cavoy, E., “Smb
enantioseparation: Process development, modeling, and operating conditions,”
AIChE J., vol. 46, pp. 247–256, 2000.
[56] Li, S., Kawajiri, Y., Raisch, J., and Seidel-Morgenstern, A., “Opti-
mization of startup and shutdown operation of simulated moving bed chromato-
graphic processes,” J. Chromatogr. A, vol. 1218, pp. 3876–3889, 2011.
[57] Lisec, O., Hugo, P., and Seidel-Morgenstern, A., “Frontal analysis
method to determine competitive adsorption isotherms,” J. Chromatogr. A,
vol. 908, no. 1, pp. 19–34, 2001.
[58] Mazzotti, M., Storti, G., and Morbidelli, M., “Optimal operation of sim-
ulated moving bed units for nonlinear chromatographic separations,” J. Chro-
matogr. A, vol. 769, pp. 3–24, 1997.
[59] Meinwald, J., Thompson, W., Pearson, D., König, W., Runge, T., and
Francke, W., “Inhalational anesthetics stereochemistry: optical resolution of
halothane, enflurane, and isoflurane,” ChemInform, vol. 22, no. 20, 1991.
[60] Migliorini, C., Mazzotti, M., and Morbidelli, M., “Simulated moving
bed units with extra-column dead volume,” AIChE J., vol. 45, pp. 1411–1421,
1999.
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