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ZETA FUNCTIONS OF PERIODIC CUBICAL LATTICES AND
CYCLOTOMIC-LIKE POLYNOMIALS
YASUAKI HIRAOKA, HIROYUKI OCHIAI, AND TOMOYUKI SHIRAI
Abstract. Zeta functions of periodic cubical lattices are explicitly derived by comput-
ing all the eigenvalues of the adjacency operators and their characteristic polynomials.
We introduce cyclotomic-like polynomials to give factorization of the zeta function in
terms of them and count the number of orbits of the Galois action associated with each
cyclotomic-like polynomial to obtain its further factorization. We also give a necessary
and sufficient condition for such a polynomial to be irreducible and discuss its irreducibil-
ity from this point of view.
1. Introduction
Let K be an abstract simplicial complex over the set K0 = {1, . . . , q} of vertices, where
we assume that the empty set ∅ is an element of K, i.e., K−1 = {∅}. We denote the set of
k-simplices and the k-dimensional skeleton of K by Kk and K
(k)(= ⊔ki=−1Ki). For each
simplex σ ∈ K, |σ| denotes the number of vertices in σ, and similarly, |S| denotes the
cardinality of a finite set S.
Let n = (n1, . . . , nq) ∈ Nq be a fixed vector of natural numbers with ni ≥ 2 for all
i ∈ K0. We write |n| =
∏q
i=1 ni. For each i ∈ K0, let
I◦i := {[0, 1], [1, 2], . . . , [ni − 1, 0]}, P◦i := {[0, 0], [1, 1], . . . , [ni − 1, ni − 1]}
be the collections of intervals in R/niZ, where the elements of P◦i are degenerated intervals.
For each simplex σ ∈ K, we set a collection of |σ|-dimensional elementary cubes by
Yσ = {I1 × · · · × Iq : Ii ∈ I◦i if i ∈ σ; Ii ∈ P◦i otherwise}.
Then, we define the d-cubical lattice Y (d) over K by
Y (d) =
d⊔
k=0
Yk, Yk =
⊔
σ∈Kk−1
Yσ
for d ≤ q. We also write Y = Y (q). When we need to specify the side lengths n, we
write Y = Y (n). We refer to an element in Yk as a k-cube. The cubical lattice Y is
realized in the q-dimensional torus Tq. For more explanation about elementary cubes
(and also cubical homology), we refer the reader to [4]; in particular, see subsection 2.1.1.
for elementary cubes.
A closed path in Y (d) is an alternating sequence c = (τ0, σ0, τ1, σ1, . . . , τn−1, σn−1) of
(d − 1)-cubes (τi)n−1i=0 and d-cubes (σi)n−1i=0 such that τi 6= τi+1 and τi+1 ⊂ σi ∩ σi+1 for all
i ∈ Zn := Z/nZ. Note that τ0 ⊂ σn−1 ∩ σ0. The length of a closed path c, denoted by
|c|, is the number of d-cubes (also (d − 1)-cubes) in c. We say that a closed path c is
a closed geodesic if there is no back-tracking, i.e., σi 6= σi+1 for all i ∈ Z|c|. We denote
by cm the m-multiple of a closed geodesic c, which is formed by m repetitions of c. If
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a closed geodesic c is not expressed as an m-multiple of a closed geodesic with m ≥ 2,
then c is said to be prime. Two prime closed geodesics are said to be equivalent if one
is obtained from the other through a cyclic permutation. An equivalence class of prime
closed geodesics is called a prime cycle. The length of a prime cycle p is the length of a
representative and is denoted by |p|. The (Ihara) zeta function of a finite cubical lattice
is defined as follows.
Definition 1.1. For u ∈ C with |u| sufficient small, the (Ihara) zeta function of the
d-skeleton Y (d) of a cubical lattice Y is defined by
ζY (d)(u) =
∏
p∈Pd
(1− u|p|)−1,
where Pd is the set of prime cycles of Y
(d). In particular, we write ζY (u) for ζY (q)(u).
Although zeta functions can be defined in this manner for any cubical (simplicial)
complexes, in the present paper, we only consider zeta functions for the cubical lattice Y
with the complete complex K, which includes all the subsets of K0.
By symmetry, we have ζY (d)(u) = ζY (q−d+1)(u) for d = 1, 2, . . . , q (see Remark 3.6).
For d = q, q − 1 (and hence, by symmetry, for d = 1, 2, respectively), we have explicit
factorizations of the zeta functions defined above.
Theorem 1.2. Let Y be the periodic q-cubical lattice with side lengths n = (n1, n2, . . . , nq).
Then, for d = q,
ζY (u)
−1 = (1− u2)(q−1)|n|
n1∏
k1=1
· · ·
nq∏
kq=1
{
1− 2u
q∑
i=1
cos
2πki
ni
+ (2q − 1)u2
}
and for d = q − 1,
ζY (q−1)(u)
−1 = (1− u)κ|n|(1 + 3u)γ|n| ×
n1∏
k1=1
· · ·
nq∏
kq=1
F up1 (u,k).
Here k = (k1, . . . , kq), κ = q(3q − 5)/2, γ = q(q − 3)/2 and
F up1 (u,k) =
q∑
ℓ=0
(2− ℓ)2ℓ−1eℓ(w)
{
1− 2u
q∑
i=1
cos
2πki
ni
+ 3(2q − 3)u2
}q−ℓ
uℓ,
where eℓ(t) is the kth elementary symmetric polynomial in t = (t1, . . . , tq), and w =
(2 + 2 cos 2πki
ni
)qi=1.
In principle, the expression of ζ−1
Y (d)
for arbitrary d can be obtained using Theorem 3.5.
Let Y = Y (n) be the periodic cubical lattice with side lengths n = (n1, . . . , nq). Then,
for |u| < 1,
lim
n1,...,nq→∞
−1
|n| log ζY (u)
= (q − 1) log(1− u2) +
∫
[0,1]q
log
(
1− 2u
q∑
i=1
cos 2πθi + (2q − 1)u2
)
dθ1 · · ·dθq.
Note that the second term on the right-hand side is the logarithmic Mahler measure of
the Laurant polynomial 1+(2q−1)u2−u∑qi=1(zi+z−1i ) ∈ C[z1, z−11 , . . . , zq, z−1q ] (cf. [2]).
It is known that as u → 1, the second term converges to 0 and −4G/π for q = 1 and 2,
respectively, where G is the Catalan number defined by G =
∑∞
k=0(−1)k/(2k + 1)2.
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The zeta function given in Theorem 1.2 can be written as a product of cyclotomic-like
polynomials with integer coefficients. Let
(1.1) J1 = J2 = {1}, Jd = {j ∈ N : j < d/2, gcd(j, d) = 1} for d ≥ 3,
and then
|Jd| = ϕ˜(d) :=
{
ϕ(d)/2 for d ≥ 3,
1 for d = 1, 2,
where ϕ is the Euler function, i.e., ϕ(d) is the cardinality of {j ∈ N : j ≤ d, gcd(j, d) = 1}.
The set Jd can be regarded as a set of representatives of (Z/dZ)
×/ ∼, where ∼ is the
equivalence relation with respect to the involution ι : (Z/dZ)× → (Z/dZ)× defined by
ι(k) = d− k mod d.
For d = (d1, . . . , dq) ∈ Nq, we define the following homogeneous polynomial of x and y
of degree
∏q
i=1 ϕ˜(di):
Ψd(x, y) :=
∏
j1∈Jd1
· · ·
∏
jq∈Jdq
(
x− 2y
q∑
i=1
cos
2πji
di
)
.
Then, it is seen that Ψd(x, y) ∈ Z[x, y] (Proposition 4.4), and in particular, for q = 1,
Ψd(x, y) is irreducible for any d ∈ N (Lemma 4.1) (cf. [7]). Although Ψd(x, y) may be
reducible for general d unless q = 1, if d = (d1, . . . , dq) are relatively prime, then Ψd is
irreducible (Corollary 4.5).
Using the polynomials Ψd, we can factorize the zeta functions as follows.
Corollary 1.3. Let Y be the periodic q-cubical lattice with side lengths n = (n1, n2, . . . , nq).
Then,
ζY (u)
−1 = (1− u2)(q−1)|n|
∏
d|n
Ψd(1 + (2q − 1)u2, u)ǫ(d),
where d|n means di|ni for all i = 1, 2, . . . , q and ǫ(d) = 2k with k = #{1 ≤ i ≤ q : di ≥ 3}.
For d = (d1, . . . , dq), let V = Vd = {j ∈ {1, 2, . . . , q} : dj ≥ 3}. We define a graph
Γ(V ) obtained from V by adding an unoriented edge between each pair of distinct i and
j satisfying gcd(di, dj) ≥ 3. We denote by β˜0(Γ(V )) the 0th reduced Betti number, i.e.,
one less than the number of connected components of Γ(V ). We understand β˜0(Γ(∅)) = 0
when V = ∅. Then we have the following.
Theorem 1.4. For d = (d1, d2, . . . , dq), let N = d1 · · · dq and denote the number of
(Z/NZ)×-orbits in Jd1×· · ·×Jdq by orb(d), where the (Z/NZ)× acts on Jd1×· · ·×Jdq as
the component-wise mulitiplication, i.e., a · (j1, . . . , jq) := (aj1, . . . , ajq) for a ∈ (Z/NZ)×.
Then,
orb(d) =
∏q
i=1 ϕ˜(di)
ϕ˜(lcm(d1, d2, . . . , dq))
× 2β˜0(Γ(Vd)).
While the above is the general form for the number of orbits, in certain special cases,
this is greatly simplified as seen below.
Example 1.5. (i) For q = 2, orb(d1, d2) = ϕ˜(gcd(d1, d2)).
(ii) For d1 = d2 = · · · = dq = d, orb(d) = ϕ˜(d)q−1.
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Next, for the purpose of factorizing Ψd(x), we introduce a new polynomial. For a subset
O ⊂ Jd1 × · · · × Jdq , we define
(1.2) Ψd(x;O) :=
∏
(j1,...,jq)∈O
(
x− 2
q∑
i=1
cos
2πji
di
)
.
It is obvious that this function has the following multiplicativity for the disjoint union:
Ψd(x;O1 ⊔O2) = Ψd(x;O1)Ψd(x;O2).
From Theorem 1.4, we obtain the following factorization.
Corollary 1.6. Let ⊔orb(d)i=1 Oi be the decomposition of Jd1×· · ·×Jdq into (Z/NZ)×-orbits.
Then,
(1.3) Ψd(x) =
orb(d)∏
i=1
Ψd(x;Oi).
The degree of each Ψd(x;Oi) ∈ Z[x] is ϕ˜(lcm(d1, . . . , dq))2−β˜0(Γ(Vd)).
The polynomials Ψd(x;Oi) may themselves be reducible. A complete characterization
of the irreducibility of Ψd(x;Oi) remains open so far. Further discussion of this point is
given in Section 4.
This paper is organized as follows. In Section 2, we compute the eigenvalues of adja-
cency operators and Laplacians defined on the periodic cubical lattice. In Section 3, we
recall the results for zeta functions of hypergraphs, and we present the results for cubical
complexes in the cases d = q, q− 1. In Section 4, we prove Theorem 1.4 and give a condi-
tion for Ψd(x;O) to be irreducible (Proposition 4.4). Also, we give further discussion of
factorization and present some observations for the case q = 2.
2. Eigenvalues for periodic cubical complexes
2.1. Eigenvalues of adjacency matrices. The set Yd = ⊔σ∈Kd−1Yσ of d-cubes (i.e.,
|σ| = d) can be regarded as the set Kd−1 × Zn1 × · · · × Znq if we identify the intervals
Ii = [vi, vi + 1] ∈ I◦i and Ii = [vi, vi] ∈ P◦i with the points vi ∈ Zni as follows:
Yd =
⊔
σ∈Kd−1
{I1 × · · · × Iq ⊂ Tq : Ii ∈ I◦i if i ∈ σ; Ii ∈ P◦i otherwise}
∼= {(σ, v1, . . . , vq) : σ ∈ Kd−1, vi ∈ Zni for i ∈ K0}.
Here, note that |Yd| =
(
q
d
)|n|.
We write V := Zn1 ×· · ·×Znq . For d = 0, 1, . . . , q, the space Cd(Y ) of d-cochains on Y
is regarded as Cd(Kd−1×V ), the space of functions on Kd−1×V , under the identification
introduced above. We continue to make this identification below although we use the
notation Cd(Y ).
Now, we define the incidence operator Md : C
d(Y )→ Cd+1(Y ) by
Mdf(η,v) =
∑
j∈η
{f(ηj,v) + f(ηj, Sjv)} for η ∈ Kd,
where ηj = η \ {j}, v = (v1, . . . , vq) ∈ V and Sjv = (v1, . . . , vj + 1, . . . , vq). Equivalently,
we can write Md as
Mdf(η,v) =
∑
σ∈Kd−1:σ⊂η
{f(σ,v) + f(σ, Sη\σv)} for η ∈ Kd.
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The matrix representation of Md is nothing but the incidence matrix between Yd and
Yd−1. The dual operator M
∗
d : C
d+1(Y )→ Cd(Y ) of Md with respect to the inner product
(2.1) 〈f, g〉Cd(Y ) := |V |−1
∑
σ∈Kd−1
∑
v∈V
f(σ,v)g(σ,v)
is given by
M∗d f(σ,v) =
∑
η∈Kd:η⊃σ
{f(η,v) + f(η, S−1η\σv)} for σ ∈ Kd−1.
Let Zˆnj be the character group of Znj . An element zj of Zˆnj is expressed as zj =
exp(2π
√−1kj/nj) for some kj ∈ Znj . We write Vˆ := Zˆn1×· · ·×Zˆnq . For z = (z1, . . . , zq) ∈
Vˆ , we consider a subspace Cd
z
of Cd(Y ) defined by
Cd
z
:= Cd
z
(Y ) := {f ∈ Cd(Y ) : Sjf = zjf for any j ∈ K0},
where Sjf(σ,v) := f(σ, Sjv). It is clear that dimC
d
z
= |Kd−1| =
(
q
d
)
, and Cd
z
and Cd
w
are
orthogonal unless z = w. Hence, we have the orthogonal decomposition
Cd(Y ) =
⊕
z∈Vˆ
Cd
z
.
For z = (z1, . . . , zq) ∈ Vˆ , we also consider the map Uz : Cd(Kd−1)→ Cdz(Y ) defined by
Uzf(σ,v) = f(σ)z
v (σ ∈ Kd−1, v ∈ V ),
where zv =
∏q
j=1 z
vj
j . Then, it is easy to see that 〈Uzf, Uzg〉Cd(Y ) = 〈f, g〉Cd(Kd−1), i.e.,
Uz is unitary. The inverse map U
−1
z
: Cd
z
(Y ) → Cd(Kd−1) is the finite Fourier transform
given by
(U−1
z
f)(σ) =
1
|V |
∑
v∈V
f(σ,v)z−v for σ ∈ Kd−1.
Since f(σ,v) ∈ Cd
z
, we see that (U−1
z
f)(σ) = f(σ, 0).
Lemma 2.1. For d = 0, 1, . . . , q − 1, the operator Md (also M∗d ) preserves each fiber of
z, i.e., MdC
d
z
⊂ Cd+1
z
(also M∗dC
d+1
z
⊂ Cd
z
).
Proof. It is easily verified. 
The restriction Md on each fiber z is called the twisted operator of Md and denoted by
Md(z). Thus, we have the following direct sum decomposition:
Md = ⊕z∈VˆMd(z) :
⊕
z∈Vˆ
Cd
z
→
⊕
z∈Vˆ
Cd+1
z
.
The situation for M∗d : C
d+1(Y )→ Cd(Y ) is similar.
Lemma 2.2. For z ∈ Vˆ ,
(Md(z)f)(η,v) =
∑
σ∈Kd−1:σ⊂η
(1 + zη\σ)f(σ,v),
(M∗d (z)f)(σ,v) =
∑
η∈Kd:η⊃σ
(1 + z−1η\σ)f(η,v).
5
Proof. By the definition of Md and f ∈ Cdz , we see that
Md(z)f(η,v) =
∑
σ∈Kd−1:σ⊂η
{f(σ,v) + f(σ, Sη\σv)}
=
∑
σ∈Kd−1:σ⊂η
(1 + zη\σ)f(σ,v).
The proof for M∗d (z) is similar. 
The operator M˜d(z) := U
−1
z
Md(z)Uz : C
d(Kd−1)→ Cd+1(Kd) is unitarily equivalent to
Md(z) so that we abuse the notation Md(z) for M˜d(z) in what follows.
The matrix representation of Md(z) is the |Kd| × |Kd−1|-matrix whose (η, σ)-element
is given by (1 + zη\σ)1(σ ⊂ η), where 1(σ ⊂ η) = 1 if σ ⊂ η; 0 otherwise. Similarly, the
matrix representation of M∗d (z) is the |Kd−1| × |Kd|-matrix whose (σ, η)-element is given
by (1 + z−1η\σ)1(σ ⊂ η).
Let Aupd = M
∗
dMd and A
down
d = Md−1M
∗
d−1, both acting on C
d(Y ). They also have the
direct sum decompositions
Aupd = ⊕z∈VˆAupd (z), Adownd = ⊕z∈VˆAdownd (z),
where Aupd (z) =M
∗
d (z)Md(z) and A
down
d (z) = Md−1(z)M
∗
d−1(z) act on C
d
z
.
In the following lemma, we use the metric on Kd−1 defined by ρ(σ, σ
′) := |σ \ σ′|(=
|σ′ \ σ|).
Lemma 2.3. The (σ, σ′)-element of the matrix representation of Aupd (z) is given by
aupσσ′(z) =


∑
η∈Kd:η⊃σ
(1 + z−1η\σ)(1 + zη\σ) if ρ(σ, σ
′) = 0 (i.e., σ = σ′),
(1 + z−1σ′\σ)(1 + zσ\σ′) if ρ(σ, σ
′) = 1,
0 if ρ(σ, σ′) ≥ 2,
and the set of eigenvalues of Aupd coincides with the union of the sets of eigenvalues of
Aupd (z) = (a
up
σσ′(z))σ,σ′∈Kd−1 for z ∈ Vˆ , i.e.,
Spec(Aupd ) =
⊔
z∈Vˆ
Spec
(
Aupd (z)
)
.
Similarly, the (σ, σ′)-element of the matrix representation of Adownd (z) is given by
adownσσ′ (z) =


∑
τ∈Kd−2:τ⊂σ
(1 + zσ\τ )(1 + z
−1
σ\τ ) if ρ(σ, σ
′) = 0,
(1 + zσ\σ′)(1 + z
−1
σ′\σ) if ρ(σ, σ
′) = 1,
0 if ρ(σ, σ′) ≥ 2,
and the set of eigenvalues of Adownd coincides with the union of the sets of eigenvalues of
Adownd (z) = (a
down
σσ′ (z))σ,σ′∈Kd−1 for z ∈ Vˆ , i.e.,
Spec(Adownd ) =
⊔
z∈Vˆ
Spec
(
Adownd (z)
)
.
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Proof. For z ∈ Vˆ , we have
aupσσ′(z) =
∑
η∈Kd
(1 + z−1η\σ)(1 + zη\σ′)1(η ⊃ σ ∪ σ′),
adownσσ′ (z) =
∑
τ∈Kd−2
(1 + zσ\τ )(1 + z
−1
σ′\τ )1(τ ⊂ σ ∩ σ′).
If ρ(σ, σ′) ≥ 2, then 1(η ⊃ σ ∪ σ′) = 1(τ ⊂ σ ∩ σ′) = 0. If ρ(σ, σ′) = 1, then η (resp. τ)
must coincide with σ ∪ σ′ (resp. σ ∩ σ′) when η ⊃ σ ∪ σ′ (resp. τ ⊂ σ ∩ σ′). We thus
obtain the desired expressions. 
Note that when q ≥ 2d− 1, which is equivalent to (q
d
) ≥ ( q
d−1
)
, we have
Spec
(
Adownd (z)
)
= Spec
(
Aupd−1(z)
)
∪ {0},
with the multiplicity of 0 being
(
q
d
)− ( q
d−1
)
, and similarly, when q ≤ 2d− 1, we have
Spec
(
Aupd−1(z)
)
= Spec
(
Adownd (z)
)
∪ {0},
with the multiplicity of 0 being
(
q
d−1
)− (q
d
)
.
Corollary 2.4. The eigenvalues of Adownq : C
q(Y ) → Cq(Y ) on the periodic q-cubical
lattice Y are {∑qj=1 2{1 + cos(2πkj/nj)} : kj ∈ Znj}.
Proof. From Lemma 2.3, we know that Adownq (z) is a scalar and equal to
∑q
j=1(1+z
−1
j )(1+
zj). Therefore, the eigenvalues of A
down
q are given by {
∑q
j=1(1 + z
−1
j )(1 + zj) : zj ∈ Zˆnj}.
The assertion follows directly. 
2.2. Eigenvalues of Laplacians. Techniques similar to those used in the previous sec-
tion can be applied to eigenvalue problems of Laplacians.
For σ, τ ∈ K with τ ⊂ σ and |σ \ τ | = 1, we write sgn(σ, τ) = (−1)j−1 if σ \ τ is in the
jth position of σ in lexicographic order. For example, sgn(134, 34) = 1, sgn(134, 14) = −1
and sgn(134, 13) = 1.
For d = 0, 1, . . . , q − 1, let δd : Cd(Y )→ Cd+1(Y ) be defined by
δdf(η,v) =
∑
σ∈Kd−1:σ⊂η
sgn(η, σ){f(σ, Sη\σv)− f(σ,v)} for η ∈ Kd.
The dual operator of δd, δ
∗
d, is defined analogously toM
∗
d with respect to the inner product
(2.1). As in the previous subsection, because both δd and δ
∗
d preserve the fiber of z, the
operators δd and δ
∗
d can be decomposed into the direct sums ⊕z∈Vˆ δd(z) and ⊕z∈Vˆ δ∗d(z),
respectively. As in the proof of Lemma 2.2, we easily see that
δd(z)f(η,v) =
∑
σ∈Kd−1:σ⊂η
sgn(η, σ)(zη\σ − 1)f(σ,v) for η ∈ Kd,
δ∗d(z)f(σ,v) =
∑
η∈Kd:η⊃σ
sgn(η, σ)(z−1η\σ − 1)f(η,v) for σ ∈ Kd−1.
Lemma 2.5. For d = 0, 1, . . . , q − 1, let g : K0 → C and define Gd : Cd(Y ) → Cd+1(Y )
by
Gdf(η) =
∑
σ∈Kd−1:σ⊂η
sgn(η, σ)g(η \ σ)f(σ) (η ∈ Kd).
Then, Gd+1Gd = 0. In particular, δd+1(z)δd(z) = 0 for any z ∈ Vˆ .
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Proof. For f ∈ Cd(Y ),
(Gd+1Gdf)(τ) =
∑
σ∈Kd:σ⊂η
∑
τ∈Kd−1:τ⊂σ
sgn(η, σ) sgn(σ, τ)g(η \ σ)g(σ \ τ)f(τ)
=
( ∑
1≤i<j≤q
g(i)g(j)
∑
{η\σ,σ\τ}={i,j}
sgn(η, σ) sgn(σ, τ)
)
f(τ)
= 0.
The last sum is taken separately for two cases, (η \ σ, σ \ τ) = (i, j) and (j, i), which is
equal to 0 as usual. 
From this lemma, we have the cochain complex
· · · → Cd−1
z
δd−1(z)→ Cd
z
δd(z)→ Cd+1
z
→ · · · ,
and hence the cohomology group Hd
z
:= ker δd(z)/Imδd−1(z) is defined.
Lemma 2.6. For all d = 0, 1, . . . , q − 1 and z ∈ Vˆ , the cohomology group Hd
z
is trivial
for z 6= 1 and Hd
1
= Cd
1
≃ C(qd).
Proof. First, we note that Hd(Y ) = ⊕
z∈VˆH
d
z
is the dth cohomology of the q-dimensional
torus and is given by Hd(Y ) = C(
q
d). For z = 1, since δd(z) = 0, we have H
d
1
= Cd
1
≃ C(qd).
Hence, Hd
z
= 0 for z 6= 1. 
Corollary 2.7. If z 6= 1, then dim ker δd(z) =
(
q−1
d−1
)
and dimker δ∗d−1(z) =
(
q−1
d
)
for
d = 0, 1, . . . , q. Here,
(
q−1
−1
)
=
(
q−1
q
)
= 0.
Proof. From the rank-nullity theorem together with Lemma 2.6, we have(
q
d
)
= dimker δd(z) + dimker δd+1(z) (d = 0, 1, . . . , q − 1).
Since dim ker δ0(z) = 0, taking the alternating sum above yields dim ker δd(z) =
(
q−1
d−1
)
.
Since ker δ∗d−1(z) = (Imδd−1(z))
⊥ = (ker δd(z))
⊥, from Lemma 2.6, we have
Cd
z
= ker δd(z)⊕ ker δ∗d−1(z).
Therefore, dim ker δ∗d−1(z) =
(
q−1
d
)
. 
Next, we give the matrix representations for the up/down Laplacians. Let Lupd = δ
∗
dδd
and Ldownd = δd−1δ
∗
d−1. These operators can be decomposed as L
up
d = ⊕z∈Vˆ Lupd (z) and
Ldownd = ⊕z∈Vˆ Ldownd (z). As in the case of Lemma 2.3, we have the following.
Lemma 2.8. The (σ, σ′)-element of the matrix representation of Lupd (z) is given by
ℓupσσ′(z) =
∑
η∈Kd:η⊃σ∪σ′
sgn(η, σ) sgn(η, σ′)(z−1η\σ − 1)(zη\σ′ − 1)
and the (σ, σ′)-element of the matrix representation of Ldownd (z) is given by
ℓdownσσ′ (z) =
∑
τ∈Kd−2:τ⊂σ∩σ′
sgn(σ, τ) sgn(σ′, τ)(zσ\τ − 1)(z−1σ′\τ − 1).
Corollary 2.9. Suppose K is the complete simplicial complex over {1, 2, . . . , q}. Then,
we have
Lupd (z) + L
down
d (z) =
{
2q −
q∑
i=1
(zi + z
−1
i )
}
I.
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Proof. In Lemma 2.8, we chose σ, σ′ ∈ Kd−1. If σ 6= σ′, then ℓupσσ′(z) = ℓdownσσ′ (z) = 0 unless
ρ(σ, σ′) = 1. When ρ(σ, σ′) = 1, we see that τ = σ ∩ σ′, η = σ ∪ σ′, σ \ τ = η \ σ′ and
σ′ \ τ = η \ σ. Using the same argument as in the proof of Lemma 2.5, we obtain
sgn(σ ∪ σ′, σ) sgn(σ ∪ σ′, σ′) + sgn(σ, σ ∩ σ′) sgn(σ′, σ ∩ σ′) = 0,
and hence ℓupσσ′(z) + ℓ
down
σσ′ (z) = 0. If σ = σ
′, then we have
ℓupσσ(z) + ℓ
down
σσ (z)
=
∑
η∈Kd:η⊃σ
(z−1η\σ − 1)(zη\σ − 1) +
∑
τ∈Kd−2:τ⊂σ
(zσ\τ − 1)(z−1σ\τ − 1)
=
q∑
i=1
(zi − 1)(z−1i − 1).
This completes the proof. 
Lemma 2.10. The eigenvalues of Lupd (z) (resp. L
down
d (z)) on the periodic q-cubical lattice
Y are 2q −∑qi=1(zi + z−1i ) with multiplicity (q−1d ) (resp. (q−1d−1)) and 0 with multiplicity(
q−1
d−1
)
(resp.
(
q−1
d
)
).
Proof. By Corollary 2.9, for any f ∈ kerLdownd (z), we have
Lupd (z)f =
{
2q −
q∑
i=1
(zi + z
−1
i )
}
f.
Also, for any non-zero f ∈ kerLupd (z), by definition, Lupd (z)f = 0. Since dim kerLdownd (z) =
dimker δ∗d−1(z) =
(
q−1
d
)
and dimkerLupd (z) = dimker δd(z) =
(
q−1
d−1
)
by Corollary 2.7, the
space Cd
z
(Y ) is spanned by those eigenfunctions. 
Corollary 2.11. The eigenvalues of Lupd are given by
(2.2) Spec(Lupd ) =
{
2q − 2
q∑
i=1
cos
2πki
ni
: ki ∈ Zni
}
∪ {0}.
The multiplicity of the eigenvalue 2q − 2∑qi=1 cos 2πkini for each k = (k1, . . . , kq) is (q−1d ),
and that of 0 is
(
q−1
d−1
)|n|.
Note that the eigenvalue for k = (0, 0, . . . , 0) with multiplicity
(
q−1
d
)
is also 0, but this
eigenvalue is represented within the first set of the right-hand side of (2.2), not the second
set.
3. Zeta functions of periodic cubical complexes
The zeta functions of cubical complexes can be reformulated as those of hypergraphs
(see Definition 3.2).
A hypergraph is a pair H = (V,E) of disjoint sets, where V is a non-empty set and
the elements of E are non-empty subsets of V . An element of V (resp. E) is called a
hypervertex (resp. hyperedge). A hypervertex v ∈ V is said to be incident to e ∈ E if v
is included in e. The |V | × |E|-matrix M indexed by the elements of V and E is defined
as Mv,e = 1 if v is incident to e; 0 otherwise. This is called the incidence matrix for H .
The degree, deg(v), of a hypervertex v is the number of hyperedges that include v, and
the degree, deg(e), of a hyperedge e is the number of hypervertices that are included in
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e. A hypergraph H = (V,E) is said to be (a, b)-regular if deg(v) = a for all v ∈ V and
deg(e) = b for all e ∈ E.
Example 3.1. (1) When deg(e) = 2 for every e ∈ E, then a hypergraph is nothing but
a graph.
(2) A simplicial complex over a set V can be viewed as a hypergraph by regarding all
simplices as E.
(3) For a q-dimensional cubical complex, let V be the set of (d − 1)-cubes and E the
set of d-cubes. Then H = (V,E) forms a hypergraph. In particular, H = (V,E) is a
(2(q − d + 1), 2d)-regular hypergraph if V = Yd−1 and E = Yd for the periodic q-cubical
lattice Y .
A closed path in H is a sequence such that c = (v0, e0, v1, e1, . . . , vn−1, en−1), where
vi+1 ∈ ei ∩ ei+1 and vi 6= vi+1 for all i ∈ Zn. Note that v0 ∈ en−1 ∩ e0. The length of c
is the number of hyperedges in c, denoted by |c|. We say that a closed path c is a closed
geodesic if ei 6= ei+1 for all i ∈ Z|c|. We denote by cm the m-multiple of a closed geodesic
c formed by m repetetions of c. If a closed geodesic c is not expressed as an m-multiple of
a closed geodesic with m ≥ 2, then c is said to be prime. Two prime closed geodesics are
said to be equivalent if one is obtained from the other through a cyclic permutation. An
equivalence class of prime closed geodesics is called a prime cycle. The length of a prime
cycle p is defined as the length of a representative and is denoted by |p|. The (Ihara) zeta
function of a finite hypergraph is defined as follows.
Definition 3.2. For u ∈ C with |u| sufficiently small, the (Ihara) zeta function of a finite
hypergraph H is defined by
ζH(u) =
∏
p∈P
(1− u|p|)−1,
where P is the set of prime cycles of H .
The factorization theorem for zeta functions of finite graphs was obtained by H. Bass
[1] and a conceptually simpler proof employing oriented linegraph structure was given by
Kotani-Sunada [5].
One can associate with a hypergraph H = (V,E) a bipartite graph BH whose vertex
partite sets are V and E, and the incidence relation gives edges in BH , i.e., V (BH) = V ⊔E
and every edge in E(BH) connects a vertex in V to one in E; v ∈ V and e ∈ E are joined
when v ∈ e. The definition of prime cycles given above fits for the cycle structure of BH
when deg(v) ≥ 2 for all v ∈ V as discussed in [6], and hence the theorem for graphs can
be extended to the hypergraph setting as follows:
Theorem 3.3 ([6]). Let H = (V,E) be a finite, connected hypergraph such that deg(v) ≥
2 for all v ∈ V with adjacency matrix A and diagonal degree matrix D in BH . Then,
ζH(u) = (1− u)χ(BH ) det(I −
√
uA+ uQ)−1,
where I is the m×m identity matrix with m = |V |+ |E|, Q = D− I, BH is the bipartite
graph associated with H , and χ(BH) = |V | − |E| is the Euler characteristic of BH .
In the above theorem, although
√
u appears in the expression, the zeta function is a
rational function of u, because the length of the corresponding cycle in BH of a cycle in
H is doubled. The colored, oriented linegraph is constructed from H in the proof given
in [6], which is based on an idea presented in [5].
The following theorem can also be regarded as a restatement of Hashimoto’s theorem on
zeta functions of semi-regular graphs because the bipartite graph BH is (a, b)-semi-regular
10
when H is (a, b)-regular. The number of vertices in BH is |V | + |E| and that of edges in
BH is a|V | = b|E|. We can define the dual hypergraph H∗ of H = (V,E) by interchanging
the roles of partite sets in BH , i.e., H
∗ = (E,EV ) with the incidence relation determined
by BH , where EV := {Av ⊂ E : v ∈ V } with Av := {e ∈ E : e ∋ v} for v ∈ V . Clearly,
H∗ is (b, a)-regular if H is (a, b)-regular. Also, it is clear that ζH(u) = ζH∗(u) because the
cycle structures in H and H∗ are identical since BH = BH∗ as graphs.
Theorem 3.4 ([6]). Let H = (V,E) be a finite connected (a, b)-regular hypergraph with
a, b ≥ 2, and letM be the incidence matrix between V and E. Let α = a−1 and β = b−1.
Then,
ζH(u)
−1 = (1− u)−χ(BH )(1 + βu)|E|−|V | det ((1 + αu)(1 + βu)IV − uMM∗)
= (1− u)−χ(BH )(1 + αu)|V |−|E| det ((1 + αu)(1 + βu)IE − uM∗M),
where χ(BH) = |E|−α|V | = |V |−β|E|, and IV (resp. IE) is the |V |×|V | (resp. |E|×|E|)
identity matrix.
Proof. In Theorem 3.3, the adjacency matrix A and the diagonal matrix Q are expressed
by A =
(
O M
M∗ O
)
and Q =
(
αIV O
O βIE
)
. Using the determinantal identity
(3.1) det
(
P11 P12
P21 P22
)
= detP11 · det(P22 − P21P−111 P12),
we obtain
det(I −√uA+ uQ)
= (1 + αu)|V | · (1 + αu)−|E| det
(
(1 + αu)(1 + βu)IE − uM∗M
)
.
The second equality is obtained in the same way by changing the roles of 1 and 2 in
(3.1). 
Theorem 3.4 together with Corollary 2.4 yields the following theorem.
Theorem 3.5. Let Y be a d-dimensional cubical lattice with side length n = (n1, n2, . . . , nq)
and Y (d) its d-skeleton. Let Aupd−1(z) (resp. A
down
d (z)) on C
d−1
z
(resp. Cd
z
) be the twisted
adjacency operator. Then,
ζY (d)(u)
−1 = (1− u)κd|n|(1 + βdu)γd|n|
×
∏
z∈Vˆ
det
(
(1 + αdu)(1 + βdu)IKd−2 − uAupd−1(z)
)
= (1− u)κd|n|(1 + αdu)−γd|n|∏
z∈Vˆ
det
(
(1 + αdu)(1 + βdu)IKd−1 − uAdownd (z)
)
,
where αd = 2q− 2d+1, βd = 2d− 1, γd =
(
q
d
)− ( q
d−1
)
and κd = (q− d)
(
q
d−1
)
+ (d− 1)(q
d
)
.
Proof. We consider the case in which V = Yd−1 and E = Yd. Then H = (V,E) is
(2(q − d+ 1), 2d)-regular as in Example 3.1(3) and −χ(BH) = κd|n|. Since the incidence
matrixM in Theorem 3.4 is set to be ⊕
z∈VˆMd−1(z), we haveMd−1(z)M
∗
d−1(z) = A
down
d (z),
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and hence
ζY (d)(u)
−1 = (1− u)κd|n|(1 + αdu)|Yd−1|−|Yd|
×
∏
z∈Vˆ
det
{
(1 + αdu)(1 + βdu)IKd−1 − uAdownd (z)
}
,
where αd = 2(q − d) + 1, βd = 2d − 1. The second equality is obtained similarly. This
completes the proof. 
Remark 3.6. (1) The former expression is useful for q ≥ 2d− 1, while the latter is useful
for q ≤ 2d− 1 as these two conditions are equivalent to γd ≥ 0 and γd ≤ 0, respectively.
(2) The map d 7→ q − d + 1 leaves αd, βd and κd invariant, and γq−d+1 = −γd. It follows
from this invariance that ζY (q−d+1)(u) = ζY (d)(u).
We obtain Theorem 1.2 as a special case of Theorem 3.5.
Proof of Theorem 1.2. We consider the case d = q, i.e., V = Yq−1 and E = Yq. Then H =
(V,E) is (2, 2q)-regular as in Example 3.1(3). In this case, Adownq (z) =Mq−1(z)M
∗
q−1(z) is
a scalar, and we have Adownq (z) =
∑q
i=1 2(1+cos θi) from Corollary 2.4, where θi = 2πki/ni.
Then, from Theorem 3.5, we have
ζY (u)
−1 = (1− u)κq|n|(1 + αqu)γq|n|
×
n1∏
k1=1
· · ·
nq∏
kq=1
{
(1 + αqu)(1 + βqu)− u
q∑
i=1
2(1 + cos θi)
}
,
where αq = 1, βq = 2q − 1 and κq = γq = q − 1. Therefore, we obtain
ζY (u)
−1 = (1− u2)(q−1)|n|
n1∏
k1=1
· · ·
nq∏
kq=1
{
1− 2u
q∑
i=1
cos θi + (2q − 1)u2
}
.
This completes the proof. 
We denote by ek(t) the kth elementary symmetric polynomial of t = (t1, . . . , tq) defined
by the expansion formula
(3.2)
q∏
k=1
(λ+ tk) =
q∑
k=0
ek(t)λ
q−k.
Proposition 3.7. Let wi = 2 + zi + z
−1
i . Then,
det(t− uAup1 (z)) =
q∑
k=0
(2− k)2k−1ek(w)(t− ue1(w))q−kuk.
Proof. From Lemma 2.3, we see that the (j, j)-element of the matrix Aup1 (z)− e1(w)Iq is
given by
∑
k 6=j
(1 + z−1k )(1 + zk)−
q∑
k=1
(1 + z−1k )(1 + z
−1
k ) = −(1 + z−1j )(1 + zj).
Thus we have
Aup1 (z)− e1(w)Iq = D1+z−1(Jq − 2Iq)D1+z,
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where Jq is the q× q matrix whose elements are all 1, D1+z (resp. D1+z−1) is the diagonal
matrix whose (j, j)-element is (1+ zj) (resp. (1+ z
−1
j )). Hence, setting λ = t− e1(w), we
obtain
det(t− Aup1 (z)) = det(λ−D1+z−1(Jq − 2Iq)D1+z)
= det(λ− (Jq − 2Iq)Dw)
= detDw det
(
(λDw−1 + 2Iq)− Jq
)
.
It is easy to see that for any a = (a1, . . . , aq) the relation
det(Da − Jq) = eq(a)− eq−1(a)
holds. Thus we obtain
det(t−Aup1 (z)) =
(
1− q
2
+
λ
2
∂
∂λ
) q∏
i=1
(λ+ 2wi)
∣∣∣
λ=t−e1(w)
.
Expanding the right-hand side in λ and using (3.2), we reach the desired relation. 
Proof of the latter half of Theorem 1.2. A simple calculation shows that
ζY (2)(u)
−1 = (1− u)κ2|n|(1 + 3u)γ2|n| ×
∏
z∈Vˆ
F up1 (u, z),
where κ2 = q(3q − 5)/2, γ2 = q(q − 3)/2 and
F up1 (u, z) =
q∑
k=0
(2− k)2k−1ek(w)
(
1− u
q∑
i=1
(zi + z
−1
i ) + 3(2q − 3)u2
)q−k
uk.

We remark that the right-hand sides of the two expressions in Theorem 1.2 must co-
incide for q = 2 by symmetry. Indeed, when q = 2, we see that κ = 1, γ = −1 and
F up1 (u, z) = (1+ u)(1+ 3u)
(
1− u∑2i=1(zi+ z−1i ) + 3u2). Thus, in this case, both of these
are equal to (1− u2)|n|∏n1k1=1∏n2k2=1 (1− 2u∑2i=1 cos 2πki/ni + 3u2).
4. Cyclotomic-like polynomials
For d = (d1, . . . , dq) ∈ Nq, we define the following polynomial in x:
(4.1) Ψd(x) :=
∏
j1∈Jd1
· · ·
∏
jq∈Jdq
(
x− 2
q∑
i=1
cos
2πji
di
)
,
With the notation used in Introduction, this would be written Ψd(x, 1), but here, we use
the above more concise notation. Since the homogeneous polynomial Ψd(x, y) can be
recovered from Ψd(x), hereafter we focus on Ψd(x). We note that Ψd = Ψd′ when d
′ is a
permutation of d and that the degree of Ψd is equal to
∏q
i=1 ϕ˜(di). For q = 1, there is a
known explicit form of Ψd(x) that can be obtained using cyclotomic polynomials.
Lemma 4.1. Suppose q = 1. Then zϕ˜(d)Ψd(z+ z
−1) is the dth cyclotomic polynomial for
d ≥ 3 and the square of that for d = 1, 2. Moreover, Ψd(x) is irreducible for any d ∈ N.
Proof. The proof is trivial for d = 1, 2. Suppose d ≥ 3. It is easily seen that zϕ˜(d)Ψd(z +
z−1) is a monic polynomial in z of degree 2ϕ˜(d), since the degree of Ψd(x) ∈ Z[x] is ϕ˜(d).
This polynomial has the following ϕ(d) = 2|Jd| distinct roots
{z = exp(2π√−1j/d) | j ∈ Jd} ∪ {z = exp(−2π
√−1j/d) | j ∈ Jd}.
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These properties characterize the cyclotomic polynomial. If Ψd(x) is reducible, then so is
Ψd(z + z
−1). This contradicts the irreducibility of cyclotomic polynomials. 
Example 4.2. Φd(x) is the dth cyclotomic polynomial, and Ψd(x) is that defined in (4.1)
for q = 1. We have the following explicit forms:
Φ1(x) = x− 1
Φ2(x) = x+ 1
Φ3(x) = x
2 + x+ 1
Φ4(x) = x
2 + 1
Φ5(x) = x
4 + x3 + x2 + x+ 1
Φ6(x) = x
2 − x+ 1
Φ7(x) = x
6 + x5 + x4 + x3 + x2 + x+ 1
Φ8(x) = x
4 + 1
Φ9(x) = x
6 + x3 + 1
Φ10(x) = x
4 − x3 + x2 − x+ 1
Ψ1(x) = x− 2
Ψ2(x) = x+ 2
Ψ3(x) = x+ 1
Ψ4(x) = x
Ψ5(x) = x
2 + x− 1
Ψ6(x) = x− 1
Ψ7(x) = x
3 + x2 − 2x− 1
Ψ8(x) = x
2 − 2
Ψ9(x) = x
3 − 3x+ 1
Ψ10(x) = x
2 − x− 1
Suppose that d1 = 1, 2, 3, 4 or 6. Then, for d
′ = (d2, . . . , dq), we have Ψd(x) = Ψd′(Ψd1(x))
since Jd1 = {1}. From this observation, one can compute several Ψds by using the above
table.
In Theorem 1.2, the polynomial
(4.2) Fn(x, y) :=
n1∏
k1=1
· · ·
nq∏
kq=1
(
x− 2y
q∑
i=1
cos
2πki
ni
)
appears. This polynomial can be decomposed in terms of Ψd(x, y) as x
n−1 is decomposed
into a product of cyclotomic polynomials Φd(x).
Proof of Theorem 1.3. Let J˜d = {j ∈ {1, 2, . . . , d} : gcd(j, d) = 1}. We note that{k
n
| k ∈ {1, 2, . . . , n}} =⊔
d|n
{ j
d
| j ∈ J˜d
}
and each set on the right-hand side can be further decomposed as
{j
d
| j ∈ J˜d
}
=
{{
j
d
| j ∈ Jd} ⊔
{
d−j
d
| j ∈ Jd} for d ≥ 3,{
j
d
| j ∈ Jd} for d = 1, 2.
Therefore, we have
Fn(x, y) =
∏
d1|n1
· · ·
∏
dq|nq
∏
j1∈Jd1
· · ·
∏
jq∈Jdq
(
x− 2y
q∑
i=1
cos
2πji
di
)ǫ(d1)×···×ǫ(dq)
=
∏
d1|n1
· · ·
∏
dq |nq
Ψd(x, y)
ǫ(d),
where ǫ(d) = 2 for d ≥ 3 and ǫ(d) = 1 for d = 1, 2. This completes the proof since
ζY (u)
−1 = (1− u2)(q−1)|n|Fn(1 + (2q − 1)u2, u). 
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Now, in order to factorize Ψd(x) further, we consider the orbit structure for Galois
actions.
Suppose di ≥ 3 for i = 1, . . . , q. Let N = d1 · · · dq. We identify Jd for d ≥ 3 with
the set of representatives of (Z/dZ)× modulo x 7→ −x. We identify (Z/NZ)× with
{m ∈ N | m < N, gcd(m,N) = 1}. The group (Z/NZ)× acts on Jd1 × · · · × Jdq as
component-wise multiplication:
(4.3) (j1, . . . , jq) 7→ (aj1, . . . , ajq)
for a ∈ (Z/NZ)×.
Before proving Theorem 1.4, we give the following lemma.
Lemma 4.3. For (d1, d2, . . . , dq) with di ≥ 3 for all i = 1, . . . , q, put N ′ := lcm(d1, . . . , dq),
G := (Z/N ′Z)× and
H := {g ∈ G | ∃(εi) ∈ {±1}q such that g ≡ εi mod di(i = 1, . . . , q)}.
Then, the quotient group G/H acts on Jd1 × · · · × Jdq freely. In particular, every G/H-
orbit on Jd1 × · · · × Jdq has |G/H| elements. The cardinality of H is 2β0(Γ(V )), where
V = {1, 2, . . . , q} and β0(Γ(V )) is the 0th Betti number, i.e., the number of connected
components of Γ(V ).
Proof. We express the decomposition into connected components as {1, . . . , q} = ⊔β0k=1Ak,
where β0 represents β0(Γ(V )). Note that
H = {g ∈ G | ∃(εk) ∈ {±1}β0 such that g ≡ εk mod di for i ∈ Ak}.
In fact, we see that εi ≡ g ≡ εj mod gcd(di, dj). Thus, if gcd(di, dj) ≥ 3, then εi = εj.
This implies the above identity. Put Nk := lcm(di | i ∈ Ak) for k = 1, . . . , β0. Then, we
can write
H = {g ∈ G | ∃(εk) ∈ {±1}β0 such that g ≡ εk mod Nk}.
Also, it is seen that gcd(Nk, Nk′) ≤ 2 for k 6= k′. It follows that the map
H → (εk) ∈ {±1}β0
is bijective. 
Proof of Theorem 1.4. For simplicity, d is assumed to be rearranged in such a way that
d1 ≥ · · · ≥ dq′ ≥ 3 > dq′+1 ≥ · · · ≥ dq, and we write d′ = (d1, . . . , dq′). It is clear
that orb(d) = orb(d′) since J1 and J2 are singletons, and since ϕ˜(1) = ϕ˜(2) = 1 and
ϕ˜(lcm(m, 2)) = ϕ˜(m) for any m ∈ N, we have∏q
i=1 ϕ˜(di)
ϕ˜(lcm(d1, d2, . . . , dq))
=
∏q′
i=1 ϕ˜(di)
ϕ˜(lcm(d1, d2, . . . , d′q))
.
Therefore, it suffices to consider the case di ≥ 3 for all i = 1, 2, . . . , q. From Lemma 4.3,
it follows that
orb(d) =
|Jd1 × · · · × Jdq |
|G/H| =
∏q
i=1 ϕ˜(di)
ϕ˜(lcm(d1, d2, . . . , dq))
2β0(Γ(V ))−1.
This completes the proof. 
We next give a criterion for the irreducibility of Ψd(x), which is later used to obtain a
condition for Ψd(x;O) defined in (1.2) to factor into the powers of a linear function for
q = 2.
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Proposition 4.4. (1) If O ⊂ Jd1 × · · ·× Jdq is stable under the action of (Z/NZ)×, then
Ψd(x;O) ∈ Z[x].
(2) Let O ⊂ Jd1 × · · · × Jdq be a (Z/NZ)×-orbit. Then the map
(4.4) c : O ∋ (j1, . . . , jq) 7→ 2
q∑
i=1
cos
2πji
di
∈ R
is injective if and only if Ψd(x;O) ∈ Z[x] is irreducible.
Proof. The Galois group Gal(Q(ζN)/Q) is identified with (Z/NZ)
×, where ζN = exp(2π
√−1/N)
is an Nth primitive root of unity. The Galois action of an element a ∈ (Z/NZ)× to an
element c(j1, . . . , jq) ∈ Q(ζN) is given by the action (4.3). If O is stable under the action
of (Z/NZ)×, then Ψd(x;O) ∈ Q[x]. Since the coefficients of Ψd(x;O) are algebraic in-
tegers, we obtain the first assertion (1). If the map c is not injective, then Ψd(x;O) has
a multiple root, and hence it cannot be irreducible. Conversely, if the map c is injective
on an orbit O, then the action of (Z/NZ)× on the roots of Ψd(x;O) is transitive, and
therefore the polynomial Ψd(x;O) is irreducible. 
We now give an example of Proposition 4.4(2).
Corollary 4.5. Suppose d1, . . . , dq are relatively prime and di ≥ 3 for all i = 1, 2, . . . , q.
Then the action of (Z/NZ)× on Jd1×· · ·×Jdq is transitive, the map c in (4.4) is injective,
and Ψd(x) ∈ Z[x] is irreducible.
Proof. For any (j1, . . . , jq) ∈ Jd1 × · · · × Jdq , there exists g ∈ Z such that ji ≡ g
mod di for all i = 1, . . . , q from the Chinese Remainder Theorem. This shows that
(j1, . . . , jq) = (g1, . . . , g1) belongs to an orbit of (1, . . . , 1), and thus the transitivity fol-
lows. The injectivity is proved as follows. First, suppose c(j1, . . . , jq) = c(j
′
1, . . . , j
′
q).
Then,
− cos(2πj1/d1) + cos(2πj′1/d1) =
q∑
i=2
(cos(2πji/di)− cos(2πj′i/di))
is an element of Q(ζd1) ∩ Q(ζd2···dq) = Q since d1 and d2 · · · dq are coprime. There exists
a rational number b such that − cos(2πj1/d1) + cos(2πj′1/d1) = b. Taking the Galois
conjugates, and summing up over Jd1 , we have
ϕ˜(d1)b = −
∑
j1∈Jd1
cos
2πj1
d1
+
∑
j′1∈Jd1
cos
2πj′1
d1
= 0.
This implies b = 0 and j′1 = j1. Then, by induction on q, we have the injectivity. The
irreducibility follows from Proposition 4.4(2). 
The polynomial Ψd(x;O) may not be irreducible. The following lemma clarifies the
situation in this regard.
Lemma 4.6. Let O ⊂ Jd1 × · · · × Jdq be a (Z/NZ)×-orbit. Then the fibers of the map
c in (4.4) have the same cardinality. In particular, there exist an irreducible polynomial
Ψirr
d
(x;O) ∈ Z[x] and a number mO ∈ N such that Ψd(x;O) = Ψirrd (x;O)mO .
Proof. Take (j10, . . . , jq0) ∈ O so that the cardinality of the fiber of the map (4.4) is
maximum. Denote y0 := c(j10, . . . , jq0) ∈ R. For any y ∈ c(O), there exists a g ∈
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(Z/NZ)× such that y = c(gj10, . . . , gjq0) since O is an orbit. We see that the map
c−1(y0) ∋ (j1, . . . , jq) 7→ (gj1, . . . , gjq) ∈ c−1(y)
is a well-defined injective map. By the choice of maximality, this map turns out to be
bijective. This proves the first assertion. Letting mO denote the common cardinality of
the fiber and putting
Ψirr
d
(x;O) =
∏
y∈c(O)
(x− y),
we have the second assertion. 
Example 4.7. In the case where q = 2 and d = (5, 5), we have two orbits. One is
‘diagonal’ and the other is ‘off-diagonal’:
O1 = {(1, 1), (2, 2)}, O2 = {(1, 2), (2, 1)}.
Note that c in (4.4) maps the orbits as follows:
O1 7→ {4 cos 2π
5
, 4 cos
4π
5
}, O2 7→ {−1,−1}.
The latter is not injective, while the former is. We see that Ψd(x;O1) = x2 + 2x − 4 is
irreducible, and Ψd(x;O2) = (x + 1)2 is reducible, that is, Ψirrd (x;O2) = x + 1, mO1 = 1
and mO2 = 2.
In what follows, we focus on the case q = 2, in which we know more about the re-
ducibility of Ψd(x;O).
Proposition 4.8. Suppose q = 2. If the degree of Ψirrd1,d2(x;O) is one, the possibilities for
d1, d2 and the orbits O are as follows:
(d1, d2) O Ψirrd1,d2(x;O) condition
(d1, d2) O1,1 x− λ d1, d2 = 1, 2, 3, 4, 6
(m,m) O1,m/2−1 x 4|m
(m, 2m) O1,m−2 x m : odd
(5, 5) O1,2 x+ 1
(10, 10) O1,3 x− 1
In this table, λ = 2 cos 2π
d1
+2 cos 2π
d2
∈ Z and O1,a is the orbit containing (1, a) ∈ Jd1×Jd2 .
More explicitly,
O1,1 = Jd1 × Jd2 , O1,m/2−1 = {(j,m/2− j) | j ∈ Jm},
O1,m−2 = {(j,m− 2j) | j ∈ Jm},
O1,2,O1,3 = {(j1, j2) ∈ Jd1 × Jd2 | j1 6= j2}.
By Lemma 4.6, if the degree of Ψirrd1,d2(x;O) is one, then the image of the map c : O → Q
is a singleton. We now derive some necessary conditions for this to be the case.
Lemma 4.9. Let g = gcd(d1, d2) and define gi to be the product of all factors of di in
common with g. Put mi := di/gi ∈ Z. If the degree of Ψirrd1,d2(x;O) is one, or equivalently,
if the image of the map c : O → Q is a singleton, then the following conditions hold:
(i) gi ≤ 2 or mi ≤ 2 for i = 1, 2.
(ii) m1, m2 ∈ {1, 2, 3, 4, 6}.
(iii) g1 = g2 or (g1, g2) = (2, 4) or (4, 2).
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Proof. Let N ′ = lcm(d1, d2). Suppose there exist d1, d2 ∈ N and (j1, j2) ∈ Jd1 × Jd2 such
that
2 cos
2πj1b
d1
+ 2 cos
2πj2b
d2
= λ ∈ Q for ∀b ∈ Z/N ′Z.
We claim that every b ∈ Z with b ≡ 1 mod d1 and gcd(b, d2) = 1 satisfies b ≡ ±1
mod d2. Indeed, since cos
2πj1b
d1
= cos 2πj1
d1
, we have cos 2πj2b
d2
= cos 2πj2
d2
, which implies that
b ≡ ±1 mod d2.
Now we use the claim above for three cases regarding the value of b. Note that di = migi,
and if g˜ = lcm(g1, g2), then g˜, m1 and m2 are mutually prime.
First, consider b ∈ Z with b ≡ 1 mod m1g˜ and b ≡ −1 mod m2. By the claim, we
have b ≡ ±1 mod d2 = g2m2. If b ≡ 1, then we have m2 ≤ 2, while if b ≡ −1, then we
have g2 ≤ 2. We conclude that either m2 ≤ 2 or g2 ≤ 2.
Second, consider b ∈ Z with b ≡ 1 mod m1g˜ and gcd(b,m2) = 1. By the claim, we
have b ≡ ±1 mod m2. This shows that ϕ(m2) ≤ 2, and we conclude that m2 = 1, 2, 3, 4
or 6.
Third, consider b ∈ Z with b ≡ 1 mod m1m2 and b ≡ 1 + g1 mod g2. By the claim,
we have b ≡ ±1 mod g2. If b ≡ 1, then g2|g1, while if b ≡ −1, then g2|(g1 + 2). Since
the conditions on d1 and d2 are symmetric, we also have g1|g2 or g1|(g2+2). We conclude
that either g1 = g2 or {g1, g2} = {2, 4}. 
Now we use Lemma 4.9 (i), (ii) and (iii) to prove Proposition 4.8.
Proof of Proposition 4.8. First, we note that Ψd1,d2(x) = Ψd2(x−α) with α = 2 cos 2πd1 ∈ Z
for d1 ∈ {1, 2, 3, 4, 6} from the remark in Example 4.2. Since Ψd(x) is irreducible for any
d ∈ N from Lemma 4.1, so is Ψd(x) in this case. The degree of Ψirr(x;O) is one if and
only if that of Ψd2(x) is one, which is true if and only if d2 ∈ {1, 2, 3, 4, 6}. This gives the
first line in the table. Indeed, in all of the cases above, we have only one orbit O1,1 on
Jd1 × Jd2 .
In what follows, we can assume that d1, d2 6∈ {1, 2, 3, 4, 6}, and hence ϕ˜(d1), ϕ˜(d2) ≥ 2.
In the case g = 1 with g1 = g2 = g in (iii), we have mi = di ∈ {1, 2, 3, 4, 6} by (ii).
In the case gi = 2 in (iii) for i = 1 or 2, mi should be odd, and hence choices are only
mi = 1, 3 by (ii). This implies di = 2 or 6. Both of these cases have already been excluded.
If g ≥ 3 with g1 = g2 = g, then mi ≤ 2. The only choices in this case are (m1, m2) =
(1, 1), (1, 2), (2, 1). Furthermore, if mi = 2, then g must be odd. It follows that (d1, d2) =
(g, 2g) with odd g ≥ 5 or (d1, d2) = (g, g) for arbitrary g ≥ 5 (with g = 6 excluded).
To this point, we have not used the orbit structure. Now we consider the choice of
(j1, j2) ∈ O. Taking the sum of all the terms under the Galois action of (Z/d2Z)×, and
using the same argument as in the proof of Corollary 4.5, we have
ϕ˜(d2)λ = 2
∑
j1∈Jd1
cos
2πj1
d1
+ 2
∑
j2∈Jd2
cos
2πj2
d2
= µ(d1) + µ(d2)
for d1, d2 ≥ 3, where µ is the Mo¨bius function. Since λ is an algebraic integer, we see that
Z ∋ λ = µ(d1)+µ(d2)
ϕ˜(d2)
. This shows either λ = 0 or ϕ˜(d2) ≤ 2.
If λ 6= 0, then ϕ˜(d2) = 2, i.e., d2 ∈ {5, 8, 10, 12}. In this case, we have λ = µ(d1) =
µ(d2) = ±1, and thus d2 is not a multiple of 4 and (d1, d2) 6= (g, 2g). From this we obtain
d1 = d2 ∈ {5, 10} and the last two lines in the table.
Now we consider the case λ = 0. The condition 2 cos 2πj1
d1
+ 2 cos 2πj2
d2
= 0 implies
j1/d1 + j2/d2 = 1/2 since d1, d2 ≥ 3. If d1 = d2, then j1 + j2 = d1/2. It follows that d1
is even, and hence that j1 and j2 are odd. This implies that d1/2 is even, and therefore
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4|d1. For j1 = 1, we have j2 = d1/2− 1 ∈ Jd2 . This gives the second line in the table. If
2d1 = d2, then 2j1 + j2 = d1. For j1 = 1, we have j2 = d1 − 2 ∈ Jd2. This gives the third
line in the table. 
Now we give three examples for q = 2: (I) (d1, d2) = (m, 2m); (II) (d1, d2) = (m,m);
(III) ϕ˜(d2) = 2. From these examples, we obtain three observations with the aid of
numerical computations.
Before studying each case, we give an elementary remark on the representatives for an
orbit decomposition.
Lemma 4.10. Suppose that G acts on X simply transitively. Fix an arbitrary x0 ∈ X .
Then, for any Y (with G action), the set {x0}×Y consists of complete representatives of
the action of G on X × Y .
Proof. For any (x, y) ∈ X × Y , there exists a g ∈ G such that gx = x0. Then g(x, y) =
(x0, gy). If (x0, y) and (x0, y
′) belong to the same G-orbit, then y = y′, because g(x0, y) =
(x0, y
′) implies g = e, the identity element of the group G. 
(I) For q = 2, (d1, d2) = (m, 2m).
We start with the orbit decomposition.
Lemma 4.11. The number of orbits is orb((m, 2m)) = ϕ˜(m), and each orbit has ϕ˜(2m)
elements. The orbit decomposition is given by
Jm × J2m =
{
⊔a∈JmO1,a for even m,
⊔a∈J2mO1,a for odd m.
Proof. The first part follows from Example 1.5 (i) and the second part follows from
Lemma 4.10. If m ≥ 3 is odd, then ϕ˜(2m) = ϕ˜(m) and the natural map induces the group
isomorphism (Z/2mZ)×/{±1} ∼→ (Z/mZ)×/{±1}, so the action of (Z/2mZ)×/{±1} on
Jm is simply transitive. If m is even, it is easlily seen that (1, i) ∈ O if and only if
(1, m− i) ∈ O for i ∈ J2m, from which we have the decomposition. 
Observation 4.12. (i) Ψm,2m(x;O) seems to be irreducible except for odd m with O =
O1,m−2 appearing in Proposition 4.8.
(ii) If Ψm,2m(x;O) = Ψm,2m(x;O′), then O = O′.
(II) For q = 2, (d1, d2) = (m,m).
We define the involution ι on Jm × Jm by ι(x, y) = (y, x). It is obvious from this
definition that Ψm,m(x; ι(O)) = Ψm,m(x;O).
Lemma 4.13. (i) The number of orbits is orb((m,m)) = ϕ˜(m) and each orbit has ϕ˜(m)
elements. The orbit decomposition is given by
Jm × Jm =
⊔
a∈Jm
O1,a.
(ii) The diagonal orbit O1,1 = {(i, i) : i ∈ Jm} is invariant under ι. If ϕ˜(m) is odd, then
there is no non-diagonal ι-invariant orbit.
Proof. (i) The first part follows from Example 1.5. The second part follows from Lemma 4.10
by setting x0 = 1 and Y = Jm.
(ii) Any non-diagonal ι-invariant orbit has no fixed point under the action of ι. In par-
ticular, the cardinality of such an orbit is even. The second assertions follow. 
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If ϕ˜(m) is even, then the situation is different. Note that if 4|m with m > 4, then ϕ˜(m)
is even.
Lemma 4.14. (i) Suppose 4|m. The orbitO1,m/2−1 is ι-invariant and Ψm,m(x;O1,m/2−1) =
xϕ˜(m).
(ii) Suppose ϕ˜(m) is even. For a non-diagonal ι-invariant orbit O with O 6= O1,m/2−1,
there exists Ψ
(half)
m,m (x;O) ∈ Z[x] of degree ϕ˜(m)/2 such that Ψm,m(x;O) = Ψ(half)m,m (x;O)2.
Proof. (i) This case is considered in Proposition 4.8.
(ii) This can be shown in the same way as the proof of Lemma 4.13 (ii). 
We denote by A the number of ι-invariant orbits. As we have seen, A = 1 if ϕ˜(m) is
odd. We have the following formula for A = A(m) if ϕ˜(m) is even:
Lemma 4.15. Suppose ϕ˜(m) is even. Put
f1 = f1(m) :=


0 if 4 ∤ m,
1 if 4 | m and 8 ∤ m,
2 if 8 | m.
Let f2 be the number of odd prime factors of m. Let f3 = f3(m) = 1 if 4 ∤ m, f2(m) ≥ 1,
and p ≡ 1 mod 4 for every odd prime factor p of m; otherwise, we put f3(m) = 0. Then
we have
A = 2f1+f2+f3−1.
Proof. We consider the orbits that are invariant under the involution ι. We will solve the
equation x2 ≡ ±1 mod m. By the Chinese Remainder Theorem, this equation can be
reduced to the equation for each prime factor. If m = 2e, then the number of solutions
to the equation x2 ≡ 1 mod m is given by 2f1(m). If m = p2, then we have two solutions
to x2 ≡ 1 mod m. This contributes to f2. We have a solution to the equation x2 ≡ −1
mod m only in the case f3(m) = 1. This solution makes double the number of solution
for the equation x2 ≡ ±1 mod m to the number of solutions to the equation x2 ≡ 1
mod m. Finally, we parameterize the orbits as O1,x with x ∈ Jm, so that we will divide
by 2. The formula for A(m) given above follows. 
We now proceed from orbits to polynomials.
Observation 4.16. (i) For an orbit O 6= ι(O), Ψm,m(x;O) seem to be irreducible. In par-
ticular, Ψm,m(x;O) seem to be irreducible if ϕ˜(m) is odd.
(ii) Ψ
(half)
m,m (x;O) seems to be irreducible for every ι-invariant orbit O 6= O1,m/2−1. This
happens only if ϕ˜(m) is even.
(iii) If Ψm,m(x;O) = Ψm,m(x;O′), then O′ = O or O′ = ι(O).
(III) For q = 2, ϕ˜(d2) = 2.
In this case, ϕ˜(d2) = 2 implies d2 = 5, 8, 10 or 12, for which we set a = 2, 3, 3 and 5,
respectively. Then Jd2 = {1, a}.
Lemma 4.17. Suppose d2 = 5, 8, 10 or 12. If 5|d1 for d2 = 10 or d2|d1 for d2 6= 10, then
we have
Jd1 × Jd2 = O1,1 ⊔ O1,a.
Otherwise, Jd1 × Jd2 forms a single orbit.
20
Proof. In these cases, we know that orb(d1, d2) = ϕ˜(d2) = 2 from Example 1.5(i). There-
fore, the orbit decomposition must be the one given above. 
Observation 4.18. If ϕ˜(d2) = 2, then Ψd1,d2(x;O) seems to be irreducible except in the
cases considered in Proposition 4.8.
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