Simple recurrent neural networks are widely used in time series prediction. Most researchers and application developers often choose arbitrarily between Elman or Jordan simple recurrent neural networks for their applications. A hybrid of the two called Elman-Jordan (or Multi-recurrent) neural network is also being used. In this study, we evaluated the performance of these neural networks on three established bench mark time series prediction problems. Results from the experiments showed that Jordan neural network performed significantly better than the others. However, the results indicated satisfactory forecasting performance by the other two neural networks.
INTRODUCTION
The task of predicting future values of a time series is a problem that has applications in many fields such as sales, engineering, epidemiology, etc. For efficient planning, accurate and timely prediction of future events is required. A lot of research efforts have gone into the development of prediction models and improvement of their performances. Artificial Neural Networks (NN) have been used with success in prediction applications, and outperformed classical statistical models such as Auto Regressive Integrated Moving Average (ARIMA) (Zhang et al., 2001 ) (de Almeida and Fishwick 1991) . Their salient features are their non-linearity and ability to handle time series without prior knowledge of how the series was generated. Most of the applications of NN are based on Feed forward architecture (i.e. a structure where information flows in only one direction) (Zhang et al. 1998 ). However, Feedforward neural networks (FNN) were not designed to handle dynamic systems and are therefore limited to handling stationary data. Since practical time series are often dynamic (nonstationary), a NN structure capable of handling dynamic systems is required for effective modeling. Recurrent neural networks (RNNs) are a type of NN designed with feedback connections that allows information to also flow in a backward direction. These connections serve as internal memory for the network. Introduction of this internal memory enables RNN to remember its previous state during processing, thereby giving it the ability to handle dynamic systems. RNN have been used with success in grammar/language processing (Lawrence et al., 2000) , gesture recognition (Murakami and Taguchi 1991) and time series applications (Qi and Zhang 2008) . The commonly applied RNNs to forecasting are the Elman and Jordan nets, generally referred to as Simple Recurrent Neural Networks (SRNN). A hybrid of Elman and Jordan nets called Multi-Recurrent Neural Networks (MRNN) has also been used in time series prediction (Dorffner, 1996) . Researchers and developers often arbitrarily choose any of the SRNNs for their forecasting applications. To the knowledge of the authors, there is no study that recommends which one to use based on their performance on time series prediction. In this paper, we aim to do that by carrying out an empirical study comparing their performances and also that of MRNN on well-established bench marks. Since NN are nothing but structure capable of carrying out nonlinear mapping from a set of input patterns to desired target output values, they need to be trained for accurate target output approximation. Back propagation has been the most widely used NN training algorithm. Its variant, Resilient propagation (RPROP) (Riedmiller, 1994) is employed in our work due to its computational simplicity and fast convergence. In the subsequent sections, we present the background information necessary for the study, the experimental setup, the results and conclusions.
I. BACKGROUND

A. Elman Neural Network
Elman Neural Network (Elman NN) (ELMAN, 1991) , is a NN structure designed to allow information flow in both forward and backward direction using feedback links in order to deal with temporal properties of a sequential data. As illustrated in Figure I , it has a set of context units referred to as context set that is annexed to the input layer. All the context units are interconnected fully with all units in the hidden layer. Thus, the input vector; http://dx.doi.org/10.4314/bajopas.v9i1.4
The hidden layer units are also connected to their corresponding context layer units with weight values of one, such that their outputs or previous states are stored in the context units.
Output of each unit in the output layer is computed as; where Introduction of context units makes Elman NN capable of performing sequence prediction that is beyond the power of a standard FNN. However, Elman NN cannot really deal with an arbitrarily long history in the data (Bengio, Simard, and Frasconi 1994) . Examples of time series applications with Elman NN are [10 -13].
B. Jordan Neural Networks
Jordan Neural Network (Jordan NN) (Jordan 1986 ), is a model that realizes functional dependency between sequence elements and estimates on one hand and the to-be forecast value on the other (Dorffner 1996). It is very similar to Elman NN except that the context layer stores a copy of the output layer instead of hidden layer (Engelbrecht 2005) . Structure of Jordan NN is shown in Fig II. The input layer becomes by annexing the context set. The output units are calculated as where Due to its recurrent nature, it can efficiently be applied to time series processing but cannot capture longer term dependency too like Elman NN (Bengio, Simard, and Frasconi 1994) . (Yasdi 1999) (Song 2011) (Song 2011) (Song 2011)[15] are examples of its applications to time series forecasting.
C. Multi-recurrent Neural Networks
Multi-recurrent Neural Network (MRNN) is obtained from combination of Elman and Jordan NNs. As depicted in Figure III , it has a feedback connection from both hidden and output layer connecting into the context set. The context set subjoins the input layer and interconnects fully to the hidden layer. The input layer becomes And each output unit is calculated as Where MRNN has a larger number of degree-of-freedoms (weights) compared to SRNNs. According to (Dorffner 1996) , a number of empirical studies have some versions of MRNN significantly outperform most other simple forecasting methods in real world applications. 
MATERIALS AND METHODS
In this study, three well-known established benchmark time-series were used to evaluate the performances of the prediction models investigated. The first two series were obtained from online repository at https://datamarket.com/data/list/?q=provider:dstl and the last artificially generated; 1) International airline time series; This series has a total of 144 observations of monthly totals of passengers from January, 1949 to December 1960. It follows a multiplicative seasonal pattern with upward trend as shown in Fig I. The dataset is non-stationary due to the presence of strong seasonal variation.
2) The Quarterly Standard & Poor's 500 (S&P 500) indexes (1900 to 1996); It has 388 data points. Plot of the dataset as shown in Figure  II revealed a constant trend with long-run cycles.
3) Mackey Glass chaotic time series; This data set is a solution of the Mackey-Glass delay-differential equation (Lapedes and Farber 1987) ; using , a = 0.2, b = 0.1, c = 10, initial condition x(t) = 0.9 for 0 ≤ t ≤ , a 500 points dataset was generated for this study, where 480 data points after the initial transients were used for training and testing. Plot of the series is shown in Figure III ; All datasets were scaled to [-1, 1] and normalized using (Engelbrecht, 2005);  where N is the number of observations in the dataset. Each of the datasets was divided into two independent subsets in a chronological order, where the first 80% of the dataset was used for training and the last 20% for testing. Note that for parameter optimization purpose only, the training dataset was further partitioned where the first 70% was used for training & the outstanding 30% for validation. 
