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Abstract
Various problems in computer vision and medical imaging can be cast as inverse problems.
A frequent method for solving inverse problems is the variational approach, which amounts to
minimizing an energy composed of a data fidelity term and a regularizer. Classically, handcrafted
regularizers are used, which are commonly outperformed by state-of-the-art deep learning ap-
proaches. In this work, we combine the variational formulation of inverse problems with deep
learning by introducing the data-driven general-purpose total deep variation regularizer. In its
core, a convolutional neural network extracts local features on multiple scales and in successive
blocks. This combination allows for a rigorous mathematical analysis including an optimal control
formulation of the training problem in a mean-field setting and a stability analysis with respect to
the initial values and the parameters of the regularizer. In addition, we experimentally verify the
robustness against adversarial attacks and numerically derive upper bounds for the generalization
error. Finally, we achieve state-of-the-art results for numerous imaging tasks.
1 Introduction
The statistical viewpoint of linear inverse problems accounts for measurement uncertainties and loss
of information in the observations z in a rigorous framework. Bayes’ theorem states that the posterior
probability p(x|z) is proportional to the product of the data likelihood p(z|x) and the prior p(x), i.e.
p(x|z) ∝ p(z|x)p(x),
and represents the belief in a distinct solution x given z. Typically, solutions are computed by maximiz-
ing the posterior probability, which yields the maximum a posterior (MAP) estimator. In a negative
log-domain, the MAP estimator amounts to minimizing the variational problem
E(x, z) := D(x, z) + R(x),
where the data fidelity term D is identified with the negative log-likelihood − log p(z|x) and the regu-
larizer R corresponds to the negative log of the prior distribution − log p(x). In this paper, we assume
that the observations are generated by a linear inverse problem of the form
z = Ay + ξ,
where y is the unknown ground truth, A is a known task-dependent linear operator and ξ is additive
noise. For example, A is the identity matrix in the case of denoising, and it is a downsampling operator
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in the case of single image super-resolution. While the data fidelity term is straightforward to model,
there has been much effort to design a regularizer that captures the complexity of the statistics of
natural images.
A classical and widely used regularizer is the total variation (TV) originally proposed in [44], which
is based on the first principle assumption that images are piecewise constant with sparse gradients. A
well-known caveat of the sparsity assumption of TV is the formation of clearly visible artifacts known
as staircasing effect. To overcome this problem, the first principle assumption has later been extended
to piecewise smooth images incorporating higher order image derivatives such as infimal convolution
based models [6] or the total generalized variation [5]. Inspired by the fact that edge continuity plays
a fundamental role in the human visual perception, regularizers penalizing the curvature of level lines
have been proposed in [8, 9, 38]. While these regularizers are mathematically well-understood, the
complexity of natural images is only partially reflected in their formulation. For this reason, hand-
crafted variational methods have nowadays been largely outperformed by purely data-driven methods
as predicted by Levin and Nadler [28] a decade ago.
It has been recognized quite early that a proper statistical modeling of regularizers should be based
on learning [58], which has recently been advocated e.g. in [29, 30]. One of the most successful early
approaches is the Fields of Experts (FoE) regularizer [43], which can be interpreted as a generalization
of the total variation, but builds upon learned filters and learned potential functions. While the FoE
prior was originally learned generatively, it was shown in [45] that a discriminative learning via implicit
differentiation yields improved performance. A computationally more feasible method for discrimina-
tive learning is based on unrolling a finite number of iterations of a gradient descent algorithm [13].
Additionally using iteration dependent parameters in the regularizer was shown to significantly in-
crease the performance (TNRD [11], [27]). In [26], variational networks (VNs) are proposed, which
give an incremental proximal gradient interpretation of TNRD. Interestingly, such truncated schemes
are not only computationally much more efficient, but are also superior in performance with respect
to the full minimization. A continuous time formulation of this phenomenon was proposed in [15] by
means of an optimal control problem, within which an optimal stopping time is learned.
An alternative approach to incorporate a regularizer into a proximal algorithm, known as plug-
and-play prior [51] or regularization by denoising [41], is the replacement of the proximal operator
by an existing denoising algorithm such as BM3D [12]. Combining this idea with deep learning was
proposed in [33,40,53]. However, all aforementioned schemes lack a variational structure and are thus
not interpretable in the framework of MAP inference.
The significance of stability for data-driven methods has recently been addressed in [3], in which a
systematical treatment of adversarial attacks for inverse problems was performed. This issue has been
studied in the context of classification by [46], where adversarial samples have been introduced. These
samples are computed by perturbing input images as little as possible such that the attacked algorithm
predicts wrong labels. Incorporating adversarial samples in the training process of data driven methods
increases their robustness as studied in [46]. In recent years, several methods were proposed for
generating adversarial examples such as the fast gradient sign method [17], Deepfool [35] or universal
adversarial perturbations [34]. In the context of inverse problems, adversarial examples are typically
computed by maximizing the norm difference between the output of an algorithm and the associated
ground truth in a local neighborhood around an input. Thus, the robustness w.r.t. adversarial attacks
of an algorithm depends to a large extent on the local Lipschitz constant of the mapping defined by
the algorithm.
This paper is an extended version of the prior conference proceeding [25], in which a novel data-
driven regularizer termed Total Deep Variation (TDV) is introduced. The TDV regularizer is inspired
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by recent design patterns of state-of-the-art deep convolutional neural networks and simultaneously
ensures a variational structure. We achieve this by representing the total energy of the regularizer
by means of a residual multi-scale network (Figure 1) leveraging smooth activation functions. Our
proposed TDV regularizer can be used as a generic regularizer in variational formulations of linear
inverse problems. In analogy to [15, 25], we minimize an energy composed of a data fidelity term
and the TDV regularizer using a gradient flow emanating from the corrupted input image on a finite
time horizon [0, T ] for a stopping time T , where the terminal state of the gradient flow defines the
reconstructed image. Then, the stopping time and the parameters of the TDV regularizer are computed
by solving a mean-field optimal control problem as advocated in [14], in which the cost functional is
defined as the expectation of the loss function with respect to a training data distribution. The state
equation of the optimal control problem is a stochastic ordinary differential equation coinciding with
the gradient flow of the energy, where the only source of randomness is the initial state. We prove
the existence of minimizers for this optimal control problem using the direct method in the calculus
of variations. A semi-implicit time discretization of the gradient flow results in a discretized optimal
control problem in the mean-field setting, for which we also prove the existence of minimizers as well
as a first order necessary condition to automatize the computation of the optimal stopping time. This
training process is a form of discriminative learning because we directly learn the functional form of the
negative log-posterior [37], in which the TDV regularizer can be interpreted as a discriminative prior.
In fact, the learned TDV regularizer adapts to the specific imaging task as we show in the eigenfunction
analysis. Moreover, the particular recursive structure of the discrete gradient flow allows the derivation
of a stability analysis with respect to the initial states and the learned TDV parameters. Both estimates
depend on the local Lipschitz constant of the TDV regularizer, which is estimated in the mean-
field setting. Several numerical experiments demonstrate the applicability of the proposed method to
numerous image restoration problems, in which we obtain state-of-the-art results. In particular, we
examine the robustness of this approach against perturbations and adversarial attacks, and an upper
bound for the generalization error is empirically computed.
The major contributions of this paper are as follows:
• the design of a novel generic multi-scale variational regularizer learned from data,
• a rigorous mathematical analysis including a mean-field optimal control formulation of the learn-
ing problem,
• a stability analysis of the proposed method, which is validated by numerical experiments,
• a nonlinear eigenfunction analysis for the visualization and understanding of the learned regu-
larizer,
• numerical evaluation of the robustness against adversarial attacks and empirical upper bounds
for the generalization error,
• state-of-the-art results on a number of classical image restoration and medical image reconstruc-
tion problems with an impressively low number of learned parameters.
As already mentioned above, this paper extends the conference paper [25] in several aspects. First, we
extend the optimal control problem to a mean-field perspective including existence theorems. Second,
a rigorous stability analysis is pursued and numerical experiments regarding the robustness are per-
formed. Finally, we add several experiments involving color denoising, a multi-channel eigenfunction
analysis, and numerical experiments addressing the robustness against adversarial attacks.
Let x ∈ Rn. We denote by ‖x‖2 :=
√∑n
i=1 x
2
i the `
2-norm of x and by ‖x‖∞ := maxi=1,...,n |xi|
its `∞-norm. Further, A> ∈ Rn×m denotes the matrix transpose fo A ∈ Rm×n. For two Banach
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spaces X and Y, we denote by C0(X ,Y) the space of continuous functions mapping from X to Y, and
by Ck(X ,Y) for k ≥ 1 the space of k-times continuously differentiable functions from X to Y. Finally,
we denote by Dsf the Jacobian of the function f w.r.t. the s
th argument.
2 Mean-Field Optimal Control Problem
In this section, we cast the training process as a mean-field optimal control problem taking into account
the general approach presented in [14].
Let (Y × Ξ,F ,P) be a complete probability space on Y × Ξ with σ-algebra F and probability
measure P. We denote by (y, ξ) a pair of independent random variables modeling the data representing
the ground truth image y ∈ Y ⊂ RnC and additive noise ξ ∈ Ξ ⊂ Rl with associated distribution
denoted by T = TY × TΞ. Each ground truth image y represents an image of size n = n1 × n2 with
C channels and is related to the additive noise ξ by means of the observation
z = Ay + ξ,
where A ∈ Rl×nC is a fixed task-dependent linear operator of this linear inverse problem. In particular,
we assume that both Y and Ξ are compact sets, which implies that all observations are contained in
a compact set Z ⊂ Rl. To estimate the unknown ground truth image y from the observation z we
pursue a variational approach, which amounts to minimizing the energy functional
E(x, z, θ) := D(x, z) + R(x, θ) (1)
among all x ∈ RnC . In this paper, we consider the squared `2-data fidelity term D(x, z) = 12‖Ax− z‖22
and the total deep variation [25] regularizer R, which is a convolutional neural network depending on
learned training parameters θ ∈ Θ, where Θ ⊂ Rp is compact and convex (the exact structure of the
network is discussed below).
Let x˜ ∈ C1([0, T ],RnC) be an image trajectory, which evolves according to the gradient flow equa-
tion [2] associated with (1) on a finite time interval (0, T ) given by
˙˜x(t) =−D1E(x˜(t), z, θ) = f(x˜(t), z, θ)
:=−A>(Ax˜(t)− z)−D1R(x˜(t), θ) (2)
for t ∈ (0, T ) and x(0) = x0. Here, the observation-dependent initial value x0 is computed as x0 =
Ainitz for a fixed task-dependent matrix Ainit ∈ RnC×l, which could be, for instance, the pseudoinverse
of A. The proper choice of the stopping time T ∈ [0, Tmax] for a fixed Tmax > 0 is essential for the
quality of the reconstruction x˜(T ) of y. A more feasible, yet equivalent gradient flow is derived from
the reparametrization x(t) = x˜(tT ), which yields for t ∈ (0, 1)
x˙(t) = Tf(x(t), z, θ) (3)
with the same initial value as before. We frequently write x(t, y, ξ, T, θ) to highlight the dependency
of the image trajectory on the parameters (y, ξ, T, θ) ∈ Y × Ξ × [0, Tmax] × Θ for given t ∈ [0, 1]. In
particular, x(1, y, ξ, T, θ) is the computed output image.
In what follows, the training process is described as a mean-field optimal control problem [14] with
control parameters θ and T . To this end, let ` ∈ C1(RnC ,R+0 ) be a convex and coercive loss function.
Then, we define the cost functional as
J(T, θ) := E(y,ξ)∼T [`(x(1, y, ξ, T, θ)− y)] ,
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Figure 1: The network structure of the total deep variation with 3 blocks each operating on 3 scales.
which results in the mean-field optimal control problem
inf
T∈[0,Tmax],θ∈Θ
J(T, θ). (4)
Remark 1. The mean-field optimal control formulation already encompasses the sampled optimal con-
trol problem. In detail, given a finite training set (yi, ξi)Ni=1 ∼ T N drawn from the data distribution we
can define the discrete probability measure as P(y, ξ) = 1N
∑N
i=1 δ[y = y
i]δ[ξ = ξi], where δ[s = t] = 1
if s = t and 0 otherwise. This particular choice results in the sampled cost functional
J(T, θ) =
1
N
N∑
i=1
`(x(1, yi, ξi, T, θ)− yi).
In this paper, the regularizer R : RnC × Θ → R is modeled as the total deep variation originally
proposed in [25], which is the sum of the pointwise deep variation r : RnC ×Θ→ Rn, i.e.
R(x, θ) =
n∑
i=1
r(x, θ)i.
The pointwise deep variation is defined as
r(x, θ) = Ψ(wN (Kx)),
where
• K ∈ Rnm×nC is the matrix representation of a learned 3× 3 convolution kernel for m = 32 feature
channels with zero-mean constraint, i.e.
∑nC
i=1Kj,i = 0 for j = 1, . . . , n, which implies a spatial
and radiometrical shift-invariance,
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• N : Rnm → Rnm is a multiscale convolutional neural network as illustrated in Figure 1, where we
assume that ‖DN‖C0(Rnm) ≤ CN (θ),
• w ∈ Rn×nm is a learned 1× 1 convolution kernel,
• Ψ : Rn → Rn, (x1, . . . , xn) 7→ (ψ(x1), . . . , ψ(xn)) using the potential function ψ ∈ C2(R,R) satisfy-
ing ‖DΨ‖C0(Rn) ≤ CΨ for a constant CΨ > 0.
We denote by θ the entity of learned parameters, i.e. K, w and all convolution kernels of N . Follow-
ing [25], the total deep variation TDVba for integers a, b ≥ 1 consists of b blocks Bl1, . . . ,Blb (gray blocks
in Figure 1), each of them has a U-Net [42] type architecture, where on all a scales residual blocks
Ri1,1,R
i
1,2, . . . ,R
i
a−1,1,R
i
a−1,2,R
i
a,1 (yellow blocks in Figure 1) are applied. To increase the expressive-
ness of the network, residual connections are added between scales of consecutive blocks whenever
possible. Each residual block Rij,k with i ∈ {1, . . . , b}, j ∈ {1, . . . , a} and k ∈ {1, 2} exhibits the par-
ticular structure Rij,k(x, θ) = x + K
i
j,k,2Φ(K
i
j,k,1x) for convolution operators K
i
j,k,1,K
i
j,k,2 ∈ Rnm×nm
of size 3 × 3 with m feature channels and no bias. Following [21], the log-student-t-distribution is
a suitable model for the statistics of natural images, that is why we choose the particular activation
function Φ : Rnm → Rnm, (x1, . . . , xnm) 7→ (φ(x1), . . . , φ(xnm)) using the component-wise function
φ(x) = 12 log(1 + x
2) with the properties φ′(0) = 0 and φ′′(0) = 1. Taking into account the work by
Zhang [56], we use 3×3 convolutions and transposed convolutions with stride 2 for downsampling and
upsampling in conjunction with a blur kernel to avoid aliasing.
The existence of solutions to the mean-field optimal control problem is established in the next
theorem.
Theorem 2.1. The minimum in (4) is attained.
Proof. The particular structure of the proposed total deep variation results in the estimate
‖D1R(x, θ)‖2 = ‖K>DN (Kx)w>DΨ(wN (Kx))‖2
≤‖K‖2‖DN (Kx)‖2‖w‖2‖DΨ(wN (Kx))‖2
≤‖K‖2CN (θ)‖w‖2CΨ =: CR(θ)
for all x ∈ RnC and all θ ∈ Θ, where we used that ‖DΨ‖C0(Rn) ≤ CΨ and ‖DN‖C0(Rnm) ≤ CN (θ).
In detail, the convolutional neural network is a complex concatenation of residual blocks, where the
gradient of each of these blocks can be estimated as
‖D1Rij,k(x, θ)‖2 = ‖Id + (Kij,k,1)>DΦ(Kij,k,1x)Kij,k,2‖2 (5)
for x ∈ Rnm. In particular, (5) can be uniformly bounded independently of x due to supx∈R |φ′(x)| = 12 .
Then, the right-hand side of the state equation can be bounded as follows:
‖Tf(x, z, θ)‖2 ≤ T (‖A‖2‖z‖2 + CR(θ) + ‖A‖22‖x‖2) (6)
for z ∈ Rl. This affine growth already ensures that the maximum domain of existence of the
state equation (3) coincides with R [49, Theorem 2.17]. As a further result, we obtain that x ∈
C1([0, 1], C0(Y × Ξ× [0, Tmax]×Θ,RnC)) due to the smoothness of the regularizer and
x(t, y, ξ, T, θ) ∈ X
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for all (t, y, ξ, T, θ) ∈ [0, 1]× Y × Ξ× [0, Tmax]×Θ for a compact and convex set X ⊂ RnC .
Let (T j , θj) ∈ [0, Tmax] × Θ be a minimizing sequence for J with an associated state xj :=
x(·, ·, ·, T j , θj) ∈ C1([0, 1], C0(Y × Ξ,RnC)). The compactness of [0, Tmax] × Θ implies that there
exists a subsequence (not relabeled) such that (T j , θj)→ (T ∗, θ∗) ∈ [0, Tmax]×Θ. In what follows, we
prove that xj converges to x∗ := x(·, ·, ·, T ∗, θ∗) ∈ C1([0, 1], C0(Y ×Ξ,RnC)) in C0([0, 1]×Y ×Ξ). We
denote by Lx and Lθ the Lipschitz constants of D1R w.r.t. x and θ, i.e.
‖D1R(x, θ)−D1R(x˜, θ)‖2 ≤ Lx‖x− x˜‖2,
‖D1R(x, θ)−D1R(x, θ˜)‖2 ≤ Lθ‖θ − θ˜‖2
for all x, x˜ ∈ X and all θ, θ˜ ∈ Θ. Then, we can estimate for any (y, ξ) ∈ Y × Ξ and z = Ay + ξ as
follows:
‖T ∗f(x∗(t, y, ξ), z, θ∗)− T jf(xj(t, y, ξ), z, θj)‖2
≤|T ∗ − T j |
(
‖A‖22 max
x∈X
‖x‖2 + ‖A‖2 max
z∈Z
‖z‖2 + max
(x,θ)∈X×Θ
‖D1R(x, θ)‖2
)
+ TmaxLθ‖θ∗ − θj‖2 + Tmax(‖A‖22 + Lx)‖x∗(t, y, ξ)− xj(t, y, ξ)‖2
=:CT |T ∗ − T j |+ Cθ‖θ∗ − θj‖2 + Cx‖x∗(t, y, ξ)− xj(t, y, ξ)‖2.
Hence, since all state equations satisfy the initial condition x∗(0, z) = xj(0, z) = Ainitz, we can apply
Gronwall’s inequality for initial value problems [49, Theorem 2.8] to obtain
‖x∗(t, y, ξ)− xj(t, y, ξ)‖2 ≤ CT |T
∗ − T j |+ Cθ‖θ∗ − θj‖2
Cx
(
eCxt − 1) .
Thus, we can deduce the uniform convergence of xj to x∗ in C0([0, 1]×Y×Ξ) as j →∞, which implies
limj→∞ J(T j , θj) = J(T ∗, θ∗).
3 Discretization of the Optimal Control Problem
In this section, we propose a numerical time discretization scheme for the mean-field optimal control
problem discussed in the previous section. For an a priori fixed number of iteration steps S ∈ N, we
propose a semi-implicit discretization of the state equation (3), which yields
xs+1 = xs − TSA>(Axs+1 − z)− TSD1R(xs, θ) ∈ RnC (7)
for s = 0, . . . , S − 1 and initial state x0 = Ainitz ∈ RnC . This equation is equivalent to xs+1 =
g(xs, z, T, θ) with
g(x, z, T, θ) := (Id + TSA
>A)−1(x+ TS (A
>z −D1R(x, θ))).
We denote by x̂s(y, ξ, T, θ) the state of this discretization at time s given the ground truth y, the
additive noise ξ, the stopping time T and the parameters θ. Note that the smoothness of the regularizer
and the compactness of Y, Ξ, [0, Tmax] and Θ directly imply that
x̂ : Y × Ξ× [0, Tmax]×Θ→ XS+1 ⊂ (RnC)S+1
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for a compact and convex set X . Then, the discretized mean-field optimal control problem is given by
inf
T∈[0,Tmax],θ∈Θ
JS(T, θ), (8)
where the discrete cost functional reads as
JS(T, θ) := E(y,ξ)∼T [`(x̂S(y, ξ, T, θ)− y)] .
Theorem 3.1. The minimum in (8) is attained.
Proof. Let (T j , θj) ∈ [0, Tmax] × Θ be a minimizing sequence for JS with an associated state x̂j :=
x̂(·, ·, T j , θj). As in the time continuous case, the compactness of [0, Tmax]×Θ implies the existence of
a subsequence (again not relabeled) such that (T j , θj)→ (T ∗, θ∗) ∈ [0, Tmax]×Θ, where the associated
state is given by x̂∗ := x̂(·, ·, T ∗, θ∗). Then, we can estimate for any (y, ξ) ∈ Y ×Ξ and s = 0, . . . , S− 1
as follows:
‖x̂∗s+1(y, ξ)− x̂js+1(y, ξ)‖2 ≤ CT |T ∗ − T j |+ Cθ‖θ∗ − θj‖2 + Cx‖x̂∗s(y, ξ)− x̂js(y, ξ)‖2.
Note that the constants CT , Cθ and Cx depend on A, S, Lx, Lθ, Tmax, Θ and Z. An induction
argument reveals
‖x̂∗s+1(y, ξ)− x̂js+1(y, ξ)‖2 ≤ (CT |T ∗ − T j |+ Cθ‖θ∗ − θj‖2) 1−C
s+1
x
1−Cx .
In particular, ‖x∗S − xjS‖C0(Y×Ξ) → 0 as j →∞, which implies limj→∞ JS(T j , θj) = JS(T ∗, θ∗).
The existence of the discrete adjoint state is discussed in the subsequent theorem:
Theorem 3.2. Let (T ∗, θ∗) ∈ [0, Tmax] × Θ be a pair of control parameters for JS and x∗ ∈ L :=
L2(Y × Ξ, (RnC)S+1) the corresponding state. Then there exists a discrete adjoint state p∗ ∈ L given
by
p∗s(y, ξ) = (Id− T
∗
S D
2
1R(x
∗
s(y, ξ), θ
∗))(Id + T
∗
S A
>A)−1p∗s+1(y, ξ) (9)
for s = S − 1, . . . , 0 with terminal condition p∗S(y, ξ) = −D`(x∗S(y, ξ)− y).
Proof. First, we define the functional G : L× [0, Tmax]×Θ→ L representing the constraints as follows:
G(x, T, θ)(y, ξ) =

x0(y, ξ)−Ainit(Ay + ξ)
x1(y, ξ)− g(x0(y, ξ), Ay + ξ, T, θ)
...
xS(y, ξ)− g(xS−1(y, ξ), Ay + ξ, T, θ)
 .
Then, the Lagrange functional L : L × [0, Tmax]×Θ× L → R using L∗ ∼= L is given by
L(x, T, θ, p) := E(y,ξ)∼T
[
`(xS(y, ξ)− y) +
S∑
s=0
〈ps(y, ξ), Gs(x(y, ξ), T, θ)〉
]
.
Following [52, Theorem 43.D], the Lagrange multiplier p∗ ∈ L associated with (x∗, T ∗, θ∗) exists if `
and G are (continuously) Freche´t differentiable and D1G(x
∗, T ∗, θ∗) is surjective. The differentiability
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requirements are immediately implied by the smoothness requirements of R. To prove the surjectivity
of D1G, we first compute for x ∈ L
D1G(x
∗, T ∗, θ∗)(x)(y, ξ) =

x0(y, ξ)
x1(y, ξ)−D1g(x∗0(y, ξ), Ay + ξ, T ∗, θ∗)x0(y, ξ)
...
xS(y, ξ)−D1g(x∗S−1(y, ξ), Ay + ξ, T ∗, θ∗)xS−1(y, ξ)
 .
Thus, for any w ∈ L the solution x ∈ L of the equation D1G(x∗, T ∗, θ∗)(x) = w is given by
x0(y, ξ) = w0(y, ξ),
xs(y, ξ) = ws(y, ξ) +D1g(x
∗
s−1(y, ξ), Ay + ξ, T
∗, θ∗)xs−1(y, ξ)
for s = 1, . . . , S, which proves the surjectivity and thus the existence of Lagrange multipliers. Finally,
(9) is implied by the optimality of L w.r.t. x.
Next, we derive an optimality condition for the stopping time, which can easily be evaluated
numerically.
Theorem 3.3. Let (T ∗, θ∗) be a stationary point of JS with associated state x∗ and adjoint state p∗
as in Theorem 3.2. Then,
E(y,ξ)∼T
[ S−1∑
s=0
〈
p∗s+1(y, ξ), (Id +
T∗
S A
∗A)−1(x∗s+1(y, ξ)− x∗s(y, ξ))
〉]
= 0. (10)
Proof. Let us define B(T ) := Id + TSA
∗A and observe that
d
dT (B(T )
−1) = −B(T )−1 ( ddT B(T ))B(T )−1.
The derivative of g w.r.t. T reads as
d
dT g(x, z, T, θ) =−B(T )−1
(
1
SA
>AB(T )−1(x+ TS (A
>z −D1R(x, θ)))− 1S (A>z −D1R(x, θ))
)
=− 1T B(T )−1
(
x−B(T )−1(x+ TS (A>z −D1R(x, θ)))
)
.
Due to (7) the following relation holds true for the optimal x∗ ∈ L and s = 0, . . . , S − 1:
B(T )x∗s+1 = x
∗
s +
T
S (A
>z −D1R(x∗s, θ)).
Hence, the optimality condition of L w.r.t. T ∗ reads as
E(y,ξ)∼T
[
− 1
T ∗
S−1∑
s=0
〈
p∗s+1(y, ξ), (Id +
T∗
S A
∗A)−1(x∗s+1(y, ξ)− x∗s(y, ξ))
〉]
= 0,
which proves this theorem.
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4 Stability Analysis
Here, we examine the stability of the proposed method, which quantifies the changes in the output
caused by local perturbations of the observations and training parameters, respectively. The central
assumption in both cases is that the distribution of the test data coincides with the distribution of
the training data in the mean-field setting. Numerical results for the stability analysis are presented
in subsection 5.7.
4.1 Stability Analysis w.r.t. Input
In what follows, we perform a stability analysis for the proposed algorithm, in which we derive upper
bounds along the trajectories for different noise instances in the mean-field context. To this end, we
first compute quantiles of the Lipschitz constant of the explicit update for the proposed discretization
scheme given the data distribution T . Then, upper bounds for the difference of trajectories associated
with one ground truth image and different noise instances drawn from the data distribution are derived
using a recursion argument.
Let x, x˜ ∈ RnC , T ∈ [0, Tmax], and θ ∈ Θ. We define the local Lipschitz constant of the explicit
update step x 7→ x− TSD1R(x, θ) as
Lx(x, x˜, T, θ) :=
‖x− TSD1R(x, θ)− x˜+ TSD1R(x˜, θ)‖2
‖x− x˜‖2 ,
where we set Lx = 0 if the denominator vanishes. Then, the cumulative distribution function FS of
the local Lipschitz constant on the data distribution T for L ∈ R is defined as
FS(L) = P
(
max
s=0,...,S
Lx(x̂s(y, ξ, T, θ), x̂s(y, ξ˜, T, θ), T, θ) ≤ L : y ∼ TY , ξ, ξ˜ ∼ TΞ
)
.
Thus, the maximum local Lipschitz constant of the explicit update step along each trajectory is
bounded by F−1S (1− δ) with probability 1− δ.
Theorem 4.1 (Stability w.r.t. input). Let (T, θ) ∈ [0, Tmax] × Θ be fixed control parameters, y ∼ TY
and ξ, ξ˜ ∼ TΞ. We denote by x, x˜ ∈ (RnC)S+1 two solutions of the state equation associated with
z = Ay + ξ and z˜ = Ay + ξ˜, and corresponding x0 = Ainitz and x˜0 = Ainitz˜, respectively. The discrete
state equations are given by
xs+1 = g(xs, z, T, θ), x˜s+1 = g(x˜s, z˜, T, θ)
for s = 0, . . . , S − 1. Let δ ∈ [0, 1),
α1(δ) := ‖B−1‖2F−1S (1− δ), β1 := TS ‖B−1‖2‖A‖2
for B := Id + TSA
>A. Then,
1
nC ‖xs+1 − x˜s+1‖2 ≤ 1nC
(
α1(δ)
s+1‖Ainit‖2 + 1−α1(δ)
s+1
1−α1(δ) β1
)
‖z − z˜‖2
holds true with probability 1− δ.
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Proof. The definition of the semi-implicit scheme (7) implies that for any s = 0, . . . , S−1 the inequality
‖xs+1 − x˜s+1‖2 ≤ ‖B−1‖2
(
F−1S (δ)‖xs − x˜s‖2 + TS ‖A‖2‖z − z˜‖2
)
holds true with probability 1 − δ. By taking into account a recursion argument, the geometric series
formula
∑n
i=0 q
i = 1−q
n+1
1−q , and the estimate ‖x0 − x˜0‖2 ≤ ‖Ainit‖2‖z − z˜‖2 we obtain the desired
result.
4.2 Stability Analysis w.r.t. Parameters
Next, we elaborate on the stability of the proposed approach w.r.t. variations of the learned parame-
ters θ ∈ Θ. To this end, we estimate the local Lipschitz constants of the TDV regularizer w.r.t. both of
its arguments in the mean-field setting to derive upper bounds along the trajectories emanating from
the same initial state, but with different parameters θ and θ˜. In detail, the perturbed parameters θ˜ is
drawn from a uniform distribution supported on a component-wise relative -ball around θ. A recur-
sion argument involving the estimated Lipschitz constants results in computable upper bounds for the
norm difference along trajectories associated with θ and θ˜.
Let B(θ) be the component-wise relative -ball around θ = (K,K
i
j,k,1,K
i
j,k,2, w) ∈ Θ w.r.t the
`∞-norm, i.e.
B(θ) =
{
θ˜ = (K˜, K˜ij,k,1, K˜
i
j,k,2, w˜) ∈ Θ :
‖K˜ −K‖∞ ≤ ‖K‖∞, ‖K˜ij,k,1 −Kij,k,1‖∞ ≤ ‖Kij,k,1‖∞,
‖K˜ij,k,2 −Kij,k,2‖∞ ≤ ‖Kij,k,2‖∞, ‖w˜ − w‖∞ ≤ ‖w‖∞
}
.
Further, we denote by projΘ : Rp → Θ the orthogonal projection onto Θ, and by U(S) the uniform
distribution for any set S ⊂ Rp. Then, the cumulative distribution function FS,x of the local Lipschitz
constant of the regularizer w.r.t. its first component is given as
FS,x(L) = P
(
max
s=0,...,S
Lx(x̂s(y, ξ, T, θ), x̂s(y, ξ, T, θ˜), T, θ) ≤ L : (y, ξ) ∼ T , θ˜ ∼ U(projΘ(B(θ)))
)
for L ∈ R. Likewise, we define the local Lipschitz constant of TDV w.r.t. its second argument as
FS,θ(L) = P
(
max
s=0,...,S
Lθ(x̂s(y, ξ, T, θ˜), θ, θ˜) ≤ L : (y, ξ) ∼ T , θ˜ ∼ U(projΘ(B(θ)))
)
for L ∈ R, where
Lθ(x, θ, θ˜) :=
‖D1R(x, θ)−D1R(x, θ˜)‖2
‖θ − θ˜‖2
.
Taking into account the above definitions we can state the stability theorem w.r.t. the learned param-
eters as follows:
Theorem 4.2 (Stability w.r.t. parameters). Let T ∈ [0, Tmax], θ ∈ Θ and θ˜ ∼ U(projΘ(B(θ))). We
denote by z = Ay + ξ an observation associated with (y, ξ) ∼ T , and by {xs}Ss=0, {x˜s}Ss=0 ∈ (RnC)S+1
two states satisfying (7) with initial conditions x0 = x˜0 = Ainitz and control parameters (T, θ) and
(T, θ˜), respectively. Then, the inequality
1
nC
‖xs+1 − x˜s+1‖2 ≤ 1
nC
1− α2(δ)s+1
1− α2(δ) β2(δ)‖θ − θ˜‖2 (11)
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holds true with probability 1− δ for δ ∈ [0, 1), where
α2(δ) = ‖B−1‖2F−1S,x(1− δ2 ), β2(δ) = ‖B−1‖2 TSF−1S,θ(1− δ2 )
for B := Id + TSA
>A.
Proof. Again, using the definition of g yields
‖xs+1 − x˜s+1‖2 ≤ α2(δ)‖xs − x˜s‖2 + β2(δ)‖θ − θ˜‖2
with probability 1− δ, where we exploited
‖R(xs, θ)− R(x˜s, θ˜)‖2 ≤ F−1S,x(1− δ2 )‖xs − x˜s‖2 + F−1S,θ(1− δ2 )‖θ − θ˜‖2.
By exploiting a recursion argument and noting that the initial states coincide the theorem follows.
Hence, this theorem provides a computable upper bound for the norm difference of two states
w.r.t. perturbations of the TDV parameters. In particular, if (T, θ) is a local minimizer of the cost
functional (8), then the stability analysis quantifies the robustness of the trajectories.
5 Numerical Results
In this section, we present numerical results for additive Gaussian denoising, medical reconstruction,
and single image super-resolution. To get an intuition for the local behavior of the learned TDV
regularizer, we pursue a nonlinear eigenfunction analysis. Moreover, we perform a stability analysis
including adversarial attacks and worst case generalization error estimates to demonstrate the robust-
ness of the proposed method.
5.1 Training Details
In all experiments, we use the BSDS400 dataset [31] for training, which determines the discrete proba-
bility measure according to Remark 1. Thus, the control parameters (T, θ) are computed by minimizing
the discretized sampled optimal control problem
min
T∈[0,Tmax],θ∈Θ
1
N
N∑
i=1
`(x̂S(y
i, ξi, T, θ)− yi),
where `(x) = ‖x‖22 for Gaussian denoising and `(x) =
∑nC
i=1
√
x2i + 
2 for single image super-resolution
with  = 0.01. We augment data of patch size 93 × 93 by randomly flipping the images horizontally
or vertically, and by rotating the images by multiples of 90◦. The ADAM optimizer [24] is employed
with a mini batch size of 32 using 105 iterations, β1 = 0.9 and β2 = 0.999, where the initial learning
rate 4 · 10−4 is halved every 25000 iterations. The noise ξ is drawn randomly in each iteration.
5.2 Additive Gaussian Denoising
As a first task, we consider additive Gaussian denoising implying A = Id ∈ RnC×nC , ξ ∼ N (0, σ2Id)
and l = nC for C = 1 (gray-scale images) or C = 3 (color images).
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Table 1: Different possible choices for potential functions ψ evaluated on gray-scale Gaussian denoising
(σ = 25).
ψ ln cosh(x) 12 log(1 + x
2) x
PSNR 29.3596 29.3662 29.3722
29.0
29.1
29.2
29.3
29.4
S 7→ E(y,ξ)∼T [PSNR(x̂S(y, ξ, T ∗, θ∗), y)]
TDV22
TDV32
TDV42
TDV23
TDV33
TDV43
TDV24
TDV34
TDV44
10 20 30 40 50
S
0.0175
0.0200
0.0225
0.0250
0.0275
0.0300
S 7→ T ∗
Figure 2: Expected PNSR value and optimal stopping time depending on S for various TDV regular-
izers (gray-scale Gaussian denoising, σ = 25).
In the first experiments, we perform an ablation study of the number of blocks b, the number of
scales a and the potential function. To this end, we evaluate the performance of the resulting TDV
regularizers for additive gray-scale Gaussian denoising by computing the expected PSNR value on the
BSDS68 dataset. Figure 2 depicts the expected PSNR values (top) and the optimal stopping times
(bottom) as functions of the depth S for color-coded TDV regularizers with a, b ∈ {2, 3, 4}. In all
cases, the performance increases until S ≈ 10, beyond this point the curves saturate. Thus, in all
subsequent experiments the TDV regularizer is trained for S = 10. Moreover, the expected PSNR
values increase with the number of learnable parameters, which is correlated with the number of blocks
and scales. However, beyond a certain complexity the performance increase saturates, that is why we
use the TDV33 regularizer in all further experiments.
Table 1 lists the PSNR values for three possible choices of the potential functions. It turns out
that the simplest potential function ψ(x) = x, which is neither bounded nor coercive, performs slightly
better than the other potential functions. For this reason, we use ψ(x) = x in all further experiments.
In what follows, we discuss the importance of the stopping time for the quality of the output image.
To this end, we plot the PSNR values of all BSDS68 test images and the corresponding expected PSNR
value (red line) as a function of the stopping time (Figure 3, top). All curves approximately peak around
the same optimal stopping time T ∗ = 0.172, which is also identified by the first order condition of
13
25
30
35
T 7→ E(z,ξ)∼T [PSNR(x̂S(y, ξ, T, θ∗), y)]
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T
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T 7→ E(z,ξ)∼T
[
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(
1 + TS
) S−1∑
s=0
〈ps+1, x̂s+1(y, ξ, T, θ∗)− x̂s(y, ξ, T, θ∗)〉
]
Figure 3: First order optimality condition of the stopping time for gray-scale Gaussian denoising
(σ = 25) using TDV33 and the BSDS68 dataset.
Theorem 3.3 (Figure 3, bottom). Further, Figure 4 presents sequences of output images for gray-scale
and color Gaussian denoising trained for S = 10 to visually verify the importance of the proper choice
of the optimal stopping time. Starting from the noisy input image x0 (second column), the noise level
is gradually decreased until the output image x10 (fourth column) is obtained. Beyond this point, the
algorithm generates oversmoothed images and details are lost.
A quantitative comparison of expected PSNR values for additive gray-scale and color Gaussian
denoising for σ ∈ {15, 25, 50} on various image datasets is listed in Table 2 and Table 3. In the
TDV33,25 column, the PSNR values of our proposed TDV regularizer with three macro-blocks on three
scales solely trained for σ = 25 are presented. To apply the TDV33,25 model to different noise levels, we
first rescale the noisy images xinit = z =
25
σ z, then apply the learned scheme (7), and obtain the results
via xS =
σ
25xS . In the last column of Table 2, the PSNR values of the TDV regularizer–individually
trained for each noise level–are listed. For color Gaussian denoising we only present results obtained
by TDV33,25 to follow the evaluation standard of the related methods. We achieve state-of-the-art
results for gray-scale and color image denoising compared with models of similar complexity. Only
FOCNet [22] performs slightly better for gray-scale images at the expense of more than hundred times
more trainable parameters. Finally, the TDV regularizers yield higher PSNR values if its parameters
are individually optimized for each noise level.
5.3 Computed Tomography Reconstruction
To demonstrate the broad applicability of the proposed TDV regularizer, we perform a two-dimensional
computed tomography (CT) reconstruction using the TDV33,25 regularizer, which was trained for gray-
scale Gaussian image denoising and S = 10. We stress that the regularizer is applied without any
additional training of the TDV parameters.
The task of computed tomography is the reconstruction of an image given a set of projection
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Figure 4: From left to right: Ground truth, noisy input with noise level σ = 25 and resulting output of
TDV33 for (S, T ) ∈ {(5, 12T ∗), (10, T ∗), (15, 32T ∗), (20, 2T ∗)} for Gaussian denoising of gray-scale images
(top) and color images (bottom). Note that the best images are framed in red and are obtained at
the optimal stopping time, which is T ∗ = 0.172 for gray-scale denoising and T ∗ = 0.0247 for color
denoising.
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Table 2: Comparison of expected PSNR values for additive gray-scale Gaussian denoising for σ ∈
{15, 25, 50} on various image datasets.
Dataset σ BM3D [12] TNRD [11] DnCNN [54] FFDNet [55] N3Net [39] FOCNet [22] TDV33,25 TDV
3
3
Set12
15 32.37 32.50 32.86 32.75 - 33.07 32.93 33.02
25 29.97 30.05 30.44 30.43 30.55 30.73 30.68 30.68
50 26.72 26.82 27.18 27.32 27.43 27.68 27.52 27.59
BSDS68
15 31.08 31.42 31.73 31.63 - 31.83 31.76 31.84
25 28.57 28.92 29.23 29.19 29.30 29.38 29.37 29.37
50 25.60 25.97 26.23 26.29 26.39 26.50 26.42 26.45
Urban100
15 32.34 31.98 32.67 32.43 - 33.15 32.66 32.91
25 29.70 29.29 29.97 29.92 30.19 30.64 30.38 30.38
50 25.94 25.71 26.28 26.52 26.82 27.40 26.94 27.04
# Parameters 26,645 555,200 484,800 705,895 53,513,120 387,394 387,394
Table 3: Comparison of expected PSNR values for additive color Gaussian denoising for σ ∈ {15, 25, 50}
on various image datasets.
Dataset σ BM3D [12] CDnCNN [54] FFDNet [55] TDV33,25
CBSDS68
15 33.52 33.89 33.87 34.12
25 30.71 31.23 31.21 31.53
50 27.38 27.92 27.96 28.26
Kodak24
15 34.28 34.48 34.63 35.01
25 31.68 32.03 32.13 32.59
50 28.46 28.85 28.98 29.44
McMaster
15 34.06 33.44 34.66 34.55
25 31.66 31.51 32.35 32.47
50 28.51 28.61 29.18 29.41
# Parameters 668,803 852,108 387,970
16
CG initialization R = 576
PSNR = 33.57
TDV33,25 for R = 576
PSNR = 45.93
TDV33,25 for R = 2304 CG initialization R = 288
PSNR = 25.70
TDV33,25 for R = 288
PSNR = 33.88
CG initialization R = 576
PSNR = 33.57
TDV33,25 for R = 576
PSNR = 45.93
TDV33,25 for R = 2304 CG initialization R = 288
PSNR = 25.70
TDV33,25 for R = 288
PSNR = 33.88
CG initialization R = 576
PSNR = 33.57
TDV33,25 for R = 576
PSNR = 45.93
TDV33,25 for R = 2304 CG initialization R = 288
PSNR = 25.70
TDV33,25 for R = 288
PSNR = 33.88
CG initialization R = 576
PSNR = 33.57
TDV33,25 for R = 576
PSNR = 45.93
TDV33,25 for R = 2304 CG initialization R = 288
PSNR = 25.70
TDV33,25 for R = 288
PSNR = 33.88
CG initialization R = 576
PSNR = 33.57
TDV33,25 for R = 576
PSNR = 45.93
TDV33,25 for R = 2304 CG initialization R = 288
PSNR = 25.70
288
33 88
CG initialization R = 576
PSNR = 33.57
TDV33,25 for R = 576
PSNR = 45.93
TDV33,25 for R = 2304 CG initialization R = 288
PSNR = 25.70
288
33 88
Figure 5: Conjugate gradient reconstruction for 4/8-fold angular undersampled CT task (first/fifth
image), results obtained by using the TDV33,25 regularizer with λ = 500 · 103 for 4-fold (second image)
and λ = 106 for 8-fold undersampling (fourth image), and fully sampled reference reconstruction using
the TDV33,25 regularizer with λ = 125 · 103 (third image).
measurements called sinogram, in which the detectors of the CT scanner measure the intensity of
attenuated X-ray beams. Here, we use the linear attenuation model introduced in [18], where the
attenuation is proportional to the intersection area of a triangle, which is spanned by the X-ray source
and a detector element, and the area of an image element. In detail, the sinogram z of an image x
is computed by z = ARx, where AR ∈ Rl×n is the lookup-table based area integral operator of [18]
for R angles and 768 projections implying l = 768 · R. Typically, a fully sampled acquisition consists
of 2304 angles. For this task, we consider the problem of angular undersampled CT [10], where only
a fraction of the angles are measured. We use a 4-fold (R = 576) and 8-fold (R = 288) angular
undersampling to reconstruct a representative image of the MAYO dataset [32] with n = 768 × 768.
To account for an imbalance of regularization and data fidelity, we manually scale the data fidelity
term by λ > 0, i.e.
D(x, z) :=
λ
2
‖ARx− z‖22.
The resulting smooth variational problem is optimized using accelerated gradient descent with Lipschitz
backtracking using 1000 steps as discussed in [7].
We present qualitative and quantitative results for CT reconstruction in Figure 5 for a single
abdominal CT image. As an initialization, we perform 50 steps of a conjugate gradient method on
the data fidelity term (first and last column). Using the proposed TDV33,25 regularizer, we are able
to suppress the undersampling artifacts while preserving, for instance, the fine vessels in the liver.
This highlights that the learned regularizer can be effectively applied as a generic regularizer for linear
inverse problems without any transfer learning, which is a particular benefit of the variational structure
of the proposed approach.
5.4 Magnetic Resonance Imaging Reconstruction
In what follows, the flexibility of our regularizer TDV33,25 learned for denoising and S = 10 is shown
for accelerated magnetic resonance imaging (MRI) without any further adaption of θ.
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41 4Figure 6: Zero filling initialization for acceleration factors R ∈ {4, 6} (first/fifth image), output using
the TDV33,25 regularizer with λ = 1000 for R = 4 (second image) and λ = 1500 for R = 6 (fourth
image), and fully sampled reference (third image).
In accelerated MRI, k–space data {zi}NCi=1 ⊂ Cn is acquired using NC parallel coils, each measuring
a fraction of the full k–space to reduce acquisition time [19]. Here, we use the data fidelity term
D(x, {zi}NCi=1) =
λ
2
NC∑
i=1
‖MRFCix− zi‖22,
where λ > 0 is a manually adjusted weighting parameter, MR ∈ Rn×n is a binary mask for R-fold
Cartesian undersampling, F ∈ Cn×n is the discrete Fourier transform, and Ci ∈ Cn×n are sensitivity
maps, which are estimated using ESPIRiT [50]. For further details we refer the reader to [19]. We use
4-fold and 6-fold Cartesian undersampled MRI data to reconstruct a sample knee image. Again, we
minimize the resulting variational energy by accelerated gradient descent with Lipschitz backtracking
using 1000 steps [7].
We perform an evaluation of the proposed approach on a representative slice of an undersampled
MRI knee acquisition. The slice has a resolution of n = 320×320 and NC = 15 receiver coils were used
during the acquisition. Figure 6 depicts qualitative results and PSNR values for the reconstruction
of 4-fold and 6-fold undersampled k–space data. The first and last columns show the initial images
obtained by applying the adjoint operator to the undersampled data. In the second and fourth column
we depict the results obtained using TDV33,25. Although the TDV regularizer was not trained to
account for undersampling artifacts, almost all artifacts are removed in the reconstructions and only
some details in the bone are lost. This highlights the versatility and effectiveness of the proposed TDV
regularizer since both CT and MRI reconstruction can be properly addressed without any fine-tuning
of the learned parameters.
5.5 Single Image Super-resolution
In this subsection, we present numerical results for single image super-resolution (SISR). Here, the
linear operator A ∈ RnC/γ2×nC is given as a downsampling operator, where γ ∈ {2, 3, 4} denotes the
scale factor. In detail, its adjoint operator coincides with MATLAB R©’s bicubic upsampling operator
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Figure 7: From left to right: High resolution ground truth image, low resolution image with γ = 4
and σ = 0, and resulting output of TDV33 for (S, T ) ∈ {(5, 12T ∗), (10, T ∗), (15, 32T ∗), (20, 2T ∗)}, where
the optimal stopping time is T ∗ = 0.043. Note that the best image is framed in red.
Table 4: PSNR values of various state-of-the art networks for single image super-resolution (σ = 0)
with a comparable number of parameters.
Dataset Scale MemNet [48] VDSR [23] DnCNN-3 [54] DRRN [47] OISR-LF-s [20] TDV33
Set14
×2 33.28 33.03 33.03 33.23 33.62 33.35
×3 30.00 29.77 29.81 29.96 30.35 29.94
×4 28.26 28.01 28.04 28.21 28.63 28.41
BSDS100
×2 32.08 31.90 31.90 32.05 32.20 32.17
×3 28.96 28.82 28.85 28.95 29.11 28.96
×4 27.40 27.29 27.29 27.38 27.60 27.55
# Parameters 585,435 665,984 666,561 297,000 1,370,000 387,970
imresize, which is an implementation of a scale factor-dependent interpolation convolution kernel in
conjunction with a stride. Since this restoration problem substantially differs from Gaussian image
denoising, the parameters of the TDV regularizer have to be optimized for this task individually.
Let nC be a multiple of γ2 and y ∈ RnC be a full resolution ground truth image patch uniformly
drawn from the BSDS400 dataset. The observations z = Ay + ξ ∈ RnC/γ2 used for training are
corrupted by additive Gaussian noise ξ with σ ∈ {0, 7.65}. For the initialization we set Ainit = γA>.
The proximal map (Id + TSA
>A)−1 is efficiently computed in Fourier space as advocated in [57]. Here,
all results are obtained by training a TDV33 regularizer for each scale factor individually.
We compare our SISR results with numerous state-of-the-art networks of similar complexity and
list expected PSNR values of the Y-channel in the YCbCr color space over test datasets in Table 4. For
the BSDS100 dataset, our proposed method achieves similar results as OISR-LF-s [20] with only one
third of the trainable parameters. Figure 7 depicts a restored sequence of images for SISR with scale
factor 4 using TDV33 for a representative sample image of the Set14 dataset. Starting from the low
resolution initial image, interfaces are gradually sharpened and the best quality is achieved for T = T ∗.
Beyond this point, interfaces are artificially intensified.
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5.6 Eigenfunction Analysis
To get a better understanding of the local behavior of the proposed TDV regularizer, we perform a
nonlinear eigenfunction analysis [16]. To this end, we compute nonlinear eigenfunctions by minimizing
the variational problem
min
x∈[0,1]nC
1
2‖D1R(x, θ)− Λ(x)x‖22, (12)
where the generalized Rayleigh quotient defining the eigenvalues is given by
Λ(x) =
〈D1R(x, θ), x〉
‖x‖22
.
Note that (12) enforces D1R(x, θ) ≈ Λ(x)x for images with range space [0, 1]. We use Nesterov’s pro-
jected accelerated gradient descent [36] to perform the optimization in (12). Due to the nonconvexity
of this minimization problem the resulting eigenfunctions strongly depend on the initialization.
Figure 8 depicts six images from the BSDS400 dataset (first row), which are used as the initial-
ization, along with their eigenfunctions for gray-scale denoising (second row, σ = 25), color denoising
(third row, σ = 25) and SISR (last row, γ = 2 and σ = 0). For denoising (second and third row),
the generated eigenfunctions are composed of piecewise constant regions with smooth edges resulting
in cartoon-like simplifications and contrast enhancement (see e.g. second/third column). Textured
regions of the initial image are transformed into repetitive structures such as stripes and dots. In con-
trast, the eigenfunctions for SISR (fourth column) exhibit fine-scaled texture details, which explain the
property of the learned regularizer to recover high-frequencies. These results clearly demonstrate that
the learned TDV regularizers are discriminative priors as they adapt to specific image reconstruction
tasks.
5.7 Stability Analysis
In what follows, we elaborate on the stability of the proposed approach w.r.t. perturbations of the
initial image and the learned parameters of TDV. To this end, we numerically analyze the local
structure of the regularization energy and experimentally validate Theorem 4.1 and Theorem 4.2. In
all experiments in this subsection, we use the TDV33 regularizer.
Let x ∈ RnC be an image, ξ ∼ N (0, σ2Id) and θ parameters trained for gray-scale Gaussian
denoising with σ = 25. Figure 9 visualizes the surface plots of the pointwise deep variation [−1, 1] 3
(ζ1, ζ2) 7→ r(ζ1x+ζ2ξ, θ)i as a function of the contrast ζ1 and the noise level ζ2 for four prototypic pixels i
marked in red. All surface plots exhibit distinct global minima and no high-frequency oscillations can
be observed. Moreover, the pointwise deep variation strictly increases from the origin in all directions.
Motivated by the aforementioned surface plots, we can now conduct the stability analysis w.r.t. per-
turbations of the input. For this purpose, we estimate quantiles of the local Lipschitz constants Lx
and Lθ of TDV by uniformly drawing 10
5 patches of size 128 × 128 from the BSDS400 dataset. To
this end, we consider an image patch y randomly drawn from the BSDS68 dataset and let ξ, ξ˜ be two
noise instances independently drawn from N (0, σ2Id) for σ = 25. The associated observations are
denoted by z = y + ξ and z˜ = y + ξ˜, resulting in the states xs and x˜s. Figure 10 (upper left) depicts
the normalized norm differences 1nC ‖xs− x˜s‖2 for all 68 patches (light blue curves), the corresponding
mean curve (blue curve) as well as the upper bounds obtained from Theorem 4.1 for δ = 0.5 (orange
curve) and δ = 0.05 (green curve) for gray-scale additive Gaussian denoising as a function of s. It
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Figure 8: First row: initial images taken from BSDS400 dataset. Second to fourth row: corresponding
eigenfunctions for gray-scale denoising (second row, σ = 25), color denoising (third row, σ = 25) and
SISR (last row, γ = 2 and σ = 0).
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Figure 9: Surface plots of the pointwise deep variation [−1, 1] 3 (ζ1, ζ2) 7→ r(ζ1x + ζ2ξ, θ)i of four
patches–each evaluated at the red center pixel.
turns out that the normalized norm differences along the trajectories are only slightly overestimated.
Furthermore, the normalized norm differences strictly monotonically decrease for increasing s, which
is also reflected in the upper bounds due to α1(δ) < 1.
Next, we elaborate on the stability analysis w.r.t. variations of the learned parameters. Let y be a
randomly drawn 128× 128-patch from the BSDS68 dataset, which is corrupted by additive Gaussian
noise ξ with σ = 25, i.e. z = y + ξ. We consider optimized parameters θ ∈ Θ for gray-scale Gaussian
denoising. The TDV parameters θ˜ satisfies θ˜ ∼ U(projΘ(B(θ))) with  = 0.1. Hence, θ˜ is the element-
wise sum of θ and strong uniform noise in the relative -ball around θ. We denote by xs and x˜s two
states associated with θ and θ˜ emanating from the same noisy observation z. In Figure 10 (lower
left), the normalized norm differences of the states xs and x˜s for all 68 patches (light blue curves), the
corresponding mean curve (blue curve) as well as the theoretical upper bounds derived in Theorem 11
for δ = 0.5 (orange curve) and δ = 0.05 (green curve) are plotted as a function of s. As a result,
the upper bound for δ = 0.5 for s = 10 is roughly four times higher than the expected curve of the
normalized norm differences.
In the case of SISR for γ = 3 and σ = 7.65, the results of the stability analysis are depicted on
the right side of Figure 10. Here, the theoretical upper bounds are less tight compared to Gaussian
denoising due to the inclusion of the non-trivial linear operators A with a non-empty nullspace and
Ainit with ‖Ainit‖2 = γ. Note that the solutions of SISR are not unique due to the structure of A.
To conclude, in all four cases the normalized norm differences (blue curves) are almost flat and
the band width only slightly increases with s. This numerically validates that the proposed method is
robust w.r.t. variations of both the observations and the learned parameters.
5.8 Robustness against Adversarial Attacks
In what follows, we numerically check the robustness of the proposed method against adversarial
attacks of the TDV33 regularizer trained for gray-scale Gaussian denoising with σ = 25. Let y ∈ RnC
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Figure 10: First row: stability analysis w.r.t. input of the proposed approach for gray-scale Gaussian
denoising (left) trained for σ = 25/S = 10 and SISR (right) with γ = 3/σ = 7.65/S = 10. Second
row: stability analysis w.r.t. the learned TDV33 parameters for gray-scale Gaussian denoising (left) and
SISR (right).
be a ground truth image patch, ξ ∼ N (0, σ2Id) Gaussian noise and z = y + ξ ∈ Rl. The adversarial
noise ξ˜ for  > 0 is computed via
max
ξ˜∈Rl:‖ξ˜‖2≤
‖x̂S(y, ξ + ξ˜, T, θ)− y‖22.
Thus, we seek the noise structure that leads to the largest deviation from y around z.
Figure 11 shows two different ground truth image patches, the corresponding restored images along
with the computed adversarial noise structures and corresponding output images for  ∈ {1, 2}. As a
result, with increasing  high-frequency patterns (dotted and striped structures) are generated in the
adversarial noise, which are emphasized in the corresponding output images. Moreover, we observe
high-frequency local noise patterns in both reconstructed images for  = 2. In particular, no new
structures are hallucinated, only existing patterns are intensified in xS(ξ˜).
5.9 Empirical Upper Bound for Generalization Error
Next, we experimentally compute worst case upper bounds for the generalization error of the TDV33
regularizer trained for gray-scale Gaussian denoising with σ = 25. As a starting point, let Y ⊂ [0, 1]n
be the set of natural images with distribution TY . Further, let Y ′ ⊂ Y be a collection of 105 ground
truth image patches of size 128×128 randomly drawn from the BSDS400 dataset, the BSDS68 dataset,
and the DIV2K validation set [1]. The uniform distribution on Y ′ is denoted by TY′ . Following [4],
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ξ˜ xS(ξ˜)
Figure 11: From left to right: ground truth image patch y (first column), noisy observation z = y + ξ
(second column), reconstructed image (third column), pairs of (adversarial) noise and resulting output
for radii  = 1 (fourth/fifth column) and  = 2 (sixth/seventh column), where xS(ξ˜) = x̂S(y, ξ+ ξ˜, T, θ).
The adversarial noise ξ˜ is displayed in the range [−0.5, 0.5].
the empirical risk w.r.t. Y ′ is defined as
Eemp(Y ′) := 1|Y ′|
∑
y′∈Y′
`(x̂S(y
′, ξy′)− y′),
the expected loss of Y reads as
E(Y) := Ey∼TY `(x̂S(y, ξy)− y),
where `(x) = ‖x‖22, ξy and ξy′ are a priori sampled noise instances drawn from N (0, σ2Id), and
x̂S(y, ξ) = x̂S(y, ξ, T, θ). In this case, the generalization error for Y ′ is defined as |E(Y)− Eemp(Y ′)|.
A worst case upper bound for this generalization error is given by
max
y˜∈[0,1]n
`(x̂S(y˜, ξ)− y˜)− Eemp(Y ′) (13)
for an a priori sampled ξ ∼ N (0, σ2Id) since the expected loss is estimated from above by its single
worst realization.
To analyze the dependency between `(x̂S(y
′, ξy′) − y′) and the regularization energy R(y′, θ), we
show a scatter plot of the corresponding plane in Figure 12 (left) for all y′ ∈ Y ′. We observe a strikingly
linear dependency, which is reflected by an R2-value of 0.985 of a linear regression with intercept. This
linear dependency gives rise to a probabilistic analysis of worst case upper bounds for the generalization
error on quantiles of the regularization energy. For this reason, we define the cumulative distribution
function
FR(H) = P (R(y′, θ) ≤ H : y′ ∼ TY′)
for H ∈ R. Note that F−1R (q) for q ∈ (0, 1] defines the qth-quantile of the regularization energy over Y ′.
Then, we derive an upper bound for the generalization error restricted to the subset
Y ′q = {y′ ∈ Y ′ : R(y′, θ) ≤ F−1R (q)}
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Figure 12: First plot: scatter plot in the `(x̂S(y, ξy) − y) and R(y, θ)-plane. Second plot: semi-
logarithmic plots of the upper bound for expected loss (blue curve), the empirical risk (orange curve)
and the upper bound for the generalization error (green curve) restricted to Y ′q as a function of the
quantiles q. Third plot: corresponding PSNR curves measured in dB. Right: pairs of worst case ground
truth y˜q and corresponding output image x̂S(y˜q, ξ) for q = 0.1, 0.5, 1.0.
for q ∈ (0, 1]. In this setting, the expected loss of the qth-quantile is estimated from above by `(x̂S(y˜q)−
y˜q), where
y˜q ∈ argmax
y∈[0,1]n
`(x̂S(y, ξ)− y) s.t. R(y) ≤ F−1R (q). (14)
In detail, we try to identify the image patch y˜q that leads to the worst case loss ` among all image
patches in [0, 1]n such that their regularization energy R(y˜q) is at most F
−1
R (q). Hence, an upper
bound for the generalization error on the set Y ′q is given by
G(q) := `(x̂S(y˜q, ξ)− y˜q)− Eemp(Y ′q).
To compute the worst case ground truth image, we account for the constraint in (14) by a quadratic
barrier approach and solve the resulting minimization problem using Nesterov’s accelerated gradient
method [36] with Lipschitz backtracking starting from a patch with uniform noise.
Figure 12 (second plot) depicts the semi-logarithmic plots of the upper bound for the empirical
risk (blue curve), the empirical risk (orange curve), and the upper bound for the generalization error
(green curve) on the set Y ′q depending on q. For convenience, the third plot depicts corresponding
PSNR curves measured in dB. We note that the upper bound for the generalization error slightly
increases with larger regularization energy values represented by larger q. We observe that the upper
bound is not tight, which originates from the minimization in (14) among all patches in [0, 1]n. The
computed worst case patches y˜q along with the reconstructed output images x̂S(y˜q, ξ) are shown in
Figure 12 (right). For low values of q the worst case ground truth patches consist of high-oscillatory
stripe patterns and checkerboard artifacts, whereas noise and texture patterns are dominant for higher
values of q. We emphasize that all generated patches are artificial and not likely to be contained in any
natural image, that is why the upper bound for generalization error has a tendency to overestimate
the actual generalization error.
6 Conclusion
The proposed total deep variation regularizer is motivated by established deep network architectures.
Moreover, the inherent variational structure of our approach enables a rigorous mathematical under-
standing encompassing an optimality condition for optimal stopping, and a nonlinear eigenfunction
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analysis. We have derived theoretical upper bounds for the stability analysis, which led to relatively
tight bounds in the numerical experiments. For image denoising and single image super-resolution, our
model generates state-of-the-art results with an impressively low number of trainable parameters. To
underline the versatility of TDV for generic linear inverse problems, we successfully demonstrated their
applicability for the challenging CT and MRI reconstruction tasks without requiring any additional
training. Finally, we have conducted adversarial attacks and an empirical worst case generalization
error analysis to demonstrate the robustness of our approach.
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