ABSTRACT There is a need to generate quaternion valued processes with a given distribution ranging from super-Gaussian, Gaussian to sub-Gaussian with different degrees of properness for numerous practical applications, such as modeling the signal source, testing nonlinear adaptive filter models, watermarking, generating Q-proper and Q-improper processes, the synthesis of color images, and testing the algorithms of step detection. Therefore, in this paper, the alternative quaternion generalized Gaussian probability density function is derived for an augmented quaternion valued variable, and the procedure for generating the augmented quaternion valued random variables is defined for this distribution. Additionally, the 3-D generalized Gaussian distribution probability density function parameterized by the shape parameter p and the covariance matrix C is revised.
I. INTRODUCTION
GGD is often used to characterize the statistical behavior of a multimedia signal [1] . The different types of signals in the image and signal processing applications can be modeled with this distribution. The distribution owes its popularity to the fact of embracing various other distributions ranging from super-Gaussian, Gaussian to sub-Gaussian. The special cases with the exponents p = 2 and p = 1 cover the Gaussian distribution (GD) and the Laplacian distribution (LD), respectively. For p → ∞, the GGD density function becomes a uniform distribution, and for p → 0, f (x) approaches an impulse function. Chapeau-Blondeau and Monir [2] considered another special case p = 1/2. A more peaky case of GGD p = 1/3 was discussed in [3] and a more general approach for the exponents 1/m, m = 2, 3, . . . was further analyzed in [4] . Furthermore, when limiting to the special cases, the closed form equations can be determined and additional analysis can be simplified. GGD appears in the literature also under other names: the exponential power distribution (EPD), the generalized error distribution (GED), the Subbotin distribution and the generalized normal distribution (GND).
The probability density function of the continuous random variable of GGD is [5] , [6] 
where (z) = ∞ 0 t z−1 e −t dt, z > 0 [7] , p is the shape parameter and λ is connected to the variance of the distribution.
The transform coefficients can be often modeled with GGD, such as the Discrete Cosine Transform (DCT) coefficients, the Walsh-Hadamard Transform (WHT) coefficients and the Discrete Sine Transform (DST) coefficients [6] , whereas, the DCT coefficients are available in current video and image compression standards (MPEG, JPEG).
Many methods estimating the parameters of GGD have been designed and a comparison of different approaches to the estimation of the shape parameter was addressed in [8] . The most popular method for estimating the shape parameter of GGD is the maximum likelihood (ML) method [5] . However, this method is complex and time consuming. Yet the complexity can be reduced by the application of the one moment method (OM) designed in [9] . Further reduction in calculation complexity was achieved in [10] by the introduction of the fast approximated estimator of GGD shape parameter for real-time applications. The method is based on the approximation of the moment method in four intervals. Most estimators of the shape parameter of GGD assume an asymptotic case when there is an infinite number of observations available, but in reality, there is only a set of a limited size available. In order to overcome this limitation, a new fast approximated method based on the standardized moment was introduced in [11] . The method does not require any bulky look-up table, any root finding or multi step approach, therefore it is suitable for real-time data processing.
The simulations necessary for validating and comparing the estimators require a configurable generator for GGD. The procedure to generate a random variable with GGD was described in [12] . This generator was used to test the Recursive Polynomial Weighted Median (RPWM) filter under a noised input signal modeled as an additive generalized Gaussian signal [13] .
The popularity of GGD distribution is reflected in numerous applications starting from the image segmentation algorithm based on the wavelet transform [14] . GGD was also used in compressing three-dimensional triangular mesh data [15] . Statistical properties of natural images used to get the natural scene statistics (NSS) model were modeled with GGD and asymmetric GGD (AGGD) [16] . The approximation of an atmosphere point spread function (APSF) kernel applied to propose an efficient method to remove haze from a single image was based on GGD [17] . More facial details into the initial image synthesis were introduced with the help of GGD [18] . The statistical properties of the stereoscopic image of the reorganized discrete cosine transform (RDCT) subband coefficients were modeled with GGD leading to the stereoscopic image quality assessment tool [19] .
The multivariate generalized Gaussian distribution (MGGD) has been receiving much attention in signal and image processing applications due to its heavy-tailed and fully parametric form. The problem of estimating the parameters of MGGD using the maximum likelihood (ML) method was addressed in [20] . The performance of the maximum likelihood estimator (MLE) for the parameters of MGGD was evaluated during simulations for generated vectors according to an outlined procedure.
In the case of multivariate signals, most practical examples are based on the processing of channels independently without taking into account the correlation between the components of a multichannel process and if you process simultaneously the two dimensions of a signal (radar, sonar), more efficient algorithms can be obtained compared to the processing of each dimension separately. There are processes with different powers in the data channels, e.g. a signal acquired by a tri-axial geophone [21] or 3-D wind field measured by three axis anemometers [22] , leading to a non-circular threedimensional signal.
Quaternions are dated back to 1843 to Hamilton [23] and can be regarded as a noncommutative extension of complex numbers [24] to four-dimensional (4-D) space. The quaternions are modeled in the H domain which facilitates modeling of three-and four-dimensional signals, where mutual exchange of information between data channels is also taken into account.
A complex variable z is defined in terms of two real variables z R and z I as z = z R + j · z I , where j = √ −1 and can be written as the bivariate vector z = [z R , z I ] T in R 2 . The real and imaginary part of a complex number can be found from the complex number z and its conjugate z * , i.e., z R = 1 2 (z+z * ) and z R = 1 2j (z − z * ). It is necessary to use both z and z * to be able to describe a bivariate signal in R 2 and this leads to the use of augmented complex statistics. Thus, it is convenient to work with the augmented vector
which is defined in [25] and [26] . This augmented complex statistics was employed in designing an augmented complex valued extended Kalman filter (ACEKF) algorithm for the class of nonlinear adaptive filters in [27] . Other algorithms of augmented complex statistics were widely discussed in [28] .
The multivariate complex normal distribution (CND) is already well known [29] . A more general distribution was proposed in [25] as the multivariate generalized complex normal distribution (GCND). The multivariate GCND -covering both proper and improper complex processes -and the multivariate CND (based on the covariance) -being a special case for proper processes only -were shown. For instance, the general complex Gaussian random vectors were applied in the independent component analysis (ICA) models [30] and these random vectors were also analyzed in other papers [26] , [31] - [33] .
Information on the complex valued GGD (CGGD) was systematized in [34] . Van den Bos [25] and Picinbono [31] extended the results for the complex normal distribution defined in to GGD. The probability density function of the complex valued GGD was constructed and a procedure for generating random numbers from the complex valued GGD was defined. Additionally, a maximum likelihood estimation (MLE) procedure for the shape and covariance parameters in the complex domain was introduced and applied to actual radar data. This work was extended to testing the circularity of CGGD [35] .
Because quaternions are an extension of complex numbers (their hypercomplex extension), the papers on extension of augmented complex statistics and widely linear modeling in the complex domain into the quaternion domain can be found. However, operating within the quaternion domain is not so convenient in terms of manipulation, and the correspondence between the elements of the quadrivariate vector in R 4 and the elements of the quaternion valued variable in H is not easy to determine. In order to solve this issue, three perpendicular quaternion involutions (self-inverse mappings) marked as q ı , q  , q κ with their corresponding conjugates q ı * , q  * , q κ * are used [36] . By analogy with the complex domain, the four components of the quaternion q can be found from
where q * is a quaternion conjugate. It is necessary to use a combination of {q, q ı , q  , q κ } and their conjugates to be able to describe a quadrivariate signal in R 4 and it is used as a basis VOLUME 6, 2018 for augmented quaternion statistics, where the 'augmented' basis quaternion is − → q a ∈ H 4 . This allows you to establish the relationship between the components of a quadrivariate real variable (q a , q b , q c , q d ) and its quaternionic counterpart q.
Several other notations exist for quaternions [37] . One of them is the Cayley-Dickson notation, where a quaternion q can uniquely be expressed as a pair of two complex variables z 1 and z 2 , that is q = z 1 + z 2 ·  , where z 1 = a + b · ı and z 2 = c + d · ı ∈ C. z 1 can be seen as the projection of q on the complex plane [38] . The Gaussian distribution for single quaternion-valued variables in the complex domain based on the Cayley-Dickson representation was formulated in [39] . The Cayley-Dickson notation was used for the processing of quaternion matrix [37] and defining the polarized signal quaternion model [40] . An initial insight into the complex-valued statistics for quaternion variables gave results that were lacking generality, as they either considered single quaternion variables or were formulated indirectly via the complex domain [41] . Consequently, this made them not straightforward to apply to multivariate quaternion-valued random vectors and to provide a unifying framework for the second order statistical modelling of general quaternion signals. Therefore, Took and Mandic [41] provided a unifying framework for the second order statistics of quaternion variables using four real variables together with deriving the conditions for complete second order statistical description of both second order circular and noncircular signal.
The aforementioned augmented quaternion statistics was extensively discussed in [41] . The concept of Q-properness (second order circularity) was addressed based on the properties of the augmented covariance matrix and subsequently a generic multivariate Gaussian distribution was extended to quaternion valued data for both Q-proper and Q-improper processes. Additionally, the upper bound on the entropy of multivariate quaternion valued processes was derived and it was shown that this bound was attained for Q-proper signals. Apart from that, an application of the augmented quaternion statistics in adaptive filtering was addressed by providing a widely linear quaternion model and the widely linear Wiener solution. The design of adaptive filters for quaternion valued processes requires modeling the source of signals with given distributions, which this article tries to address by defining a procedure to generate quaternion valued random variables.
There is a lot of interest in modeling processes using quaternions, which results in an increasing number of published applications. Adaptive quaternion Kalman filters (KF) for estimating the attitude-quaternion as well as gyro random drifts from vector measurements were proposed in [42] and compared to the nonadaptive quaternion KF and the quaternion additive extended Kalman filter (AEKF). In [22] another algorithm for adaptive filtering was introduced, namely, the quaternion least mean square (QLMS) algorithm for three-and four-dimensional processes, such as those observed in atmospheric modeling (wind, vector fields) that exhibit complex nonlinear dynamics and coupling between the dimensions, which make their component-wise processing by multiple univariate LMS, bivariate complex LMS (CLMS), or multichannel LMS (MLMS) algorithms inadequate. The problem of direction of arrival (DOA) and polarization parameters estimation in the case of multiple polarized sources impinging on a vector-sensor array was addressed with the quaternion-MUSIC (Q-MUSIC) algorithm with the quaternion spectral matrix (QSM) in [40] . The biquaternion Fourier transform (BiQFT) was also defined for the spectrum estimation [43] . The Quaternion Fourier Transform (QFT) was also used in watermarking [44] . Recently, there has been a noticeable interest in the computation of eigenvalue decomposition (EVD) and the singular value decomposition (SVD) [37] of quaternion matrices in quantum mechanics [45] and color image processing [46] . Due to the noncommutativity of quaternions, there are two types (right [47] , [48] and left [38] ) of quaternion eigenvalues. Other applications of quaternions can be found in the solution of source separation problems [49] , in the processing of color images [50] , in molecular modeling [51] , in robotics [52] , in computer graphics [53] and so on.
The quaternion generalized Gaussian distribution was considered in [21] since it was found that real-world seismic signals cannot be completely described using existing Gaussian models [39] . This distribution was derived as an extension of a complex generalized distribution [34] , [35] . In the paper [21] , QGGD parameterized variations in the vector-quaternion during the presence and absence of a polarized source, i.e., human footsteps, were investigated. The authors modeled the peakiness of the multivariate signal distribution using the shape parameter of QGGD and the augmented covariance matrix of QGGD to quantify the inter-channel correlation of the tri-axial geophone. Traditional methods for detecting human steps, however, are based on the use of uniaxial geophones that use higher order statistics (kurtosis) to quantify non-Gaussianity or cadence to quantify the periodicity of series of steps [54] . QGGD allows modeling a wide variety of quaternion valued processes and can be extended to other applications such as oceanic studies using hydrophones [55] .
In the light of those findings, there is a need to generate quaternion valued processes with a given distribution ranging from super-Gaussian, Gaussian to sub-Gaussian with different degrees of properness considering the following applications: modeling the signal source with the quaternion valued GGD distribution, testing nonlinear adaptive filter models, watermarking, generating Q-proper and Q-improper processes, the synthesis of color images, testing the algorithms of step detection, etc.
The article is organized in the following manner. In Section II the analysis of QGGD defined in [21] is performed. This approach is revised in Section III. The alternative definition of 3D GGD is introduced in Section IV. The operations on quaternions are discussed in Section V. In Section VI the QGGD generator is summarized.
II. QGGD PROBABILITY DENSITY FUNCTION
The normalized 3D GGD to have unit variance [21, eq. (16) ] is defined as 
which indicates that the pdf is not normalized.
III. 3D GGD PROBABILITY DENSITY FUNCTION
In this section, 3D GGD is derived by constructing a trivariate pdf, where the normalization factor is placed in the coefficient of the gamma distribution instead of scaling a random variable at a later stage of processing.
T be a random variable that is a function of three random variables Y 0 , Y 1 and Y 2 . This variable in the spherical coordinates can be represented as
where R ∈ (0, ∞) is a random variable corresponding to a radius, denotes a uniformly distributed random variable representing inclination
and defines a uniformly distributed random variable representing azimuth
The magnitude R is based on the random variable from the gamma distribution. The probability density function of the gamma distribution in the shape-scale parametrization is
for x > 0 and α, s > 0, where α is a shape parameter and s is a scale parameter. The gamma random variable is raised to the (1/g)th power
After the transformation of a random variable X for α = 3 g the resulting pdf for R is
Due to the independence of R, and ,
the joint distribution of R, and is
The joint distribution of Y is found through the density transformation as
where J is Jacobian
The determinant of the Jacobian is |J | = r 2 · sin(θ ).
where
is the shape parameter. For the variable to have unit variance (normalized), it is necessary that E{Y 2 0 } = E{Y 2 1 } = E{Y 2 2 } = 1. The integral of the second moment is
which results in the normalizing term
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The disadvantage of the formula (14) is the function sin(θ ) appearing in the denominator. In [21] , this term was ignored by assuming sin(θ ) ≈ 1. This formula can be corrected by generating points uniformly distributed on a sphere, as described in the next section.
IV. 3D GGD FROM UNIFORMLY DISTRIBUTED POINTS ON A SPHERE
In order to pick a random point on the surface of a sphere, one should not select spherical coordinates and from uniform distributions (5) and (6), since the area element dA = r 2 sin(θ )dθ dφ is a function of θ , and consequently the points picked in this way will be concentrated near the poles [56] and sparse around the equator θ = 1 π . Hence, to obtain the uniform distribution of points on the sphere, the following random variable can be used instead
where U is a uniformly distributed random variable
After the density transformation, the pdf of (18) is now
The joint distribution of R, and (10) can be rewritten in the form
After repeating the same steps as previously, the final joint distribution of Y is
where the normalizing term is equal
The probability density function (21) written in the vector notation takes the form
It should be noted that the term sin(θ ) has been eliminated from the probability density function (23) and this equation will be used in the following sections to derive QGGD.
V. AUGMENTED QUATERNION STATISTICS
A full quaternion variable q = q a + ıq b +  q c + κq d contains a real part q a and a vector part, which is also called a pure quaternion (a vector quaternion) q = ıq b +  q c + κq d .
Three axes ı, , κ are the orthogonal unit vectors and their relations are
A full quaternion can be written as a quadrivariate vector q = [q a , q b , q c , q d ] T and a pure quaternion as a trivariate
Three perpendicular quaternion involutions (self-inverse mappings) are given by [41] 
The augmented quaternion can be then formed [41] as
The mapping from a real valued quadrivariate vector to the augmented quaternion is [41] 
A is an invertible matrix and is equal [41]
where (·) H is a quaternion conjugate transpose operator. The determinant of A can be calculated as a product of its singular values [41] or simply by the LU decomposition and the product of its diagonal entries
From (27) and (28), the inverse mapping from the augmented quaternion to a real valued quadrivariate vector is [41] 
The real valued quadrivariate covariance matrix of a full quaternion random variable
whereas for a pure quaternion random variable
The augmented quaternion valued covariance matrix of an augmented quaternion random variable Q a is [41] 
The real valued quadrivariate covariance matrix can be expressed in terms of the augmented quaternion valued covariance matrix [41] as
The inverse of C can also be obtained from (34), i.e.,
To introduce the quadrivariate covariance matrix of a pure quaternion random variable Q into the formula (23) the linear transformation M has to be applied to the normalized random
The linear transform M can be found by using the matrix square root
The matrix square root can be calculated by using the eigenvalue decomposition of C, such that
where is the diagonal matrix of real valued eigenvalues and V is the matrix of eigenvectors. Then the matrix square root is found from
The relation between determinants of matrices C and M is
Applying the transform M (37) to the pdf (23), the 3D GGD is obtained
parameterized by the shape parameter p and the covariance matrix C. The quadratic function q T · C −1 · q can be expressed as a function of an augmented quaternion valued variable − → q a from (36) and (27) as
The determinant of C can be expressed as a function of C a from (35) and (29) 
The final equation for the generalized Gaussian probability density function for an augmented quaternion valued variable (QGGD) is obtained from (41), (43) and (42) as 
parameterized by the shape parameter p and the augmented covariance matrix C a .
VI. GENERATOR FOR QGGD
Given the shape parameter p and the augmented quaternion valued covariance matrix C a , the procedure for generating QGGD samples with pdf (44) can be outlined in the following steps: 1) Calculate g = 2 · p (15).
2) Generate a random variable X with the gamma distribution (7) for α = 
VII. CONCLUSION
Not all real-world signals can be described using existing Gaussian models, therefore it is necessary to use QGGD. In order to test and compare models, a generator is needed, hence the mechanism for generating a random variable with augmented quaternion statistics has been provided in the paper. The 3D GGD probability density function parameterized by the shape parameter p and the covariance matrix C and the augmented quaternion statistics have been revised. The alternative quaternion generalized Gaussian probability density function parameterized by the shape parameter p and the augmented covariance matrix C a for an augmented quaternion valued random variable has been defined and the procedure for generating the augmented quaternion valued random variables for this distribution has been also designed.
Simulations require appropriate configurable generators to quantify the performance of estimators and QGGD has the potential to be a flexible and suitable tool for data modeling and simulation. The statistical diversity in the vector-quaternion signal using a shape parameter and quaternion augmented covariance matrix can be modeled with QGGD and employed, for instance, for footstep detection [21] .
