A one-dimensional, transient, inverse heat conduction problem is implemented to investigate the influence of temperature and surface conditions on surface absorptivity in the laser surface heating process. Analysis includes the utilization of the conjugate gradient method ͑CGM͒, with temperatures measured near the heated surface. To increase efficiency and accuracy of the calculation, the result retrieved from the least-square method is used as an initial guess for the CGM. Results show that absorptivity decreases when the temperature exceeds a certain value. This decrease is related to structural transformation during the temperature rise. As the surface temperature nears the melting point, the decreasing trend inverts and absorptivity increases. This final abrupt rise is caused by the phase transformation from order to disorder. Additionally, absorptivity is related to surface conditions such as absorption-enhancing coatings and surface roughness.
I. INTRODUCTION
Temperature control of a material can be said to be the most important factor in the well-known technique of laser material processing. In a simple example, surface hardening, the surface temperature must be maintained above the critical transformation temperature (A c1 ) but less than the melting point. However, such control is difficult due to the surface temperature being dependent not only on input laser power but also absorptivity of the material. In reality, absorptivity is strongly dependent on surface conditions such as coatings, surface roughness, or surface films of impurities or oxide layers. Moreover, absorptivity is also a function of temperature itself. As laser processing heats a material from room temperature to near melting, there is a very large and nonlinear change of absorptivity. However, the working temperature must be maintained above A c1 and less than the melting point, a requirement severely complicated by the variable absorptivity. Therefore, an understanding of the relation of temperature, absorptivity, and the various surface conditions is very important.
Experimental studies [1] [2] [3] of pure metals have demonstrated that infrared absorptivity increases rapidly between room temperature and the melting point. In a similar experimental study of AISI 1045 carbon steel by Harth et al., 4 it was shown that absorptivity increases rapidly when the surface temperature exceeds the melting point. However, Wieting and Schriempt 5 utilized a conventional reflectometer and observed that the absorptivities of highly polished Ti6Al-4V alloy and AISI 304 stainless steel are almost independent of the temperature. Wieting and DeRosa 6 also studied AISI 304 stainless steel by laser calorimetry and found that when the surface is annealed, the absorptivities of the highly polished surface and rougher surfaces are nearly the same over the range from room temperature to 100°C. In a recently published book, Steen, 7 pointed out that both temperature and surface conditions may have a significant effect on the absorptivity from the viewpoint of fundamental physics. Thus, there seem to be inconsistencies in the aforementioned literature. In our related research, we used the inverse technique of direct sensitivity coefficients to solve a twodimensional, quasistatic, moving-plate problem regarding the laser surface hardening process. Our previous results showed that coatings influence absorptivity significantly. Since a quasistatic model was used, the surface absorptivity was obtained by dividing the inverse estimation of the surface heat flux by the assumed input power of a Gaussian distribution. Using this technique presents surface absorptivity in the average sense. 8 Therefore, discussions of temperature effects on surface absorptivity could not be included in our previous work.
The reliability and accuracy of analytical or numerical solutions are dependent on the certainty of the boundary conditions. However, these conditions are usually unknown a priori because such conditions are hard to measure in practical engineering problems. This is the source of much of the focus on this kind of problem, the so-called inverse problems. In recent years, there has been a great deal of development and application of inverse heat conduction problems in engineering. There are two widely used methods, namely, the least-square method ͑LSM͒, 9 and the conjugate gradient method ͑CGM͒. 10 Comparison of both methods indicates that each method has relative superiority for certain boundary conditions and material properties. 11 Generally, the CGM is better than the LSM in treating nonlinear heat conduction equations in which the conductivity and specific heat of the material are functions of the temperature. The CGM is essentially an iterative regularization scheme in which an initial guess for the iterations must be chosen. The initial guess is difficult to determine. If the initial guess is not properly chosen, convergence is difficult or impossible to attain.
The main object of this study is to use the inverse finiteelement method to investigate the influence of temperature and surface conditions on surface absorptivity in laser surface treatment. The CGM is herein adopted as the inverse technique for taking into account material properties variance over a wide range of working temperatures. For overcoming the CGM convergence difficulties, the LSM solution is used as a CGM initial guess, to increase the efficiency and accuracy of the calculation. Experiments are also conducted to provide the measured temperature response of a fixed point near the heating surface as input information for the inverse method. Finally, a discussion of the influence of temperature and surface conditions on surface absorptivity is presented.
II. THE FINITE-ELEMENT FORMULATION OF THE DIRECT PROBLEM
Without loss of generality, a one-dimensional laser heating problem is defined to investigate the influences on surface absorptivity. A long rod with a small diameter is heated at one end by a laser beam and its circumference is insulated by the highly adiabatic materials, glass fiber, and asbestos. This insures that the defined one-dimensional model is close enough to the real situation. The geometry of the present idealized model is depicted in Fig. 1 
To solve Eq. ͑6͒, an implicit Galerkin scheme is employed in this analysis and the time step (nϩ␣) of the temperature is approximated by
where ␣ϭ2/3 for the Galerkin scheme. Therefore, the approximation of the nodal temperature is calculated by
III. DESCRIPTION OF THE INVERSE METHOD
The heat flux q(t) is unknown, and the temperature measurements at a point beneath the heated surface are at all times considered to be known. The inverse method is used to predict the surface heat flux from the knowledge of these temperature measurements, and are accomplished by the use of the CGM. This method is well established, and has been proven to be stable and accurate. 12 It includes the direct problem, sensitivity problem, and adjoint problem which will be described as follows.
A. Sensitivity problem
The solution of Eqs. ͑1͒-͑4͒ with q(t) being unknown is treated as a problem that minimizes the functional defined by where T(x 1 ,t) is the estimated temperature at a specific position xϭx 1 obtained from computing the solution of the direct problem by using the estimated values of q(t), while Y (x 1 ,t) is the measured temperature at the location xϭx 1 .
It is assumed when the boundary condition q(t) undergoes a perturbation ⌬q(t), the temperature T(x,t) is changed by an amount ⌬T(x,t). Replacing T by T ϩ⌬T, and q by q ϩ⌬q in the direct problem, the determination of ⌬T is then obtained as
B. Adjoint problem
In order to obtain the adjoint problem, multiply Eq. ͑1͒ with the adjoint function (x,t), and integrate it over the space and time domains. Adding the result to Eq. ͑12͒, the variation of the functional ⌬J is then obtained as
where ␦() is the Dirac delta function. Using integration by parts and utilizing the boundary conditions, the following adjoint problem is obtained for the determination of the adjoint function (x,t):
⌬J is determined as
By comparing the expression of ⌬J with its definition, 13 we have
C. Inverse solution by the CGM
Assuming the functions T(x,t), ⌬T(x,t), (x,t), and JЈ(t) are available at the jth iteration, the heat flux q(t) at step jϩ1 is determined from
where ␤ j is to determine the step size in going from q j to q jϩ1 , and is determined by
and P j is the direction of decent, determined from
where ␥ j is the conjugate coefficient computed from
D. Condition of convergence
Since the observed temperature information contains measurement errors, the discrepancy principle 14 for terminating the iteration process is utilized. The stopping criteria are obtained as
where is the standard deviation of the measurement error,
E. Initial guess of the CGM
If q(t) cannot be predicted at the final time tϭt m , problems arise. It is clear from setting (x,t m )ϭ0 and ␥ 0 ϭ0, Eq. ͑26͒ yields P jϩ1 (t m )ϭq j , jϭ1,2,..., which means q jϩ1 (t m ) is always equal to the initial value of q 0 (t m ). Herein, this difficulty is avoided by first using the LSM to obtained the value for the CGM initial guess.
The LSM selects q m to achieve the closest agreement in a least-square sense between the estimated and measured temperatures at position xϭx 1 in a specific time interval, and it is to minimize the following function:
where mr denotes the number of future temperatures that is used to insure the accuracy. By minimizing the function f (q m ) and taking a Taylor's series expansion of T mϩi at a time step of t mϪ1 for a change of the heat flux ⌬qϭ(q m Ϫq mϪ1 ), then the heat flux q m at the minimum of f (q m ) can be solved as
where
and the notation T mϩi * means the temperature evaluated by using q mϪ1 at time t mϪ1 , and the term ‫ץ‬T mϩi /‫ץ‬q m is called the sensitivity coefficient.
IV. NUMERICAL TESTING AND ERROR ANALYSIS OF THE INVERSE METHOD
In formulating the finite-element scheme, variable mesh sizes with smaller ones near the heated surface and a threenode element with quadratic shape function are used. First, the step type of surface heat, shown as in Fig. 2 , is tested to verify the accuracy of the inverse analysis. The testing material is AISI 1045 carbon steel and its heat conductivity and specific heat, based on the material's handbook, 15 are correlated as shown in Table I .
Temperatures calculated by the direct method at a position of 1 mm below the heated surface are taken as the measurement data and are put into the inverse analysis to obtain the surface heat flux. Figure 2 displays the results for the CGM and LSM with different numbers of future temperature mr. From the comparison of these results, the LSM solution is significantly dependent on the choice of the future temperature. The inverse solution approaches the true solution when the future temperature is suitably chosen. In this case, it seems that mrϭ12 is the best choice of the future temperature. However, the best choice is unknown in advance. The CGM inverse solution shows reasonable agreement with the real one, except for some overshoots near the left side of the jump discontinuity.
The result of a similar test of continuous types of heat flux ͑e.g., sinusoidal type͒, is shown in Fig. 3 . The LSM solution cannot approach the true solution in both the initial and final time intervals whatever the values of mr. As a consequence, the CGM solution is superior to the LSM in this case. However, in the authors' experiences, the CGM computational time is much longer than the LSM, depending, however, on the initial guess. The LSM solution may not be close to the true solution with a bad choice of mr; nevertheless, it is excellent for use as an initial guess. Therefore, the CGM is used in this study, with the LSM result serving as an initial CGM guess.
In evaluating the influence of measurement, calibration, and truncation errors, a simulation with the combination of errors is tested. Consider the measurement to be given by
where T exact represents the exact temperature found by the real heat flux in the direct problem; is a random number having a range between Ϫ2.576 and 2.576. Figure 4 depicts the results with ϭ1.5°C, error of calibrationϭ2°C, and measurement truncated after the decimal point. It is seen that the CGM inverse estimation shows reasonable agreement with the real one. 
V. EXPERIMENTS
Sketches of the experimental arrangement and workpiece are shown in Figs. 5 and 6. The materials of the workpieces are AISI 1045 carbon steel and AA 1100 aluminum alloy. The material properties, various surface coatings, and treatments of the workpieces are shown in Tables I and II. The laser source is a CO 2 continuous-wave laser ͑PRC laser; maximum power density, 3 KW; wavelength 10.6 m͒ and with a spot diameter of 2.8 mm. Two thermocouples ͑K type; diameter, 0.11 mm; measurement range; Ϫ200-1400°C͒ are inserted near the heated surface and connected to an analyzing recorder ͑Yokogawa, Japan, model 3655E͒ and personal computer with GP-IB card for online downloading of data from the experiment. The measurement temperatures at a depth of 1 mm from the heated surface for different surface conditions are shown in Figs. 7 and 8. Figure 9 is the measurements at depths of 1 and 2 mm for the AISI 1045 sample with the surface grinding treatment.
VI. RESULTS AND DISCUSSION
The measurement data, Figs. 7-9, are taken as the known temperature in the interior of the domain. These measurements are substituted into the inverse analysis to obtain the surface heat flux q(t), Then, the surface temperature T(0,t) can be determined by using the direct method. The surface absorptivity (t), using the same definition as in Ref. 1 , is obtained as a function of temperature. Before going into a detailed discussion of the observed data, a comparison of the surface temperature inversely obtained from the individual measurement of two different sensor locations, Fig. 9 , is used to evaluate the feasibility of the present model. It is seen from Fig. 10 that there is a reasonable agreement between two inverse solutions gained from the measurements of the two distinct locations. This implies that the present one-dimensional model, as well as the present methodology, is quite acceptable for the estimation of the surface temperature and surface heat flux of the laser heating process.
The surface heat flux is inversely obtained from the measurements shown in Figs. 7 and 8. These are illustrated in Figs. 11 and 12 for AISI 1045 and AA 1100, respectively. These results show that the heat fluxes, except for the graphite coating and polishing treatment of AA 1100, suddenly increase to their highest values within the time interval of the first second, after which the peak values suddenly decrease. This abrupt negative change in the heat flux slope for the polished samples is minimal relative to the alternative surface treatments for both samples. Clearly, the coating layers as well as the grinding treatment increase the absorptive capacity of the material. In Fig. 12 , the maximum value of the heat flux for the NaOH-treated sample is approximately seven times that of the polished sample, indicative of the importance of the surface treatment on absorptivity. It is to be remembered that these coatings work only in conjunction with the inherent characteristics of the material, which, however, are greatly affected by the surface conditions. As illustrated in Fig. 12 , the heat flux of the polished AA 1100 increases monotonously with time. By contrast, the heat flux of NaOH-treated AA 1100 suddenly increases to its highest value and then decreases. In this case, the thermal behavior is somewhat like the behavior of the polished AISI 1045, even though the AA 1100 thermal diffusivity is about nine times the value of the AISI 1045, on average, from 100 to 800°C. The decreasing slope after the heat flux reaches its highest value and the final dramatic rise will be discussed later. The absorptivity of both AISI 1045 and AA 1100 versus surface temperature are shown in Figs. 13 and 14 , respectively. These results are obtained by dividing the heat flux values retrieved from the Figs. 11 and 12 by laser input power and then transformed time x axis to surface temperature via the inversely obtained temperature response of the surface. Thus, the shapes of Figs. 11 and 13 as well as Figs. 12 and 14 are similar to each other in some sense. As shown in Fig. 13 , absorptivity is maximum for ground AISI 1045, followed in decreasing order by NaOH treatment, black paint, manganese phosphate, and polishing, for the temperature range 0-800°C. Similar results for AA 1100 are drawn from Fig. 14 , with maximum absorptivity being attained by NaOH, followed by graphite coating and then polishing.
In the following paragraphs, the absorptivity issue will be separated into two parts, the temperature effects and surface conditions effects.
A. Temperature effect
In general terms, absorptivity increases when the temperature of the material increases. This is due to the temperature rise causing more phonon-electron energy exchanges in the phonon population rather than causing the electrons to oscillate and radiate. The curve for polished AISI 1045 in Fig. 13 shows this tendency as it builds towards its peak, but From classical electromagnetic theory, photon energy is absorbed unless its frequency is close to the resonant frequency of the lattice ͑phonon͒. Lattice vibrations are mainly driven by the formation or changes of a local dielectric polarization of the crystal, induced by infrared photons. However, phonon frequencies and linewidths, and the intensities of the peaks in the vibration spectrum, are sensitive to the detailed structural changes of the crystal, which has a strong dependence on the temperature. 17 As a consequence, the decreasing tendency of absorption reflects changes of the resonant frequencies of the phonons or their related intensities as affected by structural changes during the temperature rise. Obvious evidence is given by AISI 1045's structural transformation from a body-centered-cubic ͑bcc pearlite͒ to a face-centered-cubic ͑fcc austensite͒ structure at transformation temperature A c1 , approximately 750°C.
Compared with the literature, 4 slightly different results are obtained regarding the final abrupt increase of absorptivity found when the temperature nears the melting point. By inspection of Fig. 13 , it is concluded that the absorptivity begins its dramatic increase slightly before the surface melts. In Ref. 4 , the increase is found slightly after the melting point. From a microscopic viewpoint, the estimated melting point is achieved when the atomic-mean-square displacement due to thermal vibrations is a significant fraction of approximately 25% of the lattice constant, known as the Lindemann criterion. This also implies that the surface atoms disorder ͑melt͒ at significantly lower temperatures than the bulk melting temperature. 18 As a consequence, our obtained result of a sudden increase of the absorptivity in advance of the melting point is revealed in this physical evidence. This result, in fact, is consistent with Ref. 4 . It should be noted that, as evidenced in the experiments of Harth et al., they also found that it is hard to avoid surface melting in the laser hardening process.
At a temperature sufficiently close to the melting point, between the traditional solid and liquid phases, we find it useful to consider that a semisolid subphase is occurring. This semisolid phase is assumed to be characterized by spontaneous surface roughening, the produced rougher surface having the effect of increasing the absorptivity, as will be discussed in the next section. Further, additional energy is absorbed to break the bonding energy for the transformation from ordered to disordered phases. These two effects combine and cause the sudden increase of absorptivity at the final, but still solid, stage. Figure 13 shows, for the surface treatments used in this study as well as for increased surface roughness, a general increase in surface absorption. In addition, the negativesloped portion of the curve is enhanced. The difference of the absorptivity between the polished and ground treatment basically arises from the effects of the surface roughness. The rougher surface has higher absorption owing to the greater probabilities of multiple reflections in the undulations. Note that in this experiment, grinding treatment used 600 mesh abrasive paper, particle size, 14 m, to roughen the surface. Thus, the surface was rougher than that obtained by polishing, which used an abrasive medium of water and abrasive particles, Al 2 O 3 , size 3 m. As expected, grinding yielded a higher absorptivity than polishing.
B. Surface conditions
Comparison of absorptive ability was made for the following materials and coatings, the coatings being presented in order of decreasing absorptive ability: for AISI 1045, NaOH treatment, black paint, and manganese phosphate; for AA 1100, NaOH treatment and graphite coating. In addition to the differences in their general absorptive magnitudes, the specific curve detailed behavior is also influenced by the different coatings. As a special note, NaOH treatment for AA1100 results in a rough surface, similar to corrosion. The same treatment on AISI 1045 results in a smooth black coating. This may explain why the absorptivity is higher for NaOH treatment of AA 1100.
VII. CONCLUSION
In this article, an inverse numerical method accompanying experiments is provided to analyze the surface absorptivity of AISI 1045 and AA 1100 with different coating layers and surface roughnesses. An important feature of this implementation of the inverse heat conduction problem is its simplicity and efficiency, as opposed to the complicated conventional experimental method. From this study, several important conclusions are drawn.
͑1͒ Surface absorptivity increases as the temperature increases at the beginning of the laser heating process, and then decreases when the temperature exceeds a certain value. The negatively sloped portion of the curve is due to structural transformations that change the resonant frequencies and reduce the amplitudes of the resonant peaks. ͑2͒ Surface conditions like coating layers and surface roughness have a significant influence on surface absorptivity. In general, the surface treatments tested, as well as increasing surface roughness, elevated the absorptive ability of the material.
͑3͒ The surface treatments tested, as well as increasing surface roughness, enhanced the negatively sloped portion of the absorptivity curve.
The above conclusions are consistent with Steen, 7 who pointed out that surface conditions, as well as temperature, have a significant influence on the absorptivity. This study found that temperature plays an important role in the surface absorptivity, presumably via the structural changes induced by temperature. Since the absorptivity of a material is essentially a surface phenomenon, it is difficult to further interpret the real causes of occurrence without the aid of a micromodel. The presented results regarding the various relationships between surface absorptivities, surface conditions, and surface temperature, however, may be useful as a reference for realistic laser material processing, and of theoretical value for further research.
