Abstract-In this paper, we establish a one-to-one correspondence between information inequalities and group inequalities. The major implication of our result is that we can prove information inequalities by proving the corresponding group inequalities, and vice versa. By giving a group-theoretic proof for all Shannon-type inequalities, we suggest that new inequalities could be discovered by making use of the rich set of tools in group theory. On the other hand, via a non-Shannon-type information inequality recently discovered by Zhang and Yeung, we obtain a new inequality in group theory whose meaning is yet to be understood.
I. INTRODUCTION
T HE quest for inequalities in information theory has been driven by the need to solve various communication problems. These inequalities play a crucial role in the proofs of almost all converse coding theorems in source and channel coding problems. In essence, they govern the impossibility in information theory.
The focus of this paper is inequalities which involve only Shannon's information measures, namely, entropies, mutual information, and conditional versions of these information measures. We refer to inequalities involving only Shannon's information measures as information inequalities. All the random variables involved are discrete. In [6] , these inequalities are referred to as "the laws of information theory."
The main contribution of this paper is a group-theoretical interpretation of information inequalities. With this interpretation, we can translate the problem of proving an information inequality to a group-theoretical problem. It opens the door to discovering and proving new information inequalities by means of tools in group theory. Every linear information inequality corresponds to a linear inequality in , where is a column vector whose components are indexed by and . Hence, for simplicity, an information inequality will usually be written in the form . Let [10] be the set of all entropy functions. This set plays an important role in information theory (see Theorem 2.1). It is a subset of and it has a very complex structure. For , it is not even closed [11] . It was proved in [11] that , the closure of , is a closed convex cone. Thus, is much more manageable than , and for many applications, it is sufficient to consider . . In other words, the validity of an information inequality depends only on (or simply ) and . Thus, if (or ) has an explicit characterization, then the information inequality can be proved or disproved by comparing the two corresponding regions. Hence, the study of the underlying structure of (and ) is fundamental in information theory. Although it is proved that is a closed convex cone,
II. A FRAMEWORK FOR INFORMATION INEQUALITIES
is not yet fully characterized for [12] .
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III. GROUP-CHARACTERIZABLE ENTROPY FUNCTIONS
Recall that the region consists of all the entropy functions in for random variables. As a first step toward establishing the relation between entropy and groups, we discuss in this section entropy functions in which can be described by a finite group and subgroups . Such entropy functions are said to be group-characterizable. For simplicity, all the groups in this paper are finite.
Let and be subgroups of a finite group . The intersection of the subgroups, also a subgroup of , is denoted by . Let be the left cosets of in . By Lagrange's theorem, the left cosets of in partition into subsets, each of which is of size equal to . Suppose we have a collection of left cosets for . If is nonempty, say , then
where the last step is easy to verify. Thus, the intersection is either empty or is of size . Given subgroups of a group , let be defined by for all nonempty subsets of . Then is called group-characterizable by . Since all function values of group-characterizable functions are rational, there are only countably infinitely many groupcharacterizable functions. However, in general, there are uncountably infinitely many entropy functions. Hence, the number of group-characterizable functions are substantially less than the number of entropy functions. Although the number of groupcharacterizable functions is comparatively small, it turns out that the set of all group-characterizable functions is almost good enough to characterize the region , as we will see next.
Definition 4.1: Define the following region in :
is group-characterizable (10) By Theorem 3.1, if is group-characterizable, then . This implies that . We will prove as a corollary of the next theorem that , the convex closure of , is in fact equal to , the closure of .
Theorem 4.1: For any
, there exists a sequence in such that .
We need the following lemma to prove this theorem. The proof of the following lemma can be found in [3, such that for all , the number of columns in being is . The existence of such a matrix is guaranteed by all the values of the joint distribution of being rational numbers with denominator .
For any nonempty subset of , is the submatrix of obtained by extracting the rows of indexed by . For , is the th column of the submatrix . It is easy to prove that for all , the number of columns in being the transpose of is , where is the marginal distribution of random variables for . Let be the group of all permutations on . The group depends on , but in order to keep the notation simple, we do not state this dependency explicitly. For any , let be the subgroup of such that (15) for all and . Since , it can be checked easily that is the subgroup of such that (16) Since for all , the number of columns in being is , it can be checked easily that . By Lemma 4.1
Let be defined by (18) for all . Then by construction, and hence,
In general, for any , we can construct a sequence in such that , where is the entropy function of a collection of random variables with finite sample space and a rational joint probability distribution. This completes the proof of the theorem. holds for all finite group and subgroups . In other words, for every linear information inequality, there is a corresponding group inequality in the form as in (25), and vice versa. Therefore, inequalities in information theory can be proved by methods in group theory, and inequalities in group theory can be proved by methods in information theory. 
It is easy to prove that . As a corollary
Since is a subset of (29)
Rearranging the terms, we obtain
This group inequality corresponds to the information inequality
Hence, or, equivalently, , is a valid information inequality for all random variables .
The above example shows how an information inequality can be proved by methods in group theory. In fact, all so-called Shannon-type inequalities are consequences of the nonnegativity of conditional mutual information [10] . Therefore, all Shannon-type inequalities can be proved by methods in group theory.
On the other hand, information inequalities can also give rise to new inequalities in group theory by virtue of our result. This is discussed in the next example.
Example 5.2:
Recently, the following highly nontrivial information inequality, which cannot be deduced by directly invoking the basic Shannon inequalities, has been proved in [12] : (32) This information inequality corresponds to the group inequality (33) Upon rearranging the terms, we obtain (34)
The meaning of this inequality and its implications in group theory are yet to be understood.
VI. CONCLUSION
Information inequalities play a crucial role in the proofs of almost all converse coding theorems in source and channel coding problems. In essence, they govern the impossibility in information theory. However, due to lack of tools, to find new information inequalities is an extremely difficult task. In this paper, we have identified a class of group-characterizable entropy functions. The correspondence between group-characterizable entropy functions and their group characterizations provides an algebraic approach to proving information inequalities and vice versa. Since group theory is a well-studied branch in mathematics, it may be possible that we can use some existing results in this field to attack the corresponding problem in information theory.
