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Abst ract - -The  Stringer bound is a widely used nonparametric 100(1 - a)% upper confidence 
bound for the fraction of errors in an accounting population. This bound has been found in practice 
to be rather conservative, but no rigorous mathematical proof of the correctness ofthe Stringer bound 
as an upper confidence bound is known, and until 1994 also no counterexamples were available. In 
a pioneering paper Bickel [1] has given some fixed sample support to the bound's conservatism 
together with an asymptotic expansion in probability of the Stringer bound, which has led to his 
claim of the asymptotic conservatism of the Stringer bound. In [2], expansions have been obtained of 
arbitrary order of the coefficients in the Stringer bound. As a consequence they showed that Bickel's 
asymptotic expansion also holds with probability 1 and proved that the asymptotic onservatism 
holds for confidence l vels 1 -~,  with a E (0, (1/2)]. It means that in general also in a finite sampling 
situation the Stringer bound does not necessarily have the right confidence l vel. Based on these 
expansions they proposed a modified Stringer bound which has asymptotically precisely the right 
nominal confidence l vel. The main aim of the paper is to discuss the meaning and implementation 
of these recent results in auditing practice and to give examples where the modified Stringer bound 
has been applied. 
Keywords - -Order  statistics, Conservatism of a test, Edgeworth expansion, Linear combinations 
of order statistics, Stringer bound. 
1. INTRODUCTION 
In the N.R.C. report  'Stat ist ica l  Models and Analysis in Audi t ing '  [3], repr inted in Statistical 
Science (1989), an excellent presentat ion has been given of stat ist ical  issues and stat ist ical  tech- 
niques in audit ing. One of the issues which draws attent ion in this paper  is the Str inger bound 
problem. The Str inger bound is in fact a l inear combinat ion of ordered taint ings,  where the 
coefficients have a compl icated structure as differences of solutions of certain equations, which 
cannot  be solved explicitly. The Str inger bound is a widely used 100( I -a )% upper  confidence 
bound for the fraction of errors in an accounting populat ion.  This  so-called combined at t r ibutes  
and variables (CAV) est imat ion procedure [4], which is credited to Str inger [5], does not de- 
pend on the normal  approximat ion of the sampl ing distr ibut ion and also provides a reasonable 
Research supported by the Limperg Institute, which is the Interuniversity Research Institute for Accountancy in 
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inference for the population error amount when all the items in the sample are error-free. The 
bound has been found in practice to be rather conservative and many simulation studies (see, for 
instance, [6]) have provided strong empirical evidence that the confidence level of the Stringer 
bound is at least the nominal evel. However, the formulation of the Stringer bound has never 
been explained and not even an intuitive explanation can be found in the auditing literature. 
As stated in [3], the theoretical justification of the Stringer bound remained for a long time an 
important and interesting open problem. The interesting fact however is that, until recently, also 
no counterexamples were available. There is evidence that for relatively easy tainting distribu- 
tions 'the Stringer bound holds', so that counterexamples can be found only in more complicated 
mathematical models. 
Recently Bickel [1] made a first serious attempt o investigate the Stringer bound problem in 
a mathematical way and sketched a proof that the Stringer bound is asymptotically conservative 
for confidence l vels 1 -~,  with ~ in the interval (0, (1/2)]. Pap and van Zuijlen [2] gave a rigorous 
mathematical proof of a stronger version of Bickel's result and also showed that the Stringer bound 
is asymptotically not conservative for confidence levels 1 - c~, with (~ in the interval ((1/2), 1). 
Moreover, in [7], a first concrete xample of a model in a finite sample situation is constructed, 
where the Stringer bound does not hold. This implies that in general the Stringer bound cannot 
be justified. In order to get rid of these mentioned ifficulties, Pap and van Zuijlen [2] proposed 
finally on the basis of an asymptotic analysis a modified Stringer bound, which is asymptotically 
correct for every nominal confidence l vel a and for every underlying distribution of the taintings. 
The main aim in the present paper is to discuss the meaning and implementation of these 
recent results in auditing practice. 
2. THE DEF IN IT ION AND THE APPL ICABIL ITY  
OF  THE STRINGER BOUND 
An account, such as receivable or inventory, is a population of individual accounts. Let us define 
the constituent individual accounts as line items and let Yi and xi denote the book (recorded) 
amount and the audited (correct) amount, respectively, for the i ra  line item of the account of N 
line items. The book and audited balances of the account are, respectively, 
N 
called the population book amount, and 
Y = ~-~Yi, 
i=1 
N 
i=1 
called the population audited amount. The error amount of the i th item is defined to be 
d i=y i -x i .  
When d~ > 0, we call it an overstatement and when d~ < 0 an understatement. When y~ ~ 0, the 
fractional error 
di 
t i  ---- - -  
Yi 
is called the tainting of the i th item. It is the error amount per dollar unit of the i th  item. The 
error in the account balance is thus 
N N 
i=1 i=1 
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Typically a large proportion in an audit population will probably be error-free, so that d~ = 0 
for many values of i and similar populations are common in many disciplines. This causes the 
problem that standard statistical tools for obtaining a confidence upper bound for the population 
total error d, which are based on a normal underlying distribution of the taintings, cannot be 
used. 
A useful sampling design for statistical auditing is to select items without replacement with 
probability proportional to the book values. This sampling design can be modelled in terms of use 
of individual dollars of the total book amount as sampling units and is commonly referred to as 
Dollar Unit Sampling (DUS) or Monetary Unit Sampling (MUS). See [8-10]. The book amounts 
of the N items are successively cumulated to a total of y dollars (say). One may then choose 
systematically n dollar units at fixed intervals of I (= y /n)  dollars. The items with book amounts 
exceeding I dollars, and hence items that are certain to be sampled, are examined separately. If
a selected ollar unit falls in the i th item, the tainting 
di 
ti = - -  
Yi 
of the item is recorded. Namely, every dollar unit observation is the tainting of the item that 
the unit falls in. In this way DUS leads us to our approximating mathematical model, where 
7"1,7"2,..., Tn are independent random variables which represent the taintings. The distribu- 
tion F of these taintings is some unknown mixture of distributions on the interval [0, 1], so that 
0 _< Ti _< 1. Let us denote # = ET~ and let 0 _< Tx:n <_ "'" <_ Tn:n _< 1 be the ordered Ti's. For 
E (0, 1) and j = 0, 1 . . . .  ,n - 1 let Pn(J; 1 - c~) be the unique solution of 
"(;) Z pk(1 _ p)n-k = 1 - a, (1 / 
k----j+l 
and put pn(n; 1 - c~) = 1. 
The Stringer bound for the mean ~u is defined as 
n 
/.(n) = p,(0; 1 - a) + y~(p~( j ;  1 - ~) - pn( j  - 1; 1 - o l ) )Tn_ j+ l :  n. ST  
j= l  
(2) 
It can also be written in the form 
n 
I (n) = Z (pn(j; 1 - ~) - Pn(j  - 1; 1 - o~))Tn-j+l:n, (3) ST 
j=0 
where we define pn(-1;  1 - a) = 0 and Tn+l:  n ---- 1. We note that pn(O, 1 - a) is the 1 - a upper 
bound for the error rate p if the sample contains no error. We see that the Stringer bound is in fact 
a linear combination of the order statistics of the underlying taintings, where the coefficients have 
a complicated structure as differences of solutions of certain equations, which cannot be solved 
explicitly. For a description of the practical situation which leads to the initial mathematical 
model we consider in this paper we refer to [1], and also to an unpublished manuscript of Gill 
and van Zuijlen [11]. 
REMARK 1. We mention that it is usually assumed in applications of the Stringer bound that 
in the accounting population only overstatements are possible with the maximum error the book 
amount. This restriction leads to distributions of taintings which are concentrated on the unit 
interval. We emphasize that our results can also be applied in practical situations where one has 
to do with distributions of taintings which are concentrated on an arbitrary finite interval. Hence 
the restriction to overstatements is uperfluous. We will work out this idea below. Let Tx, . . - ,  T~ 
be independent random variables taking values in the finite interval [a, b] with distribution F. Let 
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us denote ~ = ETi and let a _< Tl:n _<"" _< T.:. < b be the ordered ~'s. Then the generalized 
Stringer bound has the following form: 
n 
~T ) = bp,(0; 1 - ~) + Z (P~(J; 1 - ~) - Pn(j - 1; 1 - a)) T,-~+I:,- 
j= l  
To explain this definition first we introduce the random variables 
T~-a  
- -  i=  1 , . . . ,n ,  Ti= b_  a , 
which have values in the interval [0, 1] and have mean 
~-a  
#-b-a"  
Then we have 
since 
and 
P ["ST >-- 
} { ) 
= - -  a ) # S T  _ , P~#ST~_I~ P a+(b >~ 
a + (b  - = 
We conclude that also the generalized Stringer bound has the properties of the Stringer bound. 
As indicated already in the introduction there has been a common belief in auditing literature 
that the Stringer bound works in the sense that the real confidence probability is at least the 
nominal confidence l vel (1 - ~, say). Or in mathematical terms 
Pn( (~)=P{#~T)>#}>I - -~,  for all ~ 6 (0,1), alln, (4) 
and for all underlying distributions F of the taintings Ti. Although, no general proof of (4) 
is available, also (until recently) no counterexamples were found. However, simulation studies 
indicated that the Stringer bound is rather conservative which could mean that the difference of 
the probabilities in (4) and 1 - ~ is rather large. 
In the Section 3 we will discuss ome finite sample properties of the Stringer bound, in Section 4 
we consider asymptotic properties and modifications ofthe Stringer bound, and finally we discuss 
in Section 5 applications and examples. 
3. D ISCUSSION OF  SOME F IN ITE  SAMPL ING RESULTS 
Bickel [1] proved that for all c~ 6 (0, 1) and under certain conditions on the distribution of the 
taintings T~: 
Pn(°0=e{~(sn)>-#}>- { 1Ca-Oc,-~)n+l' forf°rn>2'n- 1. 
We also know that the Stringer bound works for all two-point distributions. 
THEOREM 1. The Stringer bound holds for every distribution of the underlying taintings which 
is concentrated on only 2 points in the interval [0, 1]. 
PROOF. Suppose that for i = 1, 2,.. . ,  n 
P{T i  = t l}  ---~ 1 -- X, 
P{T i  = t2} = x,  
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where 0 < t, < t2 < 1 and x 6 (0, I). Let c~ 6 (0, I). Notice that 
/~ = E(Ti) = tl(1 - x) + t2x. 
Note that in this special case the Stringer bound ~ST' (") has the form 
kin) = tl + (t2-t l)Pn(Mn; 1 - ~) + (1-t2)pn(O; 1 - ~), ST 
where M.  -~ Bin(n,x) is the number of taintings Tx,T2,. . .  ,T .  equal to t2 and p. ( j ;  1 - a) is 
defined in (1). We find that 
p{M.=j}=p{pn(M. ;1 -a )=pn( j ; l - c~)}=(~)x J (1 -x )  n- j ,  fo r j=0,1 , . . . ,n .  
Let nx be the index such that p.(nx; 1 - c~) < x and pn(nx + 1; 1 - a) > x. Since (1-t2)pn(O; 1 - 
(~) > 0 we have 
P {#~)  _< #} = P{tx + ( t2- t l )p . (Mn;  1 -a )  + (1-t2)pn(0; 1 -a )  <_ tl + ( t2 - t l )x}  
< P{(t2 - tl)Pn(Mn; 1 - a) < (t2 - t l)x} 
= P{pn(M.; 1 - a) < x} 
"C) = E x J (1 -  x)n-J j=O 
"C) <- E (pn(nx ;1 -a ) ) J (1 -p . (nx ;1 -  a)) n-3 =a,  j=0 
from which the theorem follows. | 
REMARK 2. If we have the prior information that the distribution is concentrated on the interval 
[0, t2] (as in the proof of Theorem 1) then we could have used rather the generalized Stringer 
bound 7.(n) ~'STas discussed in Section 2 which is a more precise upper bound in this case. 
Our next theorem indicates that the coefficients in the Stringer bound are minimal in a certain 
sense. 
With 
n+l  
Sn(an(1) , . . . ,  an(n + 1)) := E an(i)(T,:. - Ti-l:n), 
i=1 
we have 
n+l  
#~) = EPn(n  - i + 1; 1 - c~)(Ti:n - Ti - l : , )  
i=1 
= S,(pn(n; 1 - a),pn(n - 1; 1 - a ) , . . .  ,p,(0; 1 - a)).  
THEOREM 2. Let n 6 N and a 6 (0, 1) be fixed. If  an(l) > a,(2) > ..- _> an(n + 1) _> 0 and 
P{S.(~.(1),... ,a.(~ + 1)) _> .} _> I -~, 
for MI distributions concentrated on the set {0, i}, then 
a.Cj) >_ p.(n - j + I; 1 - ~), 
for al l j  = 1,2 , . . . ,n+ I. 
33:5-C 
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PROOF. Suppose that  for i = 1, 2 , . . . ,  n 
where x E (0, 1). Then 
P{Ti = 0} = 1 - x, 
P{Ti = 1} = x, 
# = E(Ti) = x, 
and 
Sn(an(1),... ,an(n+ 1)) = an(n - Mn + 1), 
where Mn -~ Bin(n,x)  is the number of taintings T1,T2,. . . ,Tn equal to 1. 
an(n-  j + 1) < x < an(n - j ) ,  j = 0 ,1 , . . . ,n -  1, then 
P{Sn(an(1) , . . . ,an(n+ 1)) > #} = P{an(n-  Mn + 1) > x} 
By definition 
Consequently, if 
=P{Mn>_j+I}= ~ (nk)xk(1 - -x )n -k>l - -a .  
k=j-{-1 
E n 1 - a = Pn(j; 
k=j+l k 
1 - a) )  k (1 - pn(j;1 - a)) n-k, 
hence monotonicity in x of the expression Y~=j+I  (~)xk( 1 - x) n-k implies an(n - j + 1) > 
Pn(j;1 - a) for j = 0 ,1 , . . . ,n -  1. I f  an( l )  < x then 
P{Sn(an(1) , . . . ,an(n+ 1)) > #} = 0, 
thus an( l )  _> 1 = pn(n; 1 - a). II 
REMARK 3. Since Sn(an(1),...  ,an(n + 1)) can be rewritten as 
n 
Sn (an( l ) , . . . ,  an(n + 1)) = an(n + 1) + E(an( j )  - an(j + 1))Tj:n, 
j= l  
the monotonicity condition on the coefficients an( l ) , . . . ,  an(n + 1) is natural  because it is equiv- 
alent with the nonnegativeness of the coefficients of the ordered taintings TI:n,T2:n,..., Tn:n. 
Moreover, in case n = 2 one can construct a counterexample which shows that  Theorem 2 does 
not hold without the monotonicity condition. 
These results indicate that  counterexamples for the validity of the Stringer bound can probably 
not be found in 'simple' probabil ity models (such as 2-point or 3-point models). 
Finally, we will discuss in this section some finite sampling results for uniform taintings which 
may be relevant for practical situations. 
Let U1, U2, . . . ,  Un be independent random variables, uniformly distr ibuted on the interval 
[0, 1]. Let Ul:n <_ U~:n <_ "'" < Un:n be the ordered sample. For a E (0, 1) and j = 0, 1 , . . . ,  n - 1 
we have 
P {Uj+l:n _< Pn(j; 1 -- a)} = 1 -- a.  
Evidently 
k=j+l  
This implies 0 < pn(0 ;1 -a )  < pn(1 ;1 -a )  < -. .  < pn(n-1 ;1 -a )  < 1. Moreover, let 
U0:n = 0, Un+l:n = 1. The Stringer bound (for the mean taint # = 1/2 of the variables Uk) is 
n n+l  
#~)T = E(Pn( j ;1  -- C~) -- Pn(j -- 1; 1 -- ot) )Un-j+l:n = E pn(n - j + 1; 1 - a)(Uj:n - Uj- l :n) .  
j=o j=l  
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To investigate the probability 
[ (n) 1 / 
Pn(tX) = P t#ST >_ 
) 
we introduce the variables Vj (n) = Uj:n-  Uj-x:n, j = 1 . . . .  , n+ 1. (They are the so-called uniform 
spacings.) It is well known that the vector (Va (n), ~z(n) ~ is uniformly distributed on the set 
• • • ,  "n+l ]  
g={zERn+l l z j>O,  l< j<n+l ;  zx+'"+zn+l=l} ,  
which is a regular n-dimensional pyramid. The Stringer bound can be expressed as 
n+l  
#~) = ~'~pn(n - j + l ;1 -  ot)V (n). 
j= l  
Since the distribution of the vector (V1 (n) lz(n) ~ does not change after permutations of its , ' ' * ,  "n+l ]  
coordinates we obtain 
{ l}  fn+l  1} 
Pn(a)=P #(SnT)_ >~ =P/~pn( j -X ;1 - .=  ol)V (n)>_~ • 
In [7] a theorem has been proved, which gives in principle a recursive procedure to compute the 
probabilities Pn(c~) for every n E N. Moreover, the inequality 
P , (a )  = P tl£ST ~__ ~ 1 -- ~, for n = 1, 2, 
has been proved analytically. 
The case of taintings with positive mass at zero will be discussed next. 
Now let Ta, T2, . . . ,  Tn be independent, identically distributed random variables in the interval 
[0, 1] such that P{Tk < x [ Tk > O) = x for z E [0, 1]. Let • = P{T > 0). Now the mean taint is 
Q 
# = E(T) = 2" 
Let Tl:n < T2:n < "'" < Tn:n be the ordered sample• Moreover, let To:n = O, Tn+l:n = 1. The 
Stringer bound is 
n 
(n) = ~'~(Pn(j; 1 - c~) Pn(j - 1; 1 - oO)Tn-j+l:n, ST 
j=0 
and we shall investigate the probability 
P (#~T) --> ~} • 
Let M~ be the number of the nonzero T1,..., T~. We have 
Lo ~ (k )  Ok( l_ , , ,n_kp J" (n) LO[ k} P (#(sn) > 2)  k=0 - -  = ~1 - -  ]~ 'ST  ~- 2 M,  = . 
For k -- 1 , . . . ,  n one can show that the distribution of the vector (Tn-k+l:n,. . . ,  Tn:,) under the 
condition M = k is the same as the (unconditional) distribution of the vector (Ul:k,...,  Uk:k). 
Hence 
P #~)T>-- 5 Mn=k =P (pk(j ;1--ot)--pk(j- -1;1--ot))Uk-j+l:k>_ . 
In [7] Pap and van Zuijlen have developed an explicit recursive formula for the computation of 
44 N .G.  DE JAGER et al. 
4. ASYMPTOTIC  PROPERT IES  AND MODIF ICAT IONS 
OF THE STR INGER BOUND 
Bickel [1] has proved the expansion 
~(n) 1 n c(F) 
ST = nE  T' + --~- z,_. + op(.-ll~), 
i----I 
where ¢ (Z l -a )  = 1 - a with @ is standard normal d.L, and 
o I - I  - 2 t -  I c(F) = F (t) 2~dt ,  
where F is the common distribution function of the Ti's. Moreover, 
c2(F) >_ a2(F) = E(T1 - #)2, 
with equality if and only if F concentrates onat most 2 points. 
On the basis of the asymptotic expansion (5) we conclude 
p f  (n) p}=p{~-~a(F)____~+o,(l)>__a___~Zl_a}__.@~a_~Zl_a). ~.#ST >-- T~ - # c(F) [" c(F) 
i=1 
Using the inequality (6) we have 
r (n) } lira P~#ST>_# >_1--~, 
and 
lim P{#~T) k#}_<l- -c~,  
n- -~O0 
(5) 
(6) 
In other words, the Stringer bound is not asymptotically conservative for a E ((1/2), 1), which 
implies that also in a finite sampling situation the Stringer bound does not necessarily have the 
right confidence l vel. 
r=4 
r=2 
,-=~ 
! 
2 1 
Figure 1. Limit functions c~ ~-* ~( rz l -a )  for different values of r. 
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Figure 1 shows the behaviour of the limit limn-~o~ P{#~T ) _> #} = @(rzl-~), for the values 
r = (3/2), 2 and 4. Fixing the value a 6 (0, 1) we have 
lira ¢(rzl_o)= 
r --~oo 
1, for o~ 6 (0 ,1 )  , 
1 for ~ 1 ~, =~, 
0, for a E (1 ,1 ) .  
It means that if the ratio r = c(F)/a(F) is a large number then the Stringer bound is highly 
asymptotically conservative for a E (0, (1/2)) and it is highly asymptotically nonconservative for
a 6 ((1/2), 1). In [2] it is proved that the ratio r = c(F)/a(F) can be an arbitrary large number. 
Moreover, since /ol c(F) = X /~ - t) dG(t), 
where G(t) = F- l ( t ) ,  we always have c(F) < 1/2. Consequently, if r = c(F)/a(F)  is large, 
say r > K, then a(F) < (2K) -1, so that the distribution of Ti has to be close to a degenerate 
distribution. In fact, in the auditing practice the distribution of the taintings Ti is highly skewed 
since there are usually a lot of zero observations, hence big values of r are absolutely not out of 
the question. One can analyse the empirical ratio F = ~/3 using the natural estimators 
= c(Fn) = E n i -  (Tn-j+I:n-Tn-j:n) 
/=I 
j~nl ( l J  <1 - J )  - 13 -~n 1 <1 J : 1 ) )  Tn-j+I:n 
1 ~ n -2 j+ l  
n 2V~("n--- j + i) Tn-j+1:n, j=l 
and 
1 n 
= = Z:  - r-) , 
j----1 
where Fn denotes the empirical distribution function based on T1,.. . ,  Tn: 
Fn(t) = _1 n X(-oo,t)(T~), 
i=1  
and T -* n 
Of course, both the highly asymptotically conservative and highly asymptotically nonconser- 
vative cases are not desirable. In [2] the modified Stringer bound 
¢.) , (.) c (F . )  - ~(F . )  z , _ . ,  (7) 
ST = ~ST -- 
is proposed, which has been proved to be asymptotically correct, i.e., it has asymptotically the 
right confidence l vel 1-~. Also the following expansion for the Stringer bound has been obtained 
which is stronger than (5). 
THEOREM 3. Z.,n c(F) ) f ( .)  
- '~ 0 a ,s .  as  n --4 oo .  
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Note that this result implies the strong law of large numbers for the Stringer bound: 
(n) 
ST --+ ~ &.S .  ash - -+ 00. 
The expansion can also be used to derive central imit theorem (CLT) for the Stringer bound. 
THEOREM 4. (CLT). We have 
v~(#(~-# (")) z) Af(0,1), 
o(F) 
where 
i c(F)zl -a,  #Ca) = # + "~ 
and v,  denotes convergence in distribution. 
The CLT has the following interesting consequence. It is proved in [2, Lemma 5] that c(Fn) --+ 
c(F) with probability 1, as n ~ oo. In the same way one can easily show that a(F,) -* a(F) 
w;~h probability 1, as n ~ oo. So the CLT implies 
{ - -c( olz  o } 
P a -~ > - -Z l _c~ ~ 1 - ~)(-z1_¢~ ) = ( I ) (Z l - -a )  ~--- 1 - a. 
Consequently, for the modification of the Stringer bound 
v~ - 
we have 
f--(n) } 
lim P ~ #ST ~- # ~- 1 - a .  
~--*OO 
In other words, the modified Stringer bound ~(SnT ) is also asymptotically correct for all a. A great 
advantage of the modification is that we used the empirical counterparts c(Fn) and a(Fn), which 
can be calculated from the sample in contrast o c(F) and a(F). 
5. APPL ICAT IONS AND EXAMPLES 
5.1 .  Genera l  
The facts and findings discussed in this article have the following meaning for the audit of 
financial statements. 
(a) There is a simple method to eliminate the conservatism from the upper bound calculated 
by means of the t~ditional Stringer bound by using formula (8). 
(b) This method can by used safely in all situations, because it also eliminates the imprudency 
that has been encountered in the traditional Stringer bound in situations were a > 1/2 
or, as we will describe it in this section, the confidence l vel is smaller than 50%. 
(c) Although the method mentioned under (a) has been developed for very large sample 
sizes (the asymptotic situation), other findings give no reason to believe that this method 
v:ould give incorrect or nonconservative upper error bounds for small sample sizes. We 
refer to Section 3, where the results of some typical finite sampling situations have been 
summarised. 
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Assertion Stringer Bound 
Completeness Not applicable 
Existence and ownership Applicable. 
Applicable, when the auditor's primary 
Reflection in proper accounting period concern is the risk that elements in the 
population should have been attributed to 
another period.* 
Valuation Applicable.* 
Applicable when the auditor's primary 
concern is that certain elements in the 
Classification population should have been classified 
elsewhere (e.g., investments hat should have 
been classified as expenses).* 
*As these types of errors can lead to overstatements as well as to understatements, 
the generalized Stringer bound is applicable (see Remark 1). 
5.2. In Which Situation is it Applopr iate to use the 
Stringer Bound within the Audit  Process? 
Generally, the Stringer bound is used in situations where the auditor's primary concern is 
overstatement of a certain accounting balance (or other kind of population). When taking into 
account the definition of the generalized Stringer bound (Remark 1 in Section 2), the applicability 
in relation to control assertion used by auditors are summarized in Table 1. 
Furthermore, the calculation of an upper error bound (e.g., by using the Stringer bound) is 
appropriate in situations where: 
• it is important to estimate the (maximum) amount of errors within the population i  order 
to decide whether the total of errors within the population is material or not, 
• the sample result is the predominant source of information with respect to the population. 
Where it is important to estimate a confidence interval with respect o the possible error 
amount in the population, low confidence l vels are not suitable. For example, consider the 
following statement. 
I With a confidence l vel of 40%, 
the error amount in the population does not exceed ECU 500,000. 
This is a statement where the probability that it is not true, exceeds the probability that it is 
true. Consequently, the statement is rather useless. 
From this simple example we learn, that confidence l vels of 50% or lower (the levels for which 
the traditional Stringer bound has been proved to be asymptotically nonconservative) are not 
suitable anyway for the purpose the Stringer bound has been designed for. 
5.3. Summary  of the Procedure to Calculate the Modified Stringer Bound 
As mentioned in (8), the formula for the modified Stringer bound is 
_•(,•) , (,~) c (F ,~)  - ~(F , , )  
ST = P~ST - -  Zl_a  ' 
where 
n 
c(F.) = 1 ~Tn- j+l :n  { X/~(n- j ) -  ~f(j - 1)(n-  j + 1)}, 
n j= l  
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Table 2. Spread sheet for calculations. 
(1) (2) (4) (5) 
Book Audit. Pn(j) Pn(j)-  
value value Pn(j - 1) 
yj xj 
(3) 
Ranked 
talntings 
Tn-j+x:n 
(6) 
(3) × (5) 
~(6)  + p.(0) 
(7) 
e(F . )  = 
E~ n 
(8) 
{(3) -- ~)2  
,,(F,,) = 
and 
a(Fn) = _ 2. 
The calculations can be easily performed by using the above spread sheet (see Table 2), where 
(7) = (3) x {V/~- j ) -x / ( j -1 ) (n - j+ l ) ) ,  fo r j= l ,2 , . . . ,n .  
Using the last row in the spread sheet above, the new modified Stringer bound can be calculated 
as 
(61 (7)-v~-(s) Zl_~. 
5.4 .  Some Examples 
In this paragraph, some examples are given of calculations with the modified Stringer bound. 
In all examples a one-sided confidence interval of 95% (a = 0.05) will be used. The sample 
size amounts to 100 monetary units. The projected error T and the upper error limit ' (n) ~ST are 
calculated as a percentage of the population. 
5.4.1. Large number  o f  er rors  
The details of the example are included in the Appendix (Example 1). The results can be 
resumed as shown in Table 3. 
Table 3. 
Sample size 100 
Confidence l vel 1 - a 95.00% 
Number of errors 51 
Point estimate 0.2139 
Stringer bound 0.2882 
Modified Stringer bound 0.2792 
The precision (difference between the upper error bound and the point estimate) using the 
Stringer bound amounts to 7.43%. Using the modified Stringer bound, the precision amounts to 
6.53%. 
A precision based upon the normal distribution (which does not necessarily meet the 1 - c~ 
requirement) would amount o 5.40% which is reasonably close to the modified Stringer bound, 
as could be expected with 51 nonzero values. 
The Stringer Bound 
Table 4. 
Sample size 
Confidence l vel 1 - a 
Number of errors 
Point estimate 
Stringer bound 
Modified Stringer bound 
100 
95.00% 
51 
0.0276 
0.0631 
0.0615 
49 
5.4.2. Large  number  o f  smal l  er rors  
The details of this example are included in the Appendix (Example 2). The results can be 
summarised as shown in Table 4. 
The use of the Stringer bound results in a precision of 3.55%, whilst the modified Stringer 
bound gives a precision of 3.39%. The improvement of the modified Stringer bound above the 
Stringer bound is smaller than in the previous example. The main reason for this is that the basic 
precision (P100(0; 1 - .05); i.e., 2.95%) forms a substantial part of the total precision. Further 
improvements in precision could be achieved if information is available about the maximum 
possible tainting in the population. From the definition of the generalized Stringer bound one 
can see that the basic precision has to be multiplied by this maximum rather than by the 'worst 
case' tainting 1. See the formula for ~(n) in Remark 1. We refer to the following example. t~ S T 
5.4.3. Smal l  number  of  equal  er rors  
Now consider the example given in Table 5. 
(1) (2) 
Rank Book Audited 
j value value 
yj xj 
0 
1 1000 300 
2 1 000 300 
3 1000 300 
4 1000 300 
5 1000 300 
6 1 000 300 
Table 5. 
(3) 
Ranked 
taintings 
Tn-j+l:,, 
1.OOO0 
0.7000 
0.7000 
0.7000 
0.7000 
0.7000 
0.7000 
0.0420 
(4) 
p,. ,( j ;  1 - a )  
0.0295 
0.0465 
0.0615 
0.0757 
0.0890 
0.1022 
0.1149 
(5) 
pr , ( j ;  1 - a ) -  
p r , ( j  - 1; 1 - a )  
0.0295 
0.0169 
0.0150 
0.0142 
0.0133 
0.0132 
0.0128 
(6) 
= (3) × (5) 
0.0295 
0.0119 
0.0105 
0.0099 
0.0093 
0.0092 
0.0089 
0.0893 
The sample results are summarised in Table 6. 
Table 6. 
Sample size 
Confidence l vel 1 - a 
Number of errors 
Point estimate 
Stringer bound 
Modified Stringer bound 
100 
95.00% 
6 
0.0420 
0.0893 
0.0893 
In this case, we see that the modified Stringer bound is equal to the traditional Stringer bound. 
If we would know ~hut the distribution of the taintings concentrates at 2 points (0 and 0.70), it 
follows from the definition of c(Fn)  that 
c(F . )  = 
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and consequently 
However, it follows from Section 3, Theorem 1 that in the case F concentrates at 2 points (the 
highest ainting less than 1), the Stringer bound is always conservative. This conservatism can 
be 'captured' as: 
(1 - t2)pn(O, 1 - a).  
In other words, if we know that the maximum tainting in a population amounts to t2 (in our 
example 0.70) we could eliminate the excess conservatism in the Stringer bound by multiplying 
the basic precision by t2 rather than 1. (We refer again to the generalized Stringer bound and the 
transformation discussed in Section 2.) Based upon this, the upper error bound would amount 
to 0.803. 
5.4.4.  Un i fo rmly  d i s t r ibuted  ta in t ings  
One could describe a uniform distribution of taintings as the ultimate state of ignorance about 
the way taintings are distributed; there is no indication that certain taintings have a higher 
occurrence than others. All taintings are perceived to have the same occurrence. In other words, 
assuming a uniform distribution until counter-proof has been delivered, could be a realistic (not 
a conservative) approach. Therefore aL example is given of a sample result which does not give 
an indication that the nonzero taintings are not uniformly distributed (see Table 7). 
(1) (2) 
Rank Book Audited 
j value vMue 
yj x j  
0 
1 1000 
2 1000 
3 1000 
4 1000 
5 1000 
6 1000 
7 1000 
8 1000 
9 1000 
10 1000 
Table 7. 
100 
200 
300 
400 
500 
600 
700 
800 
900 
(3) 
Ranked 
taint ings 
Tn- j+l :n  
1.0000 
1.0000 
0.9000 
0.8000 
0.7000 
0.6000 
0.5000 
0.4000 
0.3000 
0.2000 
0.1000 
0.0550 
(4) 
p~(j; 1 - a) 
0.0295 
0.0465 
0.0615 
0.0757 
0.0890 
0.1022 
0.1149 
0.1274 
0.1397 
0.1518 
0.1637 
(5) 
Pn(J; 1 - a ) -  
Pn(J - 1; 1 - a)  
0.0295 
0.0169 
0.0150 
0.0142 
0.0133 
0.0132 
0.0128 
0.0125 
0.0123 
0.0121 
0.0119 
(6) 
= (3) x (5) 
0.0295 
0.0169 
0.0135 
0.0113 
0.0093 
0.0079 
0.0064 
0.0050 
0.0037 
0.0024 
0.0012 
0.1072 
This sample result gives information about the fact that there are errors and that all possible 
values of taintings between 0 and 1 occur, but gives no information as to whether certain tainting 
values are more abundant than others. The results are summarised in Table 8. 
Table 8. 
Sample size 100 
Confidence level 1 - a 95.00% 
Number  of errors 10 
Point est imate 0.0550 
Stringer bound 0.1072 
Modified Stringer bound 0.1024 
The Stringer Bound 51 
In the uniform case where we have a point mass Q at 0 we can estimate Q by ~ which is 
the fraction of zero observations in the sample. Recalling the definition of a(F) and c(F) from 
Section 3 one can calculate the precise formulae for these quantities: 
and 
1 1 1 2 
o (e) = + - 
1 
c(Q) = 16(1 - ~) (21r - 4 arcsin(x/~ ) + sin(4 arcsin(v~))  .
We can now estimate these quantities in a parametric way by plugging in ~ instead of t) in the 
expressions. A parametric version of the modified Stringer bound has the following form: 
V~ Zl -~.  
The example mentioned above leads to the bound 0.1025, which is close to the bound of the 
nonparametric version. 
5.5. Suggestions for Further Investigation 
In Section 3, it has been proved that the modified Stringer bound is always asymptotically 
correct, i.e., it is correct for very large samples, which give much information about the distribu- 
tion of taintings within a population. Consequently, it is suitable in situations where a sample 
is the predominant source of information about the error amount in the population. When both 
sample size* and rate** are small, the sample gives little information about the distribution of 
the taintings and there is little information to 'load' the modified Stringer bound. In this section, 
we encountered two phenomenons. 
• The predominant influence of the basic precision in situations of low error rates or low error 
values in the taintings found. 
• The imperfect information about the distribution function and the standard deviation of 
the taintings when small amounts of taintings 0 have been found. 
A sharper upper error limit could be calculated if one would be prepared to use other sources 
of information than the sample in order to assess the size and distribution function of taintings. 
Of course an element of subjectivity is then introduced in the sample evaluation, but subjective 
professional judgment is already present 'around' the sampling procedure. First of all, the auditor 
has to decide by using his professional judgment hat his primary concern relates to overstate- 
ments in an accounting population. Second, the audit profession introduced subjectivity with 
respect o audit sampling by using the audit risk model in the assessment of confidence levels for 
tests of detail; the use of this model arbitrarily leads to an increase of ~. 
A possible direction for further investigation could be: 
• further enhancements of the Stringer bound in finite sample situations, 
• development of prior tainting distributions which are conjugate to the (modified) Stringer 
bound sampling evaluation. 
REFERENCES 
I. P.J. Bickel, Inference and auditing: The Stringer bound, International Statistical Review 60, 197-209 (1992). 
2. G. Pap and M.C.A. van Zuijlen, On  the asymptotic behaviour of the Stringer bound, Statistica Neerlandica 
50, 367-389 (1996). 
*Sample sizes are small when there are other sources of information about the accuracy of a population, such as 
quality of internal controls, analytical review, etc. 
**Error rates are kept at low level by adequate internal controls. 
52 N.G.  DE JAGER et al. 
3. Statistical Models and Analysis in Auditing, Statistical Science 4, 2-33 (1989). 
4. J.L. Goodfellow, J.K. Loebecke and J. Neter, Some perspectives on CAV sampling plans. Part I, CA 
Magazine October, 23-30; Part II, CA Magazine November, 46-53 (1974). 
5. K.W. Stringer, Practical aspects of statistical sampling in auditing, Proc. Bus. Econ. Statist. Sec., 405-411 
Amer. Math. Assoc., Washington, D.C. (1963). 
6. J.K. Loebecke and J. Neter, Considerations in choosing statistical sampling procedures in auditing, J. Ac- 
counting Res., (suppl.) 13, 38-52 (1975). 
7. G. Pap and M.C.A. van Zuijlen, On the Stringer bound in case of uniform taintings, Computers Math. 
Applic. 29 (10), 51-59 (1995). 
8. R.J. Anderson and A.D. Teitlebaum, Dollar-unit sampling, Canad. Chartered Accountant (after 1973, this 
publication became CA Magazine), 30-39 (April 1973). 
9. D.M. Roberts, Statistical Auditing, American Institute of Certified Public Accountants, New York, (1978). 
10. D.A. Leslie, A.D. Teitlebaum and R.J. Anderson, Dollar-Unit Sampling--A Practical Guide for Auditors, 
Pitman, London, (1980). 
11. R.D. Gill and M.C.A. van Zuijlen, Some notes on the Stringer bound project, unpublished manuscript. 
12. R. Pyke, Minimax one-sided Kolmogorov-type distribution-free t sts, In Studies in Applied Probability, 
Journal of Applied Probability 31A, (special volume), 291-308, (1994). 
13. K.W. Stringer, Statistical sampling in auditing. The state of art, Ann. Accounting Rev. 1, 113-127 (1979). 
Rank 
3 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
3o 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
(1) 
Book 
value 
Y~ 
100o 
1000 
1000 
IO00 
10o0 
1000 
1000 
100o 
1000 
1000 
1000 
lO00 
1000 
1000 
1000 
lO00 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
I000 
1000 
1000 
1000 
1000 
(2) 
Audited 
value 
xj 
0 
10 
50 
99 
100 
125 
125 
150 
155 
176 
200 
225 
250 
275 
300 
30O 
325 
35O 
356 
40O 
4O0 
45O 
500 
500 
5O0 
550 
575 
6O0 
690 
700 
80O 
860 
9OO 
90O 
990 
95O 
975 
980 
981 
985 
990 
991 
992 
993 
994 
994 
995 
996 
997 
998 
999 
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Example  1. 
(3) 
Ranked 
taintings 
Tn-~+l:n 
1.9900 
1.0990 
0.9900 
0.9500 
0.9010 
0.9000 
0.8v50 
0.8750 
0.8500 
0.8450 
0.8240 
0.8000 
0.7750 
0.7500 
0.7950 
0.7000 
0.7000 
0.6750 
0.6500 
0.6440 
0.6000 
0.6000 
0.5500 
0.5000 
0.5000 
0.5000 
0.4500 
0.4250 
0.4000 
0.3100 
0.3000 
0.2000 
0.1400 
0.I000 
0,I000 
0,1000 
0,0500 
0.0250 
0.0200 
0.0190 
0.0150 
0.0100 
0.0090 
0.0080 
0.0070 
0.0060 
0.0060 
0.0050 
0.0040 
0.0030 
0.0020 
0.0010 
(4) 
pn(j;  1 -- a) 
0.0295 
0.0465 
0.0615 
0.0757 
0.0890 
0.1022 
0.1149 
0.1274 
0.1397 
0.1518 
0.1637 
0.1755 
0.1868 
0.1983 
0.2098 
0.2212 
0.2325 
0.2438 
0.2549 
0.2660 
0.2770 
0.2879 
0.2988 
0.3097 
0.3204 
0.3312 
0.3418 
0.3525 
0.3631 
0.3736 
0.3841 
0.3946 
0.4050 
0.4154 
0.4257 
0.4360 
0.4463 
0.4565 
0.4667 
0.4768 
0.4870 
0.4970 
0.5071 
0.5171 
0.5271 
0.5371 
0.5470 
0.5569 
0.5667 
0.5765 
0.5863 
0.5961 
(5) 
p,,O; 1 - a ) -  
pn(J - 1; 1 - o~) 
0.0295 
0.0169 
0.0150 
0.0142 
0.0133 
0.0132 
0.0128 
0.0125 
0.0123 
0.0121 
0.0119 
0.0118 
0.0113 
0.0116 
0.0115 
0.0114 
0.0113 
0.0112 
0.0111 
0.0111 
0.0110 
0.0109 
0.0109 
0.0108 
0.0108 
0.0107 
0.0107 
0.0106 
0.0106 
0.0105 
0.0105 
0.0105 
0.0104 
0.0104 
0.0103 
0.0103 
0.0103 
0.0102 
0.0102 
0.0102 
0.0101 
0.0101 
0.0101 
0.0100 
0.0199 
0.OLOO 
0.0099 
0.0099 
0.0099 
0.0098 
0.0098 
0.0098 
(6) 
= (3)  x (5) 
0.0295 
0.0169 
0.0149 
0.0135 
0.0120 
0.0119 
0.0112 
0.0109 
0.0104 
0.0102 
0.0098 
0.0094 
0.0088 
0.0087 
0.0083 
O.O08O 
0.0079 
0.0076 
0.0072 
0.0071 
0.0066 
0.0066 
0.0060 
0.0054 
0.0054 
0.0054 
0.0048 
0.0045 
0.0042 
0.0033 
0.0031 
0.0021 
0.0015 
0.0010 
0.0010 
0.0010 
0.0005 
0.0003 
0.0002 
0.0002 
0.0002 
0.9901 
0.0001 
0.0001 
0.0001 
o.0ool 
0.0001 
0.0000 
0.9900 
0.0000 
0.0990 
0.0000 
0.2139 0.2882 
53 
54 N.G.  DE JAGER et al. 
Example  2. 
Rank  
J 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
(1) 
Book 
value 
YJ 
1000 
1000 
1000 
1000 
1 000 
1000 
1000 
1000 
1 000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1 000 
1000 
1000 
1000 
1000 
1000 
1000 
1 000 
1000 
1000 
I000 
1 000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1 000 
1000 
1000 
1000 
1000 
1 000 
1 000 
1000 
1000 
1000 
(2) 
Audited 
value 
xj  
850 
85O 
860 
875 
875 
876 
890 
895 
90O 
900 
900 
90O 
900 
900 
900 
910 
920 
925 
934 
935 
945 
945 
947 
950 
95O 
950 
967 
970 
975 
975 
975 
98O 
980 
981 
985 
985 
985 
987 
990 
990 
991 
992 
993 
994 
994 
995 
995 
996 
997 
998 
999 
(3) 
Ranked 
taint ings 
Tn-j+l:n 
1.0000 
0.1500 
0.1500 
0.1400 
0.1250 
0.1250 
0.1240 
0.1100 
0.1100 
0.1050 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.1000 
0.0900 
0.0800 
0.0750 
0.0660 
0.0650 
0.0550 
0.0550 
0.0530 
0.0500 
0.0500 
0.0500 
0.0330 
0.0300 
0.0250 
0.0250 
O.0250 
0.0200 
0.0200 
0.0190 
0.0150 
0.0150 
0.0150 
0.0130 
0.0100 
0.0100 
0.0090 
0.0080 
0.0070 
0.0060 
0.0060 
0.0050 
0.0050 
0.0940 
0.0030 
0.0020 
0.0010 
0.0276 
(4) 
pn(j; 1 - a) 
0.0295 
0.0465 
0.0615 
0.0757 
0.0890 
0.1022 
0.1149 
0.1274 
0.1397 
0.1518 
0.1637 
0.1755 
0.1868 
0.1983 
0.2098 
0.2212 
0.2325 
0.2438 
0.2549 
0.2660 
0.2770 
0.2879 
0.2988 
0.3097 
0.3204 
0.3312 
0.3418 
0.3525 
0.3631 
0.3736 
0.3841 
0.3946 
0.4050 
0.4154 
0.4257 
0.4360 
0.4463 
0.4565 
0.4667 
0.4768 
0.4870 
0.4970 
0.5071 
0.5171 
0.5271 
0.5371 
0.5470 
0.5569 
0.5667 
0.5765 
0.5863 
0.5961 
(5) 
Pn(j; 1 - c~)-- 
Pn(j - 1; 1 - or) 
0.0295 
0.0169 
0,0150 
0.0142 
0.0133 
0.0132 
0.0128 
0.0125 
0.0123 
0.0121 
0.0119 
0.0118 
0.0113 
0.0116 
0.0115 
0.0114 
0.0113 
0.0112 
0.0111 
0.0111 
0.0110 
0.0109 
0.0109 
0.0108 
0.0108 
0.0107 
0.0107 
0,0106 
0.0106 
0.0105 
0.0105 
0.0105 
0.0104 
0.0104 
0.0103 
0.0103 
0.0103 
0.0102 
0.0102 
0.0102 
0.0101 
0.0101 
0.0101 
0.0100 
0.0100 
0.0100 
0.0099 
0.0099 
0.0099 
0.0098 
0.0098 
0.0098 
(6) 
= (3) x (5) 
0.0295 
0.0025 
0.0023 
0.0020 
0.0017 
0.0016 
0.0016 
0.0014 
0.0013 
0.0013 
0.0012 
0.0012 
0.0011 
0.0012 
0.0011 
0.0011 
0.0010 
0.0009 
0.0008 
0.0007 
0.0007 
0.0006 
0.0006 
0.0006 
0.0005 
0.0005 
0.0005 
0.0004 
0.0003 
0.0003 
0.0003 
0.0003 
0.0002 
0.0002 
0.0002 
0.0002 
0.0002 
0.0002 
0.0001 
0.o001 
0.oo01 
0.o001 
0.oooi 
0.oo01 
0.0001 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
6.0000 
0.0000 
0.0~1 
