The k-NN (k Nearest Neighbours) classification technique is characterized by its simplicity and efficient performance on many databases. However, the good performance of this method relies on the choice of an appropriate value for the input parameter k. In this work, we propose methods to estimate an adequate value for parameter k for any given database. Experimental results have shown that, in terms of predictive accuracy, k-NN using the estimated value for k usually outperforms k-NN with the values commonly used for k, as well as well-known methods such as decision trees and naive Bayes classification.
INTRODUCTION
Classification is one of the most important tasks of data mining and machine learning areas (Han and Kamber, 2005; Witten and Frank, 2005) , therefore there are innumerable projects and research groups dealing with it. The construction of precise and computationally efficient classifiers for large databases, in terms of number of instances and attributes, is one of the greatest challenges arisen in these research areas. The intense interest on this subject stimulated many researchers to propose techniques for the construction of classifiers, such as decision trees (Quinlan, 1986) , naive Bayes (Duda and Hart, 1973) , Bayesian networks (Heckerman, 1997) , neural networks (Haykin, 1994) , k-NN (k Nearest Neighbours) (Aha, 1992) , support vector machines (Vapnik, 1995) and others.
The k-NN (k Nearest Neighbours) technique was initially analyzed in (Fix and Hodges, 1951) , being its application in classification problems firstly performed in (Johns, 1961) . However, only after the results presented in (Aha, 1992) , this approach became popular as a classification method.
The basic idea of the k-NN method is very simple. It uses some distance metric to search the training database for the k closest neighbours of the instance whose classification is desired, attributing the most frequent class among its k neighbours to it. However, the good performance of this method relies on the choice of an appropriate value for the input parameter k.
In this work, we propose and explore some strategies to identify, for a given database, an adequate value for k, that is, one that maximizes the performance of k-NN for this database.
Previous works approached related problems and solutions. In (Wettschereck and Dietterich, 1994) , four variations of the k-NN method were presented. These variations determine the value of parameter k to be used in the classification of a novel instance through the evaluation of its neighbourhood. These strategies presented a performance similar to the classical k-NN for 12 databases usually employed in classification tasks, and have shown to be superior to the k-NN for three databases generated by the authors.
In (Wang, 2003) , the question of the choice of parameter k for k-NN was discussed and an approach that tries to improve the performance (accuracy) of classical k-NN was proposed. Differently from k-NN, that uses a single set of closest neighbours to classify a novel instance, the proposal performs the classification considering many sets of closest neighbours. This proposal, named nokNN, have shown that when the number of employed sets of closest neighbours increases, the accuracy of the classifier also increases, stabilizing after a determined number of sets. Experimental results have shown that the accuracy (after stabilization) of the nokNN was slightly superior to the classical k-NN (when k varies from 1 to 10).
In (Guo et al., 2003) , a classification method named kNN Model was proposed. Aiming at reducing the databases, this method builds a model from the training data that is used on the classification of novel instances. The model is composed by a set of representative instances from the original database and by some information related to their arrangement in the database. From an evaluation that used six databases, the results have shown that the performance (average accuracy for the six databases) of this proposal was equivalent to k-NN (k = 1, 3, and 5) and superior to C5.0 (Quinlan, 1993) . Besides, it was shown that kNN Model reduces the number of data tuples in the final model, with a 90.41% reduction rate on average.
In (Angiulli, 2005) , it was presented an algorithm, named FCNN (Fast Condensed Nearest Neighbour), to reduce the training database to be used by the technique known as the nearest neighbour decision rule. Basically, the reduction of the original database is obtained by removing irrelevant instances, that is, the ones that do not affect the classifier accuracy. When compared to other databases reduction algorithms, FCNN has shown itself more efficient in terms of scalability and database reduction rate.
In this work, initially, we show that the identification of an appropriate value for parameter k can be achieved, for small databases, through a previous and exhaustive evaluation of all possible values of k. This approach is computationally tractable for not large databases and improves the k-NN performance when compared to techniques such as decision trees and naive Bayes classification. Afterwards, we adapt the technique to estimate a value for k on larger databases for which the exhaustive approach is generally prohibitive due to high computational costs.
The remainder of this article is organised as follows. Section 2 presents the exhaustive approach for determining a value for k. Sections 3 and 4 present two different proposals to overcome the high computational cost of the exhaustive approach and also the obtained experimental results. In Section 5, final considerations are made.
EXHAUSTIVE APPROACH
The exhaustive strategy to identify an appropriate value for parameter k will be presented in this section.
Let C = {C 1 ,C 2 ,C 3 , . . . , C m } be the set of classes and
Given the database D, the idea of the exhaustive procedure is to classify each instance of D using all possible values of k, and then return the value of k which correctly classifies the largest number of instances.
Let hits (D, x) be the number of instances from D correctly classified using k-NN when k = x. The value z, 1 ≤ z < n, will be returned by the exhaustive procedure, being considered the appropriate value for parameter k, if and only if hits(D, z) ≥ hits(D, y) for all y, 1 ≤ y < n, y = z. If more than one value in [1, n − 1] correctly classifies the largest number of instances, the lowest one will be returned.
The detailed functioning of the exhaustive approach is presented in Algorithm 1. The loop from lines 1 to 11 represents, for each instance d i , the execution of the k-NN strategy for all possible values of parameter k. The inner loop from lines 2 to 4 calculates N i , which represents the neighbourhood of (Kaufman and Rousseeuw, 1990) , Euclidean distance is usually employed along with k-NN. Therefore, this metric is also adopted in this work.
The inner loop from lines 5 to 10 evaluates which values of k achieve a correct classification for each instance d i . The number of correct classifications for each value of k is stored on vector kVector. Each position of the vector is associated with a value for k.
From lines 12 to 18, the best value for parameter k is obtained from the vector kVector. The position with the highest count is the most appropriate choice for parameter k, that is, the value of k that achieved the biggest number of correct classifications. Finally, on line 19, the procedure returns bestK.
Experimental Results
In order to evaluate the performance of the exhaustive approach, many experiments have been carried out.
Performance was measured in terms of predictive accuracy. The method adopted for estimating the predictive accuracy was 10-fold cross-validation (Han and Kamber, 2005) . In this way, each database was randomly divided in 10 partitions of the same size and the evaluation was conducted in 10 iterations. In each iteration, the test database consists of one partition, while the other nine constitute the training database. Accuracy is then obtained by dividing the Algorithm 1 Exhaustive approach.
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kVector number of corrected classified instances (among all iterations) by the total number of instances belonging to the database. The same partitions have been employed on the evaluation of all the presented techniques.
Experiments were carried out on 39 databases. The employed databases are of public domain and can be found on the UCI Machine Learning Repository (Newman et al., 1998) . They vary on size (number of instances and number of attributes), content and origin.
Results have been compared to the k-NN itself with fixed values for parameter k, as well as to wellknown methods such as decision tree and naive Bayes classification. The results of the two later methods were obtained using the algorithms J48 and NaiveBayes, respectively, present in the Weka 3 tool (Witten and Frank, 2005) . J48 was run with default parameters and NaiveBayes with supervised discretisation.
The experimental results, reported on Table 1 , have shown that the exhaustive approach excels on estimating an adequate value for parameter k. The databases used are reported on the first column. The next column contains the number of instances, attributes and classes of each database. The three following columns show the best value for k, the accuracy result achieved using this value and the CPU time 4 in seconds taken to estimate it. Columns 6 to 9 report the accuracy results of the k-NN (k = 1, 3, 5, and √ n, where n is the total number of instances in each database). (Duda et al., 2000) suggest the value √ n as a good value for k. The last two columns report the results obtained with the methods decision tree (J48) and naive Bayes classification (Bayes).
Each value in bold face in Table 1 represents the highest accuracy result obtained for each database among all techniques employed. The exhaustive approach was the one that achieved the highest accuracy most times. It presented the best results for 21 out of the 39 databases. The other techniques ranked as following: 1-NN and Bayesian classification (11 best results), decision tree (10), 3-NN (7), 5-NN (4), and √ n-NN (2). The last line of Table 1 presents the average accuracy results for all the techniques. The exhaustive approach obtained the highest average accuracy result, achieving 88.12%. The other techniques ranked as following: 5-NN (86.10%), 3-NN (86.05%), decision tree (85.69%), 1-NN (85.56%), Bayesian classification (84.11%), and √ n-NN (83.48%). Table 2 presents a one-to-one comparison between the results obtained by the exhaustive approach and by the other techniques employed on this experiment. For example, among the 39 databases, the exhaustive approach achieved better accuracy results than the 1-NN technique on 23 databases; these two techniques achieved an equal accuracy result on 16 databases; and the exhaustive approach achieved a worse accuracy result for none of the databases. The interpretation of the other columns is analogous. These results show that the exhaustive approach performed better than all other strategies.
Analysing the CPU time taken to determine the best value of k, reported on Table 1 , it is noticeable that larger databases, in terms of number of instances, demand a considerably greater amount of time to determine the best value of k using the exhaustive approach. The two largest databases, Adult and LetterR, demanded 7826.0 and 3514.0 seconds, respectively, while smaller databases demanded less than a second.
Therefore, the shortcoming of the exhaustive approach is that it is time-consuming, making it infeasible to be used with large databases. To overcome that, the following sections introduce two approaches that aim at reducing the number of database instances evaluated by the exhaustive technique, making it feasible to be used with larger databases.
CLUSTERING SAMPLING
This section will introduce the first of two approaches used to obtain the reduced set of database instances. The reduction is intended to make the exhaustive approach, presented on the previous section, feasible in terms of computational time.
The goal of the sampling techniques proposed in this work is to obtain a reduced and representative subset of instances from the original database, called set of samples, in a way to reduce the high computational cost of the exhaustive approach when performed over large databases. Each instance of the set of samples must represent a group of instances (of same class) of the original database. Preliminary results using these ideas were presented in (Borsato et al., 2006) .
The clustering sampling strategy consists on the execution of a clustering algorithm over each set of instances of same class on the original database. Afterwards, from each obtained cluster, a representative instance will be chosen and inserted in the set of samples.
The KMeans algorithm (MacQueen, 1967 ) is used to cluster the instances of the same class belonging to the original database. The algorithm is performed separately for each class and will maintain proportion among classes on the set of samples. After the clustering process is completed, the instances that are closest to the resultant centroids will compose the set of samples. The set of samples, though, is used only for the estimation of parameter k. The classification task is performed on the full original database.
Let SS = {d 1 , d 2 , d 3 , . . . , d r } be the set of instances belonging to the set of samples SS. The exhaustive approach over the set of samples is presented on Algorithm 2. This algorithm is very similar to Algorithm 1. The difference relies on line 1. Instead of a loop involving all instances of the original database, just the instances belonging to the set of samples (generated after the clustering process) will be considered. It is important to notice that the loop starting on line 2 remains unaltered. In this way, all instances belonging to the set of samples have their distances to all other instances (in the original database) calculated. The rest of the process remains the same (lines 12 to 19 were omitted).
Algorithm 2
Exhaustive approach over the set of samples.
Input: D, SS
for k = 1 to n − 1 do 6:
end if 10: end for 11: end for
Experimental Results
Since it is not necessary to perform a reduction on small databases, experimental results were carried out only on databases with 1000 or more instances, among those employed on experiments described on Section 2.1. Varied reduction rates were employed when testing the approach's predictive accuracy. Reduction rates were always defined as a percentage of the total number of instances presented in the databases. The databases were reduced to 1, 3, 5, 10, 15, and 20 percent of their original size.
The experimental results for this approach are reported in Tables 3 and 4 . In Table 3 , the first column contains the names of the databases used on this study. The second column shows the number of instances, attributes and classes for each database. From columns 3 to 6, the results for the reduction to 1% are presented as follows: the estimated k, the accuracy achieved with this k value, the CPU time taken to estimate it, and the reduction achieved on computational time when compared to the results presented on Table 1 (the symbol '−' indicates that no reduction was achieved). Similarly, columns 7 to 10 present the results for the reduction to 3%, and the results for the reduction to 5% are presented in columns 11 to 14. Table 4 is organised in the same way as Table 3 , presenting the results for reductions to 10, 15, and 20%. The bold face values represent the highest accuracy result for a particular database among all reduction rates evaluated.
Analysing the results from Tables 3 and 4 , it is possible to notice that the smaller the reduction rates are, the average accuracy results tend to be greater. Indeed, when working with a smaller reduction rate, that is, a greater part of the original database, the results tend to approximate those that would be obtained if no reduction was employed. When the lowest reduction (to 20%) was employed, an average accuracy result of 89.85% was obtained. When no reduction is performed, the average accuracy result is equal to 90.10%.
Even for the value of k estimated employing the highest reduction rate (1%), the average accuracy result (89.52%) outperformed those from all the other methods evaluated. Table 5 reports the results of those methods for the databases employed on this study. Again, the comparisons are made to the k-NN with k = 1, 3, 5, and √ n, to decision tree and to naive Bayes classification.
For the majority of the databases, the intended reduction on computational time was achieved, maintaining the quality of the accuracy results. For example, the exhaustive approach took 3514.0 seconds to determine the value of k to be used with the database LetterR. When a reduction to 1% was employed, the same value of k could be estimated in 50.2 seconds. This represents a reduction of 98.57% on computational time, as presented in column 6 of Table 3 .
The reduction on computational time presented large variation among the different databases analysed. This variation is a consequence of the converging time required by the KMeans algorithm, which depends on the characteristics of each database (number of instances, number of attributes, and spatial distribution, for example).
However, for databases like Adult, Hypo, and Sick the computational time taken to estimate the value of k, when compared to the computational time taken to determine the value of k through the exhaustive approach, increased considering the reductions to 10%, 15%, and 20%. This increase on computational time is due to the converging time required by the KMeans algorithm. That was a motivation for the approach presented on the following section, which aims at a further reduction of the computational time, yet preserving the accuracy results.
RANDOM SAMPLING
In this section, we will introduce another approach to obtain the reduced subset of instances from the original database (set of samples), called random sampling. Its basic idea is to randomly choose instances from the original databases to be present in the set of samples.
Similarly to the clustering sampling approach presented on Section 3, random sampling aims at gener- Table 4 : Clustering Sampling predictive accuracy comparison (2/2). ating a set of samples so that the exhaustive approach can be performed to estimate an adequate value for k in feasible computational time. The difference is on how the representatives belonging to the set of samples will be chosen. On random sampling, instead of performing a clustering algorithm to help finding these representatives, they will be selected ran- domly among the instances belonging to the original database. After that, Algorithm 2 can be performed the same way as presented on Section 3. Proportion among classes is again respected. The random process of choosing representatives is performed on each class separately, in a way that it is guaranteed that the reduced database has the same class distribution as the original database.
Experimental Results
A study similar to the one introduced on Section 3.1 is presented here. The set of databases with 1000 or more instances was employed. Also, the varied reduction rates (1%, 3%, 5%, 10%, 15%, and 20%) were analysed.
Experimental results tables resemble the ones presented in Section 3.1. Table 6 and Table 7 are analogous to Table 3 and Table 4 , respectively. They present the accuracy results for the sampling reduction method, where the bold face values represent the highest accuracy result for a particular database among all reduction rates evaluated.
Again, there is a tendency in which the method achieves greater accuracy results with smaller reduc- tion rates. As can be observed from Table 6 and Table 7, the best average accuracy result (89.90%) occurs with a value of k estimated from a reduction to 20%. Nevertheless, even for the value of k estimated from a reduction to 1%, the average accuracy result (89.12%) is better than any of the average accuracy results obtained by other methods. The other methods performance is reported on Table 5 . The experimental results presented on Tables 6  and 7 show that sampling reduction allows the exhaustive approach to be performed in feasible computational time with no significant loss of accuracy. For example, the exhaustive approach performed on the largest database (Adult) took 7826.0 seconds to determine a value of k that achieves a 83.15% accuracy. When a reduction to 1% was employed, a value of k that achieves the accuracy of 82.88% was estimated in 81.2 seconds. Considering the second largest database (LetterR), the exhaustive approach took 3514.0 seconds to determine a value of k that achieves a 95.98% accuracy. When a reduction to 5% was employed, the same value of k (therefore achieving the same accuracy result) was estimated in 177.1 seconds.
The reduction rates on computational time achieved by sampling reduction were very homogeneous among the different databases. Besides, the reductions on computational time were proportional to the reductions on the databases. For example, when the databases were reduced to 20%, an average reduction rate of 80.11% was achieved on computational time.
CONCLUSIONS
This work presented methods capable of estimating an adequate value for parameter k to be used with the k-NN method. The proposed estimation processes are preprocessing methods that perform a sampling procedure over the original databases and, using the generated set of sample, seek the most suitable value for k. Experimental results have shown that the estimation of an adequate value for parameter k enhances the k-NN method, allowing it to achieve greater accuracy results. Compared to other well-known methods, such as decision trees and naive Bayes classification, the k-NN became even more competitive.
Initially, an exhaustive evaluation of all possible values of k was performed. The exhaustive approach leads k-NN to achieve greater accuracy results. Nevertheless, this evaluation is not tractable for large databases. In order to make the exhaustive approach feasible when performed over large databases, a clusteringbased sampling of instances was analysed. Though presenting good accuracy results, this technique did not completely solved the problem of the high computational time needed for the estimation of parameter k.
Aiming at an even greater reduction on computational time, a second sampling strategy was analysed. The random sampling led to an estimation of k in feasible computational time. Its average accuracy result for a reduction to 1% outperformed the average accuracy results of other strategies analysed.
