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Lagnerre‘s Method in Polynomial Zero-finding 
Laguerre's method is a traditional third-order zero-finding method for polynomial 
requiring also the first and second derivatives. It is known that it exhibits global 
convergence when all the zeros and the starting guess are real. Many authors have 
discussed the method, but it has been proved that the method may fail in dealing with 
"symmetric-cluster" problems [3 Chen] [4 Chen] in the complex plane. Chen has also 
invented a new third-order method which is globally convergent for symmetric clusters. 
However, Laguerre's method is still worthy of attention especially if it can be improved, at 
least for the symmetric-cluster problem. 
Here, we will study the detailed behaviour of Laguerre's method especially in symmetric-
cluster problems. Based on Laguerre's method, we suggest an improved algorithm using a 
"pole-planning" strategy. 
Part 11 
Homotopy Methods applied to Polynomial Zero-finding 
Homotopy methods [11 Li] [18 Morgan] for systems of polynomials have been proved to 
have global convergence with probability one. A single polynomial is just a special case of 
polynomial systems and it can be solved by these homotopy methods as well. 
A "probability-zero" event can be a intermediate bifurcation of a zero-curve. If the 
coefficients of the problem polynomial and the choice of starting polynomial are all real, 
then bifurcation, a probability-zero event, is inevitable. Bifurcation may occur even if the 
coefficients are complex. 
General bifurcation theory may be too general for this topic. The problem can be much 
reduced here if we know in what way the zero-curves may bifurcate in solving a single 
polynomial. Here, we prove that when a zero-curve bifurcates, there are only two possible 
situations for its'local shape. As a result, we will propose a method to overcome the 
multiple bifiircation. 
ii 
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I Laguerre‘s Method in Polynomial Zero-finding 
1 Background 
Laguerre's method [10 Laguerre] is a traditional third-order zero-finding method for 
polynomial, and the method needs first and second derivative of the function besides the 
function itself. 
It is well-known that the method is globally convergent for real polynomials with only real 
roots. Many authors have discussed the method [6 Durand] [8 Hansen] [14 Ostrowski] 
15 Parlett] [16 Ralston], but is was not until late 1980's that Chen proved that the method 
may fail in dealing with ” symmetric-cluster" problems [3 Chen] [4 Chen] in which some or 
all zeros are complex. 
The main aim of the project is to study the detailed behaviour of Laguerre's method 
especially in symmetric-cluster problems and to suggest improvement to the method. 
Before this study, Chen has [3 Chen] [4 Chen] [5 Chen] (explained in the next section): 
1) analyzed the order of global convergence of Newton's method, Laguerre's method, 
and his new method in symmetric-cluster problem 
2) defined effective data, e.g. centroid, effective radius and fan-out, 
which can be obtained from the coefficients and the degree of the polynomial alone 
3) done various experiments of these methods under fixed-machine precision 
4) dealt with superclusters (i.e., cluster of subclusters) using his method together with 
"local-polynomial adjustment" 
5) invented the "novel multiplicity estimate" adapted to the symmetric-cluster problem 
The above entities like effective data will be explained in the next section. 
Now, in this project, we have 
1) found that round-off error under fixed-machine precision may cause an analytically 
diverging iteration to "converge" 
2) found that Laguerre's method exhibits cyclic behaviours when the fan-out of the 
symmetric cluster is greater than 4 (explained in later section) 
3) proposed an enhancement to Laguerre's method using a pole-planting strategy to 
overcome the cluster problem. 
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Concurrently, we are studying a homotopy method for globally convergent zero-finding 
(part II). 呂 
Before we discuss its problems, first let's see how fast this third-order method may be: 
Example 1; 
(z+3)(z+2)(z+l)(z)(z-l)(z-2)(z-3)(z-100) and a very bad initial guess lO^ +lO^ i ： 
Iteration # z 
0 10b+10�i 一 
~1 lOQ.MO+Q.QOOi ~ ~ 
一 2 IQQ.QOQ+Q.OOOi 
Both the original Laguerre's method and the proposed Laguerre's method in this report 
can touch the "solitary zero" lOO+Oi at the first iteration even though the starting guess 
may look very bad. 
However, it has problem in dealing with symmetric clusters: 
Example 2: 
polynomial z7-l (named "C7.1", see the naming of testing polynomial at appendix I-Ol 
it can converge only for guesses with magnitude closed to 1， 
and it is divergent other guesses: 
Iteration # ^ 
0 lO^+lO^i — 
~1 Q.OOQQO+0 0Q000i~ 
> 1 0 l 8 + 1 0 i � 
Starting from a large guess, it jumps to the centroid (here is O+Oi) of the polynomial at the 
first iteration, and then jumps much far away at the second iteration. 
Starting from a guess close to the centroid, it jumps much far away at the next iteration. 
In fact，it has been proved by Chen [3 Chen] that Laguerre's method is divergent for 
symmetric clusters with such starting guesses. 
In general, a polynomial (though may not be globally symmetric) with some subclusters 
(not necessary perfectly symmetric) can cause similar problems or at least make the 
iterates rebounding between subclusters and thus waste many iterations. 
We will see more about its problem in the next section. 
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2 Introduction and Problems of Laguerre‘s Method 
2.1 Laguerre ‘ s Method in Symmetric-Cluster Problem 
Before we discuss the symmetric-cluster problem, we will set up some notations and 
naming for convenience, e.g., about the naming of testing polvnomi.k ” p 
appendix I-O. And we employ Chen's notations and definitions [3 Chen] [4 Chen]: 
1) an A/th degree polynomial is denote as: f(z) = z) with coefficients {Cj} 
2) Useful information of the polynomial can be obtained from its degree and coefficients: 
a) the centroid (i.e., the average value of roots) of the polynomial. A = 斤— 
NCN 
b) the effective radius (with respect to the centroid): reg = [-f(A) / Gv]服 
They are useful, for example, in obtaining a "good" starting guess like A + r^ff 
3) We will use multiplicity-adjusted Laguerre's method together with Chen's strategy for 
setting the multiplicity estimate p (explained later)： 
z, = L(z; N,p)三 z - - r , N 
Si 1 ±^j{N/pA){N/iJi-\) 
, ._d(\n f) dSi Si^ 
wJiere - , Si = — ， ^ = -— , denotes the next guess 
ciz az Si 
and (Chen's strategy for setting the integer p , at the k^^ iteration, explained later): 
p = w if k mod 3 = 1 
= M m [ w , if k mod 3 = 2 
= 1 if A:mod3 = 0 
where w = v if v is qualified 
二 1 otherwise 
where v = Floor(0.5 + ReO)) 
and V is qualified if (#-1) > v > 1 and v > 2 |Im(jLt) 
It is convenient in subsequent analysis if the above Laguerre's formula is expressed in 
terms of three auxiliary functions Si,为 and jx instead of directly in terms of / , df/dz and 
(ff/dz^. And the above strategy for setting the multiplicity estimate p in definition (3) is 
Laguerre's Method in Global Iterative Zero-finding； 28 
suggested by Chen [3 Chen]. Originally, when the iterate is close to a zero, the function fi 
is analytically a good estimate for the actual multiplicity of the zero [7 Hansen]. Since 
multiplicity is an integer, Hansen suggested that p = Floor(0.5 + ReO)) simply, see [7 
Hansen] [8 Hansen]. Later, Chen suggested that if Im(/x) is much larger than Re(/i), then 
it is better to resort to the safe settingp=l [3 Chen]. In short, the multiplicity estimatep is 
forced to be an integer ranges from 1 to iV-L And the statement ”k mod 3” of the strategy 
means that p will be forced to equal to one (a safer value) at least once for every 3 
iterations so as to hope that it will not jump too ambitiously. 
Chen has proposed a starting guess A+r^ff for general zero-finding problem, and this 
guess may already hit a zero if the polynomial is really a single symmetric cluster. For 
example 2 of section 1, 乂 =0+0i and r ^ ^ l + O i , and thus 1+Oi already hits a 
zero of the polynomial z7-l. However, it may be a bad starting guess for other 
polynomials like supercluster (i.e., cluster of subciusters), (explained in section 2.3). 
Now, we return to the problem of Laguerre's method and, first, consider its problem in a 
single symmetric cluster. The multiplicity-adjusted Laguerre's method (abbreviated to 
Laguerre^s method in this report) or the original Laguerre's method (i.e.，with p=l 
constantly) has been shown [3 Chen] to be divergent in dealing with symmetric clusters 
depending on the initial guess and "fan-out" of the cluster. Chen has defined a single 
symmetric cluster as follows: 
j (^ ) = c [(z_A)” = cPf z - + where integer m > 1 and /? > 2 
尸I 
Here, the leading coefficient c is of little importance. A is the centroid and r is the actual 
radius of the cluster, and both of them may be complex. The multiplicity of each zero is m 
and the "fan-out" of the cluster is n. Thus, the cluster is a polynomial of degree mn. 
Notice that for some value of/w (e.g., m=\), Chen's r樣 is exactly equal to r while for 
other value of/w, Veff\^V • 
To prove that Laguerre's method is divergent for symmetric clusters, Chen used a 
transformation 
t = (z-A)/r 
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to show that 
厂三奶 ; N , p ) _A ^ 玄 _ t{\-r) 
r l±yl(N/p-lXn-l)广 
(where prime denotes next guessV 
Thus, he proved that when » 1 or « 1’ the global convergence behaviour of 
Laguerre's method is greatly affected by the fan-out parameter n. The detailed proof is 
not included here, but the convergence can be stated as: 
a) immediate if 77=2 
b) quadratic if 
c) linear if w=4 
d) sublinear (divergent) for w > 5 
In fact, for fan-out« > 5, the iterates of Laguerre's method rebounds divergently between 
the centroid region (with … » 1) and the outer region (with |/| « 1), (see Example 2 of 
section 1). 
For example 2 of section 1, we can know more about the corresponding behaviour of 
Laguerre's method in the complex plane through a graphical technique called distance 
coloration and target coloration [17 Reeves]. In distance coloration, each point of the 
figure represents the actual co-ordinates on the complex plane and its color represents the 
number of iterations (distance) required to reach a zero. In target coloration, the color of 
each point represents which zero it reached. 
For the above example (example 2 of section 1’ i.e., fan-out n=T), we can see the 
corresponding distance coloration and target coloration on page 1-4-3 of appendix 1-4. In 
this case, the seven small crosses "+" represents the seven actual zeros of the polynomial. 
In the upper figure (distance coloration), the black-color regions are regions of 
divergence, and, in this case, both the black inner (centroid) region (i.e., \t\ « 1) and the 
black outer region (i.e., » 1) are divergent. Here, non-black colors represent 
convergence. Besides, from the target coloration (bottom figure)，we can match the 
corresponding zero (which an iterate finally reached) with the corresponding color, and, in 
this case, the white-color regions are regions of divergence. 
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It should be noticed that in Chen's experiments [3 Chen] conducted in APL, unexpectedly 
in some cases (where fan-out fi>4) the method "converges"，even though the initial guess 
(in terms of t) is very large or very close to centroid. The phenomenon is believed to be 
the effect of round-off error under fixed-machine precision. A numerical example (fan-out 
w=5) demonstrating the effect is included in appendix in. 
Another example demonstrating the round-ofF-error effect in testing the polynomial z^-1 
(i.e., fan-out a7=8) is included in page 1-4-2 of appendix 1-4. In this example, the upper 
figure (distance coloration) is done in Mathematica arbitrary precision. Thus, it is almost 
free from round-off errors and agrees with the analytical results (i.e., the black centroid 
region and outer region are divergent). In contrast, the bottom figure is done in fixed 
machine precision), and it is affected by round-off errors. In this figure, the originally black 
regions become snowy-colored ("convergent"). The Mathematica arbitrary precision 
control is explained in page I-1-1 of appendix I-l. 
In the above discussion for symmetric clusters with fan-out « > 5, Laguerre's method is 
divergent in the centroid region and the outer region and it can converge only when \t\ is 
close to 1. Then, one will ask whether there will be cyclic behaviour (e.g., the sequence of 
iterates rebounding exactly between two points) in between the region of divergence and 
the region of convergence. It is not the main aim of the project, but it can help us to 
understand more about Laguerre's method. We will discuss it in the next section. 
2.2 Cyclic Behaviour 
When studying the behaviour of Laguerre's method, we observe that it may exhibit cyclic 
behaviour, i.e” the sequence of iterates rebound exactly between two or more points. 
Actually, Laguerre's method exhibits cyclic behaviour about the inner boundary and outer 
boundary of convergence of a symmetric cluster. For example, for polynomial z'^ -1 (i.e., 
fan-out 77=7 and cluster-multiplicity m=l), and using again the transformation from ztot 
in section 2.1, we can find that: 
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the iterates oscillate about two points: 
t = 0.3255+01, and 
r = 3.0718+01, and 
r=0.3255+0i again) 
where prime denotes next guess and double prime denotes next guess from f 
Here, the above two numerical values are found through solving t" = t numerically. 
Similarly, one can ask whether there are cyclic behaviours about three or more points. 
However, it is not the main aim of the project. 
We will return to problem of Laguerre's method and see how we can make enhancement 
to the method to make it globally convergent for symmetric clusters in subsequent section. 
But we will discuss another problem first. 
2.3 Supercluster Problem 
A supercluster is composed of symmetric subclusters. Here, we will just deal with 
symmetric supercluster, but results may well be similar for asymmetric supercluster 
composed of symmetric subclusters. An example of supercluster composed of two 
symmetric fan-out-8 subclusters (named C2C8) can be found in figure 1-2-1 of appendix 
1-2. 
From a global view, a symmetric supercluster looks like a symmetric cluster in which a 
subcluster looks like a multiple zero from such a view. Thus, if Chen's proposed starting 
guess is used (i.e., A + r哦、,the starting guess may already hit a zero if the polynomial is 
a simple cluster (not supercluster), but it may locate exactly at the local centroid of a 
subcluster if the polynomial is a supercluster. If it really hits the local centroid of a 
subcluster, it will then rebound between subclusters in subsequent iterations (e.g.，figure 
1-2-1 of appendix 1-2). 
Rebounding behaviour has also been discovered by Chen, and he has invented a detection 
mechanism ("strangeness detection") and a local-polynomial adjustment to deal with the 
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problem [4 Chen] [5 Chen]. The detection and adjustment algorithms are described 
formally in section 3.2 (Proposed Algorithm). In short, local-polvnomial adjustment is 
adjusting 
(1) the degree, of section 2.1 to the local degree of the detected local sub-cluster, 
(2) A to the local centroid，and 
(3) effective data like r^ff by re-calculation using adjusted N and A , etc. 
We will also make use of these remedies in dealing with superclusters and it will be 
discussed in later section. 
Before we go on, one may wonder about the frequency of the practical existence of 
symmetric clusters and superclusters. In fact, when using deflation to find all zeros of a 
polynomial, due to accumulation of round-off errors after each deflation, a multiple zero 
of the ideal deflated problem may become a "small" subcluster of the calculated deflated 
problem although it may not be perfectly symmetric. 
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3 Proposed Enhancement to Laguerre ‘ s Method 
3.1 Analysis of Adding a Zero or Pole 
So far, we have discussed that Laguerre's method may fail in dealing symmetric clusters 
and superclusters. In fact, it may fail (diverge) in dealing with concentric clusters (e.g., in 
figure 1-2-15 of appendix 1-2, the iterates jump to the centroid of the concentric cluster 
and then diverge to infinity subsequently). Likewise, it may fail in other similar clustered 
problems. However, besides clusters, other problems have not been discovered yet. 
In hoping to cure the symmetric clusters or similar problems, we take the approach of 
studying it in single symmetric-cluster problem. And then try to apply the cure to the 
superclusters or other similar clustered problems. 
First, we consider the problem of single symmetric clusters. Intuitively, one may try to 
destroy the symmetry of a cluster and hope that Laguerre's method may converge from the 
originally divergent regions and remain convergent from the originally convergent region. 
The most intuitive way to destroy the symmetry of a cluster is to: 
add a zero, or 
add a pole 
There may be infinitely many position where we can add a zero or pole. Thus, we try to 
find whether there is some best position. The idea is analyzed as follows: 
Consider the symmetric cluster (section 2.1) with a zero or pole added at position b: 
• n n' ^  q 
F � = _ A)" • , J ( … ' w h e r e b is the added zero/pole with order q 
We will show that the Laguerre's method can touch the circumference of the cluster at the 
first iteration regardless of starting-guess value if we choose b in the way according to the 
following analysis. Touching the circumference means that the iterate is close to some 
zeros of the cluster, and thus subsequent iteration will be usually convergent. We will 
discuss the analysis as follows. 
Consider the above changed problem polynomial (or rational function, if g is a negative 
integer), we, again, use the transformation 
t = {z-A) /r, and 
define h=ib-A) /r (i.e., transforming b to h). 
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we can express Sj and S) of the Laguerre's formula (formula 3 of section 2.1) in terms of 
other variables: 
e 1 .mnt"^ 1 q � 
r f-l fV 
& = 丄 + q 
(广 1)2 {t-hf^ 
The above expressions will be used in analyzing, again, the two originally divergent 
situations: 
1) when » 1 (i.e., starting from the originally outer region), and 
2) when 丨 « 1 (i.e., starting from the originally centroid region). 
When 1^1 » 1, using the fact that t,=他 A^P) _ A , 
r 
after simplification, we get 
N 
where N = mn+q. 
And thus the convergence highly depends on h, i.e. the position b. The method can touch 
the circumference (where t = 1) of the cluster at the first iteration if we choose /? in a 
special way: 
= h 聊尸 - 1 ) — ) ) + O ( r - ) 
N 
N 
= 1 + O(f- i ) if h =——, 
q + -yJ(N/pA)(fmiq) 
Notice that t' = 1 means that a zero of the symmetric cluster is hit. 
Similarly, when … « 1，using, again, the fact that f = 他 N,:、_- ’ 
Laguerre's Method in Global Iterative Zero-finding； 28 
after simplification, we get 
N 
t, = h (——, )+ 0{t) 
q + yl{N/pA)(mnq) 
= 1 + 0 ( 0 if = 
N ， 
Since we don't expect h to be dependent on the guesses of z, the multiplicity estimate p 
should be ignored in setting h. Therefore, we either choose 




q + yl(N-l)(nmq) 
Thus, we can see that if q = 1, then = 1 in either cases. 
Also, if q = then \h\ 二 1 in either cases. 
This says that if we choose q=\oxq = -l, both starting guesses » 1, and |/| « 1 will 
also be favoured. In practice, we find that adding a zero is useless (discussed at the end of 
this section), and thus we will add a pole and we find also that adding a pole of order 1 is 
the best. Also, we find that either of the above formulae for h will get similar effect’ and 
thus we practically use: 
h = , N where jV=/ww-1 and 7ww=degree of the original polynomial. 
(formula 3-1) 
Recalling that we have defined h = (b-A)/r, and thus we get b=A+rh. However, r may 
not be actually known when the polynomial is given in a general form. Therefore, we 
make use of Chen's definition of r^ff to get : 
h^ff = h . r劝—A (formula 3-2) 
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Thus，we get the "best" position Z)愤numerically. In short, if a cluster is detected, we 
suggest that the remedy is to add a pole at the above b^ff, and continue the 
iteration. We will discuss it again in the next section. First, let's see some examples: 
Example 1: 
polynomial z^-1. We add a zero -1+Oi and we use a starting guess -lO^+lO^i: 
Iteration # g z 
0 — -10^+10^ 
一 1 I 1 -1+Oi 
Result : we will wrongly reach the added zero -1+Oi at the first iteration. 
(see also the distance and target colorations on page 1-4-4 of appendix 1-4) 
Example 2: 
polynomial z^-1. We add a pole (q = -1) at the suggested position, i.e., 
)pfF= 0.166667 + 0.986013 i, starting from zp 二 lO^+lO^i, we get: 
Iteration # p z 
0 _ 1 0 ^ + 1 0 ^ — 
1 1 0.944445 - 0.328670 i 一 
2 — 1 0.999159-0.0410029 i 
3 1 1.00000 - 0.0000713869 厂 
4 I 1 I 1.00000-0.00000 i 一 
Result: at the first iteration, z already reaches the circumference of the cluster, 
(see also the distance colorations on page 1-4-5 of appendix 1-4) 
There are many zero/pole planting strategies because the two parameters q and h can be 
varied according to the above analysis. And, in fact, one may try setting ^ and in other 
ways not according to the above suggested formula. Experiments of various strategies 
applied to single symmetric clusters are included in appendix 1-3, and the following 
strategies will be compared: 
(1) adding nothing (strategy Lq) 
(2) adding zero (strategy L j , L r , and L^) 
(3) adding pole at centroid (strategy L_iA’L-HA，andL_(N-2)A) 
(4) adding a pole at "far away" (strategy L_ip ’ L_hf，and L_(n-2)F) 
(5) adding a pole of order 1 (strategy L.j) 
(6) proposed strategy (L_id or L_ix) 
(adding a pole of order 1 according to the formulae 3-1 and 3-2) 
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The above strategies applied to single clusters are compared in the following table: 
From (Appendix 1-3 Comparison of Proposed Strategy with Other Strategy for Single duster�: 
Strategy Comparison 
adding nothing (L。） 
(e.g., the column L � o f table 1-3-2 f沾 ^ ^^ most starting guesses 
of appendix 1-3) 
adding zero (L] , L r , and Ln) adding zero is useless because iterations often wrongly 
(e.g., the columns L] , L^ , and L^ reach the added zero 
of table 1-3-2 of appendix 1-3) 
adding pole at centroid ,. . , ^ . , • j • • 丄 "T： — � adding pole at centroid is useless in destroying the 广 - 1 A: L-H 今 ， a n a L . r N - 2 U ) symmetry (see remark below), 
(e.g., the columns , L_ha , 
and of table 1-3-3) 
adding a pole a t - f a r away" adding a pole at "far away" has small effect in 
( L - i f ， , and L 養 2 � f ) destroying the symmetry 
(e.g., the columns , , but better than adding it exactly at the centroid 
and L_nsj-:>�F of table 1-3-3) 
adding a pole of order 1 (L.^) adding a pole of order 1 is better than adding a high-
(e.g., columns of table 1-3-3) order pole 
proposed strategy (L_id or ！^丁）adding a of order 1 according to the formula for bgif is 
(e.g., columns L.^d or L_]x of the best strategy here 
table 1-3-3) 
Remark: adding a pole at the centroid is useless in destroying the symmetry. Actually the 
iterate jams at the pole and struggles to escape from the pole with a very slow linear rate 
depending on the order of the pole and if the initial guess (in terms of t) is close to 
centroid or very far away, i.e., |t| » 1 or |t| « 1. (In fact, when |t| » 1，the next iterate 
will jump close to the pole, i.e., |t’ | « 1, from the analysis above) 
For single symmetric clusters, the proposed strategy is also a very fast method in finding 
all the zeros through deflation. It can find a zero (regardless of multiplicity) within 10 
iterations on average. For example, see page 1-1-2 of appendix I-l. 
Note that Chen's starting guess A+r^ff can usually converge to a zero of a ^ngk 
symmetric cluster whether a pole is added or not. However, this may not be the case for 
other clusters or polynomials. For example, it is usually a bad guess for supercluster. 
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For supercluster experiments, there are actually many more combinations of possible 
strategies, e.g., adding zero or pole at various position like those in single symmetric 
dusters，using local-polynomial adjustment, etc. However, we cut the number of 
experiments by eliminating those strategies which are shown to be inefficient or ineffective 
m the cases of single symmetric clusters, e.g. adding zero (which can be seen that 
iterations often reach the planned zero). 
Experiments comparing various strategies are included in appendices 1-2 and 1-3, and the 
following strategies will be compared: ‘ 
� ignoring rebounding, i.e., without making any local adjustment (strategy L。） 
(for local-polynomial adjustment, see section 23 ) 
(2) making local adjustment but without adding pole or zero (strategy L^) 
(3) adding a pole at local centroid of the detected subcluster (strategy L_a) 
(4) adding a pole at "far away" (strategy Up) 
(5) proposed strategy (L_ia), i.e., making local adjustment and then adding a pole 
at heff according to the formulae 3-1 and 3-2, (and thus, the pole will destroy 
the symmetry of the local subcluster) 
They are compared in the following table: 
From (Appendix 1-2 Comparison of Proposed Strategy with Other Strategy for SuperclusterV 
Strategy Comparison 
without making any adjustment (Lo) may still work for superclusters although it may waste 
(e.g., figure 1-2-1 and 1-2-2 of many iterations rebounding, 
appendix 1-2) (But it may fail in dealing with concentric clusters. 
e.g., figure 1-2-15 and 1-2-16, while proposed 
strategy works，figure 1-2-18) 
making local adjustment but without may fail if the re-starting guess is not suitable 
adding pole or zero (La) (e.g.，re-start from local centroid may result in cyclic 
(e.g., figure 1-2-8 of appendix 1-2) rebounding between subclusters) 
adding a pole at local centroid useless 
(e.g.，figure 1-2-6 and 1-2-7) (similar to the case of single symmetric cluster) 
adding a pole at "far away" (L_p) small effect 
(e.g., figure 1-2-3,1-2-4, and 1-2-5) (similar to the case of single symmetric cluster) 
proposed strategy (L_]a) adding a pole at local beff together with the local 
(e.g.，figure 1-2-11 to 1-2-14) adjustment and restarting guess local A+reflpis the best 
See also the experiment of polynomial C2C8 in table form (page 1-3-4 of appendix 1-3). 
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3.2 Proposed Algorithm 
From the comparison of the experiments, we propose the following algorithm in enhancing 
Laguerre's method. Actually, we just do the iteration using the same Laguerre's method. 
However, at the same time, we check for clusters at each iteration using Chen's detection 
mechanism. If suspicious cluster is detected，corresponding adjustment is made to adapt to 
the suspicious cluster. In summary, the algorithm is composed of three main components: 
1) the multiplicity adjusted Laguerre's method (formula (3) of section 2.1) 
(basically still the same method but with the following mechanism added) 
2) Chen's detection mechanism for suspicious clusters (explained below) 
3) local-polynomial adjustment for clusters together with the pole-planting 
strategy as analyzed in the previous section 
The details of the algorithm is shown as follows: 
(1). choose a starting guess or use the default starting guess A+r^j j (section 2.1) 
(2). iterate with the multiplicity adjusted Laguerre's method ((3) of section 2.1) 
and, at the same time, check rebounding using Chen's detection mechanism [4 Chen]： 
if Pk>2 and ((|fk+2/fk+ll ^ Ta) or (|fk+2/fk+ll ^ Tb and B > xpk/N)) 
where fj^ corresponds to the fiinction value of zj^  of the k也 iteration, 
and 0 is angle between two iterates with respect to A 
(没三tairl[|zk+2-Zk+i|/2|zk+i-A |]), 
and Ta is the function ratio test (default=20), 
and Tb is the function ratio test for iterate displacement (default=0.75) 
(see description below for the details of the above detection mechanism) 
then possible rebounding is detected and restart iteration by: 
(a) making local adjustment by setting 
N二Pk, 
， . . 
and re-calculating the effective data r^^and etc defined in section 2.1 
(b)after (a) is done, setting 
N=N-I (as a pole will then be added) 
and adding a pole at 
办 + reff ( , N ) i.e., the formula in section 3.1 
级 -l + ^ -(N-l)(N + l) 
(c) restarting the iteration at 
local A+ eioreff 
where angle of rotation o can be arbitrary or specifically chosen [5 Chen], 
until If] « Q where Q is the stopping criterion 
(3). end, or deflate the polynomial, if requested, and goto (1) 
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Notice that the above detection mechanism for rebounding or "strangeness" comes from 
A Chen]. The idea of the function ratio test T^ comes from the fact that the function value 
fk+1 at the centroid of a subcluster is usually much smaller than that of outside, fk+2 Thus, 
the ratio lfk+2/^k+ll is large if an iterate rebounds from inside a subcluster to the outside. 
On the other hand, if the iterate rebounds not to the outside but to another subcluster, we 
can detect it from the angle 6 (with respect to the centroid) between the two successive 
iterates. 
Chen has also invented a novel multiplicity estimate [5 Chen], but experiments are not 
included in this report. 
Experiments of restarting the iteration at local 义 + e^^r^^vnth different o after rebounding 
are included in page 1-1-5 of appendix I-l, the zeros may be found in a different sequence, 
but the numbers of iterations differ not much (compared with page 1-1-4 of appendix I-l). 
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4 Conclusion (Part 工〉 
We have seen the weaknesses of original Laguerre's method in dealing with symmetric 
clusters like divergent behaviours and cyclic behaviours. And we have enhanced 
Laguerre's method using a pole-planting strategy in this study. 
At least, the proposed enhancement exhibits global convergence in single symmetric 
clusters. From the comparison in section 3, the strategy of adding one pole according to 
the formula for the pole position is better than adding zero or adding more than one pole 
or adding it at other positions. This strategy together with the local-polynomial adjustment 
developed by Chen is a good remedy to the original weakness of Laguerre's method in 
symmetric-cluster problem. It can be seen in the experiments that it works well in dealing 
with superclusters, too. Also, many other kinds of polynomials have been tested and so far 
no counter example is found. 
The proposed method (section 3.2) is still a third-order method "locally" and a "fast" 
method in general. In this study, it can find a zero with less than ten iterations on average. 
However, there is some cost in applying the pole adding strategy besides implementation. 
The cost is that an extra factor of (z-h^jp'^ is calculated for each function evaluation and 
thus the time complexity of solving a polynomial of degree N is raised to that of solving 
degree N+\ and additionally one has to check for rebounding, etc. 
Finally, we note that Chen's method [3 Chen] [4 Chen] [5 Chen] is remarkable especially 
in dealing with symmetric clusters. However, the proposed Laguerre's method is 
comparable to Chen's method now and one can use it as an alternative in general. 
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II Homotopy Methods applied to Polynomial Zero-finding 
1 Introduction 
Besides traditional iterative methods, systems of polynomials can also be solved by 
homotopy methods as described in [18 Morgan] [11 Li]. However, their algorithms do not 
handle bifiircation problem because bifurcation is a "probability-zero“ event if the starting 
polynomial is arbitrary chosen. In the following section, we will see such a "probability-
zero" event may happen, for example, if both the starting polynomial and the problem 
polynomial are real. We will propose a method (without using perturbation) to overcome 
the bifurcation and it will be explained in later section. 
Before we discuss such problems, we briefly describe the homotopy method for 
polynomial systems, but we will just focus on a single polynomial in this study. 
Suppose P(z) is the (complex) polynomial system to be solved where 
z = (Zh Z2，…，：N) is a vector of several variables, and 
P(z) = (P](z), P2(z)，…，Pj^(z)) is also a vector 
We can choose a 0(z) as our starting polynomial system (and thus we know all the 
starting guesses), and, to solve the system, we can use the following homotopy 
H(z, \) 二 (l'\) 0(z) + X P(z) where time parameter X is real (1-1) 
For the choices ofO(z) used by Morgan [18 Morgan] or Li [11 Li], we can follow the 
path(s) from X = 0 (our starting guesses 0(z)) to X= 1 (the solution of P(z)\ 
theoretically. For example, in figure 11-2-2 of appendix 11-2, starting from z^-l, we can 
trace either of the three zero-curves to the problem polynomial z^+1 (discussed in the 
next section). 
Practically, a package HOMPACK has been implemented by Morgan et al [18 Morgan]. 
There are mainly three choices of path-tracing algorithms: 
(PF) ordinary differential equation-based algorithm 
(NF) normal-flow algorithm (normal to the Davidenko flow) 
(QF) augmented jacobian matrix algorithm (with hyperplane method in the corrector) 
It is noted by Morgan et al that algorithms PF and NF is more robust than QF but aU of 
them are not designed to handle bifurcation originally. For details, see [18 Morgan]. 
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In the first implementation, Morgan et al choose 
Q(z) 二 (z^) 
for these three programs. Thus, if F(z) is just a single polynomial, then we start from a 
single guess z = a. 
Here, the normal-flow algorithm (NF) and the augmented jacobian matrix algorithm (QF) 
are some kinds of predictor-corrector methods. In contrast, the ordinary differential 
equation-based algorithm (PF) is somewhat more than a mere path-tracing algorithm. It is 
because (PF) can perturb "a", but this perturbation is applied only at the end of game, i.e., 
when X is near 1, in the original algorithm [18 Morgan:. 
To explain the above "perturbation" technique, we first note that path-tracing algorithms 
usually will not get any problem unless bifurcation point (intersecting zero-curves) is 
encountered. In such cases, the iterates may get stuck at the biftircation point (explained in 
the next section). One may restart all the iteration from a new OfzJ, but it will be a waste 
(in finding all solutions) if some solutions have already been found through tracing other 
paths of the old Q(z), 
To hope that it can pass the bifurcation point, one may try perturbing the above 0(z) a 
little bit so that the bifurcation point disappears (i.e., the zero-curves no longer intersect, 
say, locally). To perturb 0(z), one just have to add a "small" value to the coefficient a. But 
how small should the value be? 
Morgan et al [18 Morgan] choose the point that previously reached, (Zoid, XoM), (may be 
just before a bifurcation) to calculate the new a (explained below). Thus, the difference 
between old a and new a will be quite small. This, in turn, implies that the effect to other 
previously traced zero-curves may be quite small so that previously found zeros will be 
quite consistent to the perturbed ones. Needless to say, the above small effect is not 
always guaranteed. The above perturbation is briefly stated as follows: 
suppose we reach a point XqIcI) numerically, (may be near a bifurcation point) 
(notice that the numerical value of Zoid usually differs from the actual Zoid 
• by a small amount in numerical path-tracing algorithms) 
we can calculate new a„ew. 
anew 二 (Kld'P(^old> + 0- Kid) '^old) / 0' Kid) 
(from H(z淑，\old) = (i-Kld) Qnewf^old) + = 0 
and QneM>(^ ) = ) 
and then the path-tracing algorithm continues following the perturbed curve. 
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The details of the above perturbation can be found in [18 Morgan] and is not included 
here. We will also try to use this perturbation technique to overcome intermediate 
bifiircation and we will compare this with our proposed method fin which perturbation is 
not needed� in subsequent sections. Before we go on, we emphasize again that Morgan et 
al use perturbation only at the end of game, i.e., when X is near 1, in the original algorithm 
[18 Morgan]. 
In the second implementation, instead of finding a single solution, Morgan et al choose, 
for the i^h equation Pf/z), 
Qgz) = C众.Zj^Nk _ dk where Nj^ is the degree o�gz) 
to find ail solutions of a polynomial system (this choice of 0(z) is also suggested by Li 
independently [11 Li]) 
Thus, if P(z) is just a single polynomial, then we start from a simple symmetric cluster 0(z) 
with centroid = O+Oi and fan-out = Nk- Thus parallel tracing of paths can be achieved by 
tracing from each of the starting guesses of the cluster. 
However, Morgan et al have implemented this choice of 0(z) with the normal-flow 
algorithm only. 
For the zero-finding problem of a single polynomial, we may use Chen's definition of 
centroid, effective radius, and cluster-multiplicity [4 Chen] to make a "more sensible" 
0(z). For the system of polynomial, these definitions may not be valid since there may be 
product terms like ZyZi in the system of equations. 
The problem is that, for some kind of bifurcation, mere path-tracing algorithms will get a 
jam (i.e., get stuck at the bifurcation point or advance with infinitely small step-size). We 
will see that such bifurcation point is a turning point but not an inflection point (regardless 
of order). For example, in figure II-2-1 of appendix 11-2, there is an quadratic turning 
point (and thus not an inflection point). In such cases, mere path-tracing algorithms NF 
and QF will get a jam there while algorithm PF (with perturbation) may still work (but not 
always). 
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On the other hand, if the bifurcation is an inflection point, natural path-tracing will 
encounter no difficulties in passing it, (e.g., figures II-2-2 and 11-2-15 of appendix II-2). 
However, is there still any other kind of bifurcation? We will prove in the next section 
that, besides the above situations of bifurcation, there can still be one remaining kind of 
bifiircation. However, as we will see, this remaining kind of bifurcation will not cause jam 
to the path-tracing algorithms. Thus, if we can cure the bifurcation with jam (i.e., turning 
point but not an inflection point), the bifurcation problem will be solved. 
We will propose a method to overcome the bifurcation in next section. 
Besides, based on the normal-flow algorithm (NF), we have implemented Laguerre's 
method as the corrector instead of using normal-flow corrector also. However, it usually 
passes biftircation without jam and the iterate often exhibits path-jumping (from one zero-
curve to another). In finding all zeros, the problem of path-jumping means that some 
solutions may be missed while some other solutions are duplicated. Thus, the 
unsatisfactory results of using Laguerre's method as corrector are not included here. 
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2 Overcoming Bifurcation 
When applying the homotopy method H{z, A) (1.1) to a single polynomial, we can prove 
that , at a bifurcation point, there are only two possible situations for the local shape of the 
zero-curves. 
The homotopy 
H{z,X) = {l-X)Q{z)-^\P{z) = 0 
and the arclength condition 
尝丨2 + I尝 P = 1 where 5 is the arclength parameter 
are used here. 
We will first consider the case of 紐 ( � 入 • 0, and then the general case in which maybe 
报 ( � � ) 二 0 Eit some bifurcation point (js ,^ At). 
1. Lemma 1 
When 犯、》Xt) # 0 at the bifurcation point {zb,入6) with multiplicity m > 2 , the curves 
passing through {zfj. A )^ must satisfy 
(a) f - 0 , and 
(b) their 2m unit tangents (counting forward and backward directions) are given b}^  
(dz 丛）here 电—（f—^！^、一i姐（土 ( 阻 、 爪 ds) wnere ^^  — ^ ^^ m ) qx K^ \dx) dz^ )) . 
Proof: 
Unless otherwise stated, the functions and derivatives are evaluated at (Zb,入?below. 
Since multiplicity is m , 丑二 0 ， 聲 = 0 , … ， ^ ^ 二 0, but 戰作 
From 署 三 署 g + 署 尝 = 0 , and 署 = 0 and # 0 
尝 = 0 (this proves part (a)). 
To prove part (b), we first expand the k^^ derivative of H 
d^H — dHd^X 
二 d\ ds^ 
+ EE 
j g=2 i=l 
d化 Ad、z 
j p= l g=l 口 1 
where f^z 2 1, /li 2 2 1，gi 2 1, and 9i = TLi = I ^ L i 凡-+ 仏_ =於， 
and CV, CV，CV are the corresponding integer coefficients. 
J J ‘ 3 
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The coefficients and indices are not all written explicitly since we want to prove that 
ioi k < m — 1, the terms: 
j Z^g=2 U l j dX9 ds9x } 
广 d^H d^' Z、 
j 乙h=i 1 dPn) 
n ^XZTTP TT9 d^ i A \ 
j 乙p=l 乙q=l ^^J \ dM dzP-" dsPi ) 
will be equal to zero and thus the remaining term 
dH 
d\ ds^ 
will be equal to zero too. The proof follows. 
If m > 3, from expanding 二 0, 
and from 尝 = 0 , 罢 二 0, and 0 = 0’ we get 
Therefore, 
9 = 0 (since I f ^ 0). 
Recursively, from expanding = 0, 
and from f = 0,..., ^ = 0, and 署= 0 , . . . , 0 = 0, we get 
0 = 0 for A: < m - 1. 
F i n a l l y , + 
We get, 仏 
And from arclength condition, |尝1 = 1 since |石 | 二 0. 
Therefore, = ± | ( | f 榮 | 
Substituting back, % = i•(土 l ( f 尸^^丨))""^. This proves part (b). 
In fact, the 2m unit tangents form 2m-roots of u where w € C, \u\ 二 1，and u can be 
easily derived from (b). 
Recently, T.Y. Li et al also proved a similar result for polynomial systems with some 
other conditions [personal communication . 
2. When 入0 = 0 at a point {zq, A), we get 
-Q{zo) + P{zo) = 0 
but 
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(1 - A)O(^o) + AP(zo) = 0 
Qi^o) + A(P(^o) - Q(zo)) = 0 
Therefore, Q(zo) = 0 
And thus, in turn, P(zo) = 0 (from + 尸(2o) 二 0). 
This implies that zq is a zero common to P and Q independent of A actually. In fact, 
there is straight line from to {zq, 1) and it satisfies | 尝| 二 1 and |尝 | = 0. 
(Notice that 丨尝丨=1 and 丨勃=0 二 0 also.) 
Zq may be a p-fold zero of P and Q and we can deflate H by {z — zqY to obtain 
H{z, A) 二 with 气 : � ) + 0 for any value of A .^ 
八 
In this case, if there still exists a multiple zero of H at some point ( ^ o ,入 t h e case 
must meet that of lemma 1. 
A 
In fact, H and H are the same problem if we ignore those straight lines from (^o, 0) to 
We can imagine many situations are impossible at the bifurcation point. For example, 
we cannot have two curves intersect at the bifurcation point {zh, Xb) with 0 < |尝| < 1 
for both curves; otherwise, it violates lemma 1. So, we have: 
Lemma 2 
At the bifurcation point {zt.Xb) with multiplicity p > 2 , the curves passing through 
(zb.Xb) must satisfy either (but not both) of the following conditions 
(a) I尝I 二 1 for — 1 curves at A )^ and 0 < < 1 for exactly one other curve 
(b) I尝丨=1 for p — m curves (p > m > 2) at (zj,, A )^. While for m other curves, they 
satisfy 
i .营二 0 , and 
ii. condition (b) of lemma 1 with H deflated by {z -々)”一爪 
The proof of (a) is obvious and the proof of (b) follows from lemma 1. There is no 
third case besides (a) and (b); otherwise, it will violate lemma 1. 
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Before we continue with the numerical algorithms, let's see some typical examples in 
appendices: 
Example 1: (Figure 11-2-1 of appendix II-2) 
P(z) = z2 + 1 with Q(z) = z2 - 1 
at X=0.5, there is a turning point (multiplicity=2) but not an inflection point 
and natural path-tracing will get a jam (stuck) here. It is an example of lemma 1 
Example 2: (Figure II-2-2 of appendix II-2) 
P(z) = z3 + 1 with Q(z) = z3 - 1 
at X=0.5, there is a turning point (also an inflection point, with multiplicity=3). 
This is an example of lemma 1. 
Example 3: (Figure II-2-3 of appendix 11-2) 
P(z) = (z-i)(z+i)(z-3iXz+3i) with Q(z) = z4 - 1 
at X=0.1, a turning point but not an inflection point. 
at X=0.2, two seperated bifurcation points without jam, and they falls into the 
first case of lemma 2 (i.e., thru the bifurcation point, exactly one 
curve with 1 > |dX/ds| > 0, another with |dX/ds| = 1 ) 
Here, we modified the algorithms NF and QF into NB and QB respectively with 
bifurcation handling: 
(NB) same as NF of section 1 but this time with intermediate bifurcation handling 
(QB) same as QF of section 1 but this time with intermediate bifurcation handling 
The implementation of bifurcation handling can be done in various ways. 
In general, the handling involves 3 parts: 
(1) detect the bifurcation point 
(2) estimate and verify the multiplicity of the point 
if multiplicity is not even (consider the deflated problem ifP(z)=Q(z>=0 there) 
then estimation may be incorrect, notify failure and abort 
(3) if multiplicity is even, continue tracing using result of lemma 1 
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Part (1) is naturally done if the bifurcation is a turning point but not an inflection point, 
because the natural curve tracing will get a jam there, (see example 1 above). 
Part (2) can be done in various ways, for example: 
(a) wait at the bifurcation point until all relevant paths jam at there. Order of the turning 
point is equal to the number paths waiting there and thus high order derivatives is 
not needed 
(b) estimate the multiplicity using higher derivatives of polynomials and thus no need 
for waiting 
Part (3) depends on part (2): 
(a) for part (2a) broadcasting is not needed, and continue tracing using result of 
lemma 1, i.e., all the paths rotate an angle (from lemma 1) in the complex plane, 
and then continue 
(b) for part (2b) a number(corresponds to the multiplicity) of paths are restarted there 
and broadcasting is needed to the remaining paths that come across the point 
Up to the submission of this report, the strategy of part(2b) and part(3b) is implemented, 
but broadcasting is not used. 
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3 Comparison of Homotopy Algorithms 
First, we discuss two typical examples in the appendix 11-2. 
Example 1: P{z) = 2 ^ + 1 with Q(z) = z4 - 1 and starting point z = 1+Oi 
Example 2: P(z) = + I with Q(z) = z^ - 1 and starting point z = 1+Oi 
In both cases, there is a bifiircation point at X=0.5. 
However, in example 1, it is a high-order turning point (multiplicity=4) but not an 
inflection point. 
So algorithms (NF) and (QF) fail (figures 11-2-4 and 11-2-6 respectively, of appendix II-2). 
But algorithm (PF) with perturbation can still work (figure 11-2-8). 
Our proposed adaptation to bifurcation (NB) and (QB) successfully detect the order of 
bifurcation and can pass it without problem (figures II-2-5 and 11-2-7 respectively). 
In example 2, it is a high-order inflection point (multiplicity=5), all algorithms can pass it 
without any detection of jam (figures II-2-14 and 11-2-15 of appendix 11-2). 
A remark is that if we do not choose such Q(z) intentionally, and let it be generated by 
machine randomly, we usually won't get intermediate bifurcation. 
Many experiments on different kinds of bifurcation have been done. The cases of no 
bifurcation and bifurcation without jam are causing no problem and they are not included 
in this report. Thus, we just include some selected experiments of bifurcation with with 
jam in appendices 11-1 and 11-2. When comparing the algorithm without bifurcation 
handling and that with bifiircation handling, we get: 
1 Algorithm NFvsNB: 
^ . , \ fail to pass the bifurcation point 
(i.e.，without bifurcation handling) 
(e.g.’ figure 11-2-9 of appendix 11-2) 
succeed in overcoming intermediate bifurcation in 
jSfB almost all experiments with just one exception that it 
(i.e., with bifurcation handling) fails at X=0.5 in just one path in the test of polynomial 
(e.g., figure 11-2-10 of appendix n-2)卜C2C4.1” because the step size is too small 
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2 Algorithm QF vs QB: 
QF 
(i.e., without bifurcation handling) fail to pass the bifurcation point 
(e.g.，figure 11-2-11 of appendix 11-2) 
a l with bifiircation handling) succeed in overcoming intemiediate bifurcation 
(e.g., figure II-2-12 of appendix II-2) 
3. Algorithm PF (with perturbation) will usually pass the bifurcation (e.g., figure n-2-13), 
but fail in some cases like failing at X=0.50023 in the test of polynomial "L8.1 •’ while 
algorithms NB and QB succeed. 
It should be noticed that intermediate bifurcation (intermediate singularity) is handled, but 
end-game (i.e., when X is near 1) singular solution (i.e., multiple zeros) has not been 
studied. Algorithm NB and QB still use the same end-game handling of the original 
algorithms NF and QF, It can be seen from the experiments they usually fail especially if 
the multiplicity of the solution is high. However，a closer look at the found zeros shows 
that they agree with the actual zeros with no less than 3 decimal figures usually (e.g., 
polynomial ”C4.3" and "C5.3" in page 11-1-3 of appendix 11 -1). For singular solution and 
near-singular solution, the failure rate of algorithm PF is much less (but it still fails in some 
cases). 
We will mention the problem of singular solution in the conclusion. 
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4 Conclusion (Part 工工） 
We have seen how a mulitple bifurcation point may occur. We prove that there are just 
two cases of bifurcation using the homotopy method (1-1) regardless of what the starting 
polynomial is. A method is proposed to overcome the bifurcation point and high order 
derivatives of the polynomial may be needed depending on the implementation of the 
algorithm. 
In the current implementation, high order derivatives is needed but it can be obtained 
easily from the input polynomial. The experiments in this study show that the proposed 
method works very well in overcoming multiple bifurcation points. 
Algorithm PF with perturbation on the starting polynomial also works for many cases in 
dealing with bifurcation points. However, perturbation on the starting polynomial actually 
changes the zero-curves (though may be "a little bit"). Those paths without bifurcation 
remain unchanged while other paths with bifurcation change and thus inconsistence may 
happen in finding all zeros. 
Here, we just deal with intermediate bifurcation points, and we have not considered 
singular solutions, i.e., multiple zeros of the problem polynomial. In the study, we see the 
original algorithms fail to deal with singular solutions or near singular solutions, but 
Morgan et al [13 Morgan] have attacked this problem recently and their results seem 
promising. Besides, at the same time Li et al have attacked the problem of bifurcation and 
singular solutions of polynomial systems and eigenvalue problem and their results seem 
promising, too [personal communication]. 
We have not handled path-jumping problem in this study, too. However, it is a difficult 
problem and no preventive method is known for general polynomial. A posterior measure 
is to check the sum of zeros found against the sum of roots of the problem polynomial. 
But this will require synchronisation of time step if it is to be done (luring tracing of zero-
curves. 
Another remark is that we are just dealing with a single polynomial. Whether the current 
work can be extended to polynomial systems or eigenvalue problem may be another topics 
of research. 
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0 Naming of Testing Polynomials 
N a m i n g : 
二Sl^Spdard c l u s t e r " m e a n s t h a t o n e o f t h e z e r o s o f t h e s y m m e t r i c 
c l u s t e r I S p o i n t i n g i n t h e d i r e c t i o n o f t h e p o s i t i v e r i a l I x i s ? 
T h e n a m e o f a p o l y n o m i a l i s d i v i d e d i n t o t w o p a r t s : 
( a ) f i r s t - n a m e a n d 
(D) n a m e e x t e n s i o n . 
1 S i n g l e S y m m e t r i c C l u s t e r 
F i r s t n a m e F a n - o u t P o s i t i o n o f Z e r o s 
C4 4 ~ ± 1 a n d ± i “ 
Co 5 f i v e r o o t s o f u n i t y 
Co 6 s i x r o o t s o f u n i t y 
C/ 7 s e v e n r o o t s o f u n i t y 
e t c e t c e t c 
Exam专1宁"of n a m e e x t e n s i o n : 
. 1 ^ m e a n s t h a t t h e m u l t i p l i c i t y o f e a c h z e r o i s 1 . 
. 2 m e a n s t h a t t h e m u l t i p l i c i t y o f e a c h z e r o i s 2 . 
2 O t h e r p o l y n o m i a l s 
F i r s t name P o s i t i o n o f Z e r o s 
AO 1 + i , ( d o u b l e z e r o ) d i s c u s s e d i n R a l s t o n , s 
4 + 3 i b o o k [ 1 6 R a l s t o n ] 
4 — 3 i 
3 . 9 9 9 + 3 i 
A1 3 ( q u a d r u p l e z e r o ) d i s c u s s e d i n A t k i n s o n ' s 
b o o k [ 1 9 A t k i n s o n ] 
A2 ±1.OOOOOOOO+O.OOOOOOOOi 16 z e r o s f o r m a n " o c t a g o n " 
0 . 0 0 0 0 0 0 0 0 ± 1 . O O O O O O O O i w i t h e i g h t z e r o s a t t h e 
± 0 . 7 0 7 1 0 6 7 8 ± 0 , 7 0 7 1 0 6 7 8 i v e r t i c e s a n d e i g h t z e r o s 
± 0 . 8 5 3 5 5 3 3 9 ± 0 . 3 5 3 5 5 3 3 9 i a t t h e m i d d l e o f e a c h e d g e 
± 0 • 3 5 3 5 5 3 3 9 ± 0 • 8 5 3 55 3 3 9 i 
A3 ± 1 • 0 0 0 0 0 0 0 0 + 0 . O O O O O O O O i 8 z e r o s f o r m a " s q u a r e " 
0 • 0 0 0 0 0 0 0 0 ± 1 . O O O O O O O O i w i t h f o u r a t t h e v e r t i c e s 
± 1 . 0 0 0 0 0 0 0 0 ± 1 . 0 0 0 0 0 0 0 0 i a n d f o u r o n t h e e d g e s 
A4 0 . 5 0 0 0 0 0 0 0 ± 0 . 8 6 6 0 2 5 4 0 1 6 z e r o s f o r m a ” t r i a n g l e " 
- 1 . 0 0 0 0 0 0 0 0 + 0 . O O O O O O O O i w i t h t h r e e a t t h e v e r t i c e s 
- 1 • 0 0 0 0 0 0 0 0 ± 1 • 7 3 2 0 5 0 8 1 i a n d t h r e e o n t h e e d g e s 
2 . 0 0 0 0 0 0 0 0 + 0 . O O O O O O O O i 
D5 1 . 0 3 5 9 5 3 0 2 - 0 . 5 0 2 6 1 9 6 9 i a h i g h l y d e f o r m e d c l u s t e r 
0 . 6 6 6 6 6 6 6 7 + 0 . 6 6 6 6 6 6 6 7 i w i t h f a n - o u t 5 
- 0 . 5 0 2 6 1 9 6 9 + 1 . 0 3 5 9 5 3 0 2 1 
- 0 . 8 0 0 0 0 0 0 0 - 0 . 4 0 0 0 0 0 0 0 i 
- 0 • 4 0 0 0 0 0 0 0 - 0 . 8 0 0 0 0 0 0 0 i 
L4 ± 0 . 5 8 0 0 0 0 0 0 i f o u r z e r o s o n a s t r a i g h t 
± 1 . 7 2 4 1 3 7 9 3 i l i n e 
L6 ± 0 . 4 1 6 6 6 6 6 7 i s i x z e r o s o n a s t r a i g h t 
± 1 . 2 0 0 0 0 0 0 0 1 l i n e 
± 2 . 0 0 0 0 0 0 0 0 i 
L8 ± 0 . 3 3 3 3 3 3 3 3 i e i g h t z e r o s o n a s t r a i g h t 
±1.OOOOOOOOi l i n e 
±1•SOOOOOOOi 
± 2 . 0 0 0 0 0 0 0 0 i 
3 S u p e r - C l u s t e r 
F i r s t name P o s i t i o n o f Z e r o s 
C2C8 s t a n d a r d c l u s t e r ( r a d i u s二 1 ) o f 2 s t a n d a r d s u b -
c l u s t e r s o f l o c a l f a n - o u t 8 , a n d l o c a l r a d i u s 0 . 0 1 
~ C 3 C 5 s t a n d a r d c l u s t e r { r a d i u s = l ) o f 3 s t a n d a r d s u b -
c l u s t e r s o f l o c a l f a n - o u t 5 , a n d l o c a l r a d i u s 0 . 0 1 
e t c e t c 
I-O-i 
Appendix 
I Laguerre's Method in Polynomial Zero-finding 
1 Finding All Zeros using Proposed Laguerre's Method 
(About the naming of testing polynomials, see appendix I-O) 
Here，we apply Laguerre's method to find all zeros of polynomials through deflation. 
1 二 产 敏 d using the proposed Laguerre's m i ^ h e entry 
= ^ ^ f a decreasing number since the zeros of a polynomial is found 
through deflation. And, "p" represents the estimated multiplicity of the coLsponding S i d zero. 
J^^Is鄉eriments have been done, and the results are similar. So we select some of the following 
(1) single clusters 
(2) other polynomials 
(3) superclusters 
(a) with local re-starting guess A+r^ff 
(b) with local re-starting guess rotated A + e i�r^ f f 
Conclusion (appendix M Finding All Zeros using Proposed Laguerre's Method): 
The proposed algorithm, on average, takes less than 10 iterations to reach a zero. 
In addition, compare (3a) and (3b), we see that using re-starting guesses 
A+reff or A + r^ff differ not much here. 
A note about Mathematica Precision Control: 
There are two kinds of precision control in Mathematica: 
(1) machine precision 
(2) aibitraiy precision 
Aibitiaiy-precision control means that the precision of a variable may drop gradually during subsequent 
calculations. There may be two causes of precision drop: loss of signiicant figures and truncation of unreliable 
trailing digits. 
If its precision drops to 0 (fatal precision-drop), then all subsequent calculation is stuck. A variable of precision 0 is 
assigned a value O+Oi automatically. Thus, to distingush the centroid of the testing clusters from the value O+Oi of 
precision 0 in Mathematica, we usually translate the testing polynomials to centroid A=0+100i. 
Machine precision control is the traditional one, i.e., the working precisionis normally fixed. In our machines for 
testing, it is 16 decimal digits. But, precision may drop to zero suddenly, e.g., when subtracting two same numbers. 
I ' M 
PROPOSED LAGUERRE'S METHOD： SINGLE CLUSTER ( s e l e c t e d r e s u l t s ) 
P o l y n o m i a l :C5,1 
D e g r e e I t e r a t i o n s p Z e r o - f o u n d F u n c t i o n v a l u e 
5 0 1 iTooooooooo+oToooooooooi 0 
4 4 1 0 . 3 0 9 0 1 6 9 9 4 + 0 . 9 5 1 0 5 6 5 1 6 i 0 
3 3 1 - 0 • 8 0 9 0 1 6 9 9 4 + 0 . 5 8 7 7 8 5 2 5 2 i 0 
2 1 1 - 0 . 8 0 9 0 1 6 9 9 4 - 0 . 5 8 7 7 8 5 2 5 2 i 0 
1 0 1 0 . 3 0 9 0 1 6 9 9 4 - 0 . 9 5 1 0 5 6 5 1 6 i 0 
T o t a l 8 I t e r a t i o n s (24 F u n c t i o n e v a l u a t i o n s ) 
P o l y n o m i a l : C 5 . 2 
D e g r e e I t e r a t i o n s p Z e r o - f o u n d F u n c t i o n v a l u e 
10 4 2 1.000000000+0.OOOOOOOOOi 0 
8 5 2 0 . 3 0 9 0 1 6 9 9 4 + 0 . 9 5 1 0 5 6 5 1 6 i 0 
6 6 1 0 . 3 0 8 9 8 9 5 2 4 - 0 . 9 5 1 0 8 3 9 8 3 i 2E-12 
5 1 1 0 . 3 0 9 0 4 4 4 6 8 - 0 . 9 5 1 0 2 9 0 5 3 i 3E-13 
4 7 1 - 0 . 8 0 9 0 2 6 8 7 5 - 0 . 5 8 7 7 2 3 1 6 3 1 0 
3 1 1 - 0 . 8 0 9 0 0 7 1 2 3 - 0 . 5 8 7 8 4 7 3 3 8 1 0 
2 1 1 - 0 . 8 0 8 9 7 2 9 0 3 + 0 . 5 8 7 7 6 2 8 2 8 1 0 
1 0 1 - 0 . 8 0 9 0 6 1 0 7 9 + 0 . 5 8 7 8 0 7 6 7 7 i 0 
T o t a l 25 I t e r a t i o n s (75 F u n c t i o n e v a l u a t i o n s ) 
Polynomial：C5.3 
Degree I t e r a t i o n s p Z e r o - f o u n d F u n c t i o n v a l u e 
"~15 o " 1 1 .000000000+0 . OOOOOOOOOi 0 
14 0 1 1.000000000+0.OOOOOOOOOi 0 
13 0 1 1.000000000+0.OOOOOOOOOi 0 
12 5 3 0 . 3 0 9 0 1 6 9 9 4 + 0 . 9 5 1 0 5 6 5 1 5 i 4E-15 
9 4 3 - 0 . 8 0 9 0 1 8 5 4 1 + 0 . 5 8 7 7 5 4 4 0 1 i 2E-12 
6 10 1 0 . 2 9 9 6 9 6 9 1 5 - 0 . 8 7 9 6 3 4 5 7 7 i 0 
5 4 1 0 . 3 7 0 5 7 2 5 8 9 - 0 . 9 7 2 5 5 5 3 0 3 i 0 
4 2 1 0 . 2 5 8 6 2 2 8 3 2 - 1 . 0 0 1 3 0 8 5 1 0 i 0 
3 4 1 - 0 . 7 8 1 5 6 6 1 5 9 - 0 . 6 6 6 3 5 9 8 1 8 1 0 
2 1 1 - 0 . 8 8 5 3 0 8 3 2 5 - 0 . 5 7 9 2 0 8 0 5 7 1 0 
1 0 1 - 0 . 7 6 2 0 1 3 2 1 2 - 0 . 5 1 7 3 6 6 4 8 3 i 0 
T o t a l 30 I t e r a t i o n s (90 F u n c t i o n e v a l u a t i o n s ) 
P o l y n o m i a l : C 6 • 1 
Degree I t e r a t i o n s p Z e r o - f o u n d F u n c t i o n v a l u e 
5 i^ '^ 'iTooooooooo+o.OOOOOOOOOi 0 
5 4 1 0 . 5 0 0 0 0 0 0 0 0 + 0 . 8 6 6 0 2 5 4 0 4 i 0 
4 3 1 - 0 . 5 0 0 0 0 0 0 0 0 + 0 . 8 6 6 0 2 5 4 0 4 1 7E-13 
3 3 1 -1.000000000+0.OOOOOOOOOi 0 
2 1 1 - 0 . 5 0 0 0 0 0 0 0 0 - 0 . 8 6 6 0 2 5 4 0 4 i 0 
1 0 1 0 . 5 0 0 0 0 0 0 0 0 - 0 . 8 6 6 0 2 5 4 0 4 1 0 — 一 
T o t a l 11 I t e r a t i o n s (33 F u n c t i o n e v a l u a t i o n s ) 
P o l y n o m i a l : C6 .2 
D ^ g r e e ' ^ ' l t e m t i o i l i — p 
"•"Ti "i 2 I7ooooooooo+o • OOOOOOOOOi 0 
10 5 2 0 . 4 9 9 9 9 9 9 9 9 + 0 . 8 6 6 0 2 5 4 0 2 i 0 
^8 7 1 - 0 . 4 9 9 9 4 5 6 3 3 + 0 . 8 6 5 9 3 1 2 5 0 1 0 
7 2 1 - 0 . 5 0 0 0 5 4 3 3 2 + 0 . 8 6 6 1 1 9 5 3 0 i 0 
B 7 1 - 1 . 0 0 0 1 1 6 8 1 4 - 0 . 0 0 0 1 1 6 7 5 8 i 0 
5 2 1 - 0 . 9 9 9 8 8 3 1 9 3 + 0 . 0 0 0 1 1 6 8 5 4 1 0 
1 7 1 -0：499866896-0 .866102303i 0 
3 1 1 - 0 . 5 0 0 1 3 3 1 5 8 - 0 . 8 6 5 9 4 8 5 6 9 i 0 
2 1 1 0 . 4 9 9 9 7 8 6 3 5 - 0 . 8 6 6 1 0 o l 8 5 i 0 
I 0 1 0 . 5 0 0 0 2 1 3 9 3 - 0 . 8 6 5 9 4 5 6 2 3 i 0 
Total~ 3 6 ~ I t e r a t i o n s i l 0 8 F u n c t i o n e v a l u a t i o n s ) 
I - 1 - 2 
PROPOSED LAGUERRE'S METHOD: OTHER POLYNOMIALS (selected results) 
一 一 一 t h e ^ ^ i n g of p o l y n o m i a l s , s e e appendix T - � 
Degree I t e r a t i o n s p Zero- found Funct ion value 
11 I • I • I • I • I • 
5 6 1 3 .999000000+3 .000000000 i 2E-12 
4 2 1 4 .000000000+3 .000000000 i 2E—13 
3 2 2 1 .000000000+1 .000000000 i 2E-13 
1 0 1 4 . 0 0 0 0 0 0 0 0 0 - 3 . 0 0 0 0 0 0 0 0 0 i 0 
Tota l 10 I t e r a t i o n s (30 F u n c t i o n e v a l u a t i o n s ) 
{compared with that of Jenkins-Traub's method, 83 evaluations, in [16 Ralston]) 
Polynomial :A1 
Degree一一rterations p Zero- found Funct ion v a l u e 
6 2 4 2 .999999130+0 .000000000 i 0 
2 1 1 0 .000001741+2 .9999982591 0 
1 0 1 0 . 0 0 0 0 0 1 7 4 1 - 2 . 9 9 9 9 9 8 2 5 9 i 0 
To ta l 3 I t e r a t i o n s (9 F u n c t i o n e v a l u a t i o n s ) 
(compared with that of Huller's method,丨08 evaluations, in [19 Atkinson]) 
Polynomia l :A2 
Degree I t e r a t i o n s p Zero- found Funct ion v a l u e 
16 3 1 1 .000000000+0.000000000 i 2E-16 
15 4 1 0 .853553391+0 .353553391 i 4E-13 
14 4 1 0 .707106781+0 .707106781 i 0 
13 5 1 0 .353553391+0 .853553391 i 0 
12 4 1 0 .000000000+1 .000000000 i 3E—13 
11 11 1 0 . 7 0 7 1 0 6 7 8 1 - 0 . 7 0 7 1 0 6 7 8 1 i 0 
10 14 1 - 0 . 8 5 3 5 5 3 3 9 1 + 0 . 3 5 3 5 5 3 3 9 1 i 2E—13 
9 4 1 - 1 . 0 0 0 0 0 0 0 0 0 + 0 . 0 0 0 0 0 0 0 0 0 i 8E-13 
8 5 1 - 0 . 8 5 3 5 5 3 3 9 1 - 0 . 3 5 3 5 5 3 3 9 1 i 0 
7 4 1 . 7 0 7 1 0 6 7 8 1 - 0 . 7 0 7 1 0 6 7 8 1 i 0 
6 4 1 - 0 . 3 5 3 5 5 3 3 9 1 - 0 . 8 5 3 5 5 3 3 9 1 i 0 
5 4 1 0.000000000-1.OOOOOOOOOi 0 
4 3 1 0 . 3 5 3 5 5 3 3 9 1 - 0 . 8 5 3 5 5 3 3 9 1 i 0 
3 3 1 0 . 8 5 3 5 5 3 3 9 1 - 0 . 3 5 3 5 5 3 3 9 1 i 0 
2 1 1 - 0 . 3 5 3 5 5 3 3 9 1 + 0 . 8 5 3 5 5 3 3 9 1 i 0 
1 0 1 - 0 . 7 0 7 1 0 6 7 8 1 + 0 . 7 0 7 1 0 6 7 8 1 i 0 
Tota l 73 I t e r a t i o n s (219 Func t ion e v a l u a t i o n s ) 
Po1ynomia1；D5 
Degree I t e r a t i o n s p Zero-found. Funct ion v a l u e 
"3 1 1 , 0 3 5 9 5 3 0 2 2 - 0 . 5 0 2 6 1 9 6 8 9 i 0 
4 4 1 0 .666666667+0 .666666667 i 0 
3 3 1 -0 .502619689+1 .0359530221 0 
2 1 1 - 0 . 8 0 0 0 0 0 0 0 0 - 0 . 4 0 0 0 0 0 0 0 0 i 0 
1 0 1 - 0 , 4 0 0 0 0 0 0 0 ( M ) . 800000000 i 0 
Tota l 11 I t e r a t i o n s (33 Func t ion e v a l u a t i o n s ) 
P o l y n o m i a l : L 6 . 1 
^ g p e ^ ' l t e r a t i o n s p Zero-found Funct ion v a l u e 
T l " 0 .000000000+1 .200000000 i 4E:15 
c 4 1 0.000000000+0.416666667i 0 
4 4 1 0 . 000000000-0 .416666667 i 0 
o 4 1 0.000000000-1.200000000i 0 
2 1 1 0.000000000-2.OOOOOOOOOi 0 
f 0 1 0 .000000000+2. OOOOOOOOOi 0 
Tbtal 17 I t e r a t i o n s (51 Funct ion e v a l u a t i o n s ) 
1-1-3 
^ P O S E D LAGUERRE'S METHOD： SUPERCLUSTER ( s e l e c t e d r e s u l t s ) 
( r e s t a r t a t l o c a l A + r e f f , a f t e r s t r a n g e n e s s s t r a n g e n e s s & l o c a l adjus tment ) 
P o l y n o m i a l : C2C4,1 
Degree I t e r a t i o n s p Zero - found F u n c t i o n v a l u e 
8 7 1 1.010000000+0.OOOOOOOOOi 0 
• • • • 条 
• • • • • 
• • • • • 
i 6 i -1.000000000二o.oioooooooi 6 
T o t a l 28 I t e r a t i o n s � 8 4 F u n c t i o n e v a l u a t i o n s ) 
Po lynomia l :C2C4 .2 
Degree I t e r a t i o n s p Zero - found F u n c t i o n v a l u e 
16 7 2 1.010000000+0.OOOOOOOOOi 0 
• • • • • 
• • • • • 
• • • • • 
i 6 i -1.000000000-0.oioooooooi 6 
T o t a l 69 I t e r a t i o n s (201 F u n c t i o n e v a l u a t i o n s ) 
Po lynomia l :C2C5.1 
Degree I t e r a t i o n s p Zero - found F u n c t i o n v a l u e 
10 7 1 -0.990000000+0.OOOOOOOOOi 0 
« * • 參 争 
« • • • • 
• • • • • 
i 6 i 1 . 0 0 3 0 9 0 1 7 0 + 0 . 0 0 9 5 1 0 5 6 5 i 6 
T o t a l 38 I t e r a t i o n s (114 F u n c t i o n e v a l u a t i o n s ) 
Polynomial :C2C6•1 
Degree I t e r a t i o n s p Zero- found F u n c t i o n v a l u e 
~~12 8 1 -0.990000000-0.OOOOOOOOOi 0 ： : ： ： : 
. . • • ： 
i 6 i 1 .005000000二0.0086602541 0 
T o t a l 49 I t e r a t i o n s (147 F u n c t i o n e v a l u a t i o n s ) 
P o l y n o m i a l :C2C7.1 
Degree I t e r a t i o n s p Z e r o - f o m d 巧 二 X 空 2 
一 一 l i 7 一 一 I 一 一 -0•990000000+0.OOOOOOOOOi 0 
• • ！ I 
• ‘ I ： » 
1 6 i 1.006234898二0.007818315i 6 
T o t a l 56 I t e r a t i o n s (168 F u n c t i o n e v a l u a t i o n s ) 
Polynomial：C2C8•1 
D ^ g ^ e r ^ I t i r a t l o n i 一一一 Z e r o - f o ^ d ！二丄 2二X化 2 
8 1 lToiOOOOOOO+0•OOOOOOOOOi 0 
： ： ： ： ： 
1 6 i - 0 . 9 9 2 9 2 8 9 3 2 - 0 . 0 0 7 0 7 1 0 6 8 i 0 
Total~65~Iterations 7l95 Function evaluations) 
PROPOSED LAGUERRE'S METHOD： SUPERCLUSTER ( s e l e c t e d r e s u l t s ) 
( r e s t a r t a t l o c a l A + e^  T e t f , a f t e r d e t e c t i o n o f s t r a n g e n e s s and l o c a l a d j u s t m e n t ) 
P o l y n o m i a l :C2C4.1 
D e g r e e I t e r a t i o n s p Z e r o - f o u n d F u n c t i o n v a l u e 
8 6 1 iTooooooooo+oToioooooooi 0 
參 • « * • 
• * • * 會 
• • • 參 # 
i 6 i -1.000000000+0.oioooooooi 6 
T o t a l 27 I t e r a t i o n s (81 F u n c t i o n e v a l u a t i o n s ) 
P o l y n o m i a l :C2C4.2 
D e g r e e I t e r a t i o n s p Z e r o - f o u n d F u n c t i o n v a l u e 
~~i6 7 2 iTooooooooo+oToioooooooi 0 
• 秦 參 • • 
« • « • « 
• 參 參 • 參 
i 6 i -1.000000001二o.oioooooo3i 6 
T o t a l 71 I t e r a t i o n s ( 2 1 3 F u n c t i o n e v a l u a t i o n s ) 
Polynomial：C2C5.1 
D e g r e e I t e r a t i o n s p Z e r o - f o u n d F u n c t i o n v a l u e 
" l O 7 1 一 一 一 二 I • 008090170+0 • 0 0 5 8 7 7 8 5 3 i 0 
• • • • • 
* • 番 • • 
• • 參 • • 
i i 1 . 0 0 3 0 9 0 1 7 0 - 0 . 0 0 9 5 1 0 5 6 5 i 6 
T o t a l 40 I t e r a t i o n s ( 1 2 0 F u n c t i o n e v a l u a t i o n s ) 
P o l y n o m i a l : C 2 C 6 . 1 
D e g r e e I t e r a t i o n s p Z e r o - f o u n d F u n c t i o n v a l u e 
~~12 8 1一一一- iT005000000+0•008660254i 0 
: ： ： ： • . . . • ： 
i ' 0 i 1 . 0 0 5 0 0 0 0 0 0 + 0 . 0 0 8 6 6 0 2 5 4 i _0 
T o t a l 49 I t e r a t i o n s (147 F u n c t i o n e v a l u a t i o n s ) 
P o l y n o m i a l : C 2 C 7 • 1 
D e g r e e I t e r a t i o n s p Z e r o - f o u n d 一 一 化 ! 二 
" " l 4 9 1一一一" i7009009689~0.004338837i 0 
. . • ： : . • ； ： . 
{ :0 i 1.006234898+0.007818315i 6 
T o t a l 57 I t e r a t i o n s (171 F u n c t i o n e v a l u a t i o n s ) 
P o l y n o m i a l ： C2C8.1 • 
D^rer^iterationi—；一二二 • S s 五 i 二 ! ^ 力 S 
一 一 7 一 一 一 一 一 _ 一 1 i7ooooooooo+o•oioooooooi 0 
： ： i ： ： 
i :0 i - 0 . 9 9 2 9 2 8 9 3 2 - 0 . 0 0 7 0 7 1 0 6 8 1 0 
T o t a l 64 I t e r a t i o n s (192 F u n c t i o n e v a l u a t i o n s ) 
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Appendix 
工 Laguerre's Method in Polynomial Zero-finding 
2 Experiments: Selected Pictures of 
Comparison of Proposed Strategy with Other Strategy 
J About the naming of testing polynomials, see appendix I-O) 
Iteration-tracmgofsuperclusters C2C8 and C6C6 using various strategy is shown 
二 l l e r dots represent i t e — , 
From the pictures, compare the following s t r a t e g y ， i s the proposed one) 
Lo without any adjustment after strangeness detected 
Lia making local adjustment after strangeness detected but without adding anything 
L_ia making local adjustment and adding a pole at local bg^ 
L-i same as L^j^, except resetting Aandrto initial value after pole added 
and proposed starting guess calculated 
L_Aa making local adjustment and adding a pole at detected local centroid locA 
L-A same as L.^a，except resetting Aandrto initial value after pole added 
and proposed starting guess calculated 
L_Fa making local adjustment and adding a pole at (lOO+Oi) + Ao 
where Ao is original centroid 
L_f same as L.p^，except resetting Aandrto initial value after pole added 
and proposed starting guess calculated 
For each of the strategy, compare the following restarting guesses; 
P.G. after strangeness, continue with proposed starting guess(localized) A+r^^ 
Znow after strangeness, continue with current Z value 
locA after strangeness, continue with setting Z = locA, i.e. detected local centroid 
(Note: locA may be the worst choice of restarting guess.) 
Conclusion, (see also conclusion for superdusters，section 3 of Part I ) 
From the experiments, we can see that “ “ 
(1) doing nothing after strangeness detected may waste many iterations in rebounding 
although it may reach a zero of supercluster. But it may fail for concentric cluster 
(^) making local adjustment but without adding pole may work for some restarting guesses 
but may fail (exhibit cyclic behaviour) for some restarting guesses like locA 
(3) adding pole at the local centroid is not useful in destroying the symmetry of the clusters 
(like the case for a single cluster) 
(4) adding pole at "far away" have some effects in destroying the symmetiy but 
the farther it placed the smaller the effect 
(5) adding a pole at local beff together with local adjustment on N，r^ ff, and etc 
An example of concentric cluster is also included. 
I - 2 - 0 
Iteration trace. C2C8.1(Lo) iter.#0 to #2 
1 i 
C-3~< O 
KEY： A s u p e r c l u s t e r of t w o s u b c l u s t e r s . L a r g e r d o t s r e p r e s e n t s z e r o s . Line j o i n i n g 
s m a l l e r d o t s r e p r e s e n t s i t e r a t i o n - p a t h , w i t h c o r r e s p o n d i n g i t e r a t i o n no. a b o v e t h e dot . 
D e s c r i p t i o n : 
I t e r a t i o n s s t a r t e d f r o m g l o b a l A+reff u s i n g s t r a t e g y Lo ( i .e . , i g n o r i n g 
r e b o u n d i n g ) . 
It j u m p s to t h e l e f t c e n t r o i d a n d t h e n j u m p s b a c k a g a i n . T h u s , r e b o u n d i n g i s 
d e t e c t e d , b u t n o t h i n g i s d o n e u s i n g t h i s s t r a t e g y , 
( to b e c o n t i n u e d in n e x t f i g u r e ) 




O ^ 丄 ^ 
(Cont 'd) 
From i t e r a t i o n #3, it a p p r o a c h e s t h e r i g h t s u b c l u s t e r b u t r e b o u n d s at 
i t e r a t i o n #11 a g a i n . 
It c a n s t i l l r e a c h a z e r o at i t e r a t i o n #16. 
4 
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� 〒 ： A s u p e r c l u s t e r of two s u b c l u s t e r s . Larger d o t s r e p r e s e n t s zeros . Line jo in ing smaller 
d o t s r e p r e s e n t s t h e pa th of i t e r a t i o n s (with corresponding： i t erat ion number a b o v e the dc t 
a 
Description： 
I t e r a t i o n s s t a r t e d from g lobal A+reff u s i n g s t r a t e g y L-ra and restarting： g u e s s 
Znow ( c u r r e n t Z value)> 白 
L-Fa m e a n s that , a f t e r r e b o u n d i n g d e t e c t e d , add a pole "far away" (w.r.t . reff) 
f rom t h e g lobal c e n t r o i d and make local a d j u s t m e n t . “ 
Here，af ter rebounding ' d e t e c t e d , it i s r e s t a r t e d from Znow at i terat ion #3 (at the 
local c e n t r o i d of t h e r i g h t s u b - c l u s t e r ) . We can s e e that it jumps out of the 
s u b c l u s t e r a g a i n (to be c o n t i n u e d in next f i g u r e ) . 
Th i s example d e m o s t r a t e s that a "far away" pole h a s l i t t le e f f e c t in d e s t r o y i n g 
t h e s y m m e t r y of the c l u s t e r s . Compare a l so o t h e r s u p e r c l u s t e r s . 
(to be c o n t i n u e d in next f i g u r e ) 
I - Z - 3 
mriH^^ 
4 







From i t e r a t i o n #4 to the e n d , i t e r a t i o n s c o n t i n u e wi thout r e b o u n d i n g . 
Compare L-F, t h e d i f f e r e n c e i s tha t local a d j u s t m e n t i s made h e r e {espec ia l ly 
a d j u s t i n g N to local d e g r e e ) . T h u s , we c a n s e e that local a d j u s t m e n t may be u s e f u l . 
Compare a l s o o t h e r s u p e r c l u s t e r s . 
牛 
Iteration trace. C2C8.1(L-F) restart from P.G., iter.#3 to end 
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KEY：^  A s u p e r c l u s t e r of two s u b c l u s t e r s . Larger d o t s r e p r e s e n t s zeros . Line jo in ing 
smal ler d o t s r e p r e s e n t s i t e r a t i o n - p a t h , with c o r r e s p o n d i n g i terat ion no. a b o v e the dot. 
Description： 
I t e r a t i o n s s t a r t e d from global A+REFF u s i n g s t r a t e g y L-F and r e s t a r t i n g g u e s s P .G . 
L-f means that , a f t e r rebounding- d e t e c t e d , add a pole "far away" (w.r.t . reff) 
from the g lobal c e n t r o i d and do NOT make a n y local a d j u s t m e n t . 
Here, a f t e r r e b o u n d i n g d e t e c t e d , it i s r e s t a r t e d from P.G. (i .e. , local A+reff) 
at i t era t ion We can s e e that s u b s e q u e n t i t e r a t i o n s c o n t i n u e to rebound 
a l t h o u g h it can r e a c h a zero at i t erat ion #24. 
Thi s example d e m o s t r a t e s that a "far away" pole has l i tt le e f f e c t in d e s t r o y i n g 
t h e s y m m e t r y of t h e c l u s t e r s . Compare a lso o t h e r s u p e r c l u s t e r s . “ ~ ~ 
� I - 2 - S 
Iteration trace. C2C8.1(L-A) restart from Znow, iter .#3 to end (stuck at left) 
！ 
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1  
KEY： A s u p e r c l u s t e r of two s u b c l u s t e r s . L a r g e r d o t s r e p r e s e n t s z e r o s . Line j o i n i n g 
s m a l l e r d o t s r e p r e s e n t s i t e r a t i o n - p a t h , w i t h c o r r e s p o n d i n g i t e r a t i o n no. a b o v e t h e do: 
Descr ip t ion： 
I t e r a t i o n s s t a r t e d f r o m g l o b a l A+reff u s i n g s t r a t e g y L-A and r e s t a r t i n g guess 
Znow ( c u r r e n t Z value)« 
L -a m e a n s t h a t , a f t e r r e b o u n d i n g d e t e c t e d , a d d a po le at local c e n t r o i d 
a n d d o NOT make a n y loca l a d j u s t m e n t . 
Here , a f t e r r e b o u n d i n g d e t e c t e d , it i s r e s t a r t e d from Znow at i t e r a t i o n #3 (at 
t h e loca l c e n t r o i d of t h e r i g h t s u b c l u s t e r ) . 
I t j u m p s to t h e c e n t r o i d of t h e l e f t s u b c l u s t e r a t i t e r a t i o n #4 a l t h o u g h a po le 
h a s b e e n a d d e d t h e r e (Why d o e s it jump so c l o s e to t h e po le? ) . 
We c a n s e e tha t it s t i c k s at t h e po le f o r a h u n d r e d i t e r a t i o n s a l t h o u g h it m o v e s 
a l i t t l e b i t f o r e a c h i t e r a t i o n . 
T h i s e x a m p l e d e m o s t r a t e s t h a t a pole at t h e l o c a l c e n t r o i d h a s l i t t le e f f e c t in 
d e s t r o y i n g t h e s y m m e t r y of t h e s u b c l u s t e r . Compare a l s o o t h e r s u p e r c l u s t e r s . 
\ 1 - 2 - 6 
trace. C2C8.1(L-Aa) restart from Znow, iter.#3 to end (stuck .. W t � 
I 
40 . 
^ _ _ I ！ 
i丨丨 









— — I — •J 
二Y : A s u p e r c l u s t e r of two s u b c l u s t e r s . Larger d o t s r e p r e s e n t s zeros . Line jo in ing 
smal ler d o t s r e p r e s e n t s i t e r a t i o n - p a t h , with c o r r e s p o n d i n g i terat ion no. a ^ v e t h ^ d o t . 
Description： 
产 r a t ^ s s t a r t e d from global A+reff u s i n g s t r a t e g y L-Aa and r e s t a r t i n g g u e s s 
Znow ( c u r r e n t Z v a l u e ) . — 
L-Aa means that , a f t e r r e b o u n d i n g d e t e c t e d , add a pole at local centro id 
a n d make local a d j u s t m e n t . ， 
？ere , a f t e r r e b o u n d i n g d e t e c t e d , it i s r e s t a r t e d from Znow at i terat ion 进3 (at 
the local c e n t r o i d of the r i g h t s u b c l u s t e r ) . “ 
^t j u m p s to t h e c e n t r o i d of the l e f t s u b c l u s t e r at i t erat ion #4 a l though a pole 
h a s b e e n a d d e d t h e r e (Why d o e s it jump so c l o s e to t h e pole?) . 
We c a n s e e that it moves a l i t t l e bit and a l i t t le bit in s u b s e q u e n t i t erat ions 
a n d f i n a l l y r e a c h a zero at i t era t ion #40. 
Th i s example d e m o s t r a t e s that a pole at the local c e n t r o i d has l itt le e f f e c t in 
d e s t r o y i n g t h e s y m m e t r y of t h e s u b c l u s t e r . Compare also nth^r s n p一 
X'2-7 











KEY: A s u p e r c l u s t e r of two s u b c l u s t e r s . Larger d o t s r e p r e s e n t s z eros . Line joinino-
smal ler d o t s r e p r e s e n t s i t e r a t i o n - p a t h , wi th c o r r e s p o n d i n g i t era t ion no, a b o v e t h e ° d o t . 
D e s c r i p t i o n : 
I t e r a t i o n s s t a r t e d from global A+reff u s i n g s t r a t e g y La and r e s t a r t i n g g u e s s 
Znow ( c u r r e n t Z v a l u e ) . 
La m e a n s that , a f t e r r e b o u n d i n g d e t e c t e d , make local a d j u s t m e n t but do NOT 
a d d pole . 
Here, a f t e r r e b o u n d i n g d e t e c t e d , it is r e s t a r t e d from Znow at i terat ion #3 (at 
t h e local c e n t r o i d of t h e r i g h t s u b c l u s t e r ) . Then, it jumps to the l e f t centro id 
a n d t h e n j u m p s back aga in . Actual ly , it e x h i b i t s cyc l i c b e h a v i o u r about the two 
c e n t r o i d s , ‘ ‘ 
1 - 2 - 2 
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KEY^ A s u p e r c l u s t e r of two s u b c l u s t e r s . L a r g e r d o t s r e p r e s e n t s z e r o s . Line joinino-
smal ler d o t s r e p r e s e n t s i t e r a t i o n - p a t h , wi th c o r r e s p o n d i n g i terat ion no. a b o v e t h e "dot. 
Descript ion： 
I t e r a t i o n s s t a r t e d from g lobal A + r e f f u s i n g s t r a t e g y La and r e s t a r t i n g g u e s s 
P.G. ( local A+iVff). 
La m e a n s tha t , a f t e r r e b o u n d i n g d e t e c t e d , make local a d j u s t m e n t but do not 
a d d pole . 
Here, a f t e r r e b o u n d i n g d e t e c t e d , it i s r e s t a r t e d from P.G. at i t erat ion 
a n d t h e n f i n a l l y r e a c h a z e r o at i t era t ion #10. 
I 
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KEY： A s u p e r c l u s t e r of two s u b c l u s t e r s . L a r g e r d o t s r e p r e s e n t s z e r o s . Line j o i n i n g 
smal l er d o t s r e p r e s e n t s i t e r a t i o n - p a t h , w i t h c o r r e s p o n d i n g i t e r a t i o n no. a b o v e t h e dot . 
Descr ipt ion： 
I t e r a t i o n s s t a r t e d f r o m g loba l A+reff u s i n g s t r a t e g y L-i a n d r e s t a r t i n g g u e s s 
P.G. ( local A+reff). 
L-i m e a n s t h a t , a f t e r r e b o u n d i n g d e t e c t e d , a d d a po l e at local beff 
a n d do NOT make a n y local a d j u s t m e n t . 
Here , a f t e r r e b o u n d i n g d e t e c t e d , it i s r e s t a r t e d f rom P.G. at i t e r a t i o n #3 
a n d t h e n f i n a l l y r e a c h a z e r o at i t e r a t i o n #9. 
T h i s example d e m o s t r a t e s that a pole at t h e loca l beff h a v e some e f f e c t in 
d e s t r o y i n g t h e s y m m e t r y of t h e s u b c l u s t e r . Compare a l s o o t h e r s u p e r c l u s t e r s . 
I - z - i o 












KEY： A s u p e r c l u s t e r of two s u b c l u s t e r s . L a r g e r d o t s r e p r e s e n t s zeros . Line j o i n i n g 
smal ler d o t s r e p r e s e n t s i t e r a t i o n - p a t h , w i th c o r r e s p o n d i n g i t era t ion no. a b o v e t h e dot 
Descript ion： 
I t e r a t i o n s s t a r t e d from g lobal A + r e f f u s i n g s t r a t e g y L - i a a n d r e s t a r t i n g g u e s s 
locA (local A+reff)• 
L - i a means that , a f t e r r e b o u n d i n g d e t e c t e d , add a pole at local t e f f 
a n d make local a d j u s t m e n t . 
Here, a f t e r r e b o u n d i n g d e t e c t e d , it i s r e s t a r t e d from locA at i t era t ion #3 
and t h e n f i n a l l y r e a c h a z e r o at i t e r a t i o n #8. 
Th i s example d e m o s t r a t e s tha t a pole at the local . beff h a v e some e f f e c t in 
d e s t r o y i n g ' t h e s y m m e t r y of t h e s u b c l u s t e r . Compare a l so o t h e r s u p e r c l u s t e r s . 
X - X - i l 
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k e y : a s u p e r c l u s t e r of two s u b c l u s t e r s . L a r g e r d o t s r e p r e s e n t s z e r o s . Line j o i n i n g 
s m a l l e r d o t s r e p r e s e n t s i t e r a t i o n - p a t h , w i th c o r r e s p o n d i n g i t e r a t i o n no. a b o v e t h e dot . 
D e s c r i p t i o n : 
I t e r a t i o n s s t a r t e d f r o m g loba l A+reff u s i n g s t r a t e g y L-ia a n d r e s t a r t i n g g u e s s 
P.G. ( local A+iVff). •“ 
L - i a m e a n s t h a t , a f t e r r e b o u n d i n g d e t e c t e d , add a po le at local beff 
a n d make loca l a d j u s t m e n t . 
Here , a f t e r r e b o u n d i n g d e t e c t e d , it i s r e s t a r t e d f rom P.G. at i t e r a t i o n #3 
a n d t h e n f i n a l l y r e a c h a z e r o at i t e r a t i o n #7. 
T h i s example d e m o s t r a t e s t h a t a po le at t h e local beff h a v e some e f f e c t in 
d e s t r o y i n g t h e s y m m e t r y of t h e s u b c l u s t e r . Compare a l s o o t h e r s u p e r d u s t e r s . 
工-















KEY： A s u p e r c l u s t e r of s ix s u b c l u s t e r s . L a r g e r d o t s r e p r e s e n t z e r o s . Line j o i n i n g 
s m a l l e r d o t s r e p r e s e n t s i t e r a t i o n - p a t h，w i t h c o r r e s p o n d i n g i t e r a t i o n no. a b o v e t h e dot . 
D e s c r i p t i o n : 
I t e r a t i o n s s t a r t e d f r o m g loba l A+reff j u m p s i n t o t h e c e n t r o i d of t h e r i g h t 
s u b c l u s t e r a n d r e b o u n d s at i t e r a t i o n #8. 
{to b e c o n t i n u e d ) 
X-1-13 
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KEY： A s u p e r c l u s t e r of s ix s u b c l u s t e r s . L a r g e r d o t s r e p r e s e n t z e r o s . Line joining' 
sma l l er d o t s r e p r e s e n t s i t e r a t i o n - p a t h , w i t h c o r r e s p o n d i n g i t e r a t i o n no. a b o v e t h e dot . 
Descr ipt ion： 
( c o n t ' d ) 
I t e r a t i o n s s t a r t e d from global A+reff u s i n g s t r a t e g y L-ia a n d r e s t a r t i n g g u e s s 
P.G. ( local A+reff). 
L-ia m e a n s t h a t , a f t e r r e b o u n d i n g d e t e c t e d , add a po l e at local beff and 
make local a d j u s t m e n t . 
Here , a f t e r r e b o u n d i n g d e t e c t e d , it i s r e s t a r t e d from P.G. at i t e ra t ion 49 
a n d t h e n f i n a l l y r e a c h a z e r o at i t e r a t i o n #17. 
工 - 1 - 斗 
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KEY： A c o n d e ^ r i c c l u s t e r of f a n - o u t 12. The radi i of the inner and o u t e r c l u s t e r s 
a r e 3 and 15 r e s p e c t i v e l y . L a r g e r d o t s r e p r e s e n t z e r o s . Line joining" smaller d o t s 
r e p r e s e n t s i t e r a t i o n - p a t h , wi th c o r r e s p o n d i n g i t e ra t ion no. a b o v e the dot. 
Descript ion： 
S t a r t i n g from global A+t�ff， i t jumps in to t h e c e n t r o i d at i t erat ion and 
t h e n r e b o u n d s to f a r away at i t e ra t ion 
( to b e c o n t i n u e d ) 
1 - 2 - I t 
I tera t ioa trace . CC12>l(Lo) restarted from l o c a l P.G., rebounded at i ter#4 again 
I 
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(Cont 'd) 
A f t e r rebounding ' , s t r a t e g y Lo is u s e d a n d it i s r e s t a r t e d from local P.G. 
Lo m e a n s that r e b o u n d i n g i s i g n o r e d . 
In t h e p r e v i o u s f i g u r e , it is r e b o u n d e d to far a w a y at i t e r a t i o n #2. 
If w e s i m p l y i g n o r e r e b o u n d i n g， i t wi]] jump to t h e c e n t r o i d at. i t era t ion #3 
a n d t h e n go to i n f i n i t y ( o v e r f l o w ) at i t e r a t i o n - 4 (not s h o w n in th i s f i g u r e ) . 
In t h i s f ig-ure, w e u s e s t r a t e g y Lo but w e t ry a n o t h e r g u e s s to r e s t a r t . 
Here , we r e s t a r t f rom local P.G. Hov/ever, the e s t i m a t e d local P.G, l i es o u t s i d e 
t h e c l u s t e r and t h u s it j u m p s i n t o t h e c e n t r o i d at i t era t ion and then to 
i n f i n i t y ( o v e r f l o w ) at i t e r a t i o n 
Ignoring： rebounding： and st i l l u s i n g s t r a t e g y Lo will fai l in th i s c a s e . 
In f a c t , the v a l u e s of p at p o s i t i o n #3 and p o s i t i o n #4 are o n e a lso . This implies 
t h a t u s i n g p二 1 c o n s t a n t l y a f t e r r e b o u n d i n g b u t w i t h o u t making a n y a d j u s t m e n t will 
fa i l in some c a s e s ( l ike t h i s c a s e ) . N e e d l e s s to s a y , it d e p e n d s on w h e r e you 
r e s t a r t . 
r-2'1^ 
I terat ion trace, CC12.1(La) restarted iron, l o c a l P.G. at i ter#3 
. ,4、 : 
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KEY： A c o n c e n t r i c c l u s t e r of f a n - o u t 12. The radi i of the i n n e r and outer c l u s t e r s 
a r e 3 and 15 r e s p e c t i v e l y . L a r g e r d o t s r e p r e s e n t z e r o s . Line jo in ing smaller d o t s 
r e p r e s e n t s i t e r a t i o n - p a t h , wi th c o r r e s p o n d i n g i t e r a t i o n no. a b o v e the dot. 
Descript ion： 
(ContM) 
A f t e r r e b o u n d i n g , s t r a t e g y La is u s e d and it i s r e s t a r t e d from local P.G. 
La m e a n s that , a f t e r rebounding- d e t e c t e d , make local a d j u s t m e n t but do not add 
pole . 
Here, it is r e s t a r t e d from local P.G. at i t erat ion It z i g z a g s towards the 
o u t e r c l u s t e r and j u m p s o v e r t h e o u t e r c l u s t e r and then jumps in s ide the inner 
c l u s t e r at i t e r a t i o n #20 and t h e n r e b o u n d s at i t era t ion 母21, 
T h u s，a n o t h e r local a d j u s t m e n t i s made u s i n g t h e same s t r a t e g y . Restarted from 
i t e r a t i o n it z i g z a g s t o w a r d s a zero of the o u t e r c l u s t e r f inal ly . 
1-2-i.7 
. . I terat ion trace> CC12.1(L-la) restarted from l o c a l P.G. at iter#3 
h 
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KEY： A c o n c e n t r i c c l u s t e r of f a n - o u t 12. The radi i of t h e i n n e r and o u t e r c l u s t e r s 
a r e 3 a n d 15 r e s p e c t i v e l y . L a r g e r d o t s r e p r e s e n t z e r o s . Line jo in ing smaller d o t s 
r e p r e s e n t s i t e r a t i o n - p a t h , w i th c o r r e s p o n d i n g ' i t e r a t i o n no. a b o v e t h e dot . 
Descr ipt ion： 
(Cont 'd) 
A f t e r r e b o u n d i n g , s t r a t e g y L-ia i s u s e d and it i s r e s t a r t e d from local P.G. 
L-ia m e a n s t h a t , a f t e r r e b o u n d i n g d e t e c t e d , make local a d j u s t m e n t and add a 
po le at local beff. 
Here , it i s r e s t a r t e d from local P.G. at i t era t ion #3. It z i g z a g s towards the 
o u t e r c l u s t e r and j u m p s o v e r t h e o u t e r clr<ster and t h e n f ina l ly r e a c h s a z e r o 
of t h e i n n e r c l u s t e r . 
I - i - l ^ 
Appendix 
I Laguerre's Method in Polynomial Zero-finding 
3 Experiments: Tables of 
Comparison of Proposed Strategy with Other Strategy 
^ b o u t the naming of testing polynomials, see appendix I-O) 
Many experiments have been done, and the results are similar. So we select some of them. 
Single Cluster-
Compare the following strategy, (L . id is the proposed one) 
Lq without adding anything 
^ID adding a zero of multiplicity 1 at b f^f ( | t |» l ) 
L i t adding a zero of multiplicity 1 at bgff ( | t |« l ) 
Li A adding a zero of multiplicity 1 at centroid A 
L i f adding a zero of multiplicity 1 at (100+0i)+A ("Far away") 
^ND adding a zero of multiplicity N at bgff ( | t |» l ) 
L n t adding a zero of multiplicity N at b g^- ( | t |« l ) 
LnA adding a zero of multiplicity N at centroid A 
^NF adding a zero of multiplicity N at (100+0i)+A ("Far away") 
L-ID adding a pole of order 1 at b^g- ( | t |» l ) 
L-IT adding a pole of order 1 at bgff ( | t |« l ) 
L- ia adding a pole of order 1 at centroid A 
L-IF adding a pole of order 1 at (100+0i)+A ("Far away") 
L-(N-2)D adding a pole of order N-2 at b^g- ( | t |» l ) 
L-(N-2)T adding a pole of order N-2 at b ^ ( | t |« l ) 
L-(N-2)A adding a pole of order N-2 at centroid A 
L-(N-2)F adding a pole of order N-2 at (100+0i)+A ("Faraway") 
Supercluster: 
Compare the following strategy, (L.^^ is the proposed one) 
Lq without any adjustment after strangeness detected 
La making local adjustment after strangeness detected but without adding anything 
L-ia making local adjustment and adding a pole at local b^g-
L-i same as L_ia，except resetting A and r to initial value after 
pole added and proposed starting guess calculated 
L_Aa making local adjustment and adding a pole at detected local centroid locA 
L-A same as L.^g , except resetting A and r to initial value after 
pole added and proposed starting guess calculated 
L_Fa making local adjustment and adding a pole at (lOO+Oi) + Ao 
where Ao is original centroid 
L-f same as L.p^，except resetting A and r to initial value after 
pole added and proposed starting guess calculated 
For each of the strategy, compare the following restarting guesses: 
P.G. after strangeness, continue with proposed starting guess(localized) A+IQQ 
Znow after strangeness, continue with current Z value 
locA after strangeness, continue with setting Z = locA, i.e. detected local centroid 
(Note; locA may be the worst choice of restarting guess.) 
Conclusion: see section 3 of Part I 
I-2-3 
Siiigle C l u s t e r 
C 8 . 1 L a g u e r r e V s - M e t h o d a p p l i e d t o t h e p o l y n o m i a l C 8 , 1 
KEY: m - overflow error dunnq q^Hh iteration 
III fatal precision drop duri.nq 99th iteration StoDoinq： Ifl < 10-12 
: function stopping criteria satisfied but zero not reached Initial'Precision ： 6n 
W ” ： wronqly reach the planned zero at 99th iteration fActual quess^ Guess、A) 
without alphabetic prefix ： a target zero successfully founo ‘ ‘ 
i M e t h o d ! L i I ===1 I \\ I I ] 'H '•>! 
L \ \ ！ d] t ] F | dI f " F i rTi f 1 F ~ Guess \ I r u I H r 
I A + 广eff I 4~ W 0 W 0 4 4 4" 4 h j T ~ T 4 5 
I � I ^ 3 i n “ " w ™ i w T w 1 ~~WT w 0 " i n j i r r ~ i ; r r " i r ^ " i r r 
i c T ^ I X 3 W 1 t m r w 2 " W 1 W 1 w o W 1 W 1 U| 1 w o W 1 
-10-6+10—61 X 3 W 1 W 1 W 1 “""iTY W 1 ~ W 0 lAj 1 W 1 t r r W 0' W 1 
一 一 � - I X 3 W 1 W 1 W~2" W 1 W ~ I W 0 W 1 W 1 W 0 W 1 
丄 0 - 3 + 1 0 - j ^ ^ � 1 ^ ^ W ~ 2 W 1 W J W 1 I W i w 0' W 1 
, � - 3 , � - 3 1 x 3 W 1 W 1 W 1 W 2! W I ~ 1 m ~ L i j l W 1 j W i W I W n W 1 iu -10 I j 
, X 3 I w 1' " " " " t n w "2 [ " u P i w T ~ " w " i ~ t r r — w i ~0~" w r 
一丄(J +丄(J 1 
~3~| X 3 ！ “ ™ w ~ i t r j i IAJ 1 w l t n i T T l w 1 t n W 0 W 1 I-lU —10 1[ 
9 + ? i l"p~7 W 3 W 3— W 3 4 Ul 7 W 4 W 2 —W 4 W 3 W 4 ""w"? 
了 p 7 W d i T T " i r 3 W 3i—W 4 5 STT^^ W 4 s" W 4 W 2 
2 ~ 2 1 
I I P 7 I W 6 W 6 W 3 W 3 5 ~i7~4w" 2! W 4 6 J T T W 2 
- 2 + 2 1 I —_I 
i , I P 7 ！ W 1 2 W 3!~U'4 Ui 4 W 4 W 2 � W 4 JT W 4 W 2 
I -2 - 2 1 I j I I 
4 - jAj , 丨 、 丨 丄 丨 A 丨 2 丨 2 r 5 Ui 5 IAI I " I T f f l T T 丨 W i ~ W 7 ！ 1000+10001 I I I 
j I X 4 iAj I IA| 1 . IAI 2 2| N I W 5]™^ 7 W 5 W i W 7 
I I0(D0-I000i I I I 
I - X 4 ！ 5 5" W 2 InTT T ？ i 7 W I iT 卜 L(X丨O+LOOOl 丨 I • 
I ~x 4 i 5 5 w 2 l"Tl~6l 6 IAI I 71 W 4! 71 W I 14 
| - I00Q-I000l J I I , ! • 
I T 6 j" P 3 t i^ l i Uj L ！Al 丄 — W 1 5 IAI 5 w i i J 'T W 7 Uj 51 W L W 7 
I 丄 0 + 1 0 l | j , I I I 
i 6 ^ P 3 ！ Ul i IaI .1 IaI I“““W i j s" iAl 5 W 丄 W W 7 W 5 W 1 W 7 
I 10 ~ 10 i | I 
6 6 I P 3 I 5 5 W i W 5 b" iT W I S| W 4 7 W I 12 
-10 + 10 i j I I 
^ P 3 i 5" 5 " ~ i A l " l 6 i" W 丄 e | W 4 7 lAi i 丄2 
-10 - 10 i I I I I i 
Lo without adding anything 
Lid adding a zero of m u l t i p l i c i t y 1 a t b—f:((X924 + 0.383iHA ( | t | » i } 
Lit adding a zero of m u l t i p l i c i t y i a t be f f - (0 .924 + 0.383i)+A (1 t | « l ) 
i_iA addinq a zero of m u l t i p l i c i t y 1 a t centroid A ,,, , 
Lif adding a zero of mu l t ip l i c i ty 1 a t (lOO-HDi )+A ( Far awa�/ ) 
Lhd addinq a zero of multiplicity FloorrN/2l at ？ 写 沒 - i l t S 
Lht addina a zero of m u l t i p l i c i t y Floor LN/2I a t beff:( . l , :^24+0.7259i ( i t | < ' � l 丨 
Lh^ addina a :.!ero of muLtipIicl ty Floor! N/21 a t 9entroia A , 
Lhf adding a zero of m u l t i p l i c i t y Floor I N/2] ar. (lOO-HJi .)+A ( Far away ； 
Lnd adding a zero of multiplicity N at b..rf ^^ 0 .37^ + 0,i57iUA U t | > > n 
Lnt adding a zero of m u l t i p l i c i t y N a t 0^_>于〒二（ 2-251. + O.QoZi .'+A (it,�'-..丄） 
i MA addina 3 zero of m u l t i p l i c i t y N a t c e r i r , o i � A … 
U^P adding a. z e r o of m u l t i p l i c i t y N a t (100+0i)+A ( Far a w a y � 
工 - 3 - 2 
Single Cluster 
C 8 . 1 L a g u e r r e ' s Method a p p l i e d to the polynomial C8•1 
KEY: X99 ： overflow error during 99th iteration 
: t^tal precision drop.during 99th iteration stopping：丨f! < 10-12 
: function stopping criteria satisfied but zero not reached Initial Precision ： 60 
SHk' ； r e a c h the planned zero at 99th iteration (Actual guess ： Guess + A) 
without alphabetic prefix : a target zero successfully found ‘ ‘ 
| \ Method I L 1 L I L 
\ \ -丄 -H 、(卜.卜2) I 
Guess \ \ � T � I 1 T| A I F D| T| A | 叫 
A + 行 4 4 4 4 4 4 4 3 4 4 5 C 1 
^ 4" 36 I4i 10 5 P75 22 '~~15 5 96 22 
^ 5 36 ““141""“lo “ “ 5 P75 22 ~~15 4 P96 22 
"^cT^+Kr^i 4 5 " S T " " “ l 4 j “ l o " 5 P75 """"22 I F 4 P96 C 0 
-10义一lO—i i" 4 36"~ITj""”lo" 5 P77 22 U 5 P89 C 0 
1 0 一 3 + 1 0 一 5 4 19 ” ” I T 10 ~ 5 ~~40 49 22 
1 0 - 3 一 " " " 4 ^ l 9 M j ~ I F 5 ~ 40 22 ~~15 4 49 22 
, 4 " 5 " I ? " I ? ! l o " S " 4 0 " 2 2 1 I F 4" 49 C 0 -10 +10 1 I 
,厂 3 1..-3 . i" 4 " 1 9 * l 4 j l o " 5 ~ 4 0 " 2 2 1 I F 5 49 C 0 
7 T ~ Z ~ ~ | 6 4 7 s f 5 " 7 12 81 6 8 丄 5 7 
2 + 2 1 
~ ~ y 5 4 ^ J J Q\ 5 7 ""“Is" 7 
2 - 2 1 
- J- J 5 ^ ~ ~ 1 5 " 7 5" “ ” ” U U 7 
- 2 + 2 1 
“ ~ i T i" 7 5| 4 7 12 71 4 l o " I S " TI 
- 2 - 2 1 1 
1 5 5 P43 151 5 9 P58 281 5 丄 4 P59 32 
i" 5" P44 ~ l i " F 8 P58 28 5 14" P60 32 
上、……,•^上 j| 
I I T 4" P46 IT s" 9 P56 27! 5 IT P59 32" 
-丄 OOOnOQQi 
r 4 P46 L4! 5I 8 P58 271 5 14 P60 
I -lOOQ-lOCXDi ！ I 
j 6 6 I 5 5 PI2 14 5 8 P13 271 5 14 P13 321 
10 + 10 1 J 
6 5 5 PIO 141 5 S" P18 ~ 5 7 5 ”14 PI3 ~ 3 2 
10 ~ 10 i J 
6 6 ! 4" 4 PIO 14 i" 9 P17 ~ 2 7 5 ""“14 P13 “32 
-10 + 10 i 
6 6 4* 4 P12 ~ 1 4 5 9 P16 ~ 2 7 s""""""IT P 丄3 ” 3 2 I -10 - 10 i I I 
Lo without adding anything 
L-id adding a pole of order 1 a t beff=^(0.247 一 0.969i)+A ( | t | > > l ) 
L - i t adding a pole of order i a t be f f : (~0 .51 + 0.860i)+A ( l t l « l ) 
L-ia adding a pole of order 1 a t centroid A 
L-if adding a pole of order 1 a t (100+0i)+A ( Far away ) 
L-hd adding a pole of order Floor[N/2：! a t bef f=(0 0 0 1 9 3 - - 0 . ( | t | > > l ) 
L-ht add i f^ a ^ l e of order Floor rN/2l a t -8613+1.8S04i)+A ( | t | < < l ) 
L-ha adding a pole of order Floor"jM/2* a t centroid A . 
i_HF addir昌 a p o l e of order FloorLN/2j a t (100+0i)+A ("Far away ) 
L-(n-2>d adding a pole of order N-2 a t b^ff^(-0.069；7 O.^^Dll)^ 
r. H~2iT adding a pole of order N-2 at be^ff:卜44O + 2,052i)+A ( ,t,«I) 
L-(n-2)a adding a pole of order N-2 a t osntroid A 
adding a pole of order N-2 a t ( LOO+Oi)+A � F a r away ) 
1 - 3 - 3 
‘ Supercluster 
C2C8 . 1 tKe poi/AomJaC CZC?,1 
K E Y : X99 = o v e r f l o w e r r o r d a r i n g 99th i t e r a t i o n s t o p o i n g： lf| < 2 * 1 0 - ^° 
= r a t a l . p r e c i s i o n d r o D d u r i n g 9 9 t h J t e r a t i o n I n i t i a l P r e c i s i o n = 200 
C^y = r u n c u o n s t o p p i n g c r i t e r i a s a t i s r i e d but z e r o not r e a c h e d ( A c t u a l g u e s s : Gu e s s t A) 
wUlioiit a l p h a b e t i c p r e f i x . : a t a r g e t zero s u c c e s s f u l l y f o u n d 
MethodII L^ L L L 
0 a - 1 
Guess \ \ P.G. Znow locA P.G. Znow locA P.G. Znow locA 
A + ~ % ^ ~ ~ ~ 
1 0 乂 1 0 、 ° " % 9 0 9 ~ =9 0 9 0 
10_3+io—3i ~ — - T T ^ T T ^ I ^ E I — — — 
2 + 2 i ~ ^ ^ ^ ^ ° ^ ^ ^ ~ ^ ， 、 
— l o o o i ^ ^ ~ lOi 1 � ~ ^ ^ ^ ^ ~ 
1 0 ^ 1 0 ^ p 5 lOi I 力 I lOi 1 � l O i 
Method'! L II L L L 
^ -Fa -F 
\ \ � P . G . Z n o w P.G. Znow P.G. Znow locA P.G. Znow locA 
Guess ^ ^ 
A + r 9 T o 16 >99 8 22 27 27 
e f f 1 1 1 1 I 1 1 1 8 8 8 
一6 -6 9 9 9 9 这 9 9 ~9 9 ^ 
10 +10 i 0 0 0 0 I 0 0 0 0 0 0 
- 3 - 3 9 9 9 9 | 9 9 9 9 � 9~~ 9~~ 
10 +10 1 0 0 0 0 0 0 0 Q 0 0 
~Tl 15 16 12 16 ^ 2 5 ^ 2 2 � 3 8 � 
2 + 2 i 1 1 1 1 1 1 1 8 3 8 
11 15 iO 15 10 11 I T 1 0 ^ 14 i T ‘ 
1000+1 OOP i 1 1 1 1 1 1 1 1 2 1 
6 6 11 15^ 10— 13^ 10^ 11 12^ I 10^ 14 TT~~ 
10 + 10 i 1 1 1 1 1 1 1 1 2 1 
L I “ ‘ II ‘ I ‘ I I. I —SU 
Lo w i t h o u t any adjustment a f t e r s t r a n g e n e s s d e t e c t e d 
La making l o c a l adjustment a f t e r s t r a n g e n e s s d e t e c t e d but wi thout adding anyth ing 
L - i a making l o c a l adjustment and adding a p o l e a t l o c a l b e " 
L - i same a s L - i a , e x c e p t r e s e t t i n g A and r t o i n i t i a l v a l u e a f t e r 
p o l e added and proposed s t a r t i n g g u e s s c a l c u l a t e d 
L-Aa making l o c a l adjustment and adding a p o l e a t d e t e c t e d loca l c e n t r o i d locA 
L-A sajne a s L-AA , e x c e p t r e s e t t i n g A and r t o i n i t i a l v a l u e a f t e r 
p o l e added and proposed s t a r t i n g g u e s s c a l c u l a t e d 
L-Fa making l o c a l adjustment and adding a p o l e a t (lOO+Oi) + Ao 
where Ao i s o r i g i n a l c e n t r o i d 
L-F same a s L-FA，e x c e p t r e s e t t i n g A and r t o i n i t i a l v a l u e a f t e r 
p o l e added and proposed s t a r t i n g g u e s s c a l c u l a t e d 
P G a f t e r s t r a n g e n e s s , c o n t i n u e w i t h proposed s t a r t i n g g u e s s ( l o c a l i z e d ) A + r e " 
Ziiow a f t e r s t r a n g e n e s s , c o n t i n u e w i t h current Z v a l u e H^t^r-tPd loca l c e n t r o i d locA a f t e r s t r a n g e n e s s , c o n t i n u e w i t h s e t t i n g Z = locA, i . e . d e t e c t e d loca i c e n t r e l a 
* Each table entry corresponds to the required number of iterations and the subscript number represents the number of strangeness detectec 
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Appendix 
I Laguerre's Method in Polynomial Zero-finding 
4 Distance Colorations and Target Colorations 
(About the naming of testing polynomials, see appendix I-O) 
This appendix contains supporting experiments in addition to other parts of appendix I. 
Distance Colorations and Target Colorations: 
A specified range of the complex plane of each experiment is plotted: 
(1) Distance coloration: a color represents the number of iterations 
(2) Target coloration : a color represents which zero found 
In this appendix, unimproved Laguerre's method is applied to various polynomials 
and rational functions. Actually, the proposed enhancement to Laguerre's method 
in this report is to add a pole when possible symmetric cluster of the polynomial is 
detected. In such cases, we are just using Laguerre's method to deal with an 
intentionally-made rational function. Therefore, we will show the unimproved 
Laguerre's method in polynomials and "intentionally-made rational functions" here. 
Key: 
(a) match the color with the color array on R.H.S. of the photo to find 
the corresponding number of iteration or corresponding zero 
(b) Zeros are marked with black cross +. 
(sometimes the cross may be too small in the photo, and appears 
to be a black point, but it will be stated) 
(c) Poles are marked with white cross. 
I十：L 
D i s t a n c e Coloration： P o l y n o m i a l C8.1 ( r a n g e - 2 0 to 20) 
( z e r o s a r e m a r k e d w i t h b l a c k d o t s a r o u n d t h e c e n t r e of t h e p lot ) 
Remark： u n i m p r o v e d L a g u e r r e ^ s m e t h o d i s d i v e r g e n t in t h e b l a c k o u t e r r e g i o n , 
c e n t r o i d - r e g i o n , a n d some s h e l l - l i k e h o l e s w i t h i n t h e c o l o r - r e g i o n 
PliiJ 
I III 
D i s t a n c e Co lorat ion (Machine Precis ion)： Po lynomia l C8.1 ( r a n g e - 3 to 3) 
( z e r o s a r e m a r k e d w i t h b l a c k c r o s s e s ) „ ” , . , , 
Remark： u n i m p r o v e d L a g u e r r e ' s m e t h o d s h o u l d b e a n a l y t i c a l l y d i v e r g e n t in t h e 
o u t e r a n d i n n e r "snow" r e g i o n , b u t d u e to r o u n d - o f f - e r r o r e f f e c t u n d e r 
f i x e d m a c h i n e p r e c i s i o n , t h e b r i g h t e r s p o t s of t h e s n o w - r e g i o n " c o n v e r g e " . 
__ 1 
D i s t a n c e Coloration： Po lynomia l C7.1 ( r a n g e to 4) 
( z e r o s a r e m a r k e d w i t h b lack c r o s s e s a r o u n d t h e c e n t r e of t h e p lot ) 
Remark： u n i m p r o v e d L a g u e r r e ' s method i s d i v e r g e n t in t h e b lack o u t e r r e g i o n , 
c e n t r o i d - r e g i o n , a n d some s h e l l - l i k e h o l e s w i t h i n t h e c o l o r - r e g i o n 
’L. , . , ” , ！“丨；-.：1 s i o n 二 6 0 ; . 1 1 
\ m m m m m a m m m m m m / B ^ 
T a r g e t Coloration： Polynomial C7.1 ( r a n g e - 4 to 4) 
( z e r o s a r e m a r k e d w i t h b lack c r o s s e s a r o u n d t h e c e n t r e of t h e plot) 
I 用 i 
I I 
I 涵 1 
• 一 J ^ 
• • • i wmam 
D i s t a n c e Coloration： Polynomial C7.1 wi th 1 zero a d d e d 
( z e r o s a r e marked wi th b lack c r o s s e s ) 
Remark： u n i m p r o v e d L a g u e r r e ' s method i s c o n v e r g e n t b u t it c o n v e r g e s to 
t h e a d d e d z e r o for n e a r l y half of the complex p lane 
V -i * ！. 
• R 二. - ^ '•、.:、.-：'(合 n - t、：,； 、-‘：丄 
- . ‘ ‘ . 、 
• * 
V rnm^ 
T a r g e t Coloration： Polynomial C7.1 wi th 1 zero a d d e d (^ray color) 
( z e r o s are marked wi th black c r o s s e s ) 
Remark： u n i m p r o v e d L a g u e r r e ' s method i s c o n v e r g e n t b u t it c o n v e r g e s to 
t h e a d d e d z e r o for n e a r l y half of the complex p lane 
• • m u l l 
I ' 袋 I 
i H H H H H l ^ B M i d 
D i s t a n c e Coloration： Po lynomial C7.1 
w i t h 1 po le a d d e d a c c o r d i n g t h e formula of p r o p o s e d a lgor i thm 
( z e r o s a r e marked w i t h b lack c r o s s e s , po le i s marked wi th w h i t e c r o s s ) 
Remark： u n i m p r o v e d Laguerre^s method c o n v e r g e s u s u a l l y w i t h i n 5 i t e r a t i o n s . 
I , 
• 
• • • • • • • • • • • J 
D i s t a n c e Coloration： Polynomial C7.1 (zoom-out ) 
w i t h 1 pole a d d e d a c c o r d i n g t h e formula of p r o p o s e d a lgor i thm 
( z e r o s a r e marked w i t h b lack c r o s s e s , pole i s marked wi th w h i t e c r o s s ) 
Remark： u n i m p r o v e d L a g u e r r e ' s method c o n v e r g e s u s u a l l y w i th in 5 i t e ra t ions . 
• “ • I %， I 
• - iiilteM 
D i s t a n c e Coloration： O t h e r Po lynomia l L6«l ( s ix z e r o s f o r m i n g a l ine ) 
( z e r o s a r e m a r k e d w i t h b l a c k d o t s ) 
Remark： u n i m p r o v e d L a g u e r r e ' s m e t h o d c o n v e r g e s g l o b a l l y a s e x p e c t e d . 
• II I" I I • 
I 熟 ^^ 11 
L 」 I 
議1_|讲_|NILmI|||I|| I•ii_ 脚 _曄嶋.I I 
D i s t a n c e Coloration： O t h e r Po lynomia l D5.1 ( d e f o r m e d c l u s t e r ) 
( z e r o s a r e m a r k e d w i t h b l a c k c r o s s e s ) 
Remark： unimproved Laguerre^s method converges globally. 
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Appendix 
II Homotopy Methods applied to Polynomial Zero-finding 
1 Comparison of Algorithms using Homotopy Method 
(About the naming of testing polynomials, see appendix I-O) 
Many experiments have been done, and the results are similar. So we select some of them. 
Experiments: 
(a) Unless otherwise stated, standard cluster Z ^ l is used as starting 
polynomial where n is equal to the degree of the problem polynomial 
(b) Tested polynomials are classified into: 
(1) bifurcation (with even multiplicity) 
(2) singular solution 
(3) near-singular solution 
(4) bifurcation without jam (with odd multiplicity) 
(5) other polynomials without bifurcation 
(See the naming of polynomials.) 
Various polynomials are tested using algorithms: 
without bifurcation handling: 
NF: normal flow algorithm 
QF: augmented-jacobian algorithm 
PF; ordinary differential equation based (with perturbation) 
with bifurcation handling: 
NB: NF based and with bifurcation handling 
QB; QF based and with bifurcation handling 
Conclusions: (see also section 3 of Part II) 
From the results, note the failure or success of each path: 
compare NF vs NB 
compare QF vs QB 
Main conclusion: 
algorithms NF and QF fail at intermediate bifurcation point while NB and QB can pass thru it. 
Key: 
(a) Each path corresponds to different starting guesses and the final value of 
Lambda indicates where a path fails (or succeeds if Lambda=l and SUCCESS flag is on) 
(b) NFE reprsents the corresponding number of function evaluation 
H - l - i 
HC^DTOPY EXPERIMENTS： BIFURCATION (WITH EVEN MULTIPLICITY) 
脚 一 麵 麵 ^ 一 • 一 一 竭 華 一 mmm - • , , ^ , • _ 丨 
A l g o r i t h m NF~vs~NB = 二二===二二=二二==：=二：：=二==-
Path S u c c e s s / F a i l NFE Lambda Z 
1 Fa i l 3219 “ 薛 巧 5巧 5 ~0Tl6264D-i6"-0T29658D+00'r 
2 F a i l 3219 0.49613D+00 0.29658D+00 O.OOOOOD+00 i 
\ F a i l 3219 0.49613D+00 - 0 . 6 2 6 3 8 D - 1 8 0,29658D+00 i 
F a i l 3219 0,49613D+00 -0 .29658D+00 - 0 . 2 8 3 2 9 D - 1 6 i 
P o l y n o m i a l C4.1 ( a l g o r i t h m NF) TOTAL NFE OVER ALL PATHS =~12876 
Path S u c c e s s / F a i l NFE Lambda z 
1 S u c c e s s 53 1.OOOOOD+00 0.70710D+00 -0 .70710D+00~i~ 
2 S u c c e s s 53 l.OOOOOD+00 0.70710D+00 0.70710D+00 i 
3 S u c c e s s 53 l.OOOOOD+00 -0 .70710D+00 0.70710D+00 i 
_4 S u c c e s s 53 l.OOOOOD+00 -0 .70710D+00 -0 .70710D+00 i 
Pol7/nomial C4.1 ( a l g o r i t h m KB) TOTAL NFE OVER ALL PATHS 二 212 
―：二：：：：二：二：二二二二二二 = 二：二二二二二：二二二二 — 
M g o r i t i m 际 VS QB 
Path S u c c e s s / F a i l NFE Lambda Z 
1 F a i l 9 - 0 . 1 2 8 8 7 D - 0 3 - 0 . 6 9 7 0 4 D - 1 4 -0Tl0000D+01~i~ 
2 F a i l 9 - 0 . 1 2 8 8 9 D - 0 3 O.lOOOOD+01 - 0 . 1 2 6 7 6 D - 1 2 i 
3 F a i l 9 - 0 , 1 2 8 9 1 D - 0 3 0 .51290D-12 O.lOOOOD+01 i 
4 F a i l 9 - 0 . 1 2 8 9 4 D - 0 3 -O.lOOOOD+01 0 .19889D-11 i 
Po lynomia l C4.1 ( a l g o r i t h m QF) TOTAL NFE OVER ALL PATHS 二 36 
Path S u c c e s s / F a i l NFE Lambda Z 
1 S u c c e s s 37 l.OOOOOD+00 0.70710D+00 -0 .70710D+00 i 
2 S u c c e s s 37 l.OOOOOD+00 0.70710D+00 0.70710D+00 i 
3 S u c c e s s 37 1.OOOOOD+00 -0 .70710D+00 0.70710D+00 i 
4 S u c c e s s 37 1.OOOOOD+00 -0 .70710D+00 -0 .70710D+00 i 
Po lynomia l C4.1 ( a l g o r i t h m QB) TOTAL NFE OVER ALL PATHS 二 148 
Path S u c c e s s / F a i l NFE L ^ b d a Z 
丁一 _一一Success 153 1.OOOOOD+00 -0 .70710D+00 0.70710D+00 i 
2 S u c c e s s 147 l.OOOOOD+00 -0 .70710D+00 -0 .70710D+00 i 
3 S u c c e s s 141 1.OOOOOD+00 0.70710D+00 -0 .70710D+00 i 
4 S u c c e s s 157 1.OOOOOD+00 0.70710D+00 0.70710D+00 i 
P o l y n o m i a l C4 .1 ( a l g o r i t h m PF) TOTAL NFE OVER ALL PATHS - 598 
H - i - 2 
HOLMOTOPY EXPERIMENTS ： SINGULAR SOLUTION 
P a t h S u c c e s s / F a i l NFE Lambda Z 
1 S u c c e s s 20 l.OOOOOD+00 0.70710D+00 0 . 7 0 7 1 5 5 5 3「厂 
2 S u c c e s s 119 1.OOOOOD+00 0.70710D+00 0 .70710D+00 i 
3 S u c c e s s 22 l.OOOOOD+00 -0 .70710D+00 0 .70710D+00 i 
i S u c c e s s 121 l.OOOOOD+00 0 .70710D+00 0 .70710D+00 i 
S u c c e s s 24 1.OOOOOD+00 -0 .70710D+00 -0 .70710D+00 i 
§ S u c c e s s 122 1.OOOOOD+00 -0 .70710D+00 -0 .70710D+00 i 
7 S u c c e s s 21 l.OOOOOD+00 0 .70710D+00 -0 .70710D+00 i 
S u c c e s s 117 l.OOOOOD+00 0 .70710D+00 -0 .70710D+00 i 
P o l y n o m i a l C 4 . 2 ( a l g o r i t h m NB) TOTAL NFE OVER ALL PATHS = 566 
Out o f 8 s o l u t i o n s , o n l y 7 found . 
P a t h S u c c e s s / F a i l NFE Lambda Z 
^ ^ • W M ^ ^ M ^ M f l M M M M M O T ^ V ^ S ^ M ^ ^ ^ M M B M M M M MB WW 
1 F a i l 59 l.OOOOOD+00 0 .70710D+00 0 .70710D+00 i 
2 F a i l 59 l.OOOOOD+00 0 .70710D+00 0 .70710D+00 i 
3 F a i l 127 l.OOOOOD+00 0 .70730D+00 0 .70730D+00 i 
4 F a i l 59 1.OOOOOD+00 -0 ,70710D+00 0 .70710D+00 i 
5 F a i l 59 l.OOOOOD+00 -0 .70710D+00 0 .70710D+00 i 
6 F a i l 123 l.OOOOOD+00 0 .70712D+00 0 .70712D+00 i 
7 F a i l 59 l.OOOOOD+00 -0 .70710D+00 -0 .70710D+00 i 
8 F a i l 59 1.OOOOOD+00 -0 .70710D+00 -0 .70710D+00 i 
9 F a i l 123 1.OOOOOD+00 0 .70712D+00 0 .70712D+00 i 
10 F a i l 59 1•OOOOOD+00 0 .70710D+00 -0 .70710D+00 i 
11 F a i l 59 1.OOOOOD+00 0 .70710D+00 -0 .70710D+00 i 
12 F a i l 127 l.OOOOOD+00 0 .70730D+00 0.70730D+00 i 
P o l y n o m i a l C4 .3 ( a l g o r i t h m NB) TOTAL NFE OVER ALL PATHS 二 972 
P a t h S u c c e s s / F a i l NFE Lambda Z 
I „ I , , , , I, •• I, „, - -- - - ^ ^ M M a M V ^ I W — • — > — ^ ^ — ^ — » — — » — — — _丨_ • • — I • • • • _ ^ ― I' — 
1 S u c c e s s 20 l.OOOOOD+00 0 .80901D+00 0.58778D+00 i 
2 S u c c e s s 44 l.OOOOOD+00 -0 .30901D+00 -0 .95105D+00 i 
3 S u c c e s s 24 l.OOOOOD+00 -0 .30901D+00 0 .95105D+00 i 
4 S u c c e s s 44 1.OOOOOD+00 0 .80901D+00 -0 .58778D+00 i 
5 S u c c e s s 22 l.OOOOOD+00 -O.lOOOOD+01 - 0 . 2 5 7 5 9 D - 0 8 i 
Sucr-ess 46 l.OOOOOD+CO 0.80901D-^00 0.58778D+00 i 
7 S u c c e s s 23 1.OOOOOD+00 -0 .30901D+00 -0 .95105D+00 i 
8 S u c c e s s 46 1.OOOOOD+00 -0 .30901D+00 0.95105D+00 i 
9 S u c c e s s 19 1.OOOOOD+00 0.80901D+00 一 0 . 5 8 7 7 8 0 + 0 0 i 
10 S u c c e s s 45 1.OOOOOD^OO -0 .99999D+00 - 0 . 1 1 6 7 3 D - 1 6 ^ 
NB) TOTAL NFE OVER ALL PATHS = 553 
P a t h S u c c e s s / F a i l NFE Lambda Z 
_ I --一一- "ITOOOOOD+OO 0.80901D+00 0.58778D+00 i 
2 F a i l 73 l.OOOOOD+00 0 .80901D+00 0.o8778D+00 i 
3 F a i l 78 l.OOOOOD+00 -0 .30915D+00 -0 .95148D+00 i 
4 F a i l 82 l.OOOOOD+00 -0 .30901D+00 O.SolOSD+OO i 
g 73 l.OOOOOD+00 -0 .30901D+00 0.9d105D+00 i 
6 F a i l 78 l.OOOOOD+00 0,80938D+00 - 0 . 5 8 8 0 ^ + 0 0 i 
7 F a i l 82 l.OOOOOD+00 -O.lOOOOD+01 " 0 . 4 1 4 9 2 ^ 0 5 i 
8 F a i l 82 l.OOOOOD+00 -0 .99999D+00 - 0 . 1 1 0 4 9 D - 0 4 i 
9 F a i l 78 l.OOOOOD+00 0 .80938D+00 0 .58805D+00 i 
10 p l i l 90 l.OOOOOD+00 -0 .30901D+00 -0 .95105D+00 i 
11 F a i l 79 l.OOOOOD+00 ~0.30901D+00 -0 .95105D+00 i 
U l l i i 78 1.OOOOOD+00 -0 .30915D+00 0.95148D+00 i 
11 p l i l 73 1.OOOOOD+00 0.80901D+00 - 0 . 5 8 ^ 8 D + 0 0 i 
] i p l i i 73 l.OOOOOD+00 0.80901D+00 -0 .o8778D+00 i 
p l i i 78 l.OOOOOD+00 _ 0 . 1 0 0 0 2 1 0二 _ 2丄 2 2 3 2二 2二一 
^ PATHS : ii7e 
7 1 - 1 - 3 
Appendix 
II Homotopy Methods applied to Polynomial Zero-finding 
2 Experiments: Selected Pictorial Comparison 
(About the naming of testing polynomials, see appendix I-O) 
Experiments: 
(a) Unless otherwise stated, standard cluster Z^-1 is used as starting 
polynomial where n is equal to the degree of the problem polynomial 
(Finally included also an example with starting polynomial perturbed) 
(b) Selected pictures: 
(0) three simple examples with only zero-curves shown 
(1) bifiircation (with even multiplicity) 
(2) singular solution 
(3) near-singular solution 
(4) bifurcation without jam (with odd multiplicity) 
(5) other polynomials without bifiircation 
(See the naming of polynomials.) 
Various polynomials are tested using algorithms: 
without bifiircation handling: 
NF: normal flow algorithm 
QF: augmented-jacobian algorithm 
PF: ordinary differential equation based (with perturbation) 
with bifurcation handling: 
NB: NF based and with bifurcation handling 
QB: QF based and with bifurcation handling 
Conclusions: (see also section 3 of Part II) 
From the results, note the failure or success of each path: 
compare NF vs NB 
compare QF vs QB 
Main conclusion: 
algorithms NF and QF fail at intermediate bifurcation point while NB and QB can pass thru it. 
algorithm PF fail occasionally, too. 
Key: 
(1) vertical axis: Imaginary axis 
(2) axis into paper: Real axis 
(3) horizontal (longer) axis: lambda 
(4) small dotted curves represent the actual zero-curve 
(5) joined thick lines represent the numerical tracing 
n - i - o 
homotopy -1) + XCz +1)" 
1 Eo 
\ z -—f^ II 
\ " ‘ 
i C / 
j •. J 
\ 1 1 」 丁。 
十 -0 .5 
\ 0.4 
� � l a m b d a 
0 
\ s i m p l e i l l u s t r a t i o n of b i f u r c a t i o n (wi th mul t ip l i c i ty=2) w h e r e n a t u r a l t r a c i n g 
of c u r v e f r o m lambda = 0 ( t h e l e f t ) CANNOT p a s s t h e b i f u r c a t i o n p o i n t a t t h e 
c e n t r e b u t may g e t a U - t u r n . 
T h i s i s a t r i v i a l example w i t h o u t a p p l y i n g a n y a l g o r i t h m y e t . Examples ot 
h i g h e r m u l t i p l i c i t y b i f u r c a t i o n p o i n t c a n be f o u n d in f o l l o w i n g p a g e s . 
i r - 2 - i 
homotopy -1) + +1)" 
1 Be 
、、 丁 0 . 5 
丄 I •. 
I / � � . . • . . . . 一 •.山 




A s i m p l e i l l u s t r a t i o n of b i f u r c a t i o n (and i n f l e c t i o n p o i n t a t t h e same t ime, 
m u l t i p l i c i t y = 3 ) . l . in ‘. . . 
H o w e v e r , n a t u r a l t r a c i n g of c u r v e c a n u s u a l l y p a s s t h e i n f l e c t i o n p o i n t . 
T h i s i s a t r i v i a l example w i t h o u t a p p l y i n g a n y a l g o r i t h m y e t . Examples of 
h i g h e r o r d e r i n f l e c t i o n p o i n t c a n b e f o u n d in f o l l o w i n g p a g e s . 
homotopy (i-XKz年-1) + A((z-i)(z+i)(z-3i)(z+3i)) 
Ee 
X z --n “ 
\ z ^ 丨 
\ z Z 
\ . . Z 一 i 2 
一 一 
I 一 
一 , 士 Z Z I � 
1 ―；斗、^^  I 




Polynomia l named A5 
A s imple i l l u s t r a t i o n of THREE b i f u r c a t i o n po in t s . One i s t h e b i furca t ion 
t h a t n a t u r a l t r a c i n g will jam w i t h d X / d s = 0. 
A n o t h e r two ( t h o s e two c i r c l e d ) b e l o n g to t h e c a s e of b i f u r c a t i o n s u c h tha t 
(i) d V d s = 1 f o r o n e c u r v e 
[ e . g . t h e s t r a i g h t l ine from (zo,、o):(0+i, 0) to (zi,Xi) = (0+i, 1)] 
a n d 
(ii) 1 > I d V d s I > 0 f o r a n o t h e r c u r v e 
w h e r e n a t u r a l t r a c i n g will u s u a l l y h a v e no problem in t h i s case . 
E - a - 3 
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0 lambda 
Algorithm NF (with NO ， 
(1 一 > 0 ( z 4 - 1) . � : + b # r c a t i o n handling) applied to the ho.otop.： 
The na tu ra l t rac ing ( thirk 农 
polynomial (z^ - 1) rth^ i ^ � f cu rve from a guess z-O+f . f ‘ 
— e With a l 二 = l e n ) c a n n o t p a s s t h e b 二 二 二 ， 二 1 






AlgoritlLUL HB ±or homotopy ‘'Standard-cluster __> C4.1" 
1 Ee 
----- \| 
r , � 
i^^^^^^^^"；；；：：；：；^^^、 X : ; : ; J : � . s 
0.2 la^Ma 
0 
A l g o r i t h m NB (wi th b i f u r c a t i o n h a n d l i n g ) app l i ed t o t h e homotopy： 
(1-X)(z* - 1) + X (z* + 1) 
T h e n a t u r a l t r a c i n g ( th i ck l ine) of c u r v e from a g u e s s z-O+i of t h e s t a r t i n g 
p o l y n o m i a l (z* 一 1) ( t h e l e f t ) jam at t h e b i f u r c a t i o n po in t . However , 
w i t h b i f u r c a t i o n h a n d l i n g , i t c a n c o n t i n u e t r a c i n g a f t e r a d j u s t i n g d i r e c t i o n . 
Compare w i th a l g o r i t h m NF. 
Small d o t t e d c u r v e s r e p r e s e n t t h e ac tua l z e r o - c u r v e . 
H - 一5" 
Algorithm. QF lor iomotopy "Standard-cluster —> 04.1" 
1 Ee 





— — — \ / 
0.2 lambda | 
0 f 
Algor i thm QF (with NO b i f u r c a t i o n h an d l in g ) app l i ed to t h e homotopy： 
(1-X)(z4 - 1) + X (z4 + 1) 
The n a t u r a l t r a c i n g ( th ick l ine) of c u r v e from a g u e s s z二0+i of t h e s t a r t i n g 
po lynomia l {z* - 1) ( the l e f t ) c a n n o t p a s s the b i f u r c a t i o n at the c e n t r e 
a n d g e t a U - t u r n . 
Compare wi th a lgor i thm QB. 
Small d o t t e d c u r v e s r e p r e s e n t the ac tua l z e r o - c u r v e . 
i i - z - 6 
AlgoritlLDL QB ior iomotopy "Standard-cluster --> C4.1" 
1 Ee 
1 \ 
I — . 
— — r r 
\ I 
— . laa/bda 
0 
Algor i thm QB (with b i f u r c a t i o n h a n d l i n g ) appl ied t o t h e homotopy： 
- 1) + X (z4 + 1) 
T h e n a t u r a l t r a c i n g ( th i ck l ine) of c u r v e from a g u e s s z=0+i of t h e s t a r t i n g 
po lynomia l (z^ - 1) ( t h e l e f t ) jam at t h e b i f u r c a t i o n po in t . However , 
w i t h b i f u r c a t i o n h a n d l i n g , i t c a n c o n t i n u e t r a c i n g a f t e r a d j u s t i n g d i r e c t i o n . 
Compare w i t h a lgor i thm QF. 
Small d o t t e d c u r v e s r e p r e s e n t t h e ac tua l z e r o - c u r v e . 
JL-2-7 
Algorithm PF for homotopy "Standard-cluster --> C4.1" 
1 Ee 
— I " 
/ > 一 一 - 0 
I U U 二 - 一 一 一 一 I 
‘‘ " “ “ ™ - - - ™ — “ 
… ― 一 \ 
• - •-• - • - \ 
\ ^ ^ 叫 .  
\ 0.2 lajubda 
0 
Algor i thm PF (wi th p e r t u r b a t i o n ) a p p l i e d to the homotopy: 
{1-X)(z4 - 1) + X + 1) 
The n a t u r a l t r a c i n g ( th ick l ine) of c u r v e from a g u e s s z=0+i of the starting-
po lynomia l (z4 - 1) ( the l e f t ) jam at t h e b i f u r c a t i o n po int at t h e c e n t r e . 
However , t h e a lgor i thm p e r t u r b s t h e s t a r t i n g polynomial , and t h u s it can 
c o n t i n u e t r a c i n g . 
Not ice that p e r t u r b i n g t h e s t a r t i n g polynomial will c h a n g e the or ig ina l 
z e r o - c u r v e s "a l i t t l e bit", a l t h o u g h it c a n n o t be s e e n h e r e . 
Compare w i t h a lgor i thm NF,NB,QF,QB. 
Small d o t t e d c u r v e s r e p r e s e n t t h e ac tua l z e r o - c u r v e . 
Algorithm PF for homotopy "Standard-cluster --> C4.1" 
2 Ee 
- - - - • 一 
一 - z 一 z 
一 - - - -
- 一 
^ ^ ^ 一 0 
^^ -c-i：^ ：^ !. …- ) \ 4 
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Algor i thm NF (wi th NO b i f u r c a t i o n h a n d l i n g ) a p p l i e d to t h e homotopy： 
(1-X)(z6 - 1) + X (z6 + 5.61z4 + 6.70z2 + 1 ) 
T h e n a t u r a l t r a c i n g ( th i ck l ine ) of c u r v e from a g u e s s z=- l+Oi of t h e s t a r t i n g 
p o l y n o m i a l (z« - 1) ( t h e l e f t ) c a n n o t p a s s t h e b i f u r c a t i o n po in t at t h e c e n t r e . 
Compare w i t h a l g o r i t h m NB. 
Small d o t t e d c u r v e s r e p r e s e n t t h e ac tua l z e r o - c u r v e . 
Algorithm HB lor lioiaotopy "Standard-cluster —> LS.l" 
2 Ee 
' I 
II, ^ -Z 4- 0 
Z — X - - 1 
0,2 lambda 
0 
A l g o r i t h m NB ( w i t h b i f u r c a t i o n h a n d l i n g ) a p p l i e d to t h e h o m o t o p y : 
{1-X)(z6 - 1) + X (z6 + 5.61z4 + 6.70z2 + 1) 
T h e n a t u r a l t r a c i n g ( t h i c k l ine ) of c u r v e from a g u e s s z二 1+Oi of t h e s t a r t i n g 
p o l y n o m i a l (z« - 1) ( t h e l e f t ) jam at t h e b i f u r c a t i o n p o i n t . H o w e v e r , 
w i t h b i f u r c a t i o n h a n d l i n g , it c a n c o n t i n u e t r a c i n g a f t e r a d j u s t i n g d i r e c t i o n . 
Compare w i t h a l g o r i t h m NF. 
Small dotted c u r v e s represent the actual zero-curve. 
I I - 2 - 1 0 
Algorithm QF for homotopy "Standard-cluster --> L6.1" 
2 Ee 
. - 一 . - ^ ? ^ ^ z Z j 一 一 . 
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A l g o r i t h m QF (wi th NO b i f u r c a t i o n h a n d l i n g ) a p p l i e d t o t h e homotopy: 
(1-X)(z6 - 1) + X (z6 + 5.61z4 + 6.70z2 + l ) 
T h e n a t u r a l t r a c i n g ( t h i c k l ine ) of c u r v e from a g u e s s z=l+Oi of t h e s t a r t i n g 
p o l y n o m i a l � z ® - 1) ( t h e l e f t ) c a n n o t p a s s t h e b i f u r c a t i o n a t t h e c e n t r e 
a n d g e t a U - t u r n . 
Compare w i t h a l g o r i t h m QB. 
Small d o t t e d c u r v e s r e p r e s e n t t h e a c t u a l z e r o - c u r v e . 
n r - 2 - 1 1 
Algorithm QB i o r homotopy "Standard-cluster —> L6.1" 
2 Ee 
一 • - - - -
- 一 . 
- - • Z 1 z - Z -




Algor i thm QB (wi th b i f u r c a t i o n h a n d l i n g ) app l i ed to t h e homotopy： 
(1 一 > 0 ( z 6 - 1) + X (z6 + 5.61z4 + 6.70z2 + 1) 
T h e n a t u r a l t r a c i n g ( th i ck l ine ) of c u r v e from a g u e s s z二 1+Oi of t h e s t a r t i n g 
po lynomia l (z® - 1) ( t h e l e f t ) jam at t h e b i f u r c a t i o n po int . However , -^ ^ -
w i t h b i f u r c a t i o n h a n d l i n g , it c a n c o n t i n u e t r a c i n g a f t e r a d j u s t i n g d i r e c t i o n . 
Compare w i t h a l g o r i t h m QF. 
Small dotted c u r v e s represent the actual zero-curve. 
11-2-12 
Algorithia PF ±ox iomotopy ‘'Standard-cluster --> L6.1" 
2 Ee 
一 一 - - 一 I 
J —— jo 
Z-Z ' - -一 
• z Z 
- ^^^^- r r t： ) \ , 
��� \ " 1 
— — — — 
l a a M a 
0 
A l g o r i t h m PF (wi th p e r t u r b a t i o n ) app l i ed to t h e homotopy： 
{1-X)(z6 - 1) + M z 6 + 5.61z4 + 6.70z2 + 1) ‘— 
T h e n a t u r a l t r a c i n g ( th i ck l ine ) of c u r v e from a g u e s s z二 1+Oi of t h e s t a r t i n g 
p o l y n o m i a l (z® 一 1) ( t h e l e f t ) jam at t h e b i f u r c a t i o n p o i n t at t h e c e n t r e . 
H o w e v e r , t h e a lgor i thm p e r t u r b s t h e s t a r t i n g polynomial , and t h u s it c a n 
c o n t i n u e t r a c i n g . 
Not i ce tha t p e r t u r b i n g t h e s t a r t i n g polynomial wi l l c h a n g e the or ig ina l 
z e r o - c u r v e s ”a l i t t l e bit", a l t h o u g h it c a n n o t be s e e n h e r e . 
Compare wi th a l g o r i t h m NF,NB,QF,QB. 
Small d o t t e d c u r v e s r e p r e s e n t t h e actual z e r o - c u r v e . 
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iomotopy "Standard-cluster --> C5.1" 
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Homotopy 1 
(1-X)(z5 - 1) + X (z5 + 1) 
Here, o n l y z e r o - c u r v e s are s h o w n . It i s a s imple i l l u s t r a t i o n of 
b i f u r c a t i o n � a n d i n f l e c t i o n p o i n t a t t h e same t ime) . . 
H o w e v e r , n a t u r a l t r a c i n g of c u r v e can u s u a l l y p a s s the i n f l e c t i o n po int . 
S e e o n e of t h e a lgor i thm appl i ed to th i s polynomial on t h e next p a g e . 





Algorithm QF ior homotopy "Standard-cluster —> 05.1" 
1 Ee 




— 一 一 一 一 一 





Algor i thm QF (with NO b i f u r c a t i o n hand l ing ) a p p l i e d to t h e homotopy： 
(1-X)(z5 - 1) + X (z5 + 1) 
The n a t u r a l t r a c i n g {thick l ine) of c u r v e from a g u e s s z=0.309+0.951i of t h e 
s t a r t i n g po lynomia l (z^ 一 1) ( t h e l e f t ) can s u c c e s s f u l l y p a s s t h e 
b i f u r c a t i o n (and i n f l e c t i o n po int at t h e same time) at t h e c e n t r e . 
Other a l g o r i t h m s h a v e no problem too. 
Small dotted c u r v e s represent the actual zero-curve* 
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Appendix HI An Example Demostrating the Effect of Round-off Errors 
Here or ig ina l L a g u e r r e ' s method {(4) of s e c t i o n 2.1) i s u s e d to t e s t 
t h e s i n g l e symmetr ic c l u s t e r "05.1" ( d e g r e e N=5). 
F i r s t we show t h e e f f e c t of r o u n d - o f f e r r o r s in f ixed machine p r e c i s i o n 
w h i c h u n e x p e c t e d l l y c a u s e s an ana ly t i ca l ly d i v e r g e n t i t erat ion to "converge" . 
T h e n we r e - s t a r t it u s i n g Mathematica a r b i t r a r y p r e c i s i o n which g i v e s the 
c o r r e c t r e s u l t , i .e . , d i v e r g e n c e . 
1 . F i x e d M a c h i n e P r e c i s i o n 
S t a r t i n g g u e s s ( " f a r a w a y " f r o m t h e c e n t r o i d w . r . t . r e f f ) : 
Zo = T 0 5 0 . + 1 0 0 0 . 1 
A t 3 4 t h i t e r a t i o n * 
Z34 = - 1 0 2 4 7 7 1 2 6 3 2 2 4 0 6 9 . 3 7 5 + 2 4 7 4 0 1 6 6 8 2 0 0 5 7 5 6 . 5 i 
Si = - ( 7 . 1 4 5 3 3 1 5 8 0 9 2 2 0 4 1 * 1 0 - 1 6 ) 一 1 . 7 2 5 0 3 5 6 4 1 0 3 1 4 7 7 * 1 0 " ^ s i 
p = 1 
( N / p = 2 . i l 0 - i 6 <<< (ROUND-OFF ERROR HERE) 
s q r t 二 2 . 9 8 0 2 3 2 Z 3 8 Y b y b c 5 1 * l U - « 
6Z = 1 0 2 4 7 7 1 2 3 2 6 8 3 5 0 6 . - 2 4 7 4 0 1 6 6 0 8 2 7 4 3 1 6 . i 
S q u a r e root m a g n i f i e s the r o u n d - o f f e r r o r in the ca lculat ion of (N/p - 1) 
a n d t h u s u n e x p e c t e d l y Z35 d o e s not jump into the centro id 
Z35 二 - 3 0 5 4 0 5 6 3 . + 7 3 7 3 1 4 4 0 . 4 9 9 9 9 9 9 9 i 
Si 二 一 （ 2 . 3 9 7 5 7 5 5 2 0 2 7 6 7 9 3 本 1 0 - 8 ) _ 5 . 7 8 8 2 5 9 2 6 7 4 3 8 6 8 4 * 1 0 - 8 i 
P = 
( N / u = 一 （ i • 本 1 0 - 1 6 ) 一 2•本 1 0 - i 6 i <<< (ROUND-OFF ERROR HERE) 
s q r t = 1 . 9 3 8 6 3 0 4 2 1 4 6 5 5 0 1 * 1 0 - 8 - 2 . 8 6 3 4 2 1 0 3 1^9469 * 10 -« 1 
6Z : 3 0 5 4 0 5 6 4 . 5 1 9 1 7 2 8 2 - 7 3 7 3 1 4 3 8 . 1 9 6 1 1 4 9 7 i 
S q u a r e root m a g n i f i e s t h e r o u n d - o f f e r r o r in the ca lculat ion of (N/p 一 1) 
and t h u s , u n e x p e c t e d l y aga in , Z36 d o e s not jump into t h e c e n t r o i d 
Z36 = 1 . 5 1 9 1 7 2 8 1 7 4 6 8 6 4 3 + 2 . 3 0 3 8 8 5 0 4 2 6 6 7 3 8 9 i 
Si = 1 . 0 0 7 9 8 5 6 5 4 8 9 9 0 0 5 - 1 . 5 0 8 5 5 8 1 6 5 3 1 6 3 2 6 i 
p = 1 
u = 4 . 9 6 9 1 4 2 7 4 5 0 2 1 0 1 7 - 0 . 1 2 0 3 2 4 1 1 9 9 2 5 8 5 6 i 
s q r t = 0 . 2 4 7 4 2 9 4 1 6 2 1 2 0 4 1 1 + 0 . 1 9 6 8 2 6 6 2 8 2 1 3 3 1 i 
6Z = - 1 . 4 8 0 3 5 5 6 4 0 2 7 0 3 3 7 - 1 . 6 0 3 3 1 8 3 6 5 2 2 7 3 0 6 i 
F i n a l l y , Z = 0 • 3 0 9 0 1 6 9 9 4 3 7 4 9 4 7 4 + 0 . 9 5 1 0 5 6 5 1 6 2 9 5 1 5 3 i . 
2 . A r b i t r a r y P r e c i s i o n ( 2 0 0 ) 
Where a r b i t r a r y p r e c i s i o n i s u s e d , almost no r o u n d - o f f e r r o r i s made, 
a n d t h u s , u n e x p e c t e d e v e n t d o e s not h a p p e n . 
Z = - 1 0 2 4 7 7 1 2 6 3 + 2 4 7 4 0 1 6 6 8 2 i � . 
Si = - ( 7 ： 1 4 5 3 3 1 5 8 0 9 * 1 0 - 1 6 ) _ l . 7 2 5 0 3 5 6 4 1 0 * 1 0 … i 
p = 1 
u = 5 . 0 0 0 0 0 0 0 0 0 0 
sqrt = 2.1029431022*10-39 + 1 • 0572208907*10_38土 
SZ = 1 0 2 4 7 7 1 2 6 3 - 2 4 7 4 0 1 6 6 8 2 i 
Z, = -(2.8310856862*10-23 )譯 5 . 6313795609*10- 2 4 i { p r e c i s i o n o f Z： 1 6 2 } 
Si = - ( 2 . 4 5 4 5 4 6 7 3 2 6 * 1 0 - 9 0 j _ 2 . 4 5 4 5 4 6 7 3 2 6 * 1 0 - ^ 0 1 
I = - ( 1 . 3 9 1 6 9 5 9 2 2 6 * 1 0 - 1 1 3 ) - 2 . 0 8 2 8 2 0 1 3 7 7 * 1 0 - ^ 1 ^ i sart = 4.2121019713*1056 + 7 .8802885255*lO^e1 
= - ( 4 ： 6 7 9 4 5 7 5 1 6 4 * 1 0 3 2 ) _ 1 . 5 4 2 6 1 0 4 0 8 9 * 103 3 i 
Z , , = 一 （ 4 . 6 7 9 4 5 7 5 1 6 4 本 1 0 3 2 ) 一 l • 5 4 2 6 1 0 4 0 8 9本 I Q ^ s ^ { p r e c i s i o n o f Z： 1 6 1 } 
= -(9：0037353211*10- 34^ + 2 . 9681337584*10- 3 3 ^  
y = 5 . 0 0 0 0 0 0 0 0 0 0 
= 4： 6 7 9 4 5 7 5 1 6 4 * 1 0 3 2 + 1 . 5 4 2 6 1 0 4 0 8 9 * 103 3 i 
Final ly , p r e c i s i o n of Z d r o p s to zero , fa ta l error r e s u l t s (i .e. , the r igh t a n s w e r ) . 
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