We use a variant of the Hotelling (1929) model to illustrate that, when a firm faces hard payment constraint(s), financially strong rivals may adopt predatory strategies to drive the firm out of the product market and hence to obtain extra profit from enhanced market power later on. Predation is more likely to occur if the payment constraint is contingent on the firm's performance. The model predicts that higher predatory threats in the product market reduce firm's use of performance-sensitive debt and this effect should be more pronounced for small firms with large growth opportunities. Through a sample of over 16,000 bank loans to U.S. borrowers in 1997-2008, we find empirical evidence to support these model predictions.
Introduction
Predatory threats (or predation risk) in the product market can significantly shape a firm's financial policies. Recent empirical studies find that higher predatory threats lead to higher level of cash holdings, lower dividend payments, and more hedging (e.g., Haushalter, Klasa, and Maxwell, 2007; Hoberg, Phillips, and Prabhala, 2012) . In this paper, we study how predatory threats affect firms' debt contracts. We use a a variant of the Hotelling (1929) model to show that, when a firm faces a payment constraint on which default means liquidation of the firm or termination of financing, rivals may adopt predatory strategies to drive the firm out of the product market and then to obtain extra profit through enhanced market power later on.
1 This is especially the case when the payment is contingent on the firm's performance. The possibility and profit of predation are monotonically increasing in the product similarity between the prey and the predator and in the growth opportunities of the product market. We further find empirical evidence on the use of performance-sensitive debt (PSD) to support these model predictions.
In our theoretical model, two firms compete in a Hotelling line where consumers are evenly distributed. There are two periods. In each period, each consumer chooses whether to consume one unit of product from one of the two firms. By consumption, the consumer obtains a utility U , but have to pay the price charged by the supplier and the transportation cost, which is equal to her distance from the supplier. When there is no payment constraint at the end of the first period, the optimal strategies of the two firms are period-independent because no one can prey to drive the other out of the market. However, when one firm faces a hard payment constraint but the other does not, predation may occur. By preying and driving the constrained firm out of the market, the predator can obtain the monopolist profit in the second period. This is true especially when the payment is contingent on the firm's early performance, because a performance-sensitive payment allows the predator to strategically increase the prey's payment constraint by worsening its performance. Furthermore, predation is more likely to occur if the two firms' products are more similar. In this case, the prey's performance is more sensitive to the predator's predatory strategies. Predation is also more likely to occur when the product market has larger growth opportunities, because growth opportunities increase the monopolist's profit in the second period and hence make predation more profitable.
In practice, performance pricing in bank loans has become increasingly popular in the past two decades. A traditional bank loan before its maturity is priced using a fixed interest spread over a floating benchmark such as LIBOR or prime. Performance pricing instead has a spread based on the measures of the borrower's performance such as credit rating or debt-to-EBITDA ratio. As our model predicts, performance-sensitive payment constraints are easy to be taken advantage of by financially strong rivals, so firms that are subject to predation, e.g. small firms, should manage predation risk by using less PSD. Our model thus has two main predictions. First, the higher predatory threats that a firm is facing in the product market, the less likely the firm is to have performance-sensitive feature in its debt contracts. Second, this effect from predatory threats should be more pronounced for small firms with large growth opportunities.
We empirically test these model predictions using a sample of over 16,000 bank loans to U.S.
borrowers in [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] . The main proxy for predatory threats is product market fluidity constructed by Hoberg, Phillips, and Prabhala (2012) , which captures the similarity between a firm's product characteristics and the comparable evolution of its rivals. We find that for small firms, fluidity is significantly related to the use of PSD, after controlling for a variety of control variables including profitability, leverage and cash flow risk, as well as industry and year dummies. A one-standard-deviation increase of fluidity is associated with a reduction in the probability of the bank loan contract having the performance-sensitive feature by 10%, compared to the sample average (0.34). This effect from fluidity is mainly driven by firms with large growth opportunities, those having positive research and development (R&D) spending. We also use the dummy for single-segmented firms as another proxy for predatory threats. Intuitively, a multi-segmented firm is less likely subject to predation because its product markets and investment opportunities are diversified. We find that all else equal, a single-segmented small firm on average uses PSD 53% less often than a multi-segmented small firm. These findings support our model predictions. In the literature, it is reported that firms with higher fluidity (Hoberg, Phillips, and Prabhala, 2012) and more diversified firms (Opler, Pinkowitz, Stulz, and Williamson, 1999; Duchin, 2010) hold more cash. This is consistent with our findings since firms with higher product market threats may both increase cash holdings and reduce the use of payment constraints that are subject to predation risk.
2
The payment constraint in our model can be any kind of predation-inducing contractual constraints, e.g. those included in contracts with financiers, suppliers, buyers, employees or any other stakeholders. The notion of contract applies to any implicit contract between two or more parties. For example, Bertrand (2004) find that product market competition has influence on employment contracts. In addition, the constraint is not necessarily stringent and predatory strategies do not necessarily aim to drive the prey out of the market. Predation may occur so long as it increases the business risk of the prey, not only the risk to exit but also the risk of being unable to fully exploit her future investment opportunities, and hence enhances the competitive advantage of the predator. For example, dividend payments are not a binding constraint, but the stock price of a firm usually decreases significantly following a reduction in dividend payments, especially for dividend omissions (see e.g., DeAngelo, DeAngelo, and Skinner, 2008) . Predation that reduces the prey's dividend payment may also worsen her performance both in the stock market and in the product market.
2 Opler, Pinkowitz, Stulz, and Williamson (1999) and Duchin (2010) interpret the negative correlation between corporate diversification and cash holdings as that diversified firms are well positioned to smooth investment opportunities and cash flows because both the opportunities and the outcomes of their divisions are not perfectly correlated. That is, cash flow risk induces the correlation. We instead provide a complementary explanation that the correlation can be due to predation risk.
There is a free-rider problem of predation. If the predator has to share the benefit from predation with other competitors or free-riders, predation is less likely to occur. This indicates that having more competitors in the product market does not necessarily mean higher predatory threats. Traditional competitive economic theory does not consider predation and predicts that the level of product market competition is increasing with the number of competitors. For this reason, market concentration, proxied by the Herfindahl-Hirschman Index (HHI), is frequently used as a measure of competition. A higher HHI indicates a lower level of competition (see e.g., Valta, 2012) . However, we illustrates that, under certain market structures, a larger number of competitors may reduce the chances of predation and hence reduce the intensity of competition, if the predator has to share the profit from predation with more competitors or free-riders. In this sense, HHI is not an adequate measure of competition when predation is considered as one dimension of competition. The key point here is that HHI as an industry-level measure cannot fully capture the dynamic interactions between firms within the industry. In our sample, HHI has no consistently significant empirical relationship with the use of PSD.
The paper makes two main contributions to the literature. First, we contribute to the intensive literature that studies the interactions between product market competition and firm's financial policies (e.g., Brander and Lewis, 1986; Bolton and Scharfstein, 1990) . Bolton and Scharfstein (1990) show that a firm with hard financial constraints, which emerge endogenously due to agency problems, could be subject to predation. Our model extends the Bolton and Scharfstein (1990) idea by showing that the possibility and profit of predation are monotonically increasing in the product similarity between the prey and the predator, and in the growth opportunities of the product market. This is consistent with Froot, Scharfstein, and Stein (1993) in that predation risk is mainly driven by the interdependence of a firms investment opportunities with that of its rivals. Several recent papers study how product market competition affects a firm's financial policy. For example, Haushalter, Klasa, and Maxwell (2007) and Hoberg, Phillips, and Prabhala (2012) report that higher predatory threats in-duce firms to adopt hedging strategies, hold more cash, pay less dividends, etc. It is also documented that product market competition raises the cost of debt (Valta, 2012) and the value of cash holdings (e.g., Chi and Su, 2013) , while large cash reserves lead to systematic future market share gains at the expenses of industry rivals (Fresard, 2010) . On the one hand, firms can mitigate predation risk by both reducing predation-inducing constraints in their contracts and increasing cash holdings or hedging. On the other hand, firms can hold more cash to prey on financially weak rivals and to earn more market share. Therefore, our findings are complementary to and consistent with these previous empirical studies.
We also contribute to the literature analyzing loan contracts, especially on the use of PSD. It is documented that the use of PSD is related to prepayment probability and refinancing costs (Asquith, Beatty, and Weber, 2005) , credit rating (Manso, Strulovici, and Tchistyi, 2010), corporate board structure (Francis, Hansan, Koetter, and Wu, 2012) , etc. Complementary to these findings, we show that the use of PSD also takes product market threats into account.
This adds a new dimension to think about firms' debt policies.
The remainder of the paper is organized as follows. In section 2, we construct the model and illustrate how payment constraints of a firm may induce predation by rivals and how PSD eases predation. Section 3 discusses the free-rider problem of predation. Section 4 provides empirical evidence. Finally, section 5 concludes.
Payment Constraints and Predation

Model Setup
We consider product market interactions between two rival firms, firm A and firm B. There are two periods and three dates, denoted as date 0, 1 and 2 respectively. Let the product market be characterized by a Hotelling (1929) line, on which consumers are evenly distributed with density, 1 and g, in the two periods respectively. The parameter, g, measures the growth opportunities of the market. Firms are suppliers and are also located on the line. In every period, each consumer chooses whether or not to consume one unit of product from one firm.
If consumption occurs, the consumer obtains a utility, U , but has to pay a transportation cost, or fit cost, equal to her distance from the supplying firm.
Without loss of generality, we assume that firm A lies to the left of firm B and the distance between them is α. We can think of α as an indicator of product similarity between the two firms. The smaller α is, the more similar the products of the two firms are.
3 At date 0, each firm chooses a pricing strategy, consisting of the prices in the two periods, to maximize its profit. Denote the pricing strategy of firm A as p 1 A in the first period and p 2 A in the second period, and similarly that of firm B as p 1 B and p 2 B . In every period, if a consumer decides to consume, she chooses the optimal supplier based on the total cost of her consumption, including the price she pays and the transportation cost. For convenience, the cost of production and the discount rates are all normalized to zero.
We further assume that firm A faces a hard payment constraint at date 1, D, which is either an interest payment or a due face-value payment of debt, while firm B does not. This is the case when, for example, firm A is debt financed but firm B is equity financed. If firm A is not able to meet the constraint, it will be terminated at date 1 and then firm B will be the monopolist in the product market. This asymmetry of financial conditions may induce predation.
4 It might be optimal for firm B to choose predatory strategies in the first period, driving firm A out of the market, and then to enjoy the monopolist profit in the second period.
Obviously, for sufficiently large α, there is no product market interaction between the two firms. Each firm is a monopolist in its local market and makes its decision independently. We call such an equilibrium the "local-monopoly equilibrium", demoted as (p 3 "Product" in our model refers to the physical product as well as the associated services and nonphysical value of the product. For example, both Leveno and HP produce laptops with different properties (brands, services, color, setups, etc.), but they compete in the same laptop market. 4 In our model, the payment constraint is exogenously given. One may ask why firm A accepts the financial constraint if predation is possible. Bolton and Scharfstein (1990) argue that financial constraints emerge endogenously to mitigate agency problems. We adopt their result here.
When α is below certain threshold, the two firms compete in the product market but, as long as D is sufficiently small, e.g. D = 0, predation cannot occur. We call this equilibrium without predation the "competitive equilibrium", denoted as (p
. This is the case of the traditional competitive economic theory. Finally, predation occurs at equilibrium for sufficiently low α and high D. We call such an equilibrium the "predatory equilibrium", denoted as (p 1 * * * A , p 1 * * * B ) and (p 2 * * * A , p 2 * * * B ). In the following, the three cases of equilibria will be considered in turn.
Local Monopoly and Competitive Equilibria
As a starting point, consider the simplest case when the two firms are far away from each other so that they do not interact in the product market. In this case, there is no competition between them. Each firm is a monopolist in its local product market, choosing pricing strategies independently to maximize its own profit in the two periods. Concerning this local-monopoly equilibrium, we have the following proposition. (1 + g)U 2 .
Proof : See Appendix.
We now consider the competitive equilibrium without predation. Following Proposition 1, when α < U , the two firms interact with each other. To exclude predation, we first assume that D is small enough. In this case, firm B is not able to drive firm A out of the market, so predation is not profitable. Decisions of the two firms are independent across periods.
Given one's price in a period, the other will choose the optimal price to maximum its own profit in the same period. At equilibrium, every firm's price is the best response to the other's in each period. We now analyze such an equilibrium without predation. Define firm A's individual market as the one consisting of all consumers who earn a nonnegative surplus by consuming from firm A, and similarly define firm B's individual market. In the local monopoly equilibrium, the individual markets of the two firms do not overlap. We have the second proposition.
Proposition 2: When α < U , the two firms compete at equilibrium but, as long as D is sufficiently small, there is no predation. For every period s, wheres = 1 or 2, i If and only if 0 < α < (1 + g) α + 2U 2 .
ii If and only if (1 + g) · α(2U − α).
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So far, the payment constraint of firm A has been irrelevant, because it is so low that firm B is not able to take advantage of it and hence predation cannot occur. This is the result of the traditional Hoteling (1929) model without financial constraint. Intuitively, there is a threshold, D, over which it is optimal for firm B to prey. We will solve for D in the following section.
Payment Constraints and Predation
In a perfect capital market, it does not matter how the firm is financed (Modigliani and Miller, 1958, 1963) . With market imperfections, e.g. agency problems, usually there exists an optimal financing strategy. Bolton and Scharfstein (1990) illustrate that, when the entrepreneur is able to divert some cash flows, the optimal financial contract includes a hard payment constraint, which potentially triggers termination of financing or liquidation of the firm. This hard payment constraint aligns the firm's incentive with investors, but it induces 5 The marginal consumer is defined as the one who is indifferent between consuming from the two firms.
predation. Rivals may choose predatory strategies to reduce the profit of the current firm.
If the current firm is not able to meet the hard payment constraint, it will be terminated and then the rivals will obtain extra profit from enhanced market power in later periods. In practice, debt is associated with hard payment constraints, on which defaults may trigger liquidation.
We take the conclusion from Bolton and Scharfstein (1990) and exogeously assume a payment constraint of firm A. Given this constraint, firm B can choose from two strategies. One is not to prey, setting the first-period price equal to that of the competitive equilibrium, p 1 * * B . The other strategy is to prey by choosing a sufficiently low price in the first period, to which the best response of firm A cannot meet the payment constraint. With a predatory strategy, firm B's profit in the first period will be lower than that in the competitive equilibrium, but its profit in the second period after firm A exits will be the monopolist profit, which is higher than that in the competitive equilibrium.
Let's now solve for the threshold of the payment constraint to induce predation, D. For convenience, we will focus on the simple case of α when there is a unique competitive equilibrium in the absence of predation, i.e. 0 < α ≤ 
Performance-Sensitive Payment and Predation
One of the widely observed debt features in practice is performance-sensitive payments.
Manso, Strulovici, and Tchistyi (2010) performance-pricing provisions. Now we analyze this class of debt, which is often called performance-sensitive debt (PSD). Our main conclusion is that the use of PSD facilitates predation. Intuitively, if the payment is contingent on the firm's early performance, it is easier for rivals to worsen the performance through predatory strategies and hence to raise its payment requirement, and further to make the firm default on the higher payment requirement.
To show the point, we introduce an interim date t between date 0 and date 1, based on our model of predation in the previous section. Suppose that firm A's hard payment constraint is contingent on its date-t profit, which is publicly observable.
7 To simplify our analysis, we assume that the profit of firms or consumption of consumers accrues constantly overtime.
That is, every consumer will consume t units of the product before date t. Moreover, we assume that the required payment of firm A will be hD if its accrued profit at date t, π t A , is no more than tD, while the payment is lD if π t A > tD, where 0 < l < 1 < h. In our simple model, the parameters, t, h and l, are exogenously given. But we assume that without predation, the straight debt with payment D and the PSD with payments, hD and lD, are equivalent when the contract was signed before date 0. That is, the parameters were set such that in the absence of predation, the two debt forms are equivalent at the time when it was signed.
2 . Namely, predation is the optimal choice of firm B as Proposition 3 shows and, in the absence of predation, firm A can meet the payment hD at date 1. If firm B preys but ignores the performance-sensitive property of the payment constraint that firm A faces, its total profit will be the right-hand side of (1).
Now we consider a new strategy of firm B: first, firm B chooses a low price before t to induce π t A ≤ tD and hence to raise firm A's date-1 payment to hD; second, firm B sets the price between date t and date 1, which drives firm A to default on the payment, hD. The two prices does not necessarily have to be the same. The following proposition shows that this new pricing strategy increases the probability of predation.
Proposition 4: Suppose that the hard payment constraint of firm A is contingent on its date-t profit (t < 1). The payment is hD (h > 1), if the accrued profit of firm A at date t is no more than tD, and is lD otherwise. We have the following conclusions.
i Firm B will prey if and only if D > D, where
( 2) ii PSD eases predation, i.e., D < D.
iii Predation is more likely to occur for lower α, larger g, larger h and lower t, i.e.
The interpretation of (2) is similar to (1). The key difference is that, in the case of PSD, the first-period profit of firm B through predatory strategies includes two parts: before t and after t. Before t, firm B preys to worsen firm A's performance and hence to raise firm A's date-1 payment. After t, firm B can just set its price to maximize the profit in the current period.
The Free-rider Problem of Predation
Traditional competitive economic theory does not consider predation and predicts that the more competitors the market has, the more competitive the equilibrium is. For this reason, market concentration, proxied by the Herfindahl-Hirschman Index (HHI), is frequently used as a measure of competition. An increase in HHI generally indicates a decrease in competition and an increase of market power. In this section, we will show that, if predation is considered as one dimension of competition in the product market, HHI is no longer an adequate measure of competition. Predation occurs only if the predator obtains extra profit from enhanced market power after the prey exits or incurs a big loss. If there are more competitors than the predator in the product market, the predator may have to share the profit of predation with these competitors or free-riders. This dilution effect of predation due to the free-rider problem may make predation less likely to occur. Therefore, a larger number of competitors or a lower HHI of the product market may reduce the chances of predation and hence reduce the intensity of competition. HHI, as a static and backward-looking measure of market concentration and an industry-level measure of competition, cannot fully capture the dynamic interactions between firms within an industry.
To give a simple illustration for how the free-rider problem affects predation, we consider one more competitor, firm C, in the product market. Following the analysis in section 2.3, assume Φ > 0 to allow for predation even in the absence of firm C. Without loss of generality, we consider only when firm B is closer to firm A than firm C is. This leaves us the following two cases, labeled as (I) and (II) in Figure 2 . In (I), firm C is on the left-hand side of firm A and the distance between firm C and firm A, β I , satisfies α ≤ β I < U . In (II), firm C is on the right-hand side of firm B and the distance between firm C and firm B, β II , satisfies When firm C lies in (I), firm A is under competition from both firm B and firm C, but the latter two compete directly only if firm A exits the market. There are two sub-cases, α + β I ≥ U and 0 ≤ α + β I < U , which we analyze in turn. First, when α + β I ≥ U , from our reasoning in section 2.3, it is not difficult to know that the presence of firm C makes predation easier. This is because, as long as firm B chooses the same predatory strategy as that when firm C is absent, firm A will exit at date 1 and firm B (as well as firm C) will be the monopolist in its local market in the second period. That is, no matter whether firm C preys, predation from firm B occurs at least as likely as the case when firm C is absent.
Notice further that, under firm B's predation, firm A's profit in the presence of firm C is lower than that in the absence of firm C due to firm C's competition or co-predation. Therefore, when α + β I ≥ U , the presence of firm C strictly raises the probability of predation.
In the case when 0 ≤ α + β I < U , it is easier for firm B to drive firm A out of the market at date 1 due to the closer distance between firm A and firm C, but firm B and firm C have to share the post-predation profit in the second period. This dilution effect may hinder firm B's predation. From Proposition 2, if
U ≤ α + β I < U , there are multiple competitive equilibria in the second period, which complicates our analysis. We therefore, as usual, restrict our reasoning to only the symmetric equilibrium, in which the marginal consumer in the second period lies in the middle of firm B and firm C.
Lemma 1: When 0 ≤ α + β I < U , the necessary and sufficient condition for predation is
Proof : See Appendix. also inconclusive whether the presence of firm C makes it more difficult for firm B to prey.
In sum, we get the following proposition.
Proposition 5: Under certain market structures, the presence of more competitors makes predation more difficult because the predator has to share the profit from predation with other competitors or free-riders. We call this the free-rider problem of predation.
Due to the presence of financial constraints, predation could be the rational choice of some competitors in the product market. However, predation is not monotonically increasing with the number of competitors due to the free-rider problem. We show that predation is less likely to occur in certain cases when the predator has to share the benefit from predation with more competitors or free riders. Therefore, if predation is counted as one dimension of competition, market concentration or HHI is no longer an adequate measure of competition.
Under certain market structures, a higher market concentration indicates a higher level of predation because the dilution effect of predation due to the free-rider problem is lower for a higher market concentration. Haushalter, Klasa, and Maxwell (2007) use HHI as a proxy for predatory threats. They interpret a higher HHI as a higher level of predatory threats or competition. From Proposition 5, we see that this may also be inappropriate, since the relationship between HHI and predation depends on specific market structures.
for studying product similarity between firms in the product space, but for simplicity we do not directly take relative firm size into account. It is possible to think of a large firm as having more locations or lower transportation costs for consumers, compared to a small firm. We expect that the effect from predatory threats on the use of PSD is significant only for small firms.
Furthermore, growth opportunities in the product market also play a role to attract predation in our model. Provided the firm is subject to predation, larger growth opportunities increase the profit from predation and are hence more likely to attract rivals to prey. We conjecture that the effect from predatory threats on the use of PSD is more pronounced for small firms with larger growth opportunities.
To sum up, our main testable hypothesis is that firms that face higher predatory threats from the product market are less likely to use PSD and the effect from predatory threats on the use of PSD is more pronounced for small firms, especially for those with larger growth opportunities.
We also identify the free-rider problem of predation. Predation may be less likely to occur if the predator has to share the benefit from predation with other rivals. Due to this freerider problem, lower market concentration, e.g. proxied by lower HHI, does not necessarily indicate a higher level of predation. We thus expect that the effect of HHI on the use of PSD is different from that of proxies for predatory threats. This motivates our use of HHI as an explanatory variable in some specifications.
Data and Variables
Data and Sample
We obtain loan contract data from a 2011 extract of the Reuters Loan Pricing Corporation (LPC) DealScan database, which we merge with the CRSP-Compustat merged database (quarterly Compustat data) using the DealScan-Compustat Link Data originating from Chava and Roberts (2008) . We obtain data related to firms' product market environment, including data on HHI, industry classification and product market fluidity, from the HobergPhillips data library. in the Compustat database into two groups, "small" and "large", with equal number of firms in each group. If the borrower of a given deal in our sample in the loan activation year is classified in the "small" group in Compustat, we put this deal into the small subsample.
Similarly, we get the large subsample. There are 3,746 loans issued by 1,758 firms in the small subsample and 12,665 loans issued by 2,758 firms in the large subsample. 9 This indicates that our full sample consists of relatively large firms of the Compustat database, and the larger the firm is, the more often its loan issunce is. This is similar to previous studies using DealScan, which includes mostly syndicated loans issued by relatively large firms.
Variable Descriptions
The definitions of variables used in our analysis are summarized in table 1. Our main interest is to examine whether predatory threats affect the use of PSD. We construct a dummy, P SD, that equals to one for PSD and zero for non-PSD. We define a loan as PSD if it consists of at least one facility with the performance-sensitive feature, while non-PSD if it has no any facility with the performance-sensitive feature.
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Our main measure of predatory threats is product market fluidity (F luidity) constructed in Hoberg, Phillips, and Prabhala (2012). Briefly, product market fluidity is based on firms product descriptions as found in 10-K's, utilizing rival's changes in such descriptions compared to the product description of a given firm. By definition, it is the dot product between a firm's own word usage and the comparable normalized aggregate change of the rivals. It identifies how rival's actions in terms of their product characteristics compare to a firms product characteristics in a given year. Hoberg, Phillips, and Prabhala (2012) find that higher fluidity is associated with higher cash holdings and lower dividend payment, while Chi and Su (2013) report that the value of cash holdings is higher for firms with higher product market fluidity. As a dynamic measure of product market interactions, fluidity captures the similarity between the firm's product change and the product evolution of its rivals. Since our model predicts that the possibility of predation is increasing in the product similarity between rivals, we think that fluidity as described above is an ideal measure of predatory threats for the empirical examination of our model predictions. A firm's product market fluidity is increasing in the product market threats that it faces.
Our second measure of predatory threats is the dummy for single-segmented firms (SingleSeg).
We compute this measure using data in the Compustat Segments files. Intuitively, a multisegmented firm is subject to less predatory threats, because its product markets and investment opportunities are diversified. Opler, Pinkowitz, Stulz, and Williamson (1999) report that the number of business segments is negatively correlated with corporate cash holdings.
They interpret the finding that diversified firms are more likely to have substantial assets that can be sold to finance investment opportunities, so they have lower levels of liquid assets (see also e.g., Duchin, 2010) . That is, cash flow risk ot the risk to be financially constrained is the diver of the negative correlation between the number of business segments and corporate cash holdings. Alternatively, we argue that multi-segmented firms are less likely to be subject to predation risk and hence hold less cash. The cash flow risk in (Opler, Pinkowitz, Stulz, and Williamson, 1999; Duchin, 2010) and predation risk may both play important roles in determining the correlation.
We control for a number of firm characteristics in our analysis, including the natural logarithm of the book value of assets (lnAssets), cash flow risk (CashF lowRisk), investment opportunities (Q), leverage (Leverage), profitability (P rof itability), tangibility (T angibility),
etc. These are the commonly used explanatory variables in relevant research. 11 We measure cash flow risk by the variance of EBITDA in the past eight quarters divided by the book value of assets. Firm's investment opportunities is proxied by the market-to-book ratio, calculated as the sum of the market value of equity and book value of total debt, divided by total assets. Firm leverage is the ratio of total debt to total assets, profitability is operating income before depreciation divided by total assets, and tangibility is the ratio of net PP&E to total assets.
The loan characteristics used in our regressions include the natural logarithm of the deal amount (lnAmount) and of the loan maturity (lnM aturity), as well as dummies for loan purposes (LoanP urpose) and for whether the loan is a term loan (T ermLoan) or syndicated loan (Syndication). 12 These contract variables may be jointly determined with the dependent variable, inducing potential endogeneity problems (e.g., Valta, 2012). In some specifications, we eliminate all such variables.
We include year and industry dummies to control for market and industry conditions. Indus-11 Another widely-used control variable is credit rating. We do not include credit rating in our regressions because this variable has too few observations for small firms. In our sample, the 3,746 loans with 5,463 facilities issued by 1,758 small firms, only 44 have credit rating information. In addition, a dummy for credit rating in the regressions does not have influence on our results.
12 Following Carey, Post, and Sharp (1998), we categorize loan purposes into four groups according to the primary purpose reported in the DealScan database: general purposes ("working capital" and "general corporate purpose"), recapitalization ("debt repayment/consolidation", "recapitalization", and "debtor-in-possession loan"), acquisition ("general or specific acquisition program" and "LBO loans") and others. try classifications are constructed by using 2-digit SIC codes or 3-digit SIC codes, depending on different specifications. We also do analyses including the TNIC HHI from Hoberg and Phillips (2011). 
Empirical Methodology
To test the above hypotheses, our main approach is to run Probit regressions, where the dependent variable is the dummy for PSD. The main explanatory variables include the proxy for product threats and a set of controls as follows,
where φ is the standard normal cdf; Y i,t is the dependent variable, taking the value of 1 if debt contract i in year t includes the performance-sensitive feature and 0 otherwise; and X i,t is the set of explanatory variables. This approach is similar to the analysis on payout policy in Hoberg, Phillips, and Prabhala (2012).
Since only small firms are subject to predation, we expect that the effect from predatory threats is significant for small firms. To check whether growth opportunities play a role, we run the same regressions for small firms with large and low growth opportunities respectively.
By expectation, the effects are different across these two groups.
In DealScan, the performance-sensitive feature is specified at the facility level, but our analysis is done at the loan level. 14 A loan-level analysis, as opposed to facility-level analysis, is appropriate because it may be enough for the predator to take advance of the performancesensitive feature providing one facility in the loan has this feature. In addition, as Manso, Strulovici, and Tchistyi (2010) argue, because multiple facilities of the same loan cannot be treated as independent observations, a facility-level analysis produces standard errors that are improperly small.
Endogeneity problem may bias our results. The seemingly most common source of endogeneity in studies of financing and product market competition is the joint determination of financial policy and product market strategy. In this paper, our main measure of predatory threats is product market fluidity, which takes actions of rival firms into account. This, as
Hoberg, Phillips, and Prabhala (2012) point out, mitigates the potential endogeneity issue of financial policy and product market strategy being jointly determined. We also use the dummy for single-segmented firms to measure predatory threats. It is difficult to argue that the use of PSD induces a firm to have more segments, so the endogeneity problem using this measure is not severe.
Empirical Results
Summary Statistics
Our full sample consists of 16,411 deals (23,108 facilities) issued by 4,516 firms. Panel A of table 2 presents summary statistics for the loans in the sample. Around 44% of the observations have the performance-sensitive feature. The mean fluidity is 6.71 and around 51% loans are issued by single-segmented firms. The mean book assets for firms in our study is 5.7 billon USD, which is larger than the Compustat average for the same years and also larger than other studies using the DealScan database (e.g., Valta, 2012). 15 The average leverage, profitability, market-to-book ratio and tangibility are 32%, 3%, 1.79 and 0.32, respectively. For the loans in this sample, maturity has an average of approximately 48 months, the average loan amount is USD 423 million and 85% are syndicated. 16 These variables are similar to previous studies using the DealScan data.
In panel B, we present summary statistics for loans issued by small firms. Since the loans in 15 The data in our study does not represent a random drawn from the Compustat universe, but rather, as previous research using the DealScan database has shown, consists of relatively large firms. We believe this represents a strong bias against our findings, as predatory threats should be stronger for smaller firms. 16 We take loan's maturity as the largest one among all facilities in the deal.
our full sample are issued mainly by relatively large firms, our "small" subsample has only 3,746 loans (5,463 facilities) issued by 1,758 firms. Compared with the full sample, small firms issue loans less frequently. On average, small firms are more single-segmented (66%) and use less PSD (34%), but the fluidity measure has not significant difference across small and large firms. Small firms issue loans with smaller loan size, shorter maturity and less probability being syndicated. The average leverage, profitability, market-to-book ratio and tangibility are 24%, 1%, 2.00 and 0.26. These figures are all different from large firms in a pattern as expected.
Differences in Firm and Loan Characteristics across Subsamples
To get an initial insight on the relation between the use of PSD and predatory threats, we look at the distribution of the predatory measures, and firm and loan characteristics across groups of PSD and non-PSD based on firm size. Panel A and B of table 5 report means of the used explanatory variables in our empirical analyses for observations of small firms and large firms respectively. The table shows that PSD issuers have lower fluidity and are less likely to be single-segmented firms. This coincides with our model prediction that predatory threats reduce the use of PSD. Especially, the differences are more pronounced for small firms, indicating that predatory threats have more significant effects on small firms. PSD issuers also have lower market-to-book ratios than non-PSD issuers, indicating that firms with larger growth opportunities use less PSD. The effect is also more pronounced for small firms, consistent with our model predictions.
For both small and large firms, PSD loans have larger loan size and longer maturity, and are more likely to be syndicated than non-PSD loans, while PSD issuers are more profitable than non-PSD issuers. However, the difference in most of the other firm and loan characteristics across PSD and non-PSD observations are either insignificant or inconsistent for small and large firms. For example, for small firms, PSD issuers have larger asset size than non-PSD issuers, but this is in an opposite direction for large firms. Leverage, tangibility and HHI have similar patterns. The divergence can be explained by the argument that small and large firms face different product market threats and hence consider different factors in using PSD.
Predatory Threats and the Use of PSD
As our model predicts, predatory threats reduce the use of PSD. We examine this effect through cross-sectional Probit regressions, where the dependent variable is the dummy for PSD. Table 6 shows the results. The measure of predatory threats is F luidity in column
(1)- (5) and SingleSeg in column (6)- (10). In all regressions, standard errors are clustered at the firm level and are corrected for heteroskedasticity. We see from the table that the coefficients of both F luidity and SingleSeg are significantly negative for small firms, indicating higher predatory threats reduces the use of PSD for firms that are subject to predation risk.
However, as we analyze earlier, large firms are unlikely to be subject to predation, so predatory threats should have little effect on the use of PSD for large firms. This is confirmed by regression results using the sample of large firms in column (3), (5), (8) and (10), in which our measures of predatory threats do not show much significance. Conditional on the presence of predation risk, asset size can also be thought of as a proxy for predatory threats.
In column (2) as well as (7), asset size has a significantly positive coefficient, showing that among firms that are subject to predation, a smaller asset size or higher predatory threats is associated with less use of PSD. However, in column (3) as well as (8), the use of PSD for large firms is increasing in asset size of the firm.
In particular, from column (2) or (4) of the table, a one-standard-deviation increase of fluidity is associated with a reduction in the probability of the bank loan contract to have the performance-sensitive feature by about 10%, compared to the sample average (0.34). In column (7) or (9), changing from a multiple-segmented firm to a single-segmented one, the use of PSD is reduced approximately by 51%. These empirical results show that firms that face higher predatory threats from the product market are less likely to use PSD and the effect from predatory threats is more pronounced for small firms. The results are significant both statistically and economically, confirming our hypothesis.
Some control variables are also significantly related to the use of PSD. Profitability when included always has a significantly positive coefficient across samples and specifications. Cash flow risk has a negative effect, but significant only for small firms. This is possibly because PSD leads to early default when performance deteriorates, so borrowers with higher cash flow volatility reduce the use of PSD to reduce the probability of default. In column (3)- (5) and (8)- (10), higher leverage is associated with significantly less use of PSD. This is consistent with our model predictions, since high-leveraged firms are more possible to be subject to predation. In addition, syndicated loans and loans with longer maturity or larger amount use PSD more often. Syndicated loans have multiple lenders and more complicated structure, and hence higher refinancing costs (Bolton and Scharfstein, 1996) , while longer term loans are more possible to be prepaid. Therefore, the more use of PSD among syndications and longer term loans coincides with the findings in Asquith, Beatty, and Weber (2005) that PSD is more common when prepayment is more likely or costly. Finally, it seems that the relationship between bankruptcy probability (ZScore) and the use of PSD is weak.
Growth Opportunities
According to our model predictions, predation is more likely the case in market with large growth opportunities, which raise the predator's profit after a successful predation strategy.
This coincides with Froot, Scharfstein, and Stein (1993) in that predation risk is mainly driven by the interdependence of a firm's investment opportunities with those of rivals. In table 6, growth opportunities seems to have weakly negative influence on the use of PSD.
Manso, Strulovici, and Tchistyi (2010) argue for the signally role of PSD for high growth firms. According their model, high growth firms should use PSD more commonly. This is not consistent with our results, because Q in our regressions is a measure of observed growth opportunities, while the Manso, Strulovici, and Tchistyi (2010) signaling model considers hidden growth opportunities.
In table 7, we investigate how the significance of fluidity for small firms depends on their growth opportunities, which is measured by research and development (R&D). We split small firms into two groups: those with high growth opportunities, which have positive R&D, and those with low growth opportunities. We run the same regressions on both groups. The table shows that the effect from fluidity on the use of PSD is mainly driven by firms with high growth opportunities. Fluidity has a significantly negative effect only for small firms with positive R&D. This is consistent with Hypothesis II.
Controlling for Market Concentration
In the literature, market concentration or HHI is widely used as the measure for product market competition. More concentrated markets are typically considered as less competitive markets. However, Kovenock and Phillips (1997) show that strategic interactions are more prevalent in more concentrated markets. Haushalter, Klasa, and Maxwell (2007) then use market concentration as a proxy for predatory threats, with more concentrated markets being considered to have higher predatory threats. We propose the free-rider problem of predation, which indicates that market concentration (HHI) may capture only the dimension of product market competition which is different from predatory threats (fluidity). To exclude the effects from market concentration, we include the TNIC HHI in our regressions. 17 The results are shown in table 8. The effect from predatory threats keeps significant after controlling for HHI.
HHI in general is not significantly related to the use of PSD. These findings are consistent with our argument on the free-rider problem of predation.
Further Robustness Checks
We have pursued a number of further robustness checks. First, some empirical studies control for industry fixed effects based on 2-digit SIC codes (e.g., Valta, 2012). We thus use industry dummies based on the 3-digit SIC codes instead of the 2-digit SIC codes. Table 9 shows that our results are not sensitive to industry classifications. Second, our results are not driven by the econometric models used. We consider linear probability models (LPM) in The table shows no any significant change in our results. To sum up, the conclusions draw previously are robust to these checks.
Conclusion
In the literature, it is argued that PSD is used to mitigate agency problems (e.g., Manso, Strulovici, and Tchistyi, 2010) or to save refinancing costs (e.g., Asquith, Beatty, and Weber, 2005 
Appendix
Proof of Proposition 1
The optimization problem of firm A is max (p 1
. This problem has a unique solution, p 
(α + ǫ). The profit of firm A changes to
(U − 2α). That is, if α < U , firm A can deviate its price from 
Proof of Proposition 2-i
Note that, for any pricing strategies (p . If firm A decreases its price, p 1 * * B + α, by an infinitely small amount δ, firm A will get all the consumers on its left-hand side and its profit will be larger than
. That is, the marginal profit for firm A by increasing its price is positively infinite. Therefore, at equilibrium it is impossible to have p 1 * * A = α + p 1 * * B . We get contradiction, so the marginal consumer cannot lie on the same side of the two firms.
Denote the distance between the marginal consumer and firm A as x. For given pricing Q.E.D.
Proof of Proposition 2-ii
From the proof for proposition 2-i, we know that, if and only if p U . It follows that p 1 * *
Q.E.D.
Proof of Proposition 3
A predatory strategy of firm B, p 1 B , is to reduce firm's date-1 profit no more than D. When 0 < α ≤ 
. The profit of firm B in the first period is
After firm A goes bankrupt at date 1, firm B will obtain the monopolist profit in the second period, π 2 * * * B = 1 2 gU 2 , so the total profit in the two periods is
Recall Π * * B = 3 50
(1 + g) α + 2U 2 . We have Φ = Π * * *
, the optimal strategy of firm B is to prey in the first period, and p
Proof of Proposition 4
From Proposition 3, the optimal price before t is p t * * * * B = p 1 * * * B = √ 24D − α − 2U . With this price, firm A's profit accrued before date t is exactly tD and the required payment will be hD at date 1. Between date t and date 1, the optimal predatory price of firm B, p 1 * * * * B , should make firm A's profit within this period no more than (h − t)D. Note the length of this period is 1 − t. Also following the reasoning in section 2.3, we get
The profit of firm B in the first period includes two parts as follows
) .
Note that
That is, if the date-1 payment of firm A is contingent on its date-t performance, firm B through predation can obtain a higher profit than that when the date-1 payment of firm A is unconditional. Similarly, we can get that 
The best response functions are
Solving this equation system, we can get the optimal pricing strategies when there is no predation. All results are summarized in column 2 of the table.
Now consider when firm B preys but firm C, as the free-rider, does not. 19 In the second period when firm A exits, obviously the profits of firm B and firm C are both 3 50
In the following, we focus on the pricing strategy in the first period. Suppose firm B chooses a pricing strategy, p 1 B . From (7), we have
To prey, firm B will choose p 1 B such that firm A's profit equals to D. That is
Thus the predatory pricing strategy of firm B equals to
β I . Given this predatory pricing strategy, the corresponding optimal strategies of firm A and firm C can be solved through (8) In sum, we can get Φ. We ignore cases in which both firm B and firm C prey and in which firm B is the free-rider. Dummies for the four loan purposes: acquisition purpose ("general or specific acquisition program" or "LBO loans"), recapitalization purpose("debt repayment/consolidation", "recapitalization" or "debtor-inpossession loan"), general purpose ("working capital" or "general corporate purpose") and others.
Market and industry characteristics HHI The TNIC HHI developed in Hoberg and Phillips (2010a). Industry Dummies using the SIC two-digit industry classification Year
Dummies for years [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] The table presents average firm and loan characteristics for high-fluidity and low-fluidity observations, and their differences. For small and large firms respectively, we split the sample into loans with above-median (high) fluidity in the year and below-median (low) fluidity in the year. Panel A and B include observations for small firms and large firms respectively. Small firms are defined as those that have below-median total assets in the Compustat dataset in the year. Variables are described in Table 1 . Significance at the 10%, 5%, and 1% level is indicated by *, **, and ***, respectively. (1974) . Standard errors are clustered at the firm level and corrected for heteroskedasticity. Significance at the 10%, 5%, and 1% level is indicated by *, **, and ***, respectively. t-values are shown in parentheses.
(1) (2) (3) (4) (5) (1974) . Standard errors are clustered at the firm level and corrected for heteroskedasticity. Significance at the 10%, 5%, and 1% level is indicated by *, **, and ***, respectively. t-values are shown in parentheses.
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