General intelligence is correlated with the mean and variability of reaction time in elementary cognitive tasks, as well as with performance on temporal judgment and discrimination tasks. This suggests a link between the temporal accuracy of neural activity and intelligence. However, it has remained unclear whether this link reflects top-down mechanisms such as attentional control and cognitive strategies or basic neural properties that influence both abilities. Here, we investigated whether millisecond variability in a simple, automatic timing task, isochronous tapping, correlates with intellectual performance and, using voxel-based morphometry, whether these two tasks share neuroanatomical substrates. Stability of tapping and intelligence were correlated and related to regional volume in overlapping right prefrontal white matter regions. These results suggest a bottom-up explanation of the link between temporal stability and intellectual performance, in which more extensive prefrontal connectivity underlies individual differences in both variables.
Introduction
Recent years have witnessed an increased interest in the neurobiological underpinnings of psychometric general intelligence (g) (Deary, 2000; Jung and Haier, 2007) . Neuroimaging studies have thus shown that intelligence is related to both structural and functional brain properties. The most well replicated anatomical finding is a positive correlation (r ϭ 0.3-0.4) between intelligence and measures of total brain volume (McDaniel, 2005; Rushton and Ankney, 2007) . Several studies have also investigated the relationship between regional brain anatomy and intelligence (Jung and Haier, 2007) , demonstrating positive correlations between intelligence and regional brain volume in widespread areas of the gray and the white matter but particularly in prefrontal and temporoparietal association cortices (Reiss et al., 1996; Frangou et al., 2004; Haier et al., 2004 Haier et al., , 2005 Colom et al., 2006; Shaw et al., 2006) .
These results are in line with findings from functional neuroimaging studies, in which brain activity during performance of highly g-loaded tasks was measured. Solving items from intelligence tests (Haier et al., 1988; Prabhakaran et al., 1997; Duncan et al., 2000) or performing other highly g-loaded reasoning tasks (Goel et al., 1997; Goel and Dolan, 2001; Kroger et al., 2002; Geake and Hansen, 2005 ) is accompanied by activity in widespread regions, but involvement of prefrontal and parietal cortices is one of the most consistent findings across studies (Jung and Haier, 2007) . A comprehensive review and synthesis of the neuroimaging literature on intelligence can be found in the paper by Jung and Haier (2007) , in which information processing in frontoparietal networks is proposed to be a central mechanism of intellectual functioning.
A different approach to the study of the basis of intelligence has its origins in the psychometric tradition: chronometric studies of performance in elementary cognitive tasks. A consistent finding in such studies is that intelligence correlates negatively with the mean and variability of reaction time (RT) in a wide range of elementary cognitive tasks (Deary, 2001; Jensen, 2006) . In several studies, RT variability has shown a somewhat larger negative correlation with intelligence than mean RT (Jensen, 1992; Baumeister, 1998; Deary, 2001) . Recent studies including RT tasks, as well as temporal discrimination and judgment tasks, have reported that the latter tasks correlate better with intelligence than RT and that the portion of overall variability in intelligence explained by the RT tasks almost entirely represents variance also explained by the temporal tasks (Helmbold et al., 2007; Rammsayer and Brandler, 2007) . Neural factors influencing accuracy of timing may thus be fundamental to intelligence. However, previously used temporal tasks included explicit manipulation of time intervals in working memory (Helmbold et al., 2007; Rammsayer and Brandler, 2007) . The link between intelligence and timing could thus plausibly be explained by top-down mechanisms such as attentional control and cognitive strategies as well as by bottom-up mechanisms, e.g., in terms of basic neural properties that influence both abilities (Deary, 2001 ). An important question is therefore whether temporal accuracy in simple, automatic timing tasks that load minimally on working memory and executive control are correlated with intellectual performance and, if so, whether these two behaviors share neural correlates.
We investigated this question by collecting neuroanatomical, psychometric, and chronometric measurements from the same group of participants. Studying structural rather than functional correlates of intelligence was deemed advantageous in the present context: structural correlates are task independent and can reveal anatomical features related to intelligence in the whole brain, whereas patterns of brain activity also depend on which neural circuits are recruited by the task under study (Jung and Haier, 2007) . A high-resolution T1-weighted anatomical magnetic resonance image of the whole brain was collected from each participant and analyzed using voxel-based morphometry (Good et al., 2001) . Intelligence was assessed with the Raven SPM Plus. The timing task was isochronous interval production (tapping). This is a simple timing task that does not include processing of durations in working memory or response selection and information processing of the type typically required in the elementary cognitive tasks (Deary, 2001) . Indeed, a number of studies suggest that interval-to-interval variability in isochronous tapping is controlled by automatic processes. Temporal adaptations to distractors (Repp, 2006) or perturbations of pacing stimuli (Madison and Merker, 2004) occur unintentionally, involuntarily and without perceptual awareness. We used the coefficient of variation (CV) of differences between successive interval durations as a measure of temporal variability, which reflects local interval-tointerval variability with minimal influence of drift and other higher-order dependencies (Madison, 2001) . The neuroanatomical correlates of intelligence and tapping variability, and their overlap, were investigated with regression analyses.
Materials and Methods
Participants. Thirty-four right-handed (Oldfield, 1971 ) males with no history of neurological disease participated in the study (age, 19 -49 years; mean age, 33.0 Ϯ 7.9 years). The participants were recruited from the Stockholm area with a newspaper advertisement. Imaging data from two subjects was excluded because of head movement artifacts. The tapping data from two participants could not be recorded because of a technical failure. In other words, n ϭ 30 participants were included in analyses of tapping variability and brain anatomy, whereas in all other analyses, n ϭ 32 participants were used. The experimental procedures were undertaken with the understanding and written consent of each participant, conformed to (Styles et al., 1998) , a widely used test that mainly reflects psychometric general intelligence (g) (Gustafsson, 1984) . The test was administered individually without time limit. Obtained scores ranged between 34 and 58, with a mean score of 46.1 Ϯ 7.4.
Isochronous tapping task. The experiment was controlled by customdesigned software running on a personal computer with a real-time operating system. An Alesis D4 drum module connected via MIDI to the personal computer produced the sounds and collected the responses. Stimuli consisted of 20 sampled cowbell sounds presented in isochronous sequence through Peltor HTB7A sound-attenuated headphones at ϳ78 dBA sound pressure level, having a suprathreshold duration of ϳ80 ms. Sounds 19 and 20 were attenuated to 72 and 66 dBA, respectively, to reduce the startle reaction when stimuli cease. Responses were given by beating a drumstick against a drum pad with a piezoelectric element.
Each participant was tested individually, sitting upright on a chair with the feet placed evenly on the floor. In each trial, the participant synchronized right-hand tapping movements with 20 auditory metronome clicks and then continued to tap another 45 times without interruption after the metronome had stopped. This procedure was repeated for 14 trials, using seven different metronome interonset intervals (215, 300, 375, 469, 586, 733, and 916 ms), each replicated twice and presented in random order. The first block consisted of seven trials, one for each interonset interval, and the second of 14 trials, two for each interonset interval. The first block was for practice, and those data were ignored. Trials within each block were given in a different random order for each participant. The 39 temporal intervals between the last 40 taps in each continuation phase were analyzed. First, a measure of interval-to-interval variability, "local," was calculated for each trial as follows:
, where x i is the duration of the temporal interval between tap i and tap i ϩ 1, and N is the number of intervals in a trial (i.e., 39). The measure local is comparable with the SD, the essential difference being that it is based on local differences between data points instead of differences between data and their global mean. It is therefore a measure of variability that is minimally influenced by gradual changes of tapping frequency (drift) and other higher-order dependencies. Because tapping sequences are known to exhibit lag 1 negative dependency (Vorberg and Wing, 1996) , lag 2 instead of lag 1 differences are used in the calculation of local, which is why N Ϫ 2 must be used instead of N Ϫ 1. If we consider random data, sequential differences are on average twice as large as differences from the mean, which is why the denominator is twice as large as for the computation of SD. Because variability increases with the interval, local was divided by the mean interval for each trial to obtain the CV. The metric on which correlations were computed was the mean CV across all trials (n ϭ 14) within each subject.
Magnetic resonance imaging. Imaging was performed using a 1.5 T scanner (Signa Horizon Echospeed; GE Medical Systems, Madison, WI) with a standard eight-channel head coil. A three-dimensional, highresolution T1-weighted anatomical image volume was acquired from each subject, with the following parameters: acquisition matrix, 256 ϫ 256 mm; field of view, 25 cm; repetition time, 24 ms; echo time, 6 ms; flip angle, 30°; number of slices, 150; slice thickness, 1 mm; and voxel size, 1 ϫ 1 ϫ 1 mm 3 . The magnetic resonance images were processed for voxel-based morphometry using the VBM2 toolbox (Cuadra et al., 2005) (http://dbm. neuro.uni-jena.de/vbm) within the SPM2 software package (Wellcome Department of Cognitive Neurology, London, UK). The preprocessing of the images was performed as described previously, using studyspecific prior probability maps (Good et al., 2001 ). All images were thus spatially normalized to standardized anatomical space and segmented into separate images of gray matter (GM), white matter, and CSF. The segmentation procedure was optimized by including the hidden Markov random field (HMRF)-based algorithm implemented in VBM2. This procedure removes isolated voxels of one tissue class, which are unlikely to be true members of this tissue type, judging from the tissue class of neighboring voxels. A HMRF weighting of 0.3 was used. Images were modulated, i.e., voxel values were multiplied with Jacobian determinants from the normalization procedure, so that they reflected regional differences in absolute amount (volume) of gray and white matter (Good et al., 2001) . The resulting gray and white matter images were smoothed with a Gaussian kernel of 12 mm full-width half-maximum before analysis.
Modulated gray and white matter images were regressed, using the general linear model, on Raven scores or on CV scores from the isochronous tapping task. The covariates were corrected to have a 0 mean. In all models, voxels with a value of Ͻ0.2 were excluded to avoid edge effects around the border between gray and white matter (Mühlau et al., 2006) . Statistical significance was determined using a voxel height threshold of p Ͻ 0.05, corrected for multiple comparisons using false discovery rate (Genovese et al., 2002) . To localize white matter regions with overlapping correlations with both Raven scores and CV scores, white matter density was first regressed on CV ( p Ͻ 0.05, corrected). These clusters were used as an inclusive explicit mask in a second regression model between white matter volume (WMV) and Raven scores. All regressions were also performed with age included as a nuisance covariate, to control for age effects.
For the clusters with overlapping correlations with Raven and CV scores, a commonality analysis (Seibold and McPhee, 1979) 
Results
CV and intelligence were negatively correlated (r ϭ Ϫ0.39, p ϭ 0.03, two-tailed test; r ϭ Ϫ0.48, p ϭ 0.006 when controlling for age). Correlations with brain anatomy were first investigated with exploratory analyses in the whole GM and WM volumes. Positive correlations between intelligence and GM volume were widespread but most extensive in frontal and parietotemporal association areas, in particular right prefrontal cortex (Fig. 1, Table 1 ). When controlling for age, trends at p ϭ 0.07-0.08 were found in the same clusters (Table 1) . Trends for positive correlations between intelligence and WM volume did not reach significance ( p ϭ 0.12) in a whole-brain search. No negative correlations were found between intelligence and GM or WM volume in any regions. CV correlated negatively with WM volume in frontal, temporal, and parietal fiber tracts (Table 2 ). These correlations were still significant when controlling for age, with the exception of a few peaks in which strong trends at p ϭ 0.06 -0.07 were found (Table 2) . No negative correlations were found between CV and regional GM volume, nor were any positive correlations found between CV and GM or WM volume in any regions.
Second, we investigated the overlap between intelligence and CV correlates. When reducing the search volume to those WM voxels that correlated negatively with CV, significant positive correlations with Raven scores were found in right dorsal and ventral prefrontal fiber tracts and in a small cluster in left ventral prefrontal cortex (Fig. 2, Table 3 ). All clusters remained significant when controlling for age. Table 3 also shows, for each cluster, commonality analyses of multiple regressions of with intelligence as dependent variable and CV and regional white matter volume as independent variables. Cluster volume and CV commonly predicted 15% of the intelligence variance, whereas cluster volume uniquely predicted an additional 7-15% of intelligence. There were no unique contributions of CV to intelligence. No significant correlations with CV were found in the GM voxels that correlated with intelligence.
Discussion
The correlations between Raven scores and regional gray matter volume found here are consistent with other recent reports of positive correlations between psychometric intelligence and regional brain volume in widespread cortical areas (Reiss et Shaw et al., 2006) . The overall pattern of correlations, with large clusters in right prefrontal and temporoparietal association areas, replicates remarkably well the pattern found in another study using a similar sample of adult male subjects (Haier et al., 2005) . No previous studies have investigated neuroanatomical correlates of tapping variability. However, a negative correlation between intraindividual variability in reaction time and total WMV has been reported recently (Walhovd and Fjell, 2007) , supporting that the amount of white matter is related to trial-totrial variability in timed tasks.
The present study makes two important new advances. First, we demonstrate that intelligence is related to millisecond accuracy in isochronous tapping, a simple timing task that does not involve response selection or information processing of the type typically required in the elementary cognitive tasks (Deary, 2001) and in which interval-to-interval variability is primarily controlled by automatic processes (see Introduction). Second, we show that tapping variability and intelligence share neural substrates in the prefrontal white substance. Commonality analyses showed that the portion of intelligence variability explained by tapping variability was entirely shared with regional white matter volume, whereas the latter variable also had unique contributions to intelligence variability. A larger amount of right prefrontal white matter may thus be the common neurobiological factor underlying correlated individual differences in temporal accuracy and intellectual performance.
This notion is in line with a general parietofrontal integration model of intelligence (Jung and Haier, 2007) but specifically suggests a bottom-up explanation for the link between chronometric and psychometric tasks: more extensive right prefrontal connectivity causes better performance in both types of behavior. Indeed, it has been proposed recently that the right prefrontal cortex contains neural circuits that are critical for both timing tasks and working memory, on the basis of convergent evidence from Table 1. neuroimaging studies, pharmacological experiments, and animal electrophysiology (Lewis and Miall, 2006) . Working memory capacity is closely related to psychometric general intelligence (Kyllonen and Christal, 1990) . It may seem paradoxical that repetitive motor timing tasks, such as the tapping task used here, involve prefrontal mechanisms less than perceptual timing tasks that do not involve repetitive production of rhythms (Lewis and Miall, 2003) . However, individual difference studies have demonstrated that tapping variability is substantially correlated with accuracy in perceptual time judgment tasks (Keele et al., 1985) . We therefore suggest that tapping variability represents a general temporal accuracy of neural activity, which is reflected in different timing tasks but which is also related to cognitive function. The main advantage of using a simple motor timing task, rather than a cognitive temporal judgment task, in the present study is that a relationship between intelligence and temporal variability can be demonstrated in a timing task that does not involve cognitive control or working memory.
Additional work is needed to understand the relationship between timing variability and cognitive performance. In general, one highly plausible possibility is clearly that dopaminergic mechanisms provide a link between the two phenomena (Lustig et al., 2005) . Large bodies of literature show that dopaminergic neurotransmission is involved in both prefrontal functions related to cognition (Miller and Cohen, 2001; Nieoullon, 2002; Bäckman et al., 2006; Cropley et al., 2006) and timing (Rammsayer, 1997; Buhusi and Meck, 2005; Lewis and Miall, 2006; Meck, 2006) . Administration of dopaminergic drugs has been shown to simultaneously affect timing and working memory (Buhusi and Meck, 2007) .
However, the association of both timing variability and intel- Significantly correlated (p Ͻ 0.05) regions with an extent of more than five voxels are reported, in rostrocaudal order within each lobe. The coordinates in Montreal Neurological Institute (MNI) space and t values of the three most significant peak voxels of each cluster are given. When controlling for age, trends at p ϭ 0.08 were found for all peaks, except for three peaks that were significant at p ϭ 0.09 (see footnote at the respective t value). g, Gyrus; Inf, inferior; Sup, superior; L, left; R, right.
a
The cluster extended rostrocaudally from y ϭ 6 in the inferior frontal gyrus to the frontal pole; in its rostral part, it extended dorsally into the right middle and superior frontal gyri and ventromedially into orbitofrontal cortex. The peak had a trend for significance at p ϭ 0.09 when controlling for age. The cluster extended caudally in the right cingulate gyrus to y ϭ 16. The cluster extended dorsoventrally from the postcentral sulcus to the inferior temporal and fusiform gyri, in posterior parietotemporal cortex. The cluster extended caudally into the middle occipital gyrus. Significantly correlated (p Ͻ 0.05) regions with an extent of more than five voxels are reported, in rostrocaudal order within each lobe. The coordinates in MNI space and t values of the three most significant peak voxels of each cluster are given. All peaks remained significant at p ϭ 0.05 when controlling for age, with a few exceptions in which strong trends for significance were found (see footnotes at the corresponding t values). g, Gyrus; Inf, inferior; Sup, superior; L, left; R, right.
The cluster extended dorsally into the middle and superior frontal gyri.
b
The peak had a trend for significance at p ϭ 0.06 when controlling for age.
c
The peak had a trend for significance at p ϭ 0.07 when controlling for age.
d
The cluster extended ventrally into the inferior frontal gyrus and caudally into the postcentral gyrus.
ligence with increased prefrontal white matter found in the present study also suggests an additional possibility. A larger prefrontal white matter volume presumably reflects a larger number of corticocortical connections. Glutamatergic corticocortical connections have been shown to be of importance for synchronization of cortical neural activity (Traub et al., 2004) . Furthermore, a large literature demonstrates that coordination of neuronal activity in the millisecond range, within and between brain regions, is essential for a broad range of cognitive functions, such as working memory, perceptual binding and awareness, and attention (Singer, 1999; Fries, 2005; Uhlhaas and Singer, 2006) . We therefore propose that increased prefrontal connectivity may lead to more temporally stable neural activity, which is reflected in automatic timing tasks, but more importantly gives a generally increased capacity to form temporally well coordinated discharges in prefrontal neuronal networks. This in turn could affect intelligence through to its effects on the performance of cognitive operations that are dependent on neural synchrony in the millisecond range. Significantly correlated (p Ͻ 0.05) regions with an extent of more than five voxels are reported. All peaks remained significant when controlling for age. The coordinates in MNI space and t value of the peak voxel of each cluster are given. The three rightmost columns give, for each cluster, the proportion of total variance in Raven scores explained by cluster WMV and CV scores uniquely, as well as by common effects of these two variables. g, Gyrus; Inf, inferior; L, left; R, right.
