Abstract. We propose a method for large displacement optical flow in which local matching costs are learned by a convolutional neural network (CNN) and a smoothness prior is imposed by a conditional random field (CRF). We tackle the computation-and memory-intensive operations on the 4D cost volume by a min-projection which reduces memory complexity from quadratic to linear and binary descriptors for efficient matching. This enables evaluation of the cost on the fly and allows to perform learning and CRF inference on high resolution images without ever storing the 4D cost volume. To address the problem of learning binary descriptors we propose a new hybrid learning scheme. In contrast to current state of the art approaches for learning binary CNNs we can compute the exact non-zero gradient within our model. We compare several methods for training binary descriptors and show results on public available benchmarks.
Introduction
Optical flow can be seen as an instance of the dense image matching problem, where the goal is to find for each pixel its corresponding match in the other image. One fundamental question in the dense matching problem is how to choose good descriptors or features. Data mining with convolutional neural networks (CNNs) has recently shown excellent results for learning task-specific image features, outperforming previous methods based on hand-crafted descriptors. One of the major difficulties in learning features for optical flow is the high dimensionality of the cost function: Whereas in stereo, the full cost function can be represented as a 3D volume, the matching cost in optical flow is a 4D volume. Especially at high image resolutions, operations on the flow matching cost are expensive both in terms of memory requirements and computation time.
Our method avoids explicit storage of the full cost volume, both in the learning phase and during inference. This is achieved by a splitting (or min-projection) of the 4D cost into two quasi-independent 3D volumes, corresponding to the u and v component of the flow. We then formulate CNN learning and CRF inference in this reduced setting. This achieves a space complexity linear in the size of the search range, similar to recent stereo methods, which is a significant reduction compared to the quadratic complexity of the full 4D cost function.
Nevertheless, we still have to compute all entries of the 4D cost. This computational bottleneck can be optimized by using binary descriptors, which give a theoretical speed-up factor of 32. In practice, even larger speed-up factors are attained, since binary descriptors need less memory bandwidth and also yield a better cache efficiency. Consequently, we aim to incorporate a binarization step into the learning. We propose a novel hybrid learning scheme, where we circumvent the problem of hard nonlinearities having zero gradient. We show that our hybrid learning performs almost as well as a network without hard nonlinearities, and much better than the previous state of the art in learning binary CNNs.
Related Work
In the past hand-crafted descriptors like SIFT, NCC, FAST etc. have been used extensively with very good results, but recently CNN-based approaches [23, 13] marked a paradigm shift in the field of image matching. To date all top performing methods in the major stereo benchmarks rely heavily on features learned by CNNs. For optical flow, many recent works still use engineered features [5, 1] , presumably due to the difficulties the high dimensional optical flow cost function poses for learning. Only very recently we see a shift towards CNNs for learning descriptors [9, 10, 22] . Our work is most related to [22] , who construct the full 4D cost volume and run an adapted version of SGM on it. They perform learning and cost volume optimization on 1 3 of the original resolution and compress the cost function in order to cope with the high memory consumption. Our method is memory-efficient thanks to the dimensionality-reduction by the min-projection, and we outperform the reported runtime of [22] by a factor of 10.
Full flow with CRF [5] is a related inference method using TRW-S [12] with efficient distance transform [8] . Its iterations have quadratic time and space complexity. In practice, this takes 20GB 1 of memory, and 10-30 sec. per iteration with a parallel CPU implementation. We use the decomposed model [19] with a better memory complexity and a faster parallel inference scheme based on [18] .
Hand-crafted Binary Descriptors like Census have been shown to work well in a number of applications, including image matching for stereo and flow [14, 15, 20, 4] . However, direct learning of binary descriptors is a difficult task, since the hard thresholding function, sign(x), has gradient zero almost everywhere. In the context of Binary CNNs there are several approaches to train networks with binary activations [2] and even binary weights [7, 16] . This is known to give a considerable compression and speed-up at the price of a tolerable loss of accuracy. To circumvent the problem of sign(x) having zero gradient a.e., surrogate gradients are used. The simplest method, called straight-through estimator [2] is to assume the derivative of sign(x) is 1, i.e., simply omit the sign function in the gradient computation. This approach can be considered as the state of the art, as it gives best results in [2, 7, 16] . We show that in the context of learning binary descriptors for the purpose of matching, alternative strategies are possible which give better results.
Method
We define two models for optical flow: a local model, known as Winner-TakesAll (WTA) and a joint model, which uses CRF inference. Both models use CNN descriptors, learned in § 3.1. The joint model has only few extra parameters that are fit separately and the inference is solved with a parallel method, see § 3.2. For CNN learning, we optimize the performance of the local model. While learning by optimizing the performance of the joint model is possible [11] , the resulting procedures are significantly more difficult.
We assume color images
where Ω = {1, . . . H} × {1, . . . W } is a set of pixels. Let W = S × S be a window of discrete 2D displacements, with
given by the search window size D, an even number. The flow x : Ω → W associates a displacement to each pixel i ∈ Ω so that the displaced position of i is given by i + x i ∈ Z 2 . For convenience, we denote by x = (u, v), where u and v are mappings Ω → S, the components of the flow in horizontal and vertical directions, respectively. The per-pixel descriptors φ(I; θ) : Ω → R m are computed by a CNN with parameters θ. Let φ 1 , φ 2 be descriptors of images I 1 , I 2 , respectively. The local matching cost for a pixel i ∈ Ω and displacement x i ∈ W is given by
where
Distance" is used in a loose sense here, we will consider the negative
the local optical flow model, which finds independently for each pixel i a displacement x i that optimizes the local matching cost. The joint optical flow model finds the full flow field x optimizing the coupled CRF energy cost:
where i ∼ j denotes a 4-connected pixel neighborhood, w ij are contrast-sensitive weights, given by w ij = exp(− 2 since we want to pose matching as a minimization problem
Learning Descriptors
A common difficulty of models (2) and (3) is that they need to process the 4D cost (1), which involves computing distances in R m per entry. Storing such cost volume takes O(|Ω|D 2 ) space and evaluating it O(|Ω|D 2 m) time. We can reduce space complexity to O(|Ω|D) by avoiding explicit storage of the 4D cost function. This facilitates memory-efficient end-to-end training on high resolution images, without a patch sampling step [22, 13] . Towards this end we write the local optical flow model (2) in the following waŷ
The inner step in (4a) and (4b), called min-projection, minimizes out one component of the flow vector. This can be interpreted as a decoupling of the full 4D flow problem into two simpler quasi-independent 3D problems on the reduced cost volumes c u , c v . Assuming the minimizer of (2) is unique, (4a) and (4b) find the same solution as the original problem (2) . Using this representation, CNN learning can be implemented within existing frameworks. We point out that this approach has the same space complexity as recent methods for learning stereo matching, since we only need to store the 3D cost volumes c u and c v . As an illustrative example consider an image with size 1024 × 436 and a search range of 256. In this setting the full 4D cost function takes roughly 108 GB whereas our splitting consumes only 0.8 GB.
Network Fig. 1 shows the network diagram of the local flow model Eq. (2). The structure is similar to the recent methods proposed for learning stereo matching [13, 23, 6, 11] . It is a siamese network consisting of two convolutional branches with shared parameters, followed by a correlation layer. The filter size of the convolutions is 3 × 3 for the first layer and 2 × 2 for all other layers. The tanh nonlinearity keeps feature values in a defined range, which works well with the scalar product as distance function. We do not use striding or pooling. The last convolutional layer uses 64 filter channels, all other layers have 96 channels. This fixes the dimensionality of the distance space to m = 64.
Loss Given the groundtruth flow field (u * , v * ), we pose the learning objective as follows: we define a probabilistic softmax model of the local prediction
and apply the maximum likelihood criterion. The negative log likelihood is given by
This is equivalent to cross-entropy loss with the target distribution concentrated at the single point (u * i , v * i ) for each i. Variants of the cross-entropy loss, where the target distribution is spread around the ground truth point (u * i , v * i ) are also used in the literature [13] and can be easily incorporated. Learning Quantized Descriptors The computational bottleneck in scheme (4) is computing the min-projections, with time complexity O(|Ω|D 2 m). This operation arises during the learning as well as in the CRF inference step, where it corresponds to the message exchange in the dual decomposition. It is therefore desirable to accelerate this step. We achieve a significant speed-up by quantizing the descriptors and evaluating the Hamming distance of binary descriptors.
Let us define the quantization: we callφ = sign(φ) the quantized descriptor field. The distance between quantized descriptors is given by
2 ) − m, equivalent to the Hamming distance H(·, ·) up to a scaling and an offset. Let the quantized cost function be denotedc i (x i ), defined similar to (1) . We can then compute quantized min-projectionsc u ,c v . However, learning model (2) with quantized descriptors is difficult due to the gradient of the sign function being zero almost everywhere. We introduce a new technique specific to the matching problem and compare it to the baseline method that uses the straight-through estimator of the gradient [2] . Consider the following variants of the model (4a)
The respective variants of (4b) are symmetric. The second letter in the naming scheme indicates whether the inner problem, i.e., the min-projection step, is performed on (Q)uantized or (F)ull cost, whereas the first letter refers to the outer problem on the smaller 3D cost volume. The initial model (4a) is thus also denoted as FF model. While models FF and QQ correspond, up to nonuniqueness of solutions, to the joint minimum in (u i , v i ) of the cost c andc respectively, the model FQ is a mixed one. This hybrid model is interesting because minimization in v i can be computed efficiently on the binarized cost with Hamming distance, and the minimization in u i has a non-zero gradient in c u . We thus consider the model FQ as an efficient variant of the local optical flow model (2) . In addition, it is a good learning proxy for the model QQ: Let
) be a minimizer of the outer problem FQ. Then the derivative of FQ is defined by the indicator of the pair (û i ,v i (u i )). This is the same as the derivative of FF, except thatv i (u i ) is computed differently. Learning the model QQ involves a hard quantization step, and we apply the straightthrough estimator to compute a gradient. Note that the exact gradient for the model FQ can be computed at approximately the same reduced computational cost as the straight-through gradient in the model QQ.
CRF
The baseline model, which we call product model, has |Ω| variables x i with the state space S × S. It has been observed in [8] that max-product message passing in the CRF (3) can be computed in time O(D 2 ) per variable for separable interactions using a fast distance transform. However, storing the messages for a 4-connected graph requires O(|Ω|D 2 ) memory. Although such an approach was shown feasible even for large displacement optical flow [5] , we argue that a more compact decomposed model [19] gives comparable results and is much faster in practice. The decomposed model is constructed by observing that the regularization in (3) is separable over u and v. Then the energy (3) can be represented as a CRF with 2|Ω| variables u i , v i with the following pairwise terms: The in-plane term w ij ρ(u i − u j ) and the cross-plane term c(u i , v i ), forming the graph shown in Fig. 2 (b). In this formulation there are no unary terms, since costs c i are interpreted as pairwise terms. The resulting linear programming (LP) dual is more economical, because it has only O(|Ω|D) variables. The message passing for edges inside planes and across planes has complexity O(|Ω|D) and O(|Ω|D 2 ), respectively. ing (Scharstein and Szeliski, 2002). However, a severe limitation of these optimization algorithms is that they are computationally rather expensive. Especially for the graph-cut approach, calculation of a single disparity map can still take several minutes.
To bypass the NP-complete optimization problem, classical DP approaches (Bobick and Intille, 1999; Ohta and Kanade, 1985; Wang et al., 2006) adopt a greatly simplified neighbourhood structure in their smoothness terms. They enforce smoothness only within, but not across horizontal scanlines. The corresponding grid graph is illustrated in Figure 1b . Since there is no interconnection between horizontal scanlines, an energy minimum for this grid structure can be derived by computing the optimum for each scanline separately. The exact optimum of (1) on each individual scanline is then determined using DP. Such approaches are favourable for their excellent computational speed. Skipping the vertical smoothness edges, however, leads to the well-known scanline streaking effect. This inherent problem represents a major reason for the bad reconstruction quality of DP in comparison to the state-of-the-art.
Recently, (Veksler, 2005) proposed approximating the four-connected grid via a tree. The motivation is that efficient DP-based optimization also works on tree structures. Roughly spoken, the tree is constructed by discarding edges that show a high gradient in the intensity image from the four-connected grid. In contrast to scanline-based DP, horizontal and vertical edges are treated symmetrically, which weakens the streaking problem. Nevertheless, as can be seen from Figure 1c , a large number of edges have to be sacrificed in order to obtain a tree structure. The information of these edges remains unused, which is most likely the reason for the only average results of this method. Subsequent work (Deng and Lin, 2006; Lei et al., 2006) combines tree-based DP with colour segmentation. These algorithms improve the results on standard images such as the Middlebury set (Scharstein and Szeliski, 2002). They, however, fail if segments overlap disparity discontinuities.
A different approach to handle the streaking problem is to compute multiple DP passes. Two-pass methods (Gong and Yang, 2005; Kim et al., 2005) first apply DP on the horizontal scanlines and use the results to bias the second pass, which operates on the vertical scanlines. While horizontal streaks are reduced, these algorithms introduce vertical streaks, and their scanline-based nature is clearly visible in the resulting disparity maps.
(Hirschmüller, 2005) proposed a hybrid approach between local and global methods. The disparity of each pixel is computed using the winner-takes-all strategy, i.e. without considering the disparity assignments of neighbouring pixels. Instead of aggregating matching costs from spatially surrounding pixels, the algorithm computes DP paths from various directions towards each pixel p as shown in Figure 1d . Cost aggregation is then performed by summing up the individual path costs. In Hirschmüller's approach, the disparity of an image point is influenced by only a small subset of the whole image's pixels. This represents a problem if none of the paths captures enough texture to provide a clear cost minimum at the correct disparity. To weaken this problem, Hirschmüller proposed increasing the number of paths. Nevertheless, this results in higher computational demands and only partially represents a remedy to the problem. In a subsequent paper (Hirschmüller, 2006) , he addressed this problem using image segmentation.
THE SIMPLE TREE METHOD
The algorithm proposed in this paper performs a separate disparity computation for each individual pixel. We apply an individual tree construction in order to determine the disparity of a single pixel. The tree's root node is formed by the pixel whose disparity needs to be computed. Although our trees prove to be effective, their structure is relatively simple. (Hence, we call our algorithm the Simple Tree Method.) For now, it is only important to know that a tree spans all pixels of the reference frame. A global minimum of ing (Scharstein and Szeliski, 2002). However, a severe limitation of these optimization algorithms is that they are computationally rather expensive. Especially for the graph-cut approach, calculation of a single disparity map can still take several minutes.
The algorithm proposed in this paper performs a separate disparity computation for each individual pixel. We apply an individual tree construction in order to determine the disparity of a single pixel. The tree's root node is formed by the pixel whose disparity needs to be computed. Although our trees prove to be effective, their structure is relatively simple. (Hence, we call our algorithm the Simple Tree Method.) For now, it is only important to know that a tree spans all pixels of the reference frame. A global minimum of there is no interconnection between horizontal scanlines, an energy minimum for this grid structure can be derived by computing the optimum for each scanline separately. The exact optimum of (1) on each individual scanline is then determined using DP. Such approaches are favourable for their excellent computational speed. Skipping the vertical smoothness edges, however, leads to the well-known scanline streaking effect. This inherent problem represents a major reason for the bad reconstruction quality of DP in comparison to the state-of-the-art. Recently, (Veksler, 2005) proposed approximating the four-connected grid via a tree. The motivation is that efficient DP-based optimization also works on tree structures. Roughly spoken, the tree is constructed by discarding edges that show a high gradient in the intensity image from the four-connected grid. In contrast to scanline-based DP, horizontal and vertical edges are treated symmetrically, which weakens the streaking problem. Nevertheless, as can be seen from Figure 1c , a large number of edges have to be sacrificed in order to obtain a tree structure. The information of these edges remains unused, which is of each pixel is computed using the winner-takes-all strategy, i.e. without considering the disparity assignments of neighbouring pixels. Instead of aggregating matching costs from spatially surrounding pixels, the algorithm computes DP paths from various directions towards each pixel p as shown in Figure 1d . Cost aggregation is then performed by summing up the individual path costs. In Hirschmüller's approach, the disparity of an image point is influenced by only a small subset of the whole image's pixels. This represents a problem if none of the paths captures enough texture to provide a clear cost minimum at the correct disparity. To weaken this problem, Hirschmüller proposed increasing the number of paths. Nevertheless, this results in higher computational demands and only partially represents a remedy to the problem. In a subsequent paper (Hirschmüller, 2006), he addressed this problem using image segmentation.
The algorithm proposed in this paper performs a separate disparity computation for each individual pixel. We apply an individual tree construction in order to determine the disparity of a single pixel. The tree's root node is formed by the pixel whose disparity needs to be computed. Although our trees prove to be effective, their structure is relatively simple. (Hence, we call our algorithm the Simple Tree Method.) For now, it is only important to know that a tree spans all pixels of the reference frame. A global minimum of We apply the parallel inference method [18] to the dual of the decomposed model [19] (see Fig. 2(b) ). Although different dual decompositions reach different objective values in a fixed number of iterations, it is known that all decomposi a) as it was trained, and b) QQ, i.e., with quantized descriptors both in the min-projection step as well as in the outer problem on c u , c v respectively. In CRF inference the updates (8) and (9) amount to solving a min-projection step with additional cost offsets. F and Q indicate how this min-projection step is computed. CRF parameters are fixed at α = 8.5, (3), τ 1 = 0.25, τ 2 = 25 (Fig. 2) for all experiments and we run 8 inner and 5 outer iterations. Table 1 summarizes the comparison of different variants of our model. We see that the WTA solution of model FQ performs similarly to FF, while being much faster to train and evaluate. In particular, model FQ performs better than QQ, which was trained with the straight through estimator of the gradient. If we switch to QQ for evaluation, we see a drop in performance for models FF and FQ. This is to be expected, because we now evaluate costs differently than during training. Interestingly, our joint model yields similar performance regardless whether we use F or Q for computing the costs.
Runtime The main reason for quantizing the descriptors is speed. In CRF inference, we need to compute the min-projection on the 4D cost function twice per outer iteration, see Alg. 1. We show an exact breakdown of the timings for D = 128 on full resolution images in Table 3 , computed on a Intel i7 6700K and a Nvidia Titan X. The column WTA refers to computing the solution of the local model on the cost volumes c u , c v , see Eq. (4). Full model is the CRF inference, see § 3.2. We see that we can reach a significant speed-up by using binary descriptors and Hamming distance for computing intensive calculations. For comparison, we also report the runtime of [22] , who, at the time of writing, report the fastest execution time on Sintel. We point out that our CRF inference on full resolution images takes about the same time as their method, which constructs and optimizes the cost function at Test performance We compare our method on the Sintel clean images. In contrast to the other methods we do not use a sophisticated post-processing pipeline, because the main focus of this work is to show that learning and inference on high resolution images is feasible. Therefore we cannot compete with the highly tuned methods. Fig. 3 shows that we are able to recover fine details, but since we do not employ a forward-backward check and local planar inpainting we make large errors in occluded regions. 
Conclusion
We showed that both learning and CRF inference of the optical flow cost function on high resolution images is tractable. We circumvent the excessive memory requirements of the full 4D cost volume by a min-projection. This reduces the space complexity from quadratic to linear in the search range. To efficiently compute the cost function, we learn binary descriptors with a new hybrid learning scheme, that outperforms the previous state-of-the-art straight-through estimator of the gradient.
