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Abstract
Bayesian parameter estimation for discrete data spectra
L. Wang
Department of Physics,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MSc (Theoretical Physics)
September 2017
Discrete spectra are ubiquitous in physics; for example nuclear physics, laser physics and
experimental high energy physics measure integer counts in the form of particles in depen-
dence of angle, wavelength, energy etc. Bayesian parameter estimation (ﬁtting a function
with free parameters to the data) is a sophisticated framework which can handle cases of
sparse data as well as input of pertinent background information into the data analysis in
the form of a prior probability. Bayesian comparison of competing models and functions
takes into account all possible parameter values rather than just the best ﬁt values. We ﬁrst
review the general statistical basis of data analysis, focusing in particular on the Poisson,
Negative Binomial and associated distributions. After introducing the conceptual shift and
basic relations of the Bayesian approach, we show how these distributions can be combined
with arbitrary model functions and data counts to yield two general discrete likelihoods.
While we keep an eye on the asymptotic behaviour as useful analytical checks, we then in-
troduce and review the theoretical basis for Markov Chain Monte Carlo numerical methods
and show how these are applied in practice in the Metropolis-Hastings and Nested Sampling
algorithms. We proceed to apply these to a number of simple situations based on simulation
of a background plus two or three Gaussian peaks with both Poisson and Negative Binomial
likelihoods, and discuss how to select models based on numerical outputs.
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Uittreksel
Bayesiese parameterberaming vir diskrete dataspektra
(Bayesian parameter estimation for discrete data spectra)
L. Wang
Departement Fisika,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MSc (Teoretiese Fisika)
September 2017
Diskrete spektra is 'n algemene verskynsel in ﬁsika: kernﬁsika, laserﬁsika en eksperimen-
tele hoë-energieﬁsika meet byvoorbeeld heelgetalle in die vorm van deeltjies as 'n funksie
van hoek, golﬂengte, energie ens. Bayesiese parameterberaming (die passing van 'n funk-
sie met vrye parameters op die data) is 'n gesoﬁstikeerde raamwerk wat gevalle van lae
tellings asook pertinente agtergrondinligting as inligting vir die data-analise in die vorm
van prior-waarskynlikhede kan hanteer. Bayesiese vergelyking van kompeterende modelle en
modelfunksies neem alle moontlike parameterwaardes in ag eerder as net die enkele beste
waardes daarvan. Ons gee eerstens 'n oorsig van die algemene statistiese basis van data-
analise met 'n besondere fokus op die Poisson-, Negative Binomial- en verwante verdelings.
Die konseptuele omwenteling wat Bayes impliseer en die basiese vergelykings word bespreek,
waarna ons wys hoe hierdie verdelings met willekeurige modelfunksies en datatellings ge-
kombineer kan word om twee algemene diskrete likelihood-waarskynlikhede te skep. Terwyl
ons 'n oog hou op die asimptotiese gedrag as nuttige analitiese verwysings, gee ons daarna
'n inleiding tot en sit ons die teoretiese basis van Markovketting Monte Carlo numeriese me-
todes uiteen en wys hoe hulle in die vorm van die Metropolis-Hastings en Nested Sampling
algoritmes toegepas word. Ons pas hierdie algoritmes op 'n aantal eenvoudige situasies geba-
seer op simulasies van 'n agtergrond plus twee of drie Gaussiese pieke toe met sowel Poisson
asook Negative Binomial waarskynlikhede, en bespreek hoe om modelle te kies gebaseer op
numeriese uitsette.
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Chapter 1
Introduction
1.1 Background and motivation
The Least Squares method of ﬁtting binned data
Figure 1.1 is a simple data spectrum from a counting experiment. We observe a peak centered
at µ with standard deviation σ, and wish to ﬁt the peak and background using a Gaussian
function with amplitude β1 and background noise β2,
f(xb,β) = β1 exp
{
− (xb − µ)
2
2σ2
}
+ β2. (1.1)
Figure 1.1: Toy model counts spectrum for 100 bins. The blue bars represent the number of
observations (counts) in each bin centered on midpoints xb, while the red line is a typical best ﬁt.
1
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 2
The best-ﬁt parameters are conventionally obtained by minimizing Least Squares based
on the assumption that data are Gaussian distributed around the ﬁt function f(xb,β),
χ2 =
B∑
b=1
(
nb − f(xb,β)
)2
σ2b
(1.2)
where
(
nb − f(xb,β)
)
is the error in each channel and σb is the experimental standard
deviation of nb. β1 and β2 are solved by setting the partial derivatives with respect to β1
and β2
∂χ2
∂β1
= −2
B∑
b=1
nb − f(xb,β)
σ2b
exp
{
− (xb − µ)
2
2σ2
}
= 0 (1.3)
∂χ2
∂β2
= −2
B∑
b=1
nb − f(xb,β)
σ2b
= 0 (1.4)
Where experimental standard deviations are not measured separately, one typically assumes
that the counts are Poisson-distributed and that σ2b ≈ nb, in which case
χ2 =
B∑
b=1
(
nb − f(xb,β)
)2
nb
(1.5)
The Least Squares method works well in many cases, however, when the number of counts
is low, it encounters problems. We illustrate this in Figure 1.2.
Firstly, the number of counts is an integer, while the Gaussian variable x is real.
Secondly, the Gaussian covers the entire real line, and when its peak is near zero, a
signiﬁcant part of its lower tail may fall into the negative-x part, as shown in the upper left
panel. Data counts, on the other hand, can never be negative, and so the Gaussian is clearly
inappropriate. The problem persists to some degree even for an average number of counts
of 5 as shown in the upper right panel.
Thirdly, the Gaussian probability function is symmetric i.e. the most probable value
is at the center, while in counting experiments, especially rare events, the distribution is
asymmetric. This is quite clear for small counts, but actually persists even for larger counts
as shown in the lower two panels. Putting a Gaussian onto a Poisson count set even for an
average of 50 counts represents a small but systematic bias.
Using the Least Squares method in such cases is bad, and assuming σ2b ≈ nb makes it
even worse: as shown in Figure 1.1, there are zero counts in some bins, and by excluding
zero bins from the ﬁt, we are throwing away important information. As will be explained in
Figure 3.2, a null observation does not necessarily mean a zero signal.
We therefore see that for small numbers of integer counts, there is a need to replace the
Least Squares method by something based on the Poisson distribution.
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Figure 1.2: The upper two ﬁgures show that for small rate parameter λ, Gaussian and Poisson
distributions diﬀer signiﬁcantly; counts are integers and cannot be negative. In the bottom two
ﬁgures for λ = 50, the Poisson and Gaussian do look very similar, there is nevertheless a residual
asymmetry in the Poisson distribution as the zoomed detail in the fourth panel shows: there is a
systematic bias.
The Poisson model and its extensions
While the Poisson distribution
p(n |λ) = e
−λ λn
n!
n = 0, 1, 2, . . . , λ > 0
is clearly the ﬁrst option to describe discrete counts, it can easily be proved to be inadequate.
The Poisson mean and variance both equal to the rate parameter λ, so for any given mean the
variance is ﬁxed. When the variance of observations is greater than the variance predicted
by the Poisson equality, var(Observations)/var(Poisson model) > 1, there is no mechanism
or parameter to describe this within the Poisson framework.
One possible reason for larger variance or over-dispersion is positive correlation between
individual counts or clustering, thus violating the assumption of independent observations
which led to the Poisson distribution, since it arises from an underlying assumption that
events are independent. Other reasons such as outliers in the data or other nonstandard
features also contribute to additional variance.
We shall in this thesis explore the Negative Binomial distribution as a fairly obvious
extension to the Poisson case. Since the Negative Binomial has two parameters, it is clear
from the start that its variance and mean can be disentangled.
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1.2 Probability as relative frequency and as degree of
belief
Probability theory is nothing but common sense reduced to calculation.
Pierre Laplace, 1812
The primary purpose of probability theory rests in inferring patterns from seemingly random
phenomena. This provides a platform to formulate a model concerning existing information
in order to make conclusions and predictions.
In general, there are two approaches to deﬁning probability:
1. Frequentist deﬁnition:
An event A can occur or not occur in a given situation. After many repetitions,
commonly called trials, the probability for this event to occur is deﬁned by the long-
run relative frequency, the ratio of the number of occurrences n to the number of trials
N [1],
p(A) = lim
N→∞
n
N
. (1.6)
For example, if we would like to know whether a coin is fair, the probability that this
coin lands face up (head), θ, is obtained by ﬂipping this coin in N times repeatedly,
then count the number of heads n, thus θ is determined by its frequency of occurrence,
which is n/N .
In this view, the probability for an event A to occur is acquired by running an experi-
ment of inﬁnite repetitions. In other words, A must be a random variable, a quantity
that ﬂuctuates throughout repeated experiments or a physically meaningful ensemble
[2].
However, this understanding of probability restricts its scope. In experimental physics,
many problems are of such a nature that many repetitions are not possible and limited
measurements or trials are unavoidable. In cosmology and astrophysics, the number of
observations is limited to the observed cases, and instrumental restrictions or budget
or computer time often mean that N →∞ does not describe the experimental reality.
2. Bayesian probability theory:
The Bayesian concept of probability does not rely on physical trials; rather, it quantiﬁes
the probability of logical propositions or logical statements A, given (for example) some
background information I and the assumed truth of some other proposition B. The
probability p(A |B, I) then quantiﬁes a reasonable degree of belief that A is true in
a situation where lack of information or data means that it may or may not be true,
or acquire diﬀerent values. One can read it as Given background information I, and
some other proposition B being true, we can make a predictive statement: My present
degree of belief for proposition A to be true has value p(A |B, I).
In practice, p(A |B, I) represents The probability distribution of parameter values
given observations and background information, or The probability that a hypothesis
H is the true description of data. A more complete account of Bayesian theory is
provided in Section 3.1.
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In Bayesian statistics, we assign probability distributions to parameters. Both the Poisson
model and Negative Binomial model are studied in this thesis and some basic situations are
compared in explicit examples. It will soon become clear that the conceptual beauty of
Bayesian calculus comes at the price of a much expanded computational task. For that
reason, the family of Monte Carlo methods is introduced and used to calculate numerically
what is impossible to do analytically.
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Chapter 2
Statistical basis
In this chapter, we set out the necessary mathematical and statistical basis for probability
theory in general. The speciﬁcally Bayesian concepts and methods will appear in Section
3.1.
2.1 Basic mathematical relations
Mathematical concepts and formulae in this section are common to all approaches to prob-
ability theory. In Chapter 3, these are interpreted and extended within the Bayesian frame-
work.
2.1.1 Probability basics
The concepts and relations set out here are well known and will be treated only very brieﬂy.
 Any probabilistic system is deﬁned by the threesome of the variable X, its outcome or
sample space A(X) and the corresponding probability p(X) for each possible X.
 The random variable X is any question or operation or situation which has more
than one possible answer or outcome. We assume that X is a real number or else an
integer.
 The outcome space A(X) is the set of all possible values of X, x ∈ A(X), ∀x. It can
be a discrete or continuous set, ﬁnite or inﬁnite.
 The probability p(X=x) is the probability of obtaining a particular outcome x of ran-
dom variable X. The probability density function (pdf) is a function that assigns a
probability to each outcome of continuous random variable X; the pdf is a density be-
cause
∫
dx p(x) = 1 is dimensionless. For discrete variables we speak of the probability
mass function (pmf) which is dimensionless.
 Probabilities are normalised in the sense that
∫
A(X) p(x) dx = 1 for a pdf and
∑
A(X)
p(x) =
1 for a pmf.
6
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 The Cumulative Distribution Function or cdf F (x) is the sum (or integral) of all proba-
bilities of outcomes up to a given maximum outcome x; it is a monotonically increasing
function and is distributed over the interval [0, 1],
F (x) = P (X ≤ x) =
∑
X≤x
p(X), for the discrete case,
F (x) = P (X ≤ x) =
∫ x
−∞
p(X) dX, for the continuous case.
The sums are replaced by integrals for continuous random variables throughout the
theory.
 When two variables X and Y are considered at the same time, we speak of the joint
probability p(X, Y ) of both X and Y having some particular values.
 Given a joint probability mass function, the marginal probabilities for Y and for X
respectively are
p(Y ) =
∑
X∈A(X,Y )
p(X, Y ), (2.1)
p(X) =
∑
Y ∈A(X,Y )
p(X, Y ), (2.2)
with equivalent integrals for the pdf cases.
 The conditional probability of a variable X given any hypothesis H or variable Y or
any other information or combination of such is denoted by the use of a vertical line,
e.g. p(X |H), p(X |Y ) where quantities to the right of the line are by hypothesis known
and true, while those to the left are unknown and predicted.
 The product rule forms the basis of the calculus of probability. Given any two variables
X and Y , the joint probability p(X, Y ) can always be expressed as the probability of
X times the conditional probability of Y given that X is known,
p(Y,X) = p(Y |X) p(X), (2.3)
where p(Y ) is the marginal; of course the reverse is also true if X and Y are ex-
changable,
p(X, Y ) = p(X |Y ) p(Y ). (2.4)
The product rule is sometimes also called Bayes' rule.
 Two variables are independent if the joint probability factorises or equivalently the
conditional probability becomes independent of the known variable,
p(X, Y )
SI
= p(X) p(Y ) = p(Y ) p(X), (2.5)
p(X |Y ) SI= p(X), (2.6)
from which p(Y |X) = p(Y ) follows immediately.
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 The combination of the product rule with marginalisation yields the chain rule,
p(X) =
∑
Y
p(X, Y ) =
∑
Y
p(X |Y ) p(Y ). (2.7)
 All of the above can be extended to three or more variables X1, X2, . . . XN in many
diﬀerent combinations. One example would be N independent variables, for which the
joint probability density factorises
p(X1, X2, X3 . . . XN) = p(X1) p(X2 |X1)p(X3 |X2, X1) . . . p(XN |XN−1, XN−2 . . . , X1)
SI
=
N∏
i=1
pi(Xi), (2.8)
where each pi(Xi) is the appropriate marginal. If in addition the N marginals are given
by the same pdf or pmf function and the outcome spaces are the same for all Xi, we
speak of independent identically distributed (i.i.d.) variables,
p(X1, X2, . . . , XN)
iid
=
N∏
i=1
p(Xi). (2.9)
 The mode x∗ of a distribution is that point or outcome in A(X) at which p(X) reaches
a maximum, x∗ = argmaxX p(X) or in more conventional physics notation
∂p(X)
∂X
∣∣∣∣
X=x∗
= 0,
∂2p(X)
∂X2
∣∣∣∣
X=x∗
< 0. (2.10)
p(X) is called unimodal if it has only one mode and multimodal otherwise. A pdf is
called uniform if it is constant between ﬁnite limits,
U(X |xmin, xmax) = 1
xmax − xmin (2.11)
 Transformation properties: when X is transformed to a new variable U by some known
invertible transformation f(X), the outcome space transforms accordingly, A(U) =
{u |u = f(x), x ∈ A(X)}. For discrete probabilities, the transformed pmf relates to
the original one by
p(U) =
∑
X
p(X) δ(U, f(X)), (2.12)
where the Kronecker delta δ(a, b) is 1 if a = b and 0 otherwise. For continuous X and
U , the density implies an additional Jacobian factor
p(Y ) = p(X)
∣∣∣∣dXdY
∣∣∣∣ (2.13)
which follows the fact that the probability mass, not the density, must be invari-
ant under change of variables. For transformations of more than one variable, the
corresponding probability transformation involves the absolute value of the Jacobian
determinant,
p(U1, U2, . . . , UN) = p(X1, X2, . . . , XN)
∣∣∣∣∂(X1, . . . , XN)∂(U1, . . . UN)
∣∣∣∣ . (2.14)
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2.1.2 Interval probabilities
Often we are interested not only in ﬁnding the mode of a probability but a measure of
uncertainty around that maximum. The simplest measure of uncertainty is the variance or
more speciﬁcally its square root, the standard deviation. These will be treated below. More
generally, one would quote quantiles along with the conﬁdence interval associated with the
relevant interval probability.
The cumulative distribution for a particular value x1−α is
F (x1−α) = p(X ≤ x1−α) = 1− α (2.15)
where 1−α is the quantile, and x1−α = F−1(1−α) is called quantile value. A central interval
(x1, x2) is then deﬁned with x1 and x2 the smallest and largest elements in outcome space
A(X) subject to the constraints
F (x1) = p(X ≤ x1) = α/2 (2.16)
1− F (x2) = p(X ≥ x2) = α/2 (2.17)
or
F (x1 < x < x2) = 1− α (2.18)
so that the bounds (x1, x2) represent the 100× (1− α)% conﬁdence interval of variable X.
2.1.3 Moments, cumulants and generating functions
While the full functional form of a pdf or pmf contains the ultimate information, it is for
unimodal cases often helpful to describe it in terms of a few numbers to characterise it.
By far the most common quantities are the mean and variance, which are the ﬁrst two so-
called cumulants. In addition to yielding the mean and variance, the associated generating
functions provide further information and powerful problem-solving tools.
The various generating functions play an important role in many calculations; for example
the Central Limit Theorem, convolutions and systems with additional constraints. Firstly,
for integer variables n, the probability generating function (pgf) is deﬁned as the expectation
value of the n-th power of the dual variable z,
G(z) = E(zn) =
∑
n
p(n) zn, (2.19)
which, if the sum can be expressed in closed form, yields probabilities by taking derivatives,
p(n) =
1
n!
(
d
dz
)n
G(z)
∣∣∣∣
z=0
. (2.20)
Moments of order q = 1, 2, 3, . . . are deﬁned as
µq =
∑
A(x)
xqp(x); (2.21)
they can be calculated either directly by carrying out the sum (or the integral when X is
continuous variables) or indirectly from the moment generating function (mgf),
M(t | p(x)) = E(etx) =
∑
A(x)
etxp(x), (2.22)
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which we often abbreviate to M(t). If M(t) is a closed function of t, successive derivatives
of M yield the moments
µq(x) =
(
d
dt
)q
M
(
t |P (x))∣∣∣∣
t=0
. (2.23)
The cumulant generating function (cgf) is related to the mgf by
K(t |P (x)) = lnM(t| |P (x)) = lnE(etx), (2.24)
and cumulants of order q = 1, 2, . . . are also obtained by diﬀerentiation,
κq(x) =
(
d
dt
)q
K
(
t |P (x))∣∣∣∣
t=0
. (2.25)
The set of cumulants have important properties. The ﬁrst two are themean and the variance,
κ1(x) = µ(x) = E(x) (2.26)
κ2(x) = var(x) = µ2 − µ21 = E(x2)− E(x)2 (2.27)
where κ1 measures the expected value or location of a random variable while κ2 is the square
of the width or standard deviation measuring the scale of the peak around κ1. Beyond
these ﬁrst two, cumulants have some powerful properties:
1. Additivity under convolution of i.i.d variables: Given N i.i.d. variables, the cumulant
of their convolution is N times the cumulant of the individual one,
κq
( N∑
i=1
Xi
)
= Nκq(X) (2.28)
2. Properties under linear transformation: Deﬁning U = aX + c, where a, c are constant,
the respective cumulants transform as
κ1(U) = aκ1(X) + c, (2.29)
κq(U) = a
qκq(X), ∀q = 2, 3, . . . . (2.30)
3. The third- and fourth-order cumulants characterise further properties of the distribu-
tion. Deﬁning K(q) to be the qth derivative with respect to t, the skewness
γ1(x) =
κ3
3
√
κ2
=
K(3)(t)
∣∣
t=0
3
√
K(2)(t)
∣∣
t=0
(2.31)
measures the asymmetry of the probability distribution with respect to its mode. Sym-
metric distributions have zero skewness. A probability with negative skew is said to be
left-tailed; the mass of the distribution is concentrated on the right of the probability's
maximum (the mode). Positive skew is the opposite to negative skewness.
The kurtosis is deﬁned by
γ2(x) =
κ4
κ22
=
K(4)(t)
∣∣
t=0(
K(2)(t)
∣∣
t=0
)2 (2.32)
High kurtosis means heavy tails, or outliers, while a distribution with low kurtosis
tends to have light tails and few outliers.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. STATISTICAL BASIS 11
2.2 Speciﬁc probability distributions
Diﬀerent situations and needs require diﬀerent tools. In this section, we summarise those
probability distributions which we shall need later. For those with integer outcomes, the
random variable will be termed n, while real random variables are termed x. Parameters are
often speciﬁed by Greek letters, but there are some exceptions.
2.2.1 Binomial distribution
Suppose that a ﬁsherman has N hooks in the sea to catch ﬁsh; for each speciﬁc hook, the
probability is θ that a ﬁsh is caught and (1− θ) that no ﬁsh is caught. The single-ﬁsh case
is called a Bernoulli distribution with catch (success) probability θ and failure probability
(1−θ). Deﬁning n as the number of hooks which did catch a ﬁsh, then (N−n) is the number
of hooks which failed. Since we are not interested in the identity of the hook but only the
total number n of catches, the
(
N
n
)
possible combinations of hooks which could have caught
them, so that the probability for n follows a binomial distribution
p(n|N, θ) =
(
N
n
)
θn(1− θ)N−n, n = 0, 1, 2, · · · , N ; (2.33)
it generally describes the probability of n successes given ﬁxed N independent trials each
with success probability θ.
The convention is to characterise each distribution with a two-letter code. For the Bino-
mial, we therefore write
Be(n |N, θ) = p(n|N, θ) =
(
N
n
)
θn(1− θ)N−n, n = 0, 1, 2, · · · , N ; (2.34)
which is sometimes shortened to Be(N, θ).
Properties
The moment generating function for the binomial distribution is
M(t) = E(etn) =
∞∑
n=0
etn
(
N
n
)
θn(1− θ)N−n =
∞∑
n=0
(
N
n
)
(θet)
n
(1− θ)N−n
=
(
θet + (1− θ))N (2.35)
and the cumulant generating function follows as
K(t) = lnM(t) = N ln
(
θet + (1− θ)) (2.36)
resulting in the mean, variance, skewness and kurtosis,
µ(n) = Nθ (2.37)
var(n) = Nθ(1− θ) (2.38)
γ1 =
1− 2θ√
Nθ(1− θ) (2.39)
γ2 =
1− 6θ(1− θ)
Nθ(1− θ) . (2.40)
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The probability generating function is given by
G(z) = E(zn) = [θz + (1− θ)]N (2.41)
2.2.2 Poisson distribution
We pay particular attention to the Poisson distribution as it is used extensively in later
chapters.
If data consists of a set of discrete events distributed in space, time, energy, angle or some
other informative variables, it is common to describe their probability in terms of Poisson
distributions. As shown below, the Poisson distribution has a particular simple and general
form and rivals the Gaussian distribution in its generality and many ways it is used.
Given the detected counts n, the Poisson distribution is characterized in terms of a pa-
rameter λ as
Pn(λ) = p(n |λ) = e
−λλn
n!
, n = 0, 1, 2, . . . , λ > 0, (2.42)
One property unique to the Poisson distribution is called equidispersion. The term statistical
dispersion used in some environments is really just the variance, or its square root, the stan-
dard deviation, which measures the width of a distribution. As shown below, the parameter
λ determines both the expectation value of counts n and its variance.
κ1 = E(n) =
∞∑
n=0
n p(n |λ) = λ, (2.43)
κ2 = var(n) = E(n
2)− E(n)2 = λ. (2.44)
The equality of mean and variance deﬁnes equidispersion. Overdispersion, where var(n) >
E(n) or underdispersion with var(n) < E(n) necessarily imply that the relevant probability
must have two or more parameters.
Derivation
The Poisson distribution can be derived in at least two ways:
1. Limit of Binomial Distribution: If we take the limit N  1 while at the same
time making θ tends to zero such that λ = Nθ remains constant [3], the binomial
distribution equation (2.33) becomes
p(n|N, λ) = N !
n!(N − n)!
(
λ
N
)n(
1− λ
N
)N−n
. (2.45)
Since
lim
N1
N !
(N − n)! = limN1N(N−1) · · · (N−n+1) ' N
n (2.46)
and
lim
N→∞
(
1− λ
N
)N−n
= lim
N→∞
(
1− λ
N
)N
= e−λ (2.47)
we obtain the expression of Poisson distribution
p(n |λ) = e
−λλn
n!
. (2.48)
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2. Waiting-time derivation: The Poisson process is fundamental in the ﬁeld of stochas-
tic time series. It is based on the two assumptions that there is a constant rate ω of
events occurring and that the events are independent, no matter how close in time
they occur. As we are not concerned with Poisson processes as such, the arguments
below are not rigorous but only an intuitive motivation.
Suppose that we would like to model the occurrence of random events that happen
completely independently. The probability of an event occurring at any time t after
starting observations at t = 0 is independent of the probability of another event oc-
curing at any other time t′, no matter how small the interval (t′− t) is; in other words,
each of the interval dt is a Bernoulli process.
A typical example of the cumulative number of events as a function of time is illustrated
in Figure 2.1.
Figure 2.1: Example of a Poisson Process represented as a stochastic cumulative distribution.
Given a constant rate ω, events happen randomly in time. The times of occurrence shown as the
jump times on the x-axis and the cumulative number of events on the y-axis.
Assuming the rate of arrival is ω, we assign the following probability values during an
inﬁnitesimal time interval dt :
(a) p(n = 1|dt, ω) = ω dt, the probability that one event takes place;
(b) p(n = 0|dt, ω) = 1− ω dt, the probability that no event occurs;
(c) p(n > 1|dt, ω) = 0, the probability that more than one event is observed.
Let p(t) be the probability of no events occurring in time interval (0, t), then the
probability that zero counts are observed in time interval (0, t+dt) is, by using product
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rule (2.5),
p(t+ dt) = p(null event in (0,t) and null event in (t, dt))
= p(t)
(
1− wdt
)
or
dp(t)
dt
= −wp(t). (2.49)
With initial conditon p(0) = 1, the solution for no counts is an exponential [4],
p(n = 0 | t, w) = e−wt. (2.50)
The probability that exactly one event will occur at a time t1 is a product of three
components [5]: the probability that nothing happens between (0, t1), the probability
one event occurs in the inﬁnitesimal interval (t1, t1 + dt1), and the probability that
there is no count in the ﬁnal interval (t1 + dt1, t),
p(n = 1 | t=t1, ω) = p(0 | (0, t1), ω) p(1 | (t1, t1+dt1), ω) p(0 | (t1+dt1, t), ω)
= e−ωt1 (ω dt1) e−ω(t−t1−dt) = e−ωteωdt1ω dt1. (2.51)
Hence the probability that this one event occurs at any time t1 in the interval (0, t) is
p(n = 1|t, ω) =
∫ t
0
e−ωteωdt1ω dt1
= ωe−ωt
∫ t
0
e−ωdt1 dt1 ≈ ωe−ωt
∫ t
0
dt1
= ωte−ωt (2.52)
In the case of n events occurring during time interval (0, t), we must take into account
time ordering. Using an abbreviated notation,
p(n|t, ω) =
∫ t
0
∫ tn
0
· · ·
∫ t3
0
∫ t2
0
P (t1)P (t2 − t1)P (t3 − t2) · · ·P (t− tn)wn dtn · · · dt2 dt1
= ωne−ωt
∫ t
0
dtn · · ·
∫ t3
0
dt2
∫ t2
0
dt1
so that the result is a Poisson distribution with λ = ωt,
p(n|λ) = e
−ωt(ωt)n
n!
=
e−λλn
n!
(2.53)
Properties
The moment generating function of the Poisson distribution is
M(t) = E(etn) =
∞∑
n=0
etn
e−λλn
n!
= e−λ
∞∑
n=0
(λet)n
n!
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and summing up the series,
M(t) = exp[λ(et − 1)] (2.54)
so that the cumulant generating function is very simple,
K(t |n) = lnM(t) = λ(et − 1). (2.55)
so that the cumulants to all order are the same, κq = λ,∀ q. In particular, the mean and
variance are equal,
µ(n) = var(n) = λ, (2.56)
while skewness and kurtosis are suppressed by powers of λ−1/2,
γ1 = λ
−1/2 (2.57)
γ2 = λ
−1. (2.58)
The probability generating function is even simpler,
G(z) = E(zn) =
∑
n
e−λλn
n!
zn = e−λ
∑
n
(zλ)n
n!
= eλz−λ. (2.59)
Properties of the Poisson with respect to Bayesian calculations will be treated in Section
3.2.2.1.
2.2.3 Negative Binomial
The Negative Binomial distribution (NBD) of integer counts n is a generalisation of the
Poisson distribution and is obtained in a variety of diﬀerent situations and scenarios. It is,
for example, the probability of n successes given r failures,
Nb(r, θ) = p(n | r, θ) =
(
n+ r − 1
n
)
θn(1− θ)r n = 0, 1, 2, . . . . (2.60)
It has two parameters, a Bernoulli-type parameter θ with 0 ≤ θ ≤ 1 and secondly the
parameter r ≥ 0 which does not necessarily have to be an integer when interpreted as a
shape parameter in Section 3.2.2.2, so the more general form is
p(n | r, θ) = Γ(n+ r)
n!Γ(r)
θn(1− θ)r. (2.61)
The NBD can be written in several diﬀerent ways which has created much confusion. The
Poisson-Gamma mixture will be treated in Chapter 3.
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From Negative Binomial to Poisson Transforming from θ to a new parameter λ by the
transformation θ = λ/(λ + r), in the limit r → ∞ the NBD yields the Poisson distribution
as shown below and in Figure 2.2:
lim
r→∞
p(n | r, λ) = lim
r→∞
λn
n!
Γ(n+ r)
Γ(r)(r + λ)n
1
(1 + λ
r
)r
= lim
r→∞
λn
n!
Γ(r) · r · (r + 1) · · · (r + n− 1)
Γ(r)(r + λ)n
1
(1 + λ
r
)r
≈ λ
n
n!
· 1 · 1
eλ
=
e−λλn
n!
(2.62)
Figure 2.2: Comparison of the NBD and Poisson distributions for ﬁxed λ and increasing r; note
the diﬀerent scales on the x-axis (actually the n-axis). For small r, the NBD has a much larger tail
and hence variance and dispersion are greater than the Poisson distribution. As r increases, the
tail shrinks until the two are indistinguishable.
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Properties
The moment generating function is
M(t) = E(etn) =
∞∑
n=0
etn
(
n+ r − 1
n
)
θn (1− θ)r = (1− θ)r
∞∑
n=0
(
n+ r − 1
n
)
(θet)n.
Using the negative binomial series expansion
(1− x)−r =
∞∑
n=0
(
n+ r − 1
n
)
xn (2.63)
we obtain
M(t) =
(
1− θ)r(1− θet)−r = ( 1− θ
1− θet
)r
. (2.64)
From the cumulant generating function
K
(
t |P (n)) = lnM(t |P (n)) = r ln( 1− θ
1− θet
)
(2.65)
we can derive the mean, variance, skewness and kurtosis,
κ1 =
rθ
1− θ , (2.66)
κ2 = σ
2 =
rθ
(1− θ)2 , (2.67)
γ1 =
1 + θ√
rθ
, (2.68)
γ2 =
θ2 + 4θ + 1
rθ
. (2.69)
The variance of NB distribution provides a simpler way to show that the NBD approximates
to the Poisson distribution in the limit of large r,
µ(n) =
rθ
1− θ = λ, (2.70)
var(n) =
rθ
(1− θ)2 = λ+
λ2
r
≈ λ. (2.71)
Following the same steps as for the mgf, we obtain the probability generating function
G(z) = E(zn) =
(
1− θ
1− θz
)r
(2.72)
for radius of convergence |z| ≤ 1/θ.
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2.2.4 Gamma distribution
A gamma distributed random variable x has two free parameters, the shape parameter a
and the inverse scale parameter c,
Ga(a, c) = p(x | a, c) = c
axa−1e−cx
Γ(a)
, x > 0 and a, c > 0, (2.73)
where Γ(a) is the gamma function deﬁned as
Γ(a) =
∫ ∞
0
ta−1e−t dt. (2.74)
Normally these parameters are called (α, β) but we call them (a, c) to avoid notational
confusion later.
Properties
The Gamma distribution results from the convolution of exponentially-distributed variables
x, p(x | c) = ce−cx. Since x is nonnegative, the Gamma distribution is suitable as a prior for
the Poisson rate parameter; see Section 3.2.2.1.
The moment generating function is [6]
M(t) =
∫ ∞
0
etx
caxa−1e−cx
Γ(a)
dx =
1
(1− t/c)a , (2.75)
and the cumulant generating fuction is hence
K(t) = lnM(t) = −a ln(1− t/c). (2.76)
The mean, variance, skewness and kurtosis are then,
κ1 = µ(x) =
a
c
, (2.77)
κ2 = σ
2 =
a
c2
, (2.78)
γ1 =
2√
a
, γ2 =
6
a
. (2.79)
2.2.5 Gaussian
The Gaussian probability distribution, also called the normal distribution, is far and away the
most widely used distribution for real variables, mainly because it results from the limiting
form of most other distributions (including discrete ones) and also because it forms the basis
for linear calculations done in physics and elsewhere.
The Gaussian contains two parameters, a location variable µ ∈ R and a width or scale
variable σ > 0, σ ∈ R,
N (µ, σ2) = p(x |µ, σ) = 1√
2piσ
exp
{
− (x− µ)
2
2σ2
}
(2.80)
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Properties
There is no scope to set out the many important properties of the Gaussian except to point
out that, given the mgf,
M(t) =
∫ +∞
−∞
1√
2piσ
exp
[
− (x− µ)
2
2σ2
+ tx
]
dx = exp
[
µt+
1
2
σ2t2
]
(2.81)
the cgf is particularly simple, being a quadratic polynomial with respect to t
K(t) = lnM(t) = µt+
1
2
σ2t2 (2.82)
The mean, variance, skewness and kurtosis are then,
κ1 = µ, (2.83)
κ2 = σ
2, (2.84)
κq = 0, for q ≥ 3 (2.85)
The fact that all cumulants of higher order are identically zero forms the basis of many
expansions, including the Laplace approximation treated below. The Central Limit Theorem
set out in Section 2.3.2 shows how these expansions work.
2.3 Two important limits
These two limits are basic for most of statistics. Very importantly, they assume that the ﬁrst
and second cumulants exist; if they do not, then the entire structure of maths and statistics
built on them collapses and other methods must be used. The Cauchy distribution is a prime
example.
2.3.1 Law of Large Numbers
Let {Xi}Ni=1 be a set of i.i.d. random variables. If Xi has ﬁnite mean E(Xi) = µ and variance
var(Xi) = σ
2 < ∞,∀i, then as N approaches inﬁnity, the sample average 〈X〉 converges to
µ with probability 1. [7] [8]
lim
N→∞
p(〈X〉 → µ) = 1 (2.86)
The proof runs something like this. The expected value and variance of average 〈X〉 are
given as
E(〈X〉) = E
(
1
N
N∑
i=1
Xi
)
=
1
N
E
( N∑
i=1
Xi
)
= µ (2.87)
var(〈X〉) = var
(
1
N
N∑
i=1
Xi
)
=
1
N2
var
( N∑
i=1
Xi
)
=
σ2
N
. (2.88)
Chebychev's inequality for 〈X〉 states that
p
(∣∣〈X〉 − µ∣∣ ≥ λ σ√
N
)
≤ 1
λ2
(2.89)
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where λ > 1. It is equivalent to say that the probability of the discrepancy betwee 〈X〉 and
µ which is greater than λ units of the standard deviation σ〈X〉 is less than 1λ2 [3] . In the
limit N →∞, σ〈X〉 approaches zero and so 〈X〉 must converge to µ.
2.3.2 Central Limit Theorem
If mutually independent variables {Xi}Ni=1 follow a common distribution p(Xi) with popu-
lation mean E(Xi) = µ and ﬁnite variance var(Xi) = σ
2, sample average 〈X〉 and variance
of sample average var(〈X〉) = σ2〈X〉 = σ2/N < ∞ , then the probability density function of
standardised variable X∗ = 〈X〉−µ
σ〈X〉
tends to a standard Gaussian distribution
p(X∗)→ N (0, 1) (2.90)
Proof: The proof originates from [9]. The mgf and cgf of the standardised variable X∗ are
M(t) = M(etX
∗
) = exp
(
− µt
σ〈X〉
)
M
(
t
σ〈X〉
)
(2.91)
K(t) = lnM(t) = − µt
σ〈X〉
+K
(
t
σ〈X〉
)
(2.92)
then the ﬁrst two cumulants are
κ1(X
∗) = − µ
σ〈X〉
+
κ1(〈X〉)
σ〈X〉
= 0 (2.93)
κ2(X
∗) =
κ2(〈X〉)
σ2〈X〉
= 1 (2.94)
since κ1(〈X〉) = E(〈X〉) = µ and κ2(〈X〉) = σ2〈X〉, while cumulants of higher order q > 2 are
κq(X
∗) =
κq(〈X〉)
σq〈X〉
(2.95)
Expanding the sample average,
κq(X
∗) =
N−qκq(
∑
iXi)
(σ/
√
N)q
=
N1−qκq(X)
N−q/2κ2(X)
=
1
N q/2−1
κq(X)
κ2(X)q/2
, for q = 2, 3, · · · (2.96)
In the limit N → ∞, all cumulants κq(X∗) for q ≥ 3 therefore tend to zero, and since the
Gaussian higher-order cumulants are exactly zero, we conclude the probability distribution
for the standandarised variable p(X∗) approaches N (0, 1).
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2.4 Laplace Approximations
Integrals are the bread and butter of inference and model comparison problems, but as the
dimensionality of these integrals has grown, the so-called curse of dimensionality [10] has
become a problem for numerical evaluation. The Laplace approximation oﬀers an elegant
method to calculate a ﬁrst estimate of such integrals. With a view to later use we here deﬁne
θ = (θ1, θ2, . . . , θK) as the variable. Assuming the nonnegative multivariate function f(θ) is
strongly peaked at a global maximum θ∗ [11] determined by the ﬁrst derivatives,
∂f(θ)
∂θ
∣∣∣∣
θ∗
= 0 or
∂ log f(θ)
∂θ
∣∣∣∣
θ∗
= 0.
Writing f(θ) = elog f(θ), and expanding the exponent up to the quadratic term, the argument
goes that higher-order terms can be neglected due to the Central Limit Theorem,
log f(θ) = log f(θ∗) + (θ − θ∗)∂ log f(θ)
∂θ
∣∣∣∣
θ∗
+
1
2
∑
i
∑
j
∂2 log f(θ)
∂θi∂θj
∣∣∣∣
θ∗
(θi − θ∗i )(θj − θ∗j ) + · · ·
≈ log f(θ∗)− 1
2
(θ − θ∗)TH(θ∗)(θ − θ∗) (2.97)
where H(θ∗) is the K ×K negative Hessian Matrix with [i, j]th element
Hi,j(θ
∗) = −∂
2 log f(θ)
∂θi∂θj
∣∣∣∣
θ∗
The function f(θ) is thereby approximated by a multivariate Gaussian and, extending the
integration limits to inﬁnity, we obtain the Laplace approximation for the integral of f(θ),
Z =
∫
f(θ) dθ =
∫
elog f(θ) dθ
= f(θ∗)
∫ ∞
−∞
exp
{
− 1
2
(θ − θ∗)TH(θ∗)(θ − θ∗)
}
dθ
= f(θ∗)
√
(2pi)K
|detH(θ∗)| . (2.98)
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Bayesian parameter estimation and
model comparison
3.1 Introduction to Bayesian probability theory
3.1.1 Probability of logic
The main diﬀerence between traditional probability theory and Bayesian probability is the
concept of probability itself. In the 20th century in most ﬁelds, including physics, probability
was understood as limited to predictions of random variables X or n given some ﬁxed
parameters, and since the variable was assumed to model only objective reality quantities,
it was not allowed to think about probabilities of other quantities such as parameters, models
etc. The Bayesian framework, on the other hand, allows one to think of the probability of
any logical proposition whatsoever, including of course all objective measurements and
quantities, but also any other logical proposition such as It will rain tomorrow or The
probability that parameter λ has some value etc.
Allowing not just conventional random variables to appear in probability but any logical
proposition results in a massive increase in the scope of the theory to range from the most
common daily questions to ﬁnding the probability that the mass of the Higgs particle has
some value.
At the basis of the Bayesian framework is therefore the logical proposition which is typi-
cally denoted by a capital letter. For example A = The moon is shining and its opposite
A¯ = The moon is not shining can each be assigned a probability such that p(A)+p(A¯) = 1.
Where there are more than two answers to a given logical proposition, or where two or more
logical propositions are put simultaneously, the normal rules of probability theory apply, but
they have a diﬀerent or wider meaning.
A logical proposition is a declarative sentence that is either true or false, and the math-
ematics of such propositions is well developed. Most books on logic will provide a list of
properties one can call Boolean Algebra, including
1. deﬁnition: A means the logical proposition A is true,
2. conjunction: A AND B, denoted as A,B or just AB,
3. disjunction: A OR B, written as A+B,
22
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4. implication: if A then B, written as A⇒ B
5. negation: A is false, is written as A¯.
Basic boolean identities include
1. commutativity:
A,B = B,A
A+B = B + A
2. associativity:
A, (B,C) = (A,B), C = A,B,C
A+ (B + C) = (A+B) + C = A+B + C
3. distributivity:
A, (B + C) = A,B +B,C
A+ (B,C) = (A+B), (B + C)
4. duality:
IfC = A,B, then C¯ = A¯+ B¯
IfD = A+B, then D¯ = A¯, B¯
There are many important issues to consider here at the level of logic, causality etc. For the
purposes of this thesis, we only note that a logical proposition appearing to the right of the
vertical line in a conditional probability is considered true by hypothesis becoming a logical
statement, meaning that for the purposes of the calculation it is considered true, while a
logical proposition appearing to the left of the vertical line may be true or not. In other
words p(A |C) is the probability that proposition A is true while assuming for the moment
that C is true.
Following the redeﬁnition of probability in terms of logical proposition, the mathematics
of probability follows from two cornerstones, namely the product rule and the sum rule. Let
p(A,B |C) be the probability of A and B being true, given an assumption that C is true.
Product Rule: The joint probability of A and B being true given C is the product of the
probability that A is true (given C) times the probability that B is true (given A and C),
p(A,B |C) = p(A |C) p(B |A,C) (3.1)
and of course the reverse product rule also holds
p(A,B |C) = p(B |C) p(A |B,C) (3.2)
which shows that there is no time ordering involved but rather just an ordering in the logic
sequence of arguments.
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Sum Rule: While it may seem self-evident to most, the derivation of the sum rule
p(A |C) + p(A¯ |C) = 1 (3.3)
requires a thorough discussion; see for example [12]. From this, the Product Rule and the
rules of Boolean algebra follows the generalised sum rule
p(A+B |C) = p(A |C) + p(B |C)− p(A,B |C) (3.4)
and almost all of the usual probability theory.
Information: A crucial consequence of widening the scope of probability was that infor-
mation I about a given situation or background or experiment could be taken into account.
Given a logical proposition A, two observers may assign diﬀerent probabilities to it if their
information on the situation diﬀers. For example, the proposition the moon is shining would
have a diﬀerent probability given information I1 = the night is cloudy and information I2 =
there are no clouds. It hence becomes necessary to state such information explicitly by
including it in the probability, p(A | I1) 6= p(A | I2).
Hypotheses: Besides the explicit speciﬁcation of available information, the use of any
hypothesis H used must be indicated in the probability notation. A hypothesis is a set
of statements which are taken to be true only for the time being, while the probability
is being calculated, without having to be true or false. This opens up the way to make
quantitative comparison of diﬀerent hypotheses using Bayesian probability theory; see for
example Sections 3.1.6 and 3.3.
3.1.2 Bayesian Inference
Inverting conditional probabilities of logical propositions: Combining the two ways
of using the product rule for logical statements in Eqs. (3.1) and (3.2) and setting C = H,
the two conditional probabilities p(A |B,H) and p(B |A,H) are related by
p(A |B,H) = p(B |A,H) p(A |H)
p(B |H) (3.5)
The denominator can be written to resemble the numerator. If A has only two possible
answers A and A¯, then
p(B |H) = p(A,B |H) + p(A¯, B |H) (3.6)
= p(B |A,H) p(A |H) + p(B | A¯,H) p(A¯ |H), (3.7)
and so
p(A |B,H) = p(B |A,H) p(A |H)
p(B |A,H) p(A |H) + p(B | A¯,H) p(A¯ |H)
, (3.8)
By extension, if A has K diﬀerent possible answers Ak which are mutually exclusive then
p(Ak |B,H) = p(B |Ak,H) p(Ak |H)∑
k p(B |Ak,H) p(Ak |H)
. (3.9)
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Application to parameters and data: We note again that the above relations are
completely general and can be applied to any logical propositions. For the speciﬁc work
in this thesis, we specialise to say that A becomes the statement The parameter θ has a
particular (real) value, and identify B with the experimental data which we call D for the
moment and which will later be the set of counts nb. Rewriting Eq. (3.5) in terms of A = θ
and B = D, we have Bayes' Theorem
p(θ |D,H) = p(D | θ,H) p(θ |H)
p(D |H) . (3.10)
This is so important that each of the four probabilities has its own name:
posterior =
likelihood · prior
evidence
. (3.11)
We discuss each one:
 The prior p(θ |H) is the probability density of parameter θ before any data is taken
into account. It is based on pre-existing information or studies beforehand.
 The likelihood p(D | θ,H) is the probability usually associated with probability theory;
it predicts the probability that a particular set of data D would be obtained under the
hypothesis H and for a particular value of the parameter within that hypothesis.
 The evidence or marginal likelihood p(D |H) is at ﬁrst sight just a normalisation con-
stant, which for continuous θ is just the integral over θ of the numerator,
p(D |H) =
∫
p(D, θ |H) dθ =
∫
p(D | θ,H) p(θ |H) dθ (3.12)
in analogy with Eq.(3.9). In discrete systems, the integral may be replaced by a
summation. For continuous θ, Bayes' Theorem can hence also be written as
p(θ |D,H) = p(D | θ,H) p(θ |H)∫
p(D | θ,H) p(θ |H) dθ . (3.13)
Beyond being a normalisation constant, the evidence is a stepping stone towards com-
paring diﬀerent models or hypotheses; see Section 3.1.6.
 The posterior p(θ |D,H) is the conditional probability distribution of θ based both on
the hypothesis and the data obtained. The posterior is obviously proportional to the
prior times likelihood by neglecting the constant denominator
p(θ |D,H) ∝ p(D | θ,H) p(θ |H) (3.14)
which means that if we are interested only in sampling from the posterior, we do not
have to calculate the evidence. This will be important in Chapter 4.
Bayes' Theorem can therefore be read as a process where the prior probability of θ is updated
by information based on the data to give the posterior. This provides a powerful framework
for continuously using new data to update the probability of θ.
Clearly the above deﬁnitions and relations apply not just to one parameter θ but to as
many as we want.
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Coin ﬂip example: To illustrate the Bayesian approach, consider the example of repeated
coin ﬂips set out in many books such as [12]. Given the number of ﬂips N and a known
single-ﬂip probability for heads θ, the likelihood for n heads is clearly a Binomial distribution
p(D | θ,H) = p(n | θ,N,H) =
(
N
n
)
θn(1− θ)N−n = N !
n!(N − n)!θ
n(1− θ)N−n (3.15)
where θ is a parameter whileN is a constant. Given more speciﬁc information, it is reasonable
to be completely unbiased about the prior choice for θ; we give any value between 0 and 1
the same prior probability so that the prior is a uniform distribution,
p(θ |N,HU) = U(0, 1) = 1, 0 < θ < 1. (3.16)
Inserting this into Bayes' Theorem results in a posterior
p(θ |n,N,HU) =
(
N
n
)
θn (1− θ)N−n · 1∫ 1
0
dθ
(
N
n
)
θn (1− θ)N−n · 1 =
(N + 1)!
n!(N − n)! θ
n (1− θ)N−n. (3.17)
Note that in this posterior n is constant while θ is variable, while in the likelihood (3.15) n
is the variable while θ is constant. The posterior has the form of a Beta distribution for a
variable 0 ≤ x ≤ 1,
Be(x |α, β) = p(x |α, β) = x
α−1(1− x)β−1
B(α, β)
(3.18)
with B(α, β) =
∫ 1
0
dx xα−1(1− x)β−1 = Γ(α) Γ(β)
Γ(α + β)
=
(α− 1)! (β − 1)!
(α + β − 1)! ; (3.19)
clearly (3.18) is identical with (3.17) on identifying α = n+ 1 and β = N −n+ 1 and x = θ,
p(θ |n,N,HU) = Be(θ |n+1, N−n+1). (3.20)
While the uniform prior (3.16) would be appropriate when we know nothing about θ before-
hand, the same problem can be treated with a diﬀerent prior when we have, for example,
information on previous results. In that case we would use the Beta distribution also as a
prior,
p(θ |α, β,HB) = θ
α−1(1− θ)β−1
B(α, β)
but with α and β now treated as hyperparameters (i.e. pre-parameters whose value changes
the shape of the prior if not its functional form). Inserting this prior into Bayes' Theorem
along with the Binomial likelihood (3.15), we obtain a diﬀerent posterior
p(θ |n,N,HB) = θ
n+α−1(1− θ)N−n+β−1
B(n+ α,N − n+ β) = Be(n+ α,N − n+ β)
which is the same as the uniform prior case for α = β = 1.
Given two diﬀerent priors, we obtain two diﬀerent posteriors reﬂecting the diﬀerent in-
formation. This is as it should be. When data (in this case the head counts summing to n)
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are independent, the eﬀect of the prior tends to zero for large N, n, so that in the large limit
the posteriors are the same for all priors.
The dependence on priors is one reason why Laplace's probability theory was ignored for
a century, because in the frequentist world view, probabilities are not assigned but emerge
naturally from many repetitions of an experiment. In the Bayesian view, however, the
question of prior information is made explicit and hence explicit thought must be given to
it. For independent data, the probability also naturally converges to the correct one.
In Figure 3.1, inspired by [13], we show the results of a simulation in which data n was
created with a simulation parameter θ = 0.5. With increasing number of trials N and head
counts n, the posterior reﬂects that one has information to pinpoint the correct value θ = 0.5
with more and more accuracy.
Figure 3.1: Change of the posterior for θ with increasing N using a uniform prior. As N becomes
large, the likelihood wipes out the eﬀect of the prior. The width of the posterior decreases with
N and correctly has its mode closer and closer to 0.5.
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3.1.3 Parameter Estimation
Obtaining an analytical answer for the posterior as in the above coin ﬂip example is the ideal
case; the posterior contains all relevant information on the parameters. As already indicated
in Chapter 2, it is often convenient to characterise the posterior (or the likelihood in some
cases) by the mean, variance and interval probabilities. In this section, we set out a few
issues relating to parameter estimation.
Marginal posteriors and nuisance parameters: For a K-dimensional posterior dis-
tribution, if we are concerned only about parameter θ1, the marginal posterior distribution
p(θ1 |D,H) is obtained through integration over the remaining K − 1 parameters,
p(θ1 |D,H) =
∫
p(θ1, θ2, . . . , θK |D,H) dθ2 dθ3 . . . dθK (3.21)
Parameters which are integrated out are usually called nuisance parameters.
MAP: The best value of a parameter θ is usually taken to be its mode value θ∗ at the
maximum of the posterior. This is often called the Maximum A Posteriori (MAP) es-
timation, argmax
θ
P (θ |D,H) or the logarithm argmax
θ
logP (θ |D,H). Frequentist statis-
tics has only the likelihood and would calculate the Maximum Likelihood (ML) estimator,
argmax
θ
P (D | θ,H) or argmax
θ
logP (D | θ,H). Whenever the prior distribution is uniform,
MAP is identical to ML.
Predictions: To make predictions for future observations, based on a model (likelihood,
prior) and data, we can compute the posterior predictive distribution of new outcome x′
conditional on previous observed data,
p(x′ |D,H) =
∫
p(x′, θ |D,H) dθ =
∫
p(x′ | θ,D,H)p(θ |D,H) dθ
=
∫
p(x′ | θ,H)p(θ |D,H) dθ, (3.22)
i.e. Bayesian prediction is an integral over the likelihood for x′ weighted by the posterior of
the parameters. For example, in the coin toss problem, the prediction that the next ﬂip is a
head is, with likelihood p(head | θ) = θ, given by
p(head |D,H) =
∫
θ p(θ |n,N,HB) dθ = n+ α
N + α + β
Credible interval: This corresponds to the generic central interval in Chapter 2.1.2. In-
terval estimation is made by investigating a credible set A for a given quantile 1− α,∫
A(θ)
p(θ |D,H) dθ = 1− α
The appropriate credible interval is found by scanning the posterior from left to right, with
α/2 on each tail.
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Highest posterior density (HPD) interval: The Highest Posterior Density or HPD
interval can be viewed as traversing the posterior distribution by a horizontal line decreasing
progressively from top to bottom, such that the minimum density of any point within the
HPD interval is never lower than the density of any point outside. Given a threshold proba-
bility p∗, the HPD interval is deﬁned as the set of all points θ whose probability exceeds p∗,
A(θ | p∗) = {θ | p(θ |D,H) > p∗}. The total probability mass contained in the HPD interval
is then ∫
A(θ | p∗)
p(θ |D,H) dθ = 1− α(p∗). (3.23)
with α dependent on p∗. Unlike the central interval, the HPD would not necessarily contain
α/2 probability in the tails of a single mode distribution. It is more robust so that it can
handle two or more peaks.
3.1.4 Assigning Probabilities
Deciding which distribution to use for the likelihood and the prior is part of the process of
model-building summarised in the symbol H. There are diﬀerent guidelines to do so.
Principle of Indiﬀerence: The Principle of Indiﬀerence is the simplest way to assign
probabilities; it states that information which is invariant under any permutation of propo-
sitions implies assigning equal probability to all. If there is only information that there are
B possible outcomes to a particular discrete variable n, then the prior should be uniform,
p(n |B,HU) = 1/B; similarly when θ can take on all values in an interval [θmin, θmax], the
prior should be the uniform distribution (2.11),
p(θ |H) = U(θ | θmin, θmax) = 1
θmax − θmin .
The Principle of Indiﬀerence is fundamental; however, it is insuﬃcient when additional
constraints beyond the minimum and maximum are involved.
Conjugate priors: A second method for assigning probabilities involves conjugate priors.
Given some likelihood p(x | θ,H), a prior p(θ |α,H) is conjugate to p(x | θ,H) if the posterior
follows the same distribution as the prior but with an updated parameter α′,
pc(θ |x, α′,H) ∝ pc(θ |α,H) p(x | θ,H) (3.24)
with pc the same distribution. Conjugate prior-likelihood pairs are very convenient because
updates just change the values of the parameters.
There is a known list of conjugate pairs, see e.g. [14]. We already saw that the Beta
distribution is a conjugate prior for the Binomial distribution; later we will see that the
Gamma distribution is the conjugate prior for the Poisson likelihood etc.
Maximum entropy The third method called Principle of Maximum Entropy makes some
progress towards incorporating constraints as E.T.Jaynes suggested in 1963 [15]. For discrete
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variables θ, Shannon's entropy for the prior is deﬁned as
H(p) = −
∑
θ∈Aθ
p(θ |H) log p(θ |H). (3.25)
It measures uncertainty or information content of the discrete probability distribution of
proposition θ, where H here includes background information which constrains the assign-
ment of probabilities. Since H(p) is the measurement of ignorance in the probability dis-
tribution, maximum entropy provides the probability distribution solution which is least
informative while remaining consistent with constraints introduced by the information in
H [16]. The principle of maximum entropy is implemented by introducing Lagrange mul-
tipliers to satisfy constraints set by information H and applying variational calculus to the
constrained system
H = −
∑
θ∈Aθ
p(θ |H) log p(θ |H) + (λ0 − 1)
∑
θ∈Aθ
p(θ |H) +
∑
α
λαφα(p), (3.26)
where the second term is the normalization constraint and the third term φα(p) represents
constraints due to information [1] in the form φα(p) = 0, (α = 1, 2 . . .). The maximum
entropy solution is given by solving the partial derivatives with respect to p(θ |H),
∂H
∂p(θ |H) = − log p(θ |H)− 1 + λ0 +
∂
∂p(θ |H)
∑
α
λαφα(p) = 0 (3.27)
where λ0 and λα subject to normalization of p(θ |H).
3.1.5 Asymptotic Analysis
When there is no data available, the only probability available to the observer is the prior.
However, as data accumulates, the application of Bayes' theorem again and again results in
posteriors which become more and more peaked, as shown in the above Binomial example.
This means that, unless the prior is somehow very restrictive or unrealistic, the information
gained from data overrides any prior beliefs, the inﬂuence of a particular prior on Bayesian
inference diminishes, and Bayesian parameter probabilities become dependent mostly on the
likelihood only. In this sense and under the assumptions that the accumulating data is well-
behaved (e.g. obeys the Law of Large Numbers) and that the prior is not too restrictive, the
Bayesian and frequentist results converge.
Moreover, due to the Central Limit Theorem, the analysis of asymptotic distributions
simpliﬁes to consideration of only the quadratic approximation around an extremum (max-
imum or minimum).
In this section, we brieﬂy consider two asymptotic analysis results for the posterior,
namely an expression in terms of the Fisher Information and a Laplace Approximation of
expectations.
Posterior in terms of Fisher Information matrix: The following derivation is based
on [14]. For a sequence of observables {xm}Nm=1, the posterior can be approximated as
p(θ |D,H) ∝ p(D |θ,H)p(θ |H)
∝ exp
{
log p(D |θ,H) + log p(θ |H)
}
(3.28)
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Given the modes of the prior and likelihood (where MLE stands for Maximum Likelihood
Estimator in the literature),
∇ log p(θ∗prior |H) = 0, ∇ log p(D |θ∗MLE,H) = 0 (3.29)
we expand the two logarithms around the modes,
log p(θ |H) = log p(θ∗prior |H)−
1
2
(θ − θ∗prior)TH∗prior(θ − θ∗prior) + · · · (3.30)
log p(D |θ,H) = log p(D |θ∗MLE,H)−
1
2
(θ − θ∗MLE)TH∗MLE(θ − θ∗MLE) + · · · (3.31)
The [i, j]th element of prior and likelihood negative Hessian matrices are
H∗ij,prior =
(
− ∂
2 log p(θ |H)
∂θi∂θj
)∣∣∣∣
θ∗
prior
(3.32)
H∗ij,MLE =
(
− ∂
2 log p(D |θ,H)
∂θi∂θj
)∣∣∣∣
θ∗
MLE
(3.33)
therefore, the posterior can be approximated as [14]
p(θ |D,H) ∝ exp
{
− 1
2
(θ − θ∗prior)TH∗prior(θ − θ∗prior)−
1
2
(θ − θ∗MLE)TH∗MLE(θ − θ∗MLE)
}
(3.34)
∝ exp
{
− 1
2
(θ − θ∗)TH∗(θ − θ∗)
}
(3.35)
with
H∗ = H∗prior +H
∗
MLE (3.36)
θ∗ = H∗−1
(
H∗priorθ
∗
prior +H
∗
MLEθ
∗
MLE
)
(3.37)
The posterior of θ approximates a multivariate Gaussian distribution
p(θ |D,H) ∼ N (θ∗, H∗−1) (3.38)
where µ = θ∗ and the covariance matrix Σ is H∗−1. As shown, the likelihood becomes more
and more peaked with increasing N while the prior remains the same. The magnitude of
elements of the Hessian H∗MLE will hence also be much larger than those of H
∗
prior, so that
one can neglect the latter.
When the data is made up of N i.i.d. measurements, D = {xm}Nm=1, the H∗MLE/N tends
to converge to a constant, so that the large-N average of each matrix element becomes
lim
N→∞
(H∗MLE)ij
N
= lim
N→∞
{
1
N
(
− ∂
2 log p(D |θ,H)
∂θi∂θj
)}
= lim
N→∞
{
1
N
N∑
m=1
(
− ∂
2 log p(xm |θ,H)
∂θi∂θj
)}
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Under the assumption that the sample average converges to the expectation value 2.86, this
converges to the expectation value
lim
N→∞
(H∗MLE)ij
N
=
∫
p(x |θ,H)
(
− ∂
2 log p(x |θ,H)
∂θi∂θj
)
dx (3.39)
and so H∗MLE converges to N times the Fisher information matrix
lim
N→∞
H∗MLE = N I(θ) (3.40)
with I(θ)ij =
∫
p(x |θ,H)
(
− ∂
2 log p(x |θ,H)
∂θi∂θj
)
dx, (3.41)
and the posterior distribution converges to a multivariate Gaussian
p(θ |D,H) ∼ NK(θ |θ∗, [H∗MLE]−1) = NK(θ |θ∗, [N I(θ)]−1) (3.42)
Asymptotic expectation values: Apart from the standard mode, mean, variance and
interval characteristics of the posterior, it is sometimes necessary to calculate expectation
values of some function f(θ) of the parameters,
E[f(θ)] =
∫
f(θ) p(θ |D,H) dθ. (3.43)
Using the Bayes' Theorem expression
p(θ |D,H) = p(D |θ,H) p(θ |H)∫
p(D |θ,H)p(θ |H) dθ
the expectation value of function f(θ) can be rewritten asymptotically as the ratio of two
Laplace approximation integrals
E[f(θ)] =
∫
f(θ)p(D |θ,H)p(θ |H) dθ∫
p(D |θ,H)p(θ |H) dθ =
∫
exp
{
A1(θ)
}
dθ∫
exp
{
A2(θ)
}
dθ
(3.44)
with exponents expanded in Taylor series around the mode,
A1(θ) = log f(θ) + log p(D |θ,H) + log p(θ |H)
= A1(θ
∗
1)−
1
2
(θ − θ∗1)TH1(θ∗1)(θ − θ∗1) + · · · (3.45)
A2(θ) = log p(D |θ,H) + log p(θ |H)
= A2(θ
∗
2)−
1
2
(θ − θ∗2)TH2(θ∗2)(θ − θ∗2) + · · · (3.46)
where H1 = −∇∇A1(θ∗1) , H2 = −∇∇A2(θ∗2) are the negative K × K Hessian matrices.
Under the Laplace approximation assumptions, we then obtain
E[f(θ)] '
exp(A1(θ
∗
1))
√
(2pi)K
|detH1(θ∗1)|
exp(A2(θ∗2))
√
(2pi)K
|detH2(θ∗2)|
= exp[A1(θ
∗
1)− A2(θ∗2)]
√
|detH2(θ∗2)|
|detH1(θ∗2)|
(3.47)
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Asymptotic Evidence: Using the same arguments and techniques, the Laplace approxi-
mation for the evidence yields a closed form,
p(D |H) =
∫
p(D |θ,H)p(θ |H) dθ (3.48)
' exp(A2(θ∗2))
√
(2pi)K
|detH2(θ∗2)|
= p(D |θ∗,H) p(θ∗ |H)
√
(2pi)K
|detH2(θ∗2)|
(3.49)
While this looks like a quick and easy solution, it also makes apparent that the evidence
depends explicitly on the prior. The posterior can be shown to become asymptotically
independent of the prior, but the evidence does not. In the results of Chapter 5, we shall
see how the choice of prior inﬂuences the numerical values of various evidences.
3.1.6 Model comparison
The purpose of model comparison is to choose the most probable model in the light of
the data and background information, i.e. ﬁnding the largest probability among p(H1 |D),
p(H2 |D) etc.
Frequentist statistics does not permit writing p(H |D) but calculates everything based
on the likelihood p(D | θ,H). Therefore, the application of Bayes' theorem to calculate
probabilities of hypotheses is rejected [2]. In the Bayesian framework, on the other hand,
this becomes a simple matter. Given two competing hypotheses, one would take ratios of
their respective probabilities, also called odds. For any pair of models Hi and Hj, the odds
Oij = p(Hi |D)
p(Hj |D) (3.50)
can, with the help of Bayes' Theorem applied to H and D, be translated into ratios of
hypothesis priors and evidences:
Oij = p(D |Hi) p(Hi)
p(D)
/
p(D |Hj) p(Hj)
p(D)
=
p(D |Hi)
p(D |Hj) ·
p(Hi)
p(Hj) (3.51)
If there is no prior reason to prefer one or the other hypothesis, we set p(Hi) = p(Hj) = 1/2
and the odds becomes just the ratio of evidences, also called the Bayes Factor Bij,
Oij = Bij = p(D |Hi)
p(D |Hj) (3.52)
These can of course be inverted; if there are exactly two exhaustive and exclusive models,
the following two equations hold
p(Hi |D) = Oij
1 +Oij (3.53)
p(Hj |D) = 1
1 +Oij (3.54)
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Odds Oij larger than 1 favours model Hi and vice versa. If two models ﬁt data equally
well, then the odds will be close to 1. Some authors [1] state that in that case the simple
models (with fewer parameters) should be preferred, but that remains contentious. Jeﬀreys
[17] provides qualitive descriptions of its signiﬁcance for the purposes of model comparison
based on the log10 scale, then Kass and Raftery [18] modiﬁed Jeﬀreys' categories to natural
logarithm scale, as the table shown below. Corresponding conclusions hold for negative log
odds in favour of Hj.
2 loge(Bij) Results
> 10 Decisively in favour of Hi
6 to 10 Strongly favours Hi
2 to 6 Positively favours Hi
0 to 2 inconclusive
-2 to 0 inconclusive
-6 to -2 Positively against Hi
-10 to -6 Strongly against Hi
< -10 Decisively against of Hi
All these relations hold for the Bayes Factor Bij when the hypotheses are given equal
priors of 1/2.
One big advantage of the odds is that, when the two models have the same number of
parameters, it is possible to make their priors p(θi |Hi) and p(θj |Hj) quite similar and their
eﬀects can then be minimised because they cancel to some degree in the odds.
When there are more than two competing hypotheses, one can make a Bayes Factor
matrix M , where Mij = Hij and Mij = 1/Mji, and designate one hypothesis as a reference
and calculate all Bayes Factors with respect to this reference to ﬁnd the relative probable
hypotheses, then update the reference recursively until we ﬁnd the most probable hypothesis.
3.2 Application to discrete data spectra
3.2.1 Overview
We now want to apply the generic theory of Chapter 2 and Section 3.1 to the speciﬁc problem
of discrete data spectra. The general situation is that we have a raw data set of N counts as
a function of some variable such as space, time, energy, angle etc. The data are pre-processed
by grouping individual counts into measurement intervals, commonly called bins, with bin
index b = 1, . . . , B, bin midpoints xb, and bin width . Usually the bin width is a constant,
 =
xmax − xmin
B
(3.55)
but that is not a necessity. The binned data then has the form of bin counts nb so that
D = {nb}Bb=1 with
∑
b nb = N . An example of binned data is shown in Figure 1.1. The
height of each bar nb is the sum of all raw counts ni falling into bin b.
Our intent is to describe the data in terms of a model function (also called a parametriza-
tion or ﬁt function) f(x,β) of the coordinate x with K parameters β = (β1, β2, . . . , βK). A
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good description will be a case where a small number of parameters K describes a large
number B of data points nb well.
We set ourselves two tasks:
Firstly, given a particular function f(x,β), to ﬁnd those values for β which best de-
scribe the data, where best will be deﬁned in terms of posteriors for β, i.e. parameter
estimation,
Secondly, to apply Bayesian evidence to the problem of deciding whether ﬁt function
f1 or a diﬀerent function f2 is a better description of the data, i.e. model comparison
between H1 and H2.
The ﬁrst task will be covered in Sections 3.2.3 and 3.2.4 and the second in Section 3.3.
If, as we assume, the counts nb in diﬀerent bins b are independent, then the likelihood
will factorise as usual,
p(D |θ1,θ2, . . .θB) = p(n1, n2, . . . , nB |θ1,θ2, . . .θB) =
B∏
b=1
p(nb |θb), (3.56)
where the symbols θb represent the one or more parameters of the sort covered in Section 2.2.
If for example we make the likelihood in each bin a Negative Binomial, then θb represents
the two NBD parameters (rb, θb) in that bin.
In addition, there will be hyperparameters, i.e. parameters governing the distribution of
the θb's. There are two diﬀerent kinds of hyperparameters:
1. the hyperparameters governing the priors for θb, one set for each bin b, and
2. the function parameters β which enter into the likelihoods of all bins because the same
function f with the same parameters β is used in every bin in the form f(xb,β).
It is important to distinguish the function parameters β from the parameters entering the
likelihood and the various priors.
In ﬁnding posteriors for β, we are not interested in those prior hyperparameters on which
β does not depend. These are therefore nuisance parameters which must either remain part
of the answer or be integrated out. The process in Sections 3.2.3 and 3.2.4 will therefore be
to ﬁrst link the likelihood parameters θb to the function parameters β, and then to introduce
the prior with its hyperparameters. Those hyperparameters which do not aﬀect the β must
then be integrated out.
3.2.2 Construction of Poisson and Negative Binomial likelihoods
Before we go to the full likelihood calculation, we must explain the connections between the
Poisson, Gamma and Negative Binomial distributions in a single bin. In this section we
therefore leave out the subscript b.
3.2.2.1 From Poisson to Gamma
As explained in Section 2.2.2, the Poisson distribution is the limit of a Binomial distribution
and the result of a waiting time scenario. Due to its simplicity, it is commonly used to
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model the likelihood. In each bin, the number of counts is described in terms of the Poisson
parameter λ, as in Eq. (2.42),
p(n |λ) = e
−λλn
n!
. (3.57)
The posterior for λ is found by applying Bayes' theorem, Eq. (3.10),
p(λ |n,H) = p(n |λ,H)p(λ |H)∫∞
0
p(n |λ,H)p(λ |H) dλ (3.58)
For a uniform prior p(λ) = constant, we immediately obtain after cancellation a function
which looks like Poisson
p(λ |n,H) = e
−λλn
n!
, (3.59)
but the variable is not n but λ, i.e. p(λ |n,H) is the Gamma distribution of Eq. (2.73),
p(x | a, c) = c
axa−1e−cx
Γ(a)
with λ ≡ x, n ≡ a−1 and c ≡ 1 and is normalised according to∫ ∞
0
dλ p(λ |n) = 1, for all n.
Here we use the notation
λ ∼ Ga(λ |n+1, 1) (3.60)
to indicate that λ is gamma-distributed with the parameters as shown. Although it has the
same funtion form of the likelihood function p(n |λ,H), unlike n, which can only be positive
integers, λ has positive continuous values, so p(λ|n,H) is a probability density function.
For a Gamma prior
p(λ | a, c) = Ga(λ | a, c) = c
aλa−1e−cλ
Γ(a)
(3.61)
the posterior for λ is
p(λ |n, a, c) = p(n |λ) p(λ | a, c)∫
p(n |λ) p(λ | a, c) dλ (3.62)
given n is again a Gamma distribution but with shifted parameters,
p(λ |n, a, c) = Ga(λ |n+a, c+1). (3.63)
where setting a = 1, c = 0 corresponds to the uniform prior result Eq. (3.60).
In Figure 3.2, we plot Ga(λ |n+1, 1) for various n. Note that a measurement of n = 0
does not imply λ = 0 but rather that λ follows an exponential distribution.
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Figure 3.2: Posterior distribution of λ for diﬀerent observations(ﬂat prior). Noting that in case of
null observation, the posterior distribution for λ is not necessarily zero.
The cumulant generating function for the posterior is K(t|P (λ |n)) = −(n+ 1) ln(1− t),
so that the mean, variance, skewness and kurtosis are given as
E[λ |n,H] = n+ 1,
var[λ |n,H] = n+ 1,
γ1[λ |n,H] = 2/
√
n+ 1,
γ2[λ |n,H] = 6/(n+ 1).
If n 1, then
E[λ |n,H] = var[λ |n,H] = n
γ1 = γ2 = 0,
in other words for large n, the posterior distribution of λ approaches a Gaussian (n, n).
3.2.2.2 From Gamma to Negative Binomial
In the case of a Poisson likelihood p(n |λ), a ﬁxed λ is assumed. There is however no reason
why it should be ﬁxed to a single value; there often are processes which make λ ﬂuctuate. The
likelihood for n for all values of the ﬂuctuating λ is then an integral over p(n |λ) weighted by
whatever distribution λ itself follows. This situation is called a mixture or compound process
where the parameter itself varies.
From the previous section, it is clear that it is a natural assumption that the Poisson
parameter λ can be Gamma-distributed. It is therefore reasonable to use a Gamma prior for
λ. In anticipation of later notation, we rewrite the hyperparameters for this Gamma prior
as a ≡ r and c. The likelihood for n is then the integral over all λ of the Poisson p(n |λ),
weighted by the prior p(λ | r, c),
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For this choice, the compound-process likelihood for n is
p(n | r, c,H) =
∫ ∞
0
p(n |λ) p(λ | r, c) dλ (3.64)
which results in a likelihood
p(n | r, c,H) =
∫
e−λλn
n!
· c
rλr−1e−cλ
Γ(r)
dλ
=
cr
n!Γ(r)
∫
e−(c+1)λλn+r−1 dλ
=
Γ(n+ r)
n!Γ(r)
(
1
c+ 1
)n(
c
c+ 1
)r
=
Γ(n+ r)
n!Γ(r)
(
1
c+ 1
)n(
1− 1
c+ 1
)r
(3.65)
Deﬁning [19]
θ =
1
c+ 1
(3.66)
we recognise it as a Negative Binomial distribution as in Eq. (2.61),
p(n | r, θ) = Γ(n+ r)
n!Γ(r)
θn(1− θ)r or n ∼ NBD(n | r, (1+c)−1).
From the above derivation, we see that p(n | r, c), which is a likelihood, is at the same time
also the denominator which entered into the posterior for λ in Eq. (3.62) and played the role
of evidence.
3.2.3 Fit function parameter estimation: Poisson case
In this section, we consider the data D = {nb}Bb=1 in all B bins simultaneously with a view
to ﬁnding a posterior for the function parameters, p(β |D), omitting H in the arguments.
As usual we assume that bin contents are independent and that the likelihood factorises,
p(D |θ1,θ2, . . . ,θB) =
B∏
b=1
p(nb |θb). (3.67)
For the Poisson likelihood case, this becomes, with λb ≡ θb,
p(D |λ) = p(D |λ1, λ2, . . . , λB) =
B∏
b=1
p(nb |λb) =
B∏
b=1
e−λbλnbb
nb!
. (3.68)
In this our ﬁrst strategy, we ﬁx each Poisson parameter to the value of the model function
in that bin,
λb = f(xb,β) b = 1, . . . , B. (3.69)
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This equation represents a mapping from the K function parameters β to the B Poisson
parameters,
λb = λb(β) b = 1, . . . , B. (3.70)
and we can rewrite the likelihood as
p(D |λ1, λ2, . . . , λB) = p(D |λ1(β), . . . , λB(β)) = p(D |β) (3.71)
since the transformation from β to λ does not entail a Jacobian. This change allows us to
apply Bayes' theorem directly to β rather than the intermediary λ parameters: the posterior
for β is
p(β |D,H) = p(D |β,H) p(β |H)
p(D |H) =
p(β |H)
p(D |H)
∏
b
e−λb(β)λb(β)nb
nb!
=
p(β |H)
p(D |H)
∏
b
e−fb(β)fb(β)nb
nb!
(3.72)
with
p(D |H) =
∫
p(D |β,H) p(β |H) dβ (3.73)
which in most cases cannot be solved analytically. Since we are only interested in the
functional dependence of the posterior on β, we can take the logarithm and neglect all terms
which are β-independent,
L ≡ log p(β |D,H) (3.74)
= log p(β |H) + log p(D |β,H) + constants C
= log p(β |H) +
∑
b
[− fb(β) + nb log fb(β)] (3.75)
We shall need expressions for the mode later. Since the logarithm is a monotonic function,
the mode β∗ of L and p(β |D,H) is the same, β∗ = argmax
β
L(β), in other words, solving
the system of equations
∂L
∂βk
∣∣∣∣∣
β∗
=
1
p(β |H)
∂p(β |H)
∂βk
+
∑
b
(
nb
fb(β)
− 1
)
∂fb(β)
∂βk
= 0, k = 1, 2, . . . , K. (3.76)
3.2.4 Fit function parameter estimation: Negative Binomial case
In the second strategy, we model the case where λb is not ﬁxed but can ﬂuctuate according
to some prior p(λb | hyperparameters) as already discussed. Of course the question is then
how to connect λb with f(xb |β). We think it is reasonable to require that the expectation
value of λb should be ﬁxed to the function,
E(λb) = f(xb,β) = fb(β) (3.77)
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where we introduce shortened notation fb = fb(β) for use below. We also choose a gamma
prior with hyperparameters (rb, cb)
p(λb | cb, rb) = crbb λrb−1b e−cbλb
/
Γ(rb) (3.78)
which is exactly the choice taken in Eq. (3.65). From this follows immediately that the joint
likelihood becomes a product of Negative Binomials. Including explicitly the hyperparame-
ters c = (c1, . . . , cB) and r = (r1, . . . , rB),
p(D | c, r) =
B∏
b=1
p(nb | cb, rb) =
∏
b
Γ(rb + nb)
nb! Γ(rb)
(
1
cb + 1
)nb ( cb
cb + 1
)rb
. (3.79)
Now the expectation value for λb within the Gamma prior is
fb(β) = E(λb) =
rb
cb
(3.80)
Surprisingly, the same expectation value of λb in the Gamma distribution is also the expec-
tation value of nb in the Negative Binomial.
Furthermore, we know from Eq. (3.66) that the Negative Binomial parameter θb is related
to the Gamma parameter cb by θb = 1/(cb + 1) and
cb =
1− θb
θb
=
rb
fb
(3.81)
1 + cb =
1
θb
=
rb + fb
fb
(3.82)
so that we can eliminate cb in favour of the expectation value fb of Eq. (3.77), and so, with
f(β) = (f(x1,β), . . . , f(xB,β)) = (f1, f2, . . . , fB),
p(D |f(β), r) =
∏
b
Γ(rb + nb)
nb! Γ(rb)
(
fb
fb + rb
)nb ( rb
fb + rb
)rb
. (3.83)
As discussed in Section 2.2.4, the parameters rb govern the shape of the Gamma prior, while
the cb govern the inverse scale. We have already set the inverse scale parameters cb to be
determined by the model function f and rb. There is no need to have B distinct shape
hyperparameters r, and so we set them all equal to a single shape parameter, rb = r for all
b. The ﬁnal form of the Negative Binomial likelihood is therefore
p(D |β, r) =
∏
b
Γ(r + nb)
nb! Γ(r)
(
fb
fb + r
)nb ( r
fb + r
)r
. (3.84)
Bayes' theorem (3.10) yields
p(β, r |D,H) = p(D |β, r,H)p(β, r |H)
p(D |H) ∝ p(D |β, r,H)p(β, r |H). (3.85)
As our primary interest is to estimate β, we marginalise over nuisance parameter r to obtain
the desired function parameter posterior,
p(β |D,H) =
∫
p(β, r |D,H) dr
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Since the Negative Binomial likelihood has no conjugate priors, we assume β and r have
a uniform prior; the only information is that both must be positive, r > 0 and β ≥ 0. Then
the MAP is identical to ML, that is
p(β, r |D,H) ∝ p(D |β, r,H).
Noting that for all nb ≥ 1 and r > 0 [19],
log
(
Γ(r + nb)
Γ(r)
)
= log
[
r(r + 1) . . . (r + nb − 1)
]
= log
[ nb−1∏
j=0
(r + j)
]
=
nb−1∑
j=0
log(r + j), (3.86)
the log-posterior for the NB model is computed as
L ≡ log p(β, r |D,H) ≡ log p(β, r |H) + log p(D |β, r,H) + C
= log p(D |β, r,H)
=
B∑
b=1
{ nb−1∑
j=0
log(r + j)− log(nb!) + r log r + nb log(fb)− (nb + r) log(r + fb)
}
.
The modes are obtained by the usual ﬁrst derivatives,
∂L
∂βk
∣∣∣∣
β∗
=
B∑
b=1
{
nb − fb
fb(1 + fb/r)
}
∂fb
∂βk
= 0, k = 1, 2, . . . , K. (3.87)
∂L
∂r
∣∣∣∣
r∗
=
B∑
b=1
{ nb−1∑
j=0
(
1
r + j
)
− log(r + fb)− r + nb
r + fb
+ log r + 1
}
= 0 (3.88)
3.3 Model Comparison for discrete data spectra
3.3.1 Poisson versus Negative Binomial
Given data D = {nb}Bb=1, it is desired to test two hypotheses:
 H0 is a point or null hypothesis, where r = ∞, saying that in each bin the data
was generated by a Poisson likelihood with parameter λb(β).
 H1 claims that in each bin the data was generated by a Negative Binomial likelihood
with unknown parameter r.
Therefore, we can say that model H0 is nested within model H1, and we are deciding how
much complexity is demanded to interpret the variance of data D. Applying Eq. (3.52), we
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obtain the Bayes Factor, with λ = {λb}Bb=1,
B01 = p(D |H0)
p(D |H1)
=
∫
p(D |λ,H0) p(λ |H0) dλ∫
p(D | r,β,H1) p(β |H1)p(r |H1) dβdr
=
∫ B∏
b=1
e−fbfnbb
nb!
p(β |H0) dβ∫ B∏
b=1
Γ(r + nb)
nb!Γ(r)
(
fb
fb + r
)nb( r
fb + r
)r
p(β, r |H1) dβ dr
(3.89)
or equivalently the logarithm
log[B01] = log(p(D |H0))− log(p(D |H1)) (3.90)
We will make use of the guidelines of Jeﬀreys set out in Section 3.1.6 above.
3.3.2 Laplace Approximation of Bayes Factor for Poisson and NB
likelihoods
Laplace's method can be applied to both numerator and denominator of the Bayes Factor.
In general, the approximation works well for those likelihood functions which are not grossly
skewed, with modest dimensionality K and sample size N . As usual, analytical results are
preferred because of convergence and stability; but they fail when there is more than one
mode. Also the form near the maxima may not be well-represented by a multidimensional
Gaussian distribution in practice.
Under those caveats, let us consider the Laplace approximation for the evidence, Eq. (3.49),
ﬁrst for hypothesis H0 of a Poisson likelihood
p(D |H0) ≈ p(D |β∗,H0)p(β∗ |H0)
√
(2pi)K
detH0(β∗)
with a Hessian H0 with components
(H0)k,l = −∂
2 log p(D |H0)
∂βk∂βl
= −
{
1
p(β |H0)2
∂p(β |H0)
∂βk
∂p(β |H0)
∂βl
+
1
p(β |H0)
∂2p(β |H0)
∂βk∂βl
+
∑
b
[
− nb
f 2b
∂fb
∂βk
∂fb
∂βl
+
(
nb
fb
− 1
)
∂2fb
∂βk∂βl
]}
(3.91)
When a uniform prior is used for β, the Hessian reduces to
(H0)k,l = −
∑
b
[
− nb
f 2b
∂fb
∂βk
∂fb
∂βl
+
(
nb
fb
− 1
)
∂2fb
∂βk∂βl
]
(3.92)
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Under hypothesis H1 of Negative Binomial likelihoods, the approximate evidence is
p(D |H1) ≈ p(β∗, r∗ |H1) p(D |β∗, r∗,H1)
√
(2pi)K
detH1(β∗, r∗)
If uniform priors are used, log p(β, r |H1) = 0 and the log-posterior of the NB model is
L1 = log p(D |β, r,H1), the matrix H1 for r would consist of matrix elements
−∂
2L1
∂r2
=
B∑
b=1
{ nb−1∑
j=0
(
1
r + j
)2
− nbr + f
2
b
r(r + fb)2
}
; (3.93)
the mixed terms are
− ∂
2L1
∂r∂βk
= −
B∑
b=1
{
nb − fb
(r + fb)2
}
∂fb
∂βk
, (3.94)
and matrix elements in terms of β,
− ∂
2L1
∂βk∂βl
=
B∑
b=1
{(
nb
f 2b
− r + nb
(r + fb)2
)
∂fb
∂βk
∂fb
∂βl
− nb − fb
fb(1 + fb/r)
∂2fb
∂βk∂βl
}
. (3.95)
3.4 Solving the simplest case fb = β
We start with the simplest possible model fb = β for all b, which is just ﬁtting a ﬁxed
background signal.
Poisson likelihood: Assuming a uniform prior for β, the posterior distribution (3.72) is
p(β |D,H0) ∝ p(D |β,H0) =
∏
b
e−ββnb
nb!
(3.96)
and from Eq. (3.76), the best parameter value is
β∗ =
1
B
B∑
b=1
nb =
N
B
= n¯ (3.97)
and since the second derivative is negative,
∂2L
∂β2
= −
∑
b
nb
β2
= −B
n¯
< 0 (3.98)
the β∗ = n¯ is the desired MAP point. The asymptotic posterior distribution for β is the
Gaussian,
p(β |D,H0) ≈ N
(
n¯,
n¯
B
)
. (3.99)
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Negative Binomial likelihood: First, we calculate the mode of parameters β∗, then
obtain the Hessian matrix to evaluate the posterior distribution. From Eq. (3.87),
β∗ =
1
B
B∑
b=1
nb = n¯, (3.100)
and from Eq. (3.95), the second derivative is again negative,
∂2L
∂β2
= −
B∑
b=1
{
nb
f 2b
− r + nb
(r + fb)2
}
= − B
n¯(1 + n¯/r)
< 0, (3.101)
while the oﬀ-diagonal term in the Hessian is
− ∂
2L
∂r∂β
= −
B∑
b=1
{
nb − fb
(r + fb)2
}
= −
B∑
b=1
{
nb − n¯
(r + n¯)2
}
= 0. (3.102)
We conclude that r and β are independent in this example [20].
Substituting β∗ into Eq.(3.88) and calculating r∗,
∂L
∂r
=
B∑
b=1
{ nb−1∑
j=0
(
1
r + j
)
− log(r + n¯) + log r
}
= 0 (3.103)
the equation cannot be solved analytically, so that a Newton-Raphson algorithm is applied
to ﬁnd the solution. The value of r is updated until ∂L
∂r
= 0.
r(t+1) := r(t) −
(
∂L
∂r
/
∂2L
∂r2
)∣∣∣∣
r(t)
(3.104)
Alternatively, the value of r(t+1) is updated through
r(t+1) := r(t) + α∇L(r)∣∣
r(t)
(3.105)
This technique is termed as steepest ascent, where the learning rate α > 0, and the gradient
∇L(r) determines the direction of steepest ascent; r converges when L is maximized.
The posteriors for β and r in the NB model are hence
p(β |D, r,H1) ≈ N
(
n¯,
n¯(1 + n¯/r∗)
B
)
(3.106)
p(r |D, β,H1) ≈ N
(
r∗, var(r)
)
(3.107)
where var(r) =
{
−∂
2L
∂r2
}−1 ∣∣∣∣
r∗
while the second derivative is
−∂
2L
∂r2
=
B∑
b=1
{ nb−1∑
j=0
(
1
r + j
)2}
− Bn¯
r(r + n¯)
. (3.108)
We see that even in the easiest paradigm, direct computation of parameters from the NB
model impedes us from acquiring modes.
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Chapter 4
Markov Chain Monte Carlo methods
While Section 3.2 has highlighted important analytical results for the construction of likeli-
hoods for discrete data, it was also clear that numerical evaluation is necessary. Log posteri-
ors and their Negative Binomial equivalents can be written down formally but the equations
for the modes (maxima) cannot be solved analytically. Secondly, the number of parameters
K may become large, and it is usually hard to visualise the form of the posteriors. Often
it is also necessary to integrate out nuisance parameters which are not of interest. It is also
clear from Section 3.3 that computation of the evidence involves integrals in parameter space
which can rarely be handled analytically and that numeric methods are essential.
In this chapter, we introduce Monte Carlo (MC) methods and speciﬁcally the Markov
Chain Monte Carlo (MCMC) family. We will use the parameters θ as set out in Chapter 3
as our variables, but the MCMC methods are very general and not limited to the purpose
of parameter space integration.
4.1 Theoretical basis
4.1.1 Underlying assumptions
MCMC evolved independently from Bayes and the logic used in MCMC literature is not
Bayesian but frequentist. It relies on taking the number of elements in a sample to inﬁnity.
We will follow the traditional frequentist approach in this chapter.
The generic task solved by MCMC is as follows: Given aK-dimensional variable θ and any
probability of these variables pi(θ), it is often easy to write down the unnormalised functional
dependence of θ but hard to explicitly integrate this in order to normalise pi(θ). One then
speaks of an unnormalised probability pi∗(θ) which is related to the properly normalised one
by1
pi(θ) =
pi∗(θ)
Z
, (4.1)
where Z =
∫
pi∗(θ) dθ is the unknown integral. A good example is the posterior distribution,
p(θ |D,H) = p(D |θ,H) p(θ |H)
p(D |H) (4.2)
1
It should be clear from the context when pi refers to the mathematical constant.
45
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in which pi∗(θ) refers to the product of likelihood and prior, p(D |θ,H)p(θ |H), while Z is
the evidence. The diﬀerence between Bayesian and frequentist solutions often lies in the
fact that pi∗(θ) is identiﬁed only with the likelihood in the frequentist case, while Bayesians
include the prior and the likelihood. For the sake of developing the theory of MCMC, it does
not matter which of these two deﬁnitions is used.
In terms of the generic notation, the tasks of MCMC would include ﬁnding marginal
distributions such as
pi(θ1) =
∫∫
pi(θ1, θ2, θ3) dθ2 dθ3 (4.3)
or integrating over all parameters
Z =
∫
pi∗(θ) dθ (4.4)
or calculating the expectation value of some function of the parameters f(θ),
E(f(θ)) =
∫
f(θ) pi(θ) dθ =
∫
f(θ) pi∗(θ) dθ∫
pi∗(θ) dθ
(4.5)
Monte Carlo always creates a sample of numbers distributed according to some pi∗(θ). It must
be emphasised that the sample referred to is not a data sample but a sample of parameter
values or of functions of those values. The basic sampling procedure may be characterised
as follows:
1. Start the simulation process by generating the ﬁrst sample vector θ(1) according to the
joint distribution p(θ1, θ2, · · · θK), and compute f (1) = f(θ(1)).
2. Generate the second independent sample vector θ(2) to obtain f (2) = f(θ(2)). (Regard-
ing independence, see Section 4.2.1.) This procedure is repeated multiple times. After
constructing S number of i.i.d. samples, {θ(j)}Sj=1, the distribution of random variable
f (j) = f(θ(j)) is i.i.d. as well. According to the Law of Large Numbers, the sample
average 〈f〉 converges to its population mean as in Section 2.3.1.
lim
S→∞
1
S
S∑
j=1
f (j) = 〈f〉 ≈ E(f). (4.6)
3. Calculate the mean and variance of estimator 〈f〉. The Law of Large Numbers and the
Central Limit Theorem ( Section 2.3.2) guarantee that, when the variables are i.i.d.,
the distribution of the standardised variable
f ∗ =
〈f〉 − E(〈f〉)√
var(〈f〉) (4.7)
with
var(〈f〉) = var
[
1
S
S∑
j=1
f (j)
]
=
var(f)
S
(4.8)
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converges to a standardised Gaussian distribution,
p(f ∗)→ Gaussian(0, 1) (4.9)
Note that the variance of 〈f〉 shrinks on a scale of 1/S proportional to its target
variance var(f). In practice, the unbiased estimator of the population variance
σ2est =
1
S − 1
S∑
j=1
(f (j) − 〈f〉)2 (4.10)
is used for uncertainty estimation, but the diﬀerence is not important.
4.1.2 Stochastic processes
Before concentrating on the Metropolis-Hastings case, we ﬁrst sketch the basic concepts and
issues of stochastic processes in general, roughly following the text of [21].
Markov property: The state space A = A(θ) can be deﬁned as either a set of discrete
values which for the sake of simplicity we just number by an index i, or by real values whose
numbers can be categorised into discrete bins which we also call i for the moment [1]. When
the random variable θt takes discrete values, θt = i, for i ∈ A, we say that the process is in
a state i at time t. The next variable θt+1 is determined by a conditional probability which
in principle depends on the entire history of states,
p(θt+1=j |θt,θt−1, . . . ,θ0). (4.11)
The index t can be interpreted as sequence index of data; it is not physical time. Such a
stochastic process is called a Markov Chain if, for all states θt, t ≥ 0, the probability of
reaching state θt+1 = j depends only on the previous state θt = i,
p(θt+1=j |θt=i,θt−1, . . . ,θ0) = p(θt+1=j |θt=i) = Aij (4.12)
using Aij as brief notation for the conditional probability, which is also called the transition
probability. Because the same function is used for the conditional probability p(θt+1 |θt) for
any t, it is time stationary or time homogeneous. The set of transitions {Aij | i, j ∈ A} can
be represented as a square matrix, where each row sums to one due to the normalisation of
the conditional probability,
∑
j∈AAij = 1.
Vector-matrix formulation: After initialising the state's distribution with probability
pi0(θ), the processes's distribution changes on the next step to
pi1(j) =
∑
i∈A
pi0(i)Aij (4.13)
This can be written in a neat vector-matrix form with pi(θ) representing row vectors of
outcomes pi(θ=i)
pi1(θ1) = pi0(θ0)A. (4.14)
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Furthermore, we would like to deﬁne a n-step transition, from state i to destination state e
after n transitions.
A
(n)
ie = p(θt+n=e |θt=i). (4.15)
The Chapman-Kolmogorov equations provide a way to compute (n+m)-step transitions as
follows,
A
(n+m)
ie = p(θn+m=e |θ0) =
∑
k∈A
p(θn+m=e,θn=k |θ0=i)
=
∑
k∈A
p(θn=k |θ0=i) p(θn+m=e |θn=k,θ0=i)
=
∑
k∈A
p(θn=k |θ0=i) p(θn+m=e |θn=k)
=
∑
k∈A
A
(n)
ik A
(m)
ke (4.16)
We may interpret this as the process that starts at state i and goes to an intermediate state
k after n transitons. Summing over all the possible k bridge states yields the ﬁnal state e
after m additional transitions. Alternatively, we can use matrix notation to express these
(n+m) transitions [21]
A(n+m) = A(n)A(m) (4.17)
Hence we derive the following property: the n-step transition is just the nth multiplicative
power on matrix A.
A(n) = A · An−1 = A · · ·A = (A)n (4.18)
Stationarity: When n → ∞, we will end up with the stationary or equilibrium distri-
bution row vector pi(θ),
pi(θ) = pi0(θ0) · lim
n→∞
An, for all pi0(θ0). (4.19)
Preconditions: The preconditions for this strong statement include ergodicity and so-
called recurrence. A process is called ergodic if the stationary state is reached for every
possible initial state. In practice, we want to construct an ergodic Markov Chain which
obeys the following properties [4] [22]:
1. Irreducible: all states j must be reachable from all starting points i or mathematically
Ami,j > 0 ∀i, j and m > 0, so that all the states will be visited eventually. By contrast,
a reducible process could consist of two or more subsets of states where states from
one subset cannot reach those of the other subsets.
2. Recurrent: no matter in which initial state it starts, all of the states in the chain's
stationary outcome space can be revisited inﬁnitely many times. This is in contrast to
transient states which are visited only in the initial burn-in phase of the process; see
Section 4.2.1.
3. Aperiodic: the chain is not periodic in the sense that any state i is not revisited
regularly every m timesteps, with m smaller than the total number of states in the
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process. To prevent periodicity, it is necessary to enforce so-called detailed balance, the
condition that
pi(i)Aij = pi(j)Aji ∀i, j (4.20)
which is necessary to reach true stationarity rather than limited cycles in which the
system converges not to a single state pi(θ) but to a cycle of states which repeat after
passing through C states, pit+C = pit.
Detailed balance can be interpreted as time reversibility: the rate of transition process
pi(i)Aij hopping from any state θt = i to any other state θt+1 = j stays the same
when the sequence of time states is reversed, pi(j)Aji. In other words, θt and θt+1 are
exchangeable variables. The consequence of imposing the Markov condition on them
means that, in addition to the usual p(θt+1 |θt,θt−1, . . . ,θ0) = p(θt+1 |θt), we must
also have p(θt |θt+1,θt+2, . . . ,θS) = p(θt |θt+1).
An example to illustrate the Markov Chain: We now consider an example of a Markov
Chain which has only four states, A = {states 1, 2, 3, 4} and a transition matrix visualised
in terms of the graph shown in Figure 4.1.
Figure 4.1: Transition diagram for toy Markov Chain model with just four states, shown as circles
and transition probabilities as arrows. The latex code of this ﬁgure is taken from [23].
The transition matrix A(θt+1 | θt) is, by construction,
A(θt+1 | θt) =

A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44
 =

0.1 0.3 0.0 0.6
0.4 0.4 0.1 0.1
0.0 0.8 0.0 0.2
0.2 0.0 0.2 0.6
 (4.21)
Starting with an initial state of a row vector
pi0(θ0) = (0.1, 0.32, 0.52, 0.06) (4.22)
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then the next state is given by a one step transition
pi1(θ1) = pi0(θ0)A = (0.15, 0.574, 0.044, 0.232) (4.23)
and after the nth iteration
pin(θn) = pi0(θ0)A
n. (4.24)
No matter which initial pi0(θ) we use, the large-n product converges to
pi(θ) = (0.207, 0.252, 0.111, 0.430) (4.25)
and we conclude pi(θ) is the stationary distribution. In other words, the chain starts from
an arbitrary initial state, and once the process has run for many iterations, the initial state
is forgotten and the chain reaches stationarity. Once pi(θ) has reached this equilibrium
distribution, it has the property that, with probability 1, the average of any function f(θ)
of i.i.d. random variable θ converges to its expected value,
lim
S→∞
1
S
S∑
l=1
f(θl) =
∫
f(θ)pi(θ) dθ = E[f(θ)] (4.26)
where the θl are samples from the ergodic chain and are hence regarded as originating from
the target distribution.
4.1.3 Metropolis-Hastings Algorithm
Among diﬀerent possible MCMC methods, the Metropolis-Hastings algorithm is the oldest
of the method using an evolutionary framework which is the best suited to working in high-
dimensional spaces. The scheme of MCMC methods is to formulate a Markov Chain on
parameter space A(θ) whose unnormalised stationary distribution pi∗(θ) is proportional to
the target distribution of interest (e.g. the posterior distribution p(θ |D,H)). By carefully
choosing a proposal distribution or kernel, non-independent samples are drawn from a
succession or chain of states. Once the algorithm has reached equilibrium, the states
generated in such chains visit regions of parameter space with a frequency proportional to
pi∗(θ).
The Metropolis-Hastings algorithm relies on a two-step stochastic process of ﬁrst propos-
ing a new state and then accepting or rejecting this proposal. First, one must invent a
transition probability or proposal distribution q(θ′ |θ) which is the probability of the system
proposing to move to a particular new state θ′ when it is in state θ. Given the current
state θ and the proposed new state θ′, an acceptance probability determines whether θ′
does become the next state in the chain.
The algorithm itself is as follows [22]:
1. Choose a proposal distribution q(θ′ |θ), which can be symmetric or asymmetric in the
sense that for any two states θa,θb, q(θa |θb) is equal to q(θb |θa) or not.
2. Start from an arbitrary initial value θ0 generated from pi
∗(θ).
3. At every time t starting with t = 0, generate a tentative new state θ′ with probability
q(θ′ |θt).
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4. Deﬁne the acceptance ratio
α =
pi(θ′) q(θt |θ′)
pi(θt) q(θ′ |θt) (4.27)
and calculate the acceptance probability
r = min(1, α) (4.28)
which is a ratio and can therefore also be calculated in terms of unnormalised proba-
bilities,
r = min
(
1,
pi∗(θ′) q(θt |θ′)
pi∗(θt) q(θ′ |θt)
)
, (4.29)
which in Bayesian applications conveniently removes the need to calculate the evidence.
5. The min functions in Eq. (4.28) and Eq. (4.29) mean that states with higher prob-
ability are always accepted. States with lower probability are not rejected outright;
Metropolis occasionally allows lower possible states. This is accomplished by gener-
ating a random number u from a uniform distribution U(0, 1) and then deciding on
acceptance according to the rule
If α ≥ 1 or α > u then accept: set the new state θt+1 to the proposed state θ′
else reject: set the new state θt+1 to the current state θt
6. Steps 3 to 5 are repeated many times.
The output of this algorithm is a raw sequence of states (θ0,θ1,θ2 . . .) which must be
further processed as set out in Section 4.2 below.
4.1.4 Probabilistic interpretation
With the above explanations, we now consider the Metropolis-Hastings algorithm from the
point of view of probability theory. We introduce a new variable ct with the interpretation
that an action or choice is made at time t [9] [21]. At time t, the chain is in state θ, and we
propose a new state θ′ for time t+1. Using the product rule, the adapted one-step transition
probability p(θt+1=θ
′, ct+1 |θt=θ, ct) is then
p(θt+1=θ
′, ct+1 |θt=θ, ct) = p(ct+1 |θt+1=θ′,θt=θ, ct) p(θt+1=θ′ |θt=θ, ct)
since states in a Markov Chain are reversible, we may conﬁdently assert
p(θt+1=θ, ct+1 |θt=θ′, ct) = p(ct+1 |θt+1=θ,θt=θ′, ct) p(θt+1=θ |θt=θ′, ct).
Rewriting these two equations as
p(ct+1 |θt+1=θ′,θt=θ, ct) = p(θt+1=θ
′, ct+1 |θt=θ, ct)
p(θt+1=θ′ |θt=θ, ct) (4.30)
p(ct+1 |θt+1=θ,θt=θ′, ct) = p(θt+1=θ, ct+1 |θt=θ
′, ct)
p(θt+1=θ |θt=θ′, ct) (4.31)
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and dividing equation (4.30) by equation (4.31), we obtain the acceptance ratio α,
α =
p(ct+1 |θt+1=θ′,θt=θ, ct)
p(ct+1 |θt+1=θ,θt=θ′, ct) (4.32)
=
p(θt+1=θ
′, ct+1 |θt=θ, ct)
p(θt+1=θ, ct+1 |θt=θ′, ct)
p(θt+1=θ |θt=θ′, ct)
p(θt+1=θ′ |θt=θ, ct)
furthermore, detailed balance of MH algorithm oﬀers the following
p(θt+1=θ
′, ct+1 |θt=θ, ct) p(θt=θ, ct) = p(θt+1=θ, ct+1 |θt=θ′, ct) p(θt=θ′, ct) (4.33)
from which we obtain
p(θt+1=θ
′, ct+1 |θt=θ, ct)
p(θt+1=θ, ct+1 |θt=θ′, ct) =
p(θt=θ
′, ct)
p(θt=θ, ct)
.
Substituting the above equation into equation(4.32), it follows
α =
p(θt+1=θ
′, ct+1 |θt=θ, ct)
p(θt+1=θ, ct+1 |θt=θ′, ct)
p(θt+1=θ |θt=θ′, ct)
p(θt+1=θ′ |θt=θ, ct)
=
p(θt=θ
′)p(θt+1=θ |θt=θ′)
p(θt=θ)p(θt+1=θ′ |θt=θ)
=
pi(θt=θ
′)q(θt+1=θ |θt=θ′)
pi(θt=θ)q(θt+1=θ′ |θt=θ)
=
pi(θ′)q(θ |θ′)
pi(θ)q(θ′ |θ) (4.34)
This is the fourth step of the Metropolis-Hastings algorithm. Here ct is the acceptance
probability at time t and certainly, ct = 1.
We then calculate the acceptance probability, r = min
(
1, pi(θ
′)q(θ |θ′)
pi(θ)q(θ′ |θ)
)
. The relative
acceptance probability of two adjacent states [24] is
r(θt → θt+1)
r(θt+1 → θt) =
min
(
1,
pi(θt+1) q(θt |θt+1)
pi(t)q(θt+1 |θt)
)
min
(
1,
pi(θt) q(θt+1 |θt)
pi(θt+1)q(θt |θt+1)
)
=

1
/[ pi(θt)q(θt+1 |θt)
pi(θt+1)q(θt |θt+1)
]
=
pi(θt+1)q(θt |θt+1)
pi(θt)q(θt+1 |θt) , if
pi(θt+1)q(θt |θt+1)
pi(θt)q(θt+1 |θt) > 1
pi(θt+1)q(θt |θt+1)
pi(θt)q(θt+1 |θt) , otherwise
=
pi(θt+1)
pi(θt)
q(θt |θt+1)
q(θt+1 |θt) . (4.35)
If a symmetric proposal distribution is used,
q(θ′ |θ) = q(θ |θ′) (4.36)
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for example a Gaussian distribution centered on the current state, then the relative accep-
tance simpliﬁes even more,
r(θt → θt+1)
r(θt+1 → θt) =
pi(θt+1)
pi(θt)
, (4.37)
i.e. the sequential states will be accepted proportionally to their corresponding distribution
pi(θ) if we run the iterations long enough.
4.2 On Implementing MCMC
No method can claim universal success or applicability. A few problems encountered with
MCMC are disussed here.
4.2.1 Immediate consequences of stochastic-process sampling
Burn-In: Burn-in is the colloquial name for the period where the Markov Chain has not
yet converged. Output from the burn-in period is not stored as it does not represent the
target stationary distribution. The length of the burn-in time will be examined in Section
4.2.2.3.
Proposal Distribution: The proposal distribution plays a crucial role in the eﬃciency of
MCMC methods, as we want to assure the sampling space covers the parameter space as
much as possible and not missing important parts [25]. One important aspect is the variance
of proposal distribution q. On the one hand, a proposal function with a small variance
(such as a Gaussian with small width of σ) accepts most of the proposals as acceptance
probabilities are large; however, since the new states θt+1 are close to the old one θt, this
chain will converge very slowly and a ﬁnite sample may not be representative. States from
a proposal function with large variance, on the other hand, will be rejected most of the time
because probabilities are low, and so the chain stays in the same state for long periods and
taking a big leap once in a while. In both cases, the parameter space is not fully searched
which has the risk of missing modes in multi-modal target distribution.
A rule of thumb criterion for a good proposal function is that the acceptance rate should
be between 25% for high-dimensional models and about 50% for models of dimension 1 or 2
[26].
Adaptive MCMC is an algorithm used to increase accuracy and eﬃciency by adapting
parameters of the proposal distribution while the simulation is running [27]. Information
provided by earlier samples is used to update parameters in order both to obtain convergence
and ensure an acceptable acceptance rate.
Eﬀective sample size and the autocorrelation function The raw states {θt}St=1 pro-
duced by MCMC are clearly not independent, which is a big but unavoidable disadvantage
of the method, therefore, the accuracy of this estimation is worth scrutiny. The theoretical
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variance of MCMC estimator 〈f〉 of any function f(θ) [22] is
varMCMC(〈f〉) = E[(〈f〉 − µ)(〈f〉 − µ)] = E
[ 1
S
S∑
t=1
(f(θt)− µ) 1
S
S∑
k=1
(f(θk)− µ)
]
= E
[ 1
S2
S∑
t,k
(f(θt)− µ)(f(θk)− µ)
]
=
1
S2
S∑
t=1
E
[
(f(θt)− µ)2
]
+
1
S2
∑
t6=k
E
[
(f(θt)− µ)(f(θk)− µ)
]
=
1
S
E[(f(θ)− µ)2] + 2
S2
S−1∑
t=1
S∑
k=t+1
Cov
[
f(θt), f(θk)
]
and after changing variables to ∆t = k − t,
varMCMC(〈f〉) = 1
S
var(f) +
2
S2
S−1∑
t=1
S−t∑
∆t=1
Cov
[
f(θt, f(θt+∆t)
]
= varI(〈f〉) + 2
S2
S−1∑
∆t=1
(S −∆t)Cov
[
f(θt), f(θt+∆t)
]
where the ﬁrst term varI(〈f〉) is the theoretical variance when the chain variables are in-
dependent as assumed in Monte Carlo methods, the second term lies in the fact that
Cov
[
f(θt, f(θt+∆t)
]
does not depend on t by stationarity [28]. For large S, this tends
asymptotically to
varMCMC(〈f〉) = varI(〈f〉) + 2
S
S∑
∆t=1
Cov
[
f(θt), f(θt+∆t)
]
(4.38)
Looking at the actual MCMC theoretical variance sample average 〈f〉, we see that it can
therefore be expressed formally in terms of a theoretical variance for independent samples
varI(〈f〉) plus a sum over theoretical covariances which estimate the correlations or non-
independence. The Eﬀective Sample Size (ESS) is correspondingly deﬁned as
ESS =
varI(〈f〉)
varMCMC(〈f〉) (4.39)
While the above calculations were for theoretical expectations, variances and covariances,
these can be replaced (under a frequentist argument) by the corresponding ﬁnite-S sample
averages. The above motivates why in practice one measures the so-called autocorrelation
function [29]
ρ(∆t) =
1
S−∆t
∑S−∆t
t=1 (f(θt)− 〈f〉)(f(θt+∆t)− 〈f〉)
1
S−1
∑S
t=1(f(θt)− 〈f〉)2
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which is clearly an approximation to the theoretical ratio
ρ(∆t) ' Cov(f(θt), f(θt+∆t))
varI(f(θt))
. (4.40)
Figure 4.2: Autocorrelation of samples of θt vs time diﬀerence ∆t. We can see that it displays a
decreasing exponential curve and the correlation decreases to zero after about 60 iterations.
Thinning: While the fact that sample points θt are correlated is clearly a big disadvantage,
the advantages of the MCMC method are so great that one prefers to live with them and
try to reduce their inﬂuence by throwing more computing power at the problem. Thinning
is one of the common methods used to reduce auto-correlation: We only keep the every τ theq
sample and throw away the intermediate states, thereby creating a thinned sample with
fewer states but with a quasi-independence which the original chain did not have. We then
use the thinned sample to estimate the desired function.
4.2.2 Convergence Diagnostics of MCMC
In addition to the above issues, convergence of the Markov Chain is the decisive criterion
for MCMC performance evaluation; we will discuss convergence in the next section.
Whether or not the target posterior distribution can be represented by a stationary dis-
tribution of MCMC samples is the key to make valid inferences. In practice, one can never
run inﬁnite iterations which would guarantee that the sample average equals the theoretical
expectation value. Therefore, it is necessary to investigate the minimum number of itera-
tions to ensure a credible approximation to the interested distribution. The assessment of
convergence is known as convergence diagnostics. The main idea of convergence diagnostics
is to analyse statistical properties of samples drawn from the chain.
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4.2.2.1 Simple Methods
The most straightforward way to check convergence is the trace plot where one plots the
value of the random variable (the parameters in our case) against time. Excluding the burn-
in phase, the trace plot indicates convergence if the parameter values stay in a narrow band
with no dramatic ﬂuctuations, one can also investigate every set of m iterations2, noting that
the system cannot be said to be converged until all of the variables satisfy the convergence
criterion [30].
Alternatively, convergence can be inferred by running multiple chains, rather than a
single long chain and observing whether or not they all arrive in the same band [31]. This is
one signature of Markov chains called ergodicity, where all states in the chain is aperiodic,
recurrent and non-null [22]. A typical trace plot is shown in Figure 4.3.
Figure 4.3: MCMC trace plots for a single variable : chains start with various dispersed initial
values. After a few steps, fewer than 100 in the present example, they all stay within the same band
around mean value 0.6.
One persistent problem with chain evaluation can occur: the chain may linger within some
local minimum for an extended period of time even while providing excellent results with the
above methods. It may appear to an observer that the chain has reached a state of stability
when in fact it has not. This phenomenon of metastability reveals that further research is
required when examining convergence. Below we consider a few prominent methods from
the MCMC literature.
4.2.2.2 Geweke
Geweke [32] proposed a method to assess diagnostic convergence usually used for burn-in
estimation. It divides the samples into three diﬀerent time periods in a single chain, the ﬁrst
SA samples, the last SB samples and the remainder. We start by deﬁning the total number
2
The value of m is user deﬁned.
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of samples as S, (SA + SB ≤ S), where the parameter of interest is θ. Geweke suggests
SA = 0.1S and SB = 0.5S. He deﬁnes a quantity comparing the mean and variance of the
two segments,
Z =
θ¯A − θ¯B√
var(θA) + var(θB)
. (4.41)
Figure 4.4: Z values for various portions of the chain, comparing with the last 50% [33]. In this
example, we have 20000 iterations in total. Segments from the ﬁrst half are chosen as θ¯A, while θ¯B
is the bottom half. Initial Z scores represent portions that are close to the start; previous segments
are then gradually excluded to check burn-in. The ﬂuctuations of Z which lie within the interval
[-1,1] indicate the point in time at which convergence has been reached, in the present case after
6500 iterations.
If the distribution of Z is approximately Gaussian N (0, 1), the majority of points should
not deviate more than two standard deviations from the mean. When the two fractions of
the samples can be considered similar, the chain is deemed to have converged. In practice,
the initial time (from where we want to observe) is user deﬁned.
An initial time that is too late in the process may result in part of the converged samples
being discarded as burn-in. The antithetical case where the selected time is too early may
result in the parameters not exploring the entire parameter space.
4.2.2.3 Raftery and Lewis
Raftery and Lewis [34] provided a method to answer three frequently asked questions:
 How much time is needed for a suﬃcient simulation run?
 How much space is required between every retained kth sample to avoid stickiness or
correlations?
 When should the initial burn-in iterations be discarded?
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. MARKOV CHAIN MONTE CARLO METHODS 58
We note that it is very unlikely that a Markov chain can start at an arbitrary point and
originate from a stationary distribution of this chain. Furthermore, this method can be used
to determine the desired length of iterations for a desired precision, and the output from
this method can diagnose slow convergence or lack of convergence.
4.2.2.4 Gelman and Rubin
Gelman and Rubin [35] presented a monitoring convergence method by running m parallel
chains, each starting with dispersed points over target distribution, and comparing the vari-
ance within a chain (W ), and between chains (B) to check whether convergence has been
achieved . This method contains two parts:
1. Generating multiple over-dispersed initial values
 Locate the modes of the target distribution (possibly multivariate) using optimiza-
tion methods (MAP, Laplace approximation) or EM algorithm [36], so that important
regions will not be neglected.
 Generating N samples from a mixture of t-distribution where these modes are centered
at, then use SIR (Sampling Importance Resampling) to obtain m samples, where the
histogram of m importance-resampled draws represent the target distribution.
2. Using these initial values as the start to run M independent multiple chains.
Each chains run for 2S iterations, of which the ﬁrst S samples are discarded as burn-in [37].
For each scalar quantity of interest, calculate the variance B between M chains,
B =
S
M − 1
M∑
j=1
(θ¯.j − θ¯..) (4.42)
where θ¯.j =
1
S
S∑
i=1
θij , θ¯.. =
1
M
M∑
j=1
θ¯.j
and the intra-chain variance W is
W =
1
M
M∑
j=1
s2j (4.43)
where sample variance s2j =
1
S−1
S∑
i
(θij − θ¯.j). The estimate posterior variance is deﬁned as
V =
S − 1
S
W +
M + 1
SM
B (4.44)
The potential scale reduction factor (PSRF) is the square root of V/W , reﬁned by Brooks
and Gelman(1997) [38],
R =
√
d+ 3
d+ 1
· V
W
=
√
d+ 3
d+ 1
(S − 1
S
+
M + 1
SM
B
W
)
(4.45)
where d = 2V
2
var(V )
. If all the M sequences have converged, the PSRF should close to 1, less
than 1.1 in practice.
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4.3 Calculating Evidence
The Laplace approximation to evidence of Eq. (3.49) is convenient but may not be accurate,
depending on the speciﬁc form of the likelihood and prior. Monte Carlo integration of
Eq. (3.48) is then a necessity, especially when the number of parameters K is large.
4.3.1 Direct Monte Carlo integration
The easiest way of computing the evidence would be to draw samples θ(j) from the prior
distribution p(θ |H) and use them in an average over likelihoods,
p(D |H) ≈ 1
S
S∑
j=1
p(D |θ(j)), θ(j) ∼ p(θ |H). (4.46)
However, the variance of this estimator is large because it is sensitive to the choice of prior.
If the posterior is concentrated relative to the prior in a smaller subspace of the parameter
space, most of the samples drawn will have small likelihood values, and as a result the
estimator is dominated by only those few values θ(j) which happen to have large likelihood
values.
4.3.2 Harmonic Mean Approximation
Let Z = p(D |H) be the evidence. Bayes' Theorem can be written as
Z · p(θ |D,H) = p(D |θ,H) · p(θ |H).
Dividing both sides by the likelihood p(D |θ,H) and integrating over parameter space Ω,
the integral over the prior is 1 due to normalisation, so
Z ·
∫
Ω
p(θ |D,H)
p(D |θ,H) dθ =
∫
Ω
p(θ |H) dθ = 1,
then the inverse of the evidence equals the expectation value of the inverse likelihood weighted
by the posterior,
1
Z
=
∫
Ω
p(θ |D,H)
p(D |θ,H) dθ = E
[
1
p(D |θ,H)
]
p(θ |D,H)
.
Sampling from the posterior distribution p(θ |D,H) yields the Harmonic Mean approxima-
tion of evidence,
Z = p(D |H) =
[
1
S
S∑
j=1
1
p(D |θ(j))
]−1
, θ(j) ∼ p(θ |D,H) (4.47)
Unfortunately, this method is also rather unstable because outliers with small likelihoods
will dominate the average [39].
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4.3.3 Nested Sampling
Skilling [40] invented a method to calculate evidence by means of variable transforma-
tion, in which a multi-dimensional integral over parameter space is transformed into a one-
dimensional integral over likelihood space. Deﬁne dX = p(θ |H) dθ, and write the likelihood
function as L(θ) = p(D |θ,H). The variable X(λ) is the cumulative prior probability over
that subspace of the parameter space whose likelihood exceeds a given threshold λ > 0,
X(λ) =
∫
L(θ)>λ
p(θ |H) dθ (4.48)
As λ increases, the function X(λ) decreases from 1 to 0, and likewise the inverse function
λ(X) is a monotonically decreasing function ofX [41]; see Figure 4.5. Therefore, the evidence
can be written as a one-dimensional integral over X,
Z =
∫
p(D |θ,H)p(θ |H) dθ =
∫ 1
0
λ(X) dX. (4.49)
The step-by-step nested sampling algorithm works as follows:
1. Draw a set of N points {θ(i)}Ni=1 from the prior without any criteria value λ.
2. Calculate the likelihood value p(D |θ(i)) of each point θ(i) and order them by their
likelihood values.
3. Eliminate the point θ′ from the active set which has the lowest likelihood L(θ′)lowest,
and store Lj = Llowest.
4. Generate a new point θnew from the prior and accept it if L(θnew) > Lj. Including the
accepted point in the active set and compute the new mass Xj+1 from the latest active
set.
5. Repeat steps 2 to 4 until termination.
Thus the algorithm explores the nested shells of likelihood contours shown by example in
Figure 4.6 as the prior volume decreases. The evidence is then estimated by some one-
dimensional numerical integration technique,
Z =
S∑
j=1
Lj∆j (4.50)
where ∆j = Xj−1 −Xj or 12(Xj−1 −Xj+1), and X0 = 1. ∆j is the width of successive prior
mass points. Lj is the lowest likelihood value at each iteration.
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Figure 4.5: Relation between the variable λ and the cumulative prior mass X. The shaded area
under the curve is desired evidence.
Figure 4.6: Likelihood contour plot over 2-D parameter space, prior volumes are outlined by iso-
likelihood in corresponding to points L1, . . . , L4 of Figure 4.5. The hotter the volume, the higher
the likelihood value.
We know that the prior mass Xj is uniformly distributed over the interval [0, 1], X0 = 1
and constrained by Xj < Xj−1. The probability of drawing a maximum value X from a
sample of size N is given by the binomial distribution (B.6) in Appendix B
p(X) = NXN−1, (4.51)
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then at the j-th iteration,
Xj =
j∏
t=1
p(Xt) · 1.
Since E(logX) = −1/N and σ(logX) = 1/N [40], the variable is distributed approximately
as
logXj ≈ −(j ±
√
j)/N
and the sequence of Xj can be evaluated through
Xj = exp(−j/N). (4.52)
The posterior can be represented by points which have the lowest likelihood value at each
iteration, the posterior weight for each point is
p(θ)j =
Lj∆j
Z
(4.53)
where Z is the ﬁnal converged value calculated through Eq. (4.50). The posterior mean and
variance for the parameters are computed as
E(θ) =
1
Z
S∑
j=1
Lj∆jθj (4.54)
var(θ) =
(
1
Z
S∑
j=1
Lj∆jθ
2
j
)
− E(θ)2 (4.55)
However, one disadvantage of the algorithm is the absence of a rigorous approach to the
convergence criterion.
How to generate Xj samples The biggest challenge in Nested Sampling is to draw
points from the prior parameter distribution under the constraint that the likelihood value
exceeds the lowest likelihood, L > Lj or X < Xj at each iteration. The Metropolis-Hastings
algorithm can be used to meet the requirement, but to avoid blindly drawing from the prior,
ellipsoid sampling was introduced in Ref. [42]. Deﬁning the covariance matrix of the current
set of active points as C, the current points enclosed in a hyper-ellipsoid can be expressed
as
θT (C)−1θ ≤ k, (4.56)
where θ = θ1, θ2, . . . , θK , matrix element Ci,j =
1
N−1
N∑
n=1
(θ
(n)
i −µi)T (θ(n)j −µj), i, j = 1, 2, . . . , K,
covariance matrix C has eigenvector A which gives the orientation of the ellipse and eigen-
value λ, and k is a user deﬁned enlargement factor, k = max[θT (C)−1θ]. Many ellipsoids
will be used to bound the points if a single ellipsoid is not a well approximation to cover the
active set.
New points are drawn which exceed this iso-likelihood bound ellipsoidal. Instead of
drawing points θ from a K-ellipsoid, one can also draw points X from a unit K-sphere and
then map them to the surface of this ellipsoid. In the case of multi-modal, the single ellipsoid
is splitted into multi-ellipsoids, in which actives points form separate regions with relatively
high likelihoods.[43]
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Numerical experiments with simple
models and conclusions
In this chapter, we apply some of the insights gained to a few simple numerical examples.
Due to the lack of time and computer power to fully utilise Bayesian estimation, some
simulation experiments did not achieve the desired accuracy and some investigations had to
be postponed.
The generic situation we consider here is that of a few Gaussian peaks with a ﬂat back-
ground of counts, mimicking a situation where one would know from theory that peaks exist
at known locations. The simplest task would be to infer the peak's amplitudes in various
situations where these amplitudes are large or small compared to the level of background
noise. In addition, it may happen that a given data set looks like it has a peak at a location
which in reality is not a peak at all but spurious, a mere ﬂuctuation. In this case, one
would want the tools to apply a model which can accommodate the location of the spurious
peak.
The simulations set out below follow the usual two-step process. In the ﬁrst step, we create
some synthetic data based on a choice for the number of real peaks and their amplitudes;
standard deviations and locations are considered constants throughout. In the second step,
the created data is analysed with a variety of hypotheses, including the one which was used
to actually simulate the data, but also others.
We have designed the following four model hypotheses to analyse each simulated data
set:
1. H1: the data are Poisson distributed with rate parameter λb = f(xb,β), nb ∼ Poisson(fb(β)).
The model for the rate parameter is the two-peak function,
f(xb,β) = β1 exp
{
− (xb − µ1)
2
2σ2
}
+ β2 exp
{
− (xb − µ2)
2
2σ2
}
+ βc, (5.1)
where β1, β2 are the signal amplitudes and βc represents the background noise, and
µ1, µ2 and σ are known constants.
2. H2: nb ∼ Poisson(fb(β)). Compared to hypothesis H1, two peaks are accompanied by
a spurious peak with amplitude β3 and µ3, the width of the third peak is assumed to
be the same as the other two peaks for simplicity, and µ3 is hard-coded in view of the
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data in this thesis, it could be an interested parameter in practice.
f(xb,β) = β1 exp
{
− (xb − µ1)
2
2σ2
}
+β2 exp
{
− (xb − µ2)
2
2σ2
}
+β3 exp
{
− (xb − µ3)
2
2σ2
}
+βc
(5.2)
3. H3: the data was generated according to Negative Binomial distributions in each bin,
nb ∼ NBD(fb(β), r). The signal has two peaks and the model function is the same as
Eq. (5.1).
4. H4 : nb ∼ NBD(fb(β), r). The spectrum has two peaks and a spurious peak, and we
use the same model function as in H2, Eq. (5.2).
As was already discussed in Chapter 3, the likelihood functions and posterior of the Poisson
models H1 and H2 are given by Eq. (3.68) and Eq. (3.72), while the likelihood functions
and posterior of NB models H3 and H4 are described by Eq. (3.84) and Eq. (3.85).
In the following simulations, the one-dimensional variable x ranges over the interval [0, 20],
with varying bin numbers B and corresponding bin widths ε = 20/B.
We used Python package nestle [43] to calculate model evidence on the loge scale, nestle
uses nested sampling with user deﬁned method MCMC or ellipsoid as introduced in
Chap 4, and package corner [44] to contour plot posterior parameter distributions.
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Test problem 1
The ﬁrst data set is a low signal scenario. Data counts are generated from a Poisson
distribution H1 with parameters β1 = 1.1, β2 = 1.1, β3 = 0 and βc = 1.0, so that the peaks
barely exceed the background. The following table summarises the simulation results. B
is the number of bins we set in the data simulation. Note that the total number of counts
N =
∑
b nb is not set by hand but can ﬂuctuate from run to run as the nb do. For the
purposes of the analysis, it is of course ﬁxed. We used a uniform prior for the dispersion
parameter r with minimum zero and two upper bounds rmax as speciﬁed below.
DATA SET 1 simulated from Poisson(D | β1 = 1.1, β2 = 1.1, β3 = 0., βc = 1.)
N=22, B=20
estimates true values H1 H3 2 logB13
In H3, prior bound rmax =1
βˆ1: 1.1 1.41±0.92 1.57±0.95
βˆ2: 1.1 1.34±0.90 1.57±0.95
βˆ3: 0.  
βˆc: 1. 1.11±0.24 1.29±0.45
rˆ:   0.83±0.14
log Zˆ:  -28.021±0.025 -32.122±0.007 > 6,H1
In H3, prior bound rmax =100
βˆ1: 1.1 1.41±0.92 1.42±0.92
βˆ2: 1.1 1.34±0.90 1.36±0.91
βˆ3: 0.  
βˆc: 1. 1.11±0.24 1.12±0.24
rˆ:   52.54±27.72
log Zˆ:  -28.021±0.025 -28.108±0.007 < 2
 We use Eq. (3.90) and apply the judging rule in Section 3.1.6 to select the model. In
the ﬁrst logB13 block, logB13 = log Zˆ(H1) − log Zˆ(H3) ≈ 4.1 and hypothesis H1 is
thus strongly favored, while in the second block, the calculated 2 logB13 < 2 and it is
indeterminate to say which model is better.
 The estimated values for β1, β2, βc and r are calculated from the nestle package using
Eqs. (4.54); they are compatible with the true values for both H1 (Poisson model) and
H3 (Negative Binomial model) but the variance is large. This is to be expected, given
the very low total number of counts N and the even lower number which actually make
up the peaks, therefore hypotheses H2 and H4 are ignored.
In addition, this simulation used an inappropriate binning and bin number B: the
bin width  is greater than the Gaussian peak width σ. As a result, the peak cannot
be resolved with this coarse binning or equivalently too few events occurred, and a
Gaussian shape model deﬁnitely disagrees with simulated the data. In the following
test problems, we have corrected this and increase B to ensure that  < σ.
 We can see that the evidence is sensitive to the range of the prior of r. Setting a narrow
prior with rmax = 1 implies that r is constrained to small values; we have eﬀectively
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forced the model to remain signiﬁcantly non-Poissonian. For the wider prior with
rmax = 100, this constraint is removed and the algorithm therefore increases r to a
large value, so that the Negative Binomial model has evolved into a near-Poissonian
one: r has become irrelevant and the variance on r is correspondingly large.
As shown in Figure 5.1, the forced-NB model has a lower evidence than the pure Poisson
model of H1, while the near-Poissonian NB model has about the same evidence as H1.
Figure 5.1: Relationship between log evidence and the range of the r prior. The evidence for the
NB model grows quickly with rmax for small values of rmax and then converges with the evidence
value of the Poisson model.
In asymptotic analysis Eq.(3.48), the evidence is inverse proportional to the range of the
prior parameter if a uniform distribution is used. However, the above ﬁgure reveals that
no matter how large rmax is, the evidence of the NB model approaches a ﬁxed value. The
evidence calculated from the nestle package seems to violate the theory; in fact, the nested
sampling algorithm starts by drawing prior samples from a hypercube if uniform priors are
given. A wide prior results in a large hypercube volume, so that for the same number of
points S in the sample, the parameter space is sampled very roughly in that case. Points
with low likelihood values are ﬁltered and are not counted in the evidence summation.
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Test problem 2
The second data set is also generated from a Poisson distribution. Now we have a stronger
signal and more counts, resulting in better ﬁtting. The same pattern regarding the evolution
of the NB model emerges as in Test problem 1 and the evolution of the NB model is therefore
independent of the number of counts.
DATA SET 2 simulated from Poisson(D | β1 = 4., β2 = 10., β3 = 0., βc = 4.)
N=564, B=100
estimates true values H1 H3 2 logB
In NB model, rmax = 1.
βˆ1: 4. 2.53±0.90 3.91±2.75
βˆ2: 10. 9.69 ±1.23 12.00±5.20
βˆ3: 0.  
βˆc: 4. 4.16 ± 0.26 4.19±0.60
rˆ:   0.98 ± 0.02
log Zˆ:  -229.545±0.017 -286.281±0.017 > 10,H1
In NB model, rmax = 100.
βˆ1: 4. 2.53 ± 0.90 2.54±0.95
βˆ2: 10. 9.69 ± 1.23 9.75±1.35
βˆ3: 0.  
βˆc: 4. 4.16 ± 0.26 4.15±0.27
rˆ:   66.72 ± 20.57
log Zˆ:  -229.531±0.017 -230.530±0.017 < 2
Same as test problem 1: the evidence in NB model grows as the range of r prior increases.
Figure 5.2: Relationship between loge(Z) and rmax.
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Test problem 3
In this case, a much larger number of bins was used while both the peaks and background
counts were kept reasonably large. Correspondingly the total number of counts is much
larger than in the previous cases. However, this is not a strong signal scenario yet, because
the average number of counts per bin is still relatively small, N/B ' 6.8.
DATA SET 3 simulated from Poisson(D | β1 = 6., β2 = 9., β3 = 0., βc = 5.)
N=6838, B=1000
estimates true values H1 H3 2 logB
In H3, r prior bound rmax = 1.
βˆ1: 6. 5.97±0.36 6.09±1.16
βˆ2: 9. 8.73±0.39 8.88±1.37
βˆ3: 0.  
βˆc: 5. 5.00±0.09 5.02±0.23
rˆ:   1.00±0.00
log Zˆ:  -2294.970±0.034 -2957.728±0.037 > 10,H1
In H3, r prior bound rmax = 1000.
βˆ1: 6. 5.97±0.36 5.97±0.36
βˆ2: 9. 8.73±0.39 8.72±0.40
βˆ3: 0.  
βˆc: 5. 5.00±0.09 5.00±0.09
rˆ:   667.59±217.49
log Zˆ:  -2294.970±0.034 -2295.946±0.035 < 2
Figure 5.3: Posterior contour plots of model H1 parameter pairs; data set 3. Blue lines indicate
true values. All the sample distributions converged.
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Figure 5.4: Posterior contour plot of model H3 parameter pairs. The posterior of r has a large
variance.
Nevertheless, the larger total N means that meaningful contour plots can be made which
give more information on the parameter posterior, its marginals and two-dimensional cross
sections. In Figures 5.3 and 5.4, contour plots of H1 and H3 parameter posteriors are shown
along with the true parameter values indicated by blue lines. Also shown are the projections
(marginal distributions) of each parameter.
 The best-ﬁt parameters have smaller variances than in the very-low count Problem 1
and Problem 2 cases, as they should. All MAP values are compatible with the true
ones. Also the resulting estimated parameters values are less dependent on r prior as
more data are collected.
 However, βˆ1 and βˆ2 are underestimated by both models while βc is estimated reasonably
accurately. Nontrivial parameter-parameter correlations are also visible in the form of
tilted ellipses in the various cross sections (peak parameters β1 and β2 are both negative
correlated with background parameter βc). Frequentist conﬁdence interval plots are
clearly proxies for posterior contour plots (the contour outlines are sigma levels).
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Test problem 4
In this test, we consider data generated from Negative Binomial distributions in each bin.
For small values of its parameter r, the Negative Binomial has large ﬂuctuations and fat
tails. Figure 5.5 shows a toy example where a number of Poisson posterior predictions are
shown for λ = 5. The red dots represent the mean of the prediction and the red bars the
standard deviations of the Poisson data. By contrast, the blue Negative Binomial points are
clearly far more dispersed than their Poisson equivalents.
Figure 5.5: Red error bars come from poisson model prediction, while blue dots are simulated
Negative Binomial data NB(β = 5, r = 50). We can see that the data structure is not fully captured
by a Poisson model.
Figure 5.6: Example of a spectrum generated from NB distributions.
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Given real Negative Binomial data, the chance of peak misidentiﬁcation is larger than in
the Poisson-generated case. In Figure 5.6, we show a typical spectrum which has, of course,
the obvious peaks at x = 5 and 16 but also spurious peaks at various other locations.
The fourth data set was generated from NB binwise distributions with function parameters
β1 = 4, β2 = 10, β3 = 0, βc = 4 and r = 4. In this test problem, we will include a hypothetical
third peak at xb = 11 (in the red rectangle) in order to see whether the scheme identiﬁes it
as spurious or real. The spurious-peak (three-peak) scenarios are captured in hypothesis H2
(Poisson likelihood) and H4 (NB likelihood) respectively.
DATA SET 4 simulated from NB(D | β1 = 4., β2 = 10., β3 = 0., βc = 4., r = 4.)
N=559, B=100
esti-
mati-
ons
true
val-
ues
H1 H2 H3 H4 2 logB
In H3 and H4, rmax = 50.
βˆ1: 4. 5.44±1.01 6.08±1.04 5.46±1.71 6.13±1.73
βˆ2: 10. 8.12±1.16 8.85±1.19 8.70±2.24 9.54±2.27
βˆ3: 0.  2.21±0.84  2.33±1.19
βˆc: 4. 3.94±0.25 3.50±0.28 3.97±0.36 3.53±0.38
rˆ: 4.   4.58±1.38 4.85±1.52
log Zˆ:  -287.687±0.017 -287.145±0.020 -266.990±0.018 -267.939±0.020 < 2,H3
Figure 5.7: Posterior contour plot of hypothesis H1 parameters. Data set 4.
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Figure 5.8: Posterior contour plot of hypothesis H2 parameters. Data set 4.
Figure 5.9: Posterior contour plot of hypothesis H3 parameters. Data set 4.
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Figure 5.10: Posterior contour plot of hypothesis H4 parameters. Data set 4.
 From the four evidences, we ﬁrstly learn that the two Poisson model scenarios (2-peak
or 3-peak) are both disfavoured compared to their NB equivalents. The evidence for the
2-peak NB is slightly larger (less negative) than the 3-peak one (remember that these
are log scales). A look at the evidence value for the spurious peak's modelH4 compared
to H3 equivalent also favours the conclusion that the posterior correctly identiﬁes the
peak at 11 as spurious. This comes, however, at the price of larger variances for the
other two real peak amplitudes.
 A quick look at Data Set 5 below with the same parameters but a larger total count
merely conﬁrms that the Negative Binomial model is strongly favoured compared to
the Poisson competition, as it should be. Also the best-ﬁt parameter values are more
realistic for the NB case.
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DATA SET 5 simulated from NB(D | β1 = 4., β2 = 10., β3 = 0., βc = 4., r = 4.)
N=5714, B=1000
estimates true values H1 H3 2 logB
In H3, rmax = 50.
βˆ1: 4. 3.66±0.31 3.72±0.49
βˆ2: 10. 9.19±0.38 9.18±0.68
βˆ3: 0.  
βˆc: 4. 4.11±0.08 4.11±0.12
rˆ: 4.  5.12±0.75
log Zˆ:  -2789.601±0.035 -2573.054±0.022 > 10,H3
Conclusions
The toy models show by example the Bayesian way to estimate parameters and compare
competing models in discrete spectra. We have learnt by example that evidence is directly
related to the prior settings and that care must therefore be taken to ensure that the prior
either reﬂects actual information or else is as unbiased as possible. In the absence of infor-
mation, we must navigate between two competing needs. On the one hand, a wider prior
prevents unjustiﬁed bias and allows the system to evolve to larger evidences. However, a
wider prior comes at the cost of much larger parameter space volumes which must be searched
by the Monte Carlo algorithms, requiring both much longer run times and more cases where
the MC algorithm fails to converge to a stable result.
Using a Poisson model to ﬁt Negative Binomial data is clearly very bad, while using
a Negative Binomial model to ﬁt Poisson data is ﬁne, except of course that in the above
simulated test examples we know the parameter r to be redundant. For the purposes of
inference, however, the evidence does whatever it does; it either favours the simpler Poisson
model by means of the Occam's Razor automatically built into the Bayesian method, or the
data is inconclusive regarding the competing models.
We have seen that the posterior calculations automatically eliminated the small r prior in
NB model (the extra complexity does not exist) for Poisson-distributed data even for small
count numbers. This is satisfying but does not answer the question of model comparison
when the number of parameters in diﬀerent model hypotheses is not the same. That remains
an active research topic which is beyond the scope of this thesis.
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Appendix A
Raftery and Lewis
In the context of Bayesian conﬁdence intervals, suppose we want to estimate a quantile q for
posterior parameter θ, from the quantile Eq.(2.15), we have qˆ = p(θ ≤ θq |D), where θq is
the quantile value. The mathematical expression for the estimated qˆ within an accuracy of
r with probability s is
p(|qˆ − q| ≤ r) = s
To achieve this goal, computing θt for each iteration t, the value of Zt is given by
Zt =
{
1, if θt ≤ θq
0, otherwise
Zt is a binary process born from a Markov chain θt, it is not necessarily a Markov chain, but
the new process Z
(k)
t , where Z
(k)
t = Z1+(t−1)k, consisting of only those of the k
th simulation
from the original chain, can be regarded as a two-state Markov chain if k is suﬃciently large.
A =
[
A00 A01
A10 A11
]
=
[
1− α α
β 1− β
]
where α, β are transition probabilities.
The eigenvectors of matrix A is obtained through stationary equation pi = piA, pi =
[pi(0), pi(1)] = 1
α+β
[β, α]. Suppose after m iterations, this two-state chain has stabilised,
in other words, we have [34].
Am =
[
pi(0) pi(1)
pi(0) pi(1)
]
+
λm
α + β
[
α −α
−β β
]
Alternatively, one can write Am as
Am =
[
pi(0) + λmpi(1) pi(1)− λmpi(1)
pi(0)− λmpi(0) pi(1) + λmpi(0)
]
where λ = (1−α−β), (0 < λ < 1). From the above equation, we can also get the two-state
distribution of Zt, it follows from a binary distribution.
Therefore the requirement becomes
|Amij − pi(j) | ≤  for i, j = 0, 1
75
Stellenbosch University  https://scholar.sun.ac.za
APPENDIX A. RAFTERY AND LEWIS 76
by simplifying it,
λm ≤ (α + β)
max(α, β)
this equation holds if m = log
{
(α+β)
max(α,β)
}/
log λ, thus we obtain the number iterations M to
be abandoned for Markov chain θ
M = mk
Next we turn to estimate the total number of iterations N .
The mean and the variance of Z¯t
(k)
is given by
µ =
α
α + β
Var(Z¯t
(k)
) =
1
n
Var(Z
(k)
t ) +
2
n2
n−1∑
∆t=1
(n−∆t)Cov
(
Z
(k)
t , Z
(k)
t+∆t
)
=
1
n
{
Var(Z
(k)
t ) + 2
∞∑
∆t=1
Cov
(
Z
(k)
t , Z
(k)
t+∆t
)}
(A.1)
we compute the covariance for this two-state Markov process ﬁrst [45],
Cov
(
Z
(k)
t , Z
(k)
t+∆t
)
= E[(Z
(k)
t = 1) · (Z(k)t+∆t = 1)]− E[(Z(k)t = 1)]E[(Z(k)t+∆t = 1)]
= p(Z
(k)
t+∆t
= 1, Z
(k)
t = 1)− pi2(1)
= p(Z
(k)
t = 1)p(Z
(k)
t+∆t
= 1 |Z(k)t = 1)− pi2(1)
= pi(1)A∆t11 − pi2(1)
= pi(1)[pi(1) + λ∆tpi(0)]− pi2(1)
= pi(0)pi(1)λ∆t (A.2)
Since it is easy to have Var(Z
(k)
t ) = pi(0)pi(1), then by plugging Eq.(A.2) into Eq.(A.1), and
eventually, we obtain the variance of Var(Z¯t
(k)
)
Var(Z¯t
(k)
) =
1
n
{
pi(0)pi(1) + 2
∞∑
∆t=1
pi(0)pi(1)λ∆t
}
=
pi(0)pi(1)
n
[
1 + 2
∞∑
∆t=1
λ∆t
]
=
pi(0)pi(1)
n
(1 +
2λ
1− λ)
=
pi(0)pi(1)
n
1 + λ
1− λ
=
1
n
(2− α− β)αβ
(α + β)3
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In the limit of n → ∞, the binomial distribution of Zkt is approximately a Gaussian dis-
tribution. Note that qˆ = Z¯t
(k)
, the requirement for p
(|Z¯t(k) − q| ≤ r) = s is accomplished
by
1√
2piσ
∫ q+r
q−r
dZ¯t
(k)
exp
{
− (Z¯t
(k) − q)2
2σ2
}
= erf
( r√
2σ
)
= s
Since the error function is connected with the cumulative distribution φ, which is the integral
of standard normal distribution, in particular, φ(x) = 1
2
[1 + erf( x√
2
)], now we can have the
following equation,
φ
( r
σ
)
=
1
2
(s+ 1)
which is the same as r√
Var(Z¯t
(k)
)
= φ−1
(
1
2
(s+ 1)
)
, thus we obtain the sample size of Z¯t
(k)
,
n =
(2− α− β)αβ
(α + β)3
{φ−1(1
2
(s+ 1)
)
r
}2
It implies that the dense1 chain has sample size,
N = nk
In practice, information like the minimum number of iteration to run is quite useful, then we
compute Nmin by supposing successive samples are independent, in other wordsM = 0, k = 1
Nmin = pi(0)pi(1)
{φ−1(1
2
(s+ 1)
)
r
}2
1
The chained has not been thinned
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Appendix B
Order statistics
Denote a sample of size N , with {xi}Ni=1, independently and identically distributed with
probability denstity function p(X) and cumulative density function U = F (x). After sorting
the sample in increasing order, let P (xn) be the probability that obtaining the n-th element
xn, n ∈ N , from such a sample is given by joint probability of three propositions [46]
1. n− 1 number of elements smaller or equal to X,
2. one element within the interval xn ∈ (X,X + dX],
3. N − n items are greater X + dX.
Since the number of ways for such an observation is given by
N !
(n− 1)!1!(N − n)! =
1
B(n,N − n+ 1) , (B.1)
and each proposition has probability
F n−1(X)[F (X + dX)− F (X)][1− F (X + dX)]N−n, (B.2)
the desired probability that getting xn from the interval (X,X + dX] is the product of
elements(B.1,B.2 )
P (X < xn ≤ X + dX) = 1
B(n,N − n+ 1)F
n−1(X)[F (X + dX)− F (X)][1− F (X + dX)]N−n
=
F n−1(X)[1− F (X + dX)]N−n
B(n,N − n+ 1) p(X)dX. (B.3)
By setting the limit dX ≈ 0, P (xn) is given by
P (xn) ≈ P (X < xn ≤ X + dX)
dX
≈ F
n−1(xn)[1− F (xn)]N−n
B(n,N − n+ 1) p(xn)
= Beta(n,N − n+ 1)p(xn) (B.4)
Using Jacobian transformation, the probability that obtaining Un from an ordered sample
of size N is
P (Un) = P (xn)
∣∣∣∣dXdU
∣∣∣∣ = Beta(n,N − n+ 1) (B.5)
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In the special case that n = N , we obtain the probability of drawing the maximum value
from interval [0,1]
P (UN) = N(UN)
N−1 (B.6)
where UN = F (xN).
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