ABSTRACT In this paper, a novel robust state estimator (RSE) based on rectangular pulse function (RPF) is proposed considering the uncertainty in the measurements, leading an ideal RPF estimator. The goal of the proposed ideal RPF estimator is to find an estimate value of the state variables to maximize the number of normal measurements. Considering that the objective function of the ideal RPF estimator is nondifferentiable, a differentiable function formed by hyperbolic tangent function is used to replace the objective function of the ideal RPF estimator, leading a practical RPF estimator which is easy to be solved by the primal-dual interior point method. The robustness and high computational efficiency of the proposed RPF estimator are demonstrated by simulations based on the IEEE benchmark systems.
I. INTRODUCTION A. BACKGROUND AND NECESSITY
In smart grids, to achieve accurate forecasting, accurate decision-making and precise control of the whole power grids, massive data and information need to be processed in real time and accurately, therefore the timeliness, reliability and integrity of data and information becomes crucial. Meanwhile, smart grids are more vulnerable to malicious data injection attacks [1] . As a result, how to process these data and information in order to realize the overall, real-time and accurate perception of the entire power grids has become an important topic. The performances of traditional static state estimation (SE), as a data filter between gross data and credible data, needs to be further improved in order to meet the needs of smart grids.
B. LITERATURE REVIEW
The earliest static SE method proposed is Weighted Least Square (WLS) [2] - [5] , which is based on maximum likelihood estimation. WLS has good convergence and numerical
The associate editor coordinating the review of this article and approving it for publication was Huiping Li. stability. Drawing on the idea of decoupling in power flow calculation, the fast-decoupled SE (FDSE) is then proposed in [6] to improve the computational efficiency of WLS. Since WLS and FDSE themselves do not have robust performance, a great deal of work has been devoted to study the suppression of bad data, resulting in a number of bad data identification methods, such as the largest normal residual (LNR) test approach [2] and other bad data identification approaches [7] , [8] . Nowadays the WLS with LNR test (WLS+LNR) and the FDSE with LNR test (FDSE+LNR) are still excellent methods in static SE filed and are widely used in dispatch control centers around the world. But both WLS+LNR and FDSE+LNR are difficult to handle multiple conforming gross errors. Therefore, in smart grids, the performance of the above two widely used methods needs to be further improved.
In order to effectively suppress random bad data, many robust state estimation (RSE) methods which can automatically suppress bad data in the estimation process have been proposed. RSE methods mainly include the weighted least absolute value estimator (WLAV) [9] - [15] , the RSE based on projection statistics [16] , the RSE based on maximum constrains satisfaction (MCS) [17] , the RSE using mixed integer programming (MINP) [18] , the maximum normal measurement rate estimator (MNMR) [19] , etc. RSE methods based on maximum correntropy criterion (MCC) have also been proposed, such as the maximum exponential square (MES) estimator [20] , the RSE based on maximum exponential absolute value (MEAV) [21] , [22] , etc.
In recent years, the research on SE has been continuously expanded. SE under high penetration rates of renewable power are studied in [23] - [26] . For SE, the problem to be solved under high penetration rates of renewable power is the uncertainty of renewable energy output and the resulting voltage problem. False data injection attacks in power system SE have been studied in [27] - [30] , and the corresponding solutions against those false data injection attacks have been studied in [31] and [32] .
Unlike transmission network SE, distribution network SE is a difficult problem because of observability problem, low x/r levels, unbalanced operation, communication issues, network configuration problem, etc [33] . Distribution network SE has been studied in [34] - [37] . Reference [33] further points out two valuable research directions of SE in the future, one is SE considering Demand Response (DR), the other is SE of distribution network under extreme weather events.
C. MOTIVATION
This paper focuses on RSE, and the goal is to propose a novel RSE method with strong robustness and high computational efficiency, which can take into account the uncertainty of measurement. Considering that both MCS and MINP estimators take into account the uncertainty in measurements in theory, the proposed method is formulated on the basis of MCS and MINP estimators.
As we know, in MCS and MINP estimators, each measurement is considered to have lower and upper limits of tolerance. Since MCS and MINP estimators are not susceptible to leverage points, they show strong robustness even in pathological cases; however, two drawbacks may limit the practicality of them: 1) good measurements are not filtered in MCS and MINP estimators, that is to say, the estimation accuracy of MCS and MINP estimators can be further improved; 2) the non-polynomial computation complexity of MCS and MINP estimators prevent them from being applied to practical large-scale power systems.
Motivated by the formulation methods of MCS and MINP estimators, we propose a RSE based on Rectangular Pulse Function (RPF) considering the uncertainty in the measurements in this paper. The goal of the proposed RPF estimator is searching for a point (estimated value of state variables) that maximizes the number of normal measure points. It is demonstrated that the RPF approach has good convergence and efficiency, while guaranteeing the robustness at the same time.
D. CONTRIBUTIONS
The main contribution of this paper mainly includes three aspects: 1) an ideal RPF estimator is proposed to find an estimate value of the state variables to maximize the number of normal measurements; 2) a practical RPF estimator with differentiable objective function is presented to replace the ideal RPF estimator; 3) the robustness of the proposed RPF is demonstrated through theoretical analysis and simulation tests.
E. ARTICLE STRUCTURE
The rest of this paper is organized as follows: SE models based on uncertainty in the measurements are briefly reviewed in Section II. Section III proposes the ideal RPF model; to facilitate the solution, the equivalent practical RPF model is also given in Section III; then the robustness of the practical RPF estimator is demonstrated through theoretical analysis. In Section IV, the solving method for the equivalent RPF model is presented. The overall calculation procedure is also presented in Section IV. Case studies on standard IEEE test systems are given in Section V. Finally, conclusions are drawn in Section VI.
II. SE MODELS BASED ON UNCERTAINTY IN THE MEASUREMENTS A. MEASUREMENT EQUATIONS OF SE
In power systems, the state variables are often selected as the complex voltage of all buses. i.e., voltage magnitudes and the phase angles of all buses (except for the reference bus). In SE, the measurement equations used to describe the relationship between measurements and state variables are as follows:
where, x ∈ R n (n = 2N − 1) denotes the state variables, N is the number of buses; z ∈ R m denotes the measurements, mainly including real and reactive node injection power measurements, real and reactive branch power flow measurements, node voltage amplitude measurements, etc; h(x) is the measurement function, which describes the relationship between the true value of the measurements and the state variables; e ∈ R m represents measurement errors; please refer to [5] for details.
B. SE MODELS BASED ON UNCERTAINTY IN THE MEASUREMENTS
Based on the uncertainty theory, each measurement has a tolerance range (or uncertainty range), that is to say, each measurement can be represented by a pair of inequality constraints based on the upper and lower limits of tolerance for that measurement:
where, h i and z i are the ith component of h and z, respectively; τ
upper/lower tolerance for measurement i. SE models based on the theory of uncertainty in the measurements hold the view that a suitablex (the estimated value of state variables) should satisfy the above inequalities for all normal measurements. The MCS and MINP estimators based on uncertainty theory proposed by [17] and [18] are given by (3) and (4), respectively.
Max.
where, denotes the number of double inequality constraints of (2) Simulation results show that MCS and MINP estimators can effectively suppress multiple bad data with strong correlation and bad leverage points, so they have good robustness. However, two drawbacks may limit the practicality of MCS and MINP estimators: 1) good measurements are not filtered in the estimation process, that is to say, the estimation accuracy of MCS and MINP estimators may not be high enough; 2) the non-polynomial computation complexity of MCS and MINP estimators prevent them from being applied to practical large-scale power systems.
Mathematically, the aforementioned two main drawbacks of MCS and MINP estimators are probably ascribed to the weak link between the objective functions and the constraint conditions. That means, if the measurement uncertainty could be used appropriately so that strong link between the constraint conditions and the objective functions could be established, then the above two drawbacks might be eliminated. This motivates us to develop a RPF formulation for RSE.
III. PROPOSED RFP ESTIMATOR FORMULATION A. THE FORMULATION OF IDEAL RPF ESTIMATOR
Based on the uncertainty of measurement, if we suppose the upper and lower tolerance of z i are equal, that is τ
we have |ρ i | ≤ 1 for normal measurements and |ρ i | > 1 for bad measurements.
To distinguish whether a measurement is normal or bad, we can define an ideal evaluation function of measure point i as follows
) is a RPF shown as Fig. 1 .
Obviously, RPF function can be used as the ideal filter to distinguish between normal measurements and bad measurements. For all the measurements, the largest m i=1 g(ρ i ) means the highest normal measurement rate (NMR, which is defined as the ratio between the number of normal measurements to the total number of measurements), then the ideal 
RPF estimator can be formulated as
where, g(x) ∈ R c represents power flow constrains; k(x) ∈ R s represents physical constrains in practical operation, k,k ∈ R s represent the corresponding upper/lower limits.
Obviously, the ideal RPF estimator is designed to find a state variable estimator that maximizes the normal measurement rate of SE.
B. THE FORMULATION OF PRACTICAL RPF ESTIMATOR
Note that the ideal RPF estimator described by model (6) cannot be directly solved by using gradient based method as its objective function g(ρ i ) is not differentiable. To solve this problem, a differentiable function f (ρ i ) = ε(ρ i ) + ε(−ρ i ) can be used instead of g(ρ i ) in model (6), where ε(ρ i ) = tanh((ρ i + c)/σ i )/2, tanh(•) represents hyperbolic tangent function, c and σ i are parameters that affects the shape and properties of f (ρ i ). Specifically, the larger of c, the wider the shape of f (ρ i ) in the vicinity of its largest value; while the smaller of σ i , the steeper the shape of f (ρ i ) when ρ i = ±1. For one measurement, the objective functions of f (ρ i ) are shown in Fig.2 (c = 1.5, σ = 0.4), thereby demonstrating the differentiable of f (ρ i ). Now f (ρ i ) can be used instead of g(ρ i ) to distinguish between normal measurements and bad measurements. Then the ideal RPF estimator described by model (6) can be transformed to be the practical RPF estimator:
The practical RPF estimator (7) and the ideal RPF estimator (6) have almost the same role in finding bad measurements. Since f (ρ i ) is differentiable, thus model (7) can be easily solved by using gradient based method, therefore the practical RPF estimator (7) can be directly used in engineering practice. 
C. THEORETICAL ANALYSIS OF THE PERFORMANCE OF THE PROPOSED RPF ESTIMATOR
Let's derive the performance of the proposed RPF estimator (7) below. In order to obtain the optimal value of the objective function of the practical RPF model (7), the following conditions should be satisfied:
According to the formula of hyperbolic tangent function tanh(s+t) = tanh s+tanh t 1+tanh s tanh t , tanh(s−t) = tanh s−tanh t 1−tanh s tanh t , we have
Because the range of hyperbolic tangent function is −1, 1 , so we have 1 + tanh
> 0, so we have
As a result, if and only if ρ i = 0, the objective function of the proposed practical RPF estimator (7) gets the maximum value; further, we can deduce that the estimated value of the state variable approximates the true value at this time, thereby demonstrating the good robustness of the proposed method.
D. RELATIONSHIP BETWEEN RPF ESTIMATOR AND WLS ESTIMATOR
When there is no bad data, all the values of ρ i are relatively small. At this time, the objective function of the practical RPF estimator can be expanded in Taylor series at the points ρ i = 0, yielding Max.
The following formula can be further obtained from model (11): arg Max.
Eq. (12) shows that the performance of RPF estimator is equivalent to that of WLS estimator in the absence of bad data, or that RPF estimator is equivalent to WLS estimator in the absence of bad data. Moreover, the value of 1/ τ 2 i σ 3 i in RPF estimator is equal to the weight of the ith measurement in WLS estimator, which provides the theoretical basis for the determination of σ i in RPF estimator.
IV. THE SOLUTION METHODOLOGY FOR RPF ESTIMATOR
Note that the RPF model (7) needs to solve a general nonlinear optimization problem with equality and inequality constraints, which can be solved by many methods, among which modern interior point method has many advantages, such as good convergence property and high computation efficiency. In this subsection, the solution methodology of the RPF model (7) based on primal-dual interior point method will be addressed.
Introduce two non-negative slack vectors u and v (u, v ∈ R s ), then the RPF model (7) can be rewritten as:
Then a Lagrangian function associated with model (13) can be defined as
where, λ ∈ R c and π , γ , α, β ∈ R s are Lagrangian multipliers. According to the mathematical optimization theory, the following KKT equations can be obtained
where, F(x) = ∂f (x)/∂x ∈ R n , the jth component of F(x) is
are diagonal matrices, and defined as:
Substituting (19) and (20) into (21) and (22), we have
where, ( , ) ∈ R s×s are diagonal matrices, and defined as:
A perturbed parameter µ > 0 can be introduced for relaxing (23) and (24) 
From (25) and (26), we have
Define the complementary gap as
In the process of calculation, damping factor ξ can be introduced to improve the convergence speed, then we have
The above equations can be solved by Newton's method
where, H s1 = ∂F(x)/∂x − ∂G/∂xλ − ∂K/∂x(π + γ ), H s1 is a symmetric matrix.
From Eq. (32)∼(35), we have
Substituting (36) and (37) into (34) and (35) yields
Then the correction equation can be obtained according to (38) , (39), (31) and (30) 
From (40), the values of dx, dλ, dπ and dγ can be obtained. Then, substituting dx into (36) and (37) gives du and dv, respectively. Thus, the iteration can proceed until reaching convergence.
The above calculation procedure of the RPF model (7) based on primal-dual interior point method can be summarized as Table 1 . From Table 1 it can be found that the main computational burden associated with the RPF estimator comes from the calculation and triangular decomposition of the correction equation (40). The methodology for reducing the order of correction equation and reducing the number of fill-ins in the solving process proposed in [22] can also be used here. For details, please refer to [22] .
V. CASE STUDIES
To test the robustness and computational efficiency of the proposed RPF estimator, simulations have been carried out on the IEEE benchmark systems. The algorithm is coded in JAVA and performed on a Intel(R) Core(TM) i3 PC, 2.40GHz processor with 2 GB RAM. 
A. ROBUSTNESS TESTS 1) 3 BUS SYSTEM AND IEEE-14 BUS SYSTEM WITH CONFORMING GROSS ERRORS
The performances of the RPF estimator are firstly tested on the 3 and the IEEE-14 bus systems described in [16] , for the one-line diagram and the measurement configuration, please refer to [16] .
In the former case, two outliers on leverage points P 1 and P 1-2 are successfully identified by the RPF approach. In the latter case, when line 6-13 is made 10 times shorter, there are 5 leverage points, namely P 5-4 , P , P 4 , P 6 and P 13 (where P i-j and P i denote the power flow measurement from bus i to bus j and the injection measurement at bus i, respectively), and 5 outliers (namely P 5-2 , P 5-4 , P 10-11 , P 13-6 and P 13 ) are introduced. Then WLS+LNR, WLAV, MCS, MINP and RPF are used to test this pathological case with leverage points. Test results show that WLS+LNR and WLAV cannot obtain correct estimation results, WLAV with scaling also cannot obtain correct estimation result because of the existing of bad data associated with leverage injection measurement, whereas MCS, MINP, MNMR and RPF can all obtain correct estimation results (see Table 2 for some estimated values), illustrating the strong robustness of RPF even when multiple conforming gross errors and outliers on leverage points exist.
The test results also demonstrate that RPF has better filtering effect among good measurements than MCS and MINP. Simulation results on other IEEE test systems all come to the same conclusion.
2) IEEE 30 AND 57 BUS SYSTEMS WITH CONFORMING GROSS ERRORS
To further test the performance of the RPF estimator in suppressing multiple conforming gross errors, tests are performed on IEEE 30 and IEEE 57 bus systems with conforming gross errors (10% error). In the tests, full measurements including power flow measurements at all branches, injection power flow measurements at all buses and voltage magnitude measurements at all buses are used, the real measurements are created using load flow results with additional noises. The standard deviation of noise for voltage magnitude measurements are set to be 0.001 p.u..
For the IEEE 30 bus system, two pairs of conforming gross errors are imposed, namely P 2-1 , Q 2-1 , P 2 and Q 2 (as shown in Table 3 ). For the IEEE 57 bus system, two pairs of conforming gross errors are imposed, namely P 2-3 , Q 2-3 , P 2 and Q 2 (as shown in Table 4 ). Then the WLS+LNR and the RPF estimator are both executed on the above two cases. Test results show that the four gross errors cannot be identified by WLS+LNR. The similar situation is also reported in [31] , which illustrates that the WLS estimator with LNR test may fail when multiple conforming gross errors exist.
For the above two cases, the identification results by the proposed RPF estimator are also given in Table 3 and Table 4 , respectively. As can be seen from these two tables, the estimated values given by RPF estimator are perfectly consistent with the true values, illustrating the strong robustness of the RPF estimator even when multiple conforming gross errors exist. Simulation results on other IEEE test systems all come to the same conclusion.
3) IEEE-300 BUS SYSTEMS WITH GROSS ERRORS
Further tests are carried out on the IEEE-300 bus system. In the tests, measurement snapshots with different proportions (from 0 to 10%) of bad data are generated; for each measurement snapshot, full measurements are used and bad measurements are generated by adding 20% relative error to the true power flow; then the normal measurement rates (NMR) of five estimators (including WLS+LNR, WLAV, MCS, MINP and RPF) are tested on each measurement snapshot for the above 11 cases with different bad measurements percentages. The average NMR of 100 tests (denoted by ) are shown in Fig.3 .
As can be seen from Fig.3 , with the increase of bad data percentage, the NMR of WLS+LNR drops dramatically and monotonously, illustrating the unsatisfactory robustness of the WLS estimator with LNR test; whereas the NMRs of the other four estimators (WLAV, MCS, MINP and RPF) decline slowly. For the same bad measurement percentage, WLS+LNR has the lowest NMR, while MCS, MINP and RPF has the highest and almost the same NMR, thereby demonstrating the good robustness of the proposed RPF estimator.
B. COMPUTATIONAL EFFICIENCY TESTS
The computational efficiency of WLS+LNR, WLAV, MCS, MINP and RPF on IEEE benchmark systems is also tested. Table 5 gives the number of iterations and calculation time-consuming of the above five estimators. In the tests, WLS is solved with Newton method, MCS with GA, MINP via the NEOS web-service, WLAV and RPF with IPOPT.
As can be seen from Table 5 , among the above five estimators, WLS+LNR has the highest computational efficiency, followed by RPF. Notably when gross errors exist, the computational efficiency of RPF estimator remains almost unchanged. Furthermore, Fig.4 shows the relationship of the calculation time-consuming with respect to the system size for RPF estimator. This figure illustrates that the computation efficiency of RPF estimator grows approximately linearly with the increase of system scale. Further tests on real power systems with more than 1000 buses also illustrate the good robustness and high computational efficiency of the proposed RPF estimator.
VI. CONCLUSION
In this paper, a novel robust state estimator (RSE) based on rectangular pulse function (RPF) is proposed considering the uncertainty in the measurements, leading an ideal RPF estimator; in order to facilitate the solution, the equivalent practical model of the ideal RPF model is given, leading a practical RPF estimator which is easy to be solved by the primal-dual interior point method. The good robustness and high computing efficiency of the proposed RPF estimator are demonstrated on IEEE benchmark systems. The proposed method has good engineering application prospects. 
