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Scope and Method of Study: The study was to determine relationships 
between general ability (A), classroom averages of classroom environ-
ment (CE), and classroom learning (CL) and retention (Rtn) of eighth 
grade and high school students (S). A model of CL was proposed to 
investigate this problem. CL = f(A) + f(CE) + f(A X CE). This 
model was tested for two groups using analysis of partial variance 
(APV): an experimental group (E), and a control group (R). Both 
groups were taught the same unit of instruction (T). 
Focus was on representativeness of instructional treatment (T) -
external validity, while maintaining internal validity. The 
T that S received was an average of 11.0 days of instruction on 
acid-base theory. Teachers (Trs) were instructed to teach using 
normal methods and materials. S taught by different Trs received 
different amounts and types of instruction. These differences 
were controlled by APV. 
Nine Trs volunteered. Trs were assigned to E and R. Trs taught 
27 classes containing 541 S (375 high school and 166 eighth grade). 
Trs selected a unit on acid-base theory as the T. Sixteen inde-
pendent variables (IV) were collected three weeks before T began. 
Trs administered three A tests (Cattell's Culture Fair Test: 4 
scales), and a vocabulary (2 scales) and an induction test (I-1) 
(from Kit of Factor References Tests). Next, Trs administered 
the Classroom Environment Scale (CES: 9 scales). 
Two unit tests (UT) were designed by the author measuring CL and 
Rtn. A UT was administered to R as a pretest on the first day of 
T. AUT was administered to both the E and the R on the last day 
of the T. The T took 11.0 class periods to complete. After 15.3 
days of the posttest, a UT was given to the E to measure Rtn. 
Findings and Conclusions: The 15 IV .were reduced to 5 factors (F) by a 
likelihood factor analysis and varimax rotation. Two A Fs were 
named verbal and nonverbal ability; three CE Fs were named: 
student centered environments (Env), high structure Env, and high 
discipline Env. The A set accounted for 13.8% (E) and 17.6% (R) 
of the covariate (COV) adjusted (Ad) CL variance (V). The CE set 
accounted for 8.5% (E) and 5.3% (R) of the Cov Ad Cl V. The 
(Grade level X CE) set accounted for 0.0% (E) and 4.5% (R) of 
the Cov Ad Cl V. The A set accounted for 11.8% (E) of the Cov 
Ad retention V. The CE set accounted for 13.6% of the Cov Ad 
Rtn V. The (A X CE) set accounted for 8.3% (E) of the Cov Ad 
Rtn V, and the (Grade level X CE) set accounted for 0.1% (E) 
of the Cov Ad Rtn V. 
The best model of Cl and Rtn only contained an A and a CE set. 
This model accounted for 23.6% (E), and 22.2% (R) of the Cov Ad 
Cl V, and 23.7% (E) of the Cov Ad Rtn V. There is a great deal 
of room for improvement. This model accounted for 45.8% (E) and 
60.0% (R) of the total CL V, and 36.2% of the total Rtn V. 
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Introduction to the Study 
One of the most common questions asked by the beginning teacher or 
novice educational psychologist is "What is the best or most effective 
method of teaching?" In fact, this question has dominated research on 
teaching. Gage (1963) refers to this type of research "as the criterion 
of effectiveness paradigm" (p. 114). 
Gage (1963) suggests that "Research by this paradigm has been abun-
dant: hundreds of studies, yielding thousands of correlation coeficients, 
have been made. In the large, these studies have yielded disappointing 
results" (p. 118). Mitzel (1957) rejects the criterion of effectiveness 
paradigm and suggests that "the complex of pupil-teacher interaction in 
the classroom is the primary source to which one must look to account for 
pupil growth" (p. 1). 
Wallen and Travers (1963) 
found that most of the teaching research which they reviewed 
consisted of comparisons of two contrasting methods ••• they 
concluded optimistically that the era of research comparing 
one teaching method with another seems to be coming to a 
close. (Cited in Nuthall and Snook, 1973, p. 71) 
However, ten years later when the second handbook of research on teaching 
was published, Nuthall and Snook (1973) found that models of teaching 
were more psychologically sophisticated but they still were essentially 
comparisons of the effectiveness of two methods of teaching. They 
1 
suggest that "the deficiencies of model-dominated research are the 
result not of models per se, but of inadequate models" (p. 72). 
The sequel will pursue the idea that progress toward a theory of 
teaching/instruction/classroom learning has been impeded because 
educational researchers have been asking the wrong questions or using 
the wrong model. Cronbach (1957), Snow (1974), Hunt (1974), and 
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Tobias (1976) suggest that a more fruitful question is: "which teaching 
method is better for a particular type of student, working on a 
particular task." The model they suggest has been called Aptitude 
Treatment Interaction (Cronbach, 1957), Trait Treatment Interaction 
(Berliner and Cahen, 1973), Attribute Treatment Interaction (Rhett, 
1972), and Person Environment Interaction (Hunt, 1974). 
Aptitude Treatment Interaction (ATI) is the most common name for 
the above model. Despite the fact that there are subtle differences 
betweeen each of the above models, the present author will adopt the 
practice of lumping all the models together under the label of ATI. 
"The label is not important as long as the concept conveys the idea 
that individual difference variables may interact with educational 
treatments" (Berliner and Cahen, 1973, p. 59). 
The basic idea of an ATI is an old one in psychology. Lewin 
(1935) proposed that behavior is a function of the person and the 
environment. Murray (1938) suggested that a person's needs interact 
with environmental presses to produce behavior. 
More recently, Cronbach (1957) suggested that correlational and 
experimental psychologists should alter their favored paradigms to 
include ATI's. This paper, though quoted often, has had a limited 
impact in altering the traditional way psychologists do research. 
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Twenty years later, most psychologists are still unaware of the AT! 
paradigm. However, a growing number of people are beginning to write, 
use and argue about this paradigm for doing research. 
Variables Considered for the Study 
The present author believes that understanding in the field of 
classroom learning/instruction will increase faster by using the ATI 
research paradigm, than by any other research paradigm currently 
available. Sqpport for this view can be found in Chapter II. So, the 
present study will adopt the ATI paradigm. 
The ATI paradigm requires that characteristics or aptitudes of 
the learner, and characterisitcs of the instructional treatment are 
both related to classroom learning. That is, aptitudes and treatments 
interact to produce classroom learning. Thus, the present study needs 
to consider three types of variables: (a) aptitude variables, (b) 
instructional treatment variables, and (c) classroom learning variables. 
Aptitude Variables 
The major aptitude variables which could be considered in a study 
of classroom learning are general ability, specific ability, personality, 
interest, cognitive style, motivation, attitude, sex, race, age (develop-
mental level), and socio-economic status (SES). Most readers will be 
familiar with these variables, ,so they will not be discussed in 
detail. Cronbach and Snow (1969, 1977) did extensive reviews of 
likely aptitude variables for ATI research. Their first and second 
choices for relevant aptitude variables are: (a) general ability, and 
(b) fluid and crystalized intelligence. Both of these variables will 
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be used in the present study as aptitude variables. 
Instructional Environment/Treatment Variables 
The present author used the term "instructional environment 
variables" rather than the term "treatment variables" to emphasize the 
belief that the instructional environment is a more inclusive term 
than treatment. Instructional environment also carries the implication 
that these variables are interdependent parts of a system. The 
present author believes that this is a valuable addition to the ATI 
paradigm. 
A major premise of the present study was that 
teaching should be conceived as the creation of an en-
vironment composed of interdependent parts. Content, 
skills, instructional roles, social relationships, 
types of activities, physical facilities, and their use 
all add up to an environmental system whose parts in-
teract with each other to constrain the behavior of all 
participants, teachers as well as students. Different 
combinations of these elements create different environ-
ments eliciting different educational outcomes. (Joyce 
and Weil, 1972, p. 25) 
If teaching is the creation of an environment, then it seems 
reasonable to ask what the basic dimensions of the teaching/learning 
environment are. Many studies have looked at the variables of the 
teaching learning environment, e.g. instructional style, class size, 
school and community norms; in spite of these efforts, the basic 
dimensions of the teaching/learning environment remain unknown. That 
is, the set of clearly defined, non-overlapping variables which 
completely describes the teaching/learning environment are presently 
unknown. The present author suggests that this state of affairs is 
due to the complexity of the problem, not lack of effort on the part 
of educational researchers. 
The range of instructional environment variables to be considered 
in a study of classroom learning is much broader and less well under-
stood than the range of aptitude variables. In surveying the litera-
ture of instructional environments one is immediately overwhelmed with 
a sense of disorganization, overlapping concepts, and a general 
ignorance of the basic dimensions of instructional environments. 
The major instructional environment factors which have been shown 
by previous research to effect classroom learning are listed in Table 
I. For the purpose of the present study a factor is a general determ-
inant of classroom learning. Each factor can be described by a number 
of different aspects or variables. Only the most commonly studied 
variables are listed in Table I. These factors define the classroom 
learning system. 
The list in Table I was compiled from a review of the literature. 
It is not intended to be exhaustive, but rather is representative of 
the complexity involved in studying learning environments. 
The factors in Table I are listed in terms of the level for 
observing the instructional enviornment (Walberg, 1977). The broadest 
level of observation is the National and State level; it influences 
classroom learning primarily by educational policies, e.g. curriculum, 
busing. 
The next level of observation is the community level; this level 
was not looked at often, it includes variables like community norms, 
values, and socio-economic level. 
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The next lower level of observation is the school level. Two 
types of variables are looked at in this level: school organizational 
variables and school environmental variables. Organizational variables 
TABLE I 
CAUSAL FACfORS FOR CLASSROOM LEARNING AND RETENTION 
NATIONAL AND STA'I'E FACTOR 
1. policy decisions 
COMHUNITY FACTOR 
2. community norms 
3. socio-economic level 
SCHOOL FACTOR 
4. organizational variables, e.g. ability grouping, tracking 
5. physical setting 
6. school norms 
TEACHER FAC'fOR 
7. teacher demographics, e.g. sex, experience, race, age, degree level 
8. instructional style 
9. teacher 1 s personality 
10. philosophy/model of teaching 
CLASS FACTOR 
11. physical properties of the classroom envirorument, e.g. lighting, 
spatial.arrangement, size of room 
12. equipment available 
13. method of instruction 
14. subject matter 
15. media of instruction 
lC. male/female ratio 
17. class size 
18. instructional time 
19. class norms 
20. group perception of psycho-social environment 
21. grade level 
STUDENT FACTOR 




26. cognitive style 
27. specialized ability 
28. demographic characteristics, e.g. age, sex, race, SES 
6 
include homogenous ability groups, tracking, special schools, e.g. 
vocational, art, science, gifted, retarded, and remedial instructional 
programs. Environmental variables include: teacher-pupil ratio, cost 
per student, books in library, school setting, facilities available. 
The teacher level is the next level of observation. The effect 
of the teacher is usually completely confounded with the effect of the 
classroom environment; so these variables are usually considered 
together as one level of observation. However, when several different 
teachers are observed teaching several different classes, it is 
possible to separate the effects of teacher from the effects of the 
classroom. 
Teacher variables include: 
1. Instructional Style--the ways in which the instructor 
controls the external learning situation. (Gagne, 1967) or, 
the different ways of handling information and applying sanc-
tions in the classroom (Flanders, 1965) or "the choice of 
curriculum, its content, level, sequence, pace and style of 
presentation" (Sperry, 1972, p. 186). 
2. Teacher's role--e.g. authoritarian, democratic, permis-
sive. 
3. Teaching methods--are "recurrent instructional processes, 
applicable to various subject matters, and usuable by more 
than one teacher" (Berliner and Gage, 1976, p.4), e.g. 
lecture, discussion group, tutor. 
4. Teacher characteristics--e.g. personality, experience, 
training. 
5. Models of teaching--"are models for creating environments-
they provide rough specifications which can be used to design 
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and actualize learning environments" (Joyce and Weil, 1972, p. 25). 
Classroom environment variables include properties of the physical 
environment or the classroom, psycho-social characteristics of the 
group of students created by forming the students into a group, and the 
methods and materials of instruction. This factor includes: 
1. Physical properties of the classroom environment--e.g. 
size of class, physical setting, ratio of females to males. 
2. Media, of instruction--e.g. textbook, film slides. 
3. Subject matter content. 
4. Classroom average of psycho-social characteristics of 
classroom climate--measures what the students perceived the 
teacher did, and how the students perceive the psycho-social 
characteristics of the class, e.g. perceived control and 
orderliness of the teacher, perceived classroom norms and 
values. 
The lowest level of observation is the observation of student 
behavior. All of the variables of differential psychology fall into 
this level of observation. 
The present discussion of instructional environment variables 
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focused attention on the teacher and classroom levels of observation in 
the belief that these levels of observation were the most productive 
for developing prescriptions for teaching. Within these levels the 
reader should note the large number of interrelated variables. This 
suggests that these variables could be better represented by a smaller 
number of non-overlapping dimensions; the nature of these basic 
dimensions is unknown. 
Within the teacher factor instructional style was ruled out as an 
instructional environment variable becasue it could not be used with 
the present emphasis upon ecological representativeness (see Chapter 
II) • This is unfortunate since instructional style has shown great 
promise as a treatment variable. The most common technique for 
measuring instructional style is systematic observation of the 
classroom, e.g. Flander's interaction analysis. All of the system-
atic observation techniques have the potential for being highly 
reactive, and thus inappropriate for the present study (Sperry, 1972). 
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The teacher's personality is a promising potential candidate for 
an independent variable. Several authors (Rhett, 1972, Cronbach and 
Snow, 1977) have suggested that "the teacher" may be one of the most 
important influences on classroom learning, and that variance due to 
teachers should be studied, not discarded as error variance and 
randomized away. Measuring the teacher's personality, and other 
demographic aspects of the teacher are readily accomplished with 
existing instruments. 
Model of teaching is the complement of psycho-social characteris-
tics of classroom climate. Model of teaching measures what the 
teacher intended to do in class and what he actually did. Whereas, 
psycho-social characteristics measures the student's perceptions of 
what the teacher did. In Murray's (1938) terms, this is the distinction 
between alpha and beta press. The major problem with including model 
of teaching as an instructional environment variable is that the 
present author can find no instrument for measuring it; constructing 
such an instrument is beyond the scope of the present study. 
In summary, of all the variables listed under the teacher factor 
in Table I, only teacher personality and teacher demographics are 
potentially useful as independent variables for the present study. 
Of the variables listed under the class factor in Table I, there 
is no evidence that the physical properties of the classroom environ-
ment, and the equipment available influence classroom learning. 
Teaching methods was not considered as an instructional environ-
ment variable for three reasons: (a) all teaching methods have been 
found to be equally effective in producing learning when class averages 
are used as the measure of learning (Flanders, 1969). (b) Comparing 
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teaching methods for differential effectiveness raises the problem of 
operational definition of the teaching methods used, and (c) forcing 
teachers to use methods of instruction which are incompatible with their 
personality, training, or philosophy does not give the experimental 
treatments a very good chance to shov; their effectiveness (Cronbach 
and Snow 1977) • 
Subject matter content and media of insruction are important 
treatment variables which should be considered in ATI studies, but 
unfortunately, they are simply beyond the scope of the present study. 
However, descriptive data on these variables ~vere collected. 
Male/female ratio, class size, instructional time, class norms, 
group perception of the psycho-social environment, and grade level 
have all been shown to influence classroom learning. Data were 
collected on all of the above variables except class norms. Data on 
the psycho-social environment contain information on some class norms, 
e.g. competition, affiliation, student involvement. It was beyond the 
scope of the present study to collect more direct observations of 
student's norms. 
Unfortunately, all of the variables listed above could not 
be used as independent variables. Most of these variables were used 
as covariates to control for the present author's inability to randomly 
assign students to classes. Grade level, Instructional time, and 
class size were used as covariates (see Chapter III). 
In summary, only group perception of the classroom environment 
and male/female ratio are available as potential instructional environ-
ment variables at the class level. Evidence indicates that the 
perception for the classroom psycho-social environment is the better 
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predictor of classroom learning (Cronbach and Snow, 1977). 
A preliminary analysis of the potential instructional environment 
variables has narrowed the range of variables to three candidates: 
teacher personality and demographics, perceived classroom social 
climate, and male/female ratio. Male/female ratio seems to be the 
weaker of the three candidates for predicting classroom learning. The 
resources of the study do not permit analysis of both the teacher's 
personality and the classroom psycho-social climate. The present 
author chose to study the psycho-social environment of the classroom 
because it is more in line with his interests, and because there was no 
evidence to suggest that the teacher's personality would be a more 
powerful predictor of classroom learning. 
Classroom Learning Variables 
Gagne (1974) suggests that there are five major categories 
of learned human capabilities: verbal information, intellectual 
skills, cognitive strategies, attitudes and motor skills. All five of 
these capabilities were considered as dependent variables for the 
present study of classroom learning. However, due to the limitations 
listed below the present study examined only two of these capabilities: 
verbal information, and intellectual skills. The students probably 
learned attitudes during the instructional treatment but it was 
impossible under the present design to separate their attitudes to 
the instructional treatment from their attitudes toward all the 
instruction they received prior to the treatment. 
The above rationale also applies to cognitive strategies; however, 
the present author does not believe that a great deal of class time is 
actually devoted to the learning of cognitive strategies (Ausubel, 
1968). This situation is in sharp contrast to the amount of rhetoric 
which extolls that learning to think is a major goal of education. 
Cognitive strategies were not included in the present study because a 
significant proportion of instructional time was not devoted to this 
learning outcome. 
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Motor skills were not included in the present study because they 
were not a significant part of the unit of instruction. If a different 
unit of instruction had been chosen, motor skills would have played a 
more significant role in the unit of instruction. 
In summary, two types of learned human capabilities were selected 
to measure classroom learning: verbal information and intellectual 
skills. These capabilities were used to develop an operational 
definition of classroom learning (see Chapter II). 
Statement of the Problem 
After 100 years of research on school learning and effective 
teaching, the educational psychologist cannot prescribe with much 
certainty what the determinants of school learning are, or what the 
teacher should do to be effective, i.e., promote achievement (Gage, 
1963: Stephens, 1967; Nuthall and Snook, 1973). Some psychologists 
ask for more time (Glasser, 1972). 
This pessimistic note should not imply that nothing has been 
learned about school learning in the last 100 years of research. 
Indeed, mountains of facts have been accumulated. The educational 
psychologist of today would do a better job of designing instruction, 
describing conditions that promote school learning or developing 
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prescriptions for effective teaching than his collegue fifty years 
ago. The paradox is that despite a much better understanding of many 
learning phenomenon, the phenomenon of school learning remains largely 
unexplained. 
The problem for the present study is to determine the relationship 
between characteristics of the student, characteristics of the learning 
environment, and classroom learning. These relationships have been 
studied before; several comprehensive reviews of the subject have 
suggested that progress in solving this problem has been slow because 
the wrong models of teaching/classroom learning were used (Gage, 
1963: Nuthall and Snook, 1973; Cronbach and Snow, 1977). The task of 
the present study is to select the best educational research methods 
(see Chapter II), and the most appropriate model of classroom learning, 
and apply them to the problem stated above. 
The emphasis of the present study is upon classroom learning. 
Since it is a later stage in the learning process, classroom retention 
is also of interest. Together, both variables produce a more accurate 
picture of the classroom learning phenomenon, than either variable 
would separately. 
A Model of Classroom Learning 
When learning occurs in the average classroom, it is impossible 
to say what it is the teacher did to produce learning, i.e. did 
changes in the learning environment produce the learning or are other 
factors responsible for the learning? A multitude of hypotheses can 
be suggested to explain classroom learning; several of these hypotheses 
are: 
1. The teacher's instructional style. 
2. The textbook used by the teacher. 
3. The supplementary materials used by the teacher. 
4. All of the things the teacher did in class, e.g. method 
of instruction. 
5. None of the things the teacher did, e.g. student aptitudes 
alone are responsible for the learning. 
6. Interactions of any or all of the above. 
Clearly, a model of classroom learning would be of great benefit 
to education by showing which factors are responsible for classroom 
learning. 
The purpose of the present study was to account for the variance 
of classroom learning and retention, not to predict classroom learning 
and retention. That is, the present study sought to understand the 
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causes of classroom learning by proposing a model of classroom learning. 
Since the present experiment did not manipulate any independent vari-
ables, it was impossible to make definitive statements about the causes 
of classroom learning. The data from the present study were too weak 
to prove causation~ conclusions from the present study must be limited 
to either lending support for the proposed model of classroom learning, 
or failing to support the proposed model of classroom learning. 
The present study was an exploration. If the proposed model of 
classroom learning was supported, then it would point the way for 
future controlled experiments in the schools. If the model was not 
supported, then valuable resources would not be wasted on a controlled 
experiment. Given the enormous difficulty of controlled experiments 
in actual classrooms, this seems to be a parsimonious way of screening 
out unfruitful hypotheses. 
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The major assumption of the present study was that the classroom 
room learning of any individual student is the result of characteristics 
of the student interacting with characteristics of the perceived learn-
ing environment (Lewin, 1935). This implied that the student is part 
of a system; the present study assumed that, in order to understand a 
student's learning in the classroom, it is necessary to understand how 
this classroom system operates. The present author suggests that past 
attempts to explain student learning have failed, because the full 
complexity of the learning environment was not dealt with. 
Figure 1 is a graphic illustration of the classroom learning en-
vironment; it is called a path diagram. This diagram presents all of 
the causal factors of learning listed in Table I. It shows how each 
factor influences classroom learning, and how each factor relates to 
' the other factors in the system. An arrow indicates that one factor 
has a causal influence on another factor. A two headed arrow indicates 
a feedback loop. That is, both factors influence each other. 
For example, the diagram illustrates that the teacher factor is 
one cause of classroom learning. This means that at least one of the 
variables listed under the teacher factor causes classroom learning. 
It does not tell you which variable is responsible, or how strong a 
relationship exists between the teacher factor and classroom learning. 
The diagram also illustrates that classroom learning has a causal 
influence on the teacher factor. This is an example of a feedback 
loop. The teacher tries to cause classroom learning. The degree of 
learning that results will have an influence on the teacher, e.g. poor 
learning might cause the teacher to change her/his model of teaching, 
instructional style, anxiety level or career. Feedback loops, like 
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Figure 1. A Path Diagram of the Causal Factors of Classroom Learning and 
Retention. (For illustrative purposes this figure assumes 
that learning and retention are the same process, and that 
causal factors only relate to the next lower factor in the 
hierarchy.) 
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the one described above, greatly complicate the task of understanding 
the system, but also make the system much more flexible and responsive. 
The last feature of the path diagram to be discussed is the large 
dotted line rectangle. This rectangle shows the boundary of the 
system which was examined in the present study. Due to limitations of 
resources and methodology, it was not possible to study the entire 
classroom learning system as described in Figure 1. 
The reader should note that the path diagram assumes that there 
is no interaction between factors. If factors do interact in the real 
system, then the classroom learning system is even more complex than 
the diagram illustrates. 
The large number of feedback loops indicates that the causal factors 
illustrated, and probably their component variables, are highly inter-
related. This suggests that it will be difficult to isolate the factors 
which are having the greatest causal effect on classroom learning. 
There are three reasons for using a path diagram to illustrate 
the classroom learning system: 
1. It is an heuristic device which helps improve your 
understanding of the classroom learning system. 
2. It graphically illustrates to the reader the complexity 
of the classroom learning system. 
2. It illustrates the flow of causality, i.e. how one factor 
will be the cause of another factor. It is necessary 
to understand the flow of causality in order to construct 
the regression models which will be discussed in the 
sequel. 
The review of the literature, and the causal analysis presented 
above suggested the following model of classroom learning: classroom 
learning (CL) is a function of the student's general ability (A), plus 
classroom average of the psycho-social environment as perceived by the 
student (CE) , plus the interaction of perceived environment and 
ability (A x CE). This model can be written symbolically as: 
CL = f (A) + f (CE) + f (A x CE) 
Many psychologists (Hunt and Sullivan, 1974; Piaget, 1971) 
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would argue that a person's cognitive stage influences the way they 
perceive and learn. This suggests that any model of classroom learning 
should also consider the developmental level of the students being 
taught. Hypotheses four and eight expand the general model stated 
above by testing developmental interactions; the resources were not 
available to explore these hypotheses in great detail. 
Hypotheses 
The general model of classroom learning stated above cannot be 
tested by a single hypothesis. Under the present design six hypotheses 
need to be tested to confirm the general model. Two hypotheses need 
to be tested to confirm the developmental hypothesis, and one hypo-
thesis needs to be tested to confirm the internal validity of the 
present study. Thus, the present study tested a total of nine hypo-
theses. (Each independent variable in the model needs to be tested 
for significance; this procedure insures that each independent variable 
is making a unique contribution to the model of classroom learning.) 
The present study examined two aspects of classroom learning: 
initial learning (L) and retention (R). In order to confirm the 
general model of classroom learning stated above both dependent 
variables need to be tested. 
Each hypothesis tested by the present study examined a different 
aspect of the proposed general model of classroom learning. Each 
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hypothesis corresponds to a different model of classroom learning. The 











General ability is not a significant predictor of initial class-
room learning when differences in initial classroom learning have 




L = COV + A 
I = 0 (This method of significance testing is 
A explained in detail in Chapter III.) 
The classroom average of the perceived psycho-social classroom 
environment is not a significant predictor of initial classroom 
learning when initial classroom learning has been adjusted for 
general ability and a set of covariates. 
Model 2: L = COV + A + CE 
H : I = 0 
2 CE 
The interaction of general ability and perceived classroom environ-
ment is not a significant predictor of initial classroom learning 
when initial classroom learning has been adjusted for the classroom 
average of the perceived psycho-social classroom environment, 
general ability and a set of covariates. 
Model 3: L = COV + A+ CE + (A X CE) 
H : I = 0 
3 {A X CE) 
The interaction of grade level and the classroom average of the 
perceived psycho-social classroom environment is not a significant 
predictor of initial classroom learning when initial classroom 
learning has been adjusted for the interaction of general ability 
and the classroom average of the perceived psycho-social classroom 
environment, the classroom average of the perceived psycho-social 
classroom environment, general ability, and a set of covariates. 
This hypothesis is a refinement of the proposed general model of 
classroom; it tests the idea that high school students learn more 
in perceived classroom environments which are different from those 
perceived environments which are most beneficial for the classroom 
learning of eigth grade students. Thus, this is a developmental 
hypothesis; it suggests that as a person ages, the type of per-
ceived environment which is most beneficial to learning changes. 
Model 4: L = COV + A + CE + (A X CE) + (G X CE) 
H : I = 0 
4 (G X CE) 
General ability is not a significant predictor of classroom 









The classroom average of the perceived psycho-social classroom 
environment is not a significant predictor of classroom retention, 
when retention has been adjusted for general ability and a set of 
covariates. 
Model 6: R = COV + A+ CE 
H6: ICE = 0 
H7 : The interaction of general ability and the classroom average of 
the perceived classroom environment is not a significant predictor 
of classroom retention, when retention has been adjusted for the 
classroom average of the perceived psycho-social environment, 
general ability and a set of covariates. 
Model 7: R = COV +A+ CE + (A X CE) 
H : 
7 1 (A X CE) 
= 0 
H8 : The interaction of grade level and the classroom average of the 
perceived psycho-social classroom environment is not a significant 
predictor of classroom retention, when retention has been adjusted 
for the interaction of general ability and the classroom average 
of the perceived psycho-social classroom environment, the classroom 
average of the perceived psycho-social classroom environment, 
general ability, and a set of covariates. 
Model 8: R = COV + A + CE + (A X CE) + (G X CE) 
H . a· 1 (G X CE) = 0 
Hypotheses 1-3 and 5-7 all need to be rejected in order to 
confirm the proposed general model of classroom learning. Hypotheses 
4 and 8 need to be rejected in order to confirm the proposed develop-
mental hypotheses. Failure to reject of any of the above hypotheses 
places limitations on the proposed general model of classroom learning. 
Before the above hypotheses can be tested, the internal validity of 
the experiment needs to be verified. The internal validity check insures 
that learning occurred during the instructional treatment, and that this 
learning could only be caused by some aspect of the instructional treat-
ment. Formally this internal validity check can be stated as: 
H : 
IV 
The experimental group which received three weeks of instruction 
on a chemistry unit, performed no better on a test of initial 
learning than the control group which received no instruction on 
the experimental unit. 
The internal validity hypothesis H is testing the obvious 
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proposition that students who are exposed to a unit of instruction 
learn more than students who are not exposed to the unit. This 
hypothesis was tested using a t test for independent groups; the unit 
of analysis was the teacher. The initial learning test scores were 
averaged over all the students taught by each teacher. The teacher 
was used as the unit of analysis because teachers were assigned at 
random to the experimental replication groups. 
The Instructional Treatment 
The instructional treatment proposed for the present study is 
referred to as "general classroom instruction." It is defined as 
anything that occurs inside the classroom which reliably produces 
student learning. This includes teacher's efforts, the instructional 
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media available to the student, and the classroom social, psychological, 
and physical environment. This treatment may seem foreign to the 
reader with a strong experimental background; an explanation may make 
the treatment seem more plausable (see Chapter III). 
Summary of Chapter I 
The present study selected one aptitude of the student, i.e. 
general ability, and one aspect of the learning environment, i.e. 
classroom average of the perceived psycho-social classroom environment. 
The ATI research paradigm was selected as the most promising approach 
to the research problem. The research problem for the present study 
was to determine the relationship between general ability, the class-
room average of the perceived psycho-social classroom environment, and 
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the classroom learning of eighth grade and high school science students. 
A general model of classroom learning was proposed to investigate the 
research problem stated above. The proposed model of classroom 
learning was analyzed using regression analysis. The present study 
was designed to answer the following questions: 
1. What proportion of classroom learning is uniquely accounted 
for by general ability? 
2. What proportion of classroom learning is uniquely accounted 
for by the classroom average of the perceived psycho-social 
classroom environment? 
3. What proportion of classroom learning is uniquely accounted 
for by the interaction of general ability and the classroom 
average of the perceived psycho-social classroom environment? 
4. Do high school students learn best from the same perceived 
classroom environments that are most beneficial for the class-
room learning of eighth grade students? 
Methodological Note 
The present study developed and tested an explanatory model of 
classroom learning. The basic emphasis was upon using information 
from the independent variables to explain variability in classroom 
learning. The results of the present study do not demonstrate causa-
tion. Kerlinger and Pedhauzer (1973) suggest that, 
When an analysis is complete the researcher should determine if 
the data are consistent with his explanatory model. If the data 
are inconsistent with the model, doubt is cast on the theory that 
generated it. Consistency of the data with an explanatory model, 
however, is not proof of a theory; it only lends support to it. 
(p. 307) 
Significance of the Problem 
The present study is significant for five reasons: 
1. The most significant result of the present study will probably 
be the refinement it makes of the ATI research paradigm, i.e. the 
present study will consolidate the current, ATI methodological ad-
vances into one model with many of the present day methodological 
flaws removed. This should provide much clearer data from which to 
evaluate the effectiveness of the ATI paradigm. 
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2. The present study will refine the definition of a major 
environmental dimension: the psycho-social dimension, and relate this 
dimension to classroom learning. Educational psychology desperately 
needs a clearer understanding of the major dimensions of classroom 
behavior, and the relation these dimensions have to classroom learning. 
Just as physique can be described by combinations of three basic 
somatotypes, it seems reasonable to hope that learning environments 
could be described by a limited number of basic dimensions. If these 
basic dimensions are identified, it would be possible to describe 
instructional treatments in quantitative terms (e.g. scores of 5, 2, 7 
on the basic dimensions) rather than in qualitative terms (e.g. 
didactic method, discovery method). This would eliminate a major 
problem with the qualitative descriptions of instructional treatments, 
i.e. instructional treatments are grouped together on the basis of one 
dimension of the treatment situation, e.g. teacher's role, while other 
treatment dimensions are free to fluctuate. 
3. Cronbach and Snow (1969, 1977) put great faith in the possi-
bility of general ability as a primary candidate for an aptitude 
variable in ATI research. A significant finding from the present 
study would provide an empirical foundation to base this faith upon. 
4. The results of the present study were based on a target 
population of high school science students in the metropolitan Boston 
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area. Science students are a slightly more select group of students 
than the average high school student, e.g. a student in freshman 
English. That is, Chemistry is an elective course for all high school 
students, however, many students take chemistry to meet their science 
requirement; they perceive it as the lesser of two evils. Physics is 
the course commonly selected as an alternative for meeting the science 
requirement. Science is a required course for eighth grade students. 
The relatively normal population from which the study sample was 
drawn, provides a strong base for generalizations. The representative-
ness of the instructional treatment and the target population used in 
the present study is one of the strong points of the present study. 
If the present study finds educationally significant ATI's, then 
researchers would have ample justification to look for similar ATI's 
in other metropolitan areas. 
5. One of the major goals of instructional psychology is the 
development of a body of educational prescriptions to guide teacher 
behavior. These prescriptions will probably be based on dif£erential 
effects resulting from Aptitude Treatment Interactions. If the 
present study finds an "educationally significant" ATI, i.e. an 
ability by psychosocial climate interaction, this finding could 
significantly advance the theory of instructional psychology. Pro-
vided it is validated by future research. 
"Educational significance" needs to be defined and differentiated 
from statistical significance. Very often statistical significance is 
the only criterion for successful educational research; this is not 
enough. For results to have educational significance they should meet 
at least two additional criteria: 
1. Differences between instructional treatments must have 
practical significance. That is, the psychological meaning 
of treatment differences, the cost of producing treatment 
differences should all be considered in determining the 
practical significance of a result. 
25 
2. Treatment variables should account for a substantial propor-
tion of the variance of the dependent variable. Substantial 
is a relative term. It can be defined in terms of what is 
known~ for poorly understood phenomenon, almost any increase 
in the variance accounted for should be considered a substan-
tial amount. 
Limitations 
The limitations of the present study fall into three different 
categories: (a) Sampling problems, (b) Treatment problems, and 
(c) Analysis problems. 
Sampling Problems 
Rather than randomly assigning students to treatments or to 
classes the present study used intact classes for the instructional 
treatment. Students were assigned to classes at the beginning of the 
school year. It seems probable that students were assigned to classes 
on the basis of ability (see Chapter III). 
Cronbach and Snow (1977) suggest that 
when students are not randomly assigned to classes that this 
confounds person characteristics with class characteristics. 
The reliability of different measures may differ from class 
to class or school to school. This difference in stated 
reliability will exist to the extent that the measures were 
normed on groups different from those used in the experiment. 
Any interpretation of the data must carry a warning about the 
above confounding. (p. 49) 
Any generalizations about the findings of the present study should 
be limited only to classes which were formed on the basis of the same 
policies. For the present study there is evidence that the high school 
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classes were formed on the basis of ability. 
Since classes did not have pre-experimental sampling equivalence, 
the analysis of covariance was used to reduce this problem by equating 
classes on the covariates. The reader should note that the analysis of 
covariance does not equate classes on any unmeasured variables. The 
reader should also note that since teachers were randomly assigned to 
treatments, a pretest was not used to establish the equivalence of the 
experimental classes and the control classes. 
The next sampling problem to be discussed is that all teachers in 
the present study were volunteers. Thus, any generalizations from the 
present study should be limited to teachers who would volunteer for a 
similar study. 
The present author believes that the high school teachers in the 
present study were fairly representative of the general population of 
high school teachers. All of the high school teachers, who were 
contacted by their department heads, volunteered for the present 
study. There was no coercion on the part of department heads, but the 
department head in several cases seemed to select his better teachers 
(see Chapter III) • 
Teachers at the grammar school level are not necessarily represen-
tative of all grammar school teachers. Only six out of approximately 
15 teachers contacted by department heads volunteered for the present 
study. Four of these six teachers did not participate in the present 
study because they were not planning to teach a unit on acid-base 
theory, the experimental unit of instruction (see Chapter III). 
The largest sampling problem concerns experimental mortality 
rates. Two types of experimental mortality rates raise questions 
about the representativeness of the sample of classes and the sample 
of students used in the analysis. 
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Six classes were dropped from the analysis because they never 
received the unit of instruction; these classes ran out of time at the 
end of the school year. Five of these classes were categorized as 
"Academic Chemistry;" these classes usually contain less able or less 
motivated students (see Chapter III) • 
Twenty five percent of the students who received the unit of 
instruction were missing one or more independent variables, and were 
dropped from the analysis. This appears to be a high degree of 
mortality, but is a common problem with school research. In general 
data were missing due to student absenteeism. 
Treatment Problems 
The major treatment problem was that it was impossible to keep the 
amount of instructional time available to all classes constant. So 
instructional time was used as a covariate to statistically equate the 
amount of instructional time received by each class. 
A related treatment problem was that the informational content of 
the experimental unit of instruction was not identical for each class. 
Teachers added material or deleted material to meet their own instruc-
tional goals. This problem is not as serious as it may seem. All but 
two of the high school classes used the same textbook. However, the 
two eighth grade teachers used different instructional material (see 
Chapter III) • 
The next treatment problem concerns the reactivity of the experi-
mental treatment. Despite the fact that teachers were instructed to 
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keep the experiment secret from the students, some teachers did tell 
their classes an experiment was in progress. This creates a threat to 
internal and external validity. 
However, of all the classes which knew an experiment was being 
conducted, only one class behaved differently because of the experi-
ment. So, because knowledge of the experiment did not have a large 
influence on student behavior, the present author concludes that 
internal and external validity are not seriously threatened (see 
Chapter III) • 
The next treatment problem to be discussed is that the retention 
interval for the present experiment was only two weeks long. Origi-
nally, a six week retention interval was intended. The present author 
does not believe that this creates a problem. It is probably an 
adequate demonstration of retention since, forgetting increases 
rapidly after learning. 
Finally, the reader should be cautious in his interpretation of 
the classroom average of the perceived psycho-social classroom environ-
ment. Cronbach and Snow (1977) suggest that 
the person investigating classroom climate or teacher style 
ordinarily looks upon that variable as an objective property of 
the instructional situation, even when he uses student reports 
as his source of evidence. Such information, aggregated at the 
group level, may be as much of an indicator of group moral as 
it is a veridical report on what the instructor did •••• One 
can also consider the report of the student individually, as 
a phenomenal description of the treatment as he experienced 
it. His perceptions may directly reflect his personality or may 
themselves be products of a Personality X Treatment Interaction. 
(p. 455) 
Analysis Problems 
All of the regression models tested in the present study used the 
individual student as the unit of analysis. Since students were 
members of existing classes, these observations were probably not 
independent. Cronbach and Snow (1977) suggest that 
analysis at the individual level is not a legitimate basis 
for statistical inference as it greatly underestimates the 
alpha risk. 
In inferences from classes pooled, the number of degrees 
of freedom is derived from the number of persons. This 
appears to be unjustified when the effect tested is a 
mixture of group and individual effects. It is legiti-
mate only if one is prepared to assert that: the experi-
ence a Person P had in Class C does not differ from the 
experience he would have had in Class X. 
The following effects all prevent students in Class A 
from being independent of each other. 
1. teacher effects 
2. rivalry 
3. contagion effects 
4. chance effects due to class A (p. 103) 
The data from the present study do not support the assertion of 
independence of student observations mentioned above. So, the reader 
should be cautious in his interpretation of the stated significance 
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levels. It would be more appropriate to treat the data as descriptive 
rather than inferential. 
The next analysis problem deals with analytical problems created 
by the use of multivariate methods. In any multivariate study the 
reader should be cautious in his interpretation of the results 
because these methods capitalize to a large degree on chance fluctua-
tions in the data. In order to minimize these chance effects many 
authors recommend a large ratio of cases to variables. Cattel (1952) 
argues that a ratio of 4 to 1 is adequate. Rummel (1970) suggests 
that for factor analysis it is still a matter of taste. 
The present study performed two types of multivariate analyses: 
a factor analysis and several regression analyses. The factor 
analysis had 375 cases and 15 variables, i.e. a 25 to 1 ratio. The 
full regression model contained 17 variables. 
Three different regression analyses were performed. The initial 
learning model was tested on two different samples: the experimental 
group and the replication group. The experimental group contained 
137 cases and 17 variables~ this is a ratio of 8 to 1. The replica-
tion group contained 149 cases and 17 variables~ this is a ratio of 
8.8 to 1. The retention model was tested on one sample which was 
drawn from the experimental group. This group contained 90 cases and 
17 variables~ this is a ratio of 5.3 to 1. The present author 
believes that these case to variable ratios are adequate, because the 
regression models tested were based on theory, rather than stepwise 
regression analysis. Stepwise regression capitalizes on chance 
fluctuations in the data, and thus needs a much higher case to 
variable ratio to produce stable results (see Chapter III). 
The reader should note that it is possible that too many varia-
bles were included in the regression models. The addition of these 
variables reduced the power of the tests for interactions. This 
situation could be improved by adding the two ability measures 
together. This would result in three interaction terms as opposed to 
six, and would increase the size of the average interaction effect so 
that it was significant. 
The reader should also note that the present study was based on 
observed scores as opposed to true scores. This policy was adopted 
because Nunnally (1978) suggested that with few exceptions there is a 
perfect correlation between observed scores and true scores, and the 
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correction for the unreliability of the observed scores is unnecessary. 
However, Cronbach and Snow (1977, p.35) present a strong argument in 
favor of the use of true scores in ATI research. The lack of signifi-
cant interactions could be attributed to the use of observed scores. 
Finally, a limitation of the analysis of covariance needs to be 
discussed. This technique assumes that the covariates are causally 
prior to the research factors. If the research factors are causally 
prior to the covariates, then the covariate set will steal variance 
that rightfully belongs to the research factor. The choice of 
covariates is a critical issue; the possible relationship between 
Ability, Classroom-Environment and the covariate set is discussed in 
Chapter I II. 
Assumptions of the Present Study 
The major assumption of the present study was that.the classroom 
learning of any individual student is the result of characteristics 
of the student interacting with characteristics of the learning 
environment. That is, behavior is a function of the person and his 
environment. 
The present study assumes that the student is part of a system, 
e.g. a classroom or a school, and that it is necessary to understand 
how this system operates before an explanation of classroom learning 
will be complete. 
The present study assumes that there are a universe of learning 
environments available to be tested. The classes in the present study 
were only a sample of the learning environments available. If classes 
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had been sampled at random the environments in the present study would 
constitute a random sample of environments. However, teachers were 
selected as the unit of analysis for the present study, not classes. 
So that, the classes used in the present experiment do not constitute a 
random sample of learning environments. 
The present study assumes that effective teaching/instruction 
involves the manipulation of the learning environment. That is, 
teaching is the creation of an environment. Student learning in the 
classroom is assumed to have multiple causes, i.e. student learning is 
a non-random phenomenon which can be modeled. 
The present study assumes that classroom learning is predominantly 
a meaningful learning task, and that rote learning tasks are uncommon 
in junior and senior high school. It is also assumed that meaningful 
learning is the dominant form of classroom learning. This implies that 
the learner must be active in the learning process and that he must 
organize the information to be learned and relate it to his cognitive 
structure in a nonarbitrary fashion. 
Since meaningful learning is assumed to be the dominant form of 
learning in the classroom, meaningful retention is assumed to be the 
dominant form of retention. This implies that interference will not 
play a large role in the retention process. 
The two basic assumptions of the analysis of partial variance 
are: 
1. There is no interaction between the covariate set and the 
research factors. Thus, it is reasonable to make the same covariate 
adjustments to all subjects. 
2. If the covariate set and the research factor set are related, 
then the covariate set must be causally prior to both the dependent 
variable and the research factor set. 
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CHAPTER II 
REVIEW OF THE LITERATURE 
Introduction 
This review will discuss the four areas of research which were 
needed to solve the problem discussed in Chapter I. 
1. The first section of this review will discuss the conceptuali-
zation of an instructional Environment/Treatment dimension. A better 
understanding of this dimension is necessary before much progress can 
be made with the ATI research paradigm. 
2. The second section of this review will discuss the conceptua-
lization of the Aptitude dimension of ATI research, and the most 
promising candidates for Aptitude variables in ATI research. 
3. The third section of this review will discuss the dependent 
variables, i.e. classroom learning and retention, and develop an 
operational definition of classroom learning. 
4. The ATI model of research shows great promise as a methodolo-
gical tool; however, researchers, using the ATI paradigm, have been 
slow to produce substantive results. The last section will discuss 
four reasons why the ATI paradigm has been unsuccessful in the past. 
This review will establish the foundation for the design section (see 
Chapter III) • 
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Review of the Instructional Environment/ 
Treatment Dimension 
Most readers are unfamiliar with the conception of an iristruc-
tiona! treatment as an environment. The purpose of this review is to 
(a) acquaint the reader with the literature on environments, (b) 
describe the basic dimensions of the Instructional Environment, (c) 
Review the psycho-social dimension of Instructional Environments. 
Conceptualizations of Treatment and Environment 
There are a number of definitions of treatment and environment for 
the reader to choose from~ several of these definitions will be dis-
cussed. Cronbach and Snow (1969) define treatment as "variations in the 
pace or style of instruction" (p. 7). Rhett (1972) suggests that "the 
term treatment is the analogue to instruction in individualized instruc-
tion, and refers to the various organizations of material or procedures 
which the subject is asked to cope with or respond to" (p. 270). 
Hunt (1975} prefers the term environment to the term treatment~ he 
does not restrict himself to one definition of environment, but prefers 
to let researchers use their own conception of environment. 
In psychology the term environment originated with Lewin's field 
theory. In this theory 
the environment under consideration is the psychological 
environment. ••• It differs in many respects from the 
physical world. For example, wishes exist in the 
psychological world. In addition there may be many 
psychological worlds, but there is only one physical 
world. (Weiner, 1972, p. 112) 
Murray also included an environmental variable in his personality 
theory; he called it "press". 
Just as the concept of need represents the significant deter-
minants of behavior with the person, so the concept of "press" 
represents the effective or significant determinants of be-
havior in the environment. In simplest terms a "press" is a 
property or attribute of an environmental object or person 
which facilitates or impedes the efforts of the individual to 
reach a given goal. Press are linked to persons or objects 
that have direct implications for the efforts of the individual 
to satisfy his need striving. The press of an object is what 
it can do to the subject or for the subject--the power it has 
to affect the well being of the subject in one way or another. 
By representing the environment in terms of press the investi-
gator hopes to extract and classify the significant portions 
of the world in which the individual lives. (Cited in Hall 
and Lindzey, 1970, p. 180) 
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Murray distinguishes between alpha press and beta press. An alpha 
press reflects the properties of environmental objects as they exist in 
reality or as objective inquiry discloses them. Beta press reflects 
the property of an environmental object as it is perceived or inter-
preted by the individual. The individual's behavior is most closely 
correlated with the beta press. However, it is also important to 
discover situations in which there is a wide discrepancy between the 
beta press to which the individual is reacting and the alpha press 
which actually exists. 
Since teaching is viewed as the creation of an environment, it is 
useful to review non-psychological conceptions of the treatment-environ-
ment dimension. Environment is defined as "the aggregate of all the 
external conditions and influences affecting the life and development 
of the organism." (Stein, 1971, p. 203) However, the environment that 
is studied depends upon the level of the environment you are interested 
in. In this sense there are many environments all nested within each 
other. 
For example, if you are interested in the effect of climate on an 
organism, you can look at the climate from at least three different 
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environmental levels. The broadest level of climate is measured by the 
geographical climate, e.g. the climate of New England; a narrower 
concept of climate is the ecological climate, e.g. the climate of an 
ecosystem such as a forest or a pond. The narrowest view of climate is 
the microclimate, i.e. the climate of the habitat in which the indivi-
dual lives (Bates, 1968). 
Several scientific disciplines have been developed to study the 
environment; some of these disciplines will be discussed. 
A major concern of the biological and social sciences has 
long been the nature of the interaction of organisms with 
the embedding environment. The generic term representing 
the scientific study of organism-environment interaction 
is ecology. (Sells, 1966, p. 131) 
Two branches of ecology are of interest to the present study: 
social ecology and human ecology. 
Social ecology has evolved mainly from the effort of psy-
chologists and behavioral scientists to direct their 
inquiries toward a more complete view of man interacting 
with his physical and social environment ••• Social ecology 
reflects the traditional concerns of ecology both in its 
emphasis on the measurement of objective physical charac-
teristics of environment [e.g. temperature, rainfall, 
air pollution, noise levels and the shapes, sizes and 
physical arrangements of buildings] and in its inquiry 
into the the short-term evolutionary and adaptive conse-
quences of these environments. Social ecology, however, 
expands these concerns by systematically dealing with the 
social environment and its interaction with the physical 
mileu ••• it has been concerned with promoting maximally 
effective human functioning. Finally, social ecology 
[places] special emphasis on the identification of maladap-
tive responses and their relationship to environmental 
variables ••• [Social ecology is concerned with understanding] 
the regulatory mechanisms which keep human societies in 
balance with the resources of their mileu. (Insel and Moos, 
1974, p. 180) 
Human ecology is of more recent origin; it extends the domain of 
the geographer and the sociologist who is interested in the distribution 
of human populations. Human ecology has been used to investigate the 
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distribution of material resources, health, social, economic and 
cultural problems. 
Another discipline which studies environmental variables is 
ecological psychology. Ecological psychology was proposed by Lewin and 
is the study of all non-psychological factors that can influence the 
life space. "The psychologist studies non-psychological data to find 
out what these data mean for determining the boundary conditions of the 
life of the individual or group" (Weiner, 1972, p. 153). 
A discipline which lacks a name but which has been clearly asked 
for might be called "situational psychology". Frederickson (1972) 
suggests that one of the methodological difficulties of doing ATI 
research is 
that we lack a satisfactory classification of situations. 
We need a systematic way of conceptualizing the domain of 
situations and situational variables before we can make 
rapid progress in studying the role of situations in 
determining behavior. (p. 115) 
Sells (1963) argues that "a taxonomic, dimensional analysis of 
stimulus variables comparable to the trait systems that have been devel-
oped for individual difference variables" (p. 700) is obviously 
needed. 
Kraus (1970) suggests that 
Most research on psychological attributes, on the disposi-
tions to behavior of persons, must be done in social situa-
tions. These situations are the analogue of psychological 
research to the mechanical and electrical apparatus in, for 
example, neuropsychological research. They are the basis for 
all experimental control and all dependent variable assessment 
in psychological research. Therefore, their preparation is, 
properly, as important a methodological topic for psychology 
as is instrumentation for neuropsychology. (p. 748) 
One of the major problems of educational research is that it is 
difficult to compare treatment A with treatment B, or even to be sure 
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that two classes which are receiving treatment A, are indeed, receiving 
the same treatment. A remedy for this problem would be to develop a 
subdiscipline of situational psychology. This subdiscipline would try 
to determine the major dimensions or attributes of an educational 
treatment. This knowledge would make it possible to compare the attri-
butes of different educational treatments. 
Basic Dimensions of the Environment Domain 
At present psychologists are ignorant of the basic dimensions i.e. 
in a factor analytic sense, of the treatment/environment domain. 
However, several authors have developed useful conceptual models of 
this domain, e.g. Kraus, 1970. Moos (1973) has suggested that human 
environments fall into six dimensions or categories~ these dimensions 
are overlapping and mutually interrelated. They are heuristic rather 
than theoretical or factor analytical models. They summarize the work 
that has been done, and point the way for future research. The reader 
should be reminded that all environmental dimensions can be described 
in terms of their press: alpha press, i.e. the environment as it 
exists in reality or as objectively measured, and beta press, i.e. the 
environment as it is perceived by the inhabitant. 
The six environmental dimensions suggested by Moos (1973) are: 
1. ecological dimensions 
2. behavior settings 
3. organizational structure dimensions 
4. inhabitant attribute dimensions 
5. psychosocial characteristics dimensions 
6. reinforcement dimensions 
The ecological dimension includes geographical, meterological, 
architectural, and physical design variables. Ecological variables 
fall primarily into the alpha press domain. 
The weight of evidence suggests that geographical and metero-
logical variables may be more important in the determination 
of group and individual behavior than has been thought to be 
the case ••• Some of the variables implicated in the determina-
tion of behavior include extreme cold, barometric pressure, 
cyclonic and anti-cyclonic storm patterns, and oxygen, nitrogen, 
carbon dioxide, and ozone concentrations in the atmosphere. 
(Moos, 1973, p. 653) 
Architectural and physical design variables are significant 
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ecological variables because all behavior must take place in a physical 
setting, and this setting can impose major constraints on the range of 
possible behaviors. 
Research in ergonomics, human engineering, and human factors 
has been concerned with the relation of selected environmental 
variables such as heating, lighting, noise level, ventilation 
and the layout and design of machines to behavioral measures 
of work efficiency, comfort, social interaction, interpersonal 
perception, and exploratory behavior. (Moos, 1973, p. 653) 
(See Craik, 1970; Kates and Wohlwill, 1966; Proshansky, Itleson, 
and Rivlin, 1970; and Sommer, 1969) 
At the present time, the author has found no evidence to suggest 
that ecological variables play a significant role in classroom learning, 
or produce differential effects for classroom learning or academic 
achievement. 
The behavior setting dimension was first proposed and studied 
intensively by Barker (1968) • He conceptualized a behavior setting as 
an ecological unit which has both a behavioral and environmental 
component. Any behavior is acceptable as the behavioral component, 
e.g. sitting in class, writing at the blackboard, group discussion. 
The environmental component includes the non-psychological objects with 
which the behavior is transacted, e.g. blackboard, desks, textbooks. 
The important characteristic of behavior settings is that 
they are stable, extra-individual units which have great 
coercive power over the behavior that occurs within them ••• 
behavior settings can be shown to have pervasive effects on 
individuals not only in terms of the specific behavior which 
is demanded by the setting, e.g. reading and writing in a class-
room, but also on both other behaviors and affects experienced 
by individuals. (Moos, 1973, p. 654) 
Organizational structural dimensions focus on the structural 
dimensions of organizations, and the relationship of these structural 
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dimensions to the behavior and attitudes of the members of the organiza-
tion. Porter and Lawler (1965) identify the following dimensions of 
organizational structure: 
1. Centralized or decentralized shape 
2. Number of organizational levels 
3. Span of control 
4. Size of the overall organization 
5. Size of organizational subunits 
Porter and Lawler (1965) concluded that structural variables had 
more impact on members attitudes than on their behavior. The research 
on classroom size and school size falls under the organizational 
structural dimension. 
For example, Astin (1968) investigated the relationship of academic 
achievement to the structural characteristics of colleges. Some of the 
structural characteristics he used were: faculty-student ratio, number 
of books in the library per student, size of enrollment, per student 
expenditures. Astin (1968) found little relationship between these 
variables and student achievement, however others disagree with his 
findings (Moos, 1973). 
The inhabitant characteristics dimension is based on the work of 
Linton (1945) ; the general idea is "that most of the social and cultural 
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environment is transmitted through other people. It implies that the 
character of an environment is dependent in part on the typical charac-
teristics of its members" (Moos, 1973, p. 655). 
Astin developed the Inventory of College Activities to investigate 
this idea. He administered the inventory at 246 colleges and universi-
ties and found considerable diversity among the college environments. 
He suggested that this diversity indicates that colleges have "great 
potential for differentially influencing the experience and behavior of 
the individual student" (Moos, 1973, p. 656). For example, norms of 
learning, not learning or competition among the student population can 
have a tremendous effect on the amount and quality of learning that 
takes place in the classroom. 
Holland (1966) suggested that vocational satisfaction and achieve-
ment depend on the congruence between the environment in which the 
person works, and his personality. Holland develped six environmental 
terms to describe the common physical and social environments in our 
culture: realistic, intellectual, social, conventional, enterprising, 
and artistic. He used these same terms to describe the person's orienta-
tion toward vocations. Since personal orientation and environment are 
described in the same terms, it is possible to measure the degree of 
congruence between the person's vocational orientation and his environ-
ment. Since some of these environmental orientations are characteristic 
of different subject matter in school; it might be possible to use 
these terms to measure the match between a student and his classroom 
environment. 
The psychosocial characteristics dimension is the most throughly 
investigated of all the six dimensions suggested by Moos (1973) ; 
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The psychosocial characteristics dimension is the most throughly • 
investigated of all the six dimensions suggested by Moos (1973); it 
measures the perceived climate of organizations in terms of general 
norms, value orientations, and other psychosocial characteristics of 
the environment. 
Insel and Moos (1974) have developed nine different scales to 
measure the perceived climate in nine different organizations, e.g. 
classroom, mental health ward, industry. At least eight other organi-
zational climate scales have been developed. These include: 
1. Organizational Climate Index (Stern, 1970) 
2. College and University Environment Scale (Pace, 1970) 
3. Learning Environment Inventory (Walberg, 1969) 
4. Organizational Climate Description Questionnaire 
(Halpin and Croft, 1963) 
5. Agency Climate Questionnaire (Schneider and Bartlett, 1970) 
6. Climate Questionnaire (Litwin and Stringer, 1968) 
7. Institutional Functioning Inventory (Peterson, 1970) 
8. Dimensions of Group Processes (Fairweather, 1969) 
A good way to describe the psychosocial characteristics dimension 
is in terms of the patterns underlying this dimension. Insel and Moos 
(1974), after studying nine different environments, concluded that 
three patterns underly all of these different psychosocial environments: 
(a) a relationship dimension, (b) , a personal development or goal 
orientation dimension, and (c) a system maintenance or change dimension. 
Insel and Moos (1974) concluded that each of these patterns "must be 
accounted for in order for an adequate and reasonably complete picture 
of the environment to emerge" (p. 186) • 
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Relationship dimensions identify the nature and intensity of 
personal relationships with the environment. They assess the 
extent to which individuals are involved in the environment and 
the extent to which they support and help each other •••• Personal 
development dimensions consider the potential or opportunity in 
the environment for personal growth and the development of self 
esteem •••• System maintenance and system change dimensions assess 
the extent to which the environment is orderly and clear in its 
expectations, maintains control and is responsive to change. 
(Insel and Moos, 1974, p. 181) 
The last dimension of the environment to be discused is the rein-
forcement dimension; this dimension is an outgrowth of social learning 
theory. 
The social learning theorist takes as a given that people 
vary their behavior extensively in different social and 
physical environments, mainly because the reinforcement 
consequences for particular behaviors vary extensively •••• 
Social learning theorists attempt to identify the exact 
controlling stimulus conditions for particular behaviors, for 
example, the specific models involved, the substantive re-
inforcers, and the precise discriminative stimuli. (Moos, 
1973, p. 658) 
The reinforcement dimension of the environment is highly idio-
graphic and assessment procedures are complex. Therefore, the present 
author suggests that this dimension be ignored in the search for 
differential learning effects. 
This review has attempted to demonstrate the nature of the treatment/ 
environment domain, and that methods have been developed for measuring 
this domain. The purpose of this demonstration is to show that the 
treatment/environment domain, in one form or another, is a significant 
determinant of human behavior, in general, and classroom learning in 
particular. 
Insel and Moos (1974) suggest that attributes of the environment 
have accounted for more of the variance in behavior than biographic, 
demographic or trait variables (Douglas, 1964; Mischel 1969; Wolf, 1966). 
Psychology has shown increased interest in the environment. 
This interest has arisen in part because of dissatisfaction 
with trait conceptulaizations of personality, in part because 
of low correlations obtained between measures of personality 
traits and various validity criteria, and in part because of 
growing evidence that substantial proportions of variance in 
behavior are accounted for by situational and environmental 
variables. (Moos, 1973, p. 652) 
Psycho-Social Characteristics of Instructional 
Environments 
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Several studies have shown that the psycho-social characteristics of 
the instructional environment accounted for a significant proportion of 
the variance in measures of school learning. For example, Walberg (1969) 
showed that student perceptions of high school physics class environments 
predict cognitive and non-cognitive measures of learning after IQ, 
initial achievement, and interest in the subject matter, were statisti-
cally removed from the analysis. 
Walberg (1969) used the scales from the Learning Environment Inventory 
to predict learning on three different measures of high school physics 
achievement. R2 from this analysis ranged from .18 to .30, i.e. the 
psycho-social environment of the classroom accounted for approximately 
twenty-five percent of the variation in physics achievement! This 
analysis was based on classroom averages, rather than on individual 
scores. 
Review of the Aptitude Dimension 
Introduction 
Experts are in general agreement that individual differences in the 
subject or student should be considered in ATI research. However, there 
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is general disagreement on the name for these characteristics of the 
individual and the nature of the individual difference variables which 
will be most profitable for the study of ATI's. 
Three names have been suggested to describe characteristics of the 
individual: aptitude, trait, and attribute. Cronbach and Snow (1969) 
define aptitude as "any characteristic of the individual that increases 
(or impairs) his probablity of success in a given treatment" (p. 7). 
However, Berliner and Cahen (1973) 
believe that 'trait' is a less restrictive term than 
others. Under it we have included personality, status, 
attitude and interest variables, but other researchers might 
not include these characteristics in their definition of 
trait or aptitude. The label is not important as long as 
the concept conveys the idea that individual differences 
variables interact with educational treatments. (p. 59) 
Tobias (1976) prefers the term attribute, because aptitude has been 
traditionally associated with the cognitive domain. This association 
has the subtle bias of causing investigators to look to the cognitive 
domain for their inidividual difference variables. Tobias (1976) also 
rejects the term trait noting that it 
usually suggests a stable predisposition, and not infre-
quently in the personality domain, is unchanging over 
short periods of time •••• The term attribute in ATI research 
appears most attractive since it both retains the most widely 
used abbreviation for this body of work, and does not limit, 
intentionally or unintentionally, the range of variables 
studied. (p. 62) 
Rhett (1972) agrees with Tobias. Rhett prefers the term attri-
bute, because it implies that any individual difference variables is 
fair game. 
not just those constructs measured by conventional aptitude 
tests •••• Thus the term attribute is broad enough to include 
any individual difference or learner characteristic variable 
which proves to be empirically useful. (p. 270) 
The distinction between aptitude, trait and attribute may seem like 
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quibling to the reader, but there is an important issue here: Should the 
researcher restrict in any way the characteristics of the individual 
difference variables used in ATI research? Despite their different 
viewpoints all of the above authors agree that no restriction should be 
placed on the individual difference variables. To avoid confusion the 
present author will refer to all individual difference variables as 
aptitudes. 
If the researcher wants to avoid restricting the aptitude variables, 
then he should look closely at the history of the variables he is interes-
ted in. It should be remembered, that 
the differential psychologist looks for person characteristics 
whose validity is not threatened by variation across situations 
or over time. A major criterion for an acceptable characteristic 
is consistency and stability [i.e. the variable should be insus-
ceptable to environmental variation]. (Hunt, 1975, p. 212) 
Given this design history, i.e. most aptitude variables used in ATI 
research were developed to be consistent and stable, and not for their 
ability to predict differential effects, it is not surprising that few 
ATI's have been found. 
Because most measures of individual difference were not designed to 
predict interactions, Glaser (1972) and Hunt (1971) suggest that we 
search for "new aptitudes" or "accessibility characteristics" of persons 
which will predict which type of person to assign to which educational 
environment. 
Glasser (1972) notes that aptitude tests were developed to predict 
the outcome of instruction, and that there is no logical reason why the 
same tests should predict which instructional strategy will be best for 
each student. 
Now that the different definitions of aptitude have been discussed, 
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it is time to select aptitude variables which are likely to interact with 
treatment variables. For an aptitude variable to be successful in an 
ATI, the regression slope of outcome onto aptitude must differ from 
treatment to treatment. 
The first aptitude variable Cronbach and Glasser (1957) ruled out as 
an ATI variable was traditional scholastic aptitude. Because it was such 
a general measure of school success, they expected scholastic aptitude to 
have the same predictive validity for almost any kind of instruction. 
They believed that "only specialized aptitude measures could be expected 
to forecast differential successn (Cronbach and Snow, 1975, p. 119). 
The special ability hypothesis got off on the wrong foot. 
Between 1960 and 1970, many of us searched fruitlessly for 
interactions of abilities in the Thurstone or Guilford 
systems ••• No interactions of this sort were found ••• Con-
trary to our original view, conventional tests of mental 
ability or level of educational development do interact. 
They predict how much is learned from most instruction of 
fixed duration. (Cronbach and Snow, 1975, p. 119) 
So Cronbach and Snow's (1969, 1975) first choice for an ability 
variable to use in ATI research is "general ability". They suggest 
that 
The term is used in our summary to capture in one verbal net: 
IQ, non-verbal IQ or more specialized tests of fluid ability, 
such as hidden figures, composites of crystalized ability 
acquired in school and collections of cognitive tests in the 
French and Guilford series. The reason for application of a 
broad, loose construct is that at present there is no evidence 
to support a more refined conclusion. (Cronbach and Snow,· 
p. 185) 
Cronbach and Snow's (1969) second choice for an aptitude variable in 
ATI research "is to pit the fluid and crystalized segments of general 
ability against each other" (p. 190). 
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Theories of Intelligence 
Since the present study used general ability as an aptitude variable, 
the major theories of intelligence were reviewed to determine the best 
way to measure general ability. These theories include: Binet's, 
Spearman's, Thurstone's, Vernon's, Guilford's, and Cattell's. 
Binet and Terman proposed a single factor theory of intelligence. 
For example, Terman defined intelligence as the ability to think in 
abstract terms, i.e. in terms of a single factor. Thus their intelligence 
tests were heavily loaded on verbal ability, and predict achievement on 
verbal tasks well. However, these theories do not predict achievement on 
non-verbal tasks very well, and thus are only of historical importance. 
Spearman's two factor theory of intelligence has had considerably 
more impact on the theory of human abilities. 
The thesis of Spearman's theory is that "any cognitive performance 
is a function of two factors--the general ability common to most cogni-
tive performances and an ability specific to a given test" (Cattell, 
1968) • Thornburg (1973) provides a more detailed explanation. 
Spearman proposed that there is a controlling capability 
(g factor) in all intellectual functioning and that this is 
the predominant factor called upon and measured in most in-
telligence tests •••• He also suggested that there are specific 
abilities (s factors) which are fairly insignificant in terms 
of the total functioning of the individual but which overlap and 
form certain group factors--verbal ability, numerical ability, 
mechanical ability, attention and imagination or creative 
ability--that are not always highly correlated with the indi-
viduals general capability or g factor. (p. 218) 
The g factor shows its greatest influence on the verbal-abstract 
content so common in educational settings, e.g. reasoning tests where 
the individual is asked to discover a relationship. Thus, Spearman's g 
seems closely allied with the general intelligence concept used by Terman. 
However, some test batteries contained tests which could not be 
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accounted for by g alone. These test batteries usually contained two 
tests with very similar content, e.g. two vocabulary tests. Factor 
analysis produced factors which were broader than the s factors but 
narrower than g. Spearman finally modified his theory to include these 
broad ability factors which he called group factors. 
In retrospect, 'The general factor which Spearman sought is 
now regarded as being a second order factor rather than a 
primary factor, and it is thought to consist perhaps of two 
factors--fluid and crystalized genral intelligence.' (Catell, 
1968, p. 110) 
It is important to note that Spearman's theory was based on one 
particular type of factor analysis, which produced one general factor and 
several specific, bipolar factors. Originally, this method was based on 
a tetrad-difference criterion; later the centroid method was used. 
Mathematically, the centroid method must produce a general factor and 
bipolar specific factors. Other methods of factor analysis will produce 
a different pattern of factors. Traditionally, the centroid method and 
Spearman's theory of g has been preferred by'British psychologists. 
In America, Thurstone took another approach to the problem 
Instead of asking whether the correlation coefficients 
support a general factor, he wondered how many factors 
must be postulated in order to account for the observed 
correlations. The power of this approach lay in its 
ability to establish in the case of any particular study 
whether or not one factor should be regarded as general. 
(Adkins, 1968, p. 24) 
The British approach to the factor problem, i.e. the centroid 
method, is to measure g first and account for as much of the test vari-
ance as you can in terms of g alone. To test his own theory of intelli-
gence Thurstone developed Multiple Factor Analysis; this method makes no 
hypothesis about the number of factors which will be produced. It tends 
to produce factors which all account for about the same proportion of 
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variance (as opposed to one general factor), and rotates the factor 
loadings to simple structure. 
Thurstone applied multiple factor analysis to a battery of tests 
administered to a sample of college students and a sample of eighth 
grade students. These studies yielded seven factors in common. Thurstone 
called these factors "primary mental abilities": they include: 
S (Space) Visualization of geometric figures in different positions 
in space. 
N (Number) Quickness in making arithmetical computations of all kinds. 
P (Perceptual Speed) Quick noting of details. 
V (Verbal Meanings) Grasp of ideas and meaning of words. 
W (Word fluency) Speed in manipulating single and isolated words. 
M (Rote memory) Facility in memorizing words, numbers. letters 
and other simple materials. 
I (Induction) Ability to extract a rule common to several parts 
of a problem or test. 
These same factors have been identified again and again in later 
investigations, and others have been added to the list. (Tyler, 
1974, p. 77) 
The trend in American psychology has been to factor analyze test batter-
ies which measure only one of the primary mental abilities, e.g. percept-
ual speed. This results in factors which are still more primary and more 
specific. For example, when a battery of tests measuring perceptual 
speed is factor analyzed, at least eight perceptual speed factors are 
commonly found (Tyler, 1965). 
Guilford brought some organization to the rapidly expanding number 
of "primary abilities" by suggesting a three dimensional model for 
classifying abilities. His "Structure of Intellect" model contains space 
for 120 factors of intellect. Approximately 103 of these factors have 
been identified. 
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In Britain, Vernon has become the prime exponent of Spearman's 
theory of intelligence. Vernon's theory is called a hierarchical theory 
of mental organization. Like Spearman, this theory extracts the g factor 
first, and places it at the top of a hierarchy. Vernon expands on 
Spearman's work with group factors and has identified two broad group 
factors which fall at the next lower level in the hierarchy; these 
factors are v:ed, and k:m. 
V:ed represents a complex of verbal-educational abilities which are 
important in all kinds of school work. Within this group factor, separate 
verbal and numerical abilities can be distinguished. K:m represents the 
complex of abilities that are important in understanding concrete and 
mechanical things. Within this group factor, spatial and mechanical 
abilities have been identified. 
The lower levels in the hierarchy, i.e. levels below v:ed, and k:m, 
don't seem to be very useful. 
Vernon presents statistical evidence that in school, 
military or industrial situations, where applied psy-
chologists work, the relevant criteria can be predicted 
fairly well by using only, g, v:ed, and k:m ratings. The 
other narrower group factors contribute so little to the 
total variance in test and criterion scores that they 
can be safely ignored. (Tyler, 1965, p. 86) 
The reader won't be forced to choose between the American or the 
British models of intelligence. Both models appear to be correct; they 
both point to the need for a hierarchical theory of intelligence. The 
primary mental abilities suggested by Thurstone turn out to be corre-
lated with each other, i.e. a person who scores high on one ability will 
be likely to score high on the other primary mental abilities. Because 
these factors are correlated, it is possible to apply factor analysis 
again to the primary mental ability factor scores. This second order 
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factor analysis produces second order factors which have some of the 
properties of Spearman's g. For example, Rimoldi (1948) found three 
second order factors; Cattell (1963), Cattell and Horn (1966) found five 
second order factors. 
Tyler (1965} concludes that 
The type of theory, fitting all the effects best is a hier-
archical system similar to the one Vernon proposes. Intelli-
gence is both one thing and many things. When we attempt to 
measure its general component, we always leave some portion of 
the intellectual performance of our subjects unaccounted for. 
When we attempt to measure narrower abilities separately--
verbal, spatial, perceptual--we always find that something 
they have in common makes scores on separate traits correlate 
positively with one another. To describe an individual's ment-
ality accurately we need to specify both level and pattern. 
(pp. 93-94) 
It would be simpler if intelligence were either g or primary mental 
abilities, but the data do not support this point of view. Historically, 
this is not the first time a debate was resolved in favor of both theories 
of a phenomenon. Physicists debated for nearly fifty years about the 
nature of light: was light composed of waves or particles? Data could 
be found to substantiate both hypothses. It was finally conceded that 
both theories were necessary to adequately explain the behavior of light; 
light sometimes behaved as a particle, and sometimes as a wave. 
However, the problem of intelligence is not completely resolved. 
Spearman's theory suggests that there is one second order factor, g. As 
mentioned above, three to five second order factors have been isolated. 
Cattell has done the most experimental work with these second order 
factors; he theorizes that "the g (general factor of intelligence} 
measured by intelligence tests is actually made of two factors" (Cited in 
Thornburg, 1973. p. 220}. These factors are crystalized intelligence 
(Gc} and fluid intelligence (Gf}. Cattell's theory gives both a 
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contemporaneous and a developmental perspective of intelligence. 
The contemporaneous aspects contain all of his basic concepts and 
will be discussed first. The main thesis is: 
that in a broad sampling of human abilities, there are 
two major dimensions, both included in the area semanti-
cally called 'intelligence' •••• At work in both the fluid 
and crystallized intelligence is that relation-perceiving, 
correlate educing capacity which Spearman first described 
as the essence of 'g'. (Horn, 1968, p. 554) 
Intelligence is manifested by the use of three different types of 
behavioral functions: analage functions, concept formation and concept 
attainment, and the use of "generalized solution instrument functions", 
which Cattell refers to as "aids". Fluid and crystalized intelligence 
make different uses of these functions. 
Analage functions "represent very elementary capacities in percep-
tion, retention, and expression, as these govern intellectual performance" 
(Horn, 1968, p. 343), e.g. span of attention. Analage functions 
are not much affected by learning and to some extent, operate in all 
intellectual performances. They involve central neural organizations 
which are a necessary part of all intelligent behavior. 
Generalized solution instruments, i.e. aids, are learned functions 
used to compensate for the limitations of analage capacities. For 
example, breaking a seven digit telephone number into two chunks so that 
it can be remembered. "Aids are what Harlow described as 'learning 
sets', often what Piaget discusses as 'operations' what Bruner and his 
co-workers have treated as 'strategies'" (Horn, 1966, p. 555). Aids 
can be placed on a continuum of accessibility. Easily accessible aids are 
available to all members of a culture. Restricted aids are those which 
are available to a limited few, e.g. algebra, and calculus. 
The third behavioral manifestation of intelligence is the concept 
formation function. 
The term concept, as used in the present theory, is in many 
respects similar to an aid. However, a concept is regarded as 
a category for classification of phenomenon, whereas, an aid 
is defined as a technique or method. In the formation of 
most concepts one must perceive the essential relations among 
phenomena and, on some basis of similarity, dissimilarity, etc., 
categorize different things as the 'same.' (Horn, 1968, p. 244) 
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Fluid intelligence is not a measure of hereditary potential but it 
is 
the most direct correlate of basic neural-physiological 
capacity, and is the purest behavioral representation of 
this •••• [Fluid intelligence is] a pattern of behavior resulting 
from the interaction of brain physiological capacity with a 
broad, common, environmental-developmental set of influences. 
(Horn, 1966, p. 554) 
Two of the major influences on fluid and crystalized intelligence 
are physiological influences and acculturation. In fluid intelligence a 
large proportion of the variance is accounted for by physiological 
influences and a small proportion of the variance is attributed to 
acculturation. 
Crystalized intelligence is a manifestation of the interaction 
between experience, education, and acculturation. A large proportion of 
the variance of crystalized intelligence is accounted for by accultura-
tion, and a small proportion by physiological influences. 
Developmentally, crystalized intelligence is shaped by accultura-
tion. The culture chooses, from the thousands of concepts and aids avail-
able, those few concepts which are necessary for the survival of the 
culture. 
These constitute what might be called the 'intelligence of 
the culture' ••• the analage capacities of the individual are 
thus harnessed, as it were, by the dominant culture for the 
purpose of maintaining and extending the 'intelligence of the 
culture.' (Horn, 1968, p. 246) 
Many of the concepts and aids learned by acculturation indicate intelli-
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gence. So, the factor which results from this pattern of influences is 
justifiably referred to as a kind of intelligence, i.e. crystalized 
intelligence. 
Another process is operating on the individual at the same time as 
acculturation, i.e. incidental learning. Incidental learning is the 
result of the child's manipulations and experiments with his environment, 
and is not the result of efforts by those who would educate him. This 
incidental learning will produce, analage functions, concepts and aids. 
If these abilities indicate intelligence, "then the broad factor which 
involves them can be said to be a kind of intelligence." (Horn, 1968, 
p. 247), i.e. fluid intelligence. 
Both fluid and crystalized intelligence use analage functions, and 
both demand an awareness of concepts and the use of aids. However, fluid 
intelligence is based more on the use of those analage functions and aids 
which are available in the immediate environment. While crystalized 
intelligence is based more on the recall of concepts which are not 
commonly available to all individuals. 
However, the major difference between Gf and Gc is that 
the concepts and aids involved in the former are of a kind 
that reflect relatively common experience acquireable any-
where in our physical world, whereas the concepts and aids 
which define crystalized intelligence more nearly represent 
. degree of immersion in a particular culture. (Horn, 1966, 
p. 556) 
Fluid and crystalized intelligence should produce different physic-
logical changes in the central nervous system. Horn (1968) suggests that 
the incidental learning produced as the result of fluid intelligence is 
based on relatively simple neural patterns, which do not form an integra-
ted cognitive structure. However, the intensive acculturation so charac-
teristic of crystalized intelligence will produce a relatively complex 
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pattern of neurons which is highly integrated into the cognitive structure. 
When testing for fluid intelligence two areas should be sampled: 
1. Those primary abilities which are "defined by the limits 
of analage functioning in the immediate situation." 
(Horn, 1966, p. 558) 
2. Those primary abilities which involve the use of aids 
which could have been learned by anyone. 
When testing for crystalized intelligence, 
[l] those primaries indicating the limits of the individuals 
acculturation, and [2 those] involving the use of aids 
which are clearly produced by the educational process 
would be hypothesized to define the crystalized general 
intelligence factor. (Horn, 1966, p. 558) 
Developmentally, this theory of intelligence argues that at birth, 
only fluid intelligence exists. During childhood, crystalized intel-
ligence begins to develop, and as the child ages, both fluid and 
crystalized intelligence improve rapidly. Fluid intelligence stops improv-
ing when physical growth ceases. It declines slowly, and then more rapid-
ly as aging continues. The degenerative diseases of aging should produce 
greater changes in fluid intelligence than in crystallized intelligence, 
because the neural patterns associated with fluid intelligence are not 
well integrated into cognitive structure. Crystalized intelligence 
should improve into adulthood as long as acculturation stays ahead of the 
degeneration of analage functions associated with aging. 
The general conclusion to be drawn from these investigations 
is the effect that, indeed, two broad factors having the pro-
perties specified by the Gf-G theory are found among ability 
test performances. (Horn, l9E8, p. 248) 
Two aptitude variables were of special interest in the present 
study: general ability and the contrast between fluid and crystalized 
intelligence. Data on four other aptitude variables was collected for 
the present study: sex, age, race, and grade point average (GPA). The 
primary purpose for including these variables is to provide a better 
description of the sample characteristics. 
58 
The present study was not powerful enough to include these secondary 
aptitude variables as predictors in the proposed model of classroom 
learning. In fact the present study was not powerful enough to examine 
both general ability and the contrast between fluid and crystalized 
intelligence. Because of their importance, measures of fluid and crys-
talized intelligence were combined to measure general ability. (See 
Chapter III) This looses some valuable information, but the problem 
could not be avoided. 
Review of the Dependent Variables 
Introduction 
The primary interest of the present study is classroom learning. 
Only two aspects of classroom learning were used as dependent variables: 
(1) initial learning, i.e. performance on a cognitive posttest, and (2) 
retention, i.e. performance on a parallel form of the cognitive test 
administered two weeks after the completion of the experimental unit. 
Referent generality would have been increased if other aspects of 
classroom learning were included in the present study. Attitude toward 
the content of instruction, and transfer were the prime candidates for 
additional aspects of classroom learning. Attitude was eliminated as a 
dependent variable for the following reason: Attitude toward the 
instructional unit was confounded with attitude toward the course. That 
is, it was impossible to separate the student's attitude toward all the 
material he has received during the course, from his attitude toward the 
content of the instructional unit. 
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Transfer was eliminated as a dependent variable because the amount 
of time available for student posttesting was very limited, i.e. 30-45 
minutes. It seemed much sounder to devote the available time to measur-
ing cognitive performance well, rather than to split the testing time by 
also measuring transfer. The dependent variables used in the present 
study were initial learning and retention. These variables represent two 
aspects of classroom learning. Before these dependent variables can be 
reviewed, it is necessary to define what is meant by "classroom learning." 
Constructs Needed for an Operational Definition 
of Classroom Learning 
Few definitions of classroom learning were found by the Review of 
Literature. The definitions which were found were often inconsistent. 
Since classroom learning was not a well defined construct, the present 
author will operationally define classroom learning, and will base the 
measurement of the dependent variables on this operational definition. 
This definition was based on two constructs: (1) the distinction be-
tween meaningful and rote learning (Ausubel, 1968), and (2) the taxonomy 
of human capabilities developed by Gagne (1974) • The sequel will review 
both of these constructs. The end product of this review will be an 
operational definition of classroom learning. 
Meaningful Versus Rote Learning 
Ausubel (1968) makes the distinction between rote learning and 
meaningful learning. 
Meaningful learning takes place if the learning task can 
be related in nonarbitrary, substantive, (non-verbatim) 
fashion to what the learner already knows, and if the 
learner adopts the corresponding learning set to do so. 
Rote learning occurs if the learning task consists of 
purely arbitrary associations, as in paired-associate, 
puzzle-box, maze, or serial learning; if the learner 
lacks the relevant prior knowledge necessary for making 
the learning task potentially meaningful; and also 
(regardless of how much potential meaning the task has) , 
if the learner adopts a set merely to internalize it in 
an arbitrary, verbatim fashion (that is, as an arbitrary 
series of words) • (p. 24) 
In the classroom meaningful learning is clearly the dominant type of 
learning. "Both within and outside the classrom, meaningful verbal 
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learning is the principle means of acquiring large bodies of knowledge" 
(Ausubel, 1968, p. 24). 
Meaningful learning is so important in the process of 
education because it is the human mechanism par excel-
lence for acquiring and storing the vast quantity of 
ideas and information represented by any field of know-
ledge. (Ausubel, 1968, p. 58) 
Despite the clear importance of meaningful learning to education and 
to the psychology of learning, there have been surprisingly few studies 
of meaningful learning. Rote learning has dominated the psychology of 
learning. Two of the classic textbooks on learning theory do not even 
mention the topic of meaningful learning (Hilgard and Bower, 1966; 
Hilgard and Marquis, 1961). Because of this emphasis upon rote learning 
tasks, much of the information on human learning was not appropriate for 
the present review. 
Gagne's Taxonomy of Human Capabilities 
Gagne (1974) suggests that there are five major categories of 
learned human capabilities: (1) verbal information, (2) intellectual 
skills, (3) cognitive strategies, (4) attitudes, and (5) motor skills. 
These learned capabilities constitute five different types of learning 
outcomes. Each of these capabilities would be an adequate dependent 
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variable for the study of classroom learning. The present study focused 
on the first two of these capabilities (verbal information, and intellec-
tual skills) because these capabilities seemed to have the widest appli-
cation in education. 
The remaining three capabilities were rejected as dependent vari-
ables because of the limited amount of educational time aimed at learning 
these capabilities. For example, a great deal of rhetoric is devoted to 
the goal of teaching students to think, i.e. cognitive strategies but 
very little time is actually spent in pursuit of this goal; Gagne and 
Briggs (1974) suggest that it may take months or years to learn cognitive 
strategies; it is debatable whether the goal is even achievable. 
The same comments can be made about teaching attitudes; there 
is no doubt that attitudes are learned in school, but this type of 
learning occurs in a haphazard fashion, and an insignificant amount of 
class time is actually directed to the learning of attitudes. Motor 
skills are taught successfully and systematically in school. They were 
rejected as a dependent variable primarily because a small portion of a 
students 12 years in school is actually devoted to learning of motor 
skills. 
Verbal Information. "Verbal information is man's primary method 
of transmitting accumulated knowledge to successive generations 
about the world and its peoples, about historical events and trends, 
about the culture of a civilization" (Gagne, 1974, p. 52). Gagne 
identifies four units of verbal information: a name, a fact, a 
principle, and a generalization. When an individual has learned a unit 
of verbal information he is able to state the information in propositional 
form, i.e. a sentence. Organized bodies of verbal information are 
commonly referred to as knowledge. 
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Verbal information performs three useful functions for the learner: 
(a) it serves as a prerequisite for further learning. (b) it is of 
practical importance to the learner during his entire lifetime. (c) 
"Organized and associated bodies of knowledge are believed to provide a 
vehicle for thought" (Gagne, 1974, p. 54). 
Intellectual Skills. The capability learned from verbal information 
is, "to know that". The capability learned from an intellectual skill is 
"to know how". "An intellectual skill makes it possible for an indivi-
dual to respond to his environment through symbols" (Gagne, and Briggs, 
1974, p. 12) • 
Gagne (1970) has identified eight levels of intellectual skills 
(see Table II) • These eight levels form a hierarchy of intellectual 
skills. Skills higher in the hierarchy require more intricate mental 
processes than skills lower in the hierarchy. In addition, higher level 
skills are composed of lower level skills. That is, skills lower in the 
hierarchy are prerequisites for learning higher level skills. 
Gagne and Briggs (1974) believe that "The lower levels (1 through 4) 
do not normally play a substantial role in school learning." (p. 37) 
Discrimination learning (level 5) is necessary for learning higher level 
intellectual skills. Gagne (1970) believes that for the most part, 
discrimination learning does not play an important role in classroom 
learning at the eighth grade and high school levels. 
Levels one through five of Table II are not relevant to classroom 
learning at the eighth grade and high school levels. The sequel will 











LEVELS OF COMPLEXITY IN INTELLECTUAL SKILLS 
Intellectual Skill 
Problem Solving (Higher Order 
Rule) 
requires as prerequisites: 
Rules 
(Including defined concepts) 
requires as prerequisites: 
Concepts 
which requires as prerequisites: 
Discriminations 
which requires as prerequisites: 
Verbal Associations 
which requires as prerequisites: 
Chaining 
which requires as prerequisites: 
Stimulus Response Connections 
(i.e., operant conditioning) 
Signal Learning 
(i.e., classical conditioning) 







Source: Gagne, R.M. and L.J. Briggs. Principles of Instructional 
Design. New York: Holt, Rinehart and Winston, 1974. 
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(levels six through eight of Table II) in an operational definition of 
classroom learning. 
Concept learning "makes it possible for the individual to respond 
to things or events as a class" (Gagne, 1970, p. 172). "A concept is a 
capability that makes it possible for an individual to identify a 
stimulus as a member of class" (Gagne and Briggs, 1974, p. 40). For 
example, picking the blue object from a set of colored objects. 
Concept learning by Gagne's definition refers only to concepts with 
attributes which can be directly observed, i.e. concrete concepts. 
Concrete concepts are of fundamental importance for more complex 
learning. Piaget has suggested that concrete learning is a prerequi-
site to the learning of abstract concepts. 
Concept learning is different from all lower levels of learning 
because it permits the learner to generalize the concept to objects which 
were not in the original learning situation. For example, once the 
learner knows the concept blue, he should be able to correctly identify 
any blue object he is presented with. 
In contrast, defined concepts deal with more abstract observations 
than concrete concepts. Concepts are learned by definition when the 
attributes of the concept cannot be identified by pointing them out. "An 
individual is said to have learned a defined concept when he can demon-
strate the 'meaning' of some particular class of objects, events, or 
relations" (Gagne and Briggs, 1974, p. 42). That is, the learner must 
be able to identify the referants of the words used in the definition. 
It is essential that the learner demonstrate the meaning of the concept. 
This demonstration is necessary to distinguish the learner who has rotely 
memorized the concept from the student who truly understands the concept 
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in a meaningful way. 
A defined concept relates two or more simpler concepts. For 
example, an uncle is the brother of a father. The two concepts being 
related are brother and father. A defined concept allows the learner to 
correctly identify examples of the concept; however in the process of 
demonstrating that the learner knows a defined concept, he must show how 
the attributes of the concept are related. Thus, a defined concept is 
really a classifying rule, and so is just a special instance of the 
intellectual skill called a rule. 
Gagne (1970) suggests that 
rules are probably the major organizing factor, and quite 
possibly the primary one, in intellectual functioning. The 
S-R connection, once proposed as the unit of mental organi-
zation, has now been virtually replaced by the rule in the 
theoretical formulations of most psychologists •••• the pre-
ponderance of observed human behavior occurring in natural 
situations is rule governed. (p. 191) 
"A rule is a learned capability which makes it possible for the 
individual to do something, using symbols (most commonly, the symbols of 
language and mathematics)" (Gagne, 1974, p. 61). More formally stated, 
"A rule is an inferred capability that enables the individual to respond 
to a class of stimulus situations with a class of performances" (Gagne, 
1970, p. 191). The stimulus situation is related to the response by a 
class of relations. For example, to change an adjective to an adverb, 
the learner needs to add "ly" to the adjective. This rule can also be 
stated as adverbs equal adjectives plus an "ly" suffix. Under this rule 
the learner is responding to a class of stimulus situations, (all adject-
ives) with a class of relationships {adding ly) (see Table III). 
Defined concepts are not formally different from a rule, 
and are learned in much the same way •••• it is a particular 
category of rule whose purpose is to classify objects and 
events •••• Rules, however, include many other categories 
TABLE III 
THE CI:IARACTERISTICS OF CONCRETE CONCEPTS, DEFINED CONCEPTS AND RULES 
Type of Intellectual Skill 
Concrete Concents: A common response to a class of 
ObJects. Concrete concepts occur: by: 
(1) Direct observation of attributes 
(2) when attributes are related by conjunction 
(3) generalizing to novel instances 
PrcE:~tsitates: Discrimination of attributes. 
Pcrfoi~~~cc: Make the same responses to different 
stimuli by identifying examples of the concept. 
Object Concepts: are the nouns of sentences, 
i.e. tilincJS· 
Plac;£._C_')I\cl'~: are also nouns and sometimes 
prepositions 
Ev~nt Concepts: are generally represented by 
vel-bs. 
Obiect Position Concepts: the position of one object 
must be in relation to another object. These positional 




Hul••s: a chain of concepts, i.e. tw'O or more concepts 
are linked together. 
Prc_:-c:_qn_~~-i_!!.C.O:: the referent concepts must be 
U;1dct·stood. 
£2rf~,~·~: a class of responses which shows 
how tlu~ referents are related. 
Two Concept Ru~: 
Th_E:.':~-~-Con~E! _ _!_lule: Two object concepts plus 
a relational concept. 
Defined Concepts: a sentence must be used 
to identify a class of things. It is not 
possible to identify the entire class of the 
concept with concrete examples; it represents 
a general class which can not be adequately 
defined by a few examples. Some concrete 
concepts gain added meaning by being defined, 
Examples 
square, triangle, red 
A and B 
cell membrane 
above, below ontop of, 
underneath, next to, the middle one 
take, stay, raise, put above, below, 
besides, surrotmding, right, left 
middle, in front of 
color, round, shape, square, pointed 
soft, hard, smooth, up down, outside, 
inside, far,· near, right, middle, 
above, equal 
Rules of syntax and punctuation. 
Adjectives puly ly equals adverbs. 
Millimeter equals .04 inches. 
Liquids pour. Birds fl7• 
Pint doubled is a quart 
obstacle, pivot, uncle, 
suburb 




Demonstrate a relationship 
·between the referents. 
Demonstrate by classifying. 
The student must be able to 
identify the component concepts 
and show how they are related. 
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besides classifying. (Gagne and Briggs, 1974, p. 44) 
The purpose of a defined concept is to distinguish between different 
ideas. The purpose of other rules is to enable the learner to respond to 
different situations by applying classes of relationships. These two 
types of rules serve different purposes for individual behavior, but they 
are not distinguishable in terms of their learning properties alone 
(Gagne, 1970). 
The highest level of intellectual skill is problem solving or 
the construction of higher order rules. Problem solving is very similar 
to the learning of rules. The major difference is that the learner 
discovers the higher order rule or solves the problem for himself. The 
problem, also, must be one which the student has not encountered before. 
To solve the problem the learner must recall relevant subordinate rules 
and information and invent or discover a solution. 
This section reviewed the eight levels of intellectual skills 
suggested by Gagne (1970) (See Table II). Only one of these levels i.e. 
rules is useful to an operational definition of classroom learning. 
Levels one through four were excluded from the operational definition 
because they do not play a substantial role in school learning. Level 
five, discrimination learning, was excluded because it does not play a 
large role in the classroom learning of eighth grade and high school 
students. Level six (concrete concepts) was excluded for the same reason 
as level five~ most concrete concepts are learned before junior high 
school. Finally, level eight, i.e. problem solving, was excluded from 
the operational definition because it does not occupy a prominent place 
in the curriculum, i.e. it is not an educational outcome to which much 
class time is devoted. In contrast, the present author believes that the 
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majority of class time at the junior high and high school levels is 
devoted to the learning of verbal information and rules, including 
defined concepts (Ausubel, 1968; Gagne, 1970}. 
Operational Definition of Classroom Lea~ning 
All of the constructs needed for an operational definition 
of classroom learning were defined above. The essential feature of 
this definition is that it realistically reflects the type of behavior 
commonly learned in eighth grade and high school chemistry classes. 
So classroom learning is defined as: a cognitive change which results 
from the student's exposure to a predominantly, meaningful learning 
task. The majority of the time this cognitive change is the meaning-
ful learning of verbal information or rules. 
Meaningful learning takes place if the learning task 
can be related in a nonarbitrary, substantive (nonverbatim) 
fashion to what the learner already knows, and if the 
learner adopts a corresponding learning set to do so. 
(Ausubel, Novak, and Hanesian, 1978, p. 27) 
Section Summary 
The operational definition stated above identified two types 
of learning as essential features of classroom learning: the meaningful 
learning of verbal information, and the meaningful learning of rules. 
Two additional aspects of classroom learning were identified earlier in 
this review: initial learning and retention. This suggests that to 
adequately measure clasroom learning four dependent variables are needed: 
the initial learning of verbal information and rules, and the retention 
of verbal information and rules. 
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Unfortunately, the present study was not powerful enough to analyze 
four dependent variables. This problem was solved by forming a composite 
of verbal information scores and rule learning scores. Thus only two 
dependent variables were used in the analysis. Initial learning test 
scores for verbal information and rule learning were added together and 
referred to as initial learning. Retention test scores for verbal 
information and rules were also added together. The basic reason for 
forming this composite of verbal information and rules is to limit the 
amount of time needed for analysis and to keep the experimentwise error 
rate within bounds. Although questions about the learning and retention 
of verbal information and rules would be interesting, they are not, by 
themselves, very representative of classroom learning. For all of the 
above reasons the present author believes that the purposes of the study 
were better served by the use of a verbal information/rule composite. 
Dependent Variable Caveat 
Before proceeding with the review the reader should note that 
the name "initial learning" is a misnomer. The unit of instruction 
contained approximately 100 separate learning events, (see the concept 
checklist in the methods section of Chapter III) and covered approxi-
mately three weeks of instruction. The actual acquisition of any of 
these capabilities could have occurred at any point during the in-
struction~ even minutes before the initial learning test was given. 
Thus, it is impossible to determine when these capabilities were actually 
learned. It might be more appropriate to call the dependent variables 
first retention test and second retention test. These labels were not 
used, because they were not as descriptive of the present author's 
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intentions as the labels initial learnng and retention. 
Reasons Why the AT! Paradigm Has Been Unsuccessful 
Since 1957 when Cronbach first introduced the concept of ATI, 
researchers have been looking for replicable, significant ATI's. How-
ever, this search has been almost fruitless. Even supporter's of AT! 
have conceded this point. For example, Berliner and Cahen (1973) con-
eluded their review of ATI research with "cautious optimism" (p. 85). 
Cronbach and Snow (1969) suggest that 
Progress toward the goal of identifying and understanding AT! 
has been slight ••• There are no solidly established ATI rela-
tions even on a laboratory scale and no real sign of any hypo-
thesis ready for application and development ••• [However,] it is 
inconceivable to us that humans, differing in as many ways as they 
do, do not differ with respect to the educational treatment that 
fits each one best. To abandon the AT! model is to assume that 
there is only one path toward educational development, and that 
individual differences have no implication save the fatalistic 
one, of telling the educator that some pupils will advance more 
rapidly than others no matter what he does. (p. 193) 
Cronbach and Snow (1969, 1977) and others fervently believe in the 
AT! paradigm. With outstanding scholars like these supporting it, why has 
the AT! paradigm been unsuccessful? 
There are four major reasons why the AT! paradigm has been unsuccess-
ful. Before this paradigm is condemned, these flaws should be remedied. 
1. A high degree of empiricism pervades the research; a 
better conceptualization of the ATI paradigm is needed. 
2. The present model for finding ATI's is the trial and 
error method; better models of AT! are needed. 
3. The methodology to analyze ATI's is inadequate; new 
methods need to be developed. 
4. The basic dimensions of ATI are not understood; the 
measurement of the treatment environment dimension 
in particular, needs much improvement. 
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Inadequate Conceptualization of ATI (High Degree 
of Empiricism) 
To the present author this problem is clearly the most serious. 
Each of the three remaining problem areas would be reduced if the pen-
chant for empiricism was culled from the ATI paradigm. Other authors 
agree (Cronbach, 1966; Cronbach and Snow, 1969, 1977; Rhett, 1972) 
Salomon (1971) suggests that 
There is a great need for more conceptualization, to reduce 
the very high degree of empiricism prevailing in research 
on instruction •••• Generating ATI data that do not suggest 
any explanatory principles, or that are not aimed at for-
mulating them has relatively little practical value or 
theoretical import. (p. 328) 
Poor conceptualization of ATI experiments is really the root of the 
problem with the AT! paradigm. The treatments chosen for the experiment 
are rarely choosen because of the psychological functions which they 
utilize. This usually results in two treatments which are very similar 
in the psychological functions they compel students to use. 
For example, Salomon (1971) suggests that 
The two treatments in an AT! study differ in operational 
procedures but there is rarely a rationale which explains 
what psychological functions determine treatment effective-
ness for one group of learners and not for another. (p. 328) 
Since the psychological abilities required by the treatment are almost 
identical, e.g. high verbal, it is not surprising that an AT! is not 
found. 
One of the major steps for improving the conceptualization of the 
ATI paradigm is to abandon the "trial and error method" for finding 
ATI 1 s. Alternative models of ATI have been suggested by: Salomon 
(1971) , Rhett (1972) , and Hunt (1975). 
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Inadequate ATI Models 
The "trial and error" method of finding ATI's is the most common AT! 
model being used today. Three alternative models are superior to this 
method and will be discussed in the sequel. 
First, let me describe the "trial and error" method. "Two treat-
ments are designed, and a large number of aptitude measures tossed in 
with the hope that some may lead to an ATI. Fortunately, some measures 
actually do lead to ATI's." (Salomon, 1971, p. 328) 
Bracht (1970) gives a more expanded definition of the trial and 
error method. 
Experimenters usually selected alternative treatments and 
through trial and error tried to find personalogical vari-
ables to interact with treatments. The analysis of an 
interaction effect was often an afterthought rather than a 
carefully planned part of the experiment, i.e., the alter-
native treatments were not developed with the ATI concept 
in mind. This approach has not been successful for finding 
meaningful interactions. (p. 639) 
The three alternative models of ATI to be discussed are not mutually 
exclusive. They address different aspects of the ATI model~ so it seems 
reasonable to combine the better aspects of each of these models into one 
revised ATI model. 
Salomon's AT! Model. Salomon (1971) developed three complementary 
ATI models: (a) remedial model, (b) the compensatory model, and (c) the 
preferential model. Each model refers to a different treatment and 
aptitude domain. Each model performs a different function, measures a 
different kind of aptitude, and leads to a prediction of a different type 
of ATI. These models help to clarify some basic issues in ATI research. 
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For example, there is a long standing argument over whether to measure 
specific learning abilities or general abilities. Salomon's models show 
that the abiities selected for study are a function of the treatment 
which is to be applied. 
The basic assumption of the remedial model is that "some crucial 
ingredient of knowledge is deficient or missing, and no progress in 
learning can be expected unless the deficiency is overcome" (Salomon, 
1971, p. 329) • Thus, remedial instr.uction is needed to eliminate the 
deficiency. 
This model assumes that learning is basically hierarchical or 
sequential, and that student deficiencies can be overcome by experiencing 
more of the same kind of treatment. That is, the student needs more time 
to learn, not a different method of instruction. The remedial model also 
assumes that the best predictors of an ATI will be highly task specific, 
achievement tests. General abilities are not valuable in predicting 
ATI's because they are composed of subordinate capabilities, which 
themselves, need to be learned (Salomon, 1971). 
Salomon (1971) suggests three conditions when it would be useful to 
use a remedial model. 
{a) when task specific capabilities actually account for a 
large portion of the variance in the learning outcome. 
(b) when the learning material is hierarchically or se-
quentially ordered. 
(c) when all the subordinate objectives on the hierarchy 
are learnable as a function of instruction. (p. 332) 
Under the compensatory model the treatment compensates for each 
learner's deficiency by providing the mode of presentation that the 
learner cannot provide for himself. Under this model deficiencies are 
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left untouched; only their debilitating effects are circumvented. 
Treatments are not designed to eliminate deficiencies, but rather 
to compensate for the deficiencies which exist.. At first glance, the 
compensatory model seems to conflict with the remedial model. However, 
the models apply to different situations so their is no real conflict. 
For example, (1) when a large proportion of the variance in the 
learning outcome is accounted for by general ability, then use a compen-
satory model. When a large proportion of the variance in the learning 
outcome is accounted for by task specific capabilities, then use the 
remedial model. (2) When the treatment can compensate for a learner's 
deficiency, then use a compensatory model. When a treatment can eliminate 
deficiencies in the learner by training on subordinate capabilities, 
then use the remedial model (Salomon, 1971) • 
The preferential model tries to capitalize on what the student is 
already capable of doing. It focuses on his strong points, e.g. pre-
ferred style of information processing, rather than on his deficiencies. 
The preferential model is based on matching the requirements of the 
treatment with one of the learner's higher aptitudes. 
The term aptitude takes on a different meaning in the preferential 
model. Here is it most closely related to the "abilities" mentioned by 
Fleishman and Bartlett (1969) 
which are seen as representing a class of 'mediating pro-
cesses' and which manifest consistencies over tasks. This 
is to be distinguished from skills, which are more closely 
related to task specific capabilities of the kind mentioned 
by Gagne. (Salomon, 1971, p. 335) 
The preferential model also uses the term "matching" differently. 
"Matching" for the preferential model suggests 
that when treatment A is found to correlate with an aptitude 
of type a, it is necessary to find what the low a scorers are 
better able to do. Hence, it is a search for an aptitude 
that correlates negatively with aptitude a and also with 
learning from treatment A. Only then is it possible to design 
an alternative to treatment A that will call into use the kind 
of aptitude that low a scorers possess. (Salomon, 1971, p.335-
336) 
In designing ATI research, it is important to remember that the 
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function of the treatment should determine which of the above ATI models 
to use. For example, 
1. When the function of the treatment is to make up for the 
lack of mastery of the necessary prerequisites, then use 
the remedial model. 
2. When a general ability or psychological state is called 
for, but it is too costly or impossible to modify, then 
the function of the treatment is to compensate for the 
deficiencies of the learner by providing him with the 
necessary mediators. 
3. When the function of the treatment is to use the 
learner's other aptitudes which are stronger than the 
traditional aptitudes needed for the task, then use 
the preferential model. 
Table IV gives a good summary of the three models and their major 
characteristics. 
Rhett's ATI Model. Rhett's (1972) model for ATI is based on "Task 
Analysis". Like Cronbach (1966), and Salomon (1971) Rhett (1972) argues 
for improved conceptualization in the design of ATI research, and less 
dependence on empiricism. According to Rhett (1972), the best way to 
insure a conceptual basis for an ATI study is to base the design on a 
task analysis of the behavior of interest. 
The position to be developed here is that the researcher 
should begin first with careful analysis of the tasks students 
are being asked to cope with, and then design treatments or 
instructional approaches only after task analysis data have been 
used to conceptualize individual difference variables (attri-
butes) found to be related to performance differences. The 
opposite tactic of beginning with either treatments or attributes 
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Rhett's (1972) concern for task analysis derives from his concern 
for the ecological validity of experimental tasks. He notes that, 
experimenters have tended to utilize short term, artificially 
contrived, and relatively simple tasks, which are noticeable 
(and possibly significantly) different from the contexts to 
which they wish to relat their findings. (p. 273) 
The reader should note that Rhett is not the only person concerned with 
the ecological validity of experimental tasks; see Snow (1974), Salomon 
(1971) , Bracht and Glass (1968) , Shulman (1970) • 
Rhett (1972) developed a two stage design for conducting ATI research. 
During the first stage the research question should be, "Is there a task 
performance difference among learners on a specific attribute?" The 
research question for the second stage should be, "If a task performance 
difference has been found, can this difference be eliminated by means of 
a carefully designed treatment" (p. 279)? Thus the steps for conducting 





select and analyze task 
determine likely attributes from task analysis 
collect performance data on task 
Step two--
{2.1) devise treatment strategies based on task characteris-
tics and on learner attributes 
(2.2) collect performance data on ATI. (p. 279) 
Hunt's ATI model. Hunt (1975) has proposed another model of ATI 
called BPE analysis (Behavior-Person-Environment). The first step in BPE 
analysis is for the experimenter to: 
1. Identify the behavior he is interested in, i.e. dependent 
variables; 
2. Identify the type of environment, i.e. the treatment or 
independent variables; 
3. Identify the person variables, i.e. the characteristics 
of the subjects he is interested in. 
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Hunt believes that behavior is jointly determined by the environment 
and the person, i.e. person and environmental characteristics interact to 
produce a behavior. 
BPE analysis is a much more general way of looking at ATI's. Hunt 
and Sullivan (1974) believe that ATI is excessively restricted by its 
dependence upon a statistical definition of interaction. Hunt and 
Sullivan (1974) suggest that two other criteria for defining interactions 
are possible: a theoretical definition and a personal definition. 
From a theoretical viewpoint the proof of an interaction is 
in its logical consistency •••• Implicit in the theoretical 
criterion is the necessity for conceptualizing the process 
underlying the interaction •••• The personal criterion involves 
the question, 'Does it make sense and fit in with past experi-
ence?' Is it [the interaction] intuitively reasonable? 
(p. 120-121) 
Under the personal criterion for interactions, an interaction is 
significant if it seems reasonable, or if the observer has seen evidence 
for this type of interaction in his past experiences. 
The BPE model is more general than the ATI model because it suggests 
that three types of differential effects should be investigated: a 
person-environment interaction, an environment-behavior interaction, and 
a person-environment-behavior interaction. 
The first type of differential effect, the person-environment 
interaction, is the effect commonly associated with the ATI paradigm: 
the environment interacts with the person to produce an effect, i.e. 
behavior (Hunt and Sullivan, 1974). Although behavior is not mentioned 
in this phrase, it is implied that any interaction must specify the 
behavioral effect to which it applies. 
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It is very important to remember that person-environment interac-
tions and ATI's do not take place in a vacuum; they exist in relation to 
some behavioral effect. The ATI model does not make this point very 
clearly, but the BPE model constantly reminds the researcher to look for 
the behavior. 
The second type of interaction identified by Hunt and Sullivan 
(1974) is the differential effect of Environment on Behavior, different 
environments will be superior for producing different behaviors. An 
educational environment-behavior interaction suggests that different ways 
of teaching will produce different effects. For example, Worthen (1969) 
found that the expository method of instruction was superior to discovery 
learning when initial learning was the behavior of interest, but that the 
reverse was true, when retention or transfer were the behaviors of 
interest. 
The third type of differential effect, the person-environment-
behavior interaction needs to be distinguished from the person-environ-
ment interaction. Both interactions involve behavior. The person-
environment interaction only looks at one behavior, i.e. outcome. The 
person-environment-behavior interaction looks at several behaviors or 
outcomes, and predicts that the interactions that hold for one outcome 
may not be present for other outcomes. For example, McLachlan and Hunt 
(1973) found that low conceptual level students performed better on a 
"subjective integration" task using the lecture method; high conceptual 
level students performed equally well using either the discovery or 
lecture method. Worthen (1969) as mentioned earlier found an environment-
behavior interaction for discovery versus expository methods. These two 
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studies taken together suggest that a person-environment-behavior interac-
tion may be present. 
Hunt and Sullivan (1974) suggests the following principles for con-
ducting BPE analysis: 
1. The BPE model does not contain a standardized de-
finition of person, environment, or behavior. It 
holds that different theorists have different con-
ceptions of these constructs, and that all defini-
tions are acceptable. 
2. "If one rejects a differential approach, then he must 
either accept the general effects model or find another 
alternative for taking account of differential effects." 
(p. 109) 
3. "BPE analysis is not a theory itself, but a way of 
thinking about theories." (p. 109) 
4. The behavior an interaction applies to must always 
be stated. 
5. Multiple criteria should be used to evaluate the 
effectiveness of an interaction, e.g. empirical, 
theoretical, and personal. 
6. One of the most basic procedures for describing an 
interaction is that "the person characteristic and 
the environment characteristic be described in some-
what comparable terms." (p. 125) Person-environment 
relationships should not be characterized in absolute 
terms such as high, low, large, small. Such terms as 
congruence, match, or fit are required. (See Pervin, 
1968; Stern, 1970; Hunt, 1971) 
7. Although the theoretical approach (for designing ATI 
studies) is likely to be more productive, one may also 
use an empirical approach, or 'go fishing' with a 
statistical dragnet. (p. 7) 
Inadequate ATI Methodology 
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It was mentioned earlier that there are several major flaws in 
the present ATI paradigm. Two of these flaws have been discussed: 
(1) inadequate conceptualization of ATI, and (2) inadequate ATI 
models. The next flaw to be discussed is: the methodology to analyze 
ATI's is inadequate. Cronbach and Snow (1969) support this proposition. 
They concluded that "most of the methodology commonly used in aptitude-
treatment interaction (ATI) research was weak and often wholly inappro-
priate for the uses intended" (p. vii). . 
The present author has identified four major methodological prob-
lems which need to be overcome before ATI research can make much 
progress: 
1. Most educational and psychological researchers are 
using the wrong statistical model, i.e. the general 
effects model. 
2. The criteria for evaluating an effective ATI are 
inadequate. 
3. Weak methods are being used to analyze ATI data, 
i.e. Analysis of Variance! 
4. The external validity of most research is inadequate~ 
Inappropriate Statistical Model. Probably the biggest roadblock 
to successful ATI research is the myth of the general effects model which 
most researchers still cling to. This model treats interaction as error 
variance, and thus regards any ATI which is found as a nuisance rather 
than as useful knowledge. The general effects mocl(•l looks for 
systematic variation among either treatment or amoni': subjects, but 
not both. Proponents of the general effects model believe that 
interactions between the person and the environment limit the 
generalizability of inferences, and pose a threat to the establish-
ment of general principles in education and psychology. 
For example, Bracht and Glass (1968) suggest !hat 
Generalization is the ability to make general fltate-
ments about the effect of some treatment. Inl t~ractions 
between the treatment variable and characteriiq ics 
of subjects, however, may limit the generality of 
inference, depending on the type of interaction. 
(i.e. disordinal interactions) (p. 444) 
Hunt (1975) strongly disagrees with Bracht and GlaHu (1968), and 
other proponents of the general effects model. He believes that 
11 In psychology, the general effects model is a myth, and it (the 
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general effects model) has severely limited the cumulative acretion 
of knowledge" (p. 211). 
The fact that Hunt (1975) believes the general effects model 
to be a myth, does not mean that all experiments wt] 1 yield differen-
tial results, i.e. interactions. In fact if the di[ferential effects 
model were adopted universally, general effects wouJd still be the 
dominant finding. At issue here is not the value or general effects, 
but rather the value of differential effects. If r~searchers continue 
to shut their eyes to differential effects, they will not find them, 
even when they are present. 
Vale and Vale (1969) suggest that 
interactions are a part of scientific life, and the time 
is long past when we could make a defensible c·.'l~e for 
choosing to ignore them. They are not the poor relations 
of main effects; in many circumstances it is from interac-
tions that the interesting information is derlv~d. (p. 1043) 
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The present author suggests that the general effects model is a 
special case of the differential effects model and can be subsumed 
under it. For example, during the early twentieth century a great 
debate in physics revolved around the theory of relativity. Some 
physicists lined up in favor of the theory, others were opposed; very 
few were neutral. The debate was settled in favor of the theory of 
relativity, because the opposing theory, Newtonian physics, turned out 
to be completely explainable in terms of the theory of relativity, i.e. 
Newtonian physics was simply a subset of the theory of relativity. 
Inadequate Criteria for ATI. The second major methodological 
ATI problem is: the criteria for identifying the existence of an ATI 
are inadequate. The most commonly cited criteria for identifying an 
ATI are the criteria established by Bracht and Glass (1968). They 
use two criteria. First, a significant disordinal interaction must 
be present, i.e. the regression lines for each treatment must cross. 
Second, the appropriate mean scores for each aptitude-treatment cell 
must be significantly different. 
Unfortunately, most ATI researchers have adopted the Bracht and 
Glass (1968) criteria for an ATI, despite the existence of several 
other methods for identifying an ATI. Berliner and Cahen (1973) 
feel that the technique for detecting disordinal interac-
tions proposed by Bracht and Glass (1968) is overly 
conservative and perhaps unnecessary. It should be noted 
here that we believe ordinal as well as disordinal inter-
actions can be used to advantage in TTI (i.e. trait-
treatment interaction) research. (p. 61) 
Bracht and Glass (1968) believe that ordinal interactions are of little 
value to the researcher since they do not prescribe different treatments 
to different students. However, the reader should note that ordinal 
interactions are valuable in at least two different situations: (a) when 
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the cost of the alternative "better" treatment is much more expensive 
than the poorer treatment, students might be assigned to the poorer 
treatment in order to save money. (b) When the payoff or benefit of 
the better treatment is not large enough to offset the increased cost. 
Berliner and Cahen (1973) suggest the following criteria for 
identifying interactions. 
Ordinal interaction is detected when a test of parallelism 
of regression slopes is rejected and the regression lines 
do not cross. Disordinal interaction is detected when a 
test of parrallelism of regression lines is rejected and 
the regression lines cross within the range of the measured 
trait. (p. 61) 
As mentioned earlier, Hunt (1975) is opposed to the Bracht and Glass 
(1968) criteria of interaction. He suggested two additional criteria 
for identifying interaction, namely the theoretical criterion, and the 
personal criterion. In addition Hunt suggests that 
there is no logical reason why we should not use as the 
statistical criterion for the validity of a principle (in 
this case the principle is ATI's) the proportion of persons 
to whom it applies, and if this were done, the necessity 
for a person-envirorunent interaction view would become 
quickly apparent. (p. 212) 
A primitive but probably effective criterion for identifying an 
interaction is simply to "eyeball" the table of cross tabulations. 
If the differences between means are not readily apparent, then even 
if the interaction is statistically significant, it probably will not 
be educationally significant. 
Weak Data Analysis Methods. The third methodological obstacle 
to progress in ATI research is the easiest obstacle to surmount. It 
only requires a little effort from researchers to learn a new analysis 
tool. The method of choice for ATI research is the general linear 
model (Rhett, 1972; Bracht and Glass, 1968; Cronbach and Snow, 1969, 
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1977; Berliner and Cahen, 1973). 
Analysis of variance (AOV) is the usual data analytical tool for 
ATI research. Regression analysis (general linear model) will always 
be as powerful or more powerful a tool than AOV. When the indepen-
dent variables for an AOV are continous variables, they are reduced 
to categorical variables in order to perform the analysis. Thus, 
the level of measurement is reduced and information is lost. 
Regression analysis does not change the measurement scale of the 
independent variables; it uses all of the information available. How-
ever, when the independent variables are truly categorical, e.f. sex, 
analysis of variance and regression analysis yield identical results. 
Inadequate External Validity. External validity in ATI and 
other research is often inadequate or non-existent. The solution to 
this problem will be as difficult to implement as trying to lure 
researchers away from the charms of the general effects model. The 
solution requires a major shift in the researcher's beliefs about 
the nature of research! 
Most researchers go to great pains to insure the internal 
validity of their experiment, but give very little thought to the 
external validity of their experiment. If ATI research is going to 
become an effective research paradigm, ATI researchers must strike a 
more equal balanace between internal and external validity. 
The key element in the design of the present experiment is the 
concept of external validity. Campbell (1957), and Campbell and 
Stanley (1963) introduced the concepts of internal and external 
validity of experiments. "Internal validity is the basic minimum 
without which any experiment is uninterpretable" (Campbell and 
Stanley, 1963, p. 175). It is basically a logical issue, and asks 
the question, "can we infer that the experimental treatments are 
responsible for the observed effects?" That is, can alternative 
explanations for the experimental results be ruled out by the data 
collected? 
External validity is the ability to generalize from the experi-
mental findings to a group of subjects and a set of conditions which 
were not included in the experiment. 
Campbell and Stanley (1963) have identified two sets of vari-
ables which can threaten the internal and external validity of 
experiments. Each of these variables represents a threat to the 
validity of the experiment, because it is a rival explanation of the 
experimental findings. 
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The threats to internal validity include: history, maturation, 
testing, instrumentation, statistical regression, selection, experi-
mental mortality, selection-maturation interaction. The threats to 
external validity are: reactive effects of testing, interaction of 
selection and experimental variables, reactive effects of experimental 
arrangement, and multiple treatment interference. If a source of 
external invalidity is found, it causes generalizations from treatment 
effects to be limited to a restricted population or a restricted set 
of conditions. 
Bracht and Glass (1968) distinguish between two classes of 
external validity: population validity and ecological validity. 
Population validity deals with generalizing from the sample, to the 
accessible population, to the target population. The threats to 
population validity are: generalizing from experimentally accessible 
• 
population to the target population, and the interaction of person-
alogical variables with treatment effects, i.e. ATI's. 
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"Ecological validity concerns the extent to which the habitats 
or situations compared in an experiment are representative of the 
population of situations to which the investigator wishes to gener-
alize" (Snow, 1974, p. 272), i.e. will the experimental effects be 
found in other, similar experimental situations?. Bracht and Glass 
(1968) list ten sources of external invalidity: problems of 
describing the independent variables, multiple-treatment interference, 
Hawthorne effect, novelty effect, experimenter effect, pretest 
sensitization, post-test sensitization, interaction of history and 
treatment effects, measurement of dependent variables, interaction of 
time of measurement and treatment effects. 
Snow (1974) has extended the ideas of Bracht and Glass (1968) 
on external validity. Snow (1974) suggests that an emphasis on 
representative as opposed to systematic design of experiments would 
go a long way toward making present day Educational Psychology more 
productive. The terms "systematic" and "representative" were coined 
by Brunswick (1956); systematic design involves manipulating variables 
independently in orthogonal, factorial designs. A representative 
design is a design which has maximum generalizability, i.e. external 
validity. 
Brunswick was led to the concept of representative design 
because current research methodology, i.e. systematic, factorial 
experimentation, was inappropriate for studying the phenomenon in 
which he was interested, i.e. human beings! "Brunswick seems to have 
felt that intelligent human beings were active, flexible, adaptive, 
processors of information available in a probabalistic, partially 
redundant environment" (Snow, 1974, p. 266). Brunswick believed that 
the use of AOV, which was developed for agricultural experimentation 
where the subject is passive, was forcing the experimental subject in 
psychology to adapt to the current level of research methodology. 
Brunswick might suggest that 
We have so far failed to adjust [current] methodology to 
fit the adaptive, probabilistic functioning of human be-
havior or to derive molar descriptions of that behavior 
in multidimensional natural situations. He would say that 
most educational experiments are not externally valid, i.e. 
not ecologically valid, or representative. In the extreme, 
he might have paraphrased William Jennings Bryan, urging 
that we must not crucify human behavior on the cross classi-
fication of systematic factorial design. (Snow, 1974, p. 269) 
Snow (1974) believes that treatment characteristics should be 
"regarded as multivariate and interrelated" (p. 273), and that when 
treatment characteristics are included in the analysis, 
factorial design may need to be supplanted by other, 
probably weaker methods •••• Quasi-representative design 
with respect to treatment characteristics requires me-
thods that allovT these characteristics to covary as they 
do in nature. (Snow, 19743, p. 273) 
"Truly representative design with respect to ecological validity 
would sample randomly from the universe of treatments" (Snow, 1974, 
p. 273). However, true representative design is rarely possibly in 
educational research, so the experimenter must resort to quasi-
representative designs. These designs compromise the characteristics 
of true representative designs, just as quasi-experimental designs 
compromise the characteristics of true experimental designs. In 
developing a quasi-representative design, "it seems most convenient 
to move from systematic to more representative designs rather than 
vice versa" (Snow, 1974, p. 274). 
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Quasi-representative design. In order to make an experimental 
design more representative it is necessary to manipulate three 
dimensions of the experiment: (a) increase the ecological represen-
tativeness, (b) increase the population representativeness, and 
(c) increase the referent generality (see Figure 2). 
The steps to increase ecological representativeness will be 
discussed first. 
A minimum step toward representativeness is gained by moving 
the standard experiments to relevant contexts, such as school 
rooms ••• A far more important step is accomplished if the ex-
periment can be embedded unobtrusively in the flow of events. 
(Snow, 1974, p. 274) 
The next step toward ecological representativeness is to conduct 
a very systematic experiment in two or more places, or "to vary 
teachers, methods, context or material to be learned" (Snow, 1974, 
p. 277). 
Intraexperiment and extraexperiment observations are the next 
steps toward ecological representativeness. Intra-experiment obser-
vation attempts to determine (a) how do the subjects perceive the 
treatment, (b) what did the subjects do during the experiment, and 
(c) how did the treatment affect the subjects, e.g. side effects. 
Extraexperiment observations produce data about the situation 
before the experiment. "A pretest on the contents to be learned is 
not sufficient" (Snow, 1974, p. 279). Relevant data should include: 
(a) did the treatment produce disturbing effects on subjects, e.g. 
Hawthorne or novelty effects, (b) what is the social context of the 
experiment, and (c) what is the recent and concurrent instructional 
and social history of the students? Techniques exist for making both 














































Figure 2. A Three Dimensional Model for Quasi-representative Design 
Drawn from Snow's (1974) Figure lt and Figure 2. 
The ecological representativeness of an experiment will be 
increased if students are "adapted to the task so that it is as 
smooth and habitual as in ordinary school learning. Unnatural 
treatments ••• require adaptation of the learner to be properly evalu-
ated" (Snow, 1974, p. 280), i.e. student behavior should be "tuned" 
so that it is normal when the experimental treatment begins. 
Snow (1974) suggests that generalizations about school learning 
should be based on substantial periods of learning time. Treatments 
that last minutes or hours are not very representative of what 
actually occurs in school. However, if you extend a treatment in 
time, then you increase the possibility that extraneous influences 
are responsible for the experimental results, i.e. control is 
sacrificed to gain generalizability. Snow (1974) believes that at the 
present time, control is less important than representativeness. 
The last step toward ecological representativeness is to allow 
treatments to covary naturally. When treatments are blocked into 
orthogonal designs, artificial conditions are often created which 
would not be found in natural settings. Snow (1974) suggests that in 
some studies powerful, factorial designs should be abandoned, in 
order to determine how phenomena behave in natural situations. 
The second dimension of quasi-representative design is popu-
lation representativeness. The steps for increasing the population 
representativeness should be much more familiar to the reader than 
the steps for increasing ecological representativeness. Snow (1974) 
suggests the following steps~ 
the addition of replication, [i.e. subjects from different 
populations) and ATI analysis of pretests, general ability, 
and sex measures, each add information about generalizabi-
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lity to the experiment. Most informative in this respect 
are aptitudes chosen specifically for their relevance to 
the treatments under investigation. Even so, a measure of 
general ability should always be included. (p. 280) 
The third dimension quasi-representative design should consider 
is "referent generality". 
referent generality is used here to designate the range 
or pervasiveness of the possible experimental outcomes 
measured in a given study ••• it implies that, other things 
being equal, we should prefer experiments that refer to 
1 larger• domains of future behavior. (Snow, 1974, p. 
273-274) 
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Referent generality describes the domain measured by the dependent 
variables~ it aids the experimenter in interpreting the meaning of 
generalizations. Snow (1974) suggests that "just as students and treat-
ments must be characterized by many dimensions, we need to consider 
learning outcome as multivariate" (p. 273). 
For example, if posttest achievement is the only dependent variable, 
then all generalizations must be limited to this narrow measure of-school 
learning. The experimenter interested in school learning, would be on 
much safer ground in discussing his results, if he had several different 
measures of school learning to generalize from, e.g. dependent measures 
might include cognitive and affective posttests, measures of retention 
and transfer, and measures of any unintended side effects. 
Shulman (1970) focuses on another aspect of external validity 
which he calls task validity, i.e. 
the actual mental operations or behaviors the subject 
is called upon to perform in the course of the experi-
ment [should be] reasonably congruent with what takes 
place in the external domain of interest. (p. 378) 
Shulman (1970) also suggests that there should be similarity between the 
psychologically meaningful aspects of the experimental situation and the 
situations which the experimenter is interested in generaliziing to. 
For example, Shulman (1970) notes that most of the objectives 
of formal education can be categorized into verbal learning tasks, 
concept learning tasks, and problem solving tasks, and that most of 
the experimental work in these three areas has used the "trial" as 
its unit of analysis. 
By any means of analysis, the trial must stand as an 
experimentally created artifact, devoid of the barest 
semblance of external validity ••• where in the world of 
human beings attempting to learn new material, attain 
novel concepts or solve unfamiliar problems does one find 
the external analogue of a trial? (p. 378) 
Shulman is arguing that the above experimental tasks lack task 
validity. 
Inadequate Knowledge of Basic ATI Dimensions 
The last flaw in the ATI paradigm to be discussed will require 
the most time to be eliminated because it requires an extensive 
research effort into the basic dimensions of the ATI paradigm. That 
is, considerable effort needs to be devoted to defining the aptitude 
and environment dimensions of the ATI paradigm. The primary question 
which needs to be resolved is: "What are the basic dimensions or 
factors needed to describe aptitudes and environments?" 
Differential psychology has been working toward defining the 
basic dimensions of individual difference for 100 years; considerable 
knowledge of the aptitude domain is available. The problem in the 
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aptitude domain is to determine which aptitude dimensions are relevant 
to the ATI paradigm in general, and more specifically, to the ATI 
paradigm in education. 
Rhett (1972) believes that "relatively few investigators have 
managed to choose the most appropriate dimensions of learner charac-
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teristics" (p. 272). Cronbach and Snow (1969) are much stronger in 
their criticism of the aptitudes selected previously in ATI research. 
They conclude that the learner aptitudes selected have been simplistic 
and thus are 
unlikely to identify combinations of variables worth inves-
tigating. There is no instance where an ATI study defined 
in terms such as these [i.e. simplistic] using familiar 
"content" constructs from the Guilford or other such ap-
titude collections has lead to convincing evidence of 
interaction. (p. 184) 
Rhett (1972) is in agreement1 
one of the reasons the previous work with specific 
abilities has not seemed to pay off may well be that 
abilities under consideration in a given experiment 
had no known or strong inferential relation to the 
specific task the subject was asked to cope with. 
(p. 276) 
In summary, the problems with defining the aptitude domain limit 
its usefulness for ATI research. 
However, Mitchel (1969) believes that the classification of 
environments and treatments is relatively primitive in comparison to 
the classification of individual differences. Shulman (1970) gives 
an even more pessimistic description of the problem. 
Aptitude-treatment-interaction will likely remain an 
empty phrase as long as aptitudes are measured in 
micrometers and environments are measured by divining 
rods ••• Social scientists are dramatically impotent in 
their ability to characterize environments. Generally, 
they do not even try. It should by now be a truism to 
point out that neither individuals nor groups can be 
adequately described without reference to some setting ••• 
The language of education and the behavioral sciences 
is in great need of a set of terms for describing en-
vironments that is as articulate, specific, and func-
tional as those already possessed for characterizing 
individuals. (p. 374) 
Because researchers lack a vocabulary for describing environments 
or treatments, they do not think of treatments as variables to be 
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sampled from. Their thinking about treatments is generally confused, 
and "treatment dimensions have not been as carefully thought out as 
they might be" (Tobias, 1976, p. 64). 
The eventual solution to this problem is to develop a classifi-
cation of environments, based on the primary dimensions of the 
environment domain. Without this language progress on ATI research 
will be slow. 
At the present time, four methods can be adopted to minimize some 
of the problems of working with the environment domain. 
The first method is to design or select treatments on the basis 
of the psychological functions which they utilize. Treatments which 
utilize the same psychological functions cannot be expected to 
produce an interaction, because psychologically, the two treatments 
are very similar. 
The second method is to let the characteristics of the experi-
mental task determine the structure of the treatment. Rhett (1972) 
observed that 
From an examination of many of the treatments reported in 
the literature, there often seems to be only a tenuous 
relation between contrasting treatments and the task it-
self. It would often appear that selection of the treat-
ments was based more on their contrast or oppositeness 
than on their actual relation to the task. (p. 275) 
The third method for improving the selection of educational 
environments is to include the teacher as an environmental variable 
in the design of the experiment. Shulman (1970) concludes that 
Researchers must not ignore the teacher as an independent 
variable. Stephens (1967) in a compelling and disturb-
ing review of research argued that no systematic effects 
for curriculum or program are observable in fifty years of 
educational research. He concluded that what determines 
the effectiveness of a program is that variable generally 
ignored or ostensibly randomized away--the teacher. In-
stead of pretending that teachers are merely sources of 
error variance, researchers must use multivariate, experi-
mental designs which include the teachers' educationally 
significant characteristics as factors. At the present 
time, researchers have no idea what these characteristics 
are. (p. 389) 
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The last methods for coping with ignorance of the environmental/ 
treatment dimension is to design educational treatments on the basis 
of experimental evidence that learners actually perform differently 
on a given educational task, and that this performance is related to 
some learner aptitude. This is the method suggested by Rhett (1972) 
and discussed in the section on ATI models. 
All of the evidence presented in this review suggests that it 
is to early to condemn ATI research for its lack of substantive 
findings. It would be more productive to look at this period in the 
history of ATI research as a developmental or formative period. 
Researchers are still learning the rules for conducting ATI research. 
Messick's (1970) comment seems most appropriate. We "are attempting 
to tally up the score when we haven't yet learned to play the game" 
(p. 214). 
CHAPTER III 
METHODOLOGY AND DESIGN 
Target Population and Sampling Plan 
Target Populations 
The target population of the present study is all high school 
(i.e. 9th-12th grade students), chemistry, and eighth grade general 
science students in major metropolitan areas of the u.s. similar to 
Boston, Massachusetts. 
Accessible Population 
For the present study the accessible population is all high 
school chemistry, and eighth grade general science students in the 
metropolitan Boston area. Metropolitan Boston is defined as the 
cities and towns in the Boston Standard Metropolitan Statistical Area 
(SMSA) which is defined by the u.s. Census Bureau. 
The Sample 
Unfortunately, when the present study was conducted students 
were already members of existing classes; it was impossible to select 
students at random. So, the sampling unit for the present study was 
the teacher rather than the student. With the resources available to 
the present author, it was not possible to select teachers at random 
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from a sampling frame. Lack of random sampling limits generalizations 
from the sample to the accessible population. 
The teacher was selected as the unit of analysis because classes 
taught by the same teacher, and the students within the classes were 
not independent of each other. Teachers were randomly assigned to 
e..."'l:perimental and control groups. Five teachers were randomly assigned 
to the experimental group (one class dropped due to missing data). 
Four teachers and 15 classes were assigned to the control group (six 
classes dropped \vhich did not begin the experimental unit). Table V 
describes characteristics of the overall sample. Table VI describes the 
characteristics of experimental and control groups. 
Table V 


























*Two classes v.'ere dropped from tbc analysis due to missing infor-
mation. Class 682 contained 14 students; Class 462 contained 22 
students. All of the analysis in the present study were based 
on the adjusted sample. 
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TABLE VI 
CHARACTERISTICS OF THE EXPERIMENTAL AND CONTROL GROUPS 
Experimental Control Total 
Variables Group Group Sample 
Communities 
in Sample 2 3 3 
Schools 
in sample 3 4* 6 
Teachers 
in Sample 5 4* 9 
Classes 
in Sample 12** 15** 27 
Students 
in Sample 239 302 541 
Sex 
Male 102 (8) *** 148 ( 11) 250 
Female 134 (5) 148 ( 1 1 ) 282 
No Information 3 (1) 6 9 
Grade Level 
8th 68 ( 14) 98 166 
10th 9 42 (1) 51 
11th 121 142 ( 21) 263 
12th 41 20 61 
Race 
White 213 ( 14) 120 (22) 333 
Black 12 1 13 
Other 11 1 12 
No Information 3 180 183 
*When the data was analyzed in the regression analysis, the •lata 
for teacher two was not included in the analysis because none 
of five classes began the unit of instruction. Thus only three 
schools and three teachers were actually included in the rt:qres-
sion analysis for the control group. 
**Two classes were dropped from the analysis due to missing d~ta. 
Class 682 was dropped from the experimental group. Class 4<, 1 
was dropped from the control group. 
***The numbers in parentheses are the number of students in cl~sses 
682 and 461 which were dropped from,the analysis. 
Nine teachers volunteered to participate in the present study. 
These teachers taught a total of 27 different classes from six 
different schools in three different communities. 
It was intended that all schools should be within the Boston 
SMSA: one of the communities is on the fringe of the Boston SNSA. 
However, it is similar to the neighboring communities which are in 
the Boston SMSA: so the present author will speak of the sample as 
representative of the Boston SMSA. 
Three different size communities were selected for the present 
study: a large urban community (100,00), a moderate size suburban 
TABLE VII 
DEMOGRAPHIC CHARACTERISTICS OF C0?-~·1UNITIES IN SAMPLE 
Billerica Koburn Cambridge Boston SMSA 
Population 31,648 37,406 100,361 2,753,700 
Sex: Male 15,965 18,112 49,089 1,303,156 
Female 15,683 19,294 51,272 1,450,544 
Age: 18 & 
Under 14,126 14,072 20,155 878,293 
19 - 29 5,590 6,483 30,788 532,982 
30 - 64 10,501 13,876 30,718 1,032,540 
65 & older 1 , 431 2,975 11,700 309,885 
Median age 22.6 26.2 26.8 29.1 
Race: White 31,415 37,057 91,408 2,602,741 
Black 153 230 6,783 127,035 
Other 80 119 2,170 23,924 
Median 
Income $11,331.00 $11,748.00 $9,815.00 $11,449.00 
l-ie dian school 
years completed: 
Hales 12.3 12.4 12.7 12.4 
FemaJP!=; 12.3 12.4 1?. 5 12.4 
community (40,000), and a moderate size rural-suburban community 
(30,000). (Cambridge, Woburn, and Billerica.) See Table VII for 
additional details on these communities. 
The Sampling Procedure 
To obtain the sample of teachers, the present author first 
contacted the school superintendant for permission to do research in 
the school system~ next the school principal and the department head 
were contacted. Finally, teachers in each department were contacted. 
Three out of the four school systems contacted agreed to participate 
in the study. The fourth superintendent expressed his interest in 
the study, but could not allow participation because his school 
committee had banned the use of group intelligence tests. 
Data Collection Instruments 
Four types of data collection instruments were used in the 
present study: The Classroom Environment Scale, a set of ability 
tests selected to measure general ability, two measurements of 
cognitive outcomes, and an instructional treatment description 
form. 
The Classroom Environment Scale 
The Classroom Environment Scale (CES) consists of the nine 
scales listed in Table VIII; the CES can be found in Appendix A. 
These scales are: 
designed to assess the atmosphere in a junior and senior high 
school classroom. The CES offers a method of evaluating the 
effects of course content, teaching methods, teacher person-
ality, class composition, or characteristics on nine scales 
.TABLE VIII 
BRIEF CES SUBSCALE DESCRIPTION 
Relationship Dimensions 
1. INVOLVEMENT measures the extent to .,,hich students have atten-
tive interest in class activities and participate in 
discussions. The extent to which students do additional 
work on their o•m ana enjoy the class is considered. 
2. M'FILIATION assesses the level of fr iencship stucents feel for each 
other, i.e., the extent to which they help each other 
with ho:ue~:ork, get to know each other easily, and 
enjoy working together. 
3. TEACHER measures t.he a"T.ount of help, concern, and friendship 
SUPPOHT the teacher directs towarcs t.he students. The extent 
to which the teacher talks openly >.'i th students, trusts 
them, and is interested in their ideas is considered. 
Personal Developr:-.ent Dir~.nsions 
4. TASK measures the extent to which it is important to complete 
ORIEllTA.TION the activities that have been planned. The emphasis 
the teacher places on staying on the subject matter is 
assessed. 
5. C0:1PETITION assesses the erephasis placed on student 1 s car.peting with' 
each other for grades and recognition. As assessment 
6. ORDER AND 
ORGANIZATION 




. of the difficulty of achieving good grades is included. 
System Maintenance Di~ensions 
assesses the emphasis on students behaving in an orderly 
and polite manner and on the overall organization of 
assignments and cl<:~ssroo:n activities. The degree to 
which students tend to remain calc and quiet is 
consioered. 
assesses the emphasis on establishing and following 
a clear set of rules, and on students rnowing what the 
conseguences will be if they do not follow them. An 
important focus of this su:)scale is the extent to 
which the teacher is consistent in dealing with 
students wbo break rules. 
measures how strict the teacher is in enforcing the 
rules, and the severity of the punisl"::nent for rule 
infractions. 'l'be nu:nber of rules and the ease of 
students getting in trouble is considered. 
System Change Direcncion 
measures how much ctuoents contribute to plan!1ing 
classroom activities and the amount of unusual and 
varying activities and assign~ents planned by the 
tec::cher. 'l'he extent to which the te.;;cbcr atte,'Tlpts to 
use new techniques and encour~ges creative thinking in 
the students is considered. 
Sautee: 1-i.?os, R. and E. 'J'ricketts. Classroom Environ:~cnt Scale. 
Palo Alto, California: Consulting Psycholo~·ist Pn:·s·s, 197~-
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which describe a classroom environment. (Consulting Psycholo-
gist Press, 1976, p. 35.) 
Insel and Moos (1974) suggest that these scales can be grouped 
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into three major dimensions: 
Relationship dimensions identify the nature and intensity of 
personal relationships within the environment. [The following 
scales are included in this dimension: Involvement, Teacher 
Support, Affiliation.] 
Personal development dimensions consider the potential or oppor-
tunity in the environment for personal grm1th and the developnent 
of self-esteem. [This dimension includes the following scales: 
Task Orientation, and Competition.] 
System Maintenance and system change dimensions assess the extent 
to which the environment is orderly and clear in its expectations, 
maintains control, and is responsive to change. [This dimension 
includes the following scales: Order and Organization, Rule 
Clarity, Teacher Control, Innovation.] (p. 181) 
TABLE IX 
INTERNAL CONSISTENCIES, AVERAGE ITEM-SUBSCALE CORRELATIONS 
AND TEST-RETEST RELIABILITITES FOR FORM R SUBSCALES 
Average Six Week 
Internal Item-Subscale Test-Retest 
Sub scales Consistency Correlation Reliability 
(N=22 (N=465 (N=52 
Classrooms) Students) Students) 
Involvement .85 .57 .87 
Affiliation .74 • 48 .73 
Teacher Support .84 .54 .89 
Task Orientation .84 .53 • 78 
Competition .67 .44 .81 
Order & Organization .85 .54 .85 
Rule Clarity .74 .48 .72 
Teacher Control .86 .57 .79 
Innovation .80 .50 .90 
Mean • 80 .52 
Source: Moos, R. and E. Trickets. Classroom Environment Scale. Palo 
Alto, Calif.: Consulting Psychologist Press, 1974. 
104 
There are ten items in each scale of the CES, and items are 
scored ej_ther true or false. The CES takes from 15-20 minutes to 
complete. The profile stabj_lity of CES scales is extremely hj_gh for 
a six week test-retest interval; the average intraclass correlation was 
.95. Scale six week test-retest reliability ranges from .72 to .90. 
The average interval consistency for all scales tvas . 80 (This is 
based on a K-R 20 estimate of reliability.) Scale reliabilities can 
be found in Table IX. 
Ability Heasures 
The objective of this section is to combine several primary 
mental ability tests into a battery which successfully measures 
general ability. Cattell (1966) and Horn (1976, 1968) believe that 
general ability is a composite composed of fluid and crystalized 
intelligence. Most general ability tests are heavily loaded on 
crystalized intelligence. Snow (1977) suggests that Cattell's theory 
of intelligence, "or related hierarchical views have finally become 
popular because they fit existing data rather well offering some hope 
of parsimony" (p. 68). 
The present author based the general ability measure used in the 
present study on Cattell's theory of intelligence. That is, the 
proposed measure of general ability should reflect both fluid and 
crystalized intelligence. Table X shows those primary mental abilities 
which measure either pure crystalized or pure fluid intelligence. For 
example, a test which is a pure measure of fluid intelligence will 
have a high factor loading on the ~luid intelligence factor, and a low 
loading on the crystalized intelligence factor. 
The major problem in constructing a measure of general ability 
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which reflects both fluid and crystalized intelligence, is to identify 
those primary mental abilities which measure either pure fluid or 
pure crystalized intelligence. Table X presents the results of 
four factor analytic studies which identified those primary mental 
abilities which were pure measures of either fluid of crystalized 
intelligence. The present study used the results presented in Table 
X as a guide to the primary mental abilities which best measured 
either pure fluid or pure crystalized intelligence. 
Horn (1968) gives the following definitions for the primary 
mental abilities listed in Table X. 
1. CFR - Figural Relations: this primary ability measures 
eduction of a relation when this is shown among 
figures, as in the matrices test. 
TABLE X 
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Source: Horn, 
Intelligence." 
J.L. "Organization of Abilities and the Development of 
Psychological Review, 1968, 75, 242-259. 
2. Ms - Memory Span: reproduction of several numbers or 
letters presented briefly either visually or orally. 
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3. I - Induction: eduction of a correlate from relations 
shown in a series of letters, numbers, or figures as in 
a letter series test. 
4. v- Verbal comprehension: advanced understanding of 
language, as measured in a vocabulary or reading test. 
5. EMS - Experiential Evaluation: solving problems involving 
protocol and requiring diplomacy, as in a Social 
Relations test. (p. 249). 
6. N - Number Facility: "The ability to perform basic arithe-
metic operations with speed and accuracy." (Ekstrom, 
French, and Harmon, 1976, p. 115) 
Ideally, a measurement of general ability based on the fluid-
crystalized intelligence theory should include at least one measure 
of each primary mental ability listed in Table X, with the exception 
of N. N seems to measure both fluid and crystalized intelligence. 
However, it was not possible to include a measure of each of these 
abilities in the general ability test. Guilford (1977) found that 
EMS generally had low factor loadings, and he did not have a copy of 
the test to give to the present author. Ms was not included due to 
lack of testing time. Data on the remaining thre~ abilities (CFR, I 
and V) in Table X were collected. 
It is extremely desireable to have at least two tests of each 
primary ability in the test battery. This wil increase the relia-
bility of measuring each primary ability by eliminating test specific 
factors from the analysis. The present study used four measures of 
CFR, and two measures of v. However, time limited the present study 
to one measure of I (Horn, 1968). 
Tests of CFR. Form A of Cattell's Culture Fair Test (Scale 2) 
was selected to measure CFR in general, and fluid intelligence 
especially. This test is composed of four scales. The matrices test 
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is the only scale which directly measures CFR, but the total test 
scores has a very high loading on fluid intelligence (.78). This was 
the best measure the present author could find of fluid intelligence. 
Reliability and validity for the Culture Fair test are reported 
in Tables XI and XII. The total test score reliability and validity 
for form A is quite adequate (see Tables XI, and XII). However, the 
reliability for each of the four scales of A is low. 
There are two forms of the Culture Fair test (Fbrm A and B); the 
test manual strongly recommends that both forms be used in order to 
estimate IQ. Only Form A was used in the present study; there was 
not enough time to administer both forms. When only one form of the 
Culture Fair test is used, this lowers the reliability of the test 
from .84 to .• 77. Since IQ was not used as data in the present study, 
this loss of reliability did not have serious consequences. 
The total testing time for Form A is 12.5 minutes. However, by 
the time students finished reading directions and asking questions, 
the actual testing time was approximately 25 minutes. 
Tests of Verbal Comprehension (V). Tests from the "Kit of 
Factor Referenced Cognitive Tests" (Ekstrom, French and Harmon, 1976) 
were selected to measure Verbal Comprehension(V), and Induction{!). 
This kit of tests measures 23 different cognitive factors. Each of 
these factors has been found in at least three different factor 
analyses. Each cognitive factor is represented by at least three 
different marker tests. Marker tests are useful because they have 
usually been well established, and there relationship to other 
cognitive factors is known. Ekstrom, French and Harmon (1976) 
strongly recommend that the researcher include at least two marker 
TABLE XI 
RELIABILITY OF THE ABILITY ~ESTS USED TO MEASPRE 
FLUID AND CRYSTALIZED INTELLIGENCE 
*Equivalence reiiab'ility was calculated by correlating parallel forms with each other. 
**These correlations were calculated from a random sample of 100 high school students 





VALIDITY COEFFICIENTS FOR THE CULTURE FAIR TEST, 
V-1, V-2 AND I-1 
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•correlation With Culture 
Variables in the Fair IQ 






Culture Fair Scales 
Test 1: Series (G-1) .64 
Test 2: Classification 
(G-2) • 72 
Test 3: l-'.atrices (G-3) .61 
Test 4: Conditions (G-4) .65 
Culture Fair IQ 
Total Test Score 
V-1 .21 
V-2 .22 
V-1 + V-2 .29 
I-1 .37 
***Factor 2 .87 
***Factor 3 .09 
***Factor 2 + Factor 3 .59 
Fourth Term Grade .25 
Final Grade .30 















Correlations with Variables from Other Studies **** 
Science Graaes (7th grade) 
Arithmetic Proficienncy 
English and Math Achievement 
Raven Matrices 
Otis Beta 
Pintner General Ability 
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The correlations were calculated from the estimated covariances; the sample 
size ranged from 372 to 448 with the exception of correlations which involved 
I-1. The sample size for these correlations ranged from 130 to 162. 
**These correlations were reported in Catell, 1973, p. 11 
'***These variables are factor scores produced from a factor analysis of the 
independent variables in the present study. 
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tests for each cognitive factor that the researcher is interested in. 
Thus, ideally, two marker tests for V and two marker tests for I 
should be included in the present analysis. However, time limitations 
prevented the present author from including two marker tests for I. 
Verbal comprehension (V) is defined as the "ability to under-
stand the English language" (Ekstrom, French, and Harmon, 1976, p. 
163). This is an extremely well established cognitive factor. 
Ekstrom et al. (1976) report that it has been 
found in more than 125 studies. [They suggest that] there may be 
separate Verbal Comprehension factors for each language ••• and 
that this factor contrasts with the ideational fluency and word 
fluency factors which are not specific to a given language (p. 
163) • 
The present study selected two of the five marker tests for v 
available in the Kit of Factor Referenced Cognitive Tests1 these 
marker tests are described as V-1 (a 4 choice synonym test) and V-2 
(a 5 choice synonym test which uses a different format than V-1). 
(Directions for V-2 were changed slightly.) Both of these tests are 
suitable for grades 7-12, and both tests are divided into two parts 
which are administered separately. Each part contains 18 items and 
takes 4 minutes to complete. Equivalence reliability can be obtained 
by correlating part 1 with part 2. However, time limitations deman-
ded that only part one of each test be administered. The reliability 
and validity of these tests is listed in Tables XI and XIII. The 
internal consistency reliability of these tests was based on a random 
sample of 100 high school students in the present study. This 
reliability is .75 for part 1 of V-1, and .65 for part 1 of V-2. 
Since the analysis for the present study eventually added scores on 
V-1 to the scores on V-2, the present author believes that these 
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reliabilities are adequate. The reliability for this composite test 
based on the Spearman Brown prophecy formula is .78. 
Tests of Induction. Induction (I) 
identifies the kinds of reasoning abilities involved in 
forming and trying out hypotheses that will fit a set of 
data. Induction appears to be a two step process requiring 
both concept formation and hypothesis testing •••• inductive 
ability is probably involved in concept learning tasks. 
(Ekstrom, et al, 1976, p. 79) 
Figure classification seems to be the most prominent subfactor of 
induction. 
Of the three Induction marker tests, listed in Ekstrom et al, 
(1976), the present author selected Letter Grouping (I-1) for use in 
the present study. This marker test was most similar to the tests 
used by Cattell to validate the fluid-crystalized intelligence 
theory. In I-1 "five sets of four letters each are presented. The 
task is to find the rule which relates four of the sets to each other, 
and to mark the one which does not fit the rule" (Ekstrom, et al., 
1976, p. 80). This marker test is divided into two parts; each part 
contains 15 items, and takes 7 minutes to complete. This test is 
suitable for grades 8-16. There was not enough time to administer 
both parts of I-1, so the present author only used part 1 of I-1 in 
the present study. 
The reliability and validity of I-1, is contained in Tables XI 
and XII. The equivalent form reliability of both parts of I-1 is 
.84. The present author did not calculate the internal consistency 
reliability for part 1 of I-1 because I-1 was not used in the final 
analysis of the present study. I-1 was dropped from the analysis 
because only 165 students completed I-1; this is 32% of the total 
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sample. 
I-1 was the last test administered in each class. Teachers were 
instructed to skip I-1, if they did not have enough class time to 
complete the test. Unfortunately, most classes did not have enough 
time to finish this test. 
The test score on all ability measures used in the present study 
was the total raw score for each test. No correction for guessing 
was applied to any of the raw scores. 
Design of the Unit Test 
The present study designed two pseudo-parallel unit tests; these 
unit tests were designed to measure classroom learning at the comple-
tion of one unit of high school chemistry. Teachers selected acid-
base theory as the experimental unit of instruction. 
Test 1 was administered to the experimental group, and test 2 
was administered to the control/replication group to measure initial 
learning for the experimental unit of instruction. Test 1 was also 
administered to the control group as a pretest of knowledge on the 
experimental unit of instruction. Thus, the experimental group and 
the control group received different tests of initial learning. In 
order for this to be a valid comparison it is necessary to show 
that the two forms of the unit test were approximately parallel. 
That is, the two test forms were measuring the same theoretical 
construct; i.e., initial learning for the experimental unit of 
instruction. 
The following three steps were used to insure that the two unit 
tests were approximately parallel, these steps also insured content 
validity: 
1. Define the domain of information covered by the unit 
test. 
2. Construct parallel tables of specification and unit 
tests. 
3. Item analysis of the two test forms. 
Definition of the Subject Matter Domain. The first step in 
the design of the unit tests was a survey of the subject matter 
covered by the experimental unit. The present author reviewed 
three high school and one eighth grade text books which contained 
units on acid-base theory. This review yielded a total of 113 
terms, i.e., facts, concepts, rules, skills; these terms were 
placed in a "concept checklist" survey. (See Appendix B) 
The purpose of the concept checklist is to define the subject 
matter domain for an instructional unit on acid-base theory. The 
concept checklist asked each teacher to rate each term for its 
importance in a unit on acid-base theory. The ratings each teacher 
gave to each concept are in Appendix B. The author used these 
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ratings to select "important" terms which should be included in the 
subject matter domain, i.e., the subject matter domain was defined 
as all of the terms which the teachers rated as important. When 
the subject matter domain was defined, terms were randomly selected 
from the domain for inclusion in both forms of the unit test. An 
adequate domain definition is absolutely essential for constructing 
parallel forms. 
Two criteria were used to select terms for the subject matter 
domain. In order to insure content validity, only important terms 
(as judged by the teacher ratings) were included in the test domain. 
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(1) All terms should have an average rating of 2.0 or less. That 
is, on the average teachers perceived this term as moderately 
important. (When the distribution of ratings for any term was very 
skewed [greater than 1.0] the median was used instead of the average.) 
(2) Terms which met the first criterion were dropped from the 
subject matter domain if any of the six high school teachers gave 
them a rating of 4 or 5, i.e. irrelevant. 
Thus, any high school teacher could veto the inclusion of any 
term in the subject matter domain. The first criterion insures 
that only important terms are included in the test domain, and the 
second criterion insures that there is considerable agreement among 
the teachers on each term in the test domain. One high school 
teacher was not in the study at the time the concept checklist was 
completed. So, the averages in Appendix B are based on 6 ratings 
rather than 7. The ratings of the two eighth grade teachers were 
not analyzed at this time. 
Sixty-two of the terms on the concept checklist met the first 
criterion for inclusion in the test domain. Fifty-four of these 
terms met both criteria, and thus the test domain contains 54 terms 
(see Appendix C). 
Appendix C lists the 54 terms contained in the test domain. 
These terms were classified by type of learning outcome and by the 
appropriate grade level. The grade level of each term was determined 
by using the concept checklist ratings each eighth grade teacher gave 
each term. In order for the term to be classified as appropriate for 
eighth grade students, the term must meet the two criteria listed 
above~ in addition both eighth grade teachers had to rate the term 
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as "very important", i.e. a rating of 1 on the concept checklist 
(criterion #3). This criterion was adopted for two reasons: (1) The 
eighth grade test only contained 20 items; since the test was short, 
the present author felt that all test items should measure essential 
information which all students should know, i.e. a rating of 1. (2) 
Since there were only two eighth grade teachers in the study, the 
present author believed that a more valid eighth grade test would 
result if both teachers agreed on the test domain. 
Twenty-two of the fifty-four terms in the test domain met 
criterion #3 above, and were classified as appropriate at the 
eighth grade level. There was a surprising degree of agreement 
between the two eighth grade teachers on which terms were inappro-
priate. Of the thirty-two terms in the test domain which were 
classified by criterion #3 as inappropriate for the eighth grade 
level, thirty-one of these terms were rated between 3 and 5 by both 
teachers. That is, the teachers agreed 97% of the time on the 
terms which were inappropriate for eighth grade students. 
Appendix C shows that 20 items were needed for the eighth 
grade test~ only twenty-two terms were classified as appropriate 
for the eighth grade level. In order to increase the pool of 
eighth grade terms, the eight terms which met criterion #1, but did 
not meet criterion #2 were reviewed. Two of these eight terms also 
met criterion #3, and were included in the test domain. Both of 
these items were rejected by criterion #2 because one teacher had 
given them a rating of 4. These two terms were added to the test 
domain in order to increase the pool of eighth grade terms. This 
slight violation of the veto principle established earlier, seems 
justified by the need to increase the size of the eighth grade term 
pool. The two terms added to the test domain were items 19 and 50. 
This increases the test domain to 56 terms. 
Table of Specifications 
A table of specification relates outcomes to content, 
and indicates the relative weights to be given to 
each of the various areas •••• The purpose of this table 
is to provide assurance that the test will measure 
a representative sample of the learning outcomes, 
and the subject-matter topics to be measured. 
(Gronlund, 1977, p. 27) 
Two tables of specification were used to construct parallel 
forms of the unit test. The outcome dimension of each table was 
the same; the content dimension was a stratified random sample of 
40 terms selected from the test domain constructed above. 
The outcome dimension of the table of specification measured 
three different outcomes: (1) learning of factual information 
(53%), (2) defined concept learning (32%), and (3) rule learning 
(15%). The percentage of each type of outcome was selected by the 
present author as representative of the outcomes observed in the 
textbooks being used. Since defined concepts are a special type of 
rule, Table XIII shows that for high school students 52% of the 
test is devoted to learning verbal information, and 48% is devoted 
to rule learning. The reader should note that these proportions 
were different for the eighth grade test: 75% of this test was 
devoted to verbal information, and only 25% was devoted to rule 
learning. 
The present author believes that these percentages reflect the 
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amount of time devoted to the different learning outcomes in school. 




GENERAL FORMAT FOR THE TABLE OF SPECIFICATIONS USED IN THE 
CONSTRUCTION OF THE UNI'l' TEST 
Learning Outcomes 
Verbal Defined 
Information Concepts Rules Total 




15 37.5 5 12.5 0 20 50 
6 15.0 8 20.0 6 15.0 20 50 
21 52.0 13 32.5 6 15.0 40 100 
N is the total number of unit test items which measured each type of 
learning outcome. 
The present author believes that these percentages reflect the 
amount of time.devoted to the different learning outcomes in school. 
The terms in the test domain provide some support for these asser-
tions. For high school students 54% of the terms in the test 
domain were classified as verbal information. For eighth grade 
students 71% of the terms in test domain were classified as verbal 
information (see Appendix C). 
Table XIII describes the general format for both tables of 
specification. It shows that each test will contain 40 items, i.e. 
questions. This total was based on the assumption that a student 
could answer one item each minute. Table XIII shows that the 
eighth grade students completed the first 20 items of a 40 item 
test. The test items designed for the eighth grade students had a 
lower reading level than high school test items, and these items 
were designed to be easier than the high school items. In general, 
the eighth grade items did not demand the sophistication that the 
high school items required. One of the major problems in writing 
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test questions was to make the eighth grade questions easy enough 
for eighth grade students, but not so easy that the correct answer 
was obvious to the high school students. 
Table XIII was converted into a table of specification by 
selecting the terms for the content dimension from terms in the 
test domain. Stratified random sampling without replacement of the 
test domain items was used. Each cell of Table XIII was treated as 
a strata, and a random sample of the corresponding terms in each 
cell of the test domain was taken. The eighth grade cells were 
sampled first. Eighth grade terms which were not selected for the 
eighth grade test were available for selection on the high school 
test. 
For example, Appendix C contains the Table of Specification 
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for Test 1. The verbal information-eighth grade cell of this table 
lists the 15 terms which were randomly selected from the correspon-
ding cell of the test domain. Terms #19 and #52 were not selected 
from the test domain. These two terms were still available for 
selection when terms were sampled for the verbal information-high 
school cell. The six terms selected for this cell are listed in 
Appendix C. Neither term #19 or #52 was selected for this cell. But 
they were available for selection to this cell. Random selection of 
terms continued until all cells were filled. At this point the 
table of specification was complete. 
The table of specification was used to guide the writing of 
test questions. Gagne's conception of verbal information and rule 
learning was used as a basis for writing test questions. The 
criteria for these different learning outcomes were discussed in 
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Chapter II. 
For example, term #85 in test 1 is in the rule learning-high 
school cell. Rule learning requires that the student be able to 
demonstrate the rule he has learned. In this case, term #85 requires 
that the student demonstrate that he has learned the rule (intellec-
tual skill) or rules for performing an acid-base titration. Term #85 
was written as test question 36~ this question required that the 
student demonstrate an acid-base titration by selecting the steps for 
this procedure in the correct order, i.e. demonstrate the rule for 
titration. 
The table of specification is a guide for writing the stem of 
a test question. The test constructor is left on his own in construc-
ting the test responses. Appendix D contains Test 1 and Test 2 with 
their respective answers. 
Item Analysis. The last step in designing the unit tests was 
an item analysis of each test. The purpose of an item analysis is 
to look at each test item and determine if the item is reliable and 
valid. The following indices were used to judge the quality of each 
item. 
1. Part-whole correlation 
2. Discrimination index 
3. Difficulty index 
Items which are low on any of these indices should be revised or 
eliminated. An item analysis should contain approximately 400 
subjects~ with fewer subjects, item characteristics may change. 
Neither of the unit tests was pretested~ classes which had 
completed the experimental unit were not available for a pretest. 
Eighth grade students were not included in the item analysis of 
either test. 
120 
Test 1 was administered to the experimental group at the comple-
tion of the unit on acid-base theory. An item analysis of this test 
was performed for the high school students in the sample (N = 130). 
The difficulty index and the discrimination index for each item are 
listed in Appendix D. The average discrimination index for test 1 
was .356, and the average difficulty index was .365. The formulas 
for the discrimination index and difficulty index are listed in 
Appendix E. None of the items in test 1 had a negative discrimina-
tion index; however, the discrimination index for three items was 
less than .20. Grounland (1977) recommends that the discrimination 
index for a test of this length should be at least .20. 
Test 2 was administered to the control group at the completion 
of the experimental unit; only high school students were included in 
the item analysis (N = 90). The only difference between the adminis-
tration of test 1 to the experimental group and test 2 to the control 
group was that the control group was pretested with test 1 before the 
unit of instruction began. 
An item analysis was also performed on the 40 items in test 2. 
The difficulty index and the discrimination index for each item are 
listed in Appendix D. The aver·age discrimination index for test 2 
was .388, and the average difficulty index for test 2 was .353. Only 
one of the items in test 2 had a negative discrimination index; four 
other items had a discrimination index less than .20, i.e. 35 of the 
40 items in test 2 had a discrimination index greater than .20. 
Ordinarily, questions with a low or negative discrimination 
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index would be dropped from the test. However, in the present 
experiment it was necessary for the two test forms to be approximately 
parallel. This means that the two tests would have approximately 
equal means, and standard deviations. Items with poor discrimination 
were not dropped because this would result in tests with different 
numbers of items. 
Reliability. The coefficient alpha reliability for test l is 
.805 (see Table XV). This was calculated using the Kuder-Richardson 
20 formula~ the coefficient alpha formula reduces to the KR-20 
formula when items are scored dichotomously. Coefficient alpha for 
test 2 was .756. Test-retest reliability with a two week period 
between testing was .631: this is simply the correlation between the 
initial learning test and the retention test for the experimental 
group. (N = 124) • 
Validity. Several measures of validity were collected. The 
content validity of both tests was insured by sampling at random from 
a list of terms which the teachers considered to be important. The 
table of specifications helped to insure content validity by measuring 
two different types of learning outcomes. 
Two measures of concurrent validity were collected (1) the 
correlation between unit test scores and fourth quarter grades, and 
(2) the correlation between unit test scores and final grades. (See 
Table XIV) • 
The final measure of test validity was a teacher rating of 
the validity of the unit tests. Teachers were asked, "How well do 
you think the unit test measured the student's knowledge of acids and 
bases?" The ratings ran from very well (1) to very poorly (5). This 
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TABLE XIV 
VALDITY COEFFICIENTS FOR TWO FORMS OF THE UNIT TEST 
Initial Learning Retention 
Test Score Test Score 
Experimental Replication Experimental 
Group Group Group 
Correlation N Correlation N Correlation N 
Fourth Quarter 
Chemistry Grades .589 121 .581 182 .669 76 
Final Chemistry 553 109 .540 183 .683 69 
Grade 
Age .386 171 .448 182 .284 133 
Grade Level .444 177 .511 184 .339 
TABLE XV 
DESCRIPTIVE DATA FOR THE TWO FORMS OF THE UNIT TEST 
Mean 
Standard Error of Mean 
Standard Deviation 
Median 
Standard Error of 
the Median 
Range of Test Scores 
Average Discrimination Index 
Average Difficulty Index 
Reliability (KR-21) 
Reliability (Parallel Forms)* 
Concurrent Validity** 



























*This is the correlation between Test 1 and Test 2 for the same 
subjects There was a two week interval between testings. 
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**This is the average of two validity coefficients reported in Table 
XIV: the correlation between fourth quarter grades and unit test 
scores, and the correlation between final grades and unit test 
scores. 
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question is contained in the treatment description form in Appendix 
F. The average teacher rating of the unit test was 2.78, i.e. 
slightly better than "fairly well". The standard deviation of this 
rating was 1.2. 
Table XV summarizes all the information presented on test 1 and 
test 2. A comparison of the characteristics of test 1 with test 2 
showed that these characteristics were very similar for both tests. 
The present author concluded that there was enough evidence to 
demonstrate that the two tests were approximately parallel. In order 
for the results from the control group to be useful, it was essential 
that test 1 and test 2 be approximately parallel. 
The Treatment Description Form 
'The last data collection instrument administered in the present 
experiment was the treatment description form (see Appendix F). 
This form was designed by the present author. The data for this form was 
collected approximately week after the experiment ended. For the 
experimental group this was one week after the retention test was admin-
istered. For the control group this was one week after the initial 
learning test was administered. For some teachers this data was collec-
ted as soon as the day after the experiment ended, but for other teachers 
this data was collected as late as a week after the experiment ended. 
The data for this form was collected during a personal interview 
with the teacher which lasted approximately 30 minutes. Four types of 
information were collected at this time. 
1. a description of the length and type of instruction 
each class received. 
2. a description of class behavior during the experiment. 
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3. teacher demographic data. 
4. a rating of the unit test. 
This information will be discussed in the sequel. 
Research Design 
The present study is a nonexperimental study of classroom 
learning and retention. As such, no variables were manipulated; 
the primary emphasis of the present study was representativeness 
rather than systematic control. As mentioned earlier Brunswick 
(1956) coined the terms representative and systematic design. A 
representative design has maximum generalizability, i.e. external 
validity. Whereas systematic design emphasizes control of the 
independent variables, and thus tries to maximize internal validity. 
The present emphasis in educational psychology is heavily weighted 
toward systematic design and internal validity. Snow (1974) and 
others believe it would be a more productive research strategy to 
strike a more equal balance between the requirem~nts of internal and 
external validity. 
Barker (1965) suggests that systematic experimentation may 
even destroy the phenomenon under study. For example, Barker, 
Dembo, and Lewin (1941) began a series of studies which have been 
verified in many different forms. They demonstrated that experi-
menter induced frustration lead to regressive behavior in children. 
However, Fawl (1963) searched naturalistic observations of children's 
behavior in hopes of confirming Barker's previous findings. Fawl 
(1963) found that frustration occurred rarely for children in 
naturalistic settings, and when it did occur, the children rarely 
responded with regressive behavior! 
Barker (1965) suggests that 
It appears that the earlier experiments simulated frustra-
tion very well as we defined and prescribed it for our sub-
jects (in accordance with our theories); but the experi-
ments did not simulate frustration as life prescribes it 
for children. (p. 5) 
Thus, this line of research has generated a great deal of reliable 
information about the phenomenon of "simulated frustration", i.e. 
experimenter induced frustration, but little information about 
naturally occurring frustration. 
The present study has tried to maximize representativeness. 
This emphasis on representativeness demanded a nonexperimental 
design. The purpose of the present study is to test a model (or 
theory) of classroom learning. Snow (1974) identifies two opposing 
methods for building theory in psychology. The first method, the 
method of choice for physics, builds psychological theory by the: 
successive accumulation of factors; the investigator starts 
with a simple experiment and complicates it in successive 
studies by adding independent or contextual variables, 
hoping to reach an understanding of complex behavior. 
This is the method that experimental psychology has fol-
lowed for decades •••• [The alternative, the method 
of choice in biology, is the method] of successive omis-
sion of factors, in which complex, perhaps naturally 
occurring treatments that are found really effective 
in at least one context, are then disected by sys-
tematic experiments to find out how and why they work. 
(p. 278) 
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Cattell (1966), Sells (1966), and Pearboom (1971) argue in favor 
of adopting the method of successive omission of factors. They 
emphasize the importance of ecologically oriented and non-manipula-
tive research in psychology. They argue that behavior is complex, 
multi-dimensional and probabalistic, and that "stripping the environ-
ment down to a minimum in order to control, to determine the role of 
a very few variables, may be a potentially self defeating process" 
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(Snow, 1974, p. 268). 
Thus two lines of reasoning suggest that a nonexperimental 
study of classroom learning is likely to be more productive than an 
experimental study of classroom learning: (a) representative design 
as suggested by Snow (1974), and (b) theory building by the successive 
omission of factors (Snow, 1974~ Catell, 1966; Sells, 1966). 
As suggested earlier truly representative design is rarely 
possible in educational settings. So the present study has adopted a 
quasi-representative design. These designs try to maximize three 
variables: (a) ecological representativeness, (b) population 
representativeness and (c) referent generality (see Figure 2). 
These three variables were the controlling variables in the design 
of the present study. 
Ecological Representativeness 
The primary objective of using "general classroom instruction" 
as a treatment is to observe classroom learning in as natural, and 
unreactive a way as possible. This treatment and other procedures 
discussed in the sequel insures that the present study has high 
ecological representativeness. 
The present study meets all of the conditions for ecological 
representativeness described in Figure 2, and in the Review of 
Literature. Starting with the most basic criterion for ecological 
representativeness, the present study was: 
1. Conducted in a natural, representative environment--
i.e. high school and eighth grade classrooms. 
2. Unobtrusive--for the most part students did not 
know an experiment was being conducted. 
3. Systematic replication--data were collected 
from six schools, three towns and nine 
different teachers. 
4. Extra-experiment observations were collected 
before and after the experiment began: Ability, 
CES, and Teacher opinions of the test. The most 
serious flaw in the ecological representative-
ness of the present study was the lack of intra-
experiment observation. That is, no data were 
collected while the unit of instruction was 
taught. This could have been obtrusive, and 
reactive, and so this type of data was not sought. 
5. Students were prepared for this unit of instruc-
tion. School was in session for approximately 30 
weeks before the experiment began, i.e., before 
the unit of instruction was taught. 
6. The unit of instruction lasted approximately 
three weeks; this is representative of a normal 
unit of instruction, and does not represent a 
temporary phenomenon. 
7. The treatment (unit of instruction) was taught 
using the teacher's prefered methods and the 
media available. 
Population Representativeness 
High school and eighth grade students were chosen as the 
subjects for the present experiment for three reasons. Each reason 
was an attempt to insure population validity. 
1. The present author believed it was very important in AT! 
research to choose subjects who were representative of people in 
general. This insures that all levels of aptitude are represented 
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in the study, and thus avoids the problems caused by restricting the 
range of the variables under study. 
2. Next to the white rat, students in introductory psychology 
are probably the most studied subjects in psychology. Thus, most 
psychological generalizations should be restricted to these popula-
tions. Neither of these subjects is particularly representative of 
Homo Sapiens. However, this doesn't stop psychologists from using 
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these subjects to make generalizations about man in general. The 
present author hoped that high school and eighth grade students 
would provide a sounder base for generalizations. 
3. The most desirable pool of subjects for the present study 
would contain a random sample of people in general; this would 
insure a high degree of population validity for the present study. 
However, there was no practical way to gather these subjects 
together. High school and eighth grade students were the most 
representative subjects to which the present author had access. 
The population representativeness of the present study was also 
high (see Figure 2). Specifically, 
1. The subjects for the present experiment were drawn from 
6 different schools and two different grade levels. 
2. Data were collected on age, race, sex, ability and 
pretest knowledge. 
[The pretest was only given to the control group.] 
3. General ability X CES interactions were examined. 
4. However, aptitudes were not chosen on the basis of 
their relevance to the unit of instruction due to 
insufficient basic knowledge. The aptitudes chosen 
should relate to any type of classroom instruction. 
Referent Generality 
The referent generality of the present experiment was moderate. 
Information on transfer was not collected due to limited testing 
time available from the schools. Attitude information probably 
would not be specific to the unit taught. 
Task Validity 
Task validity (Shulman, 1970) has been described earlier. Task 
validity is high; the learning tasks used in the experimental unit 
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of instruction were no different from the learning tasks encountered 
in other chemistry units. 
In addition, treatments were not categorized artificially into 
nominal categories such as: discovery-versus reception but rather 
data were gathered quantitatively on the instructional treatment 
(See the class descriptions in Table XX). 
Threats to Internal Validity 
The present study is internally valid if the outcomes studied 
are a function of the instructional treatment and not other causes. 
That is, the research design adopted by the present study should 
prove that initial learning was produced by the instructional 
treatment alone, and not other causes. If other causes for the 
initial learning can be found, then the internal validity of the 
experiment must be questioned. 
The research design for the present study is shown in Figure 3. 
R indicates that teachers were randomly assigned to the experimental 
and control groups. The dashed line indicates that the study used 
intact groups; the intact groups were classes. The reader should 
note that classes were not assigned at random. o1 and o2 
indicate that some observations were made on both groups before the 
instructional treatment was begun. These observations were the 
ability and CES tests mentioned earlier. X indicates when the 
classes received the instructional treatment. (X) indicates instruc-
tion but not the experimental unit. o3 and o6 are different 
forms of the initial learning test administered after the instruc-
tional treatment. o4 is a pretest of the information taught in the 
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instructional unit, and o5 is a retention test of the material 
learned during the instructional treatment. (It is the same measure 
as o6 .) 
R X (X) 
R X 
Figure 3. Research Design for the Present Study 
Campbell and Stanley (1963) list eight classes of extraneous 
variables which are potential threats to internal validity. A study 
high in internal validity will control all of these threats. Each 
of these threats to internal validity will be discussed in the sequel. 
History. History refers to events occurring in the environment 
during the same time as the instructional treatment, i.e. events 
external to the instructional treatment. For example, history 
variables include short duration, unusual events, which last minutes 
or a few days, like the Cuban missle crisis, the 1968 blackout, a 
bomb scare one morning, or institutional events like a prom, a play 
or the beginning of vacation. Unusual external events of longer 
duration are also possible history variables, e.g. racial unrest 
lasting weeks or months possibly caused by busing, or integration 
efforts; a teacher strike, or seasonal variations such as the coming 
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of spring. 
History variables also include events within the instructional 
treatment, i.e. internal events. For example, short term internal 
events that are history variables include: a discipline problem on 
a particular day or series of days: a substitute teacher for a few 
days. History variables which are long term internal events, 
include: inadequate instructional materials for one class but not 
another: no heat in one classroom but in others. 
Limitations on internal validity by virtue of history are 
dealt with by using a control group which can be expected to 
have the same external or historical experiences during the 
course of the experiment as those of the experimental group. 
If both groups experience the same history, then this factor 
becomes less important. (Tuckman, 1972, p. 75) 
The o3 - o4 comparison provides a test for history variables. 
Since both groups have had the same history, any difference between 
the groups must be due to the instructional treatment. 
Maturation Variables. Maturation refers to the process of 
change which occurrs within experimental subjects as a result of 
biological or psychological changes that vary with the passage of 
time, e.g. developmental changes in the subjects. Maturation is a 
problem for studies that extend for long periods of time. However, 
short term and biological changes in the subject can also cause 
maturational changes, e.g. boredom, hunger, fatigue. 
The use of a control group composed of comparable persons 
who can be expected to have the same or similar maturational 
and developmental experiences will enable the experimenter 
to make conclusions about the experimental treatment inde-
pendent of the confounding maturation effect. (Tuckman, 
1972, p. 75) 
The o3 - o4 comparison is also used to test for maturation 
effects. Since both groups are composed of subjects with comparable 
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maturational experiences, any difference between the groups cannot be 
due to maturational variables. 
Intrasession history also needs to be controlled, i.e. the 
irrelevant, unique events of an experimental session or class become 
rival hypotheses for explaining the control-experimental comparison. 
All those in the same session share the same intrasession 
history, and thus have sources of similarity other than x. 
[the treatment] If such sessions have been assigned at random, 
the correct statistical procedure is the same as that for the 
assignment of intact classrooms to treatments. (Campbell and 
Stanley, 1963, p. 184) 
Testing Variables. "Testing refers to the effects of taking a 
pretest on the subsequent posttest performance of individuals" 
(Tuckman, 1972, p. 75) • For many types of pretests the subject 
will do better on the posttest simply because he has taken the 
pretest. This is refered to as reactivity. Some measurements are 
more reactive than others. Intelligence tests and achievements tests 
are often very reactive, e.g. a 3-5 point I.Q. gain due to retesting. 
The o3 - o6 comparison provides a means to assess the effect 
of pretesting. If the pretest has affected o6 , then o6 should 
be greater than o3 • 
Instrumentation Variables. Instrumentation refers to a change 
in the experimental tests, measurements or observations from one 
occassion to another. Mechanical instruments and paper and pencil 
tests are not very susceptible to instrumentation effects. Observers 
or raters are very susceptible to instrumentation effects. Practice, 
boredom, fatigue or expectations can influence observations or scoring 
procedures. Data collection procedures, observations and measurements 
should remain constant across time and across groups. 
133 
All of the observations of the present study were paper and 
pencil tests7 if the administration procedures were followed by each 
data collector, at each administration of the tests, instrumentation 
should not effect them, i.e. intrasession history should be the same 
in all classes. Adequate reliability and validity are often enough 
to refute the hypothesis of instrumentation bias. Using alternate 
forms for the pretest and posttest also helps to refute the instru-
mentation bias hypothesis (Tuckman, 1972). 
Statistical Regression Effects. This effect refers to the s~a­
tistical fact that groups which are chosen for their extreme scores 
on a pretest will be closer to the overall mean on a posttest. That 
is, extreme high scorers on a pretest will have lower scores on a post-
test, and extreme low scorers will have higher scores on a posttest. 
This phenomenon occurs because chance factors are more likely to influ-
ence extreme scores than average scores, and luck or misfortune is not 
likely to bless the same person on a second testing. 
Regression effects only occur when subjects have been selected 
for their extreme scores. Since subjects and teachers were not 
selected for their extreme scores, regression effects are unlikely 
in the present experiment. 
Selection Bias. Selection bias occurs when the subjects in the 
experimental and control groups are different on some relevant vari-
ables. When this occurs it is impossible to determine if a difference 
between the experimental and control groups is due to the treatment, or 
due to the subjects which were selected for each group. That is, the 
observed outcomes may be due to initial differences between the groups 
rather than due to the treatment. Thus, the outcomes observed might 
have occurred without the treatment. 
Randomly assigning subjects to treatments is the best way to 
control for selection bias. Randomization assures group equality at 
the time of randomization. However, 
the assurance of equality is greater for large numbers 
of random assignment than for small • • • randomization • 
is a less than perfect way of assuring the initial equi-
valence of such groups. It is nonetheless, the only way 
of doing so, and the essential way. (Campbell and Stanley, 
1963, p. 185) 
In the absence of random assignment to groups, selection bias 
can be partially controlled by demonstrating that the groups were 
initially equivalent on relevant variables. Selection bias can also 
be checked by comparing the o3 - o4 comparison with the o6 -
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o4 comparison. If these comparisons are approximately equal, then 
selection bias cannot be used to explain the observed group differences. 
Experimental Mortality. Experimental mortality refers to the 
loss of data from subjects who dropped out of the study. If subjects 
who drop out of the study are different from those who remain, then 
the results of the posttest could be biased. Posttest bias will result 
when dropping out is related to the dependent variable. For example, 
if students dropped out of an instructional treatment because it was 
too difficult, the treatment might show an effect because only the more 
able students remained to be posttested. 
Differential mortality between the control group and the experi-
mental group is also a rival hypothesis. Mortality can be eliminated as 
a rival hypothesis by comparing o3 - o4 with o6 - o4 • If this 
comparison is approximately equal then mortality is ruled out. 
Internal Validity Summary 
In summary, three comparisons must be satisfied before the 
internal validity of the present study can be confirmed. The first 
comparison is a comparison of o3 with o4 • It states that there 
is no difference between the initial learning of the experimental 
group and the pretest knowledge of the control group. This compari-
son will be called Null hypothesis A: 0 - 0 = o. 
3 4 
The second comparison is a comparison of the difference between 
the initial learning and pretest knowledge of the control group. It 
is called Null hypothesis B: o6 - o4 = 0. 
The third comparison is a comparison of the initial learning 
of the experimental group with the initial learning of the control 
group. If there was no selection or mortality bias, these two 
groups should have learned approximately the same amount from the 
instruction. Thus Null hypothesis C is: o6 - o3 F 0. All 
three of these null hypotheses must be rejected before the internal 
validity of the experiment can be confirmed. 
Chapter I refered to the Internal Validity Hypothesis (HIV). 
This hypothesis cannot be tested by one comparison, but rather 
requires that three different null hypotheses be rejected before the 
internal validity of the present experiment is confirmed. These 
three hypotheses were refered to above as Hypothesis A, B, and c. 
Threats to External Validity 
Threats to external validity limit the generalizability of a 
study to specific populations, treatment variables, settings and 
measurement variables. 
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The problems of internal validity are solvable within 
the limits of the logic of probability statistics; the 
problems of external validity are not solvable in any 
neat, conclusive way. Generalization always turns out 
to involve extrapolation into a realm not represented 
in one's sample ••• logically, we cannot generalize 
beyond (the limits of this sample). But we do attempt 
to generalize by guessing at laws and checking out some 
of these generalizations in other equally specific but 
different conditions. (C~~pbell and Stanley, 1963, p. 187) 
Four threats to external validity will be discussed in the sequel: 
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The Interaction of Testing and Treatment. If this interaction is 
present, then the treatment will either be more effective or less ef-
fective due to pretesting. When the pretest is highly unusual it is 
more likely to interact with the treatment than when it is a fairly 
common occurrence. The best way to control for this interaction is 
to avoid a pretest. 
In the present study, the o3 - o4 comparison controls for 
this interaction, but does not measure it. This interaction cannot 
be ruled out as a limitation on the o6 - o4 comparison. 
The Interaction of Selection and Treatment. If this interaction 
is present, then any experimental results should be restricted to that 
population which is uniquely described by the subjects in the experi-
mental and control groups. This interaction implies that there is 
something unique about the sample of subjects studied which is respon-
sible for the treatment results. For example, treatment results might 
apply to rural subjects, but not urban subjects. 
There is no way to test for the presence of this interaction; a 
complete description of sampling procedures is the best way to 
determine the extent of this interaction. 
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Reactive Effects of the Experiment. Whenever subjects are aware 
that they are in an experiment, or their normal routine is disrupted by 
the experiment, then subjects may react differently to the treatment, 
than in a similar nonexperimental situation. The best way to avoid this 
problem is to keep the experimental situation as normal as possible, and 
to keep the experiment as unobtrusive as possible. 
Multiple Treatment Interference. This occurs when the subject 
experiences more than one treatment during the experiment. The combina-
tion of treatments may produce results different than if the subject had 
experienced the experimental treatment alone. For example, students in 
school usually take more than one subject on any one day. Even though 
these other courses are not experimental, they could have an interfering 
effect on the experimental treatment. 
Analysis 
Multiple Regression Analysis 
Hypotheses one through eight were tested using multiple regres-
sion analysis. Multiple regression analysis is commonly based on 
one of the three following analytical strategies: (a) simultaneous 
model (b) the hierarchical model, or (c) stepwise regression (Cohen 
and Cohen, 1975). The simultaneous model analyzes all of the 
independent variables at the same time; each independent variable is 
treated equally. This model is appropriate 
when we have no logical or theoretical basis for considering 
any variable to be prior to any other, either in terms of a 
hypothetical causal structure of the data or in terms of its 
relevance to the research goals. (Cohen and Cohen, 1975, 
p. 98) 
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The hierarchical model is an alternative analytic strategy to 
the simultaneous model. The hierarchical model enters independent 
variables into the regression equation "cumulatively according to 
some specified hierarchy which is dictated in advance by the purpose 
and logic of the research" (Cohen and Cohen, 1975, p. 98). That 
is, independent variables are entered in the regression equation in 
a series of cumulative steps. These cumulative steps form a hierarchy. 
For example, assume there are three independent variables, A, B, and c. 
At step one a regression equation is calculated based on variable A. 
At step two a regression equation is calculated on variables A + B; 
and at step three, a regression equation is calculated on variables 
A + B + C. 
R2 (the squared multiple correlation) is the proportion 
of the dependent variable variance which is accounted for by all of 
the independent variables in the model. Thus, a hierarchical 
2 2 analysis produces a series of R •s: one R for each step in the 
hierarchy. As independent variables are added to the hierarchical 
d 1 h 1 t . 2 . mo e , t e cumu a 1ve R 1ncreases. This hierarchical procedure 
makes it possible to calculate the relative proportion of dependent 
variable variance accounted for by each independent variable (X.) 
1 
in the model. This proportion is calculated by subtracting R2 at 
step 2 from R2 at step 1 (R22 - R
2
1); this increase in 
R2 is called the squared semiparital correlation (sr 2 .). 
1 
2 Thus sr. equals 
1 
2 correlation (R ) when 
the increase in the squared multiple 
variable X. is added to the previous 
1 
independent variables in the regression equation. This increment in 
R2 , due to adding variable X. to the regression equation, equals 
1 . 
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the proportion of the dependent variable (Y) variance accounted for 
by X .• So the hierarchical model provides a way to partition the 
1 
Y variance into the proportion of variance accounted for by each of 
the independent variables. In fact this is the only method to 
partition the Y variance when the independent variables are 
correlated. 
The major limitation to this approach to variance partition-
ing is that the proportion of Y variance accounted for by each 
independent variable depends upon that variables place in the 
hierarchy. That is, variables entered first in the hierarchy are 
likely to account for a greater proportion of the Y variance than 
variables which are entered later in the hierarchy. 2 So sr. is 
1 
relative to each specific ordering of the independent variables. 
The major task in using the hierarchical model is to determine 
the order of the independent variables. If a rationale for order-
ing the independent variables cannot be found, then the bier-
archical model should not be used. In this case its results would 
be totally misleading, and the simultaneous model is the method of 
choice. 
The major advantage of the hierarchical model is that once the 
order of the independent yariables is determined, the total Y 
variance accounted for by the regression equation can be parti-
tioned among the independent variables. Thus, it is extremely 
important that the hierarchy of the independent variables is 
determined by the purpose and logic of the research design. 
Two methods are commonly employed to determine the hierarchical 
order of the independen~ variables: causal priority, and research 
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relevance. Causal priority demands that independent variables 
which are either temporally or logically prior to other independent 
variables were grouped together into "functional sets" (Cohen and' 
Cohen, 1975, p. 125). A functional set is a set of independent 
variables which were grouped together because of their substantive 
content or because of the function they perform in the logic of the 
research. For example, the nine scales of a personality question-
naire might be grouped together into a "personality set" and 
represented as a research factor by set P or a number of different 
variables might be grouped together into a covariate set and 
represented as the research factor COV. 
Setwise Regression Analysis 
The present study grouped the independent variables into 
five functional sets. These sets were entered in the regression 
equation in the following order: 
1. a covariate set (COV) 
2. an ability set (A) 
3. a classroom environment set (CE) 
4. an interaction set (A X CE) 
5. a developmental interaction set (Grade 
Level X CE where CE stands for the class-
room environment set (G X CE) 
Each of these sets corresponds to one of the research hypotheses 
stated earlier with the exception of the covariate set. 
There are three major reasons for basing the analysis on sets 
rather than on the separate independent variables. 
1. The most important reason for the present 
study was that testing sets of variables 
for significance rather than separate 
independent variables helps to control 
the experimentwise error by decreasing 
the number of significance tests 
performed. 
2. In some cases the primary interest of the 
study is the research factor constituted by 
the set of variables, not each independent 
variable. For example the covariate set 
in the present study. 
3. It is often conceptually easier to discuss 
a set of variables as opposed to a number of 
independent variables. 
The method of analysis for sets is similar to the hierarchical 
method for individual independent variables. That is, at each 
stage of the hierarchy a set of variables is added to the model, 
and the increment in R2 due to adding the set of variables to the 
equation is calculated. If this increment (sR2) is significant, 
it indicates that at least one of the variables in the set accounts 
for a significant proportion of the variance of the dependent 
variable. If a significant increment is found, a test for each 
independent variable in the set is calculated. However, if a set 
of independent variables is not significant, no t. tests on the sets 
constituent independent variables are permitted. 
For example, when the ability set A is added to the regression 
equation, the equation states that Y;CQV+A. The R2 calculated 
2 from this equation is symbolized by R Y.cov,A· 
calculated on the basis of the covariate set alone (Y=COV) is 
symbolized by R2y.cov· This increment is symbolized as IA, 
i.e. the increase in R2 due to the addition of set A to the 
regression equation. IA is identical to the squared semi-
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2 
partial correlation for set A (sRA ) (The notation for the 
above R2 will be explained in the sequel.) 
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IA is tested for significance using the F distribution. If this 
increment is significant, it indicates that at least one of the ability 
variables in set A accounts for a significant proportion of the Y vari-
ance, and the regression coefficient for each ability variable is tested 
for significance with a t test. If IA is not significant, then no 
significance tests are performed on the individual variables of set A. 
The logic here is the same logic as the protected t test developed by 
Fisher (also called LSD test) • For each of the research sets tested, 
all of the individual t tests are under the protection of the overall 
setwise F test. The individual variables contained in each set can be 
examined for significance only if the sets significance is established 
by its F test. 
Cohen and Cohen (1975) recommend the above procedure for the following 
reason. 
Since the number of sets is typically small, the inves-
tigationwise Type I error does not mount up to anywhere 
nearly as large a value over the tests for sets as it 
would over the tests for the frequently large total number 
of independent variables. Then, the tests of single in-
dependent variables are protected against inflated setwise 
Type I error rates by the requirement that their set's F 
meet the alpha significance criterion. Further, with Type 
I errors under control, both the F2and t tests are relative-
ly powerful (for any given nand F [effect size]). Thus, 
both types of errors in inference are kept relatively low and 
in good balance. (p. 163) 
Occasionally, it may happen that a set has a significant F, but 
none of its independent variables yield a significant t. 
A technically correct interpretation is that collectively 
(setwise) there is sufficient evidence_ that there is some-
thing there, but individually, not enough evidence to 
identify what it is. A risky but not unreasonable resolu-
tion of this dilemma is to tentatively interpret as sig-
nificant any independent variable whose t is almost large 
enough to meet the significance criterion; whatever is lost 
by the inflation of the Type I error is likely to be com-
pensated for by the reduction of Type II error, and the 
resolution of the apparent inconsistency. (Cohen and Cohen, 
1975, p. 165) 
Analysis of Partial Variance (APV) 
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The present study tested the 8 research hypotheses using analysis 
of partial variance; (Cohen and Cohen, 1975) this is a generalized form 
of analysis of covariance. This analysis was done using setwise hierar-
chical multiple regression analysis. Almost all of the limitations, 
assumptions, and logic of analysis of covariance (ACV) apply to the 
analysis of partial variance (APV) • Because many readers will be more 
familiar with ACV than analysis of partial variance, the sequel will 
begin with a discussion of ACV, and then broaden this perspective to 
include the APV. 
The purpose of both types of analysis is to statistically control 
irrelevant sources of variation. There were several irrelevant sources 
of variation in the present experiment. They exist primarily, because 
.the present experiment was forced to use intact groups (classes) in the 
experiment; as opposed to randomly assigning students to each class. 
The variables which measure these irrelevant sources of variation 
are called covariates. The purpose of a covariate is to statistically 
control irrelevant sources of variation. This control is achieved by 
removing variance due to the covariates from the dependent variable. 
This is accomplished by regressing Y on the covariates; this regression 
A 
equation results in a predicted Y based on the covariates (Y) • This 
A A 
predicted Y is then subtracted from the observed values of Y(Y-Y); the 
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result is a new dependent variable Y'. Y' has had all of the variance 
due to the covariates subtracted from it; it is thus commonly referred to 
as the residual Y variance or the covariate adjusted Y variance. 
The ACV is simply a form of setwise hierarchical multiple regres-
sion. The covariate set is entered first, and then the research factor 
set is entered in the equation. 
It is important to emphasize that the dependent variable being 
analyzed in ACV is not Y but a new variable Y', which has been adjusted 
by the covariate set. Strictly speaking it is the residual Y variance 
left after the variance attributed to the covariate set has been sub-
2 2 
tracted (R - R cov>. ACV should be used only when for logical and 
substantive reasons, the focus of the research interest is on adjusted Y 
variance, not on Y variance in general. It is also important to note 
that the research factors of interest are also changed by removing the 
variance of the covariate set. The new independent variables have also 
been adjusted by the covariate set, e.g. A.COV. 
The following assumptions should be met to perform an ACV. (a) no 
restriction is placed on the type of variables in the covariate set. 
(b) The research factor set must be qualitative, or nominal, i.e. 
it.represents group membership. (c) There is no interaction between the 
covariate set and the research factor set. This is referred to as the 
homogeneity of regression hypothesis. That is, the relationship between 
Y and the covariate set is the same for all groups in the population. If 
this is true, then the same adjustment can be made to each of the groups 
analyzed by the ACV. If this hypothesis is false, then the adjustment 
made to all groups will be an overadjustment for some groups and an 
underadjustment for other groups. This hypothesis is tested by actually 
·145 
entering a (Covariate X Research factor) set in the analysis. If 
it is non-significant then the ACV is valid. 
As suggested earlier Analysis of Partial Variance (APV) is a 
more general form of ACV. The only difference between the two methods 
is that assumption #2 of ACV (listed earlier) is not needed. In APV 
there is no restriction on the type of data used as a research factor 
i.e. the independent variables in the research factor set may be 
quantitative as well as nominal. 
The Covariate Set. The purpose of the covariate set is to adjust 
the Y variance for extraneous sources of variation that may bias the 
results. When variation is controlled statistically by a covariate, it 
is important that this variance be irrelevant to the objectives of the 
experiment. If this variance is not removed, it offers an alternative 
interpretation of the results. A valid covariate must meet the three 
following conditions: 
1. It is an extraneous source of variation that affects 
Y, but is irrelevant to the objectives of the experi-
ment. 
2. The covariate is a determinant or cause of Y; Y is not 
a cause of the covariate. This is assured when the 
covariate observations describe the subject at a point 
in time prior to the observation of Y. 
3. If the covariates are related to the research factors, 
then the flow of causality must be from the covariate 
to the research factor. "ambiguity may arise in 
nonexperimental research or quasi-experimental research 
where preexisting groups make up [the research factor]." 
(Cohen and Cohen, 1975, p. 395) 
If there are differences between classes (the intact groups) on Y, 
then part of the reason this difference exists is because of the co-
variates. Thus it makes sense to remove this irrelevant variance from 
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Y and to examine the residual variance that results when the variance 
is adjusted for the covariates. Assumption #3 above assumes that when 
the covariate set is related to the research factor set, it is because 
the covariate set is causally prior to the research factor set, i.e. 
the covariate set causes the differences in the research factor set. 
To the extent that this assumption is false, the covariate set steals 
variance from the research factor set, and thus underestimates the 
variance of the research factor set. 
Table I lists the major research factors which could influence 
{cause) classroom learning. Because students were not randomly assigned 
to classes or teachers, all of these factors are rival alternative 
hypotheses to the research hypotheses discussed earlier. In order for 
the results of this study to be unambiguous all of these factors need to 
be eliminated as potential rival hypotheses. 
Given the nature of the intact groups, the best way to deal with 
these rival hypotheses would be to eliminate these differences using APV 
with each of the factors in Table I as covariates. Unfortunately, there 
is not enough data to do this for all these factors. This is particu-
larly true for the national, community and school factors. For example, 
there are so few schools and communities represented in either the 
experimental group or the replication group, that this information is 
redundant with the other covariates used in the analysis. 
However, since teachers were assigned at random, this factor should 
be equated for the experimental and replication group. Thus, its vari-
ance is controlled experimentally, and it should not be a rival hypothesis. 
An examination of the data presented in the next section and in 
Table XXXII suggests that there are large differences between classes on 
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Y, and that students were probably assigned to classes and teachers on 
the basis of ability. Thus, it is essential to statistically adjust Y 
for these class differences. Table XX presents the class variables on 
which data were collected. Three of these variables were used as co-
variates: (a) grade level, (b) total instructional time, and (c) clas-
size. 
Grade level is the distinction between the eighth grade classes 
and the high school classes; it is a dummy variable coded 1 for eighth 
grade and 0 for high school. Grade level probably accounts for the 
largest difference between the classes. Of all the variables in the 
analysis grade level was expected to have the largest correlation with 
Y. That is, it was expected that high school students would do better on 
a posttest than eighth grade students. This is true for the replication 
group, but only approximately true for the experimental group. Ability 
has approximately the same relationship to Y as grade level does for the 
experimental group (see Table XVI). 
The instructional time (IT) is approximately the total time 
students were exposed to the instruction. It is the product of the 
number of class periods spent on instruction and the length of each 
period in minutes. Teachers were very good in reporting the number of 
class periods spent on instruction. (This is based on the teachers 
records.) The approximation occurs because no record was kept of the 
actual length of each period. 
For example, in the course of several weeks events within each 
class probably occurred to reduce the time spent on instruction for 
that class period, e.g. announcements from the office, students late 
to arrive, disruptive students. Thus, the reader should consider 
TABLE XVI 
CORRELATION BETWEEN GRADE LEVEL, ABILITY 
AND POSTTEST FOR THE EXPERIMENTAL 
AND CONTROL GROUPS 
EXPERIMENTAL GROUP CONTROL GROUP 
INDEPENDENT VARIABLES POSTTEST N POSTTEST N 
GRADE LEVEL* -.529 179 -.650 184 
ABILITY FACTORS 
F2** .185 140 .527 149 
F3*** .535 140 .445 149 
*GRADE LEVEL is a dummy variable. Eight grade students were 
coded l~ high school students were coded 0. 
**F2 was computed from a factor analysis of the independent 
variables and represents nonverbal ability. 
***F3 was computed from a factor analysis of the independent 
variables and represents verbal ability. 
instructional time (IT) to be the maximum amount of time available, 
not the actual time spent on instruction. In reality, these figures 
are probably within 5% of each other, and probably affected all 
classes to the same degree. 
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The third covariate is class size; it is the total number of students 
in each class during the instructional unit. Class size was chosen as a 
covariate because it is a fundamental social characteristic of a group, 
and could have an impact on learning. It also could be a determinant of 
some of the CES scales, e.g. affiliation, competition. 
The major student variables which could influence Y are listed in 
Table I. The present study collected information on ability and demo-
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graphic characteristics. Ability was the major research factor in the 
present study. The other variables in the student factor set could be 
used as covariates, or more importantly as variables in the research 
factor. It was beyond the scope of the present study to collect and 
analyze this information. Extensive demographic information on the 
student's characteristics was collected. This information was not used 
for covariates because of a possible relationship to the variables in the 
research factor set. 
The Research Factor Set. Fbur sets were included in the research 
factor set: an (1) Ability set, (2) a Classroom Environment set, (3) The 
Ability by Classroom Environment Interaction set (A X CE), and (4) the 
Grade level by CE Interaction set (G X CE) • 
The Ability Set. Two variables were included in the ability 
set; these two variables were the result of a factor analysis of the 
independent variables used in the present study (See Chapter IV): the 
data were the four subscale scores from Cattell's Culture Fair test, 
and two vocabulary tests. These factors will be referred to as factor 
2 (F2) and factor 3 (F3) • They are the second and third factors from 
the factor analysis, and are entered in the regression equation in 
terms of their eigenvalues (characteristic roots) from the factor 
analysis. The ability set was entered before the CE set because the 
present author considered ability to be causally prior to CE, and 
secondly ability is more important than the CE set. 
The Classroom Environment Set. The classroom environment set 
(CE) was entered in the regression equation after the ability set. This 
set contained three variables; these variables were the result of the 
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factor analysis of the nine CES scales used in the present study. The 
factors will be referred to as Factor 1, Factor 4 and Factor 5. They 
were entered into the regression equation in terms of their eigenvalues 
(characteristic roots) • 
The Ability by Classroom Environment Interaction Set (A X CE) • 
This set contained six variables; these interaction terms were all of 
the combinations of the ability set with the classroom environment set. 
It is important to note that these terms carry the interaction informa-
tion only when the variance due to ability and CE has been partialed 
prior to entering the interaction terms in the equation. 
There are several different ways to interpret a significant interac-
tion; they focus on different properties of the interaction, but ulti-
mately mean the same thing. 
1. Two variables are said to interact in their accounting 
for variance in Y, when they have a joint effect over 
and above any additive combination of their separate 
effects. 
2. An interaction is a joint or conditional relationship 
between the research factors. For example, the rela-
tionship between factor A and Y is conditional upon the 
value of factor B, or the relationship between B and Y 
is conditional on the value of A. 
3. When the interaction is significant, we can conclude 
that, the Y on A regression line slope changes with 
or depends on the value of B. Equivalently, the Yon 
B slope changes with or depends on the value of A. 
(Cohen and Cohen, 1975, p. 280) 
When there is no interaction the research factor of interest 
operates uniformly at all values or levels of the other factor, i.e. it 
is an average effect which is independent of the other research factors. 
However, when a significant interaction is present, statements about 
research factor A must be qualified by specifying the value or level of 
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research factor B that it applies to. 
Fbr example, if there was a significant interaction between grade 
level and ability, then the slope of the Yon ability regression is 
different for eighth grade and high school students. That is, the 
relation between ability and Y is conditional upon the grade level of the 
students and the average regression line does not describe either group. 
If this interaction is not significant, then the relationship between 
ability and Y is the same for eighth grade and high school students. 
High school students may score better on Y than eighth grade students, 
but the relationship between ability and Y is the same for both groups. 
The above example described an interaction between a quantitative 
research factor and a qualitative research factor. A similar interpre-
tation can be made for the interaction between two qualitative variables. 
Both of these situations are common in the research. However, the 
interaction between two quantitative variables can also be analyzed, and 
a similar interpretation made. The major difference between this situa-
tion, and the interaction between a quantitative and qualitative variable 
is the graph of the results. The first example above produced two 
regression lines, i.e. one line for each grade level. When the interac-
tion is between two quantitative variables, the graphic results call for 
a family of regression lines, i.e. a different regression line will be 
drawn for each value of the quantitative variable. 
Fbr example, the present study is investigating the interaction 
of two quantitative variables: ability and classroom environment. If 
there is a significant A X CE interaction, then a different regression 
line should be drawn for each value of CE. This situation can be sim-
plified by selecting a high, medium and low value of CE, and drawing 
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regression lines for these values. In spite of these differences, the 
interpretation of a significant interaction remains unchanged. For the 
above example, the relationship between Y and ability is dependent on the 
type of classroom environment perceived, or equivalently, the relation-
ship between Y and perceived classroom environment is dependent upon the 
ability of the students. 
The Grade Level by Classroom Environment Interaction Set. This 
set contains three variables; the interaction between grade and each of 
the variables in the Classroom Environment set. The triple interaction 
Grade X Ability X CE was not used in the equation because of the low 
power of the significance test, and because testing this term would lower 
the power of other significance tests in the set. 
Error Rate Investigationwise 
The error rate is the probability of a result being falsely declared 
significant, i.e. the probablity of a type I error. When an experiment 
only tests one comparison, then the error rate is simply the significance 
level alpha. However, the error rate changes when an experiment tests 
several comparisons, or hypotheses~ For example, if an experimenter 
tests 100 hypotheses at alpha equals .05, then for any single hypothesis 
there are only 5 chances in 100 of making a type I error. However, for 
all 100 comparisons, there is a 99.4% chance that at least one comparison 
will be falsely declared significant. So, in calculating the error rate, 
it is important to determine the unit of analysis on which the error rate 
was calculated. 
Three different conceptual units for error rates are comonly dis-
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cussed: the error rate (a) per comparison, (b) per hypothesis, and (c) 
per experiment or investigation. The error rate per comparison was 
discussed previously. The error rate per hypothesis is the traditional 
conceptual unit for error rate. It is the probability that any one of 
the hypotheses in the experiment will be falsely declared significant. 
However, Ryan (1962) and many statisticians have argued for a larger 
conceptual unit, the error rate per experiment or investigation. 
The present study used the investigationwise error rate to deter-
mine the significance level for the experimental hypotheses. The 
investigationwise error rate is the probability of one statement being 
falsely declared significant. (See formula #10 APPENDIX E). The present 
experiment was testing four hypotheses on three different samples (experi-
mental group, replication group, and retention group). Thus, the present 
experiment was actually making 12 different comparisons. 
The investigationwise error rate for three different significance 
levels is listed in Table XVII. It is desirable for the investigation-
TABLE XVII 
INVESTIGATIONWISE ERROR RATE FOR THREE 











*These rates are based on testing 12 independent com-
parisons. 
wise error rate to be as low as possible; this could be accomplished 
using alpha equal to .01. However, it is also desirable to find sig-
nificant results when they exist, i.e. high power for each test. The 
need for a low error rate and high power conflict with each other. 
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Power is the probability that a statistical test will yield statisti-
cally significant results. Clearly, the experimenter would like power to 
be as large as possible. Unfortunately, for any given sample size power 
decreases as alpha increases. Thus the present experiment adopted the 
alpha equals .05 significance level in order to increase the power of the 
statistical tests. The investigationwise error rate is 46%. (See Table 
XVII). That is, there is a 46% chance that at least one of the 12 
hypotheses tested will be falsely declared significant. (This is an 
approximation based on the assumption that the hypotheses are independent, 
which they are not.) 
Power Analysis 
Power is the probability of finding a significant result when it 
exists. "An analysis which finds that the power is low should lead one to 
regard ••• negative results as ambiguous" (Cohen, 1969, p. 4) • Under 
conditions of low power, failure to reject the null hypothesis cannot 
have much substantive meaning since there was not much chance of finding 
significance to begin with. Thus, it seems imperative to calculate the 
power of the statistical tests of an experiment before the data are 
collected. Hypotheses with low power should be abandoned or the experi-
ment should be modified to improve the power. 
Power is a function of three variables: (1) sample size, (2) alpha, 
and (3) effect size. When these three variables are specified the 
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power of the statistical test is uniquely determined. The major problem 
in a power analysis is to determine the effect size. In general terms 
effect size is the proportion of variance of the dependent variable 
accounted for by the independent variables under study. If other varia-
bles are also being studied, effect size is the proportion of Y variance 
accounted for after the appropriate variables have been partialed from Y. 
This consideration of partialed variables will result in smaller effects 
sizes being important. In terms of proportion of variance Cohen (1969) 
suggests that .01 is a "small effect", .06 is a "medium effect", and .14 
is a "large effect". In general the larger the effect you are looking 
for, the greater the power the test will have. 
The present study was designed for a sample size of 100, with 
alpha equal to .05, and a medium effect size of .06 was expected. The 
power of the main research hypotheses under these conditions was 
approximately .5. The power of the interaction hypotheses was too 
low. So, the desired sample size was raised to 150 in order to 
improve the power of the interaction hypotheses tested. 
Regression Statistics 
The following statistics were used to describe the results of the 
regression analysis: (a) standardized regression coefficient, (b) raw 
score regression coefficient, (c) squared semi-partial correlation, 
(d) squared-partial correlation and (e) standard error of b .• 
l. 
The Standardized Partial Regression Coefficient (Bi~ 
The multiple regression model requires the determination of 
a set of weights for the k independent variables, which, when 
used in the linear regression equation, minimizes the average 
squared deviation of the estimates~ from the observed score. 
(Cohen and Cohen, 1975, p. 449) 
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That is, if d is the residual or deviation of the predicted Y from the 
" observed Y (Y - Y) , then regression analysis determines a set of weights 
for the independent variables which keeps d 2 to a minimum. These 
weights are the set of standardized partial regression coefficients, 
beta' s (B. ) • 
1 
The beta's are regression coefficients for a set of independent 
variables that have been standardized, i.e the independent variables have 
been changed so that they have a mean of zero and a standard deviation of 
one. Beta's are "partial" regression coefficients because when the beta 
weight was calculated the effects of all other independent variables in 
the question were held constant, or partialed from Y. 
Another interpretation of the beta's is that they are population 
values or parameters, in contrast to the raw score regression coeffi-
cients (b.) which are sample estimates of the beta's (B.) 
1 1 
(Kerlinger 
and Pedhauzer, 1973). In either case the beta's are weights for each 
independent variable which produce a composite score (Y). This composite 
has the maximum correlation possible with the dependent variable, based 
on the set of independent variables. B. technically should be written 
1 
as (Byi. 1,2,3 •• (i), •• k) • 
The Raw Score Partial Regression Coefficient. 
The raw score partial regression coefficient b.= 
(b . 1 2 3 (') k) is the constant weight by
1 which 
y1. ' ' ' 1 •• 
each value of the variable is multiplied in the multiple 
regression equation which includes all k independent vari-
ables. ~hus b. is the average or expected change in Y 
for each unit Increase in X. when the value of each of ••• 
the other independent varia6les is held constant. (Cohen 
and Cohen, 1975. p. 92) 
The raw score regression coefficient is analagous to beta, but is 
applied to raw score data as opposed to standard score data. "b. n 
1 
can also be applied to data in deviation score form, i.e. 





There are several ways to calculate b.; the most common method 
1 
is to convert the beta's into b. by multiplying each beta by the fol-
1 
lowing fraction: (s.d.;s.d.i). 
The Partial Correlation Coefficient. "A partial correlation 
is the correlation expected between two variables when a third variable 
is held constant" (Nunnally, 1978, p. 170). The third variable is 
held constant or partialed statistically by subtracting the variance 
of the partialed variable from variables 1 and 2. This partialing 
process creates two new variables which have been residualized on the 
third variable. 
Fbr example, to calculate the partial correlation between Y 
and x1 with the effects of x2 held constant {symbolized by pry1 •2), 
the variance of x2 is subtracted from Y; the residual Y variance = 
(Y -X2). The variance of x2 is subtracted from x1 ; the residual x1 
variance = (x1-x2). Now that the effects of x2 has been removed 
from both variables, the Y residual is correlated with the x1 residual. 
The result is a partial correlation. The partial correlation process is 
similar to the partialing process used in the ACV discussed earlier. 
When the effects of one variable are partialed (as in the above 
example) this is called a first order partial correlation, or regres-
sion coefficient. When it is necessary to partial the effects 
of more than one variable from a relationship, the method described 
above applies, and these partials are referred to as higher order 
partial correlations or regression coefficients. The order of the 
partial corresponds to the number of variables partialed from the 
• relationship. 
The notation for partial correlation is unusual and should 
be explained. The variables whose relationship are being studied 
appear before the dot in the notation~ variables which are being 
partialed or held constant appear after the dot. Thus pr 1 y • 234 
is the partial correlation between Y and x1 with the effects of 
variables 2, 3, and 4 held constant. This is a third order partial 
correlation. "bY1• 234 n is a third order regression coefficient. 
The partial correlations described in the sequel are higher 
order partials with the effects of all independent variables held 
constant except the variable X .• The symbol pr. will be used to 
1 l 
describe this relationship, and always refers to pr 
Yi • 1 , 2, 3 •• ( i) •• k 
or b The parentheses around i indicates that Yi • 1 , 2 , 3 ••• ( i) ••• k • 
its effects have not been removed. The squared partial correlation 
pr 2 . is interpretable as a proportion of variance; it is the 
l 
proportion of the residual Y variance accounted for uniquely by 
X.. \\hen the partial for a set is calculated, this is symbolized 
1 
2 
by a capital R, e.g. pR A" 
The Semipartial Correlation Coefficient. The semipartial cor-
relation is also referred to as a part correlation. In partial 
correlation the effects of the partialed variables were removed from 
both variables. In the semipartial correlation the effects of the 
partialed variable are removed from only one of the variables. 
The first order semipartial correlation between Y and x1 
with the effects of x2 partialed from x1 is specified by 
srY(l. 2). In general the present analysis is only interested in 
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the highest order semipartial denoted by sr (' 1 2 3 (' k). y l. , , • • • l) ••• 
This semipartial will be abbreviated to sr .• 
]. 
The outer set of 
parentheses after Y, indicates that the effects of all the variables 
after the dot have been partialed from variable i, but not from Y. 
As before, the inner parentheses around i indicate that its effects 
have not been removed. Capital letters, as opposed to numbers, 
indicate that sets, rather than variables were partialed, e.g. 
sRy(A.B) indicates that the effects of Set B have been partialed 
from Set A, but not from Y. 
The squared semipartial correlation sr. 2 is the proportion 
]. 
of the total Y variance uniquely accounted for by X .• As mentioned 
]. 
. 1 2 . h . . 2 h . dd d prevJ.ous y sr i 1s t e 1ncrease 1n R w en Xi J.S a e to 
the other independent variables. In fact the squared multiple 
correlation, R2 , can be partitioned into a series of higher order 
squared semipartial correlation coefficients. Fbr example, for 
2 2 
R y .123 = r y1 
2 2 
+ sr Y(2.1) + sr y(3.2,1) • If sets are being 
partialed, the R2 = R2 + sR2 Y.ABC YA Y(B.A) 
2 
+ sR Y(C.B,A) • 
As mentioned earlier, partitioning R2 into a series of sr2 is 
the only way to uniquely partition the Y variance when the variables 
are correlated. A simpler but equivalent notation for partitioning 
R2 is R2Y.1,2,3 = r2Y1 + I2 + I3. 
The Data Collection Phase 
The Data Collection Schedule 
Data collection actually began when the present author visited 
superintendents looking for permission to use his school system in 
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the present study. This phase began during mid-November, 1977. Due 
to Thanksgiving vacation, and Christmas vacation all schools and 
teachers were not recruited until the middle of February 1978. 
The next phase of the study involved finding a unit of instruc-
tion which all nine teachers were planning to teach. A unit on 
acid-base theory was agreed to by all of the teachers by the first 
week in March, 1978. 
Ability Testing Phase. For each class all of the ability tests 
were administered on the same day during a regular class period. It 
was intended that the ability tests be given on approximately the same 
day for all classes. However, this did not happen; ability testing 
began on March 14, 1978, and was completed by April 3, 1978. 
Two events caused this delay: 1. the principle reason for this 
time delay was an inadequate supply of ability tests~ when ability 
tests were ordered from the test publisher, the publisher did not 
notify the present author that they did not have enough tests on hand 
to fill the order. This prevented all teachers from administering the 
ability tests at the same time. There were only enough test booklets 
to test half of the group at one time. So the first testing session 
began on March 14 to March 20~ the second testing session began on 
March 27 and ended on April 3. 
2. Easter vacation fell in the middle of this testing period 
on April 26. With the exception of three classes tested on April 
20, no tests were administered during the week prior to Easter. 
Thus, Easter probably did not influence the validity of the test but 
it did lengthen the span of time needed to complete the ability tests. 
The regular classroom teacher administered all of the student 
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tests including the ability tests. Each teacher was provided with a 
set of directions for administering the ability tests. (See Appendix G) 
These directions included a general description of standardized 
testing procedures and emphasized the need for following the test 
directions exactly. Each teacher also received a briefing from the 
present author on the testing procedures. The teachers all felt 
confident that they could administer the ability tests correctly, 
and all refused the present author's offer to administer the ability 
tests for them. 
Each teacher was provided with a stopwatch or an accurate bell 
timer. (accurate to three seconds in three minutes) The teachers 
had no difficulty administering the tests. However, several observa-
tions about the testing situation should be noted: (a) about half 
of the classes (14 out of 25 classes taught by 5 teachers) did not 
have enough time to complete the induction ability test (I-1); so 
this test was dropped· from the analysis. (b) All of the students in 
the eighth grade classes of the experimental group were diagnosed as 
having learning disabilities. (The present author did not discover 
this fact until the unit was half over.) These students really 
enjoyed completing the Culture Fair Test; apparently it was one of 
the only standardized tests they ever succeeded at. (c) In general, 
students were unfamiliar with the format of the Culture Fair Test, 
and getting started on these tests required more administrative time 
than planned. This was the main reasons students didn't have time 
to complete the induction test. 
CES Testing Phase. The Classroom Environment Scale was admin-
istered to each class between March 30, 1978, and April 7, 1978. 
(One class completed the CES on April 11; this delay was caused 
because the class did not take the ability tests until April 3.} 
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The CES is an untimed paper and pencil test; the directions for the 
test are written on the test booklet. When students had difficulty 
with the directions the teacher read the directions aloud, and 
helped the students individually when necessary. Normally, the test 
takes 15 to 20 minutes to complete. 
In general, the teacher did not play an important part in the 
administration of the CES. However, there was one important exception; 
the three Learning Disabled, eighth grade classes found it extremely 
difficult to read the CES. The teacher read the directions to them, 
and then read each statement to the class. These students also had 
difficulty writing the answers on the answer sheet provided, and they 
wrote their answers directly on the test booklet. 
Pretesting Phase. It was extremely difficult to match the 
administration of the pretests (in the control group} with the 
administration of the posttests (in the experimental group) so that 
they occurred on approximately the same day. The experimental group 
teachers taught the unit of instruction in its normal sequence. 
However, the control group teachers were not always able to postpone 
the unit of instruction so that the their pretests corresponded with 
the posttests of the experimental group. 
The pretest was administered on the first day of the unit 
of instruction; it took approximately 15 minutes to complete the 
administration of the pretest. This made the pretest an unusual 
event, but not an extremely incongruous event, i.e. it seemed 
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logical to students. Pretests were administered to the 14 control 
group classes from May 3 to May 30, 1978, i.e. approximately the 
whole month of May. Six classes were pretested from Nay 3 to May 8; 
eight classes were pretested from May 17 to May 30, 1978. It was 
difficult for most teachers to alter their scheduled time for teaching 
the unit of acid-base theory. (Four out of the nine teachers were 
able to change their schedule to met the needs of the experiment.) 
A student with no knowledge of chemistry would be expected to 
receive a score of approximately 10.0 on the pretest by guessing. 
(This is based on the binomial distribution and assumes that the 
probability of answering any of the 40 questions correctly is .25; 
this is a slight overestimate.) A pretest score greater than 14.5 
would occur by chance only five times out of hundred. Sixty out of 
231 students had pretest scores greater than 14.5. Thus, approxi-
mately 25% of the students in the control group must have learned 
information about Acid-Base theory which helped them on the pretest. 
This percentage was suprisingly high to the present author. 
Posttesting Phase. The posttest for the experimental and 
control groups took a class period to complete. The teacher 
administered the posttest on the last day of the unit of instruc-
tion. With the exception of one class which took the posttest on 
April 28, all of the posttests were administered to the experi-
mental group between May 22 and June 1. That is, 11 out of the 12 
experimental classes completed the posttest within 10 days of each 
other. 
The posttest for the control group was administered between May 
31 and June 16. That is, all of the control group classes completed 
the posttest within 17 days of each other. The most serious limita-
tion on posttest validity was that, for four out of the nine classes 
taking the posttest, this was very close to their last academic task 
of the school year. 
Retention Testing Phase. The retention test was a parallel 
form of the posttest which took approximately a class period to 
complete. It was administered by the regular classroom teachers. 
The retention test was scheduled to be administered two 
weeks after the posttest, i.e. the retention interval was 14 days. 
However, only five out of the ten classes were close to this reten-
tion interval (four at 14 days~ one at 15 days} One class had a 
retention interval of seven days; this occurred because school was 
ending and the teacher could not postpone the retention test. The 
remaining four classes had retention intervals of 20 days. The two 
teachers involved could not fit the test into their schedules before 
this time. The average retention interval for nine classes was 15.3 
days. 
Instructional Treatment Description 
As described earlier, educational researchers are generally 
ignorant of the basic dimensions of the instructional treatment. It 
was for this reason that the present author adopted the following 
operational definition of instructional treatment. The instructional 
treatment on acid-base theory consisted of all means the teacher 
would normally use to promote student learning. The only restric-
tion placed on the teacher's behavior was to teach normally. No 
limitations were made on media, methods or instructional time. 
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However, instructional time was considered in choosing the unit of 
instruction. The criteria for choosing the Acid-Base unit of 
instruction were: 
1. The unit should last between 10 and 15 days of 
instruction; this length of time was representa-
tive of other units, and was long enough to have 
an effect on the student. 
2. All teachers had to be planning to teach the unit. 
3. The unit had to be completed by May 26 in order 
to allow time for a two-week retention test. 
The reader should note that the present author originally 
intended to control the amount of instructional time each student 
received. With so many different teachers and grade levels, this 
turned out to be impossible. Each teacher wanted to cover the 
material at the pace most suited to their classes. Instructional 
time must be controlled in order to make valid comparisons between 
classes. This control was achieved by analysis of partial variance. 
The length of a class period varied forn 40 minutes to 50 
minutes; so, instructional time is more accurately measured in 
minutes of instruction rather than days of instruction. 
In order to make the instructional treatment as natural as 
possible, teachers were requested to keep the experiment secret from 
their students. Teachers were not very successful at concealing the 
experiment from their students. Fifty percent of the classes knew 
an experiment was being conducted (see Table XVIII). However, only 
one out of 20 classes behaved differently (teacher self-report) than 
normal. 
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During the instructional treatment five of the nine teachers (11 
out of 20 classes) had something unusual happen which could invalidate 
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the results of the instructional treatment. These events are listed 
in Table XIX. All of these events were normal disruptions of school 
life. Since 55% of the classes experienced a disruption during the 
instructional treatment, the present author suggested that disruptions 
were the normal state of affairs in most classes, at least in the 
spring. 
TABLE XVIII 
REACTIVE EFFECTS OF THE EXPERIMENT 
Question* 
Did the Class Know an Experiment 




Did the Class Behave Differently 





Did anything Unusual Happen 
During the Experiment Which 





Teachers Response to Question 
Total 
Yes No Classes 
7 4 11 
3 6 9 
10 10 20 
1 10 11 
0 9 9 
1 19 20 
8 3 11 
3 6 9 
11 9 20 
. 
*These questions were asked during a personal interview with the 
teacher. The data were recorded on the Treatment Description Form. 
TABLE XIX 
UNUSUAL EVENTS WHICH OCCURRED DURING THE INSTRUCTIONAL TREA'IMENT 
Number of 
Event Classes Effected 
1. A variety show put the students in a party 
mood. The students who participated missed 
some classwork to be in the show. 3 
2. Some students missed class to participate 
in field trips for other classes. 
3. There was a two day interruption in the 
instructional unit for achievement testing. 
4. A new class schedule was adopted during the 
instructional unit in order to make up for 
the time missed because of snow storms. 




*Eleven out of twenty classes had an unusual event occur during the 
instructional unit. 
The single class which reacted specifically to the study was 
angry at the intrusion into their class. This class knew that an 
experiment was being conducted, and the teacher believed that they 
behaved differently than normal. However, the learning and reten-
tion scores of this high school class were not perceptibly different 
from the other high school classes in the experimental group. So, 
the present author concluded that the reactions of this class may 
have affected their attitudes, but these reactions did not have a 
perceptible effect on their learning or retention. 
Problems in Describing Instructional Treatments. Instructional 
treatments have generally been classified into categories such as: 
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discovery learning, lecture, discussion, etc. This has generally been 
an unsuccessful approach. (Snow, 1974; Cronbach and Snow, 1977) 
Several reasons can be found for this lack of success in defining 
instructional treatments with nominal categories. 
1. Probably, the most critical flaw is that instructional 
treatments are not qualitatively different phenomenon but are 
quantitatively different. For example, all teachers who use a 
discovery approach do not do exactly the same thing in the classroom, 
i.e. some teachers utilize more or less discovery learning, but 
still will label their teaching method as discovery learning. Thus, 
it would be more appropriate to quantify the degree to which a 
teacher uses discovery learning, rather than assume that all teachers 
who used discovery learning are doing exactly the same thing. 
Considerable information is lost by categorizing these basically 
quantitative instructional treatment variables. 
2. Tobias (1976) suggests that instructional treatments are 
basically multivariate not univariate in nature (Cattell, 1966; 
Snow, 1974). That is, it takes more than one variable or dimension 
to accurately describe any instructional treatment/environment. 
For example, two teachers who devote exactly the same amount of 
time to discovery learning, will perform differently in terms of 
other variables. To accurately describe the instructional treatments/ 
environments these teachers create, it is necessary to use more than 
one dimension. One of the main reasons that researchers use univariate 
descriptions of their instructional treatments, is a general ignorance 
concerning the basic dimensions along which instructional treatments 
can vary (Stephens, 1967). 
3. Instructional treatments should describe the psychological 
functions, i.e. processes, a student is expected to utilize in 
learning from each type of treatment environment (Salomon, 1971). 
Instructional treatments which utilize the same psychological 
processes in each student e.g. high verbal ability, are unlikely to 
produce different results. 
A Model for a Multivariate Description of Instructional Treatments. 
At the present time, the major dimensions for simply describing in-
structional treatments/environments or for explaining learning are 
unknown. The following four dimensions are suggested as a basis for 
a multivariate description of instructional treatments. These 
dimensions were suggested only as a way of describing instructional 
treatments; they were not intended as an explanation of classroom 
learning because it is not clear what theoretical constructs underlie 
each dimension. They were suggested only so the present author can 
better describe the instructional treatments which occurred during 
the present experiment. The four dimensions are: (a) modes of 
instruction (method), (b) instructional media, (c) psychosocial 
environment, and (d) instructional style. 
It is suggested that any instructional treatment can be described 
using these four dimensions; however, the present author has no way 
of determining if more dimensions should be included or if some 
dimensions are redundant. Or even if the suggested dimensions are 
measuring fundamental properties of learning environments as the 
author suggests. 
The modes of instruction were suggested by Gagne (1970). 
A mode of instruction represents a situation in which media is used 
it is the arrangement or organization of media in relation to a 
student. Gagne (1970) lists six major modes of instruction; this is 
not an exhaustive list. 
1. Tutoring session 
2. Lecture --
self-directed reading sessions 
supervised by the tutor. 
verbal communication from teacher; 
lacks individual guidance of 
learning. 
3. Recitation class -- student recites what he previously 
learned, and he is evaluated by 
the teacher with feedback. 
4. Discussion class -- the student applies previously 
learned information to situations; 
teacher tries to encourage trans-
fer of learning. 
5. Laboratory --
6. Homework --
students learn information by mani-
pulating real objects. 
self-instruction to learn new infor-
mation, or practice previously learned 
material. 
Instructional media are the components of the learning environ-
ment which communicate with or stimulate the learner. Educational 
psychology (1973) lists nine specific types of media: 
1. Instructional objects 
2. Social models -- learning from human behavior 
3. Oral communication 
4. Printed language media 
5. Pictures and diagrams 
6. Motion pictures 
7. Instructional television 
8. Programmed instruction 
9. Computer assisted instruction 
The psychosocial environment is the perceived environment 
of the learner; it is what Murray called beta press. Moos suggests 
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that three different dimensions are being measured. 
Instructional style is the ways in which the teacher controls 
the learning environment as determined by objective methods, not 
student perceptions. Murray would describe this as an alpha press. 
The teacher's personality is probably related to instructional 
style. 
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Data on the Instructional Treatments. Data on the first three 
instructional dimensions discussed above were collected on the treat-
ment description form after the treatment was completed (see Ap-
pendix F) • No information was collected on instructional style because 
objective measures of instructional style can be very reactive. This 
would limit the external validity of the present study. 
Table XX presents information on the three instructional dimen-
sions listed above. This table shows that there was considerable 
variability between classes in the amount of instruction received. 
Instructional time ranged from seven days to 16 days, i.e. 350 
minutes to 656 minutes. This instructional time was divided among 
the following four instructional modes: lecture, lab, problem 
solving and group discussion. All classes were assigned homework, 
but no information was collected on the amount of time each student 
spent doing homework. For all classes, except the eighth grade 
classes in the control group, the dominant mode of instruction was 
lecture. No classes took any field trips, and none of the classes 
received other types of instruction than the modes listed above. 
These observations were based on the data collected from the treat-
ment description form. 
Information on the instructional media used in each class 
TABLE XX 
A MULTIVARIATE DESCRIPTION OF THE INSTRUCTIONAL ?:'RE1'{l'~1ENT 
--·-----------------------·-------------------------------------------------------------------------------------------Minutes of I~structlon Avcrago Factor Scores 










































































































































































































-.31 .60 .oo .28 .45 
.a1 .12 .13 .37 .a4 
-.19 .79 -.17 .21 -.01 
·-. 12 .62 .25 .01 .SJ 
.2e .19 -.49 .16 .o.s 
1.11 -.s6 -.21 .60 1.03 
.17 .13 
-·63 .JO -.1e .04 .31 
•.S6 .48 •.10 
.56 -.13 
.66 .SG 
.97 .7J -.16 .14 -1.52 
-.41 -.04 -.74 .30 .23 
.I!B 
.JS .04 -.21 
.oo •.51 -.18 .02 






1.10 -.28 -.25. 
.64 -.3o -.ss 
.ss -.(8 -.33 
---------·~------------------------------------------------ - ----~---------------------------------------------------Ab1.lity qrourn t • ho:tarn sectiont 2 • c:ollego section Tc:or' , • high sc:hool ch-.:m!.n t\"y text1 2 • a different high 
cchool. chcmiotry text • the t..,o ci•;hth <Jradc teachers uocd di ((r'rent text books · 
was limited to the amount of time spent viewing films, and a review 
of the text books used by each class. Only eight out of the twenty 
classes viewed a film. The film usually lasted the entire class 
period. All but two of the high school classes were using the same 
text book. The eighth grade classes in the experimental and control 
groups used different approaches to teaching chemistry, and used 
different textbooks. From discussions with teachers, the present 
author suggests that the dominant media for all classes was oral 
communication. None of the classes used programmed instruction or 
computer assisted instruction. 
The perceived psychosocial environment of the learner was 
measured by the CES. The nine CES scores were factor analyzed, and 
three CES factors and two ability factors were produced. The 
average factor score for each class on each of the three CES factors 
is contained in Table XX. The CES was designed for junior high and 
high school students, so it is reasonable to compare all classes on 
the CES factor scores. 
The CES factor scores reported in Table XX have a mean of 0 
and a standard deviation of 1. So that a score of 0.0 represents 
the 50th percentile and is an average score. A score of -1.0 
corresponds to the 15th percentile and is a very low score. 
Classes this low on a factor have very little of what the factor 
measures. A score of 1.0 on a factor corresponds to the 85th 
percentile and is a very high score. Classes this high on a factor 
have a great deal of what the factor is measuring. Since very 
little is known about what type of environment produces learning, 
the reader should not place value judgements on factor scores. A 
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low factor score is just as likely to produce learning as a high 
factor score. These factor scores represent the average perception 
of students in each class. 
,J74 
These factor scores will be discussed in more detail in Chapters 
4 and 5. At this time the reader should note that the range on each 
of the three factors is approximately one standard deviation above 
and below the mean. The range for factor I is -.71 to 1.17; the 
range of factor IV is -.9 to .87; the range of factor Vis -.7 to 
1.1. The present author concludes that there is a large amount of 
variability between classes in the average perception of the class-
room climate. 
Missing Data 
In any study of naturalistic settings, e.g. classrooms, a 
certain amount of missing data or incomplete cases should be 
expected. Missing data occurs primarily due to a lack of control 
over the classroom situation. As more observations on each subject 
are made, the chances of losing data increase. In educational 
settings missing data commonly ranges between 30% and 40% of the 
subjects, i.e. between 30% and 40% of the subjects will be missing 
at least one piece of information. 
Several factors should be considered in determining if this 
amount of incomplete data is acceptable: (a) the number of observa-
tions made on each subject, (b) the number of different occasions on 
which subjects are observed, (c) the difficulty of retesting the 
students on whom data is missing, e.g. self-administered paper and 
pencil tests would be easier to obtain on retesting than individual 
IQ tests, (d) the number of subjects to be tested. As a, b, and d 
increase the number of students with missing data will probably 
increase. 
For example, the reader should expect a much lower proportion 
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of cases with missing data from a study which collects one paper and 
pencil test score on each of 50 students, than a study which collects 
highly idiosyncratic data on five occasions from 1000 students. The 
first study has 50 chances to lose an observation, with the possibility 
of at least one retesting. The second study has 5,000 (five occasions 
times 1,000 students) chances to lose an observation, with little 
possibility of retesting because of the idiosyncratic testing 
situations. 
The present study tested students on three or four different 
occasions (ability test, CES test, pretest, and posttest). Data on 
the three ability tests were collected on the same occasion. Since 
most students would be present for the entire testing period if they 
were present at all, these three observations should be considered 
as one observation. Data was collected on 541 students. Because 
the ability tests were timed, they would be difficult to retest. 
Posttests would be moderately easy to obtain on retest; CES would be 
very easy to obtain on a retest. 
An estimate of the upper limit for a response rate for the 
present experiment can be obtained by observing a single classroom 
of 20 students. If any of these students are absent on a testing 
day, then their data will be lost. If 19 out of the 20 students in 
this class were present for all three testing occasions, then the 
result would be missing data on three of the 20 students, i.e. 15%. 
Two additional factors should be considered: (a) Most teachers used 
the posttest score for the students grade; so students were more 
likely than average to attend class on this day. (b) Once an 
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ability test was missed, it would be extremely difficult and unlikely 
that the teacher would take the extra time to retest the student. 
These two factors probably balance out with each other. So that, an 
upper limit on the expected response rate should between 85% and 90% 
(assuming the teacher collects all of the posttests.) 
The upper limit described above assumes an absenteeism rate on 
any normal class day of 5%. Absenteeism in public schools for any 
normal day can be as large as 25% to 30%. The larger the absenteeism 
rate in a school, the greater the probability of missing data. The 
same logic can be used to estimate a lower limit for response rate. 
With an absenteeism rate of 20% per day, four students from the 
above class are expected to be absent on any given day. This yields 
an overall ressponse rate between 40% and 50%. The response rate 
for each teacher is presented in Table XXI. 
Missing data occurred in the present study for four reasons: 
the first two reasons discuss missing dependent variables, the 
second two reasons discuss missing independent variables. 
Students Who did not Begin the Unit of Instruction. One-
hundred and four students in six classes who began the study did not 
begin the instructional unit because there was not enough time left 
in the school year for three weeks of instruction. The independent 
variables were collected for these students, but no dependent 
variables were available since the students never began the instruc-
TABLE XXI 
MISSING DATA BY TEACHER FOR THE INITII,:, LEARNING SAMPLE 
-------------------------------------------------------------------------------------------------------
1. Classes which 
began study 
2. Total of students 
jn study 
3. Classes 'in study 
after adjus~ents* 
(N~sos students) 
4. ClasGes which 
bc•J"-n unit 
5. Students who 
L'''Jan unit 
6. Slud<·nts who 
finished unit 
1. Students who took 
.tl.>1l1 ty tests 
8. Studcnts who took 
CES test 
9. SLuJcnts who took 
aGtlity and CES teat 
10. Students who took 
unit test 
11. Students with 
complete data 
12. ~ of students with 
c0mplete data who 
finished unit 
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*Two classes were dropped from the analysis. Class 682 (N•14) was dropped because of missing data. 




The two teachers involved taught six classes: both teachers 
were in the control group. Teacher #2 taught five classes (82 
students)~ all of these classes received a pretest, but did not 
start the unit of instruction because the term was about to end. 
Teacher #6 taught three classes~ one of these classes (22 students) 
did not have enough time remaining in the school year to complete 
the instructional unit. Because this class was in the control 
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group, it was scheduled to receive a pretest. However, teacher #6 
misunderstood the purpose of the control group, and did not administer 
the pretest to this class because it would not receive the unit of 
instruction. No pretest scores were available for this group. 
All six of the above classes were dropped from the regression 
analysis because they lacked dependent variables. When a dependent 
variable is missing, the only choice open to the experimenter is to 
drop that case from the analysis. These students were dropped from 
the analysis due to the length of the school year. This was not 
related to performance on the unit of instruction, but may be 
related to the ability level of the classes. This loss of subjects 
is regretable, but can probably be considered a random event, since 
it was not related to the instructional treatment the students would 
have received. 
Students Who did not Finish the Unit of Instruction. The 
second reason for draping students from the analysis is also related 
to the time of year whe the experiment was conducted. In general 
high schools in Massachusetts have the policy of letting high school 
seniors who have jobs leave school during the third or fourth week 
in May. Unfortunately, many of the classes were just finishing the 
unit of instruction at this time. So that, most of the seniors (35 
out of 42) in the present study, left school before the unit of 
instruction was completed. This loss affected three of the eight 
teachers (#1, #4, and #7) who finished the unit of instruction. 
(See line 6 of Table XXI.} All three teachers were in the 
experimental group. 
High school chemistry is generally a junior level course. 
However, 16.3% of the high school students in the sample (61 out of 
375} were seniors, and 13.3% of the high school students in the 
sample (50 out of 375) were sophomores. Classes with many seniors 
usually had few sophomores and vice versa. Seniors who were missing 
a posttest were dropped from the analysis. The loss of these 
seniors from the analysis is not related to the unit of instruction, 
but to school policy. There was no reason to believe that seniors 
behave differently on a unit of instruction than juniors~ so the 
present author concluded that this loss of subjects was a random 
event that did not affect the generalizations of the study. 
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Two students left school without completing the unit of instruc-
tion (one student from teacher #7 and one from teacher #6}. See 
line 6 of Table XXI. It is not known why these students left 
school, but they are such a small percentage of the total sample, 
that they do not pose a threat to the generalizability of the 
present study. 
Students Systematically Missing Independent Variables. In 
general there was no systematic trend among classes missing inde-
pendent variables. (See lines 7, 8 and 9 of Table XXI.) Some 
classes had more students present for ability testing while other 
classes had more students present for the CES. However, the pattern 
of missing data for two teachers was suspicious. For teacher #5, 11 
more students took the CES than the ability test, and for teacher 
#8, 27 more students took the ability test than the CES. The 
average discrepancy between students taking the CES and Ability 
tests for the remainig seven teachers was a difference of 1.9 
students per teacher. 
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The present author examined the CES and ability scores of the 
three classes taught by teacher #5. Class 353 did not present a 
problem: of the 18 students who took the CES, 16 students had taken 
the ability tests. Classes 351 and 352 were the classes contributing 
to the discrepancy observed above. 
In Class 351, 16 out of 20 students completed the CES, and 15 
out of 20 completed the ability tests. However, only 11 students 
completed both the ability and CES tests. This is not a systematic 
error, but the normally expected result. A total of nine students 
were absent on either testing day, and each student was absent only 
once. 
In Class 352 only 11 out of the 20 students who took the CES 
also completed the ability tests. This discrepancy was attributed 
to a low response rate for the ability tests: only twelve students 
out of the 22 in class completed the ability tests. 
Class 352 looks suspicious: did something systematic cause 
45% of the class to be absent on the day the ability test was 
administered? No systematic influences were found to explain this 
high absentee rate. All three classes of teacher #5 received the 
ability tests on the same day, Friday, March 17 (St. Patricks day). 
Absentee rates in the other two classes were 20% and 25%. All three 
classes have approximately the same ability level, and class size. 
The present author concluded that the 45% absentee rate was a chance 
fluctuation, which could not be reduced by retesting. 
The independent variable response rate for teacher #8 also 
looked extremely suspicious. In class 681 only 55% of the class (16 
out of 29) completed both the ability test and the CES. In class 
682 only 21% of the class (3 out of 14) completed both the Ability 
and the CES tests. In class 683 only 56% of the class (14 out of 
25) completed both the Ability and CES tests. In all three classes 
this low response rate is due to a very low response rate on the 
CES. The average response rate for these three classes was 49.7%~ 
the average response rate for all classes to the CES was 81.7% 
(see Table XXII) • 
The present author suggested that the low response rate for the 
CES in these three classes was due to the low reading ability of 
these classes. The present author suggested that the students were 
present for the test but were unable to read and follow the directions 
for the CES. These conclusions are based on: (1) All of the 
students in these three classes have been diagnosed as learning 
disabled. This implies a reading level below average for their 
grade. (2) The teacher read all of the questions on the CES aloud 
to the students in each class. She did this in response to a 
specific request from students in class 682. (3) ~~st of the 
students in the three classes were unable to use the answer sheets 
provided, and wrote their answers directly on the test booklet. 
Even using these procedures many of the students were unable to 
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TABLE XXII 
THE RESPONSE/ABSENTEE RATE FOR ALL INDEPENDENT AND DEPENDENT VARIABLES 
Percentage of Students Completing Each Test 
Class Class Culture V-1 and Retention 
number size Fair V-2 CES Pretest Post test Test 
Experimental Group 
111 17 82.4 58.8 82.4 76.5 58.8 
112 19 94.7 94.7 94.7 100.0 89.5 
113 18 88.8 88.9 72.2 88.9 88.9 
114 16 93.8 93.8 87.5 75.0 75.0 
1 31 12 91.7 91.7 83.3 91.7 50.0 
141 14 71.4 71.4 71.4 78.6 64.3 
271 23 95.6 95.6 87.0 52.2 56.5 
272 26 100.0 100.0 88.5 61.6 o.o 
273 26 96.1 96.1 100.0 73.1 o.o 
681 29 96.7 100.0 55.2 69.0 90.0 
682* 14 85.7 92.9 28.6 92.9 92.9 




121 16 81.2 81.2 87.5 62.5 o.o 
122** 17 76.5 0.0 58.8 35.3 o.o -
123 14 100.0 100.0 78.7 50.0 o.o 
124 16 93.8 93.8 81.2 81.2 o.o 
125 19 73.7 73.7 78.9 63.2 o.o 
351 20 75.0 75.0 80.0 95.0 90.0 
352 22 54.4 54.5 90. 1 90.9 81.8 
353 20 80.0 80.0 90.0 90.0 85.0 
461 20 100.0 100.0 100.0 95.0 100.0 
462** 22 86.4 o.o o.o 
463 18 94.9 94.9 83.3 88.9 94.9 
591 25 96.0 96.0 96.0 88.0 96.0 
592 24 87.5 87.5 91.6 87.5 100.0 
593 24 100.0 100.0 91.6 100.0 100.0 
594 25 88.0 88.0 100.0 96.0 88.0 
Group Average 
Total Average 
* Class 682 was dropped from the analysis due to missing data. 
** Class 122 was not given V-1 and V-2 because the teacher did not have 
time to complete these tests. 
***Class 462 was dropped from the analysis because the did not have time 
to begin the unit of instruction. They also did not complete a 
pretest as planned. 
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complete enough of the CES for the present author to score the form. 
(4) Class 682, which had the lowest CES response rate (21%) also had 
the lowest verbal score of all the eighth grade classes. (5) 
Despite all these problems, all three classes scored as well on the 
posttest as the control group eighth grade classes, and all three 
classes were within four points on the posttest of three high school 
classes. 
Class 682 had complete data on three students out of 14. With 
such a low response rate, it seems appropriate with the problems 
listed above, to drop class 682 from the analysis. The present 
author believed that this is too few cases to base a class average 
on, and that there was no way to know how representative these scores 
are of the general sample. Dropping this class imposes some limita-
tion on generalizations, but this is preferable to the muddy inter-
pretation that could result from including this class in the analysis. 
The response rates on the CES of the other two classes were 
low, but there was not sufficient evidence to drop them from the 
analysis. Their posttest performance was surprisingly good. There 
may be some bias in the subjects who completed the CES. For example, 
if reading was a problem, then the better readers may have been more 
likely to complete the CES. However, the teacher did read the CES 
to all students. Since you could expect a 20% to 25% absentee rate 
the bias is probably not very great. This leaves approximately 20% 
of the classes who could not or would not (due to frustration) 
complete the CES. The present author believed this was a reasonably 
small bias, and the possibility existed that most of the missing CES 
forms were due to a legitimate absence. 
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Unknown Sources of Missing Independent Variables. This section 
discusses the general issue of missing independent variables. The 
previous discusion of response rates and the data of Table XXI give 
the reader the impression that much more data was missing than was 
actually the case. Table XXIII gives a much clearer picture of 
missing independent variables than Table XXI does. For example, of 
the 2,164 observations made on the 541 subjects, only 195 observations 
were missing, i.e. 13.6% of the independent variables. However, 144 
subjects were missing at least one independent variable. That is 26% 
of the sample was excluded from the analysis due to a missing value. 
However, some of these subjects were also dropped due to a missing 
dependent variable. 
Missing Data on the Retention Test. Table XXIV presents an 
analysis of the missing data for the retention sample; this analysis 
is similar to the analysis of Table XXI. Two types of data are 
missing: (1) missing dependent variables, and (2) missing independent 
variables. Missing dependent variables are usually more serious 
because there is no way to estimate these missing scores. 
In the original experimental group only 162 out of 239 
subjects were available at the time of the retention test. When 
class 682 was dropped from the analysis this proportion became 148 
out of 225 students. (The reasons for dropping this class were 
discussed previously.) So, for the adjusted sample, only 65.7% of 
the students were available at the time of the retention test. 
Students were not available for the retention test for two 
reasons: (a) Teacher #7 did not have time to administer the retention 
TABLE. XXIII 
THE FREQUENCY OF MISSING INDEPENDENT VARii~LES FOR EACH CLASS 
Subjccto Hinsing O~t~ on the 
Clns3 t Class Size Only the CES Cnly the Only V-1 Only V-2 Only on Doth 'All 1\bility Iloth CES Tot.!!l of ~ny 
Culture Fair v-1 lind v-2 Tests end Ability Xissing Oato 
~p~ri~ent~l Grou2 
111 17 2 0 0 3 0 3 g 
112 19 0 0 0 0 0 0 1 
113 18 4 0 0 0 0 1 6 
1 1 4 16 1 0 0 0 0 0 1 2 
131 12 2 0 0 0 0 1 0 3 
H1 14 0 0 0 0 .0 0 4 4 
271 23 3 0 0 0 0 1 0 4 
272 26 3 0 0 0 0 0 0 3 
273 4:6 0 0 0 0 0 1 0 1 
(C 1 29 u 0 0 0 0 Q 1 1J 
en• (14) (9) (I) 0 0 0 0 (1) (11) 
6()) 2S 9 0 0 0 0 0 2 11 
Gro·~? ':'otftl 225 36 0 0 3 0 7 11 57 
r.:e.l_lcot1on Str.o2k 
. 1 :z , 16 2 0 0 0 0 3 s 0 
122•• 17 (7)' 0 0 0 13 0 17 4 
123 14 3 0 0 0 0 1 4 0 
12-1 16 3 0 0 0 0 
, 4 0 
125 19 2 0 0 0 0 3 7 2 
):; 1 20 4 0 0 0 0 s 9 0 
3!i2 22 1 0 0 0 0 9 11 1 
353 20 0 0 0 0 0 2 4 2 
461 ~0 1 0 0 0 0 0 1 0 
~C2•u (22) (3) 0 0 0 0 (1} (5) (1) 
~~3 18 2 0 0 0 0 0 3 1 
591 25 , 0 0 0 0 1 2 0 
St~"' 2~ 2 0 0 0 0 3 s 0 .4
5')3 24 2 0 0 0 () 0 2 0 
SH 25 0 0 0 0 0 3 3 0 
Croup Totol. ;:oo 23 0 0 0 1l 30 76 10 
Grnr.d Total 505 59 0 0 ;J 13 37 21 133 
)' 
•c1n~~ 6S2 ~n3 ~roppcd fr~ the analvsi~ ~ue to mi~oinq ~ata. • •t:t1!'\C of the stu~~nts in this c~~ss receive<S v-1 or v-2. 
c 
\. 
•••class ~62 vas dropped from the analysis bccnuso ~ney never bc9an the unit of instruction. 
TABLE XXIV 
HISSING. DATA. BY CLASS FOR THE RETENTION Sfu.".PLE 
---- -------------------------------- .. ------------------
Cl~~q_Y._:~~~ 
Sam1•le 
111 112 113 114 131 141 271 272 273 681 632 683 TOt··l ------- ---------------------------------- .. -------------------------------- -· 
Taught by teacher no. 3 4 7 7 7 8 
Stut.lents in each clae<s 17 19 18 16 12 i4 23 25 26 29 
Students who began unit 17 19 18 16 12 14 23 26 26 2'3 
StuC.ents who were 
gra•Ju,,ting seniors* 4 0 2 4 5 9 (9) (6) 0 
Student:s available for 
ret ent i0n test 13 19 16 12 7 13 14 0** 0** 29 
Studconts who took 
retenti0n test 10 17 16 12 6 9 13 0 0 26 
Students IJith 
co~pl~te data 6 16 11 11 4 5 11 0 0 14 
·' of students with <;:orr-.pletc d,, ta who 
W~re av.ulable for 
retention test 46 84 68 92 57 38 79 0 48 
• Gr:a<1•~ilting seniors custo=rily leave school to take jobs during X"Y· 
•• The:;"' t~o.·o classeo completed the unit of instruction but did not have time to take the ret~ntion test. 
***Class 682 was dropped from the analynis. ·The mean value for all classes was 62.1% with a s.d. of 18.9\. 
(8) 8 
(14) 25 225 
(14) 25 .<:2'5 
( 0) 0 25 
(14) 25 148 
( 13) 20 129 
(3) 12 90 




test to two of his classes: classes 272 and 273. This happened 
because the school year was ending. This accounted for a loss of 52 
students. (b) Twenty-five seniors who began the unit of instruction 
were excused from class to find employment, and thus were not avail-
able at the time of the retention test. 
Nineteen of the 148 (12.8%) students who were available for 
the retention test were absent the day the test was given. So that 
only 129 students in the adjusted sample (57.7%) actually took the 
retention test. 
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The other type of missing data was missing independent variables. 
As discussed previously there was only one pattern to the missing 
independent variables; teacher #8 had a very low response rate for 
the CES. This was probably due to a low reading level. Other than 
this pattern, missing independent variables and missing dependent 
variables seem to be the result of absenteeism on the test date. No 
pattern or explanation for absenteeism was discovered. It seems to 
be a normal phenomenon; it may be more comon in some schools than in 
others. But it was not related to the treatment. 
The percentage of students in each class that were used in the 
retention analysis ranges from 38.4% to 91.6%; the overall class 
average was 62% of each class was used in the analysis, and 60.8% of 
all students who were available for the retention test were used in 
the analysis. That is, 39.2% of the students were missing at least 
one independent or dependent variable. 
The present author is concerned about this high percentage of 
missing data, but the loss of information appears to be random, and 
is probably the result of doing research in naturalistic settings 
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like schools. ·The present author concluded that the missing informa-
tion in the present study was the result of random patterns of 
absenteeism in classrooms, and warns future researchers to be wary 
of too many testing occasions. 
Demographic Characteristics of the Sample 
Table XXV presents the demographic characteristics of the experi-
mental group, control group and the combined adjusted sample. The 
data for the two classes which were dropped from the analysis {class 
682 and class 462) were not included in this table. The majority of 
the information is self-explanatory. However, the reader should note 
the large number of no-information responses for race, LD and ESL. 
The author did not receive this information from two teachers who 
taught a total of 180 students. 
Table XXVI presents the average value of the dependent and 
independent variables for the experimental, control group, and total 
adjusted sample. The reader should note that many of the independent 
variables were perceptibly different for the two groups. 
Demographic Characteristics of Teachers 
Table XXVII presents the demographic characteristics of the 
nine teachers who participated in the study. All of the teachers 
had a masters degree. All of the teachers were white. There was a 
wide range on all of the variables in Table XXVII. Age ranged from 
29 to 50; the average age was 33.1. Years of teaching ranged from 2 
to 20 with an average years of teaching experience of 9.8 years. 
Years of teaching chemistry ranged from one year to 20 years; the 
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TABLE XXV 
SAHPLE DEMOGRAPHIC INFORMATION 
Experimental Control Total 
Group Group Sample 
Adjusted 
Total 225 220 505 
Sex 
Male 94 137 231 
Female 129 137 266 
No 
Information 2 6 8 
Age 
13 31 61 92 
14 23 34 57 
15 7 30 37. 
16 84 89 173 
17 60 45 105 
·18 10 8 18 
19 0 2 2 
20 and over 1 1 2 
No 
Information 9 10 19 
Average 15.7 15.2. 15.4 
Grade 
8th 54 98 152 
10th 9 41 50 
11th 121 121 242 
12th 41 20 61 
Race 
White 199 98 297 
Black 12 1 13 
Other 11 1 12 
No 
Information 3 180 183 
L.D. 55 1 56 
No Information 0 180 180 
ESL 13 5 18 
No Inforrr.ation 0 180 180 
TABLE XXVI 
MEAN AND STANDAPD DEVIATION OF ALL INDEPENDENT AND DEPENDENT VARIABLES 
FOR THE EXPERIHENTAL GROUP, REPLICATION GROUP AND COMBINED MODELS 
Experimental Group Replication Group Combined Sample 
Variable Mean S.D. N He an S.D. N Mean s.o. 
Total Sample 239 302 
students 
Dropped* 14 22 
}',r3j\.tsted 
Total 225 280 
Pretest 12.10 4.88 231 
Posttest 23.65 6.31 166 21.41 6.76 184 
Retention 
Test 21.42 4.88 129 
Factor 2 .268 ,653 168 -.188 .827 204 .018 .786 
l''actor 3 .086 1.126 168 -.053 .844 204. .010 .980 
(Factor 2 + 
Factor 3) .354 1.240 168 -.241 1.128 204 .028 1.299 
1-'ai.c ....... Q. 114.3 14.95 208 105.6 17.3 240 109.6 16.8 
v-1 9.56 5.03 205 9.43 3.76 227 9.49 4.40 
V-2 9.15 3.23 206 7.51 2.96 227 8.29 3.19 




Involvement 5.4 2.8 179 4.1 2.5 245 4.7 2.7 
Affiliation 6.4 2.5 179 6.5 2.3 245 6.5 2.4 
'l'eacher 
Support 7.2 2.0 179 6.1 2.4 245 6.6 2.3 
Task 
Orientation 8.1 1. 5 179 7.3 1.8 245 7.6 1.7 
Competition 5.6 1.8 179 s.s 1.8 245 5.5 1.8 
Order and 
Organization 7.7 2.2 179 5.2 2.4 245 6.3 2.6 
Rule Clarity 7.2 2.0 179 6.2 2.3 244 6.6 2.2 
Teacher 
Control 3.8 2.0 179 4.3 2.6 245 4.1 2.4 
Innovation 4.4 2.4 179 4.7 1.9 245 4.5 2.1 
Fourth 
Quarter grade 76.4 13.9 160 79.6 12.7 195 78.1 13.3 
Final Grade 80.8 11.1 147 79.9 10.7 196 80.3 10.8 

























*The 14 students ir. the experimental group were dropped from the analysis because of missing 
independent variables. The entire class was dropped fro:n the analysis. The 22 students in 
the control group were in a class which never collected any dependent variables due to lack 
of time remaining in the school year. 
TABLE XXVII 
THE DEHOGRAPHIC CHAR/',CTERISTICS OF 'l1IE 































average was 7.3 years. The number of credits beyond the bachelors 
degree ranged from 30 credits to 90 credits; the average number of 
credits was 54.6. The present author's impression was that these 
teachers had better academic credentials than the average teacher, 
and they may have been the better teachers in their school. (No 
evidence was collected on this point.) 
Sample Data Averaged Across Teachers 
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Table XXVIII presents the data on the dependent and independent 
variables averaged across each teacher. The average posttest per-
formance across teachers is fairly consistent; however, differences 
between teachers are apparent. The classes of the eighth grade 
teachers were surprisingly consistent (18.0 versus 17.1) in posttest 
performance. The most surprising aspect of Table XXVIII is the 
comparison between retention scores and posttest performance. Very 
little information was forgotten; this was consistent across teachers. 
The other surprising finding was the degree of prior knowledge some 
classes showed at the pretest. The expected pretest score was 10.0. 
The classes of two teachers did much better than chance (Teacher 5 
and Teacher 6) • 
Tables XXIX, XXX and XXXI present an analysis of the demographic 
characteristics of the classes taught by each teacher, and the average 
value of the raw data for each teacher. These tables are included 
in Appendix H. This data is include so that the reader can judge 
how closely these classes resemble classes he might be interested in. 
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TABLE X1.VIII 
THE INDEPENDENT M'D DEPENDENT VARIABLES FOR EACH TEACHER 
Teacher Number 
r:x,eeri::tental Grouo Be,2lication Grou,e 
Group Group 
Variables 1 3 4 7 8* Total 2 5 6** 9 Total 
l~umber of 
classes 4 1 3 2 11 5 3 2 4 14 
Students 
per teacher 70 12 .14. 75 54 225 82 62 38 98 280 
Pretest 
Mean 10.2 15.0 16.4 9.8 12.1 
N 48 57 35 90 230 
Posttest 
Mean 23.6 21.9 29.8 27.3 17.8 23.~ 23.6 29.1 17.1 21.4 
N 60 11 11 47 37 166 0 53 37 94 184 
Retention 
Mean 22.6 21.5 24.3 22.1 19.2 21.4 
N 55 6 9 13 46 129 • 
Factor 2 
Mean .22 .16 .61 .19 .44 .27 -.35 -.06 .52 -.43 -.19 
N 52 9 10 67 30 168 46 38 34 86 204 
Factor 3 
Mean .so .04 1.03 .34 -1.60 .09 -.17 .26 .62 -.40 -.os 
N 52 9 10 67 30 168 46 38 34 86 204 
Factor 1 
Mean .18 .28 1.17 -.sa 1.03 .09 .34 .12 -.19 -.43 -.09 
N 52 9 10 67 30 168 46 38 34 86 204 
Factor 4 
Mean .48 .19 -.87 .53 .64 .43 -.17 .04 -.21 -.73 -.37 
N 52 9 10 67 30 163 46 38 34 86 204 
Factor 5 .07 -.49 -.21 -.12 -.14 -.09 -.42 -.42 -.31 .69 .o'i 
Mean 52 9 10 67 30 168 46 38 34 86 
N 204 
*One class (#682) taught by teacher 8 was dropped from the analysis due to missing 
independent variables. 
**One class (#462) taught by teacher 6 was dropped from the analysis due to missing 
pretests. 
Sample Data Averaged Across Classes 
Tables XXXII, XXXIII and XXXIV present the student data on the 
independent and dependent variables averaged across classes (see 
Appendix I). It is included for comparative purposes only. 
First Order Correlation Coefficients for all Variables 
Tables XXXV, XXXVI, and XXXVII present the first order correla-
tion coefficients for all cases, for the experimental group, and the 
control group. Correlation coefficients for all the variables 
collected in the study were calculated. These correlations use all 
of the available information by using estimates of the covariances. 
These tables are contained in Appendix J. The principle reason for 
including these tables is to illustrate the large degree of multico-
linearity between variables, and to provide basic descriptive 




Preliminary Analysis: An Internal 
Validity Check 
The purpose of the present study was to test different explan-
atory models of classroom learning. Before these models of learning 
could be tested, it was necessary to show that learning had occurred, 
and that the observed learning was a result of the unit of instruc-
tion. That is, the internal validity hypothesis (HIV) suggested 
in Chapter I had to be rejected. HIV states that 
The experimental group which received three weeks of 
instruction on a chemistry unit, performed no better 
on a test of initial learning than the control group 
which received no instruction on the experimental unit. 
The Research Design section of Chapter III demonstrated that 
three null hypotheses needed to be rejected in order to reject 
HIV" These hypotheses were referred to as null hypothesis A, B, 
and C. 
HA: There is no difference between the initial learning 
(test 1) of the experimental group, which has re-
ceived an average of 459.5 minutes of instruction, 
and the control group which has received no instruc-
tion on the experimental unit. 
HA was tested with a t test for independent groups. The unit 
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of analysis for this test was the average test score of the students 
pooled over teachers. The teacher was selected as the unit of 
analysis because students within classes were not independent of 
each other, and classes taught by the same teacher were not inde-
pendent of each other. The t value for this hypothesis was 3.28 
with 6 d.f. The observed significance level for this test was .017. 
Thus null hypothesis A was rejected. It was concluded that the 
experimental group learned more than the control group. 
However, null hypotheses B and C also must be confirmed before 
it can be concluded that the instruction provided was the cause of 
the observed learning. Null hypothesis B is a comparison between 
the pretest and posttest scores of the control group. The teacher 
was also the unit of the analysis for this comparison. The appro-
priate test statistic is the Fisher randomization test or the second 
best choice is the Wilcoxin test. These non-parametric tests were 
selected because the homogeneity of variance assumption of the 
paired t test could not be met. Null hypothesis B states that: 
H • a· There is no difference between the initial 
learning (test 2) of the control group, i.e. 
posttest performance, and the pretest (test 1) 
performance of the control group. 
The pretest and posttest average scores of three teachers were 
available to test this comparison. The limited number of teachers 
makes it extremely difficult to test this hypothesis. The randomiza-
tion test calculated the observed significance level at .125~ 
however, the reader should note that this is the smallest significance 
level possible with only three teachers. That is, there was only 
one chance in eight that all three posttest averages would exceed 
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all three pretests. The binomial test gives the same conclusion. 
There were too few degrees of freedom to apply the Wilcoxin test. 
Additional information can be used to rule out the null hypo-
thesis of no pretest-posttest difference. Nine classes completed both 
the pretest and the posttest. For all nine classes the posttest class 
average was at least six points higher than the pretest class average. 
The reader should note that these class averages were not independent. 
At the student level, nine out of 139 students with complete data 
did worse on the posttest than on the pretest. An additional 14 
students only gained between one and three points at the posttest. 
However, the remaining 116 students with complete data, gained at 
least four points on the posttest. The maximum gain was 25 points. 
With this additional evidence the present author was willing to 
conclude that the students in the control group had higher posttest 
scores on the average than pretest scores. 
Hypothesis C tests the o3 - o4 versus o6 - o4 compari-
son suggested in the Research Design. This comparison could not be 
tested directly because there was no way to match the experimental 
and control group teachers. So, this comparison was tested by 
comparing the posttest performance of the experimental and control 
groups. If there was no effect of testing, selection or mortality, 
then these two groups should have approximately equal posttest 
performances. He states that: 
The posttest means (test 1) for the experimental group 
teachers will not be equal to the posttest means (test 2) 
of the control group teachers. 
He was tested using a t test for independent samples. The t 
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value calculated was .345~ with six degrees of freedom, the observed 
significance level was .37. The present author concluded that there 
was not enough evidence to reject null hypothesis C, and it was 
concluded that the posttest performance of the experimental and 
control groups was approximately equal. 
Since all three internal validity checks were confirmed, the 
present author concluded that the students learned during the unit 
of instruction, and that this learning was caused by the unit of 
instruction. 
Factor Analysis 
The present study conta~ned 15 independent variables: the nine 
CES scores, four I.Q. scores from the Culture Fair Test, and two 
Vocabulary scores (Ekstrom, et al., 1975) These 15 scores were factor 
analyzed for two reasons: (a) a factor analysis will reduce the 
number of independent variables to be tested, and thus increase the 
number of degrees of freedom available for the error term. (b) A 
factor analysis will eliminate any redundancy between the independent 
variables~ Cohen and Cohen (1975) and Cronbach (1975) both support 
the idea of using factor analysis in conjunction with regression 
analysis. 
A maximum likelihood factor analysis of all cases pooled was 
performed on the above independent variables. (N = 375) Factor 
selection was limited to variables with eigenvalues (characteristic 
roots) greater than 1.00. Initial communality estimates were 
squared multiple correlations. 
This analysis selected five factors which accounted for 49.51% 
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of the total variance (common variance) of the correlation matrix. 
(The unrotated factor matrix is contained in Table XXXVIII, Appendix J.) 
However, only approximately 64% of the total variance was reliable 
variance. (See Appendix J for this calculation.) The remaining 36% 
of the variance should be considered random error. Thus it can be 
seen that the five factors account for most of the reliable variance 
available. (See Appendix J for a replication of the above factor 
structure.) 
The five factors were rotated to simple structure using the 
varimax rotation with gamma equal to 1.00. The rotated factor 
matrix is contained in Table XXXIX. Factor scores were calculated 
for each subject; the factor coefficients are in Table XL, Appendix 
J. The factor scores used in the experimental and control group regres-
sion analysis were calculated from these factor score coefficients. 
Hypothesis One 
Null hypothesis one states that: 
General ability is not a significant predictor of initial 
classroom learning when differences in initial classroom 
learning have been adjusted by a set of covariates. That 
is I = 0. Model 1: L = COV +A 
A 
An analysis of partial variance was performed to test this 
hypothesis. Table XLI shows that the covariate set (Grade Level + 
Instructional Time +Class size) accounted for 29.1% of the initial 
learning variance in the experimental group. 
This proportion of variance was tested for significance with an 
F test; the calculated F value with 3 and 133 degrees of freedom was 
TABLE XXXIX 
ROTATED FACTOR MATRIX FOR THE INDEPENDENT VARIABLES* 
Variable Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Communality 
Student Involvement .6888 .082 -.114 .377 .044 .6368 
Student Affiliation .634 .013 -.062 .049 -.002 .4088 
Teacher Support .679 .071 .129 .225 -.148 .5559 
Competition .071 -.049 -.043 • 133 .274 .1017 
Order and 
Organization .205 .162 -.029 .749 .035 .6316 
Rule Clarity .176 -.096 .029 .433 .374 .3683 
Teacher Control -.175 -.135 -.144 .028 .964 1.0000 
Innovation .636 .064 -.090 -.188 • 1 61 .4775 
G1 .054 .624 • 115 .024 -.079 .4128 
G2 -.012 .521 .059 .024 -.091 .2835 
G3 .019 .566 .063 .055 -.027 .3288 
G4 .113 .545 .156 .003 -.013 .3348 
v-1 -.134 .200 .962 .003 -.084 .9904 
V-2 -.010 .330 .601 .039 -.124 .4870 
Eigenvalue (VP) 1. 885 1. 501 1.400 1.392 1.249 7.427 
Total Variance 
Accounted For 12.57% 10.01% 9.33% 9.28% 8.33% 49.51% 
Common Variance 25.38% 20.21% 18.85% 18.74% 16.82% 100.00% 
Squared Multiple N 0 
Correlation .778 .661 .968 .722 .986 0 
TABLE XLI 
REG~SSION MODEL OF INITIAL LEARNING FOR THE EXPERIMENTAL AND REPLICATION GROUPS 
Experimental Group (N = 137) Replication Group (N 
2 2 2 Power at R2 2 2 SET R sri pri KA K F Alpha a=.05 sri pri KA K F B B 
Covariate (133)* 
Set .291 3 18.26 .ooo .99 ,486 3 45.7 
Ability (131) (143) 
Set .389 .098 .138 3 2 10.53 .ooo ,99 .577 .091 .176 3 2 15.32 
CE (128) (140) 
Set .458 .069 .113 5 3 5.43 .002 .94 ,600 .024 .056 5 3 2.76 
(A X CE) (122) (134) 
Set .504 .046 .085 8 6 1.89 .090 .71 .622 .021 .053 8 6 1.25 
(G X CE) (119) (133) 
Set .504 .ooo .001 14 2 .04 .999 .02 .639 .017 .045 12 3 2.09 
(COV X R) (112) (128) 
Set .566 .063 .126 12 12 1.34 .210 .77 .653 .031 .051 12 8 1.45 




















18.260. The observed significance level was less than .0001. The 
power of this test was greater than .99. The present author concluded 
that the covariate set accounted for a significant proportion of the 
initial learning (L) variance. That is, the covariate set removed 
29.1% of the irrelevant initial learning variance from the analysis. 
Thus, the covariate set was very effective in removing some sources 
of irrelevant information from the analysis. 
The ability set (Factors 2 and 3) accounted for an increment of 
9.8% of the total initial learning variance (sR2A). This 
increment was tested with an F test. An F of 10.53 with 2 and 131 
degrees of freedom had an observed significance level less than 
.0001. The power of this test was .987. So, it was concluded that 
the Ability set accounted for a significant proportion of the total 
initial learning variance. 
However, the initial learning variance (L) was adjusted for 
differences in the covariates. This adjustment removed 29.1% of the 
initial learning variance from the analysis. A more suitable 
measure of the relationship between ability and initial learning is 
2 the squared partial correlation coefficient pR A" (specifically, 
2 
pR YA.cov>· As mentioned previously both A andY were adjusted 
for differences in the covariates. 
2 For the present analysis pR A equals 13.8%; that is, the 
ability set accounted for 13.8% of the adjusted initial learning 
variance. Since the same significance test is used, for both the 
partial and semipartial correlation this proportion is also significant. 
Thus, it was concluded that H1 was rejected and that the Ability set 
accounted for 13.8% of the covariate adjusted initial learning variance. 
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That is, when grade level, instructional time and class size were held 
constant, student ability accounted for 13.8% of the variance in 
initial learning. 
Replication of Hypothesis One 
Hypothesis one was also tested using the control group data. 
The major difference between these tests was that the control group 
received a pretest. No evidence was found to support the hypothesis 
of a pretest effect. Nevertheless, the reader should be aware that 
these were not exactly comparable groups. However, an educationally 
significant result should be capable of replication in spite of 
this limitation. When results are not replicated, it casts doubt on 
the stability and generalizability of the findings. 
An analysis of partial variance was also performed on the 
control group data. Table XLI shows that the covariate set accounted 
for 48.6% of the total variance of initial learning. This R2 was 
tested with an F test with 3 and 145 degrees of freedom. F equals 
45.7. The observed significance level was less than .0001, and the 
power of the test was .999. It was concluded that the covariate set 
is effectively adjusting the initial learning variance. The reader 
should note that the covariate set accounted for alrnest twice as 
much of the initial learning variance in the control group as it did 
in the experimental group. (This could be due to the greater number 
of eighth grade students in the control group sample.) 
The ability set accounted for an increment of 9.1% of the total 
initial learning variance, or 17.6% of the covariate adjusted 
initial learning variance. With 2 and 143 degrees of freedom the 
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calculated F value of 15.32 had an observed significance level less 
than .0001. The power of this test was .999. It was concluded that 
ability accounted for a significant proportion of the covariate 
adjusted initial learning variance, and H1 was rejected. 
Student ability was confirmed by both analyses as a significant 
predictor of covariate adjusted initial learning. The magnitude of 
this relationship is approximately the same in both samples 13.8% of 
the experimental group, and 17.6% in the control group. Thus 
student ability was concluded to be a significant and stable determi-
nant of initial classroom learning. 
Hypothesis Two 
Null Hypothesis Two states that: 
The classroom average of the perceived psycho-social 
classroom environment is not a significant predictor 
of initial classroom learning when initial classroom 
learning has been adjusted for general ability and a 
set of covariates. ICE = 0. 
An analysis of partial variance was performed to test this null 
hypothesis. The CE set (factors 1, 4, and 5) was added hierarchically 
to model 1, i.e. the regression model tested under hypothesis one. 
The new model (model 2) states that L = COV + A + CE. 
When the CE set was added to model 1 for the experimental 
group, it accounted for an increment of 6.9% of the total initial 
learning variance (see Table XLI). Under model 2, the variance due 
to the covariate set and due to the ability set was removed from the 
initial learning variance, so that the classroom environment (CE) 
factor accounted for 11.3% of the adjusted initial learning variance. 
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The F value for this increment was 5.425 with 3 and 128 degrees of 
freedom. The observed significance level of this test was .002, and 
the power of the test was .935. Thus, the present author concluded 
that the average student perception of the classroom environment 
accounted for a significant proportion of the adjusted initial learning 
variance, and H2 was rejected. 
Replication of Hypothesis Two 
Null hypothesis two was also tested using the replication group 
sample. This hypothesis was again tested with analysis of partial 
variance based on model 2 stated above. When the classroom environ-
ment factor was added to model 1, it accounted for an increment of 
2.4% of the total initial learning variance, or equivalently, 5.6% 
of the adjusted initial learning variance. With 3 and 140 degrees 
of freedom the F value for this increment was 2.755. The observed 
significance level of this test was .046, and the power of the test 
was .667. Thus, the present author concluded that the class average 
of students' perception of the classroom environment accounted for a 
significant proportion of the adjusted initial learning variance, 
and H2 was rejected. 
The class average of students' perception of the classroom 
environment was confirmed by both analyses as a significant predictor 
of adjusted initial learning. However, the magnitude of this 
relationship varies for the two samples. In the experimental group 
the CE factor accounted for twice the proportion of adjusted initial 
learning variance as in the replication group. 
This discrepancy may be an artifact of the restricted range of 
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teachers and classes in the replication group. The replication group 
contained nine classes taught by three different teachers, and the 
experimental group contained 11 classes taught by five different 
teachers. Or this result may be an accurate picture of the stability 
of the CE factor. If so, then the CE factor is less stable than the 
ability factor. There is not enough evidence in the present study to 
select either alternative. The present author concluded that the 
CE factor is educationally significant, but that the magnitude of 
this relationship with initial learning is potentially variable. 
Hypothesis Three 
Null hypothesis three states that: 
The interaction of general ability and perceived classroom 
environment is not a significant predictor of initial class-
room learning when initial classroom learning has been adjusted 
for the classroom average of the perceived psycho-social 
classroom environment, general ability, and a set of covariates. 
1 (A X CE) = O. 
An analysis of partial variance was performed to test this 
null hypothesis. The (A X CE) set was added hierarchically to model 
2. This interaction set contained six variables: (factor 2 X Z1) 1 
(Z1 is the classroom average of factor 1; the Z notation was used to 
symbolize the classroom average)~ (factor 2 X Z4)1 (factor 2 X Z5)~ 
(factor 3 X Z1)~ (factor 3 X Z4)~ (factor 3 X Z5). Model 3 states 
that: L = COV +A+ CE + (A X CE). 
When the (A X CE) set was added to model 2 for the experimental 
group, it accounted for an increment of 4.6% of the total initial 
learning variance, or 8.5% of the adjusted initial learning variance 
(see Table XLI). Under model 3 initial learning was adjusted to 
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remove covariate, ability and CE differences. The F value for this 
increment was 1.885 with 6 and 122 degrees of freedom. The observed 
significance level of this test was .090 and the power of the test 
was .71. The observed significance level was higher than the .05 
significance level adopted by the present study. So the present 
author concluded that there was not enough evidence to reject null 
hypothesis three, i.e. the interaction between student ability 
and the classroom average of the students' perception of the class-
room environment does not account for a significant proportion of 
the adjusted initial learning variance. 
The reader should be cautious in failing to reject null hypothesis 3 
for the following reasons: (a) The observed significance level was 
fairly improbable; these results would occur only nine times out of 
100 ( one out of ten) by chance. (b) The power of the test was 
acceptable, but not overwhelming. There was a 71% chance of finding 
a significant result when it existed. (c) The interaction term 
accounted for 8.5% of the adjusted initial learning variance. This 
is an educationally significant amount. 
Replication of Hypothesis Three 
Null hypothesis three was tested on the replication group sample 
using analysis of partial variance and model three. When the (A X 
CE) set was added to model 2, it accounted for an increment of 2.1% 
of the total initial learning variance, or 5.3% of the adjusted 
initial learning variance. Under model 3 initial learning was 
adjusted for covariate, student ability and CE differences. The F 
value for this test was 1.251 with 6 and 134 degrees of freedom. 
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The observed significance level of this test was .28, and the power 
of the test was .50. The above test does not meet the .05 criterion 
of significance~ so the present author concluded that there was not 
enough evidence to reject null hypothesis 3. However, the reader 
should be cautioned again that the power of the test was low and there 
was only a 50% chance of finding a significant result when it existed. 
Both tests of null hypothesis 3 failed to reject this hypothesis. 
The power of both tests was low, and there was some evidence of an 
interaction in the experimental sample. For these reasons the present 
author suggested that more powerful research be directed at this null 
hypothesis. 
Hypothesis Four 
Null hypothesis four states that: 
The interaction of grade level and the classroom average 
of the perceived psycho-social classroom environment is 
not a significant predictor of initial classroom learning 
when initial classroom learning has been adjusted for the 
interaction of general ability and the classroom average 
of the perceived psycho-social classroom environment, the 
classroom average of the perceived psycho-social classroom 
environment, general ability, and a set of covariates. 
I(G X CE) = O. 
An analysis of partial variance was performed to test this null 
hypothesis. The (G X CE) set was added hierarchically to model 3. 
This interaction set contained three variables: (G X Z1) ~ (G X Z4) ~ 
(G X Z5). Model 4 states that: L = COV + A + CE + A X CE) + (G X CE). 
When the (G X CE) set was added to model 4 for the experimental 
group, it accounted for an increment of 0.05% of the total initial 
learning variance, or 0.1% of the adjusted initial learning variance 
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see Table XLI.). The F value for this increment was 0.040 with 2 
and 119 detrees of freedom. The observed significance level was 
1.0, and the power of the test was .015. The observed significance 
level was larger than the .05 significance level; so the present 
author concluded that there was not enough evidence to reject null 
hypothesis four. However, there was only a 1.5%.chance of finding a 
significant result with an effect this small. 
Replitation of Hypothesis Four 
Null hypothesis four was tested for the replication group using 
analysis of partial variance. When the (G X CE) set was added to 
model 3, it accounted for 1.7% of the total initial learning variance, 
or 4.5% of the adjusted initial learning variance (see Table XLI). 
The F value for this increment was 2.08 with 3 and 133 degrees of 
freedom. The observed significance level was .10 and the power of 
the test was .536. 
Since this test did not meet the .05 significance level, the 
present author concluded that there was not enough evidence to 
reject null hypothesis four. However, the reader should be cautious 
in failing to reject null hypothesis four for the following reasons: 
(a) The F test is testing the average effect of each variable 
in the set; if one of the variables in the set is ineffective, then 
this will reduce the average effect tested by the F test. This 
appears to be the situation for the control gorup. The (G X Z4) 
variable is redundant with the set of independent variables analyzed 
by this model. If this variable had not been included, the observed 
significance level of the F test would have been raised to .03. 
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(b) Null hypothesis four could have been tested by a different 
model of learning. For example, L = COV +A + CE + (G X CE). This 
model might have yielded more positive results. This model was not 
tested because it would have competed with model 3 used in the present 
study. Model 3 was used because it was central to the purpose of 
the present study. 
(c) Finally, the eighth grade classes in the experimental 
group were of questionable value, since all of these students were 
learning disabled. These students may not have been representative 
of all eighth grade students. 
Regression Homogeneity Check for the Model of 
Initial Classroom Learning 
As mentioned earlier, in order for the results of the analysis 
of partial variance to be valid, it was necessary to check for 
interactions between the covariate set and the research factor set. 
The interaction of these two sets produced 15 variables, i.e. the 
interaction of the three covariates with the five variables in the 
research factor set: factor 2, factor 3, Z1, Z4, and ZS. Only first 
order interactions were tested~ so, the (A X CE) set was not included 
in the research factor set. 
When a significant interaction is found between the covariate 
set and the research factor set, then the analysis of partial 
variance cannot be applied. For example, a non-significant interac-
tion between grade level and ability suggests that any covariate 
adjustments made to the initial learning scores of high ability 
eighth grade students should also be made to the initial learning 
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scores of high ability high school students. That is, the covariate 
adjustments are uniform for all groups in the sample. However, a 
significant covariate by research factor interaction demands that 
the initial learning scores of some groups receive a greater adjust-
ment than other groups. 
Regression Homogeneity Check for the Experiment-
al Group 
When the (COV X R) set was added to model 3, this set accounted 
for an increment of 6.3% of the total initial learning variance, 
(see Table XLI) or 12.6% of the .covariate adjusted learning variance. 
The F value for this test was 1.356 with 12 and 112 degrees of 
freedom. The observed significance level was .21, and the power of 
the test was .77. The present author concluded that there was no 
evidence to reject the null hypothesis of regression homogeneity for 
the experimental group analysis. That is, the APV for the experimental 
group is a valid analysis. 
Regression Homogeneity Check for the Control Group 
The F value when the (COV x R) set was added to model 3 for 
the replication group was 1.452, with 8 and 128 degrees of freedom. 
The observed significance level was .20 and the power of the test was 
.664. Based on this test there was not enough evidence to reject 
the regression homogeneity hypothesis for the replication group 
analysis. 
Since the regression homogeneity hypothesis was confirmed by 
both the experimental group data, and the replication group data, the 
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present author concluded that the results of the analysis of partial 
variance were valid for both sets of data. 
Hypothesis Five 
Table XLII shows that the covariate set accounted for 16.4% of 
the retention variance. The F value for this test was 5.61 with 3 and 
86 degrees of freedom. The observed significance level was .002, and 
the power of the test was .98. 
TABLE XLII 
REGRESSION MODEL OF RETENTION FOR THE EXPERIMENTAL GROUP 
Experimental Group (N = 90) 
R2 2 
Power at 
Set 2 KA KB F Alpha a = .05 sr. pr. l l 
Covariate {86) * 
Set .164 3 5.61 .ooo .98 
Ability {84) 
Set .262 .098 .118 3 2 5.60 .004 .87 
CE (81) 
Set .362 .100 .136 5 3 4.25 .008 .86 
(A X CE) (7 5) L.T.** 
Set .416 .053 .083 8 6 1.14 .25 .46 
{G X CE) (7 4) L.T.** 
Set .416 .001 .001 14 1 .08 .25 .01 
{COV X R) (6 7) L.T.** 
Set .486 .070 .121 11 11 .83 .25 .48 
*The number in parentheses is the degrees of freedom for the 
denominator of the F test. 
**L.T. is an abbreviation for less than. 
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The present author concluded that the covariate set accounted for 
a significant proportion of the retention variance. This was a much 
lower proportion than the adjustment made to either of the initial 
learning samples. 
Null hypothesis five states that: 
H : General ability is not a significant predictor of 
ciassroom retention when retention has been adjusted for 
a set of covariates. IA = 0. Model 5: R = COV + A. 
When the ability set was added to the covariate set it accounted for 
an increment of 9.8% of the total retention variance, or 11.8% of the 
covariate adjusted retention variance. The F value for this test was 
5.595 with 2 and 84 degrees of freedom. The observed significance level 
was .004, and the power of the test was .87. The present author con-
eluded that the student ability set and model 1 accounted for a signifi-
cant proportion of the covariate adjusted retention variance, and H5 
was rejected. The reader should note that the ability set accounted for 
a slightly smaller proportion of the covariate adjusted retention vari-
ance than initial learning variance. 
Hypothesis Six 
Null hypothesis six states that: 
H6: The clasroom average of the perceived psycho-social 
classroom envionment is not a significant predictor of 
classroom retention, when retention has been adjusted for 
general ability and a set of covariates. ICE = 0. Model 6: 
R = COV + A + CE. 
An analysis of partial variance was performed to test this hypothesis. 
When the CE set was added to Model 5 it accounted for an increment of 
10.0% of the retention variance, or 13.6% of the adjusted retention 
variance. The F value for this test was 4.249 with 3 and 81 degrees of 
freedom. The observed significance level was .008, and the power of 
the test was .86. The present author concluded that the CE set 
accounted for a significant proportion of the adjusted retention 
variance, and H6 was rejected. 
Hypothesis Seven 
Null hypothesis seven states that: 
H7 : The interaction of general ability and the class-
room average of the perceived classroom environment is not 
a significant predictor of classroom retention, when reten-
tion has been adjusted for the classroom average of the 
perceived psycho-social environment, general ability and a 
set of covariates. I CE) = 0. Model 7: R = cov + A + 
CE + (A X CE) • (A X 
This hypothesis was tested using analysis of partial variance. 
When the (A X CE) set was added to model 6, it accounted for 5.3% of 
the retention variance, or 8.3% of the adjusted retention variance. 
The F value for this test was 1.137 with 6 and 75 degrees of freedom. 
The observed significance level of this test was greater than .25, and 
the power of the test was .46; so the present author concluded that 
there was not enough evidence to reject null hypothesis seven. 
Because there was only a 46% chance of finding a significant result 
when it existed, the present author suggested that an experiment with 
more power be conducted. 
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In failing to reject null hypothesis seven the reader is cautioned 
that the (A X CE) set accounted for 8.3% of the adjusted retention 
variance. This was a promising result. Six interaction terms were 
tested under this hypothesis; fewer interaction terms would produce a 
more powerful test. Since this F test was testing the average interac-
tion effect, limiting the set of interaction terms to the most probable 
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interactions could raise the significance of the interaction set by 
eliminating unproductive interaction terms. This would only happen 
if, for example, two of the six interaction terms were truly signifi-
cant. If all of the interaction terms accounted for approximately the 
same proportion of variance, then the results of this significance 
test would not change by eliminating interaction terms. 
One of the best ways to eliminate interaction terms would be by 
combining factor 2 and factor 3 to form one measure of general ability. 
This procedure would eliminate three interaction terms with the loss of 
little information. 
Hypothesis Eight 
Null hypothesis eight states that: 
H8: The interaction of grade level and the classroom 
average of the perceived psycho-social classroom environment 
is not a significant predictor of clasroom retention, when 
retention has been adjusted for the interaction of general 
ability and the classroom average of the perceived psycho-
social classroom environment, the classroom average of the 
perceived psycho-social classroom environment, general 
ability, and set of covariates. I(G X CE) = O. 
This hypothesis was tested using analysis of partial variance. 
When the (G X CE) set was added to model 7, it accounted for an 
increment of 0.06% of the total retention variance, or 0.1% of the 
adjusted retention variance. The F value for this test was .076 with 
1 and 74 degrees of freedom. The observed significance level was 
greater than .25, and the power of the test was .01. The present 
author concluded that there was not enough evidence to reject the null 
hypothesis. However, there was little chance of finding a signi-
ficant result when it existed. 
Regression Homogeneity Check for the Retention 
Sample 
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When the (COV X R} set was added to model 7, it accounted for 
7.0% of the total retention variance, or 12.1% of the adjusted reten-
tion variance. The F value for this test was .834 with 11 and 67 
degrees of freedom. (Three variables were dropped from this set 
because they were redundant with the other variables in this set, i.e. 
their multiple correlation with the other independent variables was 
greater than .9999). The observed significance level of this test was 
greater than .25, and the power of the test was .48. The present 
author concluded that there was not enough evidence to reject the 
regression homogeneity hypothesis, and concluded that the analysis of 
partial variance was valid. However, the reader should note that 
there was only a 48% chance of rejecting this hypothesis when it was 
false. 
Significant Independent Variables 
There are two different methods for examining significant indepen-
dent variables: The best method is to look at the proportion of 
variance accounted for when the variable of interest is added to the 
model, i.e. variance components. For any of the three groups examined 
in the present study, this requires testing 17 variance components or 
51 significance tests for the complete study. With this many compari-
sons there is an 88.4% chance of spuriously finding significance at 
alpha equals .05. This approach was rejected because of the un-
certainty it would introduce into the study. 
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However, the reader should note that this was the only way to 
uniquely partition the total variance. These results are presented in 
Table XLIII; no significance levels were reported because they would 
be misleading. 
An alternative method to the variance components method described 
above, is to examine the significance level of each independent 
variable in each of the proposed models of learning. It is only 
appropriate to look for significant independent variables when the set 
of variables was determined to be significant. Since the ability set, 
and the CE set were the only sets of variables which were significant 
in the present study, it is appropriate to look only at the independent 
variables in these two sets. 
To determine if an independent variable is significant, it is 
necessary to look at the t value for the variable in the model being 
considered. It is important to note that the observed significance 
level of each independent variable depends on the model you are 
examining. For example, Factor 2 might be significant under model 
one, but not under model three. This unusual situation occurs because 
the regression coefficients produced by each model are partial regres-
sion coefficients. That is, the values of all other variables in the 
model are held constant, when a regression coefficient is calculated. 
This means that as you add variables to a model, new variables may 
steal variance from previously significant variables. Thus, when an 
independent variable is declared significant, it is necessary to 
specify which model was examined for significance. 
In addition to the regression coefficient of the independent 
variables, the squared semi-partial and partial correlations for each 
TABLE XLIII 
VARIANCE COMPONENTS FOR A REGRESSION MODEL OF LEARNING AND RETENTION 
CUmulative 
2 
Proportion of Variance R 
Initial Learning Retention Initial Learning Retention 
Variable Learning Replication Learning Replication 
Grade Level .2500 .4096 .1520 .2500 .4096 .1520 
Instructional Time .2710 .4845 .1579 .0210 .0749 .0059 
Class size .2907 .4861 .1637 .0197 .0016 .0058 
F2 (Non-verbal Ability) .3289 .5621 .1983 .0382 .0760 .0346 
F3 (Verbal Ability) .3892 .5768 .2621 .0603 .0147 .0638 
Z1 (Student-centered) .4468 .5972 .3514 .0576 .0204 .0893 
Z4 (High Structure) .4533 .5980 .3535 .0065 .0008 .0021 
zs (High Discipline) .4581 .6004 .3624 .0048 .0024 .0089 
{F2 X Z1) .4582 .6038 .3628 .ooo 1 .0034 .0004 
(F2 X Z4) .4731 .6063 .3796 .0149 .0025 .0168 
( F2 x Z5) .4763 .6089 .3806 .0032 .0026 .0010 
(F3 X Z1) .4803 .6164 .3806 .0040 .0075 .0000 
(F3 X Z4) .4872 .6174 .3809 .0069 .0030 .0003 
(F3 X Z5) .5037 .6217 .4156 .0165 .0047 .0347 





independent variable can also be calculated. However, all three of 
these coefficients are based on the same significance test. So that, 
if one coefficient is significant, all three coefficients will be 
significant. 
Significant Aptitude Variables 
Since the ability set was significance under the 5th order models 
and the 8th order models for all three sets of data, then at least one 
of the independent variables in the ability set should be significant. 
Factor 2-Initial Learning Model. Factor 2 had an observed signifi-
cance level less than .05 for model 1 and model 2 (see Table XLIV, 
Appendix L). So, the present author concluded that Factor 2 was a 
significant predictor of classroom learning. However, the magnitude 
of this relationship varies from sample to sample, and model to model. 
In general, the higher the order of the model, the lower proportion of 
variance factor 2 accounted for. The squared semi-partial correlations 
for factor 2 ranged from .029 to .058. Thus, factor 2 accounted for 
approximately 4% of the initial learning variance. 
Factor 2-Retention Model. Factor 2 met the .05 significance 
level for model 5 but nor for model 6. This raises some doubt about the 
stability of factor 2 as a predictor of retention when other variables 
were included in the model. In spite of this, the present author con-
cluded that factor 2 was a significant predictor of retention. This 
decision was based primarily upon the variance component for factor 2; it 
showed that factor 2 accounted for 3.5% of the retention variance. The 
squared semi-partial correlation ranged from .017 to .043. 
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The present author concluded that factor 2 was a significant 
predictor of both initial learning and retention, and the magnitude of 
this relationship was approximately 4% of the variance. 
Factor 3-Initial Learning Model. Factor 3 was tested four 
times for significance as a predictor of initial learning: twice 
under model 1 and twice under model 2. The observed significance 
level of all four tests was less than .05. Thus, the present author 
concluded that factor 3 was a significant'predictor of initial learning. 
The squared semi-partial correlations ranged from .012 to .060. 
The variance component for the two samples ranged from .015 to .060. 
The average variance component was .0375. Thus the present author 
concluded that factor 3 accounted for roughly 4% of the initial 
learning variance. 
Factor 3-Retention Model. Factor 3 had an observed significance 
level less than .05 for model 5, but was not significant under model 
6. This finding casts some doubt on the stability of factor 3 as a 
predictor of retention when CE variables are also considered. Despite 
this doubt the present author concluded that factor 3 was a significant 
predictor of retention. 
The squared semi-partial correlations ranged from .02 to .064. 
The variance component estimated that factor 3 accounted for 6.4% of 
the retention variance. Thus, the present author concluded that 
factor 3 accounted for approximately 6% of the retention variance (see 
Table XLIV, Appendix L). 
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Significant Classroom Environment Variables 
Since the CE set was significant for all three samples, it 
was appropriate to look for significant independent variables. There 
were three independent variables in the CE set. None of these vari-
ables was significant at the .05 level for any of the three samples. 
When this situation occurs, Cohen and Cohen (1975) suggest selecting 
the most significant independent variable. 
Classroom Environment Variables in the Initial Learning Model. 
In the experimental group the most substantial classroom environment 
variable was factor 4~ the observed significance level was .17. In the 
control group the most substantial classroom environment variable was 
factor 1~ the observed significance level was .12. 
The inconsistent results and the general lack of significance 
could be due to the existence of suppressor variables. For the 
experimental group, factor 1 was a net suppressor, and factor 5 is a 
cooperative suppressor. For the replication group factors 1, 4, and 5 
were all net suppressor variables. The present author suggested that 
the existence of this suppression has lowered the significance levels 
in the 8th order partials for the CE set, so that none of them meet 
the required significance level, even though a significant relationship 
was shown to exist. Thus, it seems appropriate to look at the variance 
components in Table XLIII for a significant classroom environment 
variable. 
As discussed earlier, it would be inappropriate to discuss the 
observed significance level of these variance components. However, 
Factor 1 was clearly the most significant of the three factors. It 
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accounted for 5.7% of the total learning variance in the experimental 
group, or 9.4% of the adjusted initial learning variance. That is, it 
was approximately of the same magnitude as either ability measure! 
Factor 1 accounted for 2% of the initial learning variance of 
the replication group, or 4.8% of the adjusted initial learning vari-
ance. Factor 1 accounted for twice as much of the adjusted initial 
learning variance in the experimental group as in the control group. 
Thus factor 1 seemed to be an important variable for classroom learn-
ing, but the magnitude of its relationship to learning is variable. 
Factor 1 seemed to be the only substantial CE variable~ however, 
factor 1 presented a serious problem of interpretation. The magnitude 
of its relationship to initial learning is approximately the same 
order for both samples, but the direction of the relationship is 
reversed! For the experimental group, classes high on factor 1 learn 
more, and for the replication group, classes low on factor 1 learn 
more. The present author had no explanation for this phenomenon, and 
can only suggest that it was the result of the large number of suppres-
sor variables in both samples. 
Classroom Environment Variables in the Retention Model. None 
of the three classroom environment variables met the .05 significance 
level for the retention model. However, factor 1 had an observed 
significance level of .075; neither of the other variables were close 
to the required .05 significance level. Since the sample for the 
retention model is drawn from the same group as the experimental 
group, it was surprising to find that factor 1 was substantial 
in the retention sample, but not significant for the experimental 
group sample. 
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Since factor 1 had the highest significance level, it was chosen 
as the only substantial variable in the CE set. The variance components 
support this decision~ factor 1 accounted for 8.9% of the retention 
variance. Its semi-partial and partial correlations were .026 and 
.038 respectively. 
Suppressor variables affected the results of the retention model 
also. Factor 4 was a net suppressor, and factor 1 was a classical 
suppressor. 
The present author concluded that factor 1 was the only substantial 
independent variable in the classroom environment set, and it accounted 




Initial Learning Model 
Evaluation of the Proposed Model of Classroom Learning. The 
general model of classroom learning proposed in the introduction to 
the present study was not confirmed by the data. Model 2 was the best 
model of classroom learning supported by the data. That is, the 
present study found that classroom learning was a function of general 
ability and the classroom average of the student's perception of the 
classroom environment. The present study did not support the hypothesis 
of an ability by classroom environment interaction. 
The present study found that model 2 (L = COV + A + CE) accounted 
for 23.6% of the covariate adjusted initial learning variance for the 
experimental group, and 22.2% of the covariate adjusted initial learning 
variance for the replication group. These estimates were remarkably 
consistent with each other, and supported the stability of this finding. 
Model 2 accounted for an average of 22.9% of the covariate adjusted 
learning variance. The present author concluded that this model was 
moderately successful. This was an educationally significant result but 
at the same time, it demonstrated the limits of our understanding of 
classroom learning. Approximately, 75% of the adjusted learning variance 
remained unexplained by the proposed model. 
224 
225 
In evaluating the proposed model of classroom learning, the reader 
should consider the reliability of the initial learning tests. The 
average reliability was .78: thus approximately 39% of the learning test 
scores were unreliable. When this fact was considered, the explanatory 
power of the above model ir:1proved. The above model explained 37.7% of 
the reliable initial learning variance, i.e. 23%/61%. This still leaves 
approximately 62% of thee adjusted learning variance unexplained. 
Perhaps, this result helps to explain why it is so difficult to specify 
what effective teaching is. 
Evaluation of the Classroom Environment Variables. The classroom 
average of the student's perception of the classroom environment accoun-
ted for between 5.6% (replication group) and 11.3% (experimental group) 
of the adjusted initial learning variance. Thus, the present study 
demonstrated that the student's perceptions were effective predictors of 
classroom learning. That is, students learned better in some types of 
perceived environments than others. 
Three factor scores were used to describe the student's perception 
of the classroom environment. However, no effort was made to verbally 
describe these factors. Verbal descriptions or labels of factor scores 
can be misleading, and so were avoided until now. 
However, at this time verbal labels for the factor scores are 
needed to enhance the discussion. The reader should be cautious in 
interpreting the verbal labels that are presented in the sequel. These 
labels go beyond the data, and may be either too broad or too narrow. 
There is very little empirical evidence to validate these labels against. 
Future research is needed to determine the exact verbal meaning of these 
factors. 
Table XLV contains the factor loadings for each of the CES 
factors produced by three different factor analyses. Column 1 presents 
the factor loadings for the total sample. Column 2 presents the 
factor loadings for the experimental sample, and column 3 presents the 
factor loadings for the replication sample. 
Only the results of the overall factor analysis (column 1) were 
used in the present study. But the results from column two and three 
were used in naming the factors. These two analyses \"lere performed to 
determine how stable the factor loadings in column 1 were. Only 
factor loadings which were replicable were used to name factors. That 
is, the results of column two should be in agreement with column 
three; both factor loadings should be greater than .25, and of the 
same sign. Variables marked with an asterisk did not meet these 
criteria. These variables were not considered in formulating the 
verbal label for each factor because the factor loadings did not occur 
under replication, and thus were specific to the present analysis. 
Appendix I-1 contains a list of the verbal statements used to 
describe each of the three CES factors. These statements were selected 
from each of the CES scales which had a high loading on each factor. 
For example, the student involvement scale has a high factor loading 
on factor 1. One of the dominant themes in this scale was "students 
show an interest in class activities." Therefore, this statement 
was included in the descrip tion of factor 1. Finally, the statements 
listed in Appendix M were synthesized by the present author into a 
verbal label which was descriptive of a classroom environment. Joyce 
and Weil (1972) was very valuable for formulating these labels. 
Factor 1 was described as "a student centered environment" 
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TABLE XLV 
FACTOR LOADINGS FOR THE THREE CLASSROOM ENVIRONMENT FACTORS 
PRODUCED BY THREE DIFFERENT FACTOR ANALYSES 
Factor Loadings 
CES Scales that had 
Significant Factor 








Proportion of Total 
Variance Accounted 
for by Factor 1 
Factor 4 





Proportion of Total 
Variance Accounted 

















Teacher Control .964 
Rule Clarity .374 
Student Competition .274 
**Teacher Support -.148* 
Proportion of Total 
Variance Accounted 
for by Factor 5 8.3% 
Total N 375 
Proportion of Variance 
Accounted for by all 













































*Variables with loadings of less than .25 were considered non-significant. 
**These variables were not included in the descriptions used to generate 
a verbal label for the factor. 
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Rogers 1969). Factor 4 was described as a "high structure environ-
ment," and factor 5 was described as a "high structure/teacher control 
environment." Factor 5 was distinguished from factor 4 by factor 5's 
large emphasis upon discipline. A high factor score indicated that 
the classroom environment was perceived as high on the specified 
characteristics. Since these three dimensions were independent, a 
classroom could be high on all three dimensions. Empirical evidence 
is needed to demonstrate the actual range of classroom average factor 
scores. 
As mentioned previously the class average of the student's 
perception of the classroom environment was an effective predictor of 
classroom learning. For the experimental group, it accounted for 
approximately the same amount of adjusted initial learning variance as 
the ability set! However, the existence of suppressor variables made 
the interpretation of these factors difficult. The evidence suggested 
that the perceived student centered environment (Factor 1) was the 
most promising CE variable for future research. It accounted for 
almost all of the adjusted learning variance attributed to the CE 
set. 
Evaluation of the Ability Variables. Verbal labels were deter-
mined for factor 2 and factor 3 using the procedures described above 
(see Table XLVI). Factor 2 had high factor loadings on all four 
Culture Fair subscales, and a low loading (.33) on V-2. The V-2 
loading accounted for 7% of the factor 2 variance. Since V-1 did not 
have a significant factor loading on factor 2, this suggested that the 
V-2 loading was related to the format of the V-2 scale, rather than 
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TABLE XLVI 
SIGNIFICANT FACTOR LOADINGS FOR THE TWO ABILITY FACTORS PRODUCED 
BY THREE DIFFERENT FACTOR ANALYSES 
Factor Loadings 
Ability Tests that 
had Significant Total Exper irnental Replication 
Factor Loading on Sample Group Group 
Each Factor 
Factor 2 
G1 .624 .826 .577 
G3 .566 .750 .504 
G4 .545 .474 .639 
G2 .521 .486 .503 
** V-2 .330 .230* .279 
** V-1 .200* .129* .418* 
Total Proportion 
of Total Variance 
Accounted for by 
Factor 2 10.0% 12.5% 10.4% 
Factor 3 
V-1 .962 .862 .516 




By Factor 3 9.3% 10.1% 8.7% 
375 172 204 
Total N 
Proportion of Total 
Variance Accounted for 
By the Ability Factors 19.3% 23.6% 19.1% 
Proportion of Total 
Variance Accounted for 
By all Five Factors 49.5% 53.1% 48.5% 
* Variables with loadings of less than .25 were considered 
non-significant. 
** These variables were not included in the descriptions used 
to generate a verbal label for each factor. 
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the verbal content of V-2. For both of these reasons V-2 was not 
considered in naming factor 2. Because of the high loadings on the 
Culture Fair tests, factor 2 was referred to as non-verbal intelligence. 
Factor 3 had high factor loadings on both verbal scales: Vl and 
V2. Therefor, it seemed appropriate to label it verbal ability. Factor 
3's high correlation with grades and posttest supported the proposition 
that this factor was measuring verbal ability. 
The ability set accounted for 13.8% of the covariate adjusted 
initial learning variance in the experimental group, and 17.6% of the 
covariate adjusted initial learning variance in the replication group. 
This was considerably lower than would be expected, based on the simple 
correlations of factors 2 and 3 with initial learning, i.e. around 25%. 
This suggested that some of the ability variance was attributed to the 
covariate set. Factor 3 had a significant correlation with Grade level, 
(-.689) and classize (-.396) in the experimental group. Both factor 2 
and factor 3 had a significant relationship with all three covariates 
(r = approximately .4) in the replication group. 
A difference in verbal ability for eighth grade and high school 
students was expected. However, since non-verbal ability, i.e. fluid 
intelligence, reaches a ceiling around age 14, no relationship was 
expected between grade level and non-verbal ability. Surprisingly, high 
school students in the control group, had greater non-verbal ability than 
eighth grade students, (r = -.410). This relationship was not observed 
in the experimental group. 
Whenever there was a significant relationship between a covariate 
and an ability variable, this relationship reduced the size of the 
proportion of adjusted variance attributed to the ability set. Despite 
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this variance stealing, student ability still accounted for a sizeable 
proportion of the adjusted initial learning variance, i.e. approximate-
ly 15%. 
Evaluation of the Ability by Classroom Environment Interaction. 
As discussed earlier the ability by CE interaction set was not 
significant~ so, under the assumptions of the protected t test, it 
was not possible to examine the simple interaction terms. However, 
it was appropriate to discuss these simple interactions since they 
were the focus of much of the study. 
The reader should be extremely cautious in his acceptance of 
the following discussion. The purpose of this discussion was to 
stimulate future research, and to explore why the interaction set was 
not significant. Occassionally, significance levels will be referred 
to~ these significance levels were reported for descriptive purposes 
only, not to prove the existence of significant interactions. The 
present author still concluded that there was not enough evidence to 
reject the hypotheses about interactions. 
When a set of variables is tested for significance, the proportion 
of variance accounted for by the set, is averaged over all variables 
in the set. If there are many variables in a set, this averaging 
process may obscure the significance of a single independent variable. 
The present author suggested that this may be happening in the interac-
tion set of the experimental group. This set accounted for 4.6% of 
the total initial learning variance, and 8.5% of the adjusted initial 
learning variance (see Table XLI). The observed significance level of 
the F test was .09, and the power of the F test was .71. 
In a simpler experiment, i.e. one with fewer comparisons, the 
present author would have used the .10 significance level for this 
test, because of the exploratory nature of this hypothesis. Under 
these conditions this null hypothesis would have been rejected. An 
F value this large would occur only 1 out of ten times by chance 
alone. This seemed to be adequate protection for an exploratory 
hypothesis. The above F value was unlikely enough (i.e. not the 
result of chance) to make the present author suspicious. Also, the 
interaction set accounted for 8.5% of the adjusted initial learning 
variance. This was certainly an educationally significant propor-
tion of variance. 
If the above result were replicated, the present author would 
be much more confident of having discovered a significant interac-
tion. However, the replication group did not yield an interaction 
set of the same magnitude as in the experimental group. For the 
replication group, the interaction set accounted for 2.1% of the 
total initial learning variance, and 5.3% of the adjusted initial 
learning variance. The observed significance level of this F test 
was .28 and the power of the test was .50. 
A look at the simple interaction terms revealed conflicting 
results. Three of the six interaction terms in the experimental 
group each accounted for more than 1% of the total initial learning 
variance, which was approximately 3% of the adjusted initial learning 
variance (see Appendix L). These three sizable interactions were: 
(Factor 2 X Z4), (Factor 3 X Z4), and (Factor 3 X Z5). However, none 
of these interactions were sizable in the replication group (see 
Appendix L). In fact, none of the interaction terms for the replica-
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tion group were very large; the largest proportion of variance acounted 
for by any of these terms was .7%. 
If the sizable interactions in the experimental group were 
also found in the replication group, the present author would have 
concluded that a substantial interaction was very probable. With 
the present set of findings, the reader should be cautious about 
failing to reject the null hypothesis of no interaction. 
Three alternative explanations of the above findings were 
possible: 
1. Ability by perceived classroom environment inter-
actions truly do not exist. The sizable inter-
actions found in the experimental group were the 
result of chance variations. 
2. The interactions 
group were true. 
replication group 
this sample to be 
observed in the experimental 
An unknown factor in the 
caused the interactions in 
suppressed. 
3. The interactions observed in the experimental 
group were true, but unstable. That is, these 
interations appear under some conditions, but 
not others. Thus, some unknown factor in the 
experimental group caused these interactions 
to appear. 
It was difficult to find evidence to support any of the above 
alternatives. The best evidence in favor of alternative 1 was that 
few replicable ability by environment interactions have been found. 
Two lines of evidence supported alternative 2. There were 
only three teachers in the replication group, and the range of two 
of three CE variables was approximately 50% greater in the experi-
mental group than in the replication group, i.e. Z1 and Z4. It 
seems possible that the restriction of range on these variables 
attenuated any interactions which were present. 
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Conventional wisdom supports two of the interactions which 
were found. The two ability by Factor 4 interactions, i.e. (factor 2 
X Z4) , and (factor 3 X Z4) , suggested that low ability students would 
learn most from a highly structured environment. The third sizable 
interaction term, (factor 3 X Z5) offered a surprising interpretation. 
It suggested that high verbal ability students would learn best in a 
highly disciplined environment, and that the learning of low verbal 
ability students was impeded by high discipline. 
Thus alternative 2 found some support for the sizable interac-
tions in conventional wisdom, and some support from the restriction of 
range observed in the replication group. 
The support for alternative 3 was based on the notable dif-
ferences between the experimental and replication group. The most 
notable difference between these groups was the presence of a large 
number of learning disabled students in the experimental group. 
This difference alone was enough to question the generalizability 
of any interactions. 
Finally, the present author could not find any compelling 
evidence in favor of the three alternatives listed above. However, 
the present author believed that alternative 2 was the most promising 
explanation for the inability to replicate the sizable interactions 
found by the present study. Faith in this point of view played a 
role in this evaluation. 
Evaluation of the Grade by Classroom Environment Interaction. 
These interactions were not significant for either sample, but the 
interactions present in the replication group approached signficance, 
i.e. the observed significance level was .10. Because of conflicting 
results from the experimental and replication groups, the reader 
should be cautious in failing to reject the null hypothesis. 
The large differences between the eighth grade classes in the 
experimental group and the eighth grade classes in the replication 
group made the present author suspicious of the experimental group's 
eighth grade classes. The replication group's eighth grade classes 
were much more representative of eighth grade classes. Since all 
three interaction terms tested under the replication group were 
significant, i.e. observed significance level less than .05. The 
present author concluded that there was enough evidence in favor of 
these interactions to warrant further research in this area. 
The Retention Model 
Evaluation of the Proposed Model of Classroom Retention. 
In general all of the statements made about the initial learning 
model apply to the retention model. That is, the ability set and 
the perceived classroom environment set were both significant. The 
interaction set, the developmental set, and regression homogeneity 
check were not significant. Model 6 was the best model for pre-
dicting retention. Model 6 is comparable to model 2 for initial 
learning. 
The present study found that model 6 accounted for 36.2% of 
the total retention variance, and 23.7% of the covariate adjusted 
retention variance. The proportion of covariate adjusted retention 
variance accounted for by model 6 is remarkably similar to the 
average proportion of covariate adjusted variance accounted for by 
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model 2, i.e. 22.9%. The major difference between the two models 
was in the total proportion of variance accounted for. Model 2 
accounted for 45.8% and 60.0% of the initial learning variance~ 
model 6 accounted for 36.2% of the retention variance. This 
difference is almost completely accounted for by the fact that grade 
level was a much better predictor of initial learning (25.0% and 
40.1%) than of retention (13.2%). 
In terms of the other covariates, instructional time was 
unrelated to retention ( r = .41) and did not account for a signi-
ficant proportion of the retention variance (0.6%). In contrast 
instructional time was a significant predictor of initial learning 
(2.1% and 7.5%). This suggested that once something was learned, 
retention was not influence by how long it took to learn it. Class 
size was not a significant predictor of either initial learning or 
retention under any of the models tested. 
Evaluation of the Ability Variables. Both ability variables 
were significant under model 5 but not under model 6~ this was a 
very surprising result. The present author has no explanation 
except to note the power of the test under model 6 was low, approxi-
mately .35. Increasing the sample size would increase the power of 
the test, and possible the significance level of the variables. 
In spite of this difficulty the variance component of factor 2 
accounted for 3.5% of the retention variance, and the variance 
component of factor 3 accounted for 6.4% of the retention variance. 
It is interesting to note that verbal ability accounted for approxi-
mately twice as much of the retention variance as non-verbal 
ability did. The reader should also note that the ability set 
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accounted for less of the covariate adjusted retention variance 
(11.8%) than it accounted for under model 2, i.e. 13.8% and 17.6% 
for the experimental and replication groups respectively. 
Evaluation of the Classroom Environment Variables. The CE 
set was a significant predictor of retention, just as it was for 
initial learning. The CE set accounted for 13.6% of the covariate 
adjusted retention variance as opposed to 13.8% (experimental 
group) and 5.6% (replication group) of the covariate adjusted 
initial learning variance. Thus the CE set was approximately twice 
as good a predictor of retention as of initial learning. However, 
none of the three CE predictors were significant at the .05 level. 
Suppressor variables may be responsible for this lack of signi-
ficance. 
The perceived client centered environment (Z1) was the most 
substantial of the three CE variables. This variable was also the 
most substantial CE variable in the initial learning model. Its 
variance component accounted for 8.9% of the retention variance as 
opposed to 5.8% (experimental group) and 2.0% (replication group) 
of the variance of initial larning. Thus, the present author con-
cluded that perceived client centered environment was more important 
in predicting retention than in the prediction of learning. 
Evaluation of the Ability by Environment Interaction. The 
(A X CE) interaction set was not a significant predictor of reten-
tion, despite the fact that it accounted for 8.3% of the adjusted 
retention variance. However, the power of this test was low, and 
the sample size was relatively small (N = 90). If an effect this 
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large were found with a sample size of 200 it would be significant. 
Only one of the six interaction terms in the (A X CE) set was 
sizable, i.e. (factor 3 X Z5). The verbal ability by high discipline 
interaction accounted for approximately 5.6% of the adjusted 
retention variance (see Table XLIII). This interaction term was 
also sizable for initial learning in the experimental group, but 
was not significant for the replication group. Thus, the reader is 
faced with the dilemma of which sample to believe. 
Since the students in the retention sample were also in the 
experimental group for initial learning, it was not surprising to 
find this interaction sizable in b9th samples. This interaction 
suggested that high verbal ability students would learn best from 
perceived environments high in discipline, and that low verbal 
ability students would learn best in perceived environments low in 
discipline. 
Evaluation of the Grade Level by Classroom Environment Inter-
action. No evidence for a developmental interaction was found in 
the retention sample. The power of this test was low, and the 
sample size was small, so the reader should be cautious about failing 
to reject this hypothesis~ larger sample sizes were recommended for 
future research. 
Implications for Future Research 
This section discussed three areas: implications for educa-
tional/psychological theory, implications for the practice of 
education, and implications for educational research. 
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Implications for Educational/Psychological Theory. An examina-
tion of Table XXIII in Appendix I shows that classes retained 96.6% 
of what they learned on the initial learning test. For each of the 
nine classes which had both initial learning and retention scores 
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the average percentage retained ranged from 81.5% to 109.2%. Three 
classes had retention scores greater than their posttest class average; 
the present author suggested that these classes learned about acid-base 
theory during the retention interval. The reader should be wary of 
this type of change/gain score; it is notoriously unreliable. However, 
the present author believed this was a significant finding, because it 
was consistent in direction and magnitude over all nine classes. 
The present author suggested that the observed high degree of 
retention implies that meaningful learning and retention processes 
were utilized by the average student in these classes. If rote 
learning and retention was the dominant learning process, then 
interference theory suggested that a much lower rate of retention 
was expected, i.e. 10% to 30%. This should not imply that all 
students adopted a meaningful learning set, but only that the 
average student did. 
The presence of meaningful learning and retention in the schools 
is a sign that schools are succeeding in their goals, but more impor-
tant, it argues for more educational research on meaningful learning 
and retention. For example, are rules and verbal information 
retained in the same way? Or does student ability play the same 
role in the meaningful learning and retention of verbal information 
and rules as it does in classroom learning? 
The present study confirmed the existence of two ability fac-
tors as Cattell suggested. These ability factors had factor loadings 
which Cattell associated with fluid and crystalized intelligence. 
Both of these factors were significant predictors of classroom 
learning. Since the unit of instruction was very heavily weighted 
toward verbal abilities, e.g. reading and listening to lectures, it 
was surprising that the fluid intelligence factor was significant. 
The present author suggested that future research pay more atten-
tion to the fluid intelligence factor in education. 
However, the present study cannot confirm that it is educa-
tionally worthwhile to make this distinction. To test this proposi-
tion, it was necessary to add the fluid and crystalized intelligence 
factors together, and then reanalyze the data. If this new model 
accounts for roughly the same proportion of variance of the dependent 
variable, then the present author would conclude that the fluid/ 
crystalized intelligence distinction was not educationally signi-
ficant. This debate is really a question of which model best fits 
the data. The present study assumed that the fluid/crystalized 
distinction was necessary. 
The present study found that the classroom average of the 
students' perception of the classroom~environment was a significant 
predictor of classroom learning. The data from the present study 
gave conflicting results on the types of perceived environments 
which were most conducive to learning. These conflicting results 
may have been the result of small sample sizes. In spite of these 
problems the present author believed that the students' perception 
of the classroom environment was a significant determinant of 
classroom learning which should be explored in greater detail. 
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Future research should also explore the relationship between 
the perceived classroom environment and the objectively measured 
classroom environment. At present it is difficult and time consuming 
to objectively measure the classroom environment with techniques 
like Flander's interaction analysis. It is possible that the 
perceived environment is a more important variable than the actual 
environment in determining classroom learning. If this were true, 
it would make educational research in the classroom somewhat 
easier. 
It is also possible that the perceived classroom environment 
and measures of the acatual classroom environment are redundant 
measures of the same phenomenon. If this were true, paper and 
pencil tests such as the CES, could become the method of choice, 
because they are much less reactive than objective measures of 
the classroom environment. 
The tests for interactions in the present study were disap-
pointing because they were so inconclusive. It is possible that a 
larger sample size would yield conclusive results. The present 
author still believes that it is important to look for ATI's in 
education, and it is recommended that future research continue the 
search for educationally significant ATI's. The present author 
believes that the search will produce a sounder understanding of 
educational phenomenon, even if ATI's prove to be theoretical 
illusions. 
The models developed in the present study are both gratifying 
and disappointing. In general the models accounted for approximately 
50% of the variance of the dependent variable. This suggested that 
our basic understanding of classroom learning and retention is es-
sentially correct. This is a gratifying thought for an educational 
theorist. 
However, the models also leave approximately 50% of the 
variance of classroom learning and retention unexplained, i.e. 
error variance. This is very disappointing for an educational 
practitioner. The harshness of this reality can be softened some-
what by observing that the dependent variables only contained 61% 
reliable variance: more reliable dependent variables may improve 
the explanatory power of educational models. In the final analysis 
the present author believes that the models developed in the 
present study are encouraging for the researcher, but discouraging 
for the practitioner searching for ~ducational prescriptions. 
Finally, the present author suggests that future research look 
for interactions which involve the mode of instruction utilized by 
the teacher. The present study collected data on the amount of 
class time the teacher spent using different instructional modes. 
There was enough variability between teachers to make this a 
plausible environmental variable. For example, high ability 
students might do better in educational environments which demanded 
high verbal skills, e.g. lecture and outside reading. 
Implications for Educational Practice. Cronbach and Snow 
(1977) suggested that any treatment which produced an improvement of 
.4 s.d. in the dependent variable was an educationally significant 
treatment. One way to evaluate the effectiveness of the unit of 
instruction in the present experiment is to apply this standard to 
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each class. The mean and standard deviation of the pretest were 
12.1 and 4.88 respectively. All of the classes had posttest averages 
greater than 14.05, i.e •• 4 s.d. greater than the pretest mean. In 
fact all but two classes had posttest class averages greater than 
s.d.; both of these classes were eighth grade classes. Twelve 
classes had posttest class averages greater than 2 s.d. above the 
pretest mean. By Cronbach and Snow's standard the unit of instruc-
tion was highly effective. 
In attempting to evaluate the effectiveness of the unit of 
instruction, the reader should also note the degree of variability 
in the amount learned by different classes from different teachers. 
All classes learned form the instruction, but some classes learned 
much more than others. This result was probably due to the different 
ability levels of the classes at the start of instruction. 
Finally, the present author suggests that school systems and 
teacher education programs devote more attention to teaching 
teachers how to construct classroom achievement tests. It is 
commonly suggested that the reliability of teacher made tests is 
approximately .60, i.e. 36% of the test variance is reliable 
variance. The present author used a table of specifications, and 
an operational definition of learning to produce the achievement 
tests used in the present study. The reliability of these tests 
was approximately .80, i.e. 64% of the test variance was reliable 
variance. This is an improvement of 28%. Since classroom grades 
play such an important part in the student's future, it seems very 
worthwhile to strive for a more reliable measure of classroom 
learning. The test construction process may also make the goals of 
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instruction clearer to the teacher. 
Implications for Educational Research. The present study has 
two major implications for educational research. First, regression 
analysis is the data analytic strategy of choice because it permits 
the investigator to look at the interdependence of independent 
variables found in educational environments, i.e. multicolinearity 
of the independent variables is an acceptable research condition. 
Regression analysis also permits the researcher to analyze continuous 
independent variables, and does not force him to truncate continuous 
variables to fit the cross-classification of a factorial design. 
The present study illustrates the power of the above approach 
by demonstrating that: (a) field studies in normal classrooms are 
possible, and that the results are analyzable. (b) The teaching 
environment can be described by a continuous quantitative variable, 
and does not need to be described in qualitative terms such as 
student centered or lecture. (c) Teaching environments can be 
described in terms of several variables rather than one global 
term, i.e. a multivariate description. For example, a teaching 
environment could be described as being both highly structured, and 
student centered. 
The second major implication of the present study was: the 
reseacher, with a limited number of subjects, should be very 
selective in terms of the regression model used to analyze the 
data. That is, the present author believes that a less ambitious 
model would have produced more stable results for the present 
study. For example, a model which did not distinguish between 
fluid and crystaized intelligence, but which added these variables 
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together to form a general ability measure, would have yielded a 
more powerful test of the research hypotheses by eliminating four 
degrees of freedom from the model. 
Table XLVII illustrates the benefits of increasing the sample 
size using the full model of classroom learning described earlier. 
This sample was obtained by pooling the cases from the experimental 
and control groups. The problem with this approach is that the two 
samples used similar but different dependent variables. Since the 
two tests were approximately parallel, and since they appear to be 
measuring the same thing, it seemed reasonable to pool these 
samples as an exploratory effort. 
The increased sample size has made two very important changes 
in the results: (a) The significance level of the previously 
significant independent variables has increased dramatically; this 
implies that the associated partial correlations also increased. 
(b) The tolerance level of most variables has also increased. 
Tolerance is the complement of multiple correlation (1 - tolerance 
2 = R ) and thus is a measure of the redundancy or multicolinearity 
of the independent variables. Increasing the tolerance means that 
the independent variables are less redundant, and estimates of 
their regression coefficients are more stable. The increase in 
tolerance was probably a result of the increased variability caused 
by the larger sample size. 
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ANSWER SHEET 
Test of "g": Culture Fair, SCALE 2, Form __ (A or B) 
NAME----------~7U----------------~~~-----------.~.---DATE Lou Me.n• firu No"'• Initial 
SCHOOL (or Addrt:u, Occupolion, O$ instructed) 
MALE 0 FEMALE 0 
(Boy) (Cor!) 
AGE--- --- DATE OF BIRTH -- GRADE -----------
Years M.onfhs t.\onth -o;y --y;;;--
CIRCLE HIGHEST GRADE COMPLETED IN SCHOOL I 2 3 .C 5 6 7 8 9 10 I I 12 13 l.C 15 16 
Instructions: Place this answer sheet next to the booklet. Inside the booklet there are rows of linle puzzles. You are to pick 
the best one of the 5 chmces that are g1ven for each puzzle. If the answer you cnoose is the f1~st one in tr.e line, fill in the box 
under the "1." If the answer you Choose is the second, fill in the box under ttl(? "2." If vou cnoose the third, fill in the box 
under the "3," and so on. Be sure when you are working on Testl to fill in the boxes under Test 1; when you are workmg on 
Test 2, be sure you f1ll in the boxes under Test 2; and so on. 
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VOCABULARY TEST I VOCABULARY TEST II LF:TTF.I\ SETS ·TF:ST 
A. NOPO o/{L 1\nco UIJK UVl"iX 
1\. A. 1 2 3 4 s s. NLlK I'LIK QI,IK P{K VLIK 
1. l. 1 2 3 4 5 1. Ql'PQ m;nu TTTU onnr: MI.MM 
2. 2. l 2 3 4 5 2. I)CDI~ 1-'<;11 I .rKt.M PHST VhXY 
3. 3. l 2 3 4 5 3. avzc FV7.G .TVZK p\;::u SV~T 
4. 4. 1 2 3 4 5 4. :1CF.F 1-'GI.T ST\·.x Clll"G PQST 
s. s. 1 2 3 4 5 s. nee a GFFG L!-IHL QHR::l ~.XXI': 
6. 6. l 2 3 4 5 6. T"v\PP CCim QQf38 E'ETT tDSS . 
7. 7. 1 2 3 4 5 7. 1\0DC rGl:'U I.JLK OPRQ UV~"Y>· 
e. 8. 1 2 3 4 5 e. CF'r\T l<JtTV l·HXZ 80DQ HJPH 
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10. 10. 1 2 3 4 -- 5 10. CFCH. .rcvc CGCS cr.xc Kcr:c 
11. 11. 1 2 3 4 5 11. ;mnK TNLL VF.GV PFc.:· Zl\GZ -
12. -- 12. 1 2 3 4 5. 12. Cl\F.Z CF.IZ CI02' CGVZ Cl\UZ 
13._ 13. 1 2 3 4 5 13. VFl3T XGDV ZIFX KXVH MZXJ' 
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17. 17. l 2 3 4 s 
18._ lB. 1 2 3 4 5\ N 0\ 
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VOCABULAH.Y TEST I 
This is a test of your knowlenge of word meanings. 
Look at the sample below. One. of the four numbered words 
has the same meaning or nearly the same meaning as the 
word at the left. Indicate your ans\ver by writing the 
number of the word you select on the answer sheet. 
attempt ·1-run 2-hate 3-try 4-stop 
The answer to the item is number 3: you should have 
a ''3" written on your answer sheet. 
Your score will be the number marked correctly minus 
a fraction of the number marked incorrectly. Therefore, 
it will not be to your advantage to guess unless you are 
able to eliminate one or more of the answer choices as 
wrong. 
You will have 4 minutes to complete this test. 
kemember, do not write in the test booklet. 























1-firm 2-light 3-her~etically sealed 
4-plane sick 
1-tattle 2-cheat 3-misrepresent 4-sell 
1-frontiersnan 2-pluncerer 3-murderer 
4-cynic 
1-inspiringly 2-skillfully 3-delightfully 
4-vigorously 
1-in\·olve 2-remove 3-r~taliate 
4-exaygerate 
1-autumn 2-miCnight 3-twilight 
4-daybreak 
1-crookecness 2-amity 3-plainness 
4-.carelessness 
1-cut 2-oration 3-tumor 4-flogging 
!-capitulation 2-merrymaking 3-emancipation 
4-teasing 
1-lithe 2-wincy 3-quiet 4-fickle 
1-guileless 2-fabulous 3-equine 
4-catlike 
1-neglectfully 2-conspicuously 3-fishonorably 
4-tejccteuly 
!-delicacy 2-complexity 3-invisibility 
4-hostility 
1-accept 2-extract 3-curtail 4-deprive 
!-contrariness 2-ins~bordination 
3-haughtiness 4-vivacity 
1-serenace 2-gad about 3-plunder 
4-espouse 
1-priest 2-casque 3-shepherd 4-chief 
1-excessiveness 2-~issi~ence 3-unanimity 
4-gaiety' 
DO NOT TURN THIS PJl.GE Ut-.~riL J,SKED TO DO SO 
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VOCA JU.LJ> L{Y 'l'ES'l' II 
This is a test of your knowlec:ge of won1 meanings. 
Look at the sample below. One of the five numbered words 
has the same ~caning or nearly the same meaning as the 
26Q 
worcJ above the numbered wore's. J.J.ark your answer by putting · 







The answer to tho..; se:mp.lc item is number 5; you shoulc: 
hcwe put an X through number 5 on your answer sheet. 
Your score \Jill be the number ·aarked correctly minus a 
fraction o£ the nur~er marked incorrectly. Therefore, it 
will not be to your ac;vantage to guess unless you are able 
to eliminate one or more of the answer choices as wrong. 
You \vill have 4 minutes to complete this test. Remember, 
?o not write in the ?est 3ooklet. 
DO NOT rl'Ul{.i.~ THIS 2l>GE UNTIL l>.SKED TO DO SO. 
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1. handicraft 1· unobservant 13. inclei:ent 
!-cunning 1-analytic 1-bal.my 
2-fast boat 2-conclusive 2-heppy 
3-utility 3-heedl.ess 3-rig;h.teous 
4-manual skill 4-uninforeed 4-severe 
5-guild 5-ti.I:lid 5-apprehe!l.Bive 
2. resistant 8. perambulator 14. access 
1-confusine: 1-coffeepot 1-a.b'.L."ldance 
2-conjuncti ve 2-drunkard 2-evaluation 
3-systel'!latic 3-baty carriage 3-a~proe.ch 
4-assisting 4-lia.r 4-extreJ:Jes 
5-opposing 5-cw::Jel 5-foes 
3· . ejection 9· .masticate 15. bland 
!-restoration 1-chev l-disegreeab1e 
2-expulsion 2-massage 2-pale 
3-refornation 3-ma.l'lufacture 3-soothing 
4-bisection 4-create 4-e:op'ty 
5-exposition 5-pollute 5-musical 
4. yavl 10. poignancy 16. collusio!l 
!-tropical storm 1-peignoir l-nerve 
2-foghorn · 2-gloo:niness 2-rest 
3-carouse 3-keenness 3-preyer 
4-sailboat 4-glu'ttony 4-co::s:;:ire.cy 
5-turn 5-l.oa.rony 5-d.isg-.J.ise 
5· listless ll. salaam 17. degrade 
!-aggressive 1-salivation 1-lover in rank 
2-adaptab1e 2-sa.J..non ·2-be::i dow=ward 
3-indifferent 3-sal'..ltation 3-disagree 
4-sorrowful 4-ransom 4-sort 
5-ugly 5-brigand 5-up1ii't 
6. acceptable 12. compatible 18.· evolve 
!-affected 1-abridged 1-d.evelop ~adually 
2-suitable 2-congenie.l 2-spin 
3-a.ttractivc }-compelling 3-end sudde:::.ly 
4-geninl ~-related 4-imp1icate 
5-not~worthy ~-combined 5-include 
DO NOT TURN Til I:: PAGE UNTIL ASKED TO DO SO. 
~· 
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LETTY".( SrTS TT'3T 
Each preble~ in this test has fivr sets of letters with 
four letters in rar.h set. Four of the sets o~ letters arc 
DliY..c in so·~c 'l'l<:.y. You <Jre to fine' the rule that ma:~es these 
four sets alike. The fi~th letter set is Cifferent fro~ the~ 
anf will not fit this rule. Draw an X on your answer sheet 
through the 3et of letters th?t i3 fifferent, 
NOTE: Th" rules will not be i:JaseC: on the sounds of sets 
of letters, the shapes of letters, or \~ether letter 
corr0inc:tions form \/Orc'!s O!' ?arts of worr:s. 
"'::<r:tolcs: 
;, . HOP'! r:'>4:L i\1CD HITI< tM·r~ 
B, NLIK PLIK O.LIK TJ~ VLIK 
In !':{ample !'., four of thr- sets have lcttcrs in alphabetical 
orc'r:r.. /·.n :-~ h2>s thn::-cforc l.)ecn C:ravm throu<;h D:SF..:... In ~:-:a:nple 3, 
four of the sets contain th~ letter ~. Therefore, an X has 
:>cen C'ra•.-m through TiUK. 
Yol!:: score on this test 'Jill be th"' m1::t'Jer o:. ?ro~le'1S 
mC':::kct~ corrcetly 'linus a fraction of thP. num'.:ler ;na::-kec ince>:crectly. 
Therefore:, it •.-:ill not :)e to your advantas;e to s;u-:ss L:nless 
you arc ai)lc to clininate one or :nore of the letter sets. 
You \vill he alloHec' 7 ~im,tes to co::~?lete this test • 
• ~ememl:Je:::, c'o DQ!_ -vtrite in the test booklet. 
DO NOT TIJRN 'l'HIS Pl,G? U~ITIL ASlG::D TO L:O SO 
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70. In the first few weeks the 
teacher cxpLlined the rules 
;~bout whJt students could and 
could not do in this class. 
71. The tc.1chcr wiil put up with a 
good tk.d. 
72. Students can chcosc where 
they sit. 
73. Students o;omctimes uo extra 
wor!.. on their own in the class. 
74. There arc groups of ~tudcnts 
who don't get along in ciJsS. 
75. Thi~ tt.lchc-r docs not trust 
stude:l!s. 
76. Thi~ cl.1ss is more a social hour 
th.lll a rt.tcc to karn some-
thing. 
77, Sometimes the ci;!SS brc,th:s up 
inio g:ours to comretc with 
each other. 
78. Activities in this c!.1:-s Jrc 
ck.~rly Jnd carefully pl.wned. 
79. Studt·nts arer.'t always sure if 
something is agaimt the rules 
or not. 
SO. The teacher will kick a student 
out of c!Jss if he acts up. 
81. Students do the s<1mc kind of 
homework <1ln10st every dJy. 
82. Students really enjoy this class. . 
(1_~~~-~JJ. i L?.~? J~(i_) 
83. Some students in this class 
dor1't like e.tch other. 
84. Students h;1ve to w,ttch what 
l:laJ~lLtt~. tfJJli.n lf L0illi 
85. 
86. 
they s;~y in thi5 ciJ~S. 
The te.1chcr stick5 to cla~swork 
and do.:~n 't get ~idctr.1ckcd. 
Students usu.1!1y p;m even if 
they don't do much. 
87. Students don't illtcrrupt the 
tCJLher when hr.:'s t.tlking. 
88. The tc,!ci1L'r i> consi\tcnt in 
d,·;ding with stud,·n ts who 
break thc rules. 
,89. When the tc:~chcr makc5 a 
rule, he means it. 
90. In this class, students MC 
allowed to make up their own 
projects. 
' ~{ 0 J t { I. I } 1 t ~ 
... - -- --· . .. . -
~':-I •, . ; .' ' . I ~ ... t ; . 
INSTRUCTIONS 
There ;~rc 90 ~(Jicrncnts in this booklet. They arc statements 
abcut high school and i•mior high school classrooms. You are to 
dccick whkh of the~c >t.rtcmcn:s ·Me true of your cl.!woom and 
·whkh ar~ fal~c. 
llhkc all your mJrks ori the scr:rr.Hc answer sheet .. If yo•J think a 
stJtcnrcnt is true or mo~t!y true of your ciJss, m.::..c an X in the 
box labeled T (true). I r you think the statement;, false, or mostly 
·false, mJke an X in the box !.;bdcd r {raise). 
Do not ma!.:c a!lY muks on this booklet, 
CONSULTING PSYCHOLOGISTS PRESS, INC. 
577 College 1\vc., Po~lo /\Ito, California 94306 
fl Copyrl~ht 197{ by ComultlnJ; P'yclo<Jior.:hh Pr<ss, P•!o Al:o, CA 94306 • 
. All rl);hl' r.-ervctl. 1 his t~''• or p.lll' thereof, mJy not t>e reproduc~d In 
•rly form wltiJoul v~rml~sion of the puullshcr, 
l. Stutknt .. put ,1 lt>t of ('ncr~~· 20. A lot or fricr1lhhip .. h,I\'C bet•n 37. Vl•ry ft•y, students t.rl..<.' p.ut in 55. Students sometimes prcs<.'nt 
intn '' h.!l thn dt> h<.'rt', m~dc in this cl,l~\. <.1.1~~ di,lll~~ions or ,rctivitic~. som~thing tht'y've worf.a·d on ., 
Stuch.~..,t ... ;,, t!~i~ .:f.h, ~"·t tu 21. Tl11• tt•,rdwr h mnrt' lrl.t• .1 3~. Sll!dl'llt~ t•njoy 1\<H~ing to· to tht• cl,r\\, 
li.nt>\1 ,.,,,,, llth,·r r,·.rll~ \\t'li, fri.·nJ th.lll ,!11 .1\!tlltu it\. gl'tht·r on proj~t·t~ in thi' d.1s~. 56. Student~ don't h,l\·e 111\l('h of 
J. 1 hi~ tt'.lt h,·r 'l't'n,!, 1 1'r\ little 22. \\'e t>ftt•n '~'''nJ nlt>r<' tirn,• 3lJ. Sorm·t inr1·~ th,• 1\',1< ht'l ..:"111hJr· a 1 h,IIIW to g~l It' J..lltlll' CJCh 
tin,~· '"'t 1 ~~~;'':' "i'J" "'''"·.~·:nt,.· di,cu"in)o! uut,id,· qud<'l1t r,IS\l'~ ,tl,dl'llt~ for not !..nowing other in tiJi, dJss. 
4. ·\lrn,"t .111 ('·"' tin•,· i~ ~p~:n\ ~<tivitil'~ th.111 c l.t,,.,.,•l,th•d the right .1mwer. 57, If ~tudcnt' w.1nt to 1.1lk Jhout 
on th,· k,,,,., lor the d.ry. m.1tni.1l. 40, Stud1'11h don't do mu~h worl.. ~onwthin~ tid' t<'.1ch..:r v.ill 
5. 5t \lt.knt ,· tf.,n't kl'l pr ,.,,tno.:d '23. Som~ stu<knh Jh~.~~' try lo in 1 hi~ { 1,1\,, find titllr 111 do it. 
to ((\!,f'c..1 ll' h\'ll1 • ~··~· who'·"' Jll~W1'r qlll''lion,. 41. I\ ,lildl'llt \ ).!r.1d1• h lmwrnl if ss. If rl ~llldl'l11 111i'~l'• d.t.,, for .1 
1 f1j, j, ,I \It'll "l):.l!litl•d d.t~~. 
nr.t. 
1;,· g<·t~ hnmi'\\Otl.. in l.tt<'. CO!IJ'I~ uf d.')', it tJJ..c, ~';111e (•. 
i. 
24. Student~ foul .nound ,1 l"t in -12. 1 (1,• tt•.tlfH'r h.trdly CICI 11.1 .. effort 1•1 c.11<:1 up. 1 hl'lt' j, ,\ Lfto.l! 'ot't of rufto,; (QT this d.t''· 
~llldt'lll\ hl l·•ffp\\. t" It'll ;,1\rd,·nb to get b.1d. in 59. Stud,·nt' here lhm't Ciltl.' abuut 
8. 1 h,.,, . .~r,· ,,·r~ fc" rulo:s to 
25. llw l<'.tdwr C\J'I.tins 1d1.1t \\ill th,•ir SL',\b. what ~r.llk<. the other student!> 
h.•rp~n if .t >tud,·ntlnl'.ti-.\ ,, 43. The lt'.ldlL'r 111.11-.e' .1 point of .lrC )o!L'lt in~. 
t "''"''. rule. ~liL king t11 tht• rttln he'> r11.1d1•. 60. ;,,,i~nm,·nh ,tre u;,u.tlly dcJr 
<') •o 1\t'l\ i<k.t\ .trl' ,!1\\,I~S being 26. 1 he tl'.t,h,•r is nut ll'r'f ,;trid. 44. Stud\'nh don't·""·'~~ h.lvt' to ~o cvcr~0nc hnows 1\h.tt to do tri,·,f <'Ill lh't<'. 
10. Student- d.lyd~t•.tm J lot in 27. Nt'w ·.tnd difftorl'nt.ll.ll' of 
'tid, ttt tilL' till<'' in this .:l.h\, 61. Thl'rt' .Ht' ,,·t ''·'Y' or 1vor~ing 
thi, t.:LI,..,. lt'.1thing .II<' n<1t llinl ,,.,, 4S. Stu(knh h.tn• vN) little to \,ly 
on thing'. 
ollt'll in thi, ~l.t''· • tbrut h"" 1'1,1'~ tin>t' i, ~P<'lll. 62 . It\ t".1sier to g<'t in trotrble 
II, Sttrdc:•h in thi, < 1.1~' Jr,·n't 
2::>. 1\lrht 'll!d,•nl\ in thio;, 1,,,, ., (\, t\ lot! ol \llldt•flb "Jr)<)diL• .. ht'IL th.tn in ,1 lr>t of other ,,.,, int,·r,'\1<'<1 ,, ;:,·ttin~ to \)f 
\..nell\ tllhc·r ;,tud,·nt'. rt'.lll) r.ty ,ttlt'rttitrn It• \\h,tt !'·''' llr 11\'\, CI.I~'>C~. 
12. 1 lh''ll',ttf>L'I !.l~t'' .r r'<'' >UIIJI 
the tl'.tcht•r i' ~.1\ in . ..:. 47. Studc•nh l'lljuy hclpill): e.tch 63. Students .Hr:" n.J'CCtcJ to 
illtt'rl''! in 'tud,•nt'. 29. It'.; <'·''Y to gct .1 ~roup oth1·1 with IHJillt'wurk. lnllo-.v ~ct lllkS in doing their 
togdht•r lor ,\ prt>:t'tl .. 48. 1 hi' H·.tdtc·r "t.dh~ down" to 
work. 
13. Stt~<knh ,u,· , .. ,~,,·.:tt:tl to 
;tic~!<' dt"""t~ in thi' <I.ISS, 30. Th1• t~.lch\'1 gr~t•, !llll of hi~ \tlltkllh. 64. ,\ In: of qutknts S<'t'llr tn be 
1·1. Sttrtknt' It\ h.utl to g<'llhc 
\\',ly to h<•lp 'tudt·r11\. 49. We· ll'll.dly tlu .ts ntlldt .IS we only hdlf awJI..(' during this 
sc·t nrll to du. cl.tss. lw't gr .ld,·. 31. Get tint: a l't'rt.tin .1n1111tnt of 6). It 1.1!-.~s .1 lt>ng timt: to get to 
15. S;ud,•nt' ·"'' .tlmn't ,1h1.1y~ cl.t"'' ;, !.. d· ""' i' H''\ impnr. 50. (;r .1d,., oll'<' not wry importilnt know everybody by hi~ first 
r,p;i<'l irl tl!i, d.1''· 1,111t in thi' tl.t''· in t hi' t'l.t'i,, llo\1111! ill thi> tfJ~S. 
l(i, Ruk' in tl11s ll.t~s ~rem to 32. Stud,·rl!s J.,n't t:ompt•tc with ST. Tht• !<'.tthcr oftr~n h.t~ to It'll 66. Thb lt•.rchcr want~ to l..now 
d1.trlgt' ,t Ill!. with c.1ch utht·r ht•rt•. 
~tu(knh lo (,tim down. 
wh.l! qud,·nts thern~clvcs want 
17. If .1 studcnt brcal.s a ruk in 33. Thi<. cl.1\s is oftt·n in ,til upro,lr, 52. 
Wh,•thcr or not stulknts can to lrarn ;tbout. 
thi,, l.h~. tw 's sure to gc:t in 34. 11w tc.tL"her cxpl.dr1\ \\h,1t the 
~L'I ,!W,I)' With St1111L'thing 
67. This tcach,·r often t.llo.,·s time dt•pcrHI, on how the tcOJcht•r 
trouble'. r\Jic\ arc. is fn·ling th.11 d.ty. out from the 11'\\0n plo~n to 
18. Wl1.1t stud('nts do in ciJss is 35. Stutknh l'olll gt'! in troublt• 53. Students get in trouble if 1.11!.. .1lwut oth,·r thing~. 
HI) tlilil'lc'nt or. dtlf1•rent with the lt'.11hl'f for tJI!..in~ they'tc not in thl·ir ~c.1ts when 68. Students h.nc to work for a 
d,l\~. when thC\ 'rt• not qrnr•>sr•d In \!1..: d.!>> 1~ ~uppuscd to ~t.ut. good~~ Ju.: in thi> cld~S. 
19. ~tutlenh Jl<' ott1'n "cltJl'k· 36. The tc.trht·r li!..e~ \!ulknt\ to 54. 1 he tc.H:hcr thin!..> up unu~ual 69. This cl.tss h.u dly ever surts 





cuumoom rnvmonmEt'lT SCRl~ 
OIRt:CTIONS 
. look~~ your test' booldet and thcck the r orm printed on It here: 
Form R_E_I __ . _ 
l'lrJIC provide the informJtlon rcqu~ltcd below. 
Your NJrne _____________ _... __ A&e ___ _ 
Sdh•oi _____________________ Sc11: M F 
(circle) Gr.tdc ______ Cl~woom _______________ 
How l0n!: h~ve you b.:cn in thh Hhootr _______ -------
years months 
I low lon& luve you been in thi) ciJwoom? ------------
months 
To<hy's D.ue _Other-----------
Nvw, p!rJIC r.e.1d c.1ch ~t.1tcmcnt in yo:Jr bool.ltt :~nd then, In the boxes on the 
"th~r s<t!c or this sheet, m.1rk T (true) If you think the StJtcmer1t i5 true of your 
cb\,:vum, ~nJ F {fJ!~c) if the ll.ltcnlcnt is nol'lrue of your cbmoom. 
U1e ·' l•r J•Y X, .a in the cx~mplc: PltJ\e usc ~ pencil with 
Jn cr~scr, not~ p~n. Be sure to mJtth c~ch number in the 
b<lol.lct with C~lh one on this sheet. 
On•c"c.! '!loy Rudol loot 
t x.,~lrtt. o~L v 
~j-?jj~j 
() c.,,.,,;~M. 191~. cr c ... n.uhln& Flycho!o,IIIS rrcn, fnc. R~prod,"llo, or lhlt form n lilt!:~ 
tritl'ovt ... nuen oum;,~lof'! . 
START 
HERE ~l-si r G·~ - - -· ·- .J- -·. f-· 
T 
-··· 10 I I 12 13 14 15 
F 
·- ·- -· --· -
T - Jl) 20 21 n 2.! 2·1 
f - - 1-· - - . -- ·-
T 
-· 20 2~ 30 31 32 33 
F - - 1--. -- - -- -
T . 37 J8 39 ·10 •II 1,2 
t= -- -- - -- ·-- - -
T 
·I r, 11 •ll:l 49 ~l) 51 
F - 1-· - -· - -·- ·-· -
T - 55 56 57 58 5!.1 (,Q 
F - -- - - ·I- -- --
T . (,\ r.s (,(; (,7 6~ Ci 1l 
F - - 1- ,_ ··- - -
T 
-· 7.1 74 75 70 77 78 
f - - - - - ·~ ·I--
T ... H2 83 8·1 ()5 86 87 
F 
-7. 8· 91-~ 
1- f- 1--
T 
16 17 18 ·-
F 
f- - - f-
T 
25 '.'[, 21 --
F 
·- -- -- -
T 
3-1 35 )(, ---
F 
--- . -- ·- -
T 
·13 ·1·1 <15 . ·-
F 
1- - - -
T 
52 )J 'i·l .. 
F 
- -- ·- -
T 
61 f'l '· 63 ·---
F 
- ·- - -·r 
70 71 72 ·--
F 
·-· ·- --· -
T 
7') xo 81 --
F 
-f- 1- -- -
T 
llH o9 90 --
f 
,.. ____________ - ·-·-· ~-----····-·····-···· ··---4-··-------~---· 
• · c!o nol m"k b~"'" '~" lu•• ·:;: EEf' I TO I c I 00 I RC I Tc () 
·! 
INVOLVE11ENT 
1. Students put a lot of energy into \vhat they do here. TRUE 
10. Students daydream a lot in this class. FJI.LSE 
19. Students are often "clock-watching" in this class. FALSE 
28. Host students in this class really pay attention to what 
the teacher is saying. TRUE 
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37. Very few stucents take part in class discussions or activities. FALSE 
46. A lot of students "doodle" or pass notes. Fl·.LSE 
55. Students sometimes present something they've worked on to 
the class. TRUE 
64. A lot o£ students seem to be only half awake during this class. FALSE 
73. Stucents so;net:imes co extra work on their O\•'n in the class. TRUE 
82. Students really enjoy this class. TRUE 
11FFILIATIOH 
2. Students in this class get to know each other really v1ell. TRUE 
11. Stu.cents in this class aren't very interested in getting to 
know other stucents. FALSE 
20. A lot of friendships have been made in this class. TRUE 
29. Its easy to get a group togetner for a project. TRUE 
38. Stucents enjoy '-'O:::-king toc;ether on p::-ojccts in thi:J clc.ss. TRUE 
47. Stucents enjoy helping eac;, other with ho::'\ework. TRUE 
56. Students don't have much of a chance to get to know each other 
in this class. FALSE. 
65. It takes a long time to get to know everybody by his first 
na~e in this class. FALSE. 
74. There are groups of students \vho don't get along in this class. FJ>.LSE 
83. Some students in this class don't like each other. FALSE 
TEACHER SUPPORT 
3. This teacher spends very little tim~ just talking "·ith students. FALSE 
12. The teacher takes a personal interest in students. TRUE 
21. Tne teacher is more like a friend than an authority. TRUE 
30. The teacher goes out of his "~Y to help students. TRUE 
39. Sometimes the teacher embarasses students for not knowing the 
right answer. FALSE 
48. This teacher talks down to stucents. FALSE 
57. If stucents want to talk about something this teacher \vill find 
tim~ to do it. TRUE 
66. This teacher \vants to know what students themselves want to learn 
about. TRUE 
75. This teacher does not trust ntudents. FALSE 
84. Students have to watch what they say in this class. FALSE 
TASK ORIENTAT!O~ 
4. Alnost all class tir:1e is spent on the lesson for the day. TRUE 
13. Stccents a::-e e:<pecteC: to stick to classwo::}~ in this class. TRUE 
22. l\e o:::ten S?end :::::>::-e ti::~~ discussing outs ice student activities 
than class-::elated r.zterial. FhLSS 
31. Getting a ce::-tain a:::ot.mt of clas.swork cone is very important 
in this class. ~~~s 
40. Stucer:ts co:~' t co r::cch v1ork in this class. FALSE 
49. he usuall• co as ::~uch as we set out to co. TR~ 
58. If a stc~~=~ nisses class fo:: a couple of cays, it. takes 
sor::~ e~fo=~ to catca u?. T?.uT 
67. This teac::e::- o£!:2:1 ta?:.es tine out :fro:':l the lesson plan 
to talk e:=::::>ut othe:: things. F.MLSE . 
l./b 
76. ~nis class is so::-e a social hour than a place to lea=n sonething FALSE • 
. 85. ~ne teacne= sticks to classwork ana doesn't get sicetracked. TRUE 
COMPETITION 
5. Stucents feel :>:-essll::ed to con::Jete here. Fi·.LSE 
14. Stu~en~s t~: ha::c to get the ~~st s:::-ace. T~~ 
23. Sone st~ce~~s al~ays try to see who can answer questions first. TRUE 
32. Stucents co~'t con?ete with each othe:: here. F~lS~ · 
41. A stu~ent's grace is lowered if he sets ~o~e~ork i:~ late. TRUE 
50~ Graces are not ve~ in?Qrtant in this class. F~LSE 
59. Stucent.s ~e::::e con't care about .,...hat graces the other students 
are get tin::;. r;~s=: 
6B. Stucent.s have to war% for a gooc grace ir: this class. TRUE 
77. Sone';;ines t::e class breaks I:? into s:::-ou?s to con:::>ete with each otrer. TR 
86. Stucents usually pass even if they con' t co r:u:ch. FALSE 
ORDER AND ORGANIZhTION 
6. This is a "·'ell .o::ganizec class. TRUE 
15. Stucents are alr.ost always quiet in this class. TRUE 
24. Stucents =ool arounc a lot in this class. FnLSE 
33. This class .:.s o:':t.en in an U?:::-oar. J:'i-_LSE 
42. T:'le teac:'"le-:: }:arc.:._y ever has to tell stucents to get back 
in thei-:: seats. TR~~ 
51. T;,,e teache::- o.::ten h~s to tell students to calr.1 co'l<.-n. FALSE 
60. Assisr.:::er::cs z.rc usually clear so everyor.e i<:~::::·.;s • ..;hat to co. TRUE 
69. This class ~2r~ly ever starts on ti~e. FA~SZ 
78. Activites i~ this class are clearly anc ca-::efully planned. TRUE 
87. Stuccnts co~' t inte::::rupt the teacher \>hen he is talking. TRUE 
RULE CI.J\lliTY 
7. There is a clear set of rllles for students to follm.,.. TRUE 
16. Rules in this class seer.~ to chansc a lot. F."·.LS:::: 
l../1 
25. T:'le teac:wr expla.tns \<cCJt will i~<::?pen if a stuc:ent brea}~s a rule. TRUE 
34. The teacher explains \lhat the :rules are. TR7E: 
43. The teacher ~akes a point of sticking to the rules he's r.~ce. TRUE 
52. \·,nether or not stu<.:ents can get a\>my with so:nething cepencis on 
how the teacner is feeling that day. Fl,LSE · 
61. Tnere are set v:ays of \JOrking on things. T?.'U'E: 
· 70. l.n the first fe¥.· -...;esks the teacher explainec the rules about 
what stucents coul~ and could not do in this class. T?.~. 
79. Stuccnts aren't al\wys sure if so:nething is against the rules 
or not. F;.LSE 
88. ~ne teacher is consistent in dealing with students who break 
the rules. TRUE 
TEACHER COl\"TROL 
B. There are very few rules to follow. Fl,LSE 
17. If a stu~ent breaks a rule in this class, he's sure to 
get in trouDle. TRtJB 
26. T'ne teacher is not ve:-y strict. Fl,LSE 
35. Stu~cnts can get in t:-ouble with the teacher for talking 
when they are not supposed to. T~UE 
44. Students don't always have to stick to the rules in this class. FJI.LSE 
53. StuC:ents get in trou!Jle if they're not in their seats when this 
class is supposed to start. TaUE 
62. It's easier to get in trouble here than in a lot of other classes. TRUE 
71. ~"le tcac:.er will put up 'n'ith a good dec.l. FhLSE 
BO. T'ne teacher- -...·ill kick a student out of class if he acts up. TRUE 
89. \·men the teacher makes a rule, he means it. T?.UE 
l.NNOVATION 
9. New ideas are always ~eing tried out here. TRUE 
.lB. Knc::t students do in class is very different on different cays. TRUE 
27. Nev: and different ways of teaching are not tried very often in 
this class. FALSE 
36. The teacher li}:es students to try um1sual projects. TRUE 
45. Stuoents have very little to say about hoH class tir.~e is spent. Fl.LSE 
54. T'ne teacher thinks up unusual projects for stuc'~nts to co. T~~3 
63. Students arc ex?ccted to follo;v set rules in doing th-3ir work. Fi\LSE 
72. Stuccnts can choose where they sit. TRUE 
Bl. Stucents cio the same kind of homeviork almost every cay. F;,LSE 





'The follm-.ring is a list of most of the concepts you 
might teach for a u~it on acids and bases. Rate each concept 
in ter::~s of the en?l~2sis or ii:!.;:>ortance it hc:.s to your 
presentation o~ the unit. Use the scale listed below for 
your ratinss. T!1cse rilt.ings •c~ill help r..e to construct a unit 
test. The unit test vlill contain only those concepts which 
teachers feel are important to the goals of their unit. 
p,ate each concept using the £ollo-..;ing scale. Circle the 
most a?pro?riate rating. Please return your checklist to we as 
soon as possible. · 
~": ~ .. ; . - : ~ -
(1) Very Important- T'nis is an essential concept \-.rhich all students 
should kno·"'· 
{2) Im,?ortant- Host stucents should u:1C::erstanc this concept, but 
not all stuoents will learn it. 
{3) useful- Probably only your better stucents will learn this 
concept. It is useful info~~ation, but 
your average student can pass the course 
without knowing this information. 
{4) 1-:arginally relevant- Stuc'ients ~ay lea~n this typ8 o£ inforr:.ation 
but it will net be very helpful for 
achieving your unit goals or course goals. 
{5) I:crelcvant- This is trivial information '.·:hich h<:Js very little 
to do with a person's un6crstanding of 
che~ical principals, e,g, trw birthplace 




1 2 3 4 5 
1. Organic acics 1 2 3 4 5 
2. Inorganic acids 1 2 3 4 5 
3. l·:incral acids 1 2 3 4 5 
4. lnc"u:;trial acids 1 2 3 4 5 
s .. ;,n acid should be added to water slo·.,ly l 2 3 4 5 
with stiring, but water shoulc never be 
aoc1ed to concentrated sulfuric acid. 
6. J>.rrhen ius l 2 3 4 5 
7. 3ron:>ted l 2 3 4 5 
8. Lo·..;ery l 2 3 4 5 
9. Le·.·lis 1 2 3 4 5 
10. Theory of Ionization- Arrhenius 1 2 3 4 5 
11. B::::-onsted-Lo·,·:ery moc'P.l of acids and bases 1 2 3 4 5 
12. Le\·lis I·:otel o{ ac~c1s and bases 1 2 3 4 5 
13. Proton con or 1 2 3 4 5 
14. Proton acc0ptor 1 2 3 4 5 
15. Strong acic"s 1 2 3 4 5 
16 .. v:eak acids 1 2 3 4 5 
17. Prop8rties of acids l 2 3 4 5 
13. turn 1 i ttnus solution r0d l 2 3 4 5 
19. has a sour taste 1 2 3 4 5 
20. neutriilizc;s bnscs 1 2 3 4 5 
21. connucts an clcctJ~ic current 1 2 3 4 5 
22. liherUt'2S hydroJ<:-n on rcucting \·;ith 
certain rnt3t2ls such as [,1 1 ;.:g, o::: Zn. 1 2 3 4 5 
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-2-
23. acids react \'lith carbonates 1 2 3 4 5 
24. acids react \•lith oxides of metals 1 2 3 4 5 
25. acids react \llith mc.ny metals 1 2 3 4 5 
26. acios ncot:::-alize hydroxices 1 2 3 4 5 
27. .f-~ciC.s furnis!-1 p:;:otO;-lS '\·lben they 1 2 3 4 5 
react with bases. 
28. 1-~ono:s>:-ot.ic acids 1 2 3 4 5 
29. Diprotic acids 1 2 '3 4 5 
30. ·triprotic acids 1 2 3 4 5 
31. J.~a::ling the traditional acids 1 2 3 4 5 
32. binary acids 1 2 3 4 5 
33. tern.a:-y acids 1 2 3 4 5 
34. Acid anhyardidcs 1 2 3 4 5 
35. o:~yacics 1 2 3 4 5 
36. The strength of an acid de?ends U?On the 1 2 3 4 5 
degree o:E .ionization .i:-1 ,,·ater solution • 
37. T'ne strens:th o:: acids can be co:-:1::>areo by 1 2 3 •4 5 
measuring their ability to conate protons 
to the sar.~e base, us ll<llly water. 
38. K;, I the c.cid constant 1 2 3 4 5 
39. Strong acids have high KA values. 1 2 3 4 5 
40. Eydro.:1ium ion - '•1 2 3 4 5 
41. Eyarated p::coton 1 2 3 4 5 
42. Le·.-:is acid 1 2 3 4 5 
43. Le·.-1is base 1 2 3 4 5 
44. Hyc'!ro:<ly grOU::? 1 2 3 4 5 
45. Hydro:·dces 1 2 3 4 5 
45. Definition of acids 1 2 3 4 5 
47. Definition of bases 1 2 .3 4 5 
48. Properties of bases 1 2 3 4 5 
49. bc.ses turn litr:\US solution blue 1 2 3 4 5 
50. a base has a bitter taste l 2 3 4 5 
51. a base neutralizes acics 1· 2 3 4 5 
52. a b?.se conducts an elect!:ic current 1 2 3 4 5 
53. a base feels sli?;::>ery to the touch l 2 3 4 5 
54. Cher:\ic.c:tls should never be tasted unless 1 2 3 4 5 
it is absolutely certain that they are 
not poisonous. 
55. Cher:\icals should never be touched unless 1 2 3 4 5 
it is absolutely certain that they arc 
not corrosive. 
56. Chara::.:teristics of hydroxices 1 2 3 4 5 
57. Hydro:-:ices of the active ~:~etals 1 2 3 4 5 
furnish o:r - io!1s in solution. 
58. soluable hydroxic.'es have bitter taste 1 2 3 4 5 
59. solutions o£ hyr:yo;:idcs feel sli;::>?ery 1 2 3 4 5 
60. solua::Jle hy~roxioes aifect indicators l 2 3 4 5 
61. hydro:ddes neutralize aciCs. 1 2 3 4 5 
62. Byc1roxiues react with o;-:ices of non- 1 2 3 4 5 
raetals. 
63. certain hydroxic'es are amphiprotic. 1 2 3 4 5 
64. llr:>?hiprotic 1 2 3 4 5 
65. basic a.:1hydriae 1 2 3 4 5 





Experi~cntal evicence must establish the 
acidic or basic character of a substance. 
Conjugate acid 
co:.jugc.te base 
70. conjugate acid-base pair 
71. 'l'he stronger an acid, the \·:eaker its 
conjugate base is, and the stronger 
a base, the \veake r its con j u gate 
acid is. 
72. Protolysis reactions favor the 
production of the '"'eaker acid 




76. A6vantages and disadvantages of having 
solutions expressed in nolarity or 
normality. 
77. Autop~otolysis 
78. Acicity or alkalinity of a solution can 




















82. Testing pH Hith Hydrion paper 





85. Demonstrate acid-base titration 1 
86. equivalence point or end point of 
titration 













using pB indicators 
l·!easuring p:i 'ldth meters 
Definition of a salt 
salt pro~ucing reactions 
Properties of salts 
93. Salts can be for~ed by the 
direct union of the clements 
94. Salts are forraed by the.replace~ent 
of the hydrogen of an acid by a ~etal 
95. The oxice o£ a metal :;--,ay react v:ith 
an acic to for~ a salt. 
96. The oxide of a non-7:\etal ~ay react 
with a solua~le hydro::ic.e to form 
a salt. 





and for~ salts. 1 
98. Two salts 7:\ay be p~cpared at one tirae 
by ionic reactions. 1 
99. Salts ~ay be fo~~"d by the actio~ of 
an acid on a carbonate. 1 
100. Salts ~ay be for~~d by the reaction 












































































































































101. NaQing salts. 
102.3rackets indicate noles/liter 
103. Molarity of a solution 
104. Nor~ality of a solution 
105. gram equivalent of a solution 
106. Calculate the p3 wne11 tile of 
a solution is }mmm. 
107. Calculate the when the pH of 
a solution is knmm. 
108. Solve a titration pro~lem using the 
mole method. 
109. Solve a titration pro~lem using the 
method of equivalents. 
FORHUL.'I\S 
110. 
(crt 5 7"11JiT 
Your name 
Your grade: High SCl1ool 8th grade 
Please return to me as soon as possible. 
Bob DeGuglielmo 






























































Scores on the Concept Checklist 
Teacher Number 
Term # l 7 2 5 1 6 Mean sd Median 
1 3 4 4 2 3 3 3.17 .75 
2 2 4 1 1 2 1 1.88 1.17 1.5 
.3 2 4 4 3 4 5 3.67 1.03 
4 2 4 1 3 4 5 3.17 1.47 
5 * 1 2 1 1 1 1 1.17 .41 1.0 1 1 6 2 4 1 1 1 1 1.67 1.21 1.0 5 
7 2 4 1 3 1 2 2.17 1.17 
8 2 4 1 3 1 2 2.17 1.17 
9 2 4 3 2 1 3 2.50 1.05 
10 * 2 1 1 2 2 1 1.50 .55 1.5 4 
11 * 2 1 2 3 1 2 1.83 .75 4 
12 * 2 1 3 2 1 3 2.00 .89 4 13 * 2 1 2 1 1 2 1.50 .55 4 
14 * 2 1 2 1 1 2 1.50 .55 4 
15 * 2 3 1 1 2 1 1.67 .82 1 1 
16 * 2 3 1 1 2 1 1.67 .82 1 1 
17 * 2 1 1 1 1 1 3:.20 .45 1.0 1 1 18 * 1 1 1 1 1 1 1.00 .00 1 1 19 ** 1 1 1 1 3 4 1.83 lq33 1 1 20 * 1 1 1 1 1 1 1.00 .00 1 1 
21 * 1 1 1 1 2 1 1.17 .41 1.0 1 1 
22 * 1 3 1 1 2 1 1.50 .84 1 1 
23 3 4 3 3 3 1 2.83 .98 1 1 
24 2 4 3 3 3 4 3.17 875 1 1 
25 * 2 1 3 1 2 1 1.67 .82 1 1 
26 * 1 1 1 1 1 1 1.00 .• 00 1 1 
27 * 3 1 1 1 1 1 1.33 • 82 1.0 2 1 
28 3 4 3 4 3 1 3.00 1.10 4 
29 3 4 3 4 3 1 3.00 1.10 4 
30 3 4 3 4 3 1 3.00 1.10 4 
31 * 2 3 2 2 2 1 2.00 .63 4 32 * 2 3 2 2 2 1 2.00 .63 4 
33 * 2 3 2 2 2 1 2.00 .63 4 
34 3 2 2 3 2 2 2.33 .52 4 
35 4 4 3 4 3 1 3.17 1.17 5 
36 * 3 1 1 2 3 2 2.00 .89 3 1 
37 3 2 2 3 3 3 2.67 .89 3 
38 3 2 3 5 3 5 3.50 1.22 5 
39 3 3 3 5 3 5 3.67 1.03 5 
40 * 3 1 1 1 1 1 1.33 • 82 1.0 3 
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Eighth 
Teacher Number Grades 
Term # 3 7 2 5 1 6 Mean sd Median 9 8 
I 
41 * 3 1 1 1 1 1 1.33 . 82 1.0 3 42 3 1 3 2 3 3 2.50 .84 5 
43 3 1 3 2 3 3 2.50 .84 5 
44 3 4 1 1 1 1 1.83 1.33 5 
45 * 1 1 1 1 1 1 1.00 •• 00 3 
46 * 1 1 1 1 1 1.00 .oo 1 1 
47 * 1 1 1 1 1 1.00 .oo 1 1 
48 * 1 1 1 1 1 1.00 .oo 1 1 49 * 1 1 1 1 1 1 1.00 .woo 1 1 50 ** 1 1 1 1 3 4 1.83 1.33 1.0 1 1 51 * 1 1 1 1 1 1 1.00 .00 1 1 52 * 1 1 1 1 1 3 1.33 • 82 1.0 1 1 53 * 1 1 1 1 3 2 1.50 .84 1.0 1 1 54 * 1 1 1 2 1 1 1.17 .41 1.0 1 1 
55 * 1 1 1 2 1 1 1.17 .• 41 1.0 1 1 56 * 1 2 1 1 1 1.20 .45 1.0 3 57 * 1 2 1 1 1 1.20 .45 1.0 3 58 * 1 2 1 2 3 1.80 .84 3 59 * 1 2 1 1 3 1.60 .89 3 60 * 1 2 1 1 1 1.20 .45 1.0 3 61 * 1 2 1 1 1 1 .• 20 .45 1.0 3 62 1 4 3 4 2 2.80 1.30 3 
63 1 4 3 5 3 3.20 1.49 4 
64 3 4 3 5 3 3 3.50 .84 4 
65 3 2 2 3 2 2 2.17 .41 2.0 4 
66 4 2 3 5 3 5 3.67 1.21 4 
67 3 2 2 1 3 2.20 .84 1 
68 3 3 3 4 4 2 3.17 .75 4 
69 3 3 3 4 4 2 3.17 .75 4 
70 3 3 3 4 4 2 3.17 .75 4 
71 3 2 3 4 4 2 3.0 .89 4 
72 4 3 3 4 4 5 3.83 .75 4 
73 * 1 1 1 1 1 1 1.00 .00 4 74 * 1 2 1 1 1 2 1.33 .52 4 75 * 1 2 2 1 3 3 2.00 .89 4 76 * 2 2 1 3 1 2 1.83 .75 4 77 4 4 3 5 3 5 4.00 .89 4 
78 * 2 1 2 1 1 3 1.67 .82 4 79 * 1 1 1 1 1 3 1.33 • 82 1.0 1 1 80 3 1 3 1 3 3 2.33 1.03 4 
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Eighth 
Teacher Number Grades 
Term # 3 7 2 5 1 6 Mean sd Median 9 8 
81 3 3 3 1 1 3 2.33 1.03 4 
82 * 1 1 1 1 3 3 1.67 1.03 1 1 83 * 1 1 1 1 1 3 1.33 • 82 1.0 4 84 * 1 1 1 1 1 2 1.17 .41 1.0 4 85 * 1 1 1 1 1 2 1.17 .41 1.0 4 
86 * 1 1 1 1 1 2 1.17 .41 1.0 4 
87 1 3 3 1 3 2.20 1.10 4 
88 1 1 1 2 1 5 1.83 1.60 1.0 1 
89 4 3 3 3 3 5 3.50 .84 4 
90 * 1 1 1 1 2 1 1.17 .41 1.0 1 1 
91 1 3 1 3 2 5 2.50 1.52 1 1 
92 1 3 1 2 1 5 2.17 1.60 1 1 
93 1 4 1 1 2 5 2.33 1.75 1 
94 1 4 1 1 1 5 2.16 1.83 1 
95 1 4 2 3 1 5 2.67 1.63 1 
96 1 4 2 3 1 5 2.67 1.63 1 
97 1 4 1 1 1 5 2.16 1. 83 1 
98 3 4 1 5 3 5 3.50 1.52 5 
99 3 4 2 5 3 5 3.67 1.21 1 
100 3 4 2 5 3 5 3.67 1.21 1 
101 3 4 1 3 3 5 3.17 1.33 1 
102 3 1 3 1 2 5 2.50 1. 52 5 
103 * 1 1 1 1 1 1 1.00 .00 5 
104 * 1 2 1 1 1 2 1.33 .52 5 
105 1 2 3 1 3 3 2.17 .98 5 
106 * 3 1 1 1 3 1.80 1.10 5 
107 * 1 2 3 2.00 1.00 5 
108 1 1 1 4 3 2 2.00 1.26 5 
109 3 2 3 4 1 3 2.67 1.03 5 
110 4 1 1 :l 4 4 2.50 1.64 5 
111 4 3 3 1 2 3 2.67 1.03 5 
112 4 1 1 1 2 3 2.00 1.26 1.5 5 
113 2 1 3 1 2 4 2.17 1.17 5 
* These terms were accepted into the subject matter domain. 
**These terms were added to the subject matter domain to 
increase the number of eighth grade terms. 
TERNS SELECTED FROH THE CONCEPT CHECKLIST FOR THE 

































































· 8 (total ) 
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* These terms were only appropriate for high school students. 
** These terms were added to the test domain to increase the 
number of eighth grade terms. 
APPENDIX C 





















TABLE OF SPECIFICATIONS FOR TEST 2 * 
Learning Outcomes 
Verbal Defined 




15 5 0 20 
10,11,27,36,58, 32,33,73, 82 1 831 
61 74,75,79, 85,103, 
84,86 104,106 
6 8 6 20 
21 13 6 40 






























* The numbers listed in the table are the terms from the 
concept checklist. 
APPENDIX D 
I.EAR.NIN,G TESTS AND ITEM ANALYS_IS 
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ITEM ANALYSIS FOR TEST # 1 * 
Discrimination Difficulty 
Item # Index Index 
1 .15 .21 
2 .36 .16 
3 .23 .12 
4 .28 .48 
5 .49 .40 
6 .08 .12 
7 .44 .39 
8 .23 .15 
9 .28 .63 
10 .49 .28 
11 .44 .34 
12 .51 .37 
13 .39 .23 
14 .28 .18 
15 .38 ·.16 
16 .31 .36 
17 .41 .34 
18 .46 .20 
19 .44 .21 
20 .49 .40 
21 .33 .26 
22 .38 .24 
23 .28 .46 
24 .21 .44 
25 .54 .40 
26 .26 .55 
27 • 38 .58 
28 .41 .50 
29 .51 .37 
30 .54 .38 
31 .15 .40 
32 .51 .45 
33 .20 .51 
34 .18 .64 
35 .36 .69 
36 .44 .36 
37 .23 .45 
38 .36 .52 
39 .33 .2 9 
40 .51 .38 
* Based on the 130 high school students who 
completed this test. 






























































































































* Based on the 90 high school students who 
completed this test. 
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TEST l -1-
Nl~m __________________ __ PERIOD ____________________ _ 
DIRECTIG~S: '·iri te your c.nsv:ers on the ans..,·er sheet provided. You 
should co all of your calculations ori this test, and not on the 
answer sheet. 






A) lm acid should be adced to water qtu.ckly so that the acid 
will not drip as you pour it. 
B) An acid should be added to water slowly with stirring, but 
water should never be addea to concentrated sulfuric acid. 
C) Kater should be acided to an acid slowly with stirring. 
D) Water should be added to an acid slowly with stirring, but 
concentrated sulfuric acid should never be adCed to water. 
l''hich of the following is a property of an acid? 
]'.) Jc.cids turn rec when ti1ey arc mixed with salt. 
B) Acids feel slippery. 
C) Acids have a sour taste. 
D) Both Band c are true. 
Acids ••• 
A) neutralize salts to produce a base. 
B) neutralize salts. 
C) neutralize bases. 
D) con 1t neutralize; they burn if you touch them. 
Acids react with ••• 
A) Hany metals B) all metals C) raany salts D) all salts 
Acids neutralize ••• 
A) some hydroxides B) most hydroxides 
C) all hydroxi2es D) none of the above 
Bases neutralize ••• 
h) litml'S solution B) acids C) A and B D) none of the above 
7. \\'hich of the following is a property of a base? 
A) Turns litm~s indicator solution red. 
B) Reacts with certain metals to produce hydrogen 
C) A and B D) none of the above 
8. Chemicals should never be tasted ••• 
A) unless your friend tastes it first and says its safe. 
3) under any circu~~tances, vecaus~ they might be poisonous. 
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C) unles3 it is absolu~ely certain that they are not poisonous. 
D) because you might taste one that would taste terrible. 
9. Chemicals should never be touched ••• 
A) beca~se you could contaminate the chemicals and ruin 
your experi:nent. 
B) unless it is ab3olutely certain that it is safe to touch them. 
C) un~er any circu~stances 
D) because your hands might be stained by them. 
-2-
Four statements are listed belm'l'. Match each statement with the 
cescriptions i:1 coltJ::-.n. ;,.. ·:::oL: :'lr.:' use any statement more than once • 
.1>.11 of the cescri:pt~cns in Colu:nn A should be r:l<:.tched with one of 
the following statcr:lents. 
A) Property of both ~n Acid and a Base. B) property of an acid. 
C) Property o£ a ~~se. D) not a property of a base or an acid. 
Column A 
10. Turns litmus solution indicator red. 
11. Concucts an eLectric current. 
12. Reacts wi~h certain r:letals, such as magnesium, to 
procuce hycro~en gas. 
13. Turns litmus indicator solution blue. 
14. tastes bitter. 
15. feels slippery when touched. 
Classify each of the solutions 
A) a strong acid 
C) a salt disolved in water 
E) an acid of unknown strength 
listed in colu:nn A as 
B) a weak acid 
D) a base 
One of the tests described below uses an electric light bulb which 
is connected to a battery and a pair of electrodes. The electro~es 
are then placed in the test solutions. 
Column A 
___ 16. The electric light glows brightly. The solution does not 
feel slippery, or taste sour, and the solution does not 
react with magnesium to pro~uce hydrogen. 
_____ 17. The electric light glows brightly. A few cro?s of Congo Red 
placed in the solution turn blue: the pH is less than 3.0. 
_18. The electric light glows brightly. The solution feels 
slippery \-.'hen it is touched. 
____ 19. The electric light is very dim when it is placed in the 
solution. Litmus solution turns red. 
_20. hnen magnesium is added to the unknown solution, hydrogen 
gas is produced. 
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Match the theories listed in column A with the descriptions in column B. 
Colur.m A Colur.m B 
____}1. Lewis model of acids 
___ 22. BronsteC:-Lowery model of acids 
, __ 23. Arrhenius model of acids 
1-.) 1>.11 acids ionize in .,,:ater to 
form hydrogen ions. 
B) An acid is a substance that can 
accept pairs of electrons. 
C) An acid is si~?lY a proton donor, 
i.e. it gives up protons to 
another substance. 
D) None of the above. 
-3-
24. 'fuen hyoroxices are disolvec in water, the solution vlill be ••• 
A) slightly acicic B) a st~ong acid C) a weak base D) basic 
25. \~nen hydroxices are disolved in water, they ••• 
A} will cause litmus to turn from red to blue. 
B) will cause litmus to turn from blue to red. 
C) will not cause litmus to change color. 
D) should be r:1ixed slo\vly as this could cause a violent reaction. 
26. ~ne hydronium ion concentration of a solution can be used 
to express the solution's ••. 
A} Acidity B) Alkalinity C) both A and B D) none of the above. 
27. l'lha t do all three of the following solutions have in COr:lr:lOn? 
( I ) a solution of HCl disolved in water 
(II ) a solution of HN03 disolved in water 
(III) a solution of H2S04 disolved in water. 
A) All contain hycrogen gas 
C) All contain hydronium ions 
B) All contain hydroxyl ions. 
D) none of the above. 
28. l'lhich of the solutions listed in #27 contain a hydrated proton? 
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A)Solution I B) Solution II C) Solution III D) All three sol~tions 
29. lfuich of the solutions listed in #27 will be a proton donor? 
A) Solution I B) Solution II C) Solutions I,II, and III D) None 
30. \·ihich of the following is a ternary acid? 
].) H2 so4 B} HCl C) HBr D) A and B 
.The following list of ansv:ers should be used with #31 and #32. 
A) Holes of sollltc:; kilogrum of solvent 
B) J·loles of solute/ liter of solution 
C) gram-equivalents o£ solute/liter of solution 
D) grams of solt.:te/liters of solution 
E) Moles of solute/ liters of solvent 
_____ 31. h~ich of the above expressions best describes molarity? 
_____ 32. ~mich of the above expressions best describes normality? 
33. \·ihich of the following could be used to describe the pH of a solution; 
34. 
A) a logrith~ic function of the hydronium ion concentration 
B) the hydronium ion concentration 
C) Log ( 1/ ~ H30 1J ) 
D) 1·.11 of the'- above 
The end point o£ titration occurrs. when ••• 
A) equivclent suantitics o:£ L II 3o'J and OH- are present in 
th~ sam~ solution 
B) h suitable indicator changes color during titration 
C) the noles of the st2nc:arcl solutl.on ec;ual the moles of 
the un}:novm solution 
D) J-. and B 
35. 
-4-
Select the steps in co~rect order for testing the pH of an 
un}mov.'n solution using pH paper ( Hydrion paper ) 
1. Place the pH paper in the test solution. 
2. Co~pare the color of the test paper to the Eydrion color chart. 
3. Place a e=op of solution on the pH pape=. 
4. 1;ait at least 5 minutes ~efo=e you compare the color of 
the test paper with the colo= of the Hycrion color chart. 
You need to be sure that the neutralization reaction is 
complete. 
5. Compare the color of the test solution to the colors on the 
Hycrion color chart. 
A) 1, 5 B) 1,4,5 e) 3,4, 2 D) 3,2 
36. Select the steps in the correct order for doing an 
acid-base titration. 
1. Always use the same indicator for titrations. 
2. pour a knov.'n quantity of the stancarc solution into a flask. 
3. Choose the best indicator for the che:-:1ical reaction. 
4. Put a few crops of incicator into the stancarc solution. 
5. Pour a measurec qucntity of· the unknown solution i::-1tO a flask. 
6. Put a few dro?s of incicator into the unknown solution. 
7. Titrate a fe\.; crops of the unkno;.:n solution into the 
stancarc solution. 
8. Titrate a few c~O?S of the standard solution into the 
unkno1-:n solution. 
until the indicator no longer 9. Continue the titration 
changes color. 
lO.Continue the titration until the indicator changes color. 
A) 3, 2 1 6, 7r 9. 
C) 3, 2, 4, 7, 10 
B) 1, 2, 6, 7, 10 
D) 3,_2, 4, 7, 9 
37. lfuat is the ::h)lari ty of a solution containing 98 g of H2so4 
in 500 ml of water? 
A) 2 M B) .002M C) 4 M D) .004 M 
38. Calculate the normality of the solution in question #37. 
A} 2 N B) 4 N C) .004 N D) 1 N 
r. -+ l 39. Calculalate the pH of a solution which has a H30 j of 
A) less than 2.0 B) between 4.0 and-6 .0 
C) between 8.0 and 10.0 D) greater than 12.0 
Given that: Sulfuric acid is H2so4 
Bromic acid is HBro3 
Cleric acid is HCl03 
40. \\'hich of the following acics is named j_ncorrectly? 
A) Percloric acid is HCl04 
B} Bromous acid is HBro2 
C) Sulfurous acid is H7 SO 
D) Hypobromous acid is-HBrO 
-5 1.0 X 10 • 
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ANS\."E,_ SHEET (1) 
NAME .~ .rv.s u;;:: R s. PERIOD 
DATE TEACHER 
DIRECT~NS: Place an X through the cor-rec~answer. 
1. A \!!) c D 21. A \.._V C D 
2. A B 0 D 22. A B (§')n 
3. f.. B 0 D 23. 8 B c D 
4.@ B c D 24. A B c ® 
5. A B 0 D 25. 0 B c D 
6. A @c D ~6. A a (;\ D VI 2 
7. A n(S) D 27. A B (f5 D. 
8. A B c G 28. 1>. B c 0 
9. A ~ c D 29. A B (:) D v 
0 Qa lO.A .i3 D 30. c D 
110 ·B·· c D 31. AcD c D E 
12.1'.- 0 c D 32. A B 0 D E 
13.A B @ D 33. A B c (£) 
14.A cs··c D 34. B c fi)'', c 2 
I <--. 
35. c(€5 VI 15 . .a. 9 , c I D f.. B "\.::> 
16.A B ® D F 36. A B f)n 
17Q B c D E 37. 0Ja c D 
18.1\ B c C0 E 38. ·~ 
c D 
19.A 0 c D F: 39. A B c D 





NAME ________________ __ PERIOD ________________ _ 
DIR::::CTIC:S: '\\'rite your answers i.: the spaces proviced in this 
test booklet, anc also on the answer sheet. You should co all 
of your calculations on this test, and not on the ansv;er sheet. 
Hatch each description in Column A with one of the 
following answers. 
A} Property of an acid B) IJ!"Ope:!'ty of a base 
C) Property of both acids and bases 
D) Not a property of either an acid or a base 
Column A 
1. This solution turns litmus solution red. 
2. This solution turns litmus solution green 
3. This solution tastes bitter. 
4. This solution tastes sour 
5. This solution conducts an electric current. 
6. This solution does not conduct an electric current. 
7. This solution neutralizes a salt solution. 
8. This solution neutralizes hydroxides. 
9. ~1is solution feels slippery to the touch. 
10. This solution will liberate hydrogen when it reacts with 
certain metal·s such as magnesium. 
11. This solution will react with many metals. 
--- 12. It is safe to taste a chemical, ••• 
A) if it looks and sm8lls like water. 
Bj if you are su~e it is an acid. 
C) if you are sure it is a·base. 
D) when your teacher tells you it is safe, but the 
safest thing to do is not to taste chemicals. 
- 13. Y.'hich of the following is true? 
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A) Never ado water to a concentrated acid, e.g. sulfuric acid. 
B) Always add acids to water. 
C) l' and B 
D) None of the above is true. 
_ 14. V.'hich of the following is a property of an acid? 
A) Acids are always red. 
B) Jlcids ah:ays s:-:tell sweet. 
C) Both A and Bare correct. 
D) None of the aoove are correct. 
-2-
_15. l'fuich of the following is a property of a base? 
A) Bases conduct an electric current. 
B) Bases neutralize acids. 
C) Both A and B are correct. 
D) None of the above. 
Column 1>. below describes 5 differe11t solutions. Classify 
each of the solutions listed in Column A as: 
;..) a.n acid of unknown strength 
B) A strong acid C) F. weak acid 
D) A hydroxide solution E) A salt solution 
**Note--some of the tests described below use an electric 
light bulb which is connecte:::'. to a battery and a pair of 
electroces. The electroces are then placed in the test solution. 
16. The electric light is very dim, when it is placed in 
the test solution. The solution tastes mildly sour. 
___ 17. The electric light glows brightly. the solution has a 
mildly sweet taste. 
___ 18. The electric light glows brightly, and the solution is 
very slippery. 
____ 19. The electric light glows brightly, and a few drops of 
Congo Red placed in the solution turn blue. 'rhe pH is 
less 3.0. 
____ 20. ~nen a few drops of litmus solution are added, the test 
solution turns red. 
21. Arrhenius developed the theory of ionization. This theory 
concludes that: 
]>.) a.ll substances form ions when they are mixed with water. 
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B} All acids ionize in water solutions to form hydrogen ions. 
C) all acids ionize in 
D) all bases ionize in 
___ 22. Soluable hydroxides ••• 
A) have a bitter taste 
C) neutralize bases 
_____ 23. Hydroxides •• 
water solutions to form 
water solutions to forr.1 
B) have a sour taste 
D) none of the above 
hycroxice 
hydrogen 
A) react with certain metals to produce hydrogen. 
B) are water molecules '-'lith an extra proton. 
C) furnish protons ~1en they react with bases. 
D) neutralize acids. 
__ 24. Acids ••• 
;,) neutralize hydronium ions. 
B) react with oxides of non-metals. 
C) furnish protons when they react w~th bases. 
D) B ancl c 




A) acids are proton donors B) acids are proton acceptors 
c) acids are proton acceptors and bases arc proton donors 
D) acids and bases are proton donors. 
-3-
____ 26. The strength of an acid depends upon ••• 
A} its ability to 2ccept protons 
__ 27. 
B) its ability to ~onate protons 
C) the degree of ionizat~on in water solutions 
D) B and C 
Six substances are list~d below; which of the following 




C) III, IV I VI ·-
E) II_ 
(II) HF 
( V) KOH 
(III} H2 C03 
(VI) HClO 
B) I,.II,III, IV 
D) :t, II 
____ 28. l·lhich of the substances 
A) I,V,IV 
listed in #27 are ternary acids? 
B)I,III,IV,V,VI 
D) III,IV,VI C) III,IV,V,VI 
E) III 
The following list of answers should be used with 
questions # 29, #30, and #31. 
A) Noles of solute/liter of solution 
B) Moles of solute/liter of solvent 
C) Moles of solute/ kilogram of solvent 
D) grams of solute/liter of solution 
E) gram-equivalents of solute/liter of solution 
F) gram-eguivalents of solvent/ liter of solution 
29. \fuich of the above expressions best describes normality? 
30. v~ich of the above expressions best describes molarity? 
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__ 31. \·/hich of the above expressions best describes gram-equivalent? 
-. _. _32. 1-Tnich of the following descriptions best describes titration? 
A} titration cetermines the volu~es o£ acidic and basic 
solutions which are chem1cally equivalent. 
B) Titration measures the quantity of an lmknown solution 
that will co~ine with a quantity of a known solution. 
C) A c:nd B 
D) None of the above. 
33. \·lhich of the following measurements could help you ceterni.ne 
the approxinate pH of an unknovm solution? 
A) Normality of the .solution. 
B) Nol<:trity of the solution. 
C) Gran-equivalent of the solution. 
D) None of the above. 
__ 34. v:'hich of the following measurements could help you determine 
when the end point of a titration '<:as reached? 
A) the moles of the stanoan3 o.:o1.ution are equal to the 
rnoles of the unknovm solution. J 
B) Equivalent quc.ntities o£ r H3cr and OH are present. 
C) A and B 
D) None of tne above. 
-4-
_____)5. Calculate the pH of a solution 
A) less than 2.0 
C) between 8.0 and 10.0 
which has a~ H3o~ of 1.0 
B) between 4.0 and 6.0 
D) greater than 12.0 
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____ _,36.Calculate the hydronium ion concentration of a solution 
__ _,37. 
with a pH of 91o • 3 
A} between 10- and 10-
C) between lo-8 and lo-10 
B) between 10-4 and 10-7 
D) between lo-ll and lo-13 
Calculate 
j,n 2 50 r.U 
A) 1 





----~38. Calculate the normality of the solution in question #37. 
A) 1 B) 4 
C) 8 D) 16 
----~39. Select the steps in the correct order for testing the pH 
of an unkno·-m solution using pH paner (Hycrion paper ) • 
1. place a drop of solution on the pil paper. 
2. Placet~~ FH paper in the test solution. 
3. Co:npare the color of the test paper to Hydrion color. chart. 
4. ~ait at least 5 minutes before you compare the color 
of the test paper with the color of the Hydrion color 
chart. You need to be r:ure that the neutralization 
reaction is complete. 
5. Compare the color ; of the test sol uti on to 
the colors on the Hydrion color chart. 
A) 2 Is B) 2,4,5 C) l I 3 D) 1,4, 3 
_____ 40. Select the steps in the correct o~der for doing an acid-base 
titration. 
1. Always use the same indicator for titrations 
2. Pour a known quantity of the standard solution into a flask. 
3. Choose the best indicator for the chemical reaction. 
4. put a few drops of indicator into the standard solution. 
S. put a few drops of indicator in the unknOY.'Tl solution. 
6. pour a measured quantity of the unknown solution into a 
flask. 
7. Titrate a few drops of the unknown solution into the 
standard solution. 
8. titrate a few drops of the standard solution into the 
unknown solution. 
9. con:inue the titration until the indicator changes color. 
10. continue the titration until the indicator no longer 
changes color. 
A) 3,2,5,7,10 
C) 3, 2 I 4 I 7, 9 
B) 1,2,5,7,9 
D) 3,2 1 4,7,10 
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ANSWER SHEET 2 
NAHE D 1\: S cv t:: !?. S PERIOD DATf: 
) 
PIR~CTIC~~S 1 Place an X through the correct answer. 
1.~ B c D 21. A0 c D 
2. A B c rD 22. @a c D 
3. A@ c D 23. A B c0 
4. @a c D 24. A B Qn 
5. A B (j) D 25. G B c D 
6. A B c cv· 26. A B c rr;~ 
7. A B c 0 27. A B c ~ E {!)a B. c D 28. A B c (!./ E 
9. A C!} c D 29. A B c D CD F 
1o.@ B c D . 30. G B c D E F 
11-0 B c D 31. A B c D (9 F 
0 (i) 12. A B c 32. A B D 
13. A B ® D 33 .. A B c cv. 
14. A B c (§) 34. A r;-'· c D 
"---" 
l5. ~ ~ fc; D 35. A B c 0 
16. A B (§) D E 36. A B €) D 
G) cV 17. A B c D 37. A . c D 
lB. A B c @ E 39. A B ({) D 
/""'""\. G;· 19. A (E_) c D E 39. A B D 
















R2 = Y.l,2,3 ••• k 
= B2 i - 2·- Bi Bj rij 
sa2 I sa2 y y 
Semi-partial Correlation 
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p. 94 * 
= t2 ( 1 - R2 ) : pr2. (l-R2 ) ( n-k-1) (1-pf 2.) Y.l,2 ••• k p.96* 
~ 
= B2 ( 1 R2 ) 2 i - i.l,2, ••• (i) •• k p.96* 
= R2 - R2 Y.l,2, ••• k Y.l~2, 3 ••• (i) •• k p.95* 
R2 
Y. (B .A) - = 2 R Y.AB 2 - R Y.A 
Partial Correlation 
pr2i = t2. ~ I ( t 2 . - n ~ ..., kA - k B - 1 ) p.348* 
= sr2. ~ I ( l-R2 p.96* 
pR2 - IB I ( 1 - R2 ) B - Y.A 
Standardized Regression Coefficient 
Bi = bi ( sd. lsdy ) l. 
8Yl.2 ryl -ry2 rl2 I ( 1 2 ) = - r 12 






Raw Score Regression Coefficient 
= rYX ( sdy I sdx ) 
- by . 1 2 3 ( . ) k = B.; ( s dy I s d; ) 
- ~. I I • • • ~ • • .._ ..._ 
Significance Tests For: 
F : R2 (n -k - 1 ) 
( 1 - R2 ) k 
with df = k and (n-k-1) 
F = sr2 · ~ (n-k-1) t2. =. ~ 
(1- R2Y.l,2,3 ••. k;) 
with df = 1 and (n-k-1) 
F = IB 
X (n -KA 
( 1 - R2 Y.A,B 
with df • KB and ( n-KA -K B - 1) 
t = Bi I SEBi SEB· = 1 - R2y ~ 
n - k -1 
with df = n-k-1 
Investigationwise Error Rate 









- 1' ) 
p. 136* 
1 





Power Analysis For: 
L* = £2 (n-k-1) • Effect Size 
17. 2 sr i 
18. sR2 B 
19. N 
enter power table 
L* • f2 (n-k-1 ) f2 
enter power table 
L* = f2 (n- KA -KB -1) 
enter power table 
N : L* 
~ 
f' 
at KB • K 
= sr2. j 
~ 
(l-R2 
at KB = 1 
f2 - IB -
1- 2 R Y .AB 
at KB • KB 






Index = Ueper groue N - Lower Group N 
Upper group N 
21. Difficulty 
Index = Total N - Correct N 
Total N 




~--------------- PF'RIOD PERTOD P~RTOD PF.TITOD p'":"DTI"\1") 
CL.l\SS # 
Type of ability 
grouping, e.g. honors, 
academi~( business. 
Total days of ins true-
tion including films 
and labs. 
minutes of instruction 
per day, i.e. leng-th 
of ~riod 
What percent of the total 
instructiona.l time listed 
above was spent on:~ 
Lab & Demonstration 
Films 
Field Trios 
.. R.!:Q}:~lem Solvinq 
Lecture i I 
Grouo Discussion I 
l'5ther---7-:ct } v ' t y ' 
Did the class know an 
I experiment was being conduct_§Oc1? 
Did the class behave 
differently during the 
experiment th2n they 
~!_~have? 
Did anything unusual happen I 
during the experiment which IF YES EXPL.l\ IN ON BACK. 
miqht make the results invalidl: 
Unit test ratingJ ,. I {See bottom of oaqe) 
TEACHER DATA 
1. How many years of teaching experience do you have? 
2. How long have you been teaching chemistry? 




4. Approximately, how many college credits do you have 
peyond the bachelor's degree? 
S. What is the highest degree you have completed? 
6. How well do you think the unit test measured the student's 
_CREDITS 
DEGREE 
knovlledge of acids and bases? (Place rating in class data box above.) 
1. Yf:?X. ~Ll-~ .. : It tested all of the most important points_,-
2. !'10Dl:Rt\'.i'2JJY !!_"T:L:~-:.~ It tested most of the im;?ortant points, but 
left out some points which I thought should have been included. 
3. FAIRLY \-.J::LL: It inclLJded many of the imPortant ideas, but it 
also included some irrelevant ideas. It did not go into the 
detail which I thought w2.s necessary. 
4. PQORLY: Most of the important points were not included; the 
test w~s overly picky. 
5. VERY .!:_("2_0!CLY: The test "Y.'as really \o.'Orthlesn; all or most of the 




DIRECTIONS FOR ABILITY TEST ADMINISTRATION 
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DIRB·:TIODS FOR AD!·!I!USTRJ>.T!ON 
This test battc~y contcins a total of 7 subtests; these 
tests shoulc takt= approximately 40 minutes to complete. HO\,lever, 
i have not given these tests in a classroo~ so it is possible 
that they nay .require r:-.ore than 40 minutes. lf you c;re running 
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out of class ti:ne, please treat the sevent1l subtest, letter sets (p.5~, 
as optional. That is, co not acminister the letter sets test 
unless you have approximately seven minutes left in your perioc. 
3efore you begin acministering the test battery, tell your 
class that they will be taking some ability tests tccay. Explain 
that you are helping a frienc do some research on che~ist~y classes. 
~nd he is stucying the ability level of high school chemistry stuccnts. 
Please, co not ~~ntion th2t they ~re 02~t 0~ an EY.~crimr-nt, or ~hat 
an ex::.eri~e01tal unit ·.:ill foJlo1~. You shoulc' also explain that 
these scores will go to the guicance counselors, anc that they can 
talk to hin about their scores in abo~t t~o ~onths. It shoulc take 
about two ~onths to get the tests scored and returnee to you. 
You shoulc read the test directions to yournelf several tines 
beforeha~d, in orcer to familiarize yourself with the test 
sequences, the timing, and the instructions. I·:ost people are 
curious to knm,, thei.r ov.11 I.·:?.: so if you v.-antec3 to take this 
test beforehanc, I woulc be glad to score it for you and talk 
to you about the results. I woulc also be willing to co this for 
your family. 
:rt is c~sireable to begin the tcstin; session 'vlith so:ne 
ap?rO?riate intro:ucto~y rc~arks to put your stucents at ease, 
anc: to ;"JOtivate th~:-:~ to c:o as \-:ell as ?OSsi~lc. 'l'lle test 
2 
instructions shoulC: be read exactly as-they are given, in an 
unhurried, =rie~~ly conversational manner, so th~t the stucents 
are prepared to enjoy the test and to co their best. Be 
especially careful at the beginning of the test to see that 
the e:xam,?les have been nari~ed in the right places. 
PL!';..S::; ~::? I~~ XJliD. Tlil'. T: 
(1) TI::!: LI::ITS HUST 3E ST?..ICTLY i.DHE~D TO Z>.!ID tT~<.SER. KC 
J.. GI\?l~ SU3'::5:ST. 
(2) I:~.;T:l.UC:'Io:;:; J..fZ:S TO BS PRLS:':~~TED :C:'?'-.CTLY. :-:ajor c'!epartures 
fro::~ tile instructions may seriously af£ect the results. 
Before distributing the test booklets and answer sheets, 
caution the class that tlw booklets are not to be opened until 
they are told to do so. Place the booklet on the desk with the 
front cover facing up. Have the::~ fill in the infornation at 
the top of the ans\Jer sheet. On the line lablcd SCEOOL, have 
the class enter your na~e, and the class perioc they belong to. 
For exa::~ple, SCHOOL D?GUGLIF.L:-:o 2 pcrio,;,l 
3L 
PRELI:1I:~;..RY Ir~ST.KUCTIONS ( Pen or pencil can be used on the ar:swer sheet) 
~·:hen everyone has filled in his nanc, etc. on the a!'ls·...,er sheet ~: 
" Put co;-m yol1r pencils anc.~ I '11 tell you a little bit c.::Oout . 
what you're going to co. In this booklet there are four tests which 
are like four C::i.::f:erent g<J:'l<:S or puzzles. The:re are no vords in them-
only cra·,ing:;. rach of the tests has sor.,e c;~<JI:'.?les for you to 
practice on so tl~at you can sec how to c'o it. First, \,·e'll look 
at-the cxa~?les together and then you'~l be asked to go aheae 
-3-
on your own. Sone of the questions at the end of each test 
may be quite hard to do but try as many as you can. Even when 
you're not sure mark the answer you think might be right, rather 
than none It's perfectly all right to guess if you co not 
·kno\v the answ·er. You con 't lose points for wrong guesses, and 
you ~ight guess right. 
Please can't turn any page until I tell you. You are 
to mark all your ansh·ers on the ans•.·:er sheet you've been given, 
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and not in the test booklet. Now, quickly check your test booJ~let for 
stray ::~arks or ans\,'ers. If your booklet has been narked in, C!sk · 
for a new test booklet. Now read the instructions on the ans\·:er 
sheet and see if you uncerstand thei71.. Then \.;e '11 go over the 
. e:xam.?lcs together and you' 11 have a chance to mark some ans\·:ers 
for practice. If you have any questions raise your hand. ( Pause) 
SEE VERBl.Tt:!-1 INSTTI.UCTIO~\'S 0!~ TE:: :.l'EX7 PJ..GE 
Verbatim Instructions for SC6lfJ2 
FORMA 
Now open the booklet to th& first page, 
Test 1. At the to., of the page ore three ex-
amples. look at the first example. !Point) 
Notice that the first three boxe$ have black 
lines that keep getting Ienger. Then there is e 
dotted empty box !Pornti, toilowed by five more 
boxes. tPomt) Of the five. choose the one that 
would be right to put into the empty box. 
(Pausel For this example, the correct answer 
has been given to you. It is 1_. look at your 
answer sheet. Nct1ce that under Test 1. in the 
first exampie, the box uncer the .l. has been 
filled in. That shows .l. is the correct answer of 
the five you have to choose from. 
look at the second example. See how the 
little curved line bends to the lett, then to the 
right. then to the lett. What will it do at the next 
step? !Wait for an answer! Yes, it will bend to 
the right. Number .=L is correct. Pick up your 
pencil and in the second example on the onswer 
sheet, fill in the box under the 1._. 
Now. the third example. See how the black 
part moves. It begins at the top and moves 
around the circle. Look ot the five choices for 
the r;ght answer. (Pause) Which one is it? {V/ait 
for an answer) Yes, it's number .l.· ~.iark it en 
your answer sheet by filling in the box under j_. 
You can see that none of the other choices 
in all three examples would have been quite 
right. When I tell you to start. go on and do the 
rest yourself. P.egin with the first row just 
below the line and work through this page to 
the bottom of the next. {Point to both p2;;esl In 
each row choose just one of the fiYe boxes on 
the right that fits correctly in the empty box. 
Then mark it on your answer sheet. You might 
not have time to finish them all. but work as 
quickly and carefully as you can. You are 
allowed to change your answer if you change 
your mind, but be sure to erase carefully. 
Ready7 Go! 
After exactly 3 minutes say 
Stop! Pencils down. 
NowturntoTest2. (Check that all booklets 
are turned <::> the rir.ht page.) Look at the first 
example. (Pause) There are five figures in a row. 
Four are the same and one is different. In this 
row. which one is different in some way from 
all the others? (Pause) The faurrh one is 
different. so the box under A. has been filled in 
on the answer sheet. Why is that one difierent7 
(Permit an answer) 
let's do the second example now. Which 
one is the different one here? (Permit an 
answer) Yes. it's the first one. It's black and all 
the others are white. 0! course, the others are 
different sizes but they are ail white so you 
can't pick out one of those. On your answer 
sheet fill in the box under .l. in the second 
ex<:~mple. 
When I tell you to start, I want you to 
choo:;e one picture in each row which does not 
belong with the others. Remember. only one 
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picture in each row is different in some way 
from all the others. Work quickly and carefully 
to try to finish as mzny as you can on the two 
pages before I tell you to stop. Ready? Go! 
TEST3 
After e;~:actly 4 minutes say 
Stop! Pencils down. 
Turn to Test 3. look at the first example. 
(Pause ar.d check) There are four sm2.1l boxes in 
the large square ir'om:) at the letr. One of them 
is dotted and empty. Which one of these five 
boxes over here it'oin:) is 1he correct one to fill 
in the dotted empty box? (Pause for ans·Ner) 
· Yes, it's the third. If we put that one in the· 
empty box, it would look right. Do vou see on 
your answer sheet that the box under the.;!_ has 
been filled in7 
Now look at the second example. {Pause 
and check) Which one shall wP.. o~ i.nto the 
empty bo>: to make it look right? \Permit an 
answer! Yes, it's j_, isn't it? Mark this on your 
answer sheet. 
Let's take the third example. You choose 
the right answer. Which is it? (Pause for 
ans-wer) Yes, it's .1_. Mark it on your answer 
sheet. 
When I say 'Go; start witfi number.1. here, 
just belowlhe lane. (?oint} look first at the large 
square with the four boxes. (Point) Then look at 
the row of five boxes and pick out the one bo>: 
that would look right in the dotted empty box. 
See what number it is and on your answer 
sheet.1ill in the linle box under that number. Do 
both pages. Work as carefully andes fast as you 
can. Ready7 Go! 
After exactly 3 minutes say 
Stop! Pencils down. 
TEST 4 Turn to Test 4. look at the first example. 
(Poir,;) In the box at the top that's by itself 
(Point, checl;) you see that there is a circle, and 
in the circle there are a dot and a square. 
(Pause. cheer.) The dot is inside the r:ircle, but 
outside the square. Now look over here at the 
five boxes on the right. (Point) We must find 
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one where we can do just the same thing: put a 
dot inside the circle but outside th'J square. 
\'.'hat about the first one? No, because any dot 
in the circle would be in the squ2re teo. \'.'ould 
the second do7 iPermit answer) No-because a 
dot in the circle would also be in the sq~,;a rc. The 
third? Yes. you see the dot is inside the circ!e 
but outside the square. The dot was put in for 
you to show you that answer]__ would t;e right. 
tP;,use) It i!: 1he only one where we can do the 
same as in the separate box on the lett. here. 
(Point} So the box underthe ]__has been filled in 
for the first e>:ample on your answer sheet. 
look at the second example. In the sepa· 
rate box at the left (Point), the dot is ir:side the 
egg-shaped figure, but tmdenhe line. r,; ow we 
have to find another box where we can co just 
the same. Which one is it? (Pc:.Jse) Yes. the 
.:;econd. That's the only right one. Fill in box~ 
for the second example on your answer sheet. 
Now look at the third example. (Pause) This 
time one dot must be in both sc;:.Jares at once, 
but outside the circle. In the first box over here 
(Pointi, you could not put a dot in both s'quares 
at once, could you? tP;;us!!l In the secor. abo>;, 
the dot could go in both squares, but it would 
be inside the circle, so it won't do. \Vh<;t about 
the third? (Pause) Yes, the third is the only one 
where we can put the dot in born squares. but 
outside the circle. Mark the answer on your 
answer sheet. 
When I say, 'Go!' start at the first one undef' 
the line. (Point) look carefully at the 5e parate 
box to see just where the dot is. 1 hen find the 
box where you could do just the same. nnd 
mark tn.at number on your answer sheet. Pleastt 
do not make any dots or marks 011 the t6S1 
booklet. 
You will have almost as much time for this 
one page as you had for the two pages in the 
last test. See how many you can do. Rcady7 Go! 
Alter exactly 2}1minutes say 
Stop! Pencils down. 
Collect booklets and answer sheets Guickly 
to avoid chango;s in answers. If machine 
scorable answer sheets are being used and 
Form B is to be administered immediately after 




DIRECTIONS FOR SECOliD T:r:'ST 300KLET 
Eac;h stuc.ent should receive two test booklets at the beginning 
of the test perioc: a CULTUP£ FhiR test booklet , and the booklet 
titled VOCl-.3TJLl-.RY TES'r I. The CULTRUE Fl>IR test shoula be 
ac:ninistered first. The anS\·ICr sheets for both teStS are on 
the front and back of the same sheet of paper. 
1.'hen stucents have co:ilpleted the CULTUi1-E Fr.IR test, proceed 
im.-:~ediately to the second test boo}~let, anc V,OC.i\3ULI-.;<Y TI:'ST I. 
3egin vo-::;..3:.-:~.::.?.Y TES'r I by reading the directicns on pase 1 of 
the test booklet. \:hen the ti:.:e for VOCA3ULl•.l\Y TEST I is up, 
~ead the directions for VOCJ,3ULl-.RY TEST II on pi:lge 3 of the test 
booklet. ;:hen the follr minutes for vo·:?,3UL.~·.!\Y TEST II is up, check 
to see if you have enough time to co the LETTER ·sr:Ts T?:ST on page 5. 
This test takes 7 Tilinutes. If you have enoegh ti:~.e, then turn to 






VOCJ. "3UI.J-.T{Y 'l'?ST I 
vor:_; .. Ju'LJ-.l~Y 'l'2::ST II 








7 minutes ( OPTIO!:J,L, IF YOu P.l·.v~ TI1·:Z ) 
APPENDIX H. 
DATA AVERAGED ACROSS TEA.CHERS. 
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TABLE XXIX 
DEMOGRAPHIC DATA ON ALL CLASSES TAUGHT BY 
EACH TEACHER 
316 
Experimental Group Replication Group 
Teacher Number Group Teacher Number Group 
Variables 1 3 4 7 8* Total 2 5 6 9 Total 
Total N 70 12 14 75 54 225 82 62 38 98 280 
Sex 
Male 28 6 9 28 23 . 94 40 27 24 46 137 
Female 41 6 5 47 30 129 37 34 14 52 137 
Race 
Y.1hi te 54 9 12 71 53 199 0 60 38 ··0 98 
Black 7 1 1 3 0 12 _0 1 0 ,o '1 
No Info. 0 2 0 0 0 3 82 0 0 98 180 
Age 
13 0 0 0 0 31 31 0 0 0 61 61 
14 0 0 0 0 23 23 0 0 0 34 34 
15 4 0 2 1 0 ·7 2 0 25 3 30 
16 40 5 6 33 0 84 38 39 12 0 89 
17 15 7 1 36 0 60 27 18 0 0 45 
118 6 0 1 3 0 10 7 1 0 0 8 
19 0 0 0 0 0 0 2 0 0 0 2 
20 1 0 0 0 0 1 1 0 0 0 1 
No Info. 3 0 4 2 0 9 5 4 1 0 10 
Grade Level 
8th 0 0 0 0 54 54 0 0 0 98 98 
lOth 5 0 3 1 0 9 3 0 38 0 41 
11th 55 7 10 49 0 121 60 61 0 0 121 
12th 10 5 1 25 0 41 19 1 0 0 20 
* Class 682 ( N : 14 ) was dropped from the analysis due 
to missing data. 
TABLE XXX 
MEAN AND STANDARD DEV:U"\TION OF THE RAH DATA FOR 
STUDENTS AVERAGED ACCROSS EACH TEACHER 
Experimental Group Replication Group 
Teacher Number Teacher Number 
Variables 1 3 4 7 8* 2 5 6 9 
culture 
Fair I.Q. 113 115 125 114 110 106 109 118 100 
sd 15.1 16.1 18.9 15.4 15.8 17.3 16.0 14.8 12.3 
N 63 11- 10 73 63 69- 43 37 90 
V-1 11.7 9.8 13.9 11.9 3.1 8.7 11.1 13.1 7.6 
sd 3.9 4.1 2.4 3.2 1.6 4.1 2.8 2.6 2.9 
N 59 11 10 73 62 56 43 37 91 
V-2 9.4 7.7 12.4 10.4 6.5 6.9 8.6 10.5 6.2 
sd 3.3 2.6 3.2 2.9 2.5 2.7 2.9 2.5 2.2 
N 59 11 10 72 66 56 43 37 90 
I-1 11.8 - 12.9- 10.1 - 11.2 -
sd 2.6- 1.1 - 2.9 - 2.1 -
N 59 0 10 0 66 0 43 0 0 
Fourth Term 
Grade 72.5 75.8 87.3 78.7 - 81.7 84.0 76.6 
sd 17.3 11.5 8.3 10.1 - 12.7 6.4 13.7 
N 65 12 9 74 0 0 60 37 98 
Final Grade 
Grade 79.8 - 88.8 80.1 - 79.9 83.1 78.7 
sd 13.4 - 6.5 8.9 - 13.4 6.1 9.9 
N 64 0 9 74 0 9 61 37 98 
Total N 70 12 14 75 54 82 62 38 98 
* Class 682 (N• 14) was dropped from the analysis. 
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TABLE X.."'CI 
HEAN, STANDARD DEVIATION, AND PBRCENTILE 
OF STtrn::·;;rr ''S c-r.s SCORFS AVJ:IAGED 
ACROSS E.i\CH TEACHER 
Teacher Nuraber 
Variables 1 3 4 7 8 2 5 6 9 
Sample N 70 12 14 75 68 82 62 38 98 
Involve-
ment 4.4 4.4 5.5 3.6 4. 3 4.3 4.2 3.7 2.7 
sd 3.0 3.0 4.0 2.7 4.3 2.9 2.9 2.6 2 .2 
S.f.j. * . ;46 46 52 41 46 46 38 41 34 
Affilia-
tion 5.0 5.6 6.1 5.1 4.3 5.5 5.7 6.5 5.7 
sd 3.1 3. 3 . 4.4·2.8 4.3 3.7 3.2 2.7 2.4 
s.s. * .38 42 46 38 34 42 42 50 42 
Teacher 
Support 6.5 6.3 6.1 5.4 4.2 6.0 6.5 5.0 4.3 
sd 3.2 3.5 4.1 2.6 4.2 3.6 3.0 2.6 2.4 
s.s. * 49 49 46 42 33 46 49 39 36 
Task Ori-
entation . 6.8 . 6.1 4.9 .7.8 4.2 . s. 7 7.0 6.9 6.3 
sd 3.2 3.5 4.1 2.6 4.2 3.5 3.1 2.6 2.3 
s .s. -J: ... .. 54 48 42 60 36 45 54 54 51 
Competi-
tion 4.1 5.4 3.9 5.5 3.0 3.9 4.6 5.7 5.3 
•• d 2.4 2.9 3.1 2.4 3.1 2.6 2 • 5 2.4 2.0 
s .s .·* .40 52 40 52 32 40 44 52 52 
Order t_, Or-
ganization 6.9 6.8 2.3 6.7 4.6 4.5 5.2 5.6 3.8 
sd 3.3 3.5 2.0 3.0 4.5 3.1 2.9 2.8 2 .2 
' s .s. * 56 56 32 53 43 43 45 48 40 
Rule 
Clarity 6.4 5.1 4.2 6.8 3.5 5.0 5.1 4.4 6.3 
sd 3.3 2.9 3.3 2.8 3.6 3.3 3.0 2.6 2.7 
s .s. * 54 43 36 58 33 43 43 40 54 
Teacher 
Control 3.4 2.4 1.8 3.6 2.0 2.4 2.8 2.9 5.8 
sd 2.4 1.7 2.0 2.2 2.3 1.9 2.2 2 .2 2.7 
e.s. * 48 42 39 48 39 42 45 45 64 
Innovation 4.1 4.8 4.7 2.4 3.1 3.9 3.7 4.1 4.5 
sd 2.7 2.8 3.4 1.7 3.4 2.8 2.5 2.0 1.8 






























* The stancard scores listed have a mean of 50 and a stc:::-:card deviation of 10. :-he co:-1version t:3:::,le provic:ed by !·100S and 
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Trickett ( 1974) lists ra•,, scores to the nea::est 0.5 raw score 
point. RaH scores were rounced to the nearest table entry 
before being converted to stanciard scores. 
APPENDIX I 
DATA AVERAGED M~RPS~ GI..ASSE.S 
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TABLE X)Q{II 
.tv'.LEAN AND STANDl'.RD Dt:VIl\TION OF STUDE~'"T SCORES ON THE 
Il':mP.::?F.N'D:S~""T P.ND J:EPPND~NT VA?.IABLY.:S USPD IN 
RF.GRRSSION I.,~ODP.L A VERA G'RD ACROSS CLASSES 
f:xEc:r.im~ntvl Groue. 
T~;,cher N~1:r.')(~r <mel Clnss Nor:' her 
1 3 L} 7 8 * Variables 111 112 113 114 ffi 141 271 272 273 681 682** 683 
ClalJsize 17 19 18 16 12 11 23 26 26 29 14 25 
Post test 22.9 27.5 ZO.l 22.8 21.9 29.8 24.5 26.3 29.8 18.2 18.5 17.4 
sd 4.3 6.1 4.1 6.3 5.7 4.5 4.8 5.1 6.1 1.2 o.s 2.2 
N 13 19 16 12 11 11 12 16 19 20 13 17 
Retention 20.4 26.6 20.2 22.3 21.5 24.3 22.1 19.4 18.7 19.0 
sd 4.1 4.7 4.9 .6 .s 5.0 6.9 5.6 0.9 0.6 0 ... 9 
tJ -10 17 16 12 6 9 13 0 0 26 13 20 
Factor l -.31 .07 -.19 -.12 .28 1.17 -.53 -.63 -.56 1.09 .66 .97 
sd .26 .69 .60 .80 .81 .64 .82 .73 .65 .54 .59 .34 
N*** 8 18 12 14 9 10 19 23 25 16 3 14 
Factor 2 .28 .37 .21 .01 .16 .60 .17 .04 .35 .70 -2.20 .14 
sd .30 .55 .94 .53 .81 .65 .56 • 82 .62 .44 1.26 .49 
Factor 3 .45 .84 -.01 .53 .04 1.03 .13 .31 .64 -1.62 -1.24 -1.56 
sd 1.11 .88 .98 .84 .87 .60 .68 .75 .83 .40 .68 .60 
Factor 4 .GO .12 .79 .62 .19 -.86 .87 .30 .48 .56 .56 .73 
sd .4 7 .41 .50 .53 .47 .61 .52 .84 .68 .42 .2 5 .45 
Factor 5 o.oo .13 -.17 .2 5 -.49 -.21 -.07 -.18 -.10 -.13 .44 -.16 
s<l 1.14 .81 .95 .98 .58 .90 .95 1.06 .70 .78 .80 .68 
* These three classes were eighth grade classes. 
**This class was dropped from the analysis due to missing data. 
***This N applies to all five factors. 
TABLE XXXII CONTI~uED 
RGPlicntion GrOUE 
Tc:acher Number and CloSS NL1mber 
2 5 6 9 * 
Variables 121 122 123 124 125 351 352 353 461 463 591 592 593 594 
Clzssize 16 17 14 16 19 20 22 20 20 18 25 24 24 25 
Pretest 10.2 10.8 9.7 10.0 10.5 15.7 14.1 15.1 16.7 15.9 10.0 8.9 9.0 10.7 
sd 3.5 4.5 3.2 2.8 2.9 5.0 3.7 5.2 4.6 4.6 3.3 2.7 5.2 3.4 
N 10 6 7 13 12 19 20 18 19 16 22 21 24 24 
Post test 25.1 24.2 21.6 28.9 29.4 20.2 17.8 14.5 15.9 
sd 5.7 4.8 5.0 3.7 3.3 5.4 4.7 3.9 3.8 
N 0 0 0 0 0 18 18 17 20 17 24 24 24 22 
Factor 1 -.26 .75 .48 • 39 -.41 .15 .48 -.18 -.22 -. 71 -.19 -.37 -.41 
sc1 .99 .64 .79 .85 .64 .54 .89 .75 .72 .70 .51 .69 • 54 
N** 11 0 11 12 12 11 11 16 19 15 23 19 22 22 
Factor 2 -.37 -.85 .04 -.27 .30 -.27 -.18 .42 .65 -.28 -.30 -.48 -.67 
sd .85 1.07 • 96 . 67 .72 .99 .52 .61 .42 .64 .62 .85 .78 
Factor 3 .22 -.83 .23 -.32 .23 .66 .02 .64 .60 -.2 5 -.55 -.33 -.so 
scl .88 .85 .65 .94 .76 .69 .52 • 79 . 65 • 72 .61 .66 .74 
Factor 4 -.37 -.40 -.01 .07 -.04 .35 .oo .04 -.51 -.82 -.58 -.61 -.90 
S rl 
" .63 .43 .87 1.06 .83 • 82 .55 • 74 .58 . 68 .65 .81 .67 
Factor 5 -.66 -.09 -.49 -.41 -.74 .04 -.51 -.17 -.49 1.10 .64 .55 .44 
sd .72 .66 .68 .61 • 97 .93 .88 .99 .85 1.09 1.21 1.08 .91 
* These four classes were eighth grade classes. 
** This N applies to all five factors. 
TABLE XXXIII 
NEAN P..ND STA!-<'"DARD DEVIATION OF 'rciE RA'i-V DATA FOR EACH STUDENT 
AVERAGED ACROSS CLASSES 
Exocrimental Group: Teacher Number and Cle'\SS !:~umber 
1 3 4 7 8* 
variable 111 113 114 131 141 271 272 273 681 682** 683 
C1c.ssize 17 19 18 16 12 14 23 26 26 29 14 25 
Culture Fair 
I .Q. 114 117 111 109 115 125 112 113 116 120 89 109 
sd 14 15 18 13 16 19 17 15 14 13 11 9 
N 
V-1 -f- V-2 23.3 23.6 16.7 21.1 17.5 26.3 20.0 22.0 24.2 10.4 7.0 9.7 
sd 6.6 6.7 5.5 6.1 6.2 5.2 4.3 5.8 6.2 2.9 2.8 3.4 
N 
Fourth Term 
Grade 60.6 80.9 70.8 74.7 75.8 87.3 78.9 75.1 82.0 
sd 22.1 11.0 11.6 18.8 11.5 8.3 6.9 12.1 9.4 
N 14 19 17 15 12 9 23 25 26 0 0 0 
Final Grade 68.5 87.2 79.1 82.3 88.8 81.1 77.3 83.8 
sc1. 18.1 8.0 8.3 11.4 6.5 5.4 11.0 3.1 
N 14 18 17 15 0 9 23 25 26 0 '0 0 
* 'Tl1'2SG ar<? eighth grcde classes. 
i: * 'f11iS cl2.SS "~·as dropped due to missing data. 
TABLE ~~III' CONTI~~~D 
RePlication Grouo 
Teacher Number and Class Number 
2** 5 6 9*** 
Variable 121 122 123 124 125 351 352 353 461 462* 463 591 592 593 594 
Cl21ssize 16 17 14 16 19 20 22 20 20 22 18 25 24 24 25 
Culture Fair 
I.Q. 102 109 99 113 103 114 109 106 117 105 119 101 98 98 98 
sd 13 26 13 17 10 11 20 10 16 25 14 12 23 14 13 
N 13 13 14 15 14 15 12 16 20 21 17 24 21 24 22 
V-1 {. V-2 18.2 - 10.2 19.7 13.9 21.2 20.6 17.6 23.1 19.5 24.0 14.8 13.3 13.5 13.5 
sc1 5.7 - 3.5 4.8 5.3 6.0 4.7 4.1 4.3 5.0 4.0 4.6 2.7 5.3 4.2 
IJ 13 0 14 15 14 15 12 16 20 21 17 24 21 24 22 
Fourth 'l'errn 
Grade 80.7 86.5 77.2 83.1 - 85.1 80.2 80.3 70.6 69.2 
sd 13.6 8.3 14.5 6.8 - 5.9 13.2 13.2 13.0 13.1 
N 0 0 0 0 0 18 22 20 20 0 17 25 24 24 25 
Final Grade 79.5 84.3 75.2 81.9 - 84.4 81.0 81.8 78.0 74.0 
sd 14.0 10.6 14.6 6.1 6.0 9.1 10.9 9.4 : 8. 9 
N 0 0 0 0 0 20 22 19 20 0 17 25 24 24 25 
* This class was c1ropped due to missing both C.ependent variables. 
** These classes were missing a posttest. They were used for the internc:ll validity 
checJ<:, but not in the regression models.· 
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HE..'\N, STAHDAl<D DEVIATION, AND PEH.CE.t-.-rrriLE OF 
STUDE!>I"T t.:ES SCOR?S l\VF?~~G~D ACROSS 
CI.J"\SSES 
Expc:rim0.ntul G;::-otm: T0ac;··,cr Number und CluS!J Number 
l 3 4 7 
111 1:t~ 113 llt1. l3l Hl ~71 272 273 fl Ul 
17 19 lU lG 12 14 23 26 26 2~ 
14 18 13 14 10 10 20 23 2G lG 
4.9 6.3 4.8 4.8 5.3 7.7 5.0 3.4 3.5 8.6 
2.2 2.6 2.4 2.7 2.4 2.0 2.2 2.5 2.5 1.0 
35 76 35 35 58 88 35 18 18 96 
4.8 7.5 5.1 5.6 6.7 0.5 6.5 5.1 S • .3 8.7 
2.4 2.0 2.1 2.3 2.3 2.1 2.5 2.3 2.5 1.3 
12 79 12 22 66 91 50 12 22 98 
7.7 8.6 7.0 7.3 7.5 8.5 5.2 6.3 6.1 8.2 
1.5 1.3 1.7 2.0 2.1 1.1 1.9 2.1 2.1 1.4 
69 8G 58 69 69 86 14 49 40 70 
8.9 7.1 0.2 0.6 7.3 G.O 9.1 8.6 7.0 /.G 
1.3 1.1 1.3 1.4 1.5 1.8 1.0 1.5 1.3 1.9 
96 65 92 92 76 65 96 94 92 76 
4.4 5.9 4.8 4.1 6.5 5.4 6.0 6.0 6.2 5.6 
1.6 1.9 1.7 1.4 1.7 2.2 1.5 1.6 2.1 1.8 
28 71 43 28 84 58 73 73 73 58 
0.6 7.6 8.8 0.2 0.2 3.2 B.l 6.0 7.7 9.1 
1.5 1.4 1.4 1.7 1. ., 11.6 1.7 2.5 2.1 0.7 
91 72 96 OG 8G 7 8G 5<1 72 9G 
7.2 7.0 7.0 7.4 6.1 5.9 7.9 7 .o . 7.4 7.1 
2.0 .1:9 1.5 2.0 1.9 2.3 1.6 2.3 2.0 2.0 
79 93 94 86 54 54 94 79 eG 79 
4.3 3.6 3.8 4.6 2.9 2.5 4.1 3.8 3 .• 8 3.7 
2.4 1.8 l.B 2.4 1.4 2.0 2.0 2.5 1.9 1.8 
6G 42 54 70 31 21 54 54 54 42 
4.1 6.7 3.5 4.4 5.8 6.6 2.5 2.5 2.9 6.2 
1.4 1.9 1.5 2.1 1.8 1.6 1.9 1.8 1.3 2.1 
28 82 19 39 73 82 5 5 12 73 
8 * 






























TABLE XXXIV CONTINtJED 
Replication Grouo 
Teacher Number and Class Number 
2 5 6 9* 
Variuble 121 122 ]23 124 125 351 352 353 461 462 463 591 592 593 594 
Classize 16 17 14 16 19 20 22 20 20 22 18 25 24 24 25 
N for CBS 14 10 11 13 15 16 20 18 20 19 15 24 22 22 25 
Invol i·cment 4.7 5.7 6.5 5.3 5.9 2.6 5.6 6.0 .4 .1 3.0 4.0 2.4 3.8 3.1 2.0 
sd 1.9 1.5 1.8 1.8 2.3 2.1 2.4 2.5 2 .. 1 2.0 1.9 2.5 2.4 2.2 1.6 
percentile 35 58 76 58 66 8 58 66 28 12 28 -8 38 12 -5 
Affiliation 7 .. 4 6.4 7.9 6.8 7.3 4.9 6.8 7.7 7.0 6.6 7.0 5.8 6.2 6.3 5.8 
sc 2.5 2.2 1.6 3.0 2.4 2.1 2.2 2.0 2.5 2.4 2.3 2.1 2.4 2.2 1 .. 6 
percentile 79 50 88 72 79 12 66 79 66 50 66 34 34 50 34 
Teacher Support7.1 7.6 7.5 8.4 8.1 7.1 7.5 7.9 5.9 5.7 4.9 4.0 4.6 4.9 4.6 
sd 2.5 1.4 1.6 1.6 1.5 1.9 1.9 1.4 2.1 2.1 2.1 1.9 2.3 2.0 2.3 
percer:ti1e 58 69 69 83 79 58 69 79 40 25 14 5 8 14 8 
TasY.. Orient. 6.9 7.8 7.0 7.5 7.9 7.7 8.5 8.0 7.8 6.7 7.3 6.G 6.8 6.8 6.6 
sd 1.7 1.7 1.9 1.9 1.7 2.0 1.5 1.4 1.5 1 .. 7 1.7 2.0 1.8 2.0 1.7 
percentile 66 84 66 76 84 .76 92 84 84 54 76 54 66 66 54 
Competition 4.6 5.5 5.8 5.5 4.3 4.4 5.7 5.6 6.4 5.1 6.0 5.3 6.0 5.3 :. 5.0 
sO. 1.8 1.9 1.2 1.8 1.4 1.6 2.0 1.0 1.7 1.8 1.8 1.7 1.6 1.9 1.6 
percentile 28 '- -58- 73 58 28 28 58 58 78 43 73 58 73 58 58 
Order & Organ. 4.9 6 .. 6 4.5 6.5 6.5 5.8 ' 6.. 6 . 5. 7 6.6 -6.2 -5 .. 5 ~ 4.2 ~.0 4.3 3.7 
sd 1.8 2.4 1.2 2.5 2.5 2.1 2.5 1.9 2.3 2.3 2.3 2.2 1.6 2.4 2.0 
percentile 38 62 24 62 62 54 62 42 62 54 42 16 16 24 10 
Rule Clarity 6.5 6.3 6.7 6.1 6.9 4.9 6.1 6.8 5.8 6.8 3.7 6.2 7.0 6.8 6.5 
sc1 1.9 1.9 1.8 2.2 2.4 1.9 2.5 2.4 2.1 1.8 1.6 2 .. 6 2.5 1.8 2.3 
percentile 66 66 77 54 79 24 54 79 54 79 7 54 79 79 66 
Teacher Cont-. ' 2 .3 3.3 4.1 2.8 3.1 2.8 3.7 2.9 3.5 4.1 2.6 7.0 6.2 5.7 5.7 
sc1 1.2 1.1 1.3 1.9 1.6 2.1 1.9 2.0 2.3 2.1 2.0 2.5 2.1 2.1 2.0 
percentile 18 42 54 31 31 31 54 31 42 54 21 98 92 86 86 
Innovation 4.6 5.3 5.7 5.3 4.5 3.2 4.5 4.8 4.2 4.7 4.8 4.5 4.8 4.6 5.2 
sd 2.3 1.9 1.9 1.9 2.4 1.7 r.8 2.8 1.9 1.7 1.3 1.6 1.3 1.6 1.4 
ocrccntile 38 62 62 62 38 12 38 50 28 38 50 38 50 38 50 IJ,) 
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English as a 
Second Lansuage 
Fourth Terr:t ·Grade 
Final Grade 
Age 
Years in the 
present school 












The n llr.'Jx: r of 














1 .. \Ihite 
2 :::: Black 
3 -· Other 
0 ::: absent 
1 :::: present 
0 ... absent 
1 ,. present 
'l'eachcr Report 
Teacher Report 




0 - E'emale 
1 ::: 1-iale 
U. I 
Culture Fair test 
or CES 
c~lture Fair Test 
Culture Fair Test 
Culture Fair Test 
Cultnre Fair Test 
Cultu~c Fair Test 
Kit of Fz.ctor 
Rcf~renced Tests 
Kit o£ Factor 
Rc~fc:ccr!ced Tests 
'I'hc nUi:1ber ·of w:cong 




































Kit of Factor 
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Referenced Tests 
The number of wrong 
This scale was constructed by the 
author to measure ability to 
follow directions 
0 .. Followed 
Directions 
1 = Did not 
Follow 
Directions 
This scale was constructed by the 
author to measure motivation or 
personality. Some students made 
comments about the testing process. 
0 = no comments; 1 = conlr.1ents 
This is the total score for unit 
Test 1. For the epxerimental group 
this was a posttcst; this was a 
pretest for the control group. 
This is the total score for unit 
test 2. This vJas a retention test 
for the experimental group, and a 
posttest for the control group. 
This is a composite of factor 2 
and factor 3. 
This is a composite 
V-1 and V-2. 
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The classroom average 
of Factor 1 
Z4 The classroom average 
of Factor 4 
Z5 The classroom average 
of Factor 5 
The interaction of Grade Level and 
Factor 2 
The interaction of Grade Level and 
Factor 3 
Grade Level X Zl 
Grade Level X Z4 
Grade Level X Z5 
Instructional Time X Factor 2 
Instructional Time X Factor 3 
Instructional Time X Zl 
Instructional Time x·z4 
Instructional Time X ZS 
Classize X Factor 2 
Classize X Factor 3 
Classize X Zl 
Classize X Z4 
Classize X ZS 
Factor 2 X Zl 
Factor 2 X Z4 
Factor 2 X ZS 
Factor 3 X Zl 
Factor 3 X Z4 
Factor 3 X zs 
The unit test score from test 1.. For 
the experimental group this was a 
posttest: for the control group this 
v1as a pretest. 
The unit test score from test 2. For 
the experimental group this was a 
retention test; for the replication 
group this was a nosttest. 
Grade level 0 = hj_gh Scbool 





STATISTICS FOR THE INDEPENDENT VARIABLES IN THE INITIAL 




Variables ryi B· bi bse ti sri pri pr i ·l. i i 
Grade 
Level -.·50' -.471 .917 -7.540 3.620-2.08 .134 .182 .018 .033 
Instructional 
Time .31 .247 .865 .017 .012 1.40 .089 .122 .008 .015 
Classize* -.106 .241 • 780 .296 .170 1.74 .114 .152 .013 .023 
Factor 2* .135 .175 .049 1.770 .673 2.62 .170 .226 .029 .051 
Factor 3 .506 .224 .540 1.230 • 527 2.33 .152 .202 .023 .041 
ZL * -.244 .206 .930 1.870 2.220 .84 .055 .074 .003 .005 
Z4 -.371 -.200 • 795 -3.240 2.320-1.39 -.090 -.122 .008 .015 
Z5 * .095 .106 .580 4.02 3.790 1.06 .069 .093 .005 .009 










* When Di falls outside the limits set by r¥i and zero, then the independent variable 
should be considered a suppressor variabl • 
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STATISTICS FOR THE INDEPENDENT VARIABLES IN THE INITIAL LEARNING 
MODEL FOR THE REPLICATION GROUP *** 
Independent 





* Level -.64 -5.777 .999 ~78.290 36.923 -2.12-.113-.176 .013 .031 .036 .55 
Intruction-
* al Time ·.63 -4.941 .999 -.230 .126 -1.83-.098-.153 .010 .023 .070 .47 
* Classize -.603 .026 .957 .601 .10 .005 .008 .ooo .000 .919 .02 
Factor 2 • 542 • 2 44 • 2 80 2.051 .529 3.88 .207 .312 .043 .097 .000 .97 
Factor 3 .471 .129 .299 1.094 .543 2.01 .107 .167 .012 .028 .046 .53 
** Zl .146 -.179 .776 -3.834 2.415-1.59-.085-.133 .007 .018 .115 .35 
* Z4 .433 -.123 .910 -2.129 3.081 - .69-.037-.058 .001 .003 .491 .08 
z 
* Z5 -.522 .137 .872 1.579 1.719 .92 .049 .078 .002 .006 .360 .14 
( N - 149; R - .600 ) 
* ~Vhen Bi falls outside the limits set by rYi and zero, then the independent 
** 
*** 
variable should be considered a suppressor variable. 
The power was caculated at alpha equals .05 from formulat #17. 
This data was compiled from the regression analyses on the following pages. 
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STATISTICS FOR •8~ST 1 SUeSET 
SQUAr<ED 1·1ULT l?LC C:J"<RCLJ..TION 
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O.!:i6;.?08 
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F-STAT!STJC 
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VARIABLE REGI-<ESSlD~ STAf•iDARD 
NO. N A~IE COEFFlClCNT E.RROR 
INTERCEPT 0.32t;2f,l0 03 D. t-ot< 70C 0 02 
H2 EIGHTH -o. J.c..c,J 33:::> C'' .:> {).3167-'t.:!~ C·2 
133 MH·HITE:C. -o. t. 7:'2 3<' CJ 00 o.Jo7C27'J 00 
150 CLASSJZE 0 .. 5.4 3L. 69J 00 0.3717:-JL;D 00 
153 FACTOR2 Oo22b6Y6D 01 0. S2019C·O 00 
STATJSTlCS FOR 'dfST• SU~5~T 
SOUARED M~LllPLE CO~RELAllD~ 
HULTIPLE CCRkELAllC~ 
ADJUSTED S0~A~~D YLL1o 
RESJOUAL ~·.t::,'J SO'Jid-<C. 
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0.2004~-,~D C2 
0.447722[) ~~ 
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VARJA5LE REGRESSIO~~ STANDARD 
'NOe NAIIE CUE F F 1 C. l E t-< 1 ERr~ oR 
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154 F f<C. TOR3 C.l222'f0() Dl 0.5~t>;j72D 00 
'STATISTICS FOR 'BEST' SU?SCT 




I\D .. IUS.lED SCU/,f:.t~O ~.q __ n_ T. 
RESlDUAL ~'CI·.~ ~,o:.J:,;,t; 
S 1/d ~ D /d~ D L: t-: ~..: U n 0 F CST • 
1:-!>"J 1-.T l ST l C: 
O. 1921 :l4D C·2 
0.43o33lD 01 
NWIEf<A TOR Df: G I~EC:: S (lr F R [f:'DOY. 
DtNOMlNA1U~ DEGRC~S OF FRCEDOM 





VARlABL£:: RE GT<ESS t 0~~ ~TIII>~Did~D 
NOo N I-P-IC CO!:.FF l c 1 [f-IT t.W<CJI~ 
lNTEf~CEPT o. 1 9 e~l37D 03 0. 7~>971 !;,() C?. 
J?? [ l (-t·f1H -c. cJ~<):)~'>:;r; (;? 0 • ::.'~\L 1 3 ~~ () C'> ·-
13:~ f.IINUll-5 -0 • ;..- (, (, C' 11:1 (\0 (J. 1 ;_: c :; (, :J ~) co 
1!'>0 CL/, :1 ~-)I IE -o. ~~~~t .. ;~ c 0~)-01 0. '· J :~~-~-.~~:; o:,; 
l !>3 F' /,C l tJ'~ ;~ (; • ;-~ (J :5 Cj (.; ~l U CJ c • !.; ~~ .. ~ ... c '•D on 
1 !._.t, r AC Ttli~:~ o. I I '· ;> '-· l D (> l 0 • !_, ~-~ / -, (l 1 (J (J ~) 





cu::: r. !:.TAr. SlG. El~ANC.E 
~S.ClC 5.01 o.oco 
-lL:.o0t. -~). d (; ,).J(,J 0.000~,67 
-11 .• 9S..3 -s .s 9 U 6 UC•O V.0JO!:;CJ4 
Vo2'l6 Jo6b Oov95 0.127277 
STAND • T- 2TA!L TOL-
COEr-. STAT. SIGo ERAt..:CE 
47.932 4.74 o.oco 
-10.')30 -4.6 e o.ooJ 0.000557 
-l0olC7 -t •.• 4 4 0. (>00 o.ocn~,73 
0. 2 .3'• 1. 4 6 0 •· J '•6 O.ll3604 
Vo270 4<>2.8 o.ooo c. '/63234 
ST !.1-lDo T- 2lA lL TOL-
COCF. STAT • SIG. CRANCE 
42.9£:0 ,, • 2 C'· o.ooo 
-9.672 ·-4.07 v.00J 0.000525 
-9e-040 -:::..90 o.ooo C., Ol; C.·Stt 9 
0. l '>3 1 • 2 1 0.227 0.137021 o. 2 ·15 4o'l2 o.ooo 0.762072 
0.144 2 .2;;; Oo027 0.?12748 
51 f<NDo T- 2T AIL TOL-
C (J[ F • STAT • SIG• (RANCE 
2'1.34f~ 2.61 0.010 
-c~ .. 2c;r. -?.313 o. o 1 e 0.00(.1!06 
--!.). -, 02 -2.?.0 o.cz9 o~r_~coli23 
-o.o I t, -o.oc 0 .. 9 Ji~ 0 • (. (J :; [·, '· 4 
0 • " •L3 3.t.J Q u.ooo o. -/3.)(:~ '..) 
(> • I :-;/.j. 2. I ~ o.o:;::. c • -, 1 r ~. '~ 4 
-0.22/ -2.68 O.VOIJ 0.:>97::>1(> 
STATISTICS FOR '~EST• SUDSeT 
SOUARFD 1-\ULTlPLE CDRf~ELAilON 0.~9797 
0.772<:9 MULllPLE Cu'·lfi[LATI(l~ 
AlJJU~-. TE 0 !:. UU f,R. 5. D ~· L'~- T. 
RESIDU!,L MLAN ~j~JAf,~ 





NUMfRATOR DEGREES OF FqE~DO~ 




I ~ 1 
o.oooo 
VARIABLE REGRESS IUN STA~H"I.I.r?O 
NO• NAf',f:: COCFF IClENT ERi-~DR 
JNlERCCPT Ool91S28D C-3 0.7734290 02 
)22 f.lG'-lT"i -cJ.e6D:.'22D C2 o.3r.:,9:~91D 02 
133 f.'. I l~li TC S -::>.261 SC9cJ CC; o.!21!,t..?:D 00 
150 CL/,$ S 1 ZE (1 • l b 69 L2 [J eo o.s,:;:..oJ lu (; Ct 
J!:l::S F/-.C10~2 o.zolz~J~D 01 0.527~./ .. 70 r:o 
154 F/,CTOR.3 0.1 1 ~,o :. 7o (•1 0. 5392~?5D 00 
79 Zl -o.402:.:,c::o c l 0 • 24 04 J 'JD 01 
82 Z4 -:-Oel5"t525D Cl o. 3D 19621>_ 01 
378 
ST AND• T- 2TAIL lOL-
CO!C.F .. STAT• 5IG• ERANCC 
213 .3 l 2 2.46 0.014-
-6.348 -2.39 o.cJB o.coo4-v6 
-5 oD 12 -2.16 0.03:; O.OCC·421 
c .os 1 Or~2 0.750 o. 04'· ~~04 
0.247 3.9J u.OO·) 0.721950 
o.:.2s 2.13 o.o35 0 .. "1099£-.Cl 
-o .l f',8 -1.67 c.096 v.22S953 
-:0.091 -0.52 0.603 O. Cl931Y79 
------------------------~---~---------·-·-- ----~-------------------------------------~-------~-----------
STATJSTICS FOR 'HCS1 1 ~U~SET 
SOUARED MULTl~LC CD~R~LATIVN (i .(:. c (· .!- t; 
0. 7"/l. t;l; MULTIPL!C (l!id<C::L'TlU~ 
ADJUSl~D S0UA~~D MU~T. 
RESlllUAL ~·.:ct.~ ~C;UA~:: 
COR~ • ( •• 5 77'.::>4 
STANDAKD tRR8~ G~ LSTo 
F-51/,11!.>11C 
v. 1 g :;.::-. .:>!:() C..2 
0.4:~'-IIC2U Cl 
NUME~ATOR DEG~F~S OF FREED0M 






VARJA8LE REGHCSSlON ST J..tWAR;) 
NOo NA~·.t. CO;:H' lCIENl l: f<f-<0R. 
lNl:::f~([PT 0.174JC!:>U ~3 C. 7<;5/.JC-t..O 
1 2'2 LIGHlli - C • 7 E.;:. ;'9 J t.:. D (2 o • .:\t;C,,C~<d) 
133 I~J:~VTcS -:"...23(;::,;:.-:__~o (;0 (J. l2ol Yl u 
1!00 <.LASSl::CC CJ. o l l <: :J G ~J -0 i 
J !:>3 f /-..C Ti...l~~ c.zo~lt..r•U c· l 
l ~>4 F /,C 1 :.JR.-3 (. • l (J Y4 c J Ci lll 
79 Zl -C • .3o?·4 J ·ru Ci 1 
82 24 -0.21 ;:c~BC?t> {;) 
83 z~ Ool 5'/b7C.D 01 
-·-----------
STIITlSllCS rOI< 'DES1' SU':lSl"T 
S :J LJid,' : D '.l U L T I f' L !:: C G '< i< :_ L I· 1 J 0 '< 
Y. ~~ L 1 1 P L [ C il ~ :,: ~ :_ .~ 1 l 0 ~I 
0. {·c. l 1 ~~ u 
\;. 'OL t.6Lt CL• 
0. :.)[... 3 G '• l'u 
() • ;)'• 1 4 4 r:.D 
U. 2> C; C: C. L ~) ll 
c. I ·7 Hlt.. 00 
u.6Cd~4 
0."777')7 
A D J U ~; T c D S :111 t, r,: l" J ~~ U L ] • 
QESIDJ~L ~[AN SQU4Rl 
51A~O~~) [~~0~ Gf [ST. 
f-S11ll~i1lC 
C 0 ~-\ R • 0 • ~) 7 B 1 9 
0.)')~1043[) ~)2 
0 •'' J936C:>O -) l 
2 3. !::>4 
NJ~f~AJO~ ~fGR[[S Or r~[[DOM 
) :;- \10 v. I \l h. 1 0 'I D [(, ;~ [ E 5 0 f r >< [ [ D 0 v. 




Vf<~JA3Lf llE GR::-~- S 1 0'1 SlA\IDARD .. ~. 'II' Y. E CO[FfJCJlNl [~~OR 
)J.;f[Q(["f->T 0. lfl~9"lPD 03 C. l10<194'•D 02 
12? E l ::, •i T H - 0 • '' :l ~~ 1 2 ~ D OC' o. :n1 vl,2J c ·-. L 
I 33 ~I 'I~J I [ S - ;) • ~~ 11 -, l :' r~ 0 ().) (' .. I ;>(..9'i l) C0 
15:. CL~':.Sl z~ o • 1 1 c:; (-;" r~ 0 tj o. ('J2 J s:.) 00 
1 !:;.~ F :\Cl n:-<•;) o. 1 :_-,?. :i ·J 4 [J 0 I (1,71Y:.'3:3l> OV 
I ~4 r~ClDO<J 0 • I C; 'l 3 7!..., D cl 1 (I • ~·, 4 ''· [; ( • l :) (!() 
79 l1 -o.:~<,;Q(':)I.[) 0 I <'. ~ 4 1 J :~n J 01 
S2 l 4 -0.2:;1 10:-'D 0 I. 0 • J CJC;? <;:; :_., 0 l 
HJ l !> t1 • I !> "17 J I [J 0 I c. I I l "f Z!i :.1 [11 










S T t.t~D· T- i!TAlL lDL-
CUfF • S1 AT • SlG• ERANCE 
2~. 74~> 2.19 0. C<~C 
-~.7-(7 -2. 1 2 o.o~·6 1 C .. C'OC3S5 
-a .9'• I -l .e:.:. 0 • 0 "10 I o.occ.:o'->o 
O.OL:b c. l c. O.<JlY 0. 0 .'. 2. 5 '/2 
0.244 .3. E. t.~ 0.000.- 0.7.oC::t,1 
o. l 29 " • 0 1 o .o.c,6- 0 •. , (1 0 <; ~· " -o. 1 7'-) -1 • ~~9 0. l IS o. cc.:. 2 •t8 
-0.1;~~ -0.69 (J .. 4 91 O,C'J02f'.7 
0. 1 3 "{ c-. 92 0.360 C.l2t;;C·50 
STI>.~O. l- Zlf,) L T::ll-
COEr·. Slt-l. 51(,. E RA.I-1([ 
27. 193 2.30 0.0?3 
~(. )C2 -2.2~} 0.02(1 o.ooo='7& 
-~·). ?t:;. ., " I. 9;:, (\,l),,4 o. (J(j() jf:.~ 
0.0~1. 0 • I 3 0 • b ~) 5 C,0'•2J33 
(J • l t'. 1 2. l 3 (;. 03~) 0.3v4n('fl 
0. l? 3 J • y?. 0. G ~' 7 (;.b<;~OJO 
-G. 113? - l .!•<:' 0. I 011 v. 2 (' '• I '• 1 
-o. 1 1-t t:~ - (.J. !! l 0. 4 I 9 0&8£:Yl!:~ 
t. l J l J. ~· 2 O.Jv'J 0.1250!.;~ 
-0.090 -l .t ~ 0.'2~/2 0,4ZJl.?J 
STA11511C!i rnr; 'fl[~;T• C.UoSt:l 
5 (l U .\ Ill. l' '·' U L T I ;> U C f.t, ;; C L ;. r l 0,\1 C..6UJJ 
() • 7 71~ () 7 1-~ lJ L 1 H'L r C 0 r: i; :_ l_ i\ 1 i c .. 
III'JU:...llLl ::i(n;:..;{l'[l MLL.T. 
~~I S 1 [) U f, l. '·' l' /. •J S C. L: A i<l 
Slt.r<i'"')~ c:;::o:< or rsr. 
f-SJt,JISllC 
c 0 t~ ~ ~ • () " ~) ~ 7 ,IJ l 
I).J9J2liJP 02 
0.4J'Y!.>66LJ 01 
NUM[~AlO~ OFG~EES'CF F~[EDO~ 
DUW':)I,t.Hn OtGilf.ES OF Fi<tlDC~I 
.SlG~JflCAI-JC[ 




VAr-Jtf'L[ R[C,R:!.:>S 18~ ST A:-<:1.\R:::J 
NO. N .t. 1~t: COlfFICILNJ [I~Q:JI.( 
JN1ERCEP1 (J.J730c<OD OJ i).foC9714:1 
122 flGHlH -o. 7(,4 .. , 2:c o 02 IJ • 3 7 ') 7 ~. 1 D 
1J3 ~·p;Ul [ ~; -a.2~4353G ve~ c.t2936~:J 
1 ~. 0 c L:. s s 1 z r -C .:>G,-i'C03C-o I 0. td02 IJ:) 
H•3 fACTDi<?. o. l1C'•l0L' 01 0.'13?1 t ;; J 
1!14 fJIClORJ o. 10 ~60!.)lJ 0 l 0 • :;, '• -, (., -, 5 :_) 
79 71 -0.'•2lU7!.D 0 l (). ;:ri 37?_!•1) 
fl2 74 -0. 2 2 ~ I 7 (, D 0 J O.Jll2i'l0 
J;J l !' 0.21(..7'.'·0() {) l o. 1 e 4 1 8 <) o 
(•/ Y31 -o. 39 c vC/i.l D 0 l o.z-tJ4llD 
(,8 Y32 O .. l7C6c5D ,) 1 0.1&2794() 
51 AT I~. Tl C S f 0 ~~ ' f! [ 5 T ' S U!J Sf 1 
S(;lJt.h£0 t.JULllPLl C(U;tL/dlG:-. Q.(,(;[>'Jl o. 7£:<0.13 lo'lll.i II'L I: CUF:<[l.t.T l CN 
ADJv'>TH.i :",lil!:.h!ll '-'l.:l_T. 
RtSIPl'·\l rn-:t>.; Sf;L;,~r.c 
SlMID:.I·D rr.•·c~< oF rsr. 
F-Sl/.1 JS/IC 
co ;n;:. o. !_; 7 7:'> 1 
() • l ') :o:; S J Cl 0 2 
o.r,J•J'/l9:.J 01 
NU~f~ATOR DfG~CES-CF F~rEDOW 
Df!W"JI..:/.TG;< f.o<:::GRf.[S Of f':{LlDOM 
























-o .. 197 -(;. 129 
·0. l 9 l 
-G. 1 7 7 
0.122 
VMn /.IILE l<[(,h:f SS ]ON 
COEifiCll,'Jl 
S 1 A r, D.\ I<[; S T t. t-o D. 





I !• 3 1- t C Hl ~ ;• 
H\ 4 F J.. ( T 0 R ~~ 
"19 Z I 





O.l7Gl90C 03 O.OlG6r6J 02 
-o .. n·J~~?i~?.J J2 o.3?.2:~Jc~· o? 
-o.~J~G~~s oo o.J2)~;~~ OJ 
0.13ZS13C.00 O.~HCStJD 00 
U. J!lf(;~i~D ·)1 0./4L.,~(JVD 00 
o.IC7~G70 01 o.~4~JJ0D 00 
-O,JJf<;.~AD 01 0.2~93~20 Ol 
-0 .2.~{J! 2'~C ·vT·- O. J 1 r. 1, <J0 :1 0 l 
() .. 2 C 2 G 9 3 D 0 1 0 • 1 [) 5 0 '.i C U 0 1 
-0.4JC19!0 Ol 0.270(900 01 
O.B74751C JO 0,20?0040 01 
-O.l.i06S4D 01 O.lJ74JE::::> Ol 
51 A l J S T I C S f C 1; ' 8 C: S T ' S U'o S E 1 
SQUA~ED ~ULT)PLE CO~~~L~TlON o.6lu4J 
o.7r,:.J3 "''ULT IPLI CfJr.>;FLA lH.:s 
AI>JLJ~,T! o ::.ou:.;,(. c: 1/,\..L 1. 
Rt:SiflliAL Yf.tt, SuUAf·:~: 
SlfiNOAJ:;D Ull'<"i< [i~ l5l. 
f- !> l AT l ~' T I C 
CUI<fl. 0 .~if2c>'J 
u. l ,11()29[; .J? 
f),4J/(;to9C> Oi 
NlJ!.~[IU,lOP DfC;<[f:_S r:F F<~rCOOM 
()[ N("·~ 11> :. T C''< DE c.:n: E S Of F ~ U: DOl-l 





VAPlhhL[ r;l (I;[S S] ~:-l 5 TAf-'f-'t..hD 
·~ (l • r.: A'" l CUl:ffJCJtlll E i<~~ot~ 
) t' T [ fl C E P 1 0 . 1 ., '• ~) 3 3 0 J:J (J • t]0~J8]tJ D 0? 
1?? [ JCHlH -o.f1?.7 1 ~. (; [: 0?. o. j (l ') J (I J D 02 
1.)3 IJ}f:\11!:S - (1 • ? 3 7 ~~ ~; 2 r~ ,.J(J (. . 12 () 2 ! :, ::; 00 
l ! '0 u I.~.~. l l r: Q. ~~f.l, t.r,r.r: J0 o. r1li 2 B i: CD 0\l 
I ~- J I /, ( 1 (] .:;> (, . 1:. 1 ... J~) 0 0 l 0 . 7 ~) ! 2 r.; .'~ i:i OD 
l ~~ ,, 1'/,(l(•fiJ () . l " ( '~''· (_, n 00 o. "/ fj <..) ~~ I, l} :1 l:O 
-f') 11 -oJ •- J (; 1/ ~~I, l [; 0 l c. ;>~j[~ .\3."~[) 0 . 
1'2 /~ ... 0 • :~ ;~ l 9 1 ~; [) :• I o. j I ~ '~ ~_) (_ .._) ( l 
i:!J I!) 0. ;._·,J '~ 7!'1::;; 0 : 0. I U :, -, ~. 1 I) c l 
(j ., '.-:1 I -O.l•2 I -, C1 :'> !) L1 l (I • ;~ ., ~) ("\ ., ~; ~) (t I 
(.-(\ '02 f) • ~~ o ~: .~·: c· 1 ~; (! () o. I' (I ,? ~) .. ~ { \ tJ \} 1 
(,C) Y]J -o. I ~' 1 l 170 0 1 0. I .~ (J (\ :. -,. \) (I l 
70 y .l4 -J • :l l £. (_, 1 '~ u ,) l (J. l (; l ... ,~~u 0 l 
26.04'• 
-~ .. ()1~9 
-S.C6C 
o.ct.~·, 
G. l 0 1,. 
0. 12 'I 









-c). 1 f; ':1 v ~ -~~ . (! t' {.\ 
c. l ;: 3 
c l fl t: 
(..0 1 7 
-o. I ... ~--' 
---· 1 [} 6 c.. ?. l ., 
-c.. 1 '! l 
0. () _, (, 
-o. O!~~ 
-c.. : J ,_. 
T- 21/.}L 
STAT . SIG. 
2. I '• O.OJt; 
-2.01 c.o,~t.) 
-l .73 0. 0 l~ ~ 
-0. J 4 0. f:'; G 
". 2 0 0. (1 2 J 
2. Gt) 0. 0 4 7 
- 1. 7 3 u. obr, 
-.:>.72 (' • '• 'I 3 
l • l 9 0.2.3!) 
-I 
·" J 




? • l 7 
-2. l 1 
- l. 2.2. 
(J • l 1) 
2. l [l 
l. 9 7 
- l • 3 0 
- (J .. f;. ~) 
l . l ·J 





2· l 7 
-.c'. 1 7 
- l • p, '• 
J. 4 ,", 
l • H ~) 
v. J•) - 1 ?0 - l • G~ 
1 • :L~ .. 1 ~) J 
•.) .. ?. :.·, 




o. r 4 ,, 
(.;.031 
c. 0 ~·,] 
0. 1 9D 
0.:'1<;.9 
0. z ., ':J 
(J.J22 
(; • (· 6 7 




0. J:; l 
u. {) (- g 
(J • tl }il 
0. :' (, ;> 
c • .:..,~:~~ 
0. ?J •' 
(> • .~~ \-, :; 
G. 1 c. \) ,. 
v. I i.' t'· 
c. i (, l~ 
(J • 3 l 7 
c. I C!.J 
10L-





n. r~r-.B ·;t>t 
0 .. 21f>(}7:..: 
0. ut•&J92 
o. l I 1 [l 1 ?. 
(,. 1 e c_, 2 2 r, 
0.167074 
1 GL-
[. r~ ld-<C[ 
(J • 0 0 c 3 ~' I) 
o. ovc; Joll 
c.u3J2lf., 
0 .. .3 03 _:j 7 ~) 
0.6bi..\OBt; 
0.1 1~430~~ 
o. ue.t.-6!::> 1 







(l, 0 c 0 ~~ (>6 
I J • r. -~ l <· (J /-, 
o. :~ !1; :i u 7 
0.3(''/(;~)1 
o. I {_' j. :, .. , }:_, 
~) ... (! ;j ~ (,?. c, 
t;. 1 L t; .3 C ~·. 
\) . } d l L '/ J~ 
0 • 1 :~. 1• 1 J ~ 
().~~·.,(_.t;~.;.-
v. 4 Jt •) ~: 4 
379 
STAT J S 1 1 C S F rJ ;7 '!! f o. T ' S t::· S f'T 
S~UJ,t. ~:~) '-'Ul i 1 ;:L.f_ C:JI~;t[L/~ T l G! .. · O,G!7'd 
0.7f.!.J75 r~UL T !I'Ll Ct;;:;;~-L~; l U• 
A:>Jt'~·HD s:;c~c;;-_;· ''ULl. 
f:<f!..J(;ut.L ,_,,_-:.~; Sl.L.\;~r 
STA"<:.I-"IiO r.-u:c:< OF LST. 
r-!..11-TlST!C 
C C :; ~. 0. 5 i.· J S6 
J. ;<;.}?5(,() 02 
c..~JB12oo 01 
16.70 
NUY[~ATO~ nrG~f[S Cf F~E(DO~ 





VA~J/,fllf: ~[ (l:;t- SS l ON s T /.N!)Id:; D 
NO. 1-; A V.E c c L r r 1 c i ~ ~. r [ f<!~GI< 
J~TfP([PT 0 .t :ln':;tl~-(J v:J C.~~ .. G;}t.7'J 02 
'-. J :? 2 r I GH 11< .. t' • Q ~~I .... (j ~ 4 t' ,'") 4~ c •. , c J 4 77lJ ':12 
1 3.1 Yl•.uTr" -.). 2:..:.· ~l'_.:f·: '-'--' r.. 1 :. (> 3 ~- <;. !) .:;o 
l!.>O (L/,SSI/E ;J.i.o2'E ~-·-I~~ )•I c • 7 ~ ., :..· ~ h ~) OJ 
1 !; 3 It.( 1 Ct.<? c. l J~t,vcr; 0 1 -~ , 7 (· I B lo .\ 0 c~ 
1 !:.4 F 1.( TOIO - ,) • -, 4 c::; :) 7 ~ - ~~ 1 v. t.'7'~4~2J 0.) 
70 ll -~. ;:11 c 1:"·[·~- {. l l.. " ; ( ](. S.:l.. ~ G l 
tl2 Z4 -fi.'!!(/7;:-::; ::., 1 o.Jt'o3i<I::J (' 1 
6.3 z !'l r.; • z ? ;- ~ 3 c s 0 l ~ 1 r e J 7G ~) (. l .; . 
(:.7 Y.31 -0,«2(, II·?{; C. I v. 2 7 ( G :"G ;) 0 I 
65 Y3? fJ ~ 3:; 1 !~~·(d. ~· Q G • 2 (' :. 2 ~- ;, D (· l 
6? Y.33 -o. 1 "f, 7(.':-; ';; 01 '· . J.:::?ct~::l Ci I 
10 y 3<4 -o .21 2.:~'":; J l (, • ? ~ 7 2.:, :,> (l u l 
71 Y35 - 0. 1 1 J (:4 4;:, vl u.l94CC2;) 0 1 
-·----~--··-
~ 1 A 1 I ~. 1 l ( ~ f 0 I< ' !• [ ~ T • S v l-l S [ l 
~. G lf/, I< L (J "'u L 1 I P l l C U h 1- L l 1- l l 0 r, O.ll21b9 
0.7664[1 i·L:L llf'~l ((:l.;:,lL/.11(;1• 
/.{JJU~l f t'· !,t;L':..I.t n IIi.!'-. 1. 
1-<l~IIJUI·L VLI-'• ~,GU/,hl 







STANC. ,_ 21/.ll lGL-
COEF. ~lJ.T. 5 l (I. (Rid-.:( f 
27.8CJ 2.;:. '• C.0L'7 
-L,G7:J - ;: • .:: 4 C,027 {;,uOOJI.O 
- s. (J 2 4 -1, '-2 C: • o S c) 0.0COJ3.0 
c. I;, 4 J:. !, ~ o.!:-~7 C.i:-i'C6.Y3 
~. 1 (, (,.; I • 7 7 0 • c 7 ~~ ) • j t. 4 4 7 (1 
-c..vcr,. -\).(./} v.c;..;3 0.2u71oCJ 
-c. I: l - ! • ~· J V.?.L<, 1). 1 ()(.(,by 
-c:.Je:> - I • {' J {;,Jj7 C. :Jf·S~G;:· 
c • !9t• 1 • ? l (),€-~b 0 • l~~h)[! 
-c. l \.4 -l.~CJ 0. l ~ , <L G, 1 fl I ~I 1 
0,0('1, ·J • I 9 C. C 4c c. 1J2Y31 
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STATISTICS FOR THE INDEPENDE!'<'"T VARIABLES IN THE RETENTION HODEL 
OF LEARNING FOR THE REPLICATION GROUP *** 
Independent 
variables ry1 B· ~ 
Graae 
** Level -.390 -.682 .917 
** Instruction-
al Time -.001 .275 .749 
** Classize -.302 .036 .• 867 
Fo.ctor 2 · · .• 160 .140 .125 
Factor 3 ~452 .224 .609 
** Zl .034 .747 .954 
** Z4 -.410 .174 .920 
zs .225 .• 135 .509 
( N = 90; R2 = .362 ) 
b. 
~ 








1.55 .138 .170 .019 .029 .124 .37 
.15 .013 .017 .000 .000 .882 .oo 
1.47 .130 .161 .017 .026 .145 .35 
1 • 58 .140 .1 7 3 • 0 2 0 • 0 3 0 .118 • 3 8 
1.80 .160 .196 .026 .038 .075 .47 
.56 .050 .062 .002 .004 .580 .06 
1.07 .• 095 .118 .009 .014 .290 .• 14 
* The po·.ver Has calculated at alpha equals .05 f::om formula # 17. 
** ~~en n1 falls outside the limits set by ry1 and zero, then the independent 
v~ri~ble should be considered a suppressor variable. 
*** 'rhis cia ta ·-.vas compiled from the regress ion analyses on the fo1lm·;ing pages. 
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ANALYSIS OF VARlANCE 
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Statements \'.'hich Describe Fact.or 1- Student Centered Environment 
l. Students are interested in class activities. 
2. Students participate in class discussions. 
3. Students enjoy the class. 
4. Students feel a level of friendship for each other. 
5. The teacher is willing to help the students. 
6. The teacher spends time talking to the students. 
7. The teacher is interested in the students. 
8. rbe students contribute to planning the course. 
9. The teacher encourages creative thinking. 
Statements Which Describe Factor 4- High Structure Environment 
l. The teacher emphasizes that the students are orderly and polite. 
2. The teacher emphasizes staying on the subject matter. 
3. The teacher em?hasizes completing planned activities. 
4. The teacher establishes and follows a clear set of rules. 
5. The students know the consequences of breaking rules. 
6. The teacher is consistent with those who break rules. 
7. T'ne students are calm and quiet. 
Statements 1fuich Describe Factor 5- High Discipline Environment 
l. The teacher is strict in enforcing rules. 
2. The punishment for breaking rules is severe. 
3. It is easy for students to get in trouble. 
4. The teacher emphasizes a clear set of rules. 
5. The teacher is cons is tent with those vtho break rules. 
6. It is difficult to achieve good grades in this class. 
7. The teacher emphasizes the students competing with each other for 
grades and recognition. 
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