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We study the dynamics of a two-dimensional ensemble of randomly distributed classical Heisen-
berg spins with isotropic RKKY and weaker anisotropic dipole-dipole couplings. Such ensembles
may give rise to the flux noise observed in SQUIDs with a 1/fα power spectrum with α . 1. We
solve numerically the Landau-Lifshitz-Gilbert equations of motion in the dissipationless limit. We
find that Ising type fluctuators, which arise from spin clustering close to a spin-glass critical be-
havior with Tc = 0, give rise to 1/f
α noise. Even weak anisotropic interactions lead to a crossover
from the Heisenberg-type criticality to the much stronger Ising-type criticality. The temperature
dependent exponent α(T ) . 1 increases and approaches unity when the temperature is lowered.
This mechanism acts in parallel to the spin diffusion mechanism. Whereas the latter is sensitive to
the device geometry, the spin-clustering mechanism is largely geometry independent.
PACS numbers: 85.25.Dq, 75.10.Nr, 75.40.Mg, 74.40.De
INTRODUCTION
Excess low-frequency flux noise is a ubiquitous phe-
nomenon observed in superconducting quantum inter-
ference devices (SQUIDs) [1–5], and flux [6–10] and
phase [11, 12] qubits down to arbitrarily low tempera-
tures. Various experiments have shown that flux noise
has almost sample independent properties: the power
spectrum at low frequencies scales as 1/fα with α . 1
with an amplitude of order 1µΦ0 Hz
−1/2 at f = 1 Hz,
where Φ0 ≡ h/2e is the flux quantum. Understanding
the mechanism producing this flux noise and developing
strategies to reduce it are crucial steps towards improving
the performance of superconducting devices in quantum
information processing [13, 14] and for many applications
of SQUIDs in, e.g., medicine and metrology [4, 15].
Recent experiments suggest that the observed flux
noise is produced by the slow dynamics of paramagnetic
spins localized at metal-substrate or metal-surface ox-
ide interfaces with areal spin density ρs ∼ 0.5 nm−2 [2,
16, 17]. It has been proposed that these spins are due
to metal-induced gap states localized at metal-insulator
interfaces [18]. In proximity to a metal the spins inter-
act via the isotropic long-range RKKY interaction [19].
For the typical spin separation of order rtyp = 1.5 nm
the interaction strength is J0 = 50 mK [20], correspond-
ing to a frequency f ≈ 1 GHz. (We use units where
~ = kB = 1.) However, for pairs with (minimal) sepa-
ration rmin = 0.3 nm, corresponding to a typical atomic
spacing, the interaction strength reaches much larger val-
ues, J0 max = 6.25 K. The random distances lead to com-
peting ferromagnetic and antiferromagnetic interactions.
In addition, the spins are coupled via the dipole-dipole
interaction which, for spins with magnetic moment µB,
has strength J1 = 0.55 mK and J1 max = 70 mK for typ-
ical and minimal separations, respectively. The dipolar
coupling gives rise to an anisotropic interaction depend-
ing on the orientation of the spins with respect to their
relative positions. This leads to qualitatively different
behavior, which is the focus of this paper.
The dynamics of spin ensembles and their effects on
the flux noise spectra have been studied previously:
(1) Faoro and Ioffe [20] considered a model with RKKY
coupling and found that diffusion of the spin magnetiza-
tion produces flux noise with a 1/f -type power spectrum
for frequencies f & fl ∼ DW−2, where D is the spin
diffusion coefficient, W the SQUID loop width and fl
a low frequency cut-off. Without further assumptions,
the spectrum is temperature independent. To reconcile
the model with experimental data, showing an exponent
α(T ) . 1 which grows as T decreases below ∼ 1 K
[1, 5, 21], it has been conjectured that the spin diffu-
sion coefficient depends on temperature [22]. Concerning
this temperature dependence for Heisenberg spin glasses
(HSGs) above the spin glass (SG) transition there are
contradictory points of view [23, 24].
(2) It has been proposed [25] that pairs of atypically
strongly coupled spins exhibit slow switching dynamics
between triplet and singlet states, driven by the high-
frequency noise from the remaining paramagnetic spins.
The influence of spin clusters on magnetic noise has been
analyzed [26]. In particular, clusters of ferromagnetically
coupled F+ point defects in amorphous insulating mate-
rials (e.g., Al2O3) may lead to correlated flux and induc-
tance noise with 1/fα spectra [27].
(3) Monte Carlo simulations [28] of a 2D short-range Ising
spin glass (ISG) show that at low temperatures the total
magnetization noise exhibits 1/f -like properties even be-
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2low the lower critical dimension dIsingl ≈ 2.5 of the ISG
phase transition [29, 30]. The physical origin of Ising
spins, however, remained unexplained.
(4) Isotropic HSG models have a lower critical dimension
dHeisl = 3 or 4 for RKKY-type or short-range interactions,
respectively [31, 32]. Thus, no spin-freezing occurs in
these models in 2D at T 6= 0. However, critical behavior
is observed in numerical simulations at low temperatures
when the SG correlation length, diverging as ξ(T ) ∼ (T−
Tc)
−ν with critical temperature Tc = 0, becomes larger
than rtyp. The critical exponents are ν ∼ 1 for the 2D
HSG [31] and ν ∼ 3 for the 2D ISG [29]. Furthermore, it
is known that even weak anisotropic couplings make the
HSG exhibit properties of an ISG [30].
MODEL
To resolve the questions left open by the models dis-
cussed above and their implications for the flux noise
spectrum, we performed numerical studies of the dynam-
ics of a 2D random ensemble of classical Heisenberg spins.
We assume the spin dynamics to be described by the
Landau-Lifshitz-Gilbert equation [33, 34]
s˙i(t) = −si ×
(− ∂siH + hi(t)− ηs˙i) . (1)
Here we use units such that |si| = 1 and the damp-
ing parameter η is dimensionless. The noise fields hi(t)
are assumed to be Gaussian distributed with correlators
〈hiν(t)hjν′(t′)〉 = 2T η δij δνν′ δ(t − t′) and ν = x, y, z.
The Hamiltonian is given by
H =
∑
(ij)
J0ij si · sj
−
∑
(ij)
J1ij
[3(si · rij)(sj · rij)
r2ij
− si · sj
]
, (2)
where J0ij are the isotropic RKKY couplings (with vary-
ing sign) and J1ij > 0 the anisotropic dipole-dipole cou-
plings between spins i and j, separated by rij ≡ ri − rj .
Both coupling strengths vary with distance ∝ 1/r3ij . As a
result, for those spins in the random ensemble which are
separated by distances smaller than rtyp, the couplings
are much stronger than the typical values J0 and J1.
In our simulations, we actually assume the spins to
be placed on a N × N square lattice with lattice con-
stant a = rtyp, and we include only nearest neigh-
bor couplings. To account for the variation of cou-
pling strengths we set J0ij = ±J0(rtyp/rij)3 (with ran-
dom signs) and J1ij = J1(rtyp/rij)
3, choosing the ran-
dom distances rij according to the distribution P (r) =
2 r r−2type
−(r2−r2min)/r2typΘ(r − rmin). The exponential ac-
counts for the decreasing probability for spins with sepa-
ration much larger than rtyp to be nearest neighbors. In
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FIG. 1: (Color online) Spin fluctuation power spectra Sν(k, ω)
for the case of purely isotropic interactions. The spectra are
independent of the spin direction ν = x, y, z. Temperatures
are T = 0.2J0 (circles) and 3.2J0 (triangles). The system size
is N2 spins with N = 80. Dashed lines are Lorentzian fits.
Inset: T -dependence of the spin diffusion coefficient D(T ).
The dashed line is a logarithmic fit.
this work, we concentrate on dissipationless spin dynam-
ics, η = 0, with one exception: To introduce temperature,
we start the simulations with nonzero η and switch η off
only when the system is thermalized; see Appendix A.
From the spin trajectories, si(t), we obtain the dis-
crete spatial Fourier components of the magnetization
s(k, t) = N−1 ·∑i si(t)eiri·k and subsequently the power
spectra Sν(k, ω) = 〈|Fω[sν(k, t)−〈sν(k, t)〉]|2〉. Here Fω
denotes the time-Fourier transform. The spins on the
surface of the SQUID lead to a total flux threading the
SQUID loop [20, 35]
Φ(t) =
∑
k,ν
Bν(k)sν(k, t) , (3)
and their fluctuations lead to the flux noise power spec-
trum SΦ(ω) ≈
∑
k,ν B2ν(k)Sν(k, ω). The form factor
Bν(k) depends on the geometry. If we consider a planar,
square-shaped SQUID with narrow lines of width W , the
flux noise contribution from one side of the square (along
the y-direction with a narrow width in the x-direction)
is given by [20] Φ1(t) ≈
∑
kx
Bx(kx, ky = 0)sx(kx, ky =
0, t) with Bx(kx, ky = 0) ∼ |kx|−1/2 [22]. For purely
isotropic interactions, where the total magnetization is
conserved, the spin dynamics should reduce to spin dif-
fusion, i.e. Sν(k, ω) ∝ 2Γk(Γ2k + ω2)−1, with relaxation
rate Γk = Dk2. In combination with the form factor
given above spin diffusion leads to a power spectrum
SΦ(ω) ∼ ω−1 within the frequency range ωl ≤ ω ≤ ωu,
where ωl ∼ D(2pi/W )2 and the upper frequency cut-off
ωu ∼ D(2pi/rtyp)2 [20].
ISOTROPIC INTERACTIONS
To analyze the conditions for spin diffusion and a po-
tential temperature-dependence of D we first perform
simulations within our model for a 2D HSG with purely
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FIG. 2: The spin glass correlation function, C(r), for temper-
atures T = 0.1J0, 0.2J0, 0.4J0 and 0.8J0. The dashed lines
are fits to C(r) ∝ e−r/ξ(T )/rb. The inset depicts the temper-
ature dependence of the spin glass correlation length ξ(T ).
The system size is N2 spins with N = 80. The number of
different realizations of the random coupling is four.
isotropic interactions (J1ij = 0). Figure 1 depicts the
power spectra Sν(k, ω) for two temperatures. We note
that the spectra fit well to Lorentzians of the form
2CkΓk(Γ
2
k + ω
2)−1. The fit is perfect at high temper-
atures, while at lower values, T  J0, it is valid only
up to a cut-off frequency, which decreases as T is low-
ered. The parameter Ck is proportional to the static
susceptibility for wavenumber k and approximately inde-
pendent of k. The relaxation rates are well described by
Γk = Dk2. At high temperatures T & J0 the diffusion
coefficient D is constant, while at lower temperatures it is
weakly temperature-dependent (see inset of Fig. 1). The
dependence appears to be logarithmic, consistent with
the results of Ref. [23], D ∝ (T − Tc)2/d−1 (2 < d < 4),
extrapolated to d = 2, where Tc = 0 [31].
Our data also show evidence of critical behavior. Fig-
ure 2 shows the spin glass (static) correlation function,
C(r) ≡ N−2∑ij 〈[〈Si · Sj〉 − 〈Si〉 · 〈Sj〉]2〉cδ(r − rij)
where
〈 · 〉
c
denotes the averaging over different real-
izations of the random coupling, for different temper-
atures. At low temperatures the correlation function
can be fitted to C(r) = Ae−r/ξ(T )/(r/a)b, where ξ(T ),
A ≈ 0.7 and b ≈ 0.3 are fitting parameters. The
correlation length ξ(T ) diverges at low temperatures
as ξ(T ) ≈ 1.5a[(T − Tc)J−10 ]−ν with critical exponent
ν ≈ 0.8 and Tc = 0.
ANISOTROPIC INTERACTIONS
We turn next to spin dynamics in the presence of
weak dipolar couplings J1ij  |J0ij |. Such couplings
break the rotational symmetry, i.e., the results depend
on the spin direction, ν = x, y, z, and the total mag-
netization is no longer conserved. As with the RKKY
coupling, J1ij depends strongly on the separation. Our
simulations reveal that the maximum anisotropic cou-
pling J1 max determines the crossover temperature where
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FIG. 3: (Color online) Distribution of clusters defined as
groups of spins for which the magnitude of the mutual cor-
relator, cν ij ≡ 〈sνisνj〉 − 〈sνi〉〈sνj〉, exceeds 0.95. (a) Large
clusters (ν = x) of sizes between 10 (4) and 23 (◦) are de-
picted for a given realization of the random couplings at tem-
perature T = 0.5J0. The labels (Nc, n) indicate the number
of clusters, n, with size Nc. The system size is 60× 60 spins.
(b) Probability distribution, P (Nc), for the sizes of clusters
(with magnetization parallel and perpendicular to the plane)
at different temperatures.
qualitative changes in the spin dynamics are observed.
At high temperatures T & J1 max the noise spectra
with small k still have a Lorentzian shape with relaxation
rates Γν(k) = Γν,0 + Dk2, where Γν,0 = Aν〈J21ij〉J−10
and the numerical coefficients are Az ≈ 2Ax,y ≈ 2 and
〈J21ij〉 ≈ J21 r4typ/2r4min. The dynamics in this temper-
ature regime is of the Heisenberg type, i.e., the spins
explore the entire Bloch sphere, except that the out-of-
plane magnetization fluctuations relax faster than the in-
plane ones. As a result of the relaxation, the cut-off fl
for the 1/f -like flux noise spectrum, which arises from
the specific geometrical form factor [20], is now given by
fl ∼ max{D(2pi/W )2,Γν,0}/2pi. As we argue below this
rules out the diffusion mechanism as the origin of the
observed 1/f noise at low frequencies.
For lower temperatures T . J1 max the dynamics
changes from Heisenberg to Ising type. At the crossover
T ≈ J1 max a Griffiths SG phase develops [36, 37] and the
4first pairs of closely spaced –and thus strongly coupled–
spins begin to form. Each pair behaves as a two-state
fluctuator with the two energy minima corresponding to
both spins pointing in the same direction, but either par-
allel or antiparallel to the vector connecting their posi-
tions. In the absence of RKKY interactions the energy
barrier between these two minima would be ∆U = J1ij ,
but in the presence of strong RKKY coupling it is en-
hanced, ∆U = 3J1ij , provided the coupling happens to
be ferromagnetic. Strongly coupled pairs with antiferro-
magnetic RKKY interaction tend to form singlets. They
do not contribute to the flux noise, but they may con-
tribute to the magnetic susceptibility noise due to rare
thermal jumps to the triplet state [25].
The distribution of energy barriers, related to the
range of spin separations rij discussed above, leads to
a 1/f -like flux noise spectrum up to temperatures of or-
der T . J1 max. In addition, as illustrated in Fig. 3 and
Fig. 4(a), at lower T more complicated cluster configura-
tions emerge with a temperature-dependent distribution
of sizes Nc. The larger clusters turn out to be mostly
random (glassy) with magnetization of order µc ∼
√Nc.
The magnetization of the clusters, µ(t), switches in Ising-
type fashion between the values ±µc, as illustrated in
Fig. 4(b). The larger the cluster the slower is the switch-
ing. For large clusters both ferromagnetic and antifer-
romagnetic RKKY couplings raise the energy barriers.
The dynamics of the clusters are predominantly driven
by the surrounding bath of paramagnetic spins. In com-
parison, the coupling between clusters is negligible in the
dilute system considered. In the opposite limit of a non-
dilute system, the cluster dynamics are similar to those
of the (coarse-grained) spin-glass models studied previ-
ously [28].
As a result of the switching dynamics the power spec-
tra for the total magnetization, as well as the Fourier
modes with non-zero k, exhibit a 1/fα dependence in a
frequency range fl . f . fu, as shown in Fig. 5. The
upper cut-off frequency scales with the strength of the
anisotropic coupling fu = AJ1 max/2pi, where A ∼ 1 (but
< 1). Because of limited simulation time we can not
precisely determine the lower cut-off frequency fl. Fig-
ure 5 also shows that the exponent α(T ) < 1 tends to
increase as T is lowered. At higher frequencies fu . f .
J0 max/2pi, the spectral functions corresponding to small
wave numbers k decay roughly as f−3, whereas those
with larger k decay as f−2. For even higher frequencies
f & J0 max/2pi, the spectra decay rapidly depending on
the distribution of the coupling strengths. Since finite-
k Fourier modes also exhibit 1/fα-like spectra, the flux
noise spectrum arising from the magnetization switching
dynamics of the clusters is not significantly affected by
the SQUID geometry and form factor.
At still lower temperatures T . J1 the system shows
a tendency towards spin-glass freezing. Since the lower
critical dimension of an ISG is higher than 2, one expects
0 500 1000 1500
−2
0
2
tJ0/2pi
µ
(t
)N
−
1
/
2
c
 
 
1 601
60
−1 −0.5 0 0.5 1
(a) (b)
FIG. 4: Properties of an Ising-like cluster. (a) Spatial distri-
bution of the correlator cx ij between one spin (i) belonging
to a cluster of size Nc = 23 (white circles) and the other
spins (j). Configuration and parameters as in Fig. 3(a). Red
and blue colors denote ferromagnetic and antiferromagnetic
correlations, respectively. (b) Time dependence of the mag-
netization, µ(t), of the cluster shown in (a).
Tc = 0, and the observed freezing is a consequence of
finite size, with ξ(T ) &W , and limited simulation time.
COMPARISON WITH EXPERIMENTS
As shown in Fig. 5 (with J0 = 2pi × 1 GHz) we find a
1/fα flux noise spectrum in the frequency range between
fl < 100 kHz and fu ∼ 200 MHz. While the upper cut-off
fu is readily accessible from our numerical analysis and
roughly agrees with experiments [38, 39], the lower cut-
off fl cannot be determined because of the limitations of
simulation time. We conjecture that the appearance of
large clusters, larger than those we can simulate, would
lead to 1/f noise down to much lower frequencies.
To compare with the observed magnitude of the flux
noise power spectrum SΦ(ω) for SQUIDs we have to ex-
trapolate our data. Our simulation is restricted to a
square of size 90× 90 nm2 (based on a = 1.5 nm), while
the line width W and outer dimension of the SQUID loop
L ≈ 10W are typically much larger. Assuming that fluc-
tuations from different squares contribute independently,
we find SΦ(ω) = ρsg¯ (L/W )(µBµ0)2N−2Sx,y(k = 0, ω),
where g¯ ≈ 3.5 is the squared form factor [20] aver-
aged over the SQUID line width. From Fig. 5 we find
SΦ(f = 100 kHz) ≈ 2× 10−5(µΦ0)2 Hz−1 for T = 0.2J0.
Extrapolating this result down to f = 1 Hz (assuming an
exponent α = 1) we find SΦ(f = 1 Hz) ≈ 2 (µΦ0)2 Hz−1,
which is the same order of magnitude as the measured
flux noise power spectrum.
The fact that the cluster magnetic moment scales as
µc ∝
√Nc implies that the clusters are glassy (as opposed
to ferromagnetic or antiferromagnetic). This has impor-
tant implications. First, the mean square flux noise is in-
dependent of the cluster size only for glassy clusters [5].
This is not the case for ferromagnetic or antiferromag-
netic clusters. Second, the observed Curie-law paramag-
5FIG. 5: Power spectra Sν(k, ω) of the in-plane (ν = x, y)
magnetization fluctuations, for different wave numbers and
temperatures for a system with N2 spins (N = 60).
netism [2] implies a classical unsaturated behavior, that
is µcB < kBT , where B is the ambient magnetic field.
For B = 10 mT and T = 50 mK, we find µc . 7µB
or Nc . 49. In our simulations virtually all the clus-
ters satisfy this restriction. For larger, experimentally
relevant systems beyond the range of our simulations we
expect larger, slower clusters to appear. These would be
responsible for the 1/fα noise at low frequencies down
to 10−4 Hz. Our estimates show, however, that the con-
tribution to the susceptibility of these large clusters is
masked by the much higher number of smaller clusters.
Finally, we mention that our simulations provide indi-
cations of spin-glass freezing at low temperatures T . J1.
Our parameters translate to a system size W ∼ 90 nm,
simulation time tsim = 10
4(J0/2pi)
−1 ≈ 10 µs and freez-
ing temperatures below T ≤ 1 mK. This is too low to
be observed in experiments. On the other hand, spin
freezing has been observed in SQUIDs [2] at T ≈ 30 mK,
which may suggest an anisotropic coupling much stronger
than the value assumed in this paper.
CONCLUSIONS
In summary, in order to study the dynamics of 2D
Heisenberg spin glasses we have performed numerical
simulations of the Landau-Lifshitz-Gilbert equations in
the dissipationless limit. For purely isotropic interactions
the spin-diffusion description for the long-wavelength
modes is valid at all temperatures as long as the system
size exceeds the HSG correlation length, W  ξ(T ) ∝
T−ν with ν ≈ 0.8. At low temperatures, T . J0, the dif-
fusion coefficient D has a weak (logarithmic) temperature
dependence consistent with Ref. [23].
In the presence of weak dipole-dipole coupling at high
temperatures, J1ij . T , we find that the long-wavelength
modes have relaxation rates Γν(k) = Γν,0 + Dk2, where
Γν,0 = Aν〈J21,ij〉/J0 accounts for the relaxation of the to-
tal magnetization along the ν-direction (ν = x, y, z) with
Aν = O(1). As a result, the low-frequency cut-off fl for
the 1/f -like flux noise spectrum in samples of width W is
given by fl ∼ max{D(2pi/W )2,Γν,0}/2pi. For the param-
eters specified above with D ≈ 2× 10−8 m2s−1 (see inset
of Fig. 1) and W ≥ 1µm we find fl ∼ Γν,0/2pi ∼ 50 MHz.
Thus, we conclude that, in the presence of anisotropic
dipole-dipole coupling, the mechanism of Ref. [20] does
not explain the observed low-frequency flux noise.
Our central result is that, at temperatures lower than
the maximum anisotropic coupling strength, J1 max, spin
clusters develop with Ising-type dynamics of magnetiza-
tion switching. The cluster size and the effective barriers
against switching increase as the temperature is lowered.
The resulting range of relaxation rates leads to a 1/fα(T )
spectrum with an exponent α(T ) . 1 which increases
as temperature is lowered. The upper bound for the
anisotropic coupling may be as large as J1 max = 70 mK,
so that 1/f noise would start to appear at tempera-
tures below roughly this value. The observation of 1/f
noise up to temperatures of at least 4.2 K suggests an
even stronger anisotropic interaction. Spin-orbit cou-
pling could produce such an anisotropy and also intro-
duce damping. Both are strongly material dependent. In
contrast, the qualitative features of the mechanism ana-
lyzed in our paper are rather universal and independent
of the type of anisotropy.
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APPENDIX A
Here, we specify the parameters used in our numer-
ical simulations. The time step is ∆t = (512Jmax)
−1,
where Jmax is the magnitude of the largest coupling in
the problem. We concentrate on dissipationless spin dy-
namics. In order to initialize the system with an energy
corresponding to a given temperature, however, we begin
the simulations with random initial conditions and di-
mensionless damping parameter η = 0.1. We start with
a high temperature T = 5Jmax, and gradually reduce T
to the value of interest. Then we switch off the dissipa-
tion. This thermalization procedure occupies 108 time
steps. We assume periodic boundary conditions in all
calculations.
In the case of purely isotropic coupling, the magneti-
zation fluctuations achieve ergodicity within the simula-
tion time for the considered system size of N2 spins with
6N = 80. This means that the simulation time is larger
than the largest relaxation time in the problem ∼ Γ−1kmin ,
where kmin = 2pi(Na)
−1 is the smallest wavenumber. For
a given realization of the random coupling and wavenum-
ber k, the available data time series is divided into four
segments of equal size and the spectral function for the
given k is calculated by averaging the spectra obtained
in each segment. The spectral functions Sν(k, ω), shown
in Fig. 1, additionally involve an averaging over four dif-
ferent realizations of the random coupling. We deter-
mine the relaxation rate Γk of the diffusive mode with
wavenumber k by fitting Sν(k, ω) for ν = {x, y, z} with
Lorentzians of the form 2CkΓk/(Γ
2
k + ω
2). We estimate
the numerical errors in Γk to be below 10%.
In the presence of anisotropic coupling and at low tem-
peratures T  J1 max, on the other hand, ergodicity is
not achieved within the simulation time, tsim. This is
because of the presence of large clusters which do not
switch or switch only a few times within the simula-
tion time. Thus, it is not possible to resolve the con-
tribution of these clusters to the total magnetization
noise power spectrum at the smallest accessible frequency
fmin = t
−1
sim. For f & fmin, the power spectra scale as
Sν(k, ω) ∼ ω−α (α . 1). The spectra are calculated by
averaging over eight different realizations of the random
coupling. The calculations including anisotropic inter-
action are performed mostly for systems of smaller size,
namely 60× 60 spins. This size is still much larger than
the size of the clusters, Nc, found at low temperatures
[Nc . 50, see Fig. 3(b)], allowing us to investigate the
low-frequency part of the spectrum within a reasonable
computation time.
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