C
omplex dynamic systems such as aircraft, power systems, and telecommunication networks present major challenges to control systems designers. Both the military and civilian sectors of our economy are demanding new and highly sophisticated capabilities from these systems that traditional controls technology is not offering. Among these capabilities are the following:
• Adaptability/dynamic reconfigurability: Large-scale engineered systems must have the ability to quickly and gracefully react to a changing environment or to changes in their own configuration without compromising their operational integrity. Extreme performance dynamic systems must be able to support online switching of algorithmic components and rapid redirection of the interconnections among them, as well as changing the priorities at which information is flowing. This ability is particularly useful for hybrid control systems.
• Plug-and-play extensibility: New advances are continually being made in control algorithm design, communications and sensor technology, and high-performance hardware platforms. To take full advantage of these innovations as they become available, we must be able to insert new technology into the system architecture without redesigning the components already in the system. • Interoperability: Today's control systems operate in distributed, heterogeneous environments; that is, the software components may be running on different processors, using different programming languages, hardware platforms, and network protocols, often over wireless links. Real-time communication must be provided among these distributed components while satisfying stringent constraints on bandwidth, response time, and reliability.
• Openness: Reconfigurability and component interchangeability require software architectures that are flexible and that support tools and algorithms from a variety of sources and domains. This requires a shift away from traditional control system implementation, which tends to be practiced with a particular ap-plication in mind and which makes rigid, limiting assumptions about the types of technology that will be used. The development of control systems across applications involves much duplication of effort; there are tremendous opportunities for reuse that are currently not being exploited. A shift to open architectures is essential for addressing this problem. Meeting these challenges will require a fundamental change in the way control systems are composed, integrated, changed, and reused. Recent advances in software technology have the potential to revolutionize control system design. In particular, new component-based architectures [1] , [2] encourage flexible "plug-and-play" extensibility and evolution of systems. Distributed object computing allows heterogeneous components to interoperate across diverse platforms and network protocols [1] , [3] , [4] . New advances are being made to enable the dynamic reconfiguration and evolution of systems while they are still running [5] - [7] . New communication technologies are being developed to allow networked, embedded devices to connect to each other and self-organize [8] .
This article describes a new software infrastructure for complex control systems that exploits these new and emerging software technologies. More specifically, it presents an open control platform (OCP) for complex systems that coordinates distributed interaction among diverse components and supports dynamic reconfiguration and customization of the components in real time. Its primary goals are to accommodate rapidly changing application requirements, easily incorporate new technology (such as new hardware platforms or sensor technology), interoperate in heterogeneous environments, and maintain viability in unpredictable and changing environments. The next section describes the current practice in control system implementation and discusses features of a complex control system architecture. It is followed by a description of the desired features a software infrastructure must have to promote new advances in control system design. We then describe an open-control software infrastructure to support these desired features, followed by a brief overview of a first-generation prototype of this infrastructure that has been developed for an autonomous aerial vehicle control application. The article concludes with a discussion of ongoing work and open issues.
Current Practice in Control System Configurations
Control systems for highly complex systems (such as processing plants, manufacturing processes, aerospace vehicles, and power plants) are themselves very complex.
Notions of "control" are expanding from the traditional loop-control concept to include such other functionalities as supervision, coordination and planning, situation awareness, diagnostics, and optimization [9] - [11] . Consider, for example, the control system for an uninhabited aerial vehicle (UAV) such as a vertical takeoff and landing (VTOL) UAV of the helicopter type [12] . A hierarchical/intelligent control architecture for the UAV application is depicted in Fig. 1 . It integrates high-level situation awareness and mode selection functionalities with middle-level coordination routines, aimed at facilitating mode transitioning and reconfigurable control, as well as low-level control activities. An intelligent operator interface complements the basic algorithmic modules.
The three-level hierarchy is intended to respond to varying time frames and degrees of intelligence imposed by the behaviors the vehicle must exhibit in the course of a mission. Thus techniques used to respond to changes may range from rapid, reactive approaches to more deliberative ones. Situation awareness, reactive control/mode selection, and mode transitioning/reconfiguration typically require fast response, yet the processing required for communications and computations in these algorithms severely taxes the limits of available hardware/software platforms. Other evolutionary functions such as missionoriented customization of the onboard systems and transferring generic control design modules to new applications may be more deliberative since they occur over longer time frames. The degree of autonomy also varies across this spectrum from "complete" autonomy in the top half of the hierarchy to greater human interaction during mission-oriented customization and component reuse.
The architecture supports, in a plug-and-play manner, a variety of sensor processing modules that are capable of sensing both external and internal conditions. Having both day and night vision capability is a typical example of sensor hardware/software that may be viewed as mission specific and configured in a plug-and-play mode. Raw sensor data are fed to the sensor management module where they are processed, validated, and fused to provide usable information to other control modules. Depending on the origin of the raw data (imaging versus signal data, for example) and the specific processing requirements, the data management module may consist of algorithmic components that again possess generic features and may be customized or configured for reuse purposes.
The output of the sensor management module feeds into a high-level situation awareness module, a fault detection and isolation module, as well as to lower level control modules. The high-level modules must be able to react to possible threats, both external (such as a missile) and internal (such as a fault). If a threat or potential failure is recognized, the mode-selection module generates, in real time, a sequence of new modes needed to change the vehicle's operating regime. (Mode selection can be implemented as simple decision logic based on a prescribed threat scenario. In more advanced applications, this module could be fully automated and act as the intermediary by receiving information from the situation awareness module and dictating the "best" mission, or sequence of modes, to be executed by the vehicle.) New waypoints are generated for the vehicle flight controllers, and transitioning dynamics are scheduled via the modetransitioning [13] or reconfiguration module. At this level, the nonlinear dynamic behavior of the UAV is accounted for, and a nonlinear dynamic/fuzzy logic control framework helps accomplish the switching tasks in a stable and robust manner. This last level of the intelligent control hierarchy provides set points and command trajectories to low-level stabilizing controllers, which are assumed to be already available and performing according to specifications aboard the vehicle.
Although the control architecture depicted in Fig. 1 is specific to a UAV, it possesses generic features that may be found in many complex engineered systems. A similar framework may be realized for the integrated monitoring and control of the powertrain modules of an automotive system [14] - [16] or the control of major components of a papermaking machine that aims to accommodate grade changes efficiently and robustly [17] . Thus modern control system configurations entail a series of "modules" (or "components") that perform a variety of functions needed to carry out a "mission," a "production plan," or a specific "operational task." The architecture of new control systems may be viewed as a hierarchical structure, a distributed one, or, as in most cases, a combination of both.
The challenge addressed by the OCP is to deal with the complexity of integrating these components in a distributed environment while still providing the flexibility to reconfigure them dynamically at runtime. 
Limitations of Current Design Practice

Limitations of Current Commercial Tool Support
Developing hierarchical control systems, such as depicted in Fig. 1 , involves integrating many different types of components, including software algorithms, device drivers for hardware components, sensor data processing code, and mathematical flight dynamics models written in more than one programming language. The components may also originate from a variety of sources: newly developed using MATLAB/Simulink, off-the-shelf commercial products, or legacy components. These systems are further complicated in that the components are often distributed across different hardware platforms and multiple types of networks within the same system.
Integrating these diverse components so that they seamlessly communicate with one another both locally and remotely is challenging. Even more challenging is trying to change these systems-either offline (e.g., to incorporate
The OCP provides reconfigurable, adaptive real-time distributed communication while hiding network programming details from the control system developer.
new types of sensor technology) or at runtime (e.g., to switch to a new control algorithm in response to a vehicle failure). Yet the ability to flexibly and easily adapt the system architecture is critical to the ability to reuse and to the plug-and-play extensibility of complex control systems. Furthermore, rapid adaptation is critical to enabling innovative online customizable controls technology for extreme-performance applications such as aerial robotics.
Recently, a variety of commercial tools have appeared on the market for implementing real-time control systems, including ControlShell/NDDS from Real-Time Innovations, Inc. [18] , MATLAB/Simulink from The MathWorks, Inc.
[19], and ARCSware from Advanced Realtime Control Systems, Inc. [20] . Most provide simulation and code-generation capabilities that support primarily the development of control systems. They make available to the developer repositories of prebuilt and preverified reusable components (such as common types of controllers (PID), filters, and matrix computations) for efficient construction of systems. They do not, however, support rapid adaptation or dynamic reconfiguration of these systems online. They do not facilitate changing algorithms or inserting and removing components at runtime while maintaining adherence to real-time constraints.
Some commercial tools, most notably ARCSware [20] and ControlShell/NDDS [18] , address to a limited extent the issue of integrating distributed components by supporting remote communication and hiding many low-level network programming tasks from the controls engineer. These tools typically provide "best-effort" communication methods where all communication events have equal priority. Since all components compete for communication resources on an equal basis, critical messages may have to wait for low-priority messages to complete processing. These tools rely on the real-time features of the target system, which typically provide priority only at the process level and a fixed process schedule. This causes a lack of adaptability and often necessitates an underutilization of available resources, problems that can be addressed with advanced real-time communication services such as dynamic scheduling and adaptive resource management [21] - [23] (these are described later in this article).
Furthermore, while these tools facilitate reuse at the component level, there are tremendous opportunities for also reusing common ways of integrating and reconfiguring components across similar control applications. These should be exploited.
Open Control Platform Design
A new software infrastructure called the Open Control Platform (OCP) has been prototyped by Georgia Tech in collaboration with Boeing to serve as a substrate for integrating innovative control technologies. The OCP specifically provides more comprehensive support than existing approaches for integrating distributed, heterogeneous components while hiding details of distributed computing from the control system developer. It moves beyond development-only support to enabling the rapid runtime adaptation and dynamic reconfiguration of control systems. It also complements the component-level reuse of commercial products with reuse of generic integration patterns and reconfiguration strategies.
The prototype version has been successfully demonstrated [24] - [26] and is being applied to the autonomous control of UAVs. As illustrated in Fig. 2 , the OCP consists of multiple layers of application programmer interfaces (APIs) that increase in abstraction and become more domain specific at the higher layers. In other words, at each level, abstract interfaces are defined to provide access to the underlying functionality while hiding details of how that functionality is implemented. Each layer builds on the components defined in lower layers. The layers of the OCP are intended to form a bridge from the controls domain to distributed computing and reconfiguration technology so that a controls engineer can exploit these technologies without being an expert in computer science or computer engineering.
In the bottommost "core" layer, the OCP leverages from and extends new advances in real-time distributed object computing [3] , [4] , [27] , which allow distributed, heterogeneous components to communicate asynchronously in real time. It also supports highly decoupled interaction between the distributed components of the system, which tends to localize architectural or configuration changes so that they can be made quickly and with high reliability.
The middle "reconfigurable controls" layer provides abstractions for integrating and reconfiguring control system components; the abstractions bridge the gap between the controls domain and the core distribution substrate. The abstract interface is based on familiar controls engineering concepts such as block diagram components, input and output ports, and measurement and command signals. It allows real-time properties to be specified on signals that translate to quality-of-service constraints in the core real-time distribution substrate. It also allows runtime changes to be made to these signal properties, which are then handled by lower level dynamic scheduling and resource management mechanisms. This layer raises the conceptual level at which the controls engineer integrates and reconfigures complex, distributed control systems. The third "hybrid controls" layer supports reconfiguration management by making reconfiguration strategies and rationale for reconfiguration decisions explicit and reusable. It contains generic patterns of integration and reconfiguration that are found in hybrid, reconfigurable control systems. It provides generic algorithmic patterns that can be specialized with logic for choosing reconfigurations, as well as blending strategies for smoothly transitioning from one configuration to another. This is critical to hybrid systems in which desired continuous dynamics must be maintained between discrete reconfiguration events and where multiple control and blending strategies are applicable.
These layers can guide online adaptation of the software architecture, ensuring that system integrity is continually maintained so that all changes and reconfigurations to the control system are valid, safe, consistent, and coordinated at all levels of granularity. The layers of the OCP are described in more detail in the rest of this section. The core and reconfigurable controls layers are the most mature. The highest ("hybrid controls") layer is in the early stages of development.
Core OCP Layer: Real-Time Distributed Computing Substrate
Today's complex control systems are increasingly made up of distributed, heterogeneous hardware and software components (that is, a variety of different types of machine platforms and programming languages are used). The underlying network technology in place to allow communication between these components may also vary both within and across the applications. For example, consider the various components used during the design and implementation phases of UAV application. The initial design work involves a great deal of simulation, possibly across different languages (such as a high-fidelity vehicle model written in C and a control module written in MATLAB). The next step is to perform hardware-in-the loop simulation where part of the simulation is performed in software and part is performed in the actual hardware that is to be used on board the vehicle. In this step, there may be control algorithm modules and sensor-processing modules running on a desktop PC, actual sensors and actuators, and a high-fidelity math model of the vehicle running on a multiprocessor computer. Also, a high-fidelity simulation capable of providing realistic graphics and visualization (see Fig. 3 ) may be running on specialized hardware to visualize the aircraft dynamics and provide battle information. The control and sensor processing algorithms will eventually be moved from the desktop PC to a flight computer. During flight, these algorithms will communicate with the actual hardware sensor and actuation suites on board the vehicle. Some of these components may need to communicate over a wireless Ethernet link, whereas others may be connected through a high-speed, high-bandwidth backplane bus on board the vehicle. Moreover, the distribution topology is likely to evolve as the system develops, as more functionality is moved on board, and as the UAV interacts with other vehicles and other sources of mission guidance, such as a mothership. An important challenge is providing real-time communication among these distributed, heterogeneous components while dealing with tight constraints on bandwidth, response time, and reliability. In addition, the different steps of the design (as mentioned above) should not require redesign of the communications protocol as the design evolves and as various validation procedures are performed. Currently, building sytems like these requires detailed, tedious activities: complex timing relationships have to be worked out, data interchange protocols have to be created and maintained, detailed network programming (e.g., using sockets and remote procedure calls) has to be performed, and careful prioritization and scheduling of tasks has to be accomplished. The OCP is designed to provide reconfigurable, adaptive real-time distributed communication while hiding most of these tedious network programming details from the control system developer.
To meet these challenges, the OCP leverages from the latest middleware technology for distributed object communication. Middleware is software that provides a substrate through which components can communicate with each other regardless of whether they are collocated on the same processor (local) or remote and regardless of whether they are written in different programming languages (within certain supported sets, typically Ada, C, COBOL, C++, Smalltalk, and Java) or running on different operating systems or hardware platforms. Middleware also allows components to communicate regardless of the communication protocol or type of network used to connect the components.
The middleware used by the OCP complies with the Common Object Request Broker Architecture (CORBA) standard set by the Object Management Group (OMG) [28] . To use middleware to integrate diverse components, a programmer specifies an interface for each component using a standard "interface definition language" (IDL) associated with the middleware programming model. The components are registered with and interact through an object request broker (ORB), a mechanism at the heart of the OMG middleware programming model that facilitates platform-and location-independent interobject communication. hides many details of remote communication by automating several common network programming tasks. These tasks include registering, locating, and activating objects that may not be local to a process, dispatching operations, error handling, and marshalling/demarshalling parameters [28] (i.e., translating data values from their local representations to a common network protocol format). For example, using an ORB, a "client" object can transparently invoke a method on another "server" object that can be on the same machine or across a network. The ORB receives the call and is responsible for finding a server object that can implement the request, pass it the parameters, invoke its method, and return the results. The client does not have to be aware of where the server object is located, its programming language, its operating system, or any other system aspects that are not part of an object's interface. In so doing, the ORB provides interoperability between applications on different machines in heterogeneous distributed environments and seamlessly interconnects multiple components within and across control systems.
Extensions have been made to CORBA technology by Washington University and by Boeing Phantom Works to allow distributed communication to occur in real time [3] , [4] , [27] . A particularly powerful mechanism used in the core OCP to provide high-performance distributed communication is replication. This is a common technique in distributed computing that caches local copies of remote data objects so that they can be efficiently accessed frequently by several local client objects. Two other important extensions to the underlying CORBA technology are a real-time event service and dynamic event scheduling capabilities, as described below.
Prioritized Event-Based Communication for Dynamic Reconfiguration
One of the key extensions provided by Washington University is a new real-time event service [27] , which enables components to interact efficiently without being tightly coupled. This eases architectural evolution and facilitates online reconfiguration by localizing structural changes. The event service provides a communication abstraction called an event channel, similar to a bus. Components that generate data ("suppliers") or use data ("consumers") connect to the event channel. The suppliers "publish" certain data event types, whereas the consumers "subscribe" to certain event types. (An event is any data communicated between suppliers and consumers; it may be, for example, a message, command, control flag, or method invocation.)
The event channel includes filtering and correlation mechanisms that direct the information flow between components, allowing only necessary computation to take place. Filtering restricts the set of consumers that can receive and process an event, based on the event type and/or the type of supplier generating the event. Correlation postpones the execution of a consumer until multiple events arrive from a specific set of suppliers. Filtering and correlation specifications are given as logical OR and AND event dependencies associated with each consumer.
The event channel acts as a mediator [29] between components so that their interconnections are flexible. When a component subscribes to some type of event (e.g., navigation state information), it does not necessarily care where that information is coming from. It would like to receive that information from whatever sensors or sensor processing modules are active. The software should not make rigid commitments as to which components are providing this in- formation by hard-coding a call to a specific source of data. The event channel provides the level of abstraction needed by mediating information flow between suppliers and consumers. When a new type of sensor is added to the system or replaces another type of sensor, for example, it can be connected to the event channel to publish its type of data, and all consumers subscribed to that data will receive it without changing their implementation or interface. This is illustrated in Fig. 4 , where two different sensors can produce the same attitude data but with different degrees of accuracy and time scales. This structure is commonly found in redundant systems where a secondary sensor may be used to provide data if the primary sensor fails. Attitude may be sensed using a conventional inertial measurement unit (IMU) or using a global positioning system (GPS) only [30] , or a filtered combination of both. Under nominal conditions, controllers receive attitude data from the IMU. However, if the primary IMU fails, the pure GPS solution may be used, or if a redundant IMU exists, it may be activated. If the system were designed with direct links between components, as in Fig. 4(a) , then switching to the IMU would require disconnecting and connecting several links between the sensing system and all the consumers of the sensor data, as in Fig. 4(b) . Using an event channel as a mediator as in Fig. 4(c) , the system architecture is reconfigured by a relatively local change in connections to the event channel (Fig. 4(d) ), rather than by more pervasive changes between the suppliers involved and all possible consumers. This minimizes the architectural impact of switching components. Fig. 5 shows an excerpt of an interaction sequence diagram that graphically depicts a trace of the event-based interactions occurring between OCP components in a mode-transitioning example. (This was run on a prototype OCP described in the next section.) Each row of the diagram represents an event sent or received by an OCP component. In the leftmost column, the time is displayed in milliseconds elapsed since the first event. In the rightmost column, the event type is displayed. In between are columns for each event channel (Bus 1 and Bus 2) and OCP component (seven columns in this example). The arrows between the columns mark the source and destination for each event. The tail of the arrow designates the source component and the head designates the destination component. In this example, a mode transition control manager (MTCM) sends desired vehicle states to a controller using Event Bus 1. At the same time, the controller, actuator, and sensor components pass events using Event Bus 2 to achieve the desired states and control the vehicle.
Dynamic Scheduling and Adaptive Resource Management
The core OCP allows control system developers to specify the real-time properties of the system in the form of qualityof-service (QoS) requirements for the components (such as worst-case execution time, rate, and priority). The event service used by the OCP provides facilities for scheduling of events in real time [27] , based on assigned priorities and desired constraints. This is useful during an extreme performance maneuver, for instance, when attitude data may not only be needed at a higher rate and quality, but also at a higher priority than other types of events. In particular, when the event channel receives a set of supplier events, it dispatches them to the targeted consumers according to the priorities of the consumers, either by queuing them for later dispatch or interrupting (preempting) a running thread for immediate dispatch.
Supporting online adaptation means that the mechanisms used to support high-performance distributed communication and decoupled communication must themselves be customizable at runtime. For example, runtime changes to QoS parameters must be supported so that tasks that might have previously been running at a lower priority than others can be placed at a higher priority to respond to a failure or some unexpected condition. Similarly, replication update strategies must be customizable. For example, replicated information being received on the ground may need to be updated more often when a critical mission replanning task is being performed to avoid a threat.
To support these needs, Boeing is currently extending the core OCP to incorporate recent advances in dynamic scheduling from Washington University [21] and adaptive resource management from Honeywell Laboratories [22] , [23] . By using dynamic scheduling algorithms in the event channel scheduler, the OCP can accommodate runtime changes in QoS requirements for events by allowing QoS specification changes to be specified and enforced at runtime. Dynamic scheduling allows runtime changes in the control system architecture while maintaining real-time operation. And since a fixed schedule is not used, higher utilization of resources can be achieved for nonperiodic tasks [21] . Figure 6 . Input ports, output ports, and components.
Adaptive resource management allocates resources based on changing client demands. Honeywell's adaptive resource management system, RT-ARM, additionally handles dynamic changes in resource availability [22] , [23] . RT-ARM is being integrated into the core OCP where there are many potential resources for RT-ARM to manage, including processor time, volatile memory, and network capacity. Initially, processor utilization is being considered.
Reconfigurable Controls Layer
The core OCP hides details of dealing with remote objects, network protocols, and the like, but it still requires extensive computer science background (e.g., details about event channels, scheduling, and replication) to use it effectively. The controls API raises the level of abstraction to provide a convenient interface familiar to controls engineers, bridging the gap between the controls domain and the core OCP.
In the controls API, a control system consists of an interconnected system of components that communicate via ports, as shown in Fig. 6 . The controls API provides a component interface for sending and receiving data (e.g., measurement signals and command signals), sending and receiving notifications, and performing system reconfiguration. Notifications include timeout events, signal update events, and correlation events (which are user-specified unions of events).
Components consist of user-defined application code, input ports, and output ports (see Fig. 6 ). When data are available on an input port or at a periodic interval, the application code is executed. This code can run algorithms, send data using an output port, and perform system reconfiguration. System reconfiguration can consist of creating components, changing the interconnections between components, and changing the QoS for connections.
Input and output ports are used to transfer data between user-defined components. The data transferred may be aggregate in that they may contain multiple elements (e.g., a measurement signal may be a vehicle state vector). Ports represent mediated connection points. Communication is mediated through a signal manager that hides details concerning data marshalling and data event notification. The method used to transfer data can vary depending on the location of the ports (whether they are in the same process or on the same machine).
At runtime, the connections from ports to signals, and vice versa, can be created, disconnected, and reconnected, providing support for runtime reconfiguration. Ports can be declared and connected to one another at any time during execution. A port may also be disconnected from another port at any time. Ports may fan out but not fan in; that is, an output port can connect to any number of input ports, but an input port can be connected to at most one output port. An example is shown in Fig. 7 tion time, criticality, and rate) can be associated with ports, as shown in Fig. 8 . A graphical user interface (GUI) to the OCP allows the layout structure of a control system to be specified using Simulink models such as the one shown in Fig. 7 . (Graphical models generated by other commercial tools, such as ControlShell, can be integrated similarly in the future.) Once the structural layout of the control system is specified, the user can specify QoS constraints on the defined system, such as those shown in Fig. 8, using a menu-based interface. This graphical front-end then generates an OCP code script that can be executed to configure and run the system using the OCP.
Generic Hybrid Controls Layer: Reconfiguration Management and Reuse
The software infrastructure supports a loose coupling between control system components to provide flexibility, extensibility, and reuse. The reconfigurable controls API provides a layer of abstraction for easily specifying configurations and reconfigurations with localized changes to the control system architecture. However, configuration management is needed to ensure that the configurations are valid and consistent with overall system requirements. Moreover, it is critical that changes to the configuration (either through human-directed evolution or dynamic, online reconfiguration) maintain overall system integrity by being globally coordinated and consistent. The generic hybrid controls API, which is currently under development as the top layer of the OCP (shown in Fig. 2 ), will capture general mechanisms for managing configurations and reconfigurations.
The OCP takes an architecture-oriented approach to reconfiguration management, building on seminal work in runtime software evolution [6] . In this approach, generic architectural patterns that are common to similar software systems within a focused domain are captured and reused. We are extending this work to real-time, mission-critical applications such as extreme-performance UAV control by identifying and exploiting system configuration patterns and reconfiguration strategies specific to the real-time hybrid controls domain. In particular, common controller configurations are encountered and used time and time again (e.g., the common sensor-controller-actuator feedback loop, feedforward loops, and common evaluation mechanisms that compare expected and actual environmental factors). We would like to draw from expertise that has accumulated over several decades of control system design by abstracting out, generalizing, and standardizing these architectural design patterns [29] . Reconfigurations of control systems also follow standard strategies, analogous to what Oriezy et al. call "change application policies" [6] . These are strategies for making changes without violating reliability, safety, and consistency constraints. For example, they may dictate how quickly one algorithm can be switched for another or whether a redundant component needs to work concurrently with the component it is replacing before the swap occurs to allow the new component to "come up to speed." For instance, a fault occurring in a system may necessitate a change from the nominal algorithms to the fault control algorithms. The fault may be abrupt, requiring a fast switch in the control, or it may be more gradual, which may allow for a blending of the outputs from the nominal controller and the fault controller to smooth the transients during the transition. Control reconfiguration is also a necessary component for hybrid controllers.
The concept of reconfiguring controllers on the fly can be made more general to consider reconfiguring any component on the fly. For example, different sensors may be used during different flight conditions-GPS for higher altitudes and a sonar-based altimeter for lower altitudes. Reconfiguring (or switching) from one sensor to the other may need to be done in a discrete manner or in a gradual manner, for which there is a transition period while the outputs of the two sensors are blended together. All these methods for reconfiguration of components may be encapsulated within pattern constructs that hold user-defined, application-specific policies on how to replace one component with another-including the fact that some may require a mixing strategy while others require a discrete switch. Thus the domain-specific patterns are essentially a standardization of widely used reconfiguration strategies. This layer of the OCP is in the early stages of development and is expected to continually evolve as more patterns specific to the controls domain become widely used and standardized.
A Prototype Open Control Platform
An initial prototype of the OCP has been constructed in collaboration with Boeing Phantom Works using real-time distributed object technology pioneered by Washington University [3] . The design and implementation of the OCP was driven by a test reconfiguration scenario where a helicopter main rotor collective controller is replaced with an RPM controller when the collective actuators fail and become stuck. Altitude control on a helicopter is normally achieved by controlling the magnitude of lift produced by the main rotor. The lift produced by the main rotor may be changed either by varying the collective pitch setting of the blades or by varying the main rotor's rotational speed (RPM). In practice, the collective is used as the primary control variable to change the overall lift produced by the main rotor. This is because the RPM degree of freedom is slower to respond and the margin of feasible RPM change on full-size helicopters is small. However, this margin is much larger in small unmanned helicopters and may thus 60 Complex control implementations tend to have complex and brittle data interchange, tight coupling, computational limitations, and closed architectures.
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be exploited as a secondary control variable in case the collective actuators fail and become stuck. The functional setup of this scenario is shown in Fig. 9 . The control system consists of a helicopter attitude controller (inner loop), a trajectory controller (outer loop), a pilot stick to provide trajectory commands, a mathematical model of the unmanned helicopter, a multimedia GUI providing visualization of the flight dynamics, and a fault detection and reconfiguration module.
The trajectory controller [31] takes commanded trajectories X C , Y C , Z C , ψ C as inputs and generates the attitude φ C C C , , θ ψ , necessary to track the desired command. Within the trajectory controller, either the collective δ COLLECTIVE or the RPM controller's output Ω C may be used to control altitude. The attitude controller [32] takes as input the commanded attitude and generates the actuator deflections, δ, necessary to achieve and maintain the desired attitude. The actuator signals are then fed into the simulation model (or, in the future, the actual helicopter in flight). A preprogrammed fault event is input to the simulation and is picked up by the fault detection and identification (FDI) module, which then generates reconfiguration commands. The functionality of the FDI module and the decision logic to generate the necessary reconfiguration are assumed to be known. The simulation model will eventually be replaced with the actual vehicle hardware-a Yamaha R-50/Rmax remotely piloted helicopter. Fig. 10 shows the behavior of the simulated helicopter's altitude rate response over the course of the test reconfiguration scenario. A video clip of this reconfiguration demonstration, as well as a demonstration involving mode transitioning [13] from hover to forward flight, can be viewed at [33] . For purposes of this test, which is a vertical descent scenario, altitude rate ( & h) was commanded rather than altitude itself. Fig. 10 shows the commanded altitude rate ( & h C ) and the response ( & h) of the UAV over time. At point A, a vertical descent rate of approximately 3 ft/s is commanded and the UAV responds. Sometime between B and D, the actuator becomes stuck at point C. At D, a positive altitude rate is commanded in an attempt to recover the aircraft from its continuing descent; however, the helicopter fails to respond. A reconfiguration event occurs at E where the RPM controller is substituted for the nominal RPM controller, at the same time switching off the collective control, if necessary. The reconfiguration commands necessary for this discrete switch are shown in Fig. 11 . These are generated by the fault detection and controller reconfiguration module, which in this example is preprogrammed to respond to the fault by giving these reconfiguration commands. This allows the helicopter to successfully recover altitude and continue its mission. Without this reconfiguration, the helicopter would have continued to descend until it hit the ground at a high rate of descent.
The components integrated in the OCP demonstration system are able to communicate with each other even though they are running in different processes and are written in different programming languages (e.g., Fortran and C++). In the demonstration system, a simulated collective actuator fault triggers a reconfiguration event, which replaces the main rotor collective controller with the redundant main rotor RPM controller. This online switch is made gracefully through a simple change in the controller connections to the event channel.
The initial OCP prototype also demonstrates the ability to reuse legacy components and plug in new replacement components as the system evolves. A legacy flight dynamics model was used in the initial demonstration system. Since it was written in Fortran, it was wrapped in C++ and a standard CORBA IDL interface was defined to integrate it with the rest of the system. This allowed us to reuse a trusted, existing dynamics model in the original system. The OCP made it easy to replace this legacy component with a higher fidelity dynamics model (written in C++) when it became available in the next version of the demonstration system a few months later.
Ongoing Work and Open Issues
Initial flight trials of the OCP were conducted at Georgia Tech using an X-cell helicopter testbed [26] , shown in Fig.  12 . The flight trials tested the dynamic reconfiguration and distributed communication features of the OCP. The basic mission of the X-cell was to obtain telemetry data and communicate it to the ground computer in real time at rates that could be varied by the user on the ground; that is, commands to switch to a different rate were given from the ground, which caused an online reconfiguration of the software running on board the vehicle. The avionics system used a 486 flight control computer (100 MHz with 128 MB RAM) running the Linux operating system. (This is currently being ported to run on VxWorks, where it will require much less memory, approximately 8 MB.) The sensor modules consisted of an attitude and heading reference system, a sonar altitude sensor, and a Novatel differential GPS. We have also employed the OCP's integration and dynamic reconfiguration capabilities in support of innovative midlevel control algorithms for mode transitioning and for fault detection and identification [24] , [34] . We have successfully tested these in simulation (see [33] for video clips of these tests). We plan to perform hardware-in-the-loop simulation tests, followed by actual flight tests of these midlevel control algorithms on the Rmax helicopter testbed in the near future.
Additional midlevel control algorithms, primarily for fault-tolerant control, are being developed and will be integrated into the OCP in the near term. Higher level mission planning and mode-selection algorithms will be incorporated in the future. Areas in which we are focusing our attention include the following.
• Real-time performance. Several design ideas are being explored to balance tradeoffs that arise in providing system flexibility and modularity while maintaining real-time performance. An important extension developed by Boeing to the real-time CORBA technology is a replication service that essentially caches local copies of remote data objects so that they can be efficiently accessed without the overhead of interacting through the ORB. Extensions to this replication service are being considered to allow efficient distributed data transfer while still maintaining mutual anonymity (for loose coupling) between components. Optimizations to the replica update mechanism are also being designed to minimize unnecessary bandwidth. Another important issue is how to balance real-time performance with reasoning about reconfiguration options and strategies.
• OCP code generation and optimization. Extensions can be made to the graphical front-end environment that currently generates basic OCP system configuration scripts. Automated support can be provided for mapping components, ports, and QoS properties to appropriate communication, dynamic scheduling, and adaptive resource management mechanisms. Many of the design decisions of integrating a system into the OCP are straightforward but require understanding details of the core OCP mechanisms. These decisions can be made automatically based on constraints and rationale provided at a higher conceptual level.
• Reconfigurable hybrid controls. An important area of ongoing work is developing the generic hybrid controls API. In addition to the task of populating it with generic patterns and reconfiguration strategies discussed earlier, several challenging issues are arising. One is that the patterns are applicable at multiple levels of the controls hierarchy, and support must be given for the hierarchical composition of these patterns. This composition may be greatly facilitated by leveraging from existing hybrid modeling and simulation techniques such as those developed in the Ptolemy project [35] . Ptolemy integrates multiple, diverse models of computation, exploiting hierarchical relationships to efficiently reason about model interactions. By using Ptolemy to formally define interaction semantics for generic integration and reconfiguration patterns, it may be possible to validate the composition and use of these generic patterns for hybrid controls.
• Analysis. The verification and validation of reconfigurable hybrid control systems is challenging. Several researchers are developing hybrid system analysis methods [36] - [38] . It is important to be able to associate generic patterns that are in the hybrid controls API layer with standard formal analysis methods, particularly for verifying and maintaining system integrity during runtime reconfigurations of the system. Techniques for saving the results of offline analyses so that they can be selectively and rapidly updated online as runtime changes are made to the system would be beneficial. It is crucial that specifications of a control system provided to the OCP be expressed in representations that are amenable to these analysis techniques. This article has described the use of the latest software technology to enhance the capabilities of emerging control algorithms. A beneficial synergy exists in the concurrent development of the new control algorithms and of the software infrastructure to support it. Although the controls technology is enabled by the open software infrastructure, it is also driving the underlying compo-
