In this paper we propose an easy to use framework for creating motion content for humanoid robots based on user demonstrations. A wearable interface is proposed and a prototype of the wearable interface is implemented to provide an intuitive content creation method for users who lack expertise in robot programming. An algorithm for transferring human motion to a robot and creating editable motions is presented to improve the reusability of the demonstrated motions. For generating various motions from a limited number of demonstrations, two motion models are presented and diverse motions are generated from the motion models. A humanoid robot, AMIO, is used to validate the proposed motion generation framework.
Introduction
A humanoid robot is a robot that has an appearance similar to that of humans. In addition to its appearance, the robot's abilities should also resemble those of humans so that it can provide the desired services in daily life. In the near future it will be possible to utilize humanoid robots for various entertainment purposes. For example, a robot will be able to play the role of a stage actor in a musical or take the place of a human player in a sports game. To enact such scenarios, humanoid robots should be able to generate various natural motions according to their intended purpose. However, today's humanoids are not capable of autonomous behaviour; in response, many researchers are studying how to program by demonstration, since imitation is often the most productive way to learn new skills.
One of the most important success factors for recent IT gadgets, such as smartphones, has been their ability to run diverse novel content. A humanoid robot should also be able to provide various content in order to succeed in the commercial market. In order to provide novel content for humanoid robots, an easy content creation tool is needed, especially for users with no expertise in robot programming.
Programming by Demonstration (PbD) is a robotprogramming paradigm that teaches a robot new behaviours by demonstrating the task, instead of relying on machine level program codes. PbD research has primarily focused on motion primitive-based approaches. For example, Schaal et al. proposed a dynamic movement primitive to control the motors of a robot system [1] . Jenkins and Mataric generated new motions from action units extracted from motion capture data [2] .
Another representative motion-generation method is the stochastic approach. Many researchers have shown interest in hidden Markov model-based representation and generation of motion, where motion is regarded as time-series data, similar to speech. Inamura et al. used a HMM to compress and decompress an original motion [3] . Calinon et al. encoded motions using PCA, ICA and HMM to generate motions for humanoid robots [4] . Kwon et al. tried to find the best combination of motion primitives to represent the demonstrated motion using a HMM [5] .
Previous studies on motion generation based on programming by demonstration have, however, faced some limitations. The motion primitive-based approaches do not allow variations from the trained motions, and thus are not suitable for applications where diverse motions should be generated. The HMM-based motion generation approaches meanwhile require a great deal of data in the training process and much time in order to teach a robot a new motion. To overcome these limitations, a motion-generation method for humanoid robots based on user demonstration is proposed in this paper.
Our contributions are as follows: to provide an intuitive method for creating motion content for humanoid robots, the following features are presented. First, a wearable interface for capturing the user demonstration is designed and a prototype of the interface is developed. Two kinds of motion-editing techniques-direction transformation and magnitude scaling-are then proposed to provide variations of the original motion. Finally, two different motion regeneration methods are suggested to reflect the characteristics of the motion content. The overall flow of the content creation process is shown in Figure 1 . By using our framework, a user can create editable motion and a method of modifying motion with diverse variation. Furthermore, our system does not need large training data to train robot motions. This paper is organized as follows. In section 2 the motion capture process using our wearable interface is introduced. After explaining how to transfer human motion data to a humanoid robot in section 3, motion editing techniques are proposed in section 4. To represent the motion data for humanoid robots efficiently, two motion models are suggested in section 5. Two methods for generating new motions from the original motion sequence are then proposed in section 6. In section 7 the experimental results of our work are presented and we conclude our work in section 8. 
A Wearable Interface for Motion Capture
Motion data is captured from a human demonstrator and then used to generate motions for humanoid robots. Since conventional motion capture devices tend to be very expensive and uncomfortable, a new wearable interface is proposed. The prototype is designed to capture the demonstratorʹs upper body motion, including motion of the head, both arms and both hands [6] . A magnetic sensor system comprising four magnetic sensors is used to capture the motion of the arms. Each sensor can measure the 3-D position and 3-axis orientation angles from the origin transmitter. A 3-axis gyroscope sensor is attached at the rear of the head mount display. Two flex sensors that measure the bending angle are used to capture the motion of both hands. For this research, only the head mount display is used to show the internal state of the partner robot. The prototype of the wearable interface is shown in Figure 2 .
There are two basic requirements for capturing the arm motion using the four magnetic sensors. First, the length of the demonstratorʹs arm must be given manually. With only two magnetic sensors, it is not possible to measure the distance from the shoulder joint to the elbow joint, and from the elbow joint to the wrist joint. Second, the demonstrator must perform a given motion only in a hemispheric shape in front of the sensor origin, as this is the valid workspace of the magnetic sensor. The positions of the wrist joint and the elbow joint are calculated by the following process, based on these two conditions.
We modelled the human arm as a 4 DOF arm. The shoulder has 3 DOF and the elbow has 1 DOF. We modelled the wrist as the end point of the arm. When the robot performs a motion, such as dancing, the wrist motion is rather small. Accordingly, we do not consider the wrist motion. Figure 3 shows a simplified model of the human arm. 
The above process is conducted for both arms to calculate the motion data. The position of the wrist joints, elbow joints and shoulder joints, and the rotation angles of the neck joints from the 3-axis gyroscope sensor attached to the back of the neck are used as the motion data for the upper body movement. Figure 4 shows some motion frames captured using the proposed wearable interface. The arrows represent the position and the orientation of the magnetic markers attached to the important joints. The spheres indicate the calculated positions of the elbow and shoulder joints of both arms. 
Transferring Human Motion to a Humanoid Robot
Because of the discordance between the arm structure of the demonstrator and that of the robot, it is necessary to convert the captured motion data. A normalization process and kinematic analysis are used to transform the captured motion into motion that is appropriate for the target robot. The normalization process corrects the difference between the arm length of the user and that of the robot, and the kinematic analysis compensates for the difference between the degrees of freedom of the user and the robot.
Normalization
The discordance in arm lengths between the demonstrator and the robot can be compensated for by a normalization process. The position of the demonstratorʹs wrist (in relation to his shoulder) is normalized by his arm length to compensate for the different segment length relative to the target robot. The normalized position of the wrist joint normalized wrist P can be calculated by (3) . 
Kinematic Analysis
For use with an actual robot, the motion data should be converted into the robot's particular joint angle trajectories. A kinematic analysis is adopted to transform the human joint position trajectories into the angular trajectories of the robot. The 3-D positions of the three arm joints (shoulder, elbow and wrist) are used to solve the kinematic problem. The angular trajectories of the arm joints are calculated by solving the inverse kinematics problem. These trajectories are then used for the original motion sequence of the robot and the forward kinematics is calculated to validate the calculated joint angle trajectories.
Motion-Editing Techniques
Generating new motions by editing the original motion data is impractical since the data consist of dense sequences of postures (usually 30 postures per second), which are too numerous to modify. In order to make it easier to modify a given motion, key frame motion consisting of fewer motion frames is used [7] .
Key Frame Extraction
Key frames are extracted from the original motion via a curve-simplification algorithm that is applied to each joint-angle trajectory. Curve simplification has been used in computer graphics, pattern recognition, image processing, computer vision and computational geometry in order to reduce the dimensionality of huge data sets. The curve-simplification algorithm proposed by Lowe is used to extract the key frame postures [8] .
Each joint-angle trajectory for the robot can be represented as a curve. To simplify the original motion as a key frame motion for the humanoid robot, the curvesimplification algorithm is applied to each curve to extract the key frames. Figure 5 shows an example of simplified data for joint-angle trajectories of the left arm. The triangles represent the key frames in the joint-angle trajectories. Every motion frame that includes the simplified data is selected as a key frame candidate. Figure 6 shows all of the candidates for key frames in all of the joint-angle trajectories. Since there are many similar motion frames among the candidates, a projection such as this is necessary to select the important frames from the candidates. A clustering algorithm is used to cluster the frame indices of the key frame candidates to create a more precise key frame motion, as shown in Figure 7 . Because the number of key frames is unknown, k-Means clustering (which requires the exact number of clusters) is not applicable. Instead of k-Means clustering, Adaptive Resonance Theory (ART) is used to cluster the indices of the key frame candidates [9, 10, and 11].
Direction Transformation
The 
To apply the effect of the direction transformation to the wrist joint, both the 3-D position and 3-axis rotation angles of the wrist joint should be changed. The direction change should be applied to the rotation matrix using (6) . (1) and (6).
The position of the elbow joint rotated elbow P can then be calculated by using (7) . 
Magnitude Scaling
A motion plane is adopted to change the magnitude of the motion based on the wrist trajectories [12] . The motion plane is the plane that remains closest to every position of the wrist throughout the duration of the motion. The motion plane p can be represented by (10) 0 :
The plane can be obtained by minimizing the sum of the distances between the plane and each wrist position, as shown in (11) .
After calculating the motion plane, every wrist position is projected into the plane. The shape that represents the projected wrist positions can then be used to calculate the position of the centroid of the shape. By scaling the distance between the centroid and each projected wrist position, the projected wrist positions for the magnitudechanged motion can be calculated. The process of changing the scale of the magnitude is shown in Figure 9 . After finding the scaled wrist trajectory in the motion plane, the positions of the wrist joint for the magnitudechanged motion can be calculated by projecting back from the original position of the wrist. The direction of the magnitude-scaled wrist is set to the direction of the new wrist position relative to the elbow position, when the wrist is at the centroid of the motion plane. The back projection process is shown in Figure 10 . 
Motion Models
This research considers two representation methods for expressing the motions of humanoid robots. The first method is a hierarchical motion model that represents a motion as a combination of atomic motions. In this model, the motions are classified into one of three classes: atomic actions, basic behaviours and task scenarios. A motion of the upper class consists of a combination of motions from the lower class. This method is suitable for expressing short motions for conducting a task. The second method is a stochastic motion model based on the original motion sequence. This method is appropriate for representing a prolonged motion with repetitive patterns.
Hierarchical Motion Model
Teaching a robot a new motion and its meaning is very difficult given the current intelligence levels of humanoid robots. Thus, instead of attempting to convey the meaning of the demonstrated motion, a hierarchical motion model that simply categorizes motions is proposed. The hierarchical motion model comprises three levels of motion hierarchy: atomic actions, basic behaviours and task scenarios.
An atomic action is a simple movement, such as raising the right arm or waving the left arm, as demonstrated by a user. The user should manually label the action after the demonstration. Atomic actions are the basic units of the motion hierarchy. After teaching a pool of atomic actions, the user can then define behaviours that consist of a combination of those atomic actions. Finally, a task scenario for the robot can be described through a composition of behaviours.
A new motion can be generated by a script for a task according to the hierarchical meaning of the motion. The details of the motion script based on the motion hierarchy will be explained in section 6.
Stochastic Motion Model
The hierarchical motion model is not suitable for representing certain motions that consist of repetitive patterns, such as dancing. In order to consider the variations of motions with repetitive patterns, a stochastic motion model is proposed.
To create a stochastic model for a motion, key frames should be extracted from the original motion. A clustering algorithm is then applied to the key frames to classify them into groups of similar postures. Since the number of clusters is unknown, an ART-based clustering (Gaussian ART clustering) is used to reflect the probabilistic characteristics of the motion [13] .
After creating the information for each cluster, a stochastic model for the demonstrated motion can be created by rewriting the sequence of key frames as a sequence of key frame clusters. Using the motion represented in the sequence of key frame clusters, we can then calculate the transition probabilities for all clusters. The transitions can be represented as a weighted directed graph. We used the transition probability graph as a base model for the demonstrated motions. The stochastic motion modelling process is shown in Figure 11 . Figure 11 . The process of generating the stochastic motion model.
Motion Regeneration
Two different methods are used to create new motions for humanoid robots from the motions captured from the human demonstrator. One is script-based motion generation, in which a motion is created according to a user-defined task scenario based on the motion hierarchy. The other method is stochastic motion generation. The created motion can be modified by the two transformation algorithms explained in section 3.
Hierarchical Motion Model
In order to create a motion from the meaning of the motion, the robot should be taught a series of simple actions (defined as combinations of atomic actions, as explained in section 5). An example of a hierarchical motion model is shown in Figure 12 . Figure 12 , possible atomic actions include raising the left arm, lowering the left arm, waving the left arm and extending the right hand. After teaching the robot the atomic actions, higher level motions can be generated by combining the atomic actions. In the motion hierarchy, such higher level motions are defined as basic behaviours. For example, the greeting motion and the hand-shaking motion are basic behaviours that consist of combinations of atomic actions. A scenario for a task for the robot can then be created through a composition of the basic behaviours. For instance, the robot could learn a welcoming task comprising both the greeting and handshaking behaviour. A motion database for humanoid robots can be constructed by using the motion hierarchy. From the motion database, a scenario for a new task can be described by a script-based representation.
As shown in

Stochastic Motion Model
A new motion is generated based on the stochastic motion model explained in section 5. During the motiongeneration process, a key frame cluster is selected based on the transition probabilities of all of the clusters in the graph. A new key frame is generated from the selected key frame cluster based on the distribution of the selected cluster. After creating the first key frame, the next key frame is created by selecting the next cluster according to the transition probabilities of the first cluster. The above processes are repeated until the number of created key frames is sufficient to produce the proper motion. This process can generate motion with some variations, thus this method is viable for creating motions for entertainment use, such as dance and martial arts.
Experimental Results
Experimental Setup
We tested our motion generation method on AMIO, a bipedal humanoid robot developed in 2006 by Yang et al. [14] . AMIO is designed to test biped walking algorithms and to imitate natural human motions. With a built-in lithium-polymer battery, AMIO can operate for up to 30 minutes without an external source of electricity. AMIO is 150cm in height and 45kg in weight, and it can walk at speeds up to 1km/h. The appearance of AMIO and the number of degrees of freedom are shown in Figure 13 .
Motion Transferring
A heart-drawing motion is demonstrated by a human user. Figure 13 shows the trajectories of the left wrist joint of the demonstrator (Figure 14(a) ) and AMIO ( Figure.  14(b) ). Figure 15 show an example of the generated motion from Fig. 14. The original captured motion is shown in Fig.  15(a) . Instead of applying the generated motion directly, the motion is validated through the 3-D robot model simulator, as shown in Fig. 15(b) . After the safety of the generated motion is verified, the motion can be applied to the real robot platform. The wrist trajectory employed in drawing a heart is shown in Fig. 15(c) . 
Transformed Motion
To test the motion transformation algorithm, a drawing motion for the infinity symbol is used. The wrist trajectory of the demonstrator's arm is captured by the wearable interface and is shown in Figure 16 . Each rectangle in Figure 16 represents the position of the wrist joint according to each key frame created by the key frame extraction method previously explained in section 4. Figure 17 and Figure 18 show the wrist trajectories of the direction-transformed motion and magnitude-scaled motion for the motion of drawing the infinity symbol. 
Regenerated Motion
The backwards open-hand gesture commonly used to introduce a place serves as the example of a motion that is generated based on the hierarchical motion model. The motion consists of seven atomic actions and four behaviours as shown in Fig. 19 . By combining all of the basic actions, this introducing motion can be generated by the humanoid robot. Motion-editing techniques described in section 4 can be used to vary the generated motion according to the purpose of the content. Figure 19 . An example of a motion that is generated based on a hierarchical model.
A boxing motion consisting of simple boxing actions is used as an example of a motion generated from the stochastic motion model. The boxing motion consists of 4 basic actions: raising the arms to guard the face, jabbing with the left arm, punching straight with the right arm, and dropping guard. By combining these basic actions, an extended series of boxing motion for the humanoid robot can be generated. An example of the generated motion is shown in Figure 20 . Unfortunately, it is difficult to measure the performance of the generated motion quantitatively due to the lack of common quantitative evaluation criteria. Instead of conducting quantitative evaluations, qualitative comparisons with the conventional system are used to show the advantages of this work. In terms of tracking precision, conventional systems surpass the proposed system, because the motion-capture devices used in conventional studies have high resolution of data acquisition. However, in terms of usability, the proposed system is superior to conventional systems since the proposed wearable interface is easy to wear and provides an intuitive method to generate new motions. Furthermore, various motions can be created by the motion-editing techniques proposed in this work. As a result, it is possible for a user who has no prior knowledge of robotics or programming to generate new motion content. The results of qualitative comparisons between conventional motion generation systems and the proposed system are shown in Figure 22 . 
Conclusion
We proposed a framework that can be used to create novel motion content for humanoid robots with an intuitive interface based on user demonstrations. A wearable interface was designed and a prototype of the interface was developed to capture the human demonstration. A humanoid robot named AMIO was used to test the generated motions. We proposed a method of transferring human motion to humanoid robots, a method of creating editable motion, and a method of modifying motions with diverse variations. As a result, even users with no expertise in robot programming can easily create new motions for humanoid robots using the proposed system. It is anticipated that the novel motion content that can be created with this framework can revitalize the depressed market for service robots.
For further work, we intend to develop a system that generates new motions for interacting with humans from a pair of demonstrations by multiple users. We are also planning to create a hierarchical motion model that automatically recognizes the meaning of the demonstrated motion in order to respond to the user's intent without manual interpretation. Finally, another of our goals for future research is to establish quantitative evaluation criteria for a performance evaluation of the generated motions.
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