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Abstract
We prove a classical binomial coefficient series identity
∑
n≥1
1
n4(2n
n
)
= 17pi
4
3240 by
evaluating a double integral equal to this sum in two ways. The latter way will
lead us to evaluating a sum of polylogarithmic integrals, whose values are linear
combinations of ζ(2) =
∑
n≥1
1
n2
= pi
2
6 and ζ(4) =
∑
n≥1
1
n4
= pi
4
90 .
Introduction
We denote the central binomial series
C(4) =
∑
n≥1
1
n4
(
2n
n
) .
We show that C(4) = 17pi4/3240 using standard techniques from real-analysis.
We evaluate the double integral
I =
∫ 1
0
∫ 1−x
0
2 log2(x+ y)
1− xy dy dx
in two ways. First, we will change variables x = (u + v)/2, y = (u − v)/2 and inte-
grate with respect to v. Upon converting the resulting integrand into a binomial series,
exchanging integral and series, and performing term-by-term integration with respect to
u, we will obtain I = C(4). On the other hand, reconsidering the original definition of
I and integrating with respect to y, we will obtain a sum of 3 different polylogarithmic
integrals. These integrals have values that are linear combinations of
ζ(2) =
∑
n≥1
1
n2
=
pi2
6
, ζ(4) =
∑
n≥1
1
n4
=
pi4
90
.
We assume the knowledge of the values of these two series throughout the paper. Thus,
our goal is to prove
C(4) =
17
36
ζ(4) (1)
We first recall the definition of the polylogarithm function and then evaluate a certain
series that prominently appears in the computation of one of the three aforementioned
polylogarithmic integrals. Then we prove (1) and explain why (1) is important in gener-
alizing Apostol’s classical ζ(2) proof in [4].
In the literature, C(4) is a classical result from the theories of both central binomial
sums and of log-sine integrals. See [1] for a combinatorial treatment and evaluation of
C(4). On the other hand, see all of [2,3,5,6] for the evaluation involving Clausen functions
and other sophisticated tools from Fourier Analysis and Complex Variables.
1
Some Preliminaries
We recall the polylogarithm of order k ∈ N,
Lik(z) =
∑
n≥1
zn
nk
, z ∈ C.
It is easy to see
Li2(1) = ζ(2), Li4(1) = ζ(4).
We state without proof the crucial differentiation and integration identities for the poly-
logarithm. See [7] for a detailed treatment of polylogarithms.
Theorem. We have
d
dz
Lik(z) =
Lik−1(z)
z
and ∫ z
0
Lik(t)
t
dt = Lik+1(z).
The number Li2(1/2) will prominently appear in our later calculations. We state its
value and proof.
Theorem. We have
Li2(1/2) =
ζ(2)− log2(2)
2
.
Proof. Consider the double integral
∫ 1
0
∫ 1
0
1
(1 + z)(1− z + yz) dy dz. (2)
Integrating with respect to y, we get (2) is equal to
∫ 1
0
∫ 1
0
1
(1 + z)(1− z + yz) dy dz = −
∫ 1
0
log(1− z)
z(z + 1)
dz
= −
∫ 1
0
log(1− z)
z
dz +
∫ 1
0
log(1− z)
z + 1
dz
= ζ(2) +
∫ 1
0
log(t)
2− t dt (3)
= ζ(2) +
1
2
∫ 1
0
log(t)
1− t/2 dt
= ζ(2) +
1
2
∫ 1
0
∑
n≥1
log(t)(t/2)n−1 dt
= ζ(2) +
1
2
∑
n≥1
∫ 1
0
log(t)(t/2)n−1 dt
= ζ(2)− Li2(1/2), (4)
in which the second term of (3) follows from substituting z = 1− t to the second term.
2
On the other hand, we reverse the order of integration in (2) and integrate with respect
to z to see∫ 1
0
∫ 1
0
1
(1 + z)(1 − z + yz) dz dy =
∫ 1
0
∫ 1
0
− 1− y
(y − 2)((y − 1)z + 1) −
1
(y − 2)(z + 1) dz dy
=
∫ 1
0
log
(
y
2
)
y − 2 dy
=
∫ 1
0
log
(
1−t
2
)
1 + t
dt (5)
=
∫ 1
0
log(1− t)
1 + t
+
log(2)
1 + t
dt (6)
= Li2(1/2) + log
2(2), (7)
in which (5) follows from substituting y = 1− t. Hence,
ζ(2)− Li2(1/2) = Li2(1/2) + log2(2),
and the desired result follows from rearranging terms.
Evaluating C(4)
Recall the series in question
C(4) =
∑
n≥1
1
n4
(
2n
n
) , (8)
the double integral from the introduction:
I =
∫ 1
0
∫ 1−x
0
2 log2(x+ y)
1− xy dy dx. (9)
Theorem. We have I = C(4).
Proof. We change variables x = u+v
2
, y = u−v
2
to see that
I =
∫ 1
0
∫ u
−u
4 log2(u)
4− u2 + v2 dv du
=
∫ 1
0
8 tan−1
(
u√
4−u2
)
log2(u)
√
4− u2 du
=
∫ 1
0
8 sin−1
(
u
2
)
log2(u)√
4− u2 du
=
∫ 1
0
∑
n≥1
2u2n−1 log2(u)
(2n− 1)(2n−2
n−1
) du (10)
=
∑
n≥1
∫ 1
0
2u2n−1 log2(u)
(2n− 1)(2n−2
n−1
) du
=
∑
n≥1
1
2n3(2n− 1)(2n−2
n−1
) (11)
=
∑
n≥1
1
n4
(
2n
n
) = C(4), (12)
3
where in (10), we used the identity
∑
n≥1
x2n−1
(2n− 1)(2n−2
n−1
) = 4 sin−1
(
x
2
)
√
4− x2 , |x| < 2, (13)
and in (11), we used integration by parts. Finally, (12) follows from the simplification of
the summand recalling the definition of the binomial coefficient
(
n
k
)
=
n!
(n− k)!k! (14)
Now we seek the actual value of I, which is the purpose of this paper.
Theorem. We have
I =
∫ 1
0
−2 log (1 + x
2) log2(x)
x
+
4Li2
(
x2
1+x2
)
log(x)− 4Li3
(
x2
1+x2
)
x
+
4Li3
(
x
1+x2
)
x
dx.
Proof. This follows from integrating the inner integral in (9) with respect to y. With
Mathematica, we obtained the antiderivative
∫
2 log2(x+ y)
1− xy dy = −
2 log
(
1−xy
1+x2
)
log2(x+ y)
x
−
4Li2
(
x(x+y)
1+x2
)
log(x+ y)
x
+
4Li3
(
x(x+y)
1+x2
)
x
,
(15)
which may be analytically confirmed by differentiating the right hand side with respect
to y. Now, let ψ(y) be the right hand side of (15). Taking ψ(1 − x) − ψ(0) gives the
desired integrand. Hence, the desired result follows from writing
I =
∫ 1
0
ψ(1− x)− ψ(0) dx.
We evaluate I by splitting it into the three integrals:
I1 = −
∫ 1
0
2 log (1 + x2) log2(x)
x
dx, (16)
I2 =
∫ 1
0
4Li2
(
x2
1+x2
)
log(x)− 4Li3
(
x2
1+x2
)
x
dx, (17)
I3 =
∫ 1
0
4Li3
(
x
1+x2
)
x
dx. (18)
We first evaluate I1, which is the easiest of the three.
Theorem. We have
I1 = − 7
16
ζ(4).
4
Proof. From Mathematica, we obtain the antiderivative identity
−
∫
2 log (1 + x2) log2(x)
x
dx =
Li4 (−x2)
2
+ Li2
(−x2) log2(x)− Li3 (−x2) log(x). (19)
Evaluating the right hand side at the end points x = 1 and x = 0 and taking the
difference, we see
I1 =
Li4(−1)
2
=
1
2
∑
n≥1
(−1)n
n4
= −1
2
∑
n≥1
1
(2n− 1)4 +
1
2
∑
n≥1
1
(2n)4
(20)
= −1
2
∑
n≥1
1
n4
+
1
2
∑
n≥1
1
(2n)4
+
1
2
∑
n≥1
1
(2n)4
(21)
=
(−1
2
+
1
32
+
1
32
)
ζ(4) = − 7
16
ζ(4),
where (20) follows from observing the odd terms in the Li4(−1) sum are negative while
the even terms are positive. Then (21) follows from splitting the series representation of
ζ(4) into sums of the even and odd terms:
ζ(4) =
∑
n≥1
1
n4
=
∑
n≥1
1
(2n)4
+
∑
n≥1
1
(2n− 1)4 ,
Remark. An alternative proof of the previous theorem is to recall
log(1 + x2) = −
∑
n≥1
(−x2)n
n
, |x| ≤ 1. (22)
By putting the series on the right hand side of (22) in place of the log(1+ x2) expression
in the integrand of (16), exchanging sum and integral, and finally integrating term by
term (using integration by parts), we may obtain Li4(−1)/2. The result follows from
repeating the final steps of the previous proof.
The evaluations of I2 and I3 are much harder. The reason is that the antiderivatives
of both integrals, upon evaluating at the endpoints x = 1 and x = 0, possess a large
number of constants that are not rational multiples of pi4. Such constants do turn out
cancelling out with one another in the final result. Hence, to simplify the process, we
only search for the following terms:
(Li2(1))
2 = ζ2(2), Li2(1/2) =
ζ2(2)− log2(2)
2
, Li4(1) = ζ(4), Li4(−1) = −7
8
ζ(4).
(23)
All the terms in (23) possess rational multiples of pi4.
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Theorem. We have
I2 = −17
8
ζ(4).
Proof. We make the substitution u = x
2
1+x2
to (17) to see
I2 =
∫ 1
2
0
Li2(u) log
(
u
1−u
)− 2Li3(u)
u(1− u) du
=
∫ 1
2
0
Li2(u) log
(
u
1−u
)
u(1− u) du−
∫ 1
2
0
2Li3(u)
u(1− u) du
=
∫ 1
2
0
log(1− u) log2 ( u
1−u
)
2u
du−
∫ 1
2
0
2Li3(u)
(1− u)u du (24)
=
∫ 1
2
0
(
log3(1− u)
2u
− log(u) log
2(1− u)
u
+
log2(u) log(1− u)
2u
)
du−
∫ 1
2
0
2Li3(u)
(1− u)u du
(25)
where (24) follows from integrating by parts on the first term (with the differentiating
function being Li2(u)), and (25) follows from expanding the integrand in the first term.
Using Mathematica, we obtain
∫
log3(1− u)
2u
du = 3Li4(1− u) +K1(u) (26)
∫
− log(u) log
2(1− u)
2u
du = −2Li4(1− u) + 2Li4
(
u
u− 1
)
+K2(u) (27)
∫
log(1− u) log2(u)
2u
du = K3(u) (28)∫
− 2Li3(u)
(1 − u)u du = Li2(u)
2 +K4(u), (29)
where K1(u), . . . , K4(u) are linear combinations of miscellaneous functions. It turns
out that
−pi
2
12
log2(2) +
log4(2)
4
+
4∑
i=1
Ki(1/2)−Ki(0) = 0.
Note the first two terms are part of Li2(1/2)
2. Upon summing the antiderivatives, evalu-
ating at the endpoints u = 1/2 and u = 0 and taking the difference, we see
I2 = −3Li4(1) + 2Li4(1) + 2Li4(−1) + Li2(1)
2
4
=
ζ2(2)
4
− 11
4
ζ(4)
= −17
8
ζ(4), (30)
in which (30) follows from the identity
ζ(4) =
2
5
ζ2(2).
6
Now we evaluate I3.
Theorem. We have
I3 =
C(4)
4
+
35
12
ζ(4).
Proof. Changing variables u = 2x
1+x2
on (18), we get
I3 =
∫ 1
0
4Li3
(
u
2
)
u
√
1− u2 du
=
∫ 1
0
∑
n≥1
4
(
1
2
)n
un−1
n3
√
1− u2 du
=
∫ 1
0
∑
n≥1
4
(
1
2
)n
un−1
n3
√
1− u2 du
=
∑
n≥1
2
(
1
2
)n
n3
β
(
n
2
,
1
2
)
(31)
where
β(u, v) =
∫ 1
0
x2u−1(1− x2)v−1 dx.
Now, we recall the well known identity:
β(u, v) =
Γ(u)Γ(v)
Γ(u+ v)
,
where
Γ(u) =
∫ ∞
0
xu−1e−x dx,
and the facts
Γ(1/2) =
√
pi, Γ(n) = (n− 1)!
for all n ∈ N. Then expanding (31) into even and odd terms, we see
I3 =
∑
n≥1
2
(
1
2
)2n
(2n)3
β
(
2n
2
,
1
2
)
+
∑
n≥1
2
(
1
2
)2n−1
(2n− 1)3β
(
2n− 1
2
,
1
2
)
=
∑
n≥1
1
4n4
(
2n
n
) + 7pi4
216
(32)
=
C(4)
4
+
7pi4
216
=
C(4)
4
+
35
12
ζ(4)
where the first term in (32) follows from simplifying the summand with the recalled facts
and the second term is a summation identity
∑
n≥1
2
(
1
2
)2n−1
(2n− 1)3β
(
2n− 1
2
,
1
2
)
=
7pi4
216
, (33)
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which we obtained using Mathematica. At this moment, we do not know of a proof for
(33), but we suspect the sum on the left hand side is equal to the integral
∫ 1
0
pi log2(x)√
4− x2 =
∫ pi
6
0
pi log2(2 sin(θ)) dθ.
Combining our obtained values for I1, I2, I3, we see
C(4) = I1 + I2 + I3
= − 7
16
ζ(4)− 17
8
ζ(4) +
C(4)
4
+
35
12
ζ(4)
=
17
48
ζ(4) +
C(4)
4
which implies upon rearranging terms,
C(4) =
4
3
(
17
48
ζ(4)
)
=
17
36
ζ(4) =
17pi4
3240
.
Hence, we have proved the desired result.
Relation to Apostol’s Method
We conclude by mentioning an interesting connection to Apostol’s method to prove ζ(2) =
pi2/6 in [4]. Apostol evaluates the double integral∫ 1
0
∫ 1
0
1
1− xy dy dx. (34)
Putting
1
1− xy =
∑
n≥1
(xy)n−1, |xy| < 1,
in place of the integrand in (34), exchanging sum and integral, and integrating term by
term with respect to y and then x gives ζ(2). On the other hand, (34) is equal to pi2/6,
upon making the change of variables x = u+v
2
, y = u−v
2
, which transforms (34) into the
sum of arctangent integrals∫ 1
0
∫ u
−u
2
4− u2 + v2 dv du+
∫ 2
1
∫ 2−u
−2+u
2
4− u2 + v2 dv du. (35)
In particular, the first integral in (35) is equal to
∫ 1
0
∫ u
−u
2
4− u2 + v2 dv du =
∫ 1
0
4 sin−1
(
u
2
)
√
4− u2 du
=
∑
n≥1
1
n2
(
2n
n
) (36)
=
pi2
18
,
8
where (36) follows from replacing the integrand with the series in (13), exchanging the
sum and integral, and integrating term by term. Hence, we see the first integral in (35) is
equal to a central binomial series, namely (36), which fortunately we could easily evaluate
with elementary calculus.
With a similar geometric series argument, we can show that the integral
∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
1
1− xyzw dw dz dy dx (37)
is equal to ζ(4). But if we change variables x = u+v
2
, y = u−v
2
on (37), split it into a sum
of two integrals over two different regions as in (35), we will get one of the integrals to be
∫ 1
0
∫ 1
0
∫ 1
0
∫ u
−u
2
4− u2wz + v2wz dv du dw dz =
∫ 1
0
∫ 1
0
2
(
sin−1
(√
wz
2
))2
wz
dw dz
=
∑
n≥1
1
n4
(
2n
n
) (38)
= C(4)
where (38) can be obtained by replacing 2
(
sin−1
(√
wz
2
))2
expression with the antideriva-
tive of the series from (13) evaluated at x =
√
wz, and then performing the usual steps of
exchanging sum and integral and integrating term by term twice with respect to w and
z. Thus, to generalize Apostol’s method to find ζ(4), we would have to evaluate C(4),
but this is unfortunately difficult to do if we don’t assume the value of ζ(4) in the first
place.
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