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ABSTRACT
With pressure from strict emission and fuel consumption regulations, researchers
are searching for improved internal combustion engine performance. Especially for the
heavy-duty vehicles, which takes up 7% of the total vehicle volume while consume around
30% of transportation energy in US. Around 40-60% of energy is wasted as heat in heavyduty diesel (HDD) vehicles in different engine operating conditions, which mainly includes
the waste heat in exhaust gas, exhaust gas recirculation (EGR) circuit, and engine coolant.
Waste heat recovery (WHR) techniques are potential to achieve the fuel economy and
emission reduction goals. Among the available WHR techniques, organic Rankine cycle
(ORC) is preferred by many researchers for its mature technologies and high efficiency.
The aim of this dissertation is to analyze the power of HDD vehicle by: (i) building a high
fidelity, physics-based ORC-WHR dynamic system plant model, (ii) building a reduced
order model framework, and (iii) conducting the power analysis based on the developed
plant and reduced models.
The dynamic system plant model is built, which includes heat exchangers, a turbine
expander, pumps, control valves, compressible volumes, junctions and a reservoir.
Components are modelled and calibrated individually. Subsequently, the component
models are integrated into an entire ORC-WHR system model. The entire ORC-WHR
system model is validated over transient engine conditions. Actuator sensitivity study is
conducted for the ORC-WHR power generation analysis using the ORC-WHR plant
model.

ii

Besides the ORC-WHR plant model, a reduced order model framework is
developed utilizing Proper Orthogonal Decomposition (POD) and Galerkin projection
approaches. The POD-Galerkin reduced order model framework inherits the system
physics from the high fidelity, physics-based ORC-WHR plant model. POD Galerkin
reduced order models are compared with three existing models (finite volume model,
moving boundary model and 0D lumped model) and show their advantages over the
existing models in terms of accuracy or computation cost. In addition, identification
method is applied to the low order POD Galerkin reduced order model to increase the
accuracy.
Given the validated ORC-WHR plant model and POD Galerkin reduced order
model framework, the ORC-WHR system power analysis is conducted. Steady state power
analysis is conducted over two quasi-steady driving cycles using the ORC-WHR plant
model. An engine model is developed to predict the exhaust conditions in transient engine
operating conditions. Transient power analysis is conducted with ORC-WHR plant model
and engine model co-simulation by optimizing three vapor temperature reference
trajectories.
Finally, dynamic programming (DP) is implemented with the POD-Galerkin
reduced order model to generate ORC-WHR power benchmark in a driving cycle, which
can give the guidance on the ORC power optimization and evaluate the controller
performance.
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CHAPTER 1 INTRODUCTION
1.1 Waste heat recovery in heavy-duty diesel trucks applications
With pressure from emission and fuel economy regulations, researchers are
searching for improved heavy-duty diesel (HDD) engine performance. Technologies like
variable geometry turbocharger, advanced fuel injection control, advanced air management
system, advanced aftertreatment system, homogeneous charge compression ignition and
waste heat recovery (WHR) all contribute to the improvement of the fuel economy and
emission reduction for the HDD. WHR has huge potential for the large amount of fuel
energy loss through the heat including exhaust gas, EGR cooler, radiator, charge air cooler,
etc. WHR improve HDD fuel economy and reduce emission by recovering the heat loss.
Due to the payback time of the WHR system is closely related to the diesel price, WHR
research is mainly driven be the diesel price. WHR system in HDD first appeared in 1970s
during the energy crisis [1]. As oil prices subsequently declined, so did research on HDD
WHR. However, in the last decade the aggressive efficiency and emission targets from US
government agencies have again stimulated WHR research [2-5]. As a result, there is a
significant volume of research work particularly targeted for heavy-duty trucks application
from automotive groups: Cummins [6], AVL [7-10], Daimler [6], Volvo [6], BorgWarner
[11, 12], Bosch [13], etc. Teng et al [7] proved that 3-5% fuel economy improvement can
be achieved in the experiments by WHR system for the heavy duty diesel engine.
Three WHR technologies have been pursued so far: turbo-compounding,
thermoelectric generator, and organic Rankine cycle (ORC). The turbo-compounding
could have two type of outputs. One output is electricity, which is generated from the
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turbocharger through an electric generator. The other output is mechanical power, which
is output to the crankshaft by mechanically coupling the turbocharger and the crankshaft
through a transmission. The waste heat in the TP exhaust gas downstream of the
aftertreatment system is low level heat, which cannot be effectively recovered by the turbocompounding. In addition, the EGR exhaust gas is not considered in turbo-compounding.
The thermoelectric generator utilizes the waste heat from the exhaust gas. The
thermoelectric material generates potential difference when its two sides are exposed to
temperature difference. Despite the thermoelectric generator is a compact and simple
element, its efficiency is restricted by the thermal conductivity and electrical conductivity
of the materials [14-16]. The ORC technology utilizes the waste heat in the exhaust gas to
evaporate working fluid into high pressure vapor. Then, the high pressure vapor passes
through the expander and generates output power. Similar to the turbo-compounding power
output, the ORC technique can output mechanical power and output electricity power [6,
17]. Compared with the turbo-compounding, the ORC technique can recover heat energy
from both TP exhaust gas and EGR exhaust gas. In addition, compared with the
thermoelectric generator, the ORC technique has much higher efficiency. Therefore, this
dissertation focuses on ORC technology.
ORC is the same as Rankine cycle except the organic fluid replaces water as the
working fluid (Fig. 1-1). It includes four main components: pump, evaporator (boiler),
expander machine and condenser. The pump has two roles: (i) circulates the fluid through
the cycle, (ii) maintains high pressure. Working fluid coming from the pump flows into
evaporator and evaporates from liquid phase to mixed phase and finally to vapor phase in
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the high pressure environment. High pressure vapor then passes through the expander
machine and drives the expander to generate electricity or mechanical power output. After
the expander machine, vapor flows into the condenser and releases heat. During the heat
release phase, vapor is condensed back to liquid and one cycle is completed. Then the
working fluid will be absorbed by the pump and starts another cycle.

Fig. 1-1. Schematics of organic Rankine cycle

1.2 Research challenges
There are many challenges in modeling and simulation of ORC-WHR system: (i)
heat exchanger phase change modeling, (ii) component models experimental identification
and validation, and (iii) power optimization.
Heat exchanger modeling is one of the most difficult modeling task in the ORCWHR system. It includes highly nonlinear partial differential equations (PDEs) which
simulate the fluid flow and the heat transfer among exhaust gas, wall, and working fluid.
For the working fluid and exhaust gas, they have fluid flow in the flow direction and heat
transfer with the side wall. When working fluid is superheated at the outlet of heat
exchanger, the phase of working fluid changes from pure liquid, to mixed and finally to
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pure vapor along the heat exchanger. During the working fluid phase change, physics and
thermal properties of working fluid changes substantially and heat transfer coefficient
(HTC) need to be switched. HTC has different expression at different phase.
There are many different kinds of models in the ORC-WHR system, such as pump,
valves with liquid flow, valves with vapor flow, evaporators, turbine expander, etc. The
models require many experimental data in the validation phase. The experiments are
challenging due to the complexity combination of the engine and the ORC-WHR system.
Besides the temperature, pressure, mass flow rate sensors installed in the engine, more than
thirty sensors are installed in the ORC system. The engine needs to start first to warm the
ORC system up. After the vapor comes into being in the evaporators, turbine expander can
gradually spin at low speed. As long as the vapor superheat reaches certain level, the
turbine can spin at high speed to reach the high efficiency point. During the engine transient
test, the transient conditions should be carefully setup to avoid turbine damage. Any
mistake during the experimental operation could lead to system failure. To expand the
model predictability range, different component models may require different dataset for
the identification. For the evaporator model identification, parameters need to be selected
for identification. Parameter selection is important for the model accuracy, which requires
the consideration of system physics, possible experimental errors, sensor errors, human
factors, etc.
Power optimization is challenging because of the high complexity of the ORCWHR system, such as strict operational constraints, coupling issue with engine, high
nonlinearity with multiple actuators, etc. Vapor temperature safe operation range is narrow,
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which adds constraint to the power optimization. Vapor temperature should be below
working fluid decomposition temperature. In addition, vapor temperature should be above
saturation temperature, below which the mixed phase working fluid could damage the
turbine expander for the presence of the droplet. The ORC-WHR system is highly coupled
to the engine through its heat exchangers. In real driving scenarios, the engine undergoes
transient operation, which produces highly dynamic exhaust gas mass flow rates and
exhaust gas temperatures. This transient heat source power is delivered to ORC-WHR
working fluid with time delays that are determined by: (i) the volume of working fluid in
the heat exchanger, (ii) the heat exchanger material, (iii) thermal mass between the working
fluid and exhaust gas, and (iv) the location of each evaporator. Electrical or mechanical
power generated by the ORC-WHR expander is utilized to power the electrical accessories
(e.g. air conditioner, refrigerator, etc.) or to add crankshaft torque. This reduces the engine
power demanded at any instant, thus lowering the fuel consumption and reducing the
engine load. As a result, less power is produced by ORC-WHR system at subsequent time
steps due to reduced engine load, and the vehicle power management system needs to
recalculate the engine power request. Besides the time delay and power management
challenge presented by coupling an ORC-WHR system with an engine, the ORC-WHR
system itself is a highly dynamic system with multiple coupled actuators. Both the working
fluid pump and the expander inlet/bypass valves affect the evaporation pressure. If two
actuator positions are maintained and the remaining changes, the evaporation pressure will
change. Generally, working fluid pump speed is set to track the working fluid vapor
temperature at the evaporator outlet. As working fluid pump speed changes, the evaporator
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pressure changes as well. Then the turbine inlet/bypass valves have to respond respectively
in order to control the evaporation pressure. For parallel evaporators, the working fluid
pump is coupled with working fluid mass flow rate distribution actuators in the working
fluid vapor temperature control. The mass flow distribution actuators are utilized to control
the vapor temperature difference between the parallel evaporators, while the working fluid
pump controls the mixed vapor temperature.
Overall, the challenges exist in ORC-WHR modeling, experimental identification
and validation and power optimization. This dissertation aims to address these challenges
and the main contributions are listed in the next section.

1.3 Contributions
(i)

ORC-WHR system model identification and experimental validation: The
identification is conducted in independent component models and validation is
conducted in ORC-WHR system model (integrated component models) [11, 18].
(Chapter 2)

(ii)

ORC-WHR component models integration:

The details of the boundary

conditions in each component model are given [11]. (Chapter 2)
(iii)

Reduced order model (ROM) framework development utilizing Proper
Orthogonal Decomposition and Galerkin projection approaches: The ROM is
compared with three existing models (finite volume model, moving boundary
model and lumped 0D model), and shows potentials for model-based control in
terms of computation time and accuracy [19]. (Chapter 3)

6

(iv)

ORC-WHR system actuators sensitivity investigation and steady state power
analysis: The sensitivity study analyzes the relationship between the turbine
power and four actuators (working fluid pump, parallel evaporators working
fluid mass flow distribution valve, turbine and condenser coolant pump). The
steady state power analysis produce the turbine power map over two most
sensitive actuators at given steady state engine conditions [20]. (Chapter 2 and
Chapter 4)

(v)

ORC-WHR system power transient optimization: This optimization analyzes
three type of working fluid temperature trajectories at turbine expander inlet
including constant temperature, constant superheat temperature and waste heat
power based temperature [21]. (Chapter 4)

(vi)

ORC-WHR system benchmark generation utilizing Dynamic Programming:
Dynamic Programming is utilized to investigate the maximum possible
recoverable power of the ORC-WHR system such that the maximum potential
of different control strategies can be evaluated. (Chapter 5)

1.4 Impacts
(i) Linear and Nonlinear MPC investigation for a parallel evaporator ORC-WHR
system: The model developed in this dissertation is utilized to build the Nonlinear
MPC and evaluate the MPC performance in the simulation environment [12, 22].
(ii) Unscented Kalman Filter (UKF) design and nonlinear MPC development for a
parallel evaporator ORC-WHR system: The model developed in this dissertation is
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also utilized to derive the UKF and help estimate the states in the ORC-WHR
system [23].
(iii) Linear MPC and nonlinear MPC experimental investigation for a single evaporator
ORC-WHR system: Thanks to the model from this dissertation, the Linear and
Nonlinear MPC are successfully tested in the test bench [12].
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CHAPTER 2 MODELING OF ORGANIC RANKINE CYCLE WASTE HEAT
RECOVERY SYSTEM
2.1 Introduction
This chapter presents a dynamic, physics-based, high fidelity plant model for the
heavy duty diesel ORC-WHR system. The ORC-WHR system model contains various
component models and these component models are identified individually with
experimental data. Subsequently, the component models are integrated into the entire
system model. The ORC-WHR system model is then validated over transient engine
conditions. Finally, the actuator sensitivity study is conducted to analysis the relationship
between the system power and the actuators.

Fig. 2-1. Schematic of the ORC-WHR system. TP evaporator locates downstream of the
aftertreatment system
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2.2 Motivation and literature review
In the past decade, waste heat recovery (WHR) techniques have gained a large
amount of attention in the automotive industry, especially in heavy-duty truck applications
[7, 24, 25]. It is reported that up to 45% of fuel energy is wasted as heat in a heavy duty
vehicle [7]. Given such a large percentage of waste heat, WHR technology represents an
attractive option for improved fuel economy and reduced CO2 emission. An ORC-WHR
plant model is important to develop control strategy and conduct the off-line optimization.
There are several challenges regarding ORC-WHR system modeling due to the high
degree of coupling between the ORC-WHR system and the engine through the evaporators.
In real driving scenarios, the engine undergoes transient operation, producing highly
dynamic exhaust gas mass flow rates and exhaust gas temperatures. This transient heat
source power is delivered to ORC-WHR working fluid with time delays that are determined
by: (i) the volume of working fluid in the heat exchanger, (ii) the heat exchanger material
properties, (iii) thermal mass between the working fluid and exhaust gas, and (iv) the
location of each evaporator.
ORC response time is influenced by working fluid volume and wall mass. The
response time increases as working fluid volume or evaporator wall mass increases. In a
vehicle application, evaporator size is restricted, limiting working fluid volume and wall
mass. Thus boiler response time in a vehicle application is much shorter than traditional
stationary ORC applications (generally, in the range of 0-100 seconds [26]). Thus,
compared with stationary applications, the transient nature of automotive systems
introduces a substantial control challenge.
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Power generated by the ORC-WHR expander is utilized to power the electrical
accessories (e.g. air conditioner, refrigerator, etc.) or to add mechanical crankshaft torques.
Either application method reduces the engine power demanded at any instant, lowering the
fuel consumption and reducing the engine load. As a result, less power is produced by
ORC-WHR system at subsequent time steps due to reduced engine load, and the vehicle
power management system needs to recalculate the engine power request.
Besides the temporal delays and power management challenges presented by
coupling an ORC-WHR system with an engine, the ORC-WHR system itself is highly
dynamic with multiple coupled actuators. Both the working fluid pump and the expander
inlet/bypass valves affect the evaporation pressure. If any two of these actuator positions
are maintained and the remaining changes, the evaporation pressure will change.
Generally, working fluid pump speed is utilized to control the working fluid vapor
temperature at the evaporator outlet. As working fluid pump speed changes, the evaporator
pressure changes as well. Then, the turbine inlet/bypass valves have to respond
appropriately to adequately control the evaporation pressure. For systems utilizing parallel
evaporators and a single pump, the working fluid pump is coupled with working fluid mass
flow rate distribution actuators (Fig. 1-1) to control the working fluid vapor temperature.
In this instance, the mass flow distribution actuators are utilized to control the vapor
temperature difference between the parallel evaporators, while the working fluid pump
simultaneously controls the mixed vapor temperature.
In order to capture the complex system dynamics mentioned above, an ORC-WHR
system model is required. This ORC-WHR system model fulfills two key roles: (i) enabling
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derivation of a control-oriented model for model-based control, which improves ORCWHR control performance relative to a PID control baseline (feedforward [27], model
predictive control [12, 23], etc.) and (ii) being utilized in the off-line optimization to
explore the potential ORC-WHR fuel savings and emission reduction.

2.2.1 ORC system modeling methods
ORC-WHR system modeling is classified into two groups based on the heat
exchanger modeling method. One group utilizes the moving boundary method (MBM),
which lumps the working fluid based on its phase, while the second group utilizes the finite
volume method (FVM) to spatially discretize the evaporator.
For a typical evaporation process, the working fluid has three phases: pure liquid,
mixed liquid/vapor, and pure vapor. The MBM calculates the position of the two
boundaries separating the three working fluid phases. The MBM enjoys a low
computational cost due to its limited state dimension. Thus, most research teams utilize a
MBM for control-oriented modeling rather than high-fidelity, spatially discretized model
[28-30]. However, utilizing a MBM requires complex model switching/initialization
strategies as the system progresses through transients where not all three working fluid
phases exist simultaneously. In short, the MBM experiences numerical instability as the
total length of any phase approaches zero. Additionally, as with any lumped model,
accuracy can be compromised.
The FVM discretizes the heat exchanger in the fluid flow direction and solves the
governing equations in each volumetric discretized cell. A highly discretized FVM model
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enjoys high accuracy. Discretization with 5, 10, 20, 30 cells shows 10.3%, 3.4%, 1.6%,
0.9% error respectively, compared to 100 cell discretization using a typical exhaust gas
mass flow rate and temperature, and commanding 40 ºC of superheat. However, discretized
models suffer from high computation cost [26, 31, 32] relative to a MBM. In this study,
accuracy is prioritized, resulting in the utilization of the FVM.

2.2.2 Prior ORC modeling efforts
Quoilin et al [31] developed a single evaporator ORC-WHR system model for lowgrade heat applications where the heat source temperature was between 120-300°C and the
system utilized a volumetric expander. A ten-cell FVM discretization was utilized to model
the heat exchanger. Additionally, the heat transfer coefficient in the hot fluid side was set
to a constant value, while the working fluid heat transfer coefficient varied by working
fluid phase. However, there were several simplifications, which left room for improvement
on this work: (i) the working fluid evaporation pressure was assumed to be constant
throughout the heat exchanger, (ii) the model is developed without identification or
validation description, and (iii) the type of heat exchanger was not specified.
Yousefzadeh et al [33] developed dynamic ORC models for generalized conditions,
such as uncertain thermal energy input rates in small scale solar power systems. Fully
coupled tank and condenser models calculated liquid level in the tank and sub-cooling at
the tank exit, which was further analyzed with pump capacity factor and expander
rotational speed. However, the model was only validated over steady state conditions and
evaporator pressure drop was not considered.
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Wei et al [34] presented a comparison between the FVM and the MBM for a
stationary, industrial-sized 100 kW ORC system. The evaporator was discretized into five
cells, and linear pressure drop was assumed across the entire evaporator. The author
concluded that both the FVM and MBM correctly simulated the system during transients
and the MBM was preferred for its lower computation cost. However, the component
model calibration processes were not described. Additionally, in the validation process, the
transient heat source conditions were not given and the transient was mild.
Benato et al [35] identified critical dynamic events (hot spots) in ORC-WHR
boilers of a gas turbine power plant to avoid fluid decomposition during transient heat
source conditions resulting from power plant load changes. The heat exchanger was a
horizontal circular finned-tube with a counter-cross flow configuration, and it was modeled
with the FVM [36]. However, the response time of the boiler was nearly one hour in the
power plant load step change, which is much slower than a vehicle application.
Feru et al [37] presented a parallel evaporator ORC-WHR system for a HDD
application. The modular plate-fin type heat exchanger was modeled with the FVM. The
exhaust gas heat transfer coefficient varied with time, while the working fluid heat transfer
coefficient was calculated in each discretized cell rather than in each fluid phase. The heat
exchanger model was identified with ten steady state points and the identification
parameters were four coefficients in the linear expressions of exhaust gas and working fluid
mass flow rate as functions of measured values. A reciprocating, piston-type expansion
machine was selected. However, the time derivative of pressure was neglected in working
fluid governing equations and there is no pressure drop considered across the evaporator.
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Jensen [32] proposed a FVM with a lumped pressure drop model. The model was
discretized into eight cells and validated with concentric pipe experimental data in both
steady state and transient conditions. In some cases, the model exhibited less thermal inertia
than the experimental results, which was attributed to uncertainty regarding the influence
of the measurement equipment. However, the lumped pressure drop model was unable to
capture the pressure drop in each working fluid phase, limiting its physics representation.
Additionally, details of the ORC-WHR components modeling, calibration and component
models integration were not provided.

2.2.3 Research gaps and proposed methods
Even though Feru et al [37] built a parallel evaporator ORC-WHR system model
for a heavy duty diesel engine application, the evaporator was plate-fin type, which differs
from the shell-and-tube type utilized herein. In addition, their evaporator model ignored
pressure drop. Finally, the expander considered was a displacement type, which behaves
very differently than a turbine expander.
Jensen [32] assumed that the pressure drop across their entire shell-in-tube heat
exchanger is linear versus spatial length. In fact, pressure drop in the mixed phase region
is larger than the pressure drop in the pure liquid or pure vapor regions. These details were
not captured. Moreover, the ORC-WHR component models calibration details and
integration was not presented.
Overall, ORC-WHR has attracted significant attention, but publications in this area
are still lacking, especially in the HDD field. Moreover, ORC-WHR publications mainly
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focused on control, while high-fidelity, physics-based models are still lacking. In
particular, a validated physics-based ORC-WHR model including an evaporator pressure
drop model is not present in literature. Furthermore, the ORC-WHR system model in
literature is not identified and validated with large range of engine operating conditions.
In this chapter, a tube-and-shell evaporator is modeled, including a pressure drop
model in the working fluid flow. Pressure drop is considered for each working fluid phase
independently by assigning each phase its own linear pressure drop versus spatial length.
A turbine expander model is considered and experimental data is obtained for a new turbine
design with an integrated electric generator. Moreover, the ORC-WHR component model
integration is presented, which includes the details of boundary conditions, inputs and
outputs for each individual component model. The individual model calibration process is
then presented in detail. In addition, a GT-POWER® engine model is built, based on a 13
L heavy-duty diesel engine, to enable co-simulation with the Simulink® ORC-WHR
model. The virtual engine model constructed using the GT-POWER platform supplies realtime exhaust conditions to ORC-WHR model at given engine speed/ torque profiles. These
models can then be used for offline co-simulation and optimization studies. Finally, the
ORC-WHR actuator sensitivity study is conducted to analyze the relationship between
turbine power production and all kinds of actuators.
This chapter is organized as follows: Section 2.3 describes the ORC-WHR system
configuration. ORC-WHR system modeling, calibration and validation are then presented
in Sections 2.4-2.6. Engine modeling, calibration and validation are provided in Section
2.7. In Section 2.8, the ORC-WHR system is simulated over a constant speed variable load
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(CSVL) heavy-duty transient cycle utilizing the engine model to predict ORC relevant
exhaust conditions. In Section 2.9, the actuator sensitivity study is conducted. The chapter
ends with conclusion in Section 2.10.

2.3 System configuration
One of the most important factors in the ORC-WHR system configuration is the
heat source. In a heavy duty diesel engine, potential heat sources include the: TP exhaust
gas, EGR, charge air and engine coolant [17]. Due to the low temperature of charge air and
engine coolant compared with the other two heat sources, they are not considered in this
investigation. Only the TP exhaust gas and EGR are considered.
The ORC-WHR system configuration is shown in Fig. 2-1. The main components
are a high pressure (HP) pump, two parallel-configured evaporators, a turbine expander,
and a condenser. In addition, two mass flow distribution valves are integrated before the
parallel evaporators to split the working fluid flow. Two more valves are installed to
facilitate utilization of the turbine expander. One valve is located upstream of turbine to
ensure that only vapor phase flow passes through the turbine during system warmup or
highly transient operating conditions. The other valve actuates the bypass path around the
turbine and is used to control the evaporation pressure or to bypass non-vapor phase
working fluid around the turbine. An expansion tank is located after the condenser, acting
as a working fluid buffer during operation. A feed pump is utilized to supply working fluid
to the HP pump, avoiding cavitation in the HP pump. An exhaust gas bypass valve is
utilized upstream of the TP evaporator to avoid ORC system over-heating during engine
loads exceeding the condensation capacity of the system. No bypass valve is utilized for
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the EGR evaporator, as low EGR outlet temperatures are necessary to ensure the engine
intake volumetric efficiency. The condenser is cooled by building process water, which is
currently independent of the engine coolant circuit. Ethanol is utilized as the working fluid.
Note that working fluid selection is an important factor for the ORC-WHR system design
and requires systematic analysis, which is not the focus of this dissertation.

2.4 Plant modeling
ORC-WHR system modeling covers seven types of components: heat exchangers,
pumps, valves, junctions, compressible pipe volumes, a turbine expander, and a reservoir.
The following models are constructed in Mathworks Simulink®. Details for each model
are given below:

2.4.1 Heat exchanger
In the ORC-WHR system, there are three heat exchangers - two evaporators and
one condenser. Evaporators absorb heat from heat source and release it to working fluid
while the condenser releases working fluid heat to the cooling water. In this chapter, the
heat exchanger modeling is presented for the TP evaporator only to avoid duplication. Two
crucial assumptions made in the heat exchanger model are: (i) axial heat conduction in
working fluid, wall, and exhaust gas are not considered, and (ii) the wall temperature in the
radial direction is uniform.
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Fig. 2-2. Heat exchanger inlet and outlet connection diagram

Mass balance, energy balance and momentum balance are considered in the
evaporator modeling. The mass balance of working fluid is presented as follows:
𝜕𝐴𝑓,𝑐𝑟𝑜𝑠𝑠 𝜌𝑓
𝜕𝑡

+

𝜕𝑚̇𝑓
𝜕𝑧

=0

(2.4.1.1)

where subscript 𝑓 is working fluid, 𝐴𝑐𝑟𝑜𝑠𝑠 is the cross-sectional area, 𝜌 is density, 𝑚̇ is
mass flow rate, and z is spatial position in the axial direction. There is no mass flow in the
wall between the working fluid and exhaust gas, eliminating the need for mass balance in
the wall. The energy balance of working fluid and exhaust gas share the same general form
as follows:
𝜕(𝐴𝑐𝑟𝑜𝑠𝑠 𝜌ℎ−𝐴𝑐𝑟𝑜𝑠𝑠 𝑝)
𝜕𝑡

+

𝜕𝑚̇ℎ
𝜕𝑧
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= 𝜋𝑑𝑈∆𝑇

(2.4.1.2)

where 𝑝 is fluid pressure, ℎ is enthalpy, 𝑑 is the effective flow path diameter for either the
working fluid and exhaust gas, 𝑈 is the heat transfer coefficient, and Δ𝑇 is the temperature
difference between the fluid (working fluid or exhaust gas) and the wall. Due to the fast
dynamics of exhaust gas,

𝜕𝑚̇
𝜕𝑧

is close to zero. Therefore, the exhaust gas does not require a

mass balance equation.
The energy balance of the wall is shown as follows:
𝐴𝑤,𝑐𝑟𝑜𝑠𝑠 𝑐𝑝,𝑤 𝜌𝑤 𝐿𝑤

𝑑𝑇𝑤
𝑑𝑡

= 𝐴𝑓,𝑤 𝑈𝑓,𝑤 ∆𝑇𝑓,𝑤 + 𝑚𝜂 𝐴𝑒,𝑤 𝑈𝑒,𝑤 ∆𝑇𝑒,𝑤

(2.4.1.3)

where subscript 𝑤 is wall, 𝑐𝑝 is heat capacity, 𝐿 is the length in axial direction, 𝐴𝑓,𝑤 is the
heat transfer area between working fluid and wall, 𝑈𝑓,𝑤 is the heat transfer coefficient
between working fluid and wall. 𝑚𝜂 is the heat exchanger efficiency multiplier, which
accounts for heat loss to the environment, 𝐴𝑒,𝑤 is the heat transfer area between exhaust
gas and wall, and 𝑈𝑒,𝑤 is the heat transfer coefficient between exhaust gas and wall.

Fig. 2-3. The finite volume method for heat exchanger modeling. The model includes m uniform
volumetric cells. In each cell, the heat 𝑞 flows from the exhaust gas through the wall to working
fluid. In this counterflow design, the exhaust gas flows right to left and the working fluid flows left
to right.

A FVM is utilized to solve governing Eqs. (2.4.1.1-2.4.1.3). The heat exchanger is
uniformly discretized into thirty cells, and the governing equations are then solved in each
cell. A diagram of the FVM is shown in Fig. 2-3. The exhaust gas and working fluid flow
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are in a counterflow orientation. In each cell, exhaust heat is absorbed by wall and then
released to the working fluid. From the first cell to last cell, the working fluid experiences
phase change from pure liquid to mixed phase and finally to pure vapor.
Boundary conditions (BC) are set at the inlet, outlet and outer surface area.
Necessary BC for the exhaust gas include: mass flow rate and pressure at inlet, heat transfer
between the exhaust gas and the working fluid tube wall, and heat transfer with the ambient
at outer shell of evaporator. In addition, the exhaust gas inlet and outlet are considered
adiabatic. Exhaust gas heat is released to ambient through the shell of evaporator, which is
considered by adding multiplier 𝑚𝜂 in Eq. (2.4.1.3) to adjust the amount of heat left to
transfer from the exhaust gas to the working fluid tube wall. The working fluid tube wall
is assumed adiabatic at the inlet and outlet. The spatial temperature distribution within the
thickness of the working fluid tube wall is neglected. The tube wall mass absorbs heat from
the exhaust gas and then releases that heat to the working fluid inside.
The Partial Differential Equations (PDE) Eqs. (2.4.1.1) and (2.4.1.2) are simplified
to Ordinary Differential Equations (ODE) as follows:
𝑑𝑚𝑓
𝑑𝑡
𝑑(𝑚̇ℎ−𝑣𝑝)
𝑑𝑡

= 𝑚̇𝑓,𝑖𝑛 − 𝑚̇𝑓,𝑜𝑢𝑡

(2.4.1.4)

= 𝑚̇𝑖𝑛 ℎ𝑖𝑛 − 𝑚̇𝑜𝑢𝑡 ℎ𝑜𝑢𝑡 + 𝐴𝑈∆𝑇

(2.4.1.5)

where subscripts 𝑖𝑛 and 𝑜𝑢𝑡 denote spatial context in the axial direction, 𝑣 is the working
fluid side volume of one discretized cell. Eqs. (2.4.1.3–2.4.1.5) are solved as follows:
𝑇𝑤,𝑡(𝑘+1) = 𝑇𝑤,𝑡(𝑘) +

𝐴𝑓,𝑤 𝑈𝑓,𝑤 ∆𝑇𝑓,𝑤 +𝐴𝑒,𝑤 𝑈𝑒,𝑤 ∆𝑇𝑒,𝑤
𝐴𝑤,𝑐𝑟𝑜𝑠𝑠 𝑐𝑝,𝑤 𝜌𝑤 𝐿𝑤
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∆𝑡

(2.4.1.6)

𝑚𝑓,𝑡(𝑘+1) = 𝑚𝑓,𝑡(𝑘) + (𝑚̇𝑓,𝑖𝑛 − 𝑚̇𝑓,𝑜𝑢𝑡 )∆𝑡
(𝑚ℎ)𝑡(𝑘+1) = (𝑚ℎ)𝑡(𝑘) +

𝑑(𝑣𝑝)
𝑑𝑡

+ (𝑚̇𝑖𝑛 ℎ𝑖𝑛 − 𝑚̇𝑜𝑢𝑡 ℎ𝑜𝑢𝑡 + 𝐴𝑈∆𝑇)∆𝑡

(2.4.1.7)

(2.4.1.8)

where 𝑘 is the time step indices, ∆𝑡 is length of time step, 𝑑(𝑣𝑝)/𝑑𝑡 is solved by Eqs.
(2.4.1.7), (2.4.6.1) and (2.4.6.2).
Overall, there are four equations to be solved for each cell: wall energy balance Eq.
(2.4.1.6), working fluid mass balance Eq. (2.4.1.7), working fluid energy balance Eq.
(2.4.1.8), and exhaust gas energy balance Eq. (2.4.1.8).

2.4.1.1 Pressure drop in the evaporator
Inclusion of a pressure drop model improves the pressure calculation accuracy
inside the evaporator. A complete pressure drop derivation is presented in this chapter to
calculate the working fluid pressure at each location inside the heat exchanger. Pressure
drops are first calculated for each working fluid phase. Then, the pressure within individual
finite volume cells are defined through a linear relation within each working fluid phase.
Pressure drop is derived based on the fundamentals of momentum balance. For a two-phase
situation, an idealized model of momentum transport is shown below:
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Fig. 2-4. Two-phase flow momentum balance in an inclined tube [38]

In Fig. 2-4, 𝑣 represents vapor, 𝑙 is liquid, 𝑔 is gravitational acceleration, 𝛺 is the
intersection angle between flow path and horizontal surface, 𝑢 is flow velocity, 𝑧 is axial
location, and 𝐹 is wall frictional force. The working fluid momentum balance is expressed
as follows:
𝑑𝐼
𝑑𝑡

= 𝐹𝑝 + 𝐹𝑓𝑟 + 𝐹𝑔 + 𝐹𝑒𝑥𝑐

(2.4.1.1.1)

where 𝐼 is the fluid momentum, 𝐹𝑝 is pressure force, 𝐹𝑓𝑟 is wall friction force, 𝐹𝑔 is
gravitational force, and 𝐹𝑒𝑥𝑐 is the force exchanged between liquid and vapor fluid. In one
discretized cell, Eq. (2.4.1.1.1) are implemented for the liquid and the vapor, which are
shown as follows respectively:
(𝑚̇𝑙 + 𝑑𝑚̇𝑙 )(𝑢𝑙 + 𝑑𝑢𝑙 ) − 𝑚̇𝑙 𝑢𝑙 = 𝑝𝐴𝑙 − (𝑝 + 𝑑𝑝)(𝐴𝑙 + 𝑑𝐴𝑙 )
−𝑑𝐹𝑙 − 𝑑𝐹𝑖,𝑙 − 𝐴𝑙 𝑑𝑧𝜌𝑙 𝑔 𝑠𝑖𝑛Ω + 𝑑𝑚̇𝑙 𝑢𝑙
(𝑚̇𝑣 + 𝑑𝑚̇𝑣 )(𝑢𝑣 + 𝑑𝑢𝑣 ) − 𝑚̇𝑣 𝑢𝑣 = 𝑝𝐴𝑣 − (𝑝 + 𝑑𝑝)(𝐴𝑣 + 𝑑𝐴𝑣 )
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(2.4.1.1.2)

−𝑑𝐹𝑣 − 𝑑𝐹𝑖,𝑣 − 𝐴𝑣 𝑑𝑧𝜌𝑣 𝑔 𝑠𝑖𝑛Ω − 𝑑𝑚̇𝑙 𝑢𝑙 (2.4.1.1.3)
According to Newton’s third law, the interfacial force balance Eq. (2.4.1.1.4)a is
derived. The increase of vapor mass flow equals the reduction of liquid mass flow, Eq.
(2.4.1.1.4)b. The flow path is divided into vapor and liquid sections as prescribed by Eq.
(2.4.1.1.4)c.
𝑑𝐹𝑖,𝑣 = −𝑑𝐹𝑖,𝑙
{𝑑𝑚̇𝑣 = −𝑑𝑚̇𝑙
𝐴 = 𝐴𝑣 + 𝐴𝑙

(2.4.1.1.4a)
(2.4.1.1.4b)
(2.4.1.1.4c)

Combining Eqs. (2.4.1.1.2 – 2.4.1.1.4) produces:
−𝐴𝑑𝑝 − 𝑝𝑑𝐴 − 𝑑𝐹𝑙 − 𝑑𝐹𝑣 − (𝐴𝑙 𝜌𝑙 − 𝐴𝑣 𝜌𝑣 )𝑔𝑑𝑧 𝑠𝑖𝑛Ω = d(𝑚̇𝑣 𝑢𝑣 + 𝑚̇𝑙 𝑢𝑙 )

(2.4.1.1.5)

Friction force is defined via [38]:
𝑑𝑝

− (𝑑𝑧 )

𝑓𝑟

𝐴𝑑𝑧 = 𝑑𝐹𝑙 + 𝑑𝐹𝑣

(2.4.1.1.6)

Additionally, vapor fluid speed and liquid fluid speed is expressed as [38]:
𝑢𝑣 = 𝜌

𝐺𝑥

(2.4.1.1.7)

𝑣𝑎𝑝 𝛼

𝑢𝑙 = 𝜌

𝐺(1−𝑥)
𝑠𝑎𝑡 (1−𝛼)

(2.4.1.1.8)

ℎ−ℎ𝑠𝑎𝑡

𝑥=ℎ

(2.4.1.1.9)

𝑣𝑎𝑝 −𝑠𝑎𝑡

𝛼=

𝐴𝑣

(2.4.1.1.10)

𝐴
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where 𝐺 is mass flux, 𝑥 is vapor quality, 𝛼 is void fraction, subscript 𝑣𝑎𝑝 is saturated
vapor, and subscript 𝑠𝑎𝑡 represents saturated liquid. Substitution of Eqs. (2.4.1.1.6 –
2.4.1.1.10) into Eq. (2.4.1.1.5), yields the two-phase pressure drop spatial derivative:
𝑑𝑝

− ( 𝑑𝑧 )

𝑝 𝑑𝐴

𝑡𝑝

𝑑𝑝

1 𝑑

= − 𝐴 ( 𝑑𝑧 ) − ( 𝑑𝑧 )

𝑓𝑟

𝐺2 𝑥2 𝐴

+ [(1 − 𝛼)𝜌𝑠𝑎𝑡 + 𝛼𝜌𝑣𝑎𝑝 ]𝑔 ∙ 𝑠𝑖𝑛Ω + 𝐴 𝑑𝑧 [ 𝜌

𝑣𝑎𝑝 𝛼

𝐺 2 (1−𝑥)2 𝐴
]
𝜌𝑠𝑎𝑡 (1−𝛼)

+

(2.4.1.1.11)

Equation (2.4.1.1.11) is rewritten as follows:
𝑑𝑝
𝑝 𝑑𝐴
𝑑𝑝
0 = [( ) − ( )] + [− ( ) ] + [[(1 − 𝛼)𝜌𝑠𝑎𝑡 + 𝛼𝜌𝑣𝑎𝑝 ]𝑔 ∙ 𝑠𝑖𝑛Ω]
𝑑𝑧 𝑡𝑝 𝐴 𝑑𝑧
𝑑𝑧 𝑓𝑟

+

𝐺2𝑥 2𝐴

1 𝑑

[
𝐴 𝑑𝑧 𝜌

𝑣𝑎𝑝 𝛼

+

𝐺 2 (1−𝑥)2 𝐴
𝜌𝑠𝑎𝑡 (1−𝛼)

]

(2.4.1.1.12)

In the pure liquid and pure vapor regions, Eq. (2.4.1.1.5) reduces to Eqs.
(2.4.1.1.13a) and (2.4.1.1.13b), respectively.
{

−𝐴𝑑𝑝 − 𝑝𝑑𝐴 − 𝑑𝐹𝑙 − (𝐴𝑙 𝜌𝑙 )𝑔𝑑𝑧 𝑠𝑖𝑛Ω = d(𝑚̇𝑙 𝑢𝑙 )
−𝐴𝑑𝑝 − 𝑝𝑑𝐴 − 𝑑𝐹𝑣 − (𝐴𝑣 𝜌𝑣 )𝑔𝑑𝑧 𝑠𝑖𝑛Ω = d(𝑚̇𝑣 𝑢𝑣 )

(2.4.1.1.13a)
(2.4.1.1.13b)

Following the same derivation process as used to develop Eq. (2.4.1.1.12) results
in the general form for pure liquid and pure vapor pressure drop as follows:
𝑑𝑝

𝑝 𝑑𝐴

𝑑𝑝

− (𝑑𝑧 ) = − 𝐴 ( 𝑑𝑧 ) − ( 𝑑𝑧 )
𝑠

1 𝑑

𝑓𝑟,𝑠

where subscript 𝑠 represents ‘single phase’.

𝐺2 𝐴

+ 𝜌𝑔𝑠𝑖𝑛Ω + 𝐴 𝑑𝑧 (
𝑑𝐴
𝑑𝑧

𝜌

)

(2.4.1.1.14)

is equal to zero if the diameter of working

fluid pipe is constant, which is the case in this heat exchanger. The frictional pressure
gradient of single phase flow in round tubes is presented as follows [38]:
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𝑑𝑝

− (𝑑𝑧 )

=

𝑓𝑟,𝑠

2𝑓𝑠 𝐺𝑠2

(2.4.1.1.15)

𝜌𝑠 𝑑ℎ

where 𝑓𝑠 is friction factor, which is calculated by the Blasius correlation [39]:
𝐺𝑠 𝑑ℎ −𝑛

𝑓𝑠 = 𝐵 𝑅𝑒 −𝑛 = 𝐵 (

𝜇𝑠

)

(2.4.1.1.16)

where 𝑅𝑒 is Reynolds number [40], and 𝐵 and 𝑛 are functions of flow pattern. For laminar
flow, B=16 and n=1 while for turbulent flow B=0.079 and n=0.25. The two-phase frictional
pressure is derived from either liquid phase or vapor phase frictional pressure with a
multiplier. In this chapter, vapor phase frictional pressure is selected.
𝑑𝑝

− (𝑑𝑧 )

𝑑𝑝

𝑓𝑟,𝑡𝑝

= 𝜑𝑣 [− ( 𝑑𝑧 )

𝑓𝑟,𝑣

] = 𝜑𝑣

2𝑓𝑣 𝐺𝑣2
𝜌𝑣 𝑑ℎ

𝜑𝑣 = 1 + 𝐶𝑋 + 𝑋 2

𝑋=[

𝑑𝑝
)
𝑑𝑧 𝑙
𝑑𝑝
( )
𝑑𝑧 𝑣

(

(2.4.1.1.17)

(2.4.1.1.18)

0.5

]

(2.4.1.1.19)

Liquid

Gas

C

Turbulent

Turbulent

20

Laminar

Turbulent

12

Turbulent

Laminar

10

Laminar

Laminar

5

Table 2-1. Constant C value at different flow pattern

where X is the Martinelli parameter and C is constant depending on flow pattern, which is
shown in Table 2-1. 𝜑𝑣 is the two-phase multiplier, X is the Martinelli parameter and C is
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a constant depending on flow pattern. Applying Eq. (2.4.1.1.15) and (2.4.1.1.16) to liquid
and vapor phase yields:
𝑑𝑝

(𝑑𝑧 ) =

2𝑓𝑙 𝐺 2 (1−𝑥)2

𝑙

(2.4.1.1.20)

𝜌𝑙 𝑑ℎ
𝐺(1−𝑥)𝑑ℎ −𝑛

𝑓𝑙 = 𝐵 𝑅𝑒𝑙−𝑛 = 𝐵 (
𝑑𝑝

(𝑑𝑧 ) =
𝑣

)

𝜇𝑙

(2.4.1.1.21)

2𝑓𝑣 𝐺 2 𝑥 2

(2.4.1.1.22)

𝜌𝑣 𝑑ℎ

𝑓𝑣 = 𝐵 𝑅𝑒𝑣−𝑛 = 𝐵 (

𝐺𝑥𝑑ℎ −𝑛
𝜇𝑣

)

(2.4.1.1.23)

Substituting Eqs. (2.4.1.1.20 – 2.4.1.1.23) into Eq. (2.4.1.1.19), the following
equation is obtained:

𝑋 = [𝐺

(𝑛𝑣 −𝑛𝑙 )

𝐵 (1−𝑥)(2−𝑛𝑙 ) 𝜇 (−𝑛𝑣 ) 𝜌
𝑑ℎ (𝑛𝑣−𝑛𝑙) 𝐵 𝑙 (𝑥)(2−𝑛𝑣) 𝑣(−𝑛 ) 𝜌𝑣
𝑙
𝜇𝑙
𝑣
𝑙

0.5

]

(2.4.1.1.24)

The gravity term 𝜌𝑔𝑠𝑖𝑛Ω in Eq. (2.4.1.1.14) cancels because the upward and
downward length of the working fluid flow path are equal for this evaporator design. Thus,
the pressure drop across liquid, two-phase and vapor working fluid phases are derived
respectively as follows:

∆𝑝𝑙 = ∫

𝑧𝑎𝑠𝑎𝑡

𝑧1

𝑧𝑎𝑠𝑎𝑡
𝑑𝑝
2𝑓𝑙 𝐺 2 1 𝑑 𝐺 2 𝐴
( ) 𝑑𝑧 = ∫
−(
+
(
)) 𝑑𝑧
𝑑𝑧
𝜌𝑙 𝑑ℎ 𝐴 𝑑𝑧 𝜌𝑙
𝑧1

𝑎

𝐺𝑎2𝑠𝑎𝑡 +1

2𝑓̅ 𝐺̅ 2

𝑠𝑎𝑡
= − (∑𝑖=1
( 𝜌̅ 𝑙𝑖𝑑 𝑖 ∆𝑧) + [𝜌
𝑙𝑖 ℎ
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𝑙𝑎𝑠𝑎𝑡 +1

𝐺2

] − [𝜌 1 ])
𝑙1

(2.4.1.1.25)

𝑧

𝑑𝑝

̅2
∆𝑝𝑡𝑝 = ∫𝑧 𝑎𝑣𝑎𝑝 −1 (𝑑𝑧 ) 𝑑𝑧 = − (∑𝑁
𝑖=𝑎𝑣 (Φ𝑣
𝑎𝑠𝑎𝑡 +1

𝐺𝑎2𝑠𝑎𝑡 +1 𝑥𝑎𝑠𝑎𝑡 +1 2

[𝜌

𝑣(𝑎𝑠𝑎𝑡 +1) 𝛼𝑎𝑠𝑎𝑡 +1

∆𝑝𝑣 = ∫

𝑧𝑁+1

𝑧𝑎𝑣𝑎𝑝

]+[

𝐺𝑎2𝑣𝑎𝑝 (1−𝑥𝑎𝑣𝑎𝑝 )
𝜌𝑙(𝑎

𝑣𝑎𝑝 )

2

(1−𝛼𝑎𝑣𝑎𝑝 )

𝐺𝑎2𝑣𝑎𝑝 𝑥𝑎𝑣𝑎𝑝 2

2𝑓𝑣̅ 𝐺𝑖̅ 2 𝑥̅ 2

∆𝑧) + [𝜌

̅𝑣 𝑑ℎ
𝜌

𝐺𝑎2𝑠𝑎𝑡 +1 (1−𝑥𝑎𝑠𝑎𝑡 +1 )

] − [𝜌

𝑣(𝑎𝑑𝑒𝑤 ) 𝛼𝑎𝑑𝑒𝑤

]−

2

𝑙(𝑎𝑠𝑎𝑡 +1) (1−𝛼𝑎𝑠𝑎𝑡 +1 )

]) (2.4.1.1.26)

𝑧𝑁+1
𝑑𝑝
2𝑓𝑣 𝐺 2 1 𝑑 𝐺 2 𝐴
( ) 𝑑𝑧 = ∫
−(
+
(
)) 𝑑𝑧
𝑑𝑧
𝜌𝑣 𝑑ℎ 𝐴 𝑑𝑧 𝜌𝑣
𝑧𝑎
𝑣𝑎𝑝

2𝑓̅ 𝐺̅ 2

𝐺2

𝐺𝑎2𝑣𝑎𝑝

𝑣,𝑖 𝑖
= − (∑𝑁+1
∆𝑧) + [𝜌 𝑁+1 ] − [𝜌
𝑖=𝑎𝑣𝑎𝑝 ( 𝜌
̅ 𝑑
𝑣,𝑖 ℎ

𝑣,𝑁+1

𝑣,𝑎𝑣𝑎𝑝

])

(2.4.1.1.27)

where 𝑎 is the 𝑎𝑡ℎ boundary of the discretized evaporator. Subsequently, the pressure
value at inlet and two-phase boundaries are obtained:
𝑝𝑖𝑛 = ∆𝑝𝑙 + ∆𝑝𝑡𝑝 + ∆𝑝𝑣 + 𝑝𝑜𝑢𝑡
{ 𝑝𝑠𝑎𝑡 = ∆𝑝𝑡𝑝 + ∆𝑝𝑣 + 𝑝𝑜𝑢𝑡
𝑝𝑣𝑎𝑝 = ∆𝑝𝑣 + 𝑝𝑜𝑢𝑡

(2.4.1.1.28)

The evaporation pressure in each discretized cell is calculated as follows:
𝑎𝑖 −1

𝑝𝑖𝑛 − 𝑎

𝑠𝑎𝑡 −1
𝑎𝑖 −𝑎𝑠𝑎𝑡

(𝑝𝑖𝑛 − 𝑝𝑠𝑎𝑡 ), 𝑖𝑓 𝑎𝑠𝑎𝑡 ≥ 𝑎𝑖

𝑝𝑖 = 𝑝𝑠𝑎𝑡 − 𝑎𝑣𝑎𝑝 −𝑎𝑠𝑎𝑡 (𝑝𝑠𝑎𝑡 − 𝑝𝑣𝑎𝑝 ), 𝑖𝑓 𝑎𝑣𝑎𝑝 > 𝑎𝑖 ≥ 𝑎𝑠𝑎𝑡
{

𝑎 −𝑎𝑣𝑎𝑝

𝑖
𝑝𝑣𝑎𝑝 − 𝑁−𝑎

𝑣𝑎𝑝

(2.4.1.1.29)

(𝑝𝑣𝑎𝑝 − 𝑝𝑜𝑢𝑡 ), 𝑖𝑓 𝑎𝑖 ≥ 𝑎𝑣𝑎𝑝

Only heat exchanger inlet and outlet pressure are measured experimentally.
Therefore, only the total pressure drop is considered for the pressure drop model validation.

2.4.1.2 Heat transfer coefficients
Heat transfer coefficients are classified into two types based on the fluid considered
(either exhaust gas or working fluid). Due to the fast dynamics in the exhaust gas, all thirty
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spatial cells utilize one heat transfer coefficient, which is only time dependent. Eq.
(2.4.1.2.1) is the expression of friction factor for concentric tubes [41], which is selected
here as the evaporator geometry is simplified to that of a concentric tube structure:
∗
𝜉𝑒,𝑇𝑃 = (1.8 log10 (𝑅𝑒𝑒,𝑇𝑃
) − 1.5)

∗
𝑅𝑒𝑒,𝑇𝑃
= 𝑅𝑒𝑒,𝑇𝑃

−2

(2.4.1.2.1)

(1+𝑟𝑑 2 )𝑙𝑛(𝑟𝑑 )+(1−𝑟𝑑 )

(2.4.1.2.2)

(1+𝑟𝑑 2 )ln(𝑟𝑑 )
𝑑

𝑟𝑑 = 𝑑 𝑖𝑛

(2.4.1.2.3)

𝑜𝑢𝑡

where 𝜉 is friction factor, 𝑑𝑖𝑛 and 𝑑𝑜𝑢𝑡 are inner and outer diameters of concentric tube,
respectively. The thermal conductivity of the exhaust gas is shown as follows:
900

𝑘1,𝑒,𝑇𝑃 = 1.07 + 𝑅𝑒
𝑅𝑒𝑒,𝑇𝑃 =
𝑃𝑟𝑒,𝑇𝑃 =

𝑒,𝑇𝑃

0.63

− (1+10P𝑟

𝑒,𝑇𝑃

(2.4.1.2.4)

)

𝑚̇𝑒,𝑇𝑃 𝑑𝑒,𝑇𝑃

(2.4.1.2.5)

𝐴𝑒,𝑇𝑃,𝑐𝑟𝑜𝑠𝑠 𝑣𝑑
𝑣𝑑,𝑒,𝑇𝑃 𝑐𝑝,𝑒,𝑇𝑃

(2.4.1.2.6)

𝑘𝑒,𝑇𝑃

where d is hydraulic diameter, 𝑣𝑑 is dynamic viscosity, Pr is Prandtl number. Nusselt
number expression, Eq. (2.4.1.2.7), of a concentric tube with insulated outer pipe wall is
selected based on the heat exchanger structure [42].

𝑁𝑢𝑒,𝑇𝑃 =

𝜉
( 𝑒,𝑇𝑃 )𝑅𝑒𝑒,𝑇𝑃 𝑃𝑟𝑒,𝑇𝑃
8

𝜉𝑒,𝑇𝑃

𝑘1,𝑒,𝑇𝑃 +12.7√

8

0.667 −1)
(𝑃𝑟𝑒,𝑇𝑃

𝑑𝑒,𝑇𝑃 0.667

[1 + (

𝑙

)

]

(2.4.1.2.7)

where 𝑙 is length of the pipe in the heat exchanger. The heat transfer coefficient between
exhaust gas and wall are calculated with Eq. (2.4.1.2.8) [43]. The experimental evaporator
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construction differs slightly from concentric tubes, so a heat transfer coefficient multiplier
(𝑚𝑈 ) is applied.
𝑈𝑒,𝑤,𝑇𝑃 = 𝑚𝑈

𝑁𝑢𝑒,𝑇𝑃 𝑘𝑒,𝑇𝑃

(2.4.1.2.8)

𝑑𝑒,𝑇𝑃

The heat transfer coefficient on the working fluid side has a different format for
each working fluid phase. Each discretized cell has its own heat transfer coefficient, which
is both temporally and spatially dependent. The calculation of pure liquid and pure vapor
heat transfer coefficients between the working fluid and the tube wall are given in Eq.
(2.4.1.2.9). These heat transfer coefficients are selected according to the helical coil heat
exchanger structure [42].
𝜉𝑓,𝑇𝑃,𝑖

𝑈𝑓,𝑤,𝑇𝑃,𝑖 =

(

)𝑅𝑒𝑓,𝑇𝑃,𝑖 𝑃𝑟𝑓,𝑇𝑃,𝑖

𝑘𝑓,𝑇𝑃,𝑖

𝜉𝑓,𝑇𝑃,𝑖

𝑑𝑓,𝑇𝑃,𝑖

8

1+12.7√

8

0.667 −1)
(𝑃𝑟𝑓,𝑇𝑃,𝑖

0.5

𝑑

𝜉𝑓,𝑇𝑃,𝑖 = 0.0075 (𝐷𝑓,𝑇𝑃 )
𝑓,𝑇𝑃

0.079

+ 𝑅𝑒 0.25

𝑓,𝑇𝑃,𝑖

(2.4.1.2.9)

(2.4.1.2.10)

The two-phase heat transfer coefficient between the working fluid and the tube wall
is calculated from a vertical tube two-phase heat transfer coefficient expression [42], which
shares a similar structure with the helical coil utilized in the experiments. 𝑈𝑓,𝑤,𝑇𝑃,𝑠𝑎𝑡 and
𝑈𝑓,𝑤,𝑇𝑃,𝑣𝑎𝑝 are calculated using single phase Eq. (2.4.1.2.9). The two-phase heat transfer
coefficient expression is shown in Eq. (2.4.1.2.11):
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𝑈𝑓,𝑇𝑃,𝑡𝑝 = {(1 − 𝑥)

0.01

[(1 − 𝑥) + 1.9𝑥

0.4

𝜌𝑓,𝑠𝑎𝑡

(𝜌

8(1 − 𝑥)

𝑓,𝑣𝑎𝑝

0.7

)

0.35 −2.2

]

𝜌𝑓,𝑠𝑎𝑡

(𝜌

𝑓,𝑣𝑎𝑝

)

𝑈

+ 𝑥 0.01 [ 𝑈𝑓,𝑇𝑃,𝑣𝑎𝑝 (1 +
𝑓,𝑇𝑃,𝑠𝑎𝑡

0.67

−2 −0.5

)] }

(2.4.1.2.11)

Fig. 2-5. Turbine inlet and outlet connection diagram

2.4.2 Turbine
The turbine is integrated with an electric generator in this work. However, it can
also be mechanically connected to engine crank shaft through a transmission, as in .
Turbine expander mass flow rate has a linear relationship to turbine inlet pressure, Eq.
(2.4.2.1), due to the choked flow status at high expansion ratios (10-30).
𝑚̇𝑖𝑛 = 𝑎𝑡𝑢𝑟𝑏 𝑝𝑖𝑛 + 𝑏𝑡𝑢𝑟𝑏

(2.4.2.1)

The outlet enthalpy is calculated by isentropic efficiency as follows:
ℎ𝑜𝑢𝑡 = ℎ𝑖𝑛 − 𝜂𝑖𝑠 (ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡,𝑖𝑠 )

(2.4.2.2)

𝜂𝑖𝑠 = 𝑚𝑎𝑝(𝑁𝑡𝑢𝑟𝑏 , 𝑝𝑖𝑛 /𝑝𝑜𝑢𝑡 , 𝑇𝑖𝑛 )

(2.4.2.3)

ℎ𝑜𝑢𝑡,𝑖𝑠 = 𝑚𝑎𝑝(𝑠𝑜𝑢𝑡 , 𝑝𝑜𝑢𝑡 )

(2.4.2.4)
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𝑠𝑜𝑢𝑡 = 𝑠𝑖𝑛

(2.4.2.5)

𝑠𝑖𝑛 = 𝑚𝑎𝑝(ℎ𝑖𝑛 , 𝑝𝑖𝑛 )

(2.4.2.6)

The turbine efficiency map is proprietary to the project sponsor, BorgWarner Inc.
and is not shown here. Outlet temperature, 𝑇𝑜𝑢𝑡 , is calculated from outlet enthalpy and
outlet pressure using a thermodynamic table of the working fluid.
𝑇𝑜𝑢𝑡 = 𝑚𝑎𝑝(ℎ𝑜𝑢𝑡 , 𝑝𝑜𝑢𝑡 )

(2.4.2.7)

The turbine power is given as follows
𝑃𝑇𝑢𝑟𝑏 = 𝜂𝑐𝑜𝑛𝑣 𝜂𝑒𝑚 𝜂𝑖𝑠 𝑚̇𝑖𝑛 (ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡,𝑖𝑠 )

(2.4.2.8)

where turbine power electronics efficiency 𝜂𝑐𝑜𝑛𝑣 = 0.99 and turbine electric motor
efficiency 𝜂𝑒𝑚 = 0.95.
Turbine BC are pressure and enthalpy at inlet, and pressure at outlet. Additionally,
the inlet and outlet are adiabatic. The heat transfer between turbine outer surface and
ambient is considered within the turbine isentropic efficiency map.

Fig. 2-6. High pressure pump inlet and outlet connection diagram
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2.4.3 Pump
The ORC-WHR system pumps maintain both working fluid mass flow and
pressure. The HP pump is a positive displacement type, whereas the feed pump is an inline
roller cell pump. Due to the dominance of the HP pump, this chapter only presents only the
HP pump model. The mass flow rate of the pump is interpolated from a 2-D map as shown
in Eq. (2.4.3.1) [44]. Pump power consumption and outlet temperature are calculated from
physics expressions via Eqs. (2.4.3.2) and (2.4.3.3).
𝑚̇𝑝𝑢𝑚𝑝 = 𝑚𝑎𝑝(𝑁𝑝𝑢𝑚𝑝 )
𝑃𝑝𝑢𝑚𝑝 =

(2.4.3.1)

𝑚̇𝑝𝑢𝑚𝑝 (𝑝𝑜𝑢𝑡,𝑝𝑢𝑚𝑝 −𝑝𝑖𝑛,𝑝𝑢𝑚𝑝 )
𝜌

(2.4.3.2)

𝜂𝑖𝑠,𝑝𝑢𝑚𝑝

𝑇𝑜𝑢𝑡,𝑝𝑢𝑚𝑝 = 𝑇𝑖𝑛,𝑝𝑢𝑚𝑝 +

(1−𝜂𝑖𝑠,𝑝𝑢𝑚𝑝 )𝑃𝑝𝑢𝑚𝑝

(2.4.3.3)

𝑚̇𝑝𝑢𝑚𝑝 𝑐𝑝,𝑝𝑢𝑚𝑝

where 𝜌 is the pump upstream working fluid density, 𝑝𝑖𝑛,𝑝𝑢𝑚𝑝 , 𝑝𝑜𝑢𝑡,𝑝𝑢𝑚𝑝 are upstream and
downstream pressure respectively, 𝑐𝑝,𝑝𝑢𝑚𝑝 is the upstream specific heat capacity of the
working fluid, 𝜂𝑖𝑠,𝑝𝑢𝑚𝑝 is isentropic efficiency and is expressed as a function of pump mass
flow rate. The empirical expression and coefficients are found in [31, 45].
𝜂𝑖𝑠,𝑝𝑢𝑚𝑝 = 0.93 − 0.11 𝑙𝑜𝑔 (

− 0.06 𝑙𝑜𝑔 (

𝑚̇𝑝𝑢𝑚𝑝
𝑚̇𝑝𝑢𝑚𝑝,𝑚𝑎𝑥
𝑚̇𝑝𝑢𝑚𝑝

𝑚̇𝑝𝑢𝑚𝑝,𝑚𝑎𝑥

) − 0.2 𝑙𝑜𝑔 (

𝑚̇𝑝𝑢𝑚𝑝
𝑚̇𝑝𝑢𝑚𝑝,𝑚𝑎𝑥

2

)

3

)

(2.4.3.4)
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Fig. 2-7. Junction inlet and outlet connection diagram

2.4.4 Junction
Pressure loss in the system pipe junctions is not considered. Junctions are modelled
by mass balance and energy balance via following two equations respectively.
𝑚̇𝑚𝑖𝑥 = 𝑚̇1 + 𝑚̇2
𝑚̇𝑚𝑖𝑥 ℎ𝑚𝑖𝑥 = 𝑚̇1 ℎ1 + 𝑚̇2 ℎ2

(2.4.4.1)
(2.4.4.2)

The junction BC are mass flow rate and enthalpy at the inlet, while the outlet is
considered adiabatic. The junctions are assumed to lose no heat to the environment.

2.4.5 Valves
Five valves are utilized by the ORC-WHR system, which include two mass flow
distribution valves, one turbine upstream valve, one turbine bypass valve, and one TP
exhaust bypass valve. The TP bypass valve is fully open in current study so its model is
not presented in this dissertation. The other four valves are modelled based on the working
fluid phase present at their respective locations. The two mass flow distribution valves are
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only exposed to incompressible liquid flow whereas the valves upstream of the turbine
expander encounter compressible gaseous flow at some point during operation. The valve
models are divided into two types: valves experiencing incompressible flow and valves
experiencing compressible flow.

Fig. 2-8. Vales experiencing incompressible flow inlet and outlet connection diagram

2.4.5.1 Valves experiencing incompressible flow
In Fig. 1-1, two mass flow distribution valves are located directly downstream of
the HP pump. Given the assumption that the liquid working fluid is incompressible, Eq.
(2.4.5.1.1) is obtained. A correlation is developed to calculate the mass flow rate
distribution based on the relative valve openings in Eq. (2.4.5.1.2).
𝑚̇𝑝𝑢𝑚𝑝 = 𝑚̇ 𝑇𝑃𝐸𝑣𝑎𝑝𝑉𝑙𝑣 + 𝑚̇𝐸𝐺𝑅𝐸𝑣𝑎𝑝𝑉𝑙𝑣
𝑂𝑇𝑃𝐸𝑣𝑎𝑝𝑉𝑙𝑣

𝑟𝑚̇ = 𝑐𝐸𝑣𝑎𝑝𝑉𝑙𝑣 (𝑂

𝐸𝐺𝑅𝐸𝑣𝑎𝑝𝑉𝑙𝑣

𝑚̇

𝑟𝑚̇ = 𝑚̇ 𝑇𝑃𝐸𝑣𝑎𝑝𝑉𝑙𝑣

𝐸𝐺𝑅𝐸𝑣𝑎𝑝𝑉𝑙𝑣
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(2.4.5.1.1)

𝑎𝐸𝑣𝑎𝑝𝑉𝑙𝑣

)

(2.4.5.1.2)
(2.4.5.1.3)

where 𝑂𝑇𝑃𝐸𝑣𝑎𝑝𝑉𝑙𝑣 /𝑂𝐸𝐺𝑅𝐸𝑣𝑎𝑝𝑉𝑙𝑣 are the normalized TP and EGR evaporator distribution
valve openings respectively, 𝑎𝐸𝑣𝑎𝑝𝑉𝑙𝑣 /𝑐𝐸𝑣𝑎𝑝𝑉𝑙𝑣 are two parameters to be identified. The
mass flow rate through each of the two valves can then be calculated with Eq. (2.4.5.1.4).
𝑚̇ 𝑇𝑃𝐸𝑣𝑎𝑝𝑉𝑙𝑣 = 𝑟

𝑟𝑚̇

𝑚̇𝑝𝑢𝑚𝑝
𝑚̇ +1
{
1
𝑚̇𝐸𝐺𝑅𝐸𝑣𝑎𝑝𝑉𝑙𝑣 = 𝑟 +1 𝑚̇𝑝𝑢𝑚𝑝

(2.4.5.1.4)

𝑚̇

Due to the small temperature change across the incompressible valves, the outlet
temperature is assumed to equal the inlet temperature. The necessary BC for these two
valves are mass flow rate from the pump at the inlet. The valves are assumed to lose no
heat to the environment.

2.4.5.2 Valves experiencing compressible flow
The turbine inlet valve and turbine bypass valve both experience vapor phase flow.
They are modeled based on the compressible flow status: subsonic flow or supersonic flow
[46]:
2

If (𝛾+1)

𝛾
𝛾−1

𝑚̇ =
If 0 ≤
{
where 𝛾 =

𝑐𝑝
𝑐𝑣

𝑝𝑜𝑢𝑡
𝑝𝑖𝑛

≤

𝑝𝑜𝑢𝑡
𝑝𝑖𝑛

≤ 1 (subsonic):
2

2𝛾

𝑝
𝛾
𝑂𝐶𝑑 𝐴0 √𝛾−1 𝑝𝑖𝑛 𝜌𝑖𝑛 [( 𝑝𝑜𝑢𝑡)
𝑖𝑛
2

𝛾
𝛾−1

≤ (𝛾+1)

𝑝𝑜𝑢𝑡

𝛾+1
𝛾

−(𝑝 )
𝑖𝑛

]
(2.4.5.2.1)

(supersonic):
2

𝑚̇ = 𝑂𝐶𝑑 𝐴0 (𝛾+1)

𝛾+1
2(𝛾−1)

√𝛾𝑝𝑖𝑛 𝜌𝑖𝑛

is heat capacity ratio. Assuming the working fluid experiences an isentropic

process across the valve (ℎ𝑜𝑢𝑡 = ℎ𝑖𝑛 ), the outlet temperature is calculated:
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𝑇𝑜𝑢𝑡 = 𝑓(𝑝𝑜𝑢𝑡 , ℎ𝑜𝑢𝑡 )

(2.4.5.2.2)

The necessary BC for these two valves are pressure and enthalpy at the inlet and
pressure at the outlet. The valve is assumed to lose no heat to the environment.

Fig. 2-9. Compressible volume inlet and outlet connection diagram

2.4.6 Compressible volume
The volume after the evaporators and upstream of the turbine valves, is considered
a compressible volume, which is utilized to calculate the evaporator downstream pressure
[47]. Three equations are utilized in this volume: mass balance Eq. (2.4.1.1), energy
balance Eq. (2.4.6.1), and the ideal gas law Eq. (2.4.6.2) [48]. Three parameters are
calculated by solving these three equations: working fluid mass inside the volume, working
fluid mean temperature inside the volume, and mean pressure inside the volume.
𝑢

𝑑𝑚
𝑑𝑡

𝑑𝑇

+ 𝑚𝑐𝑣 𝑑𝑡 = 𝐻̇𝑖𝑛 − 𝐻̇𝑜𝑢𝑡

𝑅𝑇 𝑑𝑚
𝑉 𝑑𝑡

𝑝 𝑑𝑇

𝑑𝑝

+ 𝑇 𝑑𝑡 − 𝑑𝑡 = 0
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(2.4.6.1)

(2.4.6.2)

where 𝑢

represents specific internal energy, 𝑐𝑣 represents specific heat capacity,

𝐻̇𝑖𝑛 𝑎𝑛𝑑 𝐻̇𝑜𝑢𝑡 represent inlet and outlet enthalpy flowrate, 𝑅 represents ideal gas constant,
𝑉 represents vapor volume.
BC of the compressible vapor volume are mass flow rate and enthalpy at the inlet,
and mass flow rate at the outlet. Additionally, the inlet, outlet and outer surfaces are all
adiabatic.

Fig. 2-10. Reservoir inlet and outlet connection diagram

2.4.7 Reservoir
The reservoir acts as a buffer for the working fluid as the ORC-WHR system
experiences transients. Before the ORC system starts, the working fluid level is low in the
reservoir because the entire circuit is full of liquid. After the system reaches warm
conditions, part of the ORC system is occupied by vaporized working fluid and the working
fluid level in the reservoir increases compared to the cold condition. Both mass balance
and energy balance are applied in the reservoir to calculate the working fluid level as well
as the mean temperature. The mass balance shares the same equation with Eq. (2.4.1.1)
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while the energy balance is given in Eq. (2.4.7.1). Reservoir working fluid level is then
given by Eq. (2.4.7.2).
𝑑(𝑚ℎ)
𝑑𝑡

= 𝑚̇𝑖𝑛 ℎ𝑖𝑛 − 𝑚̇𝑜𝑢𝑡 ℎ𝑜𝑢𝑡

(2.4.7.1)

𝑉

𝐻𝑟𝑒𝑠 = 𝑉

(2.4.7.2)

0

where 𝑉0 represents the entire reservoir volume. Reservoir BC are mass flow rate and
enthalpy at the inlet and mass flow rate at the outlet. The reservoir is assumed to lose no
heat to the environment.

2.5 Model identification
All physical parameters are directly measured, such as the heat exchanger area,
evaporator wall mass, pipe volume, etc. For the pump model, there is no parameter to be
identified. The turbine, valve and heat exchanger parameter identification processes are
provided in this section.

2.5.1 Turbine
Two parameters(𝑎𝑡𝑢𝑟𝑏 , 𝑏𝑡𝑢𝑟𝑏 ) in Eq. (2.4.2.1) need to be identified. The turbine
inlet pressure and respective mass flow rate are measured experimentally. Identification is
achieved via the Matlab® Genetic Algorithm toolbox. The cost function is defined in Eq.
(2.5.1.1) and the results are shown as Eq. (2.5.1.2).
𝑛

𝑚𝑎𝑝,𝑡𝑢𝑟𝑏
𝑒𝑓𝑙𝑜𝑤,𝑡𝑢𝑟𝑏 = ∑𝑖=1
(𝑚̇𝑠𝑖𝑚,𝑡𝑢𝑟𝑏,𝑖 − 𝑚̇𝑚𝑎𝑝,𝑡𝑢𝑟𝑏,𝑖 )

{

𝑎𝑡𝑢𝑟𝑏 = 2.43 × 10−8
𝑏𝑡𝑢𝑟𝑏 = −3.3 × 10−3
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2

(2.5.1.1)

(2.5.1.2)

where 𝑛𝑚𝑎𝑝,𝑡𝑢𝑟𝑏 is the number of turbine mass flow points in turbine map.

2.5.2 Valves manipulating incompressible liquid
Two parameters (𝑎𝐸𝑣𝑎𝑝𝑉𝑙𝑣 , 𝑐𝐸𝑣𝑎𝑝𝑉𝑙𝑣 ) in Eq. (2.4.4.1.2) are identified via the
Matlab® Genetic Algorithm toolbox for the mass flow distribution valves. To identify the
valve parameters, evaporator mass flow rates, HP pump speed, and valve opening data are
collected experimentally. Operating conditions include transient engine conditions as well
as transient ORC conditions. The toolbox optimizes the two parameters by minimizing the
mass flow rate error for both mass flow distribution valves. The error is defined below:

𝑒𝑓𝑙𝑜𝑤,𝑣𝑙𝑣 = ∫

𝑇𝑠𝑖𝑚

𝜏=0

2

(𝑚̇ 𝑇𝑃𝐸𝑣𝑎𝑝𝑣𝑙𝑣,𝑠𝑖𝑚 − 𝑚̇ 𝑇𝑃𝐸𝑣𝑎𝑝𝑣𝑙𝑣,𝑠𝑖𝑚 ) 𝑑𝜏
2

𝑇

𝑠𝑖𝑚
+ ∫𝜏=0
(𝑚̇𝐸𝐺𝑅𝐸𝑣𝑎𝑝𝑣𝑙𝑣,𝑠𝑖𝑚 − 𝑚̇𝐸𝐺𝑅𝐸𝑣𝑎𝑝𝑣𝑙𝑣,𝑒𝑥𝑝 ) 𝑑𝜏

(2.5.2.1)

where 𝑇𝑠𝑖𝑚 is the simulation time. The optimized results are plotted in Fig. 2-11. Even
though the experiments are highly transient, the trends for both simulated valves match
well with experiments. The optimized coefficients are given in Eq. (2.5.2.2).
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Fig. 2-11. Working fluid mass flow rate through the TP and EGR evaporator distribution valves
(normalized by maximum absolute value)

{

𝑎𝐸𝑣𝑎𝑝𝑉𝑙𝑣 = 0.98
𝑐𝐸𝑣𝑎𝑝𝑉𝑙𝑣 = 0.5218

(2.5.2.2)

2.5.3 Valves manipulating compressible vapor
The discharge coefficients of the turbine inlet and turbine bypass valves require
identification. These two valves are identical, so only the turbine bypass valve
identification process is described here. The experimental data utilized in the identification
includes: valve opening, working fluid mass flow rate, and inlet/outlet pressures. Twentyfour operating points are tested experimentally, which span the range of engine conditions
(1000 rpm, 1039 Nm), (1200 rpm, 1000 Nm) with 8%, 12% and 17% EGR rates. The
discharge coefficient of the turbine bypass valve is given in Eq. (2.5.3.1) plotted in Fig.
2-12. As with the other components, the parameters are identified via the Matlab® Genetic
Algorithm toolbox. The identification results are given in Eq. (2.5.3.2).
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The fitting curve exhibited in Fig. 2-12 is able capture the main experimental trend.
However, the error is as large as 10% for certain conditions. This error is caused by the
partial opening of turbine inlet valve during the test to bring down the evaporation pressure
when the turbine is not installed. There are no mass flow rate sensors installed to
independently measure respective the mass flow rates through the turbine inlet valve and
turbine bypass valve. More experimental data are required for enhanced turbine bypass
valve calibration. This data should be collected during low power engine conditions so that
turbine inlet valve can fully close while evaporation pressure remains within the acceptable
range.
𝑝𝑒𝑣𝑎𝑝

2
𝐶𝑑,𝑇𝑢𝑟𝑏𝐵𝑦𝑝 = (𝑎1 𝑂𝑇𝑢𝑟𝑏𝐵𝑦𝑝
+ 𝑎2 𝑂𝑇𝑢𝑟𝑏𝐵𝑦𝑝 + 𝑎3 ) ∙ (

𝑎1 = −1.109𝑒 −5
𝑎2 = 1.397𝑒 −5
𝑎3 = 3.376𝑒 −6
{ 𝑎4 = 2.1𝑒6

𝑎4

)

(2.5.3.1)

(2.5.3.2)

Fig. 2-12. Turbine upstream valve and turbine bypass valve discharge coefficient
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2.5.4 Heat exchangers
The evaporators are shell-and-tube in structure, and the tubes are shaped as
compounded coils. The TP exhaust gas evaporator contains four parallel helical coils, while
the EGR evaporator has only two parallel coils. The selected empirical heat transfer
coefficient between the exhaust gas and helical coil was designed for heat transfer between
fluid flowing in concentric pipes. The working fluid flows inside the tube coiled with a
tight radius of curvature, which is subsequently spiraled axially around the evaporator
centerline in the direction of the exhaust flow. This complex shape experiences parallel
and cross flow heat transfer. For simplicity, this geometry has been modeled as concentric
tube-in-tube experiencing counter flow heat transfer with exhaust gas. Due to discrepancies
between the physical evaporator design and the selected empirical heat transfer
correlations, heat transfer coefficient multipliers and evaporator efficiency multipliers are
utilized for evaporator model identification. The efficiency multiplier 𝑚𝜂 is introduced in
Eq. (2.4.1.3) and accounts for heat losses from evaporator to environment. The heat transfer
coefficient multiplier 𝑚𝑈 is introduced in Eq. (2.4.1.2.8) and accounts for the complex
structure of the experimental heat exchanger relative to the geometry for which the
correlations are derived.
Heat exchanger identification utilizes mass flow rates into each evaporator (both
working fluid and exhaust/EGR gases) in addition to temperature and pressure
measurements upstream and downstream of the evaporators (again, both for the working
fluid and the exhaust/EGR). The experimental data set utilized for evaporator and
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condenser parameter identification is the same as used in turbine bypass valve discharge
coefficient identification.
Each evaporator model is identified separately by providing the experimental inlet
conditions for the working fluid and the respective heat source. Simulated evaporator outlet
states for the heat source flow and the working fluid are then compared with experimental
results for the same inputs. The efficiency multiplier and heat transfer coefficient multiplier
are identified by minimizing the error between simulated and experimentally measured
evaporator outlet conditions.

Fig. 2-13. Heat exchanger calibration parameter tuning explanation
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The algorithm for adjusting the two multipliers to match the simulation and
experiment results is explained as follows. First, two errors are defined as:
𝑒𝑣𝑎𝑝 = 𝑇𝑣𝑎𝑝,𝑠𝑖𝑚 − 𝑇𝑣𝑎𝑝,𝑒𝑥𝑝
𝑒𝑒𝑥ℎ,𝑜𝑢𝑡 = 𝑇𝑒𝑥ℎ,𝑜𝑢𝑡,𝑠𝑖𝑚 − 𝑇𝑒𝑥ℎ,𝑜𝑢𝑡,𝑒𝑥𝑝

(2.5.4.1)
(2.5.4.2)

Both errors are positive or negative. Given the simulation results from any pair of
multipliers (𝑚𝜂 , 𝑚𝑈 ), a point is found in the coordinate system shown in Fig. 2-13. The
dashed line crosses the first and third quadrant and has an angle 𝛼 from x axis. This line is
denoted as the ‘accurate HTC line’. A heat transfer coefficient (HTC) multiplier on this
line is an accurate value. When the temperature error from a certain multiplier pair locates
on this line in the first quadrant, only 𝑚𝜂 needs to be reduced by 𝐿𝜂 to reach the origin.
This is because both the simulated working fluid outlet temperature and simulated exhaust
gas outlet temperature are greater than the experimental value, indicating that the heat lost
from the simulated evaporator to the environment must be increased in the model.
Therefore, the efficiency multiplier should be reduced and the reduction magnitude is
proportional to the distance between current position and the coordinate origin, which is
𝐿𝜂 . On the contrary, if the temperature error lies on the dashed line in the third quadrant,
the efficiency multiplier needs to be increased by 𝐿𝜂 .
Another dashed line passing through the origin, splitting the second and fourth
quadrant where only the HTC multiplier, 𝑚𝑈 , needs to be adjusted in order to reach the
coordinate origin. This line is called the accurate efficiency line. When the temperature
error from a certain multiplier pair locates in the second quadrant, the simulated working
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fluid outlet temperature is higher than experimental result, while the simulated exhaust gas
outlet temperature is simultaneously lower than the experiment result. In this situation,
changing the evaporator efficiency multiplier will not simultaneously reduce both errors.
This situation is resolved by altering the HTC multiplier. The smaller the HTC multiplier
value, the lower the HTC between the exhaust gas and the wall. Thus, reducing 𝑚𝑈 leads
to smaller inlet and outlet enthalpy/ temperature differences in steady state. Therefore, the
exhaust gas outlet temperature increases. In addition, less heat power is transferred to the
wall reducing the wall temperature and decreasing the working fluid outlet temperature.
Therefore, decreasing 𝑚𝑈 drives the working fluid outlet temperature and the exhaust gas
outlet temperature towards each other. The reduction magnitude of 𝑚𝑈 is defined by the
distance between the current point and the coordinate origin, which is 𝐿ℎ in Fig. 2-13.
Conversely, if the temperature error locates on the dashed line in the fourth quadrant, the
HTC multiplier should increase by 𝐿ℎ .
When the temperature error locates off the dashed lines, both efficiency multiplier
and HTC multiplier need to be adjusted and the adjusted magnitude are 𝐿𝜂 and 𝐿ℎ
respectively. The sign of 𝐿𝜂 and 𝐿ℎ is described as:
𝐿𝜂 (−), 𝐿ℎ (−)
𝐿𝜂 (+), 𝐿ℎ (−)
𝐿𝜂 (+), 𝐿ℎ (+)
{𝐿𝜂 (−), 𝐿ℎ (+)

𝑖𝑓 𝑟𝑒𝑔𝑖𝑜𝑛 1
𝑖𝑓 𝑟𝑒𝑔𝑖𝑜𝑛 2
𝑖𝑓 𝑟𝑒𝑔𝑖𝑜𝑛 3
𝑖𝑓 𝑟𝑒𝑔𝑖𝑜𝑛 4

(2.5.4.3)

The mechanism utilized to simultaneously tune these two multipliers in steady state
is as follows: (i) Initial guesses are set; (ii) The simulation runs until steady state is obtained
and then the simulated working fluid outlet temperature and exhaust gas outlet temperature
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are compared to experimental values; (iii) The total error is compared with the preset error
tolerance. If calculated error is larger than the tolerance, the multipliers are updated and
the iterative process restarts at step (ii). The identification process is formulated as the
following error minimization problem:
𝑚𝑖𝑛 𝐽(𝑐)
𝑐

2

𝐽 = 𝑤1 (𝑇𝑣𝑎𝑝,𝑠𝑖𝑚 − 𝑇𝑣𝑎𝑝,𝑒𝑥𝑝 ) + 𝑤2 (𝑇𝑒𝑥ℎ,𝑜𝑢𝑡,𝑠𝑖𝑚 , 𝑇𝑒𝑥ℎ,𝑜𝑢𝑡,𝑒𝑥𝑝 )
𝑠. 𝑡: {

2

𝑥̇ (𝜏) = 𝑓(𝑥(𝜏), 𝑢(𝜏), 𝑤(𝜏), 𝑐)
𝑦(𝜏) = ℎ(𝑥(𝜏), 𝑢(𝜏), 𝑤(𝜏), 𝑐)
𝑐 𝑙𝑏 ≤ 𝑐 ≤ 𝑐 𝑢𝑏
𝑇
𝑐 = [𝑚𝜂 , 𝑚𝑈 ]

(2.5.4.4)
where 𝑤1/𝑤2 are the weights of vapor temperature and exhaust outlet temperature errors,
respectively.
This minimization problem is solved with the Particle Swarm Optimization (PSO)
algorithm. PSO was introduced by Eberhart and Kennedy [49] and it has gained much
attention for its simple structure and high performance. PSO is inspired by the movement
of an animal herd/school/swarm. More specifically, a large group of animals independently
searches for targets over a large space. However, the individuals of the population
communicate during the search about what they find, deciding the direction each individual
animal moves in the future and how fast each individual should move in order to gain
greater reward. It is a global optimization algorithm, which has been proven to avoid local
minimums of the cost function. More details of PSO is found in the Appendix A.
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The PSO algorithm is implemented in Matlab® [50]. During the optimization
process, the number of generations (iterations) is ten and total population of individual
particles is set to thirty. A PSO result for one operating condition is shown in Fig. 2-14.
The engine and ORC operating conditions are: 1575 rpm, 1534 Nm, 12% EGR rate, 20 bar
evaporation pressure, and 280 °C vapor temperature. The mean error of all thirty population
members and the global visited optimal error (error from the best individual of the
population from generation 1) are shown for each generation (iteration). Convergence is
observed around 10th generation.

Fig. 2-14. PSO results at steady state opearting conditions (engine condition: 1575rpm, 1534Nm,
12% EGR rate, 20bar – evaporation pressure, ORC condition: 280 oC – vapor temperature)

The PSO identification is conducted at each steady state data point. Then,
correlations fit the identified multipliers across all steady state data points relative to
measureable parameters according to Eqs. (2.5.4.5-2.5.4.8). Four experimentally
measureable variables are considered for the evaporator efficiency and heat transfer
coefficient multiplier correlations, namely, the mass flow rates and temperatures of both
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the working fluid and heat source gas. Fig. 2-15 exhibits the fit of these correlations where
the horizontal axis is the optimal multiplier value from identification by the PSO for that
individual case and the vertical axis is the multiplier value via the correlation. In Fig. 2-15,
the TP heat transfer coefficient (HTC) multiplier correlation shows strong alignment with
experimental data predicting within 5% of experimental results. The EGR efficiency
multiplier exhibits trend-wise agreement although some of the identified points vary from
experiments by as much as 10%. The values of identified multipliers are shown in Table
2-2.
2
𝑚𝑒𝑓𝑓,𝑇𝑃 = 𝑎1 + 𝑎2 𝑚̇ 𝑇𝑃 + 𝑎3 𝑇𝑇𝑃,𝑢𝑝 + 𝑎4 𝑚̇2𝑇𝑃 + 𝑎5 𝑚̇ 𝑇𝑃 𝑇𝑇𝑃,𝑢𝑝 + 𝑎6 𝑇𝑇𝑃,𝑢𝑝

𝑚𝑈,𝑇𝑃 = 𝑏1 + 𝑏𝑒 𝑚̇ 𝑇𝑃 + 𝑏3 𝑇𝑇𝑃,𝑢𝑝

(2.5.4.5)
(2.5.4.6)

2
𝑚𝑒𝑓𝑓,𝐸𝐺𝑅 = 𝑐1 + 𝑐2 𝑚̇ 𝑇𝑃 + 𝑐3 𝑇𝐸𝐺𝑅,𝑢𝑝 + 𝑐4 𝑚̇2𝑇𝑃 + 𝑐5 𝑚̇ 𝑇𝑃 𝑇𝐸𝐺𝑅,𝑢𝑝 + 𝑐6 𝑇𝐸𝐺𝑅,𝑢𝑝
(2.5.4.7)

𝑚𝑈,𝐸𝐺𝑅 = 𝑑1 + 𝑑2 𝑚̇𝐸𝐺𝑅 + 𝑑3 𝑇𝐸𝐺𝑅,𝑢𝑝
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(2.5.4.8)

Fig. 2-15. Comparison between PSO optimization results and the correlation results for TP and
EGR evaporator identification: (a) TP evaporator efficiency multiplier, (b) TP evaporator HTC
multiplier, (c) EGR evaporator efficiency multiplier, and (d) EGR evaporator HTC multiplier (All
variables are normalized by their maximum absolute value)

𝑚𝑒𝑓𝑓,𝑇𝑃

𝑚𝑈,𝑇𝑃

𝑚𝑒𝑓𝑓,𝐸𝐺𝑅

𝑎1
𝑎1
𝑎3
𝑎4
𝑎5
𝑎6
𝑏1
𝑏2
𝑏3
𝑎1
𝑎1
𝑎3
𝑎4

4.598
1.808
-1.207𝑒 −2
9.344
9.708𝑒 −3
1.103𝑒 −5
6.07
-2.968
-1.491𝑒 −3
1.705
1.262𝑒 −1
1.082𝑒 −1
-2.031𝑒 −1
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𝑚𝑈,𝐸𝐺𝑅

2.669𝑒 −1
-3.109𝑒 −1
4.293
-7.866𝑒 −1
3.716𝑒 −1

𝑎5
𝑎6
𝑏1
𝑏2
𝑏3

Table 2-2. Heat exchanger efficiency and heat transfer coefficient multiplier identification results

The heat exchanger efficiency and heat transfer coefficient multiplier correlation
calibration results improve by considering only exhaust gas inlet conditions (mass flow
rate and temperature) and quadratic expressions for efficiency multiplier compared with
[18]. In the structure of both evaporators, there is no contact between working fluid helical
coil tube and ambient air and only the shell contacts the ambient air. However, the exhaust
gas directly contacts the evaporator’s outer shell. Therefore, exhaust gas conditions are
more related to evaporator heat loss. In addition, since the HTC multiplier is added in the
exhaust side, it is mainly affected by exhaust conditions rather than working fluid
conditions.

2.6 Model validation
Model validation is conducted with the component models connected as an entire
ORC-WHR system. The independent models are integrated in Simulink®. Each
component model has inlet port and outlet port relative to the working fluid flow direction
and ignoring working fluid back flow. Mass flow rate, temperature, and pressure are the
three key parameters to determine fluid flow along the connected component models. Fig.
2-16 schematically illustrates the interconnection of the component submodels. Inputs and
outputs of each component model are represented with red arrows and black dot arrows,
respectively. Additionally, actuator command inputs are represented with blue arrows and
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external inputs are represented with dash purple arrows. External inputs include exhaust
gas mass flow rate/ temperature to the evaporators and cooling water mass flow rate/
temperature to the condenser.

Fig. 2-16. Schematic representation of the ORC-WHR System component model integration.
Inputs and outputs for each component model are illustrated as well as external inputs and actuator
interactions with the system.

Table 2-3 provides the initial conditions of the ORC-WHR system. The pump,
valves, turbine and junctions are considered static models, which do not need initial
conditions. State variables exist in the heat exchangers, compressible volumes, and
reservoir. These initial conditions are obtained from a steady state simulation.
ORC-WHR
component
models
TP
evaporators
EGR
evaporators

Parameters
Working fluid enthalpy
Wall temperature
Exhaust gas temperature
Working fluid enthalpy
Wall temperature
Exhaust gas temperature
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Initial
Condition
Appendix B

Appendix B

Compressible
volume a

Compressible
volume b

Condenser

Reservoir

Working fluid mass
Working fluid
temperature
Working fluid pressure
Working fluid mass
Working fluid
temperature
Working fluid pressure
Working fluid enthalpy
Wall temperature
Cooling water
temperature
Working fluid mass
Working fluid enthalpy

0.08 kg
573 K
12 bar
0.012 kg
569 K
11.9 bar
955e5 J/kg
422 K
307 K
5.46 kg
4.78e5 J/kg

Table 2-3. Initial conditions of the component models
The ORC-WHR system model is validated over experimental transient operating
conditions. For the validation results, relative error is defined by Eq. (2.6.1).
𝑒=

|𝑠𝑖𝑚−𝑒𝑥𝑝|
𝑒𝑥𝑝

(2.6.1)

Fig. 2-17. Engine condition for ORC-WHR model validation: (a) engine speed and torque, and (b)
engine EGR rate
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Fig. 2-18. (a) Exhaust gas mass flow rate, (b) exhaust gas temperature, (c) HP pump speed, (d)
distribution valve openings, and (e) turbine bypass valve opening. (All values are normalized by
their respective maximum absolute value.)

The engine undergoes a transient from 1200 rpm, 1000 Nm, to 1580 rpm, 1250 Nm
and finally to 1580 rpm, 1535 Nm, as plotted in Fig. 2-17a together with the EGR rate (Fig.
2-17b). During this transient, the turbine upstream valve is fully open and the turbine
bypass valve is fully closed. The turbine upstream vapor temperature is experimentally
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maintained at a desired trajectory via PID control applied to the HP pump speed. The
temperature difference between two evaporators is simultaneously maintained at zero via
another PID control applied to the mass flow split valves downstream of the HP pump.
Some of the transient condition ORC inputs from experimental measurements are plotted
in Fig. 2-18.
Comparisons of simulation and experimental results are shown in Fig. 2-19 and
Fig. 2-20. Mass flow distribution valve performance and pressure drop for both evaporators
are shown in Fig. 2-19. During the 3800 second simulation, both the TP and EGR mass
flow distribution valves predict trend-wise mass flow agreement and follow experimental
values within 5.4% and 6.6%, respectively. Both evaporator pressure drop magnitudes are
captured by the pressure drop model. However, the TP evaporator pressure drop model
overestimates the pressure drop between 2800-3300 seconds. The mean error for the two
independently calculated pressure drops are 6.8% and 3.1% for the TP and EGR
evaporators, respectively.
Evaporation pressure, mixed vapor temperature and turbine generated power are
plotted in Fig. 2-20. Working fluid evaporating pressure presents 2.2% mean error and
tracks the transient trend well. Turbine upstream mixed vapor temperature also tracks the
experimental measurements well with an average error of approximately 1.4%. However,
even though the temperature error is less than 2%, the absolute error is around 8 K.
The model also accurately predicts the turbine generated power magnitude barring
short periods of variation from the experiments (900 seconds, 1500 seconds and 2000
seconds). The average error is 5.5%. Note that the turbine power trend shares the same
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shape as evaporating pressure and pump speed (Fig. 2-18) rather than just the turbine
upstream mixed vapor temperature.

Fig. 2-19. (a) Working fluid mass flow rate, (b) TP evaporator pressure drop, and (c) EGR
evaporator pressure drop (All parameters are normalized by their maximum absolute value)
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Fig. 2-20. (a) Evaporation pressure, (b) mix vapor temperature, and (c) turbine generated power
(All parameters are normalized by their maximum absolute value)

Transient ORC model validation demonstrates good performance in mass flow rate
distribution, evaporator pressure and mixed vapor temperature prediction, while the
pressure drop and turbine power experience slightly larger errors. Multiple factors
contribute to the increased pressure drop and turbine power errors. (i) The pressure drop
associated with diameter changes in the connections between pipes and the evaporators is
not considered. (ii) The turbine isentropic efficiency map is merely representative. It
corresponds to a different turbine generation than the component installed on the
experimental system, which could lead to the turbine power prediction error and erroneous
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pressure drop calculation. (iii) Note that the largest disparity between experiment and
simulation pressure drop occurs between 2800-3300 seconds, which corresponds to the
actuation of the turbine bypass valve opening. This pressure drop error could be indicative
of the imperfection correlation fit in discharge coefficient versus bypass valve opening.

2.7 Engine modeling and validation
A detailed, physics-based engine model is developed which enables simulation at
steady state, quasi-transient cycles and full transient cycles. The objective is to gather
relevant exhaust gas and EGR data, which are used as an input to the ORC. While the
development of this engine model critically enabled the expansion of ORC simulation into
transient drive cycles, it is not the focus of this investigation. For completeness, a brief
summary of the engine model development is included in this section. Specifications of the
test engine are shown in following table.
Parameter

Rated Torque
Rated Power
Bore x stroke

Value
Navistar Maxxforce 12.4L Inline 6
Turbocharged Diesel
2305Nm @ 1000rpm
357kW @ 1800rpm
126mm x 176mm

Compression ratio

17.0 :1

Engine

Table 2-4. Engine Specification

The detailed engine model consists of manifolds, connecting pipes, engine
cylinders, crankcase, Variable Geometry Turbine (VGT), and a compressor. The
combustion model used is DIPulse version v75 and the Woschni model is utilized for heat
transfer. A high pressure EGR loop is implemented in this model and the inertia of the
turbocharger system is considered. The inputs to the model are time variant profiles of
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speed and load (fraction of torque). These profiles are selected from steady state and
heavily transient drive cycles to check the robustness of the model. AFR, EGR and fuel
injection duration maps are calibrated to match the experimental data. Each of these maps
is populated as a 2-D lookup table with a functional dependence on load fraction and engine
speed. The most relevant outputs from this model are the TP exhaust temperature, TP
exhaust mass flow rate, EGR temperature, and EGR mass flow rate.
Three controllers (direct injection fuel quantity, EGR and VGT rack position) are
used in the model. These controllers operate in concert to match the target torque and speed
profiles. For any torque command, the fuel controller determines the injection quantity.
Simultaneously, the EGR PID controller operates the intake throttle and the EGR valve to
control the target EGR fraction. All the while, the VGT rack position controller attempts
to develop the correct boost pressure such that, after throttling, the target AFR is achieved.
The detailed engine model is experimentally calibrated and then validated at
separate steady state points. Various EGR levels are considered during the calibration and
validation procedure. The experimental test points are shown in Table 2-5. A sample steady
state comparison between simulated and experimentally measured exhaust temperature is
shown in Fig. 2-21, where, in most cases, the error is within 5%.
Speed (rpm)
Torque (Nm)
EGR rate (%)
1200
1000
0, 10, 20
1500
1000
0, 10, 20
1000
576
0, 5, 10, 16.5, 20, 25
1900
440
0, 5, 10, 15, 20, 25
1000
1730
0, 5
Table 2-5. Experimental engine test points
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Fig. 2-21. Engine model calibration results at steady state points.

Fig. 2-22. Detailed engine model and fast running engine model comparison, illustrating the close
agreement between the two models.

The fully detailed model requires 16 hours to simulate a 1200 second transient drive
cycle. This proved too computationally intensive and hence a fast running model (FRM) is
built by simplifying the model construction as follows. The two intake and exhaust valves
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are combined into a single intake and exhaust valve for each cylinder. The multiple runners
are also combined into single runner for each cylinder. All pipes and flow-splits are
transformed to one flow split with a larger volume. A cylinder slaving technique is
employed utilizing cylinder 1 as the master cylinder and the remaining five cylinders are
set as identical slave cylinders. This technique reduces the computational time by
eliminating calculation of individual combustion events for each cylinder. The
performance of the FRM is validated with the detailed engine model as well as
experimental engine data from the engine dynamometer for steady state points and quasitransient operation. Fig. 2-22 compares the turbocharger outlet exhaust gas temperature
between the FRM and the detailed engine model. It is observed that the transient peaks and
valleys are all well maintained by the FRM. Fig. 2-23 and Fig. 2-24 show the behavior of
the model relative to experiments for a constant speed step change in torque. The engine
speed was set to 1300 rpm and the torque changed from 1400 Nm to 1260 Nm.

Fig. 2-23. Engine torque tracking performance by FRM (simulation) versus the experimental
trace.
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Fig. 2-24. EGR rate tracking performance by FRM (simulation) versus the experimental trace.

Fig. 2-25. TP exhaust gas temperature comparison between FRM simulation and the experimental
results.

Fig. 2-26. EGR temperature comparison between FRM simulation and experiment
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As shown in Fig. 2-23 and Fig. 2-24, the FRM traces the experimental torque and
EGR values smoothly, implying that the model behaves well with quasi-transients. The
root mean squared error (RMSE) values for torque and EGR fraction are 2.0 Nm and 0.001,
respectively. The FRM validation of tailpipe temperature and EGR temperature are shown
in Fig. 2-25 and Fig. 2-26, respectively. The FRM reproduces the experimental trends well,
with only a slight gain-like error.
The FRM is subsequently operated over a more aggressive constant speed variable
load (CSVL) cycle. This CSVL cycle represents a common HDD engine application, longdistance highway driving. During this operational mode, the driver only subtly fluctuates
engine speed while ground speed is maintained over terrain gradients via torque alterations
with a fixed gear ratio. Fig. 2-27 and Fig. 2-28 show the speed and torque profiles for the
CSVL drive cycle. The torque has a heavy transient response, but the FRM is able to control
to the target torque with an RMSE value of 21 Nm. As shown in Fig. 2-29, the EGR values
track the target values well, with a RMSE value of 0.002.

Fig. 2-27. Speed profile over CSVL heavy-duty engine driving cycle
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Fig. 2-28. Torque tracking performance by FRM (actual) over CSVL heavy-duty engine driving
cycle (target)

Fig. 2-29. EGR rate tracking performance by FRM (actual) over CSVL heavy-duty engine driving
cycle (target)

As shown in Fig. 2-28 and Fig. 2-29, the FRM is able to match the target values for
torque, EGR fraction. The transient EGR and tailpipe temperatures along with their
respective mass flow rates are subsequently used as inputs to the ORC-WHR model.
Reduction of the fully detailed engine model to a simplified, FRM, retains the desired
model performance characteristics while reducing computational time from 16 hours to
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1.33 hours (a factor of 12) for the 1200 second transient drive cycle duration. The CSVL
cycle data will be tested on the transient engine dynamometer to validate the model in the
future.

2.8 ORC-WHR system simulation over a transient driving cycle
WHR model utilizing the GT-POWER® Simulink® interface. A GT-POWER
library needs to be added in the Simulink library. Then, the GT-POWER model is imported
to the Simulink environment and connected. The input to the GT-POWER block is ORC
net power and the outputs from GT-POWER block are TP/EGR mass flow rates and
temperatures. The co-simulation is conducted in Simulink® environment. The ORC-WHR
system is initialized in warm condition. Three PID controllers are utilized to control the
mixed vapor temperature, the vapor temperature difference between two evaporators, and
the turbine upstream pressure. The turbine upstream pressure is controlled by the turbine
bypass valve to maintain safe operation, i.e. the bypass valve opens only when the pressure
is above the safety limit. The turbine inlet valve is simulated with only on/off binary
position control. It opens when mixed vapor quality is above 1.05 and closes when mixed
vapor quality is below 1.05.
𝑡

𝐸𝑎𝑐𝑐 (𝑡) = ∫0 𝑃𝑡𝑢𝑟𝑏 (𝜏)𝑑𝜏
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(2.8.1)

Fig. 2-30. TP and EGR exhaust gas conditions: (a) normalized exhaust gas mass flow rate, and (d)
normalized exhaust gas temperature. (All parameters are normalized by their maximum absolute
value.)

Predicted exhaust gas mass flow rate and temperatures are shown in Fig. 2-30. Due
to the mean EGR rate being around 18%, the TP exhaust gas mass flow rate is much greater
than EGR exhaust gas. The ORC-WHR model results are shown in Fig. 2-31. All the results
are normalized based on the maximum value, except vapor quality. Cumulative energy is
calculated based on Eq. (2.8.1). The normalized cumulative energy profile along the cycle
is shown in Fig. 2-31b. It is observed that the slope of cumulative energy increases around
500-600 seconds, as a consequence of the higher waste heat power during that time span
(see Fig. 2-29a and b). In Fig. 2-31c, pump power consumption is negligible compared
with ORC net power generation. Working fluid mass flow rate is directly related to the net
ORC power generation, see Fig. 2-31a and c. During the period of 0-50s, 150-200s, 650700s, and 1180-1200s, the exhaust gas mass flow rate is small and turbine power is
correspondingly low during these periods. Additionally, turbine inlet pressure is directly
related to the working fluid mass flow rate, as shown in Fig. 2-31a and f. This behavior is
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expected, since the turbine experiences high expansion ratios and operates in choked flow
mode. Vapor quality indicates the phase status of the working fluid at the outlet junction
of the parallel evaporators. This is a critical index, since the information about the vapor
quality cannot be directly inferred from the outlet vapor temperature during real-world
operation. Fig. 2-31e shows that vapor quality maintains values greater than 1.0, i.e.
working fluid is entirely vaporized through the whole cycle.

Fig. 2-31. CSVL driving cycle ORC-WHR simulation results: (a) pump working fluid mass flow
rate, (b) accumulated energy, (c) net power, (d) working fluid vapor temperature, (e) mixed vapor
quality and (f) working fluid evaporation pressure. (All the parameters are normalized by their
maximum absolute value except for mixed vapor quality, for which is the actual value is plotted.)

Predictions of the ORC-WHR performance over the complete CSVL duty cycle
reveal the ability of the dynamic ORC-WHR model to capture variations of highly transient
phenomena. The system studied in this chapter maintains the mixed vapor temperature
around the set point (0.9, see Fig. 2-31d), except for periods of highly dynamic engine
torque variations between 400-800 seconds. This provides impetus for future work on a
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more advanced controller, e.g. a model-based controller. The mixed vapor quality is
maintained above 1.0 throughout the whole cycle, thus avoiding saturation and enabling
safe and uninterrupted turbine operation.

2.9 Sensitivity study of actuators
The main purpose of the actuator sensitivity study is to find the maximum turbine
generated power by varying all the actuators. First, a sensitivity analysis of four actuator
variables is conducted. Then, based the sensitivity results, a steady state optimization is
carried out. Two typical HDD engine conditions are considered: 1300 rpm, 1272 Nm, 12%
EGR and 1575 rpm, 1540 Nm, 12% EGR. Engine exhaust experimental data include: TP
mass flow rate and temperature downstream of aftertreatment system, as well as EGR mass
flow rate and temperature upstream of the EGR boiler. EGR mass flow rate is calculated
based on the intake fresh air mass flow rate, EGR rate and fuel injection. The other
experimental data sets are directly measured.
The four actuator variables for sensitivity study are: (i) the working fluid pump
speed (𝑁𝐻𝑃𝑃 ), (ii) the “split ratio” of working fluid mass flows allowed to the TP and EGR
boilers (𝑟𝑆𝑝𝑙𝑖𝑡 ), (iii) the turbine speed Turbine speed (𝑁𝑇𝑢𝑟𝑏 ), and (iv) the speed of the
condenser coolant water pump (𝑁𝐶𝑊𝑃 ).
Actuator

Position

Turbine bypass valve

fully closed

Turbine upstream valve

fully open

Exhaust gas bypass valve

fully closed

Table 2-6. Actuator positions for actuator sensitivity study
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The other actuator positions are held constant (Table 2-6).
2.9.1 Actuator boundaries
For the case of working fluid pump speed, minimum and maximum values need to
be found for each engine condition. The ORC-WHR dynamic model is run at each engine
condition and 𝑁𝐻𝑃𝑃 is swept. If either the TP or EGR evaporator outlet vapor temperature
reaches 𝑇𝑚𝑎𝑥 , the corresponding 𝑁𝐻𝑃𝑃 refers to its minimum value. When either the TP or
EGR evaporator outlet vapor temperature reaches 𝑇𝑏𝑜𝑖𝑙𝑖𝑛𝑔 , the corresponding 𝑁𝐻𝑃𝑃 refers
to its maximum value. The working fluid pump speed is swept in 3% step changes across
the operability map.
To determine the minimum TP/EGR working fluid split ratio, 𝑟𝑆𝑝𝑙𝑖𝑡 is decreased
from the nominal operating point until the TP evaporator outlet vapor quality reaches 1.0.
For the maximum 𝑟𝑆𝑝𝑙𝑖𝑡 , the ratio is increased until the EGR evaporator outlet vapor quality
reaches 1.0. In the process of sweeping 𝑟𝑆𝑝𝑙𝑖𝑡 , the step size is 0.2 and the procedure is the
same as 𝑁𝐻𝑃𝑃 sweep.
For a turbine expander mechanically coupled with the engine crank shaft, the
boundaries of turbine speed are limited by the transmission ratio of the coupling and the
operational speed range of the engine. The possible transmission ratios are determined by
matching turbine speeds with engine speeds within the AVL 8 mode cycle engine speeds.
Based on the minimum and maximum speed requirements of the turbine expander, viable
transmission ratios (turbine speed / engine speed) for each of the AVL modes are shown in
Fig. 2-32. A substantial range of transmission ratios, between 34 and 44, can provide
recovered power across the cycle’s modal operating points. Given the transmission ratio
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range (34-44) and certain engine speed, turbine speed boundaries are derived. The sweep
step size is 2000 rpm.

Fig. 2-32. Viable transmission ratios of turbine for the waste heat power producing modes of the
AVL 8 mode cycle

The condenser coolant water pump speed lower boundary is defined by limiting the
pump inlet working fluid temperature below evaporation temperature, avoiding cavitation
and pump damage. The upper boundary is defined by the characteristics of coolant water
pump. The two engine conditions in this study have lower and upper boundaries of: 6.7%73% and 10%-76.7% of the maximum value, respectively. The sweep step change is
13.5%.

2.9.2 Operability constrains
A safety operating map is shown in Fig. 2-33 for one engine condition: 1575 rpm,
1540 Nm, 12% EGR rate. The area for safe operation is a function of working fluid pump
speed and mass flow split ratio and is composed of four boundaries, which are marked with
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different colors. A maximum threshold is placed on the evaporator outlet temperatures to
ensure the ethanol working fluid is not degraded. The “saturated vapor” boundaries refer
to when the respective evaporator streams risk falling into the vapor dome. Overall, this
operability map provides visual safety boundaries for the working fluid pump and mass
flow split actuators.

Fig. 2-33. Normalized ORC-WHR operating safety boundaries at the engine condition: 1575rpm,
1540Nm, 12% EGR rate. The contours represent normalized turbine power.

Before sweeping the four actuators of interest, a nominal operating point of each
must be determined. That way, when one variable is independently swept, the three
remaining actuators are held at their nominal operating point. Nominal operating points are
defined as follows:
1. Nominal pump speeds for each engine condition, 𝑁̅𝐻𝑃𝑃,1 and 𝑁̅𝐻𝑃𝑃,2 , are set as 33%
and 50% of maximum value, respectively. These pumps speeds ensure
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approximately 60K of ethanol superheat, roughly the midpoint between ethanol
saturation temperature and decomposition temperature at relevant pressures.
2. The working fluid mass split ratios 𝑟̅𝑆𝑝𝑙𝑖𝑡,1 and 𝑟̅𝑆𝑝𝑙𝑖𝑡,2 are tuned to ensure the TP and
EGR evaporator outlet vapor temperature difference remains less than 10K. This
ensures the wide operational range of 𝑁𝐻𝑃𝑃 at a fixed engine condition.
3. Nominal turbine speeds 𝑁̅𝑇𝑢𝑟𝑏,1 and 𝑁̅𝑇𝑢𝑟𝑏,2 are set as mean value in the turbine
operating range for each engine condition.
4. Condenser pump speeds 𝑁̅𝐶𝑊𝑃,1 and 𝑁̅𝐶𝑊𝑃,2 are set as 50% of maximum value.

Fig. 2-34. Turbine power generation vs. working fluid pump speed (normalized by design point
power)

2.9.3 Working fluid pump speed
For each 𝑁𝐻𝑃𝑃 , the simulation is allowed to reach steady state before turbine power
generation is determined. Results of the 𝑁𝐻𝑃𝑃 sweep are shown in Fig. 2-34. Within the
constrained region, the turbine generated power increases as working fluid pump speed
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increases, then reaches peak and starts to decrease. Both engine conditions produce the
same trend.
𝑃𝑇𝑢𝑟𝑏 = 𝜂𝑐𝑜𝑛𝑣 𝜂𝑒𝑚 𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑚̇𝑖𝑛 (ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡 )

(2.9.3.1)

In the power expression Eq. (2.9.3.1), 𝜂𝑐𝑜𝑛𝑣 and 𝜂𝑒𝑚 are assumed to be constant.
As 𝑁𝐻𝑃𝑃 increases, evaporating pressure increases, which results in a higher pressure ratio
over the turbine. At a given engine condition, the working fluid vapor enthalpy has an
inverse relation with working fluid mass flow rate. Turbine inlet enthalpy ℎ𝑖𝑛 approximates
the mixed vapor enthalpy from the two parallel heat exchangers when connecting pipe heat
loss is ignored. Because the turbine bypass valve is fully closed, the turbine inlet mass flow
rate, 𝑚̇𝑖𝑛 , is equal to the working fluid pump mass flow rate at steady state. Therefore,
increasing 𝑁𝐻𝑃𝑃 leads to increasing 𝑚̇𝑖𝑛 and decreasing ℎ𝑖𝑛 . The ideal turbine outlet
enthalpy, ℎ𝑜𝑢𝑡 , is a function of inlet entropy and outlet pressure. Both the decreasing inlet
temperature and increasing inlet pressure reduce inlet entropy. Additionally, for
simplification, turbine outlet pressure is constant at 1.4 bar, which is based on the
assumption that condenser coolant can adequately subcool the working fluid. In a real
world scenario, turbine outlet pressure will be constrained by the temperature and flow rate
of the available coolant. Overall, as 𝑁𝐻𝑃𝑃 increases 𝑚̇𝑖𝑛 increases, while ℎ𝑖𝑛 and ℎ𝑜𝑢𝑡
decrease. 𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙 depends on turbine inlet pressure, pressure ratio and turbine speed and
it is not direct related to 𝑁𝐻𝑃𝑃 .
To further examine the trend of turbine power, a gradient analysis is conducted.
Gradient derivation for all pertinent parameters relative to working fluid pump speed is
conducted in the following equation:
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𝜕𝑃𝑇𝑢𝑟𝑏
𝜕𝑁𝐻𝑃𝑃

= 𝜂𝑐𝑜𝑛𝑣 𝜂𝑒𝑚 [𝑚̇𝑖𝑛 (ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡 )

𝜕𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙

𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙 (ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡 )

+

𝜕𝑁𝐻𝑃𝑃

𝜕𝑚̇𝑖𝑛
𝜕𝑁𝐻𝑃𝑃

+

𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑚̇𝑖𝑛

𝜕(ℎ𝑖𝑛 −ℎ𝑜𝑢𝑡 )
𝜕𝑁𝐻𝑃𝑃

]

(2.9.3.2)

Fig. 2-35. Gradient of turbine thermal efficiency, turbine enthalpy drop, turbine mass flow rate, and
the sum of all gradients (In the legend: ‘1’ refers to engine condition #1: 1575rpm, 1540Nm, 12%
EGR, ‘2’ refers to engine condition #2: 1300rpm, 1275Nm, 12% EGR, dh is ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡 .

Dividing Eq. (2.9.3.2) by Eq. (2.9.3.1) respectively then creates:
1

𝜕𝑃𝑇𝑢𝑟𝑏

𝑃𝑇𝑢𝑟𝑏 𝜕𝑁𝐻𝑃𝑃

=𝜂

1

𝜕𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙
𝜕𝑁𝐻𝑃𝑃

𝑡ℎ𝑒𝑟𝑚𝑎𝑙

1

+ 𝑚̇

𝜕𝑚̇𝑖𝑛

𝑖𝑛 𝜕𝑁𝐻𝑃𝑃

+ (ℎ

1
𝑖𝑛 −ℎ𝑜𝑢𝑡 )

𝜕(ℎ𝑖𝑛 −ℎ𝑜𝑢𝑡 )
𝜕𝑁𝐻𝑃𝑃

(2.9.3.3)

Discretizing the above equation by 3% 𝑁𝐻𝑃𝑃 and canceling ∆𝑁𝐻𝑃𝑃 .
∆𝑃𝑇𝑢𝑟𝑏
𝑃𝑇𝑢𝑟𝑏

=

∆𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙
𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙

+

∆𝑚̇𝑖𝑛
𝑚̇𝑖𝑛

+

∆(ℎ𝑖𝑛 −ℎ𝑜𝑢𝑡 )
(ℎ𝑖𝑛 −ℎ𝑜𝑢𝑡 )

(2.9.3.4)

Eq. (2.9.3.4) shows, on a percentage basis, that a change of turbine power is the
sum of three factors, namely changes to thermal efficiency, inlet mass flow rate and turbine
enthalpy drop. From this equation, the trend of turbine power change can be explicitly
explained. In Fig. 2-35,

∆𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙 ∆𝑚̇𝑖𝑛 ∆(ℎ𝑖𝑛 −ℎ𝑜𝑢𝑡 )
,
,
𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑚̇𝑖𝑛 (ℎ𝑖𝑛 −ℎ𝑜𝑢𝑡 )

and their arithmetic sum are plotted,

which is calculated with 1D forward differential method. In this figure, the respective

74

contributions of three variables to

∆𝑃𝑇𝑢𝑟𝑏
𝑃𝑇𝑢𝑟𝑏

are obvious. From the sum trend for case #1

(green circles), the point of highest working fluid flow is less than zero, which refers to the
decreasing power at this highest working fluid flow rate in Fig. 2-35. The same
phenomenon is found in the sum curve for case #2.
Among

∆𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙 ∆𝑚̇𝑖𝑛 ∆(ℎ𝑖𝑛 −ℎ𝑜𝑢𝑡 )
,
,
,
𝜂𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑚̇𝑖𝑛 (ℎ𝑖𝑛 −ℎ𝑜𝑢𝑡 )

the turbine thermal efficiency term has least

effect on power trend because it’s value is close to zero compared with mass flow rate and
enthalpy drop term. Stated another way, the turbine thermal efficiency is nearly constant
for these two engine condition cases.
The sign of mass flow rate term is positive, indicating its positive effect on the
power production. On the contrary, the enthalpy drop term has negative sign, which
indicates its negative effect on the power production. As the working fluid pump speed
increases from its lower boundary, the absolute value of mass flow rate term is first greater
than that of enthalpy drop term, which results in the turbine power increase for both engine
conditions. As working fluid pump speed is increased, the absolute value of mass flow rate
term decreases and the absolute value of enthalpy drop term increases, hence the
diminishing returns in power production in Fig. 2-35. Finally, as the working fluid pump
speed nears its upper boundary, the loss of turbine enthalpy drop overcomes the power
gained from increased mass flow, and the turbine power slope swings negative. This
analysis indicates that ORC power production is not maximized by simply maximizing the
working fluid mass flow while avoiding working fluid saturation.
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The generated power improvement, defined in Eq. (2.9.3.5), for the two engine
conditions are between 10.5% - 25.7%, which shows the importance of working fluid pump
speed control for optimization of ORC power generation.
𝑃𝑖𝑚𝑝𝑟𝑜𝑣𝑒 =

𝑃𝑚𝑎𝑥 −𝑃𝑚𝑖𝑛
𝑃𝑚𝑖𝑛

× 100%

(2.9.3.5)

2.9.4 Split ratio of working fluid between the TP and EGR evaporators
Sweeping the split ratio of working fluid mass flow between the two evaporators
reveals that turbine generated power relatively insensitive to 𝑟𝑆𝑝𝑙𝑖𝑡 , as shown in Fig. 2-36.
Both mixed vapor temperature and evaporating pressure experience little variation during
the 𝑟𝑆𝑝𝑙𝑖𝑡 sweep, explaining the small change of power generation.

Fig. 2-36. Turbine power generation vs. mass flow rate split ratio (normalized by design point
power)

2.9.5 Turbine speed
The normalized turbine power for the two engine conditions are shown in Fig. 2-37.
The turbine speed variation is produced by sweeping all viable mechanical transmission
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ratios for the AVL 8 Mode cycle, 34 – 44. ORC power is relatively insensitive to turbine
speed. Power variation for the swept turbine speed range is 7.2% and 3.8% for low engine
load and high engine load cases, respectively.
Turbine speed, pressure ratio and absolute inlet pressure all influence turbine
efficiency. Pressure ratio is nearly constant over the turbine speed sweep. At fixed pressure
ratio, with the increase of turbine speed, turbine thermal efficiency first increases, reaches
its peak and slowly decreases, which shares the same shape with turbine generated power.
If working fluid pump speed changes, absolute inlet pressure will change, which alters the
ORC power trend during sweeps of turbine speed. This impact will be addressed further in
the ORC power maximization section.

Fig. 2-37. Turbine power generation vs. Turbine speed (normalized by design point power)

2.9.6 Condenser coolant pump speed
Turbine generated power shows a weak correlation with the coolant pump speed,
decreasing with increasing coolant pump speed as shown in Fig. 2-38. Explicit control of
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the coolant pump speed can yield 4.3%-5.8% power improvement relative to a fixed speed
across the two engine conditions.

Fig. 2-38. Turbine power generation vs. Coolant water pump speed (normalized by design point
power)

Minimizing the coolant pump speed results in maximum turbine power. This is
explained by a T-S diagram (Fig. 2-39): (f-g-h-a) represents the condensation process,
during which the working fluid undergoes a phase change from vapor through two-phase
and finally to liquid. Power dissipating from working fluid is calculated as follows:
𝑃𝑑𝑖𝑠 = 𝑚̇𝑊𝐹 [(ℎ𝑓 − ℎ𝑔 ) + (ℎ𝑔 − ℎℎ ) + (ℎℎ − ℎ𝑎 )]

(2.9.6.1)

Ignoring ambient heat loss, 𝑃𝑑𝑖𝑠 will be transferred to condenser coolant, which
means 𝑃𝑑𝑖𝑠 is equivalent to the condenser coolant power consumption, 𝑃𝑐𝑜𝑜𝑙 . Condenser
coolant power consumption is directly related to the coolant mass flow rate, which is
controlled by the coolant water pump. If the coolant water pump speed decreases, the
coolant mass flow rate and 𝑃𝑐𝑜𝑜𝑙 will decrease. Therefore, 𝑃𝑑𝑖𝑠 will decrease as well.
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The condensation pressure is constant and evaporating pressure is nearly constant
during the sweep of coolant water pump speed. Thus, the condensation process f-g-h-a and
the evaporating process b-c-d-e maintain their position on the T-S diagram. However point
a will change to position a′ to satisfy the decrease of 𝑃𝑑𝑖𝑠 . As the result, position of b will
change as well. Power absorbed by working fluid in the evaporation process is expressed
as follows:
𝑃𝑒𝑣𝑎𝑝 = 𝑚̇𝑊𝐹 [(ℎ𝑐 − ℎ𝑏′ ) + (ℎ𝑑 − ℎ𝑐 ) + (ℎ𝑒 − ℎ𝑑 )]

(2.9.6.2)

Fig. 2-39. T-S diagram of ethanol ORC

The 𝑃𝑒𝑣𝑎𝑝 is actually less than original value because (ℎ𝑐 − ℎ𝑏′ ) is less than (ℎ𝑐 −
ℎ𝑏 ). Based on the constant evaporating pressure, point e has to extend to e′. As discussed
in the 𝑁𝐻𝑃𝑃 sweep section, for a fixed 𝑚̇𝑊𝐹 , higher turbine inlet enthalpy is beneficial to
the turbine power generation. Therefore, reduced coolant water pump speed relates to more
turbine generated power.

2.9.7 Actuator sensitivity study conclusion
The summary of turbine power improvement is given in Fig. 2-40. Among the four
actuator variables, ORC power generation exhibits strong sensitivity to working fluid mass
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flow rate. Therefore, to improve the ORC-WHR system power generation, 𝑁𝐻𝑃𝑃 should be
carefully controlled. Working fluid pump speed should be set as large as possible until the
enthalpy drop across the turbine takes the lead in the expression of turbine power and
begins reducing power generation.
Working fluid mass flow split ratio has little effect on turbine power generation.
Because of the minor effect of working fluid mass flow rate split ratio on turbine power
generation, it is not considered for power improvement. Instead, 𝑟𝑆𝑝𝑙𝑖𝑡 is used to minimize
the vapor temperature difference between the two evaporators. For large working fluid
mass flow rates, both evaporators exit temperatures are near the vapor dome limit. A large
vapor temperature difference could lead to one of evaporators diving into two phase outlet
condition during system transients. Therefore, minimization of the vapor temperature
difference through 𝑟𝑆𝑝𝑙𝑖𝑡 control is critical to allow 𝑁𝐻𝑃𝑃 maximization and operational
safety.
Turbine power is not sensitive to turbine speed for the entire range of relevant
transmission ratios. Power production for either test case varied less than 7.2% across the
turbine speed range.
Condenser coolant pump has little effect on power generation as well. A trend is
found that decreasing coolant pump speed could increase turbine power. Therefore, in
order to maximize turbine power, condenser coolant water pump speed is gradually
decreased until the working fluid pump inlet working fluid temperature is near evaporating
temperature (87 °C for 1.4 bar condensation pressure).
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Among four actuators, working fluid mass split ratio will be set to satisfy the safety
constraints and condenser coolant water pump will be set as small as possible to optimize
the turbine power. Working fluid pump speed is selected for the next step, power
maximization.
1300rpm,1272Nm,12%EGR
1575rpm,1540Nm,12%EGR

Turbine power
improvement (%)

30
25
20
15
10
5
0
N_HPP

r_Split
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Fig. 2-40. Turbine power improvement vs. working fluid pump speed, working fluid mass flow
split ratio, turbine speed and coolant water pump speed.

2.10 Conclusion
This chapter presents models of dynamic ORC-WHR system components and
models identification. The component models are integrated to create a complete ORCWHR system simulation. Subsequently, the dynamic ORC-WHR system is validated over
transient engine operating conditions. Results show that the mixed vapor temperature and
evaporation pressure are predicted within 2% and 3% mean error, respectively. In addition,
an engine model is built to co-simulate with the ORC-WHR system model over driving
cycle. The actuator sensitivity study is carried out based on the validated ORC-WHR
system model. The sensitivity results show that working fluid pump speed predominantly

81

influences ORC power production, while all other actuators have minimal impacts. The
system model developed in this chapter will be utilized to assist model-based control
development for ORC-WHR system. In addition, this model will serve as a virtual plant in
off-line simulations to explore the potential of fuel economy savings and emission
reduction at different heavy-duty truck driving cycles and provide guidelines for the
experimental studies.
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CHAPTER 3 MODEL REDUCTION UTILIZING PORPER ORTHOGONAL
DECOMPOSITION AND GALERKIN PROJECTION APPROACHES
3.1 Introduction
This chapter presents a reduced order modeling framework based on POD and
Galerkin projection. FVM generates the snapshots for the ROM. SVD extracts the basis
functions from the snapshots. After that, Galerkin projection is utilized to minimize the
residuals between the infinite dimensional PDE model to the reduced ODE model. Under
the proposed framework, different reduced order models are generated and compared with
three existing models.

3.2 Motivation and literature review
Control oriented model is required in the model-based control development, such
as estimator design, model predictive control design, dynamic programming benchmark
generation, etc. Different from the high fidelity plant model, control oriented model must
be computational efficient so that it can run fast enough in the real-time control or dynamic
programming. The plant model developed in chapter 2 is not computational efficient for
the model-based control development. Therefore, control oriented model development is
required.
Real world driving conditions vary significantly by the location, weather, traffic,
etc. At a given vehicle speed, varying road slops create transient torque demand, which
creates transient exhaust gas mass flow rate and temperature. Even though the modern
transmission system have achieved much progress such as high number of gears shifts and
advanced transmission control strategies [51, 52], the engine torque is still highly transient.
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Transient engine conditions lead to transient exhaust mass flow rate and temperatures,
exposing challenges to the ORC controller in power generation and operation safety. PID
control predictive capability is limited to short time and shows weakness in reference
tracking over transient engine conditions [21]. Therefore, development of the model
predictive control is required, which could achieve long time horizon prediction. The key
to successfully design the model predictive control is the development of accurately
predictive control oriented model.
The systematic ORC model-based control development requires a physics
motivated, versatile reduced order model (ROM), which has a framework to produce a
series of ROMs at various dimensions. Different ROMs are selected for different tasks in
the control development. Estimator requires high dimension ROM to ensure the state
accuracy, while model predictive control requires slightly low dimension ROM to achieve
future prediction at limited time. Dynamic programming benchmark generation requires
extremely low dimension ROM for the high computation cost of the algorithm.
Notation. A matrix 𝑈 is unitary matrix if it has a relationship with its conjugate transpose
𝑈 ∗ as follows
𝑈 ∗ 𝑈 = 𝑈𝑈 ∗ = 𝐼

(3.1.1)

Considering a general matrix 𝑋 ∈ ℝm×n with rank 𝑝 ≤ min(𝑚, 𝑛) . From standard
Singular Value Decomposition (SVD), there exist real numbers 𝜎1 ≥ ⋯ ≥ 𝜎𝑝 > 0 and
unitary matrices 𝑈 ∈ ℝ𝑚×m and 𝑉 ∈ ℝ𝑛×𝑛 such that
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[Σ𝑝 | 0],

( 𝑚 < 𝑛)
( 𝑚 = 𝑛)

𝑈 ∗ 𝑋𝑉 = Σ = [Σ𝑝 ],
Σ𝑝
[
],
{ 0

(3.1.2)

( 𝑚 > 𝑛)

whereΣ𝑝 = 𝑑𝑖𝑎𝑔(𝜎1 , ⋯ , 𝜎𝑝 ) ∈ ℝ𝑝×𝑝 , and the positive numbers 𝜎𝑖 are called singular
values of 𝑋 . The 𝑈 = (𝑢1 , … , 𝑢𝑚 ) and 𝑉 = (𝑣1 , … , 𝑣𝑛 ) , 𝑢𝑖 ∈ ℝ𝑚×1 is called the left
singular vectors and 𝑣𝑖 ∈ ℝ𝑛×1 is called the right singular vectors, which satisfy
𝑋𝑣𝑖 = 𝜎i 𝑢𝑖

(3.1.3)

3.2.1 Reviews of ORC models
The ORC system evaporator heat exchanger model involves multi-physics
phenomena, namely, the phase changes of the working fluid among liquid phase, mixed
phase, and vapor phase. The interactions of these multi-physics phenomena are modeled
by coupled nonlinear partial differential equations (PDEs) [21]. In the ORC-WHR system,
most of the system states are in the heat exchanger model. Thus this paper mainly focuses
on the model reduction of the heat exchanger. Dynamics in the ORC-WHR heat exchangers
are the same and only evaporator heat exchanger is presented in this chapter. Literature
contains three methods for ORC heat exchanger modeling: the finite volume method
(FVM), the moving boundary method (MBM), and the 0D lumped method. All three
methods are overviewed in this section.
The FVM is considered first. FVM is similar to the finite element method except
that it considers volumes rather than grid points. The large volume is discretized into
smaller, finite, uniform volumes. Subsequently, the governing equations are solved inside
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each finite volume and the adjacent volumes are correlated by boundary conditions. In the
context of heat exchangers, the FVM is explained by Fig. 3-1. T

Fig. 3-1. Finite volume method for heat exchanger modeling. The model includes m uniform (in
volume) cells. In each cell, the heat 𝑞 flows from exhaust gas side to working fluid side. Exhaust
gas flows from right to left as temperature decreases, whereas working fluid flows in the reverse
direction.

The heat exchanger is discretized into ‘m’ uniformly volumetric cells in the axial
fluid flow direction. In typical counterflow fashion, the exhaust gas flows opposite to the
direction of the working fluid flow. In each cell, exhaust heat is absorbed by the wall and
released to the working fluid. From the 1𝑠𝑡 cell to the 𝑚𝑡ℎ cell, the working fluid changes
phase from pure liquid to mixed (saturated), and finally pure vapor. The boundary
conditions of the working fluid and exhaust gas are similar and are specified as mass flow
and temperature at the inlet and pressure at the outlet. For the wall boundary condition, the
left side boundary of 1𝑠𝑡 cell and right side of 𝑚𝑡ℎ cell are adiabatic.
The energy balance in working fluid, wall, and exhaust gas are expressed as follows
Working fluid energy balance:

𝜌𝑓 𝑉𝑓

𝜕ℎ𝑓 (𝑧, 𝑡)
𝜕ℎ𝑓
= −𝑚̇𝑓 𝐿
+ 𝐴𝑓 𝑈𝑓 (𝑇𝑤 − 𝑇𝑓 )
𝜕𝑡
𝜕𝑧

(3.1.1.1)

Wall energy balance:
𝜌𝑤 𝐶𝑝𝑤 𝑉𝑤

𝜕𝑇𝑤 (𝑧, 𝑡)
𝜕𝑇𝑤
= k 𝑤 𝐴𝑤 𝐿
− 𝐴𝑓 𝑈𝑓 (𝑇𝑤 − 𝑇𝑓 ) − 𝐴𝑔 𝑈𝑔 (𝑇𝑤 − 𝑇𝑔 )
𝜕𝑡
𝜕𝑧
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(3.1.1.2)

Exhaust gas energy balance:

𝜌𝑔 𝐶𝑝𝑔 𝑉𝑔

𝜕𝑇𝑔 (𝑧, 𝑡)
𝜕𝑇𝑔
= 𝑚̇𝑔 𝐶𝑝𝑔 𝐿
+ 𝐴𝑔 𝑈𝑔 (𝑇𝑤 − 𝑇𝑔 )
𝜕𝑡
𝜕𝑧

(3.1.1.3)

where ℎ𝑓 (𝑧, 𝑡) ∈ ℝ, 𝑇𝑤 (𝑧, 𝑡) ∈ ℝ and 𝑇𝑔 (𝑧, 𝑡) ∈ ℝ denote the output variable of the FVM
model, [0, 𝐿] ⊂ ℝ is the spatial domain of definition of the system, 𝑧 ∈ [0, 𝐿] is the spatial
coodinate, 𝑡 ∈ [0, ∞] is the time. Please refer to the nomenclature section for a description
of the symbols. These three governing equations are constructed based on the following
assumptions: (i) heat conduction in axial direction of the evaporator is neglected for all
three media (working fluid, wall, and exhaust gas), and (ii) the wall temperature in the
radial direction is assumed to be uniform. Temporal dynamics in the exhaust gas
𝜌𝑔 𝐶𝑝𝑔 𝑉𝑔

𝜕𝑇𝑔
𝜕𝑡

in Eq. (3.1.1.3) are neglected due to their fast transient characteristics, which

derives

0 = 𝑚̇𝑔 𝐶𝑝𝑔 𝐿

𝑑𝑇𝑔
+ 𝐴𝑔 𝑈𝑔 (𝑇𝑤 − 𝑇𝑔 )
𝑑𝑧

(3.1.1.4)

Considering energy balance in the working fluid, Eq. (3.1.1.1), and energy balance in the
wall, Eq. (3.1.1.2), each cell has two states, namely the working fluid enthalpy and the
wall temperature (ℎ𝑓 , 𝑇𝑤 ). With the same governing equations are applied in each cell, the
FVM produces large systems ( 2𝑚 states) of ordinary differential equations (ODEs).
Therefore, FVM heat exchanger models are not readily applicable for real-time modelbased control and estimation design purposes due to the high computational cost. More
details about the FVM can be found in [11].
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Fig. 3-2. MBM for heat exchanger modeling. The model includes three phase regions (liquid phase,
mixed phase, and vapor phase), which are separated by two boundaries. In each phase region, heat
q flows from the exhaust gas through the wall and to the working fluid. In this counterflow heat
exchanger, the exhaust gas flows from right to left and the working fluid flows from left to right.

The second heat exchanger modeling method is the MBM. The main idea of this
method is to use the moving boundaries. In the evaporation process, there are three
different phases: liquid, mixed and vapor, which are separated by two boundaries. The
MBM calculates the position of those two boundaries as shown in Fig. 3-2. Two
boundaries, namely Boundary 1 and Boundary 2 split the system into three phases.
Working fluid flows from left to right and undergoes phase changes from liquid to mixed
and then to vapor. The boundary conditions for the working fluid and exhaust are mass
flow rate and temperature at the inlet and pressure at the outlet. For the wall boundary
conditions, the left side boundary of the liquid phase and right side of the vapor phase
boundary are adiabatic. Like the FVM, temporal exhaust gas dynamics are neglected due
to their fast transient characteristics. Energy balance is applied to the working fluid and the
wall in each phase, which results in a model with 6 states (3 states for the working fluid, 3
states for the wall) [23].
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The MBM derivation assumes the existence of all three working fluid phases within
the heat exchanger. During highly transient engine operating conditions where the vapor
phase and even the mixed phase can disappear, this assumption does not hold true anymore.
As a result, model-based control design utilizing the MBM requires additional model
derivations for cases where not all three phases exist. After the derivation, the heat
exchanger MBM is regarded as a hybrid system, which includes three models: (i) liquid
phase only MBM, (ii) liquid phase plus mixed phase MBM, and (iii) liquid phase, mixed
phase and vapor phase MBM. In most cases, switching between hybrid models results in
numerical instability for two reasons: (i) the length of one or more working fluid phases
can approach zero, and (ii) the various models, which must be switched between, have
varying number of states that must be initialized [53].
A 6-state MBM equations are derived phase by phase:
In the liquid phase, the working fluid energy balance equation is as follows:

𝐴𝜌𝑓,1 (ℎ𝑓,1 − ℎ𝑓,𝑙 )

𝜕𝜌𝑓,1
𝑑𝐿1 1
𝑑ℎ𝑖𝑛
− 𝐴𝐿1 [𝜌𝑓,1 +
+ 𝑚̇𝑓,𝑖𝑛 (ℎ𝑓,𝑖𝑛 − ℎ𝑓,𝑙 )
(ℎ𝑓,1 − ℎ𝑓,𝑙 )]
𝑑𝑡
2
𝜕ℎ
𝑑𝑡
+𝜋𝑑𝑡𝑢𝑏𝑒 𝐿1 𝑈𝑓𝑤,1 (𝑇𝑤,1 − 𝑇𝑓,1 )

(3.1.1.5)

In the liquid phase, wall energy balance equation is as follows:
𝐴𝐶𝑝𝑤 𝜌𝑤 𝐿1

𝑑𝑇𝑤,1
𝑑𝐿1
+ 𝐴𝐶𝑝𝑤 𝜌𝑤 (𝑇𝑤,1 − 𝑇𝑤,𝑙 )
=
𝑑𝑡
𝑑𝑡

+ 𝜋𝑑𝑡𝑢𝑏𝑒 𝐿1 𝑈𝑓𝑤,1 (𝑇𝑓,1 − 𝑇𝑤,1 ) + 𝜋𝑑𝑠ℎ𝑒𝑙𝑙𝑒𝑞𝑣 𝐿1 𝑈𝑔,𝑤 (𝑇𝑇𝑃,1 − 𝑇𝑤,1 )
In the mixed phase, working fluid energy balance equation is as follows:
𝐴[𝜌𝑓,1 (ℎ𝑓𝑙 − ℎ𝑓𝑔 )]

𝑑𝐿1
𝑑𝐿2
+ 𝐴(1 − 𝛾̅ )[𝜌𝑓,𝑙 (ℎ𝑓,𝑙 − ℎ𝑓𝑔 )]
=
𝑑𝑡
𝑑𝑡

89

(3.1.1.6)

−

𝜕𝜌𝑓,1 𝑑ℎ𝑖𝑛
1
𝐴𝐿1
(ℎ𝑓𝑙 − ℎ𝑓𝑔 ) + 𝑚̇𝑓,𝑖𝑛 (ℎ𝑓,𝑙 − ℎ𝑓,𝑔 ) + 𝜋𝑑𝑡𝑢𝑏𝑒 𝐿2 𝑈𝑓𝑤,2 (𝑇𝑤,2 − 𝑇𝑓,2 ) (3.1.1.7)
2
𝜕ℎ 𝑑𝑡

In the mixed phase, wall energy balance equation is as follows:
𝐴𝐶𝑝𝑤 𝜌𝑤 𝐿2

𝑑𝑇𝑤,2
𝑑𝐿1
𝑑𝐿2
+ 𝐴𝐶𝑝𝑤 𝜌𝑤 (𝑇𝑤,𝑙 − 𝑇𝑤,𝑔 )
+ 𝐴𝐶𝑝𝑤 𝜌𝑤 (𝑇𝑤,2 − 𝑇𝑤,𝑔 )
=
𝑑𝑡
𝑑𝑡
𝑑𝑡

+ 𝜋𝑑𝑡𝑢𝑏𝑒 𝐿2 𝑈𝑓𝑤,1 (𝑇𝑠𝑎𝑡 − 𝑇𝑤,2 ) + 𝜋𝑑𝑠ℎ𝑒𝑙𝑙𝑒𝑞𝑣 𝐿2 𝑈𝑔,𝑤 (𝑇𝑇𝑃,2 − 𝑇𝑤,2 )

(3.1.1.8)

In the vapor phase, working fluid energy balance equation is as follows:
𝐴[𝜌𝑓,3 (ℎ𝑓,𝑜𝑢𝑡 − ℎ𝑓,3 ) + 𝜌𝑓,1 (ℎ𝑓,𝑔 − ℎ𝑓,𝑜𝑢𝑡 )]

𝑑𝐿1
𝑑𝑡

+ 𝐴 [𝜌𝑓,3 (ℎ𝑓,𝑜𝑢𝑡 − ℎ𝑓,3 ) + ((1 − 𝛾̅ )𝜌𝑓,𝑙 + 𝛾̅ 𝜌𝑓,𝑔 ) (ℎ𝑓,𝑔 − ℎ𝑓,𝑜𝑢𝑡 )]

𝑑𝐿2
𝑑𝑡

𝜕𝜌𝑓,3
𝑑ℎ𝑓,𝑜𝑢𝑡
1
+ 𝐴𝐿3 [𝜌𝑓,3 −
(ℎ𝑓,𝑜𝑢𝑡 − ℎ𝑓,3 )]
2
𝜕ℎ
𝑑𝑡
𝜕𝜌𝑓,1
1
𝑑ℎ𝑖𝑛
= − 𝐴𝐿1 [
(ℎ𝑓𝑔 − ℎ𝑓,𝑜𝑢𝑡 )]
+ 𝑚̇𝑓,𝑖𝑛 (ℎ𝑓,𝑔 − ℎ𝑓,𝑜𝑢𝑡 )
2
𝜕ℎ
𝑑𝑡
+𝜋𝑑𝑡𝑢𝑏𝑒 𝐿3 𝑈𝑓𝑤,3 (𝑇𝑤,3 − 𝑇𝑓,3 )

(3.1.1.9)

In the vapor phase, wall energy balance equation is as follows:
𝐴𝐶𝑝𝑤 𝜌𝑤 𝐿3

𝜕𝑇𝑤,3
𝑑𝐿1
𝑑𝐿2
+ 𝐴𝐶𝑝𝑤 𝜌𝑤 (𝑇𝑤,𝑔 − 𝑇𝑤,3 )
+ 𝐴𝐶𝑝𝑤 𝜌𝑤 (𝑇𝑤,𝑔 − 𝑇𝑤,3 )
=
𝜕𝑡
𝑑𝑡
𝑑𝑡

+ 𝜋𝑑𝑡𝑢𝑏𝑒 𝐿3 𝑈𝑓𝑤,3 (𝑇𝑓,3 − 𝑇𝑤,3 ) + 𝜋𝑑𝑠ℎ𝑒𝑙𝑙𝑒𝑞𝑣 𝐿3 𝑈𝑔,𝑤 (𝑇𝑇𝑃,3 − 𝑇𝑤,3 )

(3.1.1.10)

where 𝐿3 = 𝐿 − (𝐿1 + 𝐿2 ), 𝐿 is total length of the evaporator; 𝑑𝑡𝑢𝑏𝑒 and 𝑑𝑠ℎ𝑒𝑙𝑙𝑒𝑞𝑣 are
hydraulic diameter of the heat exchanger, the subscripts 𝑙 & 𝑣 stand for saturated liquid
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and saturated vapor states, respectively, the subscript 𝑖 = 1,2 &3 stands for the liquid,
mixed phase and vapor regions, respectively.
The exhaust gas temperature in each region are calculated by applying Eq. (3.1.1.4)
in each region:

𝑇𝑔,1 =

[𝜋𝑑𝑡𝑢𝑏𝑒 𝐿1 𝑈𝑔,𝑤 𝑇𝑤,1 + 𝑚̇𝑔 𝐶𝑝𝑔 {2𝑇𝑔,2 − 2𝑇𝑔,3 + 𝑇𝑔,𝑖𝑛 }]
𝑚̇𝑔 𝐶𝑝𝑔 + 𝜋𝑑𝑡𝑢𝑏𝑒 𝐿1 𝑈𝑔,𝑤

(3.1.1.11)

[𝜋𝑑𝑡𝑢𝑏𝑒 𝐿2 𝑈𝑔,𝑤 𝑇𝑤,2 + 𝑚̇𝑔 𝐶𝑝𝑔 {2𝑇𝑔,3 − 𝑇𝑔,𝑖𝑛 }]
𝑚̇𝑔 𝐶𝑝𝑔 + 𝜋𝑑𝑡𝑢𝑏𝑒 𝐿2 𝑈𝑔,𝑤

(3.1.1.12)

[𝜋𝑑𝑡𝑢𝑏𝑒 𝐿3 𝑚𝐻𝑇𝐶 𝑈𝑔,𝑤 𝑇𝑤,3 + 𝑚̇𝑔 𝐶𝑝𝑔 𝑇𝑔,𝑖𝑛 ]
𝑚̇𝑔 𝐶𝑝𝑔 + 𝜋𝑑𝑡𝑢𝑏𝑒 𝐿3 𝑚𝐻𝑇𝐶 𝑈𝑔,𝑤

(3.1.1.13)

𝑇𝑔,2 =

𝑇𝑔,3 =

𝑇

The state vector of the 6-state MBM is [𝐿1 , 𝑇𝑤,1 , 𝐿2 , 𝑇𝑤,2 , h𝑓,𝑜𝑢𝑡 , 𝑇𝑤,3 ] .

Fig. 3-3. 0D method for heat exchanger modeling. The model includes only 1 lumped cell volume.
In this cell, the heat q flows from exhaust gas through the wall and to the working fluid side. In this
counterflow design, the exhaust gas flows from right to left and the working fluid flows in the
reverse direction.

The third heat exchanger modeling method is the 0D lumped method [54, 55]. This
method considers only a single, uniform volume for the working fluid, wall and exhaust
gas, respectively. Thus, unlike the other modeling methodologies, the 0D method does not
have spatial discretization. The 0D method schematic is shown in Fig. 3-3. The boundary
conditions of exhaust gas and working fluid are mass flow rate and temperature at the inlet
and pressure at the outlet. The left and the right sides of the wall are assumed adiabatic.
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Ignoring the exhaust gas temporal dynamics, the 0D model has two states corresponding
to working fluid and wall. The 0D model does not have phase boundaries so it does not
require model switching. However, the 0D model does not consider the impact of working
fluid phase changes and lumps all three phases into one cell, which does not accurately
capture the heat transfer dynamics within the exchanger, which vary with working fluid
phase. Therefore, the 0D model accuracy is restricted.
The 0D method shares governing Eqs. (3.1.1.1), (3.1.1.2) and (3.1.1.4) with the
FVM. The only difference is that the FVM is 1D method, which has m spatially discretized
cells (m>1). While the 0D method has only one cell and there is no spatial discretization.
When operating on the working fluid energy balance Eq. (3.1.1.1), the working fluid inlet
mass flow rate, working fluid inlet enthalpy and working fluid outlet pressure are
considered boundary conditions. Thus, the first ODE of the 0D method model is derived
as follows:

𝜌𝑓 𝑉𝑓

𝑑 ℎ𝑓
= −(𝑚̇𝑓,𝑖𝑛 ℎ𝑓,𝑖𝑛 − 𝑚̇𝑓,𝑜𝑢𝑡 ℎ𝑓,𝑜𝑢𝑡 ) + 𝐴𝑓 𝑈𝑓 (𝑇𝑤 − 𝑇𝑓 )
𝑑𝑡

(3.1.1.14)

where working fluid outlet mass flow rate 𝑚̇𝑓,𝑜𝑢𝑡 and outlet enthalpy h𝑓,𝑜𝑢𝑡 are calculated
as follows:

𝑚̇𝑓,𝑜𝑢𝑡 = 𝑚̇𝑓,𝑖𝑛 − 𝑉𝑓

𝜕𝜌𝑓 𝑑ℎ𝑓
𝜕ℎ𝑓 𝑑𝑡

ℎ𝑓,𝑜𝑢𝑡 = 2ℎ𝑓 − ℎ𝑓,𝑖𝑛
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(3.1.1.15)

(3.1.1.16)

The wall energy balance Eq. (3.1.1.2) utilizes adiabatic boundary conditions at the
heat exchanger inlet and outlet. Assuming no heat conduction within the wall, the second
ODE of the 0D method model is expressed as follows:
𝜌𝑤 𝐶𝑝𝑤 𝑉𝑤

𝑑𝑇𝑤
= −𝐴𝑓 𝑈𝑓 (𝑇𝑤 − 𝑇𝑓 ) − 𝐴𝑔 𝑈𝑔 (𝑇𝑤 − 𝑇𝑔 )
𝑑𝑡

(3.1.1.17)

For the exhaust gas energy balance Eq. (3.1.1.4), exhaust gas inlet mass flow rate,
exhaust gas inlet temperature and exhaust gas outlet pressure are considered boundary
conditions. Assuming the exhaust gas mass flow rate and heat capacity is constant long the
heat exchanger, the algebraic equation of the exhaust gas for the 0D method model is
derived as follows:
0 = 𝑚̇𝑔 𝐶𝑝𝑔 (𝑇𝑔,𝑖𝑛 − 𝑇𝑔,𝑜𝑢𝑡 ) + 𝐴𝑔 𝑈𝑔 (𝑇𝑤 − 𝑇𝑔 )

(3.1.1.18)

where exhaust gas outlet temperature 𝑇𝑔,𝑜𝑢𝑡 is calculated as follows:
𝑇𝑔,𝑜𝑢𝑡 = 2𝑇𝑔 − 𝑇𝑔,𝑖𝑛

(3.1.1.19)
𝑇

The state vector of the 2-state 0D method is [ ℎ𝑓 , 𝑇𝑤 ] .
Overall, the FVM is not computational efficient, the MBM has stability problems
during model switching and the 0D model has accuracy concerns due to the lack of
different fluid phases. A computationally efficient, robust and accurate heat exchanger
model is required to address these problems.
3.2.2 Research gaps and proposed method
A physically derived, robust control oriented model is developed in this chapter to
address the computation cost issues of the FVM, the model switching concerns of the MBM
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and the accuracy concerns of the 0D model. Specifically, the Proper Orthogonal
Decomposition (POD)-Galerkin projection method is proposed to reduce the coupled heat
exchanger PDEs dynamics in the ORC system. POD, also known as Karhunen-Loeve
decomposition [56-58], principal component analysis [59], has been widely used in model
reduction for systems described by PDEs [60-66]. The POD-Galerkin projection ROM
inherits system dynamics from a snapshot produced by the FVM numerical simulation. The
ROM turns out to be physics motivated and inherits the accuracy from the high fidelity,
physics-based FVM model. After the derivation and simulation of POD ROM,
identification method is applied to the ROM to further improve the accuracy.
This chapter is organized as follows: Section 3.3 introduces the POD ROM
derivation. In Section 3.4, the POD ROM simulation results are given and compared with
FVM, MBM and 0D method. Section 3.5 presents the identification-assisted (IA) POD
ROM and results. The chapter ends with the conclusions in Section 3.6.

3.3 POD Galerkin model reduction
The heat exchanger is the key component of the ORC-WHR system, facilitating
energy transport from the exhaust gas to the working fluid. A 30-cell (𝑚 =30) FVM
discretization is utilized to model the heat exchanger dynamics and generate snapshots for
the POD analysis. The equations utilized in the FVM are Eqs. (3.1.1.1), (3.1.1.2) and
(3.1.1.4). More details about the FVM can be found in [11].
The POD-Galerkin reduction process interpretation is shown in Fig. 3-4. The FVM
execution of Eqs. (3.1.1.1), (3.1.1.2) and (3.1.1.4) generates snapshots 𝑋 ∈ ℝm×n , which
is the general form. The snapshots are matrix, m represents the FVM spatial discretization
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number and 𝑛 represents the FVM simulation time step. More specifically, the snapshots
taken from working fluid enthalpy dynamics are 𝑋ℎ𝑓 ∈ ℝm×n and the snapshots taken from
wall temperature dynamics are 𝑋𝑇𝑤 ∈ ℝm×n . Singular Value Decomposition (SVD) is
applied to extract independent, low order basis functions from the snapshots. Basis
functions are expressed as Φ = [𝜙1 , 𝜙2 , … , 𝜙𝑞 ] in Eq. (3.3.1.2).

More specifically,

working fluid enthalpy and wall temperature have their own basis functions Φf =
[𝜙1 , 𝜙2 , … , 𝜙𝑞𝑓 ] (26) and Φ𝑤 = [𝜙1 , 𝜙2 , … , 𝜙𝑞𝑤 ] (27) respectively. From these basis
functions, the Galerkin projection constructs a ROM, approximating the original model in
the form of ODEs [63]. In the following, Section 3.3.1 presents POD analysis, which
generates basis functions utilizing SVD. Section 3.3.2 presents the Galerkin projection,
which reduces the FVM states to the reduced states with the help of basis functions.

Fig. 3-4. Steps of the POD-Galerkin process: heat exchanger PDEs generate snapshots through
FVM simulation. Subsequently, POD analysis utilizes the Singular Value Decomposition method
to extract basis functions from the snapshots. Finally, Galerkin projection constructs low order
ODEs with the basis functions.
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3.3.1 POD basis function generation
To create the basis functions, snapshots of system states are required. The general
form of snapshot is written as 𝑋 ∈ ℝm×n . The SVD is utilized as a POD method to extract
basis functions from the snapshot 𝑋 [60].
According to the notation at the end of introduction in this chapter and the reference
[58, 67], the 𝑝 POD basis functions are expressed as follows
𝑢𝑖 =

1
𝑋𝑣 , 𝑖 = 1, … , 𝑝
𝜎𝑖 𝑖

(3.3.1.1)

Thus, the first 𝑝 columns in matrix 𝑈 are the orthogonal POD basis functions
(Φ ∈ ℝ𝑚×𝑝 ), described as
Φ = (𝜙1 , … , 𝜙𝑝 ) = (𝑢1 , … , 𝑢𝑝 )

(3.3.1.2)

where each basis function 𝜙i is a column vector of m elements , i.e. 𝜙i = 𝑢𝑖 ∈ ℝ𝑚×1 .
According to notation, the 𝑢𝑖 satisfy
|𝑢| = 1 𝑎𝑛𝑑 〈𝑢𝑖 , 𝑢𝑗 〉 = 0, 𝑗 ≠ 𝑖
Thus, basis functions 𝜙𝑖 inherits the orthogonal property as follows

(3.3.1.3)

|𝜙| = 1 𝑎𝑛𝑑 〈𝜙𝑖 , 𝜙𝑗 〉 = 0, 𝑗 ≠ 𝑖
(3.3.1.4)
In this paper, the snapshots are numerical simulation result from an experimentally
validated, high fidelity, physics-based FVM [11]. Executing Eqs. (3.1.1.1), (3.1.1.2) and
(3.1.1.4), two sets of snapshots are obtained reflecting the working fluid enthalpy states
(ℎ𝑓 ) and the wall temperature states (𝑇𝑤 ) respectively as follows
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𝑥ℎ𝑓 ,1 (𝑡1 ) ⋯
⋮
⋱
=(
𝑥ℎ𝑓 ,𝑚 (𝑡1 ) ⋯

𝑥ℎ𝑓 ,1 (𝑡𝑛 )
⋮
) ∈ ℝ𝑚×𝑛
𝑥ℎ𝑓 ,𝑚 (𝑡𝑛 )

(3.3.1.5)

𝑥𝑇𝑤 ,1 (𝑡1 ) ⋯
⋮
⋱
=(
𝑥𝑇𝑤 ,𝑚 (𝑡1 ) ⋯

𝑥𝑇𝑤 ,1 (𝑡𝑛 )
⋮
) ∈ ℝ𝑚×𝑛
𝑥𝑇𝑤 ,𝑚 (𝑡𝑛 )

(3.3.1.6)

𝑋ℎ𝑓

𝑋𝑇𝑤

The basis functions in Eq. (3.1.1.2) are the full basis functions without reduction.
For the reduced order model, the number of basis functions for working fluid and wall are
𝑞ℎ𝑓 and 𝑞𝑇𝑤 respectively, where 𝑞ℎ𝑓 ≤ 𝑝 and 𝑞𝑇𝑤 ≤ 𝑝. Thus, basis functions for working
fluid enthalpy and wall temperature are expressed as
𝑚×𝑞ℎ𝑓

Φℎ𝑓 = (𝜙ℎ𝑓 ,1 , … , 𝜙ℎ𝑓 ,𝑞ℎ ) ∈ ℝ

(3.3.1.7)

Φ 𝑇𝑤 = (𝜙𝑇𝑤 ,1 , … , 𝜙𝑇𝑤 ,𝑞𝑇𝑤 ) ∈ ℝ𝑚×𝑞𝑇𝑤

(3.3.1.8)

𝑓

3.3.2 Galerkin projection
The continues functions are approximated using Fourier series [67]. Based on this
principle, the spatial-temporal variables ℎ𝑓 (𝑧, 𝑡) and 𝑇𝑤 (𝑧, 𝑡) from the evaporator heat
∞

exchanger model are expanded by a set of basis functions {𝜙ℎ𝑓 ,𝑖 }

𝑖=1

and {𝜙 𝑇𝑤 ,𝑖 }

∞
𝑖=1

respectively as follows
∞

ℎ𝑓 (𝑧, 𝑡) = ∑ ℎ𝑓,𝑖 (𝑡)𝜙ℎ𝑓 ,𝑖 (𝑧) = 𝜙ℎ𝑇𝑓 (𝑧)ℎ𝑓 (𝑡)
𝑖=1
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(3.3.2.2)

∞

𝑇𝑤 (𝑧, 𝑡) = ∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) = 𝜙𝑇𝑇𝑤 (𝑧)𝑇𝑤 (𝑡)

(3.3.2.2)

𝑖=1

where 𝜙ℎ𝑓 (𝑧), ℎ𝑓 (𝑡), 𝜙 𝑇𝑤 (𝑧), and 𝑇𝑤 (𝑡) are vectors. Similar to the Fourier series [68], the
spatial basis functions are ordered from slow to fast dynamics in the spatial frequency
domain. The fast modes contribute little to the system dynamics and only first 𝑞 slow
modes are retained in practice [69]
𝑞 ℎ𝑓

ℎ𝑓,𝑞ℎ (𝑧, 𝑡) = ∑ ℎ𝑓,𝑖 (𝑡)𝜙ℎ𝑓 ,𝑖 (𝑧) = 𝜙ℎ𝑇𝑓 ,𝑞𝑓 (𝑧)ℎ𝑓,𝑞𝑓 (𝑡)
𝑓

(3.3.2.3)

𝑖=1
𝑞𝑇𝑤

𝑇𝑤,𝑞𝑇𝑤 (𝑧, 𝑡) = ∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) = 𝜙𝑇𝑇𝑤 ,𝑞𝑤 (𝑧)𝑇𝑤,𝑞𝑤 (𝑡)

(3.3.2.4)

𝑖=1

where 𝜙ℎ𝑓 ,𝑞ℎ (𝑧), ℎ𝑓,𝑞ℎ (𝑡), 𝜙 𝑇𝑤 ,𝑞𝑇𝑤 (𝑧), and 𝑇𝑤,𝑞𝑇𝑤 (𝑡) are vectors. Thus, the spatial𝑓

𝑓

temporal variable ℎ𝑓 (𝑧, 𝑡) is separated into a set of spatial basis functions 𝜙ℎ𝑓 ,𝑞ℎ (𝑧) and
𝑓

the temporal variables ℎ𝑓,𝑞ℎ (𝑡) . Similarly, the spatial-temporal variable 𝑇𝑤 (𝑧, 𝑡) is
𝑓

separated into a set of spatial basis functions 𝜙 𝑇𝑤 ,𝑞𝑇𝑤 (𝑧) and the temporal variables
𝑇𝑤,𝑞𝑇𝑤 (𝑡).
What has been already addressed is the time-space separation that the working fluid
enthalpy ℎ𝑓,𝑞ℎ (𝑧, 𝑡) is separated into time vectors ℎ𝑓,𝑞ℎ (𝑡) and spatial vectors 𝜙ℎ𝑓 ,𝑞ℎ (𝑧)
𝑓

𝑓

𝑓

, the wall temperature 𝑇𝑤,𝑞𝑇𝑤 (𝑧, 𝑡) is separated into time vectors 𝑇𝑤,𝑞𝑇𝑤 (𝑡) and spatial
vectors 𝜙 𝑇𝑤 ,𝑞𝑇𝑤 (𝑧) . On contrary, if the 𝜙ℎ𝑓 ,𝑞ℎ (𝑧) and ℎ𝑓,𝑞ℎ (𝑡) are known, the
𝑓

98

𝑓

ℎ𝑓,𝑞ℎ (𝑧, 𝑡) is synthesized (recovered) using Eq. (3.3.2.3) [67] (the right hand side term is
𝑓

known and the left hand side term is unknown). If the 𝜙𝑤,𝑞𝑤 (𝑧), and 𝑇𝑤,𝑞𝑤 (𝑡) are known,
the 𝑇𝑤,𝑞𝑤 (𝑧, 𝑡) is synthesized (recovered) using Eq. (3.3.2.4) (the right hand side term is
known and the left hand side term is unknown).
With the Eqs. (3.1.1.1-3.1.1.2) and (3.3.2.3-3.3.2.4), one can define the working
fluid enthalpy residual 𝑅ℎ𝑓 (𝑧, 𝑡) and the wall temperature residual 𝑅𝑇𝑤 (𝑧, 𝑡) respectively
by implementing the truncated working fluid enthalpy expansion (3.3.2.3) and truncated
wall temperature expansion (3.3.2.4) into original system dynamics (3.1.1.1-3.1.1.2) [69]

𝑅ℎ𝑓 (𝑧, 𝑡) = 𝜌𝑓 𝑉𝑓

𝜕ℎ𝑓,𝑞𝑓 (𝑥, 𝑡)
𝜕𝑡

𝑅𝑇𝑤 (𝑧, 𝑡) = 𝜌𝑤 𝐶𝑝𝑤 𝑉𝑤

+ 𝑚̇𝑓 𝐿

𝜕ℎ𝑓,𝑞𝑓
𝜕𝑧

− 𝐴𝑓 𝑈𝑓 (𝑇𝑤,𝑞𝑤 − 𝑇𝑓 (ℎ𝑓,𝑞𝑓 ))

(3.3.2.5)

𝜕𝑇𝑤,𝑞𝑤
𝜕𝑇𝑤,𝑞𝑤
− 𝑘𝑤 𝐴𝑤 𝐿
+ 𝐴𝑓 𝑈𝑓 (𝑇𝑤,𝑞𝑤 − 𝑇𝑓 (ℎ𝑓,𝑞𝑓 ))
𝜕𝑡
𝜕𝑧
+𝐴𝑔 𝑈𝑔 (𝑇𝑤,𝑞𝑤 − 𝑇𝑔 )

(3.3.2.6)

where two residuals 𝑅ℎ𝑓 (𝑧, 𝑡) and 𝑅𝑇𝑤 (𝑧, 𝑡) are minimized in the following forms

𝑞 ℎ𝑓

where {𝜑ℎ𝑓 ,𝑖 (𝑧)}

𝑖=1

(𝑅ℎ𝑓 , 𝜑ℎ𝑓 ,𝑖 ) = 0, 𝑖 = 1, … , 𝑞ℎ𝑓

(3.3.2.7)

(𝑅𝑇𝑤 , 𝜑 𝑇𝑤 ,𝑖 ) = 0, 𝑖 = 1, … , 𝑞𝑇𝑤

(3.3.2.8)

and {𝜑 𝑇𝑤 ,𝑖 (𝑧)}

𝑞𝑇𝑤
𝑖=1

are two sets of weighting functions to minimize

the working fluid enthalpy residual and wall temperature residual respectively. More
details can be found in Appendix C.
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The basis functions {𝜙ℎ𝑓 ,𝑖 }
𝑞 ℎ𝑓

functions {𝜑ℎ𝑓 ,𝑖 (𝑧)}

𝑖=1

𝑞 ℎ𝑓
𝑖=1

and {𝜑 𝑇𝑤 ,𝑖 (𝑧)}

and {𝜙 𝑇𝑤 ,𝑖 }

𝑞𝑇𝑤
𝑖=1

𝑞𝑇𝑤
𝑖=1

are chosen to be the weighting

respectively in Galerkin projection

𝜑ℎ𝑓 ,𝑖 (𝑧) = 𝜙ℎ𝑓 ,𝑖 (𝑧), 𝑖 = 1, … , 𝑞ℎ𝑓

(3.3.2.9)

𝜑 𝑇𝑤 ,𝑖 (𝑧) = 𝜙 𝑇𝑤 ,𝑖 (𝑧), 𝑖 = 1, … , 𝑞𝑇𝑤

(3.3.2.10)

The residuals (𝑅ℎ𝑓 , 𝑅𝑇𝑤 ) are orthogonal to the respective basis functions. Thus
𝑞 ℎ𝑓

basis functions {𝜙ℎ𝑓 ,𝑖 }

𝑖=1

and {𝜙𝑇𝑤 ,𝑖 }

𝑞𝑇𝑤
𝑖=1

are existing solutions to the residual

minimization Eqs. (3.3.2.7) and (3.3.2.8) respectively.
The ROM derivation process includes three steps. Each steps are divided into
working fluid and wall as shown in Fig. 3-5.
Step 1 (working fluid): Applying Eqs. (3.3.2.3-3.3.2.4) into Eq. (3.3.2.5), then Eq.
(3.3.2.11) is derived. The working fluid temperature 𝑇𝑓 (𝑧, 𝑡) in Eq. (3.3.2.11)) is a map of
𝑞

𝑓
∑𝑖=1
ℎ𝑓,𝑖 (𝑡)𝜙ℎ𝑓 ,𝑖 (𝑧) and it is expressed in Eq. (3.3.2.21).

Step 1 (wall): Applying Eqs. (3.3.2.4) into Eq. (3.3.2.6), then Eq. (3.3.2.12) is
derived. Assuming there is no thermal conduction within the wall, Eq. (3.3.2.12) is derived
to Eq. (3.3.2.13). The exhaust gas temperature 𝑇𝑔 (𝑧, 𝑡) is derived from Eq. (3.1.1.4) and is
shown in Eq. (3.3.2.22).
Step 2 (working fluid): Projecting Eq. (3.3.2.11) onto the weighting functions
coordinate by multiplying 𝜑ℎ𝑓 ,𝑗 (𝑧) as shown in Fig.C.1 in the footnote and integrate
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equation along the spatial length 𝐿, then Eq. (3.3.2.14) is obtained. Subsequently, applying
Eqs. (3.3.2.7) and (3.3.2.9) into the Eq. (3.3.2.14), then Eq. (3.3.2.15) is derived.
Step 2 (wall): Projecting Eq. (3.3.2.13) onto the weighting functions coordinate by
multiplying 𝜑 𝑇𝑤 ,𝑗 (𝑧) as shown in Fig.C.1 in the footnote and integrating Eq. (3.3.2.13)
along the spatial length 𝐿, then Eq. (3.3.2.16) is obtained. Subsequently, applying Eq.
(3.3.2.8) and (3.3.2.10) into the Eq. (3.3.2.16), then Eq. (3.3.2.17) is derived.
Step 3 (working fluid): Applying the orthogonal property of the basis functions
(3.3.1.4) into Eq. (3.3.2.15), and assuming 𝑚̇𝑓 (𝑧) = 𝑚̇𝑓 (0) , then Eq. (3.3.2.18) is
obtained. Subsequently, apply the integration by parts principle to the first term of right
hand side in Eq. (3.3.2.18) to arrive at Eq. (3.3.2.19). In Eq. (3.3.2.19), ℎ𝑓,𝑖𝑛 =
𝑞

𝑓
∑𝑖=1
ℎ𝑓,𝑖 (𝑡)𝜙ℎ𝑓 ,𝑖 (0) is the inlet working fluid enthalpy to the evaporator heat exchanger.

Step 3 (wall): Applying the orthogonal property of the basis functions (3.3.1.4) into
Eq. (3.3.2.17), then Eq. (3.3.2.20) is obtained.
Working fluid:

Step 1

𝑅ℎ𝑓 (𝑧, 𝑡) = 𝜌𝑓 𝑉𝑓 ∑

𝑞ℎ𝑓
𝑖=1

ℎ̇𝑓,𝑖 (𝑡) 𝜙ℎ𝑓 ,𝑖 (𝑧) + 𝑚̇𝑓 𝐿 ∑

𝑞ℎ𝑓
𝑖=1

𝑞𝑇𝑤

ℎ𝑓,𝑖 (𝑡)𝜙 ′ ℎ ,𝑖 (𝑧) − 𝐴𝑓 𝑈𝑓 (∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) − 𝑇𝑓 (𝑧, 𝑡))
𝑓

(3.3.2.11)

𝑖=1

Wall:
𝑞𝑇𝑤

𝑞𝑇𝑤

𝑅𝑇𝑤 (𝑧, 𝑡) = 𝜌𝑤 𝑉𝑤 𝐶𝑝𝑤 ∑ 𝑇̇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) − 𝑘𝑤 𝐴𝑤 𝐿 ∑

𝑖=1

𝑖=1

𝑞𝑇𝑤

𝑞𝑇𝑤

𝑞𝑇𝑤

𝑇𝑤,𝑖 (𝑡)𝜙 ′ 𝑇 ,𝑖 (𝑧) + 𝐴𝑓 𝑈𝑓 (∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) − 𝑇𝑓 (𝑧, 𝑡)) + 𝐴𝑔 𝑈𝑔 (∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤,𝑖 (𝑧) − 𝑇𝑔 (𝑧, 𝑡))
𝑤

𝑖=1

𝑞𝑇𝑤

𝑞𝑇𝑤

𝑅𝑇𝑤 (𝑧, 𝑡) = 𝜌𝑤 𝐶𝑝𝑤 𝑉𝑤 ∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) + 𝐴𝑓 𝑈𝑓 (∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) − 𝑇𝑓 (𝑧, 𝑡)) + 𝐴𝑔 𝑈𝑔 (∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) − 𝑇𝑔 (𝑧, 𝑡))
𝑖=1

𝑖=1

𝑖=1
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(3.3.2.12)

𝑖=1

(3.3.2.13)

Working fluid:
𝑞ℎ𝑓

𝐿

𝑞ℎ𝑓

𝐿

𝐿

∫ 𝑅ℎ𝑓 (𝑧, 𝑡)𝜑ℎ𝑓 ,𝑗 (𝑧) 𝑑𝑧 = 𝜌𝑓 𝑉𝑓 ∑ ℎ̇𝑓,𝑖 (𝑡) ∫ 𝜙ℎ𝑓 ,𝑖 (𝑧) 𝜑ℎ𝑓 ,𝑗 (𝑧) 𝑑𝑧 + 𝑚̇𝑓 𝐿 ∑ ℎ𝑓,𝑖 (𝑡) ∫ 𝜙 ′ ℎ ,𝑖 (𝑧)𝜑ℎ𝑓 ,𝑗 (𝑧)𝑑𝑧
0

0

𝑖=1

𝑖=1

𝑓

0

𝑞𝑇𝑤

𝐿

(3.3.2.14)

−𝐴𝑓 ∫ 𝑈𝑓 (𝑧)𝜑ℎ𝑓 ,𝑗 (𝑧) (∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) − 𝑇𝑓 (𝑧, 𝑡)) 𝑑𝑧
0

𝑞ℎ𝑓

𝑖=1
𝑞ℎ𝑓

𝐿

𝐿

𝑞𝑇𝑤

𝐿

𝜌𝑓 𝑉𝑓 ∑ ℎ̇𝑓,𝑖 (𝑡) ∫ 𝜙ℎ𝑓 ,𝑖 (𝑧) 𝜙ℎ𝑓 ,𝑗 (𝑧) 𝑑𝑧 + 𝑚̇𝑓 𝐿 ∑ ℎ𝑓,𝑖 (𝑡) ∫ 𝜙 ′ ℎ ,𝑖 (𝑧)𝜙ℎ𝑓 ,𝑗 (𝑧)𝑑𝑧 − 𝐴𝑓 ∫ 𝑈𝑓 (𝑧)𝜙ℎ𝑓 ,𝑗 (𝑧) (∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) − 𝑇𝑓 (𝑧, 𝑡)) 𝑑𝑧 = 0
0

Step 2

𝑖=1

𝑓

0

𝑖=1

0

𝑖=1

(3.3.2.15)
Wall:
𝑞𝑇𝑤

𝐿

𝑞𝑇𝑤

𝐿

𝐿

𝐿

∫ 𝑅𝑇𝑤 (𝑧, 𝑡)𝜑 𝑇𝑤 ,𝑗 (𝑧) 𝑑𝑧 = 𝜌𝑤 𝑉𝑤 𝐶𝑝𝑤 ∑ 𝑇̇𝑤,𝑖 (𝑡) ∫ 𝜙 𝑇𝑤 ,𝑖 (𝑧) 𝜑 𝑇𝑤 ,𝑗 (𝑧) 𝑑𝑧 + 𝐴𝑓 (∑ 𝑇𝑤,𝑖 (𝑡) ∫ 𝑈𝑓 (𝑧)𝜙 𝑇𝑤 ,𝑖 (𝑧)𝜑 𝑇𝑤 ,𝑗 (𝑧)𝑑𝑧 − ∫ 𝑈𝑓 (𝑧) 𝑇𝑓 (𝑧)𝜑𝑇𝑤 ,𝑗 (𝑧)𝑑𝑧)
0

0

𝑖=1
𝑞𝑇𝑤

0

𝑖=1
𝐿

0

𝐿

(3.3.2.16)

+𝐴𝑔 𝑈𝑔 (∑ 𝑇𝑤,𝑖 (𝑡) ∫ 𝜙 𝑇𝑤 ,𝑖 (𝑧)𝜑 𝑇𝑤 ,𝑗 (𝑧)𝑑𝑧 − ∫ 𝑇𝑔 (𝑧, 𝑡) 𝜑𝑇𝑤 ,𝑗 (𝑧)𝑑𝑧)
0

𝑖=1
𝑞𝑇

𝑤

0

𝑞𝑇

𝐿

𝑤

𝐿

𝐿

𝜌𝑤 𝑉𝑤 𝐶𝑝𝑤 ∑ 𝑇̇ 𝑤,𝑖 (𝑡) ∫ 𝜙𝑇𝑤,𝑖 (𝑧) 𝜙𝑇𝑤,𝑗 (𝑧) 𝑑𝑧 + 𝐴𝑓 (∑ 𝑇𝑤,𝑖 (𝑡) ∫ 𝑈𝑓 (𝑧)𝜙𝑇𝑤,𝑖 (𝑧)𝜙𝑇𝑤,𝑗 (𝑧)𝑑𝑧 − ∫ 𝑈𝑓 (𝑧) 𝑇𝑓 (𝑧, 𝑡)𝜙𝑇𝑤,𝑗 (𝑧)𝑑𝑧)
0

𝑖=1
𝑞𝑇𝑤

0

𝑖=1
𝐿

0

𝐿

(3.3.2.17)

+𝐴𝑔 𝑈𝑔 (∑ 𝑇𝑤,𝑖 (𝑡) ∫ 𝜙 𝑇𝑤 ,𝑖 (𝑧)𝜙 𝑇𝑤 ,𝑗 (𝑧)𝑑𝑧 − ∫ 𝑇𝑔 (𝑧, 𝑡) 𝜙 𝑇𝑤 ,𝑗 (𝑧)𝑑𝑧) = 0
0

𝑖=1

0

Working fluid:
𝑞ℎ𝑓

𝐿

𝑞𝑇𝑤

𝐿

(3.3.2.18)

𝜌𝑓 𝑉𝑓 ℎ̇𝑓,𝑗 (𝑡) = −𝑚̇𝑓 (0)𝐿 ∑ ℎ𝑓,𝑖 (𝑡) ∫ 𝜙 ′ ℎ ,𝑖 (𝑧)𝜙ℎ𝑓 ,𝑗 (𝑧)𝑑𝑧 + 𝐴𝑓 ∫ 𝑈𝑓 (𝑧)𝜙ℎ𝑓 ,𝑗 (𝑧) (∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) − 𝑇𝑓 (𝑧, 𝑡)) 𝑑𝑧
𝑓

0

𝑖=1
𝑞ℎ

0

𝑖=1

𝑞ℎ

𝑓

𝑓

𝐿

𝐿

𝑞𝑇𝑤

Step 3

𝜌𝑓 𝑉𝑓 ℎ̇𝑓,𝑗 (𝑡) = −𝑚̇𝑓 (0)𝐿 [(∑ ℎ𝑓,𝑖 (𝑡)𝜙ℎ𝑓,𝑖 (𝐿)) 𝜙ℎ𝑓,𝑗 (𝐿) − ℎ𝑓,𝑖𝑛 𝜙ℎ𝑓,𝑗 (0) − ∑ ℎ𝑓,𝑖 (𝑡) ∫ 𝜙ℎ𝑓,𝑖 (𝑧)𝜙 ′ ℎ ,𝑗 (𝑧)𝑑𝑧] + 𝐴𝑓 ∫ 𝑈𝑓 (𝑧)𝜙ℎ𝑓,𝑗 (𝑧) (∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧) − 𝑇𝑓 (𝑧, 𝑡)) 𝑑𝑧
𝑖=1

0

𝑖=1

𝑓

0

𝑖=1

(3.3.2.19)
Wall:
𝑞𝑇𝑤

𝐿

𝐿

𝐿

𝜌𝑤 𝑉𝑤 𝐶𝑝𝑤 𝑇̇𝑤,𝑗 (𝑡) = −𝐴𝑓 (∑ 𝑇𝑤,𝑖 (𝑡) ∫ 𝜙 𝑇𝑤 ,𝑖 (𝑧)[𝑈𝑓 (𝑧)𝜙 𝑇𝑤 ,𝑗 (𝑧)]𝑑𝑧 − ∫ 𝑈𝑓 (𝑧) 𝑇𝑓 (𝑧, 𝑡)𝜙 𝑇𝑤 ,𝑗 (𝑧)𝑑𝑧) − 𝐴𝑔 𝑈𝑔 (𝑇𝑤,𝑗 (𝑡) − ∫ 𝑇𝑔 (𝑧, 𝑡) 𝜙 𝑇𝑤 ,𝑗 (𝑧)𝑑𝑧)
𝑖=1

0

0

0

(3.3.2.20)
Fig. 3-5. The 3-step derivation of the reduced order model for the ORC heat exchanger: step 1:
substituting approximated states ℎ𝑓 (𝑧, 𝑡) and 𝑇𝑤 (𝑧, 𝑡) into original state equation (3.1.1.1) and
(3.3.1.3), step 2: Applying test functions 𝜙𝑓,𝑗 (𝑧) and 𝜙𝑤,𝑗 (𝑧) to the equations obtained from step
1, and step 3: Utilizing orthogonal property of the basis functions to simply the equations obtained
from step 2.
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𝑇𝑓 (𝑧, 𝑡) = 𝑚𝑎𝑝 (∑

𝑞 ℎ𝑓
𝑖=1

ℎ̇𝑓,𝑖 (𝑡) 𝜙ℎ𝑓 ,𝑖 (𝑧))

(3.3.2.21)

𝑞

𝑇𝑤
𝑚̇𝑔 𝐶𝑝𝑔 𝑇𝑔 (𝑧 + 1, 𝑡) + 𝐴𝑔 𝑈𝑔 ∑𝑖=1
𝑇𝑤,𝑖 (𝑡)𝜙𝑇𝑤 ,𝑖 (𝑧)
𝑇𝑔 (𝑧, 𝑡) =
𝑚̇𝑔 𝐶𝑝𝑔 + 𝐴𝑔 𝑈𝑔

(3.3.2.22)

3.4 Simulation results and discussion
In this section, the POD-Galerkin based reduction modeling approach is
demonstrated. Snapshot generation is discussed in Section 3.4.1. In Section 3.4.2, the
computation time and accuracy of POD ROMs with different dimensions are evaluated. In
Section 3.4.3, POD ROMs are compared with the FVM, MBM and 0D model respectively.

3.4.1 Snapshot generation
Snapshots are the numerical representation of the system dynamics when subjected
to a given input. The snapshots are obtained from an FVM evaporator heat exchanger
model. The FVM evaporator heat exchanger model is identified and validated with the
experimental data collected in the ORC-WHR test bench at the Department of Automotive
Engineering at Clemson University. The test bench, shown in Fig. 3-6, includes a 440kW
AC transient dyno, a 13L heavy duty diesel engine, and the ORC system. The ORC system
includes three heat exchangers (one TP evaporator, one EGR evaporator, and one
condenser). The TP evaporator is installed downstream of the emissions aftertreatment
system. The EGR evaporator replaces the stock EGR intercooler. The two evaporators are
connected in parallel. The ORC system contains two low pressure feed pumps and a single
high pressure pump. The feed pumps supply the working fluid to the high pressure pump,
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while the high pressure pump controls the working fluid mass flow rate and maintains the
system pressure. Two valves are installed after the high pressure pump to split the working
fluid into the parallel evaporators. In addition, another two valves are installed upstream of
turbine expander to control the turbine inlet pressure and avoid the flow of liquid working
fluid through the turbine expander. A condenser is located downstream from the turbine to
condense the working fluid from vapor phase back to liquid phase. A post condenser
reservoir acts as a buffer for the working fluid during transient engine operating condition,
cold start and cool down scenarios. The dyno is controlled via an AVL PUMA system and
ETAS INCA is utilized to specify the engine actuator positions (e.g. EGR valve and throttle
pedal). Signal communication is processed via CAN BUS.

Fig. 3-6. ORC-WHR test bench in the Automotive Engineering Department of Clemson University.
It includes: a 440kW AC transient dyno, a 13L heavy duty diesel engine, three heat exchangers
(TP/ EGR evaporator, and a condenser), pumps, valves, a reservoir.

A transient engine driving cycle is the input to the experimentally validated,
physics-based, FVM TP evaporator heat exchanger model to produce the simulation
results, casted in the form of snapshots. In this paper, the snapshots are generated utilizing
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exhaust data from a Constant Speed Variable Load (CSVL) heavy duty driving cycle and
validated utilizing the exhaust data from the Federal Test Procedure (FTP) heavy duty
driving cycle. The exhaust inputs include the TP exhaust gas mass flow rate and TP exhaust
gas temperature downstream of the emissions aftertreatment system and they are predicted
by the GT-POWER engine model for the given driving cycle (CSVL or FTP). The engine
speed and torque from the two driving cycles are shown in Fig. 3-7. The CSVL driving
cycle has a nearly constant engine speed around 1200rpm and a heavily transient load
profile. The FTP driving cycle has transient engine speed between 800rpm to 1700rpm.
FTP driving cycle has wider torque range than the CSVL driving cycle.

Fig. 3-7. Engine operating conditions for the snapshot generation and validation: (a) CSVL heavy
duty driving cycle (b) FTP heavy duty driving cycle. The CSVL is utilized in the snapshot
generation and the FTP is utilized in the snapshot validation.

In the snapshot generation and validation simulation, the FVM and the POD ROM
share the same boundary and initial conditions, which are given as follows. For the working
fluid, the mass flow rate 𝑚̇𝑓,𝑖𝑛 and temperature 𝑇𝑓,𝑖𝑛 are given at the evaporator inlet, while
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the pressure 𝑝𝑓,𝑜𝑢𝑡 is given at the outlet. For the wall, both the left side and right side of
the heat exchanger are the adiabatic. For the exhaust gas, the mass flow rate 𝑚̇𝑔,𝑖𝑛 and
temperature 𝑇𝑔,𝑖𝑛 are given at the evaporator inlet, the pressure 𝑝𝑔,𝑜𝑢𝑡 is given at the outlet.
The initial conditions are provided in Appendix A. During the simulation, the working fluid
mass flow rate at the inlet is fixed at 0.029kg/s and working fluid evaporation pressure is
fixed at 20bar. The working fluid mass flow rate is chosen based on the exhaust gas power
of the CSVL driving cycle so that during the entire driving cycle, there working fluid phase
changes occur (liquid, mixed phase, and vapor phase). The evaporation pressure is chosen
based on typical operating conditions in the ORC-WHR system. In the validation
simulation, the working fluid mass flow rate is fixed at 0.017kg/s and working fluid
evaporation pressure is fixed at 20bar.
The POD ROM derived from the CSVL snapshots has 10 states, which includes 5
working fluid states (𝑞ℎ𝑓 = 5) and 5 wall states (𝑞𝑇𝑤 = 5). The 10-state (5,5) POD ROM
is utilized as an example (a two-state POD ROM is compared with the 10-state (5,5) POD
ROM at the end of Section 3.4.3). The POD ROM is then validated over the FTP driving.
In the snapshot validation process, there are four sets of simulation data, and the way each
data set is generated is shown in Fig. 3-8. In Fig. 3-8, there is only one set of snapshots,
which is generated by the FVM simulation, given the CSVL driving cycle as the input. The
POD ROM is derived based on the snapshots. With the POD ROM, simulation output are
obtained given the CSVL driving cycle as the input. The ‘reference error’ is be obtained
by comparing ‘FVM output from CSVL’ and ‘POD ROM output from CSVL’. The
’reference error’ is compared with the ‘validation error’ during snapshot validation. In the
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validation process, the FTP driving cycle is the input to both the POD ROM and the FVM.
As a result, ‘POD ROM output from FTP’ and ‘FVM output from FTP’ are obtained and
compared to generate the ‘validation error’.

Fig. 3-8. Diagram of simulation data generation for in the snapshot validation process. The CSVL
and FTP are two separate heavy duty driving cycles. FVM represents the high fidelity, physicsbased model. Snapshots from the FVM CSVL are utilized to derive the POD ROM. ‘POD ROM
output from CSVL’ is obtained given CSVL driving cycle as inputs and it is compared with ‘FVM
output from CSVL’ to give the ‘reference error’. The FTP driving cycle is utilized to validate the
snapshot. Given the FTP driving cycle, POD ROM (created using the CSVL snapshot) generates
the ’POD ROM output from FTP’ and the FVM generates the ‘FVM output from FTP’. ’POD ROM
output from FTP’ is compared with ‘FVM output from FTP’ to indicate the validation error.

Two signals are considered in the error comparison: working fluid temperature at
the evaporator outlet and exhaust gas temperature at the evaporator outlet. For the FVM,
the working fluid outlet enthalpy ℎ𝑓,𝑜𝑢𝑡 exists in the simulation output and it is calculated
with Eq. (1). Working fluid pressure at the evaporator heat exchanger outlet 𝑝𝑓,𝑜𝑢𝑡 is given
as 20bar. Working fluid outlet temperature is calculated using 3D thermodynamic table
given working fluid outlet enthalpy ℎ𝑓,𝑚 and working fluid outlet pressure 𝑝𝑓,𝑜𝑢𝑡 . Exhaust
gas outlet temperature 𝑇𝑔,𝑜𝑢𝑡 exist in the FVM output and it is calculated with Eq. (4). For
the POD ROM, working fluid enthalpy is recovered utilizing Eq. (3.3.2.3). In the right
hand side of Eq. (3.3.2.3), ℎ𝑓,𝑖 (𝑡) are the POD ROM state, which directly exists in the POD
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ROM output. 𝜙ℎ𝑓 ,𝑖 (𝑧) in the right hand side of Eq. (3.3.2.3) are already known, which is
calculated from the FVM CSVL snapshots as shown in the first row of Fig. 3-8. Thus, the
ℎ𝑓,𝑞ℎ (𝑧, 𝑡) in the Eq. (3.3.2.3) is calculated. The working fluid outlet enthalpy ℎ𝑓,𝑞ℎ (𝐿, 𝑡)
𝑓

𝑓

are known. The working fluid outlet pressure 𝑝𝑓,𝑜𝑢𝑡 is 20bar. Thus the working fluid outlet
temperature 𝑇𝑓,𝑜𝑢𝑡 is calculated using the 3D thermodynamic table given the working fluid
outlet enthalpy ℎ𝑓,𝑞ℎ (𝐿, 𝑡) and working fluid outlet pressure 𝑝𝑓,𝑜𝑢𝑡 . Exhaust gas outlet
𝑓

temperature 𝑇𝑔,𝑜𝑢𝑡 exist in the POD ROM output and it is calculated with Eq. (3.1.1.4).
Error percentage 𝜖 is utilized as the metric and it is defined as follows:

𝜖(𝑥) =

𝑛 |𝑥
1
𝑃𝑂𝐷,𝑖 − 𝑥𝐹𝑉𝑀,𝑖 |
∑
× 100%
𝑛
𝑥𝐹𝑉𝑀,𝑖
𝑖=1

(3.4.1.1)

Error category
Variables
𝜖
Working fluid outlet temperature
0.90%
Reference error
(CSVL)
Exhaust gas outlet temperature
0.38%
Working fluid outlet temperature
1.22%
Validation error
(FTP)
Exhaust gas outlet temperature
0.50%
Table 3-1. Snapshot validation. Each error represents the difference between the POD ROM and
the FVM simulation results. Reference error is calculated based on the CSVL heavy duty driving
cycle and validation error is calculated based on the FTP heavy duty driving cycle.

The error comparison results are summarized in Table 3-1. Operating over the
CSVL driving cycle, the reference error between the POD ROM and FVM models for
working fluid outlet temperature and exhaust gas outlet temperature are 0.90% and 0.38%,
respectively. For the working fluid outlet temperature, the validation error from the FTP
driving cycle is 1.22%, which is slightly larger than the reference error 0.90%. Considering
the transient engine speed in FTP driving cycle versus the constant engine of the CSVL
used for snapshot generation and subsequent POD ROM model creation, 0.32% absolute
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error increase is not significant. In addition, for the exhaust gas outlet temperature, the
validation error of 0.50% is 0.18 (absolute) higher than the reference error, which is also
insignificant. Therefore, utilization of CSVL the snapshot for POD ROM creation is
representative enough for subsequent operation of the POD ROM over various engine
operating conditions.

3.4.2 POD ROMs performance evaluation
After snapshot determination, a SVD operation is applied to the snapshot. Ordered
singular values for the working fluid enthalpy (𝜎ℎ𝑓 ,1 ≥ ⋯ ≥ 𝜎ℎ𝑓 ,𝑞ℎ ) and wall temperature
𝑓

(𝜎𝑇𝑤 ,1 ≥ ⋯ ≥ 𝜎𝑇𝑤 ,𝑞𝑇𝑤 ) from the snapshot are shown in Fig. 3-9. For the working fluid
enthalpy, note that the first singular value 𝜎ℎ𝑓 ,1 is nearly three orders of magnitude larger
than the second singular value 𝜎ℎ𝑓 ,2, which reveals that the main dynamics are stored in
the first singular value 𝜎ℎ𝑓 ,1. In addition, the singular values decrease significantly as the
singular value number increases (x-axis), which means that the singular values ranked at
the end (higher in number) do not capture much of the dynamics. Thus, there is significant
potential to reduce the system states. The same phenomenon is observed in the wall
temperature singular values. Moreover, comparing the first singular value for working fluid
enthalpy and wall temperature reveals that the first singular value from working fluid
enthalpy is almost six orders of magnitude larger than that from wall temperature.
Therefore, it is possible to ignore the wall dynamics and only retain working fluid dynamics
for the lowest order POD ROM.
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Fig. 3-9. Singular value of working fluid enthalpy and wall temperature calculated from the
snapshot.

After the SVD operation, POD ROMs with different dimensions are derived under
the ROM framework, which is derived in Section 3.3. The exhaust gas and working fluid
operating conditions, boundary conditions and initial conditions are the same as the
snapshot generation simulation. The Root Mean Square Error (RMSE) of the working fluid
temperature and the wall temperature is utilized for the ROM accuracy evaluation. The
reference temperature in the RMSE calculation is from the FVM simulation, and RMSE is
defined as follows:
𝑚
𝑛
1
2
𝑇𝑅𝑀𝑆 = √
∑ ∑ (𝑇𝐹𝑉𝑀,𝑖,𝑗 − 𝑇𝑃𝑂𝐷,𝑖,𝑗 )
𝑚𝑛
𝑖=1
𝑗=1

(3.4.2.1)

The 𝑇𝑅𝑀𝑆 for different POD ROMs is shown in Fig. 3-10. In Fig. 3-10a, 𝑞ℎ𝑓 is fixed
at 10 and 𝑞𝑇𝑤 is swept from 1 to 10. As expected, the 𝑇𝑅𝑀𝑆 of working fluid temperature
decreases as 𝑞ℎ𝑓 increases. In Fig. 3-10b, 𝑞𝑇𝑤 is fixed at 10 and 𝑞ℎ𝑓 is swept from 1 to 10.
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Again, the 𝑇𝑅𝑀𝑆 of wall temperature decreases as 𝑞ℎ𝑓 increases. For each state, as the state
dimension increases above five, further 𝑇𝑅𝑀𝑆 reduction is minimal.

Fig. 3-10. 𝑇𝑅𝑀𝑆 of working fluid temperature and wall temperature for the ROM with different state
dimensions: (a) 𝑞ℎ𝑓 = 10, 𝑞𝑇𝑤 sweeps from 1 to 10, and (b) 𝑞𝑇𝑤 = 10, 𝑞ℎ𝑓 sweeps from 1 to 10.
Both the working fluid temperature 𝑇̅𝑅𝑀𝑆 and the wall temperature 𝑇̅𝑅𝑀𝑆 decrease as the state
dimension increases.

In the POD ROM, two dynamics are working fluid enthalpy dynamics and wall
temperature dynamics. The state dimension of these two dynamics are 𝑞ℎ𝑓 and 𝑞𝑇𝑤 . The
execution time of the state update for working fluid enthalpy and wall temperature are
shown in Fig. 3-11a and b respectively. In Fig. 3-11a, the wall temperature state dimension
are fixed at 10 and only working fluid enthalpy state dimension changes. As the working
fluid enthalpy state increases, the computation time for the working fluid enthalpy state
update increases near linearly. In Fig. 3-11b, the working fluid enthalpy state dimension
are fixed at 10 and only wall temperature state dimension changes. As the wall temperature
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state dimension increases, the computation time for the wall temperature state update
increases near linearly. Therefore, for the POD ROM, less states require less computation
time and the computation time increases near linearly with the increase of state dimension.
Note that the computer with an Intel Xeon W3530 2.8 GHz CPU with 20 GB RAM is used
in the simulation and the execution time is the average of five runs.

Fig. 3-11. Computation time of the POD ROM state update at different state dimensions: (a) wall
temperature state dimension 𝑞𝑇𝑤 = 10, working fluid enthalpy state dimension 𝑞ℎ𝑓 sweeps from 1
to 10, and (b) working fluid enthalpy state dimension 𝑞ℎ𝑓 = 10, wall temperature state dimension
𝑞𝑇𝑤 sweeps from 1 to 10. As the working fluid enthalpy state increases, the computation time for
the working fluid enthalpy state update increases near linearly. As the wall temperature state
dimension increases, the computation time for the wall temperature state update increases near
linearly as well.

The POD ROMs are compared with the FVM snapshots in working fluid outlet
temperature and 𝑚𝑡ℎ wall temperature as shown in Fig. 3-12. Only 300s of the total
simulation and five POD ROMs of different state dimension are plotted for readability.
The selected 300s results are the most challenging portion along the entire 1200s simulation
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and its include two phase changes scenarios (liquid phase to mixed phase and mixed phase
to vapor phase). At the beginning of the 300s, the working fluid only exists in liquid phase
along the entire heat exchanger and the outlet temperature is around 50°C. The pure liquid
state exists until the horizontal line appears in the Fig. 3-12a, where the mixed phase
appears. The horizontal line is due to the constant evaporation temperature at given
constant evaporation pressure. After certain period of time, the working fluid outlet
temperature starts to climb again, where the pure vapor phase appears. In the legend, (10,1)
represents the POD ROM with 𝑞ℎ𝑓 = 10, 𝑞𝑇𝑤 = 1. Fig. 3-12a and b show the working fluid
outlet temperature and 𝑚𝑡ℎ wall temperature. POD ROMs with high state dimensions
show better results than the POD ROMs with low state dimensions ((10,1) vs. (10,5), (1,10)
vs. (5,10), (5,10) vs. (10,10)). Out of the five ROMs, the ROM with (10,1) shows the worst
result in both plots. In the Fig. 3-12a, the phase change of POD ROM with (10,1) is
anticipated by ~50s before the FVM snapshot (horizontal line at 180°C). This is due to the
over-predicted wall temperature in the Fig. 3-12b, owing to the lack of wall states (around
40°C higher than wall temperature in snapshot). The high wall temperature over-predicts
the heat transfer between the working fluid and the wall, resulting in the temporal advance
of the working fluid phase change.
The interaction of state dynamics is complex, hinting ‘optimal’ POD ROM
performance exhibits and interdependence of each state dimension on both the other state
dimension and the total number of states for the model as a whole. For example, the POD
ROM with state dimension (1,10) outperforms the POD ROM with state dimension (10,1).
This reveals that, for an 11-state ROM, wall dynamics contribute to the system dynamics
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more than the working fluid dynamics. However, the POD ROM with state dimension
(10,5) outperforms the POD ROM with state dimension (5,10). Thus, for the 15-state POD
ROM, working fluid dynamics contribute to the system dynamics more than the wall
dynamics. Balancing the influence of the wall and working fluid enthalpy state dimensions
with the total number of model states is the key to proper model performance.
Overall, in the zoom in window of Fig. 3-12a, the POD ROM with state dimension
(10,10) shows slightly better performance than the ROM with state dimension (10,5).
Overall, POD ROMs with state dimension (10,10) and (10,5) show good agreement with
the snapshot (working fluid outlet temperature R-squared: 0.991 and 0.992).
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Fig. 3-12. Comparison between the POD ROMs and the snapshot: (a) working fluid outlet
temperature, and (b) 𝑚𝑡ℎ wall temperature. In the legend, (10,1) represents 𝑞ℎ𝑓 = 10, 𝑞𝑇𝑤 = 1.
Only 300s and 5 POD ROMs are plotted against snapshot for readability. As the POD ROM state
dimension increases, POD ROM results approach the snapshot results.

3.4.3 POD ROMs comparison with FVM, MBM and 0D method
The POD ROMs are compared with FVM, MBM and 0D models over a 450s
simulation. The engine operating conditions are shown in Fig. 3-13.The POD ROMs have
varying states based on the different comparison methods (FVM, MBM, and 0D method).
At given number of POD ROM total state, sweep method is utilized. It runs the simulation
with all possible combination of working fluid states and wall states and then the final
choice is the combination that produces the least error. The accuracy and computation time
are discussed in each comparison to show how the POD ROMs overcome the weakness of
each reference methods. In the simulation, working fluid mass flow rate is fixed at
0.025kg/s and the working fluid pressure is fixed at 20bar.
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Fig. 3-13. Engine operating conditions for the model comparison (POD ROM, FVM, MBM and
0D method): (a) engine torque and engine speed, (b) TP exhaust gas mass flow rate, and (c) TP
exhaust gas temperature downstream aftertreatment system.

3.4.3.1 POD ROM comparison with FVM
The comparison of the 60-state FVM and a 20-state (10,10) POD ROM is shown
𝑇

in Fig. 3-14. The FVM state vector is [ℎ𝑓,1 , … , ℎ𝑓,30 , 𝑇𝑤,1 , … , 𝑇𝑤,30 ] . The POD ROM state
𝑇

vector is [ℎ𝑓,1 , … , ℎ𝑓,10 , 𝑇𝑤,1 , … , 𝑇𝑤,10 ] . Working fluid outlet temperature, 𝑚𝑡ℎ cell wall
temperature and exhaust gas outlet temperature are plotted. Overall, the 60-state FVM and
the 20-state (10,10) POD ROM exhibit close agreement. The accuracy of the POD ROM
is calculated by considering the FVM results as the reference. The RMSE, error percentage
(𝜖), and computation time of the two methods are summarized in Table 3-2. The RMSE
between the two methods are within 10°C for the three temperature variables. Error
percentage 𝜖 is defined in (3.4.1.1). For all three variables, 𝜖 does not exceed 1.7%. The
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computation time of the 20-state (10,10) POD ROM is 11.6s (19.9%) less than that of the
60-state FVM (46.7s vs. 58.3s). Without sacrificing much accuracy, the 20-state (10,10)
POD ROM saves computation time compared with the 60-state FVM.

Fig. 3-14. Comparison between the 60-state FVM and the 20-state (10,10) POD ROM: (a) working
fluid outlet temperature, (b) 𝑚𝑡ℎ cell wall temperature, and (c) exhaust gas outlet temperature.
Good agreement is shown between the two methods for all three temperature variables.
Method
s

Variables

RMSE

𝜖

60-state
FVM

Working fluid outlet temperature
𝑚𝑡ℎ cell wall temperature
Exhaust gas outlet temperature

/
/

/
/

/

/

Working fluid outlet temperature

7.2

1.35%

9.1

1.65%

20-state
POD
ROM

𝑚

𝑡ℎ

cell wall temperature

Computation
time
58.3 s

46.7 s

Exhaust gas outlet temperature
2.7
0.54%
Table 3-2. Accuracy and computation time comparison between the 60-state FVM and the 20-state
(10,10) POD ROM. The accuracy of the POD ROM is calculated by considering the FVM results
as the reference. Error percentage 𝜖 for all three variables are within in 1.7%. Computation time of
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the 20-state (10,10) POD ROM is 11.6s less than the 60-state FVM. (Note: the 60-state FVM is the
reference of the POD ROM so that it does not have RSME, 𝜖 and R-squared values).

𝑅_𝑠𝑞𝑢𝑎𝑟𝑒𝑑(𝑥) = 1 −

∑𝑛𝑖=1(𝑥𝐹𝑉𝑀,𝑖 − 𝑥𝑃𝑂𝐷,𝑖 )
∑𝑛𝑗=1(𝑥𝐹𝑉𝑀,𝑗 − 𝑥𝐹𝑉𝑀 )

2

(3.4.3.1.1)

2

3.4.3.2 POD ROM comparison with MBM
The comparison between the 6-state MBM and the 6-state (2,4) POD ROM is shown
in Fig. 3-15. Both methods have been defined with an equivalent number of states for a
T

fair comparison. The state vector of the MBM is [𝐿1 , 𝐿2 , ℎ𝑓 , 𝑇𝑤,1 , 𝑇𝑤,2 , 𝑇𝑤,3 ] and the state
T

vector of the POD ROM is [ℎ𝑓,1 , ℎ𝑓,2 , 𝑇𝑤,1 , 𝑇𝑤,2 , 𝑇𝑤,3 , 𝑇𝑤,4 ] . The working fluid outlet
temperature and exhaust gas outlet temperature of the two methods are compared in Fig.
3-15a and b, respectively. The working fluid outlet temperature of the 6-state (2,4) POD
ROM shows better alignment with the 60-state FVM than the 6-state MBM in Fig. 3-15a.
Quantitatively, the 𝜖 is reduced from the 4.63% to 1.73% through utilization of the 6state (2,4) POD ROM. From the zoomed-in window of Fig. 3-15a, the 6-state (2,4) POD
ROM closely tracks the 60-state FVM, while the 6-state MBM over-predicts the working
fluid outlet temperature. In Fig. 3-15b, exhaust gas outlet temperature of the 6-state
MBM experiences oscillation while the 6-state (2,4) POD ROM follows the FVM
without oscillation and with an 𝜖 of only 0.86%.
The RMSE, 𝜖 and computation time of the two methods are summarized in Table
3-3 . While the computation time of the two methods are close, the 6-state (2,4) POD ROM
exhibits less error and higher stability than the 6-state MBM.
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Fig. 3-15. Comparison between the 6-state MBM and the 6-state (2,4) POD ROM: (a) working
fluid outlet temperature, and (b) exhaust gas outlet temperature. The 6-state (2,4) POD ROM shows
less error and more stability than the 6-state MBM.
Methods

Variables

RMSE

𝜖

Computation
time

Working fluid outlet
24.7
4.63%
temperature
22.1 s
Exhaust gas outlet
19.5
3.92%
temperature
Working fluid outlet
9.2
1.73%
6-state
temperature
POD
22.8 s
Exhaust gas outlet
ROM
4.3
0.86%
temperature
Table 3-3. Accuracy and computation time comparison between the 6-state MBM and the 6-state
(2,4) POD ROM. POD ROM shows significant RMSE and ϵ improvements compared with the 6state MBM. The ϵ or working fluid outlet temperature and exhaust gas outlet temperature of the 6state (2,4) POD ROM are within 1.8% of the 60-state FVM. Computation time of the 6-state (2,4)
POD ROM is close to that of the 6-state MBM.
6-state
MBM
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Fig. 3-16. Comparison between the 2-state 0D method and the 2-state (2,0) POD ROM:
(a) working fluid outlet temperature, and (b) exhaust gas outlet temperature.
3.4.3.3 POD ROM comparison with 0D method
The comparison between the 2-state 0D method and a 2-state (2,0) ROM is shown
T

in Fig. 3-16. The state vector of the 0D method is [ℎ𝑓 , 𝑇𝑤 ] and the state vector of the POD
T

ROM is [ℎ𝑓,1 , ℎ𝑓,2 ] . Working fluid outlet temperature and exhaust gas outlet temperature
are plotted for comparison. In Fig. 3-16a, the 2-state 0D method under-predicts the working
fluid outlet temperature over the entire simulation, while the 2-state (2,0) POD ROM
results exhibits less error. In Fig. 3-16b, the 2-state (2,0) POD ROM exhaust gas outlet
temperature has similar performance with the 2-state 0D method. The RMSE, 𝜖 and
computation time of the two methods are summarized in Table 3-4. The RMSE of the POD
ROM working fluid outlet temperature is 45% less than that of the 2-state 0D method. The
𝜖 of working fluid outlet temperature from the 2-state (2,0) POD ROM is 2.72% (absolute)
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less than that produced by the 2-state 0D method. Moreover, the computation time for both
methods are similar (7.8s vs. 8.2s). Overall, compared with the 2-state 0D method, the 2state (2,0) POD ROM significantly reduces the working fluid outlet temperature error with
a nearly equivalent computation time.

Methods

Variables

RMSE

𝜖

Computation
time

Working fluid outlet
30.2
5.67%
temperature
7.8 s
Exhaust gas outlet
7.1
1.42%
temperature
Working fluid outlet
15.7
2.95%
temperature
2-state POD
8.2 s
ROM
Exhaust gas outlet
5.8
1.16%
temperature
Table 3-4. Accuracy and computation time comparison between the 2-state 0D method and the 2state POD ROM. The 2-state POD ROM shows RMSE and ϵ reduction compared with the 2-state
0D method. The ϵ for working fluid outlet temperature of the 2-state ROM are 2.72% less than that
of the 2-state 0D method. The computation time of the 2-state ROM is close to that of the 2-state
0D method.
2-state 0D
method

Three POD ROMs, generated from the proposed POD ROM framework, have been
compared with FVM, MBM and 0D method, respectively. The POD ROMs show their
advantages in both computation cost relative to the FVM, and accuracy over the MBM and
0D method. The 2-state (2,0) POD ROM is applied to the snapshot validation as in Section
3.4.1 and is compared with the 10-state (5,5) POD ROM. In brief review, the POD ROM
models were created based on a FVM snapshot from the CSVL transient engine cycle and
are now being validated via their respective performance over the FTP transient cycle.
The error percentage comparison for the two POD ROM models is shown in the
Table 3-5. Comparing the reference error between two POD ROMs in Table 3-5, the 10state (5,5) POD ROM shows less error than the 2-state (2,0) POD ROM for both working
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fluid outlet temperature (0.90% < 1.36%) and exhaust gas outlet temperature (0.35% <
0.54%). When comparing the working fluid outlet temperature, the 2-state (2,0) POD ROM
over predicts by ~20°C between 540s to 580s. Along the entire simulation, the three models
perform well qualitatively. For the exhaust gas outlet temperature, both POD ROMs under
predict the temperature along the entire cycle. Within the zoomed selection of Fig. 3-17b,
the 2-state (2,0) POD ROM shows a larger undershoot than the 10-state POD ROM.
POD ROM
10-state POD
ROM

2-state POD
ROM

Error category

Variables

Reference error
(CSVL)

Working fluid outlet temperature
Exhaust gas outlet temperature
Working fluid outlet temperature

𝜖
0.90%
0.38%
1.22%

Exhaust gas outlet temperature

0.50%

Reference error
(CSVL)

Working fluid outlet temperature

1.36%

Exhaust gas outlet temperature

0.54%

Validation error
(FTP)

Working fluid outlet temperature

2.26%

Validation error
(FTP)

Exhaust gas outlet temperature
1.13%
Table 3-5. Snapshot validation. The error is the simulation results difference between the POD
ROM and the FVM. Two POD ROMs are considered in the comparison: 10-state (5,5) POD ROM
and 2-state (2,0) POD ROM. Reference error is calculated based on the CSVL heavy duty driving
cycle and validation error is calculated based on the FTP heavy duty driving cycle.

In Table 3-5, the validation errors are larger than the reference error for the 2-state
(2,0) POD ROM, which shares this trend with 10-state (5,5) POD ROM. However, the
difference between the validation error and reference error in the 2-state (2,0) POD ROM
is larger than that in the 10-state (5,5) POD ROM. In the 2-state (2,0) POD ROM, the
working fluid outlet temperature error grows from 1.36% (reference error) to 2.26%
(validation error). To further this analysis and illuminate the influence of the chosen
snapshot on validation accuracy, the CSVL and FTP heavy duty driving cycles are
switched in the reference and validation phase.

122

Fig. 3-17. Comparison of 60-state FVM, 10-state (5,5) POD ROM and 2-state (2,0) POD ROM
given the CSVL driving cycle: (a) working fluid outlet temperature, and (b) exhaust gas outlet
temperature.

The validation process with the switched cycles is explained in Fig. 3-18. After the
driving cycle switch, the POD ROM is derived with the basis functions from the FTP
snapshot rather than the CSVL snapshot. Likewise, the CSVL driving cycle is now utilized
to generate the validation simulation results. The 2-state (2,0) POD ROM and 10-state (5,5)
POD ROM are derived and utilized in the following comparisons.
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Fig. 3-18. Diagram of simulation data generation for in the snapshot validation process. The CSVL
and FTP are two heavy duty driving cycles. FVM is the high fidelity, physics-based model.
Snapshots from the FVM operating over the FTP driving cycle is now utilized to derive the POD
ROM. ‘POD ROM output from FTP’ generated by the POD ROM given FTP driving cycle for
basis function generation, and it is compared with ‘FVM output from FTP’ to give the reference
error. The CSVL is now the driving cycle utilized to validate the snapshot. Given the CSVL driving
cycle, the POD ROM generates the ‘POD ROM output from CSVL’ and FVM generates the
simulation result ‘FVM output from CSVL’. The ‘FVM output from CSVL’ is compared with
‘POD ROM output from CSVL’ to calculate the validation error.

The comparison results are summarized in the Table 3-6Table 3-6. The most
important finding in the table is that the validation errors are less than reference errors both
for 2-state (2,0) POD ROM and 10-state (5,5) POD ROM. Important insight is gained by
comparing the 10-state (5,5) POD ROM results between Table 3-5 and Table 3-6. Namely,
whether the CSVL driving cycle is utilized in the reference or validation phase, the error
values are close. CSVL working fluid outlet temperature error (0.90% vs. 0.84%) and
CSVL exhaust gas outlet temperature error (0.38% vs. 0.35%) are quantitatively similar
even though the first values utilized the CSVL snapshot for POD ROM model creation and
the latter numbers utilized the FTP model creation. The 10-state (5,5) POD ROM FTP
driving cycle shows similar results, namely, the error experienced over the cycle (relative
to the FVM) does not significantly depend on which cycle snapshot is used in model
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creation. In summary, the POD ROMs derived from two different driving cycle snapshots
(CSVL and FTP) show close performance. Based on the observation from the two driving
cycles, the snapshot from FTP driving cycle is representative for the engine conditions.
One thing to note is that this may be not necessarily valid for all kinds of engine conditions
or driving cycles.
POD ROM
10-state POD
ROM

2-state POD
ROM

Error category

Variables

Reference error
(FTP)

Working fluid outlet temperature
Exhaust gas outlet temperature
Working fluid outlet temperature

𝜖
1.21%
0.50%
0.84%

Exhaust gas outlet temperature

0.35%

Reference error
(FTP)

Working fluid outlet temperature

2.02%

Exhaust gas outlet temperature

1.07%

Validation error
(CSVL)

Working fluid outlet temperature

1.47%

Validation error
(CSVL)

Exhaust gas outlet temperature
0.61%
Table 3-6. Snapshot validation. The error is the simulation results difference between the POD
ROM and the FVM. Two POD ROMs are considered in the comparison: 2-state (2,0) POD ROM
and 10-state (5,5) POD ROM. Reference error is calculated based on the FTP heavy duty driving
cycle and validation error is calculated based on the CSVL heavy duty driving cycle.

3.5 Identification-assisted POD (IA-POD) ROM
Even though the 2-state (2,0) POD ROM shows less error than the 2-state 0D
method, the error percentage 𝜖 is still high for both working fluid outlet temperature
(2.95%) and exhaust gas outlet temperature (1.16%) in Fig. 3-16. An identification based
method is utilized to reduce the error of the low order POD ROM in the following section.
One way to improve the POD ROM accuracy is to identify the parameters in the
reduced model. In [70], M. Couplet et al come up with a partial-Galerkin method and
expressed its potential to reduce computation cost with satisfactory accuracy, which is
utilized in this section. An identification-assisted method is utilized herein to identify the
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constants and the basis functions to improve the low order POD ROM for the heat
exchanger.

3.5.1 IA-POD ROM problem formulation
The constant volumes 𝑉𝑤 , 𝑉𝑓 in the left side of Eqs. (3.3.2.19) and (3.3.2.20) are the
volume of one discretized cell, which are fixed values in the FVM. However, because of
the truncated terms in Eqs. (3.3.2.3) and (3.3.2.4) in the model reduction, some of physics
and dynamics are lost. These two parameters are identified in this section to compensate
for the lost dynamics during transients.
Basis functions affect both transient and steady state error of the POD ROM (basis
functions exist in Eqs. (3.3.2.19) and (3.3.2.20) if the time derivative terms are set as zero).
In the ORC-WHR POD ROM, as the state dimension increases the POD ROM accuracy
increases. This is explained by Eqs. (3.3.2.1-3.3.2.4). When the ROM state dimension is
finite,
(∑∞
𝑖=𝑞ℎ

linear
𝑓

terms

of

the

high

modes

∞
+1 ℎ𝑓,𝑖 (𝑡)𝜙ℎ𝑓 ,𝑖 (𝑧) , ∑𝑖=𝑞𝑇𝑤 +1 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤 ,𝑖 (𝑧))

in

the

right

hand

side

get truncated. Basis functions for

states 𝑎𝑓 and 𝑎𝑤 are ranked in descending order by their contribution to the system
dynamics. The last basis function of state ℎ𝑓 (𝜓𝑓,𝑞𝑓 (𝑧)) and 𝑇𝑤 (𝜓𝑤,𝑞𝑤 (𝑧)) are considered
for identification as follows
𝑞ℎ𝑓 −1

ℎ𝑓,𝑞ℎ (𝑧, 𝑡) = ∑ ℎ𝑓,𝑖 (𝑡)𝜙ℎ𝑓 ,𝑖 (𝑧) + ℎ𝑓,𝑞ℎ (𝑡)𝜓ℎ𝑓 ,𝑞ℎ (𝑧)
𝑓

𝑓

𝑖=1
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𝑓

(3.5.1.1)

𝑞𝑇𝑤 −1

𝑇𝑤,𝑞𝑇𝑤 (𝑧, 𝑡) = ∑ 𝑇𝑤,𝑗 (𝑡)𝜙𝑇𝑤 ,𝑗 (𝑧) + 𝑇𝑤,𝑞𝑇𝑤 (𝑡)𝜓𝑇𝑤 ,𝑞𝑇𝑤 (𝑧)

(3.5.1.2)

𝑖=1

where 𝜓ℎ𝑓 ,𝑞ℎ (𝑧) and 𝜓 𝑇𝑤 ,𝑞𝑇𝑤 (𝑧) are the identified basis functions at axial z location. The
𝑓

POD ROM identification problem is formulated as a minimization problem. RMSE
between the POD ROM and FVM for the working fluid enthalpy and the wall temperature
are utilized in a cost function as follows
𝐽 = 𝑤ℎ𝑓 ∗ 𝑅𝑀𝑆𝐸(ℎ𝑓 ) + 𝑤𝑇𝑤 ∗ 𝑅𝑀𝑆𝐸(𝑇𝑤 )

(3.5.2.3)

The identification problem includes (2 + m + m) parameters, where ‘2’ comes
from two constant coefficients (𝑉𝑤 , 𝑉𝑓 ), the first m comes from the last basis function of
the working fluid state ℎ𝑓 (𝜓ℎ𝑓 ,𝑞ℎ (0), … , 𝜓ℎ𝑓 ,𝑞ℎ (𝐿)) and the second m comes from the
𝑓

𝑓

last basis function of the wall state 𝑇𝑤 (𝜓𝑇𝑤 ,𝑞𝑇𝑤 (0), … , 𝜓 𝑇𝑤 ,𝑞𝑇𝑤 (𝐿)). This optimization
problem is challenging because of the high nonlinearity between working fluid enthalpy
and temperature in Eq. (3.3.2.19) resulting from working fluid phase changes in the
evaporation process. Particle Swarm Optimization (PSO), a stochastic search algorithm, is
utilized to address the optimization problem. The problem formulation for the POD ROM
identification is given as follows
min 𝐽(𝑥)
𝑥

Subject to:
𝑐𝑒𝑞 (𝑥) = 0 (3.3.2.19), (3.3.2.20)
𝑙𝑏 ≤ 𝑥 ≤ 𝑢𝑏
𝑥 = [𝑉𝑓 , 𝑉𝑤 , 𝜓𝑓,𝑞ℎ (𝑧1 ), … , 𝜓𝑓,𝑞ℎ (𝑧𝑞𝑓 ) , 𝜓 𝑇𝑤,𝑞𝑇𝑤 (𝑧1 ), … , 𝜓 𝑇𝑤,𝑞𝑇𝑤 (𝑧𝑞𝑇𝑤 )]
𝑓

𝑓

𝑥0 = [𝑉𝑓0 , 𝑉𝑤0 , 𝜙ℎ𝑓 ,𝑞ℎ (𝑧1 ), … , 𝜙ℎ𝑓,𝑞ℎ (𝑧𝑞ℎ ) , 𝜙𝑇𝑤 ,𝑞𝑇 (𝑧1 ), … , 𝜙𝑇𝑤 ,𝑞𝑇 (𝑧𝑞𝑇𝑤 )]
𝑓

𝑓

𝑓

𝑙𝑏 = 𝑥0 − 𝜁
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𝑤

𝑤

𝑢𝑏 = 𝑥0 + 𝜁
𝜁 = [𝜃𝑓 ∗ 𝑉𝑓0 , 𝜃𝑤 ∗ 𝑉𝑤0 , 𝜃𝑓 ∗ max 𝜙ℎ𝑓,𝑞ℎ (𝑧) ∗ 𝐼1×𝑞ℎ , 𝜃𝑤 ∗ max 𝜙 𝑇𝑤,𝑞𝑇𝑤 (𝑧) ∗ 𝐼1×𝑞𝑇𝑤 ]
𝑧

𝑓

𝑓

𝑧

(3.5.2.4)
where cost function 𝐽 is expressed in Eq. (3.5.2.3), initial condition 𝑥0 is set to be the basis
function resulting from the POD analysis, 𝜃𝑓 and 𝜃𝑤 are the coefficients adusting the
distance between the initial condition and the lower/upper boundaries, max 𝜙ℎ𝑓 ,𝑞ℎ (𝑧) and
𝑧

𝑓

max 𝜙 𝑇𝑤 ,𝑞𝑇𝑤 (𝑧) are the distance between the initial condition and the lower/upper
𝑧

boundaries. Both 𝜃𝑓 and 𝜃𝑤 are assumed to be 1 here. The weights in Eq. (3.5.2.3) mainly
process the unit differential between enthalpy and temperature. The weight for each term
is calculated by the inverse of each respective mean, ℎ𝑓 and 𝑇𝑤 from FVM snapshot. The
PSO algorithm is implemented in Matlab [50]. During the optimization process, the
number of generations is set to be 10 and the population is set to be 30. The exhaust gas
conditions (inputs) are shown in Fig. 3-13. Working fluid flow rate is 0.025kg/s and
evaporation pressure is 20bar.

3.5.2 IA-POD ROM results
The PSO results are shown in Fig. 3-19 for the 2-state POD ROM. The population
mean cost and global optimal cost are shown during the PSO process. The simulation
results are stable and reveal asymptotical convergence. Both costs reach convergence
around 6 generations.
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Fig. 3-19. PSO cost over different generations. The red star represents the global optimal cost from
generation 1 to current generation (i.e. the best cost solution obtained by any member of the
population at any time during the PSO process up to the current generation). The green dots
represent the average cost of all 30 individuals in the population at each generation.

The results of two low order IA-POD ROMs (1-state (1,0) and 2-state (2,0)) are
compared with the 2-state 0D method and the 60-state FVM in Fig. 3-20. The state of the
1-state (1,0) IA-POD ROM is [ℎ𝑓,1 ]𝑐. The state vector of the 2-state (2,0) IA-POD ROM
𝑇

𝑇

is [ℎ𝑓,1 , ℎ𝑓,2 ] . The state vector of the 2-state 0D method is [ℎ𝑓 , 𝑇𝑤 ] . In Fig. 3-20a, both
1-state (1,0) and 2-state (2,0) IA-POD ROMs have good agreement with the 60-state FVM,
while the 2-state 0D method under-predicts the working fluid outlet temperature by nearly
20°C. In Fig. 3-20b, over the first 300s, both the 1-state (1,0) and 2-state (2,0) IA-POD
ROMs track the 60-state FVM very well, while 2-state 0D under-predicts the exhaust gas
outlet temperature by nearly 10°C. During the 300-450s, the 2-state (2,0) IA-POD ROM
exhibits the best performance as both the 1-state (1,0) IA-POD ROM and the 2-state 0D
method under-predict the exhaust gas outlet temperature. The RMSE, error percentage (𝜖),
R-squared and computation time of the two methods are summarized in Table 3-7.
Compared with the 2-state 0D method, both the 1-state (1,0) and 2-state (2,0) IA-POD
ROMs exhibit reductions in both RMSE and 𝜖. In addition, the R-squared of working fluid

129

outlet temperature increases from 0.288 (2-state 0D method) to 0.939 (1-state (1,0) IAPOD ROM) and 0.976 (2-state (2,0) IA-POD ROM). The computation time of the 1-state
(1,0) IA-POD ROM is 1.3s (16.7%) less than that of the 2-state 0D state method. Overall,
the identification approach significantly improves the accuracy of the low order POD
ROMs.

Fig. 3-20. Comparison between the 2-state 0D method and the 2-state (2,0) IA-POD ROM: (a)
working fluid outlet temperature, and (b) exhaust gas outlet temperature.
Methods
2-state 0D
method

1-state IA-POD
ROM

2-state IA-POD
ROM

Variables
Working fluid outlet
temperature
Exhaust gas outlet
temperature
Working fluid outlet
temperature
Exhaust gas outlet
temperature
Working fluid outlet
temperature
Exhaust gas outlet
temperature
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RMSE

𝜖

30.2

5.67%

7.1

1.42%

11.4

2.13%

5.2

1.05%

10.3

1.88%

3.8

0.75%

Computation
time
7.8 s

6.5 s

8.2 s

Table 3-7. Accuracy and computation time comparison between the 2-state 0D method, and both
the 1-state (1,0) and the 2-state (2,0) IA-POD ROM. The two IA POD ROMs show significant
RMSE and ϵ reduction compared with 0D method. Computation time of the 1-state (1,0) ROM is
less than the 2-state 0D method.

3.6 Conclusion
A POD Galerkin reduced order modeling framework is proposed for the ORCWHR heat exchanger. After the derivation of the POD ROM framework, snapshots were
generated utilizing the CSVL driving cycle, which was then validated with the FTP driving
cycle and nine steady state engine operating conditions. After the snapshot validation, a
POD ROM state dimension investigation was conducted. Computation time increased
linearly with the POD ROM state dimension. Additionally, the POD ROM’s error
decreased asymptotically as the state dimension increased.
Three POD ROMs (20-state (11,9), 6-state (4,2), and 2-state (2,0)) were compared
with 60-state FVM, 6-state MBM and 2-state 0D method models, respectively, during
transient simulation. Overall the proposed POD ROM framework was utilized to generate
various ROMs with different dimensions. Each POD ROM showed advantages over the
existing control oriented models in terms of accuracy or computation cost, or both.


Relative to the 60-state finite volume method evaporator model, the 20-state (11,9)
POD ROM provided a 19.9% computation time reduction with very similar accuracy.



Compared with the 6-state moving boundary method, the 6-state (4,2) POD ROM
nearly halved the MBM error and avoided the numerical instabilities associated with
the MBM while maintaining a comparable computation time.
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The 2-state (2,0) POD ROM reduced the working fluid and exhaust gas outlet
temperature errors by 47% and 8% relative to a 2-state 0D lumped model while
maintaining a nearly equivalent computational burden.



An identification-assisted approach is applied to the proposed framework to increase
the low order ROM accuracy. Identification of the 2-state (2,0) IA-POD ROM
increased the accuracy of the working fluid and exhaust gas outlet temperatures by
36% and 17%, respectively, relative to the standard (2,0) POD ROM.
The dimension of the POD ROM can be selected based on the requirement of the

application. For the off-line simulation, high order POD ROMs can be considered for their
high accuracy. For the online state estimation or other model-based control, middle to low
order POD ROMs can be considered for their low computation cost and satisfactory
accuracy. For applications with computational heavy algorithms, e.g. Dynamic
Programming, low order POD ROMs can be considered for their low computation cost and
increased accuracy relative to conventional lumped modeling approaches.
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CHAPTER 4 POWER OPTIMIZATION OF ORGANIC RANKINE CYCLE
WASTE HEAT RECOVERY SYSTEM
4.1 Introduction
This chapter presents power analysis for the heavy duty diesel ORC-WHR system.
For the steady state engine condition analysis, two quasi-steady engine driving cycles are
considered. For the transient engine condition analysis, a heavy duty high way driving
cycle is considered. Three working fluid mixed vapor temperature reference trajectory
strategies are compared in the ORC-WHR power analysis: (i) constant mixed vapor
temperature, (ii) constant superheat mixed vapor temperature, (iii) rule-based mixed vapor
temperature based on the exhaust power level.

4.2 Motivation and literature review
ORC-WHR power optimization is the key to the ORC-WHR system design. The
final goal of the system modeling and control design is to maximize the ORC-WHR power
and improve engine efficiency. In the ORC-WHR system, there are many actuators such
as high pressure pump, mass flow distribution valves, turbine, turbine inlet valve, turbine
bypass valve, etc. The more actuators the system has, the more freedom the control has and
the more complex the control problem is. The first step in the ORC-WHR power
optimization is the actuator sensitivity study. The actuators which have large impact on the
ORC-WHR power generation will be focused on the steady state and transient
optimization. Steady state optimization helps quantify the power generation at the ideal
steady state engine operating conditions. After the steady state optimization, transient
optimization assists the control strategy development in the more realistic engine transient
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operating conditions. Literature in the ORC-WHR power optimization are given as
follows:
Feru et al [71] performed steady state analysis for expander output power
maximization with two evaporator working fluid bypass valve openings as optimization
variables. A 3D map was built at each engine operating condition: expander power as a
function of two valve openings. The two bypass valves control the working fluid mass flow
rate to the parallel evaporators. However, the actuator sensitivity is not analyzed and
actuators like expander could have large impact on the ORC-WHR power generation.
Quoilin et al [31, 72] created a FVM model of a small-scale ORC-WHR system
which utilized a scroll expander. Three control strategies were evaluated for power
optimization. The first strategy combined a constant evaporating temperature (via pressure
control) and constant superheating temperature for establishing ORC working fluid set
points. The second strategy utilized an optimal evaporating temperature and constant
superheating temperature. In the second case, the optimal evaporating temperature was
expressed as a first order polynomial function of working fluid mass flow rate,
condensation temperature and heat source inlet temperature through a steady state analysis
with Engineering Equation Solver. A third strategy examined optimal working fluid pump
speed with a fixed working fluid superheating temperature. Only minimal ORC
performance differences were reveled between proposed three control strategies.
Peralez et al [28] presented a model-based control for a steam Rankine cycle WHR
system utilizing a volumetric expander. The evaporator was modeled with the MBM and a
reduced order model was derived from the full order MBM. Working fluid superheat
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temperature and evaporation pressure reference tracking were achieved by a feedback
controller and a feedforward controller. Peralez et al [55] proposed transient power
optimization for the ORC-WHR via dynamic programming. A 0D heat exchanger model
was utilized for computational efficiency, while the engine conditions for the optimization
were a mild step-change transient.
Xu et al [11] proposed an ORC-WHR system model for HDD application. The
parallel EGR and exhaust TP evaporators were modeled with FVM, a turbine was selected
as the expansion device, and ethanol was chosen as working fluid. Steady state turbine
power optimization was conducted by analyzing the relationship between the expansion
turbine and four actuators: working fluid pump speed, mass flow distribution between the
parallel evaporators, turbine speed, and coolant pump speed.
Yebi et al [22] proposed a nonlinear model predictive controller operating over
parallel MBM evaporator for HDD engine ORC-WHR system extracting heat from both
the EGR and TP streams. Comparisons between MPC and PID control over the mixed
vapor temperature at the outlet of parallel evaporators showed the merit of MPC utilization
during working fluid vapor set point changes at constant engine conditions.
Overall, steady state optimization for parallel evaporator ORC systems is lacking.
Even though Quoilin et al proposed an optimal evaporation temperature equation, their
system contains a single evaporator. Feru et al analyzed a parallel evaporator ORC-WHR
system and performed a steady state optimization on the mass flow distribution between
the evaporators. However, explanation was lacking regarding the steady state optimization
process. In addition, their expander was a displacement type whereas this investigation first
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examines a dynamic turbine expander, which is coupled to the engine crankshaft via a fixed
gear reduction, constraining the operational speed of the expander.
Besides the steady state power optimization, transient power optimization for an
ORC system operating on a HDD engine is rarely researched. Even though Quoilin et al
[72] considered different control strategies to optimize the ORC-WHR system power
output, that ORC system was designed for a small scale waste heat source with a low
temperature range (120-300 °C), which is below the typical temperature of HDD engine
exhaust gas and EGR streams (300-500 °C). The optimal temperature was calculated based
on steady state, which does not account for heat exchanger thermal inertia. Additionally,
while Peralez et al [55] optimized ORC power with dynamic programming over transient
engine conditions, the transient condition was merely a mild step change rather than a
transient drive cycle. Lower vapor temperature set points favor the ORC-WHR power
production. However, if the vapor temperature is set too low, then the ORC system
controller must perfectly maintain the exact saturation temperature or risk harming the
turbine expander via exposure to working fluid with vapor quality below unity. Therefore,
for imperfect controllers, the working fluid temperature reference trajectory must be set
greater than the saturation temperature. The greater the working fluid temperature
oscillation allowed by the controller, the larger this buffer in control reference temperature
must be.
In this chapter, actuator sensitivity study on the ORC-WHR system is conducted.
Four actuator variables are analyzed at two different engine conditions. The relationships
between expander generated power and the four actuators are explained independently.
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The sensitivity of ORC power generation to each of the four actuators is examined. Based
on the sensitivity analysis, working fluid pump speed and turbine speed are selected for
steady state power optimization. Highly transient power optimization is subsequently
conducted. Three ORC working fluid vapor temperature reference creation strategies are
described and evaluated over a HDD highly transient driving cycle. The strategies focus
on control of the mixed working fluid vapor temperature (i.e. the pre-turbine condition
where which combines the outlets of the parallel EGR and TP evaporators). The pre-turbine
mixed working fluid reference set point strategies addressed herein are: (i) constant
working fluid vapor temperature (ii) constant working fluid superheat temperature, and (iii)
a fuzzy logic working fluid vapor temperature.
This chapter is organized as follows: Section 4.3 presents the ORC-WHR system
steady state optimization, followed by the transient optimization in Section 4.4. Finally,
the conclusion is given Section 4.5.

4.3 ORC power steady state optimization
4.3.1 Two steady state engine conditions
Based on the results of sensitivity analysis, a steady state optimization is carried
out working fluid pump speed as the variable of interest. The engine conditions and
variable boundaries are the same as used for the sensitivity analysis. Power optimization
results for the two operating conditions are shown in Fig. 4-1 and Fig. 4-2. These maps are
generated by sweeping both the working fluid pump speed for all viable turbine speeds
determined from the range of relevant transmission ratios. Power production levels are
normalized based on design point power. Generated power is relatively insensitive to
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turbine speed for any single working fluid pump speed. However, for any fixed turbine
speed, ORC power production varies substantially with working fluid mass flow rate.
Steady state power maximization results such as these can be created across the proposed
ORC operability map for the creation of controller set point trajectories during transient
operation.

Fig. 4-1. Turbine power generation vs. working fluid pump speed and turbine speed at engine
condition: 1300 rpm, 1272 Nm, 12% EGR rate (normalized against design point power)

Fig. 4-2. Turbine power generation vs. working fluid pump speed and Turbine speed at engine
condition: 1575 rpm, 1540 Nm, 12% EGR rate (normalized against design point power)
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4.3.2 AVL 8 mode cycle
An AVL 8 Mode quasi-steady driving cycle is utilized to examine the power
production capability of the ORC-WHR system. Two of the eight AVL cycle modes are
unable to produce power due to low waste heat energy. For the remaining modes, turbine
power is maximized by sweeping turbine speed and working fluid pump speed, while mass
flow split ratio and coolant pump speed are fixed at nominal operating points. The
normalized maximum recoverable power is shown in Fig. 4-3, which are obtained by
sweeping pump speed and turbine speed. As we can see, both modes 7 and 8 produce power
greater than the system design point.

Fig. 4-3. Maximum recoverable power of AVL 8 modes (normalized against design point power)

Within the applicable turbine transmission ratio range of 34-44, the cycle
cumulative turbine power, weighted using the AVL prescribed factors for the six applicable
modes, quantities are plotted in Fig. 4-4. The maximum cumulative turbine power
harnessed by any single transmission ratio across all six applicable modes is 97.3% of the
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maximum cumulative recoverable power, while the minimum cumulative turbine power
recovered by any single transmission ratio is 93.5%.

Fig. 4-4. Cumulative turbine power recovered across the AVL 8 Mode for turbine transmission
ratios ranging from 34-44 (normalized against maximum cumulative recoverable power)

4.3.3 Constant speed variable load operation
The constant speed, variable load (CSVL) engine test cycle is more practical for
heavy-duty applications where extended durations of highway cruising are applicable. A
CSVL cycle is conducted at 1300 rpm while engine load is varied from 20% to 100% in
increments of 10%. The normalized maximum recoverable power at each engine load is
shown in Fig. 4-5. The cycle cumulative recovered power (weighted equally across all load
points) for each viable transmission ratio is plotted in Fig. 4-6. The cumulative power
recovered by any single turbine transmission ratio utilized at all CSVL load points ranges
from 90 - 98% of the maximum cumulative recoverable power.
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Fig. 4-5. Maximum recoverable power for each load point of the CSVL (normalized against
designed power)

Fig. 4-6. Cumulative turbine power recovered across the CSVL for turbine transmission ratios
ranging from 34-44 (normalized against maximum cumulative recoverable power)

4.3.4 Steady state optimization conclusion
ORC-WHR system performance was evaluated over two quasi-steady cycles: the
AVL 8 Mode and the CSVL. With working fluid mass flow rate optimized, the cumulative
power generated by the ORC system using a mechanically coupled turbine expander
reached 97% and 98% of the possible recoverable power for the AVL 8 Mode and CSVL
cycles, respectively. Additionally, the recovered power was relatively insensitive to turbine
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transmission ratio. The lowest cumulative ORC power for any applicable transmission ratio
utilized across the 8 Mode and CSVL cycles captured 93.5% and 90% of the possible
recoverable power, respectively. While turbine expanders are commonly coupled to
generators for electrical output on industrial ORC systems, this analysis demonstrates that
a well-designed turbine expander is also well suited for mechanically coupling to a diesel
engine crankshaft via a high-speed reduction. This steady state optimization analysis
represents the first step toward maximizing the recovered power of a real-world ORC
system.

4.4 Reference trajectory optimization
4.4.1 Optimization problem formulation
The goal of the optimization problem is to maximize the net power from the ORCWHR system. Assumptions made for the optimization are: (i) condenser power
consumption is not considered and outlet temperature is constant; (ii) valve actuation
power consumption is not considered; and (iv) power consumed by the feed pump is
negligible. With those assumptions, the net power is defined as follows:
𝑃𝑛𝑒𝑡 = 𝑃𝑡𝑢𝑟𝑏 − 𝑃𝐻𝑃𝑃

(4.4.1.1)

The system actuators are described as follows: (i) A HP pump controls the mixed
vapor temperature after the parallel evaporators via both a feedforward control and PID
feedback control. The feedforward control is based on the total waste heat power in TP
exhaust gas and EGR exhaust gas. (ii) Two mass flow distribution valves control the
temperature difference of the ethanol vapor between the parallel evaporator outlets. Mass
flow distribution is controlled with a feedforward plus PID feedback. The feedforward
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control is based on the ratio of waste heat power between TP exhaust gas and EGR exhaust
gas. (iii) The turbine bypass valve is utilized to control the evaporation pressure, and its
controller is also feedforward plus PID feedback control. The feedforward control is based
on the measured HP pump speed, measured pre-turbine working fluid temperature, preturbine pressure set point, and measured turbine speed. The gains of the controllers are all
calibrated on the experimental test rig. (iv) The condenser coolant pump speed is closed
loop controlled so that the ethanol at the condenser outlet maintains a pure liquid state. (v)
Turbine speed is real-time optimized for maximum efficiency based on the inlet and outlet
pressure and the turbine efficiency map (Eq. 4.4.1.2). The optimal speed for maximum
efficiency is found for each pair of inlet and outlet pressure as follows:
∗
𝑁𝑡𝑢𝑟𝑏
= 𝑎𝑟𝑔 max [𝑚𝑎𝑝(𝑁𝑡𝑢𝑟𝑏 , 𝑝𝑖𝑛 , 𝑝𝑜𝑢𝑡 )]
𝑁𝑡𝑢𝑟𝑏

(4.4.1.2)

The working fluid distribution valves (actuator ii) are controlled to maintain the
difference between the two evaporator outlet temperatures at zero. In addition, the turbine
bypass valve (actuator iii) is used for pressure relief when the evaporation pressure exceeds
35 bar, the condenser coolant pump speed (actuator iv) is utilized to maintain 30 °C
working fluid at the condenser outlet. Turbine speed (actuator v) is real-time optimized
for maximum efficiency. Therefore, only the HP pump speed (actuator i) is left to optimize
the pre-turbine mixed vapor temperature.

143

Fig. 4-7. (a) Engine speed and toque, (b) EGR rate, (c) Tail pipe exhaust gas and EGR mass flow
rate at the inlet of evaporators and (d) Tail pipe and EGR temperature at the inlet of evaporators.

The transient engine conditions considered for the optimization comprise a constant
speed, variable load transient cycle. Fig. 4-7 depicts the time varying engine speed/torque
(Fig. 4-7a) and EGR rate (Fig. 4-7b) profiles. While speed is nearly constant, the torque is
highly transient, representing a typical HDD duty cycle for long haul applications. The
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EGR and TP exhaust gas mass flow rates and temperatures are obtained from a GTPOWER engine model simulation, and the results are shown in Fig. 4-7c and Fig. 4-7d,
respectively.
Three pre-turbine mixed vapor temperature (MVT) reference strategies are
compared in this section: (i) constant MVT; (ii) constant superheat temperature; (iii) fuzzy
logic superheat temperature based on waste heat power level. For strategy (i), MVT is
swept between 200°C to 320°C in 10°C increments:
𝑀𝑉𝑇1 = 𝑐𝑜𝑛𝑠𝑡 (𝑐𝑜𝑛𝑠𝑡 ∈ [200,320])

(4.4.1.3)

In strategy (ii), the working fluid superheat quantity is swept between 10 °C and
100 °C in 10 °C increments. During the simulation, saturation temperature is time
dependent, making the MVT of strategy (ii) time dependent as well. As calculated MVT
summed with the desired superheat quantity may exceed ethanol decomposition
temperature, operation is capped at 320°C.
𝑀𝑉𝑇2 = {

𝑐𝑜𝑛𝑠𝑡 + 𝑇𝑠𝑎𝑡 , 𝑀𝑉𝑇2 ≤ 320𝑜 𝐶
320,
𝑀𝑉𝑇2 > 320𝑜 𝐶

(𝑐𝑜𝑛𝑠𝑡 ∈ [10,100])

(4.4.1.4)

For the fuzzy logic strategy (iii), MVT is set as follows:
𝑐𝑜𝑛𝑠𝑡1 + 𝑇𝑠𝑎𝑡 , 𝑃𝑚𝑎𝑥,𝑒𝑥ℎ ≥ 𝑃𝑒𝑥ℎ ≥ 𝑃1
⋮
𝑀𝑉𝑇3 = {
𝑐𝑜𝑛𝑠𝑡𝑛 + 𝑇𝑠𝑎𝑡 , 𝑃𝑛−1 ≥ 𝑃𝑒𝑥ℎ ≥ 𝑃𝑚𝑖𝑛,𝑒𝑥ℎ

(4.4.1.5)

𝑐𝑜𝑛𝑠𝑡𝑗 ∈ [10,120] (𝑗 = 1,2, … , 𝑛)
where 𝑐𝑜𝑛𝑠𝑡𝑗 is 𝑗 𝑡ℎ superheat reference based on engine waste power level, 𝑃𝑚𝑖𝑛,𝑒𝑥ℎ and
𝑃𝑚𝑎𝑥,𝑒𝑥ℎ are minimum and maximum waste heat power over the transient cycle, and
exhaust waste power 𝑃𝑒𝑥ℎ is given as follows:
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𝑃𝑒𝑥ℎ = 𝑚̇ 𝑇𝑃 𝐶𝑝,𝑇𝑃 (𝑇𝑇𝑃 − 𝑇𝑎𝑚𝑏 ) − 𝑚̇𝐸𝐺𝑅 𝐶𝑝,𝐸𝐺𝑅 (𝑇𝐸𝐺𝑅 − 𝑇𝑎𝑚𝑏 )

(4.4.1.6)

where 𝑚̇ 𝑇𝑃 , 𝑚̇𝐸𝐺𝑅 are TP and EGR mass flow rates, Cp,TP and Cp,EGR are TP and EGR
exhaust gas heat capacities, respectively, T𝑇𝑃 and T𝐸𝐺𝑅 are TP and EGR temperature,
respectively, and T𝑎𝑚𝑏 is ambient temperature.
Three parameters need to be optimized for the fuzzy logic control strategy (iii): the
number of piecewise control references desired (n), the number of discrete waste heat
power levels to consider 𝑃𝑖 (i=1,2,…,n-1), and the desired level of superheat in each chosen
waste heat power region 𝑐𝑜𝑛𝑠𝑡𝑗 (j=1,2,…,n). Considering the computation cost, n is
selected as 2 for this study. Thus, two constant superheat references are defined for the
lower and higher engine waste heat conditions. Because the engine conditions are highly
transient, the switching frequency between the two superheat references is very high, which
increases the burden of the controller and may cause vapor temperature oscillations. To
overcome this issue, a low pass filter is applied to the MVT reference. The expression for
the low pass filter is given in following two equations. The filtered MVT reference results
along the cycle are shown in Fig. 4-8.
0.5

1000

𝑀𝑉𝑇𝑓𝑖𝑙𝑡𝑒𝑟 (𝑘) = 1000.5 ∗ [𝐶 ∗ 𝑐𝑜𝑛𝑠𝑡1 + 𝐶 ∗ 𝑐𝑜𝑛𝑠𝑡2 ] + 1000.5 𝑀𝑉𝑇𝑓𝑖𝑙𝑡𝑒𝑟 (𝑘 − 1)
(4.4.1.7)
𝐶={

0, 𝑖𝑓 𝑃𝑚𝑎𝑥,𝑒𝑥ℎ ≥ 𝑃𝑒𝑥ℎ ≥ 𝑃1
1, 𝑖𝑓 𝑃1 > 𝑃𝑒𝑥ℎ ≥ 𝑃𝑚𝑖𝑛,𝑒𝑥ℎ
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(4.4.1.8)

Fig. 4-8. Strategy (iii) reference shape along the cycle

Fig. 4-9. (a) Accumulated energy, (b) net power output,(c) mixed vapor temperature and (d) mixed
vapor quality results from strategy (i) (three mixed vapor temperature references: 240 oC, 270 oC,
and 300 oC)
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4.4.2 Optimization results
Strategy (i) – Constant MVT Reference
The results from the constant mixed vapor temperature reference selection strategy
are shown in Fig. 4-9. Only three typical references are displayed for visibility.
Accumulated energy, net power and mixed vapor temperature are normalized by their
maximum value. The accumulated energy is calculated as follows:
𝑇

𝑠𝑖𝑚
𝐸𝑎𝑐 = ∑𝑖=1

/∆𝑡

[𝑃𝑛𝑒𝑡 (𝑖)∆𝑡]

(4.4.2.1)

where 𝑇𝑠𝑖𝑚 is total cycle simulation time, ∆𝑡 is simulation time step, and 𝑃𝑛𝑒𝑡 (𝑖) is the net
power produced at 𝑖 𝑡ℎ time step.
The accumulated energy indicates that that accumulated energy increases as the
constant MVT reference is reduced. In Fig. 4-9b, the net power profile across the cycle
shares a similar shape with exhaust gas mass flow rates. Fig. 4-9c illustrates the MVT
control difficulty for highly transient engine condition. The MVT control performance
difference is negligible at the set points.
The accumulated energy is calculated by integrating the net power along the time
series for each reference case and it is plotted in Fig. 4-10 (left y axis). Additionally, the
turbine operational duration, expressed as a percentage of total cycle time is shown on the
right y axis. The accumulated power increases as the MVT reference decreases from the
maximum boundary and peaks when MVT is equal to 230 °C, the lowest possible set point
before the turbine operational duration begins to decrease. Subsequent reduction of MVT
results in a continued decrease of turbine operational duration and a decrease in
accumulated energy.

148

The cumulative duration of turbine operation helps explain the accumulated energy
trend as follows: as MVT is increased, turbine operational duration increases since the
controller produces fewer excursions out of the superheated working fluid phase, which
increases total power generation time and thus the accumulated energy. When MVT is
above 230 °C, the turbine is capable of operation throughout the entire transient cycle.
During this period, the working fluid mass flow rate is the most important parameter
affecting the power generation rather than turbine operation time. As MVT continues to
increase, the working fluid mass flow rate decreases and turbine generated power
decreases. Even though less working fluid mass flow rate requires less pump power
consumption, this power consumption reduction is negligible compared with the turbine
power decrease. For the working fluid influence on turbine power generation, refer to .

Fig. 4-10. Accumulated energy and turbine operation duration percentage through the whole cycle
from the constant MVT reference strategy

Strategy (ii) – Constant Superheat MVT
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The optimization results from strategy (ii) are shown in Fig. 4-11. The net power,
MVT and mixed vapor quality share similar profiles to those resulting from the “constant
MVT reference strategy (i)” shown in Fig. 4-9.

Fig. 4-11. (a) Accumulated energy, (b) net power output, (c) mixed vapor temperature and (d)
mixed vapor quality results from strategy (ii): fixed quantity of superheat (three superheat
temperature references are shown: 50 oC, 70 oC, and 90 oC)

Accumulated energy for strategy (ii) is normalized based on its maximum
accumulated energy and is shown in Fig. 4-12 along with turbine operation duration
percentage. Overall, strategy (ii) generates 1.1% more power than strategy (i). The
explanation for the shape of the accumulated energy trend is similar to that of strategy (i):
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with less than 50 °C superheat, net power is mainly affected by turbine operation duration,
which is influenced by mixed phase working fluid produced in the low superheat reference
conditions. With greater than 50 °C, superheat, turbine operation duration percentage is
nearly constant at 100% and net power is mainly affected by working fluid mass flow rate.
During highly transient engine condition, working fluid mass flow rate follows waste heat
power profiles. Compared with exhaust gas temperature, exhaust gas mass flow rate change
is more significant in Fig. 4-7. Thus, working fluid mass flow rate profile share the similar
profile with exhaust gas mass flow rates.

Fig. 4-12. Accumulated energy and turbine operation duration percentage through the whole cycle
from constant superheat MVT strategy

The constant superheat MVT reference strategy (ii) has another advantage over
constant MVT reference strategy (i) during the highly transient engine condition, which is
explained by the time-variant MVT of the constant superheat reference generation (strategy
ii). For example, if strategy (i) sets a constant MVT reference at 200 °C, this temperature
is below the saturation temperature if evaporation pressure rises above 30 bar during a
transient. At that time, the mixed vapor quality will fall below 1.05 and the turbine inlet
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valve closes to protect the turbine, halting the generation of power. However, strategy (ii)
improves this situation by adapting the MVT based on saturation temperature and
maintaining a fixed superheat temperature above saturation. However, the reason for the
decay in accumulated energy at low superheat values is due to controller oscillations, which
allow MVT excursions below the saturation dome.

Fig. 4-13. Normalized accumulated power for the fuzzy logic MVT reference strategy

Strategy (iii) Fuzzy Logic Mixed Vapor Temperature Set point
The accumulated ORC energy for the fuzzy logic MVT reference strategy (iii) is
shown in Fig. 4-13. The peak of this accumulated energy dome is not in the center of the
chosen ranges for low and high waste power superheat, which is not surprising as the
differing exhaust power levels chosen may produce the maximum ORC power with
different superheat references. When this system and controller operates at ‘low waste
power superheat’, it performs more optimally with a modest superheat target. Maximum
accumulated energy over the transient engine conditions occurs when the superheat
reference is set between 40-80 °C for high waste heat power levels while the reference for
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operation during lower waste power superheat is simultaneously chosen between 50-70°C
superheat. It should be noted that the disparity between the superheat set points also holds
influence over the simulation results of strategy (iii) via the reference switching trajectory
of Fig. 4-14. Large disparities between absolute working fluid set points may result in
controller overshoot, which can degrade the total turbine power generation time.
Throughout the ranges of set points, accumulated ORC energy is more sensitive to
the high waste power superheat value than the low waste power superheat value. Variation
of high waste power superheat specification given a fixed low waste power superheat
constant leads to more than a 10% change in accumulated ORC energy. Whereas, given a
fixed high waste power superheat value, variation of low waste power superheat reference
produces only a 6% change in accumulated energy. However, the relative sensitivity of
ORC power to the high and low power constants depends on both the power thresholds
utilized by the fuzzy logic piece-wise implementation and how those thresholds interplay
with the particular drive cycle.
1.03

Strategy (i)

1.02

Strategy (ii)

1.01

Strategy (iii)

1

1.021
1.011

1

0.99
Fig. 4-14. Maximum accumulated energy comparison for the three MVT reference strategies.
Strategy (i) is selected as baseline reference, based on which, strategies (ii) and (iii) increased
accumulated energy by 1.1% and 2.1% respectively
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Overall, in the chosen power split configuration, the high waste power superheat
reference value has more influence on accumulated energy over the transient engine
conditions than low waste power superheat reference. The fuzzy logic superheat reference
strategy (iii) produces 2% more accumulated ORC energy than the fixed mixed vapor
temperature strategy (i) as shown in Fig. 4-14.

4.4.3 Reference trajectory optimization conclusion
The fixed mixed vapor temperature ORC reference strategy (i) and constant
superheat reference strategy (ii) present slightly inferior performance compared with fuzzy
logic switching between multiple superheat references, strategy (iii). The absolute
performance of all three strategies is influenced by the MVT controller response and its
ability to maintain the desired vapor temperature reference over these highly transient
engine conditions, which is a challenging task. With a more precise MVT controller, the
MVT reference can be further reduced without the ORC system experiencing MVT
excursions within the vapor dome, avoiding shutdown of the turbine expander and
elongating the turbine power production duration. Additionally, reduced actuation of
turbine valve is beneficial for component life. Moreover, increasing the MVT controller
precision will prevent ethanol decomposition by limiting MVT excursions beyond the
decomposition limits.
There is still room to improve the fuzzy logic strategy (iii). In this study, due to
computation cost, only two regions for the exhaust waste heat power discretization are
considered. If the number of discrete superheat reference regions is increased, the MVT
reference flexibility to the exhaust waste heat power will increase as well. Generally, the
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optimal performance for strategy (iii) can be achieved when the number of piece-wise
regions approaches infinity. Furthermore, a higher resolution of high waste power
superheat discretization or utilization of optimization algorithms (e.g. Particle Swarm
Optimization [50], Genetic Algorithm [73], etc.) may identify a ”more optimal” superheat
reference value in each discrete power region. In addition, bear in mind that the power
threshold for the fuzzy logic of strategy (iii) was not optimized for the operational cycle.
Thus, the differences among the three strategies needs further investigation.
There is still room to improve the fuzzy logic transient power optimization strategy
(iii). Parameters like the number of different waste heat power regions and the waste power
boundary locations can be optimized to further improve the accumulated power. Moreover,
increasing the precision of the MVT controller will bolster accumulated energy for all
strategies over highly transient engine conditions. Finally, adding condenser power
consumption and valve actuation power consumption into the net power expression will be
more realistic.

4.5 Conclusion
ORC-WHR system performance was evaluated over two quasi-steady cycles: the
AVL 8 Mode and the CSVL. With working fluid mass flow rate optimized, the cumulative
power generated by the ORC system using a mechanically coupled turbine expander
reached 97% and 98% of the possible recoverable power for the AVL 8 Mode and CSVL
cycles, respectively. Additionally, the recovered power was relatively insensitive to turbine
transmission ratio. Transient power optimization of ORC-WHR system is carried out over
transient engine conditions with the ORC-WHR system model. Reference values for the
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pre-turbine mixed working fluid vapor temperature are selected based on three strategies:
(i) constant MVT; (ii) constant superheat temperature; (iii) rule-based superheat
temperature based on waste power level. Optimized accumulated ORC energy from
strategy (i) is within 1.1% of strategy (ii) over transient engine conditions. The rule-based
strategy (iii) shows 2.1% net power increase compared with strategy (i) by implementing
adaptation saturation temperature references which are sensitive to waste heat power.
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CHAPTER 5 BENCHMARK GENERATION
5.1 Introduction
This chapter utilizes the Dynamic Programming algorithm in the ORC-WHR
system benchmark generation. The benchmark is generated based on a driving cycle. The
benchmark generation process is formulated as an optimization problem, whose cost
function is defined by the difference of turbine power generation and pump power
consumption. The 1-state POD ROM developed in Chapter 3 is selected as the heat
exchanger model for its low computation cost and high accuracy.

5.2 Dynamic programming
The global optimal benchmark is required to show the upper boundary of ORCWHR system and evaluate the performance of the existing control strategies. Dynamic
Programming (DP) is a suitable candidate for the global optimal benchmark creation [7476]. DP chooses between all paths to produce any combination of states with regard to time
to produce the minimum cost during the entire time period [𝑇0 , 𝑇𝑒𝑛𝑑 ] . DP mostly
formulated as offline optimization problem to generate a benchmark for optimal control
performance evaluation or generate a reference trajectory for feedback control. In this
dissertation, DP is utilized to generate a best case benchmark for high level MPC
performance evaluation. The main principles of DP are explained by Fig. 5-1 to Fig. 5-2.
Assuming there is only one state ℎ𝑓,𝑗 and the initial condition is given. The final condition
is not constrained to be a single value and it is only bounded by the lower and upper
boundaries of the state constraint. Discretizing the state and time into four values (y axis
in Fig. 5-1) and 𝑁 values (x axis in Fig. 5-1) respectively. 𝐽 is defined to be the cost-to-go,
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which is the cost from that time step to next time step. 𝐽∗ is the global minimum cost-togo, which is the minimum cost from current state and time status to the final time step. 𝑢∗
are the corresponding inputs at current time step to achieve that minimum cost. To fill in
the blank grids with 𝐽∗ and 𝑢∗ , backward method is utilized, which calculates the cost and
inputs from last time step to the first time step. Fig. 5-1 shows the backwards calculation.
After the backwards calculation is completed, the blank circle in Fig. 5-1 is fully filled.
Subsequently, a forward calculation is conducted to pick the optimal trajectory, which is
the highlighted path shown in Fig. 5-2.

Fig. 5-1. Dynamic programming: backwards

158

Fig. 5-2. Dynamic programming: forwards

5.3 Problem formulation
There are several assumptions made in the optimization process: (i) feed pump
power consumption is not considered, (ii) condenser cooling system power consumption
is not considered, and (iii) actuator action power consumption is not considered.
The control oriented model utilized in this DP analysis is the 1-state IA-POD ROM
developed in Chapter 3. The reason to choose 1-state IA-POD ROM is its low computation
cost and high accuracy.
In the ORC-WHR system, a generator is integrated into the turbine expander to
generate electricity. The high pressure pump consumes power. The cost function of the DP
is the net power production by the ORC-WHR system, which is the difference between the
power generated by the turbine generator and the power consumed by the pump. The cost
function is given as follows:
𝐽= ∫

𝑇𝑒𝑛𝑑

𝑇0

𝑃𝑝𝑢𝑚𝑝 =

(𝑃𝑝𝑢𝑚𝑝 − 𝑃𝑡𝑢𝑟𝑏 )𝑑𝜏

𝑚̇𝑝𝑢𝑚𝑝 (𝑝𝑜𝑢𝑡,𝑝𝑢𝑚𝑝 − 𝑝𝑖𝑛,𝑝𝑢𝑚𝑝 )
𝜌
𝜂𝑖𝑠,𝑝𝑢𝑚𝑝

𝑃𝑡𝑢𝑟𝑏 = 𝜂𝑐𝑜𝑛𝑣 𝜂𝑒𝑚 𝜂𝑖𝑠 𝑚̇𝑖𝑛 (ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡,𝑖𝑠 )
Details about 𝑃𝑝𝑢𝑚𝑝 and 𝑃𝑡𝑢𝑟𝑏 can be found in Chapter 2 Section 4.2 and 4.3
respectively.
𝑚𝑖𝑛 𝐽(𝑥(𝜏𝑖 ), 𝑢(∙))
𝒙(∙),𝑢(∙)
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𝑞ℎ

𝑞ℎ

𝑓

𝑓

𝑚

𝜌𝑓 𝑉𝑓 ℎ̇𝑓,𝑘 (𝑡) = −𝑚̇𝑓 (0)𝐿 [(∑ ℎ𝑓,𝑖 (𝑡)𝜙ℎ𝑓,𝑖 (𝐿)) 𝜙ℎ𝑓,𝑘 (𝐿) − ℎ𝑓,𝑖𝑛 𝜙ℎ𝑓,𝑘 (0) − ∑ ℎ𝑓,𝑖 (𝑡) (∑ 𝜙ℎ𝑓,𝑖,𝑗 𝜙ℎ′ 𝑓,𝑘,𝑗 )]
𝑖=1

𝑠. 𝑡:

𝑖=1

𝑗=1

𝑞𝑇𝑤

𝑚

+ 𝐴𝑓 ∑ 𝑈𝑓,𝑗 𝜙ℎ𝑓,𝑘,𝑗 (∑ 𝑇𝑤,𝑖 (𝑡)𝜙 𝑇𝑤,𝑖,𝑗 − 𝑇𝑓,𝑗 (𝑡))
{

𝑗=1

𝑖=1

Details about 𝑃𝑝𝑢𝑚𝑝 and 𝑃𝑡𝑢𝑟𝑏 can be found in Chapter 3 Section 3.
𝑥 𝑙𝑏
𝑦 𝑙𝑏
𝑢𝑙𝑏
𝛿𝑢𝑙𝑏

≤ 𝑥(𝑡) ≤ 𝑥 𝑢𝑏
≤ 𝑦(𝑡) ≤ 𝑦 𝑢𝑏
≤ 𝑢(𝑡) ≤ 𝑢𝑢𝑏
≤ 𝑢̇ (𝑡) ≤ 𝛿𝑢𝑢𝑏
𝑥 = ℎ𝑓,𝑘
𝑢 = 𝑁𝑝𝑢𝑚𝑝
(4.6.1.1)

where the values of the boundaries are given as follows:
Parameters

Values

𝑥 𝑙𝑏

2e5

𝑥 𝑢𝑏

3.3e5

𝑢𝑙𝑏

288rpm

𝑢𝑢𝑏

3500rpm

𝛿𝑢𝑙𝑏

-500

𝛿𝑢𝑢𝑏

500

𝑦 𝑙𝑏

𝑇𝑠𝑎𝑡 + 5oC

𝑦 𝑢𝑏

330oC

Table 5-1. DP problem formulation parameters

Engine condition is from the CSVL heavy duty driving cycle. The speed and torque
profiles are input to the GT-POWER engine model developed in the Chapter 2 and the
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engine model predicts the exhaust gas mass flow rate and temperature. The engine speed,
torque, exhaust mass flow rate and temperature are shown in Fig. 5-3.

Fig. 5-3. engine operating conditions for the DP analysis: (a) engine speed and torque for the CSVL
heavy duty driving cycle, (b) TP exhaust gas mass flow rate, and (c) TP exhaust gas temperature.

The rest of ORC-WHR system setup are given below:
a) Only TP evaporator is connected and EGR evaporator is not connected
b) Turbine bypass valve is fully closed unless working fluid outlet vapor quality
drops below 1
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c) Turbine inlet valve is fully open unless working fluid outlet vapor quality drops
below 1
d) Evaporator working fluid inlet temperature is fixed at 30 oC

5.4 Results analysis
The results of DP are shown in Fig. 5-4.

Fig. 5-4. DP results in CSVL driving cycle: (a) accumulative power (normalized), (b) high pressure
pump speed, and (c) working fluid outlet temperature and saturation temperature.

The actuator (HPP speed) profile is shown in Fig. 5-4b, it shares the shape with the
TP exhaust gas mass flow rate in Fig. 5-3b. In Fig. 5-4c, the working fluid outlet
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temperature is plotted with saturation temperature. The working fluid outlet temperature
are mainly in the range of 190°C to 240°C, which is low vapor temperature region for the
ethanol. The ethanol safety upper limit is 330°C. This results show that the optimal net
power happens when ethanol vapor temperature is not high. In many moments (20s, 100s,
180s, 450s, 680s, 770s, 940s, 960s, 1050s, 1100s, 1200s), these two temperatures are close
to each other but they do not touch, which enables the turbine to operate without
interruption. These moments refer to the low exhaust power. The exhaust waste power is
calculated in Eq. (4.6.2.1) and the plot for the CSVL is shown in Fig. 5-5. The moments
when working fluid outlet temperature are close to the saturation temperature have low
exhaust waste power. The low power generates low working fluid temperature. The vapor
quality are above 1.0 through the entire driving cycle.
𝑃𝑤𝑎𝑠𝑡𝑒 = 𝑚̇𝑒𝑥ℎ 𝐶𝑝,𝑒𝑥ℎ (𝑇𝑒𝑥ℎ − 𝑇𝑎𝑚𝑏 )

(4.6.2.1)

Fig. 5-5. TP exhaust gas waste power for CSVL heavy duty driving cycle

Comparison between the DP method with the PID rule-base method is shown in .
It is observed that vapor temperature from DP method is close to the saturation temperature.
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There is substantial gap between the DP results and the rule-base results, which leaves a
gap for the further improvement of PID rule-base control method.

Fig. 5-6 DP method vs. rule-base method (vapor temperature comparison)

5.5 Conclusion
This Chapter presents the Dynamic Programming to the ORC-WHR system
benchmark generation, which utilizes the 1-state POD ROM as the control-oriented model.
The results reveal that the ORC-WHR system power production is optimal when the
working fluid vapor temperature is close to saturation temperature and with a superheat
around 10 ºC-30ºC.
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CHAPTER 6 CONCLUSION AND FUTURE WORK
6.1 Conclusion
This dissertation presents a dynamic ORC-WHR system model, which includes
seven types of components: heat exchangers, pumps, valves, compressible volumes, a
turbine expander, junctions, and a reservoir. Mass balance, energy balance and momentum
balance are established in the heat exchanger model. Pressure drop expressions along the
heat exchanger are derived for each working fluid phase. Subsequently, the models are
integrated to create a complete ORC-WHR system simulation. Details of the inlet and
outlet parameters for each component model are given. The dynamic ORC-WHR system
is validated over transient engine operating conditions, namely step-changes of engine
speed/ torque. Results show that the mixed vapor temperature and evaporation pressure are
predicted within 2% and 3% mean error, respectively.
A physics-based, one-dimensional engine model is constructed using the GTPOWER® software platform. The model creates a virtual 13L heavy-duty diesel engine,
and enables co-simulation with Simulink® ORC-WHR model to simulate a transient
CSVL cycle. The engine model is experimentally calibrated and subsequently validated for
different operating conditions. The dynamic ORC-WHR system Simulink model is cosimulated with GT-POWER engine model over the transient CSVL cycle and the model
capability is demonstrated.
A POD Galerkin modeling framework is proposed to for the ORC-WHR heat
exchanger. After the derivation of the framework, three POD ROMs (20-state, 6-state, 2state) are compared with 60-state FVM, 6-state MBM and 2-state 0D method respectively.
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Compared with the 60-state finite volume method, the 20-state POD ROM shows 19.9%
computation time reduction. Compared with the 6-state moving boundary method, the 6state POD ROM improves R-square value of working fluid outlet temperature from 0.560
to 0.954. Compared with the 2-state 0D lumped method, the 2-state POD ROM improves
the R-square value of working fluid outlet temperature from 0.288 to 0.807. An
identification-assisted approach is applied to the proposed framework to increase the low
order ROM accuracy. After the identification, the R-square of the 2-state IA-POD ROM
working fluid outlet temperature increases from 0.807 to 0.921. The proposed POD ROM
framework can generate various ROMs with different dimensions based on the requirement
of the accuracy and computation cost in various purposes, such as estimator design, model
predictive control development, dynamic programming etc.
Prior to the ORC-WHR system power optimization, an actuator sensitivity study is
carried out based on a high-fidelity ORC-WHR dynamic model. Four critical actuators are
swept to establish their impact on ORC power production, namely: working fluid pump
speed, the split of working fluid mass flow between the two parallel evaporators, turbine
speed and condenser coolant water pump speed. This sensitivity analysis is conducted at
two engine conditions: 1300 rpm, 1272 Nm, 12% EGR rate and 1575 rpm, 1540 Nm, 12%
EGR rate. With actuators boundaries established for preservation of system safety, the
sensitivity results show that working fluid pump speed predominantly influences ORC
power production, while all other actuators have minimal impacts. ORC power is
insensitive to working fluid mass flow split ratio, but that actuator acts to satisfy safety
constraints during the optimization. Moreover, the decrease of coolant water pump speed
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is beneficial to turbine power generation. The sensitivity results herein will be used to
generate reference trajectories for the closed-loop control and act as guidelines for the
ORC-WHR optimal control.
For the steady state ORC-WHR power optimization, two quasi-steady cycles are
considered: the AVL 8 Mode and the CSVL. With working fluid mass flow rate optimized,
the cumulative power generated by the ORC system using a mechanically coupled turbine
expander reached 97% and 98% of the possible recoverable power for the AVL 8 Mode
and CSVL cycles, respectively. Additionally, the recovered power was relatively
insensitive to turbine transmission ratio. The lowest cumulative ORC power for any
applicable transmission ratio utilized across the 8 Mode and CSVL cycles captured 93.5%
and 90% of the possible recoverable power, respectively. While turbine expanders are
commonly coupled to generators for electrical output on industrial ORC systems, this
analysis demonstrates that a well-designed turbine expander is also well suited for
mechanically coupling to a diesel engine crankshaft via a high-speed reduction. This steady
state optimization analysis represents the first step toward maximizing the recovered power
of a real-world ORC system.
For the transient ORC-WHR power optimization, reference values for the preturbine mixed working fluid vapor temperature are selected based on three strategies: (i)
constant MVT; (ii) constant superheat temperature; (iii) fuzzy logic superheat temperature
based on waste power level. Optimized accumulated ORC energy from strategy (i) is
within 1.1% of strategy (ii) over transient engine conditions. The advantage of strategy (ii)
relative to strategy (i) is created by implementation of an adaptive MVT reference
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temperature. This adaptive reference generation reduces the burden on the PID controller
and thus improves the controller robustness and system performance during the highly
transient engine conditions. The fuzzy logic strategy (iii) shows 2.1% net power increase
compared with strategy (i) by implementing adaptation saturation temperature references
which are sensitive to waste heat power.

6.2 Future work
The future work is divided into two sections:
The first section is the model order reduction for the ORC-WHR system. In terms
of the snapshot, what have been achieved in this dissertation is that only two driving cycles
are compared. Only the torque and speed variation are discussed and there is no rigorous
method utilized in the driving cycle characteristics analysis. Thus, more work can be done
in the driving cycle evaluation. The frequency domain of the driving cycle analyzed.
Different driving cycles have different frequency domains. If the POD Galerkin ROM
framework are generated with certain range of frequency domain snapshot, it may not be
applicable to the frequency domain outside its snapshots. This can be further explored in a
systematic way. In addition, after the driving cycle frequency analysis, this POD Galerkin
ROM framework can be generalized and be implemented to broader applications.
The second section is power optimization for the ORC-WHR system. This section
can be explored by four subsections: (i) Evaluate the transient power optimization results
with the DP results and explore the potential to further improve power recovery. Currently,
the transient power optimization is done in Chapter 4 and the DP results are obtained. A
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systematic comparison of these two results are required, which can give an insight about
the potential for the further power recovery. There might exist a huge potential, which have
not been explored by the current control algorithm. These need to be further explored. (ii)
Implement the model predictive control already developed in the ORC-WHR system to
improve the power recovery and system operation safety. The model predictive control for
the ORC-WHR system has been built by another group member utilizing the model in this
dissertation. However, the model predictive control potential is not fully explored. This
control algorithm can be applied using different estimation algorithm to explore the realtime control limits. So far, the Unscented Kalman Filter has been implemented in a single
evaporator with the model predictive control in the test bench and the computation cost is
too high for the dSPACE/ Microautobox. Extend Kalman Filter can be considered to reduce
the computation cost. (iii) Explore the ORC-WHR power recovery at extreme engine
operating conditions, such as cold start, high frequency stop-start. This dissertation mainly
focuses on the warm operating condition and no extreme engine operating condition has
been considered in the analysis yet. Some of the heavy duty trucks does experience such
extreme engine operating conditions, such as trash truck, delivery truck, etc. The extreme
engine operating condition exploration can generate the lowest possible efficiency for
ORC-WHR system, which gives better insight in the real applications. (iv) Explore the
benefits brought by the long horizon model predictive control without computation cost
concern. Nowadays, the computer technology gets improved in a surprising speed and
computers becomes much more powerful than one decades ago. Based on this development
speed, the future computer will be powerful enough to solve the problems which might be
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difficult to solve due to the computation power limit at this moment. Model predictive
control has been gaining more and more attention in the industry fields since half century
ago. Due to the computation power limit, the prediction horizon is limited, which also
compensates certain amount of control performance. Without the constrain of the
computation power, the prediction horizon can go much longer and the control
performance will be better. Thus, implement the model predictive control without
computation cost can give an insight about the future model predictive control
performance. In terms of ORC-WHR system, the long horizon model predictive control
can improve the power recovery and improve the turbine operation safety.
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APPENDIX A
Particle Swarm Optimization Method

Fig. A.1. PSO Principle (determination of the direction and speed of a particle movement based on
current position, last generation position, personal visited optimal position, and global visited
optimal position)

The key of PSO is the update of particle velocity and position, which are expressed
as follows:
𝑣𝑖𝑘+1 = 𝐼 𝑘 𝑣𝑖𝑘 + 𝑎1 𝑐1,𝑖 (𝑃𝑖 − 𝑥𝑖𝑘 ) + 𝑎2 𝑐2,𝑖 (𝑆 − 𝑥𝑖𝑘 )

(A.1)

𝑥𝑖𝑘+1 = 𝑥𝑖𝑘 + 𝑣𝑖𝑘+1

(A.2)

where 𝑣 is the velocity, 𝑘 is the generation, 𝑖 is the 𝑖 𝑡ℎ particle/ individual, 𝐼 is the particle

inertia which gives rise to a certain momentum of the particles, 𝑎1,2 are the acceleration
constants, 𝑐1,2 ∈ (0,1) are uniformly distributed random value, 𝑃𝑖 is the history optimal
position visited by ith particle up to the current generation, 𝑆 is the global optimal position
visited by the whole particle society. The Eq. (A.1) and (A.2) are explained by Fig. A.1,
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where it is shown how the next position of certain particle is determined based on the three
terms: (i) 𝐼 𝑘 𝑣𝑖𝑘 : particle inertia in the direction of speed; (ii) 𝑎1 𝑐1,𝑖 (𝑃𝑖 + 𝑥𝑖𝑘 ):personal
optimal position visited by 𝑖 𝑡ℎ 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 ; (iii) 𝑎2 𝑐2,𝑖 (𝑆 + 𝑥𝑖𝑘 ) : global optimal position
visited by the whole population. The turning angle from current position to next step
position is Θ, and the speed is ‖𝑥𝑖𝑘+1 − 𝑥𝑖𝑘 ‖.
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APPENDIX B
Initial Condition for TP and EGR Evaporator Model

Initial condition for TP and EGR evaporators are given in Table B.1:
Name
Unit
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

Working
fluid
enthalpy
J/kg
335879.2
383800.1
430054.7
474539.3
517232.8
558163.1
597387.6
634981.5
671031.2
705630.2
738877.8
770878.4
804774.7
841552.7
880672.4
922052.2
965712.6
1011715.7
1060145.7
1111101.1
1164632.2
1220683.5
1279316.0
1340336.0
1390832.6
1436955.3
1479057.2
1517473.7
1552518.4

Wall
temperature

Exhaust gas
enthalpy

K
377.5
386.0
394.9
403.8
412.5
421.0
429.2
437.0
444.5
451.6
458.3
464.6
464.0
461.5
460.5
460.0
459.6
459.3
459.1
459.0
458.9
458.9
458.9
459.7
488.5
503.0
516.4
528.5
539.7

J/kg
502113.8
508072.7
513859.8
519445.8
524817.9
529973.8
534916.8
539653.7
544193.7
548547.3
552725.6
556740.7
560605.3
564698.8
569140.3
573864.5
578861.8
584134.4
589690.0
595538.6
601692.2
608156.9
614925.9
622006.7
629375.8
635474.0
641044.0
646128.4
650767.8
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Working
fluid
enthalpy
J/kg
319871.6
353045.3
385681.6
417720.6
449134.1
479916.4
510077.3
539637.1
568623.6
597070.5
625016.1
652502.3
679575.4
706286.0
732689.9
758850.2
784839.4
816975.6
854950.1
899220.8
950602.5
1010124.5
1079015.4
1158707.4
1250362.2
1353295.4
1429364.6
1498914.9
1562614.3

Wall
temperature
K
357.7
365.2
372.7
380.2
387.6
394.8
401.9
408.9
415.7
422.4
428.9
435.2
441.4
447.4
453.3
459.0
464.6
462.1
461.2
460.9
460.9
461.1
461.3
461.6
462.1
464.9
518.7
541.4
562.0

Exhaust
gas
enthalpy
J/kg
410534.8
418131.7
425631.2
433009.2
440252.1
447353.5
454312.0
461130.0
467812.0
474364.4
480794.7
487111.6
493324.6
499444.1
505481.7
511449.9
517363.1
523237.6
530502.9
539087.9
549096.3
560712.2
574168.4
589742.6
607758.5
628478.9
651747.7
668941.2
684661.2

30
1584481.9
549.9
654999.9
1621019.2
580.8
699058.9
Table B.1. Initial condition for TP and EGR evaporators (each row represents a discretized cell)
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APPENDIX C
Weighted Residual Method

As shown in Fig. C.1. the minimization of the residual 𝑅ℎ𝑓 is equal to minimize its
projections onto weighting functions 𝜑ℎ𝑓 ,𝑖 (𝑖 = 1, … , 𝑞ℎ𝑓 ) . The minimization of the
residual 𝑅𝑇𝑤 is equal to minimize its projections onto weighting functions 𝜑 𝑇𝑤 ,𝑖 (𝑖 =
1, … , 𝑞𝑇𝑤 ). The accuracy and efficiency of weighted residual method is very dependent on
the basis and weighting functions chosen [43]

Fig. C.1. Geometric interpretation of weighted residual method for 𝑞ℎ𝑓 = 𝑞𝑇𝑤 = 3.
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APPENDIX D
Initial Condition for FVM

Initial condition for FVM is given as follows:

Name
Unit
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

Working fluid
enthalpy
J/kg
-131613.1
-130546.1
-129441.7
-128298.4
-127114.9
-125889.8
-124621.6
-123308.8
-121949.9
-120543.1
-119086.9
-117579.4
-116018.8
-114403.4
-112731.0
-110999.8
-109207.6
-107352.3
-105431.7
-103443.3
-101384.9
-99254.0
-97047.9
-94764.0
-92399.6
-89951.7
-87417.4
-84793.7
-82077.3

Wall
temperature
K
303.1
303.5
304.0
304.5
305.0
305.6
306.1
306.7
307.3
307.9
308.5
309.2
309.9
310.6
311.3
312.0
312.8
313.6
314.4
315.3
316.1
317.0
318.0
318.9
319.9
320.9
322.0
323.1
324.2
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Exhaust gas
enthalpy
J/kg
430781.3
435408.5
440197.4
445153.6
450282.9
455591.4
461085.4
466771.5
472656.3
478746.9
485050.5
491574.5
498326.8
505315.3
512548.4
520034.7
527783.1
535802.8
544103.5
552695.0
561587.6
570791.9
580319.0
590180.2
600387.4
610952.8
621889.2
633209.6
644927.6

30

-79264.9

325.4

657057.5

Table D.1. Initial condition for the FVM. (each row represents the parameters in one
discretized cell)
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