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Re´sume´
La se´curite´ des Clouds est un aspect essentiel qui n’est pas force´ment aborde´ selon le point de vue
de l’utilisateur. En particulier, sur une plate-forme de type Infrastructure-as-a-Service (IaaS), il est
actuellement impossible pour un utilisateur de certifier de manie`re fiable et se´curise´e que l’environ-
nement qu’il a de´ploye´ (typiquement sous forme d’une machine virtuelle) est toujours dans un e´tat
qu’il juge inte`gre et ope´rationnel. Cet article s’attelle a` cette taˆche en proposant CertiCloud, une
plate-forme Cloud de type IaaS qui exploite les concepts de´veloppe´s dans le cadre du Trusted Com-
puting Group (TCG) mais aussi les e´le´ments mate´riels que sont les Trusted Platform Module (TPM)
pour offrir a` l’utilisateur un environnement se´curise´ et se´curisant. Ces deux aspects sont garantis
par les deux protocoles TCRR (TPM-based Certification of a Remote Resource) et VerifyMyVM qui
sont a` la base de CertiCloud. Quand le premier permet de certifier l’inte´grite´ d’une machine dis-
tante et d’e´changer une clef de chiffrement syme´trique, le second permet a` l’utilisateur de s’assurer
dynamiquement et a` la demande de l’inte´grite´ de sa machine virtuelle exe´cute´e sur les ressources
de CertiCloud. Ces deux protocoles e´tant les briques de base de notre plate-forme, une attention
toute particulie`re a e´te´ apporte´e a` leurs e´laborations. A` cet effet, ils ont e´te´ valide´s avec succe`s par
AVISPA [1] et Scyther [9], deux outils de re´fe´rence dans le domaine de la ve´rification automatique
des protocoles de se´curite´ (cette analyse est pre´sente´e dans cet article). Ensuite, la plate-forme Cer-
tiCloud est de´taille´e : outre les protocoles TCRR et VerifyMyVM, elle propose le stockage se´curise´ des
environnements utilisateurs et leurs exe´cutions a` travers un framework de virtualisation reprenant
l’hyperviseur Xen. Quand les ressources physiques sont certifie´es par TCRR, l’utilisateur peut utiliser
a` la demande le protocole VerifyMyVM pour s’assurer de l’inte´grite´ de son environnement de´ploye´. Un
prototype de CertiCloud a e´te´ re´alise´ et nous pre´sentons les premiers re´sultats expe´rimentaux qui
de´montrent de la faisabilite´ et du faible surcouˆt de notre approche sur des sce´narios classiquement
rencontre´s sur les infrastructures Cloud de type IaaS.
1. Introduction
Le Cloud Computing (CC) conceptualise un service de calcul dans lequel l’utilisateur ne posse`de aucune
partie de l’infrastructure : il ne paie que pour le temps de calcul utilise´. Ce concept reprend celui des
grilles de calculs [12] – largement e´tudie´es dans le monde acade´mique depuis de nombreuses anne´es sans
toutefois susciter un inte´reˆt suffisant des principaux acteurs industriels et prive´s. A` l’inverse des grilles, le
paradigme du Cloud est rapidement devenu un leitmotiv, a` la base de la plupart des business model qui
touchent de pre`s ou de loin a` l’informatique. Les raisons de ce succe`s sont multiples (et de´passent le cadre
de cet article) mais la principale est lie´e au fait que ce concept rationalise et limite les couˆts lie´s au calcul
ou au stockage des donne´es a` une e´poque ou` ces e´le´ments sont devenus strate´giques tout en imposant des
investissements lourds pour qui veut une infrastructure ope´rationnelle a` la pointe de la technologie. Dans
la terminologie CC on distingue trois types de services de CC [26] :
1. Software-as-a-Service (SaaS). Ce service concerne l’utilisation de logiciels qui s’exe´cutent sur le
Cloud. Le fournisseur de service posse`de les logiciels, de meˆme que les licences de sorte que l’utili-
sateur n’est pas oblige´ de s’acquitter du prix de la licence pour utiliser le logiciel.
2. Platform-as-a-Service (PaaS), ou` l’utilisateur a la possibilite´ d’exe´cuter son programme sur les
ressources du Cloud, en utilisant les langages et outils supporte´s par le fournisseur de services.
3. Infrastructure-as-a-Service (IaaS), qui autorise le de´ploiement et l’exe´cution d’un environnement
entie`rement controˆle´ par l’utilisateur (une machine virtuelle en ge´ne´ral) sur les ressources du Cloud.
Nous nous inte´ressons ici a` la se´curite´ des Clouds de type IaaS. Si cette the´matique reste pre´ponde´rante
dans la litte´rature relative au CC, on trouve peu de travaux qui l’abordent en adoptant le point de vue de
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l’utilisateur au sens suivant : en tant qu’utilisateur d’une plate-forme Cloud de type IaaS, (1) comment
puis-je eˆtre assure´ que mon environnement reste confidentiel une fois enregistre´ sur les ressources de
stockage de masse offerts par mon fournisseur de services ? (2) Ai-je un moyen fiable et se´curise´ de ve´rifier
que les ressources du Cloud ne sont pas corrompues ? (3) Une fois mon environnement de´ploye´, puis-je
certifier son inte´grite´ (si possible a` la demande) i.e. de´tecter s’il a subi une modification non de´sire´e telle
l’installation d’un rootkit ? Les contributions de cet article traitent ces questions en proposant :
– le protocole TCRR (TPM-based Certification of a Remote Resource) qui exploite un e´le´ment mate´riel
appele´ Trusted Platform Module (TPM) e´manant d’une spe´cification internationale e´labore´e par les
principaux acteurs de l’informatique moderne (HP, IBM, Intel, Microsoft, AMD etc.). TCRR a pour
objectif de certifier l’inte´grite´ d’une machine distante (disposant d’un TPM) et d’e´changer avec elle
une clef de chiffrement syme´trique (controˆle´e par l’utilisateur) qui pourra eˆtre employe´e a` diverses fins
cryptographiques comme le chiffrement de donne´es ou de communications re´seaux.
– CertiCloud, une plate-forme Cloud de type IaaS qui offre des me´canismes permettant de re´pondre
aux trois questions ci-dessous. CertiCloud se base e´videmment sur le protocole TCRR mais aussi sur
l’installation d’un framework de virtualisation reprenant l’hyperviseur Xen sur les ressources du Cloud.
Dans ce contexte, les environnements utilisateurs (qui prennent la forme d’une Virtual Machine (VM)
Xen) sont de´ploye´s et associe´s au de´marrage a` un TPM logiciel (ce choix sera discute´ au §5). Le
protocole VerifyMyVM est alors propose´ (impliquant notamment le TPM logiciel) pour permettre a`
l’utilisateur de ve´rifier a` la demande l’inte´grite´ de sa VM.
Les protocoles TCRR et VerifyMyVM ainsi que l’architecture CertiCloud ont e´te´ de´veloppe´s et imagine´s
dans le cadre de cet article.
Beaucoup trop de travaux introduisent des protocoles de communication et valident leur se´curite´ sur
pre´sentation de quelques sce´narios de´clare´s suˆrs. L’existence d’outils de ve´rification automatique de pro-
tocoles permet en revanche d’augmenter les capacite´s de de´tection de proble`mes de se´curite´ ne serait-ce
que par la complexite´ et le nombre de sce´narios d’attaques envisage´s. Les outils de re´fe´rence dans ce
domaine ce nomment AVISPA [1], Scyther [9], Proverif [7] ou encore Casper/FDR [15]. Nous verrons
que les protocoles propose´s dans ce document ont e´te´ analyse´s avec succe`s par AVISPA et Scyther. Cela
assure qu’aucune attaque envisage´e par ces outils n’est possible contre TCRR et VerifyMyVM.
Cet article est organise´ de la manie`re suivante. Apre`s un bref rappel de l’e´tat de l’art au §2, la section 3
pre´sente brie`vement les TPM et introduit les hypothe`ses sur les acteurs implique´s dans CertiCloud. Le
protocole TCRR ainsi que sa validation est ensuite pre´sente´ (au §4). Fort de cette premie`re contribution,
la section 5 de´crit CertiCloud, notre proposition de plate-forme IaaS offrant a` l’utilisateur un envi-
ronnement se´curise´ et se´curisant. Le protocole VerifyMyVM est expose´ a` cette occasion, de meˆme que le
re´sultat de son analyse par AVISPA et Scyther. Un premier prototype de CertiCloud a e´te´ imple´mente´
et les re´sultats expe´rimentaux sont particulie`rement encourageant, sont pre´sente´s au §6. Enfin, la section
7 conclut cet article tout en offrant quelques perspectives.
2. E´tat de l’art
Jusqu’a` la ge´ne´ralisation des TPMs, ve´rifier l’inte´grite´ d’un syste`me e´tait limite´ a` des solutions logicielles.
En pratique, on ve´rifie ge´ne´ralement que le syste`me qui s’exe´cute n’a pas e´te´ modifie´, en utilisant par
exemple des me´thodes de de´tection de malwares [8] ou des techniques base´es sur de la ve´rification de
sommes de controˆle. Ce dernier concept, utilise´ notamment dans Tripwire [14], e´value pe´riodiquement les
checksums sur les fichiers et dossiers les plus importants du syste`me afin de les comparer avec des valeurs
de re´fe´rences. Nous verrons que CertiCloud reprend ce concept, adapte´ toutefois aux fonctionnalite´s
offertes par la pre´sence des TPMs. Il existe e´galement d’autres techniques, de´crites en particulier dans
[6], pour s’assurer que le flot de controˆle d’un programme exe´cute´ est correct. Cela est typiquement
re´alise´ a` l’aide de me´canismes de protection de la pile, ou en chiffrant les pointeurs de fonction de retour.
Ne´anmoins, ces solutions ne s’appliquent pas a` un environnement distribue´ et ne sont pas fiables contre
un attaquant qui aurait un acce`s privile´gie´ (i.e. root) au syste`me.
Plus ge´ne´ralement, les solutions purement logicielles ne permettent pas de faire entie`rement confiance
a` un syste`me distant, il est donc indispensable de se munir de composant mate´riels tels que les TPMs.
Ce terme de´signe a` la fois une spe´cification de crypto-processeur et son imple´mentation sous forme d’un
chipset disponible de plus en plus couramment sur les cartes me`res re´centes. Nous y reviendrons plus
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longuement au §3.1. L’utilisation des TPMs tend a` se de´velopper, par exemple Microsoft Bitlocker [17] y
a recourt pour effectuer un chiffrement total de disques durs, notamment pour les ordinateurs portables.
Ce composant est aussi e´mule´ dans l’hyperviseur Xen [5] pour permettre a` une VM de l’utiliser. Dans tous
les cas, les TPMs offrent des perspectives ine´dites quand a` la ve´rification de la se´curite´ d’un syste`me (local
ou distant). L’ide´e d’utiliser ses capacite´s pour se´curiser les services de Cloud n’est pas nouvelle et a e´te´
e´voque´e par le TCG dans [3], sans pour autant fournir beaucoup de de´tails. E´galement utilise´ dans [10], le
TPM et sa version e´mule´e logiciellement ont e´te´ utilise´s a` travers Xen pour se´curiser les diffe´rentes VMs
exe´cute´es et les isoler les unes des autres. Ne´anmoins, cette utilisation se limite a` une utilisation locale.
Dans un contexte plus proche de celui aborde´ dans cet article, une infrastructure appele´e Trusted Cloud
Computing Platform (TCCP) a e´te´ propose´e dans [20]. Similaire a` Tera [23], elle permet au fournisseur
de services IaaS de garantir une exe´cution confidentielle de la VM d’un l’utilisateur. Meˆme si ces travaux
n’ont pas les meˆmes objectifs que CertiCloud, ils illustrent bien la volonte´ d’exploiter les TPMs et ses
capacite´s de certification a` distance. Cependant, comme la plupart des propositions dans ce domaine, les
protocoles de´crits dans les e´tudes e´voque´es pre´ce´demment ne sont ni valide´s ni analyse´s, de sorte qu’il est
de´licat d’y apporter un quelconque cre´dit en terme de se´curite´. A` l’inverse, notre approche est similaire
a` celle utilise´e par Munoz & al. dans [18] qui se base sur les TPMs dans un contexte multi-agents. le
protocole associe´ a e´te´ valide´ par un outil de ve´rification automatique (AVISPA). Le protocole TCRR
pre´sente´ dans cet article e´tend celui de´veloppe´ dans SecMilia et l’adapte au contexte Cloud.
3. Contexte et hypothe`ses
3.1. Trusted Platform Module (TPM)
Un TPM [13] peut eˆtre vu comme un crypto-processeur autonome pre´sent sur la plupart des cartes
me`res vendue a` l’heure actuelle. Ses spe´cifications [25] e´manent du Trusted Computing Group (TCG),
un consortium impliquant les principaux acteurs de l’informatique moderne (HP, IBM, Intel, Microsoft,
AMD etc.) de sorte que les TPMs ont pour vocation de devenir le standard inte´gre´ de facto dans tous
les ordinateurs du futur. Le concept moteur e´labore´ par ce consortium sous la de´nomination Trusted
Computing (TC) est l’e´tablissement d’une chaˆıne de confiance dans les couches logicielles s’exe´cutant sur
une machine : une exe´cution n’est autorise´e que si les logiciels ante´rieurs (BIOS, OS etc.) ont e´te´ certifie´s.
En pratique, une puce TPM est donc un coprocesseur cryptographique compose´ de deux types de me´-
moire : l’une permanente, l’autre volatile. La puce est physiquement prote´ge´e par un bouclier re´sistant
aux interfe´rences et dispose de plusieurs me´canismes de protection envers les attaques physiques similaires
a` ce qui se fait dans le domaine des cartes a` puce. Le coprocesseur permet de re´aliser de fac¸on autonome
un certain nombre de primitives cryptographiques (chiffrement, de´chiffrement, hachage, signature etc.).
Par exemple, la spe´cification TPM impose l’imple´mentation de l’algorithme RSA (avec une taille de clef
de 2048 bits) ou encore de la fonction de hachage SHA-1. La me´moire volatile est principalement utilise´e
pour le stockage de sommes de controˆle dans des registres spe´ciaux appele´s Platform Configuration Regis-
ter (PCR). Il y en a au moins 16, chacun servant a` sauvegarder la mesure d’inte´grite´ d’un e´le´ment logiciel
particulier (BIOS, MBR, boot-loader, OS, etc...) refle´tant ainsi l’e´tat du syste`me a` un instant donne´. La
me´moire non-volatile est utilise´e pour stocker de manie`re persistante plusieurs donne´es sensibles, prin-
cipalement des paires de clefs : Endorsement Key (EK) (ge´ne´re´e a` la fabrication de la puce), Storage
Root Key (SRK) et Attestation Identity Key (AIK) (ge´ne´re´es a` la prise de possession de la TPM – e´tape
intervenant a` la livraison de la ressource de calcul e´quipe´e de la TPM). Parmi les fonctions incluses dans
le TPM et de´taille´es dans [24], les protocoles de´finis dans cet article utilisent les proce´dures suivantes :
– TPM_UnBind(msg,’Key’) : de´chiffre un message msg chiffre´ avec la clef publique Key.pub ;
– TPM_Extend(valeur,i) : modifie la valeur du registre PCR[i] a` l’aide d’une fonction de hachage selon
le pseudo-code suivant : PCRnewi = H(PCR
old
i ‖valeur) et PCRiniti = 0
– TPM_Quote(’AIK’,nonce,i1,...,ik) : renvoie les valeurs des registres PCRs aux index i1, . . . , ik,
signe´es avec la clef AIK i.e. SIGNAIK(H(PCRi1 , . . . ,PCRik), nonce). Cela permet de re´cupe´rer la
configuration d’un TPM authentifie´ par sa clef AIK.
3.2. Mode´lisation de la plate-forme IaaS et des diffe´rents acteurs
Nos travaux se placent dans le contexte d’un Cloud de type IaaS ou` interviennent les acteurs suivants :
– le fournisseur de services Cloud, qui ge`re la plate-forme IaaS accessible a` travers une frontale
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d’acce`s et dont les ressources physiques sont configure´es pour de´ployer des Virtual Machine (VM) ;
– l’utilisateur qui souhaite de´ployer son environnement ;
– l’autorite´ de certification (Certificate Authority (CA)) a` qui se fient a` la fois l’utilisateur et le
fournisseur de service. Cette entite´ est le tiers de confiance qui garantit les certificats e´lectroniques (et
donc les clefs publiques) intervenant dans les communications entre l’utilisateur et le Cloud.
Les hypothe`ses suivantes sont suppose´es dans la suite :
– (H1) Chaque ressource physique du Cloud dispose d’un TPM “posse´de´” (au sens de´crit pre´ce´demment)
par le fournisseur de services ;
– (H2) Les manipulations physiques mais le´gitimes du TPM (telle que la remise a` ze´ro des PCRs), ne
sont pas prote´ge´es dans nos protocoles. Il est donc suppose´ que le fournisseur de services est le seul
habilite´ a` avoir un acce`s physique aux ressources du Cloud (et donc aux TPMs associe´s) ;
– (H3) L’utilisateur fait confiance au fournisseur pour l’installation, la maintenance et la protection des
ressources physiques du Cloud.
On peut noter aussi qu’aucune hypothe`se ne concerne la se´curite´ de la frontale d’acce`s car les protocoles
de´veloppe´s dans cet article ont e´te´ de´finis en supposant que le me´dium de communication entre l’utilisateur
et une ressource (dont la frontale est un e´le´ment) n’est pas suˆr et sujet a` des attaques de type man-in-
the-middle.
3.3. Analyse automatique des protocoles de se´curite´
Le de´veloppement de protocoles de communications est a` la base du travail pre´sente´ dans ce papier, et
ce type de protocole est sujet a` des erreurs difficilement de´tectables du fait des combinaisons possibles
dans l’ordre des messages et dans le nombre de sessions simultane´es possibles. S’il fut un temps ou`
seule l’analyse ”manuelle” et le ge´nie humain permettaient de de´tecter les failles de conception dans
un protocole ou de prouver la se´curite´ d’un protocole, l’expe´rience montre que ce n’est plus conside´re´
comme suffisant aujourd’hui. L’exemple le plus frappant dans ce cadre est celui du protocole Needham-
Schroeder [19]. Alors qu’il avait e´te´ prouve´ suˆr a` sa conception, il a e´te´ victime d’une attaque de´couverte
par Lowe [16] en utilisant un outil de ve´rification automatique (Casper/FDR[15]), et cela a` cause d’une
mauvaise mode´lisation de l’attaquant dans la preuve initiale. Pour re´sumer, il est impe´ratif actuellement
de valider ses protocoles de se´curite´ a` travers un outil de ve´rification automatique. La description de ces
outils et de leurs contextes d’action de´passe le cadre de cet article. Ne´anmoins, nous avons tenu a` valider
nos protocoles par les logiciels de ve´rification de protocole les plus utilise´s dans le monde industriel :
AVISPA [1] et Scyther [9].
Note : par souci de place, nous n’avons pas mis dans cet article les listings utilise´s pour la mode´lisation et
la validation des protocoles propose´s. Ils sont e´videmment a` la disposition du lecteur sur simple demande.
4. Le protocole TCRR (TPM-based Certification of a Remote Resource)
L’un des objectifs de ces travaux est de certifier a` l’aide d’un protocole de communication re´seau et de
composants mate´riels qu’une machine distante est inte`gre, c’est a` dire que les programmes s’exe´cutant
depuis son de´marrage (BIOS, MBR, Boot loader, Kernel, OS ...) n’ont pas e´te´ corrompus. Le protocole
TCRR (TPM-based Certification of a Remote Resource) de´crit dans cette section rempli cette fonction mais
il permet e´galement a` l’utilisateur et a` la machine distante certifie´e de s’e´changer une clef de chiffrement
syme´trique. Ce protocole met en sce`ne trois entite´s, l’utilisateur U, la machine distante M et son TPM.
Les messages e´change´s dans TCRR sont de´taille´s dans la figure 1. Nous supposons (1) que les acteurs
posse`dent de´ja` les certificats des autres parties implique´es dans le protocole, signe´s par le CA ; (2) que
l’utilisateur dispose des valeurs des PCRs dites “de re´fe´rence” i.e. correspondant a` un e´tat de la machine
distance juge´ normal. Les deux phases du protocole TCRR sont de´crites ci-dessous.
Ve´rification de l’inte´grite´ de la machine de calcul (msg 1-4). L’utilisateur U envoie un nonce n1
a` M et l’identite´ de M le tout signe´ avec sa clef prive´e. La signature attestant de l’identite´ de l’utilisateur,
la machine distante envoie au TPM le nonce n1, un nouveau nonce n2 qu’elle a ge´ne´re´ ainsi que son
identite´. Ces trois e´le´ments servent de challenge a` la fonction TPM_Quote qui re´pond par les valeurs des
PCRs signe´es avec sa clef AIK comme explique´ dans §3.1. Puis M transmet a` U une version signe´e avec
sa clef du message dernie`rement rec¸u, de la valeur de n2 et de son identite´. A` l’issue de cette phase, les
proprie´te´s suivantes sont acquises :
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Figure 1 – Vue ge´ne´rale du protocole TCRR (TPM-based Certification of a Remote Resource).
– U peut ve´rifier la validite´ de toutes les signatures et des valeurs des nonces, ce qui authentifie M et
son TPM associe´. Cela garantit l’inte´grite´ des messages e´change´s. U peut e´galement eˆtre suˆr que les
valeurs des PCRs refle`tent l’e´tat de M car le TPM a` e´te´ challenge´ avec un nonce unique ge´ne´re´ par U.
– Les valeurs des PCRs rec¸ues peuvent eˆtre compare´es a` celles de re´fe´rences.
A` l’issue du 4e message, M est dans un e´tat suˆr (valide´ par les valeurs PCRs), U peut donc faire confiance
a` M. Il est suppose´ qu’a` partir de ce point, la machine distante M et le TPM sont une seule et
meˆme entite´.
E´change de la clef de session (msg 5-8). U utilise la clef publique subEK du TPM pour chiffrer un
message contenant les nonces e´change´s pre´ce´demment (n1 et n2), un nouveau nonce n3 et une clef prive´e
Ksession. Ce message est d’abord signe´ avec la clef prive´e de U, puis envoye´ a` M. M ve´rifie la signature,
utilise le TPM pour de´chiffrer le message, et renvoie a` U le nonce n3 chiffre´ avec la clef de session.
Validation du protocole TCRR
Le protocole TCRR a e´te´ analyse´ et ve´rifie´ en utilisant a` la fois AVISPA [1] et Scyther [9] (cf §3.3). Le
mode`le d’attaquant utilise´ dans les deux outils est celui de Dolev-Yao [11] qui suppose que l’attaquant
a acce`s a` tous les messages qui sont transmis sur le re´seau ; il peut donc les lire et les modifier. Dans ce
contexte, nous avons sollicite´ la ve´rification des contraintes suivantes :
– le protocole fini de s’exe´cuter en meˆme temps pour les acteurs se´lectionne´s, sans attaque du type
’rejeux’ ou ’fabrication de messages’. Cela correspond aux objectifs ’authentication_on valid’ (resp.
’Niagree’ et ’Nisynch’) dans AVISPA (resp. Scyther).
– seuls les acteurs e´ligibles connaissent la clef Ksession, qui doit rester confidentielle.
Les listings 1 et 2 montrent le re´sultat de ces ve´rifications. On voit qu’aucune attaque n’a e´te´ trouve´e sur
le protocole par les deux outils pour les objectifs spe´cifie´s. Les codes de ve´rification sont disponibles sur
le site de CertiCloud [2].
5. CertiCloud : une nouvelle infrastructure pour la se´curite´ des plates-formes IaaS
Base´ sur le protocole TCRR de´crit au §4, nous pre´sentons dans cette section une nouvelle infrastructure de
protection pour les plates-formes Cloud de type IaaS. Comme souvent dans ces cas la`, le client de´ploie sa
machine virtuelle sur les ressources du Cloud. Dans CertiCloud cette taˆche est de´le´gue´e au manageur
de VM du Cloud, dont le syste`me d’exploitation se re´sume aux logiciels ne´cessaires a` la virtualisation
de syste`mes (comme par exemple Xen [5]) et a` un ensemble d’e´mulateurs de TPM. On conside`re que
l’utilisateur U de´tient une image de sa machine virtuelle VMIU qu’il souhaite exe´cuter de manie`re se´curise´e
sur les ressources du Cloud. U calcule alors les sommes de controˆle (checksums) {href0 , . . . , h
ref
k } de cet
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$> ./avispa verification avispa . hlpsl −−ofmc
% OFMC
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$> ./avispa verification vm avispa . hlpsl −−ofmc
% OFMC

















Listing 1 – Validation du protocole TCRR (a` gauche) et VerifyMyVM (a` droite) avec AVISPA.
$> time ./scyther.py −−max−runs=20 −−all−attacks
verification scyther .spdl
Verification results :
claim id [tpmp,u1], Niagree : No attacks.
claim id [tpmp,u2], Secret ksession : No attacks.
claim id [tpmp,u3], Nisynch : No attacks.
claim id [tpmp,n3], Nisynch : No attacks.
claim id [tpmp,n1], Niagree : No attacks.




$ time ./scyther.py verification vm.spdl
Verification results :
claim id [verifvm,u1], Niagree : No attacks.
claim id [verifvm,u3], Nisynch : No attacks.
claim id [verifvm,n3], Nisynch : No attacks.




Listing 2 – Validation du protocole TCRR (a` gauche) et VerifyMyVM (a` droite) avec Scyther
environnement, chacune correspondant aux e´le´ments mentionne´s dans le tableau 1. Elles forment ce que
CertiCloud conside`re comme le “certificat de VMIU”. Pour de´ployer son syste`me de manie`re se´curise´e,
Nom Description E´le´ments hache´
href0 VM kernel vmlinuz-x.x.x.xxx
href1 Init. ramdisk initrd.img-x.x.x.xxx
href2 · · · href8 Dossiers principaux du syste`me de la VM /bin /etc /sbin /lib /usr/bin /usr/lib /usr/sbin
Table 1 – De´finition des checksums de re´fe´rence utilise´s dans CertiCloud.
les e´tapes suivantes sont propose´es (voir figure 2) : (1) U ge´ne`re une clef prive´e KU qu’il utilise pour
chiffrer VMIU ; (2) l’image VMIU est envoye´e sur un serveur de stockage dans le Cloud, en utilisant
un protocole de transmission tel que scp ou sftp. L’image est ainsi stocke´e chiffre´e sur les ressources
de stockage de masse du fournisseur de service ; (3) maintenant U veut de´ployer son image. Il ve´rifie le
manageur de VM et lui transmet la clef de session KU en utilisant le protocole TCRR ; (4) le manageur de
VM re´cupe`re et de´chiffre l’image VMIU a` l’aide de la clef KU et la stocke dans la me´moire locale de la
ressource physique appele´e a` de´ployer VMIU ; (5) le manageur de VM exe´cute alors l’e´mulateur de TPM
qui sera associe´ a` la machine virtuelle de l’utilisateur. Il y a donc autant d’e´mulateurs que de machines
virtuelles qui s’exe´cute sur la machine ; (6) le manageur de VM initialise les PCRs de l’e´mulateur de
TPM qui se comportent comme un TPM physique, refle´tant l’e´tat original de la machine virtuelle ; (7) la
machine virtuelle peut eˆtre lance´e ; (8) a` la demande, l’utilisateur peut effectuer une ve´rification de l’e´tat
de sa machine virtuelle en utilisant le protocole VerifyMyVM de´crit dans §5.1.
Dans CertiCloud, chaque VM a` de´ployer se voit donc associe´e un TPM e´mule´ logiciellement [22]. Ce
choix a e´te´ fait pour les raisons suivantes : (1) le de´veloppement d’une librairie cryptographique est
couˆteux en temps, et une nouvelle imple´mentation entraˆıne de nombreuse failles de se´curite´. En utiliser
une de´ja` imple´mente´e et teste´e est donc plus suˆr ; (2) le TPM physique de la machine ne peut eˆtre re´utilise´
car le nombre de registres PCRs est limite´ et servent pour la plupart a` certifier la ressource physique ;
Comme plusieurs machines virtuelles doivent pouvoir s’exe´cuter sur la machine distante, associer un TPM
(certes e´mule´ logiciellement) a` chaque VM assure un traitement de´die´ et garantit le passage a` l’e´chelle
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Figure 2 – Vue d’ensemble du framework CertiCloud.
quant au nombre de VM. Il est important de souligner que le code du TPM e´mule´ est, au meˆme titre que
tous les logiciels s’exe´cutant sur les ressources du Cloud, certifie´ a` travers le protocole TCRR. E´videmment,
la VM et son TPM e´mule´ sont deux processus dissocie´s controˆle´s par le fournisseur de services de sorte
que la corruption de la VM ne permet pas de mystifier le TPM.
5.1. Le protocole VerifyMyVM
Une fois l’inte´grite´ du manageur de VM ve´rifie´ via le protocole TCRR, la VM de´ploye´e, un autre me´ca-
nisme est propose´ pour permettre a` l’utilisateur de de´tecter, dynamiquement et a` la demande, toutes
modifications sur la configuration ou sur les exe´cutables de sa VM. Le protocole VerifyMyVM reprend
l’approche de´veloppe´e au sein du projet Tripwire[14], a` savoir la comparaison des mesures d’inte´grite´ du
syste`me a` une base de re´fe´rence e´ventuellement mise a` jour. Ces haches ne sont e´videmment pas calcule´s
directement a` l’inte´rieur de la machine virtuelle mais de fac¸on externe par le manager de VM, hors de
porte´e d’un attaquant ayant pris le controˆle de la VM.
Le protocole VerifyMyVM est de´taille´ dans la fi-
Figure 3 – Vue d’ensemble du protocole VerifyMyVM.
gure 3 et est compose´ de 5 messages : (1) U de-
mande au manageur de VM de ve´rifier sa ma-
chine virtuelle en exe´cution VMU : il envoie un
nonce n1 chiffre´ avec la clef de session Ksession
du protocole TCRR. M monte alors l’image de la
machine virtuelle en lecteur seule et calcule les
sommes de controˆle {h0, . . . , hk} ; (2) les sommes
de controˆle sont utilise´es par le TPMemu(VMU)
pour mettre a` jour les valeurs de ses PCRS en cal-
culant TPM_Extend(hi,i).En paralle`le U met e´ga-
lement a` jour sa propre table de re´fe´rences PCRs
de la fac¸on suivante : PCRi = H(PCRi‖hrefi ) (3)
M challenge TPMemu(VMU) avec le nonce n1 ; (4)
le TPMemu(VMU) exe´cute un TPM_quote pour ge´-
ne´rer la signature des PCRs en fonction de n1 avec
la clef AIK ; (5) M transmet a` U cette signature chiffre´e avec la clef de session Ksession. A` l’aide de la clef
de session Ksession, l’utilisateur peut de´chiffrer le dernier message, ve´rifier que la signature correspond
bien au TPM et au nonce n1, et comparer les valeurs des PCRs rec¸us avec celles e´value´es localement. Si
elles correspondent, le syste`me est inte`gre. Comme pour TCRR, le protocole VerifyMyVM a e´te´ analyse´ et
ve´rifie´ en utilisant a` la fois AVISPA [1] et Scyther [9] (cf §3.3) contre le premier objectif mentionne´ au
§4. Les listings 1 et 2 montrent le re´sultat de ces ve´rifications. On voit qu’aucune attaque n’a e´te´ trouve´e
sur le protocole pour les objectifs spe´cifie´s.
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6. Imple´mentation et validation expe´rimentale
Pour valider la faisabilite´ de cette infrastructure, un prototype de CertiCloud a e´te´ imple´mente´ en
utilisant comme manageur de VM la machine suivante :
– Processeur : Intel Pentium 4 (3 Ghz), 2 GB DDR RAM ; OS : Debian lenny, kernel 2.6.26-2-xen-686
– Virtualisation : Xen 3.2.1 ; ETHZ TPM e´mulateur (version 1.2.0.7 des spe´cifications)
– STMicroelectronics TPM (version 1.2.2.5 des specs) ; TPM/J application Java, API 0.3.0 (alpha) [21].
Nous avons conside´re´ deux profils d’environnements classiquement de´ploye´s par les utilisateurs de services
de types IaaS. Le premier de petite taille (336Mo), contient une distribution Debian Lenny configure´e en
mode LAMP (Linux/Apache/MySQL/PHP). Le second correspond plutoˆt a` un environnement de bureau
et contient une distribution Ubuntu Hardy de taille supe´rieure (2.3 Go). Le crite`re choisi pour l’e´valuation
des performances des protocoles est le temps des ve´rifications sur la plateforme mentionne´e pre´ce´demment.
Ces ve´rifications ont e´te´ effectue´es au moins 100 fois pour avoir des re´sultats statistiquement significatifs.
Les performances des protocoles TCRR et VerifyMyVM sont pre´sente´es dans la figure 4. A` chaque fois, une
distinction est faite entre le temps total ne´cessaire pour finir le protocole et les ope´rations les plus lentes
qui le composent i.e. celles qui font intervenir une fonction TPM (rappelons que les capacite´s de calcul





























































Total VM checking TMP_Extend step TPM_Quote step
Figure 4 – E´valuation des performances des protocoles TCRR (g.) et VerifyMyVM (d.) dans CertiCloud
Type de VM : Debian Ubuntu
Taille 336MB/2.1GB 2.3GB/21GB
(utilise´e/totale)
Temps de 1m46.041s 16m12.503s
de´chiffrement
Temps de 14.36989s 16.60140s
de´tection min
Temps de 33.1792s 18.63032s
de´tection moyen
Temps de 58.21868s 38.52942s
de´tection max
Figure 5 – Temps de de´chiffrement moyen d’une image
de VM et temps de de´tection apre`s une modification non-
autorise´e avec CertiCloud.























Figure 6 – Temps de de´tection apre`s une modification
non-autorise´e avec CertiCloud : analyse en fre´quence.
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La mesure en temps de l’e´tape 4 du processus de CertiCloud, qui correspond au de´chiffrement de l’image
de la VM effectue´ par le manageur de VM, est repre´sente´e dans le tableau 5. Quand bien meˆme cette
e´tape est couˆteuse, elle n’intervient finalement que lors du chargement de l’environnement de l’utilisateur
et elle reste indispensable pour assurer la confidentialite´ de la machine virtuelle de l’utilisateur lorsque
celle-ci est place´e sur une zone de stockage de masse accessible a` tous les utilisateurs du service Cloud. Le
manageur de VM peut cependant effectuer ce de´chiffrement, a` la vole´e lors de la re´cupe´ration du fichier
sur le serveur de stockage, et e´tant donne´ que la vitesse de de´chiffrement est plus grande que celle de
transfert de fichier sur le re´seau, le temps de de´chiffrement n’implique donc quasiment aucune perte de
temps.
La dernie`re expe´rience effectue´e est le temps de de´tection d’une corruption (comme par exemple l’ins-
tallation de rootkit) au temps t0 en supposant que l’utilisateur demande des ve´rifications de sa machine
virtuelle au manageur de VM au temps t0 + , On mesure alors le temps mis jusqu’a` la de´couverte de
la modification. En pratique cette modification est faite en alte´rant un fichier syste`me a` distance (en
utilisant scp) avec le compte root. L’erreur inse´re´e est forcement de´tecte´ par le protocole du fait de
l’architecture et du protocole utilise´, en revanche le temps de de´tection varie en fonction de la taille du
syste`me ainsi que de sa politique d’e´criture sur le disque. Ces temps de de´tection sont repre´sente´s dans
les figures 6 et 5. On remarque que la politique d’e´criture sur le disque favorise le syste`me d’exploitation
Ubuntu : bien que plus volumineux, le processus de de´tection sur cet environnement demeure en moyenne
plus rapide. En effet, pour e´viter des acce`s disques trop fre´quents, Debian (dans sa configuration de base)
n’e´crit pas force´ment directement les modifications sur le disque et garde celles-ci en cache. La de´tection
est donc plus lente dans ce cas puisqu’elle est assujettie au vidage de ce cache.
Ne´anmoins, cette expe´rience montre que malgre´ le temps de de´chiffrement de l’image de la VM, le couˆt
induit par les protocoles est relativement faible (∼ 10s pour TCRR, et moins de 20s pour VerifyMyVM). La
de´tection de modifications a` l’aide de VerifyMyVM ne´cessite entre 20s et 60s ce qui est tre`s raisonnable
du point de vue utilisateur (surtout dans un contexte distribue´ tel que le Cloud), d’autant plus que ce
protocole s’effectue a` la vole´e sans ne´cessiter de mettre en pause la VM ve´rifie´e pour eˆtre effectue´.
7. Conclusion
En de´pit de l’euphorie suscite´e depuis l’e´mergence du concept de Cloud Computing (CC), de nombreuses
proble´matiques de se´curite´ restent a` re´soudre et font l’objet de nombreux travaux. Dans ce contexte, cet
article apporte une contribution aux proble`mes d’inte´grite´ (et dans une moindre mesure de confidentialite´)
sur les plates-formes Cloud de type IaaS au travers d’une nouvelle infrastructure appele´e CertiCloud.
Jusqu’a` re´cemment, seule l’approche logicielle proposait de ve´rifier l’inte´grite´ d’un syste`me, de telle ma-
nie`re qu’il n’e´tait pas possible de faire totalement confiance a` une ressource distante. Avec l’ave`nement
des spe´cifications e´mises par le Trusted Computing Group (TCG) concernant les TPMs ainsi que leurs
inte´gration a` bas couˆt dans la plupart des cartes me`res re´centes, on peut se´rieusement envisager la certi-
fication fiable d’une ressource distante. En effet, ce coprocesseur cryptographique, prote´ge´ physiquement
contre les intrusions, donne acce`s aux principales primitives cryptographiques et permet de ve´rifier l’inte´-
grite´ de la machine associe´e. Dans cette optique, le protocole TCRR (TPM-based Certification of a Remote
Resource) a e´te´ introduit. Il permet e´galement d’e´changer une clef de chiffrement syme´trique entre l’uti-
lisateur et la ressource distante, clef utilisable par la suite a` diverses fins cryptographiques. CertiCloud
repose sur TCRR et propose une approche progressive pour se´curiser les machines virtuelles des utilisa-
teurs, depuis leurs cre´ations sur la machine de l’utilisateur jusqu’a` leurs de´ploiements sur les ressources du
Cloud en passant par leurs stockages se´curise´s sur le Cloud. CertiCloud impose aux ressources appele´es
a` exe´cuter les VMs utilisateurs de disposer d’un TPM (physique) et d’un framework de virtualisation
base´ sur l’hyperviseur Xen, le tout certifie´ par TCRR. A` chaque VM de´ploye´e est associe´e un TPM e´mule´
logiciellement, lui aussi certifie´ par TCRR. Enfin, le protocole VerifyMyVM est propose´. Il exploite les e´le´-
ments pre´ce´dents pour permettre a` l’utilisateur de ve´rifier dynamiquement et a` la demande l’inte´grite´
de sa VM i.e. de´tecter une modification non de´sire´e du syste`me telle que l’installation d’un rootkit. Les
deux protocoles ont e´te´ valide´s avec succe`s par AVISPA [1] et Scyther [9], deux outils de re´fe´rence dans
le domaine de la ve´rification automatique des protocoles de se´curite´. Par ailleurs, une validation expe´-
rimentale (impliquant notamment l’imple´mentation des protocoles de CertiCloud) a e´te´ re´alise´e. Les
premiers re´sultats expe´rimentaux de´montrent de la faisabilite´ et du faible surcouˆt de notre approche sur
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des sce´narios classiquement rencontre´s sur les infrastructures Cloud de type IaaS.
Les perspectives envisage´es a` l’issue de ces travaux sont nombreuses. Cela inclut une analyse plus pousse´e
du passage a` l’e´chelle de CertiCloud, ainsi que l’inte´gration dans un middleware tel que OpenNebula [4].
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