In the neocortex, neurons participate in epochs of elevated activity, or Up states, during periods of quiescent wakefulness, slow-wave sleep, and general anesthesia. The regulation of firing during and between Up states is of great interest because it can reflect the underlying connectivity and excitability of neurons within the network. Automated analysis of the onset and characteristics of Up state firing across different experiments and conditions requires a robust and accurate method for Up state detection. Using measurements of membrane potential mean and variance calculated from whole-cell recordings of neurons from control and postseizure tissue, the authors have developed such a method. This quantitative and automated method is independent of cell-or condition-dependent variability in underlying noise or tonic firing activity. Using this approach, the authors show that Up state frequency and firing rates are significantly increased in layer 2/3 neocortical neurons 24 hours after chemoconvulsant-induced seizure. Down states in postseizure tissue show greater membrane-potential variance characterized by increased synaptic activity. Previously, the authors have found that postseizure increase in excitability is linked to a gain-of-function in BK channels, and blocking BK channels in vitro and in vivo can decrease excitability and eliminate seizures. Thus, the authors also assessed the effect of BK-channel antagonists on Up state properties in control and postseizure neurons. These data establish a robust and broadly applicable algorithm for Up state detection and analysis, provide a quantitative description of how prior seizures increase spontaneous firing activity in cortical networks, and show how BK-channel antagonists reduce this abnormal activity.
S
ynchronized activity of neuronal populations has been detected in the neocortex during both wakefulness and sleep (reviewed by Haider and McCormick, 2009 ). This activity is characterized by bistable periods of firing, or Up states interrupted by quiescent periods, or Down states. Up state activity results from recurrent excitation within neocortical networks and is readily observed both in vivo (Metherate and Ashe, 1993; Petersen et al., 2003; Steriade et al., 1993) and in vitro (Echevarria and Albus, 2000; Johnson and Buonomano, 2007; Sanchez-Vives and McCormick, 2000; Shu et al., 2003) .
Although Up states are observed in healthy neocortex, changes in their frequency and duration may be a hallmark of abnormal brain function. Synchronized neural activity can serve as a substrate for pathologic transformations of network output; for example, synchronized sensory visual input can induce seizures in susceptible individuals (Takada et al., 1999) , and the slow oscillation during sleep facilitates a transition to epileptic seizures (Beenhakker and Huguenard, 2009; Steriade and Amzica, 2003) . Recurrent network activity also underlies consolidation of maladaptive synaptic connections, facilitating the emergence of future seizures (Abegg et al., 2004; Bains et al., 1999; Kadam, et al., 2010; Shao and Dudek, 2004; Sutula et al., 1988) .
Although some forms of intractable seizures localize to the hippocampus and have been well-studied experimentally, the neocortex is a common source of seizure initiation, especially in pediatric populations (Jensen, 2009) . Indeed, the neocortex is a "minimal substrate" for seizure initiation (Steriade and Amzica, 2003) . This brain area shows dense interconnectivity, especially within layer 2/3 neurons, which can propagate synchronized activity (Chagnac-Amitai and Connors, 1989; Sanchez-Vives and McCormick, 2000; Tsau et al., 1999) . In addition, experimentally induced seizures robustly activate layer 2/3 neurons in rodent models as visualized by immediate-early gene expression (Willoughby et al., 1995) . Here, we evaluate how prior seizures alter the network activity of layer 2/3 neocortical neurons, using whole-cell patch clamp recordings in acute brain slices.
Spontaneous firing activity of layer 2/3 neurons from control and postseizure mice was examined, with a particular focus on Up state characteristics. Because quantitative analysis of state-dependent firing output requires accurate determination of state transitions, we developed a robust algorithm for unsupervised detection of Up and Down states. This method bears similarities to other methods that have been described (Mukovski et al., 2006; Seamari et al., 2007) but is entirely unsupervised and nearly parameter free. We use this method to evaluate seizure-induced changes in Up and Down state characteristics in vitro. A quantitative analysis of state characteristics during spontaneous activity can inform understanding of both alterations in network connectivity and the specific ionic conductances controlling this slow oscillation under both normal and pathologic conditions. Although short-term patterned stimulation can induce a longterm reduction in Up state frequency and Up state firing rate (Johnson and Buonomano, 2007) , previous studies have not examined longer term transformations in firing output. Our analysis of Up state properties 24 hours after chemoconvulsant-induced seizures shows that both Up state frequency and Up state firing rate are increased compared with age-matched controls, while Up state duration is unaltered. Increased overall firing rates were accompanied by increases both in membrane potential variance as well as increased synaptic drive during the Down state. Application of the BK-channel antagonists, iberiotoxin or paxilline, reduced Up state firing activity but not Up state frequency, indicating that these features can be dissociated. The effect of BK-channel antagonists was present in control but was more pronounced in neurons from postseizure tissue. These results will help generate specific hypotheses about how seizure-dependent changes in neuronal function can act in antihomeostatic ways to determine the emergent properties of neuronal network activity.
MATERIALS AND METHODS

Animal Handling and Seizure Induction
C57/Bl6 mice were injected intraperitoneally at P13-P15 with 2 mg/kg picrotoxin. This treatment induced tonic-clonic seizures (80% of animals); only animals experiencing such seizures were used for analysis. Animals seized for approximately 20 -40 minutes after injection. Picrotoxin injection did not subsequently produce spontaneous seizures, and 24 hours after the initial event, animals were behaviorally indistinguishable from control littermates, which served as electrophysiological controls. Animals were killed for electrophysiology 24 hours after treatment, between P13 and P15 (mean control: 14.2 and postseizure: 14.4 days).
Preparation of Brain Slices
Animals were anesthetized with isoflurane, decapitated, and their brains quickly removed. Coronal slices (400 m) were prepared in ice-cold artificial cerebrospinal fluid (ACSF) saturated with 95% O 2 -5% CO 2 containing (in mM): 119 NaCl, 2.5 KCl, 1.0 NaH 2 PO 4 , 1.3 MgCl 2 , 2.5 CaCl 2 , 26.2 NaHCO 3 , and 11 glucose. After preparation of slices, tissue was maintained at room temperature in this solution.
Electrophysiology
Layer 2/3 pyramidal neurons in the barrel cortex were targeted for whole-cell recording. Sixteen animals were used for the seizure condition and 13 for the control condition. Typically, each cell was recorded from a separate brain slice. In all analysis, n refers to the number of cells ( Experiments were performed at room temperature in a modified ACSF (Maffei et al., 2004 ) with a physiologic calcium concentration (Fishman, 1992) to facilitate spontaneous activity containing (in mM): 0.5 MgCl 2 , 1 CaCl 2 , 119 NaCl, 2.5 KCl, 1.0 NaH 2 PO 4 , 26.2 NaHCO 3 , and 11 glucose. The patch pipette contained a solution composed of (in mM): 125 K-gluconate, 10 HEPES, 2 KCl, 4 Mg-ATP, 0.25 Na-GTP, 0.05 Alexa-568. Pyramidal cell identity was confirmed post hoc by morphology and dendritic arborization and by the presence of dendritic spines under fluorescence microscopy. Neurons were held under current clamp with a steady-state holding current to depolarize neurons to a target membrane potential of Ϫ50 mV to normalize the ionic driving forces across neurons (Fig. 1A ). Signals were acquired using a Multiclamp 700B amplifier (Axon Instruments) and digitized at 10 kHz using a PCI-6036 A/D board (National Instruments). Data were acquired and analyzed using custom functions (written by R.C.G.) for Igor Pro (Wavemetrics, Lake Oswego, OR).
Identification of Up and Down states
A hallmark of network bistability is that Up states are characterized by an enhancement in the amplitude and/or rate of synaptic input compared with the Down state, and that both the membrane potential and its variability are increased (Shu et al., 2003; Zou et al., 2005) . The algorithm developed here to detect transitions between Up and Down states exploits this by continuously estimating the mean and variance of the membrane potential and using these estimates to establish a threshold in a two-dimensional space that marks statistically significant changes in both quantities.
Determining what constitutes a significant change in membrane potential is challenging because the statistics that govern membrane potential time series during the Down state are not homogenous across time, cells, and contexts (Figs. 1B and 1D ). For a threshold method to be consist and robust, the membrane potential signal must be transformed to a homogeneous, stationary time series. This transformation is achieved by expressing the membrane potential during the Down state as:
The membrane potential Y t is determined by the underlying mean t , standard deviation t , and a homogeneous, stationary, zero mean, unit variance noise term W t . After applying the transformation Y 3 W (Fig. 1C) , observation of a fixed threshold crossing, ŵ t Ͼ Q (Fig.  1F) , would identify moments when the observed value ŵ t was unlikely given the unit normal distribution of ŵ . Such a crossing would either be (a) a chance occurrence (false positive), or (b) an indication that the membrane potential was dictated by a new state, the Up state. To eliminate fast time-scale correlations and ensure that W t during the Down state satisfies the above criteria, the recorded signal was decimated using bins with a width of the membrane time constant (ϳ10 milliseconds), to generate a working signal y.
Computation of Mean and Variance
For each time point t, estimates are made for both the mean t and variance t 2 that instantaneously describe the membrane potential at that time, using an exponential filter, the simplest linear recursive filter:
where T ϭ 1 second and the initial estimate 0 is set equal to y 0 . The membrane potential variance estimate t 2 is computed with an analogous update equation. To ensure that this variance estimate was independent of trends in the data that might be on the order of T, t 2 was computed based on the time series yЈ , given by
Using yЈ ( Fig. 1D) obviates the need for a computational intensive detrending step. Because variance can be expressed as a summation, the same kind of recursive exponential filter can be used to estimate the variance over a recent period of time:
, reducing the actual number of estimation steps from 4 to 3. To identify states, a state variable S is initialized to zero. At every time step in y(t), the estimates
͒ are computed as above, as well as:
which is the solution of Eq. 1 for W (Fig. 1C , and analogously for WЈ, Fig. 1E ). The threshold for transition from a Down state to an Up state is given by a single parameter, Q, which is a constant ϭ 2. When both ŵ t and ŵ Ј t exceed Q, the computation of
͒ is suspended, and S is set to 1 (Figs. 1F and 1G). For every successive sample y t , the inequalities are examined again. If both are no longer satisfied, S is set to 0 and the updating of ͑ t , t Ј2 ͒ and ͑ Ј t , t
Ј2
͒ resumes. Otherwise, S remains equal to 1. Thus, the resultant time series S(t) is equal to 1 when the evidence for an Up state exceeds a threshold level Q, and 0 otherwise. To consolidate 1-dense regions into Up states, and 0-dense regions into Down states, S(t) is median smoothed using a window of width T smooth ϭ 1 second. Contiguous segments of the time series after this smoothing which remain equal to 1 are then classified as Up states. The entire algorithm can be implemented online with the exception of the final consolidation step, which improves accuracy (using a subjective inspection of the signal as the ground truth).
RESULTS
Firing Rates Are Elevated After Seizure
To investigate changes in firing output of cortical circuits after prior seizure, we made intracellular recordings from layer 2/3 pyramidal neurons in somatosensory cortex 24 hours after chemoconvulsant injection. Analysis of firing output from layer 2/3 pyramidal neurons after seizure showed that spontaneous firing rates were doubled after a prior seizure episode ( Fig. 2E ; control: 0.12 Ϯ 0.02 Hz, n ϭ 35; postseizure: 0.22 Ϯ 0.03 Hz, n ϭ 33; P Ͻ 0.005; see also Shruti et al., 2008) . Action potentials (APs) were almost exclusively discharged on an envelope of depolarization induced by a barrage of synaptic potentials. This brief period of network activation is characteristic of a cortical Up state (Sanchez-Vives and McCormick, 2000; Figs. 2A-2D) . Synaptic events were also observed outside of these Up states (during Down states), although these rarely elicited an AP.
Up states lasted 1-10 seconds followed by Down states of 10-to 100-second duration ( Figs. 2A-2D ). On average, the frequency of Up (Fig. 2F , P Ͻ 0.5). Up state duration was not enhanced after seizure ( Fig. 2G ; control: 2.91 Ϯ 0.36 seconds; postseizure: 3.34 Ϯ 0.38 seconds; P Ͼ 0.4), despite an increase in the number of APs that occurred during each Up state ( Fig.  2H ; control: 1.72 Ϯ 0.27; postseizure: 4.18 Ϯ 0.47; P Ͻ 0.0001). This suggests that cumulative firing output of layer 2/3 pyramidal neurons is not responsible for Up state termination. Overall, the increase in total AP output after seizure was due both to an increase in the frequency of Up states as well as an increase in the number of spikes per Up state.
Overall Increase in Spike Distribution Within Up States
Because Up state spike output was increased without an increase in Up state duration, it follows that the firing rate within an Up state is enhanced after seizure (control: 1.23 Ϯ 0.09 Hz; postseizure: 1.71 Ϯ 0.08 Hz; P Ͻ 0.0001). Where in the Up state are these extra spikes added? In control cells, many Up states contained no spikes ( Fig. 2I; 27.9% of all Up states had no spikes), indicating that network Up states were sometimes insufficient to bring pyramidal neurons to threshold (see for example, Mukovski et al., 2006) . After seizure, spikeless Up states were much less frequent ( Fig. 2J ; 4.2% with no spikes; P Ͻ 0.0001 vs. control), suggesting that neurons receive increased synaptic drive and/or exhibit enhanced intrinsic excitability after seizure. However, the increase in Up state firing output was not simply due to the conversion of spikeless Up states, since Up state firing rate was enhanced even when only Up states with at least one AP were examined (control: 1.58 Ϯ 0.10 Hz; postseizure: 1.93 Ϯ 0.07 Hz; P Ͻ 0.005). This analysis shows that the postseizure increase in Up state firing rate occurs by the addition of APs to both "subthreshold" and "suprathreshold" Up states.
Synaptic and Intrinsic Membrane Conductance Contributions to Increased Firing Rate
Postseizure firing output could be elevated because of altered synaptic activity and/or intrinsic properties of individual cells. It has been shown that seizures reduce synaptic inhibition and increase synaptic excitation (Hellier et . "On" marks Up state onset and "off" marks Down state onset as detected using the method shown in Fig. 1 . E, The overall firing rate is higher in neurons in from postseizure animals. F, Down state duration is decreased after seizure (n ϭ number of cells). G, Up states duration is not significantly changed. H, The total number of spikes per Up state is increased after seizure. I, The fraction of "spikeless" Up states is reduced nearly sevenfold after seizure. (Fig. 3A) . Increased depolarizing membrane current, likely synaptic in origin, was observed during Up states (Figs. 3B-3F; control: 7.9 Ϯ 0.6 pA; seizure: 17.7 Ϯ 1.0 pA) and increased membrane current variance during Down states ( Fig. 3G ; control: 163.5 Ϯ 5.1 pA/s; postseizure: 224.4 Ϯ 8.2 pA/s; P Ͻ 0.0001) was observed in voltage clamp after seizure. The increased Down state variance did not seem to be due to an increase in nonspecific noise; rather, the frequency (but not amplitude) of spontaneous synaptic currents (both inhibitory and excitatory) was increased after seizure (data not shown). Thus, both increased variance and amplitude of current in Down and Up states, respectively, are likely to reflect increased activity in presynaptic populations, increasing both the instantaneous probability that an Up state will occur and that it will contain APs.
BK-Channel Antagonists Prevent Expression of the Postseizure Phenotype
We have previously shown that the activity of the large conductance potassium channel BK is upregulated after seizure (Shruti et al., 2008) . Paxilline administration has a significant anticonvulsant effect in vivo (Sheehan et al., 2009 ) and normalizes both evoked and spontaneous firing rates to control levels in layer 2/3 neurons (Shruti et al., 2008) . To understand how BK-channel antagonists influence cortical Up and Down states in both control and postseizure tissue, we applied the same analyses as in Fig. 2 .
Increased firing rates after seizure were reversed by BKchannel antagonists ( Fig. 4A ; see also Shruti et al., 2008) . Although antagonist-mediated reduction in overall firing rates was also observed in controls, the magnitude of the decrease was larger in postseizure tissue. Antagonist-induced reductions in overall firing rates were largely due to a decrease in the firing rates with Up states (Fig. 4B) rather than a reduction in the duration or rate of Up states (Figs. 4C-4F ). The fraction of Up states containing no APs at all was dramatically increased by BK-channel antagonists (Fig. 4G) , and the Down state variance was decreased (Fig. 4H) . These results suggest that the forces initiating network Up states are intact under BK-channel antagonism-even in highly excitable postseizure tissue. However, neural firing output in layer 2/3 pyramidal cells, a product of synaptic input and intrinsic excitability, is suppressed after antagonist administration. Because BK-channel antagonists can reduce firing output in a cell-autonomous manner (Shruti et al., 2008) , it is reasonable to hypothesize that blocking BK channels reduces Up state firing activity by specifically suppressing spike output of layer 2/3 neurons.
DISCUSSION
We have developed a quantitative, automated method for identifying Up and Down state transitions during spontaneous neuronal firing in vitro, using cell-specific criteria based on membrane potential mean and variance as they evolve over time. We have used this method to evaluate how prior seizures change spontaneous firing activity, as well as how the anticonvulsant effect of BKchannel antagonists is manifested in neocortical networks. The homeostatic hypothesis predicts that increased activity history should downregulate network activity. Consistent with this hypothesis, mild-patterned stimulation in developing organotypic cortical cultures produces a downregulation of Up state activity (Johnson and Buonomano, 2007) . However, in response to a history of abnormal and elevated activity produced by seizure in vivo, we find that firing rates become elevated because of an increase in Up state frequency and Up state firing rate. Although increased membrane potential variance near in vivo resting potentials may contribute to this increase in firing output, previous studies have established that a postseizure gain-of-function in BK channel currents is associated with a cell-autonomous increase in firing output.
Synaptic Noise and Increases in Neuronal Gain
We found that both Up state firing rate and Down state membrane potential noise are elevated after seizure. Analysis of spontaneous synaptic activity during both Up and Down states revealed an increase in the frequency of depolarizing synaptic events. Because other investigations have shown that synaptic noise can lead to a multiplicative increase in spike output (Chance et al., 2002; Higgs et al., 2006; Ho and Destexhe, 2000) , it is reasonable to conclude that this is at least a partial explanation for the postseizure increase in firing activity. An increase in Down state noise (because of increases in background synaptic activity or fluctuations in leak channel currents) could increase the probability of firing within the network, facilitating the transition to an Up state and increasing the frequency of Up states. Although it is unlikely that an increase in noise is solely responsible for the postseizure increase in firing rates described here-indeed, a postseizure change in a number of ionic conductances and intrinsic excitability has been well characterized (Bernard et al., 2004; Chen et al., 2001; Shah et al., 2004; Su et al., 2002 )-these results are highly consistent with a number of in vitro and in silico studies (Chance et al., 2002; Higgs et al., 2006) .
Up State Duration Is Fixed Despite Increased Firing Output
Because layer 2/3 neurons are densely interconnected, it is reasonable to expect that increased Up state firing rates would extend Up state duration as recurrent excitation propagated through the cortical network (eg, see Holcman and Tsodyks, 2006) . However, we did not find this to be the case ( Fig. 2G ; also in voltage . Control data is replotted from Fig. 2A (Shu et al., 2003) . Alternatively, Up state duration may be controlled by a limited supply of presynaptic glutamate (Staley et al., 1998) . Another possibility is that activation of cell-autonomous hyperpolarizing conductances, activated by sustained low-threshold depolarization during the Up state, may suppress firing and terminate the Up state. Resolution of these issues will require a more extensive analysis of cellular and circuit-level changes in neocortical columns.
Consequences of Increased Up State Activity
Seizure history has been shown to interfere with short-term memory formation (Kim and Routtenberg, 1976) , and it is tempting to speculate that this interference occurs in part because abnormal Up state activity degrades the stability of specific synaptic changes that may underlie memory formation. Although it is not known whether the alterations in Up state activity are sustained, as this analysis was restricted to a 24-hour period after chemoconvulsantinduced seizures, it is conceivable that the changes observed may have long-term consequences for brain function. Because recurrent network activity may serve to consolidate synaptic connections between neurons (Hebb, 1949) , increased Up state activity might induce synaptic consolidation of pathologic circuits to promote the generation of future seizures. In addition, activitydependent changes in ion channel expression may also alter input-output transformations at the level of an individual neuron. Thus, increased activity may under some circumstances be pathologically reinforcing.
Seizure history is a strong predictor for future seizure susceptibility (Elwes et al., 1985) -even in animal models without an underlying genetic susceptibility-although it remains controversial whether the putative reorganization of brain circuits as a result of seizures themselves is itself an aggravating factor. These data suggest that reducing postseizure abnormal activity might be a useful clinical goal in preventing epileptogenesis (Kadam et al., 2010; Williams et al., 2009 ) and indicate that BK-channel antagonists may be useful therapeutic agents.
Methodological Advances and Alternative State Detection Methods
A simple fixed threshold has been used by numerous investigators to classify states in intracellular recordings. One standard is to place this threshold at a fixed distance between the Up and Down state peaks in a membrane potential histogram constructed post hoc (Anderson et al., 2000; Hasenstaub et al., 2007; Metherate and Ashe, 1993; Reynolds and Wickens, 2003; Sanchez-Vives and McCormick, 2000) . More sophisticated methods involve using the intersection times of a narrow-window and a wide-window running mean to identify state transitions (Seamari et al., 2007) or using both the membrane potential mean and variance and segregating according to a fixed threshold in a two-dimensional space (Frohlich et al., 2006) . All of these approaches are limited theoretically and practically because (a) they assume stationarity in the data, (b) they fail to account for inhomogeneity in the membrane potential variance, and thus, the probability of spurious threshold crossings, (c) they require computation of thresholds post hoc rather than online, (d) the value of the threshold chosen does not have any simple mathematical relation to the likelihood that it will be crossed, or (e) any or all of the above. By contrast, the method presented here adapts automatically to multiple local statistics of the data, variations of which could reflect variability in input resistance, spontaneous synaptic input, electrode access resistance within and across recordings. It is this automatic adaptation that distinguishes and improves on previous attempts to identify state transitions in intracellular recordings. As a further direction, one might construct a hidden Markov model that would use both the membrane potential mean and variance to classify network states; such a model might work at least as well as the one described here. However, such a method would also be complicated by nonstationarity in the data and likely be computationally intensive. The adaptive threshold method, however, is both computationally inexpensive and easy to implement. A performance comparison of our adaptive threshold method to other methods, using both simulated data and "manual" analysis of experimental data, is available on request and will be presented in a forthcoming manuscript (R.C.G., A.L.B., and R.E.K.).
