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Abstract
This thesis presents a study of neutrino interactions within the electro-
magnetic calorimeters (ECals) of the Tokai-to-Kamioka (T2K) off-axis
near detector (ND280), using data collected from T2K Run II and
Run III.
Neutrino oscillation physics is a rapidly advancing field, with the
recent discovery of non-zero θ13 allowing the possibility of measuring CP-
violation in the lepton sector. The current neutrino beam experiments
must make precise measurements of the oscillation parameters and to do
this require an improved understanding of neutrino interactions, which
can only come through better measurements of neutrino cross-sections.
This thesis describes the development of a neutrino event selection
using a boosted decision tree multi-variate analysis to separate inter-
actions within the ND280 ECals from entering backgrounds. This is
then used to provide a selection of neutrino event samples from each
ECal module, which are inputs to a χ2 fit that is used to extract the
νµ-Pb charged current inclusive cross-section, which was found to be
σCCPb = 5.76
+2.65
−2.46× 10−39 cm2 nucleon−1.
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Chapter 1.
Introduction
The Standard Model (SM) of Particle Physics is one of the most successful theories
in science, explaining a number of observed experimental results at its inception and
making precise predictions that were later confirmed. Since the discovery of a Higgs-like
boson at the LHC [1,2] we have observed all of the particles that the Standard Model
contains, and all the measured properties of these particles agree with the predictions it
makes. However, the SM does not currently contain a mass term for the neutrino. The
quantum mechanical phenomenon of neutrino oscillations therefore stands as the only
experimentally verified result that goes beyond the Standard Model.
1.1. A brief history of neutrino oscillations
The first observation of the effect of neutrino oscillations was made by R. Davis [3] at the
Homestake Solar Neutrino Experiment in 1968. Davis was searching for solar neutrinos
produced in the sun, using the reaction Cl37(ν, e−)Ar37. The total rate of neutrino
interactions was expected to be 2.0× 10−35s−1, primarily from B8 decay. The experiment
did not manage to detect any neutrino interactions above their measured background so
put an upper limit on the neutrino interaction rate of 3.0× 10−36s−1, almost an order of
magnitude below the value predicted using the standard solar model (SSM). This deficit
was then confirmed in 1990 by the Kamiokande-II experiment[4], which observed the ratio
of the measured B8 neutrino flux to the predicted as 0.46± 0.05(stat)± 0.06(syst). During
this period, the SAGE [5] and GALLEX [6] experiments were making measurements
of solar neutrinos from both B8 decay and the proton-proton fusion reaction chain.
Again, both experiments saw a deficit compared to the SSM prediction, with the SAGE
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experiment showing that this deficit had to exist in both the proton-proton reaction and
B8 decay.
There were a number of possible explanations for the observed solar neutrino deficits,
and though neutrino oscillations were perhaps the preferred explanation they had still
not been experimentally confirmed. In 1988 the Kamiokande-II [7] detector published
their first analysis of atmospheric neutrinos, where they had collected 277 fully contained
events. Their measured electron neutrino flux agreed with that predicted, whereas the
measured muon neutrino flux was only 59± 7% of that expected. This atmospheric
neutrino anomaly was confirmed by the IMB [8], Soudan2 [9] and the Super-Kamiokande
(SK) [10] experiments, with SK publishing a landmark paper in 1998 describing an
observed deficit of muon neutrinos that was dependent upon the zenith angle of the
events (Fig. 1.1). This paper demonstrated that the flux of muon neutrinos from the
atmosphere varied with the distance the neutrinos had travelled, suggesting that this
disappearance was caused by neutrino oscillations.
Figure 1.1.: The number of reconstructed neutrino interactions at SK as a function of zenith
angle, data points, compared to the number predicted, the hashed rectangles. A
deficit in µ-like events can be seen for negative values of cos Θ [10].
Further evidence for oscillations came from the Sudbury Neutrino Observatory (SNO)
experiment in 2002 [11]. At this time SNO was a water Cherenkov detector using
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deuterium as a target and was able to measure charged current (CC), neutral current
(NC) and elastic scattering (ES) interactions. Both charged and neutral current neutrino
interactions will be defined in detail in the following sections of this thesis, but the key
to the SNO experiment was that the CC interactions were only sensitive to electron
neutrinos, whilst the NC and ES processes were sensitive to all three neutrino flavours.
The measured rate of ES interactions at SNO agreed with the high precision measurements
made by the SK experiment, and by comparing the neutrino flux derived from CC events
at SNO to the flux from ES events at SK they demonstrated that the solar neutrino flux
must be made up in part by at least one other active neutrino flavour.
The final confirmation of neutrino oscillations came from the KamLAND [12] ex-
periment, which used liquid scintillator to detect electron anti-neutrinos from nuclear
reactors. KamLAND calculated the ratio of the observed νe spectrum to that expected
without neutrino oscillations, which is shown in Fig 1.2. The variation in this ratio clearly
shows both the disappearance and subsequent reappearance of νes as a function of their
energy, proving beyond doubt that neutrino oscillations occur.
Figure 1.2.: The ratio of the observed νe spectrum to that expectation with no oscillations
as a function of LE [12]. The data points show the ratio measured by the
KamLAND experiment, using νes from a number of nuclear reactors surrounding
the experiment, and the blue line is the best-fit to that data assuming there are
neutrino oscillations.
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1.2. Neutrino oscillation theory
The theory of neutrino oscillations can be constructed using one underlying assumption:
that the observed neutrino flavours are in fact a linear combination of freely propagating
mass states. These mass eigenstates are then related to the flavour eigenstates by
|να〉 =
∑
i
Uαi|νi〉, (1.1)
where να are the flavour eigenstates, νi the mass states and Uαi an element of the mixing
matrix describing their relation to one another.
One can then state that the wavefunction of a given flavour state at a given time and
distance, |φ(x, t)〉 can be expressed as
|φ(x, t)〉 =
∑
i
Uαi|νi〉e−ipν ·xν (1.2)
with pν the four momentum of the neutrino and xν its four vector position.
If the neutrino mass is small compared to its momentum then Ei ' pν + M
2
i
2pν
. Having
Mi  pν requires that the neutrino be travelling at approximately c, so, in natural units,
its position and time become equivalent. Eqn. 1.2 can then be re-written as
|φ(x, t)〉 =
∑
i
Uαi|νi〉e−i(
M2i
2pν
)x. (1.3)
The neutrino mass states can then be re-expressed as flavour states using the relation
|νi〉 =
∑
β
U∗βi|νβ〉, (1.4)
which then gives
|φ(x, t)〉 =
∑
β
∑
i
Uαie
−i(M
2
i
2pν
)xU∗βi|νβ〉. (1.5)
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From Eqn. 1.5 the probability of observing a specific neutrino flavour at a distance x
from the neutrino’s production point, P (να → νβ, x), is given by
P (να → νβ, x) =
[∑
j
U∗αje
i(
M2j
2pν
)xUβj
][∑
i
Uαie
−i(M
2
i
2pν
)xU∗βi
]
=
∑
i j
UαiU
∗
αjU
∗
βiUβj e
i
M2i −M2j
2pν
x. (1.6)
Eqn. 1.6 shows that the probability of observing a specific neutrino flavour changes
as a function of the mass squared splitting between the neutrino mass eigenstates, the
neutrino momentum and the distance it has travelled. It also demonstrates that observing
oscillations requires that there is at least one massive neutrino and that there must be
non-trivial mixing between the neutrino mass and flavour eigenstates. As neutrinos are
ultra relativistic,
M2i −M2j
2pν
x can be expressed as
∆m2ij
2Eν
L, where ∆m2ij = M
2
i −M2j , Eν is
the neutrino energy and L the distance the neutrino has travelled.
The matrix that describes this non-trivial mixing is the Pontecorvo-Maki-Nakagawa-
Sakata (PMNS) matrix. This matrix can be parameterised by three mixing angles, θ12,
θ23 and θ13, and either a single complex phase, δ, if neutrinos are Dirac particles, or the
phase δ alongside two additional complex phases if neutrinos are Majorana particles [13].
It has been shown [13] that these additional Majorana phases do not affect the oscillation
probability derived above, so these phases can be ignored when discussing neutrino
oscillations. Using the above parameterisation, the PMNS matrix can be written as
U =

1 0 0
0 c23 s23
0 −s23 c23


c13 0 s13e
−iδ
0 1 0
−s13e−iδ 0 c13


c12 s12 0
−s12 c12 0
0 0 1
 , (1.7)
where cij = cos(θij), sij = sin(θij) and θij is the mixing angle between the i and j mass
states. This parameterisation neatly splits the PMNS matrix into three rotations, which
can be roughly associated with the neutrino sources that can be used to measure them.
Explicitly, atmospheric and beam neutrinos provide sensitivity to θ23, beam and reactor
neutrinos are used to measure θ13, and solar neutrinos probe θ12. These associations are
due to the dominant term in the neutrino oscillation probability in each case but this
is not the only factor that determines the sensitivity of individual experiments. The
ratio of an experiment’s baseline to the energy of the observed neutrinos and the mass
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squared splitting between the two neutrino states govern the oscillation probability, which
will ultimately determine the sensitivity of the experiment to both the dominant and
sub-dominant mixing angles.
1.3. The current state of neutrino oscillation physics
Since the discovery of atmospheric neutrino disappearance by SK there has been a huge
increase in the number of experiments studying neutrino oscillations, leading to more
and better measurements of the oscillation parameters. To illustrate this, Fig. 1.3 shows
the experimental constraints on the mass squared splittings and mixing angles as of
September 2011. This shows that KamLAND, SK and SNO together give a strong
constraint on both θ12 and ∆m
2
12 whilst the combination of SK and MINOS constrain
θ23 and |∆m223|. Fig. 1.3 also shows whether an individual experiment is sensitive to the
sign of the mass squared splittings, which appears as an asymmetry about tan θ = 1.
The solar neutrino experiments are able to determine the sign of ∆m212 due to matter
effects in the sun, a process called the Mikheyev, Smirnov, Wolfenstein (MSW) effect
that is explained in greater detail in Ref. [13].
In 2011 the Tokai to Kamioka (T2K) collaboration published the first indication
that θ13 was non-zero [14], observing 6 electron neutrino interactions in an off-axis muon
neutrino beam when only 1.5± 0.3 events were expected assuming θ13 = 0. This early
result was quickly confirmed by the Daya Bay [15] and RENO [16] collaborations, who
both saw the disappearance of electron anti-neutrinos from the flux produced by nuclear
reactors with a 5.2σ and 4.9σ significance respectively.
Including these results, our current knowledge of the three flavour neutrino oscillation
parameters is summarised in Table 1.1, along with their 1 σ uncertainties.
From Eqn. 1.7 it can be seen that the discovery of non-zero θ13 opens up the possibility
of measuring the CP violating phase δ, perhaps leading to an observation of CP violation
in the lepton sector. This, along with the sign of ∆m223, is one of the remaining unknowns
in neutrino physics, and making measurements of these parameters is the goal of the
current and next generation of neutrino oscillation experiments.
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Figure 1.3.: The allowed and excluded regions of parameter space for four types of neutrino
oscillation as a function of the mass splitting, ∆m2 and oscillation angle, tan2 θ.
The shaded regions show the allowed contours for the oscillation parameters as
measured by the indicated experiments. The dashed lines show the regions of
parameter space that have been excluded in the search for different neutrino
oscillation modes.
1.4. Neutrino interaction cross-sections
Neutrino oscillation studies have now entered the precision era, with high statistics
experiments measuring the oscillation parameters to the percent level. The discovery
of large θ13 also means that experiments will have to consider the full three neutrino
oscillation probability in future analyses and as a consequence will need a better knowledge
of the other oscillation parameters, in particular θ23.
All experiments measure the rate of neutrino interactions, which is given by the
neutrino flux multiplied by the neutrino interaction cross-section. In almost all recent
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Oscillation Parameters
Parameter Best Fit (± 1σ)
∆m221[10
−5eV2] 7.58+0.22−0.26
|∆m231|[10−3eV2] 2.35+0.12−0.09
sin2 θ12 0.306
+0.018
−0.015
sin2 θ23 0.42
+0.08
−0.03
sin2 θ13 0.0251± 0.0034
Table 1.1.: The best fit values and 1σ uncertainties on the three flavour neutrino oscilla-
tion parameters, combining results from atmospheric, solar and reactor neutrino
data [13]. The θ13 value quoted is the PDG average of the Daya Bay, RENO and
Double CHOOZ results.
results, the largest source of error has come from uncertainties on the neutrino cross-
sections. To achieve the necessary reduction in these uncertainties requires precise,
repeated measurements of the relevant cross-sections using a range of neutrino energies,
flavours and target materials.
1.4.1. Neutrino cross-section theory
Neutrinos interact with matter through the weak nuclear force, exchanging either a
W or Z boson with the target nucleus. The exchange of a W boson is known as a
‘charged current’ (CC) interaction, shown in Fig. 1.4a, whilst Z boson exchange gives
‘neutral current’ (NC) interactions, in Fig. 1.4b. NC interactions are characterised by
the incoming neutrino appearing in the final state, whilst CC interactions result in the
production of a charged lepton whose flavour matches that of the neutrino in the initial
state. For both charged and neutral current interactions there are a variety of different
interaction modes, whose relative cross-sections depend upon the neutrino energy. Elastic
(ES) and quasi-elastic scattering (QES) dominate at neutrino energies below 1 GeV, and
describe the neutrino interacting with an entire nucleon, with this nucleon (and possibly
others) being ejected from the target nucleus. Above this energy the target nucleon can
be excited to a resonant state, which then decays to produce a variety of mesons. These
resonant interactions (RES) give a final state composed of nucleons and mesons and are
the dominant process for neutrinos with an energy of a few GeV. At about 5 GeV and
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above deep inelastic scattering (DIS) has the largest cross-section, a process characterised
by the neutrino scattering from an individual quark within the nucleon. DIS produces a
hadronic shower as the final state due to the energy transferred to the nucleon. These
three process are illustrated in Fig. 1.4a, Fig. 1.5a and Fig. 1.5b using CC interactions.
(a) CC QES interaction (b) NC QES interaction
Figure 1.4.: Feynman diagrams showing QES examples of CC and NC interactions. The
central ring indicates that, unlike the DIS case, the boson here interacts with
the nucleon as a whole, rather than just a single quark
(a) CCRES interaction (b) CCDIS interaction
Figure 1.5.: Feynman diagrams showing (a) CC resonant pion production and (b) CC deep
inelastic scattering.
CC neutrino interactions are the most common signal channel in neutrino oscillation
experiments, since the lepton they produce is easy to detect and provides information
about the neutrino flavour and energy. A subset of these, charged current quasi-elastic
(CCQE) interactions, allow the reconstruction of the initial neutrino energy from the
final state lepton kinematics alone and as such are of particular interest.
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There exist adequate [17] theoretical models of these interactions, but no universal
description of the transitions between the QES, RES and DIS regions. Also, the im-
portance of nuclear effects is only recently being addressed, which have an effect on
both the kinematics of the interaction itself and the possible final state particles that
are observed. Unfortunately, this lack in the theory is matched by a lack of data at
these energy scales. Fig. 1.6 shows measurements of the neutrino CC cross-section, split
into the three different interaction modes. The large uncertainty on the experimental
measurements around 1 GeV can be clearly seen.
Figure 1.6.: A summary of the current measurements of νµ CC cross-sections, coming from
a range of experiments looking at a range of neutrino energies and interaction
modes [17]. The cross-section is well measured at neutrino energies above 10 GeV
but shows large uncertainties in the 1 GeV region.
The paucity of data in this energy region is now being addressed by a number of
experiments, both those dedicated to cross-section measurements and the near detectors
of the long baseline experiments. Recently, the MiniBooNE experiment produced a
measurement of the muon neutrino CCQE cross-section, using the world’s largest sample
of νµ CCQE events at 1 GeV [18]. At the same time the collaboration used this event
sample to extract the value of MQEA , the quasi-elastic axial mass. M
QE
A is a parameter in
the CCQE interaction models that has a direct effect on the interaction cross-section,
and comes from the parameterisation of the nucleon structure. This parameterisation
gives three dominant nucleon form factors: two vector form factors that have been well
measured by electron scattering data and a single axial-vector form factor FA(Q
2). A
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dipole form is used for the axial-vector form factor in the majority of neutrino interaction
models, which gives FA(Q
2) as
FA(Q
2) =
FA(0)
(1 +Q2/M2A)
2
. (1.8)
In Eqn. 1.8 Q2 is the four-momentum transferred from the neutrino to the target
nucleon and FA(0) is the axial-vector form factor at Q
2 = 0, which has been well
determined by neutron beta-decay. Eqn. 1.8 shows that MQEA affects the Q
2 distribution
of neutrino interactions, a distribution that can be calculated from the final state
lepton kinematics of CCQE events. Using their large, pure sample of CCQE events
MiniBooNE was able to fit the Q2 distribution of these interactions and extract a value
of MQEA . Before MiniBooNE, the best measurement of M
QE
A came from the NOMAD
experiment [19], whose CCQE sample covered a neutrino energy range of 3–100 GeV.
NOMAD found that MQEA = 1.05± 0.02(stat)± 0.06(syst) GeV, in good agreement with
the then current world average of MQEA = 1.026± 0.021 GeV. In contrast, MiniBooNE
measured MQEA = 1.35± 0.17 GeV at an average neutrino energy of 800 MeV. The
MiniBooNE result did however agree well with results published by the K2K [20] and
MINOS [21] experiments. The MiniBooNE and NOMAD data is shown in Fig. 1.7, which
plots the measured CCQE cross-section as a function of reconstructed neutrino energy
and shows the results from the cross-section model using the two values of MQEA .
In the MiniBooNE paper they say that they are making a measurement of M effectiveA
rather than MQEA , which is an important distinction. All current oscillation experiments
use carbon, oxygen or argon nuclei as the neutrino target rather than free nucleons.
This means that any cross-section measurement is measuring an effective MQEA in a
particular nuclear environment, rather than the fundamental parameter. In many cases,
the nuclear environment is modelled in the cross-section simulations as a relativistic
Fermi gas (RFG) [23], which provides the nucleon binding energy and Fermi momentum.
The combination of the RFG model and dipole form factor is simple and able to describe
the data well at higher neutrino energies, but the recent cross-section measurements from
the above experiments show that there is a strong tension between the theory and the
data around 1 GeV. These simple theoretical models are unlikely to accurately describe
neutrino interactions and Fig. 1.6 shows that more experimental evidence is needed to
truly understand what is occurring.
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Figure 1.7.: A comparison between the MiniBooNE and NOMAD νµ CCQE cross-section
measurements as a function of neutrino energy. The red line shows the predicted
cross-section using MA = 1.35 GeV whilst the blue shows the cross-section using
the value of MA measured by NOMAD [22].
1.4.2. Neutrino interactions on heavy nuclei
As mentioned above, the current neutrino interaction models do not accurately reflect
what is seen in the data. The RFG model has been tested against high precision electron
scattering data and seems to perform well at calculating the nucleon Fermi momentum,
binding energy and QES cross-section [24]. On the other hand, a more recent paper [25]
has shown that the RFG model does not model the electron QES cross-section particularly
well in the region where the electron does not transfer much momentum to the nucleon.
The percentage difference observed at the maximum cross-section is shown in Fig. 1.8,
demonstrating the poor agreement and also highlighting the worsening of that agreement
as the atomic mass of the nucleus increases.
The T2K collaboration uses two main neutrino interaction generators, NEUT [26] and
GENIE [27], and in both it is only the RFG model that is affected by the atomic mass
of the target nuclei. The RFG models used by the generators both provide the nucleon
Fermi momentum (pf) and binding energy (B), which depend upon both the atomic
mass (A) and atomic number (Z) of the target nucleus, and it is these parameters that
affect the calculated cross-sections. As an added difficulty, pf and B also modify the
secondary interactions of any hadrons liberated from the nucleus, further changing what
is seen by experiments.
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Figure 1.8.: The difference between the calculated and measured values of the electron-
nucleus QES cross-section for carbon, oxygen and calcium as a function of
three-momentum transfer |q|. The filled triangles come from using the relativistic
Fermi gas model whilst the open circles correspond to using the plane wave
impulse approximation [25].
There are currently only two experimental measurements of the interaction cross-
section for neutrinos on lead nuclei, both of which are at neutrino energies above 2 GeV
and are measurements of the ratio of the cross-section on lead to that on carbon. The
first was performed by the CHORUS collaboration [28] using the CERN SPS neutrino
beam, who were investigating the Z/A dependence of the total CC cross-section. Their
results are shown in Fig. 1.9, where the measurement on lead has Z/A = 0.4 and the
other points, from left to right, come from measurements made on iron, marble and
polyethylene respectively. The CERN SPS beamline produced a wide-band neutrino
beam whose average energy was 27 GeV, so the event sample was dominated by DIS
interactions.
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Figure 1.9.: Measurements of the relative CC inclusive cross-sections for lead, iron, marble
and polyethylene plotted as a function of Z/A. The black points are the measured
result whilst the open circles represent the values expected from their cross-section
model. The solid and dashed lines are the best linear fit to the data and model
points respectively [28].
Fig. 1.9 also shows the expected linear scaling of the cross-section in Z/A according
to the cross-section model they describe, and it can be seen that the data points are
in agreement with this. This is not unexpected, since Fig. 1.6 shows that current
cross-section theory is a good description of the observed data in the DIS region.
The second, much more recent measurement came from the MINERνA collabora-
tion [29] in 2012. The MINERνA detector sits in the NuMI beamline and aims to
measure neutrino cross-sections and final state effects across a range of nuclear targets.
The detector itself abuts the MINOS near detector, which provides a measurement of
the momentum of muons produced in CC interactions. This is then combined with a
calorimetric measurement of the remaining energy deposited in the MINERνA detector to
give an estimate of the initial neutrino’s energy. MINERνA has presented the ratio of the
νµ CC inclusive lead cross-section to that on plastic scintillator alongside a comparison
of the number of events seen in data compared to the number in their Monte Carlo (MC)
simulation. This result is shown in Fig. 1.10, with data covering the neutrino energy
range from 2–22 GeV. Across most of this range there is no significant disagreement
between both data and MC and between the predicted cross-section ratio and observed
rate, though there is some indication of a difference at the lowest neutrino energies.
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Figure 1.10.: Measured ratio of the νµ CC inclusive cross-section on lead to that on plastic
(left) between 2 GeV and 22 GeV, alongside the measured ratio in data divided
by that present in the Monte Carlo (right) across the same energy region [29].
It is widely understood that the next generation of neutrino oscillation experiments
need an improved understanding of neutrino cross-sections, and that to achieve this
more cross-section measurements are needed across a range of nuclear targets. This
thesis describes the measurement of the νµ CC cross-section on lead nuclei using the
electromagnetic calorimeters from the near detector of the T2K experiment. This result
will be the first absolute measurement of this cross-section and the first measurement at
all in the 1 GeV neutrino energy region.
Chapter 2.
The T2K experiment
Figure 2.1.: The T2K experiment.
The Tokai-to-Kamioka (T2K) experiment is a long baseline neutrino oscillation
experiment that is using a νµ beam to precisely measure the parameters governing νµ
oscillation. The experiment’s primary goals are to observe the appearance of νe in the
νµ beam, providing information on the parameter θ13, and to measure the parameters
governing νµ disappearance, sin
22θ23 and ∆m
2
23, to a precision of δsin
22θ23∼ 0.01 and
δ∆m223∼ 10−4 eV2 respectively.
The experiment has three main components; a neutrino production beamline situated
at the Japanese Proton Accelerator Research Complex (J-PARC) in Tokai, a suite of
near detectors, also at J-PARC but sited 280 m away from the neutrino beamline target
station and the Super-Kamiokande water Cherenkov detector 295 km distant in Kamioka.
The T2K experiment is the first to employ the off-axis technique, whereby the SK
detector and one of the near detectors are both 2.5◦ off the neutrino beam axis. This
modifies the neutrino energy spectrum they experience, as shown in Fig. 2.2, increasing
the neutrino flux at the oscillation maximum for νµ disappearance and reducing the flux
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at higher energies, resulting in a narrow band beam. This increases the expected number
of signal events at SK and also reduces the expected background events due to high
energy, unoscillated neutrinos.
Figure 2.2.: Simulated neutrino energy spectra for CC interactions at SK. The solid histogram
is the expected spectra when SK lies one degree off the neutrino beam axis while
the dashed and dash-dotted histograms correspond to two and three degrees
off-axis respectively. [30]
In this chapter a short description of each section of the T2K experiment is presented,
with a more in-depth look at the ND280 detector that is used in this analysis. There is
also an overview of the latest neutrino oscillation results from the T2K experiment and a
discussion of how this study can lead to improvements in these measurements.
2.1. The T2K beamline
J-PARC is a newly constructed accelerator facility consisting of three accelerators: a
linear accelerator (LINAC), a rapid-cycling proton synchrotron (RCS) and the main
ring synchrotron (MR). The accelerator complex is shown in Fig. 2.3, with the three
accelerators marked alongside the different experimental halls. At the LINAC H− ions
are accelerated up to 180 MeV before being converted to H+ ions by charge-stripping
foils at the point of injection to the RCS. The RCS accelerates these ions up to 3 GeV
with a 25 Hz cycle rate. The RCS holds two bunches per cycle, which are either injected
into the MR or supplied to the muon and neutron beamline for use by the Material and
Life Sciences facility also at J-PARC. The MR holds up to eight proton bunches which
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can be extracted at two points. The slow extraction point provides high energy protons
to experiments in the hadron hall, whilst the fast extraction deflects the proton beam
to the neutrino beamline for use by T2K. At the fast extraction point the entire eight
bunches are extracted within a single turn by five kicker magnets, forming a single beam
spill. Each bunch is confined within a 100 ns window, and each bunch within a spill is
separated by 500 ns. This timing information is linked to SK through a GPS system,
allowing beam neutrinos to be selected based on timing alone.
Figure 2.3.: The J-PARC accelerator complex, with the three main accelerators highlighted.
The accelerator labelled as the 3 GeV PS is the RCS and the accelerator labelled
as 50 GeV PS is the MR [30].
A schematic of the neutrino beamline is shown in Fig. 2.4. The beamline is composed
of two sections, the primary beamline, which transports the proton beam from the MR
and points it toward Kamioka, and the secondary beamline. As in all neutrino beam
experiments, stable and well tuned beam operation is vitally important to produce both
a high intensity and consistent neutrino beam. To do this, the primary beamline contains
a large number of beam monitors to measure the profile, intensity, position and beam loss
of the proton beam. These are described in more detail in [31]. The secondary beamline
contains the proton target station followed by a 96 m decay volume and ends in a beam
dump and muon monitor. The proton target station contains the proton target itself, an
optical transition radiation monitor (OTR) and three magnetic focussing horns. The
OTR monitors the proton beam direction and profile directly in front of the target, using
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Figure 2.4.: An overview of the T2K neutrino beamline, indication the components of the
primary and secondary beamlines [31].
the transition radiation produced by the protons as they pass through a titanium alloy
film. The target is a 1.9 interaction length (91.4 cm long), 2.6 cm diameter graphite rod,
surrounded by a 2 mm thick graphite sleeve and a 0.3 mm thick titanium casing and is
cooled by helium gas flowing between each layer. Protons interact within the graphite,
creating large numbers of secondary mesons, the majority of which are pions. The target
sits within the inner conductor of the first magnetic horn, which collects these mesons.
The second and third horns then focus these mesons to produce a meson beam. When
operating at their design current of 320 kA (they are currently running at 250 kA) a
field of 2.1 T is created inside the horns and the subsequent beam focussing increases
the neutrino flux at SK by a factor of 16 compared to operation at 0 kA.
As the secondary mesons travel through the decay volume they produce neutrinos,
primarily through the following processes
pi+ → µ+ + νµ,
K+ → µ+ + νµ,
K+ → pi0 + e + + νe,
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and
µ+ → e+ + νe + ν¯µ.
This results in a neutrino beam largely composed of muon neutrinos from the decay of
positive pions, with a small contamination from ν¯µ, νe and ν¯e, and a peak energy of
approximately 600 MeV.
At the end of the decay volume is the beam dump, formed from 3.17 m of graphite
and 2.4 m of iron. The beam dump absorbs almost all the surviving particles at the end
of the decay length, with only muons above 5 GeV managing to reach the muon monitors
located behind it. Since the majority of the neutrinos in the beam were produced in
two-body decays alongside a muon, recording the muon direction gives a reliable measure
of the neutrino beam direction. The muon monitor is designed to measure the neutrino
beam direction to an accuracy of 0.25 mrad and monitor the neutrino beam intensity to
a precision of 3%.
It is not possible to record the total number of neutrinos produced in the neutrino
beamline. Instead, the number of protons that collide with the graphite target, called
the number of protons on target (POT), is recorded. The integrated POT count over a
period of time is then used as a proxy for integrated neutrino flux over that same period.
2.2. The ND280 detector suite
The ND280 detector suite sits 280 m downstream of the graphite target and contains two
detectors, the INGRID on-axis detector and the ND280 detector, which sits 2.5◦ off-axis,
on the line between the target and the far detector.
2.2.1. Multi-Photon Pixel Counter
Multi-Pixel Photon Counters (MPPCs) are used throughout both the INGRID and
ND280 detectors to detect scintillation light produced by particles depositing energy in
plastic scintillator. MPPCs were chosen due to both spatial constraints and their ability
to operate in a magnetic field, since the ND280 magnetic field is essential for realising
the detector’s physics goals. The MPPCs are multi-pixel avalanche photodiodes, with
667 pixels arranged in a 26 × 26 square (9 pixels are lost to fit an electrode on the
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Figure 2.5.: The T2K near detector hall, showing the ND280 off-axis detector on the top
level, the INGRID horizontal module one level down and the INGRID vertical
module spanning the lower two levels [31].
diode) each held at between 0.8–1.5 V above their breakdown voltage, giving a gain of
approximately 1× 106. When a photon strikes an individual pixel a Geiger avalanche is
created. The single pixel then gives a binary response, either having been struck or not,
that is decoupled from the number of photo-electrons created by the incident photon.
The total MPPC output is then the sum of the number of pixels that fired within a given
time period, which is proportional to the number of photons observed.
The ND280 scintillating detectors are formed from bars of plastic scintillator, with a
wavelength shifting (WLS) optical fibre threaded through the bar centre. Any scintillation
photon created in the plastic is collected by the WLS fibre and transported to one end of
the bar. The WLS fibre shifts the wavelength of these captured photons, changing their
spectrum to match the spectrum the MPPCs are best able to detect. Further information
and detailed performance analysis for the MPPCs can be found in [32–34].
The T2K experiment 39
Figure 2.6.: The INGRID detector, showing the vertical, horizontal and off-axis modules [31].
2.2.2. The INGRID detector
The Interactive Neutrino GRID (INGRID) detector is composed of 16 identical modules,
arranged as shown in Fig. 2.6. These modules are spaced so that each one samples a
different part of the neutrino beam, with the beam centre passing through the centre
of the cross. With this constraint, INGRID can monitor an off-axis angle from 2◦ to
2.5◦, where deviation outside this would lead to a less precise measurement of the beam
direction. Each module is made from 9 sheets of iron and 11 tracking scintillator planes,
with each scintillator plane containing 24 horizontal and 24 vertical bars of plastic
scintillator, read out by MPPCs. Each module has a total iron mass of 7.2 t so that,
at the nominal beam intensity, there are enough neutrino interactions in each module
to monitor the beam direction on a day-by-day basis. Using the number of neutrino
interactions in each module the beam centre is known to a precision of better than
10 cm, which equates to 0.4 mrad. An example neutrino event is shown in Fig. 2.7.
The two off-axis modules are used to check the axial symmetry of the neutrino beam.
Each INGRID module is surrounded on the top, bottom and both sides by veto planes,
composed of 22 scintillating bars. These planes are used to veto charged particles entering
the module from the outside.
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Figure 2.7.: An example INGRID neutrino event. The green cells indicate the position
of scintillator bars, the grey areas correspond to the iron sheets and the blue
cells show the veto scintillator planes. Here a neutrino entered from the left of
the module, interacted in the central iron plane producing a charged particle
that deposited energy in the remaining scintillator planes, indicated by the red
circles [31].
The proton module is an extra module that has been added to INGRID, placed in
the centre between the vertical and horizontal arms of the cross in Fig. 2.6. This module
does not contain any iron planes, and uses smaller scintillating bars to give much finer
granularity detector. This module is designed to measure both the proton and muon
produced in the charged current quasi-elastic interaction channel for comparisons to the
beamline MC and the current neutrino generators.
2.2.3. The ND280 detector
The second of the two near detectors is the ND280, situated above and to one side
of the INGRID detector, 2◦ off the neutrino beam axis. The task of the ND280 is to
measure the flux, flavour content and energy spectrum of the neutrino beam seen by
the far detector. Alongside this, the detector is ideally placed to precisely measure a
number of neutrino interaction cross sections in the 1 GeV energy range. As shown in
Fig. 2.8, the ND280 detector comprises of a number of sub-detectors enclosed within the
UA1 magnet. This magnet produces a 0.2 T field in the centre of the detector, allowing
the reconstruction of charge and momentum from the curvature of particles produced
in neutrino interactions. Interleaved within the magnet yoke is the side muon range
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Figure 2.8.: An exploded view of the ND280 detector, showing the positions of the separate
sub-detectors [31].
detector, which surround the electromagnetic calorimeters that are affixed to the inner
face of the magnet. These in turn contain the tracker, which consists of the pi0 detector,
three time projection chambers, two fine grained detectors and the downstream ECal.
The fine grain detectors
The fine grain detectors (FGDs) are the primary neutrino target of the ND280 and
made from layers of scintillator bars. These bars,9.61 mm wide by 9.61 mm deep and
1864.3 mm long, are made from polystyrene scintillator. Each bar has a thin reflective
coating of TiO2 and a WLS fibre through the centre. One end of the fibre is mirrored by
the vacuum deposition of aluminium, the other connects to an MPPC and the associated
readout electronics. The first FGD has 30 layers of 192 bars, whose orientation alternates
between horizontal and vertical with each new layer. The scintillator provides a 1.1 t
target mass and the alternating bars allow the reconstruction of particles produced in
neutrino interactions. The FGD also has a light injection system (LIS) mounted alongside
the readout electronics, which is used to directly calibrate the detector with the magnet
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closed. This LIS flashes the exposed end of the WLS fibre, testing the MPPC saturation,
charge response and non-linearity.
The second FGD uses the same materials and electronics as the first, yet has only
14 layers of scintillator grouped together in pairs of alternate orientation. These 7 pairs
are separated by 6 layers of hollow, thin walled, corrugated polycarbonate 2.5 cm thick
sheets, one end of which has been sealed with polyurethane sealant. These layers are
filled with water and kept below atmospheric pressure, so that if a leak should develop air
is sucked into the layer rather than water leaving and entering the FGD. By comparing
the neutrino interaction rates in the two FGDs a measurement of the neutrino interaction
cross-section on water can be obtained and compared directly to that measured at the
far detector.
Unlike the other scintillating detectors, the FGD MPPCs are readout by customised
‘AFTER’ ASICs boards. These store the digitised photosensor waveforms at a rate of
50 MHz and have been designed to allow continuous readout from the detector during a
beam spill. The continuous readout ensures that the detector registers Michel electrons
from muon decay and combined with the MPPC waveforms gives a timing resolution of
2 ns [35].
As mentioned above, the FGDs are the principle neutrino target of the ND280 detector.
They are completely active, allowing accurate reconstruction of neutrino interaction
vertices and measurements of vertex activity, which are necessary when looking for
exclusive final states. The FGDs also have the best timing resolution, and are used as the
base component when particles tracks are reconstructed through multiple sub-detectors.
The time projection chambers
Either side of both FGD detectors are the three time projection chambers (TPCs) which
provide high resolution tracking of charged particles. Combined with the ND280 magnetic
field, the TPCs provide charge identification and momentum measurements. Finally, the
ionisation left by these particles can be combined with their measured momentum to
separate the different types of particle very effectively.
An individual TPC consists of an inner and outer box, with the outer box measuring
2.3 m by 2.4 m by 1.0 m. The inner box is filled with an argon based drift gas,
Ar:CF4:iC4H10 (95:3:2), while the outer box is filled with CO2 as an insulator. The inner
box walls have a strip pattern machined onto their copper coating, which produces a
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uniform electric field when combined with the central cathode. A simplified diagram of a
TPC is shown in Fig. 2.9.
Figure 2.9.: Simplified diagram of a TPC, showing the micromegas detectors and electronics,
the central cathode and neutrino beam direction [31].
When a charged particles passes through the detector, it creates ionisation electrons
in the TPC gas. In the electric field, which is precisely aligned with the ND280 magnetic
field, these electrons drift away from the cathode and towards one of the TPC readout
planes. These readout planes are formed from micromegas detectors, which first amplify
then measure the ionisation produced. The micromegas pads are segmented in the
vertical and horizontal direction, which is combined with the measurement time and the
known ionisation drift velocity to produce a complete 3D image of the charged particle
tracks within the TPC. From this image the momentum of the particle is calculated from
the track curvature and the known magnetic field. To perform particle identification, the
track is split into segments, each of which corresponds to a single column of micromegas
pads. For each segment the energy loss per unit length is calculated, and a truncated
mean of all the segments used as the final result. A plot of this energy loss against
measured particle momentum is shown in Fig. 2.10, which clearly shows the differing
response to different particle types.
The pi0 detector
The pi0 detector (PØD) is the most upstream detector in the central tracker region
of the ND280. It is formed from layers of scintillator bars, brass and lead sheets and
HDPE water target bags. These bags can be emptied, allowing the determination of
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Figure 2.10.: Data points show one TPC’s measurements of the energy loss and momentum of
particles produced in neutrino interactions in the ND280 detector. The overlaid
curves show the expected values for different particle species, calculated using
Monte Carlo simulations [31].
neutrino interaction cross sections on water using a subtraction method. As in the FGD,
the scintillator bar layers are grouped in pairs of opposite orientation, providing 3D
reconstruction of charged particle tracks. The primary purpose of the PØD is to measure
the production cross section of pi0 particles through the neutral current interaction
νµ + N → νµ + N + pi0 + X on a water target. This interaction is one of the major
backgrounds to the νe appearance measurement at the far detector, so constraining
it with the ND280 will lead to a much improved result. To do this, the PØD has a
central water target region, composed of scintillator bars, brass sheets and water bags,
capped at either end by calorimetry regions that contain only lead sheets and scintillator
layers. This is shown in more detail in Fig. 2.11. The calorimetry sections improve the
containment of electromagnetic showers and also provide veto regions to remove entering
particles. The PØD uses the same scintillator, WLS fibre and MPPCs as the other
detectors of the ND280, with the exception that the scintillator bars used in the PØD
have a triangular cross section. Each pair of scintillator layers has 134 vertical bars and
126 horizontal bars, each of which is readout at a single end by an MPPC, in the same
manner as the FGD.
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Figure 2.11.: A schematic of the PØD sub-detector showing the triangular cross-section
scintillator bars, the ECals and water target, and the different metallic absorber
sheets [31].
The electromagnetic calorimeters
The electromagnetic calorimeters (ECals) have three main sections —the downstream
ECal (DsECal), barrel ECals and PØD ECals as shown in Fig. 2.8. The ECals are
tracking, sampling calorimeters that give near-hermetic coverage for particles entering or
leaving the inner tracking region of the ND280. The ECals were built to both help identify
and measure the energy of photons created in the inner detectors and in particular to
aid the reconstruction of pi0 particles from interactions in the FGD detectors. Alongside
this the ECals provide complementary particle identification information to the TPCs
and help with the full reconstruction of events.
Each ECal module has a near identical design, composed of alternating layers of
scintillator bars and lead sheets. All the scintillator bars have a 4.0 cm × 1.0 cm cross
section, with a central 2.0 mm × 3.0 mm elliptical hole running through the bar centre,
and were extruded at the same Fermilab facility. They are formed from polystyrene
doped with 1% PPO (2,5-DiPhenyloxazole) and 0.03% POPOP (1,4-Bis(5-phenyl-2-
oxazolyl)benzene). The PPO is the primary scintillator, the photons from which cause
the secondary scintillation of the POPOP, which acts as a wavelength shifter to produce
photons with an emission peak of 420 nm. This emission is matched to the absorption
spectrum of the WLS fibre threaded down the centre of the bar, which is centred at a
wavelength of 430 nm. The WLS fibre transports the captured photons to an MPPC at
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one end of the bar, shifting their wavelength in the process as described in 2.2.1. Each
ECal module is sandwiched between two carbon fibre plates and held in an aluminium
frame, which gives structural support and secures each module in place. On the side
wall of each ECal are thinner aluminium plates that hold the readout electronics, water
cooling, dry-air circulation systems and the power distribution bars.
The DsECal has 34 layers of scintillator bars, interleaved with 33 layers of 1.75 mm
thick lead absorber to give 10.6 X0 thickness and a total mass of 4.80 t. Each scintillator
layer contains 50 2.04 m long bars, each of which is readout at both ends by an MPPC.
The bars alternate orientation by 90◦ between each layer, with bars in the most upstream
layer running horizontally, then vertically in the next layer and so on. This results in each
ECal module having two ’views’, each corresponding to a signal in either the horizontal
or vertical layers. Information from both views can then be combined to create 3D
reconstructed objects, and is also used individually to provide more information about
the event.
There are six barrel ECal modules which are symmetric about the vertical plane
through the centre of the ND280. Each side has two identical top and bottom modules
and a larger side module, each of which contains 31 scintillator layers and 30 layers of
1.75 mm thick lead. This equates to a thickness of 9.7 X0 and was enforced by the size
of the UA1 magnet. In the barrel modules the scintillator bars are organised into layers
parallel or perpendicular to the neutrino beam direction, with the layer closest to the
centre of the ND280 perpendicular to the beam. This gives the same two views and
reconstruction ability as the DsECal, the only difference being that the perpendicular
bars have only one instrumented end, the other having been mirrored using the vacuum
deposition of aluminium. The two side barrel modules have 96 bars in each perpendicular
layer and 57 in each parallel layer, giving a total mass of 9.21 t. The four top and bottom
modules also have 96 bars in their perpendicular layers but only 38 bars in the layers
parallel to the beam. Each of these modules has a mass of 6.62 t.
Finally, there are six PØD ECal modules, whose layout echoes that of those in the
barrel ECal. These modules surround the PØD detector and are required to detect
photons that escape the PØD without showering and to help capture showers that are
only partly contained within the PØD. They also act as vetos against entering particles
and provide some particle identification, particularly for minimally ionising particles.
Unlike the other ECals, the PØD ECal modules have only six layers of scintillator bars,
each lying parallel to the neutrino beam. These are interspersed with five layers of 4 mm
thick lead, giving a total thickness of 3.6 X0. In the four top and bottom modules each
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scintillator layer contains 38 bars, whilst the two side modules contain 69 bars per layer.
Each bar is 2.34 m long and readout at a single end by an MPPC.
The DsECal was constructed in 2008 and shipped to CERN in 2009 for commissioning
and cosmic ray and test beam data taking. This was used to characterise the detector
response to electrons, pions and muons covering a momentum range of 0.3 GeV - 5.0 GeV,
produced by the CERN T9 beamline. The DsECal was then installed at the ND280 site
for the first T2K physics run, with the barrel and PØD ECals installed in October 2010
for the second physics run.
The side muon range detector
The side muon range detector (SMRD) is created from 440 scintillator modules, placed in
the air gaps of the return yoke of the UA1 magnet. The SMRD tracks muons produced
at a high angle to the neutrino beam and provides measurements of their momentum. It
also functions as part of the cosmic trigger for the ND280 and helps identify neutrino
interactions that occur in the magnet iron.
The UA1 magnet is formed from 16 C-shaped flux return yokes, grouped in pairs to
form 8 rings enclosing the ND280, labelled 1 - 8 from upstream to downstream. Each
yoke is made from 16 iron plates, giving 15 air gaps in each yoke. The SMRD has three
layers of scintillator modules on the top and bottom of each yoke and at least three layers
along the sides. In yoke pair 6 there are four scintillator modules whilst in pairs 7 and 8
there are six scintillator modules, giving better detection in the forward direction. These
modules are made up of either four or five scintillator counters, depending upon the size
of the air gap in different parts of the flux return yoke. All the scintillator counters are
readout from a single end using the same combination of WLS fibre and MPPC as the
other scintillator detectors of the ND280. The SMRD modules are much larger than the
scintillator bars in the rest of the ND280, so the WLS fibre follows an S-shaped groove
through the module, to maximise the capture of scintillation light. This is shown in
Fig. 2.12.
2.3. The far detector
T2K uses the Super-Kamiokande detector as its far detector, which is situated 295 km from
J-PARC under Mt. Ikenoyama, as shown in Fig. 2.1. Built in a cavern 1 km underground,
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Figure 2.12.: SMRD construction image showing the WLS fibre and MPPC [31].
the detector is a cylinder containing 50 kTons of ultra pure water surrounded by ∼ 13000
photomultiplier tubes (PMTs). These tubes detect the Cherenkov light produced by
charged particles from neutrino interactions. This light is used to find the neutrino
interaction vertex, from which the neutrino flavour and energy can be reconstructed. It
is this ability to accurately measure the neutrino flavour that allows T2K to search for
the appearance of νe in the νµ beam and to precisely measure the parameters governing
νµ disappearance.
As mentioned earlier, the SK experiment is famous for providing the first evidence
for atmospheric neutrino oscillations back in 1996. Since then there have been many
upgrades to the detector to improve performance, but even so the detector’s long running
operation means that it is well understood. The energy scale has been calibrated to the
percent level and the MC simulation matches data also to the percent level.
The detector itself is composed of an inner and an outer volume, separated by a
stainless steel cylinder. The inner detector (ID) measures 33.8 m in diameter and 36.2 m
in height and contains 11,129 inward facing 50 cm PMTs. The outer detector surrounds
the ID with a depth of 2 m of water and has 1,885 outward facing 20 cm diameter PMTs
on its inner wall. The OD is sparsely populated with phototubes due to its original
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purpose of providing an active veto for cosmic ray muons. Even so, it provides an
almost 100% efficient veto for these entering backgrounds [31]. By using the beam timing
window, it is also possible to identify neutrino interactions in the OD. From volume
considerations alone it is expected that there will be a similar number of interactions in
the OD compared to the ID and these can be used as further checks of the MC simulation
and beam flux. The ID itself has 40% PMT coverage, with each PMT having a combined
quantum and collection efficiency of 20%. Cherenkov light is emitted in a cone along the
direction of flight of charged particles with energies above a certain threshold. These
photons reach the ID wall in the shape of a ring, which is used to reconstruct the event.
(a) A muon-like event (b) A electron-like event
Figure 2.13.: SK ID event displays, showing the PMT hits and fitted rings for (a) a muon-like
and (b) an electron-like event [31].
Charge current quasi-elastic interactions (CCQE) are the primary channel used for
both νµ disappearance and νe appearance studies. Ignoring final state interactions, these
events produce a proton and their respective charged lepton in the detector. Due to
its mass, the muon will suffer little change in its motion when travelling through the
detector. The Cherenkov light therefore will form a sharp, distinct ring when it reaches
the PMTs. Electrons, in contrast, will frequently scatter and so follow a more convoluted
path through the detector. In addition, at the energies expected from the T2K beam,
the electron will also create electromagnetic showers. More information on the event
reconstruction and analysis at SK can be found in [36]. The combination of these two
phenomenon results in the Cherenkov light from the electron forming a ”fuzzy” ring
when it reaches the sides if the ID. Examples of the two types of Cherenkov ring are
shown in Fig. 2.13. By reconstructing the number of Cherenkov rings produced and
identifying the species of particle that created the ring, the SK detector can record both
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the energy spectrum of νµ and νe and the number of each neutrino species in the T2K
beam. From the number of interactions alone it is possible to extract the oscillation
parameters that T2K has been designed to measure [14], and in future analyses with
higher statistics the neutrino energy spectrum will be used to give improved results.
Chapter 3.
Event reconstruction and software
The analysis described here has been performed on the final output of the ND280 software
suite, and therefore it is essential to fully understand this output. In this section the
overall framework of the ND280 software is described, with the relevant sections of the
event reconstruction explained in greater detail.
3.1. The ND280 software suite
The same set of software tools is used to process both the data and MC, and is formed from
a number of separate packages that each perform a specific task. The main components
of the software are shown in Fig. 3.1.
3.1.1. The data processing chain
Data is recorded at the ND280 detector in the MIDAS [37] format and both saved to
tape and distributed across the GRID. These files are then converted into the oaEvent
format, which is based upon the standard ROOT classes and written specifically for the
ND280 software, by the oaUnpack package.
The events then pass through the calibration chain contained within the oaCalib
package. This holds separate calibration routines for each of the ND280 sub-detectors,
alongside global calibrations for common components, such as the MPPCs. The calibra-
tion constants used for this are stored in a MySQL database, with different constants
stored for different experimental running periods.
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Figure 3.1.: A diagram showing the package structure of the ND280 software suite [31].
Once the data has been calibrated it is passed to the ND280 reconstruction algorithms,
which attempt to reconstruct tracks, showers and neutrino interaction vertices. Each
sub-detector has its own, internal, reconstruction algorithms that produce objects within
that sub-detector. These are then combined by the global reconstruction, using the
RECPACK [38] toolkit, to form objects spanning multiple sub-detectors. The ECal
reconstruction algorithms are described in more detail later in this chapter, and more
information on the other reconstruction algorithms can be found in Ref. [39].
The final part of the software chain is the data reduction and analysis package
oaAnalysis. This reduces all of the data from the reconstruction to extract physics
objects and their properties, removing any surplus information. This produces a much
smaller file in a ROOT-based format that can be used by analysers without the need for
the rest of the ND280 software suite.
3.1.2. The Monte Carlo processing chain
From the calibration steps onward the Monte Carlo (MC) processing chain is identical to
that followed by the data, but using specific MC calibration constants rather than those
used by the data processing. Before this, though, the neutrino beam needs to be modelled
and the neutrino trajectories tracked. The neutrino interactions must then be simulated
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and the paths of any subsequent charged particles calculated. Finally, the response of
the detector and electronics to these particles has to be reproduced accurately.
Neutrino flux simulation
The JNUBEAM [40] simulation has been created by the T2K experiment in order to
recreate the J-PARC neutrino beam. JNUBEAM simulates the proton beam impinging
upon the T2K graphite target then follows the particles produced through the remainder
of the T2K beamline. The decay of the particles to neutrinos is calculated and information
recorded for those neutrinos whose path intersects with either the ND280 or SK detectors,
producing a file of neutrino vectors.
JNUBEAM performs this using a combination of the FLUKA [41] hadron production
model, Geant3/GCALOR [42], fits to data from the NA61/SHINE [43,44] experiment
and previous experimental measurements. FLUKA is used to model the primary and
secondary interactions of the incident protons with the T2K target, with Geant3 taking
over to propagate the subsequent particles to the decay volume, where the decays are
calculated using the latest Particle Data Group [13] information on branching fractions
and decay rates.
Once this initial simulation has been created, the results are tuned to match the NA61
data. The NA61 experiment has measured the charged pion [43] and charged kaon [44]
spectra produced from colliding 31 GeV protons with a graphite target. The experiment
has collected data using both a thin graphite target, with a thickness of 4% of a nuclear
interaction length, and with a replica of the T2K target. In the analysis presented here
only the thin target data has been used to tune the MC, but the results from the replica
target will be used in future versions of the T2K flux simulation. The flux prediction at
the ND280 is shown in Fig. 3.2a, and a plot showing the effect of the kaon tuning on
the νµ and νe flux at the ND280 is shown in Fig. 3.2b. The tuning is applied both as an
input to the MC and as a weighting of events applied during analysis. This allows the
latest data to be included in the flux tuning without requiring a complete MC processing
whenever more data becomes available. The MC used in this analysis was created using
the 11a neutrino flux simulation, with the 11b version 3.2 flux tuning applied.
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(a) The ND280 flux prediction (b) The effect of kaon tuning on the neutrino flux
at the ND280
Figure 3.2.: The predicted neutrino flux (a), and the effect of kaon tuning on that flux (b), at
the ND280 detector. 3.2a shows the expected flux for the four neutrino species
present in the neutrino beam as a function of neutrino energy. This has been
normalised to 1× 1021 POT, showing that the νµ component is dominant. 3.2b
shows the ratio of the predicted flux with kaon tuning applied to that predicted
without tuning, for both the νµ and νe components of the neutrino beam.
Neutrino interaction generators
Neutrino interaction generators are used to simulate neutrinos interacting with nuclei
and include various theoretical and empirical models to describe the possible physical
processes that can occur. The T2K experiment uses both the NEUT and GENIE neutrino
event generators, but the published oscillation results use the NEUT generator, which
is also used in this analysis. The steps described for the NEUT generator below are
also present in GENIE, but different theoretical models are implemented and the results
tuned to different data sets.
The NEUT generator has two external inputs, the neutrino vector file produced by
the beam MC and a ROOT-based simulation of the ND280 detector geometry. Combined
with its own neutrino interaction models, the generator uses this information to create
neutrino interactions throughout the ND280. Initially, for a given nucleus, NEUT uses
the Moniz-Smith relativistic Fermi gas model [23] to describe the nucleons it contains.
Together with the neutrino interaction processes within the generator this is used to
calculate the probability of each interaction mode occurring on that nucleus. Using
the initial neutrino vector and the ND280 geometry, NEUT calculates the interaction
probability across all the nuclei along the neutrino’s path. Random number generators
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are then used to decide whether an interaction occurs, the position it occurs at, and the
interaction mode itself.
Once this has been done, if required, the formation of primary hadronic showers
is simulated. This uses internal NEUT code for hadronic systems with energies below
2 GeV and the PYTHIA/JetSet algorithms for those with energies above 2 GeV. The
internal algorithms generate showers directly from experimental data and were developed
because PYTHIA/JetSet does not describe the data well at these low energies.
After these steps, NEUT has generated all the primary particles created by the
neutrino interaction, which must now be propagated from the interaction point to the
edge of the nucleus. This is done using a cascade model, where any primary hadrons
are moved in steps through the nucleus. At each step the probability of the hadron
interacting with the nuclear environment is calculated, the result of which determines
whether an interaction is simulated. This is repeated for all primary hadrons until they
either interact or exit the nucleus.
The neutrino generator outputs a set of final state particle vectors alongside infor-
mation about the neutrino interaction that created them. This then passed on to the
ND280 detector MC software package, which simulates the detector’s response to these
particles.
ND280 detector simulation
The ND280 detector simulation handles the creation of the ND280 detector geometry
and particle propagation through that geometry, using ROOT [45] and Geant4 [46].
The ND280 geometry is created from the design specifications of the different ND280
sub-detectors and records all of the necessary properties of the materials used in their
construction. This information is used by Geant4 to correctly simulate the energy
deposition, scattering and decay of particles as they pass through the detector. The
simulation provides a list of energy deposits in the active regions of the detector, which
are then processed by the electronics simulation software. At the same time the neutrino
beam timing structure is applied to the neutrino interactions, so that the correct number
of interactions are included in each beam bunch and each bunch is correctly separated
from the others within the simulated beam spill.
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ND280 electronics simulation
The final part of the ND280 MC simulates the response of the detector’s active regions to
energy deposited within them and reproduces the response of the detector electronics. In
particular, the drift of charged particles in the TPC and the response of the scintillating
bars and WLS fibres is calculated to provide what is actually readout by the electronics.
The electronics simulation then mimics the effect of the various readout boards on the
ND280 sub-detectors, including noise and saturation effects, before digitising the signals,
resulting in an output that has the same format as the data recorded by the ND280.
At this point, the MC can now be processed by the same software chain as the data,
which was described at the beginning of this chapter.
3.2. ECal event reconstruction
The analysis described in this thesis is based solely on reconstructed ECal objects, so
the ECal reconstruction is described here in some detail.
As mentioned in Sec. 2.2.3 the ECal is a tracking sampling calorimeter formed from
layers of scintillator bars and lead sheets. Each scintillator bar has a 10 mm by 40 mm
rectangular cross-section, which defines the granularity of the detector and in turn informs
many choices in the reconstruction algorithms. The ECal reconstruction takes place in a
number of steps:
1. Hit preparation
2. Basic clustering
3. Combine clustering
4. Expand clustering
5. 3D matching
6. 3D hit reconstruction
7. Low energy photon reconstruction
8. Energy fitting and particle identification
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Hit preparation
The initial stage of the ECal reconstruction takes partially calibrated hits and prepares
them for the later algorithms.
The hits arrive separated by module and are then split into separate time bunches.
This is done by ordering them in time before searching for any gaps of greater than
50 ns between two adjacent hits. The hits are then filtered according to the sensor they
occurred on. If two hits came from sensors on either end of the same ECal bar and are
close in time then they are combined to form a reconstructed hit, otherwise they are
left as a single hit. For reconstructed hits, the relative time difference between the hits,
assuming a constant speed of light within the WLS fibre, is used to roughly calculate the
position of the reconstructed hit along the length of the bar.
Once this is done the hit is calibrated to remove the effects on the hit charge of light
attenuation along the WLS fibre and to convert that charge into minimally ionising
particle equivalent units (MEU). A minimally ionising particle, such as a high energy
muon, should deposit a similar, small, amount of energy in each bar that it passes
through. The scale factor to convert a hit’s charge into MEU is calculated using cosmic
data, providing a standard candle for charge measured in the detector. By applying this
calibration to each bar in turn, and by measuring the response to cosmic rays relatively
often, the response of each bar to a given amount of deposited energy can be kept constant
even if other factors have changed.
Basic clustering
The basic clustering is a nearest neighbour aggregation algorithm that produces 2D
clusters separately for each view of the ECal detector. To form the clusters, the highest
charge hit within a 30 ns window is selected. Using this as a seed, hits are added to
the nascent cluster provided they are within the time window and they are within two
layers and one bar of a hit currently in the cluster. The final clusters must contain at
least three hits and are then passed on to the next clustering algorithm alongside any
remaining hits that have not been clustered.
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Combine clustering
The next stage of the clustering chain is the combine clustering algorithm, which attempts
to re-connect single tracks or showers that produced two basic clusters.
The basic cluster containing most hits is selected as the primary cluster, since
it contains the most information, and the principle direction calculated using charge
weighted principle component analysis (PCA). The algorithm then calculates the smallest
distance between the principle axis of the primary cluster and any other basic cluster
present. If the smallest distance between two clusters is less than 80 mm, and the
difference between the charge weighted average hit time of the clusters is less than 40 ns,
they are combined into a single cluster.
The above process is then repeated, with this new cluster used as the primary cluster,
until all possible clusters have been combined. These clusters are then passed onto the
Expand clustering algorithm with any basic clusters that were not used.
Expand clustering
This clustering algorithm takes the unmatched hits from the basic clustering and attempts
to add them to the clusters produced by the combine clustering algorithm.
The algorithm looks at each unmatched hit individually, trying to match it to any of
the existing clusters. For each cluster the primary and secondary axes are calculated
using PCA, along with the 1σ width of the cluster along the two axes. The distance
along these axes of the unmatched hit from the cluster centre is then calculated, in units
of σ, before being added in quadrature to give the matching weight.
This matching weight is calculated for the same unmatched hit using each of the
available clusters. The hit is then matched to the cluster providing the lowest matching
weight, provided that that weight is below 80 and that the hit is within 40 ns either
side of the earliest and latest hits within the cluster. This process is repeated for each
unmatched hit to form the final 2D clusters.
3D matching
The 3D matching combines the final 2D clusters into 3D objects, using two different
likelihoods to do so. The first likelihood uses a track from the tracker (FGDs and TPCs)
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as a seed, propagating this track to the inner face of the nearest ECal module with the
RECPACK tools. It then examines every possible pair of 2D clusters in that module
that both contain hits in the inner four layers of the ECal. The average position of the
two clusters on the inner face of the module is calculated along with the uncertainty
on that position. Then, for both position and time, the absolute difference between the
clusters and the seed is found, ∆x and ∆t. The uncertainty on the position difference is
calculated as the quadrature sum of the cluster and seed position uncertainties, whilst
the uncertainty on the time difference is taken to be 100 ns. These uncertainties are used
to create two Gaussian distributions, with a mean of zero, in position and time (Gx and
Gt respectively).
The likelihoods are then calculated as follows
Lx = Gx(∆x|0, σx)
Gx(0|0, σx) (3.1)
Lt = Gt(∆t|0, σt)
Gt(0|0, σt) , (3.2)
and the seeded likelihood is simply
Lseeded = Lx×Lt. (3.3)
The second matching likelihood uses information from each possible pair of 2D clusters,
regardless of their position relative to the inner face of the detector. For each pair the
ratio of the total charge in one compared to the other, Qratio, is calculated then compared
to a log-normal distribution generated from MC truth, giving LQratio . The difference
in layer number, ∆layer, between the innermost layer of each cluster is also found and
compared to a probability density function, also created using MC, which gives L∆layer.
The matching likelihood is then
Lmatching = LQratio ×L∆layer. (3.4)
If a pair of clusters has both Lmatching and Lseeded, the final likelihood is the product
of the two, otherwise it is just Lmatching. The two clusters giving the maximum value
of the likelihood are then matched, provided this likelihood is greater than 1e−5. This
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continues until all 2D clusters have been considered for matching, and produces a set of
fully reconstructed 3D objects.
3D hit reconstruction
Once 3D objects have been created the information from each ECal view can be combined
to give a 3D position to each hit within the object. To do this, the object hits are first
split according to which view they came from. Then, the charge weighted average position
of the hits contained within each layer is calculated. To reconstruct the 3D position of a
hit, in the opposing view a linear fit is performed to the average hit positions from the
four layers surrounding the hit in question. This fit provides the position of the hit in its
unknown coordinate.
Low energy photon reconstruction
The low energy photon reconstruction is the final stage in the reconstruction chain
that can create new ECal clusters. It does this by examining all the unused hits and
unmatched 2D clusters left after the previous steps. Considering each unmatched cluster
in turn, if any unused hit is in time with the cluster and in an adjacent layer then it is
matched. The timing cut requires that the unused hit time be less than 10 ns before
the unmatched cluster start time and less than 10 ns after the cluster end time. The
layer cut requires that the hit be within one layer of the first layer in the cluster and
one layer of the last layer in the cluster. This algorithm attempts to reconstruct low
energy photons from pi0 decay, which rarely have enough energy to create three hits in
each ECal view.
Energy fitting and particle identification
The ECal was designed to identify and measure the energy of electromagnetic showers,
particularly those created by photons from pi0 decay. The electromagnetic energy fit is
performed first and provides an estimate of the cluster energy from 25 MeV–20 GeV. It
does this by minimising a likelihood function based on the total cluster charge, the charge
RMS and the charge skew. Particle gun MC was used to generate a spline relating each
of these reconstructed quantities to the true particle energy. The minimiser produces an
estimate of the cluster energy and from the splines receives the expected values of the
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reconstructed charge variables. By minimising the distance between the measured charge
variables and those calculated from the splines, an accurate estimate of the particle’s
energy is returned. Fig. 3.3 was created from data collected by the DsECal during the
CERN testbeam, where particles with a known energy were impinged upon the DsECal,
and shows the width of the ECal energy fit distribution divided by the square root of
the incident particle’s energy as a function of that energy.
Figure 3.3.: The energy resolution of the DsECal energy fit as a function of true particle
energy
The results of this energy fit are then used by the particle identification (PID) routines,
which currently separates particles into those that are track-like and those that are shower-
like. It does this using a multi-layer perceptron neural network from the ROOT TMVA
package [47], which was again trained using electron and muon particle gun MC. The
output of this algorithm was then compared to data collected by the DsECal at a CERN
beam test [48] and to data collected in-situ at the ND280 hall. The results of this are
shown in Fig. 3.4b for testbeam electrons, and in Fig. 3.4a for in-situ muons.
3.2.1. ECal multi-pass Radon transform
The current ND280 reconstruction identifies neutrino interaction vertices in the FGDs
and PØD and then looks for tracks or showers in the other sub-detectors. This ignores
any interactions that occur in the ECal, the most massive of the fully instrumented
sub-detectors. The large mass of the ECal means that there are many more neutrino
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(a) Through-going muons (b) Testbeam electrons
Figure 3.4.: Data-MC comparisons of control sample data to the appropriate particle gun MC
for (a) through-going muon data collected at the ND280 hall and (b) electron
data collected at the CERN testbeam.
interactions within it than occur in the FGD, and these interactions create backgrounds
for analysers trying to select FGD vertices.
To help identify neutrino vertices in the ECals a multi-pass Radon transform was
developed. A Radon transform is a common pattern recognition technique, used in
many fields, where analysers try to find geometric shapes in distributions of data points.
The interaction with the highest cross-section in the T2K neutrino beam is the CCQE
interaction, mentioned in Chap. 1, which produces a muon and typically a proton in
the final state. The ECal reconstruction algorithms will combine the hits from these
particles into a single cluster, which will then be identified as a shower. Applying a
Radon transform to the hits in this cluster can show that it was formed from a number
of individual tracks, rather than a single shower, which can then be used to help identify
the cluster as a neutrino vertex.
In high energy physics the literature describes the use of a Fuzzy Radon transform[49].
This paper defines the measured hit density ρ(x) as
ρ(x) =
∫
ρp(x)D(p)dp, (3.5)
where x is a set of measured parameters describing the hits, p is the set of parameters
that describe possible particle tracks, D(p) is a function describing the tracks that created
the measured hits and ρp(x) is the detector response to a particle with parameters p.
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The Fuzzy Radon transform, D˜(p), is the inversion of this integral, where one takes a
known hit density and response function to find D(p)
D˜(p) =
∫
ρ(x)ρp(x)dx. (3.6)
Local maxima of D˜(p) then give the parameters p that describe the tracks that created
the observed hit density.
It is not possible to carry out the integral in Equ. 3.6 analytically, so the above
algorithm is simplified to become solvable.
To begin with, the transform is applied to each view of the ECal separately, so the set
of hit parameters x contains only the 2D hit positions. Secondly, the detector response
is modelled as a delta function for each bar that a particle with parameters p would
travel through. Finally, the potential tracks are assumed to be straight lines, so can be
described by a distance, d and an angle, θ. These changes mean that, for each point in
the d− θ space of possible tracks, the value of D˜(d, θ) is given by counting the number
of hits that that line intersects. When applied to a reconstructed ECal cluster, the
distance d is defined as the minimum separation of the potential Radon line from the
charge-weighted centre of the cluster and θ is defined as the angle made by the Radon
line to the local X axis.
Figure 3.5.: The output from applying the described Radon transform to particle gun MC.
Each cell corresponds to a single Radon line, with the cell height indicating the
number of hits that line crossed
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Fig. 3.5 shows a histogram of D˜(d, θ) across the d− θ space, with steps of 12 mm in
d and 4° in θ. This output came from applying the transform to particle gun MC where
a muon and proton had been fired from the same point within a barrel ECal module but
with an angular separation of 60°. The two particle tracks can be clearly distinguished
from one another, one travelling at 90° to the local X axis and the other at 150°. Fig. 3.6
shows the same plot but with the transform applied to a simulated neutrino interaction
rather than the idealised particle gun. In this situation it was required that at least two
charged particles were created in the interaction and that both deposited hits within the
same ECal cluster. The particle tracks are now much less clearly defined, so whilst it is
simple to find the global maximum it is much more difficult to find the second or third
maxima.
Figure 3.6.: The output from applying the described Radon transform to neutrino beam MC.
The result shown here came from an ECal cluster formed by a DIS event creating
two pions and a proton that deposited energy within the ECal.
To allow multiple tracks to be identified, the Radon transform is applied more than
once to the same 2D cluster. For each iteration, when the best Radon line has been found,
the hits that are intersected by that line are removed from the algorithm. The transform
is then applied to the remaining hits, and this time the global maximum corresponds to
the secondary maximum seen in the output of the first iteration. This process is repeated
up to three times, and a track identified if the Radon line passes through at least three
hits. This is a similar method to that used at Super-Kamiokande to count the number of
Cherenkov rings from a neutrino interaction [36].
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Radon transforms can be computationally expensive, since the entire d-θ space must
be covered each time the transform is applied. To mitigate the effect of performing the
transform three times, a fast scan of the parameter space is performed first, using steps
of 25 mm in d and 9° in θ. A second, fine grained, scan is then applied to the d − θ
cell that contained the maximum from the fast scan, using steps of 5 mm and 1°. A
comparison was made between this method and performing a fine grained scan over the
entire space, and the Radon lines found agreed between the two methods in all cases.
The histograms in Fig. 3.7 show the output of the Radon algorithm applied three
times to a single 2D cluster, which is shown in the event display in Fig. 3.8. The three
particle tracks that form this cluster can be clearly seen, and have been correctly found
by the multi-pass Radon transform.
(a) The first application of the Radon algorithm (b) The second application of the Radon algorithm
(c) The third application of the Radon algorithm
Figure 3.7.: The results from sequentially applying the Radon transform algorithm three
times to a single ECal cluster, removing any tracks that are found at each stage.
To categorise the performance of the algorithm it was necessary to perform a hand
scan of each event, since in many cases the truth information was insufficient to determine
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Figure 3.8.: An event display showing the distribution of hits that created the Radon transform
output in Fig. 3.7. The hits are represented as rectangular cells whose colour
indicates the measured charge. The MC trajectories of the three charged particles
that created these hits are also shown, with two the red lines corresponding to
two charged pions and the blue line to a proton. The final dashed green line
shows the trajectory of the initial neutrino that created this cluster.
Number of tracks found
1 Track 2 Tracks 3 Tracks
Number found 34 46 30
Number correctly found 32 31 26
Number missed 1 4 3
Purity 94% 67% 87%
Efficiency 97% 89% 90%
Table 3.1.: The performance of the multi-pass Radon algorithm for finding tracks in 2D
clusters in the barrel ECals.
whether a true particle track had been found. Table 3.1 shows the results from hand-
scanning 127 2D clusters.
At this stage there is no category for clusters formed from more than three tracks or
from showers, so they have been added to the ‘3 Tracks’ sample. Also, the ECals are
dominated by single, through-going tracks, so after sufficient single track clusters had
been found only clusters with two or more tracks were hand scanned. The biggest source
of mis-classification arises from the degree of curvature of single tracks. If a minimally
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ionising particle travels a significant distance within the ECal then the approximation
used in the algorithm, that the particles are travelling in straight lines, is no longer valid.
This causes the algorithm to incorrectly fit the curved track with two straight lines.
As mentioned above, there were numerous cases where it was not possible to associate
a clear track in the detector to the truth particle that created it. Bearing this in mind,
to get an idea of the resolution of the reconstructed direction of the Radon tracks,
the difference in angle between the primary Radon track and the truth trajectory that
contributed most hits to the ECal cluster is shown in Fig. 3.9
Figure 3.9.: The difference between the angle that the primary truth particle made to the
local X axis and the angle found by the Radon transform. The red line shows a
Gaussian fit to the central peak, to give an indication of the direction resolution
of the algorithm.
A Gaussian fit was performed to the central peak of the distribution in Fig. 3.9, the
width of which is used as a measure of the algorithm’s direction resolution, which is found
to be 5.8°. Each ECal scintillator bar is 40 mm wide and each module is approximately
400 mm deep. Using these numbers, for particles travelling perpendicularly to the ECal
front face the maximum achievable direction resolution is 5.7°, showing that the achieved
resolution is quite acceptable.
Once the transform has been applied to both views, the 2D Radon tracks it creates are
then combined to form 3D tracks, with the primary Radon track in one view matched to
the primary track in another view, the second to the second and so on. The performance
of this matching is shown in Table 3.2, when the algorithm was applied to 1306 3D
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Number of 3D tracks found
1 Track 2 Tracks 3 Tracks
Number matched 1306 114 40
Number correctly matched 1041 19 1
Percent correct 80% 17% 3%
Table 3.2.: The 3D matching performance of the multi-pass Radon transform.
Total number of tracks found from both views
2 Tracks 3 Tracks 4 Tracks 5 Tracks 6 Tracks
Number matched 1013 156 57 34 46
Number correctly matched 861 119 30 13 18
Percent correct 85% 76% 53% 38% 39%
Table 3.3.: The 3D matching performance of the multi-pass Radon transform for the first
track. The 3D clusters have been split according to the total number of 2D tracks
they contain.
ECal clusters. The table shows the total number of clusters that were found with a
given number reconstructed 3D tracks, and also shows the number of clusters where
each 2D track was correctly matched to its partner in the opposite view. The matching
performance looking at the first track alone is shown in Table 3.3, split according to the
total number of 2D Radon tracks in the 3D cluster. The number matched category here
shows the total number of clusters containing the specified number of 2D tracks, whilst
the correctly matched category is the number of clusters where the primary 2D Radon
track was correctly matched to its partner in the opposite view. These results show that
the primary Radon track is correctly reconstructed in the majority of cases provided
there are less than 5 2D Radon tracks within the cluster. Table 3.2 and Table 3.3 show
that the second and third Radon tracks are only very rarely correctly matched to their
partner, indicating that matching Radon tracks based upon their number of hits alone is
not sufficient. This matching could be significantly improved in future versions of this
algorithm by looking at the charge of the 2D Radon tracks, since the spatial distribution
of the charge in 2D tracks created by the same particle should be very similar in each
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ECal view. This could be used in the construction of a matching likelihood in a similar
manner to that described earlier in Sec. 3.2, along with information on the relative
position and number of hits in each track.
Having considered the 2D and 3D performance of the algorithm, it was decided that
the 2D Radon transform algorithm results would be used in this analysis. There is a
lot of scope for further developments of the algorithm, by fitting curved rather than
straight tracks, developing a robust classification for showers or by improving the 3D
matching of the 2D Radon results. The algorithm described above provides information
that can be used to classify ECal clusters as ‘vertex-like’, rather than either ‘shower-like’
or ‘track-like’, and further development will improve this.
Chapter 4.
Selecting neutrino interactions in the
ND280 ECals
This analysis presents a measurement of the CC inclusive cross-section for νµ interactions
with lead nuclei in the ND280 ECals. Making this measurement requires a sample
of neutrino events whose vertex is within an ECal. The ECals are constructed from
alternating layers of uninstrumented lead sheet and layers of scintillator bars, as described
in Chap. 2. Neutrino interactions that occur in the lead sheets are indistinguishable
from those that occur in the scintillator bars, so the event selection presented here
does not attempt to differentiate between them. The signal is therefore defined as a
νµ induced charged current interaction that occurs within a lead or scintillator layer
of one of the ND280 ECals. There are two main types of background that must be
identified by the selection. The most obvious background is made up of minimally
ionising particles that pass straight through an ECal, leaving a clear track, labelled as
‘through-going’ backgrounds. The second background is created by charged particles
entering and then stopping within an ECal module. These stopping backgrounds mimic
the charge deposition expected from signal interactions and are labelled as ‘signal-like’
backgrounds. Some of these signal-like events form an irreducible background in this
analysis, and are included in the cross-section extraction fit described in Chap. 5.
The ECals can be divided into two categories by their orientation to the neutrino beam.
The DsECal lies perpendicularly to the beam, so particles from neutrino interactions will
primarily be travelling at right angles to the DsECal face. The barrel ECals all lie parallel
to the neutrino beam, so neutrino induced particles generally will be passing along the
plane of the barrel ECal layers. These geometric differences motivate the development
of two separate selections. Both selections use a number of pre-selection cuts to select
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reconstructed events of good quality, remove through-going backgrounds and to remove
regions where the data is not well modelled by the MC. Separate multi-variate boosted
decision trees are then used to select the signal interactions.
A detailed description of these two selections is presented and their performance
evaluated in the following sections. It should be noted that both selections were initially
optimised on Monte Carlo and then applied unchanged to the data sample in order to
remain unbiased.
4.1. Data sample
The T2K data taking is divided into a number of different periods, known as physics runs,
each corresponding to roughly one year of operation. Between each run improvements
are made to the J-PARC proton beam, usually resulting in an increased beam power for
each subsequent run. The data used in this analysis were collected between November
2010 and June 2012 from two physics runs—Run II, from November 2010 until March
2011, and Run III from March 2012 until June 2012. The number of protons per pulse
and the integrated number of POT are shown in Fig. 4.1 for both Run II and III. Before
November 2010, in Run I, only the DsECal was installed and functioning at the ND280.
This analysis is not statistics limited, unlike the oscillation analyses, so including the
data from Run I would not reduce any statistical uncertainty on the final result and
would require extra systematics to be evaluated. For this reason it is not included in the
analysis.
4.1.1. Data quality requirements
There are a number of requirements that each beam spill must pass in order to be
classified as good quality. Firstly, the neutrino beamline monitor data are checked to
ensure that each component of the beamline is operating within its nominal parameters
and that the proton beam properties are as expected. These checks are described in
detail in [50] but in short require that
1. Each hardware component is working correctly
2. All horns currents are within 5 kA of the mean current
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Figure 4.1.: The number of protons per pulse and the integrated number of POT over time,
showing physics runs II and III, as measured by the fifth current transformer
(CT5) beam monitor.
3. The beam angle is within 1 mrad of the mean value
4. The total muon yield measured by the muon monitor is within 5% of the mean
value
This information is summarised by a boolean flag that highlights every spill where
these requirements are not met.
At the ND280 detector a dedicated data quality group examines the sub-detector
outputs on a spill by spill basis, providing another boolean flag to indicate when each
sub-detector is collecting good quality data. This selection only considers reconstructed
objects from the ECal sub-detectors, so only requires that the ECal data is of good
quality, rather than the entire ND280 detector.
The ECal data quality requirements are described in Ref. [51], with the main require-
ment being that the ECal electronics are working as expected. Checks are performed
every 3 hours, due to the time needed to process the raw data. As explained in Chap. 2,
the MPPCs produce a discrete amount of charge for each pixel that fires, so by plotting
the recorded charge from a single channel, multiple peaks are seen that correspond to
the number of pixels that have fired. The pedestal value of a channel is defined as the
amount of charge recorded by the MPPC when no pixel has fired, and the gain defined as
the difference in charge between the central values of neighbouring peaks. The measured
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gain and pedestal values are used to calibrate the data taken over each three hour period,
but are also checked by eye to identify significant deviations in the gain of each MPPC or
in the pedestal charge. If these requirements are not satisfied that beam spill is rejected.
Looking at beam triggers alone, the data quality group check the hit time relative
to the beam trigger time. Taking into account offsets from the readout electronics, the
beam trigger timing can be mapped onto the electronics readout cycle and compared
to the data. By doing this it can be seen in Fig. 4.2 that all ECal hits occur near the
expected beam timing window and do not coincide with the electronics reset periods, so
the complete charge is recorded for each hit.
Figure 4.2.: The ECal hit time relative to the beam trigger time, showing the expected beam
window and the electronics reset periods. The vast majority of hits occur during
the expected beam windows. The reset periods are 100 ns long and the electronics
integration period between two reset periods is 480 nm long [51].
The total data used in this analysis corresponds to 2.665× 1020 protons on target
(POT), of which 2.588× 1020 POT pass these basic quality cuts.
4.1.2. Monte Carlo sample
The NEUT neutrino interaction generator was used to produce 5.330× 1020 POT of
neutrino beam MC that was used in this analysis. Of this, 2.170× 1020 POT was
generated using a simulated proton beam power of 120 kW to match the average power
achieved in physics Run II, whilst the remainder was simulated with a proton beam
power of 178 kW corresponding to the Run III average proton beam power. At these
powers we expect an average of 7.99 neutrino interactions in the ND280 detector per
spill during Run II and 9.46 per spill during Run III. This corresponds to roughly one
Selecting neutrino interactions in the ND280 ECals 74
interaction per bunch across the entire ND280 detector in both runs, so the chance of
event pile-up affecting the selected events is negligible.
Combined with this is 1.795× 1020 POT of neutrino beam MC with neutrino interac-
tions generated in the ND280 detector pit and in the surrounding substrate rather than in
the ND280 detector itself. This sample is referred to as sand MC in the remainder of this
thesis. In an ideal situation an equal amount of sand and beam MC would be used, but
unfortunately this quantity of sand MC was not available at the time of writing. Even
so, the sand MC used produced 228,000 clusters in the ND280 ECals and fully covers
the expected kinematic space of particles from these sand interactions. It is therefore
appropriate to use this smaller sample and scale the results to match that expected from
the total integrated data POT being analysed.
4.2. A Monte Carlo study to select neutrino interactions
in the ECals
4.2.1. Pre-selection of events
The barrel and downstream ECal pre-selections were designed to remove any ECal cluster
that was easily distinguishable from the signal described above while at the same time
retaining the vast majority of that signal.
As mentioned in Chap. 3, whilst at least six hits are needed to form a fully recon-
structed object, many clusters with fewer hits are created by the low energy photon
reconstruction algorithm. To remove these, a cut is made on both the barrel ECal
and DsECal samples requiring at least six hits in the final reconstructed object. The
number of hits in each cluster is shown in Fig. 4.3 for both the DsECal and barrel ECals,
with events separated into signal, through-going background and signal-like background
categories. The histograms in Fig. 4.3 are area-normalised, with the two background
categories having a combined area equal to that of the signal category, to allow the shape
of each category to be clearly seen.
In addition to this, in the DsECal selection a cut is made requiring that there are
no hits in the first layer of the DsECal, layer 0. This acts to veto any particle entering
from a sub-detector further upstream and Fig. 4.4 shows the distribution of signal and
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(a) Number of hits in each cluster in the DsECal (b) Number of hits in each cluster in the Barrel
ECals
Figure 4.3.: The number of hits in each cluster for (a) the DsECal and (b) the barrel ECal,
split into three categories: signal (in blue), through-going background (in black)
and signal-like background (in red).
background events relative to this cut. A similar cut is not applied to the barrel ECal
samples due to the differences in orientation described at the start of this chapter.
Figure 4.4.: The most upstream layer hit in the DsECal split into three categories: signal (in
blue), through-going background (in black) and signal-like background (in red).
These pre-selections produce samples of fully reconstructed events, with the majority
of the through-going background cut from the DsECal sample. A multivariate classifier
is then used to distinguish signal from background in these samples.
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4.3. Boosted decision tree multivariate analyses
When trying to divide events into signal and background categories, better separation
is generally achieved by using a discriminant formed from some combination of other
discriminating variables. Methods to create these discriminants are known as multivariate
analysis (MVA) techniques, and they achieve better separation by taking into account
the correlations between different variables, in contrast to cut based selections. MVAs
are often used to select rare events, such as the decay of a Higgs boson, but are also
useful when the individual discriminating variables show little separation between the
signal and background events, as is the case here. Performing a cuts based analysis would
both limit the achievable efficiency and purity of the selection and potentially produce
samples biased toward certain neutrino energies or lepton kinematic regions.
In the past artificial neural networks (ANNs) have been used for this purpose but
recently boosted decision trees (BDTs) have become more prevalent. An ANN is a pattern
recognition algorithm that uses a network of nodes, arranged in layers, to separate signal
from background. An input layer is associated to the input variables and an output layer
provides the final discriminant, with a number of hidden layers in between. ANNs provide
good separation but must be carefully tuned and trained to ensure they do not suffer
from over-training. BDTs are capable of providing as good, if not better, separation
than ANNs and are both simpler to use and very robust [52]. In this analysis the TMVA
package [47] was used to both train and apply MVA methods, and the performance of the
BDT method was compared to that of the ANN. This comparison is shown in Fig. 4.5,
where it can be seen that the ANN and BDT give almost identical separation across
the range of signal efficiencies. Since the BDT is easier to train and more robust, it was
chosen for this selection.
4.3.1. Creating a boosted decision tree
A decision tree is a simple MVA that uses a series of simple cuts to classify events as signal
or background, and by itself is a weak discriminator. A boosted decision tree is created
by applying a boosting algorithm to a large number of decision trees. This combines
and weights the response of the decision trees, transforming many weak classifiers into a
single powerful discriminator.
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Figure 4.5.: The ROC curve for a number of different TMVA methods, showing the amount
of background rejection achievable at a given signal efficiency.
Growing a decision tree
To create a single decision tree one must first have a set of signal and background events
with a number of variables that can be used to discriminate one from the other. This is
the training sample. Then, for each variable, scan over all the possible values it can take,
calculating the signal and background purity for all events to the left or right of that value.
This splitting creates two ‘branches’, one signal-like the other background-like. The
splitting value is chosen to give the maximum separation between signal and background,
determined using the Gini index, G. This is defined as
G =
(
n∑
i=1
Wi
)
P (1− P ), (4.1)
where Wi is the weight of event i and P is the purity of signal events in the current
branch. Initially all the events have a weight of 1. To achieve the best split, the sum
of the Gini index of each branch must be minimised. In practice this is equivalent to
maximising the quantity C, given by
C = GParent − (GLeft Branch +GRight Branch), (4.2)
where GParent is the Gini coefficient of the parent events, GLeft Branch is the Gini coefficient
of the events that fall to the left of the splitting value and GRight Branch the Gini coefficient
of those to the right.
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The variable and splitting value that give the best separation are chosen and form
the first ‘node’ of the decision tree. Applying this cut then produces two branches, one
enriched with signal events the other with background. For each branch the process
described above is repeated, choosing the best variable to separate the events in that
branch into new signal and background branches. This process is repeated until either
the final branch, known as a ‘leaf’, contains too few events, the leaf contains purely signal
or background events, or the requisite number of branches have been created. Each leaf
is then categorised as signal-like or background-like according to the signal purity of the
events it contains. Any background event on a signal leaf, or vice versa, is misclassified.
An example decision tree is shown in Fig. 4.6
Figure 4.6.: A single decision tree taken from an example BDT. The signal-like and
background-like leaves are highlighted, with the signal significance of each leaf
shown, and the cuts used to create each branch appearing in the parent node.
Creating a decision tree is a simple process that is very similar to using conventional
cuts, except that no event is completely removed in the above algorithm, so no information
is lost. Unfortunately decision trees by themselves are not stable, and small fluctuations
in the training sample can create big differences in the decision tree. This problem is
removed by boosting.
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Boosting a decision tree
There are a number of different boosting algorithms currently available, but the one used
in this analysis is the AdaBoost algorithm [53]. This operates by increasing the weight of
all misclassified events. The error, Em, of a tree, m, is defined as
Em =
nMis-classified∑
i=1
Wi
nTotal∑
i=1
Wi
, (4.3)
the sum of the event weights, Wi, for all the misclassified events divided by the sum of
all the event weights. The score of the tree, αm, can then be calculated as:
αm = β ln
1− Em
Em
, (4.4)
where β is a constant defined by the user. The weight for each misidentified event is then
increased so that
W newi = Wie
αm , (4.5)
and the weights for all events renormalised to give the same total. These new weights are
then use to grow a second tree, which should now correctly classify some of the events
misclassified by the old tree assuming one of the input variables provides some separating
power for these events. This process is repeated a number of times to produce a forest of
boosted decision trees. Each event is passed through every tree in the forest, and the
final BDT classifier output, T (xi), is given by
T (xi) =
1
Ntree
Ntree∑
m=1
αmTm(xi), (4.6)
where xi is the i th event and Tm(xi) is equal to 1 if the event ends up in a signal leaf or
−1 if it ends up on a background leaf.
Boosting the decision trees and then using the weighted sum of the tree responses to
classify events not only increases the separating power of the classifier but also increases
its robustness. Another useful feature, compared to ANNs, is the way extra input
variables are handled. In a BDT, variables are selected by their ability to separate the
weighted events and then a simple cut is applied. An additional variable is only selected
when it provides some separation between the events, and is otherwise ignored. This is
not the case for the ANN, where the additional variable will be added to the input layer
and can affect the output even if it provides no separating power.
4.3.2. The boosted decision tree in this analysis
The BDT used in this analysis was grown with 800 trees, a maximum of 8 final leaves per
tree and with β = 0.3. The BDT was trained using a sample of 1.06× 1020 POT of beam
MC, with neutrino interactions simulated throughout the magnet and tracking regions
of the ND280, and with an equal amount of sand MC. These MC files were generated
using the NEUT generator described in Chap. 3, and split into signal and background
samples. These samples were randomly split in two when growing the BDT, with half of
each being used to train the BDT and the other half used to test the final tree.
Input parameters
Input variables were identified by comparing the distribution of signal and background
events within that variable. This highlighted variables that provided some discriminating
power between signal and background, an example of which is shown in Fig. 4.7. The
list of variables used in the DsECal and barrel ECal BDTs is in Table 4.3.2 whilst plots
showing the signal separation of these variables can be found in Appendix A. More details
on the individual variables can be found in Ref. [54,55].
(a) DsECal (b) Barrel ECals
Figure 4.7.: The number of different layers containing a hit for each cluster in (a) the DsECal
and (b) the barrel ECal, split into three categories: signal (in blue), through-
going background (in black) and signal-like background (in red). The histograms
have been area normalised so that the through-going background and signal-like
background combined have the same area as the signal histogram.
Table 4.1.: The input variables for the DsECal and barrel ECal BDTs.
Variable Description
Charge Mean The mean charge of all hits in the cluster
Charge Skew The charge skew of hits in the cluster
Charge RMS The RMS of the charge of hits in the cluster
Charge Sum The summed charge of all hits in the cluster
Number of layers hit The number of ECal layers containing a hit from the cluster
Most upstream layer hit The layer closest to the centre of the ND280 that contains a hit from the cluster
Most downstream layer hit The layer furthest from the centre of the ND280 that contains a hit from the cluster
Pointing Direction The charge weighted alignment of hits along the cluster’s principle axis
Maximum perpendicular bar hit Bar closest to the outermost edge of the ECal module that contains a hit from the cluster, for bars
perpendicular to the neutrino beam
Maximum parallel bar hit Bar closest to the outermost edge of the ECal module that contains a hit from the cluster, for bars parallel
to the neutrino beam
Minimum bar hit Bar closest to the innermost edge of the ECal module that contains a hit from the cluster
PID Angle The angle between the cluster’s direction and the axis normal to the ECal module’s face, constructed to
be less than 90◦
Continued on Next Page. . .
Variable Description
PID ShowerAngle The opening angle of the shower, defined as the arctan of the ratio of the shower’s width to its length, as
calculated by principle component analysis (PCA)
Thrust axis The thrust axis of the cluster, defined in Ref. [56]
Thrust The charge weighted alignment of the cluster hits with the cluster’s thrust axis
Maximum hits per layer The maximum number of hits in a single layer, minus one
PID Circularity The circularity of the cluster, with a perfectly spherical cluster having a circularity of zero and a straight
line having a circularity of one
Truncated Max Ratio The highest and lowest charge hits are removed from the cluster, then the total charge per layer calculated.
The ratio of the minimum layer charge to the maximum gives the truncated max ratio
Front Back Ratio The ratio of the total charge in the outermost quarter of the cluster to the innermost quarter, where the
cluster has been divided into four equal lengths along the principle PCA axis
2D Radon track angle The 2D Radon track angle defined in Chap.3, with a separate variable for each of the six possible Radon
tracks
2D Radon track distance The 2D Radon track distance defined in Chap.3, with a separate variable for each of the six possible Radon
tracks
Radon hits used The percentage of the available hits that are added to each 2D Radon track
Number of hits in each view The number of hits in each 2D view of the cluster
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BDT performance
The BDT performance is monitored using the tools provided by the TMVA package.
In Fig. 4.8 the DsECal BDT classifier is shown for both signal events, in blue, and
background events, in red. The points show the BDT response from the training sample
whilst the filled histograms show the response from the testing event sample. The training
sample output agrees well with the testing sample output, and a good separation is
achieved between signal and background events. This plot is shown for the barrel ECal
BDT in Fig. 4.9, which also shows good agreement and separation.
Figure 4.8.: DsECal BDT classifier response for both the training sample (points) and testing
sample (histogram). Signal events are shown in blue and background events are
in red.
The ROOT TMVA package provides tools to optimise the cut value applied to the
classifier. By scaling the background and signal to match the numbers expected in the
MC after the pre-selection cuts, a cut value of −0.05 maximises the significance of the
DsECal selection, shown in Fig. 4.10. The significance is defined here as the number of
selected signal events divided by the square root of the total number of events selected.
An equivalent plot for the barrel ECal is shown in Fig. 4.11, where the optimum cut
value is −0.08.
These two selections were applied to an independent sample of 4.3× 1019 POT of
beam and sand MC, the results of which are shown in Table 4.2 for the DsECal and
Table 4.3 for the barrel ECal.
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Figure 4.9.: Barrel ECal BDT classifier response for both the training sample (points) and
testing sample (histogram). Signal events are shown in blue and background
events are in red.
Figure 4.10.: DsECal ECal classifier cut tuning, where the ratio of signal to background
events has been altered to match that expected after the pre-selection cuts
4.3.3. Data-MC comparisons
The pre-selection cuts and optimised BDT cuts described above were decided upon based
on MC alone. The pre-selection was minimal, selecting well reconstructed ECal clusters
and cutting out obvious entering backgrounds from the DsECal, whilst the BDTs used
every variable that provided some separation between signal and background events.
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Figure 4.11.: Barrel ECal classifier cut tuning, where the ratio of signal to background events
has been altered to match that expected after the pre-selection cuts
Cut No. Signal No. Background Purity (%) Efficiency (%)
Initial MC 13716 57817 19.2 100.0
No. of hits ≥ 6 13130 54886 19.3 95.7
Most upstream layer hit > 0 11568 14674 44.1 84.3
BDT response > −0.05 10239 3669 73.6 74.7
Table 4.2.: The results of applying the DsECal event selection to MC, broken down at each
cut point.
This produced two ideal selections that show what can be achieved with the current
ECal reconstruction.
Cut No. Signal No. Background Purity (%) Efficiency (%)
Initial MC 135041 318332 29.8 100.0
No. of hits ≥ 6 129469 295600 30.5 95.9
BDT response > −0.08 91597 49374 65.0 67.8
Table 4.3.: The results of applying the barrel ECal event selection to MC, broken down at
each cut point.
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A comparison was made between the BDT input variable distributions in beam
MC and beam data, to show that the MC used to train the BDTs was describing
the observed data well. The comparison used 1.3× 1020 POT of sand and beam MC
and 1.40× 1020 POT of Run III beam data, with the resulting variable distributions
normalised to have unit area before being compared.
Fig. 4.12 shows the average Z position (the mean position of the cluster along the
beam axis) of all reconstructed clusters in the right barrel ECal, for both MC, Run
II (3.0× 1019 POT) and Run III data. There is a clear difference in the shape of the
distributions, with a sharp spike in Run III data at 1400 mm that is not in either of
the other two samples. The collaboration is still investigating this discrepancy, but it
appears to be due to two dead front end electronics boards. The boards were damaged
between Run II and Run III, but the detector simulation was not updated to reflect
this. These two boards control up to 128 readout channels and losing these channels will
alter the properties of reconstructed clusters in the right ECal for Run III data. As a
consequence, the right ECal was removed from this analysis.
Figure 4.12.: Average Z position of all reconstructed clusters in the right barrel ECal. His-
tograms with unit area are shown for MC (red), Run II data (blue points) and
Run III data (green points)
When applying the minimal pre-selection cuts a number of differences were observed
between the shape of the BDT input variable distributions in data and MC. An example
of these differences is shown in Fig. 4.13, where the truncated maximum ratio of each
cluster that passes the pre-selection cuts is shown for both data and MC. These differences
can be seen in both the barrel and downstream ECal samples and appear to be caused
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by an excess of track-like clusters in the ECal modules. This is shown by Fig. 4.14, which
plots the circularity of each ECal cluster for both data and MC separately for the barrel
and downstream ECals. Both Fig. 4.14a and Fig. 4.14b show an excess of data events
with a high circularity, corresponding to track-like clusters.
(a) DsECal (b) Barrel ECals
Figure 4.13.: The truncated maximum ratio of clusters that pass the minimal pre-selection
cuts in (a) the DsECal and (b) the barrel ECal. The filled red histogram shows
MC whilst the blue points show Run III data, both normalised to have unit
area.
(a) DsECal (b) Barrel ECals
Figure 4.14.: The PID Circularity of clusters that pass the minimal pre-selection cuts in (a)
the DsECal and (b) the barrel ECal. The filled red histogram shows MC whilst
the blue points show Run III data, both normalised to have unit area.
Along with shape-only comparisons of the data and MC a POT normalised comparison
was performed to check for gross differences in event rates. Two illustrative plots are
shown in Fig. 4.15, showing the data-MC comparisons of the number of hits in each
reconstructed cluster after applying the minimal pre-selection cuts. Fig. 4.15a shows
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the distributions in the bottom left ECal module, the closest to the beam centre, whilst
Fig. 4.15b shows the same distributions in the top right ECal module, the module furthest
from the beam centre. There is a clear difference between the two, with an excess of data
in the bottom left ECal compared to an excess of MC in the top right ECal.
(a) Bottom left ECal (b) Top right ECal
Figure 4.15.: The number of hits contained in clusters that pass the minimal pre-selection
cuts in (a) the bottom left barrel ECal and (b) the top right barrel ECal. The
filled red histogram shows MC whilst the blue points show Run III data, both
normalised to show the number of expected events per POT.
From these data-MC comparisons it can be seen that there are beam-induced, track-
like clusters present in the data that are not being modelled by the MC. These are most
likely being created by muons from neutrino interactions outside the central tracking
region of the ND280 detector. This region may not be correctly modelled in the ND280
detector simulation, the sand MC may not be correct or there could be a mis-modelling
of the neutrino beam shape by the neutrino beamline simulation. Investigating this goes
beyond the scope of this thesis, but it must be understood for future analyses.
4.4. Final event selection
The observed shape differences between the data and MC must be minimised in order to
have confidence in the output of any multi-variate classifier. To do this, more stringent
pre-selection cuts, which are listed in Table 4.4, were used to remove major areas of
difference. These cuts both reduce the target volume of the ECal modules, by requiring
no hits in any of the bars at the edges of the module, and cut out very straight tracks.
The new cuts also require at least three hits in each ECal view, to remove low energy
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DsECal Barrel ECals
Number of hits in each view > 2 > 2
χ2MIP > 100 > 100
Maximum perpendicular bar hit < 49 < 94
Maximum parallel bar hit < 57 or < 37
Minimum bar hit > 0 > 0
Thrust < 0.99825 < 0.99825
Most upstream layer hit > 0
Table 4.4.: The stricter pre-selection cuts for the DsECal and barrel ECal event selections.
The exact value used for the maximum parallel bar cut depends upon the barrel
ECal module containing the cluster, but it is the outermost bar in each case.
photon clusters more effectively. To cut out the straightest tracks, cuts are made against
the thrust and χ2MIP variable, shown in Fig. 4.16 for the DsECal. The χ
2
MIP is calculated
as
χ2MIP =
NLayers∑
i=1
(Qi −QMIP)2
σ2
QMIP
, (4.7)
where NLayers is the number of layers in the ECal module, Qi is the summed charge
in layer i from the cluster, QMIP is the mean charge deposited in a single layer by a
minimally ionising particle and σQMIP is the error on that quantity, both calculated from
particle gun MC.
Fig. 4.16 shows the data-MC comparisons for the thrust and χ2MIP variables while
Fig. 4.17 shows the same variables broken down according to whether the events are
signal or background. Removing any event with a thrust above 0.99825 corresponds
to removing the highest three bins in Fig. 4.16a and Fig. 4.17a, which show that this
will remove the worst of the data-MC discrepancy whilst preserving the majority of the
signal. Similarly for the χ2MIP variable in Fig. 4.16b and Fig. 4.17b, events with a χ
2
below 100 are removed.
After applying these stricter pre-selection cuts only those variables whose shape agreed
between data and MC were chosen as inputs for newly trained DsECal and barrel ECal
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(a) Thrust (b) χ2MIP
Figure 4.16.: Histograms showing data-MC comparisons of the calculated (a) thrust and (b)
χ2MIP for clusters in the DsECal. The filled red histogram shows MC whilst the
blue points show Run III data, both normalised to have unit area.
(a) Thrust (b) χ2MIP
Figure 4.17.: Histograms showing signal–background comparisons of the calculated (a) thrust
and (b) χ2MIP for clusters in the DsECal. The dotted blue histogram shows signal
interactions, the black histogram shows through-going backgrounds and the red
histogram shows signal-like backgrounds. The two background histograms have
a combined area equal to the signal histogram.
BDTs. These variables are listed in Table 4.5, with those showing the greatest remaining
data-MC disagreement in the DsECal and barrel ECal selections shown in Fig. 4.18.
4.4.1. Final BDT performance
A new pair of BDTs for the downstream and barrel ECals were trained on the MC sample
described in Sec. 4.3.2, using the stricter pre-selection and input variables described
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DsECal Barrel ECals
Charge Skew Charge Skew
Maximum perpendicular bar hit Maximum perpendicular bar hit
Minimum bar hit Minimum bar hit
Thrust Thrust
PID Circularity PID Circularity
2D Radon track angle 2D Radon track angle
2D Radon track direction 2D Radon track direction
Number of hits in the cluster Number of hits in the cluster
Number of layers hit PID Angle
X position of cluster Object length
Y position of cluster Average Z position of cluster
Table 4.5.: The final set of input variables to the barrel and downstream ECal BDTs.
(a) DsECal (b) Barrel ECals
Figure 4.18.: Histograms showing the DsECal and barrel ECal variables that display the
greatest remaining difference between data and MC. Fig. 4.18a shows the
number of hits in DsECal clusters while Fig. 4.18b shows the PID circularity of
barrel ECal clusters. The filled red histogram are MC whilst the blue points
are Run III data, both normalised to have unit area.
in Sec. 4.4. The final classifier output is shown in Fig. 4.19, showing signal events in
blue and background events in red, with the points indicating the BDT response to the
training sample and the filled histograms the response to the testing sample. Again the
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training sample agrees with the testing sample for both the barrel and downstream BDTs,
but the separation between the signal and background events is much less pronounced
than that seen previously. This is due to both the restricted number of input variables,
giving the BDTs less information to separate the events, and the stricter pre-selection
cuts removing a greater amount of the easily identifiable through-going background.
(a) DsECal BDT (b) Barrel ECal BDT
Figure 4.19.: The BDT response from the training (points) and testing (solid histogram) MC
samples for (a) the DsECal and (b) the barrel ECal BDTs. The samples have
been split into signal, in blue, and background, in red, which have been scaled
to have equal area.
Using the same cut optimisation tool as described previously, the cut that maximises
the significance of the DsECal signal selection was found to be at −0.13, and at −0.17 for
the barrel ECal signal selection. These two selections were applied to the MC described
in Sec. 4.1.2, the results of which are shown in Table 4.6 for the DsECal and Table 4.7
for the barrel ECal.
The selected events are shown in Fig. 4.20 and Fig. 4.21 for the DsECal and barrel
ECals respectively, plotted as a function of the incident neutrino energy. Figs. 4.20a and
4.21a show the location of the neutrino vertex that created the selected ECal cluster,
demonstrating that the majority of selected events occurred in the lead or scintillator
layers of the ECals. These plots also show that one of the main backgrounds in both
selections is caused by particles coming from interactions in the magnet. Figs. 4.20b and
4.21b are broken down according to the identity of the nucleus that was involved in the
neutrino interaction, and both plots confirm the previous findings that the majority of
selected events came from interactions on lead and carbon nuclei.
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Cut No. Signal No. Background Purity (%) Efficiency (%)
Initial sample 197949 1009643 16.4 100.0
No. of hits per view 179006 937811 16.0 92.2
Most upstream layer hit 156123 198428 44.0 80.4
χ2MIP 150068 178524 45.7 77.3
Minimum bar hit 128686 131191 49.5 66.3
Maximum perpendicular bar hit 111349 85044 56.7 57.3
Thrust 109100 82237 57.0 56.2
BDT response > −0.13 107134 72256 59.7 55.1
Table 4.6.: The results of applying the final DsECal event selection to MC, broken down at
each cut point. The pre-selection cut values can be found in Table 4.4.
Cut No. Signal No. Background Purity (%) Efficiency (%)
Initial sample 1558520 4229420 26.9 100.0
No. of hits per view 1425380 3697540 27.8 91.5
χ2MIP 1324690 2721810 32.7 85.0
Minimum bar hit 1145490 2124880 35.0 73.5
Maximum parallel bar hit 999764 1750180 36.4 64.2
Maximum perpendicular bar hit 903426 1481530 37.9 58.0
Thrust 845561 1333270 38.8 54.3
BDT response > −0.17 735206 832443 46.9 47.2
Table 4.7.: The results of applying the final barrel ECal event selection to MC, broken down
at each cut point. The pre-selection cut values can be found in Table 4.4.
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(a) Vertex location
(b) Nuclear species
Figure 4.20.: The selected events in the DsECal, plotted as a function of incident neutrino
energy. The distributions have been broken down by (a) the location of the
neutrino vertex and (b) the species of nucleus that the neutrino interacted with.
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(c) Particle species
(d) Interaction type
Figure 4.20.: The selected events in the DsECal, plotted as a function of incident neutrino
energy. The distributions have been broken down by (c) the particle that
deposited most energy in the selected ECal cluster, and (d) the type of neutrino
interaction that was selected.
In Fig. 4.20c and 4.21c the selected events are broken down by the species of particle
that deposited most energy in the ECal cluster. For both the barrel and downstream
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ECal samples the selected clusters are created predominantly by muons and protons,
which is expected since the T2K neutrino beam is largely composed of muon neutrinos
and the greatest contribution to the interaction cross section at these energies comes
from the CCQE channel. The final two plots, Figs. 4.20d and 4.21d, show the type of
interaction that occurred at the neutrino vertex, indicating that the selected clusters
were mainly created by CC interactions, as desired.
The purity and efficiency of selecting signal events versus the selected neutrino energy
is shown in Figs. 4.22 and 4.24 for the downstream and barrel ECal modules respectively.
The same quantities are shown in Figs. 4.23 and 4.25 as a function of Q2, which is defined
as
Q2 = −q2, q = p` − pν , (4.8)
where p` is the four-momentum of the outgoing lepton and pν the four-momentum of
the incoming neutrino. These figures show that no single part of the neutrino energy
spectrum is being selected with a greater efficiency than any other part, nor any part of
the Q2 spectrum. This is important, since this thesis describes an inclusive analysis over
the entire energy range available and should not be biased towards any particular part of
it.
4.5. Event selection summary
This chapter has described an effective method of selecting neutrino interactions within the
lead and scintillator layers of the ND280 ECals. Use of a boosted decision tree multivariate
technique provided the power to separate signal interactions from background, with an
ideal selection achieving 73.6% purity and 74.7% efficiency in the DsECal. Differences
between the observed data and the ND280 Monte Carlo simulation restricted the number
of variables that could be used by the boosted decision trees, but even so the final DsECal
selection had a purity of 59.7% and an efficiency of 55.1% for selecting charged current
muon neutrino interactions within the ECal lead and scintillator layers.
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(a) Vertex location
(b) Nuclear species
Figure 4.21.: The selected events in the barrel ECals, plotted as a function of incident neutrino
energy. The distributions have been broken down by (a) the location of the
neutrino vertex and (b) the species of nucleus that the neutrino interacted with.
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(c) Particle species
(d) Interaction type
Figure 4.21.: The selected events in the barrel ECals, plotted as a function of incident
neutrino energy. The distributions have been broken down by (c) the particle
that deposited most energy in the selected ECal cluster, and (d) the type of
neutrino interaction that was selected.
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(a) Purity
(b) Efficiency
Figure 4.22.: The purity and efficiency of the DsECal event selection versus neutrino energy.
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(a) Purity
(b) Efficiency
Figure 4.23.: The purity and efficiency of the DsECal event selection versus Q2.
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(a) Purity
(b) Efficiency
Figure 4.24.: The purity and efficiency of the barrel ECal event selection versus neutrino
energy.
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(a) Purity
(b) Efficiency
Figure 4.25.: The purity and efficiency of the barrel ECal event selection versus Q2.
Chapter 5.
Measuring the νµ-Pb charged current
inclusive cross-section
The aim of this analysis is to extract the νµ-Pb charged current inclusive cross-section
from a sample of neutrino interactions in the ND280 ECals. This chapter describes the
method used to do this and presents the results of the analysis.
5.1. Analysis method
The analysis method used here was based upon similar analyses performed by the K2K[57]
and SciBooNe [58] experiments. In both these analyses multiple data samples are fit
simultaneously using MC templates. The content of these templates is varied using
a number of normalisation parameters, and it is these normalisation parameters that
contain the physics the analysers are trying to extract.
The ND280 detector is particularly well suited to performing analyses of this type,
since it is formed from multiple sub-detectors, each of which contains a different target
material, or is more sensitive to a different neutrino interaction mode. These offer a
number of samples that can be used to constrain backgrounds contained in the main
event selection, where the constraint can come either from the sample itself or from
correlations between different samples.
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5.2. Fitting to extract the cross-section
This analysis minimises a χ2 function in order to fit the MC samples to the data. This
χ2 is defined as
χ2 =
No. of samples∑
i, j
∆NTi · V −1ij · ∆Nj, (5.1)
with V being the covariance matrix for both systematic and statistical uncertainties in
each sample and
∆Ni = N
data
i −N expi , (5.2)
N expi = (R
PbnPbi +R
CnCi +R
PbnPb,otheri
+RCnC,otheri +R
OthernOtheri +R
ExternalnExternali ), (5.3)
where the subscript i runs over each sub-detector sample in the fit. Ndatai here is the
number of events observed in sample i in the data and N expi is the number of events
expected in sample i from the MC. In Eqn. 5.3, RX is the normalisation parameter for
population X whilst nXi is the number of events from population X in sample i, taken
directly from the MC.
The fitter is allowed to vary the RX parameters with no prior constraints, minimising
the χ2 by altering the number of expected events in each sample to match the data. The
four RX parameters were chosen to cover the different types of events that are present in
the samples. The RPb parameter alters the normalisation for CC neutrino interactions
on lead nuclei and RC controls the normalisation for CC neutrino interactions on carbon
nuclei. The remaining parameters are used to decouple the background events from the
CC interactions in the ECals. The RExternal parameter scales any selected cluster whose
interaction vertex occurred in either the magnet yoke or the material surrounding the
ND280 detector. Finally, ROther is used to scale any event that does not fall into the
previous categories.
The fit is performed using the ROOT TMinimiser framework and the Minuit2 algo-
rithms within that, due to both its widespread use and ease of implementation.
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5.2.1. Samples used in this analysis
In this analysis the event selections described in Chap. 4 are used to select samples of
CC neutrino interactions on both lead and carbon nuclei in the DsECal and five of the
barrel ECal modules, since the right barrel ECal module is not being used in this analysis.
Unlike in Chap. 4, where CC neutrino interactions on both lead and carbon were classed
as signal, the signal events referred to from now on are CC neutrino interactions on lead
alone, since the aim of this analysis is to measure the νµ-Pb cross-section.
It was shown in Chap. 4 that these samples contain the signal events alongside
backgrounds from interactions on carbon, from interactions in the UA1 magnet, PØD
and Tracker, and from interactions in the material surrounding the ND280 detector
(hereafter referred to as sand muons due to the major constituent of the substrate
surrounding the ND280 pit and the particle type that reaches the detector).
To constrain the interactions on carbon nuclei a selection of CC interactions occurring
in the FGD is included, taken from the T2K flux-averaged inclusive CC cross-section
measurement [59]. Fig. 5.1 shows the FGD event selection when applied to MC and data
versus the momentum of the reconstructed muon. The filled histograms show the signal
and background interactions taken from the NEUT generator whilst the black points
show the selected data events. The selection has a purity of 73.9% for selecting CC νµ
interactions on carbon nuclei, and is described in detail in Ref. [59]
The downstream ECal will be the main signal sample in the fit, which will be used to
extract the cross-section result after the fit. As shown in Chap. 4 the DsECal provides
the highest purity and efficiency for selecting neutrino CC interactions on lead nuclei
whilst still retaining a large number of events, making it the best sample to use for
extracting the cross-section.
As the ND280 is very close to the neutrino production point, the neutrino beam width
is the same order of magnitude as the XY plane of the detector. This means that, on
average, each of the barrel ECal modules is at a different off-axis angle to each of the
others, so will experience different beam intensities and different neutrino energy spectra,
as shown in Fig. 5.2 for the top right and bottom left modules. The different locations
of the ECal modules also mean that the separate event samples will contain different
amounts of beam related backgrounds. By including the barrel ECal modules separately
in the fit these differences allow the neutrino flux and beam related backgrounds in the
DsECal sample to be constrained.
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Figure 5.1.: Selected CC candidate events from interactions in the most upstream FGD. The
NEUT MC prediction has been broken down into signal (labelled NEUT) and
background categories, whilst the total GENIE prediction is shown by the blue
line.
Figure 5.2.: The energy of all muon neutrinos that undergo a CC interaction in the top right
(solid, red line) and bottom left (dashed, blue line) ECal modules, demonstrating
the the differing normalisation and the different position and width of the neutrino
beam peak.
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Signal- and background-enriched samples
As explained above, the barrel ECals were included in this analysis to put a constraint on
backgrounds coming from interactions in the magnet and from sand muons. To further
improve their ability to do this both signal and background-enriched samples were created
for each barrel ECal module. The signal-enriched samples add further constraint on the
lead cross-section normalisation whilst the background-enriched samples provide a better
constraint on the external backgrounds.
The background-enriched samples come from the same data set as the signal-enriched
samples described in Chap. 4, and are made up of all the events that fail the BDT cut
applied to the barrel ECal clusters, shown in Fig. 5.3 for the MC sample. The BDT
distribution has been broken down to show the contribution from each event population in
the χ2 fit, with the ‘External’ category formed from the ‘Sand’ and ‘Magnet’ histograms
from Fig. 5.3 and the ‘Other’ category formed from the ‘NC’ and ‘Other’ histograms.
Figure 5.3.: The BDT output from all clusters in the barrel ECals that pass the final pre-
selection detailed in Sec. 4.4 when applied to the MC described in Chap. 4. The
cut value is shown by the vertical line, and the background- and signal- enhanced
samples indicated.
The ECal samples can also be broken down to show the contribution in each from
the backgrounds they are designed to constrain. Fig. 5.4 shows the ’External’ population
of the top right and left side barrel ECal modules in both the signal-enriched samples.
These distributions have been split according to interaction type and plotted against the
true energy of the neutrino involved. Similar plots for the remaining ECal event samples
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can be found in Appendix B. Fig. 5.4 demonstrates that the ‘External’ component of
the two barrel ECal samples both cover a similar range of neutrino energies and types
of neutrino interaction, so are both sensitive to, and therefore able to constrain, the
‘External’ normalisation parameter. It is important to check this, since it is the small
differences between the sub-detector samples that will provide the constraint on the
‘External’ normalisation. If, for example, one module was only selecting low energy
CCQE interactions from the magnet, then it would be providing an incorrect constraint
on the ‘External’ background in the other samples, which also contain sand muons and
higher energy DIS interactions.
(a) Top right ECal (b) Left side ECal
Figure 5.4.: Selected events from the ‘External’ population of (a) the top right ECal and (b)
the left side ECal signal-enriched samples, broken down by interaction type.
Including the background and signal enhanced event selections from each of the barrel
ECal modules with the signal selection from the DsECal and the FGD events provides a
total of 12 event samples which can be used to extract the νµ-Pb cross-section.
BDT output data-MC comparisons
Before fitting the data, a comparison of the data and MC BDT output was performed
for both the barrel and downstream ECals. Fig. 5.5 shows the results of this comparison,
with the MC normalised to the data POT and split into the fit populations described
above. For both distributions there is a clear excess of data events in the background-like
region and an excess of MC events in the signal-like region, a fact that should be borne
out in the fit results.
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(a) Barrel ECals
(b) DsECal
Figure 5.5.: The BDT classifier output comparing data to MC, normalised to the data POT,
for both the combined barrel and downstream ECals. The MC has been split
according to the populations in the χ2 fit, with the ‘Sand’ and ‘Magnet’ categories
making up the ‘External’ population.
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5.2.2. Systematics
As in any analysis, the result described here depends upon a good understanding of the
different systematic error sources that can affect it. In this experiment there are three
categories under which the systematic errors can be grouped:
1. Flux systematics—any systematic coming from uncertainties on the neutrino flux
2. Cross-section systematics—any systematic from the current uncertainty on the
neutrino interaction cross-sections
3. Detector systematics—any systematic due to the detector hardware or software
Eqn. 5.3 shows that every selected event is scaled by one normalisation term. This
means that during the χ2 fit the overall MC normalisation is free to float and it is only
the shape difference between the data and MC that will constrain the fitted parameters.
Therefore the covariance matrix in Eqn. 5.1 must only take into account the shape
differences introduced to the samples by the different systematic source.
In each case the systematic errors in question are presented as fractional covariance
matrices between each of the different sub-detector samples, with the background-enriched
samples labelled as ‘Reverse’. They are then simply added together to form the total
systematic error covariance matrix. These covariance matrices have all been calculated
using a 4.9× 1019 POT sample of beam and sand MC, which provides approximately
150,000 selected events.
Flux systematics
For any neutrino beam experiment, a good understanding of the neutrino flux is vital.
On the T2K experiment a dedicated group of people are working on this, using a range
of data: from the NA61/SHINE experiment at CERN, from previous experiments, from
the proton beam monitors around the neutrino beam production station and from the
INGRID detector.
The NA61/SHINE collaboration provided T2K with their measured meson angular
and momentum distributions and also with their final error on those distributions. The
beam working group then evaluate the effects of these uncertainties on the neutrino
flux seen by the different T2K detectors. This systematic effect is combined with those
calculated from the measured uncertainties of the proton beam, the magnetic focussing
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horns and from differences in the production of secondary nucleons between the beam
MC and previous experiments. The final output is a fractional covariance matrix, shown
in Fig. 5.6, for neutrinos at the ND280 detector, binned by neutrino flavour and energy.
More detail on the systematic uncertainties can be found in Ref. [50].
Figure 5.6.: Fractional covariance matrix showing the uncertainties on the neutrino flux. The
matrix is divided into 4 groups of 20 bins, where each set of 20 bins spans the
neutrino energy range and there is one set of 20 bins per neutrino species.
This matrix was generated for use by the official T2K oscillation analyses, which use
a sample of neutrino interactions in the FGD detectors as a constraint on the neutrino
flux and cross-sections. As a consequence of this, the flux systematic matrix had only
been evaluated over the face of the FGD detectors rather than the whole ND280. The
measurement made in this analysis, although based on events in the DsECal, also has
input from neutrino interactions in the barrel ECals, so it was necessary to validate the
use of this matrix for those samples. It was not possible to re-make the matrix in its
entirety, so validation focussed on the pion production and beam direction uncertainties .
It should be noted that, since the DsECal sits behind the FGDs, the errors evaluated
for the DsECal are the same as those evaluated for the FGD and so can be used for
comparison.
The effect of the pion production uncertainties was evaluated separately for each
barrel ECal module, producing an individual fractional covariance matrix for each module,
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shown in Fig. 5.7a. One thousand random throws were taken from this matrix for a
sample of selected ECal neutrino events, and the variation in the total number of events
selected is shown in Fig. 5.7b. This was then compared to the same distribution, but
with the random throws taken only from the fractional covariance matrix generated
across the front face of the FGD, the nominal matrix, also shown in Fig. 5.7b. The two
histograms in Fig. 5.7b have both been fitted with Gaussian distributions, which turn
out to be almost identical. This demonstrates that using the measured pion production
uncertainties from the tracker region of the ND280 gives the same uncertainty on events
in the barrel regions as is given by evaluating the pion production uncertainties separately
for each of the barrel ECal modules.
The systematic effect of the neutrino beam direction uncertainty was also evaluated
separately for each of the ECal modules and compared to the uncertainty from the FGD
plane. This was done by shifting the beam centre by ± 12 cm, the variation measured
by the INGRID detector. The beam was shifted simultaneously in both the vertical
and horizontal directions, moving the ND280 detector either further on- or off-axis by
± 17 cm. A ratio of the shifted neutrino spectrum to the nominal was calculated for
each ECal module and compared to that seen for the DsECal. The ratio for the bottom
left module is shown in Fig. 5.8b as an example of the maximum deviation seen, whilst
the original spectra are shown in Fig. 5.8a. The same plots for the DsECal are shown in
Fig. 5.9.
When creating the plots in Figures 5.8 and 5.9, neutrinos were generated across the
front face of the ND280 detector by the JNUBEAM software. The neutrinos that passed
through the XY face of a given ECal module were used to evaluate the error caused
by the beam direction uncertainties, so the DsECal sample was much larger than the
barrel ECal samples due to its larger front face. This does not cause any problems at the
neutrino beam peak, but towards the tails of the distribution statistical effects disrupt
the comparison, creating larger differences. By focussing on the events around the peak
neutrino energy, it can be seen that the beam direction uncertainty changes the neutrino
spectrum of the DsECal by about 2%, whereas for the bottom left ECal module the
difference is around 5%. This difference comes primarily from a shift in the neutrino
spectrum, rather than a change in the total number of neutrinos seen. It was found
that shifting the beam position results in a 1.7% change in the number of neutrinos
passing through the DsECal and a 2.5% change in those passing through the barrel ECals.
Fig. 4.24 shows that the selection efficiency in the barrel ECals is changing slowly at the
neutrino energy peak (around 650 MeV), so shifts in the neutrino energy spectrum due
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(a) Pion production uncertainty covariance matrix
(b) Total number of selected MC events after reweighting for the pion
production errors
Figure 5.7.: The variation in the neutrino flux due to pion production uncertainties. Fig. 5.7a
is a fractional covariance matrix with one set of 20 neutrino energy bins for each
ECal module. Fig. 5.7b shows the variation in the number of events selected
when random throws are taken from such a covariance matrix. Throws using the
nominal pion production covariance matrix alone produce the blue distribution
while throws from matrix in Fig. 5.7a gave the red distribution. The nominal
and individual distributions have been fit with two Gaussian functions (the solid
and dashed black lines respectively).
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(a) Shifted and nominal neutrino energy spectra
(b) Ratio of the shifted neutrino energy spectra to the nominal
Figure 5.8.: The nominal and shifted neutrino energy spectra in the bottom left barrel ECal
module, where the shifted histograms show the effect of moving the neutrino beam
centre 12 cm towards the ND280 in both the vertical and horizontal directions
(blue) and 12 cm away from the ND280 (red).
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(a) Shifted and nominal neutrino energy spectra
(b) Ratio of the shifted neutrino energy spectra to the nominal
Figure 5.9.: The nominal and shifted neutrino energy spectra in the DsECal, where the shifted
histograms show the effect of moving the neutrino beam centre 12 cm towards
the ND280 in both the vertical and horizontal directions (blue) and 12 cm away
from the ND280 (red).
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to the beam position uncertainty should have a small effect on the final sample. This
leaves the 0.8% difference between the DsECal and bottom left ECal as the remaining
error, which is negligible when compared to the overall beam uncertainty.
This brief investigation into the flux uncertainties in the barrel regions of the ND280
has shown no significant difference in the calculated flux uncertainties between the barrel
and the downstream ECals. It is therefore appropriate to use the existing flux covariance
matrix, shown in Fig. 5.6, to describe the uncertainties on the number of events selected
in the ND280 ECals.
To see the effect of the flux systematics on the events used in this analysis, a set of
parameters bi is created to vary the tuned input flux
Φvariedi = biΦ
tuned
i , (5.4)
where i identifies the neutrino energy-flavour bin from the flux covariance matrix and
the bi parameters can be generated from the fractional covariance matrix via Cholesky
decomposition
bi =
80∑
j=0
LTij uj. (5.5)
Here the uj is a random draw from a Gaussian, with mean zero and a width of one, for
the neutrino energy-flavour bin j of the flux covariance matrix. LTij is the transpose of the
lower triangular matrix from the Cholesky decomposition of the flux covariance matrix.
The flux covariance matrix shows the fractional change in each neutrino energy-flavour
bin, so the bi parameters are used to weight the selected neutrino events to provide the
varied MC.
The process above describes a single throw from this covariance matrix, generating a
single set of new weights for the selected neutrino events. To assess the full impact of these
uncertainties, 1000 random throws were performed and the resultant number of selected
events recorded for each of the ECal and FGD samples, producing the distribution in
Fig. 5.10 where the total number of selected events has been plotted for each throw.
The thrown event samples, N throwa , are then renormalised so that the total number of
events in both the thrown (N totalthrown) and nominal (N
total
nominal) samples is the same, giving
Measuring the neutrino-lead charged current inclusive cross-section 118
Figure 5.10.: The variation in the number of events selected from the MC sample coming
from the uncertainties in the neutrino flux.
the renormalised thrown sample, N ′;throwa , as
N ′;throwa = N
throw
a
N totalnominal
N totalthrown
. (5.6)
The differences between the thrown sample and the nominal MC, ∆N shifta is then found
∆N shifta = N
′;throw
a −Nnominala , (5.7)
where Nnominala is the nominal number of events in sub-detector sample a. The fractional
covariance matrix element vab can then be written as
vab =
∆N shifta · ∆N shiftb
Nnominala · Nnominalb
, (5.8)
with a and b running over the 11 ECal detector samples and the FGD sample. This
matrix is created for each throw to preserve the correlations between samples. The final
fractional covariance matrix for the flux systematic uncertainties is the mean average of
the matrices created by each throw, and is shown in Fig. 5.11, alongside the correlation
matrix.
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(a) Covariance matrix
(b) Correlation matrix
Figure 5.11.: Matrices showing (a) the uncertainty and (b) the correlations between the
uncertainties on the number of events selected in each sub-detector sample due
to uncertainties on the neutrino flux prediction.
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Cross-section systematics
As discussed in Chap. 1, the current picture of neutrino cross-sections is incomplete,
particularly at the neutrino energies seen by the ND280 detector. The neutrino interaction
models used by current neutrino interaction generators contain a number of tunable
parameters that have come from experimental results. The uncertainties on these
measured parameters affect the neutrino interaction cross-sections in the T2K MC,
therefore directly altering the number of events that are expected in the ND280. Alongside
this, there are some competing models that describe what is actually happening in the
neutrino interaction, giving rise to systematic uncertainties from the choice of model. At
T2K there is a dedicated neutrino interactions working group (NIWG) tackling these
issues.
The NIWG provides uncertainties on the different parameters used in the neutrino
interaction generators by performing fits to both external and ND280 data samples. It
also provides response functions that relate the changes in these parameters to changes
in the events selected at both the near and far T2K detectors [60]. Uncertainties on the
cross-section parameters are given as a covariance matrix, presented visually in Fig. 5.12,
containing the absolute error on each parameter along with the correlations between the
parameters, where these are known.
The effect of these uncertainties on the event selection from Chap. 4 was analysed in
a similar fashion to the flux systematics. Cholesky decomposition of the cross-section
matrix combined with a vector of draws from a random Gaussian distribution was used to
generate a single random throw of the parameter errors. In contrast to the flux systematic,
this is a throw of the errors rather than a throw of event weights. The thrown errors
were added to the nominal parameter values to provide a set of thrown cross-section
parameters. The T2KReWeight [61] software takes these new parameters and produces
a set of event weights from them, using the response functions provided by the NIWG.
Using this machinery 1000 random throws from the cross-section covariance matrix were
made and applied to the selected neutrino events. The variation this produces in the
total number of selected events is shown in Fig. 5.13.
A fractional covariance matrix for each throw was produced in the same way as
described for the flux systematic and is shown in Fig. 5.14 alongside the corresponding
correlation matrix.
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Figure 5.12.: Covariance matrix showing the fractional uncertainties on the value of the
NEUT cross-section parameters.
Figure 5.13.: The variation in the total number of events selected due to uncertainties on the
value of the main NEUT cross-section parameters.
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(a) Covariance matrix
(b) Correlation matrix
Figure 5.14.: Matrices showing (a) the uncertainty and (b) the correlations between the
uncertainties on the number of events selected in each sub-detector sample due
to uncertainties on the NEUT cross-section parameters.
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As a cross check, each of the individual cross-section parameters was varied by itself
and the resultant matrices summed. Random throws were generated as above, correctly
taking into account the parameter correlation, but only the variation in the parameter
of interest was applied using T2KReWeight. The final summed matrix was found to
be identical to the one in Fig. 5.14a. As a second cross-check, the neutrino energy
distribution was plotted for the nominal value of MQEA and M
QE
A ± 1σ, shown in Fig. 5.15.
MQEA primarily governs the rate of CCQE interactions, which is the main interaction
mode below about 2 GeV. As mentioned in Chap. 1, MQEA appears in the dipole term
of the axial-vector form factor, so from Eqn. 1.8 an increase in MQEA should increase
the neutrino interaction cross-section and a decrease in MQEA should reduce it. Fig. 5.15
shows this expected behaviour, giving further confidence that the event re-weighting is
being applied correctly.
Figure 5.15.: The change in the neutrino energy spectrum due to 1σ shifts in the value of
MQEA .
The NIWG also provide uncertainties on the final state interactions (FSI) of the
neutrino induced pions, kaons, etas, protons and neutrons. These FSI effects will produce
mixing between the different CC interaction final states, causing a CCQE event to
produce a pi+ for example. This analysis uses an inclusive CC selection to give event
samples, so FSI uncertainties will have a negligible effect compared to the underlying
cross-section parameter and flux systematics and are not included in the analysis.
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Detector systematics
The systematics presented here are only relevant to the selected ECal events, not those
in the FGD sample, which will be discussed later. For all the detector systematics, a
MC sample with the systematic variation applied was generated and the event selection
described in Chap. 4 applied. For each ECal module, the difference between the number
of events selected in the systematically varied MC and the nominal MC is taken as the
effect of the systematic, which is then divided by the number of events selected in the
nominal MC to give the fractional effect. Again, the varied number of events in each
sample is renormalised so that the total number of events across the varied samples is
equal to the total number of events in the nominal MC. The measured effect on each
ECal module is then combined with that from the other modules to create a fractional
covariance matrix.
In this analysis the event selection only uses simple, low level variables whose values
are determined solely by the position and charge of the hits in the ECal. As described
in Chap. 3, the unknown coordinate of a hit is calculated using the charge and known
coordinates of the surrounding hits. The known hit coordinates come from the physical
position of the bar containing that hit, so are unaffected by anything except the probability
that a hit is created in the first place. In the ECal MPPC calibration a cut is applied
requiring every hit to have at least 3.5 photon equivalent units of charge before it is
considered for reconstruction. This means that only variations in the hit charge before
reconstruction is performed, or uncertainties in the ECal construction that affect the
amount of energy deposited by a particle in a scintillator bar, will affect the probability
that a hit is created. An understanding of the majority of detector systematics therefore
only requires an understanding of the variation in hit charge.
The argument above neatly splits the detector systematics into two categories, the first
being the variation of the detector charge response and the second being discrepancies
between the real detector and the MC simulation of the detector that could give differences
in the amount of charge deposited by ionising particles.
The effect of the detector charge response on the number of selected events is estimated
by applying a smearing to the calibrated charge of each ECal hit in the beam MC. This
smearing is applied by taking a random draw from a Gaussian with a mean of zero and
a width equal to the charge resolution of the ECal, then adding this number to the
calibrated hit charge.
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Cosmic rays were used to calculate the charge resolution of the ECals, since at ground
level these are composed almost exclusively of MIPs. Plotting the charge of each hit in a
sample of cosmic ray tracks produces a characteristic curve, as shown in Fig. 5.16, which
can be fit with a Landau-Gaussian distribution. This provides the most probable value
(MPV) for the charge in a single hit created by a MIP.
Figure 5.16.: The charge deposited in each hit from a sample of cosmic rays passing through
the DsECal, where the charge has been corrected for the path length of the
cosmic ray within each scintillator bar.
This curve is identical for all MIPs, regardless of their energy, and is used as a
standard candle in charge calibration. By looking at the change in the MPV of this
curve over time a measurement of the variation of the ECal charge response can be made.
Cosmic muon data was collected in between neutrino beam spills throughout the T2K
physics runs, so will give the correct charge resolution for neutrino beam data. Fig. 5.17
shows the MPV measured from cosmic data samples taken from T2K Run III, fitted
with a Gaussian. The most probable amount of charge deposited by a cosmic muon does
not change significantly over this time period, and the width of the Gaussian fit has been
taken as the ECal charge variation. The fractional covariance matrix generated for this
systematic is shown in Fig. 5.18.
The second category of systematics looks to quantify the differences between the data
and MC, which come from a number of places. Following on from the above discussion
of the charge resolution, the MC simulation of the MPPC response to incident photons
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Figure 5.17.: The spread of MPVs from cosmic data collected over T2K Run III, fitted with
a Gaussian curve to show the 1σ variation.
Figure 5.18.: Covariance matrix created by considering the effects of variation in the ECal
charge response on the sub-detector event samples.
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does not match the data presented in Ref. [62]. The data in Ref. [62] was taken from
a testbench setup, using LEDs to illuminate a WLS fibre at a set distance from an
MPPC connected to it. The MPPC response was then characterised in a controlled
environment similar to that of the ECals in the ND280 pit. Fig. 5.19 shows the saturation
curve recorded in Ref. [62] alongside the saturation curve that is present in the ND280
electronics simulation. The plot relates the number of photons hitting the MPPC active
surface to the number of photo-electrons recorded by the sensor, showing the saturation
of the sensor when large numbers of photons strike it. The discrepancy between the data
and MC as the MPPCs saturate can be clearly seen.
Figure 5.19.: Average number of pixel-equivalents (pe)—the number of pixels that fire—as
a function of the number of photons hitting the active surface of the MPPC,
corrected for the MPPC photo-detection efficiency. The solid curves show the
response encoded in the MC whilst the dashed line is a fit to the data points,
which were taken from Ref. [62]. The three separate curves represent MPPCs
at three different overvoltages.
Fig. 5.20 shows the same plots as Fig. 5.19, but in this case the MC response has
been corrected to better match the data. The correction linearly reduces the simulated
MPPC output according to the number of incident photons, reducing it by 0% up to 500
photons and then by up to 10% at 1400 photons. Applying this correction brings the
simulated MPPC response in line with the measured response and it will become part of
the future ND280 software. At this time the correction is not present by default, so its
affect will be covered by a systematic.
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Figure 5.20.: Average number of pe as a function of the number of photons hitting the active
surface of the MPPC, corrected for the MPPC photo-detection efficiency. The
solid curve is the corrected MC response whilst the dashed line is a fit to
the data points, which were taken from Ref. [62]. The three separate curves
represent MPPCs at three different overvoltages.
Systematically varied MC was generated by applying this correction at the elecSim
stage of processing. After applying the event selection to both the varied and nominal
MC, the fractional covariance matrix in Fig. 5.21 was generated.
Potentially, the largest sources of systematic error could come from differences between
the ECal component dimensions in the MC and those components in real life. The
ECals are simulated in the MC according to the design specification used during their
construction, so any difference will come from uncertainties on the dimensions of the
ECal components. To affect this analysis, those differences have to change the volume of
the active or dead materials within the ECal volume. There are only three components
where any difference could produce a noticeable effect: the thickness of the TiO2 coating
on the scintillator bars, the volume of the bars themselves and the volume of the lead
sheets. The other materials used in the ECal construction were considered, but the
uncertainties on the masses involved are all much less than 1% of the total detector
mass, so will have a negligible effect. Unless otherwise stated, each component’s volume
uncertainty was calculated using Ref. [31].
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Figure 5.21.: Covariance matrix created by comparing the sub-detector event samples selected
from nominal MC to those selected from MC with the MPPC saturation
correction applied.
All of these systematics were evaluated by changing the ECal simulation in the
nd280mc software package to produce varied MC. Each change was applied one by one
and the change in the ECal’s simulated mass recorded and compared to calculations by
hand, to confirm both that the change had been applied and that it had been applied
correctly.
The ECal scintillator bars have a 0.25 mm thick TiO2 coating in order to contain
scintillation light within the bar. From the bar extrusion process, the uncertainty in this
thickness is 0.13 mm. This coating does not scintillate itself, so increasing its thickness
by over 50% will increase the amount of dead material a charged particle passes through
as it penetrates an ECal module. The fractional covariance matrix created from this
varied MC is shown in Fig. 5.22.
The ECal bars themselves have a 40 mm by 10 mm cross-section, but could be
up to 0.4 mm smaller in both width and height. The bars were cut to length during
construction, giving a 0.1 mm uncertainty on the bar length. Since the bar cross-section
can only be smaller than the nominal, the bar size was reduced in the varied MC to give
the smallest possible volume. This systematic produces the fractional covariance matrix
shown in Fig. 5.23.
Measuring the neutrino-lead charged current inclusive cross-section 130
Figure 5.22.: Covariance matrix created by comparing the sub-detector event samples selected
from nominal MC to those selected from MC where the thickness of the TiO2
coating on the ECal scintillator bars had been increased by 50%.
Figure 5.23.: Covariance matrix created by comparing the sub-detector event samples selected
from nominal MC to those selected from MC where the size of the ECal
scintillator bars had been reduced by up to 0.4 mm in each dimension.
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The final ECal component to be varied is the lead sheeting. The total length and
width of the sheeting that covers each layer is known to within 3 mm, whilst the thickness
of the sheets has a 0.1 mm uncertainty from the production process. During construction,
checks were made to ensure the lead layers completely covered the scintillator bars in
each layer, so the 3 mm uncertainty enters as a 1.5 mm uncertainty on the overhang of
the lead from the scintillator at each of the four sides of the layer. Applying this change
produces the fractional covariance matrix in Fig. 5.24.
Figure 5.24.: Covariance matrix created by comparing the sub-detector event samples selected
from nominal MC to those selected from MC where the volume of the lead sheets
in the ECals had been increased according to their production uncertainties.
The final detector systematic comes from the difference between the number of noise
hits present per event in the neutrino beam data and that simulated in the MC. In
each MC event, the combined number of noise hits in all ECal modules was counted
immediately before any clustering took place. To estimate the number of noise hits in a
cosmic data event, the total number of hits present immediately before clustering began
was counted and then the number of hits that went on to form fully reconstructed 3D
tracks was subtracted from this total. The result of this estimation when applied to
cosmic MC is shown in Fig. 5.25a, alongside the number of true noise hits in the same
events, showing that the estimate is accurate. This method was used to estimate the
number of noise hits per event in cosmic data, shown in Fig. 5.25b for a single inter-spill
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cosmic dataset taken during T2K Run III. The MC simulation was then tuned to produce
the same number of noise hits as seen in the data, the results of which are also shown in
Fig. 5.25b. The fractional difference in the number of selected events in the tuned MC
compared to the nominal is used to quantify the effect of this systematic, creating the
covariance matrix shown in Fig. 5.26.
(a) Results from method of estimating noise content
of cosmic MC
(b) Estimated noise content of cosmic data com-
pared to tuned MC
Figure 5.25.: Fig. 5.25a shows the number of noise hits per event from a sample of cosmic
MC, as calculated using MC truth information (blue) and the estimate from
counting the number of fully reconstructed hits (red), both fit with Gaussian
curves. Fig. 5.25b shows the number of estimated noise hits per event in cosmic
data (blue) and in the tuned MC (red), showing that the tuned MC noise rate
agrees with that observed in the data.
The ECal detector systematics are summarised in Table 5.1 and the combined
fractional covariance matrix they produce together is shown in Fig. 5.27.
Since the MC generation itself is intrinsically random, there are differences in the
number of selected events per module even between two independent sets of nominal
MC. Fig. 5.28 shows a covariance matrix generated from these two sets of nominal
MC, including the normalisation differences between them. The top left signal-enriched
selection shows a 3.6% difference from one dataset to the other. This variation will be
present in each varied MC sample, and will hide the effect of smaller systematics. To
mitigate the effects of this, two covariance matrices were generated for each detector
error source, using two independent samples of systematically varied MC and nominal
MC. An average of the two fractional covariance matrices was then taken as the final
effect of the systematic in question. Ideally, a response function would be generated for
each reconstructed ECal variable by generating multiple samples of varied MC for each
systematic error source. The processing time needed to create these response functions
made this approach prohibitive for the analysis described here, but doing this would
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Figure 5.26.: Covariance matrix created by comparing the sub-detector event samples selected
from nominal MC to those selected from MC in which the noise rate in the
ECals has been tuned to data.
Figure 5.27.: The combined detector systematic uncertainty covariance matrix.
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remove the effect of the intrinsic MC variation and allow the detector systematics to be
evaluated in the same way as the flux and cross-section systematics, which would be
valuable in the future.
Figure 5.28.: A covariance matrix generated from two independent samples of nominal MC,
showing the intrinsic variation within the samples.
The intrinsic MC variation described above will still be present in each individual
detector systematic covariance matrix, and will therefore introduce some double-counting
of errors into the final uncertainty. The covariance presented in Fig. 5.27 is therefore a
conservative estimate of the true detector error but, as shown in Table 5.1, the detector
systematic uncertainties are still the smallest contributor to the overall error.
FGD detector systematics
The FGD detector systematics for the CC-inclusive selection are described extensively
in [63]. The systematics have been provided in the form of a fractional covariance matrix,
shown in Fig. 5.29, that is split into 20 bins of reconstructed lepton momentum and
angle and then separated into events passing the CCQE-like selection and those that do
not, giving 40 bins in total.
This analysis is using the total number of FGD charged current events and ignoring
the p-θ information. To calculate the FGD systematic uncertainty, the diagonal from the
fractional covariance matrix is used to provide the error on each p-θ bin and then the
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Figure 5.29.: Fractional covariance matrix showing the effect of detector uncertainties on the
FGD event selection.
mean average error for the selected MC events calculated. This average error comes to
3.22%, which is independent from the ECal detector systematics and as such is included
in the detector systematics covariance matrix with no correlations.
Summary of systematic errors
In this analysis the major sources of systematic error have been evaluated and presented
above, with covariance matrices showing their effect on the shape of the sub-detector
event samples. These systematic source were also evaluated without renormalising the
varied MC in order to see their effect on the sample normalisation. The combined
normalisation and shape fractional errors from each systematic source are summarised in
Table 5.1.
To produce the total systematic error covariance matrix for this analysis, the de-
tector, flux, and cross-section shape-only matrices are summed, resulting in the matrix
in Fig. 5.30a, which will be used in the χ2 fit discussed at the beginning of this chap-
ter. Alongside this, Fig. 5.30b shows the covariance matrix generated including the
normalisation uncertainty in each systematic error source.
Measuring the neutrino-lead charged current inclusive cross-section 136
(a) Total shape-only covariance matrix
(b) Total shape + normalisation covariance matrix
Figure 5.30.: The total covariance matrices calculated looking at (a) the shape-only effects
and (b) both the shape and normalisation effects of the different systematic
error sources.
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Systematic source Largest error (%) Average error (%)
Charge response 2.7 1.6
MPPC saturation 5.2 3.5
TiO2 coating 3.6 2.2
Scintillator bar dimensions 7.2 4.2
Lead sheet dimensions 2.1 1.2
Noise simulation 3.6 1.7
Detector systematics total 10.1 6.4
Flux uncertainties 10.3 10.3
Cross-section uncertainties 13.5 13.2
Total 19.7 17.9
Table 5.1.: The fractional systematic uncertainty on the selected ECal samples, broken down
into the contribution from each source of systematic error.
This is the first T2K analysis to examine neutrino interactions within the ND280
ECals and the first to include the sand muon MC when looking at interactions outside
the ND280 tracker. As a consequence, the systematic errors presented are not definitive
but are instead robust, conservative estimates of the true errors. In future analyses there
are a number of improvements that could be made that would result in improved error
estimates.
For the detector systematics, the majority have been calculated using a small number
of shifted MC samples or data from a small period of running. Work is now underway to
evaluate these systematics over a larger dataset and produce response functions in the
same manner as the cross-section uncertainties. This would both improve the estimate of
the error and allow future analysers to easily re-weight their selected events and evaluate
the effect of the error. The largest detector errors come from the construction tolerances
of the ECal modules. A detailed investigation into the ECal mass, in the same manner
as that done for the FGDs [63], would be able to greatly constrain these uncertainties.
Finally, both the cross-section and flux systematic uncertainties are being constantly
updated by the working groups concerned, with upcoming data from the ND280 detector
being used to further reduce these systematic errors.
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Parameter set RPb RC RExternal ROther
1 1.0 1.0 1.0 1.0
2 2.0 1.0 1.0 1.0
3 0.9 1.0 1.2 1.1
Table 5.2.: The three population normalisation parameter sets used to test the χ2 fit.
5.2.3. Validating the fit performance
The χ2 fit described at the start of this chapter has been validated by applying it to
toy MC datasets, using the fractional covariance matrix derived above and including
the effect of statistical errors. The sub-detector MC templates were created using the
selected MC events in each sub-detector sample, broken down according to the position
and species of the target nucleus. These templates were generated from the same MC
samples described in Chap. 4 and scaled to represent the 2.588× 1020 POT of data that
were analysed.
To test the fitter, three sets of population normalisation parameters, RInput, were used
to generate fake datasets, summarised in Table 5.2. One set of parameters represented
the nominal MC, with each normalisation set to unity, the second introduces a large
change to the lead cross-section normalisation and the final set has a small shift applied
to each of the normalisation parameters. These inputs scale the appropriate population
in each sub-detector sample MC template
nX Inputi = R
X InputnX MCi , (5.9)
where i runs over each sub-detector sample, X represents the populations within that
sample, RX Input is the input normalisation of population X, nX MCi is the number of
events in population X of sample i in the nominal MC and nX Inputi is the scaled number
of events in population X of sample i. The total input number of events for each sample,
N Inputi , is given by summing the input populations within that sample
N Inputi =
X∑
nX Inputi . (5.10)
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To generate the toy datasets, a random throw was taken from the total fractional
covariance matrix, shown in Fig. 5.30a, using the Cholesky decomposition method
described earlier in this chapter
bi =
N Samples∑
j=0
LTij uj. (5.11)
Here, Lij is the ij th component of the lower diagonal matrix from the decomposition
of the fractional covariance matrix, uj is a draw from a Gaussian of width 1 and mean
0 while i and j run over each sample in the analysis. The vector produced, b, holds
the fractional variation that must be applied to each sample to create a single random
throw. This throw is then passed to the χ2 fitter, which returns the best fit normalisation
parameters it finds.
Ten thousand throws for a given set of input parameters were performed to construct
the fitted parameter and parameter pull distributions. An example of these distributions
is shown in Fig. 5.31a and Fig. 5.31b for RPb from parameter set 1. The fit parameter
distribution is fitted with a Gaussian curve, the mean of which gives the final fitted
parameter value. The pull, δXi , on parameter R
X
i for each throw i is given by
δXi =
RX Fiti −RX Inputi
σX Fiti
, (5.12)
where RX Fiti is the fitted value of parameter X and σ
X Fit
i is the error on the fitted
parameter value. This error is calculated by taking either the positive or negative MINOS
error produced by the fit, according to whether the fitted normalisation is below or above
the input value. Fig. 5.31a shows that the fitted value agrees with the input parameter
whilst Fig. 5.31b demonstrates that the MINOS errors truly reflect the uncertainty on
the fit and that the fit is unbiased.
Fig. 5.32a shows the fitted parameter value and error for each of the four parameters
of input parameter set 1, from which it can be seen that the fitter is correctly returning
the input value for each parameter. Fig. 5.32b shows the pull distribution mean and σ
values for each parameter, showing that in each case the fit is unbiased and is reporting
the correct uncertainty. Figures 5.33 and 5.34 show these same plots for the second
and third set of input parameters, and in each case the fitter returns the correct input
parameter values with the expected errors and only a very slight bias.
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(a) Fitted value distribution (b) Pull distribution
Figure 5.31.: The distribution of (a) the fitted parameter value and (b) the parameter pull of
RPb, collected from 10,000 fake data throws using parameter set 1
(a) Input and fitted parameter values (b) Parameter pulls
Figure 5.32.: Fig. 5.32a shows mean the fitted value for the four normalisation parameters
(black points) compared to the input parameter values (red points). Fig. 5.32b
shows the mean values (black points) and widths (red points) of the four
parameter pull distributions after fitting each with a Gaussian. The fake data
used in these fits comes from applying parameter set 1.
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(a) Input and fitted parameter values (b) Parameter pulls
Figure 5.33.: Fig. 5.33a shows mean the fitted value for the four normalisation parameters
(black points) compared to the input parameter values (red points). Fig. 5.33b
shows the mean values (black points) and widths (red points) of the four
parameter pull distributions after fitting each with a Gaussian. The fake data
used in these fits comes from applying parameter set 2.
(a) Input and fitted parameter values (b) Parameter pulls
Figure 5.34.: Fig. 5.34a shows mean the fitted value for the four normalisation parameters
(black points) compared to the input parameter values (red points). Fig. 5.34b
shows the mean values (black points) and widths (red points) of the four
parameter pull distributions after fitting each with a Gaussian. The fake data
used in these fits comes from applying parameter set 3.
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The fit uncertainty on RPb is approximately 0.16 for parameter sets 1 and 3, which
represent realistic values of the lead normalisation, rising to 0.2 for parameter set 2.
To quantify the effect of the barrel ECal signal- and background-enriched samples the
fit was performed on throws from the nominal input parameters with either the signal-
or background-enriched samples removed. It is necessary to include one set of barrel
ECal samples in the fit, since without them there would be four free parameters and
only the DsECal and FGD samples acting as constraints, resulting in too many degrees
of freedom in the fit. The parameter fit results when the signal-enriched barrel ECal
samples have been included are shown in Fig. 5.35a, and the results achieved when fitting
the background-enriched sample are in Fig. 5.35b.
(a) Signal sample only (b) Background sample only
Figure 5.35.: The fitted values (black points) and input parameter values (red points) for
the four normalisation parameters from parameter set 1. Fig. 5.35a shows
the results achieved when only the signal-enriched sub-detector samples are
fit whilst Fig. 5.35b shows the results when fitting the background-enriched
samples alone.
Comparing these fit results shows that the background-enriched samples put weaker
constraints on all the parameters than the signal-enriched samples. Comparing these to
Fig. 5.32 demonstrates that fitting both sample together gives the smallest uncertainties
on the fit parameters, even when taking into account the larger systematic uncertainties
on the background-enriched samples.
As a final validation of the fit, the minimum χ2 value for each throw of the nominal
parameter set is plotted in Fig. 5.36 and fitted with a χ2 distribution. The fit gives 7.96
degrees of freedom (DoF) for the distribution. This agrees well with the 8 DoF expected,
since there are 12 samples and four free parameters, giving more confidence that the χ2
function used in this fit is minimising correctly.
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Figure 5.36.: The minimum χ2 value from 10,000 fits to fake data generated using parameter
set 1. Parameter 1 (p1) corresponds to the fitted number of degrees of freedom
of the χ2 distribution.
5.2.4. Fit applied to real data
The final event selection in Chap. 4 was applied to 2.665× 1020 POT of neutrino beam
data collected from T2K Run II and Run III, giving the samples of ECal events shown
in Table 5.3. The FGD event sample was taken from T2K Run I and Run II data,
corresponding to 1.077× 1020 POT, and is also shown in Table 5.3. For comparison, the
number of events selected in the MC sample is shown, after scaling to match the data
POT.
The fit described in this chapter was then performed on the selected data, and the
fitted parameter values it returned are listed in Table 5.4. The fit finds a minimum
χ2 value of 49.11, which for a χ2 distribution with 8 DoF corresponds to a p-value of
6× 10−8.
The nominal MC is shown plotted against the measured data in Fig. 5.37 and a
comparison of the two after the χ2 fit is in Fig. 5.38.
Once the minimum had been found, all the normalisation parameters were fixed at
their minimum value except RPb, which was varied to map out the χ2 minimum shown in
Fig. 5.39a. This was also done for the RC and RExternal parameters, shown in Fig. 5.39b
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Sample No. Selected - Data No. Selected - MC
Top right ECal 83809 91870
Top left ECal 91493 97261
Left ECal 196814 200949
Bottom right ECal 172940 160323
Bottom left ECal 205481 187389
Top right ECal - Background 37908 34751
Top left ECal - Background 42541 37967
Left ECal - Background 79383 72630
Bottom right ECal - Background 80508 61678
Bottom left ECal - Background 89233 68441
DsECal 79158 86411
FGD 4485 4707
Table 5.3.: The total number of events selected in the different sub-detector samples for both
data and MC.
Normalisation parameter Fitted value
Lead −0.11+0.13−0.13
Carbon 0.50+0.07−0.08
External 1.74+0.04−0.05
Other 2.78+0.28−0.27
Table 5.4.: The fitted values of the four normalisation parameters with their errors from the
fitting.
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Figure 5.37.: The number of events selected in data (points) compared to the number selected
in the nominal MC (histogram) across each of the sub-detector samples. The
MC has been scaled to match the data POT and broken down to show the
contributions from the separate fit populations.
Figure 5.38.: The number of events selected in data (points) compared to the number selected
in the fitted MC (histogram) across each of the sub-detector samples. The MC
has been scaled to match the data POT and incorporate the fitted normalisation
parameters.
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and Fig. 5.39c respectively. All three graphs show a smoothly changing χ2 value where
the minimum has been correctly found by the fit.
(a) RPb (b) RC
(c) RExternal
Figure 5.39.: The value of the χ2 function as a function of (a) RPb, (b) RC and (c) RExternal
whilst all the other normalisation parameters are held at their fitted values.
The results in Table 5.4 are clearly unphysical, since the fit chooses a negative number
of neutrino interactions on lead nuclei and a greatly increased number of interactions
from other sources. The final p-value of 6× 10−8 for the fit, and the fit results in Fig. 5.38,
show that the fitted MC is not a good match to the data. Both before and after the fit
there is an excess of data in the bottom signal-enriched samples compared to the MC
whilst before the fit there is an excess of MC compared to data in the top ECal module
samples. The shape-only covariance matrix in Fig. 5.30a shows that in both the signal
and background-enriched selections the uncertainty on the number of events in the top
modules is almost the same as the uncertainty on the number of events in the bottom
and side modules, and that they are correlated with one another. This gives the χ2 fit
less freedom to change the shape of the MC to fit the observed data.
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Barrel module RPb RC RExternal
Top right 0.75+0.12−0.12 0.90
+0.04
−0.04 1.17
+0.13
−0.12
Top left 0.70+0.16−0.17 0.86
+0.06
−0.07 1.31
+0.25
−0.22
Left side 0.72+0.10−0.10 0.87
+0.04
−0.04 1.28
+0.09
−0.10
Bottom right 0.54+0.13−0.12 0.77
+0.05
−0.05 1.67
+0.13
−0.13
Bottom left 0.52+0.09−0.08 0.76
+0.04
−0.04 1.69
+0.07
−0.07
Table 5.5.: The fitted values of the three normalisation parameters found when fitting each of
the barrel ECal modules separately with the DsECal and FGD samples.
The tension between the data and MC comes from attempting to fit the bottom
modules at the same time as the other barrel ECal samples. To remove this tension, the
χ2 was modified in order to fit four sub-detector samples at once: the DsECal and FGD
samples along with the signal-enriched and background-enriched sample from a single
barrel ECal module. With only four samples in the fit, it is not possible to use them to
constrain four parameters. Since the fit requires that the overall normalisation of the
MC can be varied, the ‘Other’ population was combined with the ‘External’ population,
so N expi from Eqn. 5.3 now becomes
N expi = (R
PbnPbi +R
CnCi +R
PbnPb,otheri
+RCnC,otheri +R
External(nExternali + n
Other
i )). (5.13)
Each barrel ECal module was included in the fit sequentially alongside the FGD and
DsECal samples, with the fitting covariance matrix being reduced each time to include
only those samples present in the fit. The final fitted parameters from this process are
shown in Table 5.5.
As an example, Fig. 5.40 compares the fitted MC to the data when the fit is performed
on the left barrel ECal module. This shows very good agreement between the data and
MC in all of the samples. To confirm that the fit minimum is correct, Fig. 5.41 shows the
χ2 minimum across a range of values of the RPb and RC parameters. This was created by
performing a grid-scan across the RPb and RC normalisation values and minimising the
χ2 at each point, again fitting only the left barrel ECal alongside the FGD and DsECal.
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Fig. 5.41 also displays the χ2 minimum and 1σ contour that were found by the fit, which
agree with the measured χ2 surface.
Figure 5.40.: The number of events selected in data (points) compared to the number selected
in the fitted MC (histogram) across each of the sub-detector samples when only
the left ECal module is included in the fit. The MC has been scaled to match
the data POT and incorporate the fitted normalisation parameters.
Figure 5.41.: The minimum χ2 value across a range of values of the RPb and RC parameters
when fitting the left barrel ECal. The fitted minimum is shown by the black
star, with the 1 σ contour of the fit shown with a black line.
The measurements of RPb in Table 5.5 agree with one another within errors, as do
the results for RC, but the external normalisation parameter RExternal results do not.
These findings show that the bottom barrel ECals, where there is a data excess, prefer
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a greatly reduced lead normalisation and a greatly increased number of events from
external sources. On the other hand, the top and left ECal modules all produce a lead
normalisation of about 0.7 and a slightly increased external normalisation. These results
indicate the presence of an external, beam related background that is both not modelled
in the MC and not covered by the existing systematic uncertainties.
Combining these measurements from Table 5.5 to give a single value of RPb is not
trivial, since the fitting errors will be correlated with each other in some way. By taking
the highest and lowest values of RPb, including their error, a 1σ error envelope can be
constructed, and the error-weighted mean of the five measurements can then be used as
an estimate of the true value of the lead normalisation. This gives
RPb = 0.63+0.24−0.21, (5.14)
as the measured value of the lead population normalisation.
5.2.5. Extracting the νµ-Pb charged current inclusive cross-section
The RPb parameter can be used to calculate the νµ-Pb charged current inclusive cross-
section according to
σPb =
RPbNPbMCη
Pb
TPbΦMCPb
, (5.15)
where NPbMC is the number of events selected in the DsECal in the MC when scaled to
match the data POT total, ηPb is the purity of the DsECal selection, Pb the efficiency
of the selection, ΦMC is the total flux used to create the MC and T
Pb is the number of
lead nuclei present in the DsECal.
In this analysis, systematic errors on both the number of lead nuclei and the total flux
were included in the fit to find RPb. The error from the fit therefore provides the error
from the shape systematic uncertainties. Fig. 5.30b shows the effect of including the
normalisation uncertainties on the sub-detector samples, with the DsECal sample having
a variance of 0.03. This can be combined in quadrature with the fitting uncertainty to
give
RPb = 0.63+0.29−0.27, (5.16)
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where the quoted error is almost exclusively from the systematic uncertainties, since the
statistical uncertainties are negligible.
As described in Chap 2, the DsECal contains 33 sheets of lead with a total mass of
4949.33 kg. The atomic mass of naturally occurring lead is 207.2± 0.1 atomic units [64],
giving 1.44× 1028 lead nuclei in the DsECal in the MC. In reality, the lead sheets
contained 2.0± 0.2% antimony, but the effect of this can be ignored given the uncertainty
on the normalisation parameter.
From Chap. 4 the purity and efficiency of the DsECal selection for interactions on
both carbon and lead nuclei are 59.7% and 55.1% respectively. When considering lead
nuclei alone this translates to a selection purity of 41.5% and efficiency of 55.8%, with
86411 events selected in total.
(a) Run II (b) Run III
Figure 5.42.: The simulated neutrino flux for T2K Run II, Fig. 5.42a, and Run III, Fig. 5.42b,
as a function of neutrino energy.
This analysis ran over 1.015× 1019 POT of data from T2K Run II and 1.573× 1020
POT of data from Run III, after data quality cuts. Fig. 5.42 shows the neutrino flux per
500 MeV and per 1021 POT for both Run II and Run III. Integrating these histograms
and scaling by the relevant POT total, the analysis ran on an integrated neutrino flux
of 9.423× 1011 ν cm−2 from Run II and 1.441× 1012 ν cm−2 . Using these figures and
Eqn. 5.15, the νµ-Pb charged current cross-section is measured to be
σCCPb = 5.76
+2.65
−2.46× 10−39 cm2 nucleon−1. (5.17)
This can be compared to the νµ CC inclusive cross-section reported by Ref. [59]
σCCC = 6.91± 0.13stat± 0.84syst× 10−39 cm2 nucleon−1, (5.18)
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showing that, in agreement with the findings from the MINERνA collaboration [29], the
muon neutrino charged current inclusive cross-section per nucleon is the same for both
carbon and lead nuclei.
Chapter 6.
Discussion and conclusions
6.1. Discussion of cross-section result
The results shown in Chap. 5 provide some insight into the current T2K simulation.
Firstly, Fig. 5.37 shows that there are more events in the bottom ECal modules in
the data than appear in the MC. It also shows an excess of data events in each of
the background enriched samples, with a greater excess again appearing in the bottom
modules.
As mentioned in Chap. 4, there are two types of MC used in this analysis, beam MC
and sand MC. The beam MC has been well tested in the tracker region of the ND280,
but has not been examined so closely in the surrounding magnet. The sand MC has only
recently been developed, and was tuned to match data collected from the tracker region.
The distribution of the simulated neutrinos across the face of the ND280 is one aspect of
the MC that has had relatively little study, and these results highlight a need for this
in the future. A distorted neutrino beam shape could be accounted for by adding an
additional parameter to the fit described in Chap. 5. This additional parameter could
increase the number of MC events in the bottom ECal modules whilst reducing the
number of events in the top modules, changing the shape of the neutrino beam. Though
crude, this would help ascertain whether a mis-modelling of the beam shape is the cause
of the observed differences and would give a measure of the effect this mis-modelling has.
Table 5.5 shows that when each module is included separately in the fit, the normali-
sation parameters obtained are all physical and fall into two groups. In the first group,
the top and left ECal modules give a lead normalisation of about 0.73, compared to a
carbon normalisation of 0.88 and an external normalisation of around 1.25. On the other
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hand, the bottom modules find a lead normalisation of 0.53, a carbon normalisation of
0.77 and an external normalisation of 1.68. All the modules indicate that the ratio of
external events to internal events is higher in the data than the MC, particularly so in
the bottom modules, suggesting that it is the external population of the MC that is not
well modelled. This could be tested in future versions of this analysis by using cuts on
the BDT classifier distribution to try and remove this poorly understood background.
This would then allow the entire barrel ECal to be used in the fit and would reduce the
uncertainty on RPb from the fit itself to around 0.1 rather than the current value of 0.21.
The measured cross-section presented in this thesis has a large error associated with
it, preventing it from providing much information about the underlying cross-section
physics. This analysis has however shown that a better simulation of the neutrino beam is
required to correctly describe events outside the ND280 tracker region, and in particular
that it is in the regions outside the barrel ECals where the difference between data and
MC is most noticeable. It has also shown that the fitting technique described in Chap. 5
can be successfully applied to the ND280 data samples, and when the neutrino beam is
better understood it will provide a competitive measurement of the νµ-Pb CC inclusive
cross-section.
6.2. Conclusions
The field of neutrino physics has moved on rapidly since the discovery of neutrino
oscillations and is now entering the precision era. The current and planned neutrino beam
experiments aim to measure both the neutrino mass hierarchy and the CP-violating phase
δ, and in order to do this they require a better understanding of neutrino interactions.
This thesis has presented the current state of neutrino physics and discussed some of
the challenges that are being faced. It has given an overview of the T2K experiment,
which is working to overcome these challenges, and described improvements to the ND280
event reconstruction algorithms that will help the experiment achieve its goals.
The main body of this work was an investigation into neutrino interactions within
the ND280 ECals, leading to a measurement of the νµ-Pb CC inclusive cross-section.
This involved the creation of a BDT multi-variate analysis to select neutrino interactions
within the ECals, and the construction of a χ2 fit to extract the cross-section from the
selected data.
Discussion and conclusions 154
The event selection described in Chap. 4 showed that it is possible to select neutrino
interactions with high purity and efficiency in both the DsECal and barrel ECals. This
event selection could also become a useful tool for other analyses at the ND280, allowing
them to remove backgrounds originating from interactions in the ECals. The data-MC
comparisons in Chap. 4 highlighted the discrepancies that exist between the ND280
simulation and the data, leading to a robust selection that still provided separation
between the signal interactions and backgrounds.
This selection was applied to the T2K Run II and Run III data, selecting approximately
500,000 neutrino interactions in the six ECal modules used in the analysis, described
in Chap. 5. The effects of neutrino interaction uncertainties and the neutrino flux
uncertainties were examined in the regions outside the ND280 tracker, and the first
low-level detector systematic studies for the ECals were performed. Comparing the MC
samples to the selected data showed that there was a data excess present in both the
signal and background enriched samples, particularly in the bottom ECal modules.
These differences did not allow the cross-section fit to produce a good match between
the data and MC, as it returned an unphysical value for the lead normalisation parameter.
This tension was removed by fitting the barrel ECal modules sequentially, producing
a value of RPb for each individual module. The range of values seen represents the
additional uncertainty arising from the discrepancy between the data and MC, which was
incorporated into the normalisation parameter uncertainty. This gave the final measured
νµ-Pb CC inclusive cross-section as
σCCPb = 5.76
+2.65
−2.46× 10−39 cm2 nucleon−1. (6.1)
Comparing this result to the νµ-carbon CC inclusive cross-section measured by T2K
shows that they are equal within errors, agreeing with the recent measurements of the
lead-carbon cross-section ratio reported by the MINERνA collaboration.
6.3. Outlook
The analysis presented here was the first to look in detail at neutrino interactions both
outside the main ND280 tracker region and within the ND280 ECals. As such there are
many areas that can be improved upon in future iterations.
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As mentioned in Chap. 3, work on the Radon transform to include a shower clas-
sification, improved 3D matching and allow the fitting of curved tracks will provide
better vertex identification and could allow future analyses to split the ECal interaction
sample according to the number of final state particles produced. This would improve
both the ability to select neutrino interactions and give more information on the type of
interaction that occurred.
Ongoing work on understanding the ECal charge response and modelling this correctly
in the ND280 MC will provide better agreement between the data and MC for the low level
ECal variables, allowing more of them to be used in the BDT, improving its separating
power. This would in turn provide a stronger constraint on the lead cross-section. More
use could also be made of the BDT information when extracting the cross-section. The
current fit splits the BDT distribution to provide signal and background enriched samples
which are then used in the χ2 fit. Instead of performing a two bin fit in this way the
BDT distribution itself could be fitted for each of the ECal modules, which should give
smaller uncertainties on the normalisation parameters.
The greatest uncertainty on the measured cross-section arose from the discrepancies
observed in the distribution of events across the ECal modules between data and MC.
There are a number of things that could account for this, such as structural sections of
the ND280 pit that are not included in the sand MC or a mis-modelling of the neutrino
beam flux, and a number of groups within the T2K collaboration are now focussed on
resolving this issue. Once this has been fully understood it will be possible to fit the
ECal modules simultaneously, reducing the systematic uncertainty on the cross-section
measurement by a factor of 2.
There is also much scope for extending this analysis beyond what has been presented
here. In particular, muon ranging and calorimetric measurements of the neutrino
interaction could be used to extract the νµ-Pb cross-section as a function of neutrino
energy, or improved event identification could enable the measurement of exclusive CC
interaction modes.
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Appendix A.
Boosted decision tree input variables
Plots showing the distribution of signal, through-going background and signal-like
background events in the DsECal and barrel ECals for each of the BDT input variables
described in Chapter 4. In all cases the blue histogram contains signal events, the yellow
filled histogram holds through-going background events and the red histogram shows
signal-like background events. The combined area of the background histograms equals
that of the signal histogram.
(a) DsECal (b) Barrel ECals
Figure A.1.: The mean charge of all hits in the cluster.
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(a) DsECal (b) Barrel ECals
Figure A.2.: The charge skew of hits in the cluster.
(a) DsECal (b) Barrel ECals
Figure A.3.: The RMS of the charge of hits in the cluster.
(a) DsECal (b) Barrel ECals
Figure A.4.: The summed charge of all hits in the cluster.
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(a) DsECal (b) Barrel ECals
Figure A.5.: The number of ECal layers containing a hit from the cluster.
(a) DsECal (b) Barrel ECals
Figure A.6.: The layer closest to the centre of the ND280 that contains a hit from the cluster.
(a) DsECal (b) Barrel ECals
Figure A.7.: The layer furthest from the centre of the ND280 that contains a hit from the
cluster.
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(a) DsECal (b) Barrel ECals
Figure A.8.: Pointing X axis.
(a) DsECal (b) Barrel ECals
Figure A.9.: Pointing Y axis.
(a) DsECal (b) Barrel ECals
Figure A.10.: Pointing Z axis.
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(a) DsECal (b) Barrel ECals
Figure A.11.: Maximum perpendicular bar hit.
(a) Barrel ECals
Figure A.12.: Maximum parallel bar hit.
(a) DsECal (b) Barrel ECals
Figure A.13.: Minimum bar hit.
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(a) DsECal (b) Barrel ECals
Figure A.14.: PID Angle.
(a) DsECal (b) Barrel ECals
Figure A.15.: PID ShowerAngle.
(a) DsECal (b) Barrel ECals
Figure A.16.: Thrust value.
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(a) DsECal (b) Barrel ECals
Figure A.17.: Thrust X axis.
(a) DsECal (b) Barrel ECals
Figure A.18.: Thrust Y axis.
(a) DsECal (b) Barrel ECals
Figure A.19.: Thrust Z axis.
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(a) DsECal (b) Barrel ECals
Figure A.20.: Maximum hits per layer.
(a) DsECal (b) Barrel ECals
Figure A.21.: PID Circularity.
(a) DsECal (b) Barrel ECals
Figure A.22.: Truncated maximum ratio.
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(a) DsECal (b) Barrel ECals
Figure A.23.: Front back ratio.
(a) DsECal (b) Barrel ECals
Figure A.24.: Distance parameter of first Radon line in first view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.25.: Distance parameter of second Radon line in first view of cluster.
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(a) DsECal (b) Barrel ECals
Figure A.26.: Distance parameter of third Radon line in first view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.27.: Distance parameter of first Radon line in second view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.28.: Distance parameter of second Radon line in second view of cluster.
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(a) DsECal (b) Barrel ECals
Figure A.29.: Distance parameter of third Radon line in second view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.30.: Angle of first Radon line in first view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.31.: Angle of second Radon line in first view of cluster.
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(a) DsECal (b) Barrel ECals
Figure A.32.: Angle of third Radon line in first view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.33.: Angle of first Radon line in second view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.34.: Angle of second Radon line in second view of cluster.
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(a) DsECal (b) Barrel ECals
Figure A.35.: Angle of third Radon line in second view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.36.: Percentage of available hits used in first Radon line in first view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.37.: Percentage of available hits used in second Radon line in first view of cluster.
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(a) DsECal (b) Barrel ECals
Figure A.38.: Percentage of available hits used in third Radon line in first view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.39.: Percentage of available hits used in first Radon line in second view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.40.: Percentage of available hits used in second Radon line in second view of cluster.
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(a) DsECal (b) Barrel ECals
Figure A.41.: Percentage of available hits used in third Radon line in second view of cluster.
(a) DsECal (b) Barrel ECals
Figure A.42.: Number of hits in the first view of the cluster.
(a) DsECal (b) Barrel ECals
Figure A.43.: Number of hits in the second view of the cluster.
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(a) DsECal (b) Barrel ECals
Figure A.44.: The total number of hits in the cluster.
(a) DsECal (b) Barrel ECals
Figure A.45.: χ2MIP.
(a) Object length (b) Average Z position
Figure A.46.: The average Z position and length of clusters in the barrel ECal modules.
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(a) X Position (b) Y Position
Figure A.47.: The X-Y position of clusters in the DsECal.
Appendix B.
‘External’ population in barrel ECal
samples
Plots showing the energy of neutrino interactions in the ‘External’ population of each
of the signal enriched and background enriched sub-detector samples. The events have
been categorised by the type of interaction that occurred.
(a) Signal enriched (b) Background enriched
Figure B.1.: Top right barrel ECal module ‘External’ population.
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(a) Signal enriched (b) Background enriched
Figure B.2.: Top left barrel ECal module ‘External’ population.
(a) Signal enriched (b) Background enriched
Figure B.3.: Left side barrel ECal module ‘External’ population.
(a) Signal enriched (b) Background enriched
Figure B.4.: Bottom right barrel ECal module ‘External’ population.
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(a) Signal enriched (b) Background enriched
Figure B.5.: Bottom left barrel ECal module ‘External’ population.
