Application of well-distributed sequences to the numerical simulation of the Boltzmann equation  by Babovsky, Hans et al.
Journal of Computational and Applied Mathematics 31 (1990) 15-22 
North-Holland 
15 
Application of well-distributed sequences 
to the numerical simulation 
of the Boltzmann equation 
Hans BABOVSKY, Frank GROPENGIEBER, Helmut NEUNZERT, 
Jens STRUCKMEIER and Bemd WIESEN 
Fachbereich Mathematik, University of Kaiserslautern, Erwin-Schriidinger-Strde, D-6750 Kaiserslautern, FRG 
Received 13 March 1989 
Revised 12 November 1989 
Abstract: This paper presents numerical results about the application of well-distributed sequences for simulation 
methods of the Boltzrnann equation. A short introduction to the Boltzmann equation will be given. Numerical 
simulation schemes for solving the Boltzmann equation will be discussed. A special effect, called “numerical freezing”, 
which arises if one uses special well-distributed sequences instead of pseudorandom number generators for the 
calculation of the boundary conditions, will be introduced. 
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1. The Boltzmann equation 
The problem, which will be described in the following, is connected with the re-entry phase of 
a space vehicle. This work is done in the actual research program for the European space shuttle 
HERMES, which is a common project of European states. The physical picture of the upper 
re-entry phase is characterized by rarefied gas conditions, which become important in altitudes 
of about 100 km at the beginning of the re-entry. In these altitudes the gas does not behave like a 
continuum flow and therefore it is necessary to consider gas kinetic equations for the evolution 
of the gas around a space vehicle. The characteristic parameter for such flows is the Knudsen 
number, which is defined by 
Kn = + > 0.01, 
where A, = mean free path of molecules and d = characteristic length of the object. 
Furthermore, the velocity of a space shuttle is rather high, which leads to special effects 
around the shuttle. The characteristic parameter for the velocity of a space shuttle is the Mach 
number, which defines the velocity in a scaled magnitude: 
where u, = freestream velocity and c = speed of sound in the gas. 
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This physical picture leads to a mathematical description,, which is different from the normal 
picture. If one wants to calculate the flowfield around an airplane, normally the fluid dynamic 
equations like Navier-Stokes- or Euler-equations have to be solved. This is the macroscopic 
description of the gas, because the introduced quantities are pressure, density and velocity of the 
gas. The description of the gas in terms of macroscopic quantities is no longer valid in the case of 
the re-entry, because the gas around the shuttle is not in thermodynamic equilibrium. Therefore 
one has to look at the microscopic level, which leads to the gas kinetic equations, especially to 
the Boltzmann equation. In this picture the gas is described by an ensemble of single molecules 
and atoms and the Boltzmann equation gives the evolution equation for the ensemble of 
particles. 
The ensemble itself is described by a probability density f(t, x, u) in such a way, that 
f( t, x, u) d”x d3u is the probability to find particles at time t inside a box given by [x, x + d”x] 
and [u, u + d3u]. 
The resulting problem is the following initial-boundary-value problem: 
f, + uo,f=J(.L f), (I) 
-_a x, 4fk x, w>} d&d d3w, (2) 
where 
u’=u--(u-w, 7I), w’=w+n(u-w, ?I), 
k( 1 u - w 1, q) = collision kernel. (3) 
This equation describes the picture, as shown in Fig. 1. 
The initial conditions for the Boltzmann equation are given by a Maxwellian distribution, 
which means, that the gas particles are in equilibrium state as long as there is no flying object, 
which disturbes the equilibrium: 
f(t=O, x, 4 =foo(x, 4, 
fW(x, u) = (~ITRT,)-~‘~ exp & , 
i i 00 
T, = gas temperature, R = gas constant. 
The boundary conditions of the problem are explained by the picture, as shown in Fig. 2. 
Consider a two-dimensional object (in this case an ellipse) in rarefied flow. There are two 
different boundary conditions, which describe the problem. 
Fig. 1. Collision of two particles described by collision 
kernel k( 1 v - w I, 7); streaming term “A + vV,f “. 
gas-surface interactjon 
artificial <: b Ei ~ncomlng 
Fig. 2. 
gas 
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Fig. 3. Specular reflection (left); diffuse reflection (T, = wall temperature) (right). 
The first one is necessary to get a bounded spatial domain and this leads to artificial boundary 
conditions. The conditions describe the incoming gas, which is in equilibrium, and absorption on 
the other boundaries, which means that particles, which move over these boundaries with 
velocity of more than Mach 1 do not influence the flowfield anymore. 
The second boundary condition describes the gas-surface interaction. This boundary condition 
is connected with the physical description of such an interaction. The commonly used models for 
this interaction are shown in Fig. 3. 
2. Simulation method 
According to the high nonlinearity of the Boltzmann equation it is impossible to find 
analytical solutions of the Boltzmann equation. So it is necessary to introduce numerical 
methods. 
One of the most important algorithms for solving the Boltzmann equation is the simulation 
method, where the density function f( t, x, u) is approximated by point measures, i.e., 
$&3(x,) x S(q) 5 j-(t, x, u) d”x d3u, 
which means that the moments calculated by discrete point measures converge to the moments 
of the exact solution. 
at every time t. 
To handle the evolution of the density function f in time, it is necessary to discretize the 
Boltzmann equation in time by 
f(j At, x, u) =f((j - I) At, x-Atu, u)+AtJ(f, f)((j-1) At, x-Atu, u). 
This leads to a decoupling of the free streaming of the single simulation particles and the 
collision process of the particles. To perform the collisions the particles are collected in spatial 
cells and the collisions are performed inside the cells with a spatial homogeneous function. There 
are different methods for the simulation of the evolution of rarefied gas, which differ mainly in 
the treatment of the collision process. 
The first method, developed by Bird [4] in the late 60s is nowadays mostly used, because this 
method is very easy to implement on a computer. In the last ten years Nanbu [7] proposed an 
algorithm, which arises directly from the Boltzmann equation, but this method has a computa- 
tional effort of the order 0( N*) and is not practible for real calculations. Babovsky [l] modified 
the algorithm of Nanbu and explained the mathematical background of the simulation al- 
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gorithms. It was possible to give a convergence proof for a class of simulation algorithms in the 
sense of weak convergence [3]. 
In the following the algorithm of Babovsky [2] will be considered. The algorithm can be 
summarized by the following flowchart. 
Flowchart .for the simulation algorithm to solve the Boltzmann equation: 
(9 
(ii) 
divide bounded domain into a spatial cell system with Ai = h,; 
fill up the cells with particles, such that cell particles approximate the initial condition of 
the problem; 
(iii) calculate collisions of particles inside the spatial cell system; 
(iv) move each particle i with velocity ui and time step At (consider boundary condition); 
(v) perform steps (iii) and (iv) until final time is reached or the flow field becomes stationary; 
(vi) stationary case: sample moments in the cells with time averaging. 
3. Random numbers 
Random numbers are used at several steps of the simulation method. At first the initial 
condition must be approximated by discrete points. The density of the gas corresponds to a 
special number of particles in one spatial cell. The location of the particles must be spatial 
homogeneous and the velocity of the particles is distributed according to a Maxwellian distribu- 
tion jW( u). 
If a particle hits the wall during the free streaming, the velocity of the particle must be 
changed according to the given scattering law at the boundary: 
Iu.nl f(t, x, ~)=i,.~,oR(U’-u; x, t) lu’*nl f(t, x, u’) d3u, 
u - n > 0, x at boundary. 
In the case of diffuse reflection the scattering law is given by 
R(u’+u; x, t)= Iu.nl &(u), u*n>O, 
fO( u) = (~IT( RTW)2)-1 exp & . 
i i 
The most important procedure in the simulation is the collision process. The situation is the 
following. 
A finite point set is given, which approximates the quadratic density function f(u) do f(w) dw 
+(ui);~S(wj) :f(u) d3uf(w) d3w. 
Now we look for a new point set, which can be calculated from the old one arising from 
collisions of gas particles, which approximates f( u’) du’ at the next time step 
+3(u;) :f(u’) d3u’. 
According to the algorithm it is necessary to define collision partners to reduce the N2 particles 
to N particles for the distribution function after the collision. This situation is shown in Fig. 4. 
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Fig. 4. Fig. 5. Fluctuations of pseudorandom numbers, gener- 
ated by a linear congruential method; number of par- 
ticles: 50; exact value T, = 200 K. 
If the collision partners are determined, the collision probabilities and new velocities must be 
calculated. The easiest way to perform this part of the simulation procedure is to use pseudoran- 
dom numbers to choose collision partners, accept collision probabilities and calculate new 
velocities. 
4. Properties of well-distributed sequences 
If we look in detail at the approximation of the initial condition and the distribution function, 
we see that all macroscopic quantities like temperature and velocity of the gas are given by 
integrals with the measure f(u) d3u. 
For example the temperature is given by 
$pRT= $ (c2f d3u. 
With a given Maxwellian distribution we have a given temperature of the gas. 
The pseudorandom numbers, which are necessary to determine the velocities of the single 
particles, give a good approximation of the initial temperature of the gas as far as they are good 
in the sense of the discrepancy [5]. Table 1 shows the results of some special pseudorandom 
numbers depending on the total number of approximation points of f(u)_ 
This table shows the efficiency of special well-distributed sequences at low particle numbers. 
Another interesting point is the fluctuation in the temperature in different cells, which means 
different sequences of the pseudorandom number generators. 
In Fig. 5 the fluctuations of the temperature by the use of a linear congruential method with a 
long period (normally used to generate pseudorandom numbers) is shown. 
The result shows that the generator gives correct results only by averaging the different 
temperatures, but the fluctuations of the different results is rather high. This leads to an 
20 H. Babovsky et al. / Numerical simulation of the Boltzmann equation 
Table 1 
Temperature calculated by pseudorandom numbers; exact value T, = 200 K 
N Pseudorandom Halton Hammersley 
numbers sequence sequence 
10 107.1 139.0 152.9 
20 148.8 167.0 175.5 
50 169.1 182.5 189.3 
100 193.6 190.1 193.9 
200 197.3 194.5 195.4 
500 194.4 197.2 197.2 
1000 200.0 198.5 197.8 
a mod. Hammersley sequence: first component according to 2i - 1/(2N). 
mod. Hammersley 
sequence a 
180.0 
192.8 
197.7 
199.1 
198.9 
199.0 
199.1 
increasing computational effort, because it is necessary to make a lot of averaging processes to 
get nonstatistical data. 
Now we want to consider the following test case. The heat transfer between parallel plates at 
different temperatures can be calculated. The result will be a temperature jump at the walls 
depending strongly on the chosen scattering law. Outside these boundary layers the gas will be in 
local equilibrium, which means a local Maxwellian distribution function and the temperature will 
show a linear behaviour. 
Figure 6 shows the result, where the velocity of gas molecules hitting the wall during the free 
streaming is determined by pseudorandom numbers generated with a linear congruential method, 
implemented on the computer. 
Figure 7 gives the result with the Halton sequence. 
It is easy to see that in the second case the energy level of the gas sinks and the gas begins to 
freeze. This “numerical freezing” can be explained by looking in more detail to the properties of 
well-distributed sequences. 
PARAM..ER : 
CELL SfZE - 0.1 M 
Mi54NFREEPA?H- #.05M 
PART/CEZL - 2000 
TEiWERA NRE IN K 
I 
T&VP RIGHT - 22Q K 
Fig. 6. Heat transfer between parallel plates, pseudorandom numbers generated by a linear congruential method. 
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TmPLm- 160X DISTME INM 
0 .5 
TLMP RIGHT - 220 K 
1.0 1.5 2.0 
Fig. 7. Heat transfer between parallel plates, pseudorandom numbers generated with the Halton sequence. 
The Halton sequence produces a temperature, which is near to the exact value, but this value 
is at each time step a lower bound for the energy flux from the wall to the gas. This effect, which 
repeats from step to step, leads to a sinking of the energy level and because of the closed system 
it can be expected that the gas will be totally frozen if the calculation is further performed. 
For further development of the simulation method with well-distributed sequences it is 
necessary to exclude this special effect to avoid the “numerical freezing”. 
5. Conclusion 
As shown in the paper the application of well-distributed sequences is useful for the 
development of simulation methods like the algorithm for the Boltzmann equation. 
It is possible to reduce the fluctuations, which arise from the statistical approach and therefore 
to reduce the computational effort. Another advantage is the possibility to give error estimates 
for the numerical solution in terms of the discrepancy of the used sequences [6] and because of 
the mathematical techniques to get further improvements in topics like domain decomposition. 
On the other hand, the implementation of 
effects like the “numerical freezing” of the gas 
carefully at the properties of such sequences. 
well-distributed sequences can produce special 
as shown in the paper. So it is necessary to look 
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