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Abstract
Searching for genes involved in traits (e.g. diseases), based on genetic data, is considered from
a computational learning perspective. This leads to the problem of learning relevant variables of
probabilistic Boolean functions by function value queries for many assignments. These assign-
ments are sampled from a certain class of distributions that generalizes the uniform distribution,
and is motivated by the mechanism of inheritance of genetic material. The Fourier transform of
Boolean functions is applied to translate the problem into a conceptually simpler one: searching
for local extrema of certain functions of observables. We work out the combinatorial structure
of this approach and illustrate its potential use.
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1. Introduction
1.1. Gene hunting in the case of complex traits
A hot topic in genetics is searching for genes that are involved in certain traits, such
as genetic diseases. We may consider the candidate genes as variables and their alleles
(di>erent versions of the same gene) as their values. Whether or not an individual has
a speci?c trait depends on the genotype, that is, on the combination of alleles of the
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relevant genes for this trait. (The term genotype may be di>erently de?ned in the
genetics literature.) Hence we may describe a binary trait by a 0,1-valued function
of genotype. Function value 0/1 means that the trait is not present/is present in an
individual having this genotype.
In general, traits are not fully determined by the genes, but also inFuenced by en-
vironment, nutrition, or unknown factors. A natural way to model this is to consider
probabilistic 0,1-valued functions: We assume that the genotype determines the proba-
bility that the trait is present in an individual from a sample. This probability is called
the penetrance. The sample may already be censored by various criteria, such as age,
origin, etc.
Data on genotypes and corresponding traits in pedigrees have been analyzed for
a long time by statistical methods, in order to search for relevant genes. Analysis
becomes particularly diGcult if a trait is caused by several genes (so-called complex
traits, explicitly mentioned in [9] as a computational challenge). The penetrance may
be an arbitrarily complicated function of genotype, due to interactions between various
genes and proteins. We do not restrict attention to any speci?c modes of inheritance,
such as single-gene dominant or recessive traits, etc.
1.2. Relevant variables
In this problem domain and in many others, observable e>ects or events are caused
by certain combinations of values of r attributes among n candidate attributes (with
r typically much smaller than n), and one wishes to conclude from given examples
which attributes might be the relevant ones. This type of problem is well-known in the
literature on computational learning theory.
The scenario can be described by an unknown function f of n variables, which
properly depends on only r of them. The goal is to learn f, ?rst of all the set of these
relevant variables, from values f(x) for several assignments x, where an assignment
gives a value to each of the n variables. Depending on the application, numerous
versions of this problem arise: The learner may be able to submit freely chosen queries
(assignments) x to an oracle that replies f(x), or the assignments are sampled according
to some known or unknown distribution.
In this paper we consider learning of relevant variables of probabilistic Boolean
functions from given samples, where a sample is a multiset of assignments x∈{0; 1}n.
The term probabilistic function means that, for each x, f(x) obeys some probability
distribution on the image set. For 0,1-valued functions f, it is equivalent to say that
f(x) = 1 with some probability p(x) if assignment x is presented. We call p(x) the
penetrance of f for x. We assume that, in a given sample, all outcomes are mutually
independent, including the case that the same x occurs multiply in the sample. (This in-
dependence assumption is appropriate in our intended application, because assignments
stand for individuals developing the trait independently.)
1.3. Contributions and organization of the paper
We exploit ideas from algorithmic learning theory to derive a structural framework
for gene hunting based on parents–children data. We use the Fourier transform of
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penetrances p to construct so-called guide functions from observable parameters that
“point to” the relevant variables in certain ways. This yields fast search strategies.
Since the Fourier transform represents arbitrary functions as linear combinations of very
simple parity functions, we come up with rather simple guide functions. Therefore this
approach is, in principle and with some care, applicable to arbitrarily complex traits.
However, one should be aware that we focus on the combinatorial nature of the problem
and leave out the statistical aspects in this paper. In order to decouple the structural
issues from the statistical ones, we always implicitly assume that our samples are
large enough to get suGciently accurate estimates of observable values and a desired
resolution. (However we address the sample size in case of the uniform distribution,
cf. Theorem 2.2.) Recent large-scale screening e>orts give hope that recognizing genes
that cause some multigene traits, supported by combinatorial analysis, is a realistic
goal.
In the remainder of Section 1 we relate gene hunting to the task of learning relevant
variables of Boolean functions. In Section 2 we recall the well-known relationship
between Fourier transform and “inFuence” of variables of a Boolean function, and
we give a canonical algorithm that learns the relevant variables under the uniform
distribution. Sections 3 and 4 contain the new contributions, where we consider Section
3 as the core of the paper. It addresses our learning problem under the more general
class of crossover distributions. Fourier transform along with some nice properties of
crossover distributions allows us to build eGcient search strategies. The combinatorial
Theorem 3.8 is the key result. Using this theorem we can reduce our learning problem
to a conceptually simpler one, namely searching for local extrema and other features
of observable functions that we call guide functions. The idea is illustrated in Section
4 where we study some concrete guide functions. As an interesting combinatorial fact,
Fourier components of even and odd subsets of the relevant variables behave rather
di>erently. This last section remains somewhat anecdotical. Full exploration of the
approach must be left for future research. In particular, the various ways of constructing
guide functions and their pros and cons deserve further study. Finally, the power of
the resulting strategies has to be tested on real data.
1.4. Literature
Relevance is a common topic in machine learning and inference, see [1,8,12,17] for
some recent contributions and further pointers. Learning relevant variables by queries
has been intensively studied under several learning models, e.g. exact learning by
adaptive and nonadaptive membership queries [4,5] (again, much more references can
be found there). In [11], the probabilistic model we supposed here is called p-concepts;
however, the goal of learning is di>erent from ours.
The use of Fourier transform for learning Boolean functions is well established,
and the interplay between Fourier spectrum and relevance of variables has also been
observed several times [2,3,7,14,15], thus it is impossible to summarize even the main
results here. However, most work is focused on the uniform sample distribution.
The crossover distribution is well-known in genetics, see e.g. [10]. For a survey
of gene hunting in pedigree data and a broad problem discussion we refer to [18].
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A special aspect of modelling traits is addressed in [13] where the cases with two
involved genes have been classi?ed.
1.5. Statement of our learning problem
A real-valued function p de?ned on {0; 1}n is called pseudo-Boolean. If 06p(x)61
for all x∈{0; 1}n, we may interpret the p(x) as probabilities. Assume that a function
oracle behaves as follows: If x is submitted as a query then the oracle responds 1
and 0 with probability p(x) and 1 − p(x), respectively. Answers to several queries
are completely independent (including the case of repeated submission of the same x).
The p(x) are called penetrances. Note that the learner is not able to select own queries
here. Instead, queries to the function oracle are independently sampled according to
some distribution on {0; 1}n. The learner can only observe the query–answer pairs and
draw conclusions. In the uniform sample distribution, every x has probability 2−n.
Consider a variable v, w.l.o.g. let be v=xn. Variable v is called relevant if there exists
an assignment x = (x1; : : : ; xn−1) on the other variables such that p(x1; : : : ; xn−1; 0) =
p(x1; : : : ; xn−1; 1). To avoid lengthy formalism, we will use some loose notation if the
meaning of arguments is clear from context. For example, we write the above condition
as p(x; 0) = p(x; 1), where the last component is a single Boolean value (of variable v
under consideration, which we put w.l.o.g. on the last position) and x is the assignment
on the other n− 1 variables.
R denotes the set of all relevant variables (relevant set, for short) of p. A learner
wants to identify R, subject to some error probability, by observing many pairs of
queries x and oracle answers f(x). However, since samples are ?nite, we have to
adjust the learner’s goal somewhat:
For 
¿ 0, a variable v is called 
-relevant if, for some assignment x on the other
variables, |p(x; 0) − p(x; 1)|¿
. Intuitively, the smaller 
 is the larger samples are
needed to detect 
-relevant variables. Therefore, the learner can only expect to ?nd all

-relevant variables with high probability, for some previously given parameter 
. The
remaining variables in R are anyhow less inFuential.
Now we state our problem formally, ?rst for the case of the uniform distribution
(note that there are some di>erences to the PAC learning framework).
Given: a pseudo-Boolean function p on n variables, with |R|6 r; an oracle that
responds 1 and 0 with probability p(x) and 1 − p(x), respectively, if assignment x
is submitted; a random source of assignments x that obeys the uniform distribution; a
learner who knows the bound r (and the fact that oracle queries x follow the uniform
distribution); a sensitivity parameter 
, and a con?dence parameter .
Goal (success criterion): Learn all 
-relevant variables of p, subject to an error
probability at most .
1.6. From genetic data to probabilistic Boolean functions
Since we focus attention to Boolean functions whereas genes can have many di>erent
alleles, we have to explain how our Boolean function learning problem is related to
gene hunting using parent–children data.
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The ?rst, obvious approach does not suit human genetics but, e.g. genetics of plants,
because it requires a large “family”, i.e. a ?xed pair of “parents” with many “children”.
(In the following we use these terms without quotation marks.)
Chromosomes come in pairs with homologous genes at the same loci, that is, every
individual has two versions of each chromosome. In the parental genotypes, we may
name the chromosomes in each pair arbitrarily by 0 and 1. For each gene, a child
inherits the allele from chromosome 0 or 1 from each parent. This immediately de?nes
a randomized Boolean function p for the o>spring of this pair, with two variables for
each gene. Our assignments x are the genotypes of children. Note that these x are
independent for di>erent children.
If a gene is not involved in the trait then both variables are irrelevant. However, the
converse is not true: Not all genes being relevant for the trait necessarily reveal their
relevance in a particular family, since it is quite possible that the alleles present in the
family make no di>erence.
If the candidate genes for the trait are on mutually di>erent chromosomes then
children get alleles 0 and 1 of all those genes independently with probability 12 , such
that assignments x are uniformly distributed in the sibship.
As we have seen, this simple de?nition of a function p su>ers from several restric-
tions: We need families with (really) many children, and perhaps not all relevant genes
show up. We may try and combine data of many families with a few children each,
which means to observe a convex linear combination of many unrelated functions p,
but then the di>erences of penetrances caused by various alleles can cancel out each
other, as we have assigned names 0 and 1 arbitrarily to the partner chromosomes. To
avoid this e>ect, we adopt and generalize an idea being well known in genetics as the
method of a9ected siblings. We still restrict attention to the case that our candidate
genes are located on mutually di>erent chromosomes.
Consider a family with two children (or more, but then choose two of them). Let
p be de?ned as above, with a variable for each parent and gene. We derive another
function p(2) as follows: Assign value 0/1 to a variable if the siblings inherited the
corresponding allele from the same/from di>erent chromosome(s). In case 0 the sib-
lings’ alleles are called “identical by descent” (IBD). Finally, de?ne p(2)(z) to be the
conditional probability that both siblings have the trait, under the condition that their
IBD assignment de?ned above is z. Note that assignments z of several disjoint pairs
of siblings are independent and uniformly distributed.
Let R(2) be the relevant set of p(2). The theorem below ensures that we do not miss
relevant variables of p when we examinate p(2) instead:
Theorem 1.1. R(2) = R.
Proof. Inclusion “⊆” is evident from the de?nition of relevant variables. To show “⊇”
consider any v∈R.
Let ⊕ denote the componentwise XOR of two vectors. By the de?nition of p(2) we
have:
p(2)(z) = 2−n
∑
x⊕y=z
p(x)p(y) = 2−n
∑
x
p(x)p(x ⊕ z);
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where the ?rst sum is taken over all 22n pairs of assignments x; y with x ⊕ y = z.
Since this is equivalent to x ⊕ z = y, and z is ?xed, we get the second sum running
over all 2n assignments x. Now we split o> the variable v under consideration. In the
following, the last component of arguments refers to v, whereas the ?rst component
is the assignment on all other variables. Then we can write the above formula for the
all-0 assignment o as
p(2)(o; 0) = 2−n
∑
x
(p(x; 0)2 + p(x; 1)2)
and
p(2)(o; 1) = 2−n
∑
x
2p(x; 0)p(x; 1);
where x now runs over the 2n−1 assignments on the variables distinct from v. For
every such x we have p(x; 0)2 + p(x; 1)2¿ 2p(x; 0)p(x; 1), with strict inequality i>
p(x; 0) = p(x; 1). Hence
p(2)(o; 0)¿p(2)(o; 1);
which also proves v∈R(2).
The last inequality in the proof says that siblings with identical alleles have a strictly
larger probability to get the trait than siblings with one di>erence in their genotype on
the relevant genes. Obviously, this “one-sided bias” carries over to samples consisting
of siblings from many di>erent families having nothing to do with each other. (That
means to examine a convex linear combination of several functions p(2).) Hence any
relevant gene leads to some relevant variable in a large enough sample, such that the
Boolean function de?ned in this way is applicable to e.g. human genetics.
In the case of rare traits with rather small penetrance it is suitable to restrict a sample
to families with a>ected ?rst child (“censoring”). Use IBD assignments z as above,
and let p(1) be the probability that the second child also has the trait (“siblings relative
risk”). Since
p(1)(z) =
∑
x⊕y=z p(x)p(y)∑
x⊕y=z p(x)
=
∑
x p(x)p(x ⊕ z)∑
x p(x)
=
p(2)(z)
2−n
∑
x p(x)
(where summation indices are used similarly as above), this function has the same nice
property as p(2).
2. Relevance and Fourier transform
2.1. Learning via Fourier transform
The naive approach to solve our learning problem, namely to estimate all p(x) by
frequencies of response 1 to queries x and to compare them, would require a huge
sample of much more than 2n queries. However, if the learner knows in advance, or
has good reasons to believe, that |R|6 r for some rn, a more eGcient representation
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of p can be learned from a sample of reasonable size. Since this approach is common
in learning theory, at least for the uniform sample distribution, we outline it only
brieFy.
Let T be any subset of variables. Parity function QT is de?ned by QT (x)= (−1)x·T ,
where x · T means the number of 1s that x has in T . In particular, Q∅ is constantly 1,
since there is always an even number of 1’s in ∅. The characteristic property of QT is
that the function value is multiplied by −1 with every bit Fip on T . It is well-known
that the QT form an orthonormal basis in the 2n-dimensional linear space of real-valued
functions on {0; 1}n. The coeGcients in
p=
∑
T
hTQT ;
given by
hT = 2−n
∑
x
QT (x)p(x);
are the harmonic coeGcients or Fourier coeGcients of p.
It is very convenient to abbreviate the notation of Fourier coeGcients hT throughout
the paper:
• We write h for h∅.
• We omit set parentheses and write hv for h{v}, hu;v for h{u;v}, etc.
• If variables are denoted by the same symbol with subscripts, such as x1; x2; : : :, we
also omit symbol x and write e.g. h12 instead of hx1 ;x2 .
The same conventions apply to sets T in QT .
We de?ne the projection p[T ] of p to any subset T of variables as follows: For any
assignment z on T , p[T ](z) is the average p(x) over all x that induce z on T . The
projection has an obvious meaning if the x are drawn from the uniform distribution:
In that case, p[T ](z) is the probability of oracle answer 1 under the condition that the
assignment on T is z. We may consider p[T ] either as a function of the variables in
T , or as a function of all variables, but with relevant variables in T only. It will not
cause confusion if we jump between these two views. If T contains only one variable
v, we simply write p[v]. Note that
p[T ] =
(∑
S
hSQS
)
[T ] =
∑
S
hSQS [T ] =
∑
S⊆T
hSQS;
where the ?rst two sums are taken over all 2n subsets S of variables.
This equation is used to prove
Theorem 2.1.
R=
⋃
hS =0
S:
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Proof. Implication ⊆ is evident. To see ⊇, observe p= p[R] = ∑S⊆R hSQS . On the
other hand, p =
∑
S hSQS . Since the Fourier representation is unique, we get hS = 0
for all S * R.
Hence one can learn R under the assumption |R|6 r as follows: Learn the hT for
all sets T , with |T |= 1; 2; 3; : : : ; r. Whenever hT = 0, add T to the relevant set. Abort
when r relevant variables have been found. Hence we have to examine O(nr) Fourier
coeGcients in the worst case, instead of 2n function values.
However, due to the probabilistic nature of this learning problem, we can only get
estimators for the hT , and we must allow for some error probability. To estimate the
hT , rewrite the above formula for hT as
hT =
∑
x|QT (x)=+1
p(x)=2n −
∑
x|QT (x)=−1
p(x)=2n:
We abbreviate the sums on the right-hand side by h+T and h
−
T . They are half the
conditional probabilities of answer 1 if QT (x) = +1 and −1, respectively. Replace
these conditional probabilities with the frequencies of oracle answer 1 observed in
the given sample. Perform a statistical test with null hypothesis hT = 0, that is, ?x a
threshold D and consider hT to be 0 if the estimated |hT | is below D.
By standard techniques we can derive the following complexity result for this algo-
rithm. The con?dence parameter  is not explicitly mentioned, as the result is formulated
in -notation (that is, the hidden constant depends on ).
Theorem 2.2. Given a probabilistic Boolean function p with |R|6 r (with r a given
constant) and a sensitivity parameter 
, the 
-relevant variables of p can be learned
with high probability from a sample of size Q(r22r log n=
2) under the uniform dis-
tribution.
Proof. Two types of error can occur: Some hT = 0 can be misclassi?ed as hT = 0,
and some relevant variables v may remain undetected (since all T  v with hT = 0 are
misclassi?ed as hT = 0). Let N denote the sample size, and D the threshold that we
will specify later.
We bound the probability of the former error for any ?xed T that ful?lls hT = 0.
The algorithm estimates h+T and h
−
T by counting frequencies, as stated above. Since the
true hT is 0, the sums have the same expected value: h+T = h
−
T . If the estimator for hT
deviates from the expected value 0 by D or more, h+T (or h
−
T , which is a symmetric
case) has an absolute error of at least D=2, and hence a relative error at least D. (Note
that h+T 6
1
2 ). Due to the Cherno> bound, the probability of such a relative error is
exp (−Q(D2N )) (where h+T itself is part of the constant hidden in Q). Using sample
size N=Q(r log n=D2), this error probability becomes Q(n−r), with an arbitrarily small
constant factor. Finally, recall that the algorithm checks only O(nr) sets T . Thus, the
overall probability that this type of error occurs on some set T can be made smaller
than any desired constant.
Next we bound the probability that some ?xed 
-relevant variable v remains un-
detected. Theorem 2.1 implies that v appears in at most 2r subsets T with nonzero
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Fourier coeGcients. Since v is 
-relevant, some of these T must satisfy |hT |¿ 
=2r ,
because of p=
∑
T hTQT and the pigeonhole principle. Fix such a set T , and choose
D = Q(
=2r). By the same calculation as above, the probability that the hT estimator
deviates from its expected value by 
=2r or more can be made arbitrarily small. Since
we have at most r relevant variables, the overall probability of the second type of error
becomes arbitrarily small as well.
Thus N = Q(r log n=D2) = Q(r22r log n=
2) suGces to exclude both types of error
with high probability.
For comparison we remark that the complexity of learning deterministic Boolean
functions by learner-chosen assignments is roughly O(r2r log n) [4]. The exponential
term in r is not o>-putting, as r is small in the intended applications. Realistic sample
sizes in genetics suggest that at most three or four relevant genes for a trait may be
detected from pedigree data. This is reasonable because even numerous monogene traits
are not understood so far. Concerning 1=
2 one can say that 
 is often a large fraction
of 1, e.g. if some prevalent allele causes the trait very likely.
2.2. Special Boolean functions
If p has particular structural properties, learning R requires consideration of fewer
Fourier coeGcients than the worst-case bound O(nr) suggests. A particularly nice ex-
ample is the following class:
Denition 2.3. A function p is called locally monotone if, for every variable v, ei-
ther all assignments x on the variables = v satisfy p(x; 0)6p(x; 1), or all x satisfy
p(x; 0)¿p(x; 1).
These functions naturally appear in our genetics framework, e.g., some alleles always
increase the probability of a trait, and functions p(2) satisfy p(2)(x; 0)¿p(2)(x; 1), by
straightforward generalization of the inequality in Theorem 1.1.
Theorem 2.4. If p is locally monotone then hv = 0 for all v∈R.
Proof. Consider v∈R and assume for contradiction that hv = 0. Then all T  v
with hT = 0 must satisfy |T |¿ 1, and at least one such T exists, due to The-
orem 2.1. Note that Q∅[v] = 1, and QT [v] = 0 for all T * {v}. Hence we get
p[v]=
∑
T hTQT [v]= h. That means, p[v] is constant: p[v](0)=p[v](1)= h. Suppose
w.l.o.g. that p(x; 0)6p(x; 1) for all assignments x on the variables = v (the other
case is symmetrical). At least one of these inequalities is strict, due to v∈R. On the
other hand, p[v](i) is the average of p(x; i) over all x, for both i= 0 and 1. This is a
contradiction.
As a consequence of Theorem 2.4, if the learner knows about the local monotonicity
of p in advance, R can be learned by examining only the n Fourier coeGcients of
singleton sets. That means, we may apply the algorithm from Theorem 2.2, but it is
enough to consider T with |T |6 1.
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3. Relevance and crossover distribution
Now we turn to our main contribution, a generalization of Fourier learning to a
broader class of sample distributions appearing in genetics.
3.1. Linkage
Let v1; : : : ; vn be Boolean variables on which a linear ordering is de?ned: v1¡ · · ·¡vn.
(To avoid misunderstandings: This ordering says nothing about the Boolean values of
the vi.) Furthermore let i6 12 , i = 1; : : : ; n− 1, be positive real numbers.
Denition 3.1. The crossover distribution with recombination probabilities i is de?ned
by the following assumptions:
v1 = 0 or 1 with probability 12 ,
vi+1 = vi (this is called a recombination) with probability i, and all recombinations
are independent.
An obvious consequence of the de?nition is that every single variable takes value
0 or 1 with probability 12 , but values are no longer independent as in the uniform
distribution.
We also call i the recombination probability of interval [vi; vi+1]. It can be im-
mediately generalized to arbitrary intervals: Let i¡ j¡k. If [vi; vj] and [vj; vk ] have
recombination probabilities  and , respectively, then [vi; vk ] has recombination prob-
ability (1− ) + (1− ) = +  − 2.
Denition 3.2. The linkage L of an interval with recombination probability  is L :=
1− 2.
We list some properties of linkage which are simple but very useful in the following.
Variables vi; vj are called linked if L¿ 0, and unlinked if L= 0, where L denotes the
linkage of interval [vi; vj]. If all variables are unlinked, we get the uniform distribution.
Note that
= 12(1− L)
and similarly
1− = 12(1 + L):
Linkage is multiplicative in the following sense: Consider i¡ j¡k. If [vi; vj] and
[vj; vk ] have linkage L= 1− 2 and M = 1− 2, respectively, then [vi; vk ] has linkage
1− 2(+ − 2) = (1− 2)(1− 2) = LM . Hence d=−ln L is additive and can be
interpreted as a distance, called the linkage distance. Also note that L= e−d.
The set of variables can be uniquely partitioned into segments of pairwise linked
variables, called linkage groups. We can place the variables of a linkage group on
a ?nite segment of the real coordinate axis, with distances according to their linkage
distances. Therefore we sometimes identify variables and points on the linkage axis.
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From this discussion it follows that the crossover distribution imposed on any subset
of variables is determined (as in De?nition 3.1) by the linkages between the neighbored
members of this subset.
All these concepts were developed in the early days of genetics, known under the
keyword Haldane map function. Crossover distributions appear naturally in genetics,
due to the molecular mechanism of inheritance: In the process of meiosis, a cell with
only one set of chromosomes (gamete), is produced from a diploid cell with double
set of chromosomes, and then both parents transmit these gametes which fuse into a
complete cell, the initial cell of a new individual. Each chromosome created during
meiosis consists alternatingly of segments of both chromosomes of the parent. Every
switch from one chromosome to the other one is called a crossover, and crossovers
at di>erent points are independent. That means, if our points vi are loci of candidate
genes, assignments x as de?ned in Section 1.6 follow a crossover distribution, and
they are independent for di>erent individuals. IBD assignments z follow a crossover
distribution as well. Hence, hunting several relevant genes that may reside on the same
chromosome leads to the problem of learning relevant variables under a crossover
distribution.
3.2. Generalizing the Fourier learning algorithm—the <rst steps
We state our learning problem as follows.
Given: n Boolean variables and their positions on the linkage axis; a pseudo-Boolean
function p on these variables, with |R|6 r; an oracle that responds 1 and 0 with
probability p(x) and 1 − p(x), respectively, if assignment x is submitted; a random
source of assignments x that obeys the crossover distribution speci?ed by the positions
of variables; a learner who knows the bound r (and the fact that oracle queries x follow
the crossover distribution).
Goal: Learn intervals (as small as possible) on the linkage axis that contain relevant
variables of p with high probability.
Note that our goal is more modest than in Section 2. It is well-known in genetics
that exact loalization of trait loci by linkage analysis alone would require unreasonable
sample sizes. We do not give a parametrization of the learning task here, since we will
not derive a generic algorithm and perform complexity analysis as in the uniform case.
These involved matters are left for further research. The only purpose of the present
paper is to provide the combinatorial tools and to illustrate their use.
As in the uniform case, the learner observes p restricted to small subsets T of
variables and then she puts together these pieces of information to infer R. More
speci?cally, the following quantities are measured:
Denition 3.3. Here and in the following, suppose that assignments x are sampled
according to a ?xed crossover distribution, and that the function oracle answers 1 with
probability p(x) if assignment x is submitted. For a subset T of variables, let z be
the assignment induced on T by x. For an assignment z on T , qT (z) denotes the
probability that the sampled x induces this z on T , and pT (z) denotes the probability
that the oracle responses 1, under the condition that x induces z on T .
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Since pT (z) is de?ned as a conditional probability, assignments x whose restriction to
T di>ers from z are ignored. Note that pT (z) is a well-de?ned quantity, as the sample
distribution and the oracle behavior is speci?ed, and sampling and oracle answers are
independent. Under the uniform distribution we had simply pT =p[T ] and qT =2−|T |.
The pT (z) and qT (z) are in fact observable in the sense that they can be estimated
from the oracle answers (provided that T is small enough compared to the logarithm
of sample size).
Next we study how these observables depend on p. Once we have ?gured out these
dependencies, we can use them to solve the inverse problem, namely to learn p (and
thus R) from these observables.
In the sequel, y and z denote assignments on subsets of R and on T , respectively.
For convenience we write qT (y; z) instead of qR∪T (y; z), since R is anyhow ?xed for
a given p. W.l.o.g. we may always assume R∩ T = ∅, otherwise we may add dummy
variables for each element in R ∩ T , linked to the original variables with linkage 1.
This slight simpli?cation avoids technicalities.
First of all, note that
pT (z)qT (z) =
∑
y
p(y)qT (y; z);
where the y are all assignments on R, and recall p=
∑
S hSQS , S ⊆ R. This implies
pT (z)qT (z) =
∑
S
hS
∑
y
QS(y)qT (y; z);
where for every S ⊆ R, y refers merely to the assignment induced on S rather than
on R. In other words, for every S we have already summed up the terms for all
assignments on R that agree on S.
We introduce a special symbol for the inner sums:
c(S; T; z) :=
∑
y
QS(y)qT (y; z):
Still, y ranges over all assignments on S. We comment on a special case: For
S = ∅ there remains a single summand y that denotes the empty (constant, meaning-
less) assignment on S, and Q∅(y) = 1 by the de?nition of parity function. This gives
c(∅; T; z) = qT (z). For |T |= 1 this is obviously 12 .
Using this notation we can write
pT (z)qT (z) =
∑
S
hSc(S; T; z):
It is important to notice that pT (z)qT (z) is a linear combination of terms coming from
the Fourier components of p, weighted by the original Fourier coeGcients. Intuitively,
c(S; T; z) says “how much of QS” is present in pT (z)qT (z). It remains to study how
every single c(S; T; z), for any S; T; z, depends on p and on the positions of S and T
on the linkage axis. Let us ?rst look at the qT (y; z) appearing in c(S; T; z).
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3.3. Expressing the observables
In the following let s= |S|, t= |T |, and k=s+ t−1. Consider S∪T as an ordered set
on the linkage axis, and let L1; : : : ; Lk denote the linkages of the k intervals between
neighbored variables in S ∪ T , ordered from the left to the right. We loosely say that
linkage Li is incident to variable v∈ S ∪ T if v is one of the endpoints of the ith
interval.
If o denotes the all-0 assignment, we get right from the de?nition of crossover
distribution:
2k+1qT (o; o) =
∏
i
(1 + Li) =
∑
K
∏
i∈K
Li;
where K runs over all subsets of {1; : : : ; k}. The (k+1)st factor 2 comes from the fact
that the ?rst variable in the sequence takes value 0 with probability 12 . Expressions
LK :=
∏
i∈K
Li
will be called linkage products. In particular, note that L∅ = 1. Hence qT (o; o) is a
linear combination of linkage products, with positive coeGcients.
From the formula above we easily get qT (y; z) for arbitrary y; z as well; only some
linkages Li in the formula have to be replaced with their opposites −Li: If the bit
assigned to variable v Fips from 0 to 1 then this happens to the (one or two) linkages
incident to v. Hence LK appears with negative sign i> K contains exactly one linkage
incident to v. For convenience we use phrases as “sign of LK” and “LK changes its
sign” to refer to the sign attached to LK in the qT (x; y) expression, whereas LK itself
is never negative.
Now we are prepared to write the c(S; T; z) as linear combinations of linkage prod-
ucts. Let us start again with the simplest assignment z = o.
Lemma 3.4. If the bit assigned to some v∈ S is =ipped then LK changes its sign in
c(S; T; o) i9 no or two linkages in K are incident to v.
Proof. Remember that c(S; T; o) =
∑
y QS(y)qT (y; o), and qT (o; o) = 2
−s−t ∑
K LK ,
where the K are all subsets of {1; : : : ; s + t − 1}. If we Fip the bit assigned to any
v∈ S then LK changes its sign in qT (y; o) i> exactly one linkage in K is incident to
v. But the parity of y changes, too.
All assignments y on S can obtained from y = o by successively Fipping the as-
signment on certain variables from 0 to 1. Thus, Lemma 3.4 enables us to determine
the coeGcient of any LK in c(S; T; o).
Lemma 3.5. c(S; T; o) = 2−t
∑
K LK , where K runs over those subsets of linkages
which contain, for every v∈ S, exactly one linkage incident to v.
Proof. If K contains, for each v∈ S, exactly one linkage incident to v then, by Lemma
3.4, the sign of LK never changes. It follows that the coeGcient of LK in c(S; T; z) is
2−t in this case.
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All other LK have coeGcient 0, by a simple argument: There exists v∈ S such that
either no or two linkages in K are incident to v. Consider the pairing of all y where
partners di>er in the value of v only. These partners have opposite parities, hence the
sum of their contributions to c(S; T; z) is 0.
By a couple of de?nitions we can formulate the above condition on K in a nicer
way.
Denition 3.6. A chain in the ordered set S ∪ T is an inclusion-maximal subsequence
of variables from S which is not interrupted by variables from T .
An inner chain is located between two variables of T , otherwise we speak of an
outer chain.
If S ∪ T starts or ends with a member of T , we also say that it starts or ends with
an empty outer chain.
An empty inner chain is the space between two neighbored members of T (without
a member of S in between).
A linkage product LK is a chain product if K consists only of linkages without a
member of T in between, and satis?es the following: K contains every second linkage,
and, in case of a nonempty outer chain, K contains the outermost linkage.
A big chain product is a product of chain products, one from every chain.
Note the following conclusions from the de?nition: There are exactly t + 1 chains.
Every inner/outer chain has two/one chain product(s), with the understanding that an
empty set of linkages has product 1. (In particular, the two chain products of an empty
inner chain are simply 1 and the linkage between the neighbored members of T , and
the chain product of an empty outer chain is 1.) The number of big chain products is
therefore exactly 2t−1.
The de?nition is lengthy but easy to apply. An example illustrates the notion: If the
elements of T and S are ordered like this:
S − S − S − T − T − S − S − S − S − T;
then we have four chains of size 3,0,4,0, and the chain products are:
L1L3; 1, L4; L5L7L9, L6L8; 1.
Now Lemma 3.5 can be reformulated:
Theorem 3.7. c(S; T; o) is 2−t times the sum of all big chain products.
By similar reasoning as earlier, we can easily extend the theorem to arbitrary c(S; T; z),
starting from c(S; T; o): If we Fip the bit assigned to some v∈T then the signs of
linkages incident to v change, and this holds for every ?xed y. Therefore, LK changes
its sign in c(S; T; z) i> exactly one linkage in K is incident to v. This proves:
Theorem 3.8. c(S; T; z) is 2−t times the sum of all big chain products, each endowed
with sign + or −. The sign of a big chain product is +=− i9 it contains, for an
even/odd number of v∈T with value 1, exactly one linkage incident to v.
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In particular, for |T |=1 we can conclude c(∅; T; z)= 12 (as already observed earlier),
since there is a single big chain product with two factors 1, and no linkage is incident
to v∈T .
Together with pT (z)qT (z)=
∑
S hSc(S; T; z), we can now express all the pT (z)qT (z)
as linear combinations of big chain products. Although the Theorem sounds compli-
cated, its use is fairly easy since we will have to exploit very small test sets T only,
as demonstrated in the next section.
4. Design and use of guide functions
4.1. Let one variable move
We now outline the idea of using Theorem 3.8 to construct functions that support
eGcient search for relevant variables. We concentrate on the case that all variables
are linked. Extension to several linkage groups is straightforward. The learner has to
observe the pT (z) and qT (z) on several carefully chosen test sets T . In the following
we propose such a way of choosing test sets.
We ?x the positions of all variables of T but one, and we let this variable v∈T
“move” on the linkage axis, i.e. our sets T di>er in the position of v only. Let t be
the coordinate of v. (Keep in mind throughout the section that T depends on t, even if
t is not explicitly mentioned.) We de?ne some real-valued function g with argument
t, where g will be some linear combination of terms pT (z)qT (z), for several ?xed
assignments z on T .
Remember that the pT (z)qT (z) are in turn linear combinations of linkage products,
and that every linkage involving v can be written as et or e−t with some constant
factor. Namely, the linkage to any other variable with coordinate t0, say, is et−t0 if
t ¡ t0, and et0−t if t0¡t. It follows easily that any function g constructed in this way
is piecewise a linear combination of terms et ; e−t ; 1, where the pieces are the intervals
between variables from R. Our aim is to assemble g in such a way the positions of
some (ideally all) variables from R can be easily read o> from g, for example, they
could be local extrema of g. Once we have such a function g, the local extrema can
be found by well-known methods using O(log n) function value look-ups. Therefore
we call such g guide functions. It is the linkage between variables that helps. Note the
sharp contrast to the uniform distribution where O(nr) observables have to be examined
in the worst case.
4.2. Learning a local extremum of a real-valued function
Assume that g is already constructed. We have to ?nd local extrema of g, on an
ordered domain of n points (loci of candidate genes) because they will indicate posi-
tions of relevant variables. The fastest way to get a local extremum is Golden section
search (see e.g. [6,16]):
Let us call a triple of points (t1; t2; t3) with t1¡t2¡t3 non-monotone if g(t1)6 g(t2)
and g(t2)¿ g(t3), with at least one of these inequalities being strict. In particular, if
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|g(t)| is monotone increasing/decreasing at the left/right end, we immediately get a
non-monotone triple to start with: Take the two outermost points and a further point
close to the leftmost or rightmost one, with larger |g(t)|. The following is well-known:
Theorem 4.1. Once we have a non-monotone triple, we can <nd a local maximum
by log) n queries to function values, with ) =
1
2(
√
5 + 1), and this query number is
worst-case optimal.
In our application the g(t) are noisy, as they come from estimated probabilities.
Hence also the comparison results become more and more random when we approach
a local extremum. The accuracy, i.e. the achievable resolution on the linkage axis
depends on the sample size. But at least one can greatly restrict the intervals where
relevant variables can be found (by direct inspection), therefore the vast majority of
candidate positions can be easily excluded.
4.3. Guide functions from singleton test sets
We continue with some concrete constructions of guide functions. The simplest thing
we can do is to use singleton T . Let t be the coordinate of the unique member v of
T . Note that qT (0) = qT (1) is constantly 12 .
To calculate the observables pT (z) in terms of t and given function p, we ?rst
consider component QS of p, for any ?xed S ⊆ R with hS = 0. The elements of S
form two outer chains, thus we have only one big chain product. Applying Theorem
3.8 to case |T | = 1, we get the surprising fact that the position of T does not a>ect
the contribution of components hSQS of p with even |S| to pT (z)qT (z):
Proposition 4.2. For |T |= 1 and even |S|, c(S; T; z) as a function in t is constant.
Proof. Regardless of t, either both chains are even or both chains are odd. Since the
outermost linkage has to be a factor in the chain product, either no or two linkages,
respectively, are incident to t. Hence the big chain product is always the product of
every second linkage between neighbored members of S, and its sign in c(S; T; 1) is
+. The assertion follows.
Now consider p that has only one component S with odd cardinality and non-zero
Fourier coeGcient. Let t1¡ · · ·¡ts be the coordinates of the variables v1; : : : ; vs in S,
and i the index with ti ¡ t¡ ti+1. (For t ¡ t1 let i=0.) Similarly as above, application
of Theorem 3.8 to case |T |= 1 immediately yields:
2pT (0)qT (0) = et1−t2+t3−t4+···+ti−t+ti+1−ti+2+···+ts−1−ts ;
2pT (0)qT (0) = et1−t2+t3−t4+···+ti−1−ti+t−ti+1+···+ts−1−ts
for odd and even i, respectively.
For an arbitrary p, we use g(t) := 2pT (0)qT (0) as a guide function. This is the
linear combination of the above expressions for all odd Fourier components S of p.
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Functions p having non-zero Fourier coeGcients for even subsets only seem to be
exceptional. Therefore, it is worthstudying the power of singleton test sets closer.
Proposition 4.3. For every p, there is some constant c such that every local maximum
above c and every local minimum below c of function g de<ned by g(t)=2pT (0)qT (0)
indicates a position of a variable from R. Moreover, at least one such extremum
exists, unless the entire g is constant.
Proof. If hS=0 for all even components S, our g satis?es limt→∞ g(t)=limt→−∞ g(t)=
0, and g is piecewise a linear combination of terms et ; e−t . It follows g′′(t) = g(t) for
all t where g is di>erentiable, and these are all t except positions of variables from R.
Hence g is, between points of R, convex if g¿ 0 and concave if g¡ 0. For general
p we merely have to add the constant contribution of the even components to g. The
assertion follows.
We illustrate the use of this guide function for r6 2. Recall our notational conven-
tions from Section 2.1.
First let be r = 1, R = {t1}, and p = h + h1Q1. The non-constant part has an odd
number of variables. By Proposition 4.2, coeGcient h does not contribute to g, thus
we get simply g(t) = h1e−|t−t1|, and our g has a (sharp) local extremum at t1. This
result could be easily obtained without the general theory from Section 3, but already
case r=2 would be cumbersome without Fourier decomposition and linkage products,
such that their bene?ts become apparent now.
Let R = {t1; t2} with t1¡t2, and p = h + h1Q1 + h2Q2 + h12Q12. Only the odd
components inFuence our g, such that we have g(t) = h1e−|t−t1| + h2e−|t−t2|.
If one of h1; h2 equals 0 then we are in the situation of case r=1 and ?nd that ti with
hi = 0. Now consider case h1; h2 = 0. If h1; h2 have equal sign then, by Proposition
4.3, at least one of t1; t2 is a local extremum, namely that with the larger |hi|. If h1; h2
have di>erent signs then g is strictly monotone inside [t1; t2]. Again, at least one of
t1; t2 (with the larger |hi|) is a local extremum and can therefore be localized quickly.
If w.l.o.g. t1 is localized, the second relevant variable t2 is a local extremum as well,
if |h2=h1|¿ et1−t2 , that is, if its “relative signi?cance” is larger than the linkage to t1.
However, there is yet another way of utilizing g. One can measure the linkage
between any two points on the linkage axis, that is, one can compute it from the
frequency of assignment (0; 0) there. Thus g(t)e−t and g(t)et are also observable, and
these functions are constant to the left and to the right, respectively, of interval [t1; t2],
and non-constant inside [t1; t2], such that the interval endpoints can be recognized by
O(log n) function value queries.
In case h1 = h2 = 0 a guide function with |T |= 1 is useless due to Proposition 4.2,
and we have to trouble test sets with two variables.
4.4. Guide functions from two-element test sets
Place one variable of T at the leftmost point of the linkage group which has w.l.o.g.
coordinate 0. Let the other variable move on the right half line. Its coordinate is denoted
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t. Again, we ?rst study the pT (z)qT (z) for a function p with a single non-zero Fourier
component S. For general p we must simply take the sum over all components S ⊆ R.
T divides S into an inner chain and an outer chain (one of them possibly empty).
By Theorem 3.8, pT (z)qT (z) consists of two big chain products. We denote them b1(t)
and b2(t) where the index says whether the inner chain starts with the ?rst linkage
(incident to 0) or with the second linkage.
Example: For arrangement
T − S − S − S − T − S − S − S − S − S
we have b1(t) = L1L3L5L7L9 and b2(t) = L2L4L5L7L9
From Theorem 3.8 we conclude the following.
If |S| is even then:
4pT (0; 0)qT (0; 0) = +b1(t) + b2(t),
4pT (0; 1)qT (0; 1) =−b1(t) + b2(t),
4pT (1; 0)qT (1; 0) =−b1(t) + b2(t),
4pT (1; 1)qT (1; 1) = +b1(t) + b2(t).
If |S| is odd then:
4pT (0; 0)qT (0; 0) = +b1(t) + b2(t),
4pT (0; 1)qT (0; 1) = +b1(t)− b2(t),
4pT (1; 0)qT (1; 0) =−b1(t) + b2(t),
4pT (1; 1)qT (1; 1) =−b1(t)− b2(t).
For even |S| this implies:
pT (0; 0)qT (0; 0)− pT (0; 1)qT (0; 1)− pT (1; 0)qT (1; 0) + pT (1; 1)qT (1; 1) = b1(t),
pT (0; 0)qT (0; 0)− pT (0; 1)qT (0; 1) + pT (1; 0)qT (1; 0)− pT (1; 1)qT (1; 1) = 0.
For odd |S| this implies:
pT (0; 0)qT (0; 0)− pT (0; 1)qT (0; 1)− pT (1; 0)qT (1; 0) + pT (1; 1)qT (1; 1) = 0,
pT (0; 0)qT (0; 0)− pT (0; 1)qT (0; 1) + pT (1; 0)qT (1; 0)− pT (1; 1)qT (1; 1) = b2(t).
Thus b1 and b2 are observable functions being independent of the odd and even
Fourier components, respectively, of p. This separation can simplify matters consid-
erably. Let us illustrate this for r = 2. Remember that the case of a function p with
h1 =h2 =0 could not be settled with |T |=1, and that p=h+h12Q12 (h¿ 0; h¿ |h12|),
such that p has only even Fourier components. Utilizing the guide function b1 de?ned
above we get
b1(t) =


he−t + h12e−t+t1−t2 if t ¡ t1;
he−t + h12e−t1+t−t2 if t1¡t¡ t2;
he−t + h12e−t1+t2−t if t2¡t:
and therefore
b1(t)et =


h+ h12et1−t2 if t ¡ t1;
h+ h12e−t1+2t−t2 if t1¡t¡ t2;
h+ h12e−t1+t2 if t2¡t:
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The latter function is constant outside [t1; t2], such that t1; t2 can be located by binary
search, examining O(log n) function values.
Note that b1 and b2 are again piecewise linear combinations of et ; e−t and tend to 0
for t →∞. Thus they have the nice property addressed in Proposition 4.1 if such local
extrema exist at all. Moreover, multiplication with et or e−t gives piecewise constant
functions.
Concluding remarks: As we have seen, relevant variables in a linkage group can in
principle be recognized using two-element test sets. (Remember that, in big contrast to
this, a nonzero hS cannot be found at all from sets T smaller than S under the uniform
distribution.) However, the details have to be studied further on. There remains the
problem that several Fourier components might sum up in such a way that local extrema
or other easily detectable features of guide functions are cancelled out. How should we
combine suitable pT (z)qT (z) in general, in order to ?nd all relevant variables quickly?
In the previous subsection we reported some partial results. On the other hand, the
method seems to provide elegant tools and many degrees of freedom, such that one
can expect to achieve fast search strategies for r = 3, 4, etc.
4.5. Guide functions for a9ected siblings
The assignments z from the de?nition of p(2) (Section 1.6) obviously follow the
crossover distribution (as XOR of two independent vectors sampled from the crossover
distribution), hence we may apply our approach to such data from many small families
as well. For example, taking |T | = 1 we get a guide function with similar properties
as in Proposition 4.3. Again, t denotes the position of the only variable in T on the
linkage axis.
Proposition 4.4. Every local maximum of p(2)T (0) (as a function of t) is the position of
some relevant variable. There exists at least one local maximum, unless the function
is constant.
Proof. By de?nition we have p(2)T (0)=2 = (pT (0)qT (0))
2 + (pT (1)qT (1))2. Apply-
ing Theorem 3.8 to both terms in parentheses we get that p(2)T (0)=2 has the form
(c + u(t))2 + (c − u(t))2 where c and u(t) is composed of the c(S; T; z) of even
and odd Fourier components, respectively, of p. In particular, c is constant and u
depends in general on coordinate t of the variable in T . The latter expression in
turn equals 2(u(t)2 + c2). Moreover, u′′ = u yields (u2)′′ = (2uu′)′ = 2(u′2 + u2)¿ 0.
Hence p(2)T (0)=2 as a function of t is non-negative and convex between points of R,
such that local maxima indicate relevant variables. The second assertion follows from
limt→±∞ u(t) = 0.
It is straightforward to characterize functions p where u is constantly 0, which is
an exceptional case. As an example, we demonstrate this for functions with 3 relevant
variables with coordinates t1¡t2¡t3. We use the notion from previous proof.
Proposition 4.5. If r = 3 then p(2)T (0) has a local maximum, unless all odd Fourier
components are 0.
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Proof. Let L and M denote the linkage of [t1; t2] and [t2; t3], respectively. If u is
constantly 0 then the contributions of the four odd Fourier components to the growth
of u must sum up to 0 everywhere. This yields the constraints h1 + h2 + h3 + h123 = 0,
h1 + h123 = h2 + h3, h3 + h123 = h2 + h1, with the only solution h1 = h3 =−h2 =−h123.
Now u(ti)=0 yields 1+LM =L+M which is equivalent to (1−L)(1−M)=0. Thus
L= 1 or M = 1, which contradicts pairwise distinctness of the ti.
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