We develop the solution procedures to solve the bipolar fuzzy linear system of equations (BFLSEs) with some iterative methods namely Richardson method, extrapolated Richardson (ER) method, Jacobi method, Jacobi over-relaxation (JOR) method, Gauss-Seidel (GS) method, extrapolated Gauss-Seidel (EGS) method and successive over-relaxation (SOR) method. Moreover, we discuss the properties of convergence of these iterative methods. By showing the validity of these methods, an example having exact solution is described. The numerical computation shows that the SOR method with ω = 1.25 is more accurate as compared to the other iterative methods. Mathematics 2019, 7, 728 2 of 25
Introduction
Certain problems existing in the field of economics, social sciences and engineering involve vagueness, imprecision and uncertainty. To overcome this difficulty, Zadeh [1] introduce the idea of fuzzy set in 1965. This development can be used to extend the crisp mathematical idea into fuzzy information. Formally, the basic arithmetic operations were constructed by Dubois and Prade [2, 3] , Tanaka and Mizumoto [4, 5] and Nahmias [6] , and they also discussed the fuzzy numbers methods. The parametric form of fuzzy numbers and perception of fuzzy calculus were proposed by Voxman and Goetschel [7] . Further, they extended their work to imbed the set of parametric fuzzy numbers into a topological vector space. The notion of trapezoidal fuzzy numbers was preceded by Moghadam et al. [8] . Further, related to their presented work, Wu and Ma [9] , Puri and Ralescu [10] analyzed the several other useful concepts in literature. Linear system plays a significant role in the field of engineering and sciences. In the vast majority of problems, we usually work with approximate data. In several applications, few parameters are expressed as fuzzy and more general bipolar fuzzy instead of the crisp number. It is extremely essential to propose the numerical techniques that would suitably treat bipolar fuzzy linear system of equations (BFLSEs) and solve them. There is a vast literature on the solution of the fuzzy system of linear equations (FSLEs) with real crisp coefficient entries and vector on the right-hand side (RHS) is parametric fuzzy numbers (PFNs) arises in many domains of technology and engineering sciences such as telecommunications, statistics, economics, social sciences, image processing and even in physics. In [11, 12] , one of the most important application is presented by using the arithmetics of fuzzy numbers, applying them on linear systems with their parameters.
Friedman [13] studied the general solution to the FSLEs with crisp coefficient entries of the matrix and the RHS column vector function is the PFNs. Friedman used the embedding technique and replaced n × n original FSLEs to the extended 2n × 2n FSLEs. Many authors studied FSLEs. Definition 1. [32] A parametric bipolar fuzzy number (PBFN) u is a quadruple u(r), u(r) , u(s), u(s) of the functions u(r), u(r), u(s), u(s); r ∈ [0, 1], s ∈ [−1, 0] and satisfying the following conditions:
(1) u(r) is bounded, non-decreasing (monotonically increasing), right continuous at point 0 and left continuous function on set (0, 1], (2) u(r) is bounded, monotonically decreasing(non-increasing), right continuous at point 0 and left continuous functions on set (0, 1], (3) u(s) is bounded, monotonically decreasing(non-increasing), right continuous at point -1 and left continuous functions on set (−1, 0], (4) u(s) is bounded, monotonically increasing(non-decreasing), right continuous at point -1 and left continuous functions on set (−1, 0], (5) u(r) ≥ u(r), (6) u(s) ≥ u(s).
The class of all parametric bipolar fuzzy numbers with scalar multiplication and addition, denoted by IE, is a convex and concave cone. Definition 2. [32] The n × n linear system of equations
a 11 y 1 + a 12 y 2 + a 13 y 3 + · · · + a 1n y n = z 1 , a 21 y 1 + a 22 y 2 + a 23 y 3 + · · · + a 2n y n = z 2 , . . . a n1 y 1 + a n2 y 2 + a n3 y 3 + · · · + a nn y n = z n , and the coefficient entries A = [a uv ] n×n is crisp square matrix, z u ∈ IE, 1 ≤ u ≤ n is bipolar fuzzy numbers, is called BFSLEs. Definition 3. [32] . A bipolar fuzzy number vector (y 1 , y 2 , · · · , y n ) T given by (y u , y u ) (r,s) = y u (r), y u (r)], [y u (s), y u (s) , 1 ≤ u ≤ n; r ∈ [0, 1] 
is said to be the solution 
If we assume −s = r, then both vectors of the above definition becomes same and it can be written as 2n × 2n vectors instead of 4n × 4n with underline and overline coefficient in bipolar fuzzy environment.
Based on [13] , we extend the concept in the bipolar fuzzy environment:
   y = ( y 1 , · · · , y n , y 1 , · · · , y n , − y 1 , · · · , −y n , − y 1 , · · · , −y n ) t , z = ( z 1 , · · · , z n , z 1 , · · · , z n , − z 1 , · · · , −z n , − z 1 , · · · , −z n ) t .
As we see for any u, we have four crisp equations. So the BFLSEs is extended to a 4n × 4n crisp linear system with the RHS is the vector function (y 1 , · · · , y n , y 1 , · · · , y n , − y 1 , · · · , − y n , − y 1 , · · · , −y n ) t . We get the 4n × 4n linear system
q 1,1 y 1 +···+q 1,n y n + q 1,n+1 (−y 1 )+···+q 1,2n (−y n ) + q 1,2n+1 y 1 +···+q 1,3n y n + q 1,3n+1 (−y 1 )+···+ q 1,4n (−y n ) = z 1 , q 2,1 y 1 +···+q 2,n y n + q 2,n+1 (−y 1 )+···+q 2,2n (−y n ) + q 2,2n+1 y 1 +···+q 2,3n y n + q 2,3n+1 (−y 1 )+···+
. . . q n,1 y 1 +···+q n,n y n + q n,n+1 (−y 1 )+···+q n,2n (−y n ) + q n,2n+1 y 1 +···+q n,3n y n + q n,3n+1 (−y 1 )+···+ q n,4n (−y n ) = z n , q n+1,1 y 1 +···+q n+1,n y n + q n+1,n+1 (−y 1 )+···+q n+1,2n (−y n ) + q n+1,2n+1 y 1 +···+ q n+1,3n y n + q n+1,3n+1 (−y 1 )+···+q n+1,4n (−y n ) = z 1 , q n+2,1 y 1 +···+q n+2,n y n + q n+2,n+1 (−y 1 )+···+q n+2,2n (−y n ) + q n+2,2n+1 y 1 +···+ q n+2,3n y n + q n+2,3n+1 (−y 1 )+···+q n+2,4n (−y n ) = z 2 , . . . q 2n,1 y 1 +···+q 2n,n y n + q 2n,n+1 (−y 1 )+···+q 2n,2n (−y n ) + q 2n,2n+1 y 1 +···+ q 2n,3n y n + q 2n,3n+1 (−y 1 )+···+q 2n,4n (−y n ) = z n , q 2n+1,1 y 1 +···+q 2n+1,n y n + q 2n+1,n+1 (−y 1 )+···+q 2n+1,2n (−y n ) + q 2n+1,2n+1 y 1 +···+ q 2n+1,3n y n + q 2n+1,3n+1 (−y 1 )+···+q 2n+1,4n (−y n ) = −z 1 , q 2n+2,1 y 1 +···+q 2n+2,n y n + q 2n+2,n+1 (−y 1 )+···+q 2n+2,2n (−y n ) + q 2n+2,2n+1 y 1 +···+ q 2n+2,3n y n + q 2n+2,3n+1 (−y 1 )+···+q 2n+2,4n (−y n ) = −z 2 , . . . q 3n,1 y 1 +···+q 3n,n y n + q 3n,n+1 (−y 1 )+···+q 3n,2n (−y n ) + q 3n,2n+1 y 1 +···+ q 3n,3n y n + q 3n,3n+1 (−y 1 )+···+q 3n,4n (−y n ) = −z n ,
. . . q 4n,1 y 1 +···+q 4n,n y n + q 4n,n+1 (−y 1 )+···+q 4n,2n (−y n ) + q 4n,2n+1 y 1 +···+ q 4n,3n y n + q 4n,3n+1 (−y 1 )+···+q 4n,4n (−y n ) = −z n . Q = (q u,v ), 1 ≤ u, v ≤ 4n and q u,v are determined as follows: a uv ≥ 0 ⇒ q u,v = a uv , q u+n,v = a uv , u, v = 1, 2, 3, · · · , n, a uv < 0 ⇒ q u,v+n = −a uv , q u+n,v = −a uv , u, v = 1, 2, 3, · · · , n.
If any q u,v which is not determined by the above expression, it will be considered as 0. By using matrix notation, we have QY = Z (r,s) .
(4)
The structure of Q imply that q u,v ≥ 0 and thus
where O n×n is null matrix, B and B having the positive entries of A n×n also C and C having absolute values of negative elements of the matrix A n×n . Friedman [13] work shows the extended matrix may be singular although the original matrix is nonsingular. Theorem 1. [32] If the extended matrix Q is nonsingular. The necessary and sufficient condition that the addition and subtraction of partition matrices B, C, B and C are nonsingular.
Definition 4. [32] If
[y v , y v ] (r,s) = (y 1 , y 1 ), · · · , (y n , y n ), (y 1 , y 1 ), · · · , (y n , y n )
is the solution of the Equation (4) and for every v, 1 ≤ v ≤ n and also the inequalities y v ≤ y v , y v ≤ y v hold, then the solution is called strong solution of the Equation (4), otherwise it is called the weak solution of the Equation (4). Theorem 2. [32] Assume that the extended matrix Q is nonsingular. The system (4) in bipolar fuzzy environment has a strong solution the necessary and sufficient condition that
Based on [34] , we now introduce the distance based on Hausdorff metric in bipolar fuzzy environment.
For any two PBFNs u and v with (r, s)-cut representations u 1 (r), u 1 (r) , u 1 (s), u 1 (s) and u 2 (r), u 2 (r) , u 2 (s), u 2 (s) , respectively. The distance between two bipolar fuzzy numbers u and v is defined as
Iterative Methods in the Bipolar Fuzzy Environment
In Section 3, we consider the solution procedure of BFLSEs by using iterative schemes. By following Equation (4), a general iterative scheme for BFLSEs
can be obtained as follows. By using the specific matrix S (the splitting matrix), these methods lead to an equivalent form of system
Equation (10) suggests the following iterative process which is given by
The choice of initial vector Y (0) can be arbitrarily. A sequence of vectors can be obtained from Equation (11) , and our aim is to choose S such that 1. the sequence of function {Y (k) } can easily be computed, 2. the sequence of function {Y (k) } converges to its solution rapidly.
It is obvious that the system (4) has a solution for any arbitrary vector Z, we suppose the matrices B − C, B − C , B + C and B + C are nonsingular. Since these matrices are the partition of the matrix Q (so Q is nonsingular), and S is nonsingular as well, so Equation (11) can be solved for unknown vectors Y (k) :
which implies that
We can see that the exact solution Y meets the equation
We may write it as
where, P = I − S −1 Q, C = S −1 Z. Note 1. We assume the extended identity matrix in bipolar fuzzy environment is
where O is the null matrix of order n × n.
Richardson Method
Now we study the Richardson method to solve the BFLSEs, in which the choice of S is the identity matrix of order 4n. From Equation (14) it follows that
To write the Richardson method in matrix form, we have
where O is the null matrix of order n × n. We can write the Richardson method in following iterative form as:
By this method, the sequence Y (k+1) can easily be computed. But convergence rates are very slow of the sequence Y (k+1) . By following [35] , if Q is symmetric and positive definite. Then the eigenvalue λ of the matrix I − Q for Richerdson method is 1 − µ for some eigenvalue µ of Q. Thus we have
The spectral radius =:
where m(Q) and M(Q) denote the smallest and largest eigen value of Q, respectively. We have
From this, it follows that Richerdson method converge if and only if M(Q) < 2.
Extrapolated Richardson Iterative Method
We present the concept of the extrapolated Richardson scheme, in which S = 1 α I 4n , where α > 0 is an extrapolated parameter. In this case, from Equation (14) it follows that:
We now represent the extrapolated Richardson method in matrix form:
We can write the extrapolated Richardson method in following iterative form:
Based on [35] , if Q is a symmetric positive definite matrix. Then
, where α opt is the optimum extrapolation parameter. In this case, we have
So the extrapolated Richardson iterative method has the best performance for convergence in this case.
Jacobi Iterative Method
Definition 5. [15] The matrix A n×n is called the diagonal dominant whenever
The matrix A n×n is called the strictly diagonal dominant whenever
Theorem 3. [14] If the square matrix A n×n in Definition 2 is satisfied the Equation (30) . Then Jacobi and GS methods converge to the unique solution A −1 Z for every X 0 . This property is also hold in negative part in bipolar fuzzy environment. 
Proof of Theorem 4. Without any loss of generality, we assume q u,u ≥ 0 and q u,u ≥ 0 for every u = 1, 2, 3, · · · , 4n.
We decompose the matrix Q as follows.
(D 1 ) uu = q u,u > 0 and (D 1 ) uu = q u,u > 0, u = 1, 2, 3, · · · , n, and assume
From the structure QY = Z of the Jacobi method, we have
So
Thus, the Jacobi method in iterative form as
Jacobi Over-Relaxation Iterative Method
For some real extrapolated parameter ω, if we replace S = 1 (15). Then the Extrapolated Jacobi method in bipolar fuzzy environment is commonly called JOR method and hence we have
JOR method in iterative form is as follows
The matrix form of JOR method in bipolar fuzzy environment is
(51)
Gauss-Seidel Iterative Method
Consider the matrices
Then
We can write the GS method in the following iterative form
Extrapolated Gauss-Seidel Iterative Method
Now we will describe the forward EGS method with S = 1
Note that for α = 1, the forward EGS iterative method coincides with the GS iterative method. From Theorems 3 and 4, we conclude that both Jacobi and Gauss-Seidel iterative techniques converge to the unique solution Y = A −1 Z, for any choice of Y 0 , where Y ∈ R 4n and (y, y, y , y ) ∈ IE. For a given > 0 the approximation is to stop when the distance based on Hausdorff metric defined in Equation (8) is d(u, v) < .
Successive Over-Relaxation Iterative Method
We now discuss modifying the GS iterative method, which is known as the backward and forward successive over-relaxation method, usually abbreviated as SOR. For forward SOR, the matrix S is to be chosen as S = 1 ω D + D + ω(L + L ) and ω is some real parameter. So the forward SOR method in the following iterative form as
We can write the forward SOR iterative technique in matrix form is
and
Similarly, the backward SOR method can also be obtained by setting
This scheme is said to be successive under-relaxation by choosing 0 < ω < 1. This method can be performed to get the desired convergence for the system that is not convergent by the GS iterative method. For 1 < ω, this scheme is said to be the SOR scheme, this scheme can be applied to accelerate the convergence of the linear system that is already convergent by the GS iterative method.
Based on [15] , we state by the following theorem without its proof.
Theorem 5. If the matrix Q is positive definite such that 0 < ω < 2. Then SOR method converge for any initial approximate choice vector Y 0 .
Numerical Computations
In Section 4, we discuss the accuracy and efficiency of our considered iterative methods. The following numerical example is considered which has an exact solution. 
The exact solution is y 1 =(y 1 , y 1 ), y 1 = (y 1 , y 1 ), y 2 = (y 2 , y 2 ), y 2 = (y 2 , y 2 ), 
The graphically representation of exact solution is shown in Figures 1 and 2 , respectively. Using MATLAB software (R2014a, MathWorks, Natick, MA, USA), we obtain the approximate solution by using Jacobi iterative method. After 20 iterations. 
where the bipolar fuzzy variables satisfied the Equation (73). The exact and approximate solutions (EASs) by using the Jacobi iterative scheme are shown in Figures 3 and 4 , respectively. Using MATLAB software, we obtained the approximate solution by using JOR iterative scheme. After 10 iterations with α = 0.80, we get 
where the bipolar fuzzy variables satisfied the Equation (73). The EASs by using the JOR iterative scheme are shown in Figures 5 and 6 , respectively. Using MATLAB software, we obtain the approximate solution by using GS iterative scheme. After 20 iterations. 
where the bipolar fuzzy variables satisfied the Equation (73). The EASs by using the GS iterative scheme are shown in Figures 7 and 8 , respectively. Using MATLAB software, we obtain the approximate solution by using EGS iterative scheme. After 10 iterations with α = 0.90 gives 
where the bipolar fuzzy variables satisfied the Equation (73). The EASs by using the EGS iterative scheme are shown in Figures 9 and 10 , respectively. Using MATLAB software, we obtain the approximate solution by using SOR iterative scheme. After 10 iterations with ω = 1.25 gives Y 10 Y 10 t = y 1 y 2 y 3 y 4 y 1 y 2 y 3 y 4 
where the bipolar fuzzy variables satisfied the Equation (73). The EASs by using the forward SOR iterative scheme are shown in Figures 11 and 12 , respectively. 
Comparison Analysis of Proposed Methods
Comparison results for Example 1 are shown in Table 1 . It is easy to see that Jacobi method and GS method converge after 20 iterations, while the JOR method and EGS method converge after 10 iterations for α = 0.8 and α = 0.9, respectively. Also, the SOR method converges after 10 iterations for α = 1.25. Consequently, the SOR method is more accurate as compared to the other iterative methods. 
Conclusions
Iterative methods such as Richardson, ER, Jacobi, JOR, GS, EGS and SOR have attracted our attention to those problems which have no analytical solution in the bipolar fuzzy environment. These iterative methods are used to find the approximate solution of bipolar fuzzy linear system of equations. Since it is more difficult to solve the BFLSEs analytically. To show the validity and accuracy of these iterative methods, an example of having an exact solution is illustrated. In the SOR scheme, for ω ∈ (0, 1), the method can be used to find the convergence of the system that is not convergent by GS scheme. For ω > 1, this choice is used to accelerate the convergence of the system that is already convergent by GS scheme. The numerical example shows that by selecting a good SOR parameter, we can overcome GS method difficulty. We have already found in Table 1 that SOR method is useful for solving the system than the other ones. In the future, we plan to extend our research work to (i) bipolar fuzzy systems of linear equations with polynomial parametric form, and (ii) bipolar fuzzy differential equations.
