Abstract: Network surveys of key populations at risk for HIV are an essential part of the effort to understand how the epidemic spreads and how it can be prevented. Estimation of population values from the sample data has been probematical, however, because the link-tracing of the network surveys includes different people in the sample with unequal probabilities, and these inclusion probabilities have to be estimated accurately to avoid large biases in survey estimates. A new approach to estimation is introduced here, based on resampling the sample network many times using a design that adheres to main features of the design used in the field. These features include network link tracing, branching, and without-replacement sampling. The frequency that a person is included in the resamples is used to estimate the inclusion probability for each person in the original sample, and these estimates of inclusion probabilities are used in an unequalprobability estimator. In simulations using a population of drug users, sex workers, and their partners for which the actual values of population characteristics are known, the design-adherent estimation approach increases the accuracy of estimates of population quantities, largely by eliminating most of the biases.
Introduction
Network sample surveys have become an essential part of the effort to understand and alleviate the HIV epidemic worldwide. Much of the spread of the epidemic is over sexual and drug-using connections among hidden or hard-toaccess populations. Network surveys that follow social links between members of the hidden population are effective and often the only feasible way to reach into the key populations most at risk for HIV. Estimation of the characteristics of the key population from the survey data has been problematical because the link-tracing designs find different members of the population with unequal probabilities depending on network connection patterns. The core problem of network sampling is to estimate the inclusion probabilities of the actual design accurately.
A new approach to estimation for network surveys is described in this report. The idea underlying the method is to select many resamples from the sample network using a design that adheres closely to features of the actual design A network sample of 1200 people from a high-risk hidden population. Some sample components are highlighted. The network sample is resampled many times using a network sampling design that adheres closely to the original survey design. The frequency that a person is included in the resamples (circle diameter) is used to estimate the person's inclusion probability in the original sample. These estimated inclusion probabilities enable estimates of hidden-population characteristics.
used in selecting the sample from the hidden population. For each person in the sample, the inclusion frequency of that person in the resamples is used as an estimate of that person's relative inclusion probability in the original sample. The estimated inclusion probabilities are then used to estimate population characteristics and calculate confidence intervals. Figure 1 shows a sample of 1200 people selected by Respondent-Driven Sampling (RDS) in which each respondent has been given up to 3 coupons to recruit some of his or her partners into the sample. Several sample components are highlighted. Each of these components was started from a single seed. Links were traced to add additional people to the sample. A person could not be recruited more than once so the sampling is without-replacement.
If instead we used a Snowball (SB) design allowing unlimited recruitments or up to some high maximum like 15, the sample would tend to have larger components and much more branching. With either of these designs, the sample is a network tree, with only a single path from one individual to another that does no backtracking. Each individual may have more links than are found in the sampling, because of the limits on recruitment and the chances that a recruiting attempt is successful or not.
In some surveys (termed RDS+ or SB+ here), extra social network interviews or relationship matching determine additional links between sample members. So a person in the (red) component at the top of the figure might have an additional link, that was not used in recruiting, to another person in that or another component. With the extra links the sample, like the population, would not be a tree but a more general network structure containing cycles or multiple paths between individuals.
A random walk design, which allows no branching, would produce a sample very different from Figure 1 . Each respondent would be given exactly one coupon, to select up to one partner, and that partner would in turn be given one coupon, and so on. The sample components would look like crooked stems, rather than trees. Random walk designs are seldom if ever used in actual network surveys. But the theoretical inclusion probabilities of a with-replacement random walk is used as the basis for currently used estimators. The discrepancy between the assumed theoretical design and the actual survey design used gives rise to the statistical problems of the currently used estimators.
The branching, without-replacement designs have several advantages over a non-branching or with-replacement design. The without-replacement sampling means that each selection is a new node, not already selected, and so the number of distinct units in the sample grows steadily. The branching allows the sample to spread and grow rapidly when a link-rich, highly connected area of the social network is encountered.
An under-appreciated feature of the branching, without-replacement network sampling designs such as RDS and SB designs is their ability to self-allocate, so that proportionally more sampling effort is made in the highly connected parts of the hidden population. Suppose that in the hidden population are two separate components, so that no path of links leads from one to the other, and that one of the components is more densely connected, having more links and paths than the other. If an equal number of random-walk seeds are placed in each component, after any number of steps there will still be the equal numbers of sample nodes selected in each component. With a branching design, if equal numbers of seeds are selected in each component, there will after several steps be many more sample nodes in the component that has the more links and connections, because at any time there are more links out from the sample that can be followed, so probabilistically more of the selections will be made in the more densely-connected component. This will happen naturally even when the recruiting of new sample members is done by the hidden-population respondents. This self-allocation with the branching, without-replacement design serves also to make the designs effective at finding densely connected centers in the network, and once the sample finds those the recruitments spread outwork in all directions from those centers.
How the estimation method works
In traditional survey sampling with unequal probabilities of inclusion for different people, typical estimators divide an observed value y i for the ith person by the inclusion probability π i that person. The variable of interest y i might be 1 if the person tests positive for a virus and 0 otherwise, or might be the number of partners that person reports having. The inverse-weighting gives an unbiased or low-bias estimate of the population proportion or mean of that variable. In network surveys the inclusion probabilities are unknown so they need to be estimated.
The estimators described in this report estimate the inclusion probability of each person in the sample by selecting many resamples from the network sample data using a design that adheres in key features to the actual survey design used to find the sample. In particular, the resampling design is a link-tracing design done without-replacement and with branching, as was the original design. The frequency f i with which an individual is included in the resamples is used as an estimate of that person's inclusion probability π i .
What we do is select T resamples S 1 , S 2 , ..., S T from the sample network data. There are two aproaches to selecting the sequence of resamples. In the repeated-samples approach each resample is selected independently from seeds and progresses step-by-step to target resample size independently of every other resample, so we get a collection of independent resamples. in the samplingprocess approach each resample S t is selected from the resample S t−1 just before it by randomly tracing a few links out and randomly removing a few nodes from the previous resample and using a small rate of re-seeding so we do not get locked out of any component by chance. It is this Markov resampling process approach that we use for the simulations in this paper because it is so computationally efficient.
For an individual i in the original sample, there is a sequence of zeros and ones Z i1 , Z i2 , ..., Z iT , where Z t is 1 if that person is included in resample S t and is 0 if the person is not included in that resample. The inclusion frequency for person i is
In Figure 1 the circle representing individual i in the sample is drawn with diameter proportional to the estimated inclusion probability f i of that individual. Individuals centrally located in sample components tend to have high values of f i . That is because there are more paths, and paths of higher probability, leading the sample to those individuals. Also, individuals in larger components tend to have larger f i than individuals in smaller components, so that the method is estimating inclusion probability of an individual relative to all other sample units, not just those in the same component or local area or the sample This is because of the self-allocation of the branching design, even in the absence of re-seeding, to areas of the social network having more links and connected paths.
The estimator of the mean of a characteristic y in the hidden population is thenμ
where each sum is over all the people in the sample. If the actual inclusion probabilities π i were known and replaced the f i in Equation 2 we would have the generalized unequal probability estimatorμ π of Brewer Brewer (1963) .
Why it works
To understand why the new method works, consider the two stages of sampling. The first-stage is the actual network sampling design by which the sample of people is selected from the hidden population. The second-stage design selects a resample of people from the network sample data, using a network sampling design similar to the one used in the real-world. The second-stage design, like the first, uses link-tracing, branches, and is done without-replacement. The secondstage design can not be exactly the same as the original design in every respect. For example the second-stage design has to use a smaller sample size than the original, because of the without-replacement sampling. The probability that individual i in the original sample is included in the resample will be called φ i . The ideal is to have the inclusion probability for a unit at the second stage, given the first stage sample, to be proportional to it's inclusion probability in the original design. That is, φ i = cπ i , where c is some constant, which does not need to be known. Now letμ φ be formula 2 with the exact resample probabilities φ i replacing f i . If φ i = cπ i , thenμ φ =μ π , because the constant of proportionality c is in both the numerator and denominator of 2 and divides out of the estimator.
As the number of resamples T gets large the inclusion frequencies f i converge in probability to the second-stage inclusion probabilities φ i . This is by the (weak) Law of Large Numbers for the independent resamples and by the Law of Large Numbers for Markov chains for the resampling process that traces a few and removes a few at each step.
It follows that if φ i is proportional to π i thenμ f converges in probability tô µ φ . So if inclusion in the resample φ is proportional to inclusion in the original sample π then the estimator we use hereμ f converges to the general unequal probability estimatorμ π . Since the resampling is fast computationally, especially with the sampling process approach, we can readily select a lot of resamples, such as T = 10, 000 that we use in the simulations here, and higher values of T like one million are still fast to compute.
The approximate part is in how close the second-stage inclusion probabilities φ i are to proportionality with the first-stage inclusion probabilities φ i . This is why it is important that the resampling design adheres to the main features of the actual network design, such as network link tracing, branching, and withoutreplacement selections.
The use of the second stage sample is different here than in traditional twostage sampling or in bootstrap methods. In each of those a given second-stage sample is used to make an estimate of a population value. If the sampling is with unequal probabilities at each stage, estimation of the population value from the second-stage sample requires dividing first by the second-stage inclusion probability φ i to estimate what is in the first stage sample and then then by the first stage probability π i . Here we use the second stage design solely to estimate its own inclusion probabilities and we construct the second-stage design to have those probabilities similar to the first-stage probabilities.
Background
Early uses of network sampling to find and study hidden populations in the typically used snowball sampling types of methods. Sample means and proportions were used to summarize data and implicitly to infer hidden population characteristics. Reviews of the early literature can be found in Spreen (1992) , Heckathorn (1997) , and Thompson and Collins (2002) . Unbiased estimates of population values from relatively simple network sampling designs were obtained by Birnbaum and Sirken (1965) and Frank (1977) . Frank and Snijders (1994) obtained design and model based estimates of the size of a hidden population of drug users with a one-wave snowball sample.
Starting with Heckathorn (1997) , the methodology of Respondent-DrivenSampling using dual-incentive coupons was introduced. Estimators for these designs based on random walk theory and assumptions of Markov transitions in the sampling between values of attribute variables of respondents were given in Salganik and Heckathorn (2004) , Heckathorn (2007) , and Volz and Heckathorn (2008) . If a random walk with replacement is run in a network consisting of a single connected component, the long term frequency of inclusion of node i is proportional to d i . The simplest of these estimators divides observed value for an individual i by degree d i , the number of partners that person reports having. In relation to Equation 2 it could be denotedμ d . It has the form of the general unequal probability estimator with π i approximated by d i . It is commonly called the Volz-Heckathorn estimator (VH) or the Salganik-Volz-Heckathorn estimator. Following Goel and Salganik (2010) , in this paper we refer to the VH also as the Current method, because it is the most commonly used in current practice and its assumptions are also made in the other commonly used variants. The estimator of Salganik and Heckathorn (2004) uses the VH estimator to estimate degree and for attribute variables adjusts that with proportions of sample recruitment links between and within the group with the attribute and the group without it. The adjustment is based on the additional assumption of Markov transitions between attribute states during the sampling.
The Successive Sampling (SS) estimator of Gile Gile (2011) adjusts the VH estimator for samples in which sample size n is a substantial fraction of population size N . The improvement is based on the fact that the real sampling is done without replacement. As part of the procedure resampling with probability proportional to size among all units not already in the resample is used to estimate inclusion probability. In this way the use of resampling in Gile (2011) , although it does not include link-tracing or branching, is similar in purpose to the use of the resampling in this paper. The measure of size of a unit in the successive sampling method is degree. When population size is large compared to sample size the SS esstimator defaults to the VH estimator.
Fellows Fellows (2018) introduces the Homophily Configuration Graph Estimator (HCG), which uses the attribute variable group membership in a manner similar to SH and adjusts for large sampling fraction with the SS method. When population size is large relative to sample size the HCG estimator defaults to the SH estimator for estimating the proportion with an attribute and to the VH for estimating mean degree.
Confidence interval methods commonly used with RDS designs include the Salganik bootstrap Salganik (2006) for SH and VH, the Gile SS bootstrap Gile (2011) for SS. A recent evaluation of these methods, for means of binary variables and using simulations based on a statistical network model fitted to RDS data is Spiller et al. (2017) .
A different bootstrap approach for RDS data called a Tree Bootstrap is described in Baraff, McCormick and Raftery (2016) for making a confidence interval around the VH estimator. The bootstrap resamples are selected by first taking a random sample with replacement of the sample seeds. From each of those their sample tree is resampled, starting with the original seed and tracing links with replacement except not moving backwards to resample the recruiter at any step. With each resample, the VH estimator is calculated and the confidence interval is based on the quantiles of the distribution of the resample estimates. In making the bootstrap estimates of the population values, the necessity of dividing by second-stage (resample) inclusion probabilities is avoided by the equal-probabililty resampling of seeds. The Tree Bootstrap confidence intervals have good coverage probabilities but are wide compared to other methods. The need for wide intervals in order to have good coverage probability is not inherent to the Tree Bootstrap approach but is needed to overcome the bias offet of the VH estimator.
Estimation methods based on the VH estimator are based on node degrees.
The SH estimator goes one step further into the sample network by using the proportion of links within a group to the number going out from that group. In contrast the methods in Thompson (2006) , Crawford (2016) , and Crawford, Wu and Heimer (2018) use the full sample network. Minimally, the sample network includes only those links within the sample that were used in recruitment, plus the counterpart edge in the other direction to make the link symmetric. The more full version of the sample network uses the set of all links that connect sample nodes. RDS methods were evaluated in Goel and Salganik (2010) using a collection of real populations, of which Project 90 population is the most relevant to our interests here since it is an actual at-risk, hidden population in which linktracing provides the only means of access and is not based in an institutional setting. They used simulations in which the RDS sampling was modeled as with-replacement, noting that in the field they were normally done withoutreplacement. They found the VH and SH estimators performed similarly and focused on study of the VH estimator, termed the Current Estimator. For the 13 attribute variables in the study their simulations found actual confidence interval coverages from 42% to 65% for nominally 95% confidence intervals. Design effects were found to be high with the RDS methods, reflecting the high mean squared errors.
RDS with the VH and SH estimators is examined in Gile and Handcock (2010) using simulation of the design with and without replacement and with branching in a variety of model-generated network populations. They found the VH estimator generally out-performed the SH estimator and that withoutreplacement designs generally resulted in lower variance and lower bias than with-replacement designs. They found biases in the estimates in many conditions. Between selection of seeds at random and with probability proportional to degree they found little difference in the resulting estimators, but stronger seed selection biases could affect the resulting properties.
An RDS design with supplement social network stucy, making the overall design RDS+ in the terminology of this paper, is used in Young, Rudolph and Havens (2018) to study a rural opioid user network in relation to HIV risk.
In this report the design-adherent estimators are evaluated with simulations using the reference Project 90 network data on a hidden population at risk for HIV Potterat, Rothenberg and Muth (1999) . Some results of the present report were described in the earlier ArXiv working paper Thompson (2018) .
Methods

Confidence intervals
A simple variance estimator to go withμ f is
The variance estimator is based on a simplified estimator for the variance of a Horvitz-Thompson estimator evaluated with simulations in Brewer and Hanif (1983) , which has been modified here to apply to the generalized unequal probability estimator form ofμ f . An approximate 1 − α confidence interval is then calculated asμ ± z var(μ), with z the 1 − α/2 quantile from the standard Normal distribution. A different variance estimator was used for these estimators in the working paper Thompson (2018) . In the simulations here the estimator above gives a slightly higher average confidence interval coverage probability.
Simulations
The simulations were done using the entire network data set of 5492 people and 21,644 links from the Colorado Springs Project 90 study on the heterosexual spread of HIV Potterat, Rothenberg and Muth (1999) . The same data set was used in simulations in Goel and Salganik (2010) , Baraff, McCormick and Raftery (2016), and Fellows (2018) . The data are available to researchers (https://opr.princeton.edu/archive/p90/). The links combine drug, sexual, and social relationships.
For each of the four designs, 1000 samples of target size n = 1200 were selected from the 5492 study population. In RDS and RDS+, 3 coupons were given to each respondent (fewer if the respondent had fewer than 3 partners). In SB and SB+, the coupon maximum was 15. Coupons had an expiration date 28 days from issue. Seeds (240 or 20% of n) were selected at random. The resampling process, like the original design, used link-tracing, branching, and without-replacement sampling. No coupons were used in the resampling process, so that the same resampling design was used for each of the four original designs. As can be seen from the RDS sample in Figure 1 where each respondent was given no more than 3 coupons with which to, a without-replacement resample can at no point branch more than 3 in any case, or up to 4 branches from a reseed. For each of the 1000 samples, the design-adherent estimator was calculated by selecting T = 10, 000 resamples each of target size 400 and averaging the inclusion indicators for each of the 1200 sample people, giving the frequencies f i to calculate the estimateμ f .
Resampling process versus independent resamples
Selecting many samples from the sample network data to estimate the inclusion probabilities can be done with either independent resamples from seeds to target sample size or using the Markov chain resampling process. The resampling processes method is much faster computationally and is the approach that was used in the simulations. The mean square error (left) and bias (right) of the adherent estimator (black) is lower than that of the current estimator (yellow) for estimating mean degree (top) and degree concurrency-proportion of people with two or more partners (bottom) for each of four network sampling designs. The design RDS restricts branching to limiting coupons to a maximum of 3. The snowball (SB) design gives respondents as many coupons as their number of partners, up to a maximum of 15, allowing almost unlimited branching as the sample is selected. The "+" version of each design obtains additional social network information from the given set of sample members. 
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Results
Two link-related quantities of interest in studies of key populations at risk for HIV and other infectious diseases are mean degree and degree concurrency. Mean degree is the average number of partners per person in the population. Degree concurrency is the proportion of people in the population who have two or more partners. A high number for either of these is an indication that an epidemic could spread rapidly in the population once it starts there.
The top two plots in Figure 2 are on estimating mean degree. In each plot the four designs, from left to right, are standard Respondent Driven Sampling (RDS), enhanced Respondent Driven Sampling (RDS+), Snowball Sampling (SB), and enhanced Snowball Sampling (SB+). Respondent Driven Sampling limits each recruiter to 3 coupons, which which they can recruit up to 3 of their partners into the study. Snowball Sampling here has a coupon limit of 15.
In Figure 2 the top left plot shows the mean squared error for the current estimator (yellow bar). The black bar next to it is the mean square error for the design-adherent estimator. Starting with the left-most pair of bars, the mean square error for the current method (VH estimator) for RDS sampling is 6.03. The mean square error for the design-adherent estimator, in which the estimation takes into account the branching and without replacement in the sampling, the mean square error is 0.21. The reduction in mean squared error comes largely from eliminating most of the bias, as shown in the top right plot of Figure 2 . The actual mean degree in the Project 90 study population is 7.89 partners per person. The current estimator underestimates this on average by 2.45 partners (yellow bar). The adherent estimator overestimates by 0.32 partners on average (black bar).
To understand better what is happening in the estimation we will look more closely at this one case before going on to the overall pattern in all the results. Mean squared error of an estimator is related to its bias and standard deviation by MSE = (Bias) 2 + (SD) 2 . Here the MSE. Here the squared bias 5.99 accounts for almost all of the MSE 6.03. The adherent estimator reduces the squared bias to 0.11 which is about half of its MSE. So the efficiency gain is due to the elimination of most of the bias. The reduction in bias is obtained by the more accurate estimates of inclusion probabilities using a the resampling design that adheres to the the branching and without-replacement features of the actual survey design, and using the sample network recruitment data instead of assumptions about the hidden population network. For estimating mean degree, with the RDS design the relative efficiency of the design-adherent method, (MSE(μ)/MSE(μ d ), is 29. So with the same design, adhering to design features in estimation reduces the mean squared error to 1/29 that of the current method. With the other designs, the efficiency gains of the adherent estimation are 41 for RDS Plus, 29 for SB, and 68 for SB plus. In each case this is accomplished through the reduction in bias with the design-adherent method.
For estimating the proportion of people in the population with two or more partners (degree concurrency), the relative efficiencies of the adherent estimators compared to the current estimators are 72 for RDS, 44 for RDS Plus, 92 for SB, and 55 for SB Plus. Once again the reduction in MSE is explained by the reduction in bias.
The Project 90 node data includes 13 individual attribute variables such as sex worker, client of sex worker, or unemployed. These are variables 2 through 14 in Table 1 . For an individual, the value is 1 if the individual has the attribute and 0 otherwise. The object for inference for each attribute is to estimate the proportion of people in the population having that attribute. For the simulations, missing values were arbitrarily set to zero so that sample sizes would be the same for all variables.
To help see the pattern in the mean squared errors for estimating the population proportions of the 13 attribute variables, the MSE for each variable is plotted in Figure 3 against the actual proportion of people having that attribute in the Project 90 study population. For each of the 13 variables, we can also estimate the proportion for its complement. The compliment of "client", for example, is "not client". The proportion for the compliment is 1 minus the proportion with the attribute, and the MSE for estimation the compliment is the same as the the MSE for estimation of the original variable. This gives us 28 variables for each plot in Figure 3 , with actual proportions ranging from near 0 to near 1. The original variables are on the left, since the actual proportions are all less than one-half. The compliment variables provide redundant information but clarify the pattern in the MSEs. For each design, the mean squared errors of the design-adherent estimators fall close to a parabola shape as a function of the actual proportion. The parabolas in the plots have form M SE = ap(1 − p) where p is the actual proportion and a is estimated for each design separately with weighted least squares, using only the original data.
The MSE with the adherent estimator (black in plots) is lower than that of the current estimator in all cases except for some of the ones with actual proportion near to zero for which the MSE is very small with either estimator. While the MSEs of the adherent estimator fall rather close to the fitted parabola (solid line), the MSEs of the current estimator are more erratic and the fitted parabola (solid line) is higher. The overall higher MSEs and erratic pattern with the current estimator result from the discrepancies between actual inclusion probabilities and those used in estimation.
Confidence interval coverage probabilities for each variable for each of the 15 variables are given in Table 1 . While the nominal coverage is 95 percent, the actual coverage probability is assessed in the simulation as the proportion of the 1000 runs, corresponding to 1000 original samples of size 1200 each, for which the sample confidence interval contained the true value for the population.
For the values rounded to 1.0 in the last row of the table, the exact coverage proportions were 0.999, 0.997, 0.998, and 0.996. For estimating mean degree, confidence interval coverage probability is higher with the 'plus' version than with the regular version of each design. For most of the variables, however, the confidence interval coverage is higher with the regular version of the design.
Discussion and conclusions
The new estimators obtain better estimates of key population characteristics from network survey data because the method adheres to main features of the actual design, such as branching and sampling without replacement. Currentlyused estimators are based instead on the inclusion probabilities of a theoretical design that does not adhere to the features of the actual survey design and suffer biases and large mean square errors as a result.
The advantage of the design-adherent estimators is especially great for estimating link-related quantities such as mean degree and degree concurrency, for which the values are strongly related to survey inclusion probabilities. Importantly, the link-related variables are directly related to the network risk of HIV spread in the population. The elimination of most of the bias through the adherent estimation method enables confidence intervals of modest width to have coverage probabilities close to the desired nominal value.
The new estimators work for coupon-restricted Respondent-Driven-Sampling designs and for freely branching Snowball Sampling designs. Current estimators are intended for RDS designs and not recommended for Snowball designs. The designs obtaining information on within-sample links beyond those used in recruitment ("plus" designs) did not perform consistently better than their regular counterparts for estimation, though they may have other uses such as estimating differential recruitment tendencies.
The results of this study indicate that much added value can be gained from existing network survey data by re-analysis with the design-adherent methods, and that for new surveys the new estimation methods can be recommended.
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APPENDIX
The appendix includes (1) additional description of the two approaches, repeated samples and sampling process to calculating the inclusion frequncies f i which estimate the real-world inclusion probabilities p i ; (2) additional details and variations on the estimators and variance estimators; (3) supplemental tables that include the numbers behind the figures and additional values such as expected values of variance estimators and mean confidence interval half-widths.
Repeated samples and sampling process
The inclusion frequencies f i are calculated by re-sampling the sample network many times using a design similar to the original design used to select the members of the hidden population from the real world. Two approaches to the resampling are to repeatedly select independent resamples, each from seeds to target sample size, and to select the sequences of resamples using a Markov-chain resampling process.
In the simulations of the paper only the sampling process approach was used. The repeated-sample approach is illustrated here first as understanding that makes the sampling-process approach easier to understand. Figure 1 of the text shows an RDS sample of 1200 people selected from the Colorado Springs network population of sex workers, drug users, and partners of each (Potterat, Rothenberg and Muth (1999) ). The target sample size of the resamples is 400.
The simulation study selected 1000 samples of 1200 from the population, for each of the four designs RDS, RDS+, SB, and SB+. The simulation study used the sampling process method, which is computationally very much faster than the independently repeated samples.
Given the network sample obtained from the real world network sampling design, we obtain a sequence of re-samples {S 1 , S 2 , S 3 , ..., S T } from the network data using a fast-sampling process similar to the original design. T is the number of iterations.
For unit i ∈ U s , there is a sequence of indicator random variables:
where Z it = 1 if i ∈ S t and Z it = 0 if i / ∈ S t , for t = 1, 2, ..., T , the number of iterations of the sampling process.
The average
is used as an estimate of the relative inclusion probability of unit i in the similar design used to obtain the data from the real world. If the real-world network design is done without replacement, then the fast-sampling process is also carried out without replacement.
In the repeated-sample approach, each sample in the sequence proceeds from selection of seeds to target sample size. With this approach the samples in the sequence {S 1 , S 2 , S 3 , ..., S T } are independent of each other.
In the sampling-process approach, each sample S t is selected dependent on the one before it, S t−1 . To get from S t to S t−1 we probabilistically trace links out from S t , randomly drop some nodes from S t , and may with low probability select one or more new seeds. Advantages of the sampling-process approach are first, that the computation can be made very fast. Second, the sampling process is fast-mixing and once it reaches it's stationary distribution every subsequent sample S t is in that distribution. The stationary distribution of the sequence of samples represents a balance between the re-seeding distribution, which can be kept small with a low rate of re-seeding, and the design tendencies arising from the link-tracing and the without-replacement nature of the selections.
The sampling process is without-replacement in that a node in the sample can not be selected again while it is in the sample. Once it has been removed from the sample it can be selected anew at any time. With the sampling-process design, the sequence of fast samples S 1 , S 2 , ... forms a Markov chain of sets, with the probability of set S t depending only on the previous set S t−1 .
In the simulations the repeated-sample design selects initial seeds using Bernoulli sampling. A low rate of re-seeding is used, mainly to ensure that the growth of the sample can not get stuck before target sample size is reached. A medium rate of link-tracing is used. Links out are traced with independent Bernoulli selections. Because no coupons were used in the re-sampling, each selected node can continue to recruit without time limit.
The sampling process can use a high tracing rate because removals offset the tracing to maintain a stochastic balance around target sample size. A relatively high rate of ongoing reseeding rate is used so that the process does not get locked out of any components. Whenever the sample goes above target sample size, the sample is randomly thinned with removals, with probability of removal set to make expected sample size back within target at the next step. All these features make the process very fast mixing.
Specifically, in the examples we trace the links out from the current sample S t independently, each with probability p. Nodes are removed from the sample independently with probability q. The removal probability q is set adaptively to be q t = (n t − n target )/n t if n t > n target and q t = 0 otherwise, so that sample size fluctuates around its target during iterations. Sampling is without replacement in that a node in S t is not reselected while it remains in fast sample, but it may be reselected at any time after it is removed from the fast sample. The re-seeding rate can be low because the seeds at the beginning of each sample serve to get the sample into enough components.
In the repeated-samples design, the seeding rate p s = 0.0167; the tracing rate is p = 0.05, and the re-seeding rate is p r = 0.001. The sampling-process design uses no initial seeds, relying on the re-seeding to initialize the process and bring it quickly into its stationary distribution. The removal rate q is set adaptively as described above to keep the process in fluctuation around its target sample size. The re-seeding rate is p r = 0.01. Even though the re-seeding rate is relatively high, at each step most added nodes are added by tracing links, because that rate is so much higher. The re-seeding serves to keep the process from getting permanently locked out of any component through removals.
If the real-world survey sampling is done with replacement, one can use a re-sampling design that is with replacement. An advantage of this is that a target sample size for the fast design can be used that equals the actual sample size used in obtaining the data. However, in most cases the real design is done without replacement.
Sampling processes of these types are discussed in Thompson (2017) and Thompson (2015) for their potential uses as measures of network exposure of a node, or a measure of network centrality, or a predictive indicator of regions of a network where an epidemic might next explode. Calculation of the statistic f i for each unit in the network sample can be used as an index of the network exposure of that unit. A high value of f i indicates the unit has high likelihood of being reached by a network sample such as ours. It will also have a relatively high likelihood of being reached by a virus, such as HIV, that spreads on the same type of links by a link-tracing process that is broadly similar. A given risk behavior will be more risky for a person with high network exposure. For a person in a less well connected part of the network, the same behavior carries lower risk. Since a purpose of the surveys is to identify risk characteristics, an index of network exposure measures another dimension of that risk, beyond the individual behavior and health measures. Here, however, are interested in their usefulness for estimating population characteristics based on link-tracing network sampling designs.
Estimators
This supplemental section contains additional detail on estimation formulas. It includes estimation when the original design is carried out with replacement and estimation of a ratio.
Network sampling designs select units with unequal probabilities. With unequal probability sampling designs, sample means and sample proportions do not provide unbiased estimates of their corresponding population means and proportions.
To estimate the mean of variable y with an unequal-probability sampling design, the generalized unequal probability estimator has the form
where π i is inclusion probability of unit i.
With the network sampling designs of interest here, the inclusion probabilities pi i are not known and can not be calculated from the sample data. To circumvent this problem the Volz-Heckathorn Estimator uses degree, or self-reported number of partners, to approximate inclusion probability:
in which d i is the degree, the number of self-reported partners, of person i. The rationale for this approximation is that if the sampling design is a random walk with replacement, or several independent random walks with replacement and the population network is connected, then the selection probabilities of the random walk design will converge over time to be proportional to the d i . Here connected means that each node in the population can be reached from any other node by some path, or chain of links, so that the population network consists of only one connected component. Biases in this estimator result from the use of without-replacement sampling in the real-world designs, the use of coupon numbers k greater than 1 making the design different from a random walk, population networks being not connected into a single component, or slow mixing due to specifics of the population network structure.
The design-adherent estimator, with a non-replacement sampling design, iŝ
where f i is the inclusion frequency of unit i in the resampling process run on the sample network data. A simple variance estimator to go with the adherent estimator is
Another simple variance estimator is
An approximate 1 − α confidence interval is then calculated aŝ
with z the 1 − α/2 quantile from the standard Normal distribution. The variance estimator 7 is based on, and simplified from, the Taylor series linear approximation theory for generalized unequal probability estimator. Linearization leads to the estimator of the variance of the generalized estimator
where∆ ij = π ij − π i π j π ij where π ij is the joint inclusion probability for units i and j. A good discussion of the approach is found in Särndal, Swensson and Wretman (2003) , with this variance estimator on p. 178 of that work.
The variance estimator 8 is based on the idea that if the sumμ f = i∈s (y i /f i )/ (1/f i ) estimates µ then each piece (y i /f i )/ (1/f i ) estimates µ/n and so t i = n(y i /f i )/ (1/f i ) would be an estimate of µ, for i = 1, ..., n. Ignoring the dependence from the without-replacement sampling and treating t 1 , ..., t n as uncorrelated, thenμ f is the sample mean of the t i and 8 is their sample variance divided by sample size.
In simulations both 7 and 8 give decent variance estimates and confidence intervals. The coverage probability tended to be modestly better with 8, and that is the one used in the simulations of the report.
Consider an estimator of the variance using the full variance expression with the fast-sample frequencies f i in place of the π i and, in place of the joint inclusion probability π ij , the frequency f ij of inclusion of inclusion of both units i and j in the fast sampling process. This would give
The double sum in the variance estimate expression will have n(n − 1)/2 terms in which i = j. The most influential of these terms are the ones in which the joint frequency of inclusion f ij is relatively large. Because of the link tracing in the fast sampling process, sample unit pairs with a direct link between them will tend occur together more frequently than those without a direct link. An estimator using only those pairs with known links between them in the sample data would be
where E s is the sample edge set. That is, E s consists of the known edges (i, j) between pairs of units in the sample data. In general the size of the sample edge set E s will be much smaller that the n 2 possible sample node pairings (i, j), or the n(n − 1)/2 pairings with i = j, where n is the sample size.
A further simplification and approximation for estimating the variance of the estimator is to use only the diagonal terms, that is,
Dropping the coefficients (1 − f i ), each of which is less than or equal to one, gives an estimate of variance that is larger, leading to wider, more conservative confidence intervals.
If the real-world network sampling design and correspondingly the re-sampling process are with-replacement, the estimator of µ iŝ
in which m i is the number of times unit i is selected in the real design and g i is the average number of selection counts of unit i in the fast sampling process. If the real-world sampling design is with replacement, the re-sampling process can be done with replacement. In that case let m t (i) be the number of times node i is selected at iteration t. The quantity
If x i is another variable, an estimator of the ratio R = µ y /µ x of the mean of y to the mean of x isR = i∈s y i /f i i∈s
with simple variance estimator Tables   Tables S1-S4 give the numbers behind the figures in the paper. In addition to the 13 attribute variables in the node data file of the Colorado Springs Project 90 data, the tables include two variables whose values are calculated from the link data file. These are degree, the number of partners a person has, and "deg2plus", an indicator of whether the person has two or more partners. The population proportion of people with two or more partners is also referred to as degree concurrency.
The column "actual" gives the population mean or proportion for each variable. "E.est" is the mean value of the estimator. Bias is E.est -actual. The standard deviation "sd" is var(μ) for the given estimator. The mean squared error "mse" is E ((μ − µ) 2 ). The relative efficiency "eff" is E(
2 ) for the current estimatorμ d . For the sample meanȳ the relative efficiency is similarly defined with the mean squared error ofȳ in the numerator and that of the adherent estimator in the denominator. The relative bias is the ratio of absolute biases, with the bias of the adherent estimator in the denominator. Tables S5-S8 give confidence interval coverage probability for nominal 95 percent confidence intervals. They expand on the information in the text by giving the average half-width of the interval for each variable. Since the intervals are of the symmetric form estimate ± half-width of interval, it is natural to look at the average half-width in relation to the actual value of what is being estimated. Coverage probability is the proportion of simulation runs for which the interval covers the true value. 
