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ABSTRACT 
This research developed an integrated framework for conducting economic assessment of 
water resources infrastructures in the context of climatic and development uncertainty. Two levels of 
simulation make up the framework: the hydrological, based around the river basin routing model; and 
the economic, which utilizes Monte Carlo simulation methods to simulate the net present value of 
projects given variation in economic model parameters. A number of linkages between climate and 
the performance of the system were included: changes in runoff, reservoir evaporation rates and crop 
water requirements, as well as economic changes in the value of water, energy and carbon offsets.  
The framework was made operational for a real-world planning application in the Nile Basin. 
It was first used to study in detail the effect of the climate linkages on the economics of a single 
proposed hydropower dam on the Blue Nile in Ethiopia. An illustrative climate scenario, drawn from 
the set of emissions futures considered by the Intergovernmental Panel on Climate Change (IPCC), 
was used for this evaluation. Several climate change linkages were found to have important effects 
on the system and the economics of the project: climate-perturbed runoff, increases in crop water 
requirements due to higher temperatures, and changes in the value of energy and carbon offsets. 
 The research was then extended to evaluate the costs and benefits of constructing 
alternative configurations of Blue Nile hydropower dams, for four possible water withdrawal conditions 
and a range of climate scenarios. The effects of project design and operational features were also 
evaluated. The analysis showed that: 1) many projects provide positive net benefits across a range of 
conditions; 2) increased system water withdrawals have a significant negative impact on the 
economics of Blue Nile dams; and 3) results are most sensitive to assumptions about discounting and 
future inflows. Also, the infrastructure with the best economic outcomes is dependent on the unknown 
future climate of and water use in the system.  An approach was therefore developed for comparing 
the relative performance of alternatives, and comparative metrics were used to identify alternatives 
with relatively low risks and high upside across a range of plausible future situations.
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1 INTRODUCTION 
As the international debate over global climate change heats up, societies around the world 
are beginning to consider and respond to the specific effects it is having on them. The problem seems 
so vast, and its uncertainties so large, that it is difficult to imagine where societies and governments 
should devote their energies. To what extent should individuals and firms be expected to 
autonomously adapt and innovate in the face of changing conditions? What role should governments 
play in aiding adaptation as well as entering into a global compact for reducing greenhouse gas 
emissions? What will be the distributional impacts of climate change, and how should these be 
addressed? How can established institutions and planning agencies account for the wide range of 
changes that scientists deem possible? Is humanity’s very existence at stake? 
While these climate change issues are discussed, societies, institutions and nations continue 
to face the same basic question of development, that is, how best to advance the well-being of their 
people. In the Eastern Nile, a region covering the Nile River’s watershed in Ethiopia, much of Sudan 
and Egypt (Figure 1), this question increasingly revolves around concerns over the growing scarcity 
of water resources. Policy makers and specialists in the Nile Basin wonder how water resources can 
best advance greater societal development without harming and destabilizing existing users, and 
about the practical implications of climate change for basin planning. In addition, they are operating 
within an uncoordinated water development regime, characterized by unilateral projects: expansion of 
new irrigation projects and construction of large storage reservoirs in hot and arid regions, and 
significant irrigation and diversion projects in the upstream reaches of the Blue Nile. These 
developments, as well as others being envisioned for the near future, raise important questions about 
where the current development regime will lead the three riparians. 
At the same time, a competing development regime is in its quiescent stages in the Eastern 
Nile. This regime includes the Joint Multipurpose Programme (JMP), an initiative of the Nile Basin 
Initiative (NBI) supported by the World Bank and other international donors. This competing process 
                   
 
2
seeks to establish a cooperative development strategy for increasing the collective benefits from use 
of the Nile waters. Much discussion has revolved around planning an anchor project for the JMP, 
which is to deliver important benefits and help to build trust among the three Eastern Nile riparians.  
 
 
Figure 1. The Nile watershed. The Eastern Nile comprises the Baro-Akobo-Sobat, White Nile, Blue 
Nile, Tekeze-Atbara and Main Nile. Black lines show existing water control structures; red circles 
show locations for proposed Joint Multipurpose Programme (JMP) projects in Ethiopia. 
 
Previous work indicates that the Blue Nile canyon in Ethiopia could be a highly attractive 
location for such a cooperative project (Whittington et al., 2005; Wu and Whittington, 2006; 
Blackmore and Whittington, 2009). Most of the Blue Nile basin upstream of Egypt and Sudan remains 
unregulated and undeveloped, and it appears to contain three or four attractive sites for large water 
resources infrastructures. These locations have significant hydropower potential, favorable surface-
to-volume ratios for reservoirs, low potential for displacement of local households and disruption of 
livelihoods, and low risk of earthquakes (Whittington et al., 2008). 
Given the political importance of this anchor project and its role in ushering in a new era of 
integrated and collaborative development in the Eastern Nile, it is essential for its planning to be both 
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transparent and thorough. There are several notable challenges for the planning process to confront. 
First, it must take into account the potential for system-wide benefits and costs that would result from 
the upstream flow regulation induced by these storage projects. Second, the existing, mostly 
unilateral development regime creates a situation where the baseline to which cooperative projects 
will be added is uncertain and in flux. Third, initial research suggests that arid and semi-arid 
developing countries (such as the Nile riparians) are particularly vulnerable to the impacts of climate 
change (Gleick, 1991; Conway and Hulme, 1996; Conway et al., 1996; Abou-Hadid, 2006; Sayed and 
Nour, 2006; Deressa, 2007; IPCC, 2007a; Strzepek and McCluskey, 2007). New or existing 
infrastructures, including dams, may play an important role in adaptation to climate change, 
depending on how they are sized and sequenced, as well as whether they are managed with other 
infrastructures in coordinated fashion. This, however, is complicated by the fact that there is 
substantial uncertainty concerning how climate change will impact the Nile. Finally, since the Nile 
Basin system already appears highly constrained in terms of water availability, the economic 
consequences of even small changes in the water balance can be substantial. 
This dissertation is the culmination a four-year intellectual journey in the Nile Basin, and one 
which will continue beyond my graduate studies. At present, I have a strong feeling that the countries 
participating in the JMP face an exceptional opportunity. On the one hand, they could maintain the 
status quo development regime, one which yields piecemeal and targeted gains from isolated 
projects in specific areas but may have adverse consequences – both direct and indirect. On the 
other hand, they could subscribe to a more holistic approach that explicitly accounts for the basin-
wide spillovers of large development projects, setting a new standard for international water resource 
management. This research aims to assist the evolution towards the latter approach, demonstrating 
new simulation tools for considering some of the important uncertainties in the appraisal of new 
projects, and proposing strategies for interpreting their results. Let us now consider in more detail 
some of the larger issues which motivate this work. 
1.1 Climate change and the planning of water resources investments 
According to the Intergovernmental Panel on Climate Change (IPCC), climate change is likely 
to have a complex set of impacts on water resources throughout the world (IPCC, 2007b). Warming 
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attributable to rising atmospheric concentrations of greenhouse gases will affect ocean and land 
surface temperatures, precipitation patterns, evapotranspiration rates and the demand for water in 
agriculture, the frequency and intensity of storms, the timing and magnitude of runoff, and sea level in 
coastal communities, all of which will affect water resources systems (Frederick and Major, 1997; 
IPCC, 2007a). Though there has been fairly extensive research aimed at assessing the magnitude of 
such impacts under different emissions scenarios both globally and in specific regions (Leavesley, 
1999; Arnell, 2004; Milly et al., 2005), limited guidance exists on how these effects of global warming 
should be integrated into planning for new capital-intensive investments in water resources, as well 
as rehabilitation of old infrastructure. 
Conceptually, climate-related changes in water resource systems can be thought of as 
occurring at two levels: hydrological (or physical) and economic. At the physical level, there are clear 
linkages between climatic factors such as temperature and precipitation and the hydrology of surface 
water systems. These factors can be built into mathematical descriptions of those systems 
(hydrological models), in order to study how they influence system behavior. For example, 
temperature changes can be linked with net evaporation from storage structures and water demands 
in irrigated lands, and effects on stream flows can be predicted based on changes in future 
precipitation and/or runoff. There has been substantial academic and practical progress 
demonstrating how these types of changes can be incorporated into hydrology models (Conway and 
Hulme, 1996; Frederick and Major, 1997; van Dam, 1999; Arora and Boer, 2001; de Wit and 
Stankiewicz, 2006). Typical applications usually consider a subset of changes and are conducted in 
the context of assessing vulnerability rather than planning new investments or adaptation strategies. 
Of course, climate change may also change human activities and the economic system that 
utilizes water resources, and this aspect has received much less attention in the literature. Large-
scale changes in temperature, precipitation, and sea-level rise, for instance, will influence the demand 
for water and hydropower, via at least two types of changes. First, the economics of the production 
processes using these inputs will be altered. For example, farmers may increase or decrease their 
use of irrigation based on combined changes in temperature and rainfall, and this could lead to 
increases in the economic value of water when supply is constrained. In the energy sector, suppliers 
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may favor hydroelectric power over use of conventional sources due to the increasing value of carbon 
offsets. Second, consumption patterns of resources such as water will change. For example, warmer 
temperatures may increase the demand for energy used for cooling while decreasing heating 
requirements. Sea level rise may increase the demand for minimum flows in river basins threatened 
with salt water intrusion. These varied production and consumption effects could perturb the real 
value of water resources system outputs. In other work, Sterner and Persson (2008) have shown that 
relative price changes are important in thinking about the economic implications of climate change. 
Specifically, they show that relative price increases for natural goods can be sufficient to justify taking 
stronger action to avert climate change than ordinary economic analysis would recommend. Similar 
effects could alter the economics of investment in sectors relying heavily on natural resources. 
Unfortunately for the water resources analyst, there is much uncertainty associated with 
these types of hydrological and economic changes. Plus, current tools do not readily allow 
determination of which types of climate-related processes and uncertainties are significant for 
planning. Nor is it known how these compare with uncertainties related to other features of the 
development and investment problem. The value of water and hydropower, and its evolution over 
time, depend on regional and global influences that encompass much more than just climate change. 
Because of the longevity of investments in the water resources sector, the issue of forecasting such 
changes has long troubled planners. 
Also crucial to this evaluation problem is the fact that transboundary water systems usually 
include many possibilities for development that may not be included in existing or formal planning 
processes. In the Eastern Nile, for instance, we might observe that the JMP planners may not be able 
to fully control all aspects related to water resources development. For example, Egyptian planners 
may have limited influence on national or sub-national planning in Ethiopia, and vice versa. 
Nonetheless, if they want to make well-informed investment decisions, these planners need to better 
understand and anticipate the consequences of and interactions among these possible 
developments.  
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1.2 The need for a modified approach  
In order to begin to address these limitations, this research develops and demonstrates a 
hydro-economic modeling framework for integrating climate change impacts into the traditional water 
resources planning problem. The two-level framework allows for simultaneous consideration of the 
types of physical and economic impacts described above. The first level relies on stochastic 
simulation of stream flows and incorporates physical linkages between climate factors and the 
processes described in hydrological routing models, building on work by hydrologists (Adeloye et al., 
1999; Döll, 2002; Legesse et al., 2003; Tarekegn and Tadege, 2006). In the planning context, this 
level of the framework is used to describe the incremental physical changes brought about by new 
projects or investments, which can be turned on and off and operated in different ways in the 
hydrological model. The second level then uses Monte Carlo simulation procedures to simulate the 
costs and benefits of the incremental changes caused by the project(s) and obtained from the 
hydrological model, accounting for uncertainty about the value and productivity of the goods and 
services generated by the water system in question. A framework that allows testing of the sensitivity 
of project appraisal results to such fluctuations is valuable because it is difficult to make definitive 
statements about the physical and economic consequences of new projects. 
This research thus goes beyond current approaches to water resources infrastructure 
planning, which often limit their focus to hydrological variability and treat economic costs and benefits 
as fixed parameters (or functions) within the valuation equations used to calculate the net benefits of 
new projects. These methods, first developed at the Harvard Water Program (see for example Maass 
et al. (1962) and Hufschmidt and Fiering (1966)) have proven extremely useful in water resources 
project appraisal. When the historical behavior of the hydrological system can be assumed to be 
preserved, it is relatively easy to derive a project’s expected (or lower and upper bound) net benefits, 
since its economic performance can be determined using tools that appropriately incorporate natural 
variability. Climate change has however motivated a timely rethinking of these methods, even though 
concerns over future uncertainty broadly defined have always applied (Lettenmaier, 2008). The two-
level simulation framework used in this research, and the specific Blue Nile planning case to which I 
apply it, have the potential to offer insights for gauging the significance of this reassessment. 
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This research also argues that many aspects of the water resources planning problem lead to 
difficulty in the calculation of expected net benefits from new investments, because the probabilities 
associated with different climate and development futures cannot be easily determined. The 
difficulties with conducting traditional economic analysis emerge from several aspects of this problem, 
most notably that: a) accurate prediction of the future emissions levels that affect climate change is 
very difficult, especially when the possibility of mitigation exists; b) the ranges of changes caused by 
greenhouse gas emissions – physical and economic – are highly uncertain; c) the impacts 
themselves are likely to vary regionally and temporally in ways that are not well understood and/or 
predicted using climate models available today; and d) the future pattern of water-resources 
development within the same river basin is uncertain, endogenous, and likely to interact with climate 
change. The uncertainty that results from this combination of factors is not unlike the “unmeasurable, 
non-quantitative uncertainty” that Frank Knight described in Risk, Uncertainty and Profit (1921). 
A simple conceptual model 
In this research, I conceptualize the planning problem as having three distinct dimensions of 
such “Knightian” uncertainty (as schematized in Figure 2). In this diagram, influences that I treat as 
having feedbacks are shown by dotted, double-headed arrows, and one-way effects are shown by 
solid, single-headed arrows. The policy interventions being evaluated, referred to as infrastructure 
alternatives, are shown by the dark grey box. In the Nile application, these will be strictly limited to the 
set of cooperative JMP alternatives, although one could imagine this conceptual model being used to 
evaluate unilateral infrastructure developments and/or combinations of cooperative and unilateral 
projects. As we will see, the physical outputs generated by the infrastructure alternatives are based 
on both design and operational features of projects, and on the behavior of the upstream water 
resources system. In addition, these projects will influence the behavior of the downstream system. 
As a result, calculations of their economic value need to explicitly account for the project outputs and 
the incremental changes in downstream system outputs that are induced by them.  
The first dimension of unmeasurable uncertainty we will consider has to do with climate 
change, and how it affects the economics of the project(s) being evaluated. The effects of climate 
change are felt in the remainder of the system in four ways, via influences on 1) the physical behavior 
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of the water resources system; 2) the general economy in which the project(s) is situated; 3) the 
riparians’ target water withdrawals; and 4) the infrastructure alternatives of interest (here the set of 
cooperative JMP alternatives). This climatic dimension of uncertainty will be considered to be 
exogenous to the water resources planning problem, in the sense that climate change occurs and the 
projects being implemented will not be considered to have feedback effects on it. Different possible 
climate conditions explored in this research will be referred to as climate scenarios. 
 
Figure 2. The three dimensions of unmeasurable uncertainty in the policy problem as conceptualized 
in this research. The first and second dimensions are largely exogenous to the actions taken by basin 
riparians; these have to do with future climatic and general macroeconomic conditions. The third 
dimension has to do with the water withdrawals targeted by the individual riparians, which are made 
in parallel with decisions about infrastructure development. Though the nature and likelihood of these 
actions is currently uncertain, individual riparians clearly do have control over these withdrawals. 
  
The second dimension of unmeasurable uncertainty in the planning problem has to do with 
different riparians’ target water withdrawals, imposed on the system in parallel with infrastructure 
developments. We can think of these future withdrawals as being influenced by both water demands 
and supply constraints. Future water demands will be influenced by population growth, economic 
development, technology, etc. Supply constraints will be affected by the water resource system’s 
physical limitations and technology as well as political factors associated with treaty obligations and 
riparians’ position within the system. One of the most challenging aspects of conducting policy 
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analyses for the Nile Basin is the fact that these target withdrawals are evolving in complex ways 
according to the riparians’ mostly unilateral development goals. In this research, an illustrative set of 
changes in basin water use will be termed target water withdrawal conditions.  
Similarly to the infrastructure alternatives, target withdrawals are affected by and themselves 
affect the physical behavior of the water resources system. They are also influenced by climate 
change (for example irrigation projects might require additional water if temperatures increase, or 
policy makers may choose to reduce annual target withdrawals if river flows decrease due to climate 
change). As a result, they produce complex feedbacks which influence the performance of a 
planner’s infrastructure alternatives, in this case the JMP options. However, whereas climate change 
is exogenous to the planning problem, there is a potential for these withdrawals to be affected by the 
planning process, if the riparian countries become convinced that specific combinations of 
infrastructures and withdrawals are more favorable than their alternatives.  
The third dimension of unmeasurable uncertainty has to do with the general economy. As we 
will discuss, this type of uncertainty influences how we should think about the appropriate social 
discount rate to apply in the assessment of project costs and benefits. Different general economy 
possibilities will be called states of the world. We will see that assumptions about the growth 
trajectory of the general economy have a profound influence for how we should think about large 
projects with very long time horizons, such as the Eastern Nile JMP investment alternatives. It is also 
important to highlight two feedbacks (shown by the white arrows in Figure 2) not included in the 
modeling used in this research. First, the states of the world and climate change are clearly 
endogenous, since economic growth influences emissions trends which in turn affect economic 
growth. Second, some argue that large water resources projects themselves have general economy 
impacts (Bhatia et al., 2005). We will return to this issue at several points in the dissertation. 
Finally, there are also many other uncertainties related to the calculation of costs and benefits 
of the planner’s infrastructure alternatives within a given climate scenario, target withdrawal condition, 
and state of the world. These uncertainties are both physical and economic. They have to do with 
factors such as the value of hydropower in the Eastern Nile, the natural hydrologic variability in the 
system, or the annual expected flood damages on the Blue Nile. Many of these types of uncertainties 
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can be fairly well characterized given the information that is available in planning studies. The larger 
conceptual problem related to uncertainty thus comes with interpreting the project economics across 
combinations of climate scenarios, withdrawal conditions, and states of the world, where the 
uncertainty is of the unmeasurable type. The combinations of these dimensions will be referred to as 
situations. 
A brief sketch of my decision-analytic framework 
To demonstrate the difficulties that these three dimensions of uncertainty create for the water 
resources planner, I will use a set of decision-analytic criteria chosen to achieve a variety of different 
planning objectives. The objectives reflected in these metrics will be to reduce risks of negative NPV 
outcomes and to achieve better average economic outcomes. Their value will be calculated for each 
of the assessed JMP infrastructure alternatives. Some of the measures will correspond to single 
individual climate scenarios and water withdrawal conditions; others will be used to consider 
outcomes the modeled situations. The advantages and disadvantages of the measures will then be 
discussed in the Blue Nile planning context. 
To be more specific, I will show that the selection of the ‘best’ infrastructure development 
path is sensitive to two important considerations. First, infrastructure choices vary depending on the 
metric favored by the planner. For example, a particular infrastructure, say a smaller dam in the Blue 
Nile, may involve less capital investment and therefore have a lower risk of negative outcomes, but it 
may also have lower expected NPV. Or, a dam further downstream in the Blue Nile may be less 
sensitive to natural hydrological variability and thus more robust to unfavorable NPV outcomes than a 
dam far upstream, where the catchment is smaller and potentially more variable.  
Second, the selection of the ‘best’ infrastructure will also be shown to depend on the 
planner’s expectations of which future situation(s) is likely to be realized. In other words, even when 
applying the same decision-analytic metric to the economic outcomes for the project options, the 
choice of which one to favor will be shown to be sensitive to which situations are deemed plausible by 
the decision-maker. For example, two decision-makers using the same metric may prefer different 
options if one believes that climate change will certainly lead to reduced flows in the Blue Nile while 
the other believes that increased or decreased flows are both possible. Also, the extent of 
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development – in terms of water withdrawals and the number of projects constructed in the Blue Nile 
– alters the desirability of specific investments. Systematically studying how expectations of the future 
influences the choice of projects is useful for forward-looking planners, who may have well-defined 
priors about what is likely to happen.1 
Building on this analysis, and drawing from the literature on investment under uncertainty and 
“real options” (Dixit and Pindyck, 1994; Wang and de Neufville, 2006), I will develop relative 
measures for evaluating the performance of infrastructure alternatives. These measures will seek to 
account for the flexibility of infrastructure alternatives – in sequencing, operation, etc. For example, 
oversizing of infrastructures that could be feasibly operated at several levels may be justified if there 
is a possibility of increased future flows and high economic gains. I will argue that planners should 
collectively consider relative performance measures of downside risk, expected outcomes and upside 
potential across possible future conditions rather than simply relying on one of these dimensions. 
Using these metrics, three different investment strategies will be described. A “low-risk” strategy will 
be one which has the lowest potential for unfavorable NPV outcomes, looking across modeled 
situations. A “balanced” strategy will be one that demonstrates relatively high expected NPV while 
maintaining relatively low risks. Finally, a “high upside” strategy will be characterized by the greatest 
upside potential regardless of an option’s downside risks. 
The details of this analysis will be presented in the later chapters of this dissertation. For now, 
I simply assert that the relative measures on which these investment strategies depend have several 
advantages: they provide information on 1) the nature of the risk and reward tradeoffs of various 
infrastructure combinations; 2) the expected costs of implementing low-risk, balanced, and high 
upside investment strategies varies across modeled situations; and 3) the expected costs (or 
reduction in risk) of delaying investments while waiting for more precise information about future 
conditions. I think policy-makers will find such comparisons of tradeoffs to be useful. 
1.3 Policy questions 
This research seeks to provide insights relevant to the following questions related to the JMP: 
                                                 
1
 Note that the analysis will not devote explicit attention to risk aversion, but it would be relatively easy to see that 
varying levels of risk aversion would be a third issue that could alter decision-makers’ choices. 
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• Under what climate conditions, if any, are the proposed Blue Nile infrastructure projects likely to 
pass or fail a cost-benefit test from a basin-wide perspective? When are the results ambiguous? 
• How sensitive is the estimated economic viability of these infrastructure projects to changes in 
climate? 
• Is there anything about the distribution of costs and benefits from these projects – across sectors 
(for example agriculture, energy or flood risk management) or across countries – that might 
adversely affect any of the three riparian countries? 
• What does the variation in performance of the three proposed dams across climate scenarios 
suggest about their relative value given uncertainty over future conditions in the Nile Basin? 
• How important to the economics of these projects is uncertainty about climate change projections 
versus the risk related to the natural variability observed in the instrumental hydrological record? 
• What type of useful information does the methodology developed in this research provide for 
guiding decisions about combinations, sequencing, sizing and practical operation of investments? 
1.4 Research goal and objectives 
Goal 
The goal of this research is to consider and understand the effects of climate change on the 
economics of water resources projects in the Eastern Nile from an integrated systems perspective. To 
that end, a methodological framework for assessing the economic costs and benefits of potential Blue 
Nile hydropower infrastructure options is developed and applied. The ways in which this framework 
differs from planning methods that assume maintained historical conditions is illustrated and 
discussed. The implications of this study for the more general problem of water resources planning in 
transboundary systems, and the specificities and limitations of this analysis of the Eastern Nile case, 
are also evaluated. 
Objectives and organization of the dissertation 
Three specific objectives comprise the research: 
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1. Understanding climate-hydrology linkages in the Nile Basin system. To achieve this objective, a 
hydrological routing model of the Nile is adapted to predict the key effects of climate change on 
the physical outputs of the water resources system. As such, it includes theoretical linkages 
between climate factors and the continuity equations that describe the flow of water through a 
water resources system. This component of the framework – the hydrological level – is calibrated 
and used to describe the hydrology of the Nile under a variety of climate conditions and given 
different configurations of infrastructures. 
2. Integrating climate-economic linkages with the physical results to better understand the factors 
that influence the value of new infrastructures in the Eastern Nile. Here, the modified simulation 
framework developed in objective 1 is linked with an economic appraisal model – the economic 
level of the framework – that is used to evaluate the transboundary costs and benefits of new 
projects based on the incremental changes they cause within the water resources system. This 
economic level of the framework is also calibrated for the Nile system. 
3. Judging the performance of three potential JMP projects in different future situations 
characterized by climate, water withdrawal and macroeconomic conditions. To accomplish this 
objective, the combined simulation framework is applied to the Blue Nile planning problem. The 
economics of design and operational alternatives are assessed across a range of plausible future 
conditions, and results are analyzed and compared using various decision-analytic approaches. 
The aim of this exercise is to shed light on the aforementioned policy questions.  
 
The first two objectives pertain to development of the evaluation framework that is depicted in 
Figure 3B (in comparison with Figure 3A which assumed maintained historical conditions). The 
modified approach includes theoretical relationships between climate factors and the physical and 
economic behavior of the water resources system. The physical climate relationships developed in 
objective 1 operate through the linkages denoted by the dotted black arrows. Within any given 
situation – as defined by the climate scenario, water withdrawal condition, and/or state of the world – 
these combine with New Projects to affect the water balance in the system, and result in a set of 
Physical System Impacts. The economic relationships established in Objective 2 are shown by the 
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dotted white arrows. In the second level of the framework, these linkages combine with the Physical 
System Impacts from the first level and with the economic characteristics of the new projects to 
collectively determine the Economic System Impacts.  
 
Figure 3. (A) A framework for economic appraisal of water resources investments assuming 
maintained historical conditions, and (B) the modified framework developed in this research. 
 
 
The climate change effects introduced at the two levels of the framework are obtained 
primarily from two types of processes. The first focuses on using published scientific predictions. This 
process draws on information in the climate change literature which can be used to specify possible 
perturbations in future regional precipitation, temperature, and runoff. The second process is based 
on theoretical scientific and economic arguments that link these perturbations in climatic factors with 
other changes in the system. Previous work to describe these types of effects is described in 
additional detail in the literature review that follows in Chapter 2, where particular emphasis is placed 
on predictions pertaining to the Nile Basin. 
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The ability of this new framework to address some of the shortcomings of a model assuming 
maintained historical conditions (Figure 3A) is then discussed (Chapters 3 and 4). Chapter 3 begins 
with a qualitative description of such a historical model, presents its principal mathematical equations, 
and considers its role in infrastructure planning. The discussion in Chapter 3 includes critiques of 
such a historical model, and concludes with a brief overview of the approach used here to address 
some of its limitations. Chapter 4 then describes the operational steps and models of the framework 
developed for including climate change, devotes attention to some of the modeling issues that arise 
from its application, and discusses interpretation issues.  
The models used to describe physical system impacts are synthetic streamflow generation 
and hydrological simulation of water flows using a routing model, parameterized for the Nile Basin. 
The synthetic streamflow model allows generation of runoff series’ at specific points within the system 
whose mean and/or variability are perturbed. The hydrological routing model then describes how 
these perturbed inflows move through the system that is also affected by the other physical linkages 
with climate change. For the economic simulations, the tool used to calculate the net present value 
(NPV) or internal rate of return (IRR) of projects is Monte Carlo simulation.2 This model uses valuation 
equations to convert incremental physical changes within the system – in outputs such as 
hydropower generated or target water withdrawals met – into monetized amounts. To obtain these 
monetized amounts, it is also necessary to specify the economic parameters in the valuation 
equations. Each of these parameters are treated as uncertain and assigned a frequency distribution. 
The Monte Carlo simulator then makes random draws from these distributions to yield a range of 
monetized costs and benefits, which are aggregated together to yield NPV outcomes.  
The equations used to create linkages between climate and system performance at the 
physical and economic levels are also presented in Chapter 4. Then, the importance of establishing 
the proper baseline for comparison of system outputs under different conditions with and without new 
infrastructures is discussed. Chapter 4 concludes with a brief summary of the structural limitations 
and assumptions of this modeling framework as it is applied to the Nile system. 
                                                 
2
 Net Present Value (NPV) is defined as the present value of benefits net of the present value of costs, where a 
discount factor is used to convert the value of costs and benefits in future periods to base year terms. The 
Internal Rate of Return (IRR) is the discount rate that yields equivalence between the present value of benefits 
and costs, assuming that the discounting factor is 1/(1+d)t, where d is a constant discount rate. 
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In objective 3, the framework (and parameterized models) is applied to the Blue Nile planning 
problem. First, the pre-feasibility designs for the possible JMP dams are presented, along with a 
summary of the studies’ economic and financial analyses (Chapter 5). This leads into discussion of 
several issues relevant to the economic assessment that I feel deserve further attention. A general 
typology of costs and benefits of water projects in transboundary systems is discussed, and the ways 
the JMP projects are expected to affect the Eastern Nile system are explained. A rough initial 
comparison is then made between the pre-feasibility study and my own calculations of economic 
outcomes that include these effects. The value of the economic parameters used as inputs in these 
calculations is specified primarily based on data from the project feasibility studies and other Blue Nile 
studies (and supplemented as needed using personal judgment). Also, because it differs from the 
assumptions documented in the pre-feasibility studies, the section explains my approach for 
discounting future costs and benefits and costing of capital.  
Second, the baseline (no Blue Nile JMP projects) obtained from the hydrological level of the 
model is described, under different climate scenarios and water withdrawal conditions (Chapter 6). 
Climate scenarios are specified based on available catchment-level climate model projections as well 
as a broader range of changes consistent with projections obtained from the literature. Withdrawal 
conditions are developed based on information obtained from the riparians’ plans for new irrigation 
projects and the legal and water supply constraints in the system. Third, the integrated framework is 
applied to evaluate the economics of Mendaya, in order to better understand if and how the modeled 
climate change impacts may be important (Chapter 7). Fourth, the performance of a more complete 
set of JMP alternatives is considered, encompassing experiments on the design and operational 
features of different configurations of projects (Chapter 8). Various decision-analytic metrics are 
applied to compare these alternatives, and their value is discussed. In Chapter 9, the analysis is 
extended to account for flexibility in project designs, timing, and operational attributes. That chapter 
compares low-risk, balanced and high upside investment strategies with strategies that favor waiting 
for more precise information about future climate change. Finally, the importance of discounting 
assumptions is further explored in Chapter 10, which considers the performance of Mendaya under 
states of the world that are characterized by high, medium, and low global economic growth. 
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1.5 Contribution 
The main contributions of this research are: 
• It is one of the first analyses to show how changes in hydrological flow and evaporation interact in 
the Eastern Nile. This interaction is important in light of the fact that evaporative savings may be a 
key advantage of storing water upstream on the Blue Nile. Because evaporation occurs 
throughout the basin and varies with climate conditions, such an understanding is only possible 
using a systems model such as the one developed in this research.  
• It allows for the simultaneous treatment and identification of both physical and economic 
uncertainties in planning new water resources investments in a transboundary context. This 
integrated perspective is valuable for highlighting the key planning uncertainties associated with 
these projects, and for understanding whether related policy choices, such as the decision of 
whether to pursue additional irrigation development in the basin, have an important influence on 
economic outcomes.  
• It offers a template for conducting infrastructure planning in other water resources systems in the 
context of climate change. To the best of my knowledge, attempts to model and understand the 
effect of specific linkages between climate, hydrology and economic analysis have not previously 
been made, and it is an empirical question whether or not these linkages are important in 
planning. The framework developed here can be used to test the hypothesis that the integrated 
treatment of linkages and planning uncertainties is useful.  
• Finally, it treats water resources infrastructure design and operational features as “real options” 
that have varying amounts of flexibility. This conceptualization can aid planners in improving 
adaptation and resilience to changing conditions, and in selecting projects with low risk and high 
upside. Though water resources specialists have discussed infrastructure adaptation in the 
literature, there is little research on the subject. 
1.6 Limitations 
At least five major caveats are in order before we proceed. First, though the simulation 
framework I develop in this research could in theory be used to explore the large-scale consequences 
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of climate change, I do not attempt to do this in my Nile case study. By large-scale changes I mean 
major changes such as dramatic shifts in society’s demand for goods and services, massive 
population migration, or the restructuring of agriculturally-based economies. Exploration of these 
types of effects requires a different approach, using either outputs from general equilibrium models, 
or a special type of extreme scenario development. Such approaches have to a limited extent been 
applied in this region, using a computable general equilibrium model for Egypt (Strzepek et al., 2001), 
or exploring extreme scenarios in the wider climate change literature (Arnell, 2006). The approach 
taken in this dissertation is to use a partial equilibrium approach that includes sensitivity analysis 
around relative price changes. Still, the range of these changes is relatively modest and based on 
judgment rather than sophisticated modeling. In my research, general economy uncertainty only 
encompasses exploring the consequences of world growth trends for setting the social discount rate. 
More general climate-economy feedbacks could hold particular importance in this region given that 
climate change research predicts the largest damages in Africa. In such a setting, large dams could 
either provide insurance and resilience against damages, or be a wasteful use of scarce resources. 
Second, by adopting a partial equilibrium approach, I am assuming that that there are no 
welfare effects associated with “multipliers” from dam projects. Multipliers have been used to account 
for the indirect development impacts of large water projects, and proponents of the use of multipliers 
argue that these significantly improve the economic calculations for dams (Bhatia et al., 2005). 
However, conventional economic analysis holds that such effects should not be included in project 
appraisal (Boardman et al., 2005). Different types of tools would be needed for evaluating the 
economy-wide impacts of large Blue Nile dams, and there are major conceptual difficulties with using 
such tools to conduct ex ante analysis of water projects. Third, in setting the bounds of this research, 
I explore a number of basic linkages between climate change and water resources systems, but 
acknowledge that many others exist and are poorly represented by the relationships present in the 
simulation model. For example, changes in precipitation and temperature patterns may extend 
beyond the effects predicted in my simple models if soil moisture is permanently affected by changes 
in climate variability, or if extreme daily temperatures damage crop yields. Similarly, linkages between 
climate change and water consumption are only explored to a limited extent. In particular, sea level 
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rise in Egypt could alter water consumption in agriculture, by rendering some land in the delta 
unusable for irrigation, or necessitating greater water releases into the Mediterranean. Land cover 
changes in the large wetlands of southern Sudan could increase evapotranspiration losses if flows 
from the Equatorial Lakes Region and overbank spilling increases, or vice versa. The Blue Nile 
projects could also affect the microclimate of the Blue Nile canyon, perturbing precipitation patterns or 
altering temperatures. 
Fourth, the framework I use is incapable of identifying optimal development paths within a 
water resources system, and should not be used to argue that one scheme is better than all other 
feasible arrangements within a system. Rather, the framework is useful for exploring the range of 
consequences of environmental changes that seem plausible under different design configurations 
which have been pre-selected by analysts and planners. In the Nile case, these designs have been 
chosen based on pre-feasibility designs as well as consultations with engineers, consultants and 
planners at the Eastern Nile Technical Regional Office (ENTRO) and the World Bank. Related to this 
point is the fact that a number of specific parameter assumptions (and omissions) have been made in 
the economic assessment of JMP alternatives that follows in this document, mostly based on 
information and data available in planning documents and other Nile Basin studies. These detailed 
assumptions are described in Section 5.2.  
Finally, the approach used in this research relies on modeling tools, which are simplified 
mathematical representations of very complex environmental systems. Improvements to these are 
already underway through a variety of Nile Basin Initiative projects, including the Nile Decision 
Support System and the Eastern Nile Planning Model. Still, in the context of predicting future 
situations in the basin, all of these tools are open systems that cannot be formally validated and only 
serve as guides to decision-making. These models should never replace judgment and careful 
consideration of their limitations and specific assumptions. A useful discussion of the general 
limitations of environmental systems and water resources models can be found in a number of 
scientific articles and water resources textbooks (Oreskes et al., 1994; Oreskes, 1998; Beck, 2002; 
Loucks et al., 2005; Jeffries, 2006); those apply to this dissertation research as well. 
  
 
 
 
 
 
 
 
PART A: LITERATURE AND METHODOLOGY 
  
 
2 LITERATURE REVIEW 
This literature review covers three main topics: a) the general impacts of climate change on 
water resources, b) water resources investment planning in the context of climate change, and c) 
previous work on climate change within the Nile Basin system. The reader can refer to Appendix E for 
a more thorough review of the climatological and hydrological characteristics of the Nile Basin, 
previous work on infrastructure planning options and models for the Nile, and for further details on 
global and regional research into the connections between climate change and water. 
2.1 General climate change impacts on water resources  
Research on the many aspects of climate change is proceeding at a rapid pace, and the field 
of water resources is no exception. The IPCC finds that climate change is likely to have a complex set 
of impacts on water resources systems worldwide (IPCC, 1996b; 2007b). Warming due to rising 
atmospheric concentrations of greenhouse gases will affect ocean and surface temperatures, 
precipitation patterns, evapotranspiration rates, the frequency and intensity of storms, the timing and 
magnitude of runoff, and sea level in coastal communities. The consequences of climate change for 
agricultural activities will also be substantial, altering irrigation demands and crop yields. Each of 
these impacts has been studied by numerous teams of scientists, hydrologists and economists; their 
findings are summarized briefly below, with special attention devoted to the Nile region. 
The Fourth Assessment Report (AR4) of the IPCC argues that recent “warming of the climate 
system is unequivocal…evident from observations of increases in global average air and ocean 
temperatures, widespread melting of snow and ice, and rising global average sea level” (IPCC, 
2007b). Upward average temperature trends and reductions in the number of cold extreme 
temperatures are consistent in the instrumental record across nearly all land regions, with the most 
warming occurring in the upper northern hemisphere. A large number of Atmosphere-Ocean General 
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Circulation Models3 (AOGCMs, or GCMs for short) that include anthropogenic – greenhouse gas and 
aerosol emissions – and natural volcanic and solar forcings of temperature changes do a credible job 
of simulating temperature changes over the past 100 years. Models omitting anthropogenic forcing 
are unsatisfactory in explaining observed trends. Reviewing the results of such models, the IPCC 
predicts average global temperature increases of 1.8-4°C for the 21st century, assuming no specific 
mitigation policies are adopted (bounds on this range correspond to the multi-model average of low 
and high emissions scenarios B1 and A1F1; see Table 1). A third of this change arises from 
emissions that are already committed. For the IPCC models, the inter-model range in the A1B 
scenario, which most closely matches the observed evolution in emissions since 1990, is 1.7-4.4°C.  
 
Table 1. Summary of climate futures in the Special Report on Emissions Scenarios (SRES) a 
 
Scenario General Storyline Pattern of Development Energy Development 
Focus on 
environmental 
sustainability 
A1F1 
Rapid economic growth + 
technological progress 
Economic convergence 
among regions 
Fossil fuel 
intensive No 
A1T Economic convergence 
among regions 
Mostly non fossil 
fuel No 
A1B Economic convergence 
among regions Balanced No 
A2 Slower development than A1 Heterogeneous, slow 
convergence Variable No 
B1 Rapid growth (like A1), move to service economy 
Economic convergence 
among regions 
Clean, resource-
efficient Yes 
B2 Slower development (like A2) Heterogeneous, slow 
convergence 
Clean, resource-
efficient Yes 
 
a
 The basis for the SRES scenarios are described in more detail in Nakicenovic and Swart (2000). 
 
Sea level rise is thought to be a consequence of two distinct changes: 1) thermal expansion, 
as the ocean has been estimated to absorb 80% of the heat added to the climate system, causing 
seawater to swell, and 2) new melting of glaciers and snow cover above sea level that has added 
water to the oceans (IPCC, 2007b). The ability of models to predict observed changes in sea level 
has greatly improved. The total average 20th century rise from these models is estimated to have 
been 0.17 ± 0.05 meters, and predictions for the 21st century vary within a range (66% likelihood) of 
0.2 – 0.5 meters for the A1B scenario, depending on the model. Sea-level changes vary regionally 
                                                 
3
  These models are derived from fundamental physical laws applied to a discretized and parameterized global 
ocean-atmosphere system. 
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(the model median standard deviation is 0.08 meters) and in time, based on water circulation patterns 
and uneven warming of the oceans. There is rising concern over how sea level rise will affect Egypt, 
where the Nile Delta is already subsiding at a rate of 3-5 mm/yr due to reduced sediment flows 
beyond the dams and barrages upstream of Cairo. Agrawala et al. (2004) conducted an analysis for 
scenarios of 0.25, 0.5 and 1 meter sea-level rise added to this subsidence, and predict extensive 
damages unless serious coastal protection measures are implemented. For example, 0.5 m sea level 
rise could put 30% of the city Alexandria at risk, costing over $30 billion in lost land and property, 
without accounting for lost historic and archaelogical sites. Other large cities, such as Rosetta and 
Port Said, would also be at risk. Adaptation measures could certainly reduce these damages, but a 
first analysis suggests land use change, breakwaters, and integrated coastal zone management 
activities would cost at least $2 billion for Alexandria alone (Agrawala et al., 2004). 
An enhanced hydrological cycle may not lead to higher global average precipitation; indeed 
no significant trend is apparent over land for the period 1950-2000 (Beck et al., 2004), and New et al. 
(2001) find only a very small upward trend (+9 mm) for the 20th century. Nonetheless, modifications of 
precipitation and evaporation patterns due to temperature change have a strong theoretical basis. 
Higher temperatures will accelerate evaporation and increase the moisture-holding capacity of the 
atmosphere, altering the hydrological cycle, and therefore the amount, frequency, intensity and 
duration of precipitation events (Trenberth, 2003). Finding evidence of and making predictions for 
specific regions is much more difficult due to the natural spatial and temporal variability of 
precipitation. The Fourth Assessment Report of the IPCC (AR4) speaks of “more intense and longer 
droughts…since the 1970s, particularly in the tropics and subtropics,” and asserts that “the frequency 
of heavy precipitation events has increased over more land areas” (IPCC, 2007a), consistent with 
other findings (Kharin and Zwiers, 2005; Meehl et al., 2005; Barnett et al., 2006; Huntington, 2006). 
Uncertainty nonetheless remains about whether such changes are due to anthropogenic forcing or 
other natural phenomena, such as El Niño (Trenberth and Stepaniak, 2001; Curtis and Adler, 2003; 
IPCC, 2007a). Also, AOGCM models remain deficient in the simulation of key aspects of precipitation, 
especially in the quantity and overall variability of tropical precipitation, and projections for some 
regions tend to be unstable (especially in regions in the mid latitudes such as the Mediterranean). 
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Also connected to precipitation patterns are changes in runoff, groundwater recharge, and 
water availability. It has been argued that the hydrology of arid and semiarid areas is particularly 
sensitive to such variations, especially in river basins with limited regulation, storage capacity, and 
hence vulnerability to increased flow variability, and modeling studies tend to support these 
predictions (Karl and Riebsame, 1989; Schaake, 1990; Nash and Gleick, 1993; Frederick and Major, 
1997; Lenton, 2004). The IPCC projects that runoff will increase in some wet tropical areas, and 
decrease 10-30% over dry regions at mid-latitudes and in the dry tropics (which already tend to be 
water-stressed), though these effects vary within particular regions (Milly et al., 2005; IPCC, 2007a). 
A factor that will influence the timing of runoff in the higher latitudes is the decrease in snowpack that 
will accompany increasing temperatures (thus decreasing runoff from seasonal snowmelt).  
Climate change is likely to affect agricultural demand for water through several mechanisms: 
the carbon fertilization process (enhancing crop growth and stomatal resistance, and reducing water 
requirements), the effect of higher average and extreme temperatures (in some places harming crop 
growth), and the availability of sufficient water to meet crop-water requirements that increase with 
rising temperatures, as mediated by regional precipitation patterns (Rosenberg et al., 1990; Frederick 
et al., 1993; Frederick and Major, 1997; Schulze et al., 2001; Kurukulasuriya, 2006; IPCC, 2007a). In 
locations with reduced runoff and increasing water stress, especially in arid and semi-arid areas in 
Africa, agricultural activity and access to food could be “severely compromised” by increases in 
temperature, and changes in precipitation and runoff amounts and variability (IPCC, 2007a). These 
impacts will vary depending on the future economic development of affected countries and the 
adaptation responses of farmers and the general population. If irrigation proves to be an effective 
adaptation strategy for dealing with greater variability in water-scarce regions, there will be increased 
pressure on sources of irrigation water. Domestic and industrial water use may also increase, and 
while these increases may be significant in specific areas already suffering from limited water 
supplies, the shift is predicted to be minor at the global scale (Hughes et al., 1994; Herrington, 1996; 
Boland, 1997; Frederick and Major, 1997). 
Work by economists also suggests that farmers take climate risks into account when making 
cropping choices, and that these choices should be modeled to provide more realistic projections of 
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vulnerability (Mendelsohn et al., 1994; Lotsch, 2006; Schlenker et al., 2006). Mendelsohn et al. 
pioneered the so-called Ricardian approach to agricultural impact assessment. They took advantage 
of variation in climate factors across US counties to estimate a reduced-form hedonic equation with 
the value of farmland as the dependent variable (the independent variables that were used had to do 
with temperature, precipitation, population density, altitude, soil characteristics, and other factors), 
and concluded that climate change could in fact result in benefits to US farmers. A few Ricardian 
studies have also been conducted for Nile Basin countries (Eid et al., 2006; Kurukulasuriya and 
Mendelsohn, 2006; Deressa, 2007). On the whole, these studies predict lower damages to African 
agriculture than those obtained when cropping choices are not taken into account. It is important to 
note that the Ricardian approach has been critiqued for two main reasons. First, it does not account 
for the costs of adjustment to changing climate. Second, there is risk of misspecification of the 
hedonic equation (Cline, 1996; Darwin, 1999; Schlenker et al., 2006). Schlenker et al., for instance, 
show that controlling for irrigation leads to a reversal of Mendelsohn and his colleagues’ findings.  
Finally, there is considerable interest, albeit much skepticism, in discerning whether climate 
change has had or might have an impact on the characteristics of the El-Niño Southern Oscillation 
(ENSO) phenomenon (Collins et al., 2002). Model projections of future climate change show a shift 
towards more El-Niño-like conditions on average (i.e. higher sea surface temperatures (SSTs) and 
lower equatorial SST gradients in the Pacific Ocean), but the predicted variability and amplitude of 
ENSO itself has been inconsistent in different simulations (IPCC, 2007b). Observations of the recent 
temperature gradient in the Pacific Ocean are consistent with projections; i.e. the eastern Pacific is 
warmer and the western Pacific is cooler than normal, such that the overall cool-warm east to west 
temperature gradient is reduced (IPCC, 2007b). However, it is unknown whether climate change 
plays a role in the balance of temperature gradients in the Pacific, and paleorecords dating back six 
centuries suggest that the recent history of ENSO is not extraordinary (Jones and Mann, 2004). For 
the Nile, the evolution of ENSO is important because of apparent connections between it and the 
system’s hydrology (Eltahir and Wang, 1999). 
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2.2 Climate change and the water resources investment planning literature 
The impacts described above have motivated a number of studies that seek to analyze the 
effects climate change might have on water resources at a global scale as well as on specific river 
basins. Some of these studies pertain to changes in hydrology and use rainfall-runoff models 
(Adeloye et al., 1999; Lettenmaier et al., 1999; van Dam, 1999; Arora and Boer, 2001; Frederick, 
2001; Arnell, 2004; Milly et al., 2005; Strzepek and McCluskey, 2007; Vicuna and Dracup, 2007). 
Others focus on changes in the production of goods and services obtained from river basin systems, 
through forecasts of hydropower and/or water availability for irrigation in different climate futures 
(Nash and Gleick, 1993; Callahan et al., 1999; de Wit and Stankiewicz, 2006; Atsushi, 2007). There 
are many such studies specific to the Nile Basin (Hulme, 1990; Gleick, 1991; Conway and Hulme, 
1996; Conway et al., 1996; Strzepek and Yates, 1996; Conway, 2000; Sene et al., 2001; Sayed and 
Nour, 2006; Tarekegn and Tadege, 2006; Beyene et al., 2007).  
The researchers involved in these studies typically highlight a number of challenges that 
make water resources impacts evaluation difficult (Leavesley, 1999; Shiklomanov, 1999; van Dam, 
1999). First, it is impossible to predict the precise emissions path that will occur over the near and 
long term (i.e. which, if any, of the SRES-type scenarios presented in Table 1 will occur), and results 
vary with the extent of climate change. Second, there are biases related to the spatial and temporal 
scales of model outputs. Most AOGCMs have grid cells that are far too large to allow physical 
representation of small-scale hydrological phenomena, and the best Regional Climate Models 
(RCMs) only provide limited and inconsistent improvement (Shiklomanov, 1999). Also, the temporal 
variability of precipitation processes is not well simulated. Third, there are known deficiencies in 
simulating large-scale atmospheric circulation patterns, particularly ENSO and the movement of the 
Intertropical Convergence Zone (ITCZ). Fourth, it is difficult to separate and discern the effects of land 
use change and greenhouse-induced climate change. Fifth, there is a great deal of uncertainty 
associated with use of empirically-calibrated “black box” hydrological simulation models for exploring 
scenarios with changed conditions. 
Another challenge that has received much less attention is the economic dimension of 
climate change impacts in water resources. In one specific application, Kirshen et al. (2004) fail to 
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find any climate-dependency in the costs of water supply systems, using an econometric model 
applied across different municipalities in the US. Other work addresses the problem of general and 
river-basin specific planning in water resources under different climate futures. Wood et al. (1997) 
describe a novel approach for making climate model projections useful for hydrological simulation of 
climate scenarios. The analysis consists of a) selecting GCM projections, b) using an appropriate 
statistical downscaling method for converting GCM outputs to useable inputs for hydrological models, 
c) forcing existing simulation models with these inputs, and d) assessing system performance under 
different climate scenarios. They apply the method to an illustrative planning study for optimal 
reallocation of the Tacoma water supply, but assume that economic parameters are fixed and do not 
explicitly model changes in evaporation and water demand. Vicuna and Dracup (2007) extend this 
procedure, describing the use of hypothetical scenarios with non GCM-based changes in temperature 
and precipitation, and the possibility of using statistical models in addition to physical rainfall-runoff 
models. These authors emphasize the “cascade of uncertainty” that results from each of the steps in 
this procedure.  
While the framework presented above is useful for studying the vulnerability of systems to 
evolving conditions, the studies do not provide guidance on how these sophisticated hydrological 
models could be used to conduct a thorough economic analysis of new infrastructure investments. 
Indeed, there is no framework for integrating physical uncertainties related to natural variability and 
climate change with economic uncertainties. Optimization-based analyses such as those using the 
CALVIN model (Jenkins et al., 2004; Tanaka et al., 2006; Medellín-Azuara et al., 2008) suffer from 
this limitation as well.4 If no definitive probability statements can be made about the future state of the 
world, it will generally be impossible to write an objective function that chooses infrastructures or 
modifies their designs to maximize expected net benefits or minimize the risk of negative outcomes. 
And because these investments typically require large capital outlays, this lack of guidance is 
particularly problematic for developing countries with scarce capital resources.  
                                                 
4
 CALVIN is a systems planning model that uses the network flow reservoir optimization model HEC-PRM 
(USACE, 1994) to maximize economic benefits by allocating water over a 72-year period of historical inflows. It 
has been used extensively to study changes in hydrology that could result from climate change as well as for 
economic-engineering analysis of California water management problems. 
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Furthermore, in nonlinear, complex systems, it may be difficult to develop optimization 
models that can a) run numerous times for different climate conditions, and b) maintain sufficient 
complexity to realistically represent that system.5 Both of these factors will influence a model’s 
acceptability for use in informing planning decisions. Methods based on synthetic streamflow 
generation and simulation (also known as stochastic simulation) may be more appropriate and useful 
for conducting policy analysis (Stakhiv, 1998). The stochastic simulation approach must be modified 
to address the climate change problem, because it relies on generation of long flow series’ based on 
the statistics (means, natural variability, autocorrelation, etc.) of observed historical flows. These 
series’ can then be used as inputs to simulation models for estimating the likely future performance of 
a water resource system plan (Loucks et al., 1981). The approach is particularly useful when a 
number of possible development plans (with sizing, sequencing and choice of infrastructures all as 
design variables) have already been developed and there is a need to identify if there are solutions 
that are robust across future scenarios rather than ones that are optimal under particular conditions. 
Further research is needed to understand to what extent such robust solutions exist. 
There may also be considerable path dependencies involved in the problem, as has been 
highlighted in planning models for other contexts and applications (De Weck et al., 2004; Wang and 
de Neufville, 2006). Such problems lend themselves to an analytical paradigm that considers flexible 
design attributes as “real options”, which can be used to seize future upside opportunities while 
reducing risks or losses in case of downside events (Dixit and Pindyck, 1994). One approach 
increasingly being used by real options analysts is to develop screening tools to identify areas where 
flexibility might be beneficial, whether at the design, operational, or management level (Cardin et al., 
2007). More sophisticated tools are then used to assess the value of flexibility. Using this approach, 
the economic value of a system without flexibility is first evaluated via a calculation that does not take 
uncertainty into account (as in a standard deterministic calculation of NPV). In step 2, for the inflexible 
system, a simulation procedure is used to obtain a distribution of NPV outcomes given uncertainty 
characterized by random variables. Next, the system with a variety of flexible options is evaluated 
                                                 
5
 For instance, the transient effects of filling large new dams have consequences for the performance of the new 
infrastructures (see, for example Block (2006)), and for downstream structures in the river basin. It should be 
noted that analyses using the CALVIN model have shown that models with lower spatial complexity tend to 
underpredict shortages and economic costs in constrained scenarios (Van Lienden and Lund, 2004). 
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using the same procedure. The value of the flexibility is obtained by subtracting the mean NPV of the 
inflexible design from the mean NPV of the flexible design. Also, one can study the shape of the 
Value at Risk and Gain (VARG) curve, which is the cumulative distribution of NPV outcomes with 
probability cutoffs specified for Value at Risk (the NPV at some low cutoff on the cumulative 
distribution, say 10%) and Value at Gain (the NPV at a high cutoff, say 90%) (Cardin et al., 2007). 
Overall, there is a need for an integrated theoretical framework that describes precisely what 
aspects of a productive water resources system may change given uncertain perturbations in climate, 
and how these changes should be accounted for in planning processes for complex river basins. The 
studies presented in the literature usually describe changes in terms of one dimension of climate 
change; for example, most studies involve only perturbations in runoff or changes in evaporation. A 
more general model is needed that encompasses the major relevant changes. Such a model could be 
used to test the importance of particular changes, and could be referred to or added to by 
researchers working on hydrological impact and economic planning studies. It would also be clearer 
exactly what types of changes were being included. Finally, the role of adaptation would be easier to 
assess, since the baseline for comparison in climate change scenarios would be better defined. 
2.3 Nile Basin climate projections 
There are many sources of climate projections – published and unpublished – for the Nile 
system (see Table 2; more details on these studies are available in Appendix E). Temperature 
projections over the Nile Basin are fairly consistent. In the most complete analysis of IPCC AR4 
model projections to date for this region, Elshamy et al. (2008) studied 17 GCMs over the Upper Blue 
Nile and found that all models predicted a 2 to 5°C  increase in annual temperature for the 2081-2098 
period over present temperatures (A1B scenario). Others have found similar ranges, for other climate 
scenarios (Beyene et al., 2007; Conway et al., 2007; IPCC, 2007b). For the year 2050, 2-3°C 
increases appear likely over most of the Nile Basin. 
However, the range of precipitation and runoff projections found in the literature is extremely 
wide. The collective body of research suggests that: a) precipitation and runoff are likely to increase 
in the Equatorial Lakes Region (SNC-Lavalin International, 2006; IPCC, 2007a); b) precipitation 
projections for Ethiopia and the Sahel are highly uncertain (Elshamy, 2000; Sayed, 2004; Sayed and 
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Nour, 2006; Beyene et al., 2007; IPCC, 2007a; Elshamy et al., 2008); c) precipitation increases may 
still entail decreases in runoff due to higher evapotranspiration, leading to lower flows (Conway and 
Hulme, 1996; IPCC, 2007a; Elshamy et al., 2008; McCluskey, 2008); and d) the net effect on water 
availability in the Nile system is unknown (Sene et al., 2001; Strzepek et al., 2001; Sayed and Nour, 
2006). If the favored multi-model ensemble mean approach of the IPCC is adopted for conducting 
hydrological impact analysis, the reasonable range of projections shrinks considerably.  
 
Table 2. Summary of Nile studies of historical climate trends and future projections  
 
Source Analysis Summary 
Elshamy et al. (2000) TAR Projections (2050) 
2-4.3°C increase over Nile Basin; 3-4°C increase in  Northern 
Sudan and Egypt 
-22 to +18% change in precipitation 
Conway (2000) Historical trends No precipitation trend over Blue Nile 
Hulme et al. (2001) Historical trends  
 (20th Century) 0.5°C increase in Africa, 0.6°C in Ethiopia 
Nyssen et al. (2004) Historical trends No precipitation trend over highlands in Ethiopia / Eritrea 
Sayed & Nour (2006) TAR Projections 
-2 to +11% change in Blue Nile Basin precipitation; 
-1 to +10% change in White Nile Basin precipitation 
-14 to + 32% inflows to Lake Nasser 
SNC-Lavalin (2006) TAR Projections A1B (2050) 
+7.4% mean increase in precipitation in Equatorial Lakes 
(Range: +4.3 to 14.2%) 
+23% change in inflows to Southern Nile (Range: +4 to 37%) 
IPCC (2007a) AR4 Projections Increased rainfall over Nile Equatorial Lakes Region, GCMs inconsistent over Ethiopia and Sahel 
Conway et al. (2007) AR4 Projections A2, B1 (2050) 
+2.2°C mean increase in Ethiopia (Range: +1.4 to 2. 9) 
+1 to 6% mean increase in precipitation in Ethiopia 
Beyene et al. (2007) 
AR4 Projections 
(Three periods) 
 with bias correction 
Mean precipitation: +15% (2010-2039); -2% (2040-2069); -7% 
(2070-2099) 
Inflows at Aswan: -16% (2070-2099) 
Elshamy et al. (2008) 
AR4 Projections 
A1B (2081-2099) 
with bias correction 
2-5°C increase over Nile Basin 
+2.4% change in precipitation (Range: -15 to +14%) 
+2-14% increase in potential evapotranspiration 
-15% mean change in runoff (Range: -60 to +40%)  
McCluskey (2008) TAR Projections A2, B2 (2050, 2080) 
Slight mean increases in precipitation; decreases in runoff 
(See Table 3 for catchment-specific projections) 
Soliman et al. (2009) AR4 A1B (2034-55) Variable precipitation changes over Blue Nile catchment Slight increases (+2%) in Blue Nile flow at Diem in Sudan 
 
Projections such as those summarized in Table 2 have frequently been used to study 
potential impacts on the system, but not in planning applications. Using them in planning models 
presents two operational problems: a) few studies provide the catchment-specific data that are 
needed as input for hydrological models; and b) it is not clear which year’s projections should be used 
to provide information consistent to the time horizon for the infrastructure planning problem. 
McCluskey’s downscaled projections are therefore particularly useful because they represent 
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catchment-specific information that is quite detailed over the relevant portions of the Eastern Nile 
(detailed in Table 3). Though derived from the earlier generation of results (the Third Assessment 
Report (TAR) models), these projections also appear to be in line with the general trends and ranges 
from the larger body of work on Nile Basin climate change. They therefore offer a useful starting point 
for developing scenarios to be assessed in planning applications in this river basin. 
 
Table 3. Summary of three-model mean projections for the Nile Basin for 2050 (from TAR), from 
McCluskey (2008); model range in brackets. 
 
Sub-basin / 
catchment 
∆Precipitation  
(% Change over historical) 
∆Runoff  
(% Change over historical) 
 A2 B2 A2 B2 
Atbara 6.8 [1.1 to 11.2] 
6.3 
[0.5 to 11.2] 
-6.8 
[-16.6 to -0.8] 
-7.4 
[-17.1 to 2.5] 
Karadobi 1.7 [-5.0 to 5.3] 
1.5 
[-4.4 to 5.9] 
-7.7 
[-16.4 to -3.0] 
-7.7 
[-17.1 to -1.5] 
Mabil 1.4 [-2.5 to 6.0] 
0.8 
[-3.4 to 5.3] 
-5.1 
[-10.5 to -0.1] 
-6.2 
[-11.8 to -1.5] 
Mendaya 2.8 [0.4 to 6.9] 
1.9 
[-1.3 to 6.7] 
-0.9 
[-3.6 to 3.1] 
-2.5 
[-6.1 to 2.5] 
Border 3.0 [-2.8 to 8.6] 
3.3 
[-3.7 to 7.4] 
-3.5 
[-10.1 to 2.2] 
-3.7 
[-11.9 to 0.4] 
Dinder / Rahad 1.9 [-6.8 to 9.0] 
3.6 
[6.7 to 9.2] 
-36.1 
[-50.9 to -20.1] 
-41.4 
[-50.0 to -36.2] 
All Blue Nile 1.9 [-2.8 to 6.5] 
1.6 
[-2.4 to 4.2] 
-4.9 
[-11.1 to -0.6] 
-5.6 
[-12.5 to -1.9] 
Baro-Akobo 7.0 [1.2 to 10.7] 
5.9 
[-2.0 to 10.7] 
-2.0 
[-8.2 to 3.4] 
-2.8 
[-13.1 to 6.8] 
Main Nile a 58.8 [35.4 to 102.4] 
59.5 
[36.7 to 102.4] 
0.1 
[0.1 to 0.1] 
66.8 
[0.1 to 200.0] 
All Nile  6.5 [2.6 to 8.7] 
5.5 
[0.0 to 8.7] 
-4.5 
[-9.3 to -0.8] 
-6.4 
[-13.4 to -0.8] 
a
  The Parallel Climate Model (USA) model predicts very large percentage increases in rainfall and runoff for the 
Main Nile, but their magnitude is less dramatic since that reach passes through arid desert. 
 
2.4 Summary  
In this chapter, we have seen that climate change will have varied impacts on water 
resources systems, and that some of the key changes (in runoff and precipitation) are very difficult to 
predict using existing models. There are also important disagreements among researchers about the 
appropriate way to account for adaptation processes. These various uncertainties and debates make 
it very difficult for hydrologists and water sector planners to understand even the basic effects of 
climate change in specific river basins. The Nile Basin is no exception: there is a substantial body of 
work dealing with projections in this region but little consistency across models and studies. Indeed, 
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climate models themselves are constantly evolving as computing power and mathematical modeling 
of the relevant physical processes improve; more flexible models are needed to make efficient use of 
the projections generated by these evolving models. 
Though we touched on the limitations of previous work on water resources planning in the 
context of climate change, this literature review did not address the topic of water resources planning 
models in detail. In the next chapter, we will move through a more technical overview of different 
variations of a basic, stylized river basin planning model that is typically taught in graduate level 
courses in hydrology and environmental engineering and based on historical conditions. We will then 
discuss the history of how this tool has been used in real world applications. This discussion will lead 
us to explore some of the limitations that may limit the model’s wider use, and provide some 
motivation for the analytical framework I develop in this research.
  
 
3 ADAPTING THE WATER RESOURCES PLANNING FRAMEWORK  
The focus of this chapter is on economic planning models; i.e., models that seek to determine 
the net benefits associated with different river basin development options. The chapter begins with a 
stylized description of the textbook systems planning model for water resources – stylized because 
real world applications rely on a wide variety of forms of this basic model – that is commonly taught in 
graduate-level courses on water resources project evaluation and design (Maass et al., 1962; Loucks 
et al., 1981; ReVelle and McGarity, 1997; Loucks et al., 2005). The history and difficulties associated 
with use of this basic model are then discussed. The chapter concludes with a proposal for a modified 
framework that can deal more flexibly with climate change and other planning uncertainties. 
3.1 The basic planning framework for water resources 
The textbook water resources planning problem is usually set up as a deterministic 
optimization problem, which does not explicitly consider uncertainty in hydrologic or economic 
parameters. The form of the objective function that is maximized (or minimized) varies. The most 
appropriate economic criterion might be to maximize total economic net benefits derived from the 
infrastructure in question, but other common formulations are to minimize investment costs subject to 
constraints on water supply reliability or firm hydropower generation capacity, or to maximize total 
benefits subject to cost or other constraints (ReVelle and McGarity, 1997). A variety of studies using 
different objective functions can be found in the literature (Loucks et al., 1981); a detailed summary is 
not presented here. Some of today’s water resources modeling packages – for example Riverware 
(Zagona et al., 2001) or WEAP (Yates et al., 2005) – can be parameterized to allow economic 
optimization. 
Water resources planning textbooks acknowledge that optimization with economic objectives 
is insufficient to thoroughly evaluate the reliability of infrastructure projects (Maass et al., 1962; 
Loucks et al., 1981; Loucks et al., 2005). The key shortcoming associated with optimization is the 
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assumption of perfect foresight; water resources managers are allowed to know river flows with 
certainty, and to operate the system based on that knowledge. To address this limitation, more 
complete project planning (Figure 4) usually relies on studies that use operating rules developed 
using optimization to then conduct repeated simulations that test the sensitivity of results to 
uncertainty about model parameters and system flows, or modification of the individual parameters or 
flow sequences used in the constraint structure of the optimization problem. As shown, these 
planning studies usually assume that historical climate conditions will be maintained. 
 
Figure 4. The stylized “traditional” framework for economic appraisal of water resources investments 
 
The constraint structure of such optimization and simulation models is largely provided by 
system continuity equations. These continuity equations are written for both storage and intermediate 
flow nodes in the system, although the interpretation of these two node types varies slightly. For 
storage nodes in the system (i.e. lakes and reservoirs), the continuity equations take the form of 
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equation 1 below (adapted from Loucks et al. (1981)). These equations are written for a time step of 
length t; all the variables in equation 1 such that all quantities correspond to the same length of time t. 
 
Ss,t+1 = Ss,t + Qs,t - Rs,t - Es,t - Ls,t - Ds,t,      (1)  
where Ss,t = storage in a reservoir at node s and time t; 
Qs,t = inflow to node s and time t; 
Rs,t = outflow from node s at time t; 
Es,t = net evaporation losses from node s at time t; 
Ls,t = seepage (storage in groundwater) losses at node s at time t;  
Ds,t = water withdrawal (for consumptive use, or alternatively some fraction of which is 
consumed, with the balance returned to the system further downstream) from node s at time t. 
 
Equation 1 forms the basis for the reservoir models used in this research. For flow at 
modeled river nodes without storage infrastructures, there is no storage (Ss,t  and Ss,t-1 are therefore 
zero) and the evaporation and seepage terms Es,t and Ls,t are usually set equal to zero, such that the 
constraint in equation 1 simplifies to: 
 
Qs,t = Rs,t + Ds,t,6        (2) 
 
which simply says that inflows at node s are equal to outflows net of water withdrawals, at time t. 
Integrated water resources system models rely on a collection of such reservoir and flow 
nodes, which correspond to the configuration of the system in question and to the availability of flow 
gauge and water demand data. The flows of water into and out of those nodes are calculated based 
on the general relationships presented in equations 1 and 2. An illustrative representation of these 
equations around a central reservoir node is shown in Figure 5. 
                                                 
6
 Note that this assumes that such loss terms are incorporated into the inflow quantity Qs,t; an alternative 
approach could include a loss term that combines evaporation and seepage and applies to the reach between 
nodes s-1 and s) 
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Figure 5. Illustrative representation of a reservoir node connected to ordinary flow nodes as modeled 
in a typical water resources system using equations 1-4. 
 
In this model, inflows Qs,t can be represented as the combination of outflows from the 
upstream node s-1 and the local increment to natural streamflow Ls,t between nodes s-1 and s: 
 
 Qs,t = Rs-1,t + Ls,t  = Rs-1,t + Fs,t - Fs-1,t ,      (3) 
where Fs,t = historical flow measured at gauging station at node s and time t (Cohon, 1978).  
 
Several aspects of equation 3 should be noted. The flow increment Ls,t is not simply the local 
runoff into the river between nodes s-1 and s. Unless losses are otherwise modeled, it includes 
evaporation and seepage losses between these nodes, and may include unmeasured consumptive 
use by people or industries located along the river. As a result, it can sometimes be difficult to predict 
or measure the various components that make up Ls,t. In the absence of data and/or more 
complicated hydraulic studies, modelers have often relied on two types of approximations for 
specifying Ls,t. In the first approach, when the contribution of local runoff (from tributaries that join the 
river system between two nodes in the model) is important, it is customary to back-calculate Ls,t from 
flow records at gauging stations in the system, and to assume that a) losses from seepage, 
evaporation and unmonitored consumption of water are small and/or constant in time or not 
necessary to include explicitly and b) the lag time which governs the movement of water through the 
system is implicitly accounted for in the incremental flow series Ls,t for all t. This approach can lead to 
systematic bias in the measurement of inflows, especially if these factors vary over time.  
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On the other hand, when there are no important sources of local runoff (for example in rivers 
that pass through arid or semi-arid reaches or when all tributaries are fully gauged, flow calibration 
can be conducted using various techniques applied to the historical gauge records at nodes s-1 and 
s, such as regression or neural network modeling. These approaches typically express the observed 
flow in the historical record Fs,t at node s as some combination of n lagged flow terms at nodes s and 
s-1 plus a constant term, for example: 
 
Fs,t = Fs-1,t +…+ Fs-1,t-n + Fs-1,t-1 +…+ Fs-1,t-n + ks.     (4) 
 
Such models are subject to the same types of biases as those suggested using the first approach 
described above. 
In the absence of more sophisticated hydraulic flow models (in many data-constrained 
systems), the planning problem thus relies on analysis using models composed of nodes for which 
inflows and outflows are determined using equations 1-4. In the simplest application of these models, 
the planner relies solely on historical flow sequences and explores system impacts (model outputs 
such as hydropower generated, water demands met, etc., as shown in Figure 4) that result from 
adding new infrastructures or withdrawals to the system, and/or shifting water allocations or operating 
strategies within it. The use of optimization for this analysis thus assumes perfect foresight of water 
flows, and enables allocation of water to its highest value uses (Harou et al., 2009). The analyst 
determines the storage, inflow, outflow and demand variable values that maximize net economic 
benefits. In many cases, planners may have additional objectives to the net benefits criterion, which 
can be considered by incorporating additional constraints, or modifying the objective function. 
In sensitivity analysis, the planner may relax the assumption of perfect foresight, and conduct 
simulation using the historical record combined with realistic reservoir operating rules (often 
developed using optimization procedures, and modified in iterative fashion to respond to results in the 
sensitivity analysis). At best, the planner will supplement these simulations based on the historical 
record with ones that use stochastic simulation, to determine the risks posed by natural flow variability 
and associated with the various favored system designs and/or operating rules. The literature is rich 
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with successful application of such tools, which can be found in textbooks and model reviews (Loucks 
et al., 1981; Yeh, 1985; Harou et al., 2009). In addition, stochastic linear programming or dynamic 
programming techniques can be used to help guide design of operating rules (Yeh, 1985). The 
objective function of these models is however generally limited to physical objectives, such as 
maximization of water supply reliability or hydropower generation, rather than economic criteria. 
3.2 Challenges to using the basic planning framework  
Historical context 
In the past, it has been argued that the textbook planning model depicted in Figure 4 is very 
infrequently used in real-world systems design (Rogers and Fiering, 1986) and that reservoir 
operating rules have only rarely been developed based on results obtained from systems analysis 
techniques (Yeh, 1985). There is little reason to believe that this reality has changed considerably in 
the past twenty years (Harou et al., 2009). More precisely, it is clear that hydrological routing models 
and general water resources modeling tools are widely used by engineers and planners around the 
world, but that systems optimization applications – particularly economic optimization – remain rare 
outside the academic world. This is somewhat surprising considering the number of such applications 
in the water resources literature. A noteworthy exception to the lack of use of systems techniques is 
the application of the CALVIN model for water resources planning applications in California.  
These model reviews offer a number of explanations for why use of such models has not 
been more widespread. Rogers and Fiering emphasize strongly institutional resistance to the use of 
systems optimization techniques, whether in the US or developing countries. Also in the US, these 
planning techniques developed too late to influence the construction of large infrastructures, such that 
the payoff of using them is now seen as small. Infrastructures were built piecemeal and river basin 
plans were rarely centrally planned. For developing countries, which have a chance to benefit from 
this model, key constraints include insufficient high-quality data to inspire confidence in results, and a 
lack of validation tools (because few models exist already which can be used to test the robustness of 
the optimal solutions). Lack of confidence in modeling results is also a consequence of the fact that 
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models are frequently developed by outsiders who may not spend sufficient time training 
stakeholders to use the models effectively. 
Rogers and Fiering also highlight technical and interpretation problems with the use of 
optimization models. Three specific issues appear to be most important: a) the challenge of how to 
deal with general planning uncertainty, b) the insensitivity of many systems to wide variations in 
design alternatives, and c) the existence of multiple near optimal alternatives. These three issues are 
of course interrelated, since uncertainty in optimization model parameters could lead one to different 
‘optimal’ solutions depending on their assumed values. Multiple designs can often be justified, and 
optimization models, which are costly to develop, typically have little to say about the relative 
strengths of different development options. Beyond this issue, Harou et al. (2009) point to the inability 
to easily represent social, political and/or environmental objectives and risk aversion preferences in 
the mathematical expressions of optimization models. 
My own view is that optimization tools can in fact provide valuable information to the planning 
process for new water resources infrastructures. These models are particularly useful in narrowing 
the choice set of project alternatives, to allow a focus on specific regions or types of infrastructures 
that are likely to generate significant economic benefits. Optimization tools have in fact been used in 
this way in the Eastern Nile to direct attention towards storage projects in the Blue Nile canyon, by 
demonstrating the large hydropower benefits of such projects (Whittington et al., 2005; Wu and 
Whittington, 2006). Like other water resources modeling tools, however, they should not be used in 
isolation. Such models are unable to evaluate comprehensively system performance in the presence 
of large uncertainties. Since water resources projects tend to be capital intensive and deliver benefits 
over a long time horizon about which relatively little is known, uncertainties will always loom large. 
Types of planning uncertainties  
The focus of this research is on the use of planning models within the context of future 
uncertainty about the behavior and performance of water resources systems, so we now turn to this 
issue. Use of the basic textbook framework and equations 1-4 present a number of challenges to 
hydrologists and planners, even if it is assumed that historical conditions will be roughly maintained. 
First, the specification of Ds,t (water demand) is problematic; it is very difficult to forecast how 
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withdrawals for consumptive use will vary over the length of the planning horizon. Second, Ls,t (the 
seepage term) is difficult to estimate without detailed hydraulic study, and is typically ignored or 
included using statistical models or other types of approximations. Third, the data used to simulate 
the continuity equations tend to be approximate; it is common to rely on average net evaporation 
rates from storage structures and water demand quantities, where the averages pertain to the 
model’s time step, and may not vary from year-to-year. Finally, some relevant costs and benefits may 
be difficult to monetize, and so may be omitted entirely from the net benefits equation.  
If the assumption of sustained historical flow conditions cannot be assumed, the problems 
with the basic approach shown in Figure 4 become more significant. Embedded in the appraisal 
framework are a series of assumptions related to climate, flow variability, future water demands, and 
the types of economic outputs derived from the system in question. Planning agencies and 
consultants generally struggle to deal with the larger shortcomings of the standard assessment 
approach. This may be one of the reasons why ex post reviews of large water projects have often 
been so negative, contradicting the predictions of ex ante analyses. For example, the World 
Commission on Dams (2000) found that hydropower production from many large dams was often 
much lower than predicted in planning studies, suggesting that the standard methods used to set 
reservoir rules on reservoir releases do not yield realistic operational regimes. 
It is instructive to think generally about the scope of these problems, first by unpacking the 
various components of the system water balance, and then by considering how the traditional 
planning framework is used to determine economic benefits. Here we focus most closely on the 
threats posed by climate change. Assume that the planner uses the standard analytical framework as 
best as she can with existing tools, relying on a combination of well-calibrated optimization and 
simulation models, and using stochastic methods to assess the probabilities associated with the 
outcomes of interest. The planner also incorporates the latest knowledge of climate change to inform 
her prediction of runoff into the system under climate change conditions. 
Consider the components of the water balance equations that make up the water resources 
system (Figure 6). The variables of interest are Ss,t, Qs,t, Rs,t, Es,t, Ls,t, Ds,t, Ls,t. Precisely what 
assumptions are implicit in these equations?  
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Figure 6. Illustrative representation of nodes modeled in a water resources system, with description of 
typical assumptions 
  
To begin, consider the local inflow contributions Ls,t that occur throughout the system and 
contribute to the inflow terms Qs,t in equation 3. These terms are uncertain due to a variety of factors. 
First, there could be technical problems related to gauge stability and the accuracy of gauge 
measurements; in short, problems with the determination of Fs,t and Fs-1,t. These could be addressed 
by improving data collection and gauging procedures. More importantly, there may be concerns over 
the stability of the “black box” calibrated model relationships developed based on equation 4. There is 
no guarantee that these relationships will continue to hold if the magnitude of flows within the system 
changes dramatically (as physical changes such as groundwater-surface water interactions and river 
channel flow may be permanently altered in important ways), or if there are important changes in non-
measured consumptive water use along the river. 
Third, questions could be raised about whether the historical record adequately represents 
the natural variability of runoff, especially if that record is short. There is ample evidence from periods 
prior to the instrumental record suggesting that natural variability in some rivers exceeds that 
observed in flow records, even when these extend for more than 50 years.7 Fourth, there may be 
systematic changes in the quantity, variability, and timing of runoff due to climate or land use 
changes. While state-of-the-art climate change analyses use sophisticated downscaling and modeling 
                                                 
7
 A notable example is the Nile Basin (see Hassan, 1981; Shahin, 1985; Davies and Walsh, 1997; Nicholson, 
2001; Nicholson and Yin, 2001; Marchant and Hooghiemstra, 2004). 
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techniques in an attempt to address quantity and timing issues (see Wood et al. (1997)), climate 
models are not credible in explaining natural variability and regional patterns. These deficiencies are 
largely related to a) the models’ inability to represent atmospheric processes taking place at small 
temporal and spatial scales, b) a lack of understanding of complex physics that drive cloud formation 
(Shiklomanov, 1999), and c) the difficulty of discerning the separate influences of climate change and 
natural variability (van Dam, 1999) (refer to Appendix E.5 for additional details).  
Turning to the other variables in these models, it should also be clear that these will not 
generally remain constant in a world with changing climate. Net evaporation Es,t from reservoirs will 
be changed by rising temperatures and altered precipitation patterns, and should be modeled to 
reflect these changes. Seepage rates from storage reservoirs Ls,t could change as a result of larger 
impacts on the system water balance. Consumptive demands Ds,t  will be affected by changes in crop-
water requirements due to higher temperatures and carbon fertilization, and these will be mediated 
through the climate- and water quantity-responsive cropping choices of farmers (see Chapter 2).  
For applications in which existing infrastructures within a system are taken as given and the 
addition of new structures is being considered, assumptions of static operating rules may not be valid 
due to climate or other adaptation. Outflows Rs,t will thus be influenced by changes in inflows and 
future changes in system operation – whether those be changes in the need for flood control, 
minimum releases, increased crop water requirements for irrigation, or other operational features of 
reservoirs. The storage variables Ss,t will also be affected by a number of processes, including 
changes in sediment deposition from runoff (as affected by the timing and magnitude of runoff), the 
operation of existing upstream infrastructures (which may trap sediments), and the operation of the 
infrastructure being evaluated. A key difficulty in analyzing changes in operating rules, however, is the 
challenge of predicting the future hydrology of river systems with sufficient accuracy to justify 
changes, given the fact that the likelihood of various climate scenarios cannot easily be ascertained. 
In practice, the ability to adapt will be constrained by the speed with which real hydrological change 
(and not the artifact of variability) can be detected or anticipated, and the degree to which new 
investments have intrinsic design and/or operational flexibility to respond to these uncertain future 
conditions.  
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Beyond these technical issues, though, there is considerable economic uncertainty in the 
planning problem as well, and the role of and methodology for economic appraisal of new projects 
must be refined. The standard practice in economic evaluation of water resources projects, dating 
back to seminal work at the Harvard Water Program by Hufschmidt and Fiering (1966) and 
colleagues (Maass et al., 1962), is to make specific assumptions to parameterize the cost and benefit 
functions that appear in the objective function, and to conduct sensitivity analysis to explore how 
results change when these parameters are altered. Therefore, one of the most peculiar features of 
this analytical approach is the fact that it only barely incorporates economic risk and uncertainty. This 
despite the fact that it is well known that the calculation of costs and benefits from capital-intensive 
projects is extremely sensitive to assumptions about economic parameters, and that researchers 
have long recognized the possibility of using simulation approaches to describe other uncertain 
aspects of the systems being studied. Perturbation of individual parameters such as the discount rate, 
infrastructure cost parameters, value of irrigation water, etc., or alteration of system constraints does 
not give sufficient attention to the combined effect that these uncertainties can have. 
3.3 The integrated hydro-economic simulation framework  
Given this diverse set of challenges linked to uncertainty, it would appear that a project 
evaluation framework using repeated simulations to test the performance of different system 
configurations in various plausible states of the world may provide new insights. To use the 
conceptual framework introduced in Chapter 1 of this research, such a framework would be applied to 
the infrastructure alternatives of interest to the planner, across a series of plausible climate scenarios, 
water withdrawal conditions and economic states of the world. The simulation framework could be 
used to test the effect of natural variability and climate change on the physical behavior of systems, 
as well as the economic uncertainties associated with changes in the physical system and the value 
of the physical outputs derived from it. It could also serve to help identify the most important 
uncertainties in the planning problem, thereby informing the selection of more robust system designs. 
A schematized representation of such a framework is shown in Figure 7 (changes from the 
traditional framework are italicized). Here I provide only a quick overview. Climate scenarios, water 
withdrawal conditions and states of the world would first be selected. Next, analysts would generate a 
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perturbed hydrological regime corresponding to these climate scenarios: stochastic streamflow 
generation seems a promising tool for this purpose. Other linkages and impacts – for example, 
physical changes in water demands and evaporation, or economic changes in the relative value of 
the hydropower obtained from the system – would then be specified, using theoretical or empirical 
relationships. Finally, a tool would be developed for conducting economic simulations which can 
incorporate the physical and economic uncertainties associated with climate change and the projects 
being evaluated. Many of the required changes will be specific to the planning application of interest.  
 
Figure 7. A modified simulation framework for economic appraisal of water resources investments, 
showing the two levels (hydrological and economic), with additions to the traditional framework 
identified by shading and italics. 
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3.4 Summary  
In this chapter, we reviewed the basic textbook planning framework used for evaluating the 
economics of large water resources infrastructures. We began with a rudimentary mathematical 
representation of the continuity equations for describing water flows in the model. We discussed the 
complementary roles played by optimization and simulation approaches in design and sensitivity 
testing of different infrastructure arrangements. We then reviewed some of the principal constraints 
which have historically prevented wider use of the systems planning approach, devoting particular 
attention to problems related to uncertainty and changing conditions. The chapter closed with a 
proposal for a modified analytical approach for simulating the economic performance of new projects 
in a variety of possible future situations. The next chapter describes in detail the steps taken to apply 
such a modified framework to the planning of planning Joint Multipurpose Programme investments in 
the Eastern Nile. 
  
 
4 OPERATIONALIZING THE FRAMEWORK FOR THE BLUE NILE PLANNING PROBLEM 
In this chapter, the specific methods and models used to make the evaluation framework 
operational for evaluating the costs and benefits of the Blue Nile infrastructure projects are discussed 
in more detail. The operational version of the framework is composed of eight steps (Figure 8). Steps 
1 through 5 are within the hydrological level of the framework, and steps 6 through 8 are in its 
economic level. For the purposes of exposition, the presentation below assumes that climate change 
is the only dimension of “unmeasurable” uncertainty reflected in the modeled situations (rather than 
including withdrawal conditions and states of the world). The extension of this procedure over other 
uncertain dimensions is straightforward and requires additional repetition of the procedure. For 
example, if one were interested in studying the infrastructures in multiple withdrawal conditions, one 
would simply repeat the entire procedure in steps 1 through 7 for each such condition.8 The steps are: 
1. a) Definition of climate scenarios and project alternatives; b) selection of a single scenario and 
project alternative for analysis; 
2. Specification of the linkages between the climate scenario and the water resources system; 
3. Generation or choice of inflows corresponding to the runoff in the selected climate scenario; 
4. Simulation of physical incremental changes due to the project alternative being analyzed using a 
hydrological simulation model; 
5. Cataloguing of the physical measures of the project’s incremental effect on the system; 
6. a) Simulation and b) storage of economic measures for the given climate scenario and project 
alternative, using a Monte Carlo economic simulation model; 
7. Selection of the next climate scenario, and/or project alternative, repetition of steps 1-6; and 
8. Analysis of results and evaluation of the project alternatives across climate scenarios with the aid 
of decision rules and other heuristics. 
                                                 
8
 One could also conduct different infrastructure experiments in additional withdrawal conditions (or states of the 
world), if certain alternatives were reasonable to exclude. This approach is employed later in this research. 
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Figure 8. Flow chart showing the operational framework. Solid arrows show the steps of the modeling 
procedure; dotted lines represent functional linkages between model components. 
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b. A stochastic streamflow generator – Inflow_Generator.xls – used to generate flow sequences 
with historical or perturbed characteristics for input to the simulation model; and 
c.  An economic appraisal model – Economic Assessment of Reservoirs Model (EARM.xls) – for 
conducting simulations of the costs and benefits of the three JMP project alternatives. 9 
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Figure 9. Simmodel.xls schematic, showing inflow, routing and reservoir nodes 
 
4.1 a) Definition of climate scenarios and project alternatives; b) selection of a scenario and 
project alternative for analysis 
In this step, the relevant climate scenario and project alternatives are defined. The analysis 
begins with selection of the first scenario and infrastructure from the specified combinations of 
infrastructures and scenarios. Those considered in my research are further described in the chapters 
that follow.   
                                                 
9
 Further details on each of these models can be found in Appendices B-D. The extent of agreement in the 
streamflow generator and hydrological simulation model with historically observed data is also discussed. 
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4.2 Specification of linkages between climate and the water resources system 
Climate change entails perturbations of many variables which are relevant to the physical and 
economic performance of a hydrological system. The second step focuses on specifying the 
mathematical functions describing some of these changes. Linkages included in this research are 
shown in Figure 10; these include climate - physical hydrology as well as climate - economy 
relationships. Changes in inflows are treated separately, as described further in step 3. 
 
Figure 10. Climate linkages within the modified simulation framework  
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balance approach that relied on measurements of the climatic variables that affect evaporation rates 
is used (Equation 5; for additional details, see Maidment (1993)): 
,
21 DFAFE ppp +=         (5) 
where Ep   = rate of open water evaporation (mm/day); 
A  =  net radiation (Rn) + advected energy (Ah) = energy available for evaporation (mm/day); 
D
 =  average vapor-pressure deficit (in kPa); 
Fp1 =  coefficient that is a function of temperature and elevation; and 
Fp2  =  coefficient that is a function of temperature, wind speed, and elevation. 
 
All other things equal, an increase in temperature leads to higher Ep, and this change in Ep was 
written as ∆Ep(∆T).10 ∆Ep(∆T) was converted to mm for month t and added to the change in the 
historical mean of precipitation ∆Pt (in mm/month) to obtain the change in net evaporation: 
,)( tpt PdTENE ∆+⋅∆∆=∆        (6) 
where ∆NEt  = change in net evaporation in month t (mm/month); 
∆Pt  = change in average precipitation in month t (mm/month); 
d  = days in month t. 
 
Crop-water demands. Changes in the demand for irrigation water due to climatic influences are 
obtained using the Penman-Monteith procedure for calculating the reference crop evapotranspiration 
ET0 (FAO, 1992). ET0 multiplied by the appropriate crop coefficient Kc,i, yields the crop water 
requirement for crop i. The Penman-Monteith equation is: 
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    (7) 
where ET0  = reference crop evapotranspiration (mm/day); 
                                                 
10
 Determining the change in open water evaporation that will result from climate change is in reality much more 
complicated than this. Other climate factors (humidity, wind speed) that influence the energy available for 
evaporation and the coefficients Fp1 and Fp2 will most likely also change. However, the accuracy of GCM and 
RCM predictions of these factors is typically not easy to assess; as a result they are not explicitly discussed here. 
A more complete model could include these factors. 
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∆  = slope of the vapor pressure curve (kPa/°C); 
Rn  = net radiation (MJ/m2-day); 
G  = soil heat flux (MJ/m2-day), usually assumed to be zero; 
T  = monthly mean temperature (°C) ; 
u2  = wind speed at 2m height (m/s); 
es-ea  = Vapor pressure deficit (kPa); and 
γ  = psychrometric constant (kPa/°C). 
 
The details of the procedure for calculating ET0 are discussed in the literature on water 
availability and agricultural sector impacts of climate change (Adams et al., 1998; Allen et al., 1998), 
and are not presented here. Changes in ET0 due to mean temperature changes are calculated using 
equation 7 evaluated at the original and new mean temperatures. Also added to this altered water 
demand are predicted changes in precipitation over irrigated crops, using average monthly 
precipitation. When using this agronomic, production-function approach, one essentially assumes that 
irrigators use water efficiently and will not change cropping patterns in response to climate, so that 
the percent change in ET0 can be applied to scale water demands.11 Ricardian studies that seek to 
account for farmer crop choices and adaptation argue that equation 7 will overestimate increases in 
water demand because irrigators will respond to changing conditions (Mendelsohn and Dinar, 1999; 
Kurukulasuriya, 2006). Unfortunately, the results of cross-sectional Ricardian studies are difficult to 
generalize to irrigation in the Nile Basin at this time because they depend on the unknown speed of 
farm-level adaptation mechanisms and appear more appropriate for rainfed systems (Schlenker et al., 
2006). In irrigation systems, additional water withdrawals to cope with higher temperatures may only 
be possible up to a certain point, unless the water supply is abundant.12  
 
                                                 
11
 Here, we are not referring to economic efficiency, whereby water would be used for its highest value use, but 
rather physical efficiency, meaning that water is not overused (wasted) by irrigators under status quo conditions. 
 
12
 Another issue related to irrigation is the effect that climate change could have more generally on crop yields 
even if water supply is sufficient to meet increased water requirements. Two effects are of particular importance: 
1) the damages that higher extreme temperatures could have on yields during critical periods in the growing 
season for different crops, and 2) the benefits that would result from carbon fertilization due to higher CO2 
concentrations in the atmosphere. These effects on yields are not modeled in this research, which does not 
explicitly link the value of irrigation water to the effects of climate change on plant yields. 
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Flow routing in the White Nile. A major problem with hydrological analysis under climate change 
conditions is the possibility of large-scale changes affecting the calibrations of routing models. For the 
Nile application, I include a switching regression model – for high and low flow – to better predict 
outflows from the Sudd into the White Nile (see Appendix C for details).13 More research on how the 
hydrological regime in the Nile could vary under climate change, such as that of Block and 
Rajagopalan (2009), is clearly needed. 
Economic Linkages to Climate 
The economic linkages between climate change and the consumption of physical outputs 
from water resources are more difficult to specify than are the physical linkages, due to the adaptation 
processes involved. In this research, several such linkages are included in the climate scenarios: a) 
the economic damages from carbon emissions during construction and reservoir clearing; b) the 
benefits of carbon offsets from using renewable hydropower instead of greenhouse-gas emitting 
energy generation processes; and c) changes in the value of energy, offsets, and water obtained from 
the system over the project time horizon.  
 
Value (or cost) of carbon offsets (emissions). The value of carbon offsets (or cost of emissions) vo,i for 
year i is obtained by multiplying the net offsets Oi (in tons of CO2) by the value of offsets in year i 
(US$/ton CO2 offsets), which is a function of the unit value of offsets in year 1 (vo,1; US$/ton CO2 
offsets in year 1)
 
and the relative change in the value of offsets over time (∆vo; in constant %/year): 
.)1( 11,, −∆+⋅⋅= iooiio vvOv        (8) 
 
                                                 
13
 An alternative would be to use physically-based models, but such tools are limited for the Nile system. In the 
past, hydrologists have used statistical tests to assess the robustness of routing relationships. One common 
approach is to calibrate the model using a relatively dry time series, and to then apply it to one or more wet 
series’. A model that maintains good performance over the wet series is considered robust (Shiklomanov, 1999). 
The basic assumptions justifying this procedure are that the extremes in the historical record accurately 
represent future extremes, and that future extremes (or regulated flow) will continue to be well explained by the 
flow equations. In the context of climate change and for the Nile system, these assumptions are hard to defend, 
for several reasons. First, it has proven impossible to establish relationships for the White Nile that apply well 
during the wet and dry seasons in Sudan. Second, there is no way to test extremes that do not appear in the 
instrumental record. Third, the new flow regime that would result from Blue Nile regulation could change 
backwater effects in the White Nile. It is plausible that these would decrease, but by how much? 
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Relative changes in the value of outputs. The relative changes in the value of offsets ∆vo, energy ∆ve 
and water ∆vw are modeled as a constant annual percent change (as shown in equation 8 for offsets). 
It seems reasonable that ∆vo would be positive under climate change, as future pressure to reduce 
emissions increases. The value of energy is also likely to increase with temperatures (as both the 
demand for energy and supply costs of alternative sources increase). Similarly, as the demand for 
irrigation water increases with higher temperatures, one might expect that the relative value of water 
would increase as well, given the fact that there is not much excess water in the Nile Basin. It should 
however be noted that there is a high degree of uncertainty about relative price changes.14  
4.3 Generation or choice of inflows corresponding to climate scenario runoff 
Step 3 of the simulation framework deals with the specification of system inflows under 
climate change. In this step, synthetic inflow sequences are generated that incorporate both a) 
climate model projections of changes; and b) the statistical properties of observed flows (especially 
mean and variability). Such triangulation of projections and actual data is necessary because the 
runoff modules of climate models do not adequately represent hydrological variability or differentiate 
between surface and sub-surface runoff.  
 
Figure 11. Procedure for generation of synthetic inflow series’ with a monthly time step 
 
The procedure used to generate streamflow under historical and perturbed climate for the 
Nile Basin application is shown in Figure 11. First, the statistical properties of the historical inflow 
sequence at each inflow node in Figure 9 were analyzed. Specifically, I considered the a) flow means 
and variances (and their normality) and b) temporal and spatial autocorrelation in the monthly data 
                                                 
14
 For example, technological progress and efficiency gains could lower the economic cost of energy production, 
adaptive changes in cropping could lower demand for water supplies, the trajectory of global population change 
may be altered, or any variety of other unanticipated changes may occur, either reducing or augmenting 
pressure on these outputs of water resources systems. Importantly, there is no scientific consensus on whether 
climate change will increase or decrease water availability in the Nile Basin.  
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series’. 15 For months with non-normally distributed flows, a log transformation was applied and the 
same properties were analyzed. Second, a spreadsheet model for synthetic streamflow generation – 
Inflow_generator.xls  – was developed to produce series’ with these statistical properties (see Fiering 
and Jackson (1971) or Bras and Rodriguez-Iturbe (1993)). The model was parameterized using:  
• Mean and standard deviations of monthly inflows or log inflows, where the distribution was 
chosen for each month depending on the outcome of the normality tests; 
• Up to 3-month autocorrelation at each individual inflow node (annual autocorrelation was not 
maintained); 
• Cross-nodal correlation of inflows via correlation of the random component of inflows. 
Inflow_generator.xls was then used to generate 10,000 years of monthly data at the 11 inflow nodes 
in the Nile simulation model (Figure 9), and the statistical properties of the inflows at each node were 
found to compare favorably to the properties of the historical inflow series’. Figure 12 provides 
examples for three inflow nodes in the system (details and analyses for other nodes in Appendix B). 
Third, monthly means (or standard deviations) of the inflows for the generated series’ 
corresponding to each climate scenario were perturbed as suggested by the scenario inflow 
projections described previously. For example, if January runoff for a given climate scenario was 
predicted to be 5% lower in 2050 compared to the present, then the historical mean for January in the 
streamflow generation model was lowered by 5%. Finally, a new 10,000 year series of inflows for 
each system node was generated that was consistent with the changed statistics, using the 
streamflow generation model (cumulative distributions for a subset of these simulated, perturbed 
flows are shown in Figure 13). This series was broken into one hundred 100-year sequences, which 
were then independently applied in the hydrological simulation procedure.16 
                                                 
15
 Tests for normality include the Royston or D’Agostino tests (STATA, 2005).  
 
16
  There are a number of problems with using this approach for climate change scenario analysis. First, 
the statistical model assumes that flow stationarity holds over the flow period (which we are taking to be 100 
years). While it is possible to use streamflow generation procedures to account for non-stationarity, for simplicity 
the system is modeled as if it were stationary but experiencing a range of climate conditions. This assumed 
stationarity affects the interpretation of results obtained using the modeling approach. Outcomes pertaining to a 
specific synthetic series cannot be considered to represent actual future flows in the system; indeed, in a non-
stationary system these flows are not even feasible. Nonetheless, the perturbations considered can be used to 
explore the general consequences of mean changes in flow that are projected to be realistic at some point in the 
future, and thus help to inform the planner of how robust the system is to such mean changes. Thus, if the time 
horizon of interest is 50 years, the planner might consider projections of such changes at various points over the 
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Simulated Net Inflows at Lake Victoria
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50-year time horizon, say 25 and 50 years, to see how the system performance could change over the relevant 
time horizon. Another way of thinking about this is that sensitivity analysis on mean changes in inflows provides 
valuable insights to planners and should probably generally be included in water resources planning processes.  
Second, the generation procedure should preserve other statistical properties of flows besides the 
mean, variance and autocorrelation, i.e. skewness (Fiering and Jackson, 1971). However, such properties (as 
well as autocorrelation) are a) also likely to change with perturbations to the historical flow mean and variance, 
and b) climate change will have an influence on them as regional circulation patterns change. Our simple model 
does not make any attempt to incorporate or control for these other types of changes. 
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Simulated Net Inflows at Lake Tana
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Simulated Net Inflows at Border
0
2
4
6
8
10
12
14
0 100 200 300 400 500 600 700
Month
N
et
 
In
flo
w
 
(bc
m
)
0
2
4
6
8
10
12
14
16
0 0.2 0.4 0.6 0.8 1
Cumulative probability
Simulated inflows Cumulative distribution of inflows
 
Simulated Net Inflows at Border
0
2
4
6
8
10
12
14
0 100 200 300 400 500 600 700
Month
N
e
t I
n
flo
w
 
(bc
m
)
0
2
4
6
8
10
12
14
16
18
0 0.2 0.4 0.6 0.8 1
Cumulative probability
Historical inflows Cumulative distribution of inflows
 
C 
Figure 12. Observed and simulated net inflows for three nodes in the Nile Basin model: A) Lake 
Victoria; B) Lake Tana; and C) the Blue Nile catchment between Kessie and the Ethiopia-Sudan 
Border. The displayed simulated series has been randomly selected from the 10000 years of 
synthetic data and is not intended to reproduce the time series of observed values, only their 
statistical properties; the dark black line shows the cumulative distribution of inflows. 
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Simulated Net Inflows at Lake Victoria
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Simulated Net Inflows at Lake Tana
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Simulated Inflows from Border Catchment
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Figure 13. Cumulative distributions of observed net inflows and a random sequence of generated net 
inflows with mean reduced 10% for three nodes in the Nile Basin model: A) Lake Victoria; B) Lake 
Tana; and C) the Blue Nile catchment between Kessie and the Ethiopia-Sudan Border. Note that the 
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perturbed series that is displayed has been randomly selected from the 10000 years of synthetic 
data.  
4.4 Simulation of physical incremental changes due to the project alternative being analyzed 
Hydrological simulation of the system is conducted in step 4 for the chosen climate scenario 
and the project alternative under study. Incremental changes are measured relative to the system 
configuration without this infrastructure. For the Nile application, I calculated changes in: a) annual 
water demands met at system demand nodes and b) hydropower generated at system hydropower-
generating nodes, as well as c) the maximum monthly flows (a proxy for the Blue Nile flood peak) at 
Khartoum in Sudan. The same simulation approach could also be extended to investigate other 
changes. 
Two possibilities exist for the hydrological simulation. The first – mainly used for the purposes 
of illustrating the system’s water balance – is to use the single 66-year historical sequence of 
observed inflows. The second, which served as the basis for most of the analysis conducted in this 
research, is to run repeated simulations with the 10,000 years of synthetic data generated in step 3. 
Each climate scenario’s synthetic inflow series was broken into 100-year periods, and these were 
used independently as inputs for one hundred separate simulations of the system’s hydrological 
performance under the given conditions, yielding 100 series’ of the incremental metrics listed above.   
The model used to conduct these Nile simulations, Nile_Simmodel.xls, is an Excel-based 
hydrological routing application with a monthly time step that combines regression-based flow routing 
equations with water balance equations for reservoirs and lakes, using the same principles as 
equations 1-4 from Chapter 3. Its flow routing equations were established using statistical models 
relating the observed flows at adjacent nodes in the system (see Appendix C for details). This 
hydrological model includes the physical linkages described in step 2 and allows experimentation with 
certain features of the infrastructures evaluated in this research. Figure 9 shows the model 
schematic. 
4.5 Cataloguing the physical measures of the project’s incremental effect on the system 
Step 5 is organizational. In it, the hundred time series’ of physical outputs for each climate 
scenario and project alternative are catalogued and analyzed. These outputs are used to report on 
                   
 
60
the incremental physical impacts of project alternatives in the climate scenarios (and other uncertain 
dimensions that were studied). These physical outcomes are the types of results that are typically 
described in the literature on climate change and water. One of the main contributions of this 
research is to then use those measures as inputs to the economic simulations in the second level of 
the evaluation framework. To achieve this, the sequences of incremental physical outputs are stored 
in a database that is linked directly to the economic model.  
4.6 Simulation and storage of economic outcomes for the climate scenario and project  
In step 6, the sequences of stored outputs from step 5 are converted into aggregate 
economic measures of project performance, using the monetization equations of the partial-
equilibrium Economic Appraisal of Reservoirs Model (EARM.xls) model (see Appendix D for model 
equations and details). The inputs to this calculation are economic parameters (such as the value of 
hydropower or the capital cost of construction of new infrastructures) in the monetization equations, 
and the incremental series’ of changes catalogued in step 5. The outputs are aggregate economic 
measures: project NPV and the economic IRR. 
Both the sequences of physical outputs from the hydrological system and the economic 
parameters used in the monetization of incremental project impacts are uncertain. Nonetheless, when 
detailed project planning studies exist (as they do for the JMP alternatives), the uncertainty and risks 
associated with these project-specific factors is somewhat well bounded. Each project has an 
estimated cost, construction schedule, environmental impact, etc., and the project studies give some 
indication of how precise their estimates are. It is therefore possible to assign ranges and probability 
density functions (pdfs) to most of the important parameters needed for determining costs and 
benefits. Similarly, the natural variability in the system is well reproduced by the stochastic inflow 
generation model, such that each 100-year sequence of project-specific physical metrics generated 
from the hydrological simulation model within a particular climate scenario can be treated as equally 
probable.  
This research proposes that these bounded uncertainties be assessed using Monte Carlo 
simulation. The simulator makes repeated, random draws from the pdfs specified for the model 
parameters. At the same time, it also makes random draws from the sequences of incremental 
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physical outputs, and calculates the project NPV and IRR corresponding to each random draw. 17  
From a large number of such simulations, a probability distribution of outcomes is generated.  
4.7 Selection of the next climate scenario, and/or project alternative; repetition of steps 1-6 
In step 7, steps 1-6 are repeated for the remaining project alternatives and climate scenarios. 
Each loop through the six steps of the procedure results in a distribution of economic outcomes 
specific to the project alternative under study, pertaining to a given climate scenario (and 
development condition and state of the world). When studying climate scenarios for which inflows 
have already been generated, it is not necessary to create new sequences.   
4.8 Analysis of results and evaluation of the project alternatives  
Step 8 involves synthesis of the results obtained in the preceding steps of the analysis for the 
purpose of making planning recommendations. If it were possible to assign probabilities to the 
“unmeasurable” dimensions of uncertainty in the planning problem, standard analytical approaches 
could be used to aggregate individual climate scenario NPV distributions using probability weights. 
These would yield an expected NPV distribution which could then be used to help guide rational 
decision-making about the value of each project option. Risk aversion weights could be incorporated 
into this aggregation procedure in standard ways. Unfortunately, applying such an aggregation 
procedure to the unmeasurable dimensions of uncertainty in the planning problem is problematic 
because of the difficulty in assigning probabilities to climate scenarios (and water withdrawal 
conditions and states of the world). The interpretation of findings is therefore more complex.  
In the application to Blue Nile planning, I examine the use of several decision-analytic rules 
for supporting the interpretation of the results of the simulations. These are described in more detail in 
the chapters that follow. For now, I wish to make two points only. First, these measures are aimed at 
identifying which infrastructure options perform well in specific situations. Some of them aim to select 
options that are robust across planning scenarios. Others attempt to account for an option’s high 
expected and upside performance within scenarios, relative to the other alternatives. Second, the 
                                                 
17
 To achieve this, each 100-year sequence of outputs is identified with a unique integer label. A random draw is 
made from a uniform distribution of real numbers that span the range of labels. This random number is rounded 
to the nearest larger integer value to identify which series has been selected.  
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decision framework I ultimately propose is one which favors a balanced performance with respect to 
these measures. In effect, it is easy to criticize individual measures which emphasize separately the 
robustness, expected performance and high upside of infrastructure alternatives across scenarios. 
Still, the heuristic decision framework that is presented at the end of this dissertation may not appeal 
to all analysts or decision makers, who may choose to apply other decision-making procedures to the 
interpretation of results generated through this integrated model framework.   
4.9 Summary  
This chapter, which concludes Part A of this dissertation (methodology), described the 
operational steps of the analytical framework which serves as the basis for the economic analysis of 
Blue Nile options. The eight steps of the procedure and the three models needed for the analysis 
were presented. Mathematical relationships used to create physical and economic model linkages 
between climate change and the system were explained. The analytical portion of the dissertation 
begins in Part B (Chapter 5), with a summary of the details and data on the three JMP projects. 
Chapter 5 will also present and discuss parameter assumptions relevant to the economic modeling.  
  
 
 
 
 
 
 
 
PART B: EXISTING AND REVISED ANALYSES OF THE BLUE NILE PROJECTS 
WITHOUT CLIMATE CHANGE 
  
 
5 BACKGROUND ON THE BLUE NILE INFRASTRUCTURE PLANNING PROBLEM 
This chapter describes the use of the analytical framework developed in Part A to conduct an 
analysis of the economics of the potential JMP ‘anchor’ investments in the Blue Nile, assuming that 
historical climate conditions and status quo water withdrawals are maintained. The purpose of this 
analysis is twofold. For one, it serves as an introduction to various features of these projects and 
allows a comparison with the analyses conducted in project pre-feasibility studies. More importantly, it 
serves as a starting point from which to consider how these projects’ performance evolves under 
changing conditions. Section 5.1 begins with a summary of the proposed designs for the Karadobi, 
Mendaya, and Border dams – the infrastructure alternatives for the JMP that are studied in this 
research. This summary reviews the findings of the pre-feasibility economic and/or financial analyses, 
and describes some of their key limitations, particularly with regards to transboundary effects. Section 
5.2 describes more completely the project costs and benefits, and presents the data and assumptions 
for the economic calculations. Section 5.3 addresses social discounting. Section 5.4 summarizes the 
main differences between my approach and that of the pre-feasibility studies. The chapter (Section 
5.5) ends with a revised economic analysis of these projects.    
5.1 Pre-feasibility study designs for Blue Nile infrastructures 
Description of the infrastructure options 
The three infrastructures considered in this research are situated at different points in the 
Blue Nile gorge in Ethiopia (Figure 14), a basin with substantial hydropower potential. There are 
numerous attractive dam sites along this river. The high potential for energy generation comes from 
two features of the river and its tributaries: topography and a large flow of water. From Lake Tana to 
the Ethiopia-Sudan border, the river falls about 1300 meters, and gradients along some of its 
tributaries are steeper. By the time the river reaches Sudan, the Blue Nile also carries a great deal of 
water, and flow is concentrated between June and October. As a result, hydropower turbines installed 
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in large storage dams could be operated at high head throughout the year. From a systems 
perspective, the economics of these infrastructures are interesting because the dams have different 
advantages and disadvantages depending on their position along the Blue Nile. Infrastructures 
situated furthest downstream, such as Border, would have greater quantities of water flowing through 
them, but at the cost of higher siltation loads, evaporation losses, and lower head. Infrastructures 
situated furthest upstream, such as Karadobi, would have more favorable topography at the cost of 
lower water flow. A mid-canyon dam such as Mendaya, would balance these tradeoffs. 
 
Figure 14. Abbay River basin in Ethiopia (Source: Norplan-Norconsult (2006)) 
 
Updated pre-feasibility studies have been conducted for these three options using historical 
flows: Karadobi by Norplan-Norconsult, (2006), and Mendaya and Border by Energie de France 
(EDF, 2007b; 2007a). A fourth study is underway for a smaller dam at Beko-Abo, located between 
Karadobi and Mendaya [N. Harshadeep, personal communication]. The studies focused mainly on 
estimating the construction costs and the benefits from hydropower production at each site; no 
irrigation is planned in connection with the projects. Reservoir operating ranges were established 
using the optimization routine of the consultants’ Reservoir and Power Station Operation (RAPSO) 
model, with the objective of maximizing each project’s firm power production. The studies analyzed 
downstream impacts to some extent (particularly hydropower uplift at Blue Nile reservoirs in Sudan18), 
but systems optimization did not guide their designs. Key attributes of the dams are shown in Table 4.  
                                                 
18
 This uplift is the increased hydropower production at downstream dams resulting from the flow regulation 
provided by the new upstream dams. 
Border 
Mendaya Karadobi 
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Table 4. Design attributes for proposed dams, from pre-feasibility studies (Norplan, 2006; EDF, 
2007a; 2007b) 
 
Description Karadobi Mendaya Border 
Type of construction RCC – roller 
compacted concrete RCC RCC 
Dam height (m, masl) 250; 1150 200; 803 90; 580 
Crest length (m) 684 1400 1500 
Installed capacity (MW) 1600 2000 1200 
Time for construction (yrs) 7 10 8 
Average inflow (m3/s) 649 1091 1547 
Regulated minimum monthly outflow (m3/s) 526 840 630 
Operating range (masl) 1100-1146 760-800 560-580 
Surface area (km2) 445 736 574 
Dead storage (bcm) 23.2 24.6 6.0 
Live storage (bcm) 17.3 24.6 8.5 
Flood storage (bcm) 1.8 2.3 - 
Sediment trapped (Mm3/yr) 60-99 ~280 280-300 (88-95%) 
Time to 50% loss of live storage (yrs) a 400 130 35 
  
a  Authors’ calculations, based on average rate of sediment trapping: [0.5*Live storage + Dead Storage] / 
 Sediment trapped. Rates were taken from project studies. 
 
It is proposed that the dams be constructed using the roller compacted concrete method, a 
construction technique which is increasingly being used because it improves the economics of dams 
by allowing for operation to begin before the dams are complete. Mendaya would have the greatest 
storage, installed hydropower capacity, and minimum regulated flow. It would also take the longest to 
build. The Karadobi Dam is taller and narrower, while the Border Dam is shortest and widest. Using 
the historical flow series, the estimated inflow at Karadobi would be about 42% of that at Border, and 
the estimated inflow at Mendaya would be 71% of the inflow at Border. Several important tributaries 
flow into the Blue Nile between each of these reservoirs, as shown in Figure 14.  
Pre-existing economic and financial analyses of the infrastructures 
The pre-feasibility studies included financial analyses of these projects, and the Karadobi and 
Mendaya projects were also evaluated in economic terms. The assumptions in the studies were not 
precisely the same. While the EDF team’s assumptions for the financial analyses of the Mendaya and 
Border dams were nearly identical, Norplan-Norconsult’s assumptions for Karadobi were somewhat 
different. Let us now consider the differences across these studies (Table 5). 
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Table 5. Key economic/financial parameters and findings from the pre-feasibility studies (Norplan, 
2006; EDF, 2007a; 2007b) 
 
Description Karadobi Mendaya Border 
Type of analysis Financial & Economic Financial & Economic Financial Only 
Discount / interest Rate (%) 10 10 10 
Duration of infrastructures (yrs) Civil works: ~50 Electrical works: 25 
20 yrs 
30 yrs 
20 yrs 
30 yrs 
Inflation rate (%/yr) Analysis net of inflation 2.0 2.0 
Benefits 
   
Hydropower generated at dam and from 
downstream regulation (GW-hr/yr) 
Firm (98%): 9308 
Total: 9,700 at dam + 
2,600 downstream 
Firm: 11,194 
Var: 925 
Firm: 3,966 
Var: 2,045 
Value of hydropower ($US/kW-hr) 0.071 (average) 0.038 (average) 0.043 (average) 
Change in value of hydropower (%/yr) 0 2.0 2.0 
Carbon offset factor 0.417 0.7 0.7 
Value of carbon offsets (US$/ton) 20 Euros/ton 10 10 
Change in value of carbon offsets (%/yr) 0 2.0 b 2.0 b 
Costs 
   
Capital cost of dam (millions of US$) 2230 c 2470 c 1480 c 
Capital cost of electrical transmission Included in tariff  (1.4 US cents/kWh) 
Not  
included d 
Not  
included d 
Pre-construction costs (% of capital) N / A 5 5 
Annual O&M expenditures (As % of 
capital cost) 
 O&M (millions of US$/yr) 
 
1.5 
33.5 
 
na 
14.3 
 
na 
12.9 
Increase in O&M (%/yr) 0 2.0 b 2.0 b 
Results 
   
IRR (%) 
Operational time of 
40 years:  
Economic: 19.3 
Financial: 31.5% 
Operational time:  
20 yrs: 19.5 
30 yrs: 20.1 
Operational time: 
20 yrs: 19.3 
30 yrs: 20.0 
Net Present Value (in millions of US$) Economic: 2250 Financial: 4540 
Economic: 2590 
Financial: 716 e Financial: 407 
e
 
 
a
 Financing by three different types of loans with different interest and fee structures. 
b
  Note that this equates to a 0% real increase in the O&M costs and the value of carbon offsets, since inflation is 
also assumed to be 2.0%/yr. 
c
  Costs for Karadobi are in 2006US$; the other two projects are in 2007US$. 
d
 This explains why the value of electricity is much lower than for Karadobi. 
e
  NPV of post-tax cash-flow; thus not comparable with results from Karadobi project. 
 
In undertaking this comparison, it is important to understand the types of costs and benefits 
that were included in each of the studies. For the Karadobi project, the economic costs were of two 
types: construction and ongoing operation and maintenance (O&M) costs. The economic benefits 
were from hydropower generated at the dam and uplift at downstream dams in Sudan. O&M costs 
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and hydropower benefits were assumed to be the same in all years of operation starting in year 9; 
hydropower generation for this calculation was taken from the average annual RAPSO model output. 
No other costs and benefits were considered, and sensitivity analyses explored different installed 
capacity (3 cases), the effect of the new Tana-Beles water diversion upstream of the dam, and cases 
with increased cost (+20%), additional transmission costs, a higher discount rate (12%), a lower base 
value of energy (-10%), and increasing value of energy (+2%/yr). The same costs and benefits were 
included in the financial analysis, but the value of Sudanese uplift was calculated separately for the 
purposes of determining cost-sharing. 
Of the Mendaya and Border dams, only the pre-feasibility study for Mendaya presents 
calculations of the economic internal rate of return, but the assumptions behind calculation of this 
number are not included. The financial assumptions and results are more clearly presented, so it can 
only be assumed that the same types of considerations applied for the economic calculations. As with 
the Karadobi project, costs include capital and O&M. For benefits, the analysis includes average 
annual hydropower generated at the dams (obtained from the same RAPSO model). Hydropower 
uplift at Sudanese dams was factored into the cost-sharing in the financial analysis of these projects. 
A crucial difference between the benefit calculations in the Karadobi and Mendaya/Border studies has 
to do with the way in which energy transmission costs were included. For the former, the consultants 
used a US$0.07 – 0.085/kW-hr value for power in Egypt and adjusted this to US$0.06 – 0.07/kW-hr to 
account for transmission costs. This adjustment depends on the specific assumptions about cost-
sharing with other regional energy interconnection projects. For Mendaya/Border, no transmission 
costs were included, so that a much lower energy value was used (about US$0.04/kW-hr). Even 
adjusting for transmission costs, differences in the energy values are not the same.  It should be 
mentioned that detailed energy sector studies were not performed, and that both studies assume that 
the power would mostly be sold in Egypt, where demand for energy is rapidly increasing. 
There were also more specific differences in the studies’ assumptions. For example, the 
Karadobi analysis used a 10% real discount rate, while the 10% rate used for the Mendaya and 
Border projects was nominal (with 2% inflation). The time horizon considered for Karadobi was longer 
(47 years versus 20-30 years for the others), although the assumed 10% discount rate diminishes the 
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effect this difference has on results. Finally, carbon offset (in value of offsets and the offset factor) 
and O&M cost assumptions were different.  
The calculations suggest that all three projects are financially and economically feasible. On 
the economic side, they found an NPV of ~2250 million 2006US$ (EIRR of 19.3%) for Karadobi and 
an NPV of ~2,590 million 2007US$ for Mendaya (or 2520 million 2006US$). EDF argues in the pre-
feasibility study for Mendaya that it is the least cost alternative given its high ratio of power generation 
to infrastructure cost. However, it is difficult to make this type of “least cost” comparison because it 
does not account for the time series of the costs and benefits (and each dam takes a different amount 
of time to build) and because of the different definitions of energy transmission costs for the projects. 
Other issues that make the financial and economic results difficult to interpret are that: 1) the 
reservoir filling period was not modeled, 2) it is unclear how capital costs were spread over the 
construction period for Border and Mendaya, 3) average optimized hydropower production was used, 
rather than a realistic time series of variable outputs, and 4) many economic costs and benefits of the 
projects were not included (rehabilitation for affected households, construction emissions, flood 
control, effects on downstream water demands and Aswan hydropower production, etc.). In the next 
section, we turn to some of these other economic costs and benefits, and I explain how parameter 
ranges were constructed for the economic analyses in this research. 
5.2 Economic costs and benefits of the Blue Nile projects 
A basin-wide perspective is necessary for their economic analysis because large new 
infrastructure projects have effects that propagate throughout water resources systems via the 
continuity equations. All project outputs and downstream impacts must be defined, quantified and 
monetized as best as possible. Table 6 presents a general typology of the impacts that should be 
considered in the appraisal of large water projects (though not all of the listed costs and benefits will 
apply for every project). Those included in this research have been highlighted in bold. This choice of 
impacts, previously discussed by Whittington et al. (2008), was informed by a critical reading of 
project pre-feasibility studies, data considerations, conversations at ENTRO, and other discussions 
with consultants and planners active in the Nile Basin. The assumed parameter values and possible 
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ranges for the costs and benefits are summarized in Table 7 and Table 8 (the valuation equations 
used to calculate the costs and benefits can be found in Appendix D).  
 
Table 6. Benefits and costs of large water projects, adapted from Whittington et al. (2008). 
Benefits  Costs 
Irrigation water demand at dam site  Capital investment (dam, energy transmission  infrastructure, 
 land, etc.)   
Municipal and industrial water demand  Operation and maintenance  
Hydropower generation  
 
Opportunity cost of land (if not fully accounted for above)  
Downstream hydropower uplift  
 
Reduced water downstream for irrigation, municipal, 
 industrial, hydropower (including filling costs)  
Downstream timely irrigation water  
 
Resettlement for flooded households  
Flood control  
 
Compensation for lost livelihoods 
Decrease in impacts of droughts  
 
Catastrophic risk  
Reservoir fisheries  Lost river fisheries 
Recreation benefits around reservoir  Lost river recreation 
Carbon offsets  
 
Carbon emissions (construction, reservoir clearing)  
Sediment control  Ecological costs (erosion, lost plant/animal habitats, etc.) 
Navigation  Public health costs (water-related disease) 
 
Costs 
The costs included in the analysis are a) capital investments; b) O&M; c) the opportunity cost 
of the land that is flooded by the new reservoir; d) costs from reductions in water availability 
downstream due to storage in the new reservoirs, especially transient effects that may occur during 
the reservoir filling period; e) resettlement for households displaced by reservoir flooding; f) economic 
compensation at “replacement cost” for persons otherwise losing access to land-based resources due 
to the projects; f) the cost of catastrophic risks; and g) the cost of greenhouse gas emissions resulting 
from construction of the dam and flooding of the reservoir. Though the pre-feasibility studies only 
included the first three categories, they do provide much of the needed information on other impacts 
in quantitative (non-monetary) terms. Let us now consider these costs in additional detail. 
Capital costs for the three dams were distributed according to the construction schedules 
presented in the pre-feasibility studies. I do not place a shadow value on capital, because it seems 
unlikely that the resources for financing these projects will be redirected to other public investments in 
the Nile Basin (see the discussion in Section 5.3 below).These capital costs were obtained for the 
dam sizes favored in the studies. Only the Mendaya study presented sufficient detail to allow 
consideration of smaller and larger alternative dam sizes. Uncertainty ranges for the total capital 
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expenses were allowed to span from 80 to 120% of the costs predicted by the studies. Construction 
delays are common in large water projects, but the roller compacted concrete dam design allows 
power generation to begin prior to dam completion; it was therefore estimated that operation could 
begin within a range of -2 to +2 years relative to the estimated dam completion time. The total project 
lifespan for civil works was taken to be 75 years (range 30 to 100), and electrical installations were 
assumed to need replacement every 20 years. This large range for the longevity of civil works is 
deemed appropriate because siltation rates are notoriously hard to measure, and those cited in the 
pre-feasibility studies are based on very limited data.19 Annual operation and maintenance costs were 
assumed to be 50% of annualized capital costs (range 35 to 65%). For example, for Mendaya, a 50% 
rate implies annual O&M of about US $24 million in the base case. This is slightly higher than the 
~30% used in the EDF studies, but lower than the ~70% applied in the Karadobi analysis by Norplan-
Norconsult.  
 
Table 7. Parameter assumptions for costs and benefits that vary across infrastructure alternatives 
(uncertainty ranges in brackets) 
 
 Karadobi Mendaya Border 
General parameters    
Dam construction time (yrs) 7 Small:7; Others:10 8 
Installed capacity (MW) 1600 2000 1200 
Cost parameters    
Capital cost of dam (billions of US$) a 2.23 [1.78 – 2.68] 2.76 [2.21 – 3.31] 1.84 [1.47 – 2.21] 
# Households displaced  0 [0 – 100] 120 [60–340] 2800 [1400–5700] 
Area of grazing/agriculture production lost: (‘000 hA) 50 [25 – 75] 25 [12.5 – 37.5] 25 [12.5 – 37.5] 
Project emissions (millions of tons of CO2 ) 4.7 [3.1 – 6.3] 6.8 [5.0 – 8.6] 3.7 [2.4 – 5.0] 
Benefit parameters     
Hydropower generated at dam (GW-hr/yr) Time series 
obtained from 
hydrological 
simulation model 
Time series 
obtained from 
hydrological 
simulation model 
Time series 
obtained from 
hydrological 
simulation model 
Net gain in hydropower in Sudan and Egypt (GW-hr/yr) 
Change in timely irrigation water downstream (bcm/yr) 
Decrease in probability of flood (%) 
 
a
  Includes cost of transmission to Roseires and for connection to the grid in Ethiopia (480 km from Karadobi, 300km from 
Mendaya and 380km from Border) (Norplan-Norconsult, 2006; EDF, 2007a; 2007b). 
 
The other significant capital cost consideration has to do with the inclusion of transmission 
costs from Roseires to Egypt, which must be included because electricity markets in Ethiopia can 
                                                 
19
 Sedimentation rates are often underestimated by a factor of 3 or more. For a recent example in the Ethiopian 
highlands, the reader is referred to the cited study by Devi et al. (2008), which discusses the Gilgel Gibe 
hydropower project. The storage reservoir in question was expected to last 70 years at project conception but 
has this timeframe has now been revised to 24 years based on the first 12 years of operational data. 
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only absorb a small amount of the hydropower that would be produced. As mentioned in Section 5.1, 
only the Karadobi pre-feasibility study explicitly included this cost of electricity transmission. The cost 
of transmission infrastructures for carrying electricity to demand markets was estimated at US$0.5 
million (range US$0.25-0.75 million) per kilometer, for a total of about $800 million (1600 kilometers 
+/- 20%, yielding a range of $640 to 960 million). This is roughly consistent with the transmission cost 
of US$730-940 used in Norplan’s transmission cost calculation for the Karadobi project. The 
interconnection cost may be overestimated as other power trade projects are moving ahead in the 
Nile Basin, but the wide range on per km-transmission costs allows for these differences. 
 
Table 8. Parameter assumptions that are the same across alternatives  
 (uncertainty ranges in brackets) 
 
Description Parameter value 
General parameters  
Dam project duration (yrs) 75 [30 – 100] 
Discount rate (%) 4 [2 – 6] 
Cost parameters  
Capital cost of transmission to Egypt (millions of US$) 800 [640 – 960] 
Construction delay (yrs) 0 [(-2) – 2] 
Renewal of electrical infrastructures (yrs) 20 [No range] 
O&M expenditures (As % of annual capital cost) 50 [35 – 65] 
Opportunity cost of land (millions of US$) 10 [10 – 20] 
Cost of additional deficits  (US$/cubic meter) 0.15 [0.05 – 0.3] 
Economic loss per displaced household (US$) 3500  [1750 – 5250] 
Economic loss per hectare  (US$) 20 [10 – 100] 
Risk of catastrophic failure (%) 0.01   [0.002 – 0.02] 
Benefit parameters  
Value of hydropower (US cents/kW-hr) 6.5 [4 – 9] 
Net value of timely water downstream (US cents/m3)  7.5 [2.5 – 15] 
Expected flood damage in Sudan (millions of US$/yr) a 8.8 [4.4 – 17.6] 
Price of offsets (US$/ton CO2) b 20 [10 – 30] 
Carbon offset factor 0.52 [0.3 – 0.6] 
Change parameters: Historical (%/yr, net of inflation)  
Value of hydropower  0 [(-0.5)– 0.5] 
Value of timely water 0.5 [0 – 1] 
Change parameters: Climate change (%/yr, net of inflation)  
Value of hydropower  0.5 [0 – 1.5] 
Value of timely water c 0 – 1 [(-0.5) – 1.5] 
Value of offsets  0.5 [0 – 1.5] 
 
a
  Conservative estimate from report done for ENTRO and the World Bank (Cawood & Associates, 2005). 
b
 Only included for climate scenario scenarios. 
c
 For scenarios with increasing inflows, it is assumed that the value of timely water is 0%/yr  
 (range -0.5 to +0.5); for scenarios with decreasing inflows or no change, the value increases  
 at 1%/yr (range 0.5 to 1.5). 
 
                   
 
73
For Karadobi, the Norplan study includes estimates of land costs of US$10 million. It is 
unclear whether this cost corresponds only to the construction zone for the dam itself or to the entire 
flood zone of the new reservoir, and it likely represents a lower bound for the land cost. The other 
studies do not include land cost estimates. It is nonetheless true that there is little other productive 
activity in the Blue Nile canyon, and that there are few ecological or recreational assets identified at 
this time. For the purposes of this analysis, it is therefore assumed that this cost (for all three dams) 
could vary between US$10 and US$20 million. 
Any irrigation deficits that might be induced by the new projects are determined using the 
outputs of the hydrological simulation model for the Nile. In step 5 of the operational framework, 
incremental deficits added to downstream demand nodes by new projects in the system are 
calculated and saved. For example, if the simulated demand deficits in year x in the downstream 
system increased from y billion cubic meters (bcm) to z bcm as a result of dam operation, the costs 
associated with the z-y bcm increase in deficits are attributed to the new dam.20 It is difficult to know 
the economic damage that would be caused by such added deficits. This cost would probably exceed 
the marginal product of additional water because of other lost inputs (land, fertilizer, labor, etc.). For 
the purposes of my analysis, the real value of additional water is valued at US$0.075/m3 (range 0.04 
– 0.15), which is consistent with older estimates of the value of Nile water to Egyptian irrigation 
(Perry, 1996; Molden, 1997; Wichelns, 1999). Expert opinion based on global values in river basins 
where water is scarce also suggests these values are reasonable [D. Blackmore, personal 
communication]. The costs associated with increased deficits, however, are allowed to vary from 1 to 
3 times the value of timely water (two times in the base case), because of the loss of both irrigation 
rents and of other inputs invested in producing them.21  
                                                 
20
 On the other hand, if the relative magnitude of downstream deficits decreases after dam construction (as often 
occurs in Sudan due to more regular year-round Blue Nile flow), this delivery of timely water is counted as a 
benefit (see benefits). 
 
21
 This modeled divergence between the relative value of added versus reduced deficits is admittedly ad-hoc, 
and the weight applied for adjustment is entirely my own. Unfortunately, I know of no data on the real cost of 
water deficits in the Nile Basin, and this is in any case likely to vary by location, depending on the fertility of soils, 
agricultural practices and labor markets. There is clearly a need for such information from the Nile countries. It is 
also true that some deficits could probably be anticipated, especially in Egypt, so the extent of the inputs lost is 
uncertain. 
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The value of these changes in water availability (hereafter termed the value of water) is 
allowed to change over time to reflect the tightening or easing of water scarcity, depending on the 
climate scenario (range -0.5 to +0.5% /yr with climate change and greater water availability; +0.5 to 
+1.5% /yr with climate change and lesser water availability; and 0 to 1%/yr without climate change). 
This is one of the economic climate change linkages discussed previously in Chapter 4. This range of 
annual changes implies that the real value of water by the end of 75 years can vary over a wide 
range, from US$0.025 to US$0.45. 
The Blue Nile gorge, unlike the Ethiopian highlands, is malarial, warm and humid, and very 
sparsely populated; numbers of displaced households are estimated to be quite low for these 
projects. The cost for each resettled household is modeled to be ten (range 5 to 15) times the 
average GDP per capita in Ethiopia (US$3500) based on evidence on the costs of displacement 
taken from a cross-country comparison of rehabilitation costs from a variety of locations around the 
world (Cernea, 1999). The numbers of resettled households are allowed to range between half and 
two times the estimates cited in the studies (+100 to allow for the possibility of some displacement 
from Karadobi, given study estimates of zero affected households). The effect of the projects on 
downstream grazing and agricultural lands would be somewhat greater. A number of farmers and 
herders rely on the annual Blue Nile flood for recessional irrigation and pasture land as seasonal 
water levels drop. For example, the Mendaya documents estimate that some 10000 hectares are 
exploited in this way in Sudan and Ethiopia, and yield total economic rents of US$1.5 million, with 
grazing occurring on another 15000 hectares (for an annual economic value of US$1 million) (EDF, 
2007b). Costs for households losing access to these land-based livelihood activities are assumed to 
be US$20/hectare-yr (range US$10 to 100), based on “replacement cost” considerations. This base 
case value corresponds to an estimate of the cost of small pumping schemes, while the upper bound 
of the range more closely approximates the annual value of agricultural products typically grown on 
one hectare in the zone (N. Harshadeep, personal communication]. Like the estimates of households 
to be resettled, the areas lost for these activities were obtained from the pre-feasibility studies (+/- 
50%). It should be noted that more studies on affected downstream areas and associated economic 
damages are planned. 
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Though seismic risks in the Blue Nile basin are low, there is always a small possibility of 
catastrophic failure of dam projects. In the economic simulations, catastrophic failure is included as a 
random shock that can occur in any year with a probability of 0.01% (range 0.002 to 0.02%), or 1 in 
every 10,000 dam-years. In the event of a failure in year x, an estimate of the economic cost of failure 
is imposed in year x. This cost of failure is calculated by summing the cost of total reconstruction of 
the dam with the benefits lost during the period of reconstruction. This is of course a lower bound 
since catastrophic damages from downstream flooding are not included. In the base case analysis, 
catastrophic risks are included as an expected cost, i.e. the probability of failure in any given year 
multiplied by the cost of failure. 
Finally, the project studies included estimates of natural carbon releases and construction 
emissions for the three projects, which represent another economic climate change linkage (as 
described Chapter 4). These estimates were allowed to vary by +/- 33% of the cited value. For natural 
releases due to the project, it was assumed that the decomposition of biomass would occur during 
construction, i.e., as land is cleared, and that none of the lost biomass would replace alternative fuel 
sources in the region (ranging from 0 to 100% replacement of alternative sources).22 Construction 
emissions were assumed to be distributed proportionally to the capital outlays for construction. 
Emissions were valued at US$20/ton of emitted carbon (range US$10 to 30).  
Benefits 
The benefits of the proposed Blue Nile storage reservoirs are: a) hydropower generated from 
the infrastructures; b) downstream hydropower uplift due to flow regulation; c) delivery of timely 
irrigation water due to flow regulation; d) flood control; e) delivery of water for drought mitigation 
during the lean season or dry sequences of years; and f) carbon offsets from production of carbon-
neutral energy. Of these, the pre-feasibility studies only consistently included the hydropower 
generated at the dams themselves (though the Karadobi study calculations also included downstream 
hydropower uplift). Let us now consider these benefits in additional detail. 
                                                 
22
 This will overstate costs in the sense that decomposition will not occur as soon as land is cleared. 
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The primary economic benefit of each of the Blue Nile dams is hydroelectric power. As with 
the changes in demands met, the time series of incremental hydropower added to the system – both 
at the new infrastructures and downstream dams (hydropower at some downstream sites might also 
be reduced) – was taken from the hydrological simulation model output for input to the economic 
model. In the most basic analysis, these simulated outputs were generated assuming that the 
hydropower-based rule curve proposed in the pre-feasibility studies would be adopted. Later chapters 
explore the implications of alternative operational strategies.23 The reservoir filling period was thus 
automatically included. Hydropower was valued at the cost of the least cost alternative, natural gas 
(US$0.065/kW-hr; range 0.04 to 0.09). This range is established based on the numbers in the pre-
feasibility studies and other previous research: the Karadobi study states that the least cost 
alternative for power in Egypt, the Combined Cycle Gas Turbine (CCGT), is about US$0.08/kW-hr 
(Norplan-Norconsult, 2006), and the Mendaya/Border studies use US$0.04/kW-hr for the value of 
power delivered to Roseires in Sudan (EDF, 2007b; 2007a). Others have previously used US$0.06-
0.07/kW-hr (Whittington et al., 2008; Blackmore and Whittington, 2009). 
The real economic value of this power was allowed to change over time, especially with 
climate change (range 0 to +1.5% /yr with climate change, and -0.5 to 0.5%/yr without), implying a 
range in energy values spanning US$0.03 to US$0.27 by the end of 75 years. The justification for a 
higher increase in the value of hydropower under climate change is based on reasoning that 
conventional, fossil-fuel intensive processes will become more costly as climate change mitigation 
measures are taken. This is another of the economic climate change linkages. Carbon offsets from 
hydropower were estimated using the carbon offset factor calculated for Egypt by analysts at the 
World Bank [A. Bhaskar, personal communication] (0.52; range 0.3 to 0.6). These were also allowed 
to increase in value over time (0 to +1.5%/yr). 
As mentioned above, the economic benefits of timely water delivery to downstream 
agriculture – mostly in Sudan – due to new projects were valued at US$0.075/m3 (range 0.04 to 0.15). 
The relative value of these reduced deficits was allowed to increase over time, just as increased 
                                                 
23
 It should however be mentioned that operating rules at downstream reservoirs were kept the same. Uplift may 
therefore be underestimated, since lower silt loads downstream would almost certainly allow for implementation 
of more favorable operating rules at the Sudanese dams along the Blue Nile (Roseires and Sennar). 
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deficits were. Flood control benefits in Sudan are difficult to estimate at this time without additional 
studies. In this analysis, the expected value of reduced flood risk was estimated and multiplied by 
anticipated damages for a typical flood event. Both of these are highly uncertain as there have been 
no comprehensive studies of either the importance of Blue Nile flows in contributing to flood risks or 
the full economic costs of flooding. The only available estimates of expected annual economic 
damages of flood events along the Nile in Sudan are US$8.8 million (Cawood & Associates, 2005). A 
range of US$4.4 to 17.6 million was used. The change in flood risks due to changes in Blue Nile 
hydrology have been studied even less; this was assumed to be directly proportional to the reduction 
in peak monthly flows calculated from the hydrological simulation model.  
Omissions 
A number of impacts listed in Table 6 are not included, and the omissions deserve mention. 
First, there are no plans to use the reservoirs for irrigation or municipal water supply near the dam 
sites given the topography and low population density, so changes in irrigation, municipal and 
industrial water use are not considered. In addition, recreation, navigation, fisheries and public health 
implications of the projects are not included because the Blue Nile canyon is not densely populated 
and these effects are expected to be small. Nonetheless, there have been no thorough studies of 
these effects and a more complete assessment is warranted. In terms of public health effects, Blue 
Nile dams may encourage settlement along the shores of the reservoir, which could lead to increased 
incidence of diseases such as water-related diseases such as malaria and schistosomiasis. 
Some other costs and benefits of flow regularization in the Blue Nile may be substantial but 
data are lacking to evaluate them properly: a) changes in sediment loads in the system (which are 
only included via the range on the lifespan of civil works), and b) changes in ecosystem services from 
the Nile flood other than the recessional agriculture and grazing described above. Preliminary 
environmental impact assessments of the dam sites did not identify critical negative ecological or 
habitat loss issues associated with these locations, but these may not have been sufficient (Norplan-
Norconsult, 2006; EDF, 2007b; 2007a). Also, secondary and economy-wide impacts – including 
enhanced regional economic integration, peace and cooperation, and general development impacts – 
are not included; these include some of the “multiplier” effects that can be difficult to attribute to 
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specific projects (Bhatia et al., 2005; Boardman et al., 2005). Such benefits have been mentioned in 
the Nile development literature, but predicting them would require additional research, methodological 
innovations and general equilibrium tools; these were judged to be beyond the scope of my research.  
With these caveats in mind, we turn to the issue of aggregating costs and benefits over time 
(discounting). Because there is an active debate on this issue among economists, we begin with a 
summary of it, which then leads to an explanation of my choice of discount rates for the analysis. 
5.3 The social rate of discount under climate change 
Historically, the proper procedure for discounting future costs and benefits of large public 
sector investments has been a contentious issue (Boardman et al., 2005). There are two important 
aspects to the ongoing discounting debate. The first is a focus on ethical norms that should govern 
social discounting, while the second, aimed more at accounting for the opportunity cost of public 
investment, is an attempt to make social discounting consistent with individual decisions and the rates 
of return on private investment observed in the marketplace. The debate on discounting began in the 
water resources sector in the United States during the 1950s and 60s, later spreading to the energy 
sector in the late 70s and early 80s (Lind et al., 1982). During the Nixon Administration, the Office of 
Management and Budget (OMB), in an attempt to standardize discounting across different agencies, 
issued a directive requiring use of a 10% real rate (U.S. Office of Management and Budget, 1972), 
which interestingly, did not apply to water projects (Lind et al., 1982).24 This rate has since been 
revised to 7%, and is said to “approximate the marginal pretax rate of return on an average 
investment in the private sector in recent years” (US OMB, 1992). It is interesting to note that this 
OMB rate is far above the social discount rates preferred by the majority of economists (Weitzman, 
2001).  
In spite of the general consensus among economists that the social discount rate should be 
lower than the OMB rate, the debate over discounting continues. Today there is a discussion over 
discounting in the context of climate change, and this issue has attracted the attention of prominent 
                                                 
24
 In fact, it was Congress that resisted the move to apply a 10% discount rate to water projects, instead sticking 
with the formula set forth in Senate Document 97, and later writing into law the formula in Section 80-A of the 
Water Resources Development Act of 1974 (Public Law 93-251). The Congressional Budget Office (CBO) today 
uses a 2% discount rate, which is said to approximate the long-term cost of borrowing for the federal government 
based on a conservative estimate of the long-term real market risk-free interest rate (the Treasury rate).  
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theorists (Stern, 2006; Heal, 2007; Nordhaus, 2007; Weitzman, 2007; Dasgupta, 2008; Sterner and 
Persson, 2008). Of these economists, all but Nordhaus argue that society should make large, 
immediate investments to reduce climate change. For Cline and Stern, this conclusion stems largely 
from the use of very low discount rates. For Sterner and Persson, it results from inclusion of 
decreasing natural wealth and consumption due to climate change damages. For Weitzman, the 
imperative to act follows from the effect of uncertainty and the need to avoid even low risks of 
catastrophic damages. Finally, for Dasgupta, it comes from a fear that our capacity to mitigate climate 
change in the future may be lower than we hope.  
Summary of key aspects of the debate 
The first important dimension of the discounting controversy is the issue of how the 
consumption discount rate ρt should be determined, where the subscript refers to time t and allows for 
the rate to change over time (perhaps as a hyperbolic discount rate). Some of the recent literature 
argues that one should look to the long-run real rate of return on capital to calibrate ρt (Nordhaus, 
2007; Weitzman, 2007). This approach raises questions about the much lower discount rates used by 
others such as Stern (2006). The argument holds that using low discount rates will lead to 
overinvestment in questionable social policies with very low returns (and possibly too much 
immediate climate change mitigation), policies that no private agent or firm could logically support. 
However, Heal (2007) argues that this line of argument is problematic for two main reasons: 
a) the equality between the long-run rate of return and the discount rate only holds under very special 
circumstances, what Dasgupta (2008) calls a “fully optimum economy”, and b) the argument is in fact 
inverted. For the fully optimum economy assumption to hold, markets must be efficient, agents need 
to have perfect foresight over all future time, and there must be no external effects, and these cannot 
be argued to exist in the context of climate change. Many of the same types of arguments can be 
invoked for long-lived investments in the water resources sector. 
To address Heal’s second objection, we need to consider the long-standing theoretical basis 
for discounting. Based on reasoning that dates back to Ramsey (1928), the consumption discount 
rate ρt can be written as the sum of two components:  
ρt = δ + η(ct)·R(ct),        (9) 
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where δ is the pure rate of time preference, η(ct) is the elasticity of the marginal utility of consumption 
at time t, and R(ct) is the rate of change of consumption at time t. Heal argues that instead of going 
from the long run rate of return on capital to ρt, equation 9 should serve as our starting point, and we 
should aim to specify appropriate expressions for η and δ, before deriving the appropriate ρt given ct. 
This is unfortunately no simple matter. Consider δ, which is exogenous and unchanging in 
time. This parameter is “the rate at which we discount the welfare of future people just because they 
are in the future [emphasis in the original]” (Heal, 2007). Many philosophers hold that this normative 
parameter cannot ethically be anything but zero since discrimination against future people is morally 
indefensible; increasingly, economists appear to agree as well. Some suggest use of a very small 
number which reflects the exogenous probability of extinction of the human race in any given year, 
perhaps 0.001, ignoring the obvious difficulties associated with how one would determine such a 
probability. In their respective analyses, the authors mentioned above have used δ rates varying from 
zero or nearly zero to 2 or 3 (Cline, 1992; Stern, 2006; Heal, 2007; Nordhaus, 2007; Dasgupta, 2008; 
Sterner and Persson, 2008). 
The other component of equation 9 is endogenous – it depends on consumption – and is 
generally thought to be positive. R(ct) is the rate of change of consumption and has to do with the 
growth rate of the general economy. η(ct) is the elasticity of the marginal utility of consumption at time 
t (positive, and bounded above when greater than or equal to 1). Dasgupta (2008) defines η as “the 
index of the aversion society ought to display toward consumption inequality among people – be they 
in the same period or in different periods”.25 All existing studies assume η to be constant (Cline 
assumes 1.5, Nordhaus, Stern and Sterner and Persson 1, and Weitzman 2), though tractability is the 
only reason to assume this to be true.26 Dasgupta argues, based on arguments about the 
unbelievable savings rate implied by δ = 0 and low values of η, that these values are too low when 
combined with δ ~ 0, and that η should perhaps instead be around 2-3. He also notes two other 
problems with assuming that η = 1. First, this implies that the saving rate is independent of the long 
                                                 
25
 η = 1 implies that any increase in one person’s consumption is of equal social worth to a proportionate 
increase in another person’s consumption, no matter what the consumption level is. 
 
26
 Dasgupta (2008) says that it may be time to relax this assumption. 
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run return on capital r. Second, η = 1 further implies that the savings rate is not affected by 
uncertainty about r. Both of these observations make η = 1 implausible.  
Some might argue that high values of η also lead to implausible tradeoffs. For example, η = 1 
means that a 1% decrease in consumption for a person earning $1000 (i.e. a reduction to $990) leads 
to an equivalent change in welfare as a 1% decrease in consumption for a person earning $100,000 
(i.e. a reduction to $99,000). With η = 2, the consumption of the second person would have to be 
reduced 50% to $50,000 to represent an equivalent change in welfare as a 1% decrease in 
consumption for the first. For η = 3, a 93% decrease in the second person’s consumption would be 
necessary. There is little evidence that the world’s societies would look favorably on such massive 
income redistribution. However, Dasgupta (2008) points out that this is at least partly because we 
think of η within the context of a single generation. Because of this, the η that can be derived from 
society’s redistribution choices is contaminated by peoples’ concerns over moral hazard and adverse 
selection. Such concerns have less relevance when thinking of the intergenerational context. 
Nonetheless, the inability to calibrate η based on observed behavior presents a problem, because we 
have little intuition to guide us in thinking about the curvature of individuals’ utility functions. Nor do 
we have any basis for exploring what form η(ct) might take if it is not constant. 
Next, consider R(ct), the long-term growth rate of consumption in the economy. We expect 
based on recent economic history that this is increasing, thus η(ct)·R(ct) is positive and the discount 
rate should be greater than the pure rate of time preference. This squares well with the long-standing 
argument in welfare economics that discounting future generations’ benefits is justified based on the 
fact that they will be richer than present generations (we need not appeal to δ to achieve this). 
However, there are two additional complications to consider: 1) this term could become negative if the 
impacts of climate change are strongly negative and lead to decreasing aggregate consumption 
(Stern, 2006; Heal, 2007), and b) the consumption of certain goods (for example ecosystem services) 
may very well decrease in a climate-damaged world, even as aggregate consumption continues to 
rise (Sterner and Persson, 2008). If ecosystem services and general consumption are complementary 
goods, this decrease could turn ρt negative. This can be seen by looking at equation 10, which is an 
extension of equation 9 for an economy with a vector of consumption goods (taken from Heal (2007)): 
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ρi,t = δ + ηii(ct)·R(ci,t) + ∑j≠i ηij(ct)·R(cj,t),      (10) 
Equation 10 says that the discount rate ρi,t for consumption of good i (perhaps general 
consumption of non-ecosystem services) could be greater or less than the pure rate of time 
preference δ depending on the signs of R(cj,t ) (the growth rate of consumption of good(s) j, which 
might be ecosystem services) and ηij(ct) (the elasticity of marginal utility of good i with respect to 
consumption of good(s) j), and the relative magnitudes of terms 2 and 3.27 If goods i and j are 
complements, which may be the case for environmental and non-environmental goods, then ηij(ct) will 
be negative and rising consumption of good(s) j will result in a lower consumption discount rate for 
good i via the effect of term 3. 
Another issue raised in the literature on discounting under climate change is that posed by 
uncertainty. Weitzman (2007) argues based on a survey of economists that the true value of ρ is 
uncertain (the survey responses follow a gamma distribution28). He shows that incorporating 
uncertainty about the discount rate naturally leads to hyperbolic discounting. Hyperbolic discounting, 
though, is considered problematic because it allows for preference reversals (or time inconsistency). 
Dasgupta and Maskin (2005) however find that uncertainty makes preference reversals possible, 
using a simple theoretical model. They argue that there is no time inconsistency in this, since the 
nature of uncertainty changes over time as payoffs become nearer.  
Another dimension of uncertainty comes from the difficulty in predicting long term economic 
growth R(ct). This is especially relevant when applying Ramsey’s normative framework for evaluating 
long-lived investments. If there is variability in the growth forecast for the economy, the risk-free 
consumption discount rate ρ must be adjusted downwards (Dasgupta, 2008): 
ρt = δ + η(ct)·E[R(ct)] – [η(ct)]2·var[R(ct)]/2.     (11) 
This last point is important, because it means that higher values of η combined with growth in 
consumption may not be sufficient to increase the risk-free rate ρ.  We note that ρ will be constant if 
and only if η(ct) is constant, since δ, E[R(ct)] and var[R(ct)] are all constant. Variability in future growth 
decreases the risk-free rate (on the basis of risk aversion and the precautionary motive), which is the 
                                                 
27
 Here we assume that R(ci,t) > 0. 
 
28
 More precisely, non negative responses followed a gamma distribution; out of 2,160 respondents to the 
questionnaire, 46 respondents gave zero as their best estimate, and 3 indicated negative discount rates. 
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rate that a social planner should use in evaluation of social investments. Therefore, returning to 
equation 9, we note that it suggests that the discount rate ρt will not be constant unless one very 
special condition holds, namely that R(ct) = 0, or that consumption is unchanging over time, which 
seems unlikely.29 This provides some justification for considering non-constant discount rates 
discussed in the literature, such as hyperbolic discounting. 
There are thus many reasons why the social discount rate ρt is unlikely to be the same as the 
rate of return on capital r observed from today’s marketplace. In a real, non-optimum economy, where 
capital investment and consumption change at different rates, r is not generally equal to the social 
rate of return on investment. Given the fact that climate change imposes externalities on consumption 
across generations, there is good reason to believe that the discount rate should be considerably 
lower than the r observed from market interest rates and/or other measures derived from consumer 
behaviors.30 But this also implies that capital investment itself needs to be revalued. Dasgupta (2008) 
shows that the shadow value of capital in the imperfect economy grows as the wedge between r and 
ρ increases; this should reassure those who argue that use of a low value for ρ will lead to over-
investment in low-yield capital investments. 
Implications for cost-benefit analysis of large water resources projects 
The current theoretical debate on discounting is useful for highlighting its ethical dimensions, 
but the practical implications of this debate for project evaluation are unclear. It remains difficult to 
appropriately specify Equation 9 for two primary reasons: 1) the lack of consensus on what η(ct) 
should be, and 2) the fact that uncertainty about the true social rate of discount, similarly to 
uncertainty of the consequences of climate change, does not readily lend itself to probability 
distributions. For the major part of this research, a simplified approach is taken to deal with these 
difficulties. We first consider the different parameters that have been used by the aforementioned 
authors, and determine the discount rates implied by these parameter values in combination with 
Stern’s 1.3%/yr growth projection for the business-as-usual scenario (Table 9). As shown, the implied 
                                                 
29
 A frequently-cited point estimate of consumption growth under business as usual is R(ct) = 1.3% (Stern, 2006). 
 
30
 In addition, it is plausible that the real social rates of return on many investments – perhaps those that 
generate high emissions of greenhouse gases – are negative, as their external costs have not been accounted 
for. 
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discount rates range from 2 to 5%, with several authors suggesting use of rates close to the standard 
4% long-run return on capital. These rates can be supplemented with those used by the US 
government (2 and 7% for the CBO and OMB, respectively). The bulk of the economic calculations in 
this dissertation (Chapters 5 through 9) will rely on a similar range of discount rates, centered on 4% 
with a 2-6% range. This analysis can thus be considered to apply to a single state of the world which 
is characterized by similar global long-run economic growth as that experienced since the onset of 
the Industrial Revolution.  
 
Table 9. Discounting assumptions of different authors in their assessments of climate change, 
assuming R(ct) = 1.3%/yr. 
 
 Cline Nordhaus Stern Sterner & Persson Weitzman Dasgupta Jeuland 
δ = pure rate of time 
preference  0 3 ~0.1 3 2 0 N/A 
η = elasticity of 
marginal utility 
with respect to 
consumption 
1.5 1 1 1 2 3 to 4 N/A 
ρt = social discount 
rate (%) 1.95 4.3 1.4 4.3 4.6 3.9 to 5.2 2 to 6 
  
In Chapter 10, however, a different approach is used to demonstrate the importance this 
discounting debate has on project appraisal. For the purposes of illustration, equation 9 will be 
parameterized for three plausible states of the world with different economic growth rates, using an 
illustrative η(ct) function that seems consistent with the arguments presented by Dasgupta. These 
different growth trajectories and the shape of η(ct) will be shown to have a profound influence on how 
we would think about the social welfare implications of large public investments such as Blue Nile 
dams. Though the specification of η(ct) is arbitrary, the analysis will be useful in highlighting the extent 
of the differences of opinion that arise among people on the various ends of this discounting debate. 
To conclude this section, we discuss two other important questions related to the larger 
discounting debate for the cost-benefit of water resources projects: 
1. What is the real opportunity cost of the capital being allocated? 
2. What should be assumed about the role of the project (relative to its displaced alternative) in 
the beneficiary economy? 
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Including the true opportunity cost of capital. Even if the relation between the social discount rate and 
the marginal productivity of capital (i.e. the rate of return on capital) is unclear at best, the opportunity 
cost of capital is directly influenced by this marginal productivity, and should be considered carefully 
when evaluating large public infrastructure projects. Dasgupta (2008) puts forward the argument that 
capital ought to be revalued in a world affected by climate change. The idea that capital has a 
shadow value different from 1, however, goes much further back (Marglin, 1963; Dasgupta et al., 
1972). In highly capital constrained economies, there are limited public resources for large projects. 
Investing several billion dollars in dam construction would appear to have a high opportunity cost, as 
it displaces the best alternative project(s), which may also have very high returns.  
If we assume that the shadow value of capital is equal to one, conventional procedures used 
in project appraisal apply, such that costs can be debited directly from the project benefits weighted 
by the discount factor for the point in time at which they occur. This procedure is only appropriate if 
the economy sacrifices an equivalent amount of consumption in the same year as that in which the 
capital outlay occurs. If instead the capital expense incurred displaces alternative investment, the 
consumption that is sacrificed is actually deferred in time, such that the shadow value of capital will 
be different from one. This shadow value will depend on several key parameters that describe the 
economy, including the social rate of discount, the marginal productivity of capital, and the rate of 
reinvestment of returns from capital.  
In the context of the JMP projects, however, it appears likely that the capital would come from 
donor monies devoted specifically to the JMP. These resources do not have obvious alternative uses 
in capital investment, and it is plausible that they would otherwise be absorbed into general world 
consumption. This argument seems appropriate since sponsors are uniquely interested in supporting 
cooperative ventures among Nile Basin countries, and would probably not spend this money on other 
development projects if the JMP projects were to fall through. Thus, because this analysis only 
includes the subset of alternative anchor JMP projects being considered by these donor agencies, we 
use a shadow value of capital of 1. I emphasize, however, that this rate may not be appropriate if the 
investment for these projects comes from other sources and/or planning processes. In such cases, 
one would have to account for the opportunity cost of those other capital resources.  
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The context of and role of the public investment in the economy’s consumption trajectory. A second 
question is whether the project in question will itself have an influence on the growth rate of the 
affected economy. This would be the so-called multiplier effect of water resources projects (Bhatia et 
al., 2005). As discussed in section 5.2, this research assumes that the multiplier is one. In other 
words, the project neither contributes to nor impedes development of the economy beyond the costs 
and benefits that are included in the partial equilibrium analysis. From an economic perspective, there 
are two key difficulties with including multiplier effects in project appraisal.  
First, multipliers for large public investments are project and context-specific, such that 
determining their value ex ante is extremely difficult. Existing multiplier analyses for dams are ex post 
assessments that measure the effect of removing project outputs (such as water, hydropower, etc.) 
from the affected economy (Bhatia et al., 2005). Through such “with and without” analyses, one can 
see the extent to which the project in question contributes to the economy as a whole, beyond the 
value of its direct benefits. Such ex post analyses have found that the multiplier varies considerably 
across economies and dam types. The second issue is the one of determining the costs of the next 
best option (in other words the opportunity cost) that produces similar benefits as the project in 
question. From this point of view, a “with or without” project analysis is uninformative. If the secondary 
benefits resulting from the project could have resulted from one or several alternative investments, 
one needs to account for the fact that the alternative(s) could have been implemented in its place. If 
such project(s) do exist, the multiplier calculations would need to be adjusted accordingly. This would 
be a complicated analysis because large projects deliver a variety of types of benefits.  
5.4 Comparing economic costs and benefits of the JMP projects obtained using the hydro-
economic framework with those found in the pre-feasibility studies 
This section compares my approach for assessing project costs and benefits with that 
adopted in the pre-feasibility studies. The comparison and discussion that follow devote particular 
attention to differences in the treatment of uncertainty. Key differences are summarized in Table 10.  
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Table 10. Comparison of analyses in the pre-feasibility studies and this research 
 
Description Karadobi studies Mendaya / Border 
studies This analysis 
Type of analysis Financial & economic Mostly financial Economic only 
Costs included 
Capital 
 
O&M 
Capital (but no 
transmission) 
 
O&M 
Capital 
O&M 
Land 
Downstream water deficits  
Resettlement 
Rehabilitation 
Catastrophic risk 
Carbon emissions 
Benefits included Hydropower at dam Sudan hydropower uplift 
Hydropower at dam 
Sudan hydropower uplift 
Hydropower at dam 
Sudan hydropower uplift 
Timely downstream water  
Drought mitigation 
Flood control 
Carbon offsets 
Treatment of uncertainty Limited sensitivity 
 analysis None 
Hydro-economic simulation 
framework 
Hydrological variability Not included Not included Included 
Key differences in 
assumptions    
Real discount rate (%) 10 10 2 – 6 
Time horizon (yrs)   30 – 100 
Inflation rate (%/yr) None (real discount rate) 2.0 None (real discount rate) 
Hydropower generated at 
dam and from 
downstream regulation 
(GW-hr/yr) 
Average annual values 
(optimized for dam 
hydropower) 
Average annual values 
(optimized for dam 
hydropower) 
Time series of annual 
values (simulated using 
proposed rule curve) 
Value of hydropower 
($US/kW-hr) 0.085 0.04 0.04 – 0.09   
Change in real value of 
hydropower (%/yr) None None -0.5 to 1.5 
Annual O&M expenditures (% 
of annual capital cost) 70 30 35 – 65  
 
Key differences between the analyses 
The first important difference between the two types of studies is the fact that the pre-
feasibility analyses mostly focus on financial aspects, and largely ignore economic and transboundary 
impacts. These financial analyses nonetheless have important deficiencies. It is certainly reasonable 
to limit the domain of financial costs and benefits to capital, O&M and hydropower generated by the 
project, since these represent the outlays and revenues the projects would need to balance. 
Externality effects from changes in water availability, floods, and the true economic opportunity cost 
of land lost probably would not figure into this financial assessment. Carbon financing from offsets 
and/or emissions also may not be realistic for these projects. However, some other aspects – for 
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example resettlement and rehabilitation – should be included if compensation will be paid. Perhaps 
more crucially, it is inappropriate to assume that average hydropower production will begin as soon 
as construction ends, since the filling of large reservoirs takes time (Block, 2006). It is equally 
inappropriate to use optimized hydropower to predict financial revenues from the sale of hydropower, 
since dam operators will not have perfect foresight of Blue Nile flows. It would be preferable to 
simulate the performance of the system using rules devised from the optimization procedure and 
some believable hydrological series (perhaps even observed historical flows). 
Next, it should be clear that the economic assessment conducted for Karadobi (and probably 
Mendaya as well) falls short of best practice for large water resources projects, because of the 
previously-mentioned transboundary factors that are omitted from the analysis. These spillovers must 
be considered, judging by the favorable discourse that has developed in the basin around these 
alternatives for the cooperative JMP. Unfortunately, no one really knows the size and direction of 
these spillovers, and careful economic analysis should begin to address this knowledge gap. There 
are also large spillovers that are more difficult to measure, and the discussion around economic 
analysis in the project pre-feasibility studies scarcely acknowledges these aspects. 
A third important difference between the economic and financial analyses in the pre-feasibility 
studies and the one conducted here has to do with their treatment of uncertainty. The Mendaya and 
Border studies do not include sensitivity analysis. The Karadobi study, as mentioned in Section 5.1, 
does slightly better by varying a few assumptions the consultants deemed important. Unfortunately, 
there is no way of really knowing from the documents whether the Norplan consultants have indeed 
studied the effect of the most important uncertain parameters. This analysis addresses this 
shortcoming by investigating how outcomes vary over the parameter ranges specified in section 5.2. 
This variation is studied for each uncertain parameter individually, as well as in combination with 
other parameters. It also includes natural hydrological variability rather than average optimal annual 
hydropower, by integrating the hydrological and economic simulations. 
The final important difference between the three types of analyses compared in Table 10 has 
to do with the specific parameter assumptions they make. Most of these have already been 
discussed. The most consequential of these differences has to do with the discount rate that is used.  
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The treatment of uncertainty in the economic simulations of this analysis 
The preceding discussion about uncertainty necessitates several clarifications regarding the 
use of the analytical framework of this research for understanding uncertainty in the economic 
performance of these projects. A reader might note that the economic simulation procedure 
discussed in Chapter 4 requires random sampling from specified distributions of the parameters that 
appear in the valuation equations. In Section 5.2, the basis for these parameter ranges was 
discussed, but nothing was said about their distributions. I now describe my rationale for them.  
The parameter distributions are summarized in Table 11. Highly uncertain parameters are 
defined to be uniform over their specified ranges, because there is limited evidence to inform more 
precise specification. Triangular distributions are used when more confidence in parameter values is 
possible, in which zero probability is assigned to the lower and upper bounds of the specified ranges 
and the frequency distributions increase linearly from the lower bound up to the most likely value and 
back down to the upper bound. The use of uniform (and triangular) probability distributions for 
parameters is not typical in Monte Carlo analysis. For one, it suggests that little is really known about 
the probabilities of the uncertain parameters (which is the case in most applications of the sort 
explored in this research). But from a frequentist’s perspective, it may make little sense to use a 
precise tool like Monte Carlo simulation when knowledge is limited in this way. 
 
Table 11. Summary of parameter distributions for economic simulations  
Uniformly-distributed parameters Triangular-distributed parameters 
Discount rate 
Value of energy from project 
Value of energy in Sudan 
Value of energy in Egypt 
Change in value of energy (%/yr) 
Change in the value of water (%/yr) 
Change in value of offsets (%/yr) 
Number of displaced households 
Area of productive land lost (hA) 
Cost of lost land area (US$/hA) 
Catastrophic risk 
Time delay (integer-valued) 
Project lifespan 
Expected annual cost of flood damage 
Carbon emission factor 
Project construction emissions 
Biomass lost due to reservoir flooding 
Value of offsets 
Length of transmission infrastructure (US$/km) 
Cost of transmission line per kilometer 
O&M cost as a percentage of annualized capital 
Cost per displaced household 
Opportunity cost of land 
Multiplier on cost of deficits 
  
Conceding these points, there are nonetheless several advantages to this analytical 
approach. First, since so many of the uncertain parameters for these projects are likely to be closely 
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or exactly correlated across infrastructure alternatives, comparisons between projects remain 
informative. The proportion of parameter combinations for which one project outperforms the other 
alternatives is useful information to have. Second, while some might object that the resulting NPV 
distributions have an aura of credibility that is indefensible because of the fact that the economic 
parameter distributions are poorly specified, it is in fact possible to downplay the importance of 
specific indicators drawn from those outcome distributions, as we shall see later on. Adopting an 
approach that compares infrastructure performance in relative terms along several dimensions allows 
this. In contrast, the more usual reliance by analysts on base case, worst case and best case 
scenario outcomes as an alternative for guiding decision-making may put undue emphasis on 
outcomes that are in reality very unlikely. The definition of such cases also rests on an analyst’s own 
judgment of what is possible.  
There is a more subtle point here as well. Many might take issue with the inclusion of model 
parameters that suggest increases in the relative value of energy, water and carbon offsets over time. 
Such people might rightfully point to the rather extensive body of research in economics that shows 
that the real prices of natural goods have been falling over the course of recent, post Industrial 
Revolution history. For the purposes of this analysis, it is actually not so important to predict these 
changes precisely, although it is true that the real value of these outputs will influence the range of 
NPV outcomes of different project alternatives. Taking energy as an example, what is more important 
is to be correct in predicting whether the real value of hydropower is likely to be higher in a world with 
climate change than in one without it. This relative statement seems more defensible than saying that 
the value of energy will increase by an average of 0.5% per year over the project time horizon. 
Similarly, it seems reasonable to expect that the real value of water will be higher in a world with more 
highly constrained water supplies than in one without such pressure, or to expect that carbon offsets 
will be more valuable in a climate change world than one in which historical climate continues 
regardless of greenhouse gas emissions. The measured sensitivity of project performance to the 
magnitude of these relative changes informs the analyst about whether their specification warrants 
further attention. 
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Related to these arguments is the fact that there is no reason why any given parameter 
should or should not follow the most commonly used statistical distributions (such as the normal or 
lognormal). Also, the simulation approach allows one to identify the characteristics that might lead a 
decision-maker to choose one infrastructure over another. For example, suppose infrastructure x 
performs better than y when the value of hydropower is low, while the opposite holds when its value 
is high. A decision-maker can use this information to decide which infrastructure he/she favors based 
on what he/she believes the value of hydropower to be. In this way, the simulations can provide 
information to decision-makers that do not depend on the information that is deemed relevant prior to 
the analysis. Instead, this information can be extracted from the simulation analysis after it has been 
done. This allows more nuanced understanding of which parameters have the largest effect on NPV 
outcomes, and under what conditions. 
5.5 Economic analysis of the three infrastructure projects 
I now proceed with the economic analysis of the infrastructure designs favored in the project 
pre-feasibility studies. For the purposes of comparison, these projects are evaluated for the situation 
explored in those reports, i.e. no change in climate conditions, natural hydrological variability, or water 
withdrawals. The analysis is intended to demonstrate the types of results that can be obtained using 
my analytical approach. In particular, we focus on the effect of 1) including additional costs and 
benefits beyond the restricted set included in the pre-feasibility studies, 2) hydrological variability, and 
3) uncertainty in the value of the economic parameters in the valuation equations. The base case 
analysis uses the longest available historical time series of hydrology (1912-1977) and the base case 
economic parameter values shown in Table 7. The uncertainty analysis then explores the 
consequences of hydrological variability and uncertain economic aspects of the planning problem. 
The base case analysis for Karadobi, Mendaya and the Border Dams 
 The results for the base case are summarized in Table 12. The three projects all have similar 
IRR of about 10.5%. Mendaya has the highest benefits and NPV, followed by Karadobi and then 
Border. All three projects easily pass a cost-benefit test at the base case discount rate of 4%. The 
pre-feasibility studies, however, claim much higher IRRs for all three projects.  
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Table 12. Base case economic results for the Karadobi, Mendaya and Border dams a 
 Karadobi Mendaya Border 
Present Value Costs (billions of $US) 3.50 3.60 2.95 
Present Value Benefits (billions of $US) 10.10 11.70 7.95 
Net Present Value (billions of $US) 6.60 8.10 5.00 
Internal Rate of Return  10.4% 10.5% 10.5% 
Economic IRR from pre-feasibility study 19.3% (40 year 
operation) 
Not evaluated by 
consultants 
Not evaluated by 
consultants 
Financial IRR from pre-feasibility study 31.5% (40 year 
operation) 
20.1% (30 year 
operation) 
20.0% (30 year 
operation) 
 
a
 Present value evaluated using 4% real discount rate 
 
There are several reasons for these differences. First, the previous studies tend to 
overestimate hydropower benefits because they do not account for the reservoir filling period. For 
example, the hydropower benefits from Karadobi only really begin 11 years after initiation of the 
project, which takes 7 years to build and 3 more years to fill (Figure 15). In comparison, the Karadobi 
study assumes average power production begins 8 years after construction is initiated, generating 
about US$650 million of power per year. The onset of actual hydropower production is similarly 
delayed for the other projects, though less so for the Border Dam, which fills more quickly. 
In addition to this, the uplift in system hydropower provided by Blue Nile storage is much less 
than the US$180 million per year predicted in the Karadobi study. There are two main reasons for this 
difference. Most importantly, previous studies failed to consider the reduction in power production 
from the High Aswan Dam that would accompany lower storage levels in Lake Nasser. Levels would 
drop because water previously stored in the lake would be moved upstream to the new Blue Nile 
reservoirs. This reduction in power production in Egypt almost offsets the gains in energy production 
from Sudanese dams, and losses in downstream power production are concentrated earlier in the 
project time horizon, during filling of the new reservoir. Also, this analysis assumes that operating 
rules for Sudanese Dams would not change appreciably from current practices, which are aimed at 
balancing hydropower and irrigation objectives, as well as minimizing silt deposition. It is possible that 
siltation problems would decrease with upstream storage, which would enable a change of operation 
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for greater uplift. It is unclear how the pre-feasibility studies have modeled these operating rules of 
dams in Sudan and whether these were allowed to change to increase hydropower uplift. 
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Figure 15. Time series of undiscounted net benefits from Karadobi in the base case analysis 
 
Third, the “average” hydropower that is assumed in these studies is based on optimal power 
production that relies on perfect hydrological foresight. Using a realistic rule curve based on the 
optimization results, Karadobi for example generates annual hydropower benefits that are somewhat 
less on average than the assumed US$650 million. My analysis may underestimate hydropower 
production, since reasonable inflow forecasting systems exist and could probably be used to improve 
power output. Fourth, the project studies underestimate project costs. The problem of inclusion of 
energy transmission costs has already been discussed. In addition, the studies say that electrical 
infrastructures must be renewed every 20 years, but the cost of this renewal (shown above in Figure 
15 by the costs in years 23-27 and again in 43-47) is not actually included in the economic analyses.  
The types of costs and benefits of these three projects in the “historical situation” are not very 
different from those included in the pre-feasibility studies. As shown in Figure 16 for the Mendaya 
project, the costs are primarily for capital, transmission infrastructure, and operation and 
maintenance. The benefits are mostly hydropower, especially from the dam itself, but also 
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downstream uplift, plus a small amount of flood control. Results for the other projects are similar. 
These calculations do not necessarily imply that the same categories of costs and benefits will 
dominate the analysis in other plausible future situations. In the “historical” condition, there is nearly 
always sufficient water to satisfy existing water demands in the system, such that effects on 
downstream irrigation systems are minor (drought mitigation benefits are very low). Similarly, this 
historical case does not include carbon emissions and/or offsets from the project, nor does it show 
whether there might be tradeoffs between greater power generation and irrigation water availability in 
the downstream system. We will revisit these aspects in Part C of this dissertation, where different 
future conditions are considered. 
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Figure 16. Present values of costs and benefits for Mendaya in the base case analysis 
 
Analysis with hydrological and economic uncertainty 
We now turn to the analysis of sensitivity of these results to uncertainty in the cost-benefit 
model parameters. Using the simulation procedure described previously, a cumulative distribution of 
NPV outcomes can be generated for each of the infrastructures based on the outcomes from each 
Monte Carlo trial (Figure 17A). Consistent with the base case analysis, the distribution of Mendaya 
NPV lies to the right of the others, followed by Karadobi and then Border. Unlike that simple 
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calculation, however, we see that the NPV outcomes vary considerably given the ranges and 
distributions of parameters discussed previously in this chapter. There are many realizations for 
which the NPV of these projects is very high, exceeding US$10 billion (15.4% for Karadobi, 27.0% for 
Mendaya and 8.4% for Border); these tend to be simulated outcomes where the value of hydropower 
is high (Figure 17B). There are also many plausible outcomes with NPV below US$3 billion (20.2% 
for Karadobi, 12.6% for Mendaya and 27.6% for Border); these are outcomes where the hydropower 
value is low. In only about 0.1% of simulations is the NPV for any of these projects negative. 
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Figure 17. A) Cumulative distributions of NPV for the three infrastructures and B) balance of cost and 
benefit components for the highest and lowest 1% of NPV outcomes, “historical” conditions 
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It is informative to explore which parameters contribute most to the spread in NPV outcomes 
shown above. Because these sensitivities are similar for the three infrastructures, Figure 18 only 
presents these detailed results for the 8 most influential parameters in altering Karadobi NPV. The 
parameter which has the greatest effect on outcomes is the discount rate, because project costs fall 
mainly at the beginning of the lifespan and benefits extend far into the future. Two parameters 
associated with the value of hydropower are also very important: a lower value of energy produced by 
the dam (#2) and a decrease in this value over time (#4) can combine to considerably reduce project 
NPV. Also important is the project lifespan (#3). If for some reason this dam were to become 
unusable after 35 years due to siltation (which seems unlikely given predicted silt loads and dead 
storage capacity of this dam) or some other reason, the project’s NPV would be greatly reduced.  
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Figure 18. The sensitivity of Karadobi NPV outcomes to the cost-benefit model parameters 
 
Somewhat less important factors are the natural variability in the river (as indicated by the 
randomly selected sequence of stochastic inflows #5), the time to onset of dam operation (#6), capital 
cost uncertainty (#7), and the cost of the power transmission lines to Sudan and Egypt (#8). The 
same factors appear in the tornado diagrams for the other projects (see Appendix A), mostly in the 
same order. The influence of hydrological variability, however, decreases as one moves downstream 
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among the sites, from Karadobi (#5) to Mendaya (#6) to Border (#8). This is due to the fact that it 
becomes easier to fill the reservoirs each year to target levels as catchment size increases. The only 
other important difference is the appearance of the parameter for the value of power uplift in Sudan 
(#8) for the Mendaya Dam, which has the largest storage capacity and therefore provides the 
greatest downstream flow regulation. The similarity of these results across infrastructures should 
reassure readers that even if the parameter distributions and ranges are not precisely correct, the 
ranking of these projects under these conditions should remain approximately the same.31 
Let us now consider in additional detail the influence of hydrological variability on NPV 
outcomes for Mendaya. In Figure 19, we see the effect of "fixing” the hydrology at best, worst, 
average and historical conditions. Each of these is selected as follows. The “best synthetic hydrology” 
is identified from the tornado diagram analysis to be the synthetic series (from the set of 100 series’ 
generated for this system as described in Chapter 4) for which the NPV of the project, based on 
incremental changes in system outputs, is highest. The “worst synthetic hydrology” is the opposite 
case, yielding the lowest NPV. The “average synthetic hydrology” is obtained by averaging the 
incremental changes induced by the project across all 100 synthetic series’. Finally, the “historical 
hydrology” is the result obtained using the available historical flow record for the system. We can see 
that the spread in the cumulative NPV distributions is relatively modest across these sequences, and 
that the historical series lies close to the “best” series. This should not be surprising given the fact that 
the rule curves for these dams were devised by optimizing hydropower production using the historical 
series. The synthetic flows generated for the analysis thus appear to yield reasonable results. 
5.6 Summary 
This chapter reviewed previous economic and financial analyses of the three Blue Nile dams 
– Karadobi, Mendaya, and Border – considered in this research. The economic costs and benefits 
that should be included in a more complete assessment of these infrastructures were then discussed. 
The current debate on discounting in the context of climate change was also related to the economic 
                                                 
31
 Nonetheless, Appendix A also includes figures for each project which show how these outcome distributions 
change with different assumptions about the frequency distribution of the model parameters, for two very 
different and illustrative cases: one with all parameters normally distributed across similar ranges, and the other 
with reverse triangular distributions which place the greatest probability in the tails of the range. 
                   
 
98
analysis of large public investment projects. Next, a comparative economic analysis of the three dam 
options under existing conditions was conducted. The analysis showed that the project IRRs were 
considerably lower than those quoted in the project pre-feasibility studies, but that they nevertheless 
all had positive NPV under virtually all plausible combinations of uncertain economic and hydrological 
parameters. The effect of the economic parameters was shown to be much more important in 
determining these outcomes than the natural hydrological variability in the system. Whether these 
results continue to hold under different climate scenarios, water withdrawal conditions and states of 
the world will be the focus of Part C of this dissertation. 
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Figure 19. The effect of natural variability in hydrology on economic outcomes 
 
  
 
 
 
 
 
 
  
PART C: INTEGRATING PLANNING UNCERTAINTY INTO THE ANALYSIS 
  
 
6 THE PHYSICAL ASPECTS OF DYNAMIC DEVELOPMENT IN THE NILE BASIN, AND ITS POTENTIAL 
INTERACTION WITH CLIMATE CHANGE  
In this chapter, we consider the effect that two of the dimensions of unmeasurable uncertainty 
– changes in climate and water withdrawals – might have on the Nile Basin system. The chapter 
begins with description of a set of climate scenarios and water withdrawal conditions that represent a 
range of situations that seem plausible over the 50-100 year planning horizon for the JMP ‘anchor’ 
project(s). These scenarios and conditions will also serve as the basis for the analyses presented in 
subsequent chapters of this dissertation. 
This chapter does not deal with the effects of the JMP projects. There are three main reasons 
for leaving the analysis of these projects to subsequent chapters. First, when the climate change and 
water withdrawal dimensions of the planning problem are both included, it is already difficult to 
understand how system-wide changes are associated with each of these dimensions. Adding the 
project alternatives to the system without first understanding these effects would likely result in 
confusion. Second, the economic analysis of new projects anyway requires careful identification of 
the development baseline in the Eastern Nile. As we will see later on, this baseline has important 
implications for the economics of the Blue Nile dams. And because the three riparians were engaged 
in an uncoordinated development regime in the past that shows an evolution towards increasing 
water withdrawals, this uncertain dimension of the policy problem needs to be explored.  
Referring to the conceptual diagram of the evolving conditions first described in Chapter 1 
and considered in this research (Figure 20), we can define the context of this development situation 
more precisely. It includes the riparians’ target water withdrawals (or conditions). This baseline also 
includes changes in climate and hydrology which may be imposed on the basin (scenarios). It 
therefore makes sense to use this chapter to describe the baseline that is uncertain, dynamic, and 
comprised of the two dimensions of climate change and evolving water withdrawals. Once this is 
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achieved, the value of the cooperative JMP projects, which would represent a significant departure 
from the existing planning regime, can be assessed.32  
 
Figure 20. The focus of the analysis in this chapter: the two dimensions – climate change and the 
evolving regime of water withdrawals – of unmeasurable uncertainty in the “dynamic baseline” of the 
policy problem (with scenario and condition names).  
 
The third motivation for initiating the analysis in this way is that it allows us to compare the 
findings with those from other research which only considers a) the effects of climate change or b) the 
effects of upstream development on water availability in the basin. A number of such studies can be 
found in the water resources, climate change, and planning literatures. Such a comparison is useful 
because it can help identify shortcomings as well as strengths in the modeling approach of this 
research, and can shed light on whether the interaction of these two moving pieces of the baseline – 
one of which can be controlled by the riparians and the other of which cannot – requires further study. 
The purpose of this chapter is thus to illustrate three things: 1) the difference between current 
conditions and conditions with changes – mostly increases – in water withdrawals from the Eastern 
Nile, 2) the incremental effect of adding climate change to these withdrawal conditions, and 3) the 
total effect of increased withdrawals + climate change over and above the current situation in the 
basin. This is the first time that these dual aspects have been considered together in the Nile context. 
                                                 
32
 This definition of the baseline has been very strongly influenced by my work with Dale Whittington and Don 
Blackmore on assessing opportunities for cooperative development in the Eastern Nile. They call the existing, 
unilateral development regime in the Nile Basin the “evolving baseline” for the JMP. 
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6.1 Analytical approach and nomenclature 
. As shown in Figure 20, the “evolving baseline” analyzed in this chapter includes uncertainty 
associated with climate change as well as target water withdrawals. Climate influences the way water 
withdrawals affect the water resources system, and we wish to understand better this interaction. I 
now define the set of climate scenarios and water withdrawal conditions that will be studied, explain 
the nomenclature system for them, and describing how results will be presented.  
Water withdrawal conditions 
The scope of the water withdrawal conditions studied in this research is limited to potential 
changes in the Eastern Nile system. We will therefore not consider development projects upstream of 
Malakal on the White Nile (see Figure 9). The three conditions are summarized in Table 13. The 
status quo condition (hereafter called D0) includes current irrigation schemes and withdrawals from 
the system: 0.3 bcm/yr of withdrawals in Ethiopia, 14.0 bcm/yr in Sudan, and 55.5 bcm/yr in Egypt. It 
also includes existing flow-regulation and diversion infrastructures shown in Figure 9: in Ethiopia the 
Lake Tana Outlet Weir, Tana-Beles Link and TK-5 reservoir; in Sudan, the Roseires, Sennar, Gebel 
el Aulia, Khasm el Girba and Merowe Dams; in Egypt the Aswan Dam and New Valley Pumping 
Scheme. The Nile system downstream of Aswan is not modeled. 
There are also a number of potential new irrigation projects in the Eastern Nile system. To 
explore the influence these might have on the system, two conditions with increasing water 
withdrawals are considered based on the proposals outlined in country Master Plans;33 
• Moderate development (D1), with half of the additional Sudanese and Ethiopian potential 
irrigation projects; and 
• High development (D2), which includes all additional withdrawals. 
We will see that the moderate and high development conditions can lead to shortfalls under some 
plausible climate scenarios. For this reason, a fourth adaptive development condition (D3) is 
                                                 
33
 The locations of existing withdrawals, as well as additional ones proposed in Sudanese and Ethiopian Master 
Plans, are summarized in Appendix A, Table A1. In Sudan, additional withdrawals in the development conditions 
occur for Blue Nile irrigation (in and around Gezira) and at Merowe. In Ethiopia, additional withdrawals are 
scattered in various sub-basins, as follows: 1.6 bcm/yr from the Baro-Akobo system; 0.6 bcm/yr at Lake Tana; 
0.2, 0.5 and 1.0 bcm/yr in the Blue Nile catchments upstream of Karadobi, Mendaya and Border, respectively; 
0.5 and 0.3 bcm/yr in the Dinder and Rahad sub-basins; and 1.7 bcm/yr in the Tekeze-Atbara sub-basin. 
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developed to investigate what would happen to the system if withdrawals are reduced in the lower 
basin to respond to insufficient flows.34 
 
Table 13. Summary of water withdrawal conditions 
 
Development Condition Description  
Status Quo (D0) Existing irrigation withdrawals and regulating infrastructures 
Moderate Development (D1) D0 demands + half of potential expansion at each site listed in Table A1 up to 1959 treaty allocations (for Sudan) 
High Development (D2) D0 demands + all of potential expansion at each site listed in Table A1 up to 1959 treaty allocations (for Sudan) 
Adaptive Development (D3) D2 demands reduced 10% by downstream riparians (Sudan and Egypt) to compensate for lower water availability  
 
There is, however, one important complication to consider when assessing these water 
withdrawal conditions. The 1959 Nile Waters Agreement between Egypt and Sudan gave Egypt rights 
to 55.5 bcm/yr, and Sudan was granted 18.5 bcm/yr measured at the Aswan High Dam (or, allowing 
for 10% losses to evaporation, roughly 20.6 bcm/yr in Sudan). No water rights were assigned to 
upstream riparians, although the treaty language suggests that the two downstream riparians 
considered upstream use to be a possibility that could be settled at a later time (Waterbury, 2002). 
Because Sudan is not yet using its full 1959 allocation and withdrawals by upstream riparians have 
remained low, Egypt has recently been releasing more than 55.5 bcm/yr from Aswan (Blackmore and 
Whittington, 2009). It is worth noting that upstream riparians, especially Ethiopia, have never 
accepted the validity of the 1959 agreement. 
At first glance, the three water withdrawal conditions specified in Table A1 might be judged 
consistent with the legal regime established in 1959, since the maximum withdrawals are 18.4 bcm/yr 
in Sudan, and 55.5 bcm/yr in Egypt (and Ethiopia is not legally constrained). This is, however, 
complicated by three factors. The first has to do with how evaporative losses from reservoirs in Sudan 
                                                 
34
 The dynamic baseline in this analysis is thus conceptualized as a continuum of four possibilities of water 
withdrawal conditions, none of which correspond strictly to the analysis conducted by Whittington and Blackmore 
(2008). Their single “evolving baseline” combined both ongoing infrastructure projects with future (possible) 
irrigation development. In my analysis, the D0 condition contains all these infrastructure projects but no 
supplemental irrigation. The three other conditions are only different from D0 by their water withdrawals. It thus 
becomes easier to determine the incremental physical changes in the system that are associated purely with 
changing withdrawals. 
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should be counted. It is not clear whether Sudanese reservoir evaporation should be included in its 
20.6 bcm/yr water rights allocation.35 In this research, it is assumed that Sudan would be charged for 
reservoir losses from dams built after the 1959 agreement, such that she would be allowed to 
withdraw 18.0 bcm/yr from the Nile, which is less than the 18.4 bcm/yr withdrawals identified in 
planning documents. If Sudan builds additional dams with more evaporation, this 18.0 of usable water 
would be further reduced. 
The second important complication relates to the increasing Ethiopian water withdrawals that 
are included in the D1 and D2 water withdrawal conditions. Ethiopia has never accepted the 1959 legal 
regime, and is showing an increasing willingness to pursue limited irrigation opportunities in the Blue 
Nile and Atbara basins. Such projects will reduce the flow of the Nile, and there may no longer be 
sufficient water for Egypt and Sudan to meet their allocations under certain climate conditions, unless 
other water-saving projects are carried out. It seems unlikely that all of the irrigation projects in the D2 
condition will move forward, because the current rate of irrigation development in Ethiopia is modest, 
and accelerated development paths in planning documents only include about 40% of the potential 
irrigated area. Also, in cases where system water availability becomes insufficient, Egypt and/or 
Sudan would probably reduce withdrawals to avoid damaging water deficits and improve reliability. 
The likelihood of such a policy response serves as motivation for the D3 condition, which explores the 
effect of a 10% reduction in Sudan and Egypt from the limits specified in the 1959 agreement. 
Finally, the third complication relates to the effect of climate change on the demand for water 
in irrigation. When climate linkages are included using the production function approach described in 
Chapter 4, crop-water requirements in the arid parts of the basin increase due to rising temperatures. 
Simply modeling the climate change linkages would result in Egypt and Sudan both exceeding their 
1959 treaty allocations and, as will be shown in this chapter, they would exceed those limits by a 
                                                 
35
 It seems likely that Sudan would not be able to fully use its full 20.6 bcm allocation for irrigation, since it may 
be required to include evaporative losses from its reservoirs. The 1959 treaty made allowance for reservoir 
losses of 10% at Aswan, but did not explicitly deal with losses from new reservoirs in Sudan, or reservoirs 
already in place. It is not clear how these losses should be handled, since some reservoirs were in place at the 
time of the treaty. My own analysis assumes that Sudan would not be charged for the very high losses from the 
Gebel el Aulia reservoir, which was originally built to augment White Nile flows during the winter season for 
Egypt’s benefit. Losses at Sennar (0.3 bcm/yr) also would likely be grandfathered into the agreement and not 
counted. Roseires (0.2 bcm/yr), Khasm el Girba (0.6 bcm/yr) and Merowe (1.8 bcm/yr), however, were all 
constructed after 1959 such that their losses should be debited from the allocation, leaving Sudan with the 
possibility of withdrawing 18.0 bcm/yr. 
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substantial amount. For Egypt this would occur in all three water withdrawal conditions; and for Sudan 
in the D2 condition. In all conditions, withdrawals are thus constrained to not exceed the 1959 treaty 
allocations. This assumes that the riparians would reduce the extent of their irrigated lands, improve 
irrigation efficiency, and/or change their crop mix to compensate for increased water requirements. 
In this chapter, two types of calculations and results for the system behavior in this dynamic 
baseline are presented. Most of these calculations – consistent with these modeled withdrawal 
conditions – assume that Sudan and Egypt would restrict their withdrawals to the levels specified in 
the Nile Waters Agreement, even as crop-water requirements increase. The individual and combined 
effects of the various physical climate linkages on the water balance at Lake Nasser are assessed 
and described given this assumption. I then perform a few illustrative calculations that allow increased 
withdrawals under climate change. I do not presume that the Eastern Nile riparians would subscribe 
to such a regime; as we will see this would nearly always entail greater abstractions than the system 
can support. I include these calculations simply to demonstrate to water resources planners that the 
consequences of climate change extend well beyond the effect of perturbed river flows. 
Climate Scenarios 
We next consider the climate scenarios; three types are constructed: 1) The historical climate 
scenario; 2) two IPCC-type SRES climate scenarios; and 3) eight climate sensitivity scenarios (Table 
14). In the historical climate scenario (H), previously explored in Chapter 5, mean historical 
temperature and precipitation are maintained, and the statistical properties of inflows are specified 
based on those in the historical series, as described in Section 4.3. The IPCC-type scenarios (A2 and 
B2) use catchment-level rainfall-runoff projections from General Circulation Models (GCMs), 
processed by Alyssa McCluskey and the World Bank Water Resources in Africa Group (2008). 
Corresponding predictions of temperature for these two scenarios have been filled in using results 
provided by Conway et al. (2007). It should be noted that these temperature projections do not 
correspond in general to the same GCMs or model runs, though there is much less inter-model 
variation in temperature projections than for precipitation.36  
                                                 
36
 The processed values for runoff and precipitation changes were summarized in Chapter 2 (Table 3). Given the 
large variance in results across GCMs for this region, these ‘A2’ or ‘B2’ scenario labels are not strictly correct. It 
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These A2 and B2 scenarios reflect global emissions futures deemed plausible by the IPCC if 
no action is taken to slow climate change, but their relevance to investment planning can be 
questioned in light of possible future mitigation efforts. The climate sensitivity scenarios, though 
arguably less realistic, are constructed to test the general sensitivity of the system to changes in the 
statistical properties of inflows. The first set of these scenarios is used to explore how system 
outcomes are affected by constant changes in mean precipitation and runoff at all inflow nodes. I 
refer to these scenarios as I∆X scenarios, where I stands for “inflows” and ∆X identifies the 
percentage change in mean runoff at each inflow node in the system; for example I-5 means a 5% 
decrease in the mean of runoff at all inflow nodes in the system.  
 
Table 14. Summary of climate scenarios 
 
Climate “Scenario” Description  
Historical Climate (H) Analyses based on the monthly historical (or stochastically-generated
a) 
inflows  
IPCC-type b  Analyses based on the monthly historical (or stochastically-generated
a) 
inflows perturbed by the percentage changes in monthly runoff obtained 
from the multi-model ensemble mean predictions from 3 GCMs for 
SRES scenarios A2 and B2.  A2 and B2 Scenarios (A2, B2) 
Inflow Sensitivity Analyses c 
 
 ∆X % Mean Inflows (I∆X) 
 [∆X=-15,-10,-5,+0,+3,+6] 
Analyses based on monthly historical (or stochastically-generateda) runoff 
at all inflow nodes perturbed by the same percentage changes ∆X 
+Y% Variability, No Mean 
Change (V+Y; Y = 10, 20)    
0% change in mean stochastically-generateda inflows above with +Y% 
increase in standard deviations at all nodes 
 
a
 For analyses with stochastically-generated flows, 10,000 years of data are divided into 100 distinct 100-yr 
sequences. 
b From McCluskey (2008). TAR: Third Assessment Report of the IPCC (1996a); SRES: Special Report on 
Emissions Scenarios; A2 and B2 are relatively faster and slower growth of future emissions. 
c Include A2 Scenario temperature increases and consistent precipitation changes; sensitivity scenarios for 
mean changes are informed by the likely range of projections from the literature (see Table 2) and variability 
changes are illustrative since no projections exist. 
 
The I∆X scenarios reflect the high degree of uncertainty in climate change projections for Nile 
Basin precipitation. The bounds on changes in runoff in these scenarios were selected based around 
the range of Nile Basin projections found in the literature (Table 2). The relatively pessimistic -15% 
lower bound change in inflows corresponds to the AR4 multi-model ensemble mean for the Blue Nile 
(Elshamy et al., 2008). While some climate models in Elshamy et al.’s analysis predict that Blue Nile 
                                                                                                                                                       
would be useful to update these scenarios using a wider set of AR4 models, or to test the effect of projections 
from different models rather than the multi-model mean. 
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flows may decrease by more than 15%, there is little evidence that such changes would occur basin-
wide, unlike other regions of the world (e.g. Australia, the Mediterranean, or Southern Africa). Other 
chosen sensitivity scenarios were -10%, -5% and +0%, which fall within the range of McCluskey’s 
mean runoff predictions for the different sub-basins and catchments. Two scenarios for increases in 
runoff were also included (+3% and +6%). These are motivated by work that suggests that water 
availability may increase in some Nile Basin regions; see for example Sayed and Nour (2006), some 
models from Elshamy (2008), the Nile Equatorial Lakes study (SNC-Lavalin International, 2006), and 
preliminary results from a Regional Climate Model applied to the Blue Nile (Soliman et al., 2009). 
These runoff changes must be converted to consistent changes in precipitation, so rough 
relationships between changes in runoff and rainfall (such as that depicted in Figure 21 for the A2 
scenario) were derived for the catchments modeled by McCluskey (2008). A linear regression model 
was fit to these data in order to approximate the precipitation changes that would be consistent with 
the runoff changes being examined: 
∆R = 0.98*∆P – 8.05  (R2 = 0.61),      (12) 
where ∆R = change in runoff (%); and ∆P = change in precipitation (%). 
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Figure 21. Changes in precipitation and runoff projected for 2050 using the TAR Models analyzed by 
McCluskey (2008) for the A2 and B2 scenarios 
 
This approach is admittedly simplistic (changes in runoff will also relate to changes in 
temperature and evaporation, and will not be the same for different land use types), but the range of 
changes in precipitation predicted using equation 14 is consistent with the projections for precipitation 
summarized in Table 2: -7% to +14% changes in rainfall for the -15% to +6% change in runoff. 
                   
 
108 
Finally, because predicted temperature changes for the model ensembles are fairly consistent across 
emissions futures for the next 50-100 years (within 1°C at all system nodes), the A2 temperature 
increases were used in the sensitivity scenarios without modification.  
Scientists also expect the variability of precipitation and runoff to increase with temperature, 
as warming will lead to greater evapotranspiration and subsequent intensification of the hydrological 
cycle (Trenberth, 2003). The second set of sensitivity scenarios (called V+Y) explores the effect of 
constant 10 and 20% increases in the variability of runoff. Since AOGCMs and other tools currently 
available for climate modeling do not provide reliable projections of variability, the choice of 10 and 20 
percent increases is thus not made based on model projections but rather serves to study the extent 
to which changes in variability could affect this system. 
All climate scenarios include the full set of modeled hydrological and economic climate 
change linkages. A2 and B2 projections for the year 2050 were used (rather than other available 
projections for 2030 or 2080), because this date corresponds most closely to the midpoint of the 
assumed base case project time horizon of 75 years used in the economic analysis of the new 
infrastructure projects. Extensions of this work could investigate projections for other common dates, 
for example 2080 or 2100.37  
Approach 
In the interest of most clearly demonstrating the consequences of the system-wide changes 
associated with the different water withdrawal conditions and climate scenarios, I use the following 
approach. Using the longest complete historical flow series available in the basin (1912-1977), water 
flows at different points in the system are calculated. Use of the historical series is advantageous 
because it is easier to interpret for those familiar with the Nile Basin. Specifically, we can use this 
series to see how the system’s water balance responds to climate change relative to the historical 
case, rather than a hypothetical “historical” water balance based off of a larger set of stochastic flow 
                                                 
37
 Some might argue that there is little reason to use longer term projections in water resources project appraisal 
because conventional 10% discount rates used by the World Bank imply very small costs and benefits beyond 
80 years (US$1 eighty years from now has a present value of less than US$0.01). As argued in Section 5.4, 
however, the conventional discounting assumptions used by the World Bank are difficult to justify in this context. 
With a 2% discount rate, US$1 eighty years in the future maintains a present value of about US$0.21. 
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experiments. It will also usually be simplest to speak of this water balance in terms of an indicator 
representing net inflows to Lake Nasser. This indicator is defined as the difference between inflows 
from the upstream system into the lake and the sum of evaporation losses + water withdrawals in 
Egypt. Net inflow to Lake Nasser holds particular appeal as an indicator because a) most water 
withdrawals from the system occur in Egypt; b) her withdrawals are constrained from further 
increasing by the 1959 agreement and the reality of the Nile’s limited water supply; and c) Lake 
Nasser is the only over-year storage site in the downstream system. This latter point means that 
changes in the water balance at this reservoir tend to more smoothly reflect system surpluses or 
deficits over time (the so-called long “memory” of Lake Nasser) such that this water balance indicator 
is not dominated by the effects of short-term variability. By studying how net inflows to the lake 
respond to changes in climate and water withdrawals upstream of Egypt, we can understand in 
different modeled situations whether the system remains “in balance” or not, i.e. whether it is possible 
for her to maintain her allocation in the 1959 agreement of 55.5 bcm/yr on a long-term basis. 
In referring to a particular combination of scenarios and conditions, the label for the climate 
scenario comes first followed by the one for the development condition, for the following situations: 1) 
status quo withdrawals with historical climate H_D0 (Section 6.2); 2) two water withdrawal conditions 
with increased irrigation and historical climate H_D1 and H_D2 (Section 6.3); 3) status quo 
withdrawals under various climate change scenarios, focusing on A2_D0 (Section 6.4); and 4) 
increased development with climate change, especially A2_D1 and A2_D2 (Section 6.5). 
In the first two steps of this procedure, no changes are made to the historical flows being routed 
through the Nile system. In the third and fourth, however, the mean percentage changes from the 
climate model projections are applied directly to each monthly value in the historical inflow series.38  
It is important to emphasize that climate change represents a package of impacts, even 
though these are conceptualized in this research as separate perturbations in runoff plus discrete 
linkages. To better understand them, this chapter also explores the individual and collective effects 
associated with these discrete changes. To consider the incremental effect of the components of 
                                                 
38
 This procedure is different from that applied when using synthetic inflow generation, which relies on perturbing 
the means of inflows based on climate projections and then generating flow series’ consistent with those 
perturbations. The approach used here will not maintain other flow statistics kept constant by the synthetic 
generation procedure, such as cross-node correlations and the variability of inflows.  
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climate change, we will work with the A2 scenario for two reasons. The first is practical: catchment-
specific projections for the Nile Basin were only available for the A2 and B2 scenarios (McCluskey, 
2008). The second reason is that recent research on emissions trends suggests increases that are 
more consistent with the higher A-type emissions scenarios of the IPCC, compared to the B-type 
scenarios (Raupach et al., 2007). Within this A2 scenario, the individual physical linkages are 
switched on and off, and each of their effects is assessed. Summary results for other scenarios of 
climate change are then presented, most notably those corresponding to the B2 scenario and the 
lower and upper bounds (-15% and +6% changes) on inflows.  
Outcome measures  
The primary outcomes of interest in this chapter (Sections 6.2 – 6.5) relate to the water 
balance in the Nile system, these are the calculations for which I use the 1912-1977 historical flow 
series and perturbations of it. This information is sometimes presented using water balance diagrams 
to show average annual water flows, losses and abstractions in the system. Unfortunately, these 
diagrams become cumbersome when considering a variety of climate scenarios and water withdrawal 
conditions. For this reason, when comparing across withdrawal conditions and climate scenarios, a 
smaller set of indicators taken from these water balance diagrams are presented in tabular or 
graphical form for key points in the system. These include flows in the major tributaries to the Main 
Nile (see Figure 9): the Sobat River inflow, the White Nile at Malakal, the Blue Nile at both El Deim 
and Khartoum, and the Atbara inflow to the Main Nile. They also include losses at various points in 
the Eastern Nile: along the Blue Nile, the Atbara, the Main Nile, and from evaporation in Lake 
Nasser.39 Finally, I report target and actual withdrawals from the system, and the net water balance at 
Lake Nasser (i.e. annual inflow minus the sum of evaporation and withdrawals), as explained above. 
Several other outcome measures are discussed in Section 6.6, using stochastic flows rather 
than the historical flow series: annual system and country-specific hydropower production, the 
percentage of irrigation demands met in different countries, and maximum monthly flows in Sudan.   
                                                 
39
 I do not report losses from the Sudd swamps of South Sudan, because these are very approximate. These are 
calculated as a function of inflows and so do not explicitly include the effects of climate change except via its 
effect on runoff into the Nile (see Appendix C for details on the Sudd model).  
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6.2 Current development and historical climate 
The water balance of the Nile system, measured in terms of the Nile flow at Aswan, has been 
discussed in previous work; calculations of it formed the basis for the water allocations specified in 
the 1959 Nile Waters Agreement between Egypt and Sudan. Figure 22 presents my own calculation 
of this water balance in a system with no water withdrawals by the riparians and no evaporation from 
man-made infrastructures, based on the 1912-1977 hydrology. Total flow at Aswan (nearly 86 bcm/yr) 
for this series is slightly higher than that used to set the 84 bcm/yr total in the 1959 treaty. These 
calculations are similar to others recently presented in Blackmore and Whittington (2009).  
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Figure 22. Nile water balance based on historical hydrology (1912-1977). Losses are shown with gray 
arrows; all values in bcm/yr (Author’s calculations using data from ENTRO).  
 
Natural losses from the system are high, especially in the Sudd swamps and on the Main Nile 
between Khartoum and Aswan. The calculations suggest that 7.3 bcm/yr is lost in the White / Main 
Nile, but some of the losses stem from evaporation of water stored behind the Gebel el Aulia Dam.40 
The precise water balance for the Baro-Akobo is also not shown due to data limitations. It is believed 
                                                 
40
  I know of no high quality studies of the water balance for that reservoir, which is located in a hydraulic region 
of the White Nile that experiences important backwater effects from the Blue Nile. Rough estimates of 
evaporation from Gebel Aulia are 2-2.5 bcm/yr. 
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that losses from overbank spills and high evapotranspiration in the wetlands of the Baro-Akobo are 
high. Recent calculations based on evidence from remote sensing suggest that it would be technically 
difficult to reduce those losses (Blackmore and Whittington, 2009). It is useful at this point to make an 
explicit distinction between blue and green water in the Nile Basin. Figure 22 only shows flows of blue 
water, or water that is at some point in time actually in the river system. This is a much smaller 
amount of water than the green water which falls as precipitation over the entire basin area. Most of 
the green water returns to the atmosphere via evapotranspiration, some flows into the river as runoff, 
and some percolates down to the groundwater table. In the Nile Basin, fluxes of green water are 
much higher than fluxes of blue water.    
To better understand the existing balance of flows through the Nile system, we next add 
existing regulating infrastructures and withdrawals to it, yielding the H_D0 situation (Figure 23). We 
can thus see that losses in the upstream river increase with the addition of the Sudanese storage 
reservoirs. Much of the total increase in losses in Sudan is due to the Merowe dam (about 1.8 
bcm/yr), although Sennar, Roseires and the Khasm el Girba Dams in Sudan all contribute as well (1.2 
bcm/yr in total). Losses in the Nile mainstem increase from 8 to 11% of flow.  
Second, losses due to evaporation from the lake behind the HAD area extremely high, 
amounting to approximately 13 of the 69 bcm/yr reaching Lake Nasser. As noted by others 
(Blackmore and Whittington, 2009), this is somewhat higher than recent measurements of the lake’s 
evaporation, which are in the range of 10-12 bcm/yr, because Egypt 1) took several years to fill the 
reservoir, and 2) has historically been releasing more than 55.5 bcm/yr from the High Aswan Dam 
and through the Toshka spillway, such that reservoir levels have been lower than is implied in the 
modeling of this analysis. Third, the water balance shows that Egypt is able to satisfy her 1959 water 
allocation of 55.5 bcm under the existing system configuration. There is an average surplus in net 
inflows to Aswan once evaporation is taken into account because Sudan is using less that 20.5 
bcm/yr; this is what has allowed Egypt to release more than 55.5 bcm/yr of water.  
6.3 The effect of increased development with historical climate 
What happens to this water balance when the Eastern Nile riparians’ increase irrigation 
withdrawals to D1 and D2 levels? Under both conditions, the existing surplus at Lake Nasser is lost 
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(Table 15). As shown, the water balance at Lake Nasser changes from +0.5 bcm/yr for status quo 
demands to -0.5 bcm/yr and -0.9 bcm/yr in the two respective conditions. However, in both cases 
Egypt is still able to satisfy its demands in all years of the simulation. There are several reasons why 
this is the case. 
Main
Nile
Lake
TanaBlue Nile
Sobat
Sudd
Lake
Albert
Lake
Kyoga
Lake
Victoria
Baro
Loss
92.3
Rain
100
Torrents
Dinder & Rahad
Pibor
Bahr el 
Ghazal 
Inflow
Bahr el 
Jebel 
Inflow
69.1
78.7 
68.8
White Nile
29.5
16.2 13.013.3
50.4
40.8
Loss
1.0
Loss
30.6
3.0
Loss
7.0
Loss
4.7
Inflow
3.0
Inflow
6.2
Loss
2.7
3.3
11.3
4.7
18.025.724.0
27.5
11.8
Loss
Before
Aswan
8.8
Inflow
10.0
Intermediate gauges
Kessie = 15.9
Karadobi = 20.8
Mendaya = 34.6
Border = 51.0
Loss
3.6
Existing infrastructures
Existing Demands:
Sudan: 14.0 bcm/yr;
Egypt: 55.5 bcm/yr;
Ethiopia: 0.3 bcm/yr.
1.5
10.5
1.3
Loss HAD
13.1
Loss
0.6
55.5
0.7
 
Figure 23. Nile water balance for H_D0 condition. Losses are shown with gray arrows, and 
withdrawals are shown by dark gray arrows and gray boxes; all values in bcm/yr. 
 
First, much of the increase in demand is offset by a decrease in evaporation that 
accompanies reduced storage levels and surface area of Lake Nasser. Evaporation losses from 
behind the Aswan Dam decrease from 13.1 bcm/yr (H_D0) to 10.1 (H_D1) and 7.4 (H_D2). Second, 
other losses in the system also decrease due to lower flows, especially in the Blue Nile sub-basin 
(from 3.6 in D0 to 2.4 bcm/yr in D2), where most of the additional withdrawals occur. Third, neither 
Sudan nor Ethiopia is able to fully satisfy all target demands, because of the insufficiency of existing 
storage structures and the seasonality of flows. For example, in H_D2, Sudan’s plans for irrigation 
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increase to 18.0 bcm/yr, but she is only able to satisfy 16.1 bcm/yr of those demands. Thus Sudan 
(and/or Ethiopia) would have to invest in additional storage in order to reach these target demands.41   
 
Table 15: Nile water balance for the three water withdrawal conditions, with historical climate a 
   
 H_D0 H_D1 H_D2 
Flows    
Sobat  13.3  12.4 (-0.9)  11.5 (-1.8) 
White Nile at Malakal 29.5  29.0 (-0.5)  28.6 (-0.9) 
Blue Nile at Deim 50.4  49.4 (-1.0)  48.4 (-2.0) 
Blue Nile at Khartoum 40.8  38.3 (-2.5)  36.7 (-4.1) 
Atbara at Mainstem 9.9  9.0 (-0.9)  8.1 (-1.8) 
Lake Nasser Inflow 69.1  65.1 (-4.0)  62.0 (-7.1) 
 
   
Losses 
   
Blue Nile Losses 3.6  3.4 (-0.2)  2.4 (-1.2) 
Atbara Losses 0.6  0.6 (+0.0)  0.6 (+0.0) 
Nile Mainstem Losses 8.8  8.7 (-0.1)  8.6 (-0.2) 
Evaporation from HAD 13.1  10.1 (-3.0)  7.4 (-5.7) 
 
   
Target Demands  
   
Ethiopia 0.3  3.6 (+3.3)  7.2 (+6.9) 
Sudan b 14.0  16.1 (+2.1)  18.0 (+4.0) 
Egypt 55.5  55.5 (+0.0)  55.5 (+0.0) 
    
Demands actually met  
   
Ethiopia 0.3  3.5 (+3.3)  6.7 (+6.4) 
Sudan 14.0  15.5 (+1.5)  16.1 (+2.1) 
Egypt 55.5  55.5 (+0.0)  55.5 (+0.0) 
    
Water Balance at Lake Nasser +0.5  -0.5 (-1.0)  -0.9 (-1.4) 
 
a All flows, losses and demands in bcm/yr; incremental changes from status quo are shown in parentheses. 
b
  The proposed irrigation projects for full development in Sudan add up to 18.4 bcm/yr, but I assume that Sudan 
would be limited to 18.0 bcm/yr for irrigation due to evaporation from its reservoirs built after the 1959 treaty. 
 
Of course, added storage would also increase upstream evaporation losses, especially in 
Sudan where there are few attractive dam sites. This in turn would reduce the amount of water legally 
available for consumption in Sudan. Ethiopia, on the other hand, would likely be able to nearly satisfy 
its demands for irrigation water without investments in large storage. And under historical hydrological 
conditions, even if Sudan were able to withdraw 18.0 bcm/yr, Egypt would probably still be able to 
release 55.5 bcm in most years. At the same time, storage levels and hydropower production would 
be significantly reduced at Lake Nasser, and deviations from the historical flow series might raise 
concerns over the reliability of the Nile water supply.  
                                                 
41
 Note that Sudan appears to be engaged in exactly this type of planning of new dams, with the help of the 
Chinese, especially on the Main Nile (rather than the Blue Nile). See McDonald et al. (2008) for more details. 
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These calculations are generally consistent with the findings of other research. Waterbury 
and Whittington (1998), for example, discuss the problems posed by increasing water withdrawals in 
both Ethiopia and Egypt, concluding that the Nile riparians could not achieve all of their unilateral 
goals for increased irrigation development. Their research considered increases of 5 bcm or more in 
both countries, which would significantly exceed the increases modeled here. More recent work 
(using nearly the same flow series as that analyzed in this chapter) argues that increasing 
withdrawals in Ethiopia and Sudan would only lead to occasional demand deficits, and reasoned that 
these could be managed cooperatively by the riparians (Blackmore and Whittington, 2009).  
6.4 The effect of climate change in the baseline withdrawal condition 
The next step of the analysis is to evaluate how climate change might affect these water 
balance calculations. We first consider the system in the D0 development condition and A2 climate 
scenario. In studying this A2_D0 situation, we proceed by adding different aspects of climate change 
one at a time. We start with the projected mean runoff changes in the different Nile Basin sub 
catchments, and add the physical climate linkages individually and together to obtain the cumulative 
effect of the A2 scenario on the water balance. In this way, we can observe how the various linkages 
affect the system. The analysis concludes with a sensitivity analysis a) using the bounds of the inflow 
sensitivity scenarios (I-15_D0 and I+6_D0), and b) the second IPCC scenario (B2_D0). 
The A2_D0 Analysis  
The A2_D0 experiment shows that the largest change in water balance indicators for this 
system is associated with changes in runoff (Figure 24). Somewhat less important are changes 
related to crop-water requirements and net evaporation from the system’s natural and built storage 
reservoirs. The A2_D0 runoff changes alone result in a -0.9 bcm/yr reduction from the +0.5 bcm/yr 
H_D0 surplus found at Lake Nasser. Levels in the reservoir would therefore drop to a new, lower 
equilibrium if releases of 55.5 bcm/yr were maintained. This change is much less than the 4.1 bcm/yr 
reduction in inflows to the lake, because lower storage levels and lake surface area are mostly offset 
by reduced evaporation, which decreases by nearly 3.2 bcm/yr. Changes in net evaporation (one of 
the model linkages) in the rest of the system result in slightly higher inflow to Lake Nasser (+0.5 
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bcm/yr), because precipitation increases in the rainy portions of the basin (especially the Equatorial 
Lakes Region) outweigh increased evaporation due to higher temperatures. These have a minor 
effect on the overall water balance at Lake Nasser, though, because the lake surface area increases 
again, raising evaporative losses by about 0.4 bcm/yr. 
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Figure 24. Summary of key indicators related to climate scenario linkages for A2_D0 experiment 
 
The temperature increases of the A2 climate scenario lead to increases in crop water 
requirements of 6 to 7%, as shown by the white bar in the Crop-Temp Linkage experiment. These 
increases, though, have only a slightly negative effect on the water balance at Lake Nasser, primarily 
because so few of the additional demands can be met. Egypt experiences demand increases of 4 
bcm/yr, but she is constrained to use 55.5 by the prevailing legal regime, and would in any case not 
want to increase withdrawals to levels that could not be sustained given the annual supply of Nile 
water. Sudan experiences increases of 0.9 bcm/yr but is only able to meet 0.7 bcm/yr of these 
additional demands because of seasonal storage constraints in the Blue Nile. The somewhat reduced 
inflows to Lake Nasser (-0.8 bcm/yr) that result from increased Sudanese abstractions are then 
mostly offset by reduced evaporation (-0.7 bcm/yr). The other linkage between crop-water 
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requirements and precipitation over irrigated lands has a negligible effect on the water balance, 
because precipitation over most irrigated lands is so low in the Nile Basin.  
We thus arrive at a complex set of balancing factors on the water balance at Lake Nasser in 
this A2_D0 experiment, with an overall decrease of about 1.0 bcm/yr (from a +0.5 bcm/yr surplus with 
occasional spills from the High Aswan Dam, to a -0.5 bcm/yr deficit with lower long-term storage in 
the lake). In this scenario, climate change lowers runoff into the system and greatly increases water 
demands. Offsetting these decreases, however, are the effect of reduced evaporation and the legal, 
practical (for Egypt) and seasonal storage (for Sudan) constraints on additional water withdrawals.  
A few results of these experiments that go beyond the basic indicators discussed above 
deserve additional attention. The system-wide water balance for the A2_D0 experiment is depicted in 
Figure 25, with changes from the H scenario (from Figure 23) shown in parentheses. As shown, there 
are gains to Nile flow from increased rainfall in the Equatorial Lakes Region, and inflows into the 
Sudd are predicted to increase by 4.5 bcm/yr. Most of this increase is however lost to higher spills in 
the swamps, so that Sudd outflow is only found to be 1.0 bcm/yr higher than in the H_D0 experiment, 
without accounting for the effect that higher temperatures might increase Sudd losses. By Malakal, 
the increase has dropped further to +0.8 bcm/yr (Table 16). Also important are changes in losses at 
other points in the system. As flows decrease in the Blue Nile, evaporative and routing losses are 
reduced (by about 0.3 bcm/yr). Along the Main Nile, however, losses increase again, due to 
increased routing losses and higher evaporation from behind the Gebel Aulia and Merowe dams. 
The A2 scenario water balance calculations thus suggest that the Nile could carry more water 
throughout the Equatorial Lakes Region, largely due to increased precipitation predicted over Lake 
Victoria. However, we can also see that unless “water-saving” projects such as the Jonglei Canal are 
implemented in southern Sudan, most of this additional water will be lost in the Sudd swamps, 
because of increased spilling and evaporation. In addition, evaporative losses associated with 
projects already existing in the basin will decrease flows leading to Lake Nasser. The cumulative 
effect of the A2 climate scenario is thus to decrease the balance of inflows to Lake Nasser, primarily 
via lower runoff and increased crop-water requirements. It should also be clear from the calculations 
that irrigators in the basin will need to develop strategies for confronting increasing crop-water 
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requirements. The agriculture sector could address demand shortfalls in a number of ways, perhaps 
investing in more efficient irrigation technologies, introducing water prices to promote efficiency in 
water use, encouraging farmers to alter the cropping mix to include less water-intensive crops, or 
restricting irrigation via other means.  
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Figure 25. Nile water balance for A2_D0 condition. A2 Scenario projections are from the multi-model 
ensemble mean of 3 models analyzed in the IPCC’s TAR; changes from the historical condition are 
shown in parentheses; all values in bcm/yr. 
 
Sensitivity Analysis 
We next consider the sensitivity of these water balance calculations to assumptions about 
climate change, first across a wider range of inflow changes (-15% and +6%) coupled with the A2 
scenario changes (in temperature), and second in the B2 scenario. Table 17 presents a tabular 
comparison of the water balance calculations for these scenarios. All withdrawals are capped at the 
1959 treaty allocations in these calculations, with the exception of columns 7 and 8 (which show what 
would happen in the absence of such limits). 
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Table 16: Nile water balance for A2_D0: A2 climate change projections and status quo withdrawalsa 
   
 
Historical 
Flows R only R + NE R + CWT R + CWP
 
All 
linkages 
Flows       
Sobat  13.3 13.1  (-0.2) 13.1  (-0.2) 13.1  (-0.2) 13.1  (-0.2) 13.1 (-0.2) 
White Nile at Malakal 29.5 28.6  (-0.9) 30.3  (+0.8) 28.6  (-0.9) 28.6  (-0.9) 30.3  (+0.8) 
Blue Nile at Deim 50.4 47.5  (-2.9) 47.3  (-3.1) 47.5  (-2.9) 47.5  (-2.9) 47.3  (-3.1) 
Blue Nile at Khartoum 40.8 37.9  (-2.9) 37.7  (-3.1) 37.3  (-3.5) 37.9  (-2.9) 37.1  (-3.7) 
Atbara at Mainstem 9.9 9.2  (-0.7) 9.2  (-0.7) 9.1  (-0.8) 9.2  (-0.7) 9.0  (-0.9) 
Lake Nasser Inflow 69.1 65.1  (-4.0) 65.6  (-3.5) 64.3  (-4.8) 65.1  (-4.0) 64.7  (-4.4) 
            
Losses            
Blue Nile Losses 3.6 3.4  (-0.2) 3.4  (-0.2) 3.3  (-0.3) 3.4  (-0.2) 3.3  (-0.3) 
Atbara Losses 0.6 0.6  (+0.0) 0.6  (+0.0) 0.6  (+0.0) 0.6  (+0.0) 0.6  (+0.0) 
Nile Mainstem Losses 8.8 8.4  (-0.4) 9.4  (+0.6) 8.4  (-0.4) 8.4  (-0.4) 9.4  (+0.6) 
Evaporation from HAD 13.1 10.0  (-3.1) 10.4  (-2.7) 9.3  (-3.8) 10.0  (-3.1) 9.8  (-3.3) 
            
Implied withdrawals b            
Ethiopia 0.3 0.3  (+0.0) 0.3  (+0.0) 0.3  (+0.0) 0.3  (+0.0) 0.3  (+0.0) 
Sudan 14.0 14.0  (+0.0) 14.0  (+0.0) 14.9  (+0.9) 14.0  (+0.0) 14.9  (+0.9) 
Egypt 55.5 55.5  (+0.0)  55.5  (+0.0)  59.5  (+4.0) 55.5  (+0.0)  59.5  (+4.0) 
            
Actual withdrawals b            
Ethiopia 0.3 0.3  (+0.0) 0.3  (+0.0) 0.3  (+0.0) 0.3  (+0.0) 0.3  (+0.0) 
Sudan 14.0 14.0  (+0.0) 14.0  (+0.0) 14.7  (+0.7) 14.0  (+0.0) 14.7  (+0.7) 
Egypt 55.5 55.5  (+0.0) 55.5  (+0.0) 55.5  (+0.0) 55.5  (+0.0) 55.5  (+0.0) 
            
Water Balance at Lake 
Nasser c +0.5 -0.4  (-0.9) -0.4  (-0.9) -0.6  (-1.1) -0.4  (-0.9) -0.5  (-1.0) 
Legend: R = Runoff changes only NE = Net evaporation CWT = Crop-water temperature  
 CWP = Crop-water precipitation   
a All flows, losses and demands in bcm/yr; incremental changes from status quo are shown in parentheses. 
b
 implied withdrawals are the withdrawals necessary to maintain the same irrigated acreage; actual withdrawals 
are constrained by the Nile water supply and legal regime that limits Egypt and Sudan to 55.5 bcm/yr and 18.0 
bcm/yr, respectively. 
c
 Defined as the difference between inflows to the lake and the sum of evaporation + actual withdrawals. 
 
This analysis raises several important points. First, even under the lower emissions B2_D0 
condition (column 3), rising temperatures raise crop-water requirements in Egypt to more than 58 
bcm/yr. In order to not exceed its treaty allocation, the irrigation sector would need to reduce cropped 
area or commit to stronger demand management and make investments in conservation. If demands 
in the basin upstream of Egypt remain at D0 levels, there could, however, be sufficient water to meet 
these demand increases in Egypt if inflows into the system increase, as shown by the calculations in 
column 8. With no change in inflows (column 5), Lake Nasser levels would decrease slightly without 
these additional withdrawals, due to increased losses and crop-water requirements in Sudan. 
Second, all of the modeled situations, with the exception of +6_D0, lead to a negative water 
balance at Lake Nasser in Egypt (columns 2-5). This is due to the combination of factors – runoff and 
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evaporation changes, and increases in crop-water requirements – identified when investigating the 
climate change linkages in the A2 scenario analysis. Because climate projections for the Nile tend to 
suggest somewhat reduced runoff overall, the availability of water from the river in downstream 
reaches is likely to decrease. Higher flows from the Equatorial Lakes may not translate into large 
hydrological changes in the Main Nile flowing through northern Sudan and Egypt because of the 
damping effect of losses in the Sudd and along the Nile mainstem. Also, in the absence of changes in 
cropping choices, higher temperatures result in significantly higher crop water requirements and 
higher upstream abstractions from a river that already carries less water due to the reduced runoff.  
 
Table 17: Sensitivity analysis of the effect of climate change on the Nile water balance with status quo 
irrigation.D0 a 
   
 (1) (2) (3) (4) (5) (6) (7) (8) 
 H_D0 A2_D0 B2_D0 -15_D0 +0_D0 +6_D0 
-15% 
Inflows: No 
legal capc 
+6% 
Inflows: No 
legal capc 
Flows         
Sobat  13.3 13.1 (-0.2) 13.9  (+0.8) 11.3 (-2.0) 13.3 (+0.0) 14.1 (0.8) 11.3 (-2.0) 14.1 (0.8) 
White Nile – Malakal 29.5 30.3  (+0.8) 34.3   (+4.8) 22.2 (-7.3) 28.6 (-0.9) 32.9 (+3.4) 22.2 (-7.3) 32.9 (+3.4) 
Blue Nile – Deim 50.4 47.3  (-3.1) 48.6 (-1.8) 42.4 (-8.0) 50.3 (-0.1) 53.9 (+3.5) 42.4 (-8.0) 53.9 (+3.5) 
Blue Nile – Khartoum 40.8 37.1  (-3.7) 38.7 (-2.1) 32.1 (-8.7) 40.0 (-0.8) 43.9 (+3.1) 32.1 (-8.7) 43.9 (+3.1) 
Atbara – Mainstem 9.9 9.0  (-0.9) 8.9 (-1.0) 8.0 (-1.9) 9.8 (-0.1) 10.5 (+0.6) 8.0 (-1.9) 10.5 (+0.6) 
Lake Nasser Inflow 69.1 64.7  (-4.4) 67.8 (-1.3) 55.2 (-14.1) 67.7 (-1.4) 74.2 (+5.1) 55.2 (-14.1) 74.2 (+5.1) 
          
Losses          
Blue Nile Losses 3.6 3.3  (-0.3) 3.5 (-0.1) 2.7 (-0.9) 3.5 (-0.1) 3.9 (+0.3) 2.7 (-0.9) 3.9 (+0.3) 
Atbara Losses 0.6 0.6  (+0.0) 0.6 (+0.0) 0.6 (+0.0) 0.6 (+0.0) 0.7 (+0.1) 0.6 (+0.0) 0.7 (+0.1) 
Nile Mainstem Losses 8.8 9.4  (+0.6) 11.8 (+3.0) 4.8 (-4.0) 8.3 (-0.5) 10.7 (+1.9) 4.8 (-4.0) 10.7 (+1.9) 
HAD Evaporation  13.1 9.8  (-3.3) 12.2 (-0.9) 3.1 (-10.0) 12.3 (-0.8) 15.3 (+2.2) 2.4 (-10.7) 13.7 (+0.6) 
          
Implied Withdrawals           
Ethiopia 0.3 0.3  (+0.0) 0.3 (+0.0) 0.3 (+0.0) 0.3 (+0.0) 0.3 (+0.0) 0.3 (+0.0) 0.3 (+0.0) 
Sudan 14.0 14.9  (+0.9) 14.6 (+0.6) 15.1 (+1.1) 14.9 (+0.9) 14.6 (+0.6) 15.1 (+1.1) 14.6 (+0.6) 
Egypt 55.5 59.5  (+4.0) 58.6 (+3.1) 59.5 (+4.0) 59.5 (+4.0) 59.5 (+4.0) 59.5 (+4.0) 59.5 (+4.0) 
          
Actual Withdrawals          
Ethiopia 0.3 0.3  (+0.0) 0.3 (+0.0) 0.3 (+0.0) 0.3 (+0.0) 0.3 (+0.0) 0.3 (+0.0) 0.3 (+0.0) 
Sudan 14.0 14.7  (+0.7) 14.5 (+0.5) 14.7 (+0.7) 14.7 (+0.7) 14.5 (+0.5) 14.7 (+0.7) 14.5 (+0.5) 
Egypt 55.5 55.5  (+0.0) 55.5 (+0.0) 53.3 (-2.2) 55.5 (+0.0) 55.5 (+0.0) 54.0 (-1.5) 59.5 (+4.0) 
Average spill at HAD 0.4 0.0 (-0.4)  0.0 (-0.4) 0.0 (-0.4) 0.0 (-0.4) 2.7 (+2.3) 0.0 (-0.4) 0.7 (+0.3) 
         
Water Balance at 
Lake Nasser  d  +0.5 -0.5  (-1.0) 0.1 (-0.4) -3.4 (-3.9) -0.1 (-0.6) +3.4 (+2.9) -6.7 (-7.2) +1.0 (+0.5) 
 
a All flows, losses and withdrawals in bcm/yr; incremental changes from H_D0 in parentheses.  
b
 All scenarios except B2 include A2 scenario temperature changes; implied withdrawals are the withdrawals 
necessary to maintain the same irrigated acreage; actual withdrawals are constrained by the Nile water supply 
and legal regime that limits Egypt and Sudan to 55.5 bcm/yr and 18.0 bcm/yr, respectively.  
c
 These calculations demonstrate what happens to the water balance if Egypt and Sudan are allowed to 
withdraw more than 55.5 and 18.0 bcm/yr, respectively, to satisfy increasing crop water requirements. 
d
 Defined as the difference between inflows to the lake and the sum of evaporation + actual withdrawals. 
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A slightly negative net balance at Lake Nasser would not necessarily entail water deficits in 
Egypt relative to its 55.5 bcm target withdrawals. In the A2_D0 and B2_D0 situations (Columns 2 and 
3), for example, levels at Lake Nasser decline over time, but lower evaporative losses eventually 
compensate for these negative net inflows. As a result, flows are sufficient to meet Egypt’s target 
withdrawal of 55.5 bcm in all years of the perturbed historical series of flows, and the system reaches 
a new and lower long-term storage equilibrium, which is higher in the B2 scenario than in the A2 
scenario. Also, lower Lake Nasser levels would lead to a decrease in head through the HAD turbines, 
reducing hydropower generation in Egypt. 
On the other hand, larger decreases in inflows, for example by -15_D0 (Column 4), would 
push the system over an important tipping point, characterized by depletion of storage in Lake 
Nasser. In this scenario of sharply reduced runoff, evaporative savings from reducing storage in Lake 
Nasser are exhausted, because the lake is emptied by the target withdrawals in Egypt. When this 
“tipping point” is passed, then, the damping effect of evaporative savings, which offset decreased 
runoff, is lost. As a result, Egypt is only able to withdraw an average of about 53.3 bcm/yr. Though 
deficits (relative to the target withdrawals) would not necessarily fall to Egypt if cooperative 
arrangements were made to share them with upstream riparians, the system water supply would be 
insufficient under such conditions. Plus, it is worth noting that unilateral actions by Egypt to build 
resilience to reduced inflows into Lake Nasser, besides changing or reducing cropping patters, are 
quite limited. Other options would probably be limited to 1) reducing downstream water demands 
using some or all of the approaches discussed previously, and 2) finding other technical means for 
reducing losses at Lake Nasser. Egyptian water resources managers are now exploring technical 
ways to reduce evaporation by decreasing the surface area of Lake Nasser, but the gains of such 
research are likely to be small. 
Third, for both A2_D0 and B2_D0, flow into the Sudd is predicted to increase substantially due 
to higher precipitation over the Equatorial Lakes. This is important because climate model projections 
for the Nile Basin do show modest agreement about increasing precipitation in the Equatorial Lakes 
Region. Unfortunately for the lower riparians, much of this additional water would be lost to spilling 
and evaporation in the Sudd and losses from the Gebel Aulia reservoir and along the Main Nile. The 
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damping effect in the Sudd implies that cooperative solutions to save water in Sudan – such as 
finishing the Jonglei Canal or reassessing the need for new and existing reservoirs – may be worth 
reconsidering from a hydrological perspective. Such proposals are not environmentally or socially 
simple and would need to be negotiated carefully by numerous stakeholders and the governments of 
South Sudan, Sudan, and Egypt.  
Finally, it is worth emphasizing that there is a great deal of uncertainty associated with the 
effects that climate change could have on this system (as shown by the results in Table 17). The 
range of changes explored here is relatively modest. Even without considering the effect of the 
dynamic development baseline, the Eastern Nile riparians could find themselves in a situation where 
there is insufficient water to meet all water demands required by existing irrigation schemes. They 
could also find that there is more than enough water to maintain current demands, such that 
increasing crop-water requirements do not present serious problems. What these calculations make 
clear is that these governments should consider building adaptive capacity for dealing with climate 
uncertainty, and for treating system deficits as a basin-wide problem rather than one to be managed 
within the existing partial legal regime. This regime is clearly limited in its ability to deal with situations 
with large changes in the water balance.  
6.5 The two dimensions of the dynamic baseline: climate change and evolving water 
withdrawals 
This point is further accentuated if we study how moderate (D1) and high withdrawals (D2) 
affect the water balance across climate scenarios (Table 18). It seems possible that the system could 
support some additional withdrawals (as in the B2_D1 [column 3] or +6_D1 [column 5] situations). In 
A2_D1 (column 2), storage levels in Lake Nasser drop more substantially, but the demands could still 
largely be met. Spills from the High Aswan Dam still occur occasionally when inflows increase (+6_D1 
spills equal 0.7 bcm/yr), but would not do much to satisfy increased crop water requirements. It is also 
worth noting that D1 target withdrawals, especially in Sudan, could not be fully met in any climate 
scenario using existing storage, due to the seasonality of the Blue Nile. Columns 2-5 show that this 
shortfall ranges from 0.6 to 1.8 bcm/yr across climate scenarios (in Ethiopia the deficit is relatively 
small at 0.2 bcm/yr). There is not enough water in the Blue Nile during the dry winter and early 
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summer season to satisfy Sudan’s projected irrigation needs. And if Sudan were to increase her own 
investments in seasonal storage, losses would increase.  
If flows were reduced more substantially, system demand deficits (again crossing an 
important tipping point in the water balance) would become substantial in the moderate development 
scenarios. As shown by the difference between target withdrawals of 55.5 bcm/yr and demands met 
in Egypt for the -15_D1 situation, annual deficits to the system could reach 5 bcm/yr (column 4). This 
deficit would be on top of the Sudanese deficits that result from insufficient seasonal water storage. 
Again, there is no reason why these deficits would fall on Egypt if cooperative arrangements were 
made to share them. 
High withdrawals (D2) would present greater difficulties for the Nile riparians. Not only does 
the same problem of low seasonal storage exist, but it is somewhat exacerbated in Sudan by 
increased upstream Ethiopian abstractions. In the absence of cooperative planning, Sudan would 
have to invest in additional storage and regulating infrastructures to compensate for flow reductions in 
the Blue Nile during dry months. In addition, we now see system shortfalls (a move beyond the 
tipping point beyond which evaporative savings are exhausted) in both the A2_D2 (column 7) and -
15_D2 situations (column 9), with the latter being quite large at nearly 7 bcm/yr. The B2 scenario 
water balance (column 8) now resembles that of the A2_D1 scenario (column 2), in which system 
demands were met but storage in Lake Nasser dropped to very low levels. Only with increased flows 
(+6_D2; column 10) does the system look stable; even then the Aswan Dam no longer spills water 
beyond 55.5 bcm/yr. From a climate change perspective, it would appear to be exceedingly risky for 
the Nile riparians to embark on this high development path. Increased inflows could allow high 
irrigation, but other scenarios would not. 
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Table 18: Nile water balance with moderate and high upstream irrigation, and climate change a 
   
 
a All flows, losses and demands in bcm/yr; incremental changes from the historical status quo are shown in parentheses.  
b
 These scenarios include temperature changes from the A2 scenario. 
c
 Implied withdrawals are the withdrawals necessary to maintain the same irrigated acreage; actual withdrawals are constrained by the Nile water supply and legal 
regime that limits Egypt and Sudan to 55.5 bcm/yr and 18.0 bcm/yr, respectively. 
d
 Defined as the difference between inflows to the lake and the sum of evaporation + actual withdrawals.
 Moderate irrigation development D1  High irrigation development D2 
 
(1) (2)  (3)  (4)  (5)  (1) (2)  (3)  (4)  (5) 
H_D1  A2_D1 B2_D1 -15_D1 +6_D1  H_D2  A2_D2 B2_D2 -15_D2 +6_D2 
Flows            
Sobat  12.4 12.1 (-0.3) 13.0 (+0.6) 10.3 (-1.9) 13.2 (+0.8)  11.5 11.2  (-0.3) 12.1 (+0.6) 9.3 (-2.2) 12.3 (+0.8) 
White Nile at Malakal 29.0 29.8 (+0.8) 33.8 (+4.8) 21.7 (-7.3) 32.4 (+3.4)  28.6 29.3 (+0.7) 33.4 (+4.8) 21.2 (-7.4) 32.0 (+3.4) 
Blue Nile at Deim 49.4 46.4 (-3.0) 47.7 (-1.7) 41.4 (-8.0) 52.8 (+3.4)  48.4 45.3 (-3.1) 46.6 (-1.8) 40.4 (-8.0) 51.7 (+3.3) 
Blue Nile at Khartoum 38.3 35.0 (-3.3) 36.4 (-1.9) 30.3 (-8.0) 41.3 (+3.0)  36.7 33.9 (-2.8) 35.2 (-1.5) 29.3 (-7.4) 39.9 (+3.2) 
Atbara at Mainstem 9.0 8.1 (-0.9) 8.0 (-1.0) 7.1 (-1.9) 9.6 (+0.6)  8.1 7.1 (-1.0) 7.1 (-1.0) 6.2 (-1.9) 8.6 (+0.5) 
Lake Nasser Inflow 65.1 61.0 (-4.1) 64.0 (-1.1) 51.8 (-13.3) 70.0 (+4.9)  62.0 58.2 (-3.8) 61.1 (-0.9) 49.1 (-12.9) 67.0 (+4.6) 
            
Losses            
Blue Nile Losses 3.4 2.6 (-0.8) 2.9 (-0.5) 1.7 (-1.7) 3.6 (+0.2)  2.4 2.2 (-0.2) 2.3 (-0.1) 1.4 (-1.0) 3.0 (+0.6) 
Atbara Losses 0.6 0.6 (+0.0) 0.6 (+0.0) 0.6 (+0.0) 0.6 (+0.0)  0.6 0.5 (-0.1) 0.5 (-0.1) 0.4 (-0.2) 0.6  (+0.0) 
Nile Mainstem Losses 8.7 9.3  (+0.6) 11.7 (+3.0) 4.6 (-4.1) 10.6 (+1.9)  8.6 9.2 (+0.6) 11.6 (+3.0) 4.5 (-4.1) 10.5 (+1.9) 
Evaporation from HAD 10.1 6.5 (-3.6) 9.0 (-1.1) 2.5 (-7.6) 13.7 (+3.6)  7.4 4.4 (-3.0) 6.5 (-0.9) 2.1 (-5.3) 11.6 (+4.2) 
            
Implied withdrawals c             
Ethiopia 3.6 3.9 (+0.3) 3.7 (+0.1) 3.9 (+0.3) 3.8 (+0.2)  7.2 7.7 (+0.5) 7.4 (+0.2) 7.8 (+0.6) 7.5 (+0.3) 
Sudan 16.1 17.1 (+1.0) 16.7 (+0.6) 17.4 (+1.5) 16.8 (+0.7)  18.0 19.2 (+1.2) 18.8 (+0.8) 19.5 (+1.5) 18.8 (+0.8) 
Egypt 55.5 59.5 (+4.0) 58.6 (+3.1) 59.5 (+4.0) 59.5 (+4.0)  55.5 59.5 (+4.0) 58.6 (+3.1) 59.5 (+4.0) 59.5 (+4.0) 
            
Actual withdrawals c            
Ethiopia 3.5 3.8 (+0.3) 3.6 (+0.1) 3.8 (+0.3) 3.8 (+0.3)  6.7 7.5 (+0.8) 7.2 (+0.5) 7.5 (+0.8) 7.4 (+0.7) 
Sudan 15.5 15.9 (+0.4) 15.8 (+0.3) 15.6 (+0.1) 16.1 (+0.6)  16.1 15.9 (-0.2) 16.0 (-0.1) 15.4 (-0.7) 16.3 (+0.2) 
Egypt 55.5 55.5 (+0.0) 55.5 (+0.0) 50.5 (-5.0) 55.5 (+0.0)  55.5 55.0 (-0.5) 55.5 (+0.0) 48.3 (-7.2) 55.5 (+0.0) 
Average spill at Aswan 0.0 0.0 (+0.0) 0.0 (+0.0) 0.0 (+0.0) 0.7 (+0.7)  0.0 0.0 (+0.0) 0.0 (+0.0) 0.0 (+0.0) 0.0 (+0.0) 
            
Water Balance at Lake 
Nasser  d -0.5 -1.0 (-0.5) -0.4 (+0.1) -6.2 (-5.7) +0.8 (+1.3)  -0.9 -1.7 (-0.8) -0.8 (+0.1) -8.5 (-7.4) +0.0 (+0.9) 
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6.6 Summary of system outputs under differing climate change and development futures 
We now turn to the effect of a changing water balance on three important system outputs: 
hydropower production, demand deficits, and high flows in Sudan. The physical measures presented 
here are indicator statistics of outputs for different climate scenarios and water withdrawal conditions 
in the “evolving” baseline. For each climate scenario, 10,000 years of stochastic inflows were 
generated using the streamflow generator described in Chapter 4. These flows were then routed 
through the system in 100 sequences of 100 years, for each of the water withdrawal conditions. The 
results give a more reasonable indication of the reliability of the system outputs since they do not rely 
exclusively on the historical flow series and perturbations of it. 
For hydropower, we consider the average annual hydropower generated at the Sudanese 
dams (Roseires, Sennar, Gebel el Aulia, Khasm el Girba and Merowe) and from the Aswan Dam (net 
of pumping to the New Valley irrigation scheme). For Ethiopia, only hydropower production from the 
Tana-Beles hydropower project is included (production from TK-5 on the Tekeze River, as the Atbara 
is known in Ethiopia, is omitted because of data gaps). For irrigation deficits, we note average annual 
deficits as a percentage of the target demand in each scenario. Finally, acknowledging the limitations 
of using monthly models to predict floods, the 100-yr monthly maxima in Sudan along the Blue Nile 
are summarized, since peak background flows have implications for floods in Khartoum and other 
towns along the river.   
As one would expect, average annual hydropower production decreases in scenarios with 
reduced inflows or higher demands (Figure 26), but the sensitivities vary substantially at different 
points in the basin. In Ethiopia, production from Tana-Beles is steady at about 1540 GW-hr/yracross 
scenarios (results not shown). This is because water releases from Lake Tana can be regulated 
across situations to allow a steady discharge of 2 bcm/yr into the Beles diversion, and head is fairly 
constant. In Sudan, the sensitivity to changing inflows and increasing demands is relatively low, since 
reservoirs only store water seasonally and can be filled even when flows drop substantially. Energy 
production from the Aswan Dam, on the other hand, is sensitive to changing flows and upstream 
abstractions. This is because the head through the turbines depends on the water level in the 
reservoir, which changes with the flow balance in the system. Unless runoff into the Nile increases, it 
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will not be possible in the future to maintain historical levels of energy production at Aswan. To do so, 
levels in Lake Nasser would have to be maintained at their high historic levels (which also entails high 
evaporation). With increasing upstream abstractions and/or reduced flows, maintaining high levels 
would also require reduced releases from the reservoir, which would in turn lower hydropower 
production. Decreases in hydropower could be particularly large if system inflows are reduced by 
10% or more, or if high upstream withdrawals occur.  
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Figure 26. Average hydropower production from existing dams in Sudan (total) and the High Aswan 
Dam in Egypt, across climate scenarios 
  
The results for demand deficits are consistent with the water balance analysis and these 
findings on hydropower (Figure 27). In Ethiopia and Sudan, deficits relative to demand targets are the 
result of insufficient seasonal storage capacity, and are consistent across climate and development 
scenarios. Under status quo conditions, Sudan and Ethiopia experience very small annual deficits. 
The largest deficits in Ethiopia occur in the D2 condition, and amount to about 2% of the annual target 
demand (or roughly 0.2 bcm/yr). For Sudan, these seasonal deficits are somewhat larger in the D1 
and D2 development conditions, amounting to about 1 to 2.5 bcm/yr (or about 8 to 13% of annual 
target demand). Annual deficits in Egypt are low in the D0 condition so long as inflows are not 
reduced more than 10%, the tipping point at which storage drops to very low levels and evaporative 
savings at Lake Nasser are lost. In the D1 condition, 10% inflow reductions are more problematic, and 
with high development, inflow reductions of just 5% lead to the system crossing this tipping point, as 
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indicated by the increase in average deficits to nearly 2 bcm/yr (A2 and B2 scenarios yield similar 
average deficits to -5% inflows). This is again the combined effect of reduced runoff and increased 
upstream abstractions in Sudan and Ethiopia due to higher temperatures, and explains why the 
sensitivity of the system to increased withdrawals is somewhat greater than that found in work that 
only considers reduced inflows (Blackmore and Whittington, 2009). It is worth restating that these 
shortfalls in Egypt could be shared among riparians. Indeed, the “Egyptian” deficits shown in this 
analysis are system deficits, while the Sudanese and Ethiopian deficits are related to flow 
seasonality. 
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Figure 27. Deficits as a percentage of annual demand target in Sudan and Egypt, across climate 
scenarios 
 
Finally, let us consider high flows in Sudan. The 100-yr monthly maxima in Sudan are 
relatively insensitive to development, but are highly sensitive to changes in mean inflows and 
variability (Figure 28). If variability were to increase by 20% and mean inflow remained the same, the 
100-yr maxima would rise from about 21.5 bcm in the high flow month of the year to nearly 24 bcm. 
Such an increase in high flows could considerably raise flood risks. A 15% decrease in mean inflows 
into the system would considerably reduce these maximum flows, but only if variability were 
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unchanged, which seems unlikely given suggestions in the literature that higher temperatures will 
increase variability. 
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Figure 28. Hundred-year maximum monthly flows along the Blue Nile in Sudan, across climate 
scenarios 
 
6.7 Discussion 
This chapter presented calculations of the water balance in the Nile system under various 
climate scenarios and water withdrawal conditions. These components of the evolving baseline in the 
basin were deemed plausible based on a reading of climate projections from the scientific literature 
and irrigation Master Plans for this part of the world. The calculations showed that the system water 
balance is sensitive to assumptions about both climate change and development. Previous research 
has considered the implications of each of these dimensions for the future of the Nile system but has 
never considered them jointly, and may therefore underestimate the extent to which conditions in the 
basin could change. Also, in terms of climate change, previous research has focused either on 
changes in runoff alone, or on the need for greater water use for existing cropping systems, rarely 
studying the effects of both processes together.  
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We saw in this chapter that the effect of climate change is complex and involves feedbacks 
between water flows, evaporation and water withdrawals. Several aspects of climate change were 
shown to be important in changing the water balance in the Nile Basin. The system water balance 
appears particularly sensitive to large decreases in runoff. Also, maintaining the current extent of 
irrigation will require considerable efforts for adapting to the greater crop-water requirements implied 
by higher temperatures. Changes in net evaporation are somewhat ambiguous: increases in 
precipitation over the Equatorial Lakes are offset by losses in the Sudd swamps and increased 
evaporation from arid portions of the basin. Evaporation from Lake Nasser is very sensitive to water 
levels, such that small decreases in water levels can lead to large evaporative savings. 
It was shown that the system could not easily handle increases in withdrawals coupled with 
significant reductions in flow (say 10 to 15%). Indeed, system runoff reductions of 15% or more would 
create very significant water stresses even if no additional irrigation projects are pursued in Ethiopia 
and Sudan. The riparians’ individual goals for full irrigation development, as stated in their Master 
Plans, appear to only be possible if inflows increase in the basin in the future, or if other means of 
saving substantial amounts of water are pursued.  
These water balance calculations are summarized in Figure 29, which also illustrates the 
nonlinear nature of flow changes in this system. As shown, there are tipping points for which the 
water balance in the system rapidly increases or declines. When the system is balanced (i.e., when 
the graph is nearly horizontal), additional water withdrawals and changes in runoff have a relatively 
modest impact on net inflows at Lake Nasser. In this flat portion of the graph, levels at and 
evaporation from Lake Nasser fluctuate in offsetting fashion. When the system moves beyond this 
range, however, water withdrawals and flow changes make a larger difference. This can occur at 
either end of the graph. If on the one hand there is more than enough water, the lake fills and remains 
near full capacity in all years, such that increased evaporative losses no longer offset the gains of 
additional runoff. If however there is insufficient water, the lake empties and evaporation savings are 
no longer possible from lowering storage, such that further decreases in runoff decrease water 
availability more rapidly.  
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The consequences of this nonlinear water balance for basin planning are complex. For 
example, if flows increase, additional upstream withdrawals maintain the system close to its current 
equilibrium, while no change in withdrawals would enable greater releases from Lake Nasser. On the 
other hand, flow decreases accompanied by increased withdrawals could be very problematic, 
whereas flow decreases coupled with existing demands would be much less so. In the “adaptive 
development” condition (D3), where the downstream riparians (Sudan and Egypt) act to reduce D2 
target withdrawals by 10% to maintain supply reliability, results are very similar to those of the D0 
condition. Blackmore and Whittington (2009) obtained a similar result for one case of adaptive 
withdrawals (similar to the D2 condition) coupled with 10% decreases in system inflows. 
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Figure 29. Net inflows to Lake Nasser under different assumptions about climate change and 
development 
 
In addition, the calculations performed here show that Sudan is not able to achieve her 
irrigation goals using existing storage infrastructures; though the extent of its shortfalls depends on 
climate conditions. If Sudan continues to construct seasonal storage infrastructures along the Blue 
and Main Nile in an attempt to fully utilize its treaty allocation, the calculations in this chapter will be 
incorrect. Such infrastructures would also increase evaporative losses upstream of Lake Nasser, and 
it is unclear how evaporation from these reservoirs would affect the system water balance and 
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Sudan’s usable amount of water. Third, in the current infrastructure configuration, Ethiopia’s use of 
more water in irrigation decreases Sudan’s ability to reach her target allocation of 18.5 bcm/yr, 
because both countries generally need irrigation water during the same time periods.  
Finally, it cannot be overemphasized that just because the flow balance has been calculated 
at Lake Nasser does not mean that deficits would fall to Egypt (or conversely that Egypt would 
receive all surpluses). These deficits (or surpluses) could be shared among riparians to spread the 
costs (or benefits) of climate change more equitably. Enhanced cooperation will not remove climate 
change uncertainty, but it could help prevent frictions in relations between countries resulting from 
climate-change factors that are largely outside of their control. Indeed, these calculations give new 
urgency to the idea that the riparians should work together to develop adaptive capacity and 
development plans for dealing with a highly uncertain future. The relatively modest changes in runoff 
modeled here for the Nile system imply substantial changes in water availability at different locations 
in the basin, and the riparians would be well served to confront this uncertainty together rather than in 
unilateral fashion. Taken together, the calculations presented in this chapter suggest that Nile Basin 
countries would be prudent to build climate change possibilities into their planning models and 
decision processes, and should think carefully about how climate change could affect their plans for 
additional development of irrigation.  
Of course, the riparians should also consider the effect of the interaction of these two 
planning dimensions on other types of water resources projects, such as the potential JMP 
investments. We begin this investigation in Chapter 7, engaging in a critical look at how the different 
climate change linkages affect the economics and behavior of Mendaya. Subsequent chapters will 
then compare that project with the other JMP options, with an eye towards making specific planning 
recommendations for the riparians.
  
 
 
7 USING THE INTEGRATED FRAMEWORK: CLIMATE CHANGE AND THE ECONOMICS OF 
MENDAYA 
This chapter describes an application of the integrated hydro-economic framework of this 
research to the assessment of a single JMP alternative, the Mendaya Dam. Recall that the framework 
allows inclusion of multiple impacts of climate change on the water resources system: perturbations in 
runoff; net evaporation from storage structures; changes in target water demands; and alterations of 
the economic value of outputs such as energy, water and carbon offsets. The framework thus allows 
evaluation of infrastructure projects added to the system in different future situations. The types of 
changes described above enter at the two levels of the framework – hydrological and economic.  
The comparison in this chapter consists of a simple comparison of the performance of 
Mendaya in two situations – H_D1 and A2_D1 – that differ only in terms of climate. This study of the 
effect of the climate linkages on the economics of a single JMP infrastructure provides evidence for 
the hypothesis that climate change can have a significant effect on the economics of large water 
resources infrastructures. Such analyses provide support for retooling planning models along the 
lines proposed in Chapters 3 and 4. Because multiple infrastructures are not compared, the analysis 
is not meant to guide decisions concerning Mendaya or the other JMP projects, only to show how 
climate change can affect the project cost-benefit calculations. 
The next section of this chapter describes where the analysis of this chapter fits into the 
overall conceptual framework for this research, and explains my approach for studying the effects of 
the different climate change linkages. Section 2 presents results, and Section 3 concludes. 
7.1 Analytical approach 
To position this chapter’s analysis within the wider conceptual framework of my research, we 
refer again to the diagram from Chapter 1 (Figure 30). In this chapter, we consider the addition of the 
Mendaya Dam as proposed in that project’s pre-feasibility study. The reasons for selecting Mendaya 
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for this study are that it has received the most attention for inclusion in the JMP and that it was shown 
to have the highest NPV (Chapter 5). The attractiveness of Mendaya stems from the site’s high 
hydropower potential, favorable topography and location in the Blue Nile canyon, and large dead 
storage capacity. The economics of this project are assessed in two climate scenarios, one based on 
historical conditions (H), and the other using the A2 scenario described in Chapter 6. Climate 
conditions are modeled as influencing the project directly as well as through their effects on the Nile 
system. The project also affects the water resources system via the continuity equations.  
 
Figure 30. The focus of the analysis in this chapter: the effect of A2 scenario climate change on the 
economics of the Mendaya JMP project alternative given moderate (D1) upstream water withdrawals. 
 
In this chapter, we assume that the project is implemented in the context of the D1 withdrawal 
condition, which involves carrying out half of the proposed new irrigation projects from the Master 
Plans. The modeled situations are thus H_D1 and A2_D1. The “no dam” situation is further labeled as 
Inf0 while the situation with Mendaya is Inf2 (Inf1 and Inf3 will be used for Karadobi and Border). This 
chapter therefore considers four possible situations: a) H_D1_Inf0 (historical climate, moderate 
upstream increase in withdrawals and no JMP project, previously analyzed in Chapter 6); b) 
H_D1_Inf2 (historical climate, moderate upstream withdrawals and Mendaya); c) A2_D1_Inf0 (A2 
scenario climate, moderate upstream withdrawals and no project, also discussed in Chapter 6); and 
d) A2_D1_Inf2 (A2 scenario climate, moderate upstream withdrawals and Mendaya). 
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General Approach 
As in the previous chapter, the H_D1 and A2_D1 situations are characterized by different 
temperature and precipitation, and inflows into the river. The analysis uses the stochastic inflow 
generator to predict inflows with mean monthly flows corresponding to historical mean inflows (H) and 
projected A2-scenario perturbations to those means (A2). We study the effects on the project 
economics of changes in inflows as well as the linkages – discussed in Chapter 4 – between climate 
and physical and economic factors. As in the previous chapter, the individual and combined influence 
of the climate linkages on the calculations is evaluated.  
There are two important differences between the analysis in this chapter and the previous 
one. First, the outcomes of interest include both physical indicators for the system and economic 
outcomes for Mendaya, rather than just the former. Second, the economic analysis incorporates 
additional climate linkages that were not included in Chapter 6. These have to do with the value of 
outputs from the Mendaya project itself and Nile system as a whole. Because the first set of linkages 
enter the modeling framework at the hydrological level, these are hereafter called the physical 
linkages, even though they have economic consequences. The second set enters the framework at 
the economic level and are referred to as economic linkages: 
1. Physical linkages: 
a. The effect of temperature and precipitation on net evaporation from lakes and reservoirs; 
b. Temperature-induced changes in crop water requirements; and 
c. The effect of precipitation changes on irrigation water requirements. 
2. Economic linkages: 
a. Increases in the value of energy due to reduction of use of conventional supplies; 
b. Increases in the value of water under conditions of more-heavily constrained water supplies 
(due to reduced inflows and increased demand for water in irrigation); and 
c. The value of carbon offsets obtained from hydropower. 
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Review of Model Parameters  
The economic analysis of Mendaya is conducted based on the costs and benefits presented 
in Chapter 5. The same parameter ranges, obtained from project pre-feasibility studies and other 
information provided by ENTRO, and distributions are used (see Table 7 and Table 11).  
Outcome Measures 
In assessing the physical changes induced by the A2 climate scenario, we focus on a limited 
number of system outcomes. First, the effect of the various climate change linkages on the water 
balance in the system – measured at Lake Nasser – is compared, with and without Mendaya. For this 
comparison only, the historical flow series and perturbations of it are used, because readers familiar 
with the historical water balance in the Nile Basin may find this presentation more accessible. Then, 
synthetic inflow series’ are used to describe changes in hydropower and demand shortfalls in the 
system. These changes are measured for the H and A2 scenarios, with and without Mendaya.  
The economic value of Mendaya is assessed with the Net Present Value (NPV) criterion. 
NPV is defined as the present value of benefits minus costs, where the present value is determined 
using a discount factor. In the analysis described in this chapter, the costs and benefits occurring in 
year t are multiplied by the standard exponential discount factor r(t), that is: 
r(t) = 1/(1+δ)t, where        (13) 
δ = discount rate. Thus the NPV over a project time horizon of T years is simply: 
NPV = .)()(
0∑ = ⋅−
T
t tt
trCB        (14) 
I also present the project’s Economic Internal Rate of Return (IRR), and additional details on the 
components of project costs and benefits under different conditions, for comparison with the results 
from Chapter 5.  
Sensitivity Analysis 
The Monte Carlo simulations of project NPV and IRR in these two climate scenarios are 
supplemented with one-way sensitivity analyses of key model parameters, presented using tornado 
diagrams similar to the one presented for Karadobi in Chapter 5. Also, the sensitivity of the project 
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economics over the range of inflow sensitivity climate scenarios (-15_D1 to +6_D1) and water 
withdrawal conditions (D0 to D3) is assessed. Finally, the incremental effect of the dam on the water 
balance calculations with different levels of system withdrawals and inflows is shown.  
7.2 Results 
The Nile water balance in the H_D1 and A2_D1 experiments 
Figure 31 shows the water balance of the Nile system obtained using the hydrological 
simulation model (H_D1_Inf0 situation). Compared to H_D0_Inf0 (Figure 23, Chapter 6), the additional 
upstream irrigation withdrawals are sufficient to induce a slightly negative balance of net inflows to 
Lake Nasser. As discussed in Section 6.3, the result of this imbalance is that Lake Nasser levels 
decline somewhat relative to their historical levels. Because evaporation losses decrease with 
declining lake surface area, thereby offsetting the lower inflows into the lake, reservoir levels drop to a 
lower long-term storage equilibrium. 
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Figure 31. Nile water balance for the H_D1 condition, including moderate upstream irrigation 
development and existing regulating infrastructures; losses are depicted by light arrows and irrigation 
abstractions by boxed amounts (all amounts in bcm/yr). 
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This water balance is affected both by climate change and the presence of Mendaya. As 
shown in Table 19, incremental changes due to A2-scenario perturbations in runoff (column 2) are 
more significant than the physical linkages (columns 3-5). Runoff generally decreases throughout the 
basin under these conditions, such that flow out of the Sobat, White Nile, Blue Nile and Atbara Rivers 
decrease. As a result, inflows into Lake Nasser from runoff changes are about 4 bcm/yr lower, 
whether or not Mendaya is built into the system. Changes in net evaporation have a more complex 
effect on the water balance (column 3). Higher predicted rainfall over the Equatorial Lakes leads to a 
1.7 bcm/yr increase in flow out of the White Nile, but this gain is largely offset by increased losses in 
the Blue and Main Nile. With or without Mendaya, evaporation decreases the flow out of the Blue Nile 
by 0.2 bcm/yr and increases losses in the Main Nile by 1.0 bcm/yr (results not shown). The net effect 
of the changes at Lake Nasser is somewhat increased inflow (by 0.5 bcm/yr), but the majority of this 
benefit is lost to evaporation increases of 0.4 bcm/yr from the reservoir. 
Next, crop-water requirements increase due to higher temperatures, which alters the water 
balance as well (column 4). The temperature-withdrawals linkage results in lower flow out of the Blue 
Nile and Atbara because irrigators along those rivers take more water for their crops. The net effect of 
increased crop-water requirements is somewhat more pronounced with Mendaya than without it, 
because the flow regulation provided by the dam allows upstream irrigators in Sudan to withdraw 
water that they could not access in its absence (due to high seasonality of Blue Nile flow). This can 
be seen by the fact that Blue Nile outflow at Khartoum is reduced by 0.5 bcm/yr when this linkage is 
included with Mendaya, compared with a smaller 0.2 bcm/yr reduction without it. Effects of changes in 
precipitation on withdrawals for irrigation, in contrast, are quite small (column 5).  
The total effect of the A2 scenario relative to historical climate conditions is to reduce net 
inflows to Lake Nasser by 0.5 bcm/yr when Mendaya is not in the system, and by 0.7 bcm/yr when it 
is (column 6). In the A2 scenario, the dam thus only decreases the water balance by 0.2 bcm/yr even 
though Blue Nile flows at Khartoum are reduced by 2.5 bcm/yr (from 35.0 to 32.3 bcm/yr). This is 
because decreased inflows (and storage levels) are largely offset by a 2.4 bcm/yr reduction in 
evaporation at Lake Nasser. Also, these results do not account for additional water stored upstream 
to fill Mendaya, which begins the simulation empty. This water could theoretically be released during 
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droughts to supply downstream water demands. In fact, after adjusting the flow balance to account for 
that water, we obtain a net gain of 0.4 bcm/yr in water for the A2_D1_Inf2 configuration relative to 
A2_D1_Inf0.42  Deficits do not occur in Egypt over the course of this simulation with perturbed 
historical flows even though Lake Nasser levels drop. Further below, we consider whether these 
changes decrease the reliability of the system using the 10000 years of synthetic streamflows.  
 
Table 19. The effect of the climate change linkages on the water balance of the Nile system, with and 
without Mendaya, in bcm/yr (changes from historical to A2 shown in parentheses in column 6) 
  
Without Mendaya 1. H_D1 2. R 3. R+NE 4. R+CWT 5. R+CWP 6. All (A2_D1) 
A1. Sobat 12.4 12.2 12.2 12.2 12.2 12.1 (-0.3) 
B1. White Nile at Malakal 29.0 28.2 29.9 28.1 28.2 29.8 (+0.8) 
C1. Blue Nile at Deim 49.4 46.6 46.4 46.5 46.6 46.4 (-3.0) 
D1. Blue Nile at Khartoum 38.3 35.5 35.3 35.1 35.5 35.0 (-3.3) 
E1. Atbara at Mainstem 9.0 8.3 8.3 8.2 8.3 8.1 (-0.9) 
F1. Lake Nasser Inflow 65.1 61.2 61.7 60.5 61.2 61.0 (-4.1) 
G1. Lake Nasser Evaporation 
 + Egyptian Withdrawalsa 65.6 62.2 62.6 61.6 62.2 62.0 (-3.6) 
H1. Lake Nasser Water Balance -0.5 -1.0 -0.9 -1.1 -1.0 -1.0 (-0.5) 
       
With Mendaya 1. H_D1 2. R 3. R+NE 4. R+CWT 5. R+CWP 6. All  
A2. Sobat 12.4 12.2 12.2 12.2 12.2 12.1 (-0.3) 
B2. White Nile at Malakal 29.0 28.2 29.9 28.1 28.2 29.8 (+0.8) 
C2. Blue Nile at Deim 47.9 45.0 44.8 44.9 45.0 44.7 (-3.2) 
D2. Blue Nile at Khartoum 36.2 33.2 33.0 32.5 33.2 32.3 (-3.9) 
E2. Atbara at Mainstem 9.0 8.3 8.3 8.2 8.3 8.1 (-0.9) 
F2. Lake Nasser Inflow 63.1 58.9 59.4 57.9 59.0 58.3 (-5.0) 
G2. Lake Nasser Evaporation 
 + Egyptian Withdrawalsa 63.7 60.1 60.4 59.3 60.1 59.6 (-4.1) 
H2. Lake Nasser Water Balance -0.6 -1.1 -1.0 -1.5 -1.1 -1.3 (-0.7) 
Incremental Effect of Mendaya -0.1 -0.1 -0.1 -0.4 -0.1 -0.3 (-0.2) 
 
Legend: R = Runoff changes only NE = Net evaporation linkage CWT = Crop-water temperature linkage 
 CWP = Crop-water precipitation linkage 
a
  Actual withdrawals in Egypt are constrained by the legal limit of 55.5 bcm/yr specified in the 1959 Nile 
 Waters Agreement, even though climate change increases crop water requirements. 
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 One should be cautious with this type of calculation, which is conducted as follows. The 44.8 bcm stored in 
Mendaya is converted to an annual number by dividing by the number of years in the simulation, in this case 66, 
to yield ~0.7 bcm/yr. This is added to the -1.3 bcm/yr water balance result in column 6, row H2 of Table 19, 
giving -0.6 bcm/yr, which is 0.4 more than the -1.0 bcm/yr water balance in column 6, row H1 (the situation 
without Mendaya). There are several reasons why this calculation should be interpreted carefully. For one, not all 
of this stored water is available to the system (about 20 bcm will be locked in dead storage if the dam is built as 
currently proposed). Also, there would be transmission losses between the Blue Nile canyon in Ethiopia and 
Lake Nasser in Egypt, such that only some fraction of the available water would actually end up in Lake Nasser. 
Nonetheless, this calculation does lend credence to the arguments many make that storing water upstream could 
yield evaporative savings to the system such that water availability might actually increase. 
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Sensitivity of the water balance in the system to changing water withdrawals 
It is useful to briefly consider the sensitivity of the water balance calculations to different 
water withdrawal conditions. The overall and incremental effects of A2 climate change and Mendaya 
on net inflows to Lake Nasser are shown in Figure 32, for the unadjusted water balance that does not 
account for water held upstream, and the calculation adjusted for storage (as described in footnote 42 
above). The effects of climate change and the new dam are similar across the D0, D1 and D3 
conditions. In all three cases, the combination of Mendaya and A2-scenario climate change 
decreases the flow balance to Lake Nasser by 0.8 to 1.0 bcm/yr when upstream storage is not 
included, with the incremental effect of Mendaya between -0.1 and -0.3 bcm/yr; this is the incremental 
effect of filling the reservoir on net inflows to Lake Nasser. Adding the upstream storage to these net 
inflows, the overall water balance decreases by 0.2 to 0.4 bcm/yr in these three conditions, and the 
incremental effect of Mendaya is to increase the amount of water in the system by 0.4 to 0.6 bcm/yr.  
These calculations also show that the combination of A2 scenario climate change and high 
withdrawals (D2) would be more problematic for this system. What is most striking in this case is the 
fact that both climate change and Mendaya have strongly negative incremental effects on net inflows 
at Lake Nasser, even if one adjusts for storage. In Chapter 6 (Figure 29), the existence of “tipping 
points” in this river basin was discussed, beyond which major changes in water availability would 
occur due to the system moving beyond the range where evaporation savings (or increases) buffer 
the effect of reduced (or increased) flows. It was shown that 10-15% reductions in inflows could be 
problematic when combined with existing or somewhat higher withdrawals (D0 and D1 conditions), 
and that higher withdrawals (D2) would be problematic when combined with reductions in Nile flow. 
Here we see that large projects in the Blue Nile also interact with these tipping points. On the one 
hand, if the system remains well balanced (in the relatively flat portion of Figure 29), moving storage 
upstream into the Blue Nile canyon can be quite beneficial, because it enables lower long-term 
storage in Lake Nasser, thereby yielding evaporative savings. On the other hand, high, uncoordinated 
withdrawals combined with Blue Nile storage could increase water stress if the former lead to a 
situation where there are no evaporative savings to be gained from moving storage upstream. The 
riparians need to understand and plan ways to avoid such tipping points. 
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Figure 32. Change in water balance at Lake Nasser compared to historical climate across the D0-D3 
water withdrawal conditions, under A2 climate conditions when the Mendaya Dam is constructed 
(number labels indicate total change). 
 
The effect of the physical climate change linkages on system outputs without Mendaya 
Returning to the D1 condition, the influence of runoff changes and the individual physical 
linkages on the productive outputs of the system, with and without Mendaya, is summarized in Table 
20. Let us first consider the system configuration without Mendaya. Columns 1 and 2 compare 
outputs assuming historical inflows (H) and projected A2 runoff (R), but do not include other physical 
linkages. As shown, the projected decreases in runoff lead to lower energy production, from 6170 to 
5970 GW-hr/yr in Sudanese dams and 8680 to 6170 GW-hr/yr at the High Aswan Dam (HAD) in 
Egypt.43 The greater sensitivity of hydropower production in Egypt to these changes has to do with 
the fact that the new long-term storage levels in Lake Nasser drop as inflows decrease, and the head 
through the High Aswan Dam turbines permanently decreases. In Sudan, since the hydropower dams 
only store water seasonally (such that head drops to close to zero on an annual basis), the effect is 
much smaller. The runoff changes also induce slightly higher average annual deficits relative to target 
withdrawals: 0.9 bcm/yr to 1.1 bcm/yr in Sudan and 0.0 to 0.3 in Egypt. These deficits occur in all 
years in Sudan, because seasonal storage is insufficient for meeting her target withdrawals. In Egypt, 
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 This is energy production net of pumping to the New Valley irrigation project. 
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deficits are larger but more infrequent, occurring in about 5% of the years. The largest deficit across 
the 10,000 years of simulated data increases from 14.7 to 20.7 bcm. 
Columns 3-5 compare the effects of adding the other individual physical linkages to the 
perturbed inflow conditions of Column 2. The predicted change in precipitation over irrigated lands 
(Column 5) is insignificant; this is because most irrigation in the Nile Basin is in arid reaches where 
even large precipitation changes in percentage terms are unimportant in absolute rainfall amounts. 
The net evaporation linkage (Column 3) leads to small increases in hydropower production. As 
discussed in the previous chapter, this is due to the fact that the projected increases in precipitation 
over the Equatorial Lakes slightly outweigh increases in evaporation due to higher temperatures. The 
linkage between crop-water requirements and rising temperature is somewhat more important 
(Column 4). As discussed in Chapter 6, target withdrawals increase by 6-7% in Sudan and Ethiopia 
given temperature increases. Sudan is unable to fully meet these demands given its seasonal storage 
constraints, but water flow into Lake Nasser declines and storage levels drop. Hydropower production 
at Aswan therefore decreases from 6170 to 5650 GW-hr/yr when compared with the reduced runoff 
conditions alone. Average annual deficits increase to 0.4 bcm/yr in Egypt.  
Column 6 shows the combined effect of the runoff and physical linkages in the A2 scenario. If 
the system were to continue to be operated as it has been historically, but with increased upstream 
withdrawals (D1 conditions), the changes would have a relatively minor impact on hydropower 
production and demand deficits in Sudan. For Sudan, the main issue would be finding a solution 
(such as Mendaya) to the seasonal storage problem to meet its increased water demands. Egypt, 
however, would need to face the prospect of lower storage levels in Lake Nasser, which would result 
in decreases in hydropower production (from 8680 to 5650), and decreased water supply reliability 
(as shown by increases in the frequency of deficits and maximum deficits). Alternatively, both 
riparians could reduce their target withdrawals to cope with these types of changes. 
The effect of the physical climate change linkages on system outputs: addition of Mendaya 
Similar trends hold when Mendaya is added to this system. Lower inflows into the Blue Nile result in 
reduced hydropower production from the new project (down from 10890 to 10100 GW-hr/yr), from 
dams in Sudan (7250 to 6890 GW-hr/yr), and from the High Aswan Dam (6940 to 3570 GW-hr/yr).
 Table 20. Results of individual linkage experiments 
  
No Project 1. H 2. R 3. R+NE 4. R+CWT 5. R+CWP 6. All Physical 7. R+VH 8. R+VW 9. R+O 10. All 
Hydropower (HP): Sudan   (GW-hr/yr) 6170 5970 5980 5890 5970 5900     
HP: High Aswan Dam    (GW-hr/yr) 8680 6170 6170 5650 6170 5650     
Deficits relative to target withdrawal: Sudan    (bcm/yr) 0.9 1.1 1.1 1.6 1.1 1.6     
Deficits relative to target withdrawal: Egypt     (bcm/yr) 0.0 0.3 0.3 0.4 0.3 0.4     
Largest annual system deficit    (bcm) 14.7 20.7 20.5 22.2 20.5 22.3     
% of years Sudan cannot meet target withdrawals 99.7% 100.0% 100.0% 100.0% 100.0% 100.0%     
% of years Egypt cannot meet target withdrawals 0.4% 5.3% 5.2% 7.6% 5.2% 7.4%     
Average monthly peak flow    (bcm) 13.6 12.8 12.8 12.7 12.8 12.7     
Net change in hydropower   (GW-hr/yr) - -2720 11 -590 7 -3300     
Change with Project H R R+NE R+CWT R+CWP All Physical     
HP from project    (GW-hr/yr) 10890 10170 10110 10160 10170 10100     
99% Firm HP     (GW-hr/yr) 7560 7190 7180 7190 7190 7180     
HP: Sudan    (GW-hr/yr) 7250 6970 6970 6890 6970 6890     
HP: High Aswan Dam   (GW-hr/yr) 6940 4190 4150 3600 4210 3570     
Deficits relative to target withdrawal: Sudan    (bcm/yr) 0 0 0 0 0 0     
Deficits relative to target withdrawal: Egypt     (bcm/yr) 0.1 0.8 0.8 1.2 0.8 1.2     
Largest annual system deficit    (bcm) 18.2 22.8 21.7 26.0 22.7 23.8     
% of years Sudan cannot meet target withdrawals 1.0% 1.0% 1.0% 1.0% 1.0% 1.0%     
% of years Egypt cannot meet target withdrawals 2.0% 13.4% 13.2% 19.7% 13.3% 19.5%     
Average monthly peak flow    (bcm) 7.6 7.0 7.0 7.0 7.0 7.0     
Net change in hydropower   (GW-hr/yr)  -3750 -90 -690 10 -4510     
Base Case Economic Metrics H R R+NE R+CWT R+CWP All Physical R+VH R+VW R+O All 
Present Value Costs     (billions US$) 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.7 3.7 
Present Value Benefits    (billions US$) 10.8 9.0 8.9 8.7 9.0 8.6 10.5 8.9 10.6 11.6 
Net Present Value    (billions US$) 7.2 5.4 5.3 5.1 5.4 5.0 6.9 5.4 6.9 7.9 
Internal Rate of Return    (%) 10.6% 9.5% 9.4% 9.4% 9.5% 9.3% 10.2% 9.5% 10.4% 10.8% 
Total effect of linkage on NPV  (billions US$) N/A -1830 -90 -300 5 -2210 1500 -20 1550 700 
 
Key: H  = Historical conditions       CWP  = Precipitation changes over irrigated zones (A2 Scenario) 
R  = Runoff only (A2 Scenario)     VH = Increasing value of hydropower 
NE  = Net Evaporation (A2 Scenario)     VW = Increasing value of water   
CWT  = Temperature-linked Crop Water Requirement (A2 Scenario) O  = Carbon offsets 
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The physical linkages besides runoff have little influence on hydropower production at Mendaya, 
because irrigation withdrawals upstream of Mendaya are small.44 For the remainder of the system, 
the linkage with precipitation over irrigated lands is again small, while the net evaporation linkage is 
slightly positive. As before, the change in crop-water requirements due to temperature increases has 
a negative effect on Egyptian hydropower production. This occurs because additional water is 
withdrawn upstream of Egypt due to higher temperatures and the regulation provided by Mendaya, 
lowering inflows and levels in Lake Nasser. Average annual deficits increase from 0.8 to 1.2 bcm/yr 
with inclusion of that linkage. 
We can use the results in Table 20 to understand why it is important to analyze downstream 
economic impacts of large water projects such as Mendaya. The project would provide flood control 
benefits in Sudan because Blue Nile flows become more regular (average peak monthly flows 
decrease by about 40%). Flow regularization provides uplift of over 1000 GW-hr/yr, or about 15% of 
hydropower production at Sudanese dams (see also Figure 33). It also solves the seasonal storage 
problem and allows irrigators along the Blue Nile to meet target withdrawals when summer flows are 
ordinarily too low to support them. Annual deficits thus drop to 0 (a reduction of 1.6 bcm/yr over the 
A2_D1_Inf0 situation), except during the reservoir filling period. However, reservoir filling and 
increased upstream withdrawals also propagate through the system to reduce inflows to Lake 
Nasser. The consequence of this could be decreased water levels, water supply reliability, and 
hydropower production in Egypt. Average deficits there increase by about 0.8 bcm/yr over the 
A2_D1_Inf0 situation when all linkages are included. As in the no Mendaya situation, system-wide 
changes from H_D1_Inf2 to A2_D1_Inf2 are most closely associated with lower runoff and increased 
crop water requirements. 
The effect of the climate change linkages on the economic appraisal of the Mendaya project 
We next compare the economics of the Mendaya project in the H_D1 and A2_D1 situations. 
and evaluate the impacts of the various climate change linkages on the economic calculations. The 
results of the linkage experiments, using the base case parameters from Chapter 5 (Table 7 and 
                                                 
44
 Of course, further increasing irrigation in Ethiopia around Lake Tana or more diversions to the Beles would 
have a negative impact on project hydropower. 
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Table 8) and a 100-year average hydrological sequence for the historical and A2 scenarios, are 
summarized in Table 20.45 The NPV of the dam decreases from the H scenario (NPV = US$7.2 
billion; IRR = 10.6%) to the A2 scenario that only includes the physical linkages (NPV = US$5.0 
billion; IRR = 9.3%). This decrease is largely due to reduced hydropower production at Mendaya, but 
also stems from the reduction in incremental hydropower occurring in the remainder of the 
downstream system (Figure 33) and the slightly increased water deficits experienced by the system. 
In economic terms, the largest decrease in NPV from climate effects is caused by reduced inflows 
(net NPV decrease of US$1.8 billion, decrease of IRR from 10.6% to 9.5%). Increased irrigation water 
requirements due to higher temperatures and evaporation from reservoirs also contribute (decrease 
of US$0.3 and $0.1 billion, respectively).  
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Figure 33. The effect of the climate change linkages on hydropower production in Sudan, at the High 
Aswan Dam in Egypt, and at Mendaya 
  
The latter change may seem peculiar given that total system deficits relative to target 
withdrawals actually decrease with Mendaya in both the H_D1 and A2_D1 situations. For H_D1, 
deficits decrease from 0.9 bcm/yr in Sudan due to the seasonal capacity constraint, to 0.1 bcm/yr at 
Lake Nasser due to increased abstractions in the upstream system. For A2_D1, the change is from 
                                                 
45
 These average sequences are obtained by averaging the 100 sequences of 100 years of hydrological data 
(10,000 years in all) generated by the synthetic streamflow generation procedure. 
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2.0 bcm/yr in Sudan to 1.2 bcm/yr at Lake Nasser. I do not think it prudent to put undue emphasis on 
the decrease in NPV from this linkage, which stems from model assumptions and the interaction of 
flow regulation and increased water requirements. With Mendaya, increased water withdrawals in 
Sudan become possible and result in lower storage and hydropower production at Lake Nasser 
(Figure 33) and occasional deficits in the downstream system. As explained in Section 5.2, the 
assumed cost of these increased downstream deficits, which might be unexpected and entail losses 
of valuable inputs besides water, are weighted at twice the marginal productivity of water that is used 
to value reductions in baseline deficits. In this particular situation, the cost of the 0.8 bcm/yr increase 
in downstream deficits and value of the 1.6 bcm/yr decrease in seasonal deficits essentially cancels 
out, so the change in NPV from this linkage is small. 
On the other hand, the modeled economic linkages mainly increase the value of the project in 
the base case. Since hydropower outputs from the project become more valuable over time in the A2 
scenario relative to the H scenario, this linkage increases project NPV by US$1.5 billion (IRR = 10.2% 
with this linkage and A2 runoff). Similarly, carbon offsets contribute to its economic benefits, also 
adding about US$1.6 billion to the project NPV (and IRR increases to 10.4% with this linkage and A2 
runoff). The linkage with the increasing value of water has very little effect on the project NPV in this 
case, because of the fact that increased occasional system deficits are largely offset by decreased 
seasonal shortfalls (relative to the D1 withdrawal target) in Sudan 
In the base case, the overall NPV with all linkages thus increases somewhat from US$7.2 to 
7.9 billion (and IRR from 10.6% to 10.8%), despite the negative effect of the physical linkages. 
Importantly, all combinations of linkages result in the project passing a cost-benefit test at these base 
case parameter values. The internal rate of return is also well above the 4% discount rate in all 
linkage experiments. In the next section, we examine whether these results are robust to larger 
ranges of uncertainty surrounding the cost-benefit model parameters. 
Results of the economic simulations: the effects of hydrological and economic parameter uncertainty  
To investigate the effects of uncertainty in parameter values, we turn to NPV distributions 
obtained from the Monte Carlo model of the simulation framework. Consistent with the results 
summarized above, we see that decreased inflows and the physical linkages tend to shift the 
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cumulative distribution of NPV outcomes to the left (Figure 34). For the decrease in runoff, this shift is 
about US$1.95 billion at the median of the distribution (US$2.1 billion at the mean), and about 1.7% 
of simulations that include only this component result in negative project NPV (Table 21). The 
increased crop-water requirement linkage shifts the distribution an additional -US$340 million at the 
median (-280 at the mean), bringing the percentage of simulations that yield negative NPV to 3.0%. 
The other physical linkages have a small negative impact on the NPV distribution. The cumulative 
effect of all physical linkages and runoff is thus a decrease of US$2.4 billion at the median (2.6 at the 
mean) relative to historical conditions, and 3.4% of simulations yield negative project NPV, compared 
with a mere 0.2% in the historical case.  
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Figure 34. The effect of the physical linkages on Mendaya project NPV outcomes. 
 
Also consistent with the base case analysis, the effect of the economic climate change 
linkages is mostly to increase the value of Mendaya (Figure 35). A higher real value of hydropower 
shifts the median of the distribution to the right by about US$1.8 billion (2.5 at the mean), and 
decreases the percentage of simulations with negative NPV outcomes to about 1.1%. The increased 
real value of water has a minor impact of +US$20 million at the median (-50 at the mean). Finally, 
including the value of carbon offsets in the economic analysis again shifts the distribution to the right 
by US$1.5 billion at the median (1.6 at the mean). With all linkages included, only 0.3% of simulations 
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yield negative NPV outcomes, and the economic value of the dam is higher than under historical 
conditions in over 96% of the simulations (Figure 35). These results suggest that a large Blue Nile 
Dam such as Mendaya is very likely to have value in adaptation to the modeled A2_D1 situation. 
 
Table 21. The effect of the climate change linkages on the economics of the Mendaya project 
  
Linkage Experiment H R R+NE R+NE+CWT 
All Physical: 
R+NE+CWT 
+CWP 
Physical 
+VH 
Physical 
+VH+VW All 
Mean (billions of US$) 7.9 5.7 5.7 5.4 5.3 7.7 7.7 9.3 
Median (billions of US$) 6.9 4.9 4.9 4.6 4.5 6.3 6.4 7.9 
2.5% Outcome  
 (billions of US$) 1.4 0.2 0.2 -0.1 -0.3 0.6 0.5 1.4 
97.5% Outcome  
 (billions of US$) 17.7 14.1 14.1 13.7 13.3 19.2 19.1 21.6 
% of simulations with NPV<0 0.2% 1.7% 1.8% 2.9% 3.4% 1.1% 1.4% 0.3% 
Incremental effect of linkage 
 at median (millions of US$) - -1950 15 -350 -70 1840 20 1540 
 
Legend: R = Runoff changes only NE = Net evaporation CWT = Crop-water temperature  
 CWP = Crop-water precipitation VH = Value of hydropower VW = Value of water  
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Figure 35. The cumulative effect of the climate change linkages on the Mendaya project NPV 
outcomes (A2_D1). 
 
Additional sensitivity analysis 
Given the large uncertainties associated with evolving conditions in the Nile, sensitivity 
analyses were conducted over the wider range of inflow changes and withdrawal scenarios, including 
all climate linkages and A2 scenario temperature projections. These experiments show that economic 
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outcomes are highly sensitive to changes in inflows (Figure 36). The span in the median NPV across 
the range of inflow sensitivity scenarios – from -15% to +6% – is about US$10 billion (-15% inflows 
median NPV = US$2.9 billion; +6% median NPV = US$12.9 billion). Also, the point at which the value 
of the project is lower relative to the historical climate condition is between a 5 and 10% decrease in 
system inflows. Again, there are two main reasons for the NPV decreases when inflows are reduced: 
reductions in hydropower at Mendaya and system-wide decreases in incremental hydropower and 
increases in incremental demand deficits due to high withdrawals from the system.  
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Figure 36. The effect of inflow variation on Mendaya NPV outcomes, with D1 withdrawals 
 
It would thus appear that the uncertainty associated with runoff changes into the Nile does 
more to change outcomes than do any of the specific physical climate change linkages within the A2 
scenario. Recall that the effect of these linkages (not including runoff) sum at the median to US$3.0 
billion (from US$4.9 to 7.9 billion; as shown in Table 21), the greatest of which resulted from the 
countervailing individual effects of increasing crop-water demands (-US$0.35 billion), the increasing 
value of hydropower (+US$1.8 billion) and the value of carbon offsets (+US$1.5 billion). On the one 
hand, if flow were to decrease by 15% in the Nile Basin, the simulations show that there is a 
significant risk that the Mendaya project would not pass a cost-benefit test (24% of simulations yield a 
negative NPV outcome). On the other hand, if flows increase by 6% or even stay the same, it is very 
difficult to imagine conditions that would result in the project failing a cost-benefit test.  
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Figure 37 shows how these various components of project costs and benefits vary in 
economic terms across and within climate scenarios. As shown, the incremental effects on 
downstream agriculture are negative when inflows are strongly reduced, but positive when inflows are 
increased. The magnitude of hydropower benefits generated at the dam generally increases with 
inflows. Variation in this component (and associated carbon offsets) explains much of the difference 
in outcomes at different places in the cumulative distribution. Also, when inflows are reduced by 15%, 
the lower tail of the NPV distribution is dominated by simulations with large negative impacts on 
downstream irrigation, whereas the size of this component is much smaller in the other climate 
scenarios and when outcomes are taken from other places in that scenario’s NPV distribution. These 
poor outcomes are important to highlight because they should be avoidable if the riparians are able to 
cooperate on the JMP. Such outcomes would only occur if Mendaya reservoir managers attempted 
only to maximize hydropower irrespective of impacts on the rest of the system. We will see later that 
damaging deficits can be avoided by coordinated releases from the new reservoirs to the downstream 
system. 
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Figure 37. Balance of cost and benefit components for the high, middle and low 1% of NPV outcomes 
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In the A2 scenario, the effect of changes in system water withdrawals on the economics of 
Mendaya is somewhat less significant than the effect of changing inflows (Figure 38). At the median, 
moving from status quo withdrawals (D0) to the high upstream withdrawal condition (D2) shifts the 
median of the NPV distribution to the left by US$3.8 billion. Within this climate scenario, if the 
downstream riparians were to restrict their withdrawals by 10% (D3), the NPV distribution for the 
project looks very similar to that of the D0 condition. It is important to realize, however, that this lower 
sensitivity does not mean that moving from D0 to D2 withdrawals has a smaller effect on the entire 
system than does reducing inflows from by 15%, where the change is -US$7.1 billion (from +0 to -
15% inflows). These NPV results only show that the economics of this particular project, based on its 
own incremental outputs and effects on the system, are relatively more sensitive to inflow changes 
than to changes in withdrawals. Indeed, as shown in the previous chapter (Figure 29), the water 
balance in the system as a whole is subject to “tipping points” that are influenced by interactions 
between withdrawals and inflows. 
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Figure 38. The effect of changes in withdrawals on Mendaya NPV outcomes in the A2 climate 
scenario. 
 
Since target withdrawal levels and inflows have an impact on the demand deficits in the 
system, it should also be clear that the magnitude of the individual climate change linkages will vary 
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depending on the level of water withdrawals from the system. As an example, consider Figure 39, 
which shows the effects of the different linkages on the project economics for the A2_D2 situation (in 
contrast to the A2_D1 situation previously discussed). In this case, we see that the linkage with the 
value of water, for instance, has a much larger negative effect, because the risk and size of 
incremental deficits from storing water upstream increase when system withdrawals are higher. Also, 
the percentage of simulations in which the dam is economically more attractive in the A2_D2 situation 
relative to the H_D2 is about 63%, much lower than the 97% found for D1 target withdrawals. 
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Figure 39. The cumulative effect of the climate change linkages on the Mendaya project NPV 
outcomes (A2_D2). 
 
Finally, additional sensitivity analyses were conducted to assess the relative importance of 
the economic parameters in the model in this A2_D1 situation (Figure 40; these can be compared to 
the sensitivities under H_D0 conditions discussed in Chapter 5 and shown in Appendix Figure A1). 
These results demonstrate the importance of the discount rate, the value of energy (both hydropower 
value and % change over time), the lifespan of the civil infrastructures, natural variability (the variation 
associated with the stochastic sequence), the value of downstream irrigation water and relative cost 
of added deficits, and the time delay parameters. In this D1 withdrawal condition, the uncertainty 
associated with future inflows (spanning US$10 billion) is second only to the discount rate, which 
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alone alters the dam’s economic value by US$13.8 billion). The other parameter that contributes most 
to a change in outcomes (spanning US$8.9 billion) is the value of energy. No single parameter is 
sufficient to induce a negative project NPV, and the sensitivities are similar to the H_D0 case, except 
for the fact that the value of downstream irrigation water and relative costs of deficits now play a 
larger role in affecting project NPV. This is due to the existence of occasional demand deficits when 
withdrawals are increased from D0 to D1 and interact with the climate change linkages. For the D2 
condition, the parameter for the relative cost of deficits rises to being the third most important for 
varying outcomes, and the lifespan for civil works drops to sixth (results not shown). 
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Figure 40. The effect of individual parameters on Mendaya project NPV in the A2_D1 situation; with 
the median A2-scenario outcome indicated by the solid black line. 
 
7.3 Summary 
This chapter demonstrated a simple application of the simulation-based, integrated hydro-
economic framework developed in this research. The reader will recall that development of this 
framework was inspired by the difficulty associated with using conventional hydrological planning 
tools when future climatic, hydrological and economic conditions are highly uncertain. The application 
discussed here explored how the economics of the Mendaya Dam could be affected by climate 
change. We explored the impact of adding various climate-hydrological and climate-economy 
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linkages to the model, as well as the importance of various uncertainties related to the economic 
performance of this project. The analysis showed that the economic performance of this infrastructure 
could very well improve relative to the historical situation if the projections obtained from a multi-
model ensemble mean for the A2 scenario are borne out. Such improved outcomes would suggest 
that a dam at Mendaya may provide considerable adaptation benefits to the Eastern Nile riparians.  
These results are, however, sensitive to several important uncertainties. As is common in the 
assessment of capital-intensive investments with long economic lives, varying the social rate of 
discount has a very large effect on project outcomes. Under A2-scenario conditions, it was also found 
that uncertainty associated with plausible ranges of future inflow changes could play an important role 
in shifting NPV outcomes. Other parameters of importance in changing the calculation of net benefits 
were related to the value of energy generated at Mendaya and its rate of change over time, the length 
of the planning horizon, the natural hydrological variability in the Blue Nile, the extent of irrigation 
development in the basin, the value of downstream irrigation water and relative value of deficits from 
target withdrawals.  
The individual physical climate change linkages were less important in shifting NPV than was 
uncertainty about inflows, but it was nonetheless shown that changes in crop-water requirements, 
evaporation and precipitation due to A2-scenario climate change decreased the valuable outputs of 
the system (by increasing shortfalls relative to target withdrawals). The water balance in the system, 
measured at Lake Nasser, was found to be more sensitive to reduced inflows once all these physical 
linkages were included in the model. If current irrigation practices are maintained, a hotter climate 
would imply higher demand for agricultural water. The assumption made in the modeling presented 
here was that withdrawals could be increased to meet these requirements up to the legal constraints 
imposed in the 1959 Nile Waters Agreement. Of course, those treaty limits mean that Egypt (and 
soon also Sudan) will not be able to further increase withdrawals to cope with rising temperatures. 
Water resources managers and planners therefore need to develop or encourage adaption strategies 
in the irrigation sector. 
Inclusion of the economic linkages, in contrast to the physical, led to improvement in 
Mendaya’s economic outcomes under the modeled conditions. While the linkage specifying an 
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increasing real value of water over time had a minor effect on the economic calculations, including 
carbon offset value and increasing real value of hydropower had a large impact on outcomes. These 
linkages were sufficient to outweigh the decreases in physical outputs from climate change in nearly 
all A2_D1 simulations, such that the project became more valuable than under historical climate 
conditions.46 The extent of this adaptation benefit was found to be dependent on system withdrawals, 
however, and decreased when targets were increased to D2 levels. Of course, these results should 
be interpreted cautiously since they partly depend on hypothesized relative values of system outputs. 
It could be that carbon offsets and hydropower will not become more valuable in a world with 
changing climate, if other technologies and solutions are found to combat global warming. There are 
two key points related to this. First, the absolute value of the economic model parameters is important 
for calculating project NPV, and in this respect, it is important to use parameter ranges that 
encompass a plausible range of conditions. Second, the precise effects of the linkages should not be 
overemphasized. It is very difficult to predict how real economic values will change in the future, but 
we can reasonably expect certain types of changes – increases in the real value of energy, carbon 
offsets, and possible increases in the value of water – relative to a world without climate change. 
To the best of my knowledge, the research described in this chapter explored for the first time 
the simultaneous influence of a number of effects of climate change: physical changes in runoff, net 
evaporation from reservoirs, crop water requirements in irrigation, as well as economic changes in the 
value of water and energy and the value of carbon offsets, tracing their effects throughout the system. 
The four linkages which proved most noteworthy were changes in runoff, crop-water requirements, 
the value of energy, and the inclusion of carbon offset value. It should not be expected that findings 
on climate linkages in the Eastern Nile system can be generalized to other river basins or even to 
projects in other parts of the Nile; it is an empirical question where different linkages will be most 
important, and more research is needed to understand them. Indeed, the effect of the linkages was 
shown to be sensitive to the baseline conditions under which the projects are evaluated. In any case, 
attempts should be made to build these and other relevant linkages into water resources models, to 
better understand where they are likely to be important. There should also be continued research on 
                                                 
46
 Of course, inclusion of the benefits of carbon offsets (and cost of project emissions) in economic analysis 
should now become standard practice. 
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identifying and better specifying linkages between climate and hydro-economic models. The roles of 
adaptation in the agriculture sector, large-scale population migration, and land degradation, for 
example, have scarcely been considered in water resources planning models. 
The analysis conducted in this chapter was meant to illustrate a new methodology for 
integrating climate change into the conventional water resources planning problem, and should not be 
considered to be a full economic appraisal of this project. To be viewed as such, the analysis would 
need to achieve a few additional tasks, including a) more detailed analysis of the distributive impacts 
of the project, b) consideration of different designs and operating regimes for the infrastructure in 
question, and c) comparison with alternative projects. For example, it is very likely that shortfalls in 
downstream irrigation water could be mitigated or eliminated by coordinating operation of a dam such 
as Mendaya with storage levels in Lake Nasser, or that combinations of Blue Nile infrastructures 
might provide synergies in hydropower production. In the next two chapters, we turn to the economics 
of alternative projects and coordination strategies. 
  
 
8 EXTENDING THE ANALYSIS: COMPARISON OF THE INFRASTRUCTURES  
The purpose of this chapter is to conduct comparative economic analysis of different 
alternatives for the Eastern Nile JMP ‘anchor’ project. This analysis is composed of a number of 
experiments designed around the three potential dam sites at Karadobi, Mendaya and Border. The 
chapter is organized as follows. Section 1 describes how the analysis fits within the larger conceptual 
framework for this research. Section 2 explains the specific experiments that are conducted and the 
rationale for the decision rules used to interpret results. Section 3 offers simple comparisons of the 
project economics across experiments, based on results from the hydro-economic simulations. In 
section 4, the decision rules are applied to these results to illustrate the challenges with selecting any 
specific investment path. Section 5 discusses the findings and serves to motivate a different approach 
that would balance the positive and negative aspects of different investment paths. 
8.1 Analytical approach 
The analysis in this chapter seeks to inform the planning of JMP infrastructure investments in 
the face of uncertainty, by studying the economics of a set of project alternatives under various 
possible future situations. We again begin with the conceptual diagram from Chapter 1 (Figure 41). In 
this chapter, project alternatives are conceptualized as bundles of components, comprised of: a) 
specific infrastructures (for example a single dam at Mendaya or a three-dam cascade including all 
three potential dams); b) the timing of those investments (if several projects are involved); c) the sizes 
of the project(s); and d) the operating rules governing water releases from them.  
The performance of these project alternatives is measured in different climate scenarios and 
water withdrawal conditions. Uncertainty associated with the economic state of the world is not 
included here, except as this relates to the real value of economic outputs of the water resources 
system in the climate scenarios. As shown in Figure 41, the planning problem thus includes a variety 
of interactions and feedbacks among the various uncertainties and project alternatives. Climate 
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scenarios influence the water resources system, the project alternatives and the water withdrawal 
conditions. The water withdrawal conditions and project alternatives themselves affect and are 
affected by the water resources system. Finally, the project alternatives and water withdrawal 
conditions have the potential to influence one another, if combinations of these tend to suggest that 
certain situations are more beneficial for basin riparians.  
 
Figure 41. The focus of the analysis in this chapter: assessing various JMP ‘anchor’ project 
alternatives in the context of climate and development uncertainties. The nomenclature system for 
these dimensions is explained in the text. 
 
The model 
The analysis again relies on the integrated hydro-economic framework developed in 
Chapters 3 and 4. The primary advantage of this framework is to allow comparison of uncertainties 
related to both the physical and economic dimensions of different future situations. Using this 
framework, repeated simulation experiments are performed to determine system outputs in the 
baseline configuration containing no project alternatives and when the alternatives are added to it. 
The results from the simulations for project alternatives are then compared with baseline outputs to 
yield a series of incremental physical changes at different points in the system, plus aggregate 
measures of their economic attractiveness. Such experiments are independently conducted for each 
climate scenario and development condition. The simulations, repeated over a range of modeled 
situations, allow determination of how sensitive economic outcomes are to the evolving baseline.  
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8.2 The simulation experiments 
The analysis in this chapter requires assessment along three dimensions of the planning 
problem. First, a set of project alternatives must be chosen from the portfolio of Blue Nile investment 
alternatives. Next, plausible climate scenarios and water withdrawal conditions must be imposed on 
the system. The latter two aspects correspond to the range of situations considered as part of the 
evolving baseline described in Chapter 6. Let us now review the approach for including these three 
aspects, and specify the nomenclature used to refer to them. 
The Project Alternatives 
For each of the three Blue Nile dams and four multi-dam combinations, there is a wide 
spectrum of alternative designs and operational states; this analysis considers a limited set of those 
options (Table 22). The experiments are designed to provide information on several aspects of the 
infrastructure planning problem. One question is whether there are complementarities among 
projects, i.e. do combinations of projects provide significant advantages over individual ones? 
Second, do design factors, such as sizing and timing of investments, have a significant influence on 
the project economics, and under what conditions? Third, what role do operational changes (filling 
rates and coordination with the downstream system) play in improving or mitigating poor outcomes? 
The hypothesis tested in this chapter is that some of these project features may be important under a 
subset of possible futures (but probably not all of them).  
We test the influence of four project features on economic outcomes. The first three are 
design features and the fourth is operational. Feature one is the configuration of dams. This feature is 
labeled as Infm, where the subscript ‘m’ identifies the specific dams that are included in the alternative 
(see Table 22). For example, Inf3 indicates an experiment with the Border dam, Inf4 is an experiment 
including both Karadobi and Mendaya. For multi-dam combinations, it is assumed that the dam 
furthest upstream would be built first, allowing subsequent downstream projects to take advantage of 
enhanced upstream regulation.47 Inf0 refers to the “no dam” baseline.  
 
                                                 
47
 A useful extension of this work might also study in more detail the effect of sequencing, i.e., evaluating 
whether building the dams further upstream first has a significant impact on the economics of multi-dam projects. 
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Table 22. Summary of project alternatives and nomenclature system 
 
Project 
Feature Single Dams 2-Dam Cascade 3-Dam Cascade Notes 
Dam(s): Infm 
m=1: Karadobi 
m=2: Mendaya 
m=3: Border 
m=4: Karadobi + Mend 
m=5: Karadobi + Border 
m=6: Mendaya + Border 
m=7: Karadobi + 
Mendaya + Border 
m=0 is the 
“no dam” 
baseline 
Timing: Tn n=0: No timing feature n=1: Year 1; 6 n=2: Year 1: 11 
n=1: Year 1; 5; 9 
n=2: Year 1: 10; 20 
T2 only with 
S2,O1 
Sizing: Spa 
p=0: No sizing feature 
p=1: Small Mendaya 
p=2: Med. Mendaya 
p=3: Large Mendaya 
p=0: No sizing feature 
p=1: Small Mendaya 
p=2: Med. Mendaya 
p=3: Large Mendaya 
p=1: Small Mendaya 
p=2: Med. Mendaya 
p=3: Large Mendaya 
 
Operating 
Rule: Or 
r=1: Standard (Max HP) 
r=2: Slow fillingb 
r=3: Fast fillingb 
r=4: Weak coord.c 
r=5: Strong coord. c 
r=1: Standard (Max HP) 
r=2: Slow fillingb 
r=3: Fast fillingb 
r=4: Weak coord. c 
r=5: Strong coord. c 
r=1: Standard (Max HP) 
r=2: Slow fillingb 
r=3: Fast fillingb 
r=4: Weak coord.c 
r=5: Strong coord.c 
O2,O3 only 
with T0,T1, 
and S2  
 
a Topographic constraints preclude an increase in the Border dam size; a smaller dam would likely not prove 
 attractive given the fairly substantial dead storage. A smaller Karadobi dam may be feasible. 
b
 The assumed normal filling speed for these dams requires that minimum releases = [300 mcm, 1 bcm, 500 
mcm] for [Karadobi, Mendaya, Border]. Filling speeds in these experiments (for both individual dams and 
combinations) are the following:  
• Fast: no releases from dam while filling 
• Slow: Minimum releases = [700 mcm, 2 bcm, 1 bcm] for [Karadobi, Mendaya, Border] 
c
 With coordination, the Blue Nile reservoirs release more water when storage in the HAD drops below 60 bcm.  
• Moderate coordination entails: Karadobi minimum release increases from 540 to 700 mcm/month, Mendaya 
from 1.7 to 2 bcm, Border from 1 to 2 bcm 
• Strong coordination entails: Karadobi minimum release is the same as above (700 mcm/month), Mendaya 
increases to 2.5 bcm, Border to 2.5 bcm. 
 
The second feature is the timing of investments (Tn). For single dams, there is no timing 
issue, so this feature is labeled T0. For multi-dam combinations, a faster and slower succession of 
projects is considered. For example T1 for the two-dam combinations involves operation of the 
second beginning 5 years after the first, whereas T2 involves constructing them such that operation of 
the second dam begins 10 years after the first. The third feature that is tested is dam size (Sp). Two of 
the potential sites – Mendaya and Karadobi – have alternative sizing possibilities; the Mendaya site in 
particular could accommodate larger and smaller dam designs (USBR, 1964; EDF, 2007b). 
Unfortunately, due to cost data constraints, only three Mendaya reservoir sizes are considered in this 
analysis. A project alternative containing the smaller Mendaya dam is identified as S1. The 
intermediate size in the pre-feasibility studies is S2, and the large size is S3. These sizes are tested in 
both the individual Mendaya configuration (Inf2) and the multi-dam combinations that include it (Inf4, 
Inf6, and Inf7). Project alternatives without the sizing feature are labeled S0. 
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The final feature of the project alternatives is their operating rules (Or). We test the effect of 
five different operating rules: hydropower-based (O1), slower filling hydropower-based (O2), faster 
filling hydropower-based (O3), weak downstream coordination (O4) and strong downstream 
coordination (O5). The hydropower-based rule is derived from the rule curve proposed in the pre-
feasibility studies and the RAPSO hydropower-maximization procedure used by the pre-feasibility 
study consultants. The variations on reservoir filling speed are purposely made extreme to determine 
whether filling rates significantly alter the economics of these projects. Fast filling experiments (O2) 
require all inflows to be stored until operational levels are reached. For slow filling (O3), greater 
releases are required during the filling period than would occur during normal operation (see notes 
below Table 22 for details). These modified filling rates are only assessed for a subset of the design 
alternatives. Finally, for the coordination experiments (O4 and O5), a trigger is set to force increased 
releases from the upstream Blue Nile dams if storage in the HAD drops below 60 bcm. Relatively 
lower or higher additional upstream releases are required for the ‘weak’ and ‘strong’ coordination 
arrangements, as specified in the notes below Table 22. The motivation for these coordination rules is 
that increased releases from upstream dams during dry periods could help to avoid the damaging 
downstream deficits that were found to have a large effect on economic outcomes in Chapter 7. 
In referring to these experiments, a single project alternative is labeled as a package of the 
four features described above. For example, an alternative labeled Inf1_T0_S0_O4 refers to the 
Karadobi dam operated to weakly coordinate releases with storage levels in Lake Nasser. 
Inf6_T1_S3_O1 refers to an alternative that includes the larger Mendaya Dam and the Border Dam, 
timed in quick succession, and operated according to the hydropower-based rule curve for reservoir 
releases. Finally, the Inf0 label refers to the “no dam” baseline, since no labels on additional project 
features are required for this situation. 
The water withdrawal conditions and climate scenarios 
We consider the performance of these project alternatives in the four water withdrawal 
conditions described in Chapter 6 (Table 13). As in Chapter 6, it is assumed that Sudan and Egypt 
would not withdraw more than 18.0 and 55.5 bcm/yr for consumptive use, and that these limits would 
be reduced by 10% in the D3 condition. For the reasons outlined in Chapter 6, most of the results 
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presented in this chapter will focus on the D0 and D1 conditions. These are augmented by a few 
analyses of the D2 condition, to show the potential costs to the JMP of high development. The D3 
condition is considered mainly as a response to situations with decreased inflows. The analysis also 
studies how the project alternatives perform across the set of climate scenarios listed in Table 14. As 
in Chapter 6, we begin by considering historical conditions, before moving to the A2 scenario and 
other climate scenarios.  
In referring to the results of individual experiments, the project alternative is listed first, 
followed by the climate scenario and the withdrawal conditions. For example, Inf5_T2_S0_O5;A2_D1 
refers to the combination of Karadobi and Border, timed in slow succession and operated to allow for 
strong coordination of releases with storage levels in Lake Nasser. This project is evaluated in the A2 
climate scenario with moderate (D1) water withdrawals. As with the analyses conducted in Chapters 5 
and 7, the cost and benefit data and parameter distributions are those summarized in Table 7 and 
Table 8. For combinations of projects, the costs of electrical transmission are only incurred once. 
Outcomes of interest 
For assessing the physical changes induced by climate change and upstream development 
in the Nile Basin, the same physical outputs used in previous chapters are considered: net inflows to 
Lake Nasser, and changes in system average annual hydropower and demand shortfalls. These 
changes are assessed under climate change both with and without the Blue Nile infrastructures.48 Net 
Present Value (NPV) is used as the main indicator of economic value of the project alternatives.  
A key challenge in interpreting the results presented in this chapter is in converting outcomes 
from a multitude of simulation experiments into comprehensible, manageable indicators of 
infrastructure performance. As discussed in Chapter 4, the conventional approach for doing this 
aggregation would be to apply probability weights to the modeled situations in order to obtain some 
“meta distribution” of outcomes which could then be interpreted to make planning recommendations. 
With climate change, this approach is problematic because of the difficulty in assigning probabilities 
to different scenarios. We will thus explore the use of different decision-analytic criteria for interpreting 
                                                 
48
 Recognizing that a focus on average results is insufficient for full evaluation of these projects, I refer the 
interested reader to Appendix A which contains additional figures that offer comparisons of frequency distribution 
of deficits and hydropower outcomes across infrastructures in different modeled situations. 
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the simulation results. These criteria (Table 23) will be defined to favor projects which perform well in 
ways that policy-makers might find reasonable. They will be applied across climate scenarios (rather 
than climate scenarios + withdrawal conditions), given the fact that risks associated with increased 
withdrawals can largely be controlled by the riparians. Also, I wish to be clear that the criteria are 
applied primarily for the purposes of illustration, and that I am not endorsing any specific one.  
 
Table 23: Summary of decision rules applied to the Blue Nile development problem 
  
Rule Description of metric. Choose project 
with…: 
Hydrological and economic 
uncertainty? 
Climate 
change? 
Base Case …highest NPV for historical climate and base case parameter values 
No, outcome pertains to base case 
parameter values No 
Standard 
Expected 
…highest expected value of NPV for 
historical climate  
Limited; Expected value result from 
distribution of NPV outcomes given 
historical climate 
No 
Standard 
Robust 
…lowest risk of NPV<0 for historical climate 
conditions 
Limited; % of results with NPV<0 
outcomes given historical climate No 
Worst Case …highest expected value in the worst 
climate scenario 
Limited; Expected value result from 
distribution of NPV outcomes given 
most unfavorable climate 
Yes 
Best Case …highest expected value in the best 
climate scenario 
Limited; Expected value result from 
distribution of NPV outcomes given 
most favorable climate 
Yes 
Least Risk …lowest risk of NPV<0 in the worst climate 
scenario 
Yes; % of results with NPV<0 
outcomes given most unfavorable 
climate 
Yes 
Relative 
Metrics 
…a balance of downside risk and upside 
potential  Yes (more details in Chapter 10) Yes 
 
The first three rules, Base Case, Standard Expected and Standard Robust, are applied to 
results from the experiments that assume historical flow conditions will be maintained. The Base 
Case rule does not require economic simulations; it selects the project that has the highest project 
NPV when all economic model parameter values are fixed at their base case values and the project’s 
incremental outputs are obtained for the 100-yr average inflow sequences. Standard Expected and 
Standard Robust rely on the economic simulations conducted under the same historical conditions. 
To apply these rules, probability distributions of NPV outcomes for each project alternative are 
generated using the Monte Carlo simulation procedure, as in Chapter 5. The Standard Expected 
criterion then selects the project alternative that has the highest expected project NPV, where 
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expected NPV is simply the average NPV obtained from these simulations in the historical climate 
scenario. Standard Robust favors the project that has the lowest risk of negative NPV, measured by 
the % of simulations for which the NPV is less than zero in the historical climate scenario.  
Best Case, Worst Case and Least Risk seek to provide guidance in light of the climate 
uncertainties in the planning problem. The latter two take a conservative approach to interpreting 
results, favoring implementation of infrastructures that are most resilient to negative climatic 
conditions. Worst Case is similar to Standard Expected in the sense that it considers only expected 
NPV. However, it incorporates the climate scenario results by selecting the project with the highest 
minimum expected NPV across those scenarios. Least Risk is similar to Standard Robust; it chooses 
the project with the lowest maximum risk of negative NPV across climate scenarios (in other words 
the project with the lowest risk of having negative NPV in the worst climate scenario). Best Case 
takes the opposite approach, favoring the project that has the highest maximum expected NPV 
across all climate scenarios (i.e. the highest expected NPV in the best climate scenario).  
A simple numerical example helps to illustrate these (Table 24). Project A would be chosen 
using the Worst Case rule, because this project has the highest minimum expected NPV across 
scenarios (13, versus 10 for Project B). Best Case, in contrast, would favor Project B, which has the 
highest maximum expected NPV across scenarios (30, as opposed to 25 for project A). Least Risk 
would favor Project B, which has a lower maximum risk of 0.25 in Scenario 2 than Project B’s 0.3 in 
Scenario 3. 
 
Table 24: Outcomes for example of Worst Case and Least Risk decision rules 
 
 Project A Project B 
 Expected NPV Probability of NPV<0 Expected NPV 
Probability of 
NPV<0 
Scenario 1 25 0 30 0.05 
Scenario 2 18 0.1 10 0.25 
Scenario 3 13 0.3 20 0.05 
 
8.3 Results 
Before considering the effect of the different Blue Nile options, let us begin with a reminder of 
the key findings from Chapter 6. We found that net inflows (inflows minus the sum of evaporation and 
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withdrawals in Egypt) to Lake Nasser respond to changes in basin inflows and withdrawals in 
complex ways. Withdrawals or flows can increase or decrease somewhat from the D0 situation 
without having a large impact on the water balance (Figure 29). Such higher withdrawals and/or lower 
inflows would reduce storage and surface area in Lake Nasser, in turn leading to compensating 
decreased evaporative losses and a new, lower storage equilibrium. The converse would be true for 
the combination of somewhat higher flows and/or reduced withdrawals. Larger changes in inflows 
and/or withdrawals, however, could lead to the system crossing a “tipping point”, characterized by 
more substantial shifts in the water balance. Particularly problematic for the system would be inflow 
reductions of 10% or more combined with increased withdrawals (especially D2 levels). 
We also saw that system hydropower production and water supply reliability were affected by 
changing withdrawals and inflows. Energy production generally increases with inflows into the system 
and decreases with withdrawals from it (recall Figure 26). The effect of these perturbations on system 
hydropower is nonlinear because of the combined effect of lower storage levels (and head) and 
reduced flows through the turbines, which are sometimes balanced by evaporative savings. The 
greatest power reductions occur when Lake Nasser drops to very low levels and evaporative savings 
are exhausted. For this reason, decreases in power production in Sudan, which depend on seasonal 
rather than over-year storage, are less sensitive to the system water balance. There were also two 
types of water deficits found in the system. Shortfalls in Sudan resulted from insufficient seasonal 
storage capacity in high withdrawal conditions (D1 and D2), and were fairly steady across climate 
scenarios (Figure 27). Shortfalls measured in Egypt, on the other hand, were the result of insufficient 
water availability and occurred mainly when high withdrawals were combined with low inflows; these 
would in practice probably be shared by the riparians.  
The system water balance with the Blue Nile Dams 
We also compared changes to the system water balance due to A2 climate change and the 
Mendaya reservoir in Chapter 7. We found that this storage slightly decreased net inflows to Lake 
Nasser, due to the effect of filling the reservoir. However, we also saw that accounting for the water 
stored in the dam, the total amount of water in the system increased in all but one of the withdrawal 
conditions (D2). These water savings resulted from the fact that Lake Nasser levels dropped without 
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significantly compromising the water supply reliability in most situations, such that long term 
evaporation decreased. It would thus be possible for the riparians to use water stored upstream to 
mitigate drought risks in the event of multi-year decreases in Nile flow.  
Here, in looking across the wider set of climate scenarios and withdrawal conditions, we seek 
to develop additional insights into the response of the system to the different projects. In situations 
where net inflows to Lake Nasser are initially positive, building dams in Ethiopia has a minor effect on 
the system water balance (Table 25). This is the case if inflows decrease slightly and withdrawals 
remain low (such as B2_D0), or if inflows remain the same or increase and withdrawals are somewhat 
higher (such as +6_D1). In these situations, net inflows at Lake Nasser decrease slightly due to the 
effect of filling but remain positive, such that the lake’s storage tends to remain high and evaporative 
savings are correspondingly low. The greatest evaporative savings are found when the effect of filling 
causes net inflows to Lake Nasser to become slightly negative (i.e. withdrawals plus evaporation 
exceed inflows), such that its storage levels drop to a new equilibrium. For example, in the 
Inf7_T1_S2_O1;B2_D0 experiment, net inflows drop from +0.1 bcm/yr with no dam to -0.3 bcm/yr due 
to filling. Adjusted net inflows, which include the water stored upstream (divided on an annual basis, 
as was done in Chapter 7) increase to +1.1 bcm/yr, representing an average gain of 1 bcm/yr of 
system water due to decreased evaporative losses. This additional upstream water could be useful to 
the Eastern Nile riparians in times of drought.49 
In scenarios with slightly negative baseline net inflows, similar evaporative savings can be 
found from building Blue Nile dams. This is the case in most A2 and B2 scenario analyses, except 
A2_D2 and most B2_D2 situations, in which net inflows decrease regardless of whether they are 
adjusted for upstream storage. Thus, we see that a development strategy involving both high 
irrigation withdrawals and Blue Nile hydropower dams could create considerable pressure on water 
availability in the system given climate change. This is also consistent with the results displayed in 
Figure 29 (Chapter 6), where it was found that high withdrawals brought the system more quickly 
towards unsustainable tipping points. It is important to realize that the JMP dams do not by 
                                                 
49
 It is worth restating that some of this water (roughly half) may not be usable in the system as it would be 
locked up in dead storage and/or lost in transmission if released for drought mitigation. Dam designs could be 
altered to enable additional water to be released from dead storage. 
 Table 25: Nile water balance across climate scenarios, with and without Blue Nile Dams (Pre-feasibility project designs: Infm_T1_Sp_O1) 
    
Scenario Historical -15% Inflows +6% Inflows A2 Scenario B2 Scenario 
 D0 D1 D2 D0 D1 D2 D3 D0 D1 D2 D0 D1 D2 D3 D0 D1 D2 D3 
1. Status Quo Configuration                   
 HAD Surplus +0.5 -0.5 -0.9 -3.4 -6.2 -8.5 -3.4 +3.4 +0.8 -0.1 -0.5 -1.0 -1.7 -0.6 +0.1 -0.4 -0.8 +0.0 
2. Karadobi (Inf1; S0)                                     
 HAD Surplus +0.4 -0.5 -1.1 -4.0 -8.1 -11.1 -4.8 +2.9 +0.5 -0.3 -0.5 -1.2 -3.1 -0.6 +0.2 -0.5 -1.3 -0.1 
 Adjusted HAD Surplus a +0.9 +0.1 -0.6 -3.5 -7.6 -10.5 -4.2 +3.4 +1.1 +0.3 +0.1 -0.6 -2.5 -0.1 +0.7 +0.0 -0.8 +0.5 
3. Mendaya (Inf2; S2)                   
 HAD Surplus +0.2 -0.6 -1.2 -4.2 -8.4 -11.5 -5.0 +2.5 +0.4 -0.3 -0.6 -1.3 -3.3 -0.7 +0.1 -0.6 -1.5 -0.1 
 Adjusted HAD Surplus a +0.9 +0.1 -0.6 -3.6 -7.8 -10.9 -4.4 +3.1 +1.1 +0.3 +0.1 -0.6 -2.6 +0.0 +0.8 +0.1 -0.8 +0.6 
4. Border (Inf3; S0)                   
 HAD Surplus +0.3 -0.5 -1.1 -4.0 -8.1 -11.0 -4.7 +2.7 +0.5 -0.3 -0.5 -1.2 -3.0 -0.7 +0.2 -0.5 -1.3 -0.1 
 Adjusted HAD Surplus a +0.5 -0.3 -0.9 -3.8 -7.9 -10.8 -4.5 +2.9 +0.7 -0.1 -0.3 -1.0 -2.8 -0.5 +0.4 -0.3 -1.1 +0.1 
5. Karadobi + Mendaya (Inf4; S2)                   
 HAD Surplus -0.1 -0.7 -1.7 -5.1 -9.3 -12.4 -5.8 +1.8 +0.1 -0.5 -0.7 -1.8 -4.0 -0.9 -0.1 -0.7 -2.0 -0.3 
 Adjusted HAD Surplus a +1.1 +0.5 -0.5 -3.9 -8.2 -11.3 -4.7 +3.1 +1.3 +0.7 +0.5 -0.6 -2.9 +0.3 +1.1 +0.4 -0.8 +0.9 
6. Karadobi + Border (Inf5; S0)                   
 HAD Surplus +0.1 -0.7 -1.5 -4.6 -8.8 -12.0 -5.4 +2.2 +0.2 -0.4 -0.7 -1.5 -3.6 -0.8 +0.0 -0.7 -1.7 -0.2 
 Adjusted HAD Surplus a +0.8 +0.1 -0.7 -3.9 -8.1 -11.2 -4.6 +2.9 +1.0 +0.3 +0.1 -0.8 -2.9 -0.1 +0.7 +0.1 -0.9 +0.5 
7. Mendaya + Border (Inf6; S2)                   
 HAD Surplus +0.0 -0.7 -1.7 -5.1 -9.3 -12.3 -5.8 +1.9 +0.1 -0.5 -0.7 -1.8 -3.9 -0.9 -0.1 -0.7 -1.9 -0.3 
 Adjusted HAD Surplus a +0.8 +0.2 -0.8 -4.3 -8.4 -11.4 -4.9 +2.7 +1.0 +0.4 +0.1 -0.9 -3.1 +0.0 +0.8 +0.1 -1.0 +0.6 
8. Three Dam Cascade  (Inf7; S2)                   
 HAD Surplus -0.2 -0.9 -2.2 -5.9 -10.1 -13.1 -6.5 +1.3 -0.1 -0.7 -0.9 -2.3 -4.7 -1.0 -0.3 -0.9 -2.5 -0.5 
 Adjusted HAD Surplus a +1.2 +0.5 -0.8 -4.6 -8.8 -11.8 -5.2 +2.8 +1.3 +0.7 +0.5 -1.0 -3.3 +0.3 +1.1 +0.5 -1.1 +0.9 
 
D0 = Status Quo demands: Egypt 55.5 bcm/yr; Sudan 14.0 bcm/yr; Ethiopia 0.3 bcm/yr;  
D1 = Moderate Irrigation Withdrawals (Half of potential): Egypt 55.5 bcm/yr; Sudan 16.1 bcm/yr, Ethiopia 3.5 bcm/yr; 
D2 = High Irrigation Withdrawals (Full potential): Egypt 55.5 bcm/yr; Sudan 18.0 bcm/yr, Ethiopia 6.7 bcm/yr; 
D3 = Adaptive Irrigation Withdrawals: Egypt 50 bcm/yr; Sudan 16.2 bcm/yr, Ethiopia 6.7 bcm/yr; 
Adjusted HAD Surplus takes account of the water stored in upstream reservoirs, by dividing the volume of stored water at the end of the simulation by the number of years in the 
simulation. 
Color coding legend: 
Positive net inflows, positive change from net inflows in row 1 (with no JMP project) Positive net inflows, negative change from net inflows in row 1 (with no JMP project) 
Negative net inflows, positive change from net inflows in row 1 (with no JMP project) Negative net inflows, negative change from net inflows in row 1 (with no JMP project) 
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themselves bring about such imbalances in the system. Rather, only if the system is already near or 
at its tipping point, for example with high withdrawals and some reduction of inflows, does adding 
Blue Nile hydropower projects become problematic. 
The results for the -15% climate scenario further clarify this point. As shown in Table 25, such 
inflow reductions create significant imbalances in the system, even with D0 withdrawals, such that 
storage in Lake Nasser would collapse regardless of whether Blue Nile dams are built. Under such 
conditions, there are no evaporative savings to be gained in storing water upstream. In addition, the 
lower flows make it more difficult to both fill reservoirs and release sufficient water to meet target 
withdrawals in the downstream system in such situations. Shortfalls in net inflows to Lake Nasser 
increase much more quickly as withdrawals increase than they do as additional hydropower dams are 
added along the Blue Nile in Ethiopia. The same types of effects occur in situations with somewhat 
lower reduced inflows and high water withdrawals (A2_D2 and B2_D2). 
 We can understand these asymmetric effects on the water balance a bit better via a graphical 
representation of the interactions between Blue Nile projects, climate conditions and withdrawal 
conditions. Figure 42A shows this for the case of Karadobi. We can see from this graph that adding 
Karadobi has a minor effect on the water balance when other withdrawals from the system are low 
(the case of D0 withdrawals). In this case, accounting for the water in upstream storage, the water 
balance is enhanced, except when inflows are reduced sharply, by 15%. However, when withdrawals 
increase to D2 levels, the water balance is negatively affected by the addition of the reservoir if inflows 
are at all reduced from their historical levels. Results are similar for the other single infrastructures, 
and these effects are amplified when multiple infrastructures are constructed (Figure 42B). 
The effects of Blue Nile Dams on demand deficits in the system  
Another way of viewing these results is to observe what happens to demand deficits relative 
to annual target withdrawals across the modeled experiments when Blue Nile storage projects are 
added to the system. Consider first the change in shortfalls across withdrawal conditions when the 
RAPSO-based (hydropower-maximizing) operating and normal reservoir filling rules are used (Figure 
43A-D). Here we compare the deficits in the Inf0 and Infm_T1_Sp_O1 experiments, across climate 
scenarios and withdrawal conditions. There are many situations in which incremental deficits in the 
                   
 
168 
system are negative with addition of Blue Nile infrastructures (i.e. deficits decrease from the baseline 
with no upstream dams), largely because these enable a more regular supply of water to irrigated 
areas in Sudan and/or allow evaporative savings in the downstream system. In these situations, 
these benefits outweigh the effects that filling has on water availability downstream of the dams. 
Thus, for both D0 and D1 withdrawals, system deficits always decrease if inflows are not reduced 
more than 5% (except with the three-dam cascade, for which somewhat higher flows are required if 
shortfalls are to be decreased). When withdrawals increase to D2 levels, incremental deficits are 
positive if flows are reduced by 5% and multiple dams are built, but single dams still reduce deficits 
relative to the baseline. In general, filling Blue Nile dams leads to increased incremental deficits in the 
system if inflows are reduced by 10% or more. These incremental increases are largest when water 
withdrawals are high, reaching 1.5 bcm/yr in the -15% inflow scenario. Note also that added deficits 
can largely be avoided by reducing withdrawals downstream (the D3 condition); in this situation single 
dams do not appreciably increase incremental deficits even if flows are reduced by 15%. Finally, in 
very low flow scenarios and when the dams are operated to maximize hydropower production, Border 
and Karadobi do not increase deficits as much as Mendaya, which requires more water to fill.50 
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Figure 42. The effect on the system water balance calculations of adding A) Karadobi and B) a Blue 
Nile 3-dam cascade 
                                                 
50
 Note that these results apply to the normal filling rates specified under Table 22. Filling rates could be slowed if 
flows are lower than normal (i.e. historical) levels, and this would reduce the risk of increased deficits in the 
downstream system, though at the cost of lost hydropower.  
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Figure 43. Change in system irrigation deficits from Inf0 to Infm_T1_Sp_O1 experiments, for the (A) D0 
(status quo), B) D1 (moderate), C) D2 (high) and D) D3 (adaptive) withdrawal conditions. 
  
Next consider the change in shortfalls when reservoir releases are coordinated strongly with 
water levels in Lake Nasser in an effort to avoid downstream deficits (Figure 44). With coordinated 
releases, several infrastructure combinations provide consistent and timely downstream drought 
mitigation (i.e. a decrease in average deficits). This benefit can be obtained even when withdrawals 
are high and inflows to the system are reduced by 10% or more. Combinations including Mendaya 
are particularly effective at deficit mitigation, because that dam is both sufficiently large to provide 
sustained releases over a long period of time (unlike Border) and is situated far enough downstream 
in the Blue Nile catchment to capture most of the annual Blue Nile runoff (in contrast to Karadobi). 
Across withdrawal conditions, incremental deficits to the system of adding Blue Nile storage are 
negative (i.e. shortfalls are reduced) for nearly all infrastructures as long as flows are not reduced 
more than 10%. The exceptions are the three-dam cascade and the Karadobi + Border combination, 
which only reduce deficits up to inflow decreases of about 5%. Mendaya provides reductions in 
incremental deficits even when flows are reduced by 15%. These experiments show that coordination 
can significantly reduce downstream deficits. 
The effects of Blue Nile Dams on hydropower production in the system  
Besides their effects on incremental deficits in the Nile system, it is important to understand 
how the various Blue Nile dam configurations and levels of downstream coordination could affect 
system hydropower. As was the case with demand shortfalls, the energy impact of these projects 
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varies across climate scenarios and withdrawal conditions. It also depends on whether the dams are 
operated primarily to maximize hydropower production or to mitigate downstream deficits. This 
section explores those effects, beginning with the results of the Infm_T1_Sp_O1 experiments (Figure 
45), and then considering the effect of coordination with Lake Nasser (Infm_T1_Sp_O5 experiments). 
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Figure 44. Change in system irrigation deficits from Inf0 to Infm_T1_Sp_O5 experiments, for the (A) D0 
(status quo), B) D1 (moderate), C) and D2 (high) withdrawal conditions. 
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The first result to note is that hydropower added to the baseline by these dams has a 
nonlinear relationship with inflows. For example, assuming that water withdrawals remain at D0 levels, 
we observe that system hydropower added by Blue Nile projects tends to be relatively flat when 
inflows are reduced by more than 5%, whereas added production increases beyond this point with 
higher inflows. This is largely a systems effect. In Chapter 7, we saw that hydropower production from 
Mendaya was relatively insensitive to changes in inflows, and the same can be said for the other Blue 
Nile dams. On the other hand, energy production in the downstream system is more sensitive to 
inflow changes, because hydropower generation at the Aswan Dam in Egypt depends on maintaining 
high water levels in Lake Nasser. When storage is shifted upstream, water levels and hydropower 
head at Aswan drop relative to the situation without Blue Nile storage. The decreases shown in Panel 
A between -5% inflows and +6% inflows are mostly a reflection of this effect on Lake Nasser levels of 
moving storage upstream. Beyond 5% decreases in inflows, however these curves flatten out 
because storage at Lake Nasser has already dropped to low levels, such that moving storage 
upstream has only small effects on already reduced water levels in the lake. Panel A also shows that 
hydropower generation is highest at Mendaya (among single dams) and Karadobi + Mendaya (among 
two-dam combinations). 
Panel C shows that hydropower added to the system by the projects is lower if withdrawals 
increase to D2 (high) levels. This is again a systems effect. Energy production at the Blue Nile dams 
is relatively insensitive to increasing withdrawals from the system, because most abstractions take 
place downstream in Sudan and Egypt. Therefore, most of the relative decrease in power generation 
in the D2 condition (relative to D0) is due to lower energy production in the downstream system. Also, 
as discussed above, energy production in the downstream system is already low when inflows 
decrease by more than 5% at D0 withdrawals, because storage levels in Lake Nasser have dropped. 
If target withdrawals were to increase beyond this level, higher runoff would be needed to maintain 
high downstream production in Egypt. For the D1 condition, the slope of the graphs for additional 
hydropower begin to increase mostly around +0% inflows (Panel B); for the D2 condition, this slope 
only begins to increase beyond +3% inflows (Panel C). Adapting downstream withdrawals (D3 
condition) yields curves that are very similar to those for the D0 condition (results not shown).  
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Figure 45. System hydropower added to the system across inflow scenarios with different 
infrastructures operated using the hydropower-based rules, for A) D0 (status quo) withdrawals, B) D1 
(moderate) withdrawals, and C) D2 (high) withdrawals.  
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Two additional points should be made about these results. First, as system withdrawals 
increase, the incremental change in hydropower sometimes increases as flows are reduced. For 
example, in Panel C, we see that Border adds relatively more system hydropower when flows are 
reduced between 5 and 15% than when flows are higher. This is once again a systems effect, 
because the power production at Border itself decreases as flows are reduced. In the system 
configuration with no Blue Nile Dam, however, decreases in flow coupled with high irrigation 
withdrawals result in lower hydropower production from Sudanese Dams. Adding Border (or the other 
Blue Nile dams) to provide flow regulation becomes relatively more valuable when flows are low. 
Second, it should be noted that hydropower development in the Blue Nile canyon creates a natural 
incentive for greater water releases to the downstream system, since these lead to higher energy 
generation. Furthermore, this incentive increases as more hydropower dams are built. Investing in 
one or more of the proposed JMP options would thus probably reduce pressure among the riparians 
to increase upstream irrigation abstractions from the river.51 
Finally, the effect of coordination on hydropower production depends on the effectiveness of 
that coordination. Mendaya, which provides the greatest flexibility in mitigating downstream deficits, 
also loses the most hydropower when releases are timed to minimize deficits (Figure 46). Border and 
Karadobi, less effective for reducing deficits, allow generation of nearly the same hydropower even 
when releases are coordinated. Those two reservoirs’ are generally unable to do much to decrease 
downstream deficits, but Border’s coordination does tend to enhance downstream power uplift from 
reservoirs in Sudan, especially during droughts.  
Economic outcomes: historical conditions, D0 withdrawals 
We now turn to the economics of these projects. We saw previously that the economic results 
for the individual dams were favorable given existing withdrawals and climate (Chapter 5 Figure 17), 
but that the cumulative distribution of NPV outcomes for Mendaya was furthest to the right, 
suggesting that it was likely to generate higher net benefits than the others. Among all combinations, 
                                                 
51
 The location of the dams would also make a difference. Construction of a dam at Border or Mendaya, for 
example, would discourage irrigation withdrawals in much of the Blue Nile catchment, since these would reduce 
hydropower generation in the dam. A dam at Karadobi would only really discourage greater irrigation around 
Lake Tana.  
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a three dam cascade generates the largest net benefits (Figure 47). Of the two-dam combinations, 
the Mendaya + Karadobi combination performs best, followed by combinations that involve Border.  
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Figure 46. Change in system hydropower added to the system across inflow scenarios with different 
infrastructures, with D1 (moderate) withdrawals 
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Figure 47. Cumulative distributions of simulated NPV for the multi-dam combinations with pre-
feasibility study operating rules (H_D0 experiments) 
 
Economic outcomes: the effects of climate change conditions and upstream development 
We next consider the combined effects of climate and increasing withdrawals on these 
economic results. For Mendaya, the distribution of net benefits shifts considerably across the inflow 
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scenarios and water withdrawal conditions (Figure 48). On the one hand, in the D0 (status quo) 
withdrawal condition, the economics of Mendaya improve relative to historical conditions for all but 
the largest -15% inflow reductions (Panel A). With a 10% decrease in inflows, the economics of the 
dam are better than in the historical case in about 80% of the simulations. For all other scenarios, the 
cumulative distributions of net benefits lie to the right of the historical condition. When flows are 
reduced, these improved outcomes are the consequence of economic linkages such as the higher 
real value of hydropower and carbon offsets. When flows increase, the improved outcomes stem from 
the combined effects of both the physical (increased runoff) and economic linkages. The project thus 
appears likely to provide greater benefits in a world with climate change than in one without it, so long 
as withdrawals remain low. Also, despite the different spatial patterns of inflow and temperature 
changes, the A2 and B2 scenarios yield very similar NPV distributions, and these are also fairly close 
to those associated with a 5% decrease in overall system inflows (not shown).  
On the other hand, as upstream irrigation increases, the NPV distributions shift to the left 
(Panels B for the D1 condition and Panel C for the D2 condition). The value of the dam thus decreases 
as withdrawals increase, although it still passes a cost-benefit test in most simulations. With moderate 
development (D1), the dam economics in the scenario with -10% inflows are no longer better than 
those for the historical scenario. High (D2) withdrawals are somewhat more damaging (Panel C). The 
economics of Mendaya in the A2_D2 and B2_D2 scenarios are only improved over the historical case 
in roughly 60% of the simulations, and there is a considerable probability that the dam will not pass a 
cost-benefit test if inflows are reduced (A2_D2 and B2_D2: 7% risk; -10_D2: 25% risk; and  -15_D2: 
38% risk). The economic performance of other Blue Nile infrastructure projects responds in similar 
ways when conditions change, although their sensitivities vary. Results for the D3 condition are similar 
to the D0 outcomes, except that the economics are slightly better for scenarios with increased inflows 
(Panel D), and slightly worse for inflows reduced by 10% or more. 
Economic outcomes: the effect of changes in flow variability 
The effect of changing flow variability on the economics of Blue Nile projects is relatively 
minor when compared to mean changes in inflows. In general, all else being equal, the infrastructures 
become more economically valuable with increasing variability. In the interest of space, variability  
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Figure 48. Mendaya NPV across inflow scenarios, in the A) D0 (status quo),  
B) D1 (moderate development), C) D2 (high development), and D) D3 (adaptive development) 
conditions (pre-feasibility design and operating rules). 
 
results are only shown for Karadobi (Figure 49), which is most strongly affected by changing 
variability due to its small catchment. The main reasons why Blue Nile storage becomes more 
valuable with increasing variability is that it provides timely water to irrigation systems along the Blue 
Nile in Sudan, especially Gezira, and improves the ability to manage downstream infrastructure to 
cope with variations in the annual flood. With increasing variability, flow irregularities increase, and 
Blue Nile storage can help to smooth them. Also, the gap between the NPV distributions is larger 
when system withdrawals are high, as shown by comparison of the difference between the NPV 
distributions for more and less variable flow in the D1 and D2 conditions. The differences at the mean 
of these distributions is US$1.1 billion (D1) and US$1.5 billion (D2) (for D0 the difference is only 
US$0.1 billion). More irrigation means that downstream flows are reduced, which has particularly 
damaging consequences in dry years, the proportion of which increase with greater variability. The 
enhanced value of Blue Nile dams under more variable conditions comes despite the fact that their 
hydropower production is somewhat reduced by inconsistent flows.  
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Figure 49. Karadobi NPV as a function of inflow variability scenarios, for two levels of upstream 
irrigation development. 
 
Economic outcomes: the effect of changes in dam design and operational features 
The comparisons made thus far have dealt with the designs and operating rules proposed in 
the project pre-feasibility studies. We now turn to comparisons across the other infrastructure 
experiments – sizing, timing and operation – described in Table 22. For the purposes of illustration, 
we focus on Mendaya and combinations including it, because it appears to outperform the other 
individual project(s) across the range of climate scenarios and water withdrawal conditions. In Section 
8.4, we then compare the performance of the different infrastructures using the decision criteria 
previously described to see whether other combinations are attractive under certain conditions. 
Results from the sizing experiments are quite intuitive. As the system becomes more 
constrained (via increased irrigation abstractions or reduced inflows), the probability of poor economic 
outcomes increases more quickly for larger designs (Figure 50 Panel A). Conversely, larger designs 
are more attractive under favorable hydrological conditions (Panel B). Figure 51 shows the most 
attractive two-dam combinations under the same two conditions, including the effect of delaying the 
second project (the T2 experiment). In general, delaying construction of a second dam shifts positive 
NPV outcomes to the left, suggesting that the time needed to fill upstream dams is not a major 
economic issue when planning multiple projects. For the -15_D1 situation, the small Mendaya + 
Border combination fares better than others (Panel A); whereas the Karadobi + large Mendaya 
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combination is best for +6_D0 (Panel B). The Mendaya + Border combination improves relative to the 
others when flows are reduced because those two dams have larger catchments and are thus less 
sensitive to flow reductions. The observations that a) reduced inflows favor system designs with dams 
that are smaller and built to collect water from a larger catchment, and b) increased inflows favor 
larger dams with more hydropower potential may seem obvious, but they present complex challenges 
for planning investments under uncertainty. 
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Figure 50. NPV distributions from simulations for different sizes of the Mendaya Dam, for the A) 
Inf2_T0_Sp_O1;-15_D1, and B) Inf2_T0_Sp_O1;+6_D0 experiments. 
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Figure 51. NPV distributions from simulations of A) Mendaya + Border (Inf6_Tn_Sp_O1;-15_D1 
experiments), and B) Mendaya + Karadobi (Inf4_Tn_Sp_O1;+6_D0 experiments). 
 
The operational aspects (the Or experiments described in Table 22) have effects on the 
economic calculations as well. First, while the filling speed of these dams may make a difference in 
short term outcomes, the long-term economic consequences of those differences are relatively minor 
(Figure 52; Panel A). Indeed, it is difficult to predict in general which filling rule will be best from an 
economic perspective, due to short-term natural variability. Sometimes, short term hydrology (i.e. 
higher than average flows) will favor rapid filling and a subsequent faster start to hydropower 
generation. Other times, if there is a series of dry years, slower filling may be more appropriate in 
order to avoid damaging downstream droughts. As a result, forecasting of inflows may have a role in 
fine-tuning filling rates. Second, strong coordination of dam releases with storage levels in Lake 
Nasser often results in a tighter distribution of NPV outcomes (Figure 52; Panel B). Coordination 
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allows the system to avoid the most damaging downstream deficits, and these play an important role 
in the worst economic outcomes in the simulations, as was shown in the previous chapter. At the 
same time, coordination comes at the cost of lower power generation, which means that upside 
outcomes (in instances with particularly valuable hydropower) are reduced.  
While Figure 52 presents results for A2_D2 Mendaya experiments, these outcomes are 
generally representative of results from the other experiments. Still, a few other findings deserve 
mention. First, in situations with few downstream deficits, coordination has little effect on the 
economic calculations, because the coordination rules are rarely invoked. Second, coordination of 
releases from Karadobi, which was found to be generally ineffective for reducing downstream 
shortfalls, has a minor impact on economic outcomes. While it may be that the coordinated releases 
from Karadobi specified in the experiments were too low, Karadobi is constrained in its ability to 
provide coordination. Because of its small catchment, it is difficult to sustain high releases from the 
dam for an extended period of time. Also, the Tana-Beles project, implemented upstream of the dam, 
has diverted over 2 bcm/yr of flows down the Beles River and away from the upper Blue Nile. These 
diversions, representing ~10% of the pre-project flow through Karadobi, do not rejoin the river until 
just before Border, and limit Karadobi’s ability to provide sustained, higher releases. Mendaya is less 
affected because of its larger catchment. 
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Figure 52. Mendaya NPV with A) variable filling rates (Inf2_T0_S2_O1-3;A2_D2 experiments), and B) 
coordination of releases with Lake Nasser (Inf2_T0_S2_O1,4,5;A2_D2 experiments). 
 
The economics of the Border Dam also respond somewhat differently to different operating 
rules. Both weak and strong coordination of this dam’s releases with Lake Nasser levels appear to 
improve Border’s economics (Figure 53). This improvement is consistent with the physical changes 
presented in Figure 43 and Figure 45. Border’s own hydropower production is lower than that of the 
other dams. Downstream costs and benefits (including the positive effects of downstream regulation) 
therefore make up a larger proportion of the economic calculations for the Border Dam, and the 
relative value of its coordination with the downstream system is thus greater. 
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Figure 53. Border NPV in the Inf3_T0_S0_O1,4,5;A2_D1 experiments 
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8.4 Investments favored under different decision criteria 
Taken collectively, the results presented in Section 8.3 suggest that the same combinations 
and features of the potential JMP infrastructures do not always perform best, and it is not at all clear 
which options planners should favor. We thus turn to the decision criteria defined earlier in this 
chapter to see if they provide useful advice for making these investment decisions.  
It quickly becomes apparent that the “best” infrastructure investments selected change as a 
function of a) the number of projects that could be implemented, b) the extent of upstream 
development, and c) the decision rule that is applied (Table 26). Even if historical conditions were to 
be maintained (in which case the risks of negative net benefits are very low), a planner would still 
have to choose infrastructures based on expectations of what would happen with future withdrawals 
in the basin, and whether multiple Blue Nile dams would be built. With both greater withdrawals and 
construction of more dams, the case for the larger dam options at Mendaya decreases. Choosing the 
project that maximizes expected outcomes of the H simulations (i.e. applying the Standard Expected 
decision rule), one would opt for investment paths that include the large Mendaya Dam project when 
withdrawals are low (all D0 experiments contain this project, regardless of the number of dams that 
are built). If there is a chance that withdrawals would increase substantially, for example to D2 levels, 
the medium Mendaya Dam would be more attractive. Also, a planner making decisions off of the 
Base Case would choose different infrastructures. And a more risk averse planner using the Standard 
Robust rule and seeking to minimize the probability of poor economic outcomes would nearly always 
choose combinations including the small Mendaya design. This planner would nearly always follow 
the small Mendaya Dam with Border, before constructing Karadobi (in contrast to the planner seeking 
to maximize expected benefits, who would build Karadobi second).  
With climate uncertainty added to the picture, the planning problem becomes even more 
complex. The riskiest investments under poor future hydrological conditions (in the -15% inflow 
scenario) tend to generate the highest NPV under good future conditions (+6% inflow scenario), as 
shown by the contradiction between the Best Case and the Worst Case decision criteria on expected 
NPV. A planner making decisions on the basis of the Worst Case rule would tend to select the small 
Mendaya design unless only one dam were to be built, in which case the medium Mendaya Dam 
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would be chosen. This would be followed by the Border and Karadobi Dams. A Best Case planner 
would instead start with the large Mendaya Dam, followed by Karadobi, and then Border, unless D2 
withdrawals were anticipated. Even Worst Case and Least Risk, which are meant to select designs 
robust to unfavorable hydrological conditions, do not always agree. For example, where the Worst 
Case rule favors the medium Mendaya Dam, the Least Risk rule generally favors a small design. The 
only consistencies in these results are that a) higher upstream irrigation lowers expected NPV and 
tends to increase project risks (as illustrated by Figure 54), b) expected NPV for the best options are 
positive even in the most unfavorable situation (-15_D2), and c) greater withdrawals from the system 
or a decision to pursue multi-dam investment paths argue for selecting relatively smaller designs. 
 
Table 26: Investments favored by the different decision criteria (Metrics in parentheses apply to 
project selected using the metric) 
   
Criterion Description of metric: Choose design with… Single Project  Two Projects Three Projects 
Base Case 
……highest NPV for 
historical climate and base 
case parameter values  
 
Units (millions of US$) 
D0: Large M 
 (8,030) 
D1: Large M 
 (7,510) 
D2: Large M 
 (6,250) 
D0: K + Large M 
 (12,260) 
D1: K + Med M 
 (10,640) 
D2: Med M + B 
 (9,000) 
D0: K + Large M + B 
 (15,960) 
D1: K + Med M + B 
 (13,610) 
D2: K + Med M + B 
 (10,800) 
Standard 
Expected 
…highest expected value for 
maintained climate conditions  
 
Units (millions of US$) 
D0: Large M 
 (8,560) 
D1: Large M 
 (8,200) 
D2: Med M 
 (6,870) 
D0: K + Large M 
 (13,090) 
D1: K + Large M 
 (11,350) 
D2: K + Large M 
 (9,660) 
D0: K + Large M + B 
 (16,930) 
D1: K + Med M + B 
 (14,710) 
D2: K + Med M + B 
 (11,370) 
Standard  
Robust 
…lowest risk of NPV<0 for 
maintained climate conditions  
 
Units (%) 
D0: Small M  
 (0.02%) 
D1: Small M 
 (0%) 
D2: Small M 
 (0.16%) 
D0: K + B  
 (0.02%) 
D1: Small M + B 
 (0.02%) 
D2: Small M + B 
 (0.36%) 
D0: K + Small M + B 
 (0.04%) 
D1: K + Small M + B 
 (0.24%) 
D2: K + Small M + B 
 (2.36%) 
Worst  
Case 
…highest expected value in 
the worst future scenario 
  
 
Units (millions of US$) 
D0: Med M 
 (6,910) 
D1: Med M 
 (3,780) 
D2: Med M 
 (1,880) 
D0: Small M + B 
 (10,400) 
D1: Small M + B 
 (7,640) 
D2: Small M + B 
 (5,810) 
D0: K + Small M + B 
 (12,590) 
D1: K + Small M + B 
 (9,900) 
D2: K + Small M + B 
 (7,990) 
Best  
Case 
…highest expected value in 
the best future scenario  
  
Units (millions of US$) 
D0: Large M 
 (16,460) 
D1: Large M 
 (16,730) 
D2: Large M 
 (14,890) 
D0: K + Large M 
 (24,630) 
D1: K + Large M 
 (24,240) 
D2: Large M + B
 (21,070) 
D0: K + Large M + B 
 (31,830) 
D1: K + Large M + B 
 (30,630) 
D2: K + Large M + B 
 (27,690) 
Least  
Risk 
…lowest risk of NPV<0 in the 
worst future scenario  
 
Units (%) 
D0: Small M 
 (0.2%) 
D1: Small M 
 (10.4%) 
D2: Small M 
 (30.7%) 
D0: Med M + B 
 (0.8%) 
D1: Small M + B 
 (8.7%) 
D2: Small M + B 
 (18.2%) 
D0: K + Small M + B 
 (4.8%) 
D1: K + Small M + B 
 (13.8%) 
D2: K + Small M + B 
 (20.9%) 
 
K: Karadobi; M: Mendaya; B: Border Withdrawal conditions: D0 (Status Quo); D1 (Moderate); D2 (High). 
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Figure 54. The effect of moving from D0 to D2 withdrawals on A) expected NPV of the infrastructure 
combinations with the highest expected NPV, and b) risk of negative net benefits for the infrastructure 
with the lowest risk of NPV<0, across the different climate scenarios. 
 
8.5 Discussion 
The analysis presented in this chapter showed that investing in upstream storage along the 
Blue Nile in Ethiopia has great potential for generating positive net benefits, over a wide range of 
climate scenarios and water withdrawal conditions. Using the hydro-economic simulation framework, 
we found that Blue Nile water storage can provide a variety of benefits: a) hydropower generation; b) 
benefits from flow regulation such as decreased flood damages, hydropower uplift and the delivery of 
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timely water to irrigation schemes in Sudan; and c) drought mitigation during extended dry periods. 
The extent of each of these benefits varies with infrastructure designs and configuration, as well as 
the operating rules governing reservoir releases. Taken as a whole, the results show that many 
individual projects and multiple dam combinations are very likely to pass a cost-benefit test under a 
large set of plausible future conditions. 
It is also clear that climate conditions and the extent of upstream irrigation development can 
have a large influence on the net benefits of these investments, such that the “best” choices are 
unstable across different future conditions. These effects are generally intuitive and can be 
summarized as follows. First, the effect of changing conditions (i.e. upstream irrigation development 
and changing climate) on the project economics is mediated through changes in impacts on the 
downstream system. The probability of downstream demand deficits increases as the system 
becomes more water constrained, which can occur with a) greater levels of upstream irrigation or b) 
reduced inflows into the system. Both of these possibilities have adverse effects on the economic 
attractiveness of Blue Nile hydropower projects. High upstream withdrawals, for example, impose 
costs on the Blue Nile projects – mainly from reduced downstream water availability and hydropower 
production. Of course, only upstream withdrawals (not climate conditions) are under the control of the 
Eastern Nile riparians.  
Second, with some projects (especially configurations including Mendaya), the cost of storing 
water upstream, measured in terms of irrigation deficits due to filling or otherwise withholding water 
upstream, can be decreased or eliminated by coordination of releases with storage levels in Lake 
Nasser. Effective coordination, though, is not without its own costs, and is often accompanied by 
decreased hydropower production. The net economic effect of coordination will depend on the 
relative value of hydropower versus irrigation water. For Border, the economics of coordination are 
less ambiguous, because hydropower lost at the dam site is low, such that coordination benefits to 
the downstream system make up a relatively larger portion of its benefits. Of course, the economic 
case for Border is much weaker than that for Mendaya. Border not only produces less hydropower, 
but would also suffer more quickly from siltation. It would probably only make economic sense to build 
Border as a run-of-the-river hydropower project, or if it were part of a multi-dam investment plan. 
                   
 
188 
Third, the case for considering smaller reservoirs and increased coordination improves as the 
water supply of the Nile becomes more constrained. Smaller reservoirs become more attractive under 
such conditions because the capacity needed to store the annual flood decreases, and the amount of 
capital at risk for a smaller dam is lower. Smaller dams also begin hydropower production sooner. 
Fourth, Mendaya, which is larger than Border, generally remains the most attractive single 
investment, and almost all of the most attractive 2 and 3-dam combinations include it. These results 
suggest that Mendaya should be pursued before other alternatives. Fifth, upstream irrigation 
development imposes large costs on the Blue Nile projects (on the order of 1.5 – 3 billion $US for the 
various combinations) – mainly from reduced downstream water availability and hydropower losses. 
These costs need to be assessed carefully before plans are made for the expansion of irrigation. 
Finally, assuming that Egyptian energy markets could absorb the large output produced by multiple 
dams, building several smaller-sized projects in a two or three cascade provides higher economic 
benefits than do larger individual dams on their own. In contrast to larger individual dams, these multi-
dam combinations do not increase project risks substantially, largely because there are synergies in 
hydropower production due to enhanced flow regulation, and an improved ability to ensure 
coordinated releases for the benefit of the downstream system. 
It is nonetheless clear that Nile planners would have difficulty using these results to make 
decisions about which infrastructure options to pursue. The application of different decision criteria in 
Section 8.4 led to different choices of “best” infrastructures. This inconsistency reflected a fairly clear 
tradeoff between investment risk and expected payoffs; this planning problem is thus a classic 
example of investment under uncertainty. The planning process should focus on the creation of 
analytical tools for assessing this tradeoff rather than focusing solely on risks or expected outcomes.  
Fortunately, the integrated simulation framework used in this research allows planners to 
easily consider and quantify metrics that pertain to this risk-reward tradeoff. For example, the 
probability of negative net benefits in a low flow future scenario – the unfavorable outcome that on 
might seek to avoid – can be used to determine worst case downside investment risks. Metrics such 
as expected net benefits, or other less conservative measures of the payoff potential of projects (for 
instance the 75th or 90th percentile of net benefits in a high flow future scenario), can be used to 
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gauge project upside. These metrics can be plotted against each other to explore the nature of the 
risk-reward tradeoff (Figure 55 provides an example). From a planning perspective, it would seem 
worthwhile to see how individual infrastructure options perform along these economic dimensions – 
downside, expected outcome, and upside – when compared against the “best” options within each 
scenario. Such an assessment of the project alternatives follows in Chapter 9. 
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Figure 55. The tradeoff between 90th percentile upside NPV in the +6_D0 situation, and the risk that 
project NPV will be negative in the -15_D0 situation. Project combinations on the lowest risk-highest 
upside frontier are labeled (C2 indicates strong coordination of dam releases with Lake Nasser 
levels). 
 
There are a number of important limitations to this analysis. First, though the simulation 
experiments for different operating conditions showed that coordination can lead to improvements in 
the economics of the projects by avoiding deficits in the downstream system, only two coordination 
rules were attempted. It could be that other rules would be more effective for reducing such deficits. 
Second, a number of costs and benefits were not directly included in the analysis. Sedimentation 
could affect the economic net benefits of each of these dams but might also decrease downstream 
siltation problems in Sudan. The effect of silt deposition would be greatest for Border, which has both 
lower active storage and a high silt load (larger catchment). Even without the effect of siltation, 
though, the analysis suggests that Border should not be implemented first. Mendaya, on the other 
hand, would suffer less from siltation because its catchment is smaller and it has very large dead 
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storage. The thirty-year lower bound for the project time horizon used in the economic simulations is 
very conservative for Mendaya and Karadobi, since silt load estimates, albeit uncertain, suggest 
these dams should last much longer (Table 4). Third, the possibility of using a second (or third) 
reservoir for peaking power was not included in the calculations. Where there is sufficient demand for 
it, peaking power is typically worth 2-3 times as much as firm power [A. Bates, personal 
communication]. Peaking power production would only be feasible with multi-project combinations, so 
it would tend to increase the arguments favoring more and smaller dams over individual, larger 
designs, especially if capital resources are limited. Since multi-dam combinations appear attractive 
under a wide range of future conditions, the option of producing peaking power should be viewed as a 
real opportunity for the Blue Nile riparians. 
  
 
9 THE STRENGTHS AND WEAKNESSES OF THE ALTERNATIVES: AN ANALYSIS OF OPTIONS 
This chapter contains additional analyses of the Blue Nile reservoir alternatives, for the same 
climate scenarios, withdrawal conditions and infrastructure bundles analyzed in the preceding 
chapter. The performance of the various project alternatives is quantified relative to the “best” project 
within each situation, as determined along three dimensions: a) downside risk, b) expected net 
benefits, and c) upside potential. Comparisons of the infrastructures in these three ways offer a 
straightforward way of comparing their strengths and weaknesses. The analysis also introduces the 
concept of infrastructure flexibility, whereby some design and operational components of projects are 
more or less changeable. The next section provides a sketch of the approach for evaluating the 
design and operational components using simulation. Section 9.2 defines the comparative metrics 
used to quantify the three dimensions of infrastructure performance, and explains how comparisons 
are made. Section 3 presents the results of the comparison of options, which are further discussed in 
section 4. 
9.1 Conceptual model 
The process of planning Blue Nile investments can be thought of as a staged problem, in 
which some decisions, once implemented, are more inflexible than others. For example, the choices 
of project site and sizing are inflexible, whereas proposed reservoir filling rates can be revisited during 
construction, and operating rules can be adapted over the course in response to changing conditions 
over the lifespan of the project. For the purposes of illustration, assume that the planner determines in 
a first decision that a dam at Mendaya should be implemented first; i.e. it is more attractive than 
projects at the two other sites. A sizing decision must then be made immediately, prior to initiating 
construction. The third decision pertaining to operating rules (includes filling rates) is more flexible.  
Next consider the second decision in this problem. Selection of a small design is least 
flexible, given that dam enlargement is probably not technically feasible. However, if the planner opts 
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for a larger dam design, it could be possible to either utilize its full capacity or operate it as one would 
a smaller design. Flexibility to operate the dam at various levels would follow from overdesign of 
some aspects of the infrastructure. This overdesign would entail higher capital expenditures, but 
might nevertheless be justified under certain conditions. For example, changes in climate or 
development in the downstream system may increase the need for flood control, or change the value 
of upstream storage capacity. Similarly, with the third decision, enabling operational flexibility might 
entail design modification and would require implementing adaptive management systems. 
Depending on the nature of the uncertainties in the system, it seems at least possible that adaptive 
management processes could be justified in many situations.  
Figure 56 depicts an illustrative path in which the first investment selected is a small dam at 
Mendaya, and the operating regime initially believed to perform best is one that involves coordination 
of releases with storage levels in the downstream system. Dotted arrows designate areas of flexibility. 
For instance, with this design, operating rules can be changed from coordination to hydropower 
maximization after the first two planning decisions have been made, but there is no possibility of 
moving from a small to large dam design. On the other hand, the opposite “downsizing” could be 
achieved if a medium or large dam were chosen and multiple hydropower intakes constructed. As 
shown in the diagram, subsequent investments (i.e. at Karadobi and Border) could be made; an 
additional level of flexibility then emerges from the ability to delay one or more investments along the 
decision tree. Flexibility to wait before proceeding with additional investments remains until contracts 
are signed and construction of the subsequent projects begins. 
How would one evaluate the set of alternative investment paths in the Blue Nile? One could 
apply an optimization framework, where the objective might be to maximize the expected net benefits 
of investments using an algorithm based on backwards induction. In this chapter, however, I use an 
approach based on simulation, for several reasons. First, it may not be desirable to assign 
probabilities to future climate conditions and water withdrawal conditions in the Blue Nile basin. 
Without this ability to assign probabilities, the aggregation of expected net benefits across scenarios 
is ill-defined. Second, as shown in Chapter 8, the economic performance of Blue Nile infrastructures 
is sensitive to climate and upstream water withdrawal conditions. It is thus reasonable to anticipate 
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that one infrastructure arrangement will not dominate the others in the choice set under all plausible 
future conditions. Simulation of the performance of the set of system configurations in different 
situations allows a simple test of this hypothesis. Third, the application of decision criteria that are not 
based on expected net benefits, for example those having to do with project risk, were shown to alter 
the planning decision, and these can be evaluated simultaneously using simulation, and then 
compared. Finally, from a practical perspective, this analysis is possible using the integrated hydro-
economic modeling tool developed in this research, and application to the set of experiments that 
have been performed is straightforward. 
 
Figure 56. Partial decision tree of Blue Nile planning process. An illustrative path, containing the 
small, Mendaya Dam, operated for coordinated releases with Lake Nasser water levels, is indicated 
by bold and underlined components; dotted arrows denote areas of flexibility. 
 
9.2 Definition and evaluation of comparative metrics 
The NPV outcomes obtained for each of J infrastructure alternatives are used to determine 
three metrics, which are specific to a given climate scenario and withdrawal condition i:  
a. The downside risk, defined as the negative outcome to be avoided, namely the percentage of 
simulations for which the infrastructure being analyzed has NPV < 0. In other words, this is 
the risk that the infrastructure would fail a cost-benefit test under the specified conditions; 
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b. The expected NPV, or the mean value of the project NPV from the simulations;  
c. The upside potential, defined as the 90th percentile of NPV from the simulations. 
While these metrics may be important for deciding whether or not to proceed with a particular project, 
by themselves they do not permit an easy comparison across investment options, for two reasons. 
First, multiple infrastructures may perform sufficiently well (but not dominate each other) both within 
and across the set of modeled situations, so that it could be difficult to choose between them. 
Second, absolute economic outcomes for an infrastructure that is operated in a very specific way do 
not account for the types of adaptive flexibilities depicted in Figure 56.  
To address the first of these limitations, we define relative measures for each infrastructure j, 
which show how it compares to its alternatives. These relative measures (equations 15 – 17) enable 
quantification of the added risks and/or opportunity costs associated with exercising the option to 
implement one project in place of its best alternative. 
Cexp,j,i = NPVexp,i* – NPVexp,j,i;       (15) 
RRj,i = rj,i – ri*;          (16) 
Ulost,j,i = Ui* – Uj,i; where        (17) 
Cexp,j,i = Expected cost of exercising option j in situation i;  
NPVexp,i* = Expected net present value of the project alternative with the highest expected NPV in 
situation i; 
NPVexp,j,i = Expected net present value of project j in situation i; 
RRj,i = Added risk of project j relative to the lowest risk alternative in situation i; 
rj,i  = Probability that project j will have NPV < 0 in situation i; 
ri*  = Probability that the lowest risk project will have NPV < 0 in situation i; 
Ulost,j,i  = Decrease in upside potential associated with project j relative to the project alternative with 
the highest upside NPV in situation i (90th percentile of the NPV distribution); 
Ui*  = 90th percentile NPV of the project alternative with the highest upside in situation i;  
Uj,i  = 90th percentile NPV of project j in situation i. 
In this case, an infrastructure alternative j denotes a development path that contains a bundle of Blue 
Nile projects, where each alternative j is characterized by its project components, their timing, size, 
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and operating rules, as previously developed in Chapter 8. For example, one such bundle may 
contain only the medium-sized Mendaya dam, built starting in year 1 of the planning horizon, and 
operated beginning in year 11 – construction is estimated to take 10 years – using the hydropower-
maximization rule taken from the project pre-feasibility study; this would be the Inf2_T0_S2_O1 project. 
Another bundle may contain the Karadobi dam, built in year 1 and operated with a moderate 
coordination rule beginning in year 8, followed by construction beginning in year 6 of the small 
Mendaya dam, operated with a strong coordination rule beginning in year 13 (construction of these 
smaller dams takes 7 years); this would be the Inf4_T1_S1_O5 infrastructure.  
 To address the second limitation, the calculations are adjusted to include the possibility of 
design and operational flexibility. We thus replace Cexp,j,i with the expected cost Cflex,exp,j,i of adaptable 
project j in situation i:  
  Cflex,exp,j,i = Min[Cexp,1,i + χ1,j; Cexp,2,i + χ2,j;…Cexp,j-1,i + χj-1,j; Cexp,j,i; Cexp,j+1,i + χj+1,j;…; Cexp,J,i + χJ,j],  (18) 
where χk,j is the cost of converting project j into project k. For the purposes of the analysis presented 
in this chapter, we assume 1) that operating rules can be changed without cost; 2) that a smaller dam 
design (at Mendaya) cannot be converted into larger projects once construction has begun; and 3) 
that larger designs (at Mendaya) can be operated as if they were smaller, but that this flexibility 
entails costs. Specifically, the cost of “downsizing” is assumed to equal the sum of the additional 
capital investment required for the larger project and the reduced (discounted) benefits of the smaller 
project due to the t extra years required for building the larger project. These conditions are 
summarized in equation 19. Admittedly, this is a lower bound on the costs of flexibility, as other costs 
may be involved if there is a need for multiple hydropower intakes or other redundancies, or costly 
management capacities or data collection are needed to adapt operating rules. 
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where κj = net present value of the capital cost of infrastructure j; 
Bj  = net present value of benefits of project j given its normal construction period; 
δ = discount rate 
tjk = additional time required to construct infrastructure j relative to infrastructure k (in years). 
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 For example, the cost of “converting” the large Mendaya Dam to a small size is the sum of 
the additional discounted capital cost incurred to build the larger version and the total benefits of the 
small dam discounted by 3 years to account for the extra building time required for the larger dam. 
Note that Cflex,exp,j,i  ≥ 0 unless infrastructure j (or one that differs only from j by its operating rules) is 
the one with highest expected NPV in situation i. Still, it is quite possible that Cflex,exp,j,i < Cexp,j,i , such 
that infrastructure j with flexibility becomes more attractive to the planner. The project upside with 
flexibility is adjusted in similar fashion. 
We also add this cost of flexibility χk,j when calculating an adjusted relative risk RRflex,j,I for 
each infrastructure j and situation i: 
 RRflex,j,i = rflex,j,i – ri* 
= Min[Pr(NPV1,i<χ1,j);…; Pr(NPVj-1,i<χj-1,j); Pr(NPVj,i<0); Pr(NPVj+1,i<χj+1,j);…; Pr(NPVJ,i<χJ,j)] – ri*,  (20) 
where Pr[NPVj,i< χk,j] is the probability that the NPV of infrastructure k is less than the cost of 
converting infrastructure j to infrastructure k in situation i. 
Using the outputs from the simulation experiments, we can readily calculate the three relative 
performance metrics defined in equations 15-17 for each infrastructure j from the set of 10,000 stored 
NPV outcomes. The only extra effort that is needed to then account for the costs of flexibility as 
defined here is to also store the 10,000 realized values of discounted capital costs for each 
alternative k and to use these to adjust the costs Cflex,exp,j,i  and risks RRflex,j,i (as well as lost upside 
potential) of infrastructure j in situation i, as shown in equations 18 and 20.52 In this way, project risks 
can easily be compared with the expected or upside potential of development paths that contain the 
studied designs, within and across the modeled situations. This approach has several advantages. 
First, risk-reward tradeoffs can be assessed for each design, with and without flexibility. For example, 
building Mendaya small may be a low risk – low upside choice, and incurring extra capital costs and 
delayed benefits to permit future operation at a larger size (which is a higher risk – higher gain option) 
may make sense if those infrastructures’ risks are reduced under plausible future conditions.  
Next, economically inferior designs or project configurations that lie below the low risk-high 
reward frontier can be eliminated. Such projects neither minimize risks for a given expected or upside 
                                                 
52
 The adjustment to the lost upside metric Ulost,j,i for infrastructure j is equivalent to the one for Cexp,j i. 
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NPV, nor do they maximize upside or expected net benefits for a given level of risk. Finally, the 
relative metrics can be used to explore the relative cost of delaying investment decisions and/or 
increasing development of upstream irrigation. The most obvious alternative to acquiring flexibility via 
overdesign is to wait for climatic or other uncertainty to partially or fully resolve itself. While this 
analysis does not take a position on the ability of delay to reduce climatic uncertainty, it is applied to 
determine if delay might be economically justified if such information could be obtained.  
For simplicity, in this chapter a given infrastructure j is compared to alternatives that contain 
the same number of investments. In other words, individual dams are compared to other individual 
dams, two-dam combinations are compared to other two-dam combinations, and so on. In total,  the 
modeling results for 62 infrastructure bundles are discussed (Table 27). These bundles are evaluated 
in 9 inflow scenarios (H, A2, B2, and the six inflow sensitivity scenarios; see Table 14) and 4 system 
withdrawal conditions (D0 to D3; see Table 13). In total, there are thus 2106 simulation experiments.53 
Such a large set alternatives can only be feasibly considered using simulation.   
 
Table 27. Summary of infrastructure bundles 
  
Developed Sites  # of Experiments  Description 
Karadobi 4 Size (1), filling rate alternatives (2), coordination (1) 
Mendaya 11 Size (3), filling rate alternatives (2), coordination (6) 
Border 5 Size (1), filling rate alternatives (2), coordination (2) 
Karadobi + Mendaya 12 Size (3), filling rate alternatives (2), delay (1), coordination (6) 
Karadobi + Border 6 Size (1), filling rate alternatives (2), delay (1), coordination (2) 
Mendaya + Border 12 Size (3), filling rate alternatives (2), delay (1), coordination (6) 
All 3 Sites 12 Size (3), filling rate alternatives (2), delay (1), coordination (6) 
Total 62  
 
Notes: Sizing experiments only conducted for Mendaya; filling rates only explored for the pre-feasibility sizes. 
 
9.3 Results 
This section presents the results of the comparative assessment of the flexible infrastructure 
alternatives. We begin with a summary of how the economic metrics and risk-reward tradeoffs vary 
across climatic scenarios and development conditions. Next, in order to demonstrate how the choice 
                                                 
53
 Note that this chapter does not discuss results from the two scenarios that investigate changes in variability. 
Also, the filling speed experiments were not conducted for the D3 withdrawal condition. 
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of the best infrastructure changes depending on conditions, simple calculations of expected NPV are 
presented, assuming that inflow scenario probabilities are known. The performance of the flexible 
infrastructure bundles using the relative measures is then compared. The analysis concludes with an 
assessment of the value of waiting for more information about future inflows. 
The economic performance of the Blue Nile infrastructures and the risk-reward space 
The three economic metrics – probability of negative NPV, expected NPV and 90th percentile 
upside NPV – vary substantially across climate and development scenarios for all infrastructure 
bundles. As expected, lower inflows and higher irrigation withdrawals lead to a decrease in the best 
expected NPV for a particular configuration of projects (as characterized by the projects that have 
been selected, irrespective of their other features), and the range of changes is substantial (Figure 
57). Nonetheless, all of the projects have positive expected NPV in all inflow scenarios. Among the 
individual dams, Mendaya has the highest expected NPV in all conditions. The second best option (in 
terms of expected NPV) depends on the situation: under low flow, high withdrawal conditions, Border 
is more attractive than Karadobi, whereas the opposite tends to be true when flows are high and/or 
withdrawals low. For the two dam combinations, there is no clearly dominant alternative. Under 
favorable conditions, the combination of Karadobi and Mendaya tends to perform best, whereas 
Mendaya + Border is better in unfavorable conditions.  
The nature of the tradeoff between risks (probability of negative NPV) and rewards (90th 
percentile NPV) also changes dramatically across modeled scenarios (Figure 58). When inflows 
increase by 6%, the tradeoff is non-existent; risks under such conditions never exceed 0.12%. With 
historical flow conditions, the risks associated with some infrastructure bundles are somewhat higher, 
especially when there are higher withdrawals (D2 conditions). When downstream withdrawals are at 
status quo D0 levels or are reduced in response to the stresses associated with higher upstream 
irrigation in the system (D3), risks are again very low. Finally, with a 15% decrease in inflows, risks 
increase considerably across all withdrawals conditions. A majority of infrastructure bundles have a 
downside risk greater than 5% for D0 and D3 withdrawals, 10% for D1, and 20% for D2. The historical 
and -15% inflows simulations show that there are clearly climate scenarios for which many 
infrastructure bundles are inferior solutions that lie below the low risk-high reward frontier. 
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Figure 57. The highest expected NPV for each infrastructure configuration’s best performing bundle: 
A) Individual Dams, and B) 2 and 3-Dam Combinations (Similar diagrams for risk and upside potential 
can be found in Appendix A). 
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Figure 58. The risk-reward tradeoffs for the infrastructure bundles evaluated in A) +6% inflow, B) 
historical, and C) -15% inflow climate scenarios, for various withdrawal conditions. 
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The “best” infrastructures with known inflow scenario probabilities  
We have seen above that the choice of Mendaya is stable across climate scenarios and 
withdrawal conditions, whereas two-dam alternatives are not (some conditions favor Border as the 
second investment whereas others favor Karadobi). From the planner’s perspective, this might be 
considered good news, since he or she could simply get on with the task of implementing Mendaya 
and worry about subsequent investments later. But a second decision then needs to be made 
immediately, concerning Mendaya’s size. The planner must confront the possibility that the best dam 
size may be sensitive to uncertainty over future conditions. Furthermore, there may be path 
dependencies in the system such that the best short-term infrastructure decisions (i.e. among the 
single dam alternatives) may not be most appropriate in a long term sense (if multiple dams are built).  
To investigate these possibilities, let us suppose that the inflow scenario probabilities are 
known, and identify the best infrastructure option – including the sizing feature for Mendaya – as 
these probabilities change. We see that the best sizing choices do indeed vary depending on these 
probabilities (Table 28). Smaller storage performs better when inflows are low, and larger storage 
performs better when these are high. This stems from the fact that capital expenses are higher and 
longer for the large dam. It thus takes more hydropower (and better performance of the downstream 
system) to offset the high capital expense. When inflows decrease, this energy production drops, and 
reservoir filling becomes more costly (thus the risk of incremental withdrawal shortfalls increases and 
downstream hydropower production decreases). Smaller designs also tend to perform better when 
system withdrawals increase. This occurs mainly because filling costs of upstream reservoirs 
increase when there are more demands in the system.  
These results have important implications for the phasing and sequencing of the investments 
in the Blue Nile. The best multiple dam combinations tend to contain the small Mendaya Dam more 
often than the single dam investment strategies. For example, in Case C, the two and three-dam 
selections contain the mid-sized Mendaya reservoir if withdrawals increase (to D1 or D2 levels), 
whereas the single dam selection always favor the largest size. In Case G, the single dam choice is 
always the mid-sized Mendaya dam, whereas two and three-project cascades contain the smaller 
one. These results stem from the fact that the presence of multiple dams diminishes the incremental  
 Table 28. Stability of “best” infrastructure choices given changing inflow scenario probabilities (Expected NPV in parentheses, in millions of US$) 
Case Inflow Scenario Probabilities Best Single Dam Best 2-Dam Combination Best 3-Dam Combination 
 -15% -10% -5% +0% +3% +6% D0 D1 D2 D0 D1 D2 D0 D1 D2 
A      1 Large M (16460) 
Large M 
(16730) 
Large M 
(14890) 
K + Large M 
(24630) 
K + Large M 
(24240) 
K + Large M 
(20980) 
K + Large M 
+ B 
(31830) 
K + Large M 
+ B 
(30630) 
K + Large M 
+ B 
(27690) 
B   1/4 1/4 1/4 1/4 Large M (14460) 
Large M 
(13380) 
Large M 
(11190) 
K + Large M 
(21420) 
K+ Med M 
(19050) 
Med M + B 
(16040) 
K + Large M 
+ B 
(27530) 
K + Large M 
+ B 
(24480) 
K + Med M 
+ B 
(20640) 
C 1/6 1/6 1/6 1/6 1/6 1/6 Large M (12090) 
Large M 
(10390) 
Large M 
(8110) 
K + Large M 
(17710) 
Med M + B 
(15130) 
Med M + B 
(12860) 
K + Large M 
+ B 
(22940) 
K + Med M 
+ B 
(19630) 
K + Med M 
+ B 
(16450) 
D 1/5 1/5 1/5 1/5 1/5  Large M (11220) 
Large M 
(9130) 
Med M 
(6900) 
K + Med M 
(16480) 
Med M + B 
(13800) 
Med M + B 
(11400) 
K + Med M 
+ B 
(21280) 
K + Med M 
+ B 
(17580) 
K + Med M 
+ B 
(14390) 
E 1/4 1/4 1/4 1/4   Large M (10190) 
Med M 
(7870) 
Med M 
(5690) 
K + Med M 
(14980) 
Med M 
+ B 
(12290) 
Med M + B 
(9810) 
K + Med M 
+ B 
(19350) 
K + Small M 
+ B 
(15600) 
K + Small M 
+ B 
(12920) 
F 1/3 1/3 1/3    Med M (8990) 
Med M 
(6470) 
Med M 
(4210) 
K + Med M 
(13210) 
Med M 
+ B 
(10540) 
Med M + B 
(8050) 
K + Med M 
+ B 
(17000)  
K + Small M 
+ B 
(13610) 
K + Small M 
+ B 
(11100) 
G 1/2 1/2     Med M (7980) 
Med M 
(5060) 
Med M 
(2820) 
Small M + B 
(11660) 
Small M + B 
(8970) 
Small M + B 
(6690) 
K + Small M 
+ B 
(14620) 
K + Small M 
+ B 
(11650) 
K + Small M 
+ B 
(9430) 
H 1      Med M (6910) 
Med M 
(4210) 
Med M 
(1880) 
Small M + B 
(10400) 
Small M + B 
(7640) 
Small M + B 
(5800) 
K + Small M 
+ B 
(12590) 
K + Small M 
+ B 
(9990) 
K + Small M 
+ B 
(7800) 
 
D0 : Status quo withdrawals; D1: Moderate development withdrawals; D2: High development withdrawals 
Coding scheme:  
Contains Large Mendaya Dam Contains Medium Mendaya Dam Contains Small Mendaya Dam 
 
203 
                   
 
204 
benefits associated with larger designs at Mendaya, and it is becomes more costly to fill several 
larger dams. Furthermore, while the two dam combinations with highest expected net benefits all 
contain Mendaya, Karadobi is favored over Border when flow is high and withdrawals are low, 
whereas Border is better for the opposite conditions. Karadobi’s smaller, more variable inflow and 
larger filling time translates into greater economic vulnerability for this two-project combination (see 
also Appendix A, Figure A4). The results for the D3 condition, not presented here, are nearly identical 
to those for the D0 condition. 
Comparison of infrastructure bundles with flexibility 
The diagrams in Figure 57 only show the best expected outcomes for particular infrastructure 
configurations across changed conditions. As we have just seen, they mask the very important 
complexity that the best infrastructure bundle is not always the same for any given configuration of 
projects. These bundles also differ in their sizes and operating rules. And though individual policy-
makers may have prior beliefs about what is and is not likely to happen to flows in the Blue Nile, they 
may not wish to put too much stock in these expectations. Without looking more carefully at the 
sensitivity of infrastructure performance to changing conditions, it may thus be difficult for them to 
know how to proceed. Plus, none of the results presented so far offer useful guidance on the question 
of which infrastructures to implement, because they neither incorporate operational flexibility nor a 
comparison of the relative metrics for individual project bundles across scenarios. 
The relationship of relative expected net benefits with inflows for the different one, two, and 
three-dam infrastructure configurations provides more insights into the advantages of combinations of 
particular projects. Among the single-dam configurations, once flexibility is taken into account, the 
expected costs of building either the mid-sized or large Mendaya dams (relative to the “best” option in 
terms of expected NPV) are relatively low across the inflow scenarios (Figure 59). The large dam 
performs best when flows are high, and the mid-sized dam performs best under poor flow conditions. 
While operational flexibility has a minor effect in improving the performance of the mid-sized dam, it 
does decrease the expected cost associated with the large Mendaya dam (for example by about 
US$0.3 to 0.6 billion in the scenarios with inflows decreased by 10 and 15%). The other three options 
have higher expected costs, and these become particularly large if inflows are high and withdrawals 
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are low (at D0 levels). Also, the small Mendaya option is relatively less costly when withdrawals are 
high. Relative expected costs of this option drop about US$2 billion in all climate scenarios when 
withdrawals increase from D0 to D2 levels. Indeed, in the -15% inflows scenario with D2 withdrawals, 
the economics of the small dam are nearly the same as those of the favored medium size. 
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Figure 59. The relative performance metrics of the single-dam configurations across inflow scenarios, 
with D0 (left) and D2 (right) withdrawals. 
 
Relative risks are consistently highest for Karadobi, followed by Border and the large dam at 
Mendaya. These relative risks, which are referenced to the low-risk small or medium Mendaya dam 
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options, increase significantly from the D0 to D2 withdrawal condition, but are low when flows are 
unchanged or increasing. One should be careful in interpreting relative risks, as the reference risk 
option may have substantial risks itself. For example, the risk associated with the reference 
Inf2_T0_S1 (small Mendaya) option in the -15_D2 situation is already 30.7%. Therefore, as shown in 
the graph, risks for the Inf1_T0_S0 (Karadobi) and Inf2_T0_S3 (large Mendaya) options are 12% higher 
than this – the amount of their relative risk. Similarly, the risk associated with Inf2_T0_S2 (medium 
Mendaya) in the -10_D2 situation is 13.0%, such that the risk associated with Inf1_T0_S0 (Karadobi) is 
17.5% higher than this, or 30.5%. 
Also, the relative upside of the large Mendaya Dam is highest in nearly all scenarios except 
when inflows decrease by 10% or more and withdrawals are high, for which some upside is lost 
relative to the medium Mendaya Dam. Border, small Mendaya and Karadobi all have lower relative 
upside than the two larger Mendaya projects, and this decrease ranges from about US$2 to 13 billion 
across inflow scenarios. The relative lost upside of smaller options is lowest in the climate scenarios 
with decreased inflows and high withdrawals, because the potential of high upside projects to yield 
large benefits is greatly reduced under those conditions. These calculations for lost upside also 
suggest that there could be very significant lost opportunities from choosing designs based on 
conservative criteria such as minimum relative risks. 
There is less consistency in the results for the two dam options (Figure 60). Combinations 
with Karadobi and the two larger sizes of Mendaya (i.e. Inf4_T1_S2 and Inf4_T1_S3), which have the 
highest upside and expected NPV for scenarios with increased inflows, also have the highest relative 
risks; these are risk-taking options. The relative risks of these two options are 5 to 8% in the -15_D0 
situation, and over 15% in the -15_D2 situation. These risks are relative to the low-risk reference 
Inf6_T1_S1 option (small Mendaya + Border), which itself has about 0.8 and 18.1% risks of negative 
NPV in these two situations. The risk-taking options also have the highest expected costs when 
inflows are low and withdrawals are high (top right panel). The relative performance metrics suggest 
that Inf6_T1_S3 (large Mendaya + Border) is relatively less risky than the risk-taking options (as shown 
most clearly in the middle right panel) even though it has similar or better expected NPV and similar 
upside NPV to Inf4_T1_S2. A slightly more conservative but balanced choice is Inf6_T1_S2 (middle 
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Mendaya + Border): this option has somewhat lower expected net benefits and upside than the 
others, but has very low relative risks. In fact, when withdrawals are high (D2), the expected NPV of 
this option in each of the climate scenarios is almost always better than the riskier options. 
$-
$2,500
$5,000
$7,500
$10,000
$12,500
-15% -10% -5% A2 B2 0% 3% 6% Synth
Inflow Scenario
De
cr
ea
se
 
in
 
re
la
tiv
e 
u
ps
id
e 
o
f  
o
pt
io
n
 
(m
ill
io
n
s 
o
f U
S$
)
Karadobi + Mendaya Small Karadobi + Mendaya Mid Flex
Karadobi + Mendaya Large Flex Karadobi + Border
Mendaya Small + Border Mendaya Mid + Border Flex
Mendaya Large + Border Flex
D0 Withdrawal Condition
$-
$1,500
$3,000
$4,500
$6,000
-15% -10% -5% A2 B2 0% 3% 6% Synth
Inflow Scenario
Ex
pe
ct
ed
 
co
st
 
o
f e
x
er
ci
si
n
g 
o
pt
io
n
 
(m
ill
io
n
s 
o
f U
S$
)
Karadobi + Small Mendaya Karadobi + Mendaya Mid Flex
Karadobi + Mendaya Large Flex Karadobi + Border
Mendaya Small + Border Mendaya Mid + Border Flex
Mendaya Large + Border Flex
D0 Withdrawal Condition
0%
6%
12%
18%
24%
-15% -10% -5% A2 B2 0% 3% 6% Synth
Inflow Scenario
Re
la
tiv
e 
ris
k 
o
f e
x
er
ci
si
n
g 
o
pt
io
n
 
(%
)
Karadobi + Small Mendaya Karadobi + Mendaya Mid Flex
Karadobi + Mendaya Large Flex Karadobi + Border
Mendaya Small + Border Mendaya Mid + Border Flex
Mendaya Large + Border Flex
D0 Withdrawal Condition
$-
$2,500
$5,000
$7,500
$10,000
$12,500
-15% -10% -5% A2 B2 0% 3% 6% Synth
Inflow Scenario
De
cr
ea
se
 
in
 
re
la
tiv
e 
u
ps
id
e 
o
f  
o
pt
io
n
 
(m
ill
io
n
s 
o
f U
S$
)
Karadobi + Mendaya Small Karadobi + Mendaya Mid Flex
Karadobi + Mendaya Large Flex Karadobi + Border
Mendaya Small + Border Mendaya Mid + Border Flex
Mendaya Large + Border Flex
D2 Withdrawal Condition
$-
$1,500
$3,000
$4,500
$6,000
-15% -10% -5% A2 B2 0% 3% 6% Synth
Inflow Scenario
Ex
pe
ct
ed
 
co
st
 
o
f e
x
er
ci
si
n
g 
o
pt
io
n
 
(m
ill
io
n
s 
o
f U
S$
)
Karadobi + Small Mendaya Karadobi + Mendaya Mid Flex
Karadobi + Mendaya Large Flex Karadobi + Border
Mendaya Small + Border Mendaya Mid + Border Flex
Mendaya Large + Border Flex
D2 Withdrawal Condition
0%
6%
12%
18%
24%
-15% -10% -5% A2 B2 0% 3% 6% Synth
Inflow Scenario
Re
la
tiv
e 
ris
k 
o
f e
x
er
ci
si
n
g 
o
pt
io
n
 
(%
)
Karadobi + Small Mendaya Karadobi + Mendaya Mid Flex
Karadobi + Large Mendaya Karadobi + Border
Mendaya Small + Border Mendaya Mid + Border Flex
Mendaya Large + Border Flex
D2 Withdrawal Condition
 
Figure 60. The relative performance metrics of the two-dam configurations across inflow scenarios, 
with D0 (left) and D2 (right) withdrawals. 
 
As mentioned above, the most conservative choice is Inf6_T1_S1 (small Mendaya + Border), 
but this configuration nearly always has the lowest upside when withdrawals are low (D0 levels). If 
withdrawals increase to D2 levels, however, the expected NPV and upside of this option hold up much 
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better, unless flows increase (see top and bottom right panels in Figure 60). In the D1 withdrawal 
condition, this option’s expected costs and lost upside potential lie between these two situations. Risk 
averse planners might favor it if they think there is a high likelihood that Nile runoff will decrease or 
system withdrawals will increase. Inf4_T1_S1 (Karadobi + small Menday) and Inf5_T1_S0 (Karadobi + 
Border) tend to have low relative net benefits, low relative upside, and moderate risks, and thus do 
not appear attractive. As with the single dams, relative risks are very small in scenarios with 
increased inflows, but increase substantially when going from D0 to D2 withdrawals, in relation to the 
lowest risk option Inf6_T1_S1. Increased withdrawals lessen the differences in upside potential of the 
different options, as high NPV outcomes become less likely. Finally, increased withdrawals magnify 
the expected costs of exercising the less attractive options when flows are decreased, suggesting the 
possibility of costly mistakes. 
In evaluating the relative performance of the three dam cascade, similar trends apply (Figure 
61). The most conservative option, Inf7_T1_S1 (with small Mendaya), has lower upside across all 
scenarios, and often has lower expected NPV than the others, unless flows are strongly reduced and 
withdrawals remain low (-15_D0 and -10_D0 situation), or upstream irrigation development occurs and 
flows decrease (all situations with decreased flows and D2 withdrawals). The Inf7_T1_S1 option (large 
Mendaya) has the highest risks when flows are reduced. In a three-dam cascade, the combination 
with a middle-sized Mendaya appears well-balanced, though higher withdrawals tend to shift this 
balance towards the smaller design. 
The value of waiting for more information about future inflows 
One could speculate that there might be reason to delay investments in these infrastructures 
until more is known about the likelihood of changes in future Nile inflows. Those arguing for delaying 
investments might emphasize that this would allow more informed selection from among the different 
investment options, which clearly perform differently in different but plausible futures. However, given 
that many options seem to have positive net benefits that are resilient to changing conditions, 
delaying investments would mean sacrificing these likely benefits. In order to better understand the 
costs or value of delay, three simple and purposely extreme comparisons are conducted. Specifically, 
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it is assumed that 5 years would be sufficient time to resolve all uncertainty over mean changes in 
future inflows, such that the “best” option would be implemented at that time.  
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Figure 61. The relative performance metrics of the three-dam configurations across inflow scenarios, 
with D0 (left) and D2 (right) withdrawals. 
 
The expected NPV from waiting five years to implement the known “best” option in each 
climate scenario is then calculated using the 4% discount rate (the base case value for the 
simulations). This value is the compared with the expected NPV from implementing three alternative 
investment strategies immediately (which do not comprise the “best” options in any given scenario). 
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The first alternative strategy is the balanced strategy, i.e. one that chooses the designs that balance 
high relative upside and expected NPV with low relative risk. Based on the results presented in the 
previous section, the mid-sized Mendaya option is chosen, followed by investments at Border and 
then Karadobi. The decrease in expected NPV from waiting relative to the decrease in NPV from 
following this balanced strategy shows that waiting would be more costly, no matter which situation 
materializes (Figure 62 Panel A). This figure only shows the results for the D0 and D1 withdrawal 
conditions, but there is no difference when D2 and D3 are also considered. 
The second alternative strategy is a conservative one. This strategy selects the investment 
options that tend to minimize the risks of negative NPV, or one with a small dam at Mendaya followed 
by Border and Karadobi. In this case, the expected NPV of the waiting strategy is better in some 
situations (Figure 62 Panel B). Specifically, waiting is better than the conservative approach if a) only 
one investment is made and inflows remain the same or increase, or b) two investments are made 
and inflows increase. If withdrawals in the basin remain low in the future, the value of waiting 
increases, because the conservative strategy performs less well. Importantly, if a three dam cascade 
is developed, the waiting strategy is dominated by the conservative one. Also, if the waiting time 
needed to resolve uncertainty increases to ten years, there is only one instance when waiting is 
worthwhile: inflows would have to increase, withdrawals would have to remain low (at D0 levels), and 
the infrastructure path chosen would have to stop with a single dam at Mendaya (results not shown). 
Finally, the third strategy compared with the cost of waiting is a risk-taking strategy, which 
chooses the project with the highest upside potential. Based on the results in the previous section, we 
select a large dam at Mendaya, followed by Karadobi and finally Border. The expected NPV of the 
“best” projects with waiting only outperforms this risk-taking approach when: a) two projects are built, 
and b) inflows decrease by 10% or more and there is an increase in upstream withdrawals to D1 
levels (Figure 62 Panel C). If water withdrawals increase further to D2 levels, then the risk-taking 
strategy for all three (single, two-dam and three-dam) configurations is inferior to the waiting strategy 
if flows decrease by 10% or more (results not shown). Again, if the waiting time increases to ten 
years, only one situation leads to higher expected NPV from waiting: this occurs if the two-dam option 
is selected, withdrawals increase to D2 levels, and flows decrease by more than 10%. Because 
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withdrawals can largely be limited by the riparians if they choose to invest in hydropower, it seems 
unlikely that a waiting strategy will outperform the risk-taking approach. With adapted D3 withdrawals, 
the results are virtually identical to those for the D0 condition. 
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Figure 62. The cost of waiting relative to a) balanced, b) conservative, and c) risk-taking strategies. 
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9.4 Discussion 
In this chapter, results obtained from the hydro-economic framework were used to conduct a 
relative comparison of the Blue Nile investment options, incorporating the value of infrastructure 
flexibility. The analysis confirmed a number of important results. First, the choice of the best 
infrastructure bundle to pursue in the Blue Nile is sensitive to future inflows, the extent of water 
withdrawals from the system, and the number of dams to be implemented. Because lower inflows and 
greater withdrawals increase downstream pressure in the system, these can also increase the costs 
of filling upstream reservoirs. This occurs because water that could be used in irrigation schemes 
downstream of the Blue Nile canyon is withheld in storage.  
The sensitivity of infrastructure choice to conditions in the basin has important implications for 
the sequencing of investments. The analysis here shows that the argument for building the largest 
dams decreases when multiple investments are made, particularly as pressure to increase water 
withdrawals increases. Applying the relative comparison metrics across scenarios and withdrawal 
conditions, we saw that an investment strategy that includes the mid-sized Mendaya dam displays a 
good balance of low relative risk and high project upside. While the largest-sized dam is also 
economically attractive as a stand-alone investment, the relative value of this option decreases if 
subsequent projects are likely, and combinations including it have higher risks than others. A second 
investment could be planned either at Karadobi (higher risk, higher upside) or Border (lower risk, 
lower upside). Ultimately, there is strong evidence that a three-dam cascade is the most economically 
attractive option for this river basin in the long term, and its economic risks are low.  
Second, incorporating flexibility into the analysis lowers the risks and increases the expected 
net benefits of many of the investment options. Enabling operating rules that coordinate releases with 
water levels in Lake Nasser, for example, reduces the risks that Blue Nile storage will be unattractive, 
and other coordination schemes may fare even better than the strategy modeled here. Also, if higher 
risk investments such as larger dams can be designed to be capable of being operated similarly to 
smaller ones, the additional capital costs of the initial larger investment may be justified in terms of 
reduced risks and higher expected net benefits under some future conditions, for example those with 
greatly diminished inflows. The value of flexibility will depend on its economic costs, and better 
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determining this cost could be a fruitful area for future work. And of course, the ability to adapt 
withdrawals throughout the system to changing water availability is a critical dimension of flexibility. 
As we saw, poor outcomes could be avoided through such reductions (as shown by the similarity in 
outcomes for the D0 and D3 conditions).  
Third, for the balanced multi-dam investment strategies such as those described in the last 
part of section 9.3, the costs of waiting for the resolution of climate uncertainty will almost certainly be 
higher than the cost of implementing sub-optimal investments. Given the current understanding of 
climatic and hydrological processes in this region, it seems implausible that even waiting five to ten 
years will resolve the uncertainty associated with future climatic change. The analysis in this chapter 
showed that a balanced strategy that incorporates operational flexibility performs better than a five 
year waiting strategy across all modeled scenarios, and that conservative and risk-taking strategies 
nearly always outperform a ten-year waiting strategy. 
 Of course, the speed with which operating rules can be changed to respond to evolving 
climatic and water withdrawal conditions will limit the potential gains from flexibility. In this analysis, it 
was assumed that such adaptive capacity would not entail additional costs, and this is unrealistic. 
Similarly, it was assumed that the large dams could be operated as if they were smaller ones, again 
without additional adjustment costs (other than the extra capital costs and lost benefits due to slower 
onset of operation). The ability to tailor operating rules to conditions will depend on the strength of the 
tools and analytical methods available to water resources professionals’ and the flexibility of the 
agreements and communication between countries affected by the operational changes. This is 
related to a larger point made in the literature on water resources and cooperation, that strong 
institutions and somewhat flexible agreements between countries make a difference in riparians’ 
abilities to manage changing conditions (Wolf et al., 2003). An effort should be made to strengthen 
institutional capacities and to develop and evaluate upstream-downstream communication and 
coordination procedures. Such efforts would probably be worthwhile for the Eastern Nile countries 
and water agencies even in the event of a stable climate future.  
One very important limitation of this analysis is that the distributional effects of the Blue Nile 
projects have not been fully assessed. These aspects have been discussed to some extent in the 
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previous chapters; where it was shown that increased water stress in the basin, whether from climate 
change or increased water withdrawals, could lead to demand shortfalls in the downstream system. It 
is the case that coordinated releases or operation of larger dams at lower levels would decrease 
hydropower production from the Blue Nile dams, but coordination also decreases risks in many 
instances and improves expected economic outcomes via its effect on the downstream system. In 
fact, it is interesting to study how favored operating rules vary across the modeled situations (Table 
29). In the majority of infrastructure bundles, coordinated rules are best: weak coordination in 41 
situations (43%), strong coordination in 39 (41%), and a hydropower-based rule in only 16 (17%). 
This reinforces the point that cooperation to share benefits and mitigate risks – via carefully planned 
water withdrawals, infrastructure projects, operating rules, and other design and operational features 
of the water resources system – is essential for achieving better long term outcomes in the basin. 
Perhaps most importantly, the analysis of this chapter showed that many infrastructure 
bundles containing Blue Nile hydropower dams yield positive net benefits, even when inflow 
conditions are relatively poor. If inflows remain at historical levels or increase, the economics of these 
projects, particularly combinations including Mendaya, have the potential to be extremely good. In the 
next chapter, we explore whether this positive result is sensitive to assumptions about discounting 
future costs and benefits in different economic states of the world. 
 
Table 29. Summary of operating rules chosen for the “best” infrastructure, chosen on the basis of 
highest expected NPV 
   
Situation  Operating  Rule  Situation  Operating Rule  Situation  Operating Rule  Situation  Operating Rule  
 #of Dams  #of Dams  #of Dams  #of Dams 
 1 2 3  1 2 3  1 2 3  1 2 3 
-15_D0 O4 O4 O4 -5_D0 O4 O4 O4 B2_D0 O5 O5 O4 +3_D0 O1 O5 O5 
-15_D1 O1 O4 O1 -5_D1 O5 O5 O4 B2_D1 O4 O5 O4 +3_D1 O1 O5 O5 
-15_D2 O1 O1 O1 -5_D2 O5 O5 O1 B2_D2 O4 O4 O4 +3_D2 O5 O4 O5 
-15_D3 O4 O1 O1 -5_D3 O4 O4 O4 B2_D3 O4 O4 O4 +3_D3 O4 O5 O5 
-10_D0 O4 O4 O4 A2_D0 O5 O4 O4 +0_D0 O4 O5 O5 +6_D0 O1 O5 O1 
-10_D1 O4 O4 O1 A2_D1 O4 O5 O4 +0_D1 O5 O5 O5 +6_D1 O5 O5 O5 
-10_D2 O4 O4 O1 A2_D2 O5 O5 O1 +0_D2 O5 O5 O5 +6_D2 O5 O5 O5 
-10_D3 O4 O1 O4 A2_D3 O4 O4 O4 +0_D3 O5 O4 O5 +6_D3 O5 O5 O5 
 
O1 = RAPSO-based hydropower rule (16); O2 = Slow-filling operating rule (0); O3 = Fast-filling operating rule (0) 
O4 = Weak coordination rule (41); O5 = Strong coordination rule (39).   
  
 
10 ADDITIONAL THOUGHTS ON DISCOUNTING: STATES OF THE WORLD 
This chapter integrates theory about social discounting under climate change into the 
appraisal of a real world public investment. The purpose is to demonstrate the implications that 
assumptions about future global GDP growth could have for evaluating projects with long economic 
lives in the Nile Basin. Three illustrative future states of the world (called σ1, σ2, and σ3) are 
developed. Mean growth and variability in these states of the world are used to derive a time profile of 
discount factors.54 For simplicity, these rates are only applied to assess the economics of the mid-
sized Mendaya alternative. Based on the good overall performance of the weak coordination 
operating rule, it is assumed that that rule would be used (i.e. the Inf2_T0_S2_O4 experiment). We will 
see that the economics of this particular project remain robust across most climate scenarios and 
water withdrawal conditions for the three states of the world that are considered.  
Referring back to the general conceptual framework for this research, then, this chapter 
includes a limited study of the three dimensions of unmeasurable uncertainty first introduced in 
Chapter 1 (Figure 63). Since too little is known about how climate change will affect future global 
GDP growth and vice versa, no relationships are assumed between the three states of the world and 
the climate scenarios. It is thus assumed that regional climate change and changes in the general 
economy act exogenously on the Nile water resources system and the Inf2_T0_S2_O4 alternative. 
Furthermore, no assumptions are made about how water withdrawals in the basin are associated with 
the global economy, although such connections may exist. The purpose here is simply to evaluate 
whether this particular project is robust to the discount rates implied by general macroeconomic 
conditions.  
The chapter begins with brief background on the recent history of economic growth rates in 
the world and economies of the Eastern Nile. In section 10.2, the three illustrative states of the world 
                                                 
54
 We thus relax the assumption of constant exponential discounting over a 2-6% range, which was based on 
rates suggested by various US governmental agencies and economists participating in the modern debate over 
social discounting. 
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are developed. Section 10.3 then explains the parameterization of the discount rate in these three 
cases. The results of the Mendaya project appraisal using the derived discount rates are presented in 
section 10.4, and 10.5 concludes with a summary of key findings. 
 
Figure 63. The focus of the analysis in this chapter: assessing the Mendaya project alternative in the 
context of climate and development uncertainties. The nomenclature system for these dimensions is 
explained in the text. 
 
10.1 The long run growth rate in the modern world economy 
There are a few long-term series’ of world per capita GDP growth in the published literature. 
Angus Maddison has constructed a detailed series for 1820-2006 using annual data as far as 
possible, which he supplements with benchmark estimates for 1 A.D., 1000, 1500, 1600 and 1700 
A.D. (Maddison, 2006). In this series, average annual per capita GDP growth for 1820-2006 is about 
1.3% (equivalent to the Stern long term growth rate); the rate is 2.2% for 1950-2006. Bradford De 
Long offers an alternative series that attempts to adjust for improved well-being due to the presence 
of new technologies and goods; this series estimates annual growth to be 1.8% from 1800-2000, and 
2.8% for 1950-2000 (De Long, 2006). Growth in Ethiopia and Sudan since 1950 has been slower 
than this; but the Egyptian economy has performed slightly better than the world average over the 
same period (Figure 64). The large fluctuations in Sudan are striking; that country has moved 
between periods of rapid wealth creation and destructive civil strife over the last half century. 
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Figure 64. The annual growth rate of GDP for the world and the Eastern Nile countries for 1950-2006 (Data from Maddison; see: 
http://www.ggdc.net/maddison/). 
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10.2 Approach: specifying three plausible future states of the world 
Consistent with the rationale for the range of discount rates selected in Section 5.3, it is 
assumed that capital invested in the JMP development program would otherwise go into general 
world consumption and not be used for other development projects in the Eastern Nile or elsewhere. 
It is thus reasonable to use the long term rate of global economic growth to help establish the social 
discount rate. Rather than attempting to predict the trajectory of economic growth over the next 
century, we explore three independent states of the world, which are more or less plausible. The 
three states of the world are summarized in Table 30. 
The treatment of the three states of the world as independent and plausible has implications 
for interpretation of the results in this chapter. Similarly to the climate scenarios, probabilities cannot 
readily be assigned to these future conditions. In previous research, Newell and Pizer (2003) showed 
that uncertainty over which value to apply for the discount rate provides justification – observable in 
empirical data from real markets – for using a decreasing rate in economic analysis of projects with 
long series’ of  costs and benefits. Weitzman (1998) has also argued this point, on the basis that the 
certainty equivalent of the discount rate (i.e. the discount rate for which one obtains the expected 
value of NPV when different discount rates are assumed equally probable) is lower than the NPV 
taken at the average of the uncertain discount rates. If one were to calculate expected values using 
results based on the predicted probability of each state of the world developed below, a similar 
argument would apply, but such prediction will not be attempted here. 
State of the World 1: Robust and dependable economic growth (σ1) 
Economic growth continues to be dependable and robust, on the order of that observed in 
modern times (e.g., 2.0% real per capita growth, with relatively low year-to-year fluctuations: variance 
= 0.02%). This variability and average growth rate is consistent with the 1950-2006 series from Angus 
Maddison’s work on global GDP. This state of the world depends on technological innovation 
continuing to outpace population growth, such that many economies around the world continue to 
grow at rapid rates. It does not, however, imply that strong growth need occur everywhere. Just as 
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the growth of the past 50 years has not been uniform across all regions of the world, it seems most 
probable that economic divergence will continue even if world growth remains strong.  
 
Table 30. Summary of proposed discount rate parameters. 
 
Parameter δ E[R(ct)] var[R(ct)] Description 
State of the world 1 (σ1) 0.001 2.0% 0.02% Dependable and steady global growth in consumption 
State of the world 2 (σ2) 0.001 1.3% 0.25% Unsteady global growth in consumption 
State of the world 3 (σ3) 0.001 0.0% 0.25% Economic stagnation, with large year-to-year fluctuations 
  
State of the World 2: Robust but variable economic growth (σ2) 
Economic growth continues to be robust, but is somewhat reduced by the effect of very large 
interannual fluctuations due to unpredictable climate-change related shocks (e.g., 1.3% real per 
capita growth; variance = 0.25%). This lower average growth rate is similar to Maddison’s longer-term 
growth rate for 1820-2006 (and the Stern report’s long-term growth rate assumption of 1.3%), though 
the assumed variance of this state of the world is higher. In this situation, technological innovation 
remains high, as in case 1, but is not rapid enough to confront quickly changing environmental and 
climatic conditions. Catastrophic events become more frequent and impose large, unpredictable costs 
on the world economy, which converge to drive down the long-term return on capital. 
State of the World 3: Economic stagnation (σ3) 
Perhaps the most unlikely of the three, in this world, economic stagnation sets in, and large 
interannual fluctuations occur due to unpredictable climate shocks (e.g., 0% real per capita growth; 
variance = 0.25%). This situation is similar to conditions prior to the Industrial Revolution, when 
economic growth rates were quite low. Technological innovation continues, just as it did in many 
economies prior to the 1700s, but natural constraints and unpredictable events are such that this 
innovation does not result in an increase in long term wealth accumulation. In addition, this stagnant 
world is vulnerable to economic shocks related to climate events and related social disruptions. 
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10.3 Parameterization of the social consumption discount rate 
The risk-free social rate of discount ρt for the three states of the world can be determined from 
equation 21, previously discussed in Chapter 6 (see equation 11): 
ρt = δ + η(ct)·E[R(ct)] – [η(ct)]2·var[R(ct)]/2.     (21) 
This expression is based on the combination of four components of the risk-free social discount rate 
ρt: δ, η(ct), E[R(ct)] and var[R(ct)]. Following Dasgupta’s suggestion [personal communication], a 
functional form for η(ct) that ensures that three conditions hold is chosen: a) η(ct) > 0 for all ct > 0; b) 
η(ct) is increasing in ct, and c) η(ct) < 1 for low levels of consumption and η(ct) > 1 for high levels of 
consumption. η is thus specified to vary with consumption according to equation 22: 
η(ct) = α*(ct/c0)β,        (22) 
where c0 = consumption at time 0; 
ct  = c0*(1+E[R(ct)]) t = consumption at time t; and 
α and β are parameters that determine the curvature and initial level of eta η(c0). 
To the best of my knowledge, the calculation of discount rates using a marginal elasticity of 
utility that actually varies with consumption levels has never been attempted, even though there is no 
a priori reason to believe that η(ct) would be constant. Unfortunately, it is difficult to have any intuition 
for what the values of α and β should be, and it is not even easy to conceptualize how this marginal 
elasticity should change with, say, a doubling or tripling of consumption. Figure 65 shows a family of 
possible curves for eta based on different combinations of α and β. These curves all imply that η > 1 
at present consumption levels, which is consistent with the assumptions of those thinking about 
climate change (see Table 9), and seems necessary if we believe δ ≈ 0 (given implied savings rates).  
 Given the lack of economic intuition over the shape of these curves, let us assume α = 2 and 
β = 0.5 in the base case analysis, and conduct sensitivity analysis for a high (α = 2.5 and β = 0.6) and 
low eta case (α = 1.5 and β = 0.4). In the low eta case, the marginal elasticity of utility begins at 1.5 at 
current consumption levels and remains below 3 even as consumption sharply increases (Figure 65). 
In the high eta case, the marginal elasticity of utility increases from 2.5 to nearly 6 with a quadrupling 
of consumption. In the base case, eta increases from 2 to about 4 with a similar increase in 
consumption. 
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Figure 65. The marginal elasticity of utility η(ct) obtained using different values of α and β 
 
10.4 Results 
The time profile of discount factors for the three states of the world 
The time profile of discount factors implied by each of these three states of the world is quite 
different (Figure 66). For σ1, the discount rate increases over time, as future generations become 
much wealthier than the present generation. Consumption in this state of the world doubles every 35 
years, such that there is a greater than 7-fold increase over the 100-year time horizon. The risk 
premium is also relatively low, increasing to about 0.25% by the end of 100 years, because growth is 
steady (the variance in the growth rate is low). Discount factors thus begin at about 4% (range 3-5% 
for the sensitivity scenarios) and increase to 10% (range 6.5-15.5%) by the end of the 100-year time 
horizon. The higher discount factors applied to future costs and benefits for σ1 are the result of inter-
generational equity considerations; because future generations are so much wealthier, it makes little 
sense for the current generation to bear the social responsibility for investing in furthering the benefits 
of these future people. 
The σ2 state of the world is different in two respects. First, future generations are only about 
3.5 times wealthier than the present generation. Therefore, this equity argument still works to 
increase the discount rate over time, but the effect is considerably weaker. In addition, the 
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precautionary principle acts to lower the risk-free rate by nearly 1% by the end of 100 years. For σ2, 
current investment in future benefits thus provides insurance against future shocks to the economic 
system. In fact, if the time horizon is extended far enough into the future, the discount rate in this 
state of the world eventually begins to decrease in time, as the precautionary principle overtakes the 
equity argument (this results from the fact that the discount rate decreases with the square of the 
marginal elasticity of utility, which is increasing in wealth and time). Also, the bounds on the discount 
rate that correspond to different assumed specifications of the marginal elasticity of utility are much 
tighter for σ2 than for σ1. The discount rate increase from 2.2% (range 1.8-2.6%) to 3.2% (range 2.6-
3.5%) over the 100-year time horizon. 
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Figure 66. The discount rate for the three states of the world developed in Table 30. Bounds on the 
parameterization of the marginal elasticity of utility function are shown by the grey lines around each 
base estimate. 
 
Finally, for σ3, the expected growth rate is zero, such that future generations are no wealthier 
than the current generation, while the variance of growth is high. Therefore, relatively certain future 
benefits become more valuable than current benefits, due to the precautionary principle, just as future 
costs become more costly than current ones. The discount rate is thus negative. In fact, because 
expected growth is zero, the elasticity of utility does not change over time, such that the discount rate 
remains constant over time (-0.4% for the base case parameterization of η(ct), range -0.2 to -0.7%). 
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Comparing the time-varying discount rates across these states of the world
 
with the 2-6% 
range assumed for the analysis in the rest of this dissertation, we note that those for σ2 and σ3 lie 
below or at the low end of this range over the entire time horizon. For σ1, however, ρ begins near 4% 
and rises above the 6 percent upper bound within 40 years (or within 15 years when the upper bound 
parameterization of ρ is used). As will be shown in the following section, these different time profiles 
for the social rate of discount have a dramatic influence on the calculated NPV of Blue Nile storage. 
Analysis of the economics of Mendaya in the three cases  
Investing capital resources in Blue Nile storage today will result in the delivery of economic 
benefits over a very long time horizon, so it is safe to expect that the very different discounting paths 
derived in the previous section will yield sharply different economic outcomes. The costs for Mendaya 
are largely incurred in the first 10 years of the project and the benefits begin thereafter, so higher 
discount rates will tend to put more emphasis on costs and decrease project NPV. It thus makes 
sense that the prospects for investment in storage for σ2 and σ3 should improve relative to the 
analysis discussed in previous chapters. For σ1, the NPV of Blue Nile storage will tend to be lower, as 
the imperative for delivering benefits to future, wealthier and more secure generations is decreased. 
The calculation of expected net benefits for these three states of the world supports this 
reasoning (Figure 67). Because of the wide variation in results, results are displayed on a log scale. 
For σ1, the expected net benefits for the base case parameterization of ρ are US$2-7 billion lower 
than those obtained using the Monte Carlo-based procedure. These differences are largest when 
withdrawals are low (D0) and flows in the system are high. These are the conditions under which the 
future benefits of Blue Nile storage are highest, and these benefits are more strongly discounted in σ1 
then in the standard analysis. For σ2, expected net benefits for the base case parameterization 
increase US$2-8 billion over the result from the standard analysis. Again, the highest differences are 
in the scenarios with high flows and low withdrawals, because the standard analysis discounts 
benefits more strongly than is done for σ2, and benefits are highest under such conditions. For σ3, 
expected net benefits are extremely high across all scenarios, since the discount rate is negative and 
one dollar of future benefits is worth more to the economic system than is one dollar in the present. 
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Figure 67. Expected NPV (log scale) for the medium Mendaya dam in the three discounting cases, 
with a) D0, b) D1 and b) D2 withdrawals. Uncertainty bars show the results for the upper and lower 
bounds of ρ shown in Figure 66 for each case. 55 
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 Several of the modeled situations yield negative expected NPV and cannot be plotted on the log scale. 
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The sensitivity analysis for these states of the world highlights the fact that a combination of 
sharply reduced flows and rapid world development (σ1) could raise questions about the economic 
viability of the Mendaya project, particularly if water withdrawals from the system increase. The lower 
bound parameterization of the discount rate is sufficient to drop expected NPV to US$1180 million for 
σ1_-15_D0, to -$US160 million for σ1_-15_D1, and to -$US920 million for σ1_-15_D2. Greater water 
withdrawals generally increase vulnerability in all but the highest inflow scenarios: the lower bound 
parameterization for the σ1_-10_D2 condition yields negative expected NPV (-US$45 million), and 
NPV is negative for the base case parameterization of the discount rate in the σ1_-15_D2 condition. 
Risks that the project NPV will be negative in this state of the world also increase quickly with greater 
withdrawals (Figure 68). Also, the spread in simulation outcomes caused by the three alternative 
parameterizations of ρ is greatest for σ1.  
For the other two states of the world (σ2 and σ3), the ranges of expected NPV and project 
risks suggest that Mendaya would be an extremely attractive investment in a more unstable world 
with low or zero growth. Even lower bound expected NPV for σ2 and σ3 is strongly positive across 
climate scenarios and withdrawal conditions. The investment risks computed for σ2 nonetheless 
confirm that there are chances that the project would not be a good economic investment if 
withdrawals increase substantially in the basin and inflows decrease by 10 or 15%. These findings 
should give the riparians added motivation to consider river basin development plans in their entirety 
when assessing whether or not to undertake Blue Nile storage.  
It is useful to consider which model parameters contribute to the uncertainty in outcomes in 
each of these three states of the world. In general, the most important parameter for varying 
outcomes for the σ1 and σ2 states is the value of energy (Table 31). This is consistent with the 
experiments conducted with standard discounting, which showed this parameter to be third after the 
assumed discount rate and mean changes in inflows. Project NPV has already been shown to be 
very sensitive to these two factors in Figure 67. The most important parameter for varying outcomes 
for the σ3, however, tends to be the project lifespan. This is due to the fact that the discount rates for 
that state of the world inflate future benefits relative to the present; thus the number of years the 
project is in operation makes a very large difference for computing NPV. 
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Figure 68. Percent of simulations with NPV<0 for the mid-sized Mendaya dam in the three 
discounting cases, with a) D0, b) D1 and b) D2 withdrawals. Uncertainty bars show the results for the 
upper and lower bounds of ρ shown in Figure 66 for each case. 
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There is one main exception to these results. In the most constrained water supply situations 
(-15_D2 and -15_D1), the uncertain parameters with the largest influence on outcomes tend to be 
those which have to do with the value of irrigation water and the relative cost of water deficits. 
Otherwise, natural variability tends to be more important for σ1 because a series of low flow years 
early in the time horizon has a larger effect on the NPV when the discount rate is high. The change in 
the value of energy over time, though, is more important in σ3, because the real value of the power 
produced far in the future is relatively more important when discount rates are low. 
 
Table 31. Economic model parameters contributing most to uncertain outcomes in different economic 
“states of the world” 
 
Climate 
scenario State of the world 1 (σ1) State of the world 2 (σ2) State of the world 3 (σ3) 
-15_D0 
1. Value of energy 
2. Stochastic sequence 
3. Value of water 
4. Change in value of energy 
1. Value of energy 
2. Change in value of energy 
3. Value of water 
4. Project lifespan 
1. Project lifespan 
2. Change in value of energy 
3. Value of energy 
4. Value of water 
A2_D0 
1. Value of energy 
2. Stochastic sequence 
3. Change in value of energy 
4. Project lifespan 
1. Value of energy 
2. Project lifespan 
3. Change in value of energy 
4. Stochastic sequence 
1. Project lifespan 
2. Value of energy 
3. Change in value of energy 
4. Stochastic sequence 
+6_D0 
1. Value of energy 
2. Change in value of energy 
3. Time delay 
4. Project lifespan 
1. Value of energy 
2. Project lifespan 
3. Change in value of energy 
4. Time delay 
1. Project lifespan 
2. Change in value of energy 
3. Value of energy 
4. Value of offsets 
-15_D2 
1. Multiplier for deficits 
2. Value of water 
3. Value of energy 
4. Stochastic sequence 
1. Value of water 
2. Multiplier for deficits  
3. Value of energy 
4. Change in value of energy 
1. Value of water  
2. Multiplier for deficits 
3. Change in value of energy 
4. Value of energy 
A2_D2 
1. Value of energy 
2. Value of water 
3. Multiplier for deficits 
4. Stochastic sequence 
1. Value of energy 
2. Value of water 
3. Multiplier for deficits 
4. Change in value of energy 
1. Project lifespan 
2. Change in value of energy 
3. Value of energy 
4. Value of water 
+6_D2 
1. Value of energy 
2. Stochastic sequence 
3. Value of water 
4. Change in value of energy 
1. Value of energy 
2. Project lifespan 
3. Stochastic sequence 
4. Change in value of energy 
1. Project lifespan 
2. Value of energy 
3. Change in value of energy 
4. Stochastic sequence 
  
10.5 Discussion 
The analysis presented in this chapter showed that the mid-sized Mendaya project is likely to 
be an attractive public sector investment under a wide range of plausible economic futures. Working 
from the assumption that the capital financing for these projects would likely be drawn out of general 
consumption, we modeled three economic states of the world. It was determined that these different 
futures would have profound implications for properly discounting future costs and benefits from a 
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capital-intensive water project such as Mendaya. For the purposes of illustration, a time-varying 
discounting path was derived for each of these states of the world, and was applied to the stream of 
costs and benefits that would result from the implementation of this project. Similarly to the previous 
treatment of climate scenarios and withdrawals conditions, no attempt was made to assign 
probabilities to each of the states of the world. Instead, independent calculations were made for each 
set of conditions of interest to the planning problem. 
State of the world 1 (σ1) was constructed based on recent (1950-2006) long-term growth 
trends in the world economy. Per capita economic growth over this period has been high and robust 
(exceeding 2% year, with low variability). Based on recent history, it may be most reasonable to 
expect that such growth will continue into the future. In σ2 and σ3, the variability of per capita 
economic growth around the world was assumed to increase substantially over the present, due to 
unpredictable climate or population-related shocks. For σ2, this increased variability decreased per 
capita GDP growth to 1.3% over the long term. This growth rate is more comparable to world GDP 
estimates extended over a longer period 1820-2006). For σ3, the world economy was assumed to 
stagnate and per capita GDP growth remained unchanged over time. The economic trends in this 
world might be similar to those experienced by humanity prior to the Industrial Revolution, in what 
some have called a Malthusian era. Given mankind’s post-Industrial Revolution economic history, it is 
probably unlikely to expect that such a world would come to pass. 
The relevance of world average per-capita economic growth to determining which discount 
rates should apply Blue Nile infrastructure projects could be questioned. Why should project discount 
rates not have more to do with the economic forecast for the particular economies involved, which 
might offer a closer approximation of the opportunity cost of the capital resources involved? This 
analysis argues that world figures apply more directly to this particular investment problem for two 
main reasons. First, the JMP investments will most likely be financed using capital from the 
international donor community, made available by development banks such as the World Bank, and 
not from the target countries themselves. Second, in the absence of a deal enabling Blue Nile 
investments, it is not clear whether such monies would be devoted to any other alternative 
development projects in these target (or other) countries. A number of donors appear to have a 
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special interest in the JMP. It thus seems reasonable to assume that the resources would come out of 
general world consumption. If the political economy of these projects changes, though, it may be 
worthwhile to investigate discounting “cases” that reflect the opportunity costs of different capital 
resources that are involved in the investment. 
For σ2 and σ3, the attractiveness of capital-intensive projects such as Mendaya that deliver a 
long time stream of benefits were shown to improve relative to a standard economic analysis in which 
the social rate of discount was assumed to be unchanging and equal to 4%. In these states of the 
world, the intergenerational equity argument working in favor of higher discount rates was diminished, 
because future generations were not much better off than the present one. At the same time, the 
precautionary argument for insuring society against future economic setbacks, which would become 
more common, was heightened. The upfront capital investment required for the Mendaya dam thus 
appeared less costly over the long term. In σ1, however, the NPV of the project declined somewhat, 
as the intergenerational equity argument against investing for wealthier future generations became 
stronger, and the insurance effect was small. In effect, if flows were to decrease significantly in the 
Blue Nile in this world due to climate change (say by 10-15%), there would be substantial risks that 
investing in storage and hydropower production would not pass an economic test.  
It should be noted that such a future is not impossible. Climate projections suggest that 
decreases in Nile flows are probably more likely than increases, and there is no real consensus that 
climate change will actually threaten economic growth on a global scale. But even if this is the case, 
investments in infrastructure in the Blue Nile in such a world could perhaps be justified on 
distributional grounds. For instance, the IPCC considers that poor, developing nations such as the 
Nile riparians will bear the brunt of the costs of climate change. It is not at all obvious that 
technological innovation will be unable to keep pace with population growth and warming in the rich 
world, so long-run economic growth may continue to be strong in spite of such distributional effects of 
climate change. 
Based on the findings in this chapter, it seems safe to say that investments in Blue Nile 
hydropower dams are likely to be attractive so long as an integrated approach to planning is 
undertaken. To be sure, the analysis does show that certain conditions can undermine the economic 
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case for such projects. Steady and strong economic growth conditions (σ1) and 10-15% decreases in 
inflows into the Nile, combined with high water withdrawals (D2 and perhaps D1 levels) would combine 
to make a project such as Mendaya considerably more risky. The first two of these factors are largely 
out of the control of the Nile riparians, but they could choose to limit future water withdrawals, or could 
reduce them to D3 levels in response to low flows. Either of these approaches would improve the 
economics of Blue Nile storage should poor conditions materialize. There is thus an imperative to 
evaluate the economics of increased irrigation projects carefully when deciding between a strategy 
favoring more hydropower and an alternative (or parallel) path that emphasizes more irrigation. Of 
course, irrigation projects should also be assessed based on their system-wide impacts, just as the 
Blue Nile hydropower projects have been. Given the water balance calculations presented in Chapter 
6, it seems likely that the economic logic behind increasing irrigation will be weak. This will be 
particularly true if the opportunity cost of the additional water used upstream is the loss of valuable 
irrigation water and greater saline intrusion in Egypt.  
  
 
11 CONCLUSIONS 
This chapter consists of four sections. The first section summarizes the methodology 
employed in this dissertation, and explains the types of insights that emerged from an integrated 
analysis of climate change and development in the Eastern Nile. Section 2 begins with a reminder of 
the policy questions that motivated the work, and offers some recommendations to policy-makers in 
the Nile Basin on the basis of the results of the analysis. Section 3 is devoted to the limitations of the 
research, including a discussion of specific omissions and assumptions that may be problematic in 
the Blue Nile application as well as more general thoughts on the shortcomings of the analytical 
model that was used. Section 3 also seeks to explain how the framework could be adapted to other 
river basins and water resources planning problems. Section 4 closes with additional thoughts 
concerning the value of cooperation, and conversely the risks of non-cooperation, for managing the 
water resources of the Nile Basin. 
11.1 Summary of research methodology and the value of an integrated model 
Methodology 
This dissertation described research conducted in the Nile Basin over a period of four years. 
It presented a simulation-based approach developed for simultaneously considering the economic 
and physical changes associated with planning water resources investments in the context of climate 
change. The framework was then applied to study the water balance of the Nile system under 
evolving conditions of climate change and water withdrawals, as well as the issue of planning large 
hydropower investments being considered for the Joint Multipurpose Programme (JMP) in the 
Eastern Nile. The analysis lends support for the hypothesis that climate change could have a 
significant impact on this system and on the economic net present value of these new projects. 
 The climate linkages included in this research encompassed changes in: a) inflows to 
different points in the Nile system; b) net evaporation from storage reservoirs and lakes in the basin; 
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c) the demand for irrigation water; and the real economic value of incremental changes in d) 
hydropower generated, e) water withdrawals, and f) the CO2 emissions and offsets due to new 
projects. This research should not be read as claiming to have included all climate change impacts 
relevant to Blue Nile infrastructure planning. There are a number of other possibilities (discussed 
further in section 11.3 below) that could influence the behavior of this system, and that could alter the 
net benefits produced by these and other specific projects.  
The value of the integrated framework 
The integrated simulation framework developed in this research offers several advantages 
over a planning approach that assumes maintained historical climate conditions when evaluating new 
water resources projects or management strategies: 
• It incorporates climate-hydrology linkages using theoretical and empirical relationships, such as 
functional expressions relating temperature, evaporation, and crop-water requirements, rainfall 
and runoff, or arguments for considering changing real values of system outputs such as energy; 
• It requires the analyst to think carefully about the appropriate climate and development baseline 
for evaluating infrastructures that have a long economic lifespan, and allows for repeated 
experiments that modify uncertain aspects of that baseline; 
• It presents an alternative to more commonly-used optimization and simulation models that 
assume a static relationship between physical system outputs and their economic value 
• It allows for the systematic identification of the most important planning uncertainties, whether 
related to natural variability, uncertainty in valuation parameters, or aspects related to the 
uncertain evolving baseline; 
• It fits into a strategy for planning infrastructures that emphasizes the value of adaptation and 
makes the water resources system more resilient to uncertainties related to environmental 
change, while also balancing the upside potential of alternative investment paths. 
 
In the particular application of this research to the Blue Nile, use of this framework produced 
certain insights which would not have been possible without it. These are now summarized. First, it 
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became clear that the Nile system may be more sensitive to climate change than was previously 
thought, due to the interaction of higher temperatures and changes in runoff. If inflows into this 
system were to decrease, particularly over the major runoff producing region of the Ethiopian 
highlands, water stress could increase more quickly than expected. This is because of the effect of 
rising temperatures on irrigation crop-water requirements and evaporative losses in the arid reaches 
of the downstream system. Similarly, even if inflows into the system were to increase, the availability 
of water for irrigation might not increase due to these effects of higher temperatures. Previous 
research has focused either on change in runoff alone, or on the need to increase water use for 
existing cropping systems, rarely studying the effects of both processes together. Their combined 
effects have not been considered. 
Second, it was found that the economic value of the JMP projects was sensitive to the extent 
of irrigation in the Eastern Nile. As irrigation increased, the economic attractiveness of Blue Nile 
hydropower dams decreased due to two effects. Annual flows through the turbines in the dams, and 
therefore power generation, were reduced because of consumptive abstractions upstream of them. 
Also, the transboundary effects of storing water in upstream dams (particularly filling) were altered 
when the flow of the Blue Nile was decreased, due to abstractions both upstream and downstream of 
the projects. These greater abstractions generally increased the risk of downstream water deficits, 
and ultimately led to reduced power production at Aswan. Coordination of releases from the JMP 
alternatives with water needs of the downstream system thus became relatively more important as 
the extent of irrigation development in Sudan and Ethiopia increased. Because Mendaya was more 
effective in providing such coordinated releases, it was relatively more valuable in poor conditions 
than the other dam options. These insights would not have been possible without using a combined 
hydro-economic model capable of exploring numerous development scenarios. 
Third, the economic value of the JMP projects was even more sensitive to climate change 
than it was to water withdrawals in the basin. This was largely due to the greater sensitivity of the 
downstream system to climate change, as described above, which influenced downstream effects of 
filling reservoirs in the Blue Nile. An analysis of the effects of individual climate change linkages 
showed that these vary depending on the nature of the baseline condition to which the projects are 
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added, but that perturbations in runoff, changes in crop-water requirements, and effects on the real 
value of energy and carbon offsets could all be substantial. Also, the combination of sharply reduced 
flows (by 15%) and high irrigation development (up to the levels outlined in Master Plans and 
constrained by existing treaties in the basin) would cast doubt on the economic viability of these 
projects. Previous research has considered the implications of each of these dimensions for the 
future of the Nile system but has never considered them jointly, and may therefore underestimate the 
extent to which conditions in the basin could change. Unpacking the incremental effects of different 
linkages and observing the combined impact of both climate change and changing water withdrawals 
would not have been possible without the integrated framework. 
Finally, the integrated framework developed in this research provided new insights into the 
interaction of Blue Nile water storage with the rest of the Nile system. Given uncertainty over future 
climate change and water withdrawals, the JMP projects could affect the system in several ways. For 
one, they would allow more water consumption in Sudan during the lean flow season, reducing the 
need for Sudan to invest in costly and relatively less favorable storage sites with high evaporative 
losses. The projects could also allow significant evaporative savings if Lake Nasser levels decrease 
(perhaps as much as 7-8 bcm/yr). These savings would be particularly valuable as temperatures, 
evaporation rates, and water demands in the downstream system increase under climate change.  
Related to this point, though, is the fact that adding upstream storage to an unbalanced 
system that is beyond the tipping points identified in this research could actually exacerbate water 
stress, unless downstream withdrawals were reduced. We saw that large projects in the Blue Nile 
interacted with these tipping points. On the one hand, when the system remained well balanced (in 
the relatively flat portion of Figure 29), moving storage upstream into the Blue Nile canyon could be 
quite beneficial, because it enabled lower long-term storage in Lake Nasser, thereby yielding 
evaporative savings. On the other hand, high, uncoordinated withdrawals combined with Blue Nile 
storage could increase water stress if the former lead to a situation where there are no evaporative 
savings to be gained from moving storage upstream. Furthermore, hydropower produced in the Blue 
Nile dams is less sensitive to long-term reductions in flows than that of the High Aswan Dam, 
because of the latter’s long storage memory (which would be permanently reduced) and low head.      
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11.2 Review of policy questions and main findings 
Review of policy questions 
The economic analysis of this research focused on assessment of hydropower dams at three 
Blue Nile locations across several dimensions of uncertainty, having to do with future climate, water 
withdrawals and global economic growth. In Chapter 1, a set of policy questions were put forward to 
motivate this work: 
• Under what climate conditions, if any, are the proposed Blue Nile infrastructure projects likely to 
pass or fail a cost-benefit test from a basin-wide perspective? When are the results ambiguous? 
• How sensitive is the estimated economic viability of these infrastructure projects to changes in 
climate? 
• Is there anything about the distribution of costs and benefits from these projects – across sectors 
(for example agriculture, energy or flood risk management) or across countries – that might 
adversely affect any of the three riparian countries? 
• What does the variation in performance of the three proposed dams across climate scenarios 
suggest about their relative value given uncertainty over future conditions in the Nile Basin? 
• How important to the economics of these projects is uncertainty about climate change projections 
versus the risk related to the natural variability observed in the instrumental hydrological record? 
• What type of useful information does the methodology developed in this research provide for 
guiding decisions about combinations, sequencing, sizing and practical operation of investments? 
Main findings and policy recommendations 
Some of the issues related to these questions have already been mentioned in the context of 
discussing the insights gleaned from using the integrated simulation framework of this research. Still, 
a few additional points should be made. First, many single- and multiple-dam configurations seem to 
deliver positive net benefits across a range of climatic and development scenarios. The primary 
benefits of these multipurpose projects that were quantified in this analysis were related to 
hydropower production in Ethiopia (much of which would be exported to Sudan and Egypt in 
exchange for power revenues), flow regulation in Sudan (power uplift, flood control, a solution to the 
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constraint of seasonal irrigation), and the possibility of increased water availability in the system due 
to evaporative savings. Other types of benefits – navigation, downstream sediment control, new 
fisheries, trade, and improved regional cooperation and risk management – might also be important. 
The best options are sensitive to the evolving baseline, such that it is difficult to say precisely which 
ones should be pursued. Still, based on a comparison of the relative performance of the projects 
across possible climate conditions, it would appear that a three dam cascade with small to mid-sized 
dams is very attractive in economic terms; the combination of Mendaya and Border was also found to 
be attractive. Single- and other two-dam combinations were less robust to the combination of high 
withdrawals and low inflows, although a small to mid-sized Mendaya project generally performed well.  
Second, economic results were most sensitive to uncertainty about discounting and future 
inflows, followed by considerations related to the value of hydropower and, in scenarios with reduced 
runoff, the value of downstream irrigation water. Natural hydrological variability was found to be 
somewhat less important to changing outcomes. Third, increased water abstractions had an 
important negative effect on the economics of the projects, as the downstream system was more 
affected by filling and water supplies became more constrained. At the same time, hydropower 
production and uplift at downstream dams decreased due to higher upstream abstractions. The water 
balance in the Nile was very sensitive to the combined effects of climate change and increasing 
withdrawals. These findings, and the identification of range of conditions over which the system 
remains balanced and evaporative savings from Blue Nile storage are possible, suggest that the Nile 
riparians would be well served to come to an agreement over water consumption as they plan these 
projects. In addition, there should be joint negotiations over how the new dams would be filled (and 
whether downstream compensation would be required during the filling period) in the event of 
droughts or long-term flow reduction due to climate change. In the absence of such agreements, 
there could be concerns over the distribution of costs associated with the Blue Nile dams.  
Fourth, there were important path dependencies in the planning problem, and the choice of 
the best infrastructure options was sensitive not only to future conditions, but also to the number of 
projects to be built and to the choice of conservative or risk-taking evaluation criteria used for ranking 
alternatives. Using the comparative metrics to select alternatives that achieved a balance between 
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relatively low risks and high upside, and accounting for operational and design flexibility, it was shown 
that balanced investment strategies – i.e. construction of moderately sizes dams at Mendaya and 
Border, and then possibly Karadobi – always outperformed strategies that preferred to wait for 
improved information about future conditions. The ability to change operating rules flexibly to respond 
to the tradeoffs between optimal hydropower generation and the need to mitigate downstream 
shortfalls of target irrigation water was found to be valuable. Risk-taking strategies with larger dams at 
Mendaya and Karadobi generally performed best if runoff into the system increased, while 
conservative strategies with smaller dams were most attractive in scenarios with reduced inflows. 
11.3 Specific and general limitations of the analysis 
With these preliminary policy recommendations in mind, there are nonetheless a number of 
issues that deserve additional attention, both specific to the analysis of JMP options and more 
generally. This section discusses such aspects, some of which stem from model simplifications and 
data limitations specific to planning the Blue Nile JMP projects, others of which are more generally 
related to structural limitations of the modeling approach that was adopted. Let us begin with a 
discussion of the former, before considering the larger shortcomings and extent to which the 
analytical framework of this research can be adapted to other water resources planning problems. 
Discussion of omissions and parameter assumptions specific to the analysis of JMP projects 
In this section, we discuss a number of limitations and omissions specific to the economic 
evaluation of the JMP project alternatives conducted in this research. The issues covered are: 
valuation of a) flood control benefits; b) environmental and social impacts; c) sediment control; d) real 
system outputs such as energy and water; e) and effects of the JMP dams on microclimate. A few 
additional calculations are conducted to explore some of the issues related to sediment control and 
hydropower. Also discussed is the nature of the three dimensions of the evolving baseline that were 
included here, and how it could be supplemented in future work. 
In estimating the benefits of flood risk reduction in Sudan, this research relied on several 
simplifications. It assumed that the maximum monthly flows on the Blue Nile were an appropriate 
proxy for the risk of floods. It further assumed that the change in these risks was directly proportional 
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to the change in maximum flows from the historical, baseline condition in the system. In other words, 
if the maximum monthly flow (for example in August) in year x decreased by 5% under climate 
change, then the risk of floods decreased by 5% in year x, and the expected damages from floods 
also decreased 5% in year x. Similarly, if operation of a dam at Mendaya further reduced those 
maximum flows by 25%, then the expected damages from floods with Mendaya and climate change 
would be 30% lower than in the historical climate condition. This is obviously imprecise. Critics would 
readily point out that even if average monthly flows decrease, the flood peak may actually be higher 
under climate change, due to the increases in variability. Blue Nile storage would also tend to smooth 
flows much more than these average flows would suggest, since average flows with storage would be 
closer to instantaneous flows than would be average flows without storage. Critics would also say that 
it is not particularly useful to use expected damages from floods, because it masks important issues 
related to the shape of the risk-damage curve.  
Also related to floods, this research assumed that expected flood benefits would not change 
over time, and used an estimate of these damages that came from one unpublished rapid appraisal 
study (Cawood & Associates, 2005). There do not appear to be any other estimates of flood damages 
related to peak flows in the Blue Nile, and it would be unwise to give undue credence to unverified 
estimates from a single study. Improved modeling of flood benefits would require two extensions: 1) 
use of a hydrological simulation model with a much smaller time step than Nile_Simmodel.xls (such a 
model does not currently exist); and 2) collection of better information about the damage curve that 
relates flood levels and risks with economic damages. For computational reasons, and because of 
data constraints, the first improvement was not pursued in this research. It was further judged that 
flood mapping and/or damage estimation needed for the second extension was beyond the scope of 
this research. There are, however, ongoing plans for conducting work on flood impacts as part of the 
NBI’s Eastern Nile Flood Preparedness and Early Warning Project and the Eastern Nile Planning 
Model at ENTRO. Finally, it is worth noting that flood damage reductions (as estimated) make up less 
than 1% the total benefits of Blue Nile storage, although this may be due to the low estimates of 
damages in the Cawood et al. study. 
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Turning next to environmental and social impacts, the cost-benefit model in this research 
included both resettlement costs for the few households that would be displaced by the areas flooded 
by the Blue Nile dams and costs of lost grazing and floodplain agriculture, using data of unknown 
quality obtained from the project pre-feasibility studies. Though no particularly valuable ecological 
assets have been identified in the affected region, other environmental costs could include impacts on 
local river fisheries and accelerated erosion of the Blue Nile canyon. It is also possible that flow 
regulation in the Blue Nile in Sudan could enhance fisheries there, or that the reservoirs could create 
new fisheries where there currently are none. Though it is expected that these costs and benefits will 
be low, more careful studies of both social and environmental impacts are warranted. 
With regards to the third issue, sediment control, there are several issues to highlight. One 
has to do with the lifespan of the civil works of the Blue Nile infrastructures. Large amounts of 
sediment flow down the Blue Nile canyon, the result of rapid erosion coinciding with large rainfall 
events in the Ethiopian highlands. Erosion rates in Ethiopia have been accelerating due to 
deforestation and watershed degradation, and much of the sediment carried by the river would be 
deposited in the reservoirs formed behind Blue Nile dams. This phenomenon could reduce the 
economic lifespan and time stream of benefits obtained from those infrastructures, or force changes 
in operating rules that would decrease power production. To better judge the importance of this issue, 
consider a simple calculation for the Border project, which would be most affected by siltation 
problems.56  
Assuming that the operation of Border were not adapted to pass the high sediment loads at 
the beginning of the seasonal flood, over half of the active storage of this dam could be gone by the 
end of 35 years. This would have a large impact on the economics of this dam, because NPV is 
sensitive to the length of the project lifespan (Figure 69). For a 35-year time horizon, Border’s NPV 
would be reduced by about US$3 billion relative to the 75-year base case assumed in the modeling of 
this research. These calculations provide additional support for the argument (based on other findings 
of this research) that it would make little sense to build Border unless additional storage were used to 
                                                 
56
 Given current estimates of sediment load at various locations along the Blue Nile, Border’s dead storage would 
take 20 years to fill, at which point hydropower production and dam operation would start to be affected. For 
Mendaya and Karadobi, the dead storage would take much longer to fill, 85 and 230 years, respectively (Table 
4). 
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trap some sediment upstream. Indeed, if climate change and increasing land degradation in Ethiopia 
increased erosion from current levels, this calculation also suggests that plans for multi-dam 
combinations that include Border should carefully address the issue of sediment control. 
$0
$2,000
$4,000
$6,000
$8,000
0 20 40 60 80 100
Project lifespan (years)
NP
V 
(m
ill
io
n
s 
o
f $
)
0%
4%
8%
12%
16%
IR
R 
(%
)NPV
IRR
 
Figure 69. Border NPV and IRR as a function of the project time horizon; +0_D1 situation. 
  
Still related to the effects of Blue Nile storage on sedimentation in the Blue Nile, there are two 
other points to make. One is that sedimentation problems severely constrain current operation of 
dams and the Gezira irrigation scheme in Sudan. Dam operators at Roseires and Sennar are forced 
to pass the first flush of the Blue Nile flood, thereby sacrificing significant hydropower production and 
flood control benefits. Large amounts of resources are then devoted to desilting the main irrigation 
canals of the Gezira scheme (Plusquellec, 1990). If silt loads were reduced through deposition in Blue 
Nile reservoirs, these coping costs could be reduced and operating rules for dams and irrigation 
canals made more favorable. The other issue with sediment is that there are several industries that 
may depend on current silt flows, such as brick-making in Khartoum and floodplain agriculture along 
the Blue Nile. It is not known to what extent those industries would suffer from upstream trapping of 
silt. More research is planned to better understand these coping costs and possible damages. 
Fourth, the evolution of real changes in the value of system outputs (i.e. irrigation water, 
hydropower, carbon offsets) was assumed to increase (or in the sensitivity analysis, to decrease) at a 
constant annual percentage over time, within the sensitivity ranges discussed previously. In truth, 
such changes would fluctuate over time, and it would be more realistic to model them as a stochastic 
process that would allow for much larger interannual fluctuations (for example a random walk, or 
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some mean-reverting random process). Such an approach has been used extensively in the literature 
on evaluating investments under uncertainty (Dixit and Pindyck, 1994). What might be gained in 
realism from using stochastic price fluctuations, though, would be lost in terms of transparency. This 
research used constant annual changes because they better allowed quantification of the extent to 
which these price changes influenced economic outcomes.  
The larger issue with real changes in the economic value of project outputs would appear to 
be whether the differences in relative changes in the value of water and power assumed under 
climate change were actually correct relative to the no climate change case. The latter was assumed 
to be more valuable with climate change, while the former was assumed to be more valuable when 
the climate change scenario being modeled also included reduced runoff. While these assumptions 
might seem reasonable, it is possible that climate change could induce technological innovations and 
improvements in efficiency such that the real value of these outputs would actually be lower in a 
climate change world than one without it. 
Fifth, it was assumed that damages related to increased water deficits due to the projects 
were twice as high as the value of deficit reductions made possible by them. Although this multiplier 
was allowed to vary (from 1 and 3), the base case value of two was quite arbitrary. It was simply 
meant to reflect the fact that deficits added to the baseline would probably be more damaging than 
reductions in demand shortfalls from the baseline, due to other lost inputs mobilized for production in 
the existing system (such as fertilizer, labor, land, etc.). In truth, damages associated with increased 
water stress were probably overestimated, since the production system would surely be slowed, or 
the cropping mix changed, to adapt to regular deficits, as in the D3 withdrawal condition. Also, it was 
assumed that higher temperatures would increase crop-water demands using the Penman-Monteith 
equation, in essence assuming that the crop mix chosen by farmers would not change in response to 
warmer temperatures. Because of these two important assumptions, the analysis probably 
overestimates the cost of demand deficits when they occur, and therefore underestimates the 
economic benefits of the Blue Nile hydropower projects in water-constrained scenarios. At the same 
time, higher temperatures and carbon fertilization will affect crop yields, and these effects were not 
assumed to have any effect on the value of water (they could either increase or decrease it, 
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depending on the net effect on yields and the role of increased irrigation in mitigating negative 
impacts on yields). All of these issues could alter the economics of the Blue Nile projects, particularly 
in climate scenarios that imply greater water stress in the basin. 
Also related to the value of energy is the possibility of using a multi-dam cascade for 
production of both firm and peaking power. As with the case of sediment, let us perform a simple 
calculation (by varying the value of energy) to shed light on the importance of this issue. If it is 
assumed that peaking power would have twice the value of firm power, and that an upstream dam 
would produce mostly peaking power while a downstream dam would produce only firm power, a 
rough estimate of the average value of the energy produced would be 1.5 times the value of firm 
power. Recall that estimates of the value of this firm power ranged from US$0.04 to 0.09/kW-hr. 
Applying this power value adjustment factor of 1.5, the value of firm plus peaking power would be 
US$0.06-0.14/kW-hr. Using this range with one illustrative two-dam combination (Mendaya + Border), 
the project NPV can be shown to nearly double, as shown in Figure 70 (NPV over the relevant range 
increases from US$8-22 billion to US$14-36 billion). Obviously, the extent of this change would vary 
with climate conditions, but the case for multiple dams is very much enhanced by the prospect of 
producing peaking power. Figure 70 also shows that the value of power would need to drop 
substantially below US$0.04/kW-hr for the economics of the Blue Nile dams to be threatened if 
historical inflows are maintained.  
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Figure 70. NPV and IRR of Mendaya + Border as a function of the value of energy; +0_D1 situation. 
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Finally, the JMP projects, because they would create large lakes (ranging from 15 to 50 bcm 
in size), could have impacts on the microclimate of the Blue Nile canyon, affecting both rainfall 
patterns and temperature. These would in turn alter runoff into the river system, net evaporation 
losses from the storage reservoirs, as well as the livelihoods of populations living around the affected 
area and relying on rainfed agriculture and animal husbandry activities. Work is underway to improve 
regional climate modeling in the basin, both among researchers living in the riparian countries 
(Soliman et al., 2009) and in other locations (Mohamed et al., 2004). It is hoped that this work will 
help planners understand better these types of microclimate impacts. 
Besides reflecting the assumptions and limitations described above, a key aspect of the 
analysis in this research was its reliance on the concept of an “evolving baseline” that could affect 
Eastern Nile JMP projects over their long economic lifespan. This baseline was constructed to 
explore three dimensions of planning uncertainty that were hypothesized to be important: a) climate 
change, b) the riparians’ water withdrawals, and c) general economic conditions as they would affect 
the value of future costs and benefits. It was indeed found that these dimensions affected the 
economic value of the projects, but the analysis also identified several other issues that might be 
worth considering in greater detail in future work. Probably foremost among these issues is the nature 
of the energy markets in this region. A fruitful area of research would be to develop scenarios based 
on different forecasts for the future value of energy and carbon offsets, based on more realistic 
models than the exponential growth model used here. Such research could also investigate different 
scenarios for peaking and firm power to see how robust single versus multiple dam combinations 
might be to changing power market conditions. Other work could explore the role of development 
along the White Nile branch of the river, rather than only including increases in withdrawals in the 
Eastern Nile. Some very preliminary work has been done on understanding the effect of water 
consumption in the Equatorial Lakes region on the basin, mostly in the context of evaluating effects 
on downstream water availability. 
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General shortcomings of the modeling approach and applicability of the integrated framework to other 
planning problems 
There are also more general shortcomings to the partial equilibrium assessment conducted in 
this research. By construction, economy-wide impacts of the dams have not been included. Standard 
practice in cost-benefit analysis is to not include secondary impacts since methods to incorporate 
these into project analyses do not correctly account for the opportunity costs associated with 
alternative development or investment paths. Secondary impacts are also extremely difficult to predict 
ex ante. It is certainly possible that construction of reservoirs in the Blue Nile gorge would encourage 
people to relocate, which could then unleash a chain of secondary impacts on income, livelihoods, 
public health, etc. near those water bodies, but how can these be predicted and distinguished from 
the costs and benefits stemming directly from the projects? In addition, the analysis of economy-wide 
impacts requires different data than were available in this study and would require the use of other 
tools, such as input-output or general equilibrium models. Further exacerbating this issue is the fact 
that the components of the evolving baseline – climate change, water withdrawals, and economic 
conditions – would also have economy wide impacts that would have to be built into any “with” and 
“without project” analysis, something which has as far as I know never been done in the context of 
cost-benefit analysis.  
This is not to deny that the extent of such changes could be important. Climate change may 
lead to large-scale population migration, especially in locations where natural resource dependence 
and pressure is already high. There are many such places in the Nile Basin.57 The effects of higher 
temperatures and variability in precipitation on the viability of rainfed agriculture could be particularly 
damaging. Given the scope of this research and the practical difficulties with correctly measuring 
economy-wide impacts, secondary impacts were omitted from the calculations. However, we should 
note that within this particular planning context, these types of large-scale changes would probably 
have a much greater influence on the water balance of the Nile system (i.e. on the conditions of the 
evolving baseline) than on the economics of the proposed JMP projects in Ethiopia. Whereas 
                                                 
57
 Three noteworthy examples are: 1) the Sahel region of Sudan, where desertification and conflicts between 
landholders and herders are a concern; 2) the Nile delta in Egypt, where sea level rise could inundate productive 
agricultural land and population centers; and 3) the Ethiopian highlands, where land use change and 
deforestation are proceeding at a rapid pace. 
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continued irrigation development and reduced inflows due to climate change can easily be found to 
increase water stress in the basin, the JMP alternatives have a lesser influence on the water balance, 
unless conditions are already significantly worsened by other stressors.   
Also, despite great progress in valuation of non-market impacts, cost-benefit analysts 
continue to struggle with the monetization of some types of “intangible” costs and benefits. In the 
context of the JMP, this category might include benefits such as the value of peace and cooperation, 
enhanced trust between, and altruism among the riparians. These are no doubt important concerns 
(see next section), but ones which do not fit neatly into cost-benefit analysis. 
This leads to a more fundamental discussion about the shortcomings of the framework 
developed in this research, and its applicability to other types of water resources planning problems. 
It is worthwhile to compare the strengths and limitations of this framework with those of a more 
traditional planning approach that assumes historical conditions are maintained (Table 32). In making 
this comparison, it is clear that the principal shortcoming of the model developed here is the difficulty 
of using it to narrow the choice set from a large set of alternatives to the few most attractive projects. 
It would be very difficult to conduct the numerous types of experiments performed here if there were 
dozens of projects or management strategies to choose from, both because of computational and 
results-processing constraints and because of the extensive data requirements of the hydrological 
and Monte Carlo simulation analyses. This approach would therefore not be very useful for broad-
brush, early identification of attractive river basin planning options. 
Still, there is no reason why this type of simulation framework could not be combined with 
screening models, utilizing optimization methods, to narrow the choice set to a set of manageable 
alternatives for which more data could feasibly and efficiently be collected. In some ways, the Blue 
Nile application actually provides an example of just how this could work. Optimization models have 
previously been used in the Nile Basin to determine that Blue Nile hydropower dams could generate 
substantial economic benefits (Whittington et al., 2005; Wu and Whittington, 2006). Such work helped 
to motivate the data collection efforts needed for the pre-feasibility studies of the JMP options 
analyzed here. These efforts made development of the integrated simulation framework possible, and 
allowed new insights into the behavior of the system with and without the JMP projects. 
                   
 
246 
 
Table 32. Comparison of key strengths and limitations of water resources planning models 
  
 “Historical” hydroeconomic optimization model Simulation model of this research 
Major 
strengths 
1. Effective for exploratory planning, especially 
for narrowing among a wide set of project 
alternatives 
2. Useful for project or systems optimization  
3. Sensitivity analysis can account for 
hydrological variability (via simulation) 
4. Methods are well established and known.  
1. Useful for conducting repeated experiments to 
assess projects and project features 
2. Allows inclusion of multiple uncertain 
dimensions of planning problem  
3. Simulation incorporates hydrological variability 
4. Allows for thorough sensitivity analysis of both 
physical and economic aspects 
5. Explicitly includes linkages to climate change 
Key 
limitations 
1. Economic sensitivity testing is limited 
2. Assumes perfect foresight of hydrology 
3. Hard to thoroughly assess alternatives; 
optimal solutions may not be clearly dominant 
4. Incorporating uncertainty (climate, demand 
projections, etc.) is computationally difficult 
5. Hydrological assumptions may be problematic 
(e.g. stationarity, black-box models, role of 
adaptation) 
1. Unable to optimize project design / operation  
2. Analysts may “miss” important design and 
operational features, or uncertainties 
3. Difficult to use to evaluate alternatives about 
which little is known 
4. Hydrological assumptions may be problematic 
(e.g. stationarity, black-box models, role of 
adaptation) 
5. Sensitivity analysis relies on extensive data 
 
In any case, adapting the basic simulation framework of this research to other water 
resources planning problems would require similar preliminary analyses, to identify management 
plans and projects deserving of more in depth consideration. These could be conducted by studying 
the systems’ behavior in a few simplified climate and water use scenarios with traditional hydro-
economic models, as these are described in a recent review: 
“Hydroeconomic models differ from related tools such as engineering models that minimize 
financial costs or economic models, such as dynamic optimization of groundwater stocks, 
economy-wide general equilibrium models, input-output analysis, cost-benefit analysis, 
agent-based models, etc. In hydroeconomic models, water allocation is driven or evaluated 
by the economic values it generates.” (Harou et al., 2009) 
 
Informed by the results from optimization models, the simulation framework of this research could 
then be used to assess the economics of pre-selected changes in water management and allocation 
as well as construction (or decommissioning) of new infrastructures. The data requirements for such 
modeling would include climatological information: temperature (minimum, maximum and average 
daily temperatures, by month), precipitation and evaporation rates, wind speed, relative humidity, and 
solar intensity. Next, one would need to obtain climate change projections at the catchment level, for 
at least temperature, precipitation and evaporation, which could be used to predict runoff. The 
hydrological modeling would require data on historical flows, abstractions, reservoir releases and 
evaporation at various points in the basin, in order to calibrate the system continuity equations. This 
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would be supplemented with the climatological data and climate change perturbations needed for 
constructing the climate change linkages.  
Finally, the economic component of the model would require valuation, or the measurement 
of costs and benefits associated with alternative allocations of water in the river basin system. The 
valuation task should address all uses of water that would be affected by the policies being assessed, 
whether these were hydropower production, water consumption for irrigation, domestic or industrial 
purposes, recreation, or the preservation of minimum flow requirements and ecosystem services. And 
because there would be varying degrees of certainty associated with each of these aspects, 
simulation of costs and benefits would be required to identify the key economic and physical 
uncertainties and risks associated with the policies being evaluated. 
Other applications may also require different and additional models than those used in this 
research to evaluate the economics of the Blue Nile Dams. For example, models to evaluate policies 
designed primarily for the management of siltation and floods may require additional components, 
such as mathematical descriptions relating river flows to the spatial extent of floods, or linkages 
between rainfall intensity and erosive processes. Such models would also require shorter time steps 
than the monthly model used here. In deciding whether or not to pursue such improvements, analysts 
would have to determine 1) whether the data required for the improvements are actually available, 
and 2) how best to interface additional models with the basic structure needed for long-term planning 
models. These choices will necessarily require compromises between accuracy and usability.  
Whatever tools are ultimately selected to conduct the analyses, they will never be perfect in 
reproducing the past nor in predicting the future. Models used for prediction of environmental and 
economic systems are never closed systems, and can only be evaluated in relative terms (Oreskes et 
al., 1994). Assumptions and simplifications should be well documented, and models should not be 
used as anything more than aids to judgment and decision-making.         
11.4 Concluding thoughts on the imperative for cooperation in the Blue Nile 
In closing, let us return to the question of planning investments in the JMP alternatives 
located along the Blue Nile in Ethiopia. This research presented strong evidence that these 
hydropower projects are attractive investments from an economic perspective. Importantly, they have 
                   
 
248 
the potential to benefit all three Eastern Nile riparians in important ways. Ethiopia would develop a 
significant new source of energy, which it could use to improve its own electricity grid and export to 
markets in Egypt and Sudan, where demand is rapidly growing. Sudan would benefit from flow 
regulation and its myriad benefits: reduced flood risks caused by the seasonality of the Blue Nile, 
decreased siltation, improved ability to supply irrigation water and enhancement of energy generation 
from its existing dams. Egypt could gain access to a large new and less vulnerable source of 
hydropower, which it could use to satisfy the power demands of its growing population. Plus, if 
releases from upstream dams were coordinated with irrigation demands, the riparians’ water use 
could actually be increased, since storing water in reservoirs in the upper Blue Nile would provide 
evaporative savings relative to holding it downstream in Lake Nasser. 
However, the flipside of this last point is that this research has shown that there are 
considerable risks associated with the non-cooperative, unilateral development processes currently 
underway in the Eastern Nile. As currently configured and managed, there is little extra water 
remaining in the basin, and climate change is likely to further tighten water supplies. Therefore, every 
decision by the riparians to invest in projects that contribute to increasing water stress will foreclose 
or diminish the attractiveness of other perhaps more beneficial development possibilities. No project 
is without opportunity costs. Development therefore needs to be considered from a basin-wide 
perspective, using appropriately sophisticated tools, which correctly take account of the complicated 
web of transboundary opportunity costs. 
The journey along the riparians’ unilateral development paths could directly damage the case 
for the JMP projects. Greater irrigation withdrawals lower the net present value of these hydropower 
projects, by decreasing their energy output and by increasing water stress in the downstream system, 
thereby reducing the value of downstream regulation benefits. Even so, under many plausible future 
climate conditions, moving storage upstream in the Blue Nile enables significant water savings, 
because the storage and evaporative losses in Lake Nasser can be reduced. As a result, there are 
considerable costs (in foregone water savings) associated with not agreeing to proceed with the JMP. 
Beyond this, there is real potential for any failure to agree on JMP development to result in long-term 
complications for cooperatively managing the risks arising from evolving conditions. For one, 
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disagreements over the JMP projects would certainly not make moving beyond the current unilateral 
development regime a simple task, because these would be indicative of a deeper lack of trust 
among the riparians. Second, even if the countries somehow settled the problem of water sharing 
without agreeing to the JMP, the reality of climate change (and its threat to the water balance in this 
basin) could undermine any specific agreements that would be made. Plus, in the absence of 
hydropower development in the Blue Nile (which provides incentives for greater releases of water to 
the downstream system), Ethiopia’s logical alternative would be to further develop irrigation, which 
could increase distrust and tension with its downstream neighbors.  
Indeed, the value of cooperation extends beyond the riparians agreeing to only pursue 
projects that look relatively more attractive than others. Regional economic integration and the 
initiation of joint water resources management processes would widen the set of options these 
countries have to respond to evolving conditions, whether they be exogenous (climatic) or 
endogenous (related to ongoing economic development). In considering coordinated reservoir 
operation, this research only scratched the surface of such possibilities. Plus, none of these countries 
is invulnerable to evolving conditions. No matter what development occurs in the Nile Basin upstream 
of Egypt, her agriculture sector is likely to be threatened by the prospect of the increased water 
demands imposed by global warming. Egypt also needs to confront the possibility of losing fertile 
delta land due to sea level rise. Ethiopia will suffer from higher temperatures and could experience 
increasingly frequent extreme droughts and floods. Desertification and population migration could 
accelerate in Sudan, further undermining her tenuous political and economic stability. Such changes 
will show little respect for geopolitical boundaries, raising the need for Nile cooperation. 
Enhanced cooperation will not remove climate change uncertainty, but it could help prevent 
frictions in relations between countries resulting from climate-change factors that are largely outside 
of their control. Indeed, the analyses of this research give new urgency to the idea that the riparians 
should work together to develop adaptive capacity and development plans for dealing with a highly 
uncertain future. The relatively modest changes in runoff modeled here for the Nile system imply 
substantial changes in water availability at different locations in the basin, and the riparians would be 
well served to confront this uncertainty together rather than in unilateral fashion. This research 
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suggests that Nile Basin countries should think carefully about how climate change could affect their 
plans for additional development of irrigation, and that poor JMP project outcomes can generally be 
avoided by coordinating operation of Blue Nile projects with the rest of the system. 
The JMP process, besides including economic opportunities that are attractive and shared 
among all three riparians, could usher in a new era of cooperative management of these and other 
types of risks. This would result in far greater benefits than any specific and piecemeal gains from 
individual projects. Thanks in part to the progress of the Nile Basin Initiative and the negotiations 
among the Eastern Nile Council of Ministers, it is no longer so difficult to imagine an Eastern Nile with 
Egyptians, Sudanese and Ethiopians working together to implement projects and develop operating 
rules to improve regional water resources management. On the other hand, it is also not difficult to 
imagine a world in which the nascent cooperative regime would fail. In light of this possibility, it would 
appear that the riparians have reached a critical juncture on the road away from unilateral 
development. Given the value of the development projects being considered, and the risks associated 
with non-cooperation, the imperative for cooperation is now extremely high. 
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APPENDIX A: ADDITIONAL TABLES AND FIGURES 
Tornado diagrams for Mendaya and Border: historical conditions modeled in Chapter 5 
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Figure A1. Tornado diagram for Mendaya: historical conditions (Similar to Figure 18, Chapter 5, for 
Karadobi). 
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Figure A2. Tornado diagram for Border: historical conditions (Similar to Figure 18 for Karadobi). 
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Effects of distributional assumptions on NPV distributions: historical conditions modeled in Chapter 5 
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Figure A3. Effect of distributional assumptions on NPV distributions for Karadobi, Mendaya and 
Border, under historical conditions 
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Existing and future water withdrawals in the Eastern Nile system 
The ability of the Eastern Nile system to satisfy increased water demands has previously 
been argued to be constrained (Waterbury and Whittington, 1998). Nonetheless, Sudanese and 
Ethiopian Master Plans for the Blue and Main Nile contain a number of possible new irrigation 
schemes (Table A1), and Egypt is currently releasing more than its treaty allocation of 55.5 bcm/yr of 
water from Lake Nasser, suggesting that some expansion of irrigation may be possible. Some or all of 
these new projects could be implemented in the future, and this would affect water availability in the 
Nile Basin.  
 
Table A1. Current and potential irrigation using water from the Eastern Nile (all in bcm/yr) 
  
Country Ethiopia  Sudan Egypt 
Current 
irrigation 
 
 
0.3  (Tana, Finchaa) 
 
 
0.3    Total 
  2.8  (Roseires) 
  7.7  (near Sennar) 
  1.5  (Gebel el Aulia)  
  1.3  (Khasm el Girba) 
  0.7  (Merowe) 
14.0    Total 
 
52.5  (Downstream of Aswan) 
    ?  (Excess releases) 
3.0  (Toschka) 
 
55.5 + ?   Total 
Potential 
irrigationa 
1.6  (Baro/Akobo) 
0.6  (Tana) 
0.2  (U/s Karadobi) 
0.5  (U/s Mendaya) 
1.0  (U/s Border) 
0.5  (Dinder) 
0.3  (Rahad) 
1.7  (Tekeze) 
6.4     Total 
 
  
  3.8  (near Sennar) 
  0.6  (Merowe) 
 
 
 
 
~4.4      Total 
?  (Reclaimed land) 
 
 
 
a
 These projections of water required for new projects are net of return flows. 
 
It is difficult to know precisely how much water Sudan is currently using in irrigation; my best 
estimate is ~14 bcm/yr, including the newest hydroelectric and irrigation scheme at Merowe. Most of 
this water is taken from the Blue Nile, at Roseires (2.8 bcm/yr) and by the Gezira irrigation project 
(~7.7 bcm/yr). Storage constraints and siltation problems prevent Sudan from planning expanded 
irrigation from the Blue Nile (similar problems also impede irrigation from the Atbara at Khasm el 
Girba). Sudan is currently moving forward with new dams and some of their accompanying schemes 
(for example Merowe), which are being constructed with the help of the Chinese (McDonald et al., 
2008). In theory, Sudan is also limited in its ability to develop irrigation by the 1959 Nile Waters 
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agreement with Egypt, but no comparable agreement exists on Ethiopian irrigation. There is little 
existing irrigation (perhaps ~0.3 bcm/yr) with water from the Blue Nile catchment in Ethiopia, but a 
wide variety of small schemes on the Blue Nile tributaries are described in the Ethiopian Master 
Plans. 
 
Comparisons of downside risk and upside potential for “best” infrastructure bundle, by infrastructure 
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Figure A4. The risk that NPV<0 for each infrastructure configuration’s least risk bundle (Similar to 
Figure 57 for expected NPV). 
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Figure A5. The 90th percentile upside NPV for each infrastructure configuration’s highest upside 
bundle (Similar to Figure 57 for expected NPV). 
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Cumulative probability plots for system deficits; selected climate and development scenarios 
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Figure A6. Cumulative distributions of system deficits for Blue Nile infrastructure combinations; H_D1 
situation with A) hydropower-based operating rules and B) comparing operating rules.  
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Figure A7. Cumulative distributions of system deficits for Blue Nile infrastructure combinations for A) 
worst climate scenario (-15% inflows), and B) best climate scenario (+6% inflows).  
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Figure A8. Cumulative distributions of system deficits for A2 climate scenario and different 
withdrawals levels for A) Mendaya and B) three-dam cascade; with strong coordination.  
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Cumulative probability plots for system hydropower; select climate and development scenarios 
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Figure A9. Cumulative distributions of annual hydropower for Blue Nile infrastructure combinations; 
H_D1 situation with A) hydropower-based operating rules and B) comparing operating rules.  
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Figure A10. Cumulative distributions of annual hydropower for Blue Nile infrastructure combinations 
for A) worst climate scenario (-15% inflows), and B) best climate scenario (+6% inflows).  
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Figure A11. Cumulative distributions of annual hydropower for A2 climate scenario and different 
withdrawals levels for A) Mendaya and B) three-dam cascade; with strong coordination.  
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B.1 Description 
A key component of this research is to develop a tool for the synthetic generation of 
streamflow sequences, which can then be used to analyze future climate scenarios in a systematic 
manner, allowing exploration of the importance of changes in both mean flows and variability. 
Synthetic (or “synthesized”) streamflow analysis was originally developed to allow evaluation of 
“proposed system designs more thoroughly and in a more statistically sophisticated manner than was 
possible with previously available methods” (Fiering and Jackson, 1971), i.e. reliance on historical 
flow measurements or mass curve analysis (for investigating storage options). Fiering et al. noted 
several shortcomings of the existing methods: their reliance on short data series’ which a) did not 
extend over the entire useful economic life of the planned infrastructure, or b) were unlikely to contain 
the worst possible floods and droughts for a particular system; a notable lack of accounting of the 
risks associated with particular designs, expressed in probabilistic terms. These shortcomings still 
hold today, but the possibility of hydrological changes induced by climate perturbations has further 
muddled the picture. As pointed out in the literature review, the assumption that historical conditions 
will be maintained is no longer tenable to many hydrologists (Shiklomanov, 1999). It should also be 
reemphasized that the Nile Basin contains long-term evidence of very different hydrological regimes; 
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which have previously not been considered in basin-wide planning problems. A particular problem is 
that posed by variability; the evidence from other sources of evidence besides the flows measured in 
the instrumental period is that variability in the Nile is likely underestimated using historical records, 
besides the climate change argument that variability is likely to increase with rising CO2 
concentrations (refer to Appendix D). 
The first step in developing synthetic streamflow sequences is diagnostic, and aimed at 
determining the underlying statistical properties of system flows. This section summarizes findings 
from the statistical analysis of historical inflows at the relevant nodes displayed in Figure A1. The 
analysis of annual flows is presented first, followed by a summary of the analysis of monthly flows. 
More details are available upon request. 
B.2 Analysis of annual statistics 
The observed annual inflows are approximately normally distributed for all inflow nodes, with 
the exception of net inflow to Lakes Kyoga and Albert, and total inflows from the Torrents, the Sobat 
River, and the Rahad River (Table B1).  
 
Table B1. Annual streamflow statistics and preferred distribution for synthetic flow generation a 
 
Inflow 
node 
Mean  
(standard deviation) 
Skewness Test of normality  (p-value) c 
Preferred 
model 
# 
Lags 
Auto-correlated 
errors? (p-
value) Raw flows 
Log 
flows 
Raw 
flows Log flows 
Victoria 26898.7 (21637.1) 0.60 -3.27 0.0875 0.0000 Raw flows 1  No (0.5512) 
Kyoga b -564.7 (3795.2) 1.62 - 0.0000 - Raw flows 1  No (0.3827) 
Albert b 3667.7 (3380.2) 0.84 - 0.0053 - Raw flows 1  No (0.1310) 
Torrents 4720.8 (2292.1) 2.15 0.24 0.0000 0.1013 Log flows   
Sobat 13255.9 (2299.7) 0.59 0.04 0.0798 0.6670 Log flows 2  No (0.7658) 
Tana 9564.7 (1577.1) -0.03 -0.36 0.6142 0.4101 Raw flows   
Kessie 11276.7 (4283.2) 0.27 -1.03 0.5386 0.0122 Raw flows   
Border 32055.3 (4815.5) 0.32 0.02 0.4718 0.5404 Raw flows 3  No (0.3863) 
Rahad 1077.0 (282.4) 1.19 -0.98 0.0000 0.0000 Raw flows d   
Dinder 2708.3 (1090.4) 0.40 -1.24 0.2198 0.0000 Raw flows 1  No (0.2851) 
Atbara 11657.6 (3767.5) 0.50 -0.74 0.0619 0.0068 Raw flows   
 
a
 Raw flows are non-log transformed inflow data (in mcm/yr). 
b Log model was applied with γ = 30,000 for all years t because of negative net inflows in some years. 
c
 Test of normality based on Royston chi-squared test. 
d Raw flows (no log transformation) were approximately normal if one extreme high outlier was eliminated. 
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The observed annual flows from the Rahad River are normally distributed if one extremely 
high outlier (2485 mcm) is eliminated. A simple log transformation leads to approximately normal 
flows for the Torrents and Sobat River; however, net inflows from Lakes Kyoga and Albert are 
somewhat more problematic. Recall that these inflows implicitly include the local inflow, lake 
precipitation and evaporation, and groundwater seepage. As a result, they are negative in four years 
for Lake Albert, and in forty-four years in Lake Kyoga (out of 64). The log transformation therefore 
cannot be applied directly. Figure B1 presents the distribution of untransformed net inflows to the 
lakes.  
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Figure B1. Frequency distribution of net inflows into a) Lake Kyoga and b) Lake Albert, with actual 
cumulative frequency distribution superimposed, and normal frequency distribution. 
 
It should be clear from these graphs that a synthetic streamflow generation procedure which 
relies on the normal distribution for these two nodes will lead to overprediction of moderate high and 
low flows, and possible underprediction of extreme high and low flows. To address this problem, a 
constant term γ was added to the net inflow values to yield the following transformation: 
 ),)(ln())(ln( , γ+= tqtq kadjk        (B.1) 
where qk, adj was the adjusted inflow value used in the log transformation at node k, in which the term 
γ = 30,000 mcm was added to the observed net inflows qk for all months t in the data series. One 
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limitation of this type of transformation is that the chosen γ may not be large enough to account for 
very low probability, extreme negative flows. However, given the fact that net inflows were never less 
than -2500 mcm for any month (and -7100 mcm for any year) in the historical record, γ = 30000 was 
judged to be sufficiently large to account for such severe anomalies.  
B.3 Summary of monthly statistics 
Due to the high seasonality of flows in the Nile Basin (see Appendix E), an annual streamflow 
generation process (and subsequent calculation of monthly flows based on the average hydrograph) 
is clearly inadequate for long term planning of water resources infrastructures, and an investigation of 
monthly flow sequences is warranted. This section presents a brief summary of the results of this 
analysis (more details are available upon request). 
As with the annual flow sequences, the use of the simple log transformation poses some 
problems, due to the presence of negative net inflows at various nodes in the system. However, 
unlike the annual analysis, with monthly flows these problems are more general: a) in addition to 
Lakes Albert and Kyoga, Lakes Victoria and Tana also experience net negative inflows in particular 
months (though not on an annual basis) of the historical record, b) some rivers (Rahad, Dinder and 
Atbara) contribute zero flows to the system in a number of dry season months, and c) some rivers 
(Blue Nile) receive negative net inflows (i.e. the balance or surface water and groundwater inflows is 
negative) at particular nodes during a few dry season months (Kessie). To address these problems, 
similar transformations to equation (B.1) are applied to all of these nodes prior to the analysis of 
streamflow statistics, as shown in equation (B.2) below: 
 ),)(ln())(ln( 2, kkadjk tqtq γ+=        (B.2) 
where qk, adj was the adjusted inflow value used in the log transformation at node k, in which the term 
γk = 20,000 mcm was added to the observed net inflows qk for all months t in the data series at Lakes 
Victoria, Kyoga and Albert (the largest observed negative value in any one month was for lake 
Victoria: ~8000 mcm), γk = 1,000 mcm was added to inflows in all months at Lake Tana and Kessie 
(largest observed negative value was at Kessie ~440 mcm), and γk = 0.001 mcm was added to all 
monthly inflows from the Atbara, Rahad and Dinder Rivers.  
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Besides exploration of means, standard deviations and skewness statistics for the monthly 
inflows at each of the k inflow nodes, the analysis included regression analysis that was aimed at 
determining the degree to which flows in the previous j months t-1,…, t-j were useful in predicting 
flows in month j at each inflow node k, that is, models were constructed as shown in equation (B.3): 
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where the number of lag terms and the choice of the linear or logarithmic model form was 
made based on the statistical criteria as described below. First, both linear and log models were 
constructed with one, two and three lag terms. Second, the statistical significance of the lag term 
coefficients was assessed; models were favored as long as added lag terms displayed convincing 
evidence of statistical significance (at better than the ten percent level). The significance of an added 
term was deemed to be spurious (due to multicollinearity with previous lags) if it eliminated the 
statistical significance of previous lag terms while adding limited explanatory power to the model (as 
indicated by the value of the adjusted R2 statistic and the extent to which estimated coefficients 
proved unstable). Third, autocorrelation in the model’s error term was evaluated using the Durbin 
alternative test for autocorrelation and the Breusch-Godfrey test for autocorrelation. If the Null 
hypothesis of no autocorrelation could not be rejected, the favored model that satisfied these criteria 
was deemed sufficient for use in a synthetic flow generation process. If no model satisfied this third 
criterion, the value of including additional lags (beyond three) was investigated.  
Table B2 presents a summary of the favored flow distributions and the other characteristics 
critical for development of a synthetic prediction model. For inflow nodes with mostly normally 
distribute monthly inflows (Rahad, Dinder), the linear autocorrelation model was favored; for inflow 
nodes with mostly log-normally distributed monthly flows (Kyoga), the logarithmic model was favored. 
For all other nodes having a mixture of normal and log-normal inflows depending on the month, the 
favored model was chosen based on the statistical criteria described in the paragraph above (in 
practice, the autocorrelation model with non-log transformed flows performed best for all other nodes 
except Lake Tana). As shown in Table B2, most models performed well with fewer than three lags, 
with the exception of those for the Torrents, the Sobat River, the inflows between Kessie and the 
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Border node, and the Dinder River, which had autocorrelated error terms. Only with addition of six or 
seven lag terms did these problems dissipate, but this was deemed to be based on statistical chance 
because a) the autocorrelation reappeared when additional lags were included beyond those 
particular ones, and b) the estimated regression coefficients and their significance proved extremely 
unstable. As a result, simple linear models (lag-1 or lag-2 in the case of the Border inflows) were 
chosen for these nodes for reasons of parsimony. 
 
Table B2. Monthly streamflow statistics and diagnostics a 
  
Inflow 
node 
Mean flow (st. 
dev.) 
Range of means 
(in mcm/month) 
Favored distribution (months) # Lags – Yes/No (β)c Autocor- 
relation 
(Y/N) 
(P-value)d 
Adj. R2 Raw 
flows 
Log 
(flow)b 
Log 
(flow + γ)b 1 2 3 
Victoria b 
2242 (6365) Feb-Apr, 
Jul  All other 
Yes*** 
(0.49) 
Yes*** 
(-0.13) 
Yes*** 
(-0.11) No (0.864) 0.22 [-4288; 12106] 
Kyoga b 
-47 (544) 
  All Yes*** (0.64) e No No No (0.405) 0.40 [-467; 229] 
Albert b 
306 (594) 
Mar, Apr  All other Yes*** (0.56) No No No (0.153) 0.31 [-284; 729] 
Torrents  
394 (451) Apr-Jun, 
Nov All other  
Yes*** 
(0.75) No No Yes (0.000) 0.56 [17; 902] 
Sobat 
1107 (708) Jul, Aug, 
Oct-Dec  
Jan-Jun, 
Sep  
Yes*** 
(0.82) No No Yes (0.000) 0.56 [264; 1946] 
Tana b 
799 (898) Jan, Apr, 
Sep-Nov  All other 
 
Yes*** 
(1.11) e 
Yes*** 
(-0.53) No No (0.232) 0.67 [80; 2732] 
Kessie b 
942 (1835) Jan-Mar, 
Aug,  
Oct - Dec 
 All other Yes*** (0.68) 
Yes*** 
(-0.35) No No (0.841) 0.34 [12; 5573] 
Border  
2678 (3136) Mar,  
Aug-Oct  All other  
Yes*** 
(0.76) 
Yes*** 
(-0.22) No Yes (0.000) 0.42 [248; 8309] 
Rahad b 
90 (144) 
All other  Jun, Nov, Dec 
Yes*** 
(1.11) 
Yes 
(-0.61) No No (0.251) 0.67 [0; 369] 
Dinder b 
227 (404) 
All other  Jun,  Oct – Dec  
Yes*** 
(0.65) No No Yes (0.000) 0.43 [0; 993] 
Atbara b 
971 (1802) 
Sep-Dec   All other Yes*** (0.83) 
Yes*** 
(-0.45) No No (0.078) 0.46 [1; 5412] 
 
a
 Raw flows are non-log transformed inflow data  
b Log model was applied with γk added to all monthly flows for these nodes because of negative net inflows in 
some months. 
c
 Significance of β *** 1 percent level ** 5 percent level  * 10 percent level 
d Results of the Breusch-Godfrey LM test for autocorrelation. If Durbin’s alternative test yielded significant 
differences, these are highlighted by a # symbol. 
e
  A log model was favored for the synthetic streamflow generation procedure; for Kyoga inflows,  monthly 
flows were approximately log normal in all months; for Lake Tana, some months had normally distributed flows 
as indicated, but the log normal autocorrelation model performed better. 
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B.4 The monthly streamflow generation model 
This section explains in more detail how the information summarized in Table B2 was used to 
create the (multi-season) monthly synthetic streamflow generation model. The derivation that follows 
is generally consistent with Fiering and Jackson (1971), with a few exceptions (as highlighted). The 
generation equation from Fiering et al. for a multiseason Markov model with normally-distributed 
monthly flows at node k can be re-written as: 
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where the only change from the original derivation is that the flows are also indexed by k, because 
the model is applied to more than one streamflow generation node. In this model, the ρ term 
represents the correlation between flows in month j and month j-1 for the length of the historical 
record, µk,j is the mean flow at node k in month j, qk,i,j is the simulated flow at node k in year i and 
month j, tk,i,j is a randomly generated normally-distributed number with mean 0 and variance 1, and σk,j 
is the standard deviation of flows at node k in season j. For the case of log-normally distributed 
monthly flows, equation (B.4) remains the same, except that the qk,i,j terms represent the log of 
simulated flows and all statistics mentioned above pertain to the log flows rather than the raw flows. 
When using log-normal flows, then, the numbers in the simulated series are correspond to the log of 
flows, and must be exponentiated to yield raw flows for the application at hand.  
As shown in Table B2, the models used in this application are somewhat more complicated. 
The first complication is that flows in some months are log-normally distributed, and in others they are 
normally distributed. To allow for this, the expression in equation (B.4) is modified to yield equation 
(B.5) below: 
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Thus, in the simulation of synthetic flows, if the flow in month j is log-normally distributed, the flow in 
month j-1 must be converted to a log flow, even if the j-1 month’s flow is normally distributed. As 
Fiering and Jackson note, one weakness of the log-normal model is that the statistics of 
untransformed flows may not be preserved (i.e. only the statistics of log-transformed flows are 
preserved). 
The second modification is somewhat more complicated. Because more than one lag was 
included in the model for some nodes and the lag regression models with untransformed inflows were 
generally favored, it is not sufficient to simply include the first order correlations ρ included in 
equations (B.4) and (B.5). Instead, the regression coefficients β1,…, βL were used as needed. These 
βL coefficients are somewhat similar to ρ, except that they refer to the relationship between flows in 
month j and month j-l, controlling for the flows in all other months 1,...,L, j ≠ l included in the lag 
model. The final model for the case with a lag regression model on untransformed flows (all nodes 
except for Tana and Kyoga)58 is thus: 
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where the scaling factor (σk,j/σk) on the regression coefficients is necessary to generate meaningful 
sequences since the regression coefficients βl are derived for the general inflow series, in which some 
months have much higher flow than others. This factor ensures that the model account for the 
difference in the standard deviation of flow in month j and the average standard deviation for flow in 
all months on which the regression model was derived, and is analogous to the scaling factor (σk,j/σk,j-
1) used in the lag-1 autocorrelation model discussed by Fiering and Jackson. 
                                                 
58
 The model using a log regression model on log-transformed flows is similar and available upon request. 
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B.5 Streamflow generation model diagnostics 
To test the synthetic inflow generation model, 400-year sequences have been generated at 
each of the 11 inflow nodes in simmodel for comparison with the historical sequence. The statistical 
properties of these sequences are summarized in Table B3 presented above. It should be expected 
that some of the statistics would not be precisely maintained, given the selection of a lognormal 
distribution in some months. Fiering and Jackson (1971) discuss procedures sometimes used to allow 
retention of the statistics of untransformed flows, but these procedures cannot be applied for the Nile 
Basin inflow nodes because many sequences are too badly skewed. 
 
Table B3. Comparison of statistical properties of synthetic and historical inflow sequences  
  
Inflow 
node 
Mean historical flow 
(st. dev.) 
Range of means 
(in mcm/month) 
Mean synthetic flow 
(st. dev.) 
Range of means  
(in mcm/month)  
Annual Lag-1 
Correlations a 
Monthly Lag-1 
Correlations b 
Historic  Synthetic Historic.  Synthetic 
Victoria b 
2242 (6365) 2269 (6035) 
0.26 -0.09 0.43 0.47 [-4288; 12106] [-4136; 12064] 
Kyoga b 
-47 (544) -39 (532) 
0.39 0.12 0.64 0.64 [-467; 229] [-446; 222] 
Albert b 
306 (594) 314 (569) 
0.45 0.02 0.56 0.55 [-284; 729] [-266; 748] 
Torrents  
394 (451) 427 (615) 
0.07 0.02 0.75 0.53 [17; 902] [15; 901] 
Sobat 
1107 (708) 1084 (674) 
0.30 0.21 0.82 0.81 [264; 1946] [237; 1950] 
Tana b 
799 (898) 836 (833) 
0.09 -0.04 0.63 0.67 [80; 2732] [153; 2727] 
Kessie b 
942 (1835) 950 (1852) 
0.00 0.06 0.50 0.48 [12; 5573] [17; 5732] 
Border  
2678 (3136) 2659 (3044) 
0.52 0.05 0.62 0.73 [248; 8309] [250; 8370] 
Rahad b 
90 (144) 94 (163) 
-0.01 0.06 0.71 0.55 [0; 369] [0; 370] 
Dinder b 
227 (404) 217 (388) 
0.26 0.06 0.65 0.63 [0; 993] [0; 1000] 
Atbara b 
971 (1802) 932 (1649) 
0.16 0.06 0.57 0.57 [1; 5412] [1; 5150] 
  
a
 Recall that the model was not designed to reproduce annual observed flow correlations. Fiering and 
 Jackson (1971) describe a procedure to ensure this, but it comes at the cost of some inaccuracy in month- to-
 month flows from the end of one year (month 12) to the start of the next (month 1). 
b
 The monthly autocorrelation values for synthetic flows for the Border, Torrents and Rahad catchments do not 
 quite agree with the historical values, due to error autocorrelation problems. 
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The model as constructed also does not preserve the interannual correlation in flows, as 
shown in columns 4 and 5. This is because the lag-models for monthly flow only extend back three 
months at most. Given the high time-dependence observed in the Nile Basin, it may be worthwhile to 
model it explicitly, and the procedure to do so is fairly straightforward. In short, the modeler first 
generates both annual and multi-season sequences of inflows, independently. In the second step, the 
multi-season model flows are all scaled proportionately so that the sum of the flows for all seasons 
(months) in year i equals the annual flow generated in the annual streamflow generation process. The 
major weaknesses of this approach are that a) autocorrelation between the last season of year i and 
the first season of year i+1 is not preserved, and b) the original statistics on which the monthly flow 
generation process was based may no longer be preserved. 
The other diagnostic test involves comparison of the cumulative frequency distribution of 
flows at the 11 generating nodes with the frequency distribution of flows for the historical series. 
These distributions are presented in Figure B2, for a synthetic series of 5000 years.  
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Figure B2. Cumulative distribution of net inflows at the eleven inflow nodes in the hydrological model: 
A) Lake Victoria, B) Lake Kyoga, C) Lake Albert, D) Torrents, E) Sobat, F) Lake Tana, G) Kessie,    
H) Border, I) Rahad, J) Dinder, and K) Atbara. 
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C.1 The Nile simulation model with a monthly time step 
As mentioned in Section 4, the scope of this research and complexities in the flow of certain 
reaches of the Nile Basin system dictate that the most manageable analytical tool for detailed 
analysis of historical and climate-change scenarios is a lumped, hydrological routing model. 
Moreover, the data are only generally available at monthly time intervals, which can be considered 
adequate for assessment of planning options but should not be used for optimization of infrastructure 
operational regimes. This section describes in detail the derivation of the model created using the 
observed historical series of flows.  
The approach adopted is similar to that taken by the authors of the Nile-DST (Yao and 
Georgakakos, 2003). DST model relationships rely mainly on first and second order lag terms 
identified using flow correlation analysis and observations and intuition about the physical linkages in 
the system. There are three major differences between the mathematical relationships employed in 
this research and those used by Yao and Georgakakos. First, those authors consider two alternative 
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mathematical approaches for developing their model, regression and neural network models, 
whereas the present research only uses regression routing models. This modeling choice is justified 
given that the Nile-DST favors the regression relationships in all cases, owing to their greater 
parsimony and similar performance. The second major difference between the modeling in this 
research and that in the Nile-DST is that the latter does not include streamflow data for the Blue Nile 
upstream of the Border gauging station, since data from the Ethiopian catchment were previously 
unavailable. For these upstream flows, the DST relies on assignment of Blue Nile flows purely on the 
basis of the “catchment method,” whereby flows are divided in direct proportion to the size of the 
catchment at different points along the river. Given the high spatial variability and differing seasonality 
of rainfall and runoff in different portions of the catchment, proportional assignment of flow is likely to 
lead to significant errors when modeling large reservoir projects in the Abbay gorge. The present 
model represents an improvement in that it combines previously unavailable gauge data (at Lake 
Tana, Kessie and the Border sites) with catchment calculations for ungauged years and sites (i.e. 
Mendaya and Karadobi dam sites and flows prior to 1954). Finally, the Nile-DST uses 10-day flows, 
whereas this research uses a monthly time step. This choice is purely practical and based on the 
greater availability of monthly flow data in the Blue Nile and at various other locations in the basin. 
Still, it requires the estimation of entirely different regression relationships, a process that was 
achieved using STATA 9.0. The model is described in more detail below. 
C.2 Regression routing model summary 
Using the methods described in Section 4, a hydrological routing model (hereafter referred to 
as simmodel) for streamflow simulation was developed that spans from the outlet of Lake Victoria on 
the White Nile and Lake Tana on the Blue Nile, to the Aswan High Dam Reservoir. This model relies 
on a combination of level pool models based on conservation of mass principles for reservoirs and 
some intermediate river nodes, and empirically-derived regression models for the river nodes where 
flow is more complicated. The nodes in the model are shown in Figure C12. 
Table C2 presents a summary of the performance of the monthly regression routing model in 
comparison with historical flow data and the Nile-DST, and describes known data gaps and/or 
problems. 
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Table C2. Diagnostics of outflows of hydrological simulation model 
 
 Simmodel Correlations 
Sum of squared errors 
(relative to historical 
series) Known problems 
Node in system Historical flow 
DST 
simulation 
Simmodel 
(# months) 
DST 
(# 
months) 
Victoria 0.985 0.994 11.3 (360) 
145.6 
(360) 
Based on post Owen Falls elevation-
discharge curve 
Kyoga 0.980 0.995 26.4 (276) 
33.2 
(276)  
Albert outlet:  
Pakwatch/ Panyango 0.957 0.992 
83.8 
(276) 
159 
(276) 
Elevation-discharge curve is inaccurate for 
high lake stands; Pakwatch gauge 
unstable.  
Torrents 0.965 0.991 70.0 (334) 
140.2 
(334)  
Mongalla 0.948 0.966 125.4 (792) 
390.4 
(780)  
Sudd Exit 0.659 0.811 154.8 (851) 
154.8 
(768) 
Underprediction of flow during high flow 
years, probably due to unknown local 
rainfall contributions; DST displays similar 
problems 
Malakal 0.913 0.980 110.5 (845) 
207.3 
(833) 
Underprediction persists, but Sobat 
inflows mask problems 
Melut 0.851 0.970 22.4  (120) 
7.6 
(48) 
Underprediction persists, short historical 
flow sequence 
Gebel el Aulia 0.806 0.860 10.5 (252) 
No 
overlap 
Short flow sequence, precise operating 
rules may not be accurate, monthly model 
does not explain backwater effects 
adequately 
Lake Tana Elevation: 0.992 N/A N/A N/A 
Natural outflow data is inconsistent with 
elevation-discharge relationship 
Kessie 1.000 N/A N/A N/A Local inflow derived from historical flow data 
Guder @ Karadobi 
site N/A N/A N/A N/A 
No stream gauges available, no DST 
modeling 
Mendaya site N/A N/A N/A N/A No stream gauges available, no DST 
modeling 
Border  0.981 0.990 N/A N/A When possible, local inflow derived from flow at El Deim, which is more reliable. 
El Deim a 1.000 1.000 N/A N/A Some notable inconsistencies with Border gauge and Roseires late in the series 
Roseires inflow 0.994 1.000 332.6 (1097) 
111.1 
(768)  
Roseires outflow N/A 0.985 N/A N/A  
Sennar b Inflow: 0.986 
Outflow: 
0.978 
589.3 
(636) 
850.6 
(624) 
Correlation with historical flows to 1964; 
beginning of regulation at Roseires began 
then; assumes constant irrigation demand 
Khartoum – Blue Nile b 0.969 0.982 512.9 (154) 
512.6 
(140) 
Correlation with historical flows to 1925; 
before regulation began. 
Tamaniat b 0.961 N/A 2651.2 (947) N/A  
Hassanb b 0.963 N/A 2622.5 (947) N/A  
Khasm el Girba 1.000 0.978 N/A N/A Local inflow derived from historical flow data at Girba. 
Atbara 0.996 0.974 31.0 (785) 
153.5 
(522)  
Dongola – Entrance to 
HAD c 0.973 0.979 
2858.2 
(840) 
3340.7 
(768) 
Correlation up to 1966, at which point 
regulation of flows at the High Aswan Dam 
began. 
C.3 Mathematical relationships in simmodel and discussion 
C.3.1 The Equatorial Lakes Region 
The Equatorial Lakes are modeled according to the relationship shown in equation (C.1), 
rewritten from equation 1 in Chapter 4: 
  dV/dt = Ss,t+1 - Ss,t = Qs,t - Rs,t - Es,t - Ls,t - Ds,t,     (C.1) 
where Ds,t = 0, and the inflow Qs,t, net surface evaporation terms Es,t, and seepage terms Ls,t (Qs,t - Es,t 
- Ls,t) are lumped together as net inflows and have been obtained from previous studies conducted in 
the region. For Lake Victoria, the rule curve governing releases from Owen Falls is based on lake 
elevation and shown in Figure C13; a close fit of this curve can be achieved using a polynomial 
function (R2 =0.9997). 
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Figure C12. Simmodel schematic, showing system inflow, routing and reservoir nodes. 
 
In simmodel, the change in storage in month 1 is first calculated based on net inflows to the 
lake (i.e. ignoring the Rs,t term in equation (C.1)), and storage-elevation relationships are then used to 
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determine the final lake elevation. The release Rs,t corresponding to this lake elevation can next be 
determined using the polynomial fit to the curve shown in Figure C13, and subtracted from the 
originally calculated change in storage to yield dV/dt. The same procedure it then applied for the 
entire historical time series of lake fluctuations and outflows. Though there are some gaps in the data 
series, the simulated outflows can be compared to historical measurements from Owen Falls, as 
shown in Figure C14.  
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Figure C13. Elevation-discharge relationship used at Owen Falls 
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Figure C14. Simulated and historical discharges from Owen Falls (Lake Victoria outlet) 
 
Prior to the 1950s, there are some inconsistencies between the natural and simulated series, 
which is not surprising since the Owen Falls control structure was only begun in 1951. There are also 
                   
 
289 
some discrepancies in the mid 1960s and to early 1970s; lake levels were much higher at this time 
following the high rainfall event of 1961, which may have led to deviation from the agreed-upon rule 
curves. Finally, actual lake discharge fluctuated much more than predicted in 1974-75, as lake levels 
again began to decline. Nonetheless, as shown in Table C2, the correlation between predicted and 
actual outflow is fairly high (0.985). The modeling in the Nile-DST offers additional validation of the 
reservoir model used here; correlation between the simulated outflows from these two simulation 
models is 0.994, and the correlation between DST outflows and the historical series is also 0.985, 
though the Nile-DST does appear to systematically underestimate outflows, as demonstrated by its 
higher squared errors relative to the historical series (145.6 vs. 11.3 for simmodel). 
For Lakes Albert and Kyoga, the natural relationships between elevation and discharges 
have been obtained as shown in Figure C15. 
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Figure C15. Elevation-discharge relationship used for Lakes a) Kyoga and b) Albert 
 
For Lake Kyoga, a similar procedure to that used for Victoria was used, such that the net 
local inflow to the lake (Qs,t - Es,t - Ls,t) obtained from previous work on the lake’s water balance – 
where this term combined both lake precipitation, local inflows, and lake evaporation – was added to 
the original storage – was added to the initial storage. In addition, the additional inflow from Lake 
Victoria releases (shown in Figure C14) contributed to the storage in Lake Kyoga. No complex routing 
of Victoria outflows to the Lake Kyoga inlet was attempted due to the lack of data for measuring 
inflows to Lake Kyoga from the Victoria Nile; in other words, it was assumed that outflows from Lake 
Victoria reached Lake Kyoga over the course of the same month. Given this gain in storage, releases 
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were determined using the relationship shown in Figure C15a and the same procedure as that 
described for Lake Victoria.  
Figure C16 compares simulated releases from Lake Kyoga with the historical sequence of 
flows measured at Paraa (between Lakes Kyoga and Albert). The model appears to underestimate 
releases when the lake levels are low (before the large rainfall anomaly of 1961) and overestimates 
releases when lake levels are high, though the correlation between measured and simulated flow is 
good (0.980), as well as with outflows from the Nile-DST (0.995). Again, the simmodel has slightly 
lower squared error than the DST (26.4 vs. 33.2), which suffers more from the underprediction 
problems mentioned above. Since the underprediction is maintained throughout the period prior to 
1961, it is likely due to errors in the elevation-discharge relationship depicted in Figure C15a, though 
the possibility of local inflows between the Lake Kyoga outlet and the Paraa gauging station cannot 
be eliminated. The errors following the rain anomaly in 1961 may also be due to these two 
inconsistencies, or they may simply be propagations of the inconsistencies in modeling Lake Victoria 
outflow during the high-stage period, as shown in Figure C14. 
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Figure C16. Simulated and historical discharges from Lake Kyoga (historical flows correspond to flow 
at Paraa gauging station) 
 
For Lake Albert, a similar analysis applies (Figure C17), but the errors in prediction are more 
severe (the correlation coefficient between simulated and historical flows drops to 0.957), and are 
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likely due to a) problems with the elevation-discharge relationship shown in Figure C15b and b) the 
known instability of the gauging stations at Panyango and Pakwatch (Shahin, 1985). In particular, the 
high discharges measured during the early 1960s have been questioned by other analysts (Shahin, 
1985; Sutcliffe and Parks, 1999). These errors are magnified in the Nile-DST, which has a higher 
squared error (159.0 vs. 83.8 for the simmodel). The correlation between DST and simmodel outflows 
remains high (0.992). 
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Figure C17. Simulated and historical discharges from Lake Albert (historical flows correspond to flow 
at Panyango and Pakwatch gauging stations) 
 
Correcting or accounting for these errors is beyond the scope of the present research, which aims to 
construct a reasonably accurate simulation model for the entire Nile Basin. The inconsistencies 
highlighted above would require lake-specific studies more thorough than those conducted to date.  
C.3.2 The Southern Nile and White Nile to Khartoum 
The hydrology of the Southern and White Niles, stretching from the outlet of Lake Albert to 
Khartoum, is extremely complicated, characterized by a) the spills and flooding in the Baro-Akobo-
Sobat sub-basin, the Bahr el Ghazal sub-basin and the Sudd, b) the backwater effects upstream of 
Khartoum, as well as c) the moderating influence of the Gebel el Aulia control structure on these 
backwater effects. It should therefore be expected that a monthly hydrological routing model would be 
limited in its ability to explain these flow patterns; nonetheless this tool remains useful for planning 
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purposes, especially when studying infrastructure options for the Blue Nile. The Blue Nile projects are 
only indirectly affected by what happens in the White Nile, because of the latter’s influence on flows 
into northern Sudan and Lake Nasser.  
Modeling of this reach is primarily based on lag-flow models of the type described in Section 
4.1, following the approach used in the Nile-DST, though the use of a monthly time step requires 
estimation of new routing relationships. Following the releases from Lake Albert, the Bahr el Jebel 
receives the seasonal inflow of several torrents from northwestern Uganda and southwestern 
Ethiopia, prior to the river node at Mongalla (for which a long time series of flow gauge data is 
available). In simmodel, the flow at Mongalla is assumed to be a combination of the contributions 
from these seasonal torrents and the Lake Albert outflow, as determined by the regression equation: 
,296.0)1(509.0)(649.0)(338.0)( +−++= tqtqtqtq mgaouttormg  (C.2) 
where qmg(t) is the flow at Mongalla during month t, and qtor(t) and qaout(t) are the inflows from the 
torrents and lake Albert outlet nodes during month t. An alternative model with additional lag terms for 
qtor and qtor was considered but did not substantially improve the model fit (more details for this and 
other regression models are available upon request). The coefficients for this model were determined 
by regressing historical flows at Mongalla on the various inflow components rather than the simulated 
Lake Albert outflows. Since no models were identified (with a reasonable number of lags) for which 
the Null hypothesis of uncorrelated errors was not rejected, the model described in equation (6.b) was 
selected (which is consistent with the minimal number of terms chosen in the 10-day DST routing 
model). Hydrologists question the value of such statistical tests anyway, due to the fact that 
interannual lags resulting from groundwater storage should be expected in water resources 
applications (Fiering and Jackson, 1971). 
Comparison of simmodel flows with the historical series at Mongalla is shown in Figure C18. 
The correlation with the historical series is 0.948 and with the DST is 0.966, and the sum of squared 
errors between simmodel and the historical flows is much lower for simmodel (125.4 vs. 390.4 for the 
DST), due to the persistence of more severe underprediction errors for Lake Albert outflows in the 
DST. It should also be noted that the high flows from the Equatorial Lakes in the early to mid 1960s 
led to an abrupt change in the rating curve at Mongalla (Sutcliffe and Parks, 1999), and the 
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measurement errors in the historical series corresponding with this change may explain the lower 
agreement between simmodel and the Nile-DST on the one hand, and the historical record on the 
other. This discrepancy also has consequences for the simulation of flows in the remainder of the 
White Nile. 
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Figure C18. Simulated and historical flows at Mongalla 
    
After Mongalla, the Bahr el Jebel enters the wetlands of the Sudd, from which it emerges with 
greatly reduced flows. There are no dependable flow gauges until after the Sudd, at Malakal, situated 
just beyond the confluence with the Sobat River. Historical flows from the Sobat are known, and can 
be subtracted from the flow at Malakal to yield the time series of historical flow in the Bahr el Jebel at 
the Sudd outlet, as shown in equation (C.3): 
),()()( tqtqtq sobatmalsudd −=       (C.3) 
where qsudd(t), qmal(t), and qsobat(t) are the flows at the Sudd outlet, Malakal, and from the Sobat, 
respectively, during month t. Then the amount of water lost in the Sudd is simply: 
[ ],)()()()()()( tqtqtqtqtqt sobatmalmgsuddmgsudd −−=−=λ   (C.4) 
Similarly to the Nile-DST, simmodel develops a regression routing relationship to explain 
losses in the Sudd, with one key difference. It was determined that the estimation procedure was 
somewhat sensitive to the flow levels observed at Mongalla, such that a model calibrated using the 
entire flow series overestimated losses during the high flow regime of the river in the 1960s. As a 
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result of these problems, losses in simmodel are calculated using equation (C.5), obtained using 
different regression models for low and high flow time periods: 
,5.1)( if          132.0)2(168.0)1(886.0
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 (C.5) 
where 
^
)(tsuddλ is the loss calculated using the upper expression, i.e. assuming that 
^
)(tsuddλ < 1.5. 
The use of this two equation switching regression model leads to substantial reduction (13%) in the 
prediction error for losses, as depicted in Figure C19. 
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Figure C19. Simulated and historical losses in the Sudd, using a single regression model (solid red 
line), and separate regression models for high and low flow time periods (dotted blue line) 
 
It should be noted at this time that one very important limitation of simmodel is the 
assumption that the regression relationships developed will remain appropriate for analysis of future 
flow regimes, which may be characterized by very different high and low flow extremes from those 
observed in the recent historical past, and may lead to even more dramatic changes in flow than did 
the high flood of 1961. A reliance on multiple mathematical expressions calibrating river flow, such as 
the one described in equation (C.5), is especially problematic when considering dramatic changes 
that might accompany climate change. Unfortunately, there is currently no satisfactory hydraulic 
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model for understanding flow in the Sudd. Without such a model, which would require substantial 
effort to develop, the threat posed by large changes in flow cannot be avoided 
Using the two equation model (equation C.5) to determine losses in the Sudd, the simulated 
flow at Malakal is obtained by rearranging equation (C.5) to solve for qmal(t) to obtain the time series 
of flows depicted in Figure C20. In spite of the persistence of errors from the simulated flow at 
Mongalla after the 1960s, the agreement between simmodel flows and the historical series 
(correlation = 0.913; sum of squared errors = 110.5) is slightly better than that between the DST and 
the historical flow (0.908; 207.3), and the largest errors again occur in high flow years. The correlation 
between simmodel and the DST is high (0.980). 
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Figure C20. Simulated and historical flows at Malakal 
 
Between Malakal and the Gebel el Aulia, there is one reliable river gauge, situated at Melut, for which 
the historical series is unfortunately quite short (only 10 years). It was found that the most 
parsimonious routing relationship that predicted flow well at this river node contained five lag terms 
(equation C.6): 
,126.0)2(317.0)1(229.0                     
)(621.0)2(065.0)1(366.0)(
+−−−+
+−+−=
tqtq
tqtqtqtq
malmal
malmelmelmel
   (C.6 
where qmel(t) is the flow at Melut at time t. The Null hypothesis of autocorrelated errors can be 
rejected at the 1% level but not the 5% level; simpler models show non-zero autocorrelation of errors 
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at the 1% level (with both Breusch-Godfrey and Durbin tests for autocorrelation). The comparison of 
simulated and observed flows is quite satisfactory and shown in Figure C21. When applied to the 
simmodel flows from upstream nodes, however, the correlation between historical and simulated flow 
is only 0.851 due to the persistence of model errors and the fact that validation is only possible late in 
the flow sequence, after the high flood event of 1961. Correlation between the DST and simmodel 
remains high (0.970). 
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Figure C21. Simulated and historical flows at Melut, using regression equation (6.f) 
 
Finally, there is little possibility of validation of inflows and outflows simulated at Gebel el 
Aulia. Only twenty-one years of historical flows are available, and no detailed time series of 
withdrawals for irrigation is available. Current monthly average withdrawals are known, however 
(Figure C22, blue curve), and can be used to approximate the pattern historical flows would have 
taken if these (or any other) demands had remained steady throughout the historical record. 
Furthermore, the precise operating rules that have been used to govern past releases from this 
reservoir are unknown, though the general approach guiding releases is known (Figure C22, red 
curve).  
The final difficulty with modeling flow through the Gebel el Aulia reservoir is the existence of 
the complicated backwater effects caused by the seasonal flood of the Blue Nile and the very mild 
slope of the White Nile in central Sudan. The simmodel approach thus relies heavily on previous work 
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simulating flow in the White Nile, initially described by Panattoni et al. (1978), and applied more 
recently in the Nile-DST by Yao et al. (2003). This work favors a transfer function approach for 
describing inflows to the reservoir that depend on the river stage at Melut (a switching regression 
model not unlike the one simmodel uses for the Sudd losses). First, the net inflow to Gebel el Aulia is 
specified using equation (C.7): 
[ ] ),()()()()1()()(, tDtAtetStStqtr gagagagagamelgai −−−+−=    (C.7) 
where ri,ga(t), Sga(t), ega(t), Aga(t), and Dga(t) are the net inflow (in bcm), reservoir storage 
(bcm), evaporation rate (m), reservoir surface area (in thousands of km2) and water withdrawals for 
irrigation (bcm) at the reservoir site, during month t. The evaporation rate is assumed to be the same 
in all years, though it varies by month. The area and storage functions are complicated and depend 
on the river stage at Melut; i.e. when the White Nile is rising (May to November), the relationships for 
storage and area are different than when it is falling (December to April). These functions also 
depend on the actual level in the river, in similar fashion to the way water losses observed in the 
Sudd depend on the amount of water in the river. In the interest of brevity, the stage-area/storage 
relationships that have been previously established are summarized in the Annex to Appendix E. 
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Figure C22. Average current monthly withdrawals for irrigation (blue) and target elevation (red) at 
Gebel el Aulia 
   
Panattoni et al. assume that net outflow from Gebel el Aulia is a first order autocorrelated 
process of inflows to the reservoir, an approach that is adopted here: 
( )[ ],)1(1)()( ,1,1, −⋅−+⋅= trtrtr gaigaigao ββ      (C.8) 
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where ro,ga(t) is the outflow at time t and β1 is a coefficient that is determined using a constrained 
regression approach. Equation (C.8) can be substituted into (C.9) to yield: 
( )[ ]
( ) ( )[ ]
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  (C.9) 
For the regulated system, the term Sga(t+1) is obtained based on the target storage coinciding 
with the elevation specified in Figure C22. Panattoni et al. obtained the best fit with β1 = 0.48, and 
found that the error term from the model had mean zero and variance 10.93 (mcm/day)2 given a 10-
day flow sequence. However, further investigation using a constrained regression model on the 
monthly data available in the present study revealed that such a model led to systematic errors in the 
prediction of flow from March to June, the period of time during which the river makes its switch from 
the rising to the falling stages. To better account for these systematic errors, the present approach 
included dummy variables that allowed for constant non-zero errors during these months. The results 
of the analysis are summarized in Table C3 (including error autocorrelation analysis), and some 
graphs depicting the reduced error problems of the improved model follow (Figure C23 and Figure 
C24). 
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Figure C23. Time series of error terms from the Panattoni and improved models, showing the clear 
autocorrelation in error terms of the former 
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Given the problems with verification of historical flows noted above (unknown time series of 
withdrawals, storage targets and use of average monthly evaporation), the agreement between 
simulated and observed outflows from the reservoir would appear to be acceptable (correlation = 
0.806; sum of squared errors = 10.5, or 0.04 bcm2/month). Correlation with the Nile-DST is slightly 
higher (0.860), but the operating rules in the latter model appear to be erroneous, and lead to much 
greater fluctuation in predicted outflow that that actually observed. 
 
Table C3. Gebel el Aulia Constrained Regression Model results a 
 
Variable  
Model 1: 
Panattoni terms 
only 
Model 2: Panattoni 
terms + Rising 
stage dummy 
Model 3: Panattoni 
terms + select 
month dummies 
Model 4: Panattoni 
terms + all month 
dummies 
qmel(t) .69** (0.04) .64** (0.04) .66** (0.02) .63** (0.12) 
qmel(t-1) .31** (0.04) .36** (0.04) .34** (0.02) .37** (0.12) 
Sga(t) .37** (0.07) .32** (0.06) .27** (0.02) .19 (0.25) 
Sga(t-1) .31** (0.04) .36** (0.04) .34** (0.02) .37** (0.02) 
Sga(t+1) -.69** (0.04) -.64** (0.04) -.66** (0.02) -.63** (0.02) 
ega(t)Aga(t) -.69** (0.04) -.64** (0.04) -.66** (0.02) -.63** (0.02) 
ega(t-1)Aga(t-1) -.31** (0.04) -.36** (0.04) -.34** (0.02) -.37** (0.02) 
Dga(t) -.69** (0.04) -.64** (0.04) -.66** (0.02) -.63** (0.02) 
Dga(t-1) -.31** (0.04) -.36** (0.04) -.34** (0.02) -.37** (0.02) 
mr - -.58** (0.06) - - 
m2 - - - .03 (0.10) 
m3 - - .91** (0.08) .97** (0.09) 
m4 - - 1.05**  (0.09) 1.15**  (0.19) 
m5 - - -.66** (0.08) -.58** (0.18) 
m6 - - -1.22** (0.08) -1.22** (0.09) 
m7 - - - -.22 (0.29) 
m8 - - - -.18 (0.26) 
m9 - - - .22 (0.10) 
m10 - - - .46** (0.16) 
m11 - - - -.08 (0.12) 
m12 - - - (Dropped) 
N 299 299 299 299 
RMSE 0.679 0.588 0.390 0.358 
Significant error 
autocorrelations 
lag-1** 
lag-2** 
lag-1** 
lag-2** lag-1** lag-1** 
 
 a
 Standard errors in parentheses 
 ** Significance 1% * Significance 5% 
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Verification relying on the short, twenty year sequence of outflow data from Gebel Aulia is 
shown in Figure C25 (correlation 0.806). Simmodel performance appears to be very approximate at 
this point in the White Nile. Nonetheless, as mentioned above, there is no little reason to believe that 
the operating rules and irrigation demand used coincide with the historical management regime. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 A         B 
Figure C24. Scatter plot of predicted and observed outflows for the a) Panattoni and b) improved 
models 
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Figure C25. Simulated and historical outflows from Gebel el Aulia, using improved constrained 
regression model 
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C.3.3 The Blue Nile 
As mentioned above, there has been limited work on modeling the hydrology of the Blue Nile, 
in large part due to the lack of comprehensive data from river gauges. For this research, new flow 
data has been taken from a combination of sources: recent Master plans, pre-feasibility studies, and 
one-system inventories. This new data has been combined with longer flow sequences from Sudan.  
The historical series of outflows from Lake Tana is known for the period 1954-2003 (with 
some infilling done by previous analysts, the extent of which is unknown), as are lake levels 
beginning in 1960. These data were used to estimate an elevation-discharge relationship for the lake, 
which reveals some problems, as shown in Figure C26. The problems likely stem from a combination 
of inaccuracies from gauge observations and the infilling procedure, which probably relied on 
seasonal prediction of outflows without considering lake levels, such that outflows in dry season 
months are greatly underestimated when lake levels are high. A relatively unsophisticated criterion 
was used to eliminate discharge measurements lying beneath the polynomial curve fit (Figure C26 
black line) when lake levels were above 1786 meters, leading to the curve fit depicted by the red line. 
Use of this relationship leads to much improved agreement with observed outflows using a level pool 
reservoir model (correlation = 0.893), though some inconsistencies remain, as shown in Figure C27. 
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Figure C26. Natural Lake Tana discharge as a function of elevation above 1780 m. The best 
polynomial fit is in black (R2 = 0.54); fit to the raw data identified as less problematic is in red. 
 
                   
 
302 
 
0
400
800
1200
1600
2000
Mar-60 Sep-65 Mar-71 Aug-76 Feb-82 Aug-87 Jan-93 Jul-98
Di
sc
ha
rg
e 
(m
cm
/m
o
n
th
)
Simmodel
Hist
0
400
800
1200
1600
2000
Mar-60 Sep-65 Mar-71 Aug-76 Feb-82 Aug-87 Jan-93 Jul-98
Di
sc
ha
rg
e 
(m
cm
/m
o
n
th
)
Simmodel
Hist
 
   A                                         B 
Figure C27. Simulated and historical outflows from Lake Tana, using a) black and b) red elevation-
discharge curve from Figure C26. 
 
Simmodel next relies on the observed flow at Kessie (1954-2003) to determine the net 
historical inflows between Lake Tana and the Kessie gauge: 
),()()( ,tan, trtrtq kesiaokes +=       (C.10) 
where qkes(t), ro,tana(t), and ri,tana(t) are the flow at Kessie, the outflows from Lake Tana, and the net 
inflow between Tana and Kessie during month t. The next node in the system after Kessie is in the 
Blue Nile gorge just below where the Guder tributary joins the mainstem, which corresponds to the 
site of the proposed Karadobi dam. Though no streamflow gauge has been monitored regularly at this 
location, the Karadobi pre-feasibility studies have estimated flow based on limited measurements and 
the relative size of the catchment(s) between Kessie and Karadobi and between Kessie and the 
Border site, using a relationship similar to equation (4.b) (Norplan-Norconsult, 2006). A comparable 
procedure has been used by the pre-feasibility teams to estimate flows at the Mendaya dam site, and 
these estimates are adopted without modification for 1954-2003 (EDF, 2007). To extend the flow 
series back to 1912, the monthly distribution of flows at each of these gauges has been used to 
apportion the flows recorded at the Border for 1912-1953, also using the catchment method. 
Equations (C.11 – C.13) summarize these calculations: 
[ ], )()()()()()( , tqtqCC
CCtqtrtqtq kesbor
kesbor
keskar
keskarikeskar −⋅
−
−
+=+=   (C.11) 
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[ ], )()()()()()(
,
tqtq
CC
CCtqtrtqtq karbor
karbor
karmen
karmenikarmen −⋅
−
−
+=+=   (C.12) 
[ ] ),( )()()()()()( , tqtqtqtqtrtqtq bormenbormenborimenbor =−⋅+=+=   (C.13) 
where qkar, qmen and qbor are the flows at the Karadobi, Mendaya and Border sites, and ri,kar, ri,men and 
ri,bor are the inflows to the Blue Nile estimated at each of these nodes using the catchment method. 
For the flow at the Border site qbor, simmodel actually favors the recorded series from El Deim, which 
has been judged more reliable than the series’ obtained at Border and the gauge slightly further 
upstream at Shogolie (EDF, 2007).  
For the reach extending from the Border to Roseires, the routing regression approach is 
again adopted. A simple model with no lag terms is deemed appropriate:  
,0414.0)(988.0)( += tqtq borros       (C.14) 
where qros is the inflow to the Roseires reservoir. This model can be justified by the combination of its 
R2 value (0.9716) and the lack of evidence of autocorrelated error terms using the standard Durbin 
and Breusch-Godfrey tests. Furthermore, when the lagged flow from the Border is included, its 
coefficient is not statistically significant (p-value = 0.866), and the R2 value does not change. 
The Roseires reservoir is modeled using a level pool mass balance model (in which storage 
is determined by the balance of surface water inflows, releases, irrigation withdrawals, and 
evaporation losses) that relies on a target elevation rule, but forces releases to be at least sufficient 
(i.e. to override the target elevation rule when there is sufficient storage in the reservoir) to cover 
downstream demands for irrigation sites along the Blue Nile in Sudan (Figure C28). In actuality, the 
time series of withdrawals for irrigation (demands) at both Roseires and Sennar is unknown; the 
routing model calibration therefore assumes that demands for the years prior to reservoir construction 
was negligible.  
A routing model is also applied between the reservoirs. This model is calibrated using the 
river flows from prior to 1966, when Roseires was constructed. In the absence of time series data on 
withdrawals, demand is assumed to be negligible at Sennar before construction of the reservoir 
(1925); after that demands are set equal to present-day values. After 1966, there is no data allowing 
the precise operating rules at Roseires to be replicated. In spite of the fact that there is evidence of 
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autocorrelated error terms in a no lag model, inclusion of higher order terms does not diminish this 
problem. Therefore, the model in equation (C.15) is favored due to its simplicity and high R2 value 
(0.987):  
,105.0)(986.0)( −= tqtq rossen        (C.15) 
where qsen is the inflow to the Sennar reservoir. Beyond Sennar, the Blue Nile receives flow 
contributions from the Dinder and Rahad tributaries, for which the historical series is known. There 
are no regular gauges along the Blue Nile in this reach, and it is impossible to recreate the series of 
releases from Sennar given the unknown pattern of irrigation demands and reservoir operating rules. 
For this reason, similarly to the modeling in the Nile-DST, simmodel applies a loss coefficient of 1% 
for every 100 river kilometers traveled along the river from Sennar to Khartoum (roughly 350 km 
total). 
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Figure C28. Elevation rules used in simmodel for a) Roseires and b) Sennar reservoirs 
 
C.3.4 The Atbara River 
River gauge data in the Atbara River is very limited; however, long series’ exist at the Khasm 
el Girba dam site (1912-1977; 1986-2000) and at the Atbara junction (1912-1982). In addition, the 
Ethiopian Master Plans contain some additional flow information used in designing the TK-5 reservoir, 
a hydropower dam (300 MW) under construction on the Tekeze River upstream of the Girba dam 
(NEDECO and DHV, 1998). The flow series at TK-5 (1956-1995) was obtained using a combination 
of imputation and gauge measurements from nearby stations, and so should be interpreted with 
caution. 
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The flow at Atbara can be expressed as shown in equation (C.16): 
),()()(
,,
trtrtq atbiKGoatb +=        (C.16) 
where qatb is the flow at Atbara, ro,KG is the release from the Girba reservoir, and ri,atb is the local inflow 
from runoff between Girba and the Atbara junction, including transmission losses. The Girba dam is 
modeled using equation (6.a) and a level pool reservoir model, with regulation aiming to maintain 
constant monthly releases (for the generation of firm hydropower) while achieving the target elevation 
rule specified in Figure C29. 
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Figure C29. Elevation rules used in simmodel for the a) Khasm el Girba and b) TK-5 reservoirs 
 
A similar approach is used to model the change in inflows to the Girba dam that will result 
from the operation of the new TK-5 reservoir. This inflow can be expressed as shown in equation 
(C.17). 
),()()( ,5, trtrtq KGiTKoKG +=        (C.17) 
where qKG is the inflow to the Khasm el Girba dam, ro,TK5 is the release from the TK-5 reservoir, and 
ri,KG is the local inflow from runoff between TK-5 and the Girba reservoirs, including transmission 
losses, obtained by calculating the difference between the historical flows at TK-5 and Girba. The TK-
5 series is extended based on applying the catchment method to the Girba inflows. The flow 
sequence at Girba can be considered reliable, but simmodel should thus not be used to do 
sophisticated analysis of the performance of the TK-5 reservoir. 
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C.3.5 The Main Nile from Khartoum to Dongola 
Simmodel incorporates somewhat more detailed routing along the Main Nile than does the 
Nile-DST, in which flow at Dongola is a function of separate second-order lag terms from the Atbara 
River, Blue Nile and White Niles (Yao and Georgakakos, 2003). There are actually two gauges 
(Tamaniat and Hassanb) with long flow records between Khartoum and Atbara; simmodel takes 
advantage of data from these gauges. Thus, the flow at Tamaniat is assumed to be a function of the 
releases from Gebel el Aulia and the flow in the Blue Nile at Khartoum, according to equation (C.18): 
,776.0)1(090.0)(552.0)1(068.0)(906.0)( ,, +−++−+= trtrtqtqtq gaogaobkhartbkharttam  (C.18) 
where qtam, qbkhart and ro,ga are the flow in the Main Nile at Tamaniat, the Blue Nile at Khartoum, and 
the White Nile outflows from Gebel el Aulia, respectively. The model R2 is 0.975; inclusion of 
additional lag terms does not improve this statistic. This single-lag model does display error 
autocorrelation problems, but inclusion of higher order terms does not reduce the problems, and does 
not do much to improve the R2. At the next node (Hassanb), the favored routing model is: 
,098.0)1(067.0)(939.0)( −−+= tqtqtq tamtamhas      (C.19) 
where qtam is the flow at Hassanb. The R2 for this model is 0.977; it also does not change with 
inclusion of additional lag terms. The agreement between historical and simmodel flows is shown 
graphically in Figure C30. 
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Figure C30. Simulated and historical flows at Hassanb in northern Sudan 
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Downstream of Hassanb, the Main Nile and Atbara rivers come together, and the next stream 
gauge of importance is at Dongola, today very near the entrance of Lake Nasser, behind the High 
Aswan Dam. The flow at Dongola is modeled as a function of flow in the White Nile at Hassanb and 
from the Atbara River: 
,283.0)1(030.0)1(442.0                                  
)(716.0)1(135.0)(839.0)(
−−+−+
+−+=
tqtq
tqtqtqtq
HADatb
atbhashasHAD
   (C.20) 
where qHAD is the flow at Dongola (High Aswan Dam reservoir entrance). The R2 for this model is 
0.987; inclusion of additional lags does not substantially improve the model, nor does it eliminate 
autocorrelation in the error term. 
Finally, the model for the High Aswan Dam is based on a level pool model of the type 
described in equation 6.a, with the operating rule governing rso,HAD based on monthly irrigation water 
demands as a fraction of total water consumption (Figure C31). The model assumes that releases 
correspond exactly to the pattern of monthly demands at Aswan, except when the reservoir spills, that 
is beyond an elevation of 182 meters above sea level, corresponding to a total storage of 162.5 bcm. 
In addition, seepage and river bank storage losses have been shown to be important at Aswan, 
averaging 4.013 mcm/10-day period, with a variance of 257.6 mcm/10-day (Yao and Georgakakos, 
2003). These are included to yield the final reservoir model for the dam: 
  [ ] ,)()()()( ,, HADgoHADsoHAD
HAD
rtptetrtq
dt
dV
−−−−=





    (C.21) 
where rgo,HAD represents the monthly seepage loss, assumed to be a normal white random sequence 
in time with the statistics given above. 
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Figure C31. Pattern of irrigation demands below HAD in Egypt 
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The pattern of storage levels in the High Aswan Dam under historical flow conditions and 
given current irrigation demands can thus be simulated using simmodel; it is shown in Figure C32. As 
can be seen from this graph, the reservoir spills in many years during the 1930s and late 1950s to 
late 60s; reservoir levels then begin to drop as the Nile Basin enters the relatively dry 1970s and 80s 
(when the Blue Nile flood was greatly reduced). 
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Figure C32. Simulated reservoir storage at the Aswan High Dam (assuming present water 
withdrawals) 
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D.1 Description of model 
The EARM (Economic Appraisal of Reservoirs Model) is an Excel-based application that can 
be used for the partial equilibrium economic analysis of large dams. The model can be adapted to 
various large water resources infrastructure problem given sufficient data. It includes a number of 
input screens in which the user can specify the various parameters which enter the valuation 
equations for calculating costs and benefits (both at the project site itself and downstream of it). The 
user must choose the specific categories of costs and benefits to include, and specify the 
accompanying parameter values. Not all categories of costs and benefits will be applicable in any 
given circumstance (for example, a dam on the Blue Nile is unlikely to have significant impacts on 
recreation or industrial/ residential water supply). Default parameter values in the model are set for 
three potential Blue Nile hydropower reservoirs in Ethiopia.  The EARM then calculates the net 
present value (NPV) and economic internal rate of return (EIRR) of the dam project. 
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Besides the specific values for costs and benefits, the user is asked to specify a number of 
additional parameters important for the calculation of costs and benefits: the discounting approach, 
the discount rate, the time horizon for the analysis, and the shadow value of capital. The model then 
generates deterministic measures of net present value (NPV) and the internal rate of return (IRR). It 
also allows for one-way, multi-parameter, and Monte Carlo sensitivity analyses. When used in 
combination with the multiple time series’ of physical outputs from a hydrological model such as 
Nile_Simmodel.xls, the EARM provides a means for combining uncertainties related to economic 
parameters and natural hydrological variability within one integrated simulation framework. The only 
difficulty with conducting these linked simulations is with arranging and organizing the input data.  
The EARM does not include general equilibrium linkages with other sectors in the economy. 
To the extent that these other sectors depend on water resources development for growth, the partial 
equilibrium analysis will misstate the economic value of the investments. Similarly, in severely capital-
constrained economies, the opportunity cost of capital can only be represented via the model’s 
shadow value of capital parameter. Finally, some types of intangible benefits mentioned in the water 
resources literature are not included, such as the value of cooperation, reduced conflict, and 
enhanced regional trade and economic integration. 
A final point to note is that many of the types of costs and benefits considered may be 
important to the appraisal problem but difficult to evaluate due to lack of data. Especially in such 
instances, the analyst should use special care when interpreting results. The model should never 
replace sound judgment on the part of the analyst. 
D.2 Categories of costs and benefits 
Benefits and Costs 
Table D1 and Table D2 summarize the different classes of economic benefits and costs that 
can be included in the EARM model (using the checkboxes in the input screens). These tables also 
provide a short description of these costs and benefits and information about their location in the 
workbook. The equations used to monetize these costs and benefits, the default parameter values, 
and some additional details on the locations where these data are stored follow. 
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Table D1. Types of economic benefits that can be included in the EARM 
 
Class of 
benefits Input parameters Units Description (workbook location) 
Hydropower  
Power production  
Value of hydropower  
Change in value 
GW-hr/yr 
US cents/kW-hr 
%/yr 
Hydropower can be generated by running carefully-
released water through turbines just below a large dam 
(Benefits_spec). 
D/s1 
hydropower 
D/s1 hydropower  
Value of d/s hydropower 
GW-hr/yr 
US cents/kW-hr 
Altering the flow regime in a water course d/s of a large 
reservoir can affect d/s hydropower generation 
(Benefits_spec). 
Agriculture 
Irrigated area 
Rents from irrigation 
Change in value 
hA 
$/hA-yr 
%/yr 
Irrigation is often made possible a dam site if there is 
good agriculture land nearby because dry season water 
supply can be assured (Benefits_spec2). 
D/s 
agriculture 
∆ downstream water 
Value of d/s1 water 
Change in value 
Cost of d/s1 development 
D/s1 land area developed 
Mcm/yr 
US$/cm 
%/yr 
US$/hA 
hA 
As with d/s hydropower, d/s agriculture is affected by the 
changes to a water course. In particular, if low season 
flow is amplified, additional irrigation may be possible d/s. 
Alternatively, large consumptive uses at could reduce d/s 
water supply (Benefits_spec2). 
Other water 
supply 
Domestic withdrawals 
Industrial withdrawals 
Value of dom. Withdrawals 
Value of ind. withdrawals 
Change in value 
Mcm/yr 
Mcm/yr 
US cents/cm 
%/yr 
Sometimes, a reservoir is built in part to satisfy industrial 
and residential water demands. (Benefits_spec3). 
Fisheries Cost of fishing effort Market value of fish 
MUS$/yr 
MUS$/yr 
New fisheries can be created in reservoirs, or established 
fisheries in river reaches can be adversely affected by 
dam construction (Benefits_spec4). 
Recreation Baseline value of rec. Value of rec. with dam 
MUS$/yr 
MUS$/yr 
Reservoir lakes often create new opportunities for 
recreation, but they may reduce opportunities if the 
environment becomes less attractive (Benefits_spec4). 
Flood Control Method (see equations) Change in probability 
- 
% 
Reservoirs can be useful for storing water from large 
flood events, reducing peak flows (Benefits_spec5). 
Drought 
mitigation 
Method (see equations) 
Risk of d/s deficits 
Average deficit in drought 
Cost of average deficit 
Damage-risk curve params 
- 
% 
Bcm 
US$/cm 
Various 
Dams can also be used to augment low season flow in a 
water course, reducing the probability of droughts 
affecting d/s irrigation schemes (Benefits_spec6). 
Carbon 
offsets 
Target market 
Reservoir emissions 
Alternative fuel avoided 
Construction emissions 
Price 
Change in value of offsets 
- 
Tons CO2/yr 
% 
Tons CO2/yr 
US$ 
%/yr 
Hydropower is often considered a “clean” form of energy, 
because it does not require the burning of fossil fuels. 
However, organic decay in reservoirs can also generate 
greenhouse gases (Benefits_spec7). 
Sediment 
control 
Sediment reduction 
Value of d/s infrastructures 
Rate of capital depreciation 
Time remaining d/s infra. 
Cost of D/s O&M 
% D/s O&M for desilting 
% 
MUS$ 
% 
Yrs 
MUS$/yr 
% 
A large new reservoir can reduce the d/s flow of 
sediment, providing significant benefits: 1) A longer 
lifespan for d/s infrastructures, 2) lower desilting costs in 
d/s irrigation schemes (Benefits_spec8). 
Navigation Value without dam Value with dam 
MUS$/yr 
MUS$/yr 
Benefits occur if dry season flow is augmented enough to 
enable new navigation opportunities (Benefits_spec9). 
 
1D/s = downstream 
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Table D2. Types of costs that can be included in the EARM 
 
Class of costs Input parameters Units Description 
Reservoir 
Capital costs Various components MUS$ 
There are many capital components to a large 
reservoir project. These can be viewed in varying 
level of detail in the two worksheets 
Capcosts_spec and Cap_details. They can be 
changed in the Params spreadsheet 
Energy 
Transmission 
Length of transmission 
Cost 
% Billed to project 
Km 
US$/km 
% 
The large amount of hydropower being 
generated at a new dam on the Eastern Nile 
would require transmission infrastructures 
(TransCosts_spec). 
Operation & 
Maintenance 
Method (see annex) 
% of annualized capital 
costs 
Cost/yr 
- 
% 
MUS$/yr 
Operation and maintenance costs once the 
reservoir and dam are in place 
(Othercosts_spec). 
Catastrophic 
Risk 
Risk of failure 
Method (see annex) 
Value of total loss 
Lost benefits + rebuilding 
% 
- 
MUS$ 
MUS$ 
There is always some risk that a large dam could 
fail. The EARM assumes that the cost of failure 
is either the lost benefits + rebuilding cost or a 
user-specified total loss value 
(Othercosts_spec). Note that d/s damages from 
failure can only be included implicitly using the 
latter method. 
Resettlement Affected population Compensation/person 
# of people 
US$/person 
People living on land that is flooded need to be 
compensated for moving (Othercosts_spec2). 
Economic 
Rehabilitation 
Affected population 
Compensation/person 
# of people 
US$/person 
People working in occupations that depend on 
the unaltered flow regime need to be 
compensated (Othercosts_spec2). 
Public Health 
Effects Change in cost of illness tUS$/yr 
The large surface water bodies created by 
reservoir projects can have negative public 
health effects, increasing problems like malaria 
or waterborne diseases (Othercosts_spec2). 
Environmental 
Cost of river erosion 
Cost of salinization 
Opportunity cost of land 
MUS$/yr 
MUS$/yr 
MUS$ 
Environmental changes as a result of reservoir 
projects can have significant costs, if the project 
contributes to erosion and salinization. The 
opportunity cost of the flooded land must also be 
considered. 
 
Model Equations: Benefits 
Hydropower 
TivvHvHvH
ih i
hEhiEShiShi
i
,...1          )1()(
,...,1                                                            0                   
1
,,,,1,,1 +=∀∆+⋅⋅+⋅+⋅
=∀
= − τ
τ
 
where hi = benefits from hydropower in year i (millions of US$), 
H1 = hydropower generated at the proposed dam site in year i (GW-hr/yr), 
HS = secondary effect on hydropower generated in Sudan in year i (GW-hr/yr), 
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HE = secondary effect on hydropower generated in Egypt in year i (GW-hr/yr), 
vh,1 = value of hydropower generated at dam site (US dollars/kW-hr), 
vh,S = value of hydropower generated at dam site (US dollars/kW-hr), 
vh,E = value of hydropower generated at dam site (US dollars/kW-hr), 
∆vh = annual relative change in the value of hydropower (%), 
τ = number of years for construction + delays of reservoir, and 
T = number of years in the time horizon. 
 
Agriculture 
[ ] Ti cA)∆v(vw)∆v(vA
i
a
DD
i
a,Da,DiD
i
aa
i
,...1     10/11
,...,1                                                                         0                              
61
,
1
1 +=∀⋅−+⋅⋅++⋅⋅
=∀
= −− τ
τ
 
where ai = benefits from irrigation/agriculture in year i (millions of US$), 
A1 = hectares irrigated from the reservoir project (hA), 
va = rents from irrigated land in year 1 (US dollars/hA-yr), 
∆va = annual relative change in rents from irrigated land (%), 
wD,i = incremental change in timely water downstream in year i (million m3/yr), 
va,D = value of timely water downstream in year 1 (US dollars/m3), 
∆va,D = annual relative change in value of water to the Gezira (%), 
AD = hectares of land developed in downstream irrigation schemes (hA),  
CD = cost of land development in downstream irrigation schemes ($/hA), and 
all other variables defined as above. 
 
Other water supply 
[ ] TivvIvD
i
s i
siidi
i
,...1          /10)1()(
,...,1                                               0           
61 +=∀∆+⋅⋅+⋅
=∀
= − τ
τ
 
where si = benefits from other water supply in year i (millions of US$), 
Di = water withdrawals for domestic water supply in year i (m3), 
Ii = water withdrawals for industrial water supply in year i (m3), 
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vd = value of domestic water withdrawals in year 1 (US dollars/m3), 
vi = value of industrial water withdrawals in year 1 (US dollars/m3),  
∆vs = annual relative change in the value of water supply (%), and 
all other variables defined as above. 
 
Fisheries 
( ) TicFcF
if
fof
i
,...1          -)(
,...,1                         0           
0,1,1 +=∀−−
=∀
=
τ
τ
 
where fi = benefits from fisheries in year i (millions of US$), 
F1 = value of fish catch after reservoir construction (millions of US$), 
F0 = value of fish catch before reservoir construction (millions of US$), 
cf,1 = cost of fishing after reservoir construction (millions of US$),  
cf,1 = cost of fishing before reservoir construction (millions of US$), and 
all other variables defined as above. 
 
Recreation 
TiRR
i
ri
,...1         )(
,...,1               0  
01 +=∀−
=∀
=
τ
τ
 
where ri = benefits from recreation in year i (millions of US$), 
R1 = value of recreation after reservoir construction (millions of US$),  
R0 = value of recreation before reservoir construction (millions of US$), and 
all other variables defined as above. 
 
Flood control 
The two approaches are from alternative empirical curve fits to flood damage curves 
appearing in a report on Blue Nile flooding done by the consulting firm Cawood and Associates. 
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where li = expected benefits from flood control in year i (millions of US$), 
pi = reduction of flood probability in year i with reservoir in place (millions of US$),  
Ι1 = indicator function which equals 1 if the reach method is used, 0 otherwise, 
Ι2 = indicator function which equals 1 if the buildings method is used, 0 otherwise, 
rF = the probability of a flood of magnitude causing damages DF (in US$), where 
1  if        104.238 +102.53 -102.07
1  if   101.4337 + 101.55 - 104.1636)(
2
9929
1
9929
=Ι×⋅×⋅×
=Ι×⋅×⋅×
≈
rr
rr
rD FF ,  
rF* = the cut-off probability for a flood causing damages; above Fr * damages are zero, below 
Fr *, damages are given by the expression in D(r), and 
all other variables defined as above. 
 
Furthermore, the flood probability (1 - pi) in the presence of the new project is assumed to be 
equal to the ratio of monthly peak flow in the river with the project to the monthly peak flow in the river 
without the project in year i, or: 
imax,0,
imax,1,
i F
F
  )p-(1 = ,  
where Fmax,1,I = peak month flow with the new project in year i (bcm/month); 
Fmax,0,I = peak month flow without the new project in year i (bcm/month). 
 
Drought mitigation 
There are three methods for calculating drought damages. The first method, using average 
drought damages, is the simplest, and is given by: 
( ) Ti)∆v(drdrv
id i
a,Dddddd
i
,...1         101-
,...,1                                                                 0         
31
1,1,0,0, +=∀⋅+⋅⋅⋅⋅
=∀
= − τ
τ
 
where di = expected benefits from drought mitigation in year i (millions of US$), 
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dv  = loss from downstream deficits (US$/m3), 
rd,0 = risk of downstream drought without reservoir (%),  
rd,1 = risk of downstream drought with reservoir (%), 
dd,0 = average d/s deficit in drought years without reservoir (billion m3),  
dd,1 = average d/s deficit in drought years without reservoir (billion m3), and 
all other variables defined as above. 
 
The second method for calculating drought damages uses the time series in incremental 
changes of downstream water available for irrigation: 
1
,
1 −+⋅⋅= ia,Da,DiDi )∆v(vwd  
The final method for calculating drought damages is more complicated, and is not active in 
this version of the EARM model, because the data do not currently exist to estimate either the 
damage curves or the risk curves. 
Note that one of these three methods is only to be selected if the calculation of agriculture 
benefits does not include this drought mitigation water. In practice, the two may overlap, depending 
on the nature of the data used, and including them in both places would be constitute double-
counting. For example, in the Nile Basin planning application, the drought mitigation benefits are only 
included here, using the average deficits or time series methods. 
 
Carbon offsets  
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where oi = benefits from carbon offsets in year i (millions of US$), 
po = market price of carbon offsets (US$/tons CO2),  
β = carbon offset factor (0.52 if in Egypt, 0.253 if in Ethiopia),  
ρi = resi + consi = project emissions from reservoir flooding plus construction in year i (tons 
CO2),  
∆vo = change in value of carbon offsets (%/yr); and 
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all other variables defined as above. 
 
Sediment control 
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where mi = benefits from sediment control in year i (millions of US$), 
vinf = value of d/s infrastructure (millions of US$), 
λ = capital depreciation rate of d/s infrastructures (%), 
σ = reduction in sediment load d/s of reservoir project (%),  
pdesilt = proportion of Gezira operation and maintenance for desilting (%),  
cGm = cost of Gezira operation and maintenace (millions of US$), and 
all other variables defined as above. 
 
Navigation 
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where ni = benefits from recreation in year i (millions of US$), 
N1 = value of navigation after reservoir construction (millions of US$),  
N0 = value of navigation before reservoir construction (millions of US$), and 
all other variables defined as above. 
 
Model Equations: Costs 
Reservoir Capital Costs 
,...,nikk
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where ki = capital cost incurred in year i (millions of US$),  
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ki,j = capital cost for component j incurred in year i,  
J = number of components of capital,  
n = construction time (in years), and 
all other variables defined as above. 
 
Energy Transmission 
,...,nilTt itci 1           , =∀⋅⋅= ϕ  
where ti = cost of transmission lines incurred in year i (millions of US$),  
Tc = cost of transmission line per unit length (millions of US$/km), 
lt,i = length of transmission line built in year i (km),  
φ = proportion of transmission line cost billed to project (%), and 
all other variables defined as above. 
 
Operation and Maintenance (O&M) 
There are two methods for calculating operation and maintenance costs. The first is to 
specify an annual O&M cost. The second is to use a percentage of annualized capital cost. Using this 
second method, the default annual value is 50% of the annualized capital cost. 
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where omi = cost of O&M in year i (millions of US$), 
Γ1 = indicator function that equals 1 if percentage method is used, 0 otherwise 
Γ2 = indicator function that equals 1 if specific cost amount is used each year, 0 otherwise 
π = proportion of annualized capital cost that goes for O&M (%), 
cOM = annual cost of O&M (millions of US$), and 
all other variables defined as above. 
  
Catastrophic Risk 
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The user can also use several approaches for valuing the cost of catastrophic risk. The first 
two approaches rely on expected costs. One is to value this risk as the probability of failure multiplied 
by the cost of reconstruction and the discounted benefits lost during the reconstruction period. The 
second is to value the risk as the probability of failure multiplied by a total loss of some user-specified 
amount.  
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where ψi = expected costs of catastrophic risk in year i (millions of US$), 
Ф1 = indicator function equal to 1 if the lost benefits + construction method is used, and 0 
otherwise 
Ф2 = indicator function equal to 1 if the total loss method is used, and 0 otherwise 
η = the risk of catastrophic failure (%), 
kj = capital investment in year j, 
Bj+τ = total benefits from the project lost in year j+ τ due to necessity of rebuilding, 
δ = discount rate (%), and 
all other variables defined as above. 
 
When using the model to conduct economic simulations, a third option is encouraged, which 
does not calculate the expected cost of failure but rather simulates these events using a random 
number generator. When using this method, the above equations are changed to: 
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where φi is a random number generated in each year i and all other parameters are defined as above. 
 
Resettlement  
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where ξi = costs of resettlement in year i (millions of US$), 
m = number of people to be resettled,  
cξ = compensation to each resettled person (US$), and 
all other variables defined as above. 
 
Economic Rehabilitation 
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where ei = costs of economic rehabilitation in year i (millions of US$), 
E = number of people to be rehabilitated,  
ce = compensation to each rehabilitated person (US$), and 
all other variables defined as above. 
 
Public Health Effects 
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where pi = public health costs in year i (millions of US$),  
P = public health costs imposed by project (millions of US$), and 
all other variables defined as above. 
 
Environmental Effects 
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where vi = environmental costs in year i (millions of US$),  
vland = opportunity cost of land flooded (millions of US$),  
sali = annual cost of salinization of irrigation systems (millions of US$),  
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eri = annual cost of erosion of river course (millions of US$), and 
all other variables defined as above. 
Default parameter values 
Default parameter values are stored in one sheet in the workbook, called Def_do_not_modify. 
This worksheet can viewed but should not be altered except by experienced users or those using the 
model for other appraisal problems. The user does not have to use default parameter values in 
his/her EARM runs. For some categories of costs and benefits, default values have been specified 
using the best currently available information obtained from project studies for large reservoirs at 
Karadobi, Mendaya or the Border hydropower sites on the Abbay (Blue Nile). These study-based 
parameters are specitic to the individual and combined Blue Nile projects. For other parameters 
needed in the economic analysis of the Blue Nile projects, default values have been specified using 
the author’s best judgment or as placeholders. For classes of benefits that are unlikely to occur (or 
presently unknown), default values have been set to zero. To reset all parameters in the EARM to 
their defaults, go to the Intro_Screen sheet and click the Next button. 
The ‘Params’ worksheet 
Any of the parameter assumptions entered into the preceding input screens can be changed 
directly in the Params worksheet (rather than the individual input screens). However, this worksheet 
should be used with caution, and only by experienced users of the model who are certain they 
understand each of the parameters in the list of assumptions (cells C3 to C71). The lower and upper 
bounds in columns E and F of the Params worksheet are for the sensitivity analyses features of the 
model and are calculated based on model values. The analyst can also change these as needed. 
Note also that capital costs can only be changed in the Params screen (in the lower part of 
the spreadsheet, rows 77 to 116) because they must be allocated to different time periods (years): 
The default distribution of capital costs across the construction time period is consistent with 
information in the project pre-feasibility studies, but the user may wish to explore changes in this time 
profile of capital costs.  
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D.3 Other model assumptions (discounting options and other features) 
The assumed planning horizon, discounting function, discount rate, shadow value of capital, 
and any delay in the onset of benefits can have a very large effect on the outcome of an economic 
analysis. The control of these options begins in the “Base_Assumptions” worksheet. The analyst must 
specify the starting year for construction, which affects the present value of the project as measured 
from the default start year in the model (which is 2007). When the user changes this input parameter, 
he/she is simply pushing the project into the future, but the same series of costs and benefits occurs. 
Note: This is different from beginning the project and then assuming delays in when the benefit 
stream begins. 
The analyst also sets the length of the project planning horizon. The number of years 
specified by the user is what determines the length of time that costs and benefits are considered in 
the NPV and EIRR calculations. Changing the length of the time horizon can have major effects on an 
economic appraisal for projects with large initial capital requirements and benefits that accrue far into 
the future. The time horizon assumptions also gain importance depending on a) the discount function 
chosen by the user and b) the discount rate. 
Two types of discounting are allowed in the basic form of the EARM (the sensitivity analysis 
offers a third option, described later in this appendix): a) standard constant exponential discounting 
and b) hyperbolic discounting. There is empirical evidence for the latter phenomenon being a good 
explanation of people’s time preferences, but the former is more attractive to most economists 
because it implies time consistency. On the one hand, hyperbolic discounting allows costs and 
benefits in the more distant future to be weighed more heavily relative to standard discounting, given 
certain parameters for the function. On the other hand, the use of a hyperbolic discounting function 
puts less weight on benefits and costs in the near term than a standard exponential discounting 
function. Please refer to the EARM for a more complete description of these two discounting 
functions. The user chooses a discounting approach and then later specifies discount rate 
parameters that correspond to the chosen option.  
An analyst may choose to use a shadow value of capital that is different from 1 if there is 
good reason to believe that the governments or agents investing in the project are capital 
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constrained. The theory on the shadow value of investment is somewhat complex, for more details 
the reader is referred to Marglin (1963). 
Finally, the user can also create delays in the onset of benefits from construction. Activating 
this feature (by checking the box) then requires the user to specify the number of years benefits 
should be delayed, and the extent to which they should be delayed. Such considerations could occur 
due to construction delays or the time required for filling the reservoir. If this option is checked, the 
analyst will be asked to specify the number of years over which benefits should be reduced, and how, 
in the Filling worksheet. In the row that reads “% benefits each year”, the user must input the 
percentage by which benefits are reduced in the corresponding year of operation. Inputting the value 
0 for a given series of years at the beginning of operation corresponds to a construction delay. 
D.4 Using output data from hydrological models 
As constructed, three worksheets contain built-in links to processed output data from the Nile 
hydrological simulation model. These are HP_TS, Peakflow_TS, and Def_TS. These data represent 
the averaged 100-yr output series for hydropower generation in Ethiopia, Sudan and Egypt, maximum 
monthly flows at Khartoum, and irrigation deficits in the three countries obtained from the stochastic 
flow simulations for different infrastructure and climate experiments studied in my dissertation 
research. These data are used when the analyst specifies the Time Series options on the 
hydropower, flood and drought mitigation input screens. The input data is in a linked spreadsheet 
called Scenario_OutputStats.xls that is available from the author upon request. 
D.5 Other data sheets in the model 
There are a number of other data sheets in the model. These are briefly described here. 
Cap_details. This worksheet contains a more detailed breakdown of the components of the capital 
cost than the basin capital cost input sheet (Capcosts_spec). 
Lists. This worksheet should not be altered. It contains data needed by the model for pull-down 
menus and other features. It also stores some chosen values, for instance, on discounting and 
calculation of catastrophic risks. 
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Flood. This worksheet contains the flood damage curve data obtained from the Cawood and 
Associates Flood report for the Blue Nile.  
D.6 Running the EARM 
D.6.1 Base Case Outcomes  
Once the data have been entered in input screens of the model, the base case calculation is 
performed by clicking the “Run Model” arrows that appear on the discounting screens. The model 
navigates automatically to the Outputs sheet, on which basic economic outcomes are displayed.  
Three economic metrics appear on the Outputs worksheet of the EARM. The first two 
correspond to the present value of net benefits based on calculation using two base years. The first 
such metric, in base year terms, assumes that the first year of construction is year 0, while the 
second, in 2007 terms, sets 2007 as year 0. These measures will have the same sign but the metric 
in 2007 terms will always be smaller unless the user sets 2007 as the base year. EIRR (Economic 
Internal Rate of Return) is a metric that corresponds to the discount rate for which costs will just equal 
benefits, and is only relevant when the user chooses standard discounting. In some circumstances, 
EIRR will not exist or will not be unique (for example if there are multiple flips in the sign of the net 
benefits stream, or if costs always exceed benefits). 
Finally, the output screen also shows the time series of discounted costs and benefits: 
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From the main the output screen, the user can view a more detailed breakdown of the different 
categories of costs and benefits by clicking the “View breakdown over time” button. On the 
subsequent screen, different types of costs and benefits can be clicked on and off, to generate 
graphs such as the one shown below: 
Time series of undiscounted net benefits from project
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D.6.2 Sensitivity analyses  
There are a different set of follow-up screens for sensitivity analyses for the two discounting 
approaches (i.e. constant exponential and hyperbolic). From the “Outputs” screen, the user can 
conduct three types of sensitivity analyses: 1) exploring the effect of a change in one EARM 
parameter over a range of values, exploring the effect of discrete, user-specified changes in multiple 
EARM parameters, and 3) exploring changes in outputs based on assumptions about the probability 
distributions of uncertain model parameters (Monte Carlo simulation).  
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The first type of sensitivity analysis has a graphical interface that can quickly give the user an 
idea of which parameters are most important in affecting the results obtained. Parameters are 
changed one at a time so that these effects can be isolated. Depending on the type of discounting 
approach specified in the analysis, the user conducts this sensitivity analysis on the Sensitivity or 
Sensitivity_hyp screens, for standard (constant exponential) and hyperbolic discounting, respectively. 
The user chooses a parameter from the drop down list box at the top of the screen, sets the 
parameter bounds for the graph, and then clicks the “Generate Graph” button to create the sensitivity 
chart for the chosen parameter and range of parameter values. 
The second type of sensitivity analysis is important for exploring the effects of a few 
combined changes of assumed parameters. This type of analysis can be useful for determining “best 
case” or “worst case” outcomes. Again, depending on the type of discounting approach specified in 
the analysis, the user conducts this sensitivity analysis on the Sensitivity2 or Sensitivity2_hyp 
screens, for standard and hyperbolic discounting, respectively. The user changes the values of the 
parameters of interest in Column D, and then clicks the “Compare Results to Base Case” button to 
examine the change in outputs. 
Finally, the third type of sensitivity analysis allows the user to explore economic outcomes in 
probabilistic terms and requires installation of Crystal Ball software. This software costs 
approximately US$1000, but a 1-week trial version can be obtained for free from 
http://www.crystalball.com/ . Crystal ball is an Excel plug-in. Following the download, the application 
should launch automatically when Excel is started. This software enables the user to create 
probability distributions for all uncertain parameters. Then, using these assumed distributions, the 
computer randomly selects a user-specified number of random draws of each of the parameters, and 
presents the resulting probability distribution of outcomes from these parameter draws. Monte Carlo 
analysis is typically carried out with 500 or 1000 such random draws. If you wish to try to install and 
use the trial version of Crystal Ball, please contact Marc Jeuland (jeuland@email.unc.edu) or Winston 
Yu (wyu@worldbank.org) for assistance. 
The Monte Carlo feature of the model is necessary for combining hydrological variability with 
economic parameter uncertainty, since it requires inputs from the hydrological simulation model. 
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These data must be copied into the Active All sheet for the experiment of interest to the user (contact 
Marc Jeuland for details on how to do this). This feature also allows the analyst to explore a third 
method for discounting, where the discount factor is a function of real economic growth. See M. 
Jeuland’s dissertation for more details on how these discount rates are determined. 
D.6.3 Other general tips  
Before using the EARM, the user must ensure that macros are enabled in Excel (see Excel 
help files on how to do this). When the EARM program is launched, it returns to the last sheet the 
user visited. To begin a new analysis, the user should use the scroll bar at the bottom of the 
workbook to select the leftmost worksheet, entitled Intro_Screen. The user then proceeds through the 
various input screens described previously. 
 
The EARM spreadsheet contains a large number of parameters and options. Clicking on the 
buttons with the red word “Help” opens an explanation window for the features on a particular 
worksheet or worksheet subsection: 
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E.1 Introduction 
Overview of the Nile Basin 
In comparison with other large international rivers, the Nile is the world’s longest (6700 
kilometers) but has rather modest flow. The most commonly cited average flow at Aswan – 84 billion 
cubic meters (bcm) per year, corresponding to the years of 1901-1959 – is for the sequence of years 
that served as the basis for an important bilateral treaty between Sudan and Egypt known as the Nile 
Waters Agreement (1959). However, there is considerable interannual variability in flows (Figure E1). 
In addition, few international rivers pass through so many nations and have such historical 
significance. The Nile Basin covers 3.1 million km2 and encompasses parts of ten African countries: 
Tanzania, Burundi, Rwanda, Kenya, the Democratic Republic of Congo, Uganda, Ethiopia, Eritrea, 
Sudan and Egypt. The two major tributaries to the Main Nile are the White Nile, which receives flow 
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from the Equatorial Lakes of East Africa, and the Abbay River, also known as the Blue Nile, which 
descends from the Ethiopian highlands. These separate branches converge at Khartoum, the capital 
of modern Sudan. 
 
Figure E1. Main Nile inflows at Aswan (net of evaporative loss) for different sequences of years in the 
historical record 
 
The White Nile is the portion of the southern tributary that officially begins at the outlet to 
Lake No near Malakal (See Figure 1, Chapter 1 for map). Upstream of Lake No, the Southern Nile 
(also known as the Bahr al Jabal) is a river that descends from the Equatorial Lakes Region and is 
characterized by high interannual variability prior to entry into the Sudd (15 to 66 bcm per year, with 
an average of 33 bcm). The watershed of this system of interlocking lakes and rivers includes parts of 
Tanzania, the Democratic Republic of Congo, Burundi, Rwanda, Tanzania, Kenya and Uganda. At 
the Sudd exit, interannual flow is nearly constant and reduced to roughly 15 bcm per year 
(Georgakakos and Yao, 1999; Collins, 2002).  
The smoothing in flow out of the Sudd occurs because the extent of flooding is highly 
sensitive to increases in the water level of the river, and much of the spillage into the swamps is lost 
to evaporation. For example, roughly half of the flooded areas in 1979-80 were seasonal swamps 
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present only during high water conditions. The highest water levels in the Southern and White Niles 
occur when heavy rains over the Ethiopian highlands feed the highly-seasonal Sobat and Abbay 
rivers (and lead to backwater effects in the White), or when there are increased inflows from the 
Equatorial Lakes region and/or rainy-season precipitation over the swamps. Under such conditions, 
the outlet to the swamps just upstream of Malakal at Lake No becomes a natural dam, such that flow 
into the White Nile slows to a trickle (Sutcliffe and Parks, 1999; Collins, 2002). The Sobat River (13.7 
bcm on an average annual basis) joins the White Nile just below Malakal; from there the river flows 
northwards to the Gebel El Aulia dam and beyond to Khartoum. The ponding phenomenon evident at 
Malakal stretches north all the way to Gebel El Aulia, so that the entire White Nile serves as a storage 
reservoir when Abbay floodwaters descend during the rainy months (July to November). 
The source of the next major tributary of the Nile Abbay River is at Lake Tana in the 
Ethiopian highlands. Outflows from the lake contribute relatively little of its flow (3-5 bcm per year, or 
about 14% of Abbay River water). From Tana, the Abbay flows through a narrow gorge down from 
the highlands and into Sudan. Along the way, it receives important contributions from a number of 
tributaries – rivers such as the Muger, Guder, Didessa, Dabus, Beles, Dinder and Rahad – joining the 
Abbay gorge in Ethiopia and also across less steeply-sloped portions of eastern Sudan. At the 
Ethiopia-Sudan border, prior to the inflows from the Dinder and Rahad, the average flow of the Abbay 
is 49 bcm per year (1912 – 2003). There are also two major reservoirs on the Abbay in Sudan before 
Khartoum, at Roseires and Sennar, used for hydroelectric power generation and irrigation of the 
Gezira and other schemes. At Khartoum (850 miles from the headwaters at Lake Tana), the Abbay 
River joins the White Nile.  
The last tributary between the Main Nile confluence and the Nile delta in Egypt is the Atbara 
River, a seasonal river which drains parts of Eritrea, Ethiopia and Sudan, contributing roughly 12 bcm 
per year. The Khasm el Girba reservoir located in Sudan near the Ethiopian border on the Atbara 
supplies a number of irrigation schemes. In addition, a large new storage scheme on the Main Nile is 
under construction at Merowe in northern Sudan. Finally, the High Aswan Dam (HAD) in Egypt 
provides the multi-year storage needed to avoid the crippling impacts of high interannual variability on 
Egypt’s vast irrigation developments in the Nile delta and beyond. 
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Brief History of Nile Development 
A record of written records and measurements of river gauge levels in Egypt suggests that 
the fortunes of the civilizations which periodically prospered and declined along the banks of the Nile 
throughout the last few millennia were highly dependent on river flows (Collins, 2002). Over time, a 
primitive system of basin irrigation emerged throughout the Nile delta, whereby flood waters could be 
captured and stored or used in narrow alluvial tongues of the Nile floodplain, the inlets of which could 
easily be blocked by farmers, with earth and stones (Hurst, 1952). Subsequently, in the 19th Century, 
more complicated and coordinated regulation schemes were pioneered, beginning with the Delta 
barrage in 1847. By the end of the century, largely due to the influence and thinking of Sir W. 
Willcocks, various other barrages (Damietta and Rosetta) made perennial irrigation of Lower Egypt 
possible, and in 1902, the first Aswan Dam (with a capacity of 1 mcm) and additional upstream 
barrages were completed, allowing perennial irrigation of a large tracts of land in upper Egypt. At this 
time, formal explorations of the difficult to navigate upstream reaches of the Nile accelerated, in a 
quest to secure a more dependable water supply for Egypt. 
These explorations led to eventual discovery of the ponding phenomenon at Malakal, and its 
connection to high flows in the Abbay River. Water engineers were inspired to construct the Gebel El 
Aulia dam beginning in 1914, to achieve greater regulation of White Nile flows. Around the same time, 
the Sennar dam (completed in 1925) was built in Sudan to achieve irrigation of the Gezira during dry 
months. In 1920, Sir Murdoch MacDonald published the first detailed descriptions of an ambitious 
collection of projects – including regulation at Tana and conservation projects in the Sudd – on the 
White Nile and Abbay Rivers in a book entitled Nile Control (Hurst, 1952). This book and other project 
proposal documents would serve to inspire the eventual creation of the Century Storage Scheme, a 
term used by H.E. Hurst and other members of the Egyptian Ministry of Public Works to describe 
plans for the first integrated water resources development plan for the Nile (Hurst et al., 1946). 
The Century Storage Scheme was centered on developing for Egypt’s benefit a set of 
regulating infrastructures in the Equatorial Lakes, and conservation projects along the White Nile in 
the Sudd. The motivation for this approach to Nile management was based on the insight that 
evaporation and rainfall were essentially equal in the large lakes of East Africa, whereas downstream 
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storage in relatively arid Sudan and Egypt would suffer from severe evaporative losses (Whittington, 
2004). For a variety of reasons, technical as well as political, it was never built as conceived, though 
modified pieces of it have been attempted or are today under construction. The first such project was 
the Owen Falls Dam (for flow regulation and hydropower production) at the outlet of Lake Victoria in 
Uganda, which was completed in 1954. A less socially and ecologically intrusive Jonglei Canal project 
than that originally planned by Hurst and his colleagues, for conservation of waters spilled in the 
Sudd, began in 1978 but was never completed. Regulation of the flow out of Lake Tana is now 
achieved with a small hydroelectric dam (the Chara Chara Wier). Finally, a new Sudanese initiative to 
build a seasonal storage dam at Merowe in northern Sudan is nearly complete. 
Ultimately, faced with the difficulties of actually carrying out the Century Storage Scheme, 
Egyptian water resources planners opted for a simpler approach to solving the country’s water 
resources problems: a heightened Aswan Dam (which had already twice been raised, in 1912 and 
1933). It should be mentioned that the Century Storage Scheme as conceived did not solve the 
problem of high interannual variability in the Abbay River flood (Whittington, 2004). The HAD 
(completed in 1970), with 137 bcm of active and flood storage did, but only at the high cost of 
enormous evaporative losses – exceeding 10 bcm per year – from the Lake Nasser reservoir, 
situated in the heart of the Sahara desert. The HAD is capable of storing several years of the Nile 
flood, providing much needed insurance to irrigators in Egypt against drought. As such, the amount of 
land under irrigation in Egypt has increased dramatically since its completion.  
Even with these infrastructure projects, the Nile River remains one of the least developed 
river basins in the world. It has long been known that there is very large untapped hydropower 
potential along the Abbay River in Ethiopia (USBR, 1964), and pre-feasibility studies have been 
conducted or are commissioned for three large dams in the Abbay Gorge (Norplan-Norconsult, 2006), 
as well as a variety of other smaller projects in the highlands (BCEOM et al., 1999a). Ethiopia has 
some of the lowest water storage per capita in the world, at 43 m3 (WB, 2005). Irrigation outside of 
Egypt remains relatively modest, though governments are increasingly developing and considering 
such projects as a means of improving food security in the face of rapidly growing populations. For 
instance, Ethiopia is pushing ahead with irrigation of farmland around Lake Tana, and Sudan would 
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like to develop more irrigation in and around the Gezira scheme and using small pumping operations 
along the Main Nile. The nations of the Equatorial Lakes Region also have plans to irrigate some of 
their lands using Nile water. Finally, Egypt continues to develop new irrigation projects, including one 
that involves the reclamation of desert lands in the New Valley just upstream of Aswan. And despite 
the geo-political challenges associated with conservation projects in the Sudd and other portions of 
southern Sudan, such projects remain high on water planners’ minds.  
On the one hand, all of the waters of the Nile are today used for some purpose and flow to 
the Mediterranean is essentially zero, so that further development appears highly constrained and 
would require tradeoffs of different objectives. There is thus a potential for increasing conflict over 
water resources, highlighted by a number of authors (Postel, 1999; Klare, 2001; Mohameda, 2003). 
On the other hand, the use of water in irrigation is highly inefficient throughout the basin, and 
evaporation and conveyance losses are extremely high. It therefore seems plausible that the 
placement, operation and coordination of new and existing infrastructures along the Nile could have 
significant impacts on the nature of these tradeoffs. All three of these aspects – placement, operation 
and coordination – could be tackled by the countries of the basin within either a unilateral or 
cooperative framework. Below we consider briefly the historical conditions affecting each of these 
planning modes. 
Nile water resources development: a history of conflict or cooperation? 
At first glance, there is a long history of and precedent for tension among Nile riparians. In the 
book Resource Wars, Michael Klare (2001) is quick to use the Nile River as a case for illustrating the 
potential for scarce water resources to cause conflict, a view which other analysts share as well 
(Postel, 1999). Klare begins his description with a summary of colonial-era battles between British 
and Sudanese troops over control of Khartoum on the one hand, and the near outbreak of war 
between France and Britain over a remote Nile outpost in southern Sudan known as Fashoda, on the 
other. Moving to the 20th Century, Klare focuses on spoken Egyptian military threats to upstream 
riparians who would impinge on the country’s 55.5 bcm annual allocation – such as Anwar Sadat’s 
famous statement that “The only matter that could take Egypt to war again is water.” Mohameda 
(2003) documents six such statements. Their most common target is Ethiopia, which itself never 
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accepted either the 1959 treaty or Egyptian plans for basin-wide water resources management, such 
as the Century Storage Scheme (Mohameda, 2003).  
Not surprisingly, these two countries also fall on opposite sides of a global debate over legal 
rights in transboundary river basins. The downstream nations, principally Egypt and Sudan, stress “no 
harm” and “historical use” doctrines, which state that upstream riparians may not use shared waters 
in a way harmful to downstream states. The upstream countries opt for the Harmon Doctrine, which 
holds that states may use waters within their borders unconditionally. Klare concludes that “the 
likelihood of future conflict hinges both on the willingness of upstream powers to risk Egyptian ire by 
appropriating more of the Nile’s flow, and on Cairo’s determination to prevent that from happening”.  
Other signs, however, suggest that this picture of conflict and war is overly pessimistic. 
Mohameda (2003) reviews extensive international research that finds biases in the literature on 
hydropolitics and suggests that transboundary water conflict is rare (Wolf, 1998; Turton and 
Henwood, 2002; Wolf et al., 2003), while also presenting a history of Nile cooperation. He 
acknowledges that “relationships between major Nile Basin countries have been described in terms of 
mutual distrust, competition and confrontation, and [that] this is reflected in the volumes of books and 
articles written on this river.” However, he says that “the rhetoric about water between Egypt, the 
Sudan and Ethiopia flares up whenever other conflicts enter a particularly acute phase.” He also 
emphasizes and explains in some detail a series of attempts over the past three decades to achieve 
cooperative agreements on the Nile, culminating in the creation of the Nile Basin Initiative (NBI) in the 
late 1990s, through which all ten countries agreed on a framework for cooperation in Nile 
development. 
The Water Ministers participating in the formation of the NBI quickly approved a broad-based 
Nile Basin program of collaborative action, exchange of experience, and capacity building, termed the 
Shared Vision Program (SVP) (ENCOM, 2001). Plus, nearly all Nile Basin countries participated in 
the drafting of text at the 1997 United Nations Watercourse Convention. Importantly, no country voted 
against articles on either equitable utilization or no significant harm principles, suggesting that both 
sides found the existing compromise on these issues to be acceptable. The language of the NBI 
agreements is similar, some experts have said that these opposing doctrines are thus in a sense 
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neutralized (Brunnee and Toope, 2002). Thus, it seems that the various nations in the NBI recognize 
a need for comprehensive river basin management.  
Nonetheless, the role and standing of the NBI for driving decisions about Nile water today 
remains unclear, as demonstrated by the unilateral developments for irrigation and storage ongoing 
throughout the basin. Indeed, the NBI is challenged by a complex set of issues: a) upstream-
downstream conflicts of interest and unilateral decisions to implement development projects, b) the 
consequences of climatic change, c) regional instability due to armed conflicts in the region, and d) 
the lack of a legal framework for enforcing collective decisions (Varis, 2000). Another difficult that can 
be added to this list can is the difficulty of bringing together ten countries in a collective decision-
making process. Logistically, it has proven simpler to form two separate sub-basin action programs, 
referred to as the Nile Equatorial Lakes and Eastern Nile Subsidiary Action Programs (NELSAP and 
ENSAP for short).  
There is a sense among many water policy experts, Nile Basin politicians and institutions, 
and multi-lateral agencies that these sub-basin model of cooperation are more likely to be effective on 
a practical level as a first step towards realizing the potential of the NBI for basin-wide planning. For 
several reasons, cooperative development has thus far progressed more quickly in the Eastern Nile 
Program, currently involving Egypt, Sudan and Ethiopia. The first reason for this is the fact that a 
number of upstream Nile riparians in the Equatorial Lakes Region are still in the process of 
formulating master plans for development and thus are not as interested in specific planning 
discussions at this time (Mohameda, 2003).59 Second, the Eastern Nile Council of Ministers (ENCOM) 
already met in 2004 and adopted a planning approach promoting two investment tracks: a fast track 
with initial projects grouped as a Joint Multipurpose Program (JMP), and a second multipurpose track 
that would incorporate longer-term planning processes, models and studies, and additional 
investments.60 
                                                 
59
 Eritrea, also, is currently an observer to the planning process in the Eastern Nile. 
 
60
 There are three major criteria for JMP investments. First, the investments should provide benefits to all three 
participating riparian countries: each should benefit as a result of cooperation. Second, the investments should 
be multipurpose: they should yield various types of benefits that can be shared by all three riparians and that will 
foster economic integration. Third, the investments should cause “no regrets”: they should not foreclose 
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Since the establishment of the JMP, ENCOM has met numerous times and launched an 
identification phase for a first fast track JMP project, including general studies to aid strategic river 
basin planning as well as specific project-based pre-feasibility studies. Three major multipurpose 
reservoir sites on the Abbay River are currently being assessed, at Karadobi, Mandaya and the 
Border sites originally identifies by the United States Bureau of Reclamation (USBR, 1964). In 
addition, the three participating countries have begun sharing recent hydrological, environmental and 
socio-economic data through “One-System Inventories” (OSIs) of the various river reaches making up 
the Eastern Nile. The Eastern Nile Technical Regional Office (ENTRO) in Addis Ababa, Ethiopia, 
coordinates these studies and data collection efforts, with support from the countries, the World Bank 
and other international partners. 
In response to these various and promising initiatives in the Eastern Nile, this research aims 
to inform the planning process for three of the “fast track” Abbay River project options. The thrust of 
the proposed work is to create an analytical framework for thinking about the economics of these 
infrastructures, in the context of uncertainty about climate change and future variability. The research 
is not intended as a design exercise to define how these projects should actually be carried out; it 
rather seeks to understand the effects the projects would have in physical and economic terms, given 
the designs suggested in pre-feasibility studies. It also considers how operation of existing 
infrastructures in the Nile Basin might be coordinated with the proposed projects to achieve specific 
objectives and purposes.  
This review is organized as follows. The first section (E.2) of this chapter aims to summarize 
knowledge of the physiography of the basin and the historical climate conditions across it. Section E.3 
then discusses the effects of those climate features on the hydrology of the river (including the “Hurst” 
phenomenon), and summarizes previous and ongoing modeling efforts. Section E.4 begins with a 
general summary of research on global climate change, largely based on the work of the IPCC. Then, 
attention is given to previous efforts identifying impacts in the Nile Basin (Section E.5). Section E.6 
presents a brief discussion of the research on the economic impacts of climate change and the role of 
                                                                                                                                                       
desirable investment options in the future or set the participants on a development path from which serious 
negative consequences might arise in the long term. 
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adaptation in the water resources sector. Section E.7 describes the knowledge base developed in this 
research. 
E.2 Climatology of the Nile Basin 
Physiography and historical climate characteristics of the Nile Basin 
The Nile Basin is a very large river system, and topological and climate features vary 
substantially across it. In the Hydrology of the Nile Basin (1985), Shahin groups the Nile system into 8 
sub-basins – the Lake Victoria/Equatorial Lakes, Bahr el Jebel, Bahr el Ghazal sub-basins, which 
comprise what has also been called the Southern Nile, and the Baro-Akobo, White Nile, Blue Nile, 
Tekeze-Atbara, and Main Nile sub-basins, sometimes grouped as the Eastern Nile. The book 
contains a wealth of data from various monitoring stations located throughout these sub-basins. This 
section includes a general overview of the Nile system (following Shahin’s delineation), followed by 
more detailed description of the Eastern Nile and the Southern Nile. The Eastern Nile is most relevant 
to research on Blue Nile storage planning, but the Southern Nile affects Blue Nile planning indirectly 
via its contribution to the Main Nile in Sudan and Egypt. 
The Equatorial Lakes Region, Ethiopian highlands (in the Blue Nile sub-basin), and to a 
lesser extent northern Uganda and southern Sudan (in parts of the Bahr el Jebel, Baro-Akobo, Bahr 
el Ghazal and White Nile sub-basins), receive abundant rainfall characterized by moderate to high 
interannual variability. Precipitation patterns are dominated by movements of a low-pressure zone of 
separation – the Inter-Tropical Convergence Zone (ITCZ) – located between high-pressure air 
masses in the mid-latitudes of the northern and southern hemispheres. In the portion of this 
separation zone located over the Nile Basin, moisture-laden winds of South Atlantic and Indian 
Ocean origin intersect with dry winds emanating from North Africa and Europe. Temperatures in the 
wetter portions of the basin are moderate, especially at the higher altitudes.  
The Sahel, in the north-central part of Sudan (encompassing parts of the White Nile, Blue 
Nile, Tekeze-Atbara, and Main Nile sub-basins), is a region of very steep rainfall gradients, high 
temperatures, and gentle Nile slopes. This gradient is strongly influenced by the extent of northward 
movement of the ITCZ, as well as the strength of atmospheric currents coming from the Atlantic 
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Ocean and across West Africa. North of Khartoum along the Main Nile and in the western portions of 
the Tekeze-Atbara sub-basin, the Nile traverses the extremely arid Sahara desert. Average 
temperatures are highest near the Sudan-Egypt border, from which they decrease to the 
Mediterranean Sea. There is no appreciable rainfall at the northern end of the Nile Basin; as a 
consequence, the Nile is one of the most arid of the large international watercourses, with overall 
average rainfall of about 557 mm/yr (Mohamed et al., 2004). 
Climate and physiography of the Eastern Nile 
Figure E2 shows average annual rainfall and air temperature contours for the Eastern Nile 
river basin, based on spatial interpolation of data in the OSIs obtained from the Egyptian, Ethiopian 
and Sudanese governments (ENTRO, 2006). Especially in Ethiopia, where the National 
Meteorological Services Agency was first established in the 1950s, there are few long duration rainfall 
series available for the instrumental period. The longest records are for Addis Ababa (since 1898), 
Gore and Gambela (extending back to the early 1900s); for more details see Conway et al.(2004). 
Temperature records are even sparser than those for precipitation; the longest series is again for 
Addis Ababa, dating back to 1898. 
 
The five sub basins of the Eastern Nile are the Baro-Akobo, White Nile, Blue Nile, Tekeze-
Atbara, and Main Nile (Figure E3). Each of these has distinct climate and physical characteristics. 
Blue Nile (Abbay River) sub-basin 
The Blue Nile Sub-Basin covers an estimated 342,000 km2 (ENTRO, 2006). This river joins 
the White Nile in Khartoum to become the Main Nile (Figure E3). Roughly 60% of the sub-basin lies in 
Ethiopia, and its elevation ranges from above 4000 masl in south Gondar to below 400 masl in 
Khartoum. Much of the basin (24%) lies in rugged terrain, with land slopes greater than 20%. 
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Figure E2. Average precipitation and air temperature contours for the Eastern Nile (ENTRO, 2006) 
 
The climate of the Blue Nile sub-basin ranges from humid tropical in the southern highlands 
to semi-arid (Sahelian) in eastern Sudan (ENTRO, 2006). In a recent paper, Conway (2000) reviews 
recent works in the climatology literature for the past 2 million years (i.e. the Quaternary) of the Blue 
Nile and conducts an analysis of available data for the Upper Abbay in Ethiopia. Studies mentioned in 
the review consider Ethiopian climate in general (Messerli and Winiger, 1980; Williams and Faure, 
1980; Williams and Adamson, 1981), but also address historical fluctuations in the levels of the 
Ethiopian Rift Valley Lakes (Street-Perrott, 1982; Gillespie et al., 1983) which do not lie in the Blue 
Nile Basin but often experience similar climate conditions. 
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Figure E3. Sub Basins of the Eastern Nile (ENTRO, 2006) 
 
Conway (2000) finds that there is relatively little seasonal variation in temperature in the 
Abbay River basin (3 to 6˚C), since peak temperatures occur in April and May and summer highs are 
moderated by increased cloud cover in July and August. Accordingly, evapotranspiration also varies 
very little seasonally (50 millimeters between low values during the summer rains and high values in 
April and May). However, evaporation and temperature are highly dependent on elevation. Average 
temperatures fall by 5.8˚C for every 1000 meter rise in elevation, and this rate increases during the 
dry winter months (September to March). In fact, the traditional Ethiopian climate classification is 
based on three zones: the Kolla zone below 1800 meters (mean temperature 20-28˚C), the Woina 
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Dega zone 1800 – 2400 meters (mean temperature 16-20˚C), and the Dega zone above 2400 meters 
(mean temperature 6-16˚C). In the highlands; evaporation has been estimated to be 1500 to 1800 
mm/yr, with the lowest values in the southwest (ENTRO, 2006). However, as the river descends into 
the Sudanese plains, evaporation increases rapidly to about 4000 mm/yr at the outlet of the Roseires 
reservoir and 4700 mm/yr at Sennar. In the plains, rainfall (and cloud cover) is generally much lower, 
as shown in Figure E2. 
Rainfall in Ethiopia is highly seasonal and influenced by three complex, dynamic 
mechanisms: the ITCZ, the tropical upper easterlies, and a local convergence in the Red Sea coastal 
region (Conway, 2000). The different circulation patterns which generate a) dry and b) wet season 
conditions are shown in Figure E4. During the Bega winter dry season from November to February, 
the ITCZ lies to the south of Ethiopia, and rainfall usually only occurs along the coast of the Red Sea. 
Cool dry air from a large Egyptian zone of high pressure produces dry conditions throughout the 
Abbay basin and along the Blue Nile in Sudan. Beginning in February and March, the general 
atmospheric circulation pushes the ITCZ north, bringing Belg (“small”) rains – mostly with moist air 
from the Indian Ocean (Hurst, 1952) – to the southern, central and eastern parts of the country, 
especially the southwestern highlands.  
The Egyptian high pressure zone then strengthens in May, blocking the northward movement 
of the ITCZ, and dry conditions return over the central zone. The Kremt rainy season (with 70% of 
annual rainfall) begins in June, when the ITCZ pushes further with the humid south-west air stream 
coming from the Atlantic Ocean to its most northward position at 18 to 20˚N. Climatologists believe 
that the Kremt is also partially fed by humid air masses from the south-east Indian Ocean monsoon 
(Nicholson, 2000), which passes quickly over the southern highlands before being redirected by the 
dominant air stream towards the north and west (Conway, 2000; Mohamed et al., 2005a). The humid 
air from the Indian and Atlantic Oceans is separated by the Zaire Air Boundary. During the Kremt 
season, the upper level African Easterly Jet (AEJ) and low level southwesterly Somali Jet also 
contribute to energy and instability in the atmosphere (BCEOM et al., 1999b; Nicholson, 2000). This 
season lasts until the north-easterly continental airstream (Harmattan winds) is re-established in 
autumn.  
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a) January Circulation 
 
 
b) July/August Circulation 
Figure E4. Schematic of the general patterns of winds, pressure and convergence over Africa from 
Nicholson (1996). Dotted lines indicate the ITCZ, dashed lines, other convergence zones 
 
At the stations with long-duration rainfall records, the interannual variability in rainfall in the 
Abbay basin is moderate; coefficients of variation for these 11 locations are generally less than 10-
20%. Conway (2000) found that annual rainfall among these sites tends to be highest in the 
southwestern part of the highlands, exceeding 2000 mm/yr in some locations, while the drier portions 
of the highlands, in the northeast, typically receive just over 1000 mm/yr; the overall average of the 
sampling sites is 1421 mm/yr for 1900-1998. These estimates are slightly higher than those using 
gridded data (25 km2 resolution) and smoothing techniques (mean annual rainfall = 1346 mm/yr, with 
1900 mm/yr in the south around the Didessa tributary, and about 900 mm/yr in the east) (Roskar, 
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2000), but closely agree with the statistics presented in the OSI (ENTRO, 2006). There is substantial 
spatial variation in these rainfall patterns, due to elevation and “shadow area” effects from the higher 
mountain peaks (BCEOM et al., 1999b). Researchers have found that tropical depressions in the 
south-west Indian Ocean occurring in consecutive years have in the past coincided with droughts in 
Ethiopia, and have a particularly strong impact on March-May rainfall (Shanko and Camberlin, 1998). 
However, because of the quantity of rain that falls from June to September, interannual variation 
appears to be largely driven by variability in those months, and there does not appear to be a basin-
wide trend in precipitation over the period of record (Conway, 2000), which becomes important when 
interpreting climate model predictions. 
Below the highlands, rainfall in the Blue Nile Basin falls sharply from 1300 mm/yr around the 
Sudan-Ethopia border to about 700 mm/yr at the outlet of the Roseires reservoir and 180 mm/yr at 
Khartoum (Figure E2), with average precipitation of roughly 570 mm/yr over that semi-arid reach 
(Roskar, 2000). 
Baro-Akobo-Sobat and White Nile Sub-Bains 
To the south of the Blue Nile Sub-Basin (see Figure E3), the Baro-Akobo-Sobat Sub-Basin 
covers an estimated 250,000 km2, though precise estimates vary (Shahin, 1985; TAMS/ULG, 1997; 
Sutcliffe and Parks, 1999; ENTRO, 2006). The Baro travels through semi-permanent wetlands known 
as the Machar Marshes before flowing into the Sobat. The latter joins the White Nile at the outlet of 
the Sudd at Malakal in south-central Sudan. Roughly 40% of this sub-basin lies in the south-western 
portion of the Ethiopian highlands, and its elevation ranges from 3000 to below 500 meters above sea 
level (masl). From Malakal to the junction with the Blue Nile at Khartoum (the White Nile Sub-Basin, 
covering roughly 295,000 km2), the elevation of the White Nile drops just 13 meters over a reach of 
840 km. 
The upper reaches of the Baro-Akobo have a mostly tropical climate with rains lasting from 
late April to early November and a dry winter season, while the White Nile and lower Sobat 
catchments are characterized by a semi-arid tropical climate with a much rainy season lasting less 
than three months (late June to early September). Mean annual rainfall in the Sobat Sub-Basin 
ranges from 680 to 2200 mm/yr. Beyond Malakal, rainfall decreases steadily to below 200 mm/yr at 
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Khartoum. As in the Blue Nile Sub-Basin, seasonal and spatial variation in rainfall is largely governed 
by the north-south movement of the ITCZ. Mean annual daily temperatures increase from 17-19.5˚C 
in the highlands to 26.5-30.5˚C between Malakal and Khartoum (ENTRO, 2006). Similarly, annual 
evaporation increases from 800 mm/yr in the upper reaches of the Baro watershed to 1600 mm/yr at 
Gambella, and 3000 mm/yr at Khartoum (Shahin, 1985; ENTRO, 2006). Recent remote sensing 
measurements indicate that the extent of the Machar marshes is highly seasonal, and that these have 
evaporation of about 1300 mm/yr (Mohamed et al., 2004).  
Tekeze (Setite)-Atbara Sub-Basin 
The Tekeze (Setite)-Atbara Sub-Basin covers an estimated 180,000 km2, 80% of which is in 
Ethiopia (Shahin, 1985; Sutcliffe and Parks, 1999; ENTRO, 2006). The Atbara River joins the Main 
Nile in northern Sudan (Figure E3). All its major tributaries originate in the north central and western 
highlands of Ethiopia. The elevation of these rivers ranges from above 3000 masl in the northern 
highlands to 500 masl at the Sudan-Ethiopia border and about 300 masl at the Main Nile junction.  
The high altitude reaches have a primarily moist sub-humid climate with a much shorter rainy 
season than the more southern sub-basins of the Eastern Nile. Rains last from late June to early 
September. Mean annual rainfall ranges from 675 to 1000 mm/yr; the amount varies based on the 
movement of the ITCZ. The climate quickly becomes semi-arid in western Ethiopia and arid across 
northeastern Sudan, where the Setite crosses the Sahara desert. Annual rainfall at the border is 
below 700 mm/yr; this falls to 400mm/yr at the Khasm el Girba station and to a mere 20 mm/yr at the 
Nile junction. Due to the high degree of interannual variation in the northward progression of the 
ITCZ, the coefficient of variability for rainfall in the sub-basin (35%) is much higher than in the 
southern sub-basins of the Eastern Nile (~20%). Similarly to the Blue Nile sub-basin, mean annual 
temperatures increase from 17-19.5˚C in the highlands to over 30˚C at the Nile junction; evaporation 
differences between the highlands and the desert reach are even greater than in the Blue Nile 
catchment (ENTRO, 2006).  
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Main Nile from Khartoum to the Mediterranean Sea  
The Main Nile sub-basin, extending from Khartoum to the Mediterranean Sea, has an area of 
nearly 1,070,000 km2. Over the course of this reach, the river gradually becomes wider as it cuts 
through arid desert land. Between Khartoum and Aswan, the river elevation slopes very gently 
downward from 400 to 100 masl. Two hundred kilometers from the sea, the river bifurcates, forming 
the Nile Delta. There is very little rainfall (< 50 mm/yr average, 25-30 mm/yr at Cairo) in Northern 
Sudan and throughout most of Egypt (Figure E2), and evaporation rates are quite high. There is 
spotty or no rainfall between Cairo and the Atbara junction (Shahin, 1985). Near the Mediterranean 
Sea, rainfall increases to 180 mm/yr, with most of the rain coming during the cooler winter months 
(November to February). Over the Main Nile sub basin, the coefficient of variation for rainfall 
increases from 0.4 at Khartoum to 4.0 in southern Egypt (reflecting the fact that rain events are very 
infrequent over the heart of the Sahara desert), before decreasing back to 0.4 at the Mediterranean 
Coast. Average annual temperatures rise above 32˚C in northern Sudan around Dongola, and then 
steadily decrease to an average around 20˚C on the Mediterranean coast. In parallel with these 
temperature trends, evaporation decreases from 3000 mm/yr at Khartoum to 2400 mm/yr at Aswan 
and 1650 mm/yr at the coast.  
Climate and physiography of the Southern Nile 
Lake Victoria and the Equatorial Lakes Sub-Basin 
Most of the Equatorial Lakes Plateau (catchment area of 315,500 km2), lying between the two 
branches of the Rift Valley, has a dry sub-humid climate, though some parts can better be described 
as moist sub-humid, especially in the highlands or near Lake Victoria, which has the southernmost 
catchment of the Nile Basin, covering roughly 68,800 km2 (Kiage and Liu, 2006). The Ruwenzori 
Mountains extending between Lakes Edward and Albert on the western side of the plateau are the 
highest peaks in the Basin, rising to more than 5,100 masl. Mt. Elgon, to the northeast of Lake 
Victoria, has a slightly lower elevation of 4,300 masl. All of the major lakes are much lower, at about 
1,000 masl or lower. The Nile descends gradually to the Sudanese plains (500 masl) north of the 
Lake Plateau (Shahin, 1985). 
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Generally speaking, rainfall over this region can occur at any time of the year and interannual 
variation is moderate (the coefficient of variation of annual precipitation amounts is less than 0.2, 
though it can exceed 0.3 over some specific areas (Sun et al., 1999a)). Peak rainfall typically occurs 
first in April and second in November, times when the ITCZ crosses over East Africa (Song et al., 
2004). Between November and May, the rains come with the north-eastern monsoon (the Red Sea 
area); from May to September, they come with the south-eastern monsoon. In general, the April-May 
rains are more abundant, while the October-November rains are more variable, as regimes with slow 
equatorial westerlies and ocean currents have a tendancy for generating above average rainfall 
(Hastenrath, 2001). There is also substantial spatial variation in mean annual rainfall over and around 
Lake Victoria, as shown in Figure E5. Rainfall directly over northwest Lake Victoria is quite high, 
exceeding 2500 mm/yr; while the southern side of the lake receives no more than 900-1000 mm/yr 
(the long-term average rainfall over the lake is about 1765 mm/yr (Nicholson and Yin, 2001)), and 
steep rainfall gradients down to 1000 mm/yr occur over the lands to the east of it (Shahin, 1985; 
Roskar, 2000). Indeed, a major challenge with understanding the climatology of Lake Victoria in 
particular is the complex role that moisture recycling plays in observed rainfall patterns. The areas to 
the north and northeast of Victoria and around Lakes Albert and Kyoga receive on average about 
1300-1400 mm/yr of rain.  
Maximum average temperatures occur in February and October. The mean annual 
temperature is 19-21˚C around Lake Victoria, and annual variations are low (3˚C). North of Lake 
Victoria, average temperature rises to 24˚C at the outlet of Lake Albert. As with precipitation, 
evaporation in the Equatorial Lakes Region varies somewhat over space. Shahin (1985) presents 
estimates from several authors suggesting that evaporation is lowest to the west of Lake Victoria, 
ranging from 1250 mm/yr over Lake Edward to 2000 mm/yr at the southern end of Lake Albert and 
the eastern shore of Lake Victoria. Over the lake, evaporation and precipitation are nearly equal. 
North of Lake Victoria, evaporative demand in the Victoria Nile, and Lakes Kyoga and Albert is 
probably 2000 – 2200 mm/yr. 
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Figure E5. The spatial distribution of rainfall near Lake Victoria (from Kiage and Liu (2006)). 
 
Bahr el Jebel Sub-Basin 
The Bahr el Jebel Sub-Basin covers an area of roughly 330,000 km2 and stretches from the 
outlet at Lake Albert to Malakal, where the White Nile begins. The elevation drops very slowly until 
Nimule in Uganda, then drops fairly quickly over 150 km to Juba, the capital of southern Sudan. A 
number of torrential, seasonal streams join the river in this stretch. From Juba to Malakal, the 
elevation of the river drops very slowly, and extensive swamps known as the Sudd flank either side of 
the Bahr el Jebel. 
Mean annual precipitation decreases steadily as the river flows northwards, from roughly 
1400 mm/yr to under 800 mm/yr at Malakal (Shahin, 1985).In northern Uganda and southern Sudan, 
interannual variability in precipitation is modest (coefficient of variation ~0.2); to the north variability 
increases and rainfall is primarily restricted to one season from April to October (Roskar, 2000). 
There is some evidence that much of the moisture over the eastern part of this reach originates in the 
Indian Ocean, while the western portion receives more Atlantic moisture (Mohamed et al., 2004). 
Mean annual temperatures between the southern border of Sudan and Malakal (where begins the 
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White Nile Sub-Basin) are roughly 26-27˚C (Shahin, 1985). Average temperature in the swamps is 
about 2˚C less than outside the swamps, and relative humidity is higher, lowering evaporation. Open-
water evaporation outside the swamps and over most of the sub-basin ranges between 2000 and 
2300 mm/yr, and this range has often erroneously been applied throughout the Sudd. Precise 
estimates of evaporation in the swamps are a matter of some debate: recent remote sensing 
observations suggest that evaporation is considerably reduced, to 900-1400 mm/yr, and varies 
seasonally as well as spatially with changes in soil saturation (Figure E6). These methods indicate 
that the wetlands occupy a larger area than was previously thought (Mohamed et al., 2004; Mohamed 
et al., 2005b), and point to average annual evaporation of abouit 1650 mm/yr over the sub basin, 
though there is high interannual variability in the estimates (1460-1935 over three years). 
 
Figure E6. Annual evaporation map for the Sudd and Bahr el Jebel (from Mohamed et al. (2004)). 
 
Bahr el Ghazal Sub-Basin 
The Bahr el Ghazal Sub-Basin is a shallow, unnavigable set of rivers draining an area of 
roughly 528,000 km2 to the west of the Southern Nile, from which a mere trickle joins the main stem 
of the Bahr el Jebel at Lake No, the outlet to the Sudd swamps (Shahin, 1985). Most of the water 
from this river basin is lost to evaporation in its extensive swamps. Precipitation decreases steadily 
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going from south-west to north-east, from a maximum of about 1550 mm/yr to about 850 mm/yr at 
Lake No and the intersection with the Bahr el Jebel. This moisture is mostly of Atlantic origin 
(Mohamed et al., 2004). Interannual variation in rainfall over the Bahr el Ghazal is low (coefficient of 
variation of 15-20%). Evaporation is highest over the western portion of the basin (above 2200 
mm/yr) and decreases as the Bahr el Ghazal merges into the Sudd swamps; throughout the basin, 
remote sensing methods suggest the average is roughly 1500 mm/yr (Mohamed et al., 2004). This is 
somewhat less than the Sudd, where more soil remains saturated for longer periods of the year. 
Long-term historical changes in Nile climate 
Because of the direct influence of highly variable precipitation patterns on Nile flows, 
questions related to short and long-term fluctuations in Nile Basin climate have long preoccupied its 
hydrologists. Historical reconstructions of lake levels provide considerable insight into the climate 
conditions prevailing in the equatorial portion of the Nile Basin since the early 1800s. After being 
relatively low for the early part of the 19th Century, many lakes reached very high stands in its later 
years. Lake Victoria provides an example (Figure E7), but other Equatorial and Sahelian lakes 
(Albert, Malawi, Chilwa, and Chad) show similar patterns (Nicholson and Yin, 2001).  
These high levels suggest a Nile discharge 15-35% higher than that observed in the early 
20th century, which is consistent with Nilometer data from Cairo (Davies and Walsh, 1997), as well as 
reconstructed evidence and inference presented in numerous studies (Grove, 1972; Hastenrath and 
Kutzbach, 1983; Walsh et al., 1994; Davies and Walsh, 1997). The lake level changes were probably 
due to dry climate conditions followed by a wet phase with an increase in mean cloudiness, as 
temperature, wind speed, and evaporative changes alone cannot explain the fluctuations. A 
coinciding wet climate phase also occurred in West Africa in the late 1800s (Nicholson, 2001). 
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Figure E7. Water level in Lake Victoria, from Nicholson (2000). Actual measurements began in 1896; 
other values are reconstructed from documentary evidence and minimum Nile flows. 
 
The sensitivity of lake levels to precipitation changes is also shown by the fact that many 
Equatorial Lakes rose dramatically in the 1960s. Lake Victoria rose roughly 2 meters between 1961 
and 1968; rainfall during this period was roughly 10% above the long term average. The most 
dramatic 1 meter rise in 1961 coincided with rainfall of 2486 mm/yr over the lake, or 41% above the 
average of 1765 mm/yr (Nicholson and Yin, 2001), and only small positive anomalies over the 
remainder of the decade were necessary to maintain this high level. On the other hand, persistent 
negative rainfall anomalies between 1978 and 1986 (7% average reduction) led to a subsequent 1 
meter fall in the lake level. Due to their storage capacities, there tends to be a lag in the response of 
water level to decadal and longer-term precipitation change in the large Equatorial Lakes. 
Nicholson (2000) explored the spatial modes of recent short-term variability over Africa, and 
found that two coherent patterns commonly occur, which are consistent with fluctuations during the 
late Pleistocene (more than 10,000 years ago) and early to mid-Holocene (beginning 10,000 years 
ago). The more frequent pattern is characterized by precipitation anomalies of opposite sign 
prevailing in equatorial and subtropical latitudes (such as in the decade from 1950-59, during which 
subtropical rainfall was high while equatorial rainfall was low, a pattern that was reversed in the 
decade from 1960-69). The second pattern features negative anomalies over most of the continent 
(as in the decade from 1980-89, during which positive anomalies were only found very close to Lake 
Victoria), and record low flows throughout the Nile Basin were experienced.  
A number of studies have firmly established that sea surface temperatures (SSTs) in the 
Indian Ocean are the dominant sources of recent climate variability over East Africa, and that these 
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SSTs are partially determined by the El-Niño Southern Oscillation (ENSO) (Mutai et al., 1998; 
Goddard and Graham, 1999; Yu and Rienecker, 1999; Indeje et al., 2000; Clark et al., 2003; Korecha 
and Barnston, 2007). Region-specific studies indicate that El Niño events (low Southern Oscillation 
Index (SOI) values) associated with strongly positive SST anomalies coincide with above-normal 
rainfall during the ‘short rains’ (October – December) in much of equatorial East Africa, and lower 
summer (July-September) rainfall in the Sahel and Ethiopian highlands (Camberlin, 1995; 1997; 
Camberlin et al., 2001; Schreck and Semazzi, 2004). For example, the very large positive rainfall 
anomaly that led to record levels in the instrumental period for Lake Victoria in 1878 coincided with 
one of the strongest El Niño events of the last few centuries (Nicholson and Yin, 2001). On the other 
hand, during La Niña events (high SOI values), the effect is weaker but reversed for Ethiopia, and 
negative rainfall anomalies occur in October – December in Equatorial East Africa and to a lesser 
extent, in February – April of the year following the event (Nicholson and Selato, 2000). Thus, in 
Equatorial East Africa, SST anomalies contribute mainly to rainfall variability during the short rains; 
with the long rains being less susceptible to these systematic influences. ENSO itself oscillates 
irregularly at time intervals of 3-7 years (Marchant et al., 2007). 
Over Ethiopia, this effect of ENSO and Indian Ocean SSTs is somewhat complicated and a 
source of dispute (Nyssen et al., 2005); there is a positive correlation between regional rainfall in 
north-central and western Ethiopia and the Southern Oscillation Index (SOI), due to influences on 
south-westerly flow advecting moisture from the Congo Basin. When the SOI is negative, the low 
pressure system, which feeds summer monsoon rainfall in East Africa, is not well developed and/or 
displaced to the east. Reflecting these displacements, the variability of Kiremt rainfall in the central 
and northwestern stations is high (coefficient of variation > 0.3) (Seleshi and Demaree, 1995). The 
association with southern and eastern rainfall, which climatologists think is more strongly influenced 
by advection from the Indian Ocean and displays the bimodal precipitation pattern observed in 
Equatorial East Africa, is much lower, a finding that is bolstered by analysis of the moisture fields and 
wind patterns over the basin’s lower altitudes (Mohamed et al., 2004), and analysis of variability 
(coefficient of variation < 0.2) (Seleshi and Demaree, 1995). Camberlin (1995; 1997) finds 
associations between East African rainfall and the Indian monsoon and atmospheric pressure in 
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Bombay that are much stronger than associations with the SOI. He concludes that active monsoon 
conditions enhance the Equatorial west-east pressure gradient, strengthening winds that bring 
moisture from the Congo Basin to Ethiopia and East Africa.  
Another system that figures prominently in discussions about East African variability is the 
Indian Ocean Dipole, or IOD (sometimes called the Indian Ocean Zonal Mode or IOZM), which refers 
to the sum of Indian Ocean SST variations. Climatologists traditionally considered these to be an 
artifact of the ENSO system, due to strong correlations of Indian Ocean SSTs with the SOI over the 
past 150 years (Marchant et al., 2007). Only recently has the IOD been identified as a unique ocean-
atmosphere mode (Saji, 1999), and there is considerable debate about its independence (Goddard et 
al., 2001); a positive event is characterized by anomalously warm western Indian Ocean SSTs and 
cold eastern Indian Ocean SSTs, as well as increased convective activity just off the coast of East 
Africa. In the past, this gradient was usually overlooked, and warm SSTs were broadly considered to 
be strictly associated with El-Niño events. As shown in Figure E8, the magnitude of the secondary 
rainfall maximum from October to December in East Africa is more strongly correlated with positive 
IOD events than with negative ENSO (El-Niño) events (Xie, 2002; Marchant et al., 2007); these 
results are consistent with what Sun et al. (1999a) find when comparing composite maps of wet and 
dry years. 
In Sudan and the Sahel, the presence of steep rainfall gradients means that slight shifts in 
normal atmospheric circulation can cause major droughts, as occurred during the 1970s and 1980s 
(Evans, 1990). Climatological work suggests that higher SSTs in the Indian Ocean may contribute to 
negative rainfall anomalies in the Sahel (as they do on average over Ethiopia), but SST patterns do 
not consistently produce expected anomalies, and variability changes abruptly from decade to 
decade (Nicholson, 2000). Besides Indian Ocean SSTs, West African rainfall decreases arising from 
disruption of the Atlantic atmospheric circulation clearly also play an important role; specifically, cool 
North Atlantic SSTs are linked to lower precipitation across the Sahel and to some extent, to rainfall 
deficits in the highlands of Ethiopia as well (Seleshi and Demaree, 1995; Johnson and Odada, 1996; 
Camberlin et al., 2001). Furthermore, there is an interannual, decadal persistence in rainfall deficits in 
the Sahel which suggests the possibility of land-atmosphere feedbacks in this region in addition to the 
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influence of long-lasting north-south gradients in Atlantic SSTs (Nicholson, 2000; Yeshanew and Jury, 
2007). Still, hypotheses that drought frequency increases in the Sahel are due primarily to land use 
change have recently fallen out of favor (IPCC, 2007b).  
 
Figure E8. Composite rainfall anomalies (mm/day) for Sep–Nov during (left) pure IOD and (right) pure 
ENSO events (1958-1999), from Marchant et al. (2007). Anomalies are derived from Univ. of 
Delaware gridded precipitation analysis; years analyzed are based on Yamagata et al. (2004). 
 
Indeed, research suggests that small shifts in atmospheric circulation are quite common in 
the Nile Basin, and provides justification for the observed ENSO and SOI linkages with Eastern Nile 
precipitation. The physical basis for the argument is as follows. First, the ITCZ itself shifts based on a 
set of factors that include the earth’s orbiting axis, variations in the position of the sun, and the 
strength of radiative forcing from the sun (Collins, 2002). Second, the ENSO phenomenon induces 
SST changes, which alter ocean circulation as well as movement of the ITCZ, thereby influencing 
tropical climate patterns; for example, higher SSTs lead to drier conditions over many subtropical 
regions during El Niño (Chang and Fu, 2002). Third, ENSO may play a role in triggering or pre-
disposing the system for particular IOD conditions (Webster, 1999; Allan, 2001), which itself plays a 
prominent role in interannual variability by inducing a strong zonal gradient in tropical sea-surface 
temperatures (Saji, 1999; Webster, 1999). Indeed, Indian Ocean temperatures tend to rise about five 
months following ENSO events (Trenberth, 2002), and the strongest recent IOD episode was during 
the El Niño in 1997-98. Still, some researchers contest specific aspects of this argument, pointing to 
the large IOD episode that occurred independently of an ENSO event in 1961 and led to very high 
lake stands in the Equatorial Region (see Figure E7), as well as 11 out of 19 other “moderate to 
strong” episodes (Saji, 1999; Saji and Yamagata, 2003). 
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The particularly strong climate anomaly that took place in 1997/98, with the wettest October 
and November on record over much of the region (400 mm above average rainfall), remains only 
partially understood. During this El-Niño (which alone cannot explain the observed anomalies) and 
positive IOD event, warming across the western equatorial Indian Ocean was extreme, and these 
conditions led to advection of moist and highly unstable air into Equatorial East Africa (Goddard and 
Graham, 1999). There were catastrophic floods throughout East Africa, and many of the Equatorial 
Lakes rose dramatically in conjunction with this event; water levels in Lake Victoria increased ~1.7 
meters, similarly to the event that took place in 1961 (Birkett et al., 1999; Mistry and Conway, 2003).  
 
 
 
Figure E9. Categories of Nile flood at Aswan and ENSO SST index from Eltahir (1996); warm SSTs 
are associated with El Niño events and reduced Nile flows, due to the decreased rainfall over Ethiopia 
and the Sahel. 
 
Quinn (1992) attempted to correlate longer term SOI behavior with the Roda gauge in Cairo 
as a proxy for East African rainfall and found the record of below normal flood levels at Cairo to be 
associated with low or negative SOI behavior (El Niño events, and therefore lower average rainfall in 
Ethiopia). Whetton and Rutherford (1994) analyzed data from 1587 onward and argued that Nile 
floods were significantly lower than average in El Niño years, but that a relationship with the SOI has 
only become strong since 1830. Eltahir (1996) finds a correlation of about -0.5 between an averaged 
September-November ENSO SST index and Nile flows at Aswan (Figure E9).  
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Lake levels and the Roda gauge at Cairo also provide most of the indirect evidence for 
longer-term climatic shifts over East Africa. These records are reconstructed from a variety of sources 
(hydrological, sedimentary, historical documents), and they generally support the hypothesis that 
northern and eastern Africa have in the past experienced rapid and sudden changes, and suffered 
regularly from sustained periods of drought. A number of researchers discuss the conditions that led 
to formation of the Nile, and evaluate the long record of Roda gauge measurements (Hassan, 1981; 
Shahin, 1985; Said, 1994). Marchant and Hooghiemstra (2004) and Gasse (2000) further review in 
detail the evidence from paleohydrological records, and look at the coherence of different forms of 
data across space. Finally, a less technical summary is provided by Collins (2002).  
Early evidence suggests that a very wet phase in Egypt ended some 25000 years before 
present (BP), and was followed by a dry phase that lasted 7000 years, during which Lake Victoria and 
others were dessicated, and the White Nile was partially blocked by sand dunes. Between 18000 BP 
and 6000 BP, as the glacial period ended, the rains increased again, leading to the creation of the 
modern Nile. Roughly 10,000 – 12,000 years before present, strong rains, especially on the Nubian 
highlands and the Lake Plateau of equatorial Africa, led to unprecedented water levels in the Neo-
Nile (as the former river is now known). Lake Victoria overflowed into what became the White Nile, as 
previously independent and seasonal rivers were united into one integrated river basin. There is 
archaeological evidence from herding settlements that more rains fell across Northern Africa at this 
time as well, allowing the expansion of grasslands (Sandweiss et al., 1999); one hypothesis is that 
the ITCZ pushed 500 km further northwards during this period than it does today (Gasse, 2000).  
After the rainy interlude, which ended in 4000 BC, and particularly over the past 4000 years, 
gradual desiccation in the Sahara in both Egypt and Sudan has occured, lakes and rivers have 
disappeared or been reduced to marshes, and lakes previously connected to the Nile Basin (such as 
Lake Turkana in the eastern Rift Valley) have again separated from it, bringing reduced flows to 
Egypt (Collins, 2002; Marchant and Hooghiemstra, 2004). Catastrophic droughts in Egypt around 
2500 B.C. associated with this drying have been invoked to explain the collapse of the centralized 
government in the Old Kingdom of Egypt, as well as some tropical African civilizations. Meanwhile, 
Egypt’s population has become concentrated along the banks of the Nile and has become more 
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reliant on irrigation. Because South America experienced an important and concurrent climate shift, 
these changes appear to be associated with alterations in the tropical hydrological cycles arising in 
part from large scale changes in Atlantic Ocean SSTs (as well as possible ENSO intensification, and 
variation in solar and volcanic activity and ice sheet dynamics) (Marchant and Hooghiemstra, 2004). 
While exploring the history of Nile flows and formation of the modern river, Hurst (1952) 
originally explored the role of long-term climate variations in the Nile Basin. For this study, he relied 
on fossilized evidence and remains of man-made tools in terraces found at different heights in the 
lakes of the Equatorial Region, indicating fluctuating water levels. Similar findings have been 
presented more recently by other researchers (Street and Grove, 1979; Evans, 1990). A number of 
geologists and paleo-limnologists have also analyzed climatic variability, using evidence from lake 
sediments and other sources to concluded that northern and eastern Africa, and the Sahel region, 
have experienced substantial droughts lasting from decades to centuries, some of which were far 
more severe than any of the droughts recorded in the 20th Century (Kadomura, 1992; Verschuren et 
al., 2000; Verschuren, 2001; Russell et al., 2003; Stager et al., 2003; Marchant and Hooghiemstra, 
2004; Stager, 2005; Kiage and Liu, 2006). Attempts to link these dry periods to solar variations have 
not been conclusive (Stager, 2005), particularly given uncertainty about solar proxies. In addition, it 
has not been demonstrated that these droughts can be simulated with coupled ocean-atmosphere 
models (IPCC, 2007b).  
A number of papers and books discuss more recent fluctuations in climate, deducing shifts 
based on data from various nilometers (hydrological data), flood marks, and documentary evidence in 
Egypt since 3000 B.C. (Hassan, 1981; Evans, 1990; Collins, 2002; Jiang et al., 2002). This record 
includes periods of relatively high flows leading to prosperity in the Nile Valley (such as 1938 – 1786 
B.C., 1090-1190 A.D., 1340 – 1460 A.D.), as well as very difficult years of decline (for example 
around 2150 B.C., 1797 – 1600 B.C., 550 – 650 A.D., 1180 – 1340 A.D., and the late 15th Century 
A.D.). Looking at these records, three aspects should be highlighted. First, short-term sequences of 
droughts and floods have long been a common climate feature of the Nile Basin, and a number of 
different cycles – which have distinct effects on the various sub-basins of the Nile – contribute to 
observed periodicities in flow, making interpretation of famine records (as well as any future 
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hydrological prediction) extremely difficult. These irregular fluctuations are usually referred to as the 
‘Hurst’ phenomenon. Some researchers cite correlations between decadal to century-scale variability 
in global climate and long-term Nile flow fluctuations; however, variability on shorter time scales 
seems to be controlled by different and possibly regional physical factors (Conway and Hulme, 1996; 
Jiang et al., 2002). For example, long-term flow minima tend to occur when White Nile flow is 
destabilized, but past famines resulted mainly from insufficiency in Blue Nile flow, which is crucial for 
supplying timely irrigation water to summer crops in the Nile delta. The precipitation and runoff in 
these two basins is mostly uncorrelated (Strzepek et al., 2001). 
Second, glacial recession and a warming trend are apparent in the period since the late 19th 
Century (Hastenrath, 2001), and the 20th Century is characterized by major fluctuations in Nile flow. 
These fluctuations have rarely been seen in the past 5000 years (Collins, 2002), though they do not 
rival the longer term record of millennial scale changes (Gasse, 2000). A number of very dry years 
occurred early in the century (e.g. 1902, 1907 and 1913). Later, between 1960 and 1964, the 
equatorial lakes rose over eight feet due to increased rainfall on the plateau, the discharge from these 
lakes doubled, and the Sudd consequently expanded more than 100% beyond its 1905-1960 
average, bringing widespread devastation and flooding to southern Sudan. Then, in the late 1970s 
and early 1980s, severe drought afflicted the Sahel and parts of Ethiopia, where mean annual rainfall 
declined by 30% (Gasse, 2000). It is difficult to know whether higher variability was detected due to 
the use of more sophisticated instruments for measuring flows, to an aberration in natural 
fluctuations, to precipitation changes brought about by climate change, or to population pressures 
and associated land transformation processes causing erosion upstream along the Nile. Again, most 
climate models cannot provide definitive answers concerning the origin of recent regional changes. 
Third, and perhaps most importantly, there is considerable controversy surrounding the 
question of whether or not recent fluctuations in Nile Basin climate are specifically the result of 
anthropogenic factors (i.e. global warming and land use changes), or simply reflect poorly understood 
natural processes. This debate stems in large part from an insufficient understanding of the causes 
mentioned above – such as solar insolation, volcanic activity, circulation patterns, ENSO, ice sheets, 
or other factors discussed in this section – and has direct bearing on the questions and work on 
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climate change in the Nile Basin, discussed below in Sections 3.3 and 3.4. In light of the evidence 
and theories on the role of natural long-term rainfall variation in the history of East African and North 
African civilizations, more detailed research of these aspects seems warranted (Verschuren et al., 
2000). Given the historical evidence, it should also be clear that better preparation for and adaptability 
to climatic variation would be advisable for Nile countries, irrespective of the effect of anthropogenic 
effects on long-term climate trends. 
E.3 Nile River Hydrology  
Physical description of the system 
The climate and physical characteristics of the eight sub basins described in section E.2 
contribute to the construction of the very complex hydrological system that is the Nile Basin. This 
section deals with the link between those characteristics and the observed flows of water in the Nile 
tributaries, which contribute to its mainstem flow to Lake Nasser and beyond to the Mediterranean 
Sea. Almost all Nile water comes from two major sources: the Equatorial Lake Plateau (contributing 
roughly 17% of the flow at Aswan) and the Ethiopian Highlands (83% of flow at Aswan), but the 
nature of these contributions is completely different. This section begins with a basin-wide overview 
and sub-basin hydrological description of the Nile, before turning to a review of previous attempts at 
modeling the river’s flows at basin and sub-basin levels. Special attention is again paid to the Blue 
Nile Sub-Basin. 
Physical description of the system 
There exist a large number of important works which provide background on the hydrology of 
the Nile Basin (Hurst, 1952; Shahin, 1985; Said, 1993; Sutcliffe and Parks, 1999; Yao and 
Georgakakos, 2003a); this section draws on those and others as cited. Figure E10 displays the 
“average” annual water balance for the Nile Basin over the period 1913-1977. A longer record of 
flows is available for some locations in the basin as shown in Table E1. As can be seen from these 
records, the vast majority of Nile water at Aswan originates in the Blue Nile catchment (48-50 bcm/yr, 
or roughly 57%). During the flood, Blue Nile water takes 2-3 weeks to reach Aswan from the 
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Ethiopian Plateau. It should be noted, however, that contributions from the different tributaries in 
individual years can vary widely, depending on the climate patterns that affect the intensity of rainfall 
over their respective sub-basins, and to a lesser extent, the lake levels in the Equatorial Plateau. On 
average, the amount of water in the Southern Nile increases only slightly between the Lake Victoria 
outlet at Jinja and the beginning of the Sudd swamps at Mongalla. Water from Lake Victoria takes 8 
weeks on average to reach Aswan. The two other major inflows of Nile water, the Sobat and Atbara 
Rivers, originate in the Ethiopian highlands and contributing on average about 14 and 12% of the total 
flow at Aswan. 
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Figure E10. Water balance for the Nile Basin system (1913-1976). 
 
There are also several major sources of water loss in the Nile Basin. Between the start of the 
Sudd and Malakal, approximately half of the flow of the Bahr el Jebel is lost to evaporation. Nearly all 
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of the flow from the Bahr el Ghazal is lost in the Sudd and other adjoining seasonal wetlands. Finally, 
a very large quantity of water (about 11% of inflow, or 10 bcm/yr) is lost to evaporation in Lake 
Nasser, the reservoir upstream of the Aswan High Dam. Losses from other reservoirs (Jebel Aulia, 
Roseires, Sennar, and Khasm el Girba) and the Machar Marshes are comparatively smaller. 
The Southern Nile (Equatorial Lakes Sub-Basin) 
Beginning at the southern end of the Nile Basin, roughly 18 bcm flow annually from tributaries 
into Lake Victoria, which holds roughly 2750 bcm of water. The largest of these tributaries is the 
Kagera River, which contributed 7.7 bcm/yr in the 1957-1971 period (Said, 1993), but loses much of 
its flow as it meanders through the Lake Victoria delta after the drop at Rusumu Falls (Collins, 2002). 
In fact, as shown in Figure E10, precipitation over Lake Victoria (with its own micro-climate) supplies 
much more water than tributary inflow, which explains why small changes in the precipitation regime 
spread over its large area lead to such important changes in the lake’s water balance. Over the 
period of measurement, it is estimated that evaporation has been slightly less than precipitation over 
the lake (by 6.1 bcm/yr). 
 
Table E1. Flow in Nile sub-basins and main stem a 
 
 
a Compiled from various sources: Sutcliffe and Parks (1999); the Global Hydroclimatic Data Network 
 (GHCDN: http://dss.ucar.edu/datasets/ds552.0/); RivDis (University of New Hampshire: 
 http://www.rivdis.sr.unh.edu/); ENTRO One-System Inventories; Nile-DST Database. 
b
  Alternative sequences of years commonly reported are presented in parentheses. 
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Downstream of Victoria, Lakes Kyoga and Albert receive local precipitation plus inflow from 
tributaries of 3.0 and 6.2 bcm/yr. Precipitation and evaporation from the lakes are nearly equal; 
evaporative losses in Lake Kyoga slightly outweigh inflows (by 1.8 bcm/yr), while the opposite is true 
for Lake Albert (by 3.7 bcm/yr). 
In any given year, nearly 90% of the water in the Southern Nile that emerges from the 
Equatorial Lakes Region can be attributed to contributions from Lake Victoria. In spite of the bimodal 
rainfall pattern over the lake plateau, the flow is relatively constant year round (Figure E11), due to 
both the dampening storage effect of the lakes (Yao and Georgakakos, 2003a) and flow regulation 
imposed at the Lake Victoria outlet for hydropower production (Owen Falls Dam). Lakes Kyoga and 
Albert are currently unregulated. From 1913-1977, annual outflow from the Lake Plateau has varied 
from a minimum of 10.8 bcm to a maximum of 64.6 bcm, with a mean of 26.0. Higher mean annual 
flows were observed in the final 15 years of this record (49 bcm/year), as lake levels rose in response 
to the extreme rainfall in the early 1960s and as higher than average precipitation persisted. 
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Figure E11. Average monthly outflows from the Equatorial Lakes and in the Southern Nile after the 
Torrents (1913-1977) 
 
The Bahr el Jebel and Bahr el Ghazal Sub-Basins 
From Lake Albert, the Albert Nile flows north to the Sudan-Uganda border, at which point it 
becomes known as the Bahr el Jebel and receives contributions from a set of tributaries known as the 
Torrents. As can be seen in Figure E11, Torrents inflows are highly seasonal (mostly between May 
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and November), and average 4.7 bcm annually. The river then continues north past Mongalla, first 
receiving flow from tributaries in western Sudan (3.3 bcm/yr), then spilling into and passing through 
the Sudd wetlands further downstream where much water evaporates, and finally reemerging as the 
White Nile at Malakal. From 1913-1977, annual flow at Mongalla ranged from 15.3 to 64 bcm, with a 
mean of 32.3 bcm. At Malakal, in spite of the addition of flow from the Bahr el Ghazal in Western 
Sudan (which spills about 11 bcm/yr into the Sudd), only about half of the original amount remains in 
the river channel (Figure E12).  
Mean annual outflow from the Sudd between 1913 and 1977 was 16.0 bcm, or just under half 
of the flow at Mongalla. In effect, the high losses in the Sudd and other swamps adjoining the Bahr el 
Ghazal and the Baro Rivers are the primary reason why the runoff coefficient for the entire Nile (0.05, 
data from 1995-2000) is much smaller than for other large rivers (Mohamed et al., 2004). The total 
quantity of water lost to evaporation in the Sudd, net of precipitation, has been estimated to be 28-29 
bcm/yr based on the water balance (Sutcliffe and Parks, 1999). Since precipitation over the swamps 
is about 33.6 bcm, the total evaporation in the Sudd exceeds 61 bcm/yr (Mohamed et al., 2004). 
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Figure E12. Flow in the Southern Nile at Mongalla, prior to entry into the Sudd, and at the Sudd Exit 
just before Malakal and the junction with the Sobat sub-basin (1913-1977) 
 
A greater percentage reduction in Nile flow occurs between Mongalla and Malakal in wet 
years than in dry years. At the outlet of the Sudd, Lake No acts as a shallow regulator of water flow, 
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such that in high flow, the inundated area increases in size (Sutcliffe and Parks, 1999; Collins, 2002; 
Mohamed et al., 2004). For example, between 1963 and 1971, average flow went from 55 bcm at 
Mongalla to 21.4 bcm at Malakal over this stretch of the river. The damping effect of high flows by the 
Sudd explains why rainfall increases over the Equatorial Lakes Region in the second half of the 20th 
Century have not added significantly to the quantity of water in the Nile that eventually reaches Egypt, 
and have not compensated for reduced flow in the Blue Nile. 
It is believed that the Bahr el Ghazal river system only contributes minimally to the flow of the 
White Nile (0.4 bcm annually, less than one one thousandth of the drainage from the entire river 
basin), although a detailed water balance of the system has never been done. The basin is made up 
of poorly-defined streams, only one of which (the Jur) preserves its channel until it joins the main river 
(Said, 1993). Recent work that relies on remote sensing methods has not achieved closure for the 
water balance of the Bahr el Ghazal; these problems are attributed to inadequately gauged inflow 
from the upper catchments (Mohamed et al., 2005b). Seasonal runoff of 11 to 14 bcm occurs 
between June and November each year, but the majority of this water spills into various wetlands that 
vary in size from 4,000 to 17,000 km2 (Sutcliffe and Parks, 1999), and, like the Sudd, support a rich 
ecological environment and dry season cattle-grazing. 
The Baro-Akobo-Sobat and White Nile Sub-Basins 
The system of distinct wetlands in southern Sudan is further supported by overbank spills 
from the Baro River in the Sobat sub-basin, The Baro and the Pibor receive most of their tributary 
flow from the southwestern Ethiopian highlands, although some of the Pibor flow also originates on 
the Ugandan Plateau. The rivers join together in Sudan to form the Sobat River. The Sobat 
contributes an average of 13.3 bcm annually to White Nile flow, mainly between June and November 
(see Figure E13). 
As a result of the high water losses in the wetlands upstream of the White Nile junction at 
Malakal, the rainfall to runoff ratio over the White Nile catchment is merely 0.02 (data from 1995-
2000) (Mohamed et al., 2005a). Nile hydrologists have proposed various water conservation projects 
to reduce these losses, for the Bahr el Jebel, the Bahr el Ghazal and the Baro. All these projects 
would have extensive social and environmental impacts. The most ambitious, the Jonglei Canal, a 
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highly controversial project that was begun but never completed, would reduce spillage of water from 
the Bahr el Jebel, by diverting up to 43 million m3/day into a canal bypassing the Sudd wetlands. The 
canal would discharge into the Sobat River just before its junction with the White Nile. The total 
amount of water diverted would depend on coordination between Lake Albert outflows canal 
operators. For the Bahr el Ghazal, water conservation projects for 5 to 8 bcm per year have been 
proposed, though these estimates seem optimistic (Yao and Georgakakos, 2003a). Similarly, the 
potential for conservation of the Baro spill is not well understood, but appears to be limited by river 
topography and channel capacity.  
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Figure E13. Average monthly flow contribution to the White Nile from the Sobat (1913-1977) 
 
In the White Nile’s 840 kilometer river segment leading from Malakal to Khartoum, it does not 
receive any significant inflow from tributaries. Due to the low water gradient, the river is placid in this 
reach, and backwater effects extend 600 kilometers upstream of the Gebel el Aulia Dam (built in 
1937), itself located 40 kilometers upstream of the confluence with the Blue Nile. The storage 
capacity of this reservoir is 3.5 bcm, annual withdrawals for irrigation are about 1.5 bcm, and losses 
from evaporation and groundwater infiltration are about 3.5 bcm. Though the precise numbers found 
in the literature vary somewhat, this is thought to be 1.5-1.8 bcm more than the evaporative losses 
that would occur without the reservoir (Said, 1993; Yao and Georgakakos, 2003a). Some 
characteristics of the Jebel Aulia Dam are summarized in Table 2. 
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The Abbay River (Blue Nile) 
The Abbay River is the largest tributary of the Main Nile in terms of water quantity, but also 
one of the least well understood. This river has in the past been called the “great unknown” 
(Waterbury, 1988); indeed, it has been the subject of very few studies, and is one of the least 
developed rivers in the world (Conway, 2000). Prior to the drafting of the Ethiopian Master Plan for 
the Blue Nile by a French consultancy, the Bureau Central d'Etudes pour les Equipements d'Outre-
Mer (BCEOM et al., 1999a), in the late 1990s, the only major study of this river had been done in the 
early 1960s by the US Bureau of Reclamation (USBR, 1964). Much of the forecasting of flows 
reaching reservoirs in Sudan and Aswan has traditionally and still remains based on flows observed 
early in the rainy season at the Sudan-Ethiopia border (Gischler, 1979; Abdelhadi et al., 2005).  
 
Table E2. Lakes and built storage infrastructures in the Nile Basin. 
 
 
The Abbay begins with about 3.8 bcm/yr of annual flow out of Lake Tana in the Ethiopian 
highlands (elevation 1830 masl). Though regulation of Lake Tana was first proposed long ago in Nile 
Control and also figured in the Century Storage Scheme (Hurst, 1952), a detailed water balance for 
the lake has only recently been attempted (Amare, 2005b; Kebede et al., 2006; Daniel, 2007). 
Meanwhile, plans for regulation and smoothing of outflow began with construction of the Chara Chara 
weir and Tis Abbay hydroelectric project in 1996. These water balance studies have simulated lake 
level variation from the pre-regulation period of 1960-1992 and highlight the unusual combination of 
stable water levels (with seasonal fluctuations of about 1.5 meters, and smaller interannual 
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fluctuations) and highly variable outflows over the period of record. For example, in the worst drought 
year (1984), outflows from Lake Tana dropped to nearly zero (0.08 bcm) because of very low rainfall, 
even though the water level in the lake was only about 0.3 meters below normal. Precipitation (1451 
mm/yr, based on measurements at the nearby Bahir Dar station) and evaporation (1478 mm/yr, 
estimated using the Penman equation) over the lake appear to be nearly equal; the average annual 
pre-regulation profile is shown in Figure E14. The corresponding annual tributary inflows were about 
1160 mm/yr (about 3.7 bcm/yr).  
 
 
Figure E14. Mean monthly water budget for Lake Tana (1960-1992), from Kebede et al. (2006) 
 
After leaving Lake Tana, the Blue Nile cuts a deep and circuitous route through its gorge, 
descending 1300 meters in elevation over a length of more than 900 river-kilometers to the border 
with Sudan. From there, it continues another 700 kilometers over milder slopes west to Khartoum. 
The Ethiopian portion of the river is shown in Figure E15. Due to gaps in monitoring and the irregular 
spatial distribution of river gauge records, as well as past secrecy concerning the hydrology of the 
river, traditional models of the Nile have not been successful in including river flows in Ethiopia. 
Nevertheless, recent years have witnessed the advent of greater cooperation and data sharing 
among countries, and there is today potential for more complete modeling of this river, within the 
context of the Eastern Nile Planning Model or otherwise (ENPM). 
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Figure E15. Abbay River basin in Ethiopia (Source: Norplan-Norconsult (2006)) 
 
The annual hydrograph of the Abbay rises steeply with onset of the rainy season and peaks 
in August, shortly after the rainfall maximum in July, and then quickly declines to dry season flow 
levels by November-December (this hydrograph is shown in Figure E16 and incorporates previously 
unavailable data from ENTRO (2006)). Most of the Abbay’s tributaries (for example the Beles, Anger, 
Birr) follow a similar pattern. The Didessa is the largest tributary of the Abbay and maintains relatively 
high dry-season flows due to its large catchment and the longer rainy season in the south-west of 
Ethiopia. It enters the river downstream of the Guder gauge (Figure E15, #3025). Prior to regulation, 
Lake Tana’s outflows also peaked late in the rainy season (Bahir gauge, Figure E15 #2003) due to 
the lake’s large storage capacity. The Dabus River also has high dry season flows and late peak 
flows (in September) due to the influence of large wetlands located at its headwaters. Finally, there is 
a small dam on the Finchaa River which also stores peak flows until September-October. 
Interannual flow at the Ethiopia-Sudan border varies considerably. From 1900-1997, annual 
flows ranged from 20.3 (1913) to 79.0 bcm/yr (1909) (mean = 45.9); the complete sequence for 1954 
– 2003 is shown in Figure E17 (mean = 48.7). The years 1978-1987 were a particularly dry decade, 
during which average annual flow was only 37.9 bcm/yr at the border. The Dinder and Rahad 
tributaries downstream of the Roseires dam in Sudan contribute an additional 4 bcm annually (net of 
~2 bcm channel losses between Roseires and Khartoum). Conway (2000) estimates that the rainfall 
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to runoff ratio for the Abbay River basin is roughly 0.18; Mohamed et al. (2005a) report this to be 
0.19.  
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Figure E16. Average monthly flows in the Abbay at stations shown in Figure E15 (1954-2003) 
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Figure E17. Abbay River flows at the Sudan-Ethiopia Border (1954-2003) 
 
There are few flow regulation infrastructures on the Abbay despite its enormous huge 
hydroelectric potential (see Section 1). In Ethiopia, other than the Chara Chara wier and turbines at 
the Tis Abbay Falls, a new hydroelectric project that diverts Abbay water to the Beles River is 
currently under construction (the water returns to the Abbay just upstream of the Sudanese border). 
There are also two reservoirs on the Blue Nile in Sudan: Roseires (1966) and Sennar (1925) (Table 
E2), which are managed for the generation of hydroelectric power as well as summer irrigation (the 
largest scheme is the Gezira near Sennar) that currently amounts to no more than 11-13 bcm 
annually (Zaki, 1992). Both reservoirs lose roughly 0.5 bcm/yr to evaporation and suffer from severe 
siltation problems, so that they must be managed in a way that minimizes the buildup of sediments 
from the early Blue Nile flood. In practice, this means that filling of reservoirs can only really begin 
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once the crest of the flood has passed. Due to storage limitations, the extent of irrigation in Sudan is 
constrained today to far less than the 18 bcm allocated under the Nile Waters Agreement with Egypt 
(1959). Additional regulation of the Blue Nile appears essential to achieve wider irrigation of the 
Gezira. 
Tekeze (Setite) – Atbara Sub-Basin 
The Atbara River also originates in Ethiopia, and contributes about 11.5 bcm to the Main Nile 
each year with a very similar hydrograph to that of the Abbay River. Drought conditions in the Sahel 
coincide with greatly reduced flows in the Atbara River; the 1978-1982 average, for example, was a 
mere 6.2 bcm/yr. One reservoir (Khasm el Girba – built in 1964) in Sudan is used for energy 
production and limited irrigation amounting to roughly 1.5 bcm withdrawals each year, and there is a 
hydropower plant (TK-5) under construction upstream on the Tekeze in Ethiopia, with 300 MW 
installed capacity. The rainfall to runoff ratio for the Atbara catchment (0.16; data from 1995-2000) is 
similar to that of the Blue Nile (0.19) (Mohamed et al., 2005a). 
The Main Nile beyond Khartoum 
The Main Nile stretches from the confluence of the White Nile and the Abbay River at 
Khartoum in Sudan to the Aswan High Dam in Egypt (roughly 1900 river-kilometers), and then north 
to the Mediterranean Sea (an additional 1200 kilometers). No significant tributaries other than the 
Atbara enter the system in this stretch, rainfall is very low, and evaporative losses are extremely high 
(~2.5 bcm/yr). Small pump irrigation schemes have long flanked the river throughout northern Sudan 
(Hurst, 1952). 
The city of Khartoum owes its importance to its strategic position, first recognized by the 
British during colonial times, at the confluence of the White and Blue Niles. The downside of this 
location is that different sections of the city are vulnerable to severe flood events, such as the 
“unprecedented” floods experienced in 1988, during which one third of the 2.5 million inhabitants 
were affected. Davies and Walsh (1997) have in fact argued that flooding worse than the 1988 event 
(when Blue Nile flow was high but not exceptional) can be expected to recur, due to the vulnerability 
of the city to three types of flood events: a) Nile flooding, especially when high flows in the Blue Nile 
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cause a backup of water in the very wide and flat White Nile flood plain, b) local seasonal runoff 
which occurs during the rainy season, and c) diffuse urban runoff. The Sudanese dams on the Blue 
Nile do not diminish flood risk since siltation concerns require managers to let the flood crest to pass. 
Some planners argue that regulation in the Abbay gorge in Ethiopia, however, would lead to 
considerably lower flood risk (Norplan-Norconsult, 2006); others emphasize the need for early 
warning systems, less complacency and better urban planning to reduce flood risk (Walsh et al., 
1994; Davies and Walsh, 1997). 
In Egypt, regulation of the Main Nile began long ago, with the first barrage constructed in the 
Nile delta as early as 1847 (Gischler, 1979), and large tracts of Upper Egypt could be perennially 
irrigated by the early 20th Century (Hurst, 1952). With the raising of the High Aswan Dam in 1970 (the 
original dam dates from 1902), annual evaporation from Lake Nasser and the Nile channel between 
Khartoum and Aswan (10.5 bcm) represents about 12% of the annual inflow of 84 bcm. When the 
HAD reservoir is full, these losses are higher due to the increase in surface area of Lake Nasser. In 
addition, the addition of a large new reservoir at Merowe (Table 2) for hydropower generation in 
northern Sudan in the near future will increase these losses. 
Lake Nasser has an active storage capacity of 106 bcm (between 147 and 178 meters of 
elevation). Above 178 meters, water is diverted through the Toshka spillway to avoid downstream 
flooding and channel erosion. The older Aswan dam – six kilometers downstream of the High Dam – 
enables additional flow regulation and hydroelectric power generation. Table 2 also contains 
information about this storage structures. Besides using the water for power generation, Egypt 
benefits from the water stored in Lake Nasser to sustain its extensive irrigated agriculture, even in 
periods of drought. It is also currently expanding irrigation upstream of the High Dam, in the New 
Valley scheme. 
Previous hydrological models of the Nile 
Since the beginning of intensive water resources management efforts in the Nile, hydrologists 
have recognized the importance of treating the system as one geographical unit. The Century 
Storage Scheme and the musings of planners such as Hurst reflected this preoccupation, and were 
motivated by a need to overcome the high natural flow variability and seasonality of the Nile flood 
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(Hurst, 1952). Since the mid to late 20th Century, several basin-scale hydrologic models have been 
developed to further describe the river. These models can be classified as simulation models which 
seek to most accurately replicate historically observed flows (Nile-DST, Nile-Sim, Nile Forecast 
System (NFS)), or optimization models which aim to guide future water resources planning (Nile-DST, 
NEOM, IMPEND and others). In addition, there are a number of smaller sub-basin models designed 
to address questions that apply to specific portions of the basin. This section summarizes those 
modeling attempts (for additional details, please refer to Appendices A and B, or to model reviews 
conducted for ENTRO (Abdala, 2005; Ahmed, 2005; Amare, 2005a). 
Among the simulation models, very few physically-based descriptions of Nile river hydrology 
(i.e. models based on conservation of mass principles) are in use today. One exception is a general 
rainfall-runoff model called WatBal, which simulates changes in soil moisture and runoff and has been 
applied to many hydrology problems, including those of the Nile (Strzepek and Yates, 1996b; Yates, 
1996; Strzepek and McCluskey, 2007). The model contains two components: the first is a water 
balance for a conceptualized basin (precipitation inflows and evapotranspiration, surface runoff and 
subsurface runoff outflows), and the second calculates potential evapotranspiration over spatial grid 
cells using the Food and Agriculture Organization (FAO) Penman-Monteith approach (Monteith, 
1965). Another such model is the NFS, a grid-based hydrological model developed in 1992 covering 
the White Nile to Malakal, the Blue Nile to Khartoum, and the Atbara basin, combined with a routing 
model for the Main Nile (Sayed and Nour, 2006). The technical literature contains few references to 
this model, which is depicted in Figure E18, but it is known to be in use at the MWRI in Egypt. 
Most of the other models in the literature rely on black-box type regression-based routing 
models, physical models calibrated to observed flows, or some combination of the two. One of the 
first such technical simulation models of the Nile was built by the US National Weather Service 
(Barrett, 1993). The primary purpose of this model was to develop and implement a river forecasting 
system for use in operation of the Aswan High Dam. Building on this work, Yao and Georgakakos 
(2003a) developed a Nile Decision Support Tool (DST), a more comprehensive modeling 
environment used for hydrological simulation and scenario assessment. Their system is designed to 
“support regional (sub-basin) and basin-wide planning purposes…to process the data and quantify 
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the response of the basins for alternative hydrologic, water use, and development/management 
scenarios.” A particular strength of the DST is the extent and complexity of its river routing models 
(with 10-day time resolution), which have been carefully calibrated to historical flows in the reaches of 
the White and Main Nile. The routing models in the DST are based on linear regression methods (see 
appendix for further explanation); the authors find that the simple regression techniques lead to water 
flow descriptions that compare favorably with historical observations and are considerably more 
parsimonious than models based on neural network approaches. The model seems to perform fairly 
well even in the Sudd. In addition, the reservoir models are well developed and generally based on 
mass-balance principles (with the exception of the Jebel Aulia Dam for which backwater effects are 
very complex) and allow the user to implement and modify a variety of operating rules. Users can 
also include a number of new reservoir projects. One weakness of the model, due to a lack of 
sufficient data, is that no routing models describe flow in the Blue Nile and the Atbara Rivers; instead, 
a loss term of 1% per 100 kilometers of river must be assumed and applied to flows which are 
imputed backwards from data collected at the Sudanese border based on catchment sizes.  
 
Figure E18. Schematic of the Nile Forecast System (NFS), from Sayed and Nour (2006). 
 
NileSim is a simpler and faster hydrologic simulator of Nile flows designed for non-technical 
users, developed at the University of Maryland for primarily pedagogical purposes. It allows users to 
explore engineering as well as social science policy issues related to water resources management in 
the Nile Basin. The simulator is calibrated to empirical flow records and produces output that is 
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consistent with observed hydrographs, reservoir levels, and travel times of flood waves along river 
reaches (Levy and Baecher, 1999; Karyabwite, 2000). Reservoir storage is modeled using a simple 
mass balance equation, and routing is assumed to follow Manning’s equation, parameterized for 
consistency with empirical data from the literature on Nile hydrology, as can be found in Said (1993) 
and Shahin (1985). In contrast to the DST which demands that users have more engineering-based 
expertise, the user of Nile-Sim needs only interact with the graphical user interface to explore 
different management scenarios, including changed reservoir operating rules and existing tradeoffs 
between irrigation and hydropower production. However, the model is no longer readily available, and 
has never been used for sophisticated policy and scenario analysis. 
Turning to optimization models, Nile-DST also includes a module capable of solving 
scenarios designed to meet downstream flow requirements and irrigation demands given a specified 
set of upstream hydropower projects and a historical flow sequence (Yao and Georgakakos, 2003b). 
Guariso and Whittington (1987) developed a linear model based on average annual flows for 
optimizing the generation of hydropower in Ethiopia, based on construction of the four largest USBR-
recommended dams, and found that they would augment the amount of downstream water available 
for irrigation in Sudan and Egypt. Another model which focuses more closely on economic aspects is 
the Nile Economic Optimization Model (NEOM), written in the General Algebraic Modeling System 
(GAMS) language. NEOM aims to optimize economic benefits from a basin-wide perspective 
assuming perfect cooperation (Whittington et al., 2005). Analysis conducted with NEOM suggests 
that cooperation between different basin countries would be beneficial. Finally, Block (2006) develops 
an optimization model called IMPEND (Investment Model for Planning Ethiopian Nile Development) to 
analyze the cost-benefit implications of stochastic modeling of climate, incorporating the downstream 
ramifications of the transient stages (i.e. filling stages) of planned Abbay River reservoirs, and their 
associated flow retention policies. He finds that explicit consideration of the time required for filling 
greatly reduces benefit-cost ratios, and that climate uncertainty implies there is considerable risk in 
implementing such projects. 
 There are also a number of smaller sub-basin models, geared mainly towards supporting 
operation of specific control structures on the Nile. Yao and Georgakakos have created DSTs to 
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guide operation of a few reservoirs and control projects, including the Owen Falls and the High 
Aswan Dams (Yao and Georgakakos, 2003a). A model developed in several phases at Kobe 
University in Japan allows simulation of the Roseires and Sennar Dams in Sudan, for the purpose of 
guiding irrigation planning; specifically, the model uses a recession-forecast equation based on Blue 
Nile flows observed early in the rainy season to aid decision-making on the total area of wheat to be 
planted in a given year without experiencing deficits in timely irrigation water (Mishra et al., 2003a; 
2003b; 2004; Abdelhadi et al., 2005). A number of similar reservoir-specific models have been 
designed to analyze proposed Abbay River reservoirs and project options in the Ethiopian Master 
Plans (USBR, 1964; Norplan-Norconsult, 2006; EDF, 2007). 
Finally, a number of commercial-type and public-access models that do not appear in the 
published literature for the Nile are nevertheless used in some form by planning agencies – the 
Ministry of Water Resources in Ethiopia (MoWR), the Ministry of Irrigation and Water Resources 
(MIWR) in Sudan and the Ministry of Public Works and Water Resources (MWRI) in Egypt  – in 
Eastern Nile countries, as evidenced through recent country-specific reviews of models 
commissioned by ENTRO (Abdala, 2005; Ahmed, 2005; Amare, 2005a). For Ethiopia, Amare 
highlights the use of Mike-Basin and HEC-5; other models have been used by consultants doing 
specific Master Plan studies but are not generally used or well documented. Mike-Basin is used by 
the MoWR for Awash basin modeling, in particular its hydrodynamic and rainfall-runoff model 
components. Also for the Awash basin, the Department of Civil Engineering at Addis Ababa 
University makes use of the HEC-5 model. The other models reviewed were: a) the Acres Reservoir 
Simulation Program and Acres Generation Planning Program – ARSP and GENSIM, used in the 
Eastern Nile Power Trade Study, b) the River Basin Simulation Model – RIBASIM, used for the 
Tekeze Master Plan study, and c) the WATBAL model, not to be confused with the rainfall-runoff 
WatBal model described above, for the Abbay River Master Plan study.  
For Sudan, Ahmed describes use of several models for water resources management and 
planning purposes. These include the Surface Water Modeling System (SMS), the Galway real-time 
Flow Forecasting System (GFFS), the Flood Early Warning System (FEWS), the Nile-DST, and Dam 
Break (DAMBRK). With the exception of the Nile-DST, which is used extensively at the MIWR, most 
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of these models have only received limited use in specific case studies. The SMS model has been 
used by UNESCO for modeling the complex dynamics of flow at the White Nile – Blue Nile 
confluence in Khartoum. GFFS is used by students at Omdorman Islamic University for studies of 
flood forecasting and was used for FRIEND/Nile projects. FEWS is used extensively for flood 
forecasting, primarily by the MIWR.   
Finally, quite a few models are in use in Egypt, as reviewed by Abdala; only the most notable 
are discussed here. The models are used for three distinct purposes: a) simulation of Nile flows into 
Lake Nasser (Upper Nile models), b) reservoir optimization and control models (High Aswan Dam 
models), and c) models concerned with water allocation (Lower Nile models). As in the other 
countries, the only basin-wide hydrological routing model that is widely used is the Nile-DST. 
Forecasting models include the NFS (described previously) and the Stochastic HAD Inflow Forecast 
Model, which both suffer from data gaps but could be used for rainfall-runoff modeling and flow 
routing of the entire Nile Basin. Other models are specific to flow and allocation below the Aswan 
High Dam, for example the Dynamic Wave Operational Model (DWOPER), which might allow study of 
hydraulic routing of water through the Nile and primary water supply canals but is not operational, or 
the Unsteady State Hydraulic Model (SOBEK), which simulates flow and water quality in the Damietta 
and Rosetta Nile branches and the Nile delta. Most of the allocation models were developed for 
specific projects and are no longer operational; the one exception is the Egyptian Agricultural Sector 
Model (EASM), used for planning optimal cropping patterns. 
E.4 Impacts of global climate change on water resources 
This section takes a more general look at current thinking and modeling of global climate 
change, with a particular emphasis on its effect on water resources. According to the IPCC (IPCC, 
1996b; 2007b), climate change is likely to have a complex set of impacts on water resources 
throughout the world. Warming due to rising atmospheric concentrations of greenhouse gases will 
affect ocean and surface temperatures, precipitation patterns, evapotranspiration rates, the frequency 
and intensity of storms, the timing and magnitude of runoff, and sea level in coastal communities. The 
consequences of climate change for agricultural activities will also be substantial, altering irrigation 
demands and crop yields. Analysis of policy responses to these impacts is made complex by the fact 
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that a) future emissions levels are unknown, b) the ranges of the changes are highly uncertain and c) 
the impacts themselves are likely to vary regionally and temporally in ways that are not very well 
understood and/or predicted.  
The most comprehensive assessment of the present and future impacts of climate change 
can be found in the IPCC report volumes from Working Groups 1 and 2, the most recent of which 
were released in 2001 (Third Assessment Report TAR) and 2007 (Fourth Assessment Report AR4). 
This chapter borrows heavily from those documents, considering the latest evidence for global trends 
and changes that are well explained – rising temperatures and sea-levels – as well as those that are 
much less certain – changes in the hydrological cycle, precipitation and rainfall variability, the ENSO 
phenomenon, and agricultural yields. The summary that follows generally coincides with the IPCC 
report in referring primarily to predictions based on the A1B IPCC emissions scenario (unless 
otherwise indicated); for reference purposes, it and the other Special Report on Emissions Scenarios 
(SRES) are summarized in Table 3. 
Global temperature changes and sea level rise 
As argued in the Fourth Assessment Report of the IPCC (AR4), scientists have made 
tremendous progress in understanding the nature and sources of global climate change, such that it 
is now possible to say that recent “warming of the climate system is unequivocal…evident from 
observations of increases in global average air and ocean temperatures, widespread melting of snow 
and ice, and rising global average sea level” (IPCC, 2007b).  
 
Table E3. Summary of SRES Scenarios. 
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Upward temperature trends are consistent across all land regions, though their extent varies, 
with the most warming occurring in the upper regions of the northern hemisphere. The temperature 
increases have caused a reduction in the number of daily cold extremes in 70 to 75% of all land 
regions for which there are data. Figure E19 displays aggregated data representing the recent 
evolution of temperature in the tropics. This region most closely corresponds to the affected areas of 
the Nile Basin. Higher temperatures such as those observed will increase evaporation, and may very 
well lead to increased water demand for domestic as well as agricultural purposes. 
A large number of Atmosphere-Ocean General Circulation Models (AOGCMs) – derived from 
fundamental physical laws applied to a physically discretized and parameterized system – that 
include anthropogenic (greenhouse gas and aerosol emissions) as well as natural (volcanic and 
solar) forcings of temperature changes now do a credible job of simulating the temperature changes 
observed over the past 100 years, whereas models omitting anthropogenic forcings are 
unsatisfactory (Figure E20). Meanwhile, future projections of temperature changes are highly 
variable, due to uncertainty about the future evolution of emissions. There are also complex 
uncertainties related to natural climate variability and/or volcanic activity and the extent of climate 
feedbacks (especially differences in cloud feedback). Nonetheless, a wide variety of models predict 
average global temperature increases of at least 1.8-4°C (the bounds on this range correspond to the 
multi-model average of low emissions scenario B1 and high emissions scenario A1F1), assuming no 
specific mitigation policies are adopted. A third of this change arises from emissions that are already 
committed. The A1B scenario results in a likely range (66% chance) of temperature increase of 1.7 – 
4.4°C, depending on the model used. 
 
Figure E19. From IPCC (2007b): Annual temperature anomalies, relative to 1961-1990 mean (red) 
with 5-95% error bars (black). Temperature is combined land-surface air temperature and SST 
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Providing additional confidence in near term projections of temperature change, the first 
report of the IPCC, published in 1990, predicted a likely range of global warming of 0.15 – 0.3°C per 
decade for 1990-2005, which can now be compared with the observed increase of 0.2°C per decade 
over this same time period (IPCC, 2007b). 
 
Figure E20. From IPCC (2007b): Comparison of global mean surface temperature anomalies relative 
to the 1901-1950 average from observations (black) and AOGCM simulations forced with (a) both 
anthropogenic and natural forcings (top) and (b) natural forcings only (bottom). The multimodel 
ensemble means are the thick (a) red and (b) blue curves; individual simulations are the thin (a) 
yellow and (b) blue curves. Vertical grey lines indicate major volcanic events. 
 
Sea level rise is thought to be mostly a consequence of two distinct changes: 1) thermal 
expansion – the ocean has been estimated to absorb 80% of the heat added to the climate system, 
which causes the seawater to swell, and 2) new melting of glaciers and snow cover above sea level 
that has contributed additional water to the oceans. The ability of models to predict observed changes 
in sea level has greatly improved. The total average 20th century rise from these models is estimated 
to have been 0.17 ± 0.05 meters, and predictions for the 21st century vary within a range (66% 
likelihood) of 0.2 – 0.5 meters for the A1B scenario, depending on the model. Sea-level changes vary 
regionally (the model median standard deviation is 0.08 meters) and in time, based on water 
circulation patterns and uneven warming of the oceans (IPCC, 2007b). 
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Changes in the hydrological cycle 
Besides temperature and sea level effects, there is widespread evidence of other changes 
resulting from global warming. The AR4 speaks of “more intense and longer droughts…since the 
1970s, particularly in the tropics and subtropics,” and asserts that “the frequency of heavy 
precipitation events has increased over more land areas” (IPCC, 2007b). Theoretically, higher 
temperatures accelerate evaporation and, according to the Clausius-Clapeyron equation, increase 
the moisture-holding capacity of the atmosphere, both of which will affect the hydrological cycle, 
changing the amount, frequency, intensity and duration of precipitation events (Trenberth, 2003). 
These arguments seems consistent with Huntington’s (2006) recent review of findings on the 
increased incidence of drought and heavy rains. The IPCC concludes with 90% confidence that the 
frequency of heavy precipitation events will continue to increase (IPCC, 2007b). However, an 
enhanced hydrological cycle may not lead to higher global average precipitation; indeed no significant 
trend is apparent over land for the period 1950-2000 (Beck et al., 2004), though New et al. (2001) find 
a very small trend (+9 mm) for the 20th century.  
Recently documented changes in regional precipitation patterns should be interpreted 
carefully. The scientific basis linking regional changes with anthropogenic emissions is much less well 
established than it is for temperature. It is true that precipitation generally increased over the high 
latitudes of the Northern Hemisphere during the 20th century, and that downward trends (which 
dominate the global mean) are evident for the tropics and subtropics since the 1970s. Consistent with 
this, Palmer Drought Severity Index (PDSI) data shows that very dry areas (with PDSI < -3.0) have 
more than doubled in extent since 1970. Nonetheless, the IPCC can only say it is more likely than not 
(i.e. >50% probability) that increased global drought was due to anthropogenic forcing; both  trends 
described above appear to be closely linked to the 1976-77 shift towards more prolonged and 
stronger El Niños in the El Niño-Southern Oscillation (ENSO) phenomenon, which reduced tropical 
upper-level cloud cover over land and increased precipitation over the ocean (Trenberth and 
Stepaniak, 2001; Curtis and Adler, 2003). Thus far, climate models have proven incapable of 
simulating key features of ENSO, including problems with the movement of the Intertropical 
Convergence Zone (ITCZ), the observed time scale of variability, phase locking between the annual 
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meteorological cycle and ENSO, and the spatial and temporal structure of the El Niño – La Niña 
asymmetry (for a thorough review of these problems, refer to IPCC, 2007, Pp.623-624). The models 
are also inconclusive and often contradictory in predicting connections between anthropogenic forcing 
and ENSO itself (IPCC, 2007b).  
In general, AOGCM models also remain deficient in the simulation of key aspects of 
precipitation, especially in the quantity of tropical precipitation. In effect, the simulation process for 
precipitation is more complicated that it is for temperature, involving vertical air movements due to 
atmospheric instabilities and other complex air flows. Though there has been some progress in their 
physical modeling, processes such as evapotranspiration, condensation and transport of water 
vapour and their feedbacks are difficult to evaluate on a global scale (IPCC, 2007b). Sun et al. (2006) 
found that simulated mean seasonal precipitation in 18 AOGCMs was fairly realistic in many regions, 
but only because simulation errors of the intensity and frequency of daily precipitation in tended to 
cancel. Specifically, they found that most models simulate light precipitation events too often, 
whereas the frequency and intensity of heavy rainfall was underestimated.  
Indeed, Figure E21 shows that the multimodel mean precipitation simulated for 1980-99 is 
somewhat consistent with measured data, but this picture masks the considerable variation across 
models. At the same time, the models are generally consistent in simulating recent increases in 
precipitation at high latitudes and near the equator, and decreases in most subtropical land regions, 
as well as weakening monsoon circulation over the course of the 20th Century (IPCC, 2007b).  
In 1990, Schneider et al. (1990) suggested the likely range of change in annual average 
precipitation associated with a doubling of CO2 concentrations would be +/-20%. Improved simulation 
and sophistication in prediction of future projections of precipitation (Figure E22) since those 
observations suggest that the regional trends observed over the past 50-100 years will continue, but it 
should be noted that there is substantial decadal variability in the results. The trends are much less 
consistent in the mid-latitudes (only 66% probability) than in high latitudes (90% probability).  
Empirical data and climate models also lend support to theoretical expectations that the 
intensity of precipitation events have and will continue to increase more than changes in mean 
precipitation (model projections for future changes are shown in Figure E23). There will be a 
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decrease in the frequency and/or duration of events, and an increase in the number of dry days, 
especially in the mid latitude sub-tropics (Kharin and Zwiers, 2005; Meehl et al., 2005; Barnett et al., 
2006; IPCC, 2007a). An increased probability of extreme floods in the subtropics could result from the 
intensification of rainfall events (IPCC, 2007b), though this is difficult to confirm because of the 
greater importance of socioeconomic factors and land use changes in determining flood risk and 
damage. 
 
Figure E21. From IPCC (2007b): Annual mean precipitation (cm) for 1980-1999, (a) observed in the 
Climate Prediction Center Merged Analysis of Precipitation (Xie and Arkin, 1997) and (b) simulated, 
based on the multimodel mean. Grey regions represent areas without data.  
 
Also connected to changes in precipitation are projections of runoff and water availability, and 
effects on agricultural production. It is widely thought that the hydrology of arid and semiarid areas is 
particularly sensitive to such variations. Schneider et al. (1990) first proposed a general change of 
plus or minus 50% accompanying a doubling of CO2 concentrations and the +/-20% change in 
precipitation mentioned above. Schaake (1990) studied changes in streamflow using hydrological 
water balance models, and found that a 1% change in temperature (modeled by increased 
evapotranspiration rates) or precipitation could alter flows from 1-10%, with higher elasticity observed 
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in arid areas, and much larger changes from precipitation impacts than from temperature impacts. 
Nash et al. (1993) and Karl et al. (1989) conducted more detailed simulation studies in specific river 
basins that were generally consistent with these results, but the relative effects of temperature and 
precipitation varied considerably across rivers (Frederick and Major, 1997). 
 a) 
 
 
 
 
 
b) 
 
 
 
 
 
 c) 
 
 
 
 
 
 
Figure E22. From IPCC (2007b): Multi-model mean changes in a) precipitation, b) runoff and c) 
evaporation. Regions are stippled if at least 80% of models agree on the sign of the mean change. 
Changes are annual means for the SRES A1B scenario for 2080-2099 relative to 1980-1999. 
 
In contrast, the early work of the IPCC (1996a) cited other studies that suggested that water 
resources systems in the United States were generally resistant to climate-induced hydrological 
changes. The differences in results were considered to be due to the use of more sophisticated 
  
 
385 
transient GCMs, which produced smaller changes than the set of GCMs used in the earlier studies 
listed above, and also to the inclusion of only highly integrated water resources systems, which were 
more robust than smaller or less developed systems. At the time, analysts thought it likely that 
impacts in many river basins with limited regulation and storage capacity would not be as insulated 
from climate impacts (Frederick and Major, 1997). 
 
 
Figure E23. From IPCC (2007b): Changes in (top) spatial patterns of simulated precipitation intensity 
and (bottom) spatial patterns of simulated dry days, between 2080-2099 and 1980-1999 (A1B 
scenario). Stippling indicates that at least 5 of 9 models agree that the change is statistically 
significant (adapted from Tebaldi et al. (2006)). 
 
Since that early work, as the science and analysis of hydrological impacts has advanced, the 
IPCC has become much more specific in its projections. It now projects that runoff will increase in 
some wet tropical areas, and decrease 10-30% over dry regions at mid-latitudes (which tend to be 
water-stressed) and in the dry tropics, though these effects vary in space and time for particular 
regions, as can be seen in Figure E23. Different studies also offer somewhat different pictures of 
expected changes: Milly et al. (2005) conducted a global study that relied on an ensemble of 12 
climate models to project surface water flow in major rivers. And Lenton (2004) argues that 
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developing countries experiencing higher average runoff may not experience benefits from additional 
runoff if variability and seasonality also increase. In locations with reduced runoff and increasing 
water stress, especially in arid and semi-arid areas in Africa, agricultural activity and access to food 
could be “severely compromised” by variability. The IPCC (2007a) states that yields from rain-fed 
agriculture in vulnerable countries could be reduced by up to 50%, and that the number of people 
affected under the A2 emissions scenario is likely to be high relative to the A1 emissions scenarios, 
due to the uneven nature of development and greater vulnerability of populations in developing 
countries. 
Changes in ENSO 
As a result of the importance of ENSO in many parts of the globe, there is considerable 
interest, albeit much skepticism, in discerning whether climate change has had or might have an 
impact on the characteristics of the ENSO phenomenon (Collins et al., 2002). Model projections of 
future climate change show a shift towards more El-Niño-like conditions on average (i.e. higher SSTs 
and lower equatorial SST gradients in the Pacific Ocean), but the predicted variability and amplitude 
of ENSO itself in different simulations has been inconsistent (IPCC, 2007b). Observations of the 
temperature gradient in the Pacific Ocean are consistent with projections; i.e. the eastern Pacific is 
warmer and the western Pacific is cooler than normal, such that the overall cool-warm east-west 
temperature gradient is reduced (IPCC, 2007b). This gradient is strongest when La Niña prevails.  
However, it is unknown whether climate change plays a role in the balance of temperature 
gradients in the Pacific, and paleorecords dating back six centuries suggest that ENSO’s recent 
history is not extraordinary (Jones and Mann, 2004). The body of research on this topic suggests 
there is considerable long-term variability in ENSO; plus, volcanic and solar influences are thought to 
play a role. Adding to the system’s complexity, there is more dominant short term variation in ENSO 
teleconnections (i.e. statistical relationships between ENSO and long-range regional rainfall and 
temperature patterns) (IPCC, 2007b). Furthermore, although some AOGCM simulations are now 
better able to predict the spatial pattern and frequency of ENSO and are today being used for 
predicting the occurrence of future El Niño events, important deficiencies remain, especially 
concerning the tropical response (IPCC, 2007b). As a result, predictions of ENSO behavior are best 
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treated as probabilistic, and it is suggested that the results from multiple models or multi-model 
averages be used for analysis (IPCC, 2007b). There has also been research to investigate the 
consequences of an abrupt shift to a “permanent El Niño” mode (Arnell, 2006).  
Changes in agricultural yields and water demands 
Finally, it is important to consider the impact of climate change on agriculture and water 
demand in other sectors, because this could be significant and have indirect effects on water 
resources. Climate change is likely to affect agricultural yields from different crops through several 
mechanisms: the carbon fertilization process, the effect of higher average and extreme temperatures, 
and the availability of sufficient water to meet temperature-dependent crop-water requirements. On 
the one hand, the carbon fertilization hypothesis holds that higher CO2 levels in the air will lead to 
greater carbon absorption by plants, thereby translating into higher growth and yields. On the other 
hand, higher average temperatures will increase crop water requirements, and extremely high 
temperatures could lead to higher risk of crop damage and failure. There is considerable uncertainty 
about which effect is likely to dominate in particular locations, but it seems likely that portions of the 
globe with warmer climates will suffer more from extreme temperatures. 
The carbon fertilization hypothesis is supported by a growing body of research in controlled 
experiments. This research suggests that higher CO2 concentrations in the air increase the resistance 
of plant stomata to water vapor transport, which in turn decreases transpiration per unit of leaf area. A 
doubling of CO2 may reduce transpiration by 50%, which could increase runoff (Rosenberg et al., 
1990). This effect, however, may be offset by the corresponding increases in plant growth as a result 
of CO2 fertilization; higher growth translates to a larger area of transpiring plant tissue and thus to 
more transpiration (Schulze et al., 2001). The IPCC estimates that a doubling of CO2 concentrations 
would increase yields 5-20% depending on the type of plant (IPCC, 2007a). Other complications 
could occur due to the effect of increases in leaf temperatures, which would raise transpiration rates, 
and/or other complex interactions between soil types, local climates, and significant shifts in cropping 
patterns in response to climate change (Frederick and Major, 1997). 
One of the earliest modeling attempts which sought to integrate changes resulting from CO2 
enrichment with projected changes in temperatures and precipitation rates was the EPIC (Erosion 
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Productivity Impact Calculator) model. Simulations in the Missouri River basin suggested that 
increased stomatal resistance associated with CO2 enrichment would increase runoff, especially from 
land with perennial crops, but that the effect was minor in comparison with the projected direct 
decrease in streamflows from climate change (Frederick et al., 1993). The dynamic vegetation 
models which permit such analysis have more typically been used at the GCM scale, rather than for 
particular river basins (IPCC, 2007a).  
A number of researchers have investigated the effects of rising mean and extreme 
temperatures, though most of the work is hard to generalize as it pertains to Europe and North 
America, and ignores carbon fertilization. In general, agronomic research and cross-sectional 
economic analyses of farm productivity show that net revenues from crops have a concave hill-
shaped relationship, initially rising with mean temperature up to a threshold, and then declining 
(Kurukulasuriya, 2006). It is also known that extremely high temperatures are particularly damaging. 
Researchers in this area use models with a daily time step to adequately account for short-term 
extreme events. 
Besides the damaging effects of extreme events, which do not directly affect water resources, 
the most obvious temperature-related perturbation of agriculture will be an increase in crop-water 
requirements. All other climate conditions remaining equal, reference crop evapotranspiration (ET0) is 
an increasing function of temperature, as can be shown through analysis of the Penman-Monteith 
equation used to derive ET0. The standard method for measuring crop water requirements in the 
agronomic literature is to determine ET0 and adjust it using the crop water coefficient Kc for the 
particular crop under consideration (Allen et al., 1998). In reality, actual crop water evapotranspiration 
ETc = Kc ET0 would only increase with higher temperatures if sufficient water is available; the 
alternative is that yields would suffer or different crops would be planted. If irrigation proves to be an 
effective adaptation strategy for dealing with greater variability in water-scarce regions, there will be 
increased pressure on sources of irrigation water. Domestic water use for gardening may also 
change, though this shift is likely to be minor at the global scale. Increasing demands for water will 
also interact with regional precipitation changes, growing urban populations, and internal pressure for 
countries to achieve food security (Frederick and Major, 1997).  
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Simulations with the previously-mentioned EPIC model based on historical climate 
sequences in hot and dry (1931-1940) versus normal periods (1951-1980) in Nebraska and Kansas 
showed that estimated irrigation water use would have averaged about 32% higher for corn in 
Nebraska and 7% higher for a collection of crops in Kansas for similar production levels. These 
demands are adjusted for the effect of carbon fertilization. The hot and dry period in the study 
featured temperatures 1°C higher, and precipitation  levels 10 centimeters lower, than average 
(Frederick, 1991). Similarly, an analysis from England and Wales suggested that a roughly 1°C rise in 
temperature would increase water demand by 12% in agriculture and somewhat less for parks and 
recreation lands (Herrington, 1996). In contrast, using a Thornthwaite water balance model, McCabe 
and Wolock (1992) tested the sensitivity of annual plant water use to variations in temperature, 
precipitation and stomatal resistance in a humid-temperate climate, and found that water use was 
most sensitive to changes in stomatal resistance. They therefore argue that carbon fertilization would 
compensate for the effects of both global warming and reduced regional precipitation. 
Studies of the sensitivity of urban water use to temperature changes have focused on 
consumption at particular times of the year. A study of water use in four counties in Utah found that 
higher evapotranspiration attributable to temperature increases of 2.2 and 4.4°C increased summer 
demands by 2.8 and 5%, respectively (Hughes et al., 1994). Herrington (1996) projected 4% 
increases in domestic water use (including outdoor use) from a 1°C rise in temperature in England 
and Wales. Boland (1997) examined the implications of five GCM-derived climate scenarios on water 
use in Washington, DC. A scenario with reduced summer moisture deficits led to 8% decreases in 
annual use; the four other scenarios all led to increases, up to 11%. Finally, Frederick et al. (1997) 
suggest that global warming could also have important effects on industrial and thermoelectric water 
use, if it reduces the efficiency of cooling systems or results in more stringent environmental 
regulations to address thermal pollution problems.  
Economists are critical of the agronomic approach, saying that it is incorrect to assume that 
farmers would not change their growing strategies in response to climate. In fact, farmers would 
probably choose crops to minimize climate risks, and seek to develop more efficient irrigation 
schemes. Thus, agricultural economists prefer Ricardian analysis over agronomic approaches. The 
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key to Ricardian studies is to use a cross-sectional regression approach to measure the variation in 
net revenue – or another measure of farm productivity – from farm production activities over regions 
with very different climate patterns. The models control for other confounding determinants of 
productivity and net revenue, such as water flows, soil types, and socio-economic factors, so that 
researchers can test farmers’ adaptation to local climate, assuming that they grow an optimal mix of 
crops (Mendelsohn et al., 1994; Lotsch, 2006). Once the relationships between cropping choices and 
climate are established, crop selection model equations can be perturbed with a new climate, yielding 
a new, optimal pattern of choices. These models ignore carbon fertilization, since cross-sectional 
samples do not include variation in CO2 concentrations. 
E.5 Climate change research in the Nile Basin 
This section focuses on additional details from the climate research relevant to the Nile 
Basin, with particular emphasis on work that relates to the hydrology of the river. Section E.5.1 begins 
with a description of the types of climate models that have and are being used to conduct this 
research, and the techniques that are being applied to interpret and make use of climate model 
outputs. Section E.5.2 then discusses the expected climate change impacts for the Nile Basin, and 
discusses the rationale for those expected changes. Section E.5.3 reviews the literature on the 
economics of climate change in the Basin. Finally, Section E.5.4 is devoted to the question of 
uncertainty about future impacts, and discusses where future research efforts are needed to better 
understand how the Nile Basin will respond to long-term climate perturbations. 
AOGCMs, RCMs and analytical methods used for Nile climate simulations 
AOGCMs (GCMs for short) are the primary tools for: 1) studying natural and forced 
(anthropogenic) variability within the global climate system, 2) determining the role of various forcing 
factors in observed climate changes, and 3) providing projections of the response of the climate 
system to future anthropogenic forcing (IPCC, 2007b). The models are derived from fundamental 
physical laws based on principles of conservation of mass, momentum, energy and water, expressed 
in mathematical terms. Due to their complexity, these equations must then be subjected to numerical 
approximations in order to provide a useful description of the global-scale climate system. The 
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models are then further approximated through mathematical discretization, at a scale of resolution 
chosen based on computational constraints. The models are also parameterized using known 
physical constants and values, and/or they can be calibrated to optimize the accuracy of model 
simulation, a process also referred to as tuning. The confidence climate scientists place in tuning 
processes for a particular GCM is based on 1) the extent to which calibrated parameters do not 
violate observed ranges, and 2) the requirement that degrees of freedom in the tuned parameters be 
less than the number of observational constraints permitting model evaluation (IPCC, 2007b).  
There has been tremendous progress worldwide in developing GCMs, such that is possible 
today to obtain results given a wide variety of modeling assumptions and future emissions scenarios. 
Indeed, the sheer number of models and scenarios can be overwhelming. For general climate policy 
analysis, there is thus a growing reliance on results and multi-model averages from standard 
collections of models (such as those favored in the AR4). Perhaps the most comprehensive of these, 
a grouping of 25 models, is the Program for Climate Model Diagnosis and Intercomparison (PCMDI, 
2007). 
There are several major problems related to the use of existing AOGCM models for 
assessing climate change impacts on hydrological systems in general, and on the Nile Basin in 
particular. Perhaps most importantly, results are usually very sensitive to the assumed future 
emissions scenario, and policy choices are made difficult by the inability to predict or even assign 
probabilities to future conditions. Beyond this uncertainty, use of outputs from GCMs can produce 
biases in the simulation of river flows, for a number of reasons. Two problems relate to scale issues. 
First, the AOGCMs operate at a global scale with a typical spatial resolution of 300 by 300 km, which 
is far too imprecise to effectively reproduce local and even regional conditions. At this scale, the 
models cannot accurately include small-scale processes (such as evapotranspiration, condensation, 
and transport of moisture, and associated cloud formation processes) important in determining many 
climate patterns. The apparent skill of the mean of results from climate models depicted in Figure E22 
masks the considerable variation in the accuracy of individual models. Second, the temporal 
variability of precipitation – at daily, interannual, decadal, and long-term – scales, can only be very 
approximately addressed in climate models. These models are designed to make long-term 
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predictions, and few are adequate for assessing systems leading to short-term variability (such as 
ENSO). In general, they do not successfully incorporate the natural, interannual variability which 
partially determines the statistical properties of flows (Shiklomanov, 1999).  
There are also problems related to the physical representation of climate change processes 
and hydrological systems. For one, AOGCMs are known to be deficient in simulating tropical 
precipitation and the complex movements of the ITCZ. Second, van Dam (1999) notes that it is 
difficult to separate the effects of both climate variability and climate change from those of land use 
change, which is not included in today’s GCMs. Finally, because simulation models used to explain 
Nile hydrology most commonly rely on black-box regression routing models based on historical flows 
or rainfall-runoff models calibrated to observations and do not have a well-established physical basis, 
it is very difficult to know how climate change will really affect future flows; this point has been made 
about hydrological models more generally (Dam, 1999; Leavesley, 1999). If steady climatic conditions 
can no longer be assumed, it is unclear how useful the traditional tools used in hydrology can be. 
There are a growing number of Regional Climate Models (RCMs) being used for the Nile 
Basin that operate on a more precise scale than the AOGCMs described above, and offer promise for 
addressing some of their limitations. RCMs can allow up to one order of magnitude improvement in 
horizontal resolution (usually about 50 km x 50 km), and permit more sophisticated modeling of 
atmospheric circulation patterns. Mohamed et al (2005a) describe use of the coupled climatic-
hydrologic Regional Atmospheric Climate Model (RACMO) model for the Nile, in which a hydrological 
routing model is driven by rainfall and the energy fluxes influencing evaporation. A land-atmosphere 
feedback is created by allowing runoff to reenter the atmosphere over the large wetlands in southern 
Sudan, and its role in the simulated regional water cycle is assessed using observational data. The 
results appear realistic, generating a moisture recycling ratio of 8-14% depending on the season. The 
model however overestimates runoff, especially in the White Nile sub-basin, and does not perfectly 
reproduce peak precipitation for the Blue Nile or the magnitude of the short rains over the White Nile 
(verification with Global Precipitation Climatology Center (GPCC) data). Though the model is not 
currently operational (Mohamed, 2008), the authors point out that it could be used for evaluating 
development proposals likely to impact the Sudd and other Nile Basin wetlands; for instance it is 
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estimated that a completed Jonglei canal would conserve 4 bcm/yr of water and lead to a negligible 
change in regional rainfall since the Sudd only provides 1% of the volume of atmospheric moisture 
flux over the Nile (Mohamed et al., 2005b).  
Another RCM nested within a GCM and based on the National Center for Atmospheric 
Research (NCAR) Regional Climate Model (RegCM2) has been customized for the Lake Victoria 
system and coupled with lake hydrology models (1999a; Sun et al., 1999b; Song et al., 2004; Anyah 
et al., 2006). The model accurately simulates large-scale circulation characteristics and seasonal 
effects as well as local climate features arising from complex terrain, diversity of vegetation and 
presence of lakes. The simulated features include the diurnal pattern of the lake/land breeze 
circulation around Lake Victoria. Consistent with the important observed associations between 
rainfall, ENSO, the IOD and Indian Ocean SSTs, precipitation anomalies appear to follow large-scale 
circulation anomalies. Finally, researchers at Cairo University are attempting to apply the RegCM3 
update over the Blue Nile and Baro-Akobo sub basins (Sayed, 2008). 
Unfortunately, the use of RCMs in hydrological applications only partially resolves the 
problems with GCMs. Giorgi and Mearns (1999) and Mearns et al. (2003) put into context aspects of 
their use, strengths and limitations. Recent progress notwithstanding, few regional models focusing 
on Africa exist because of lack of human resources and climate data (IPCC, 2007a); therefore it is 
difficult to conduct the multi-model comparisons that enhance confidence in model outputs. Many 
authors raise the question of how to efficiently and quickly generate climate-change scenarios with 
appropriate streamflow perturbations (Lettenmaier et al., 1999; van Dam, 1999; Hamlet et al., 2003). 
Much of the discussion centers on downscaling of results to the spatial/temporal scale needed for use 
in hydrology models, and this discussion is particularly relevant for the Nile, given the physical 
deficiencies with models of tropical precipitation and the resulting wide range of model projections of 
future precipitation.  
Indeed, because of such difficulties, the evaluation of hydrological implications of climate 
change has generally been conducted uncoupled from AOGCMs. In such applications, the IPCC 
recommends doing probabilistic analysis using numerous runs from different GCMs with varying 
model parameters, or thousands of runs from a single GCM, which can be difficult to implement in 
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practice (IPCC, 2007a). Other strategies are to use ensemble means (Murphy et al., 2004) or to use 
outputs from a restricted number of simulations and/or reduced set of GCMs (Arnell, 2004). In all 
cases, it is usually recommended to use techniques to downscale GCM or RCM outputs into results 
that apply to a finer spatial (and sometimes temporal) resolution (see Wood et al.(2004), IPCC 
(2007a), and IPCC (2007b) for a more complete description of these methods). Unfortunately, as 
stated by the IPCC, “the extent to which current regional models can successfully downscale 
precipitation over Africa is unclear, and limitations of empirical downscaling results for Africa are not 
fully understood” (IPCC, 2007b).  
There are other possible approaches. In the absence of rainfall-runoff modeling, some 
researchers have considered hydrological climate sensitivity; i.e. the effects of a specified decrease 
(or increase) in precipitation or temperature. Others have made approximations of runoff changes 
based on GCM or multi-model predictions, rather than engaging in sophisticated downscaling, though 
not without some criticism (Shiklomanov, 1999). Hamlet et al. (2003) suggest another potentially 
useful approach: the use of a synthetic streamflow model (such as ARMA(1,1)) that preserves the 
time series characteristics of historical flows while altering key statistical properties (e.g. mean, 
standard deviation) based on bias-corrected outputs from climate models. Another commonly-used 
means of model validation (for the hydrological routing component of the analysis) is to use the 
Klemes approach: a calibration step relies on data from a relatively dry period, and verification is then 
assessed by testing the accuracy of predictions of flows in a wet period (checked with true wet period 
flows). Such an approach becomes important if an analyst wants to investigate large changes in 
inflow patterns (Leavesley, 1999). Finally, sophisticated sensitivity analysis should reflect not only 
inconsistencies across AOGCM projections, but also shifts in regional sources and patterns of runoff.  
Related to the issue of downscaling, a rainfall disaggregation model developed for the Nile 
deserves some mention (Elshamy et al., 2006). In this research, the authors used daily rain gauge 
data from three stations (data constraints prevented a larger study) in the Nile Basin to test the 
accuracy of a model for converting monthly rainfall totals (the typical outputs of GCMs) to daily 
measures. The model relied on a first-order Markov chain to predict rainfall occurrence on a particular 
day depending on occurrence/non-occurrence on the previous day. It was constrained to reproduce 
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the mean precipitation amounts and mean monthly fraction of wet days from the observed data 
series. The model overestimated variability of the wet fraction and daily amounts, but reproduced the 
distributions of wet spells, dry spells and wet day amounts, which tend to be less sensitive to 
coefficients in the estimation equations. Calibration of these equations with station-specific data 
improved the performance of the procedure, suggesting that there is regional dependence and that 
the use of a global set of parameters is generally not appropriate. 
It should be mentioned that exceptions to the tendency to evaluate hydrological changes 
independently of climate models do exist. Coupled models have been developed to study specific 
river basins, as described in the IPCC report (IPCC, 2007a). There was also a global study of 20th 
Century trends that relied on 12 (out of 21) climate models judged ‘best’ based on consistency with 
data from 165 long-term stream gauges. That study then generated the predictions of changes shown 
in Error! Reference source not found.Error! Reference source not found. (Milly et al., 2005). 
Expected effects on the Nile Basin 
Temperature predictions and consequences 
In the AR4, the IPCC carries out a more thorough discussion of regional predictions and 
results than in past reports. For Africa, it observes that warmed and drier conditions have already led 
to a reduction in length of the growing season in the Sahel (IPCC, 2007a), and states that “warming is 
very likely to be larger than global mean warming throughout the continent in all seasons, with drier 
subtropical regions warming more than the moister tropics” (IPCC, 2007b). For the 20th Century, the 
change over Africa was about 0.5˚C (Hulme et al., 2001); in Ethiopia, analysis of PCMDI data shows 
that mean temperatures were 0.6˚C higher for the 1991-2000 decade relative to 1961-1970 (Conway 
et al., 2007). Projections for the next century suggest a likely range of 3-4°C (Figure E24), roughly 1.5 
times the global increase, with larger changes in the tails of the temperature distribution, i.e. more 
occurrences of extreme heat (IPCC, 2007b). Other studies present similar ranges (Beyene et al., 
2007). Over the Nile, warming will be greatest in northern Sudan and Egypt, especially in the summer 
months, as observed using 20th century data series and GCM projections (Hulme, 1990; Conway et 
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al., 2004; IPCC, 2007b). The unknown impact of the influence of mineral dust is a key uncertainty for 
the Sahara (IPCC, 2007a). 
The consequences of this projected warming on Nile Basin hydrology will be: a) increased 
evaporation from storage reservoirs, especially in Sudan and Egypt, b) increased crop water 
requirements for irrigated crops, and c) higher evapotranspiration from swamps and marshes along 
the Bahr el Jebel and Bahr el Ghazal, which could in turn increase infiltration rates and losses over 
those reaches. 
Precipitation changes and runoff 
As discussed in Section E.4, warmer average temperatures are likely to accelerate the 
hydrological cycle on a global scale, altering the regional distribution of precipitation as well as the 
prospects for more extreme precipitation-related events such as droughts and floods. These changes 
in rainfall will in turn lead to changes in runoff into surface water bodies such as the Nile. The multi-
model ensemble means of the IPCC simulations (Figure E22 and Figure E24) suggest that 
precipitation in the equatorial, tropical portion of the basin will increase substantially (with good 
agreement across models), and that there may also be minor increases in the Sahel and Ethiopian 
highlands (less agreement). Significant decreases – up to 20% drying by 2100 – are projected in the 
northern Sahara and along the Mediterranean coast (very good agreement). Physically-based 
arguments for the increase in precipitation over equatorial East Africa have also been made: it seems 
plausible that the general warming that has occurred in the Indian Ocean (Figure E25) and elsewhere 
creates the necessary conditions for El Niño-like precipitation increases (Goddard and Graham, 
1999). 
Importantly, projections of rainfall in the Ethiopian highlands during the rainy season are 
unstable; about half of the models predict increases, and the mean change from the models shows a 
slight increase. Several authors fail to find evidence of a long-term historical trend in annual 
precipitation (Conway, 2000; Nyssen et al., 2004). Meanwhile, spatial analysis of recent precipitation 
trends reveals decreases over many sectors since 1997 (Figure E26), especially in the Belg rains 
over the east and southeast and year round in the southwest (FEWS-Net, 2005). It is thought that the 
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annual trends might be related to the Sahelian drought, while the Belg trend is due to SST anomalies 
in the Indian Ocean. In its discussion of regional impacts, the IPCC report states that “there is likely to 
be an increase in annual mean rainfall in East Africa,” but that “it is unclear how rainfall in the Sahel 
and the southern Sahara will evolve” (IPCC, 2007b). These conclusions are in qualitative agreement 
with previous results (mostly from the TAR) presented in Hulme et al. (2001) and Ruosteenoja et al. 
(2003), the former also present evidence that GCMs do not simulate natural precipitation variability 
well for the region.  
 
Figure E24. From IPCC (2007a): Average changes in mean annual, DJF and JJA African climate for 
2080-2099 relative to 1980-1999, from 21 GCMs. (Top): Mean temperature change. (Middle): Percent 
change in precipitation. (Bottom): Number of models that project precipitation increases. 
  
Much of the uncertainty in these projections is linked to systematic errors in climate models in 
and around Africa; the most troublesome issues in terms of assessing changes in the Nile region are 
a southward displacement of the ITCZ and an absence of realistic simulation results for the Sahel in 
the 20th Century, particularly related to the extended droughts of the 1970s and 1980s (Hoerling et al., 
2006). In addition, the influence of land use changes is poorly understood, though this factor is now 
considered less important in driving variability in the Sahel than Atlantic and Indian Ocean SSTs and 
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the ENSO phenomenon. In fact, though prediction of SSTs remains problematic, most AOGCMs 
produce droughts that are similar in magnitude to the Sahel drought from the 1970s and 80s given 
observed SSTs inputted as boundary conditions (Hoerling et al., 2006).  
 
Figure E25. From Clark et al. (2003): Time series of SST averaged over the tropical Indian Ocean, 
with linear trend line (slope = 0.009˚C/yr). 
 
 
Figure E26. From FEWS-Net (2005): Time series of Mar-Sep rainfall at a national scale (right column) 
and in four regions of Ethiopia. Black bars show seasonal rainfall. Heavy colored lines show running 
7-year means. Colors have been added to describe long-term variation patterns. 
 
There is one other recent finding that brings to bear on the future climate of the Ethiopian 
highlands. Using the coupled RegCM2 regional climate model described in Section 4.1, Schreck and 
Semazzi (2004) isolated a trend pattern of regional climate variability that is recent and unrelated to 
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the natural variability associated with ENSO, the IOD, and SSTs in the Indian Ocean. It is 
characterized by an intensifying dipole rainfall pattern, specifically, earlier onset of the rainy season 
and positive rainfall anomalies are observed over the northeastern part of East Africa (Ethiopia, 
Somalia, Kenya and northern Uganda), coupled with a late start and negative anomalies over the 
southwestern sector (and thus consistent with Figure E26 above). Because this trend strengthened in 
recent decades alongside the Global Warming Index (a global averaging of surface temperature 
data), these researchers posit that it may be due to global warming. They also discuss the 
consistency of some IPCC GCM projections with this trend. 
Outside of these findings, however, there has been limited progress in developing consistent 
and realistic outputs for rainfall over the Sahel and the Ethiopian highlands. In light of the mixed 
results obtained so far, some researchers question the immediate value of developing sophisticated 
downscaling techniques and rainfall-runoff models to predict changes in inflows under scenarios of 
climate change (Conway, 2008). Nonetheless, the IPCC report presents regional (as well as global) 
runoff projections that are largely consistent with the mean precipitation predictions shown in Figure 
E24. Some studies raise the possibility of a highly nonlinear runoff response: for example de Wit and 
Stankiewicz (2006) show that a 10% decrease in precipitation over wet regions (>1000 mm/yr) would 
decrease runoff 17%, while a similar reduction over drier areas receiving only 500 mm/yr would 
reduce runoff 50% (Figure E27). Most of the Nile Basin lies in the intermediate regions of this figure 
shown by the yellow band (other than Lake Victoria and parts of the Ethiopian highlands); it has been 
argued that in such regions extreme precipitation events could translate to more frequent drought and 
flood conditions (IPCC, 2007a). 
Evaporation from river reaches, reservoirs and lakes 
Another important climate change impact in water resources is the effect of rising 
temperatures on evaporation from reservoirs and lakes, or evapotranspiration (ET) rates in marshes 
and wetlands within water resource systems. It is estimated, for example, that deepwater 
temperatures in the Equatorial Lakes (including Edward, Albert and Victoria) have increased 0.2-
0.7˚C since the early 1900s, which in turn has accelerated evaporation (IPCC, 2007a). Figure E22 
shows the multi-model mean of simulated changes in evaporation throughout the world. Higher 
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temperatures will increase evaporation and potential ET, but actual ET will also depend on the 
availability of moisture in particular locations, which is rather imprecisely known using current 
AOGCMs. Even so, it appears likely that most of the Nile Basin will experience higher evaporation. It 
is also believed that increases in evaporation may more than offset increases in precipitation and 
runoff, especially in the low latitudes near the equator (Conway and Hulme, 1996; Sene et al., 2001); 
this hypothesis has yet to be effectively tested on a basin-wide scale. 
 
Figure E27. From de Wit and Stankiewicz (2006): Change in perennial drainage as a function of 
annual rainfall due to a 10% decrease in precipitation. There is no runoff in regions with <400 mm/yr, 
and runoff increases very slowly with higher rainfall in regions with >1000 mm/yr. 
 
An early Lake Victoria water balance model develop at the UK Institute of Hydrology Levels 
did show that, all other things equal, a 4% increase in evaporation would lead to an 11% decrease in 
runoff (Piper et al., 1986). More recently, under one transient scenario of greenhouse gas induced 
climate change, levels in Lake Victoria would initially fall as increases in evaporation offset changes in 
precipitation, but would subsequently rise as the effects of increased precipitation overtake increased 
evaporation (Tate et al., 2004). Given the sensitivity of the water level in Lake Victoria to precipitation 
anomalies, a number of researchers developed theories about how climate change might affect that 
system (Lehman, 1998; Song et al., 2004; Anyah et al., 2006).  
Agricultural yields – Carbon fertilization and the role of extreme temperatures 
As discussed in section E.4, the impact of climate change on agriculture is complex, and 
detailed research relevant to the Eastern Nile is lacking. Looking more specifically at Africa, it has 
been observed that cropping is already limited by inadequate soil moisture and high temperatures 
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(Lotsch, 2006). The latest IPCC report says that “warmer and drier conditions have led to a reduced 
length of the growing season in the Sahelian region, with detrimental effects on crops” (IPCC, 2007a); 
droughts have also affected the Sahel and the Horn of Africa (Ben Mohamed et al., 2002; L'Hote et 
al., 2002; van Duivenbooden et al., 2002; Giannini et al., 2003; Brooks, 2004). The variation in GCM 
projections makes it impossible to predict whether this drying trend will continue, which could have 
important consequences for rainfed agriculture in Sudan. Pressure to develop more irrigation may 
increase if it is judged to be an effective adaptation to more variable rainfall. The IPCC also predicts 
that crop yields per unit of water will decrease in Egypt due to heat stress, raising irrigation 
requirements (Abou-Hadid, 2006; IPCC, 2007a). 
In Egypt, modeling relating temperature changes and crop yields has mainly relied on the 
FAO’s CROPWAT model (FAO, 1992), mentioned previously. Eid et al. (2006a) show that many 
irrigated crops already suffer from water stress during the hot summer growing season. There is a 
great deal of variation in productivity across different irrigated varieties, with maize yields being 
particularly sensitive to temperature increases due to necessary restrictions in the delivery of 
irrigation water. Other crops, namely wheat and cotton, are less vulnerable, though 
evapotranspiration is expected to increase roughly 10%. Rosenzweig et al. (1995) used a different 
model and included the effect of increased CO2. They found that for most crops, water requirements 
increased slightly (7% in the Delta and 15% in upper and middle Egypt). A similar model showed that 
wheat and maize yields would decrease at sites in the mid and north Delta, with catastrophic losses 
in upper Egypt. Only in the coastal rainfed region did the increase in temperatures lead to an increase 
in wheat yields (El-Shaer et al., 1997). Elsewhere in the Basin, in two districts of Ethiopia, maize 
growers already suffer from low yields due to water stress, and sorghum appears to be most water-
efficient (Giorgis et al., 2006). 
Water demands and adaptation 
Concerning water demands, there are a growing number of Ricardian-type analyses for the 
agricultural sectors in African countries, and these suggest that cropping choices are sensitive to local 
conditions, such as climate, topography and soil types (Lotsch, 2006). Kurukulasuriya and 
Mendelsohn (2006; 2006b; 2006c) carry out continent-wide studies incorporating WatBal predictions 
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from Strzepek et al. (2006) (Section 3.2.3 describes WatBal); one study allows for endogenous 
irrigation choices, whereby farmers switch to irrigation due to climate change. In the exogenous 
choice analyses, they find that increased surface water flows are associated with higher net revenues 
from irrigation, and that dryland agriculture is three times more sensitive to temperature changes (with 
net revenues declining as temperatures increase), and more vulnerable to precipitation changes. 
Irrigated farms are predicted to benefit in all but one climate scenario, partly due to location in cooler 
areas where warming is not less costly (as in Egypt), and partly because of this lower sensitivity to 
temperature change. This resilience diminishes as temperature increases become large. 
When endogenous irrigation choices are allowed, these conclusions do not change 
fundamentally, but temperature increases result in lower damages. A somewhat surprising result is 
that the endogenous models predict higher damage estimates from precipitation decreases. This may 
occur because the models inaccurately predict substitution into irrigation in locations with irregular 
river flows (marginal returns from irrigation increase as rainfall is reduced but not without risk). To 
support the hypothesis that farmers carefully consider climate in their planting choices, 
Kurukulasuriya et al. (2006a) also look more specifically at crop selection using a multinomial logit 
framework. They find that 75% of all farmers grow a small number of combinations of crops, which 
are largely informed by climate considerations. Maddison et al. (2006) use a different measure of 
farm productivity – farmers’ perception of their farm value – to determine that higher temperatures 
and lower precipitation are associated with lower farm values, so long as runoff from extreme 
precipitation events does not increase to the point of threatening high value farms. They predict 
negative climate change impacts throughout the continent, which is consistent with other studies 
predicting reduced cropping due to higher temperatures and excessive rain in the tropics (Lotsch, 
2006). 
Of course, Ricardian analysis assumes that farmers choose the optimal mix of crops to grow 
for their particular climate situation, and whether or not this is true or the “best” crop can be 
determined by the econometrician doing the modeling is a matter of some debate. Non-climatic 
factors influencing crop selection may not be properly addressed. Benhin (2006) found large 
discrepancies throughout Africa between observed cropping patterns and those predicted using 
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Ricardian models. Maddison (2006) used the results of interviews with farmers from several countries 
to argue that there is no evidence that they make plans on the basis of climatic averages but rather 
that a higher weight is given to recent events. In addition, though recent increases in minimum 
temperatures in Egypt and Ethiopia are statistically significant, farmers in Ethiopia actually perceived 
a decrease (63%). Egyptian farmers had a general perception of increased temperatures and 
decreased precipitation (74 and 53% of respondents, respectively), while a majority of Ethiopian 
farmers thought the timing of the rains was changing (58%). 
Integrated effects on Nile hydrology 
The climate-induced changes in evapotranspiration, precipitation, runoff and water demand 
patterns described in E.4 will affect surface water hydrology in the Nile Basin in complex ways. 
Frederick and Major (1997) argue that arid and semi-arid river basins with little flow regulation would 
be particularly vulnerable to climate change. The Nile could be considered such a system, where 
substantial interannual and long-term flow variation could have a large effect on hydropower 
generation and the economic success of planned and current development infrastructures. The IPCC 
devotes specific attention to major African rivers, pointing to a composite index of streamflows that 
shows that the five highest flow years occurred prior to 1979, and the five lowest flow years occurred 
after 1971 (IPCC, 2007b). In discussing the Nile, the IPCC acknowledges the high level of uncertainty 
in hydrological impacts, because of the high interannual variability of flows in the Blue and White 
Niles, and emphasizes the importance of better understanding the role of of SSTs in the Atlantic, 
Indian and Pacific Oceans in influencing variability.  
The connection between climate and hydrology in Africa and the Nile Basin has been 
modeled most extensively using the WatBal model (Monteith, 1965; FAO, 1992; Yates, 1996). 
Strzpek and McCluskey (2006; 2007) apply the WatBal methodology to hydroclimatic data for Africa 
over the period 1960-2000 to generate calibrated hydrological profiles. They then perturb the 
historical data based on two SRES emissions scenarios from 5 commonly-used climate models. For 
the Nile Basin, a continuum of streamflow impacts results, which vary from slight reductions in 2050 
and 2100 (10-20%) to larger increases (> 20%), depending on the climate assumptions. Since runoff 
is expected to increase in the equatorial lakes region, the greatest uncertainty appears to be 
  
 
404 
associated with Ethiopian precipitation and the extent of warming and drying in the Nilotic plains of 
Sudan. All scenarios predict slightly higher flows in 2100 than in 2050. Increasing water demand and 
development scenarios and changes in reservoir evaporation are not included. Tarekegn and Tadege 
(2006) conduct a WatBal analysis limited to the Lake Tana drainage basin, and find that flows would 
decrease 11% with a 2 degree increase in temperature, and that precipitation decreases of 10% 
would strongly reduce flows (by about 30%). The temperature increase coupled with a 10% increase 
in precipitation would lead to higher flows (7% increase in mean annual flow). 
Other integrated rainfall-runoff and hydrological routing models have been used for Nile 
climate change impact studies. Sayed and Nour (2006) used the grid-based Nile Forecast System 
(NFS) to investigate outputs from a range of climate scenarios and GCMs predicting general wetting: 
precipitation changes were -2.1 to 10.7% in the Blue Nile and -1.4 to 9.9% in the White Nile Basins. 
Applying these perturbations to historical data from 1940-2002, the resulting changes in inflows to 
Dongola on the Main Nile ranged from -14 to 32% (ignoring increased reservoir evaporation). 
Consistent with its higher runoff coefficient, flow in the Blue Nile is more sensitive to precipitation 
changes than flow in the White Nile. Beyene et al. (2007) used the Nile-DST to investigate 21st 
Century simulations of temperature and downscaled and bias-corrected precipitation from 11 GCMs 
for the A2 and B1 emissions scenarios to generate hydropower forecasts for the Aswan High Dam 
(shown in Figure E28). In the A2 scenario, the multi-model ensemble mean predicts increasing 
precipitation for 2010-2039 (115% of 1950-1999 rainfall), followed by decreases until 2100 (98% for 
2040-2069 and 93% for 2070-2099). Flows at Aswan are somewhat lower (84% for 2070-2099) due 
to increased evaporation from higher temperatures, and deficits occur during the later two periods in 
Egypt (water availability is less than 55.4 bcm/yr). There is substantial variation across models. 
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Figure E28. From Beyene et al. (2007): Projected average hydropower production at the HAD for the 
historical period and three future periods (2010-2039, 2040-2069 and 2070-2099). 
 
Outside the Blue Nile Basin but still in Ethiopia, Legesse et al. (2003) worked with the 
Modular Modeling System (MMS) of the US Geological Service to investigate the effects of climate 
and land use changes on runoff, and found that a 10% decrease in rainfall would reduce flows by 
30% (with comparable impacts for an equivalent increase), and a 1.5˚C increase would reduce flows 
by 15%. 
In general, because of the uncertainty about precipitation changes in Ethiopia, it has proven 
difficult to assess net impacts on Main Nile flows. Gleick (1991) evaluated changes in runoff in the 
Blue Nile Basin using results from three GCMs, and concluded that future changes could not be 
predicted but might be significant. Conway and Hulme (1996) downscaled results from GCMs to 
study the impacts of climate change and variability on Nile water resources, and largely agreed with 
this assessment because of inter-model differences. Conway (2005) argues that there is too much 
uncertainty about rainfall patterns in the Nile Basin to say anything definitive about how flows will be 
affected, a position that is also asserted by Agrawala et al. (2004). As part of their global assessment, 
Milly et al. (2005) project a 10-40% increase in runoff in Equatorial East Africa; there is a general lack 
of data for other parts of the basin. Morel and Morel (2006) state that no consensus currently exists 
about the expected regional impact of climate change on water scarcity over the next 10-20 years in 
Egypt and three other Mediterranean countries. The authors point to population pressure as a more 
immediate concern that should motivate adaptation strategies.  
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There has been one detailed study pertaining specifically to flows in the Southern/White Nile, 
which relies on previously developed models of Lake Victoria and the Sudd swamps to develop a 
network model of the river, and on the NFS model to test outcomes using grid-based methods (Sene 
et al., 2001). In the study, the effects of two types of changes were considered: a) arbitrary, short-
term changes to inflows that allow investigation of the time required for a return to equilibrium in the 
storage reservoirs in the system, and b) long term, climate change-induced shifts. Following extreme 
short-term events, lake levels in the Equatorial region took 1-2 decades to return to normal, and the 
response was dominated by the long adjustment time of Lake Victoria (half-life = 8 years). For a 
constant, system-wide 1% annual increase in inflows, equilibrium flows increased 7-10%. The study 
also considers stochastic streamflow generation to be a viable approach for exploring a wider range 
of conditions. 
Finally, a number of researchers emphasize the importance of better understanding ocean 
SSTs, ENSO, the IOD and other atmospheric phenomena given the acute sensitivity of the Ethiopian 
highlands’ climate to these processes (Strzepek et al., 2001; Marchant et al., 2007). With respect to 
connections between climate change and the ENSO phenomenon, Arnell (2006) predicts that a shift 
to a permanent El Niño regime – the likelihood of which is unknown – would lead to slightly higher 
runoff across East Africa and increased hydropower production.. 
Erosion and sediment transport 
It is widely thought that population pressures have led to accelerated erosion in the highlands 
of Ethiopia and sediment transport into the Blue Nile Basin, though scientific research on the topic is 
somewhat scarce. Forests usually evaporate more water than agricultural crops because a) their 
rough surfaces assist aerodynamic transport of water vapor, and b) their root systems are deeper and 
able to reach more soil water to maintain transpiration during dry periods (Calder et al., 1995). 
Previous research has shown a general reduction of forest cover in some areas since the 1960s 
(Zeleke and Hurni, 2001; Legesse et al., 2003; Hurni et al., 2005). Field experiments associated with 
the Soil Conservation Research Program show that runoff rates are strongly influenced by land use 
and soil degradation, and thus indirectly related to population density and agricultural methods (Hurni 
et al., 2005). Soil conservation reduced surface runoff in test plots by up to 50%. Small cultivated or 
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degraded test plots had 5-30 times the surface runoff of forested land plots; the effect of forest 
conversion on base flow (50% of annual runoff) however is unknown, though reduced annual and dry 
season flows have been observed elsewhere, coincident with somewhat greater water abstractions 
(Bewket and Sterk, 2005). In the Hurni et al. study, there was no conclusive evidence of a net effect 
on total runoff. In contrast, Legesse et al. (2003) predicted a decrease in runoff of 8% from 
conversion of crop and grazing land to woodland in the Ketar catchment in the Ethiopian Rift Valley, 
due to a projected 2.5% increase in evapotranspiration (impacts are quite sensitive to the data used 
to estimate evapotranspiration). 
Though there has been little research of the effect of climate change on erosion because it is 
not the primary cause of such problems, changes in the frequency and intensity of precipitation can 
be expected to affect infiltration rates, slope stability, water erosion, and sediment transport (Nearing 
et al., 2005; IPCC, 2007a). Particularly in the steeply-sloped highlands of Ethiopia, more intense 
rainfall will exacerbate current erosion problems, which will in turn accelerate the silting-up of 
downstream reservoirs.   
Sea-level rise 
A final area of concern in the Nile Basin has to do with sea level rise caused by thermal 
expansion and the increased melting of glaciers and land ice. The IPCC AR4 report predicts 
worldwide sea level rise of 0.1-0.2 m by 2050, and 0.2-0.5 m by 2100 (IPCC, 2007b) for the A1B 
scenario, depending on the model used. Predictions for coastal Egypt are for a 0.5 meter rise by the 
year 2100, following a 0.1-0.2 meter increase in the 20th Century (McCarthy et al., 2001). The recent 
acceleration in arctic ice melting could increase this rate and prove particularly destructive for a small 
set of developing, coastal countries including Egypt (Dasgupta et al., 2007).  
In the event of sea level rise, people living in the Nile delta and coastal areas of northern 
Egypt will be severely affected. Much of Egypt’s population is concentrated along the Nile and the 
coast adjoining the delta, where subsidence (3-5 mm/yr) is already an issue of concern (Agrawala et 
al., 2004). A 1 meter rise could lead to a 12-15% loss of existing agricultural land in the delta (Figure 
E29), and would affect 10% of the population (El-Shaer et al., 1997; Dasgupta et al., 2007). 
Salinization of the delta is also a problem due to insufficient and unsteady flows of freshwater to the 
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Mediterranean Sea. Sea level rise would exacerbate this situation. In addition, some of the most 
fertile lands now under irrigation would be inundated and become unusable. The ecology of 
mangrove stands, as well as lakes and fisheries near the coast, could be disrupted. Recognizing 
these dangers, the Egyptian government has conducted coastal zones vulnerability and impacts 
assessments, and is pursuing an infrastructure-based protection approach (Agrawala et al., 2004). 
Nonetheless, there remains a real need for laws, policies and development priorities to relieve the 
demographic pressures that exacerbate coastal vulnerability. 
 
Figure E29. (Top) Current satellite image of the Nile delta, and projected inundation for sea level rise 
of (Middle) 0.5 meters and (Bottom) 1 m. 
 
Previous research on the economic impacts of climate change in the Nile Basin 
There have been relatively few economic assessments of the impact of climate change on 
Nile countries. The macro-economic implications of climate change in Egypt have been studied by a 
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number of researchers using a Computable General Equilibrium (CGE) approach (Onyeji and 
Fischer, 1994; Strzepek and Yates, 1996a; Yates and Strzepek, 1998; Strzepek and Yates, 2000; 
Strzepek et al., 2001). The most commonly-used model links 16 national models and 14 regional 
group models through an international market with specified initial conditions (domestic prices, 
production and consumption and international prices). A dynamic international exchange algorithm 
then iterates over world market prices to maximize net utility and ensure that market clearing 
conditions are satisfied before advancing to the next time period. It calculates demand quantities, net 
exports and income generated.  
Strzepek and co-authors discussed in several papers the importance of changes in Nile flow 
on the Egyptian economy, which was defined as being made up of 11 sub-sectors, 10 of which were 
agricultural. They assumed that water supply for the economy was homogeneous and entirely from 
the Nile River. They found that climate change would have a minor impact compared to other larger 
macroeconomic uncertainties and assumptions. In addition, autonomous adjustments would make 
abrupt changes unlikely. Instead, in the incidence of growing water scarcity, resources would be 
diverted away from water-intensive activities; under “wet” conditions, other economic constraints 
would keep water use well below supply. Emphasis should thus be placed on policies that would 
enable structural changes away from agriculture and reduced vulnerability. This research also 
highlighted the importance of agricultural policy reform including water pricing, technological 
innovation and investment in more efficient irrigation. 
There are also two country-specific Ricardian agricultural impact studies relevant to the Nile 
Basin. Eid et al. (2006b) show that irrigation strongly reduces vulnerability to temperature increases in 
Egypt; other beneficial adaptation strategies include greater use of mechanized techniques, timely 
irrigation, earlier sowing dates to avoid high summer temperatures, greater use of heat-tolerant, 
water-efficient and early-maturing varieties of crops, and more extensive groundwater use and 
drainage water reuse. Deressa (2006) looks at a sample of Ethiopian farmers with predominantly 
rainfed farms (95%) and finds that higher winter and summer temperatures decrease net revenue, but 
that higher spring and fall temperatures increase them, since they aid in germination and drying and 
harvesting. Increased precipitation in spring leads to higher net revenue, but winter precipitation 
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increases are problematic, perhaps because they encourage the spread of diseases and pests. 
Overall, projected changes in net revenues are not alarming. Both of these specific studies seem in 
line with the work of Maddison et al. (2006), which predicts that any negative agriculture impacts in 
Ethiopia and Egypt will be small, largely because their climates are relatively cool and because of the 
resilience offered by irrigation in Egypt. 
Finally, there is some research on the effect of climate change on investment strategies 
related to management of the Blue Nile in Ethiopia (Block, 2006; Block et al., 2006). In one paper, this 
research compares irrigation and road development options being considered by the Ethiopian 
government, given changes in climate yield and flood factors (determined from nine sets of variable 
climate data). These factors influence agricultural production and other sectors, through linkages 
among sectors. Use of a mean climate model that ignores extremes tends to overestimate Ethiopia’s 
future welfare. In other research, Block shows that accounting for the transient (filling) stages of large 
reservoirs on the Blue Nile (with characteristics that are no longer up to date) greatly diminishes their 
economic viability, lowering project benefit-cost ratios by 0.2-0.8, and representing lost benefits in the 
range of 1-6 billion dollars. Climate change uncertainty is such that net benefits can become negative 
under plausible scenarios, such as a doubling of the frequency of El Nino events, or significant 
reductions in flows for other reasons. 
Uncertainty 
Though the field of water resources planning and management is well developed in assuring 
the reliability of assure water supply given changing demands, climate change uncertainties create a 
whole new set of challenges. It is no longer reasonable to assume that historical flows, or mean 
changes to them, will remain relevant in the future (Shiklomanov, 1999; IPCC, 2007a). It is difficult to 
assess the credibility of individual simulation results, and impossible to specify their probability. As a 
result, most researchers rely on ensemble means, and then also test the range of predictions (Nawaz 
and Adeloye, 2006). Still, there cannot be absolute certainty that climate model outputs represent the 
full range of future possibilities, and interpreting the challenges posed by variability remains a 
particular challenge. It is thus important to integrate new methods for climate change analysis with 
projections of future water demands when conducting water resources planning and analysis.  
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While the science and framework for doing such integrated analysis is evolving rapidly, 
several points raised by Frederick et al. (1994) over ten years ago still apply today. First, the ability of 
planners to foresee non-climatic factors altering the performance of water resources systems is not 
very precise even over 20-50 years time. Second, regional and local impacts of climate change are 
not well understood, and the temporal scale of changes is imprecise. Third, there is considerable 
debate about specific impacts, such as the direct and indirect effects of CO2 fertilization and crop 
water requirements. Fourth, the possibility of technological change and adaptation is hard to predict; 
equally problematic is assessment of the consequences of poor environmental management and land 
use planning failures. 
 
Figure E30. From Mearns et al. (2003): The cascade of uncertainty in climate change studies. 
 
The many unknown factors inherent in projections of the future of climate change have been 
called by some authors the “cascade of uncertainty” (Mearns et al., 2003). These authors formulate a 
conceptual representation of the components of this cascade (Figure E30), and emphasize that the 
relative importance of different uncertainties will vary from study to study. In water resources impact 
studies, prediction of precipitation has frequently been shown to be a major concern. As a result, 
techniques should be chosen carefully to minimize or address this issue. Finally, another way of 
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coping with the uncertainty associated with estimates of future climate change is to adopt 
management measures that are robust to uncertainty (Stakhiv, 1998). Integrated Water Resources 
Management, for example, is based around the concepts of flexibility and adaptability, using 
measures which can be easily altered or are robust to changing conditions (Bouwer, 2003). This 
approach, however, has often been criticized for being too amorphous and hard to implement in 
practice (Biswas, 2004). 
E.6 Economic implications of climate change in water resource systems and the role of 
adaptation 
Water resources economics and climate change 
Due to its increasing importance in global policy debates, the issue of climate change has 
been receiving increasing attention among economists. The essential task is to compare the costs of 
inaction and accompanying climate change damages against the cost of abatement policies which 
avert or reduce those damages. A number of assumptions that have long been debated in economics 
have been found to be critical in driving the results of cost-benefit outcomes, most notably: a) the 
nature and value of the social rate of discount, b) the appropriate treatment of uncertainty and highly 
improbable but catastrophic and irreversible events, and c) questions related to optimal growth 
theory. Beyond these fundamental issues, there are also concerns about equity and fairness and the 
distribution of climate change damages across rich and poor countries of the globe (Nordhaus, 2007; 
Stern, 2007; Weitzman, 2007). 
The Stern Review, though controversial, is a useful starting point to consider because of the 
breadth of included impacts, including water resources-related changes. It states that many of the 
economic impacts of global change – which will amount to 5% of annual worldwide GDP – will be 
mediated through water, including the costs of a) flooding from more frequent extreme events, b) 
significant changes in water availability that could negatively impact one billion people, c) highly 
disruptive changes in sea level and d) the negative impacts of large temperature increases on crops 
(Stern, 2007). However, the review acknowledges that the water and energy sectors are likely to 
experience a mixture of costs and benefits, and that the number of people who will experience 
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increased water stress will be approximately equal to the number of people who will experience 
decreased water stress due to climate change (Hitz and Smith, 2004; Warren, 2006). In addition, the 
effects of climate change on crops are made ambiguous by the fact that warming may improve yields 
up to a certain point in northern climes (Schlenker et al., 2006). In general, it seems likely that 
benefits and economic activity in many sectors (tourism, agriculture, recreation, even large-scale 
population migration) will shift northward to cooler parts of the globe, while costs will be concentrated 
on countries in the low latitudes (Stern, 2007). Ultimately, the greatest controversy associated with 
the Stern Review is its use of a near zero discount rate, which puts a great deal of weight on costs 
incurred far in the future, and leads to very elevated costs for inaction. 
A number of other researchers have tried to quantify the net economic impacts of climate 
change, including effects on water resources, and have reached different conclusions than those 
presented in the Stern report (Mendelsohn et al., 2000; Nordhaus and Boyer, 2000; Tol, 2002a; 
2002b). Mendelsohn et al. (2000) restrict their analysis to market impacts, including spatial detail from 
GCM outputs and three types of growth scenarios (low, medium and high). A weakness of the model 
is its reliance on climate-response functions calibrated to conditions in the US. Global impacts vary 
enormously based on whether adaptation (based on the Ricardian approach) is included, largely 
because of the significant role of adaptation in the agricultural sector (Figure E31)61. For a modest 
2˚C warming by 2100, ignoring adaptation, total impacts are generally less than 1% of GDP, but 2-5% 
of GDP in some African countries. Meanwhile the model with adaptation projects that all regions 
(especially cool ones) will benefit from climate change. Global damages in the water sector are 
estimated to be $32 billion (1990 US$), increasing to $70 billion for some scenarios; for Africa the 
medium emission scenario damages are about $6 billion. Coastal damages due to sea-level rise are 
projected to be $10 billion (and just negative for Africa).  
Tol goes further in some respects but looks exclusively at studies with a global scope, limiting 
his analysis to effects of a modest 1˚C rise in global mean temperatures using a static model (Tol, 
2002a), and a 0.04˚C/yr increase using a dynamic model (2002b) for specific types of impacts. For 
                                                 
61
 In fact, no cross-sectional approach equivalent to the Ricardian approach for agriculture, energy and forestry 
exists for the water and coastal sectors, so these impacts are based on reduced-form equations that do not allow 
for adaptation. Water impacts are based on a function of temperature, precipitation, and agricultural GDP; 
coastal impacts are a function of sea-level rise, time since 1990, and the amount and value of coastland. 
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sea level rise, assuming an optimal protection strategy for affected coastal and wetland areas, the 
global damages are estimated to be $13 billion (2002 $US); for Africa, these damages are $1.1 
billion; the dynamic model shows that these costs initially rise rapidly, but then decrease as protective 
measures are taken. Unfortunately, the analysis for the water resources sector is limited to the 
demand for irrigation and utility water: a) in the static model, based on shortfalls in supply and 
assuming constant prices, global costs are $84 billion (2002 $US), in Africa these damages are 
US$2.4 billion, while b) in the dynamic model, global damage estimates are substantial and about 1% 
of global GDP (range 0.5 – 1.5%). 
 
 
Figure E31. Global economic impacts of 2˚C increase in temperatures with and without adaptation, 
from Mendelsohn et al. (2000). 
 
Finally, Nordhaus and Boyer (2000) discuss a series of models that have been used 
(including the original DICE and RICE (Dynamic and Regional Integrated Models of Climate and the 
Economy) and their successors) to conduct aggregated weighting of the costs and benefits of 
enacting policies to slow greenhouse warming. They present a best estimate of the total present 
value of damages from unabated emissions of $4 trillion, but also conclude that the policies implied 
by targets specified in the Kyoto Protocol are unlikely to be an economically appropriate strategy for 
addressing those damages, unless accompanied with an efficient mechanism for international trading 
of carbon emissions. These authors emphasize, however, that little comprehensive research on 
impacts has been conducted beyond well-studied effects on agriculture and sea-level rise. For the 
water sector, a number of studies are discussed from early assessments where damages for the US 
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range from 7 to 15 billion 1990$US (IPCC, 1996a), as well as more recent ones with ranges of US$0 
to 16 billion. 
While these and other studies on climate change economics may differ in a) their basic 
assumptions, b) the impacts included in the analysis, c) the magnitude of their damage estimates and 
d) their treatment of adaptation, they consistently predict that the near-term costs of moderate 
temperature increases will be concentrated on the low-latitude countries of the globe (Mendelsohn et 
al., 2000; Nordhaus and Boyer, 2000; Tol, 2002a; Stern, 2007). Many of these costs will be borne by 
the agricultural sector, due to more difficult farming conditions and reduced and more variable water 
availability. Others will be felt generally and indirectly through an elevated cost of living, as predicted 
using a household production methodology (Maddison, 2003).  
A few studies have made predictions of the economic impacts of aspects related to water 
resources (most notably increased floods and droughts and variability in surface water flows) that are 
not typically included in the aggregate analyses mentioned above. For example, Rozensweig et al. 
(2002) predict that damages to US agriculture alone from excessive precipitation could reach US$3 
billion. Reduced surface water availability from loss of snowmelt and increased variability is expected 
to reduce hydropower in California by 30% (Cayan et al., 2006), with clear economic consequences. 
In terms of planning hydropower investments, Harrison et al. (2003) use a case study of the Zambezi 
River to highlight the doubly damaging influence of changes in expected returns and financial risks, 
which is somewhat at odds with the conclusions of Atsushi (2007) who finds only minor impacts on 
project viability but suggests adapting project design to cope with greater variability, as also 
suggested by Fisher and Rubio (1997).  
There have been few attempts at quantification of the economic impacts of climate-change 
induced droughts. The largest obstacle to more substantial economic analysis of drought impacts is 
the difficulty of linking the change in frequency of such events with the driving force of climate 
change. Drought impacts have been studied in other contexts: for example in Zimbabwe, prior to the 
recent crisis in governance, drought in 1991-1992 was the major factor behind a 9% decrease in per 
capita GDP (IMF, 2003; Stern, 2007). Finally, none of these specific studies consider the possibility 
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that economic damages could be exacerbated by climate shocks that would lead to population 
migration, political instability, and the possibility of armed conflict (Stern, 2007). 
The role of adaptation in water resources systems 
As research on the impacts of climate change in water resource systems has gained in 
sophistication, an increasing number of scientists, economists and planners have begun to give 
thought to adaptation mechanisms for reducing its negative consequences. The IPCC makes an 
important distinction between autonomous processes facilitated by local knowledge, past experiences 
and social capital (and not necessarily taking climate change explicitly into account), and approaches 
dependent on the involvement and capacity-building capabilities of international institutions that have 
integrated climate change considerations into their planning processes. In many countries, it is 
thought that autonomous processes may greatly reduce negative impacts. For example, stresses 
related to droughts, floods, water quality problems, and growing water demands are naturally creating 
the impetus for infrastructure investment and institutional changes in many parts of the world (IPCC, 
2007a). In contrast, in a developing world system such as the Nile Basin, populations and societies 
have much lower natural adaptive capacity, especially as related to the types of changes that should 
be expected. Prior experience in dealing with a) droughts in the Sahel (and raising the specter of 
long-term desiccation), b) extreme short-term fluctuations such as floods in Sudan and the Ethiopian 
highlands, and c) the complex combination of long-term change and short-term variation in lake levels 
in the Equatorial Lakes Region does not suggest that populations have readily adapted to water 
resources crises in the past (Davies and Walsh, 1997; Adger et al., 2003; Brooks, 2004). Generally 
speaking, the IPCC considers that there is little evidence that effective and efficient adaptations to 
climate change risks will be taken autonomously (IPCC, 2007a). 
However, it is equally unclear whether governments and internally and externally-supported 
institutions will be more successful than individuals and small communities in pursuing adaptation 
strategies. Vulnerability to climate change exists in many places, as existing water infrastructure has 
been designed for stationary climatic conditions. Indeed, the fields of hydrology and water resources 
management have only just begun to account for uncertainties and develop tools for investigating 
questions related to climate change (IPCC, 2007a). As discussed in sections 3.2 and 3.4, it is 
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interannual variability that has always been one of the primary questions on the mind of Nile 
hydrologists (Hurst, 1952; Shahin, 1985; Said, 1993; Sutcliffe and Parks, 1999; Collins, 2002; 
Whittington, 2004). Coping with this variability and challenges such as siltation and irrigation 
inefficiency remain critical challenges to water resources management in the Nile Basin that must be 
balanced with thinking about climate change. Given the uncertainties associated with rainfall changes 
across the basin, there may in fact be a need for the climate science community to support 
prioritization of more effective adaptation to variability rather than climate change per se (Washington 
et al., 2006). The IPCC itself acknowledges that better adaptation to variability would likely improve 
systems’ resilience to climate change (IPCC, 2007a). This could be particularly important given the 
risk of maladaptive development in the Nile Basin, i.e. planning of water resources development 
based on short-term objectives or trends that compromise system efficiency in major ways. 
Generally speaking, the IPCC asserts that it is very likely that the costs of climate change to 
water resource systems will outweigh the benefits largely because of the projected global increase in 
precipitation variability, an issue that has not been adequately addressed in the economic analyses 
previously mentioned in this section. The impacts of floods and droughts could be tempered by 
appropriate infrastructure investments, and by changes in water and land use management, but all of 
these adaptation responses entail costs and risks. Any substantial change in the frequency of floods 
and droughts or in the quantity and quality or seasonal timing of water availability will require 
adjustments that may be costly not only in monetary terms, but also in terms of societal impacts, 
including the need to manage potential conflicts among different interest groups (Miller et al., 1997). 
Thus, the adaptation problem in water resources can be considered on two levels: first, is the 
issue of adapting management of existing infrastructures to changing conditions, and second is the 
question of whether new infrastructures should be designed and new modes of operation considered 
for dealing with these evolving conditions. Affecting both of these challenges, as discussed in section 
3.4, is the fact that hydrological analysis (and thus operation and design rules) has generally been 
based on the assumption of stationary hydrology (IPCC, 2007a). This approach must be revised; 
otherwise infrastructure and system performance will degrade over the long lifespan of the 
investments. As a specific example, it is useful to consider increased variability. All other things equal, 
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increases in the interannual coefficient of variability of runoff will require a) increased reservoir 
capacities, and b) more stringent operating rules in terms of releases in dry years (Schulze et al., 
2001). 
In addition, there is real problem in relying solely on supply-oriented water resources 
management approaches, which today remain the primary means for dealing with water scarcity, 
even in locations where the marginal costs of pursuing addition water sources are extremely high. 
Many of the general water resources adaptation options suggested by the IPCC are demand-
management strategies. These types of strategies must be prioritized, for the very reason that they 
will promote the building of adaptive capacity and quicker adjustment to changing conditions. Finally, 
it is important to recognize that even the most successful examples of adaptation will create winners 
and losers, so that consideration of equity impacts should accompany the planning and decision-
making process (Adger et al., 2003). 
There is published work on water resources adaptation strategies for Nile countries, 
particularly Egypt (Agrawala et al., 2004). This work highlights the importance of considering changes 
in the management of Lake Nasser, including re-location of outlet works, and restructuting irrigation 
schemes –altering the timing of releases, changing cropping patterns, using technology to improve 
irrigation efficiency and reuse of drainage water – to minimize evaporative losses. Future hydropower 
losses could be mitigated by construction of downstream low-head, run-of-the-river barrages. 
Desalination could also be used to augment water supply. Unfortunately, though this work also 
discusses demand management options – water pricing, water trading, relaxing cropping restrictions, 
and removing price supports – the focus remains on supply-oriented solutions. 
Concerning the agricultural sector, much of the work on adaptation to climate change comes 
from economists using the Ricardian approach described in Section 3.5. These studies suggest that a 
great deal of agricultural adaptation will be automatic, reflected in farmers’ crop selection, adjustment 
of planting and harvesting times, etc. At a higher level of planning, the expansion of irrigation in hot 
climates seems to be a particularly useful strategy for increasing farm yields and revenues 
(Kurukulasuriya, 2006), but the implementation of this recommendation is not without risks as it raises 
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questions about water availability and the economic viability of competing water uses. The IPCC 
considers a wide variety of adaptation options for agriculture as well (IPCC, 2007a). 
E.7 Knowledge Base 
This research draws from a variety of data sources, the most important of which are 
described briefly in this section (a more complete knowledge base is being constructed for the World 
Bank as an activity being conducted in parallel with this research). Many of the data sets are available 
from online sources; others were collected during a visit to ENTRO in Addis Ababa in early 2008 or 
will shortly become available through parallel work being conducted at the World Bank. 
Historical climatological data and climate model results 
The coverage and availability of climate data for the Nile Basin is somewhat limited; however, 
recent work by numerous groups at large research institutions has led to consolidation and greater 
ease of sharing of key sources (summarized in Table E4). The changes made possible by these 
groups represents significant improvements over the former reliance on tables of climate data 
scattered in various documents and Master Plans. Among the newly available sources, the present 
research relies heavily on climatological data in the One-System Inventories for the various Blue Nile 
sub-basins (Source 1 in Table E4). Specifically, the data from the OSIs have been used to establish 
baseline evaporation levels from reservoirs and lakes in the hydrological routing model. Pre-
processed, downscaled spatial outputs produced from GCMs and rainfall-runoff modeling as part of 
the ongoing World Bank effort on Africa Water Resources (Sources 2 and 3) have been used to 
generate a set of climate scenarios useful for assessment of the water resources infrastructures 
under consideration. This information has also been complemented by published and draft results 
already available from other studies (Sources 4 – 7). Other sources (8 - 11) documented in Table E4 
contribute to the knowledge base on historical Nile climatology and have been used by researchers to 
validate the results from GCMs selected for the other studies but were not be directly used in this 
research.  
 
Table E4. Summary of data sources of interest for analysis of historical climatology and future climate 
projections  
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Data set Spatial / temp 
coverage  Description Availability 
1.  One-System Inventories Eastern Nile;  1980-2000 
Various temperature, precipitation, 
and evaporation records, 
consolidated GIS maps 
ENTRO 
(Soft/hard 
copied) 
2.  World Bank Africa Water 
 Resources Group; International 
 Research Institute for Climate 
 Research (IRI) 
All possible weather 
stations and dates 
Time series of temperature, 
precipitation, ET, consolidated GIS 
maps, space/time statistics and 
trends 
Coming soon 
(Mar 2008) 
3.  World Bank Africa Water 
 Resources Group; Univ. of 
 Colorado - Boulder 
Africa; 
Projections – 2050, 
2080, 2100 
Changes in mean runoff, variation 
across IPCC scenarios/models a; 
GIS maps, datasets and 
shapefiles; summary 
document/factsheets. 
Coming soon  
(Apr – May 08) 
4.  Regional Climate Model + Nile 
 Forecast System Rainfall-
 Runoff Modeling (Cairo Univ.) 
Blue Nile sub-basin; 
20th, 21st Centuries 
Changes in mean runoff based on 
regional climate modeling 
In inception 
phase  
(Aug 2008) 
5.  Nile Equatorial Lakes (NEL) 
 Climate Change Hydropower 
 Study (World Bank) 
NEL Region; 
21st Century 
Changes in mean runoff based on 
results from selected GCMs 
Soft copy 
summary b 
6.  University of East Anglia and 
 Ethiopian Development Institute 
Ethiopian Nile; 
1961 – 2100 
Changes in mean precipitation and 
temperature (3-month periods) 
Soft copy 
(Conway et al., 
2007)  
7.  University of Washington 
 Hydrological Impacts of  Climate 
 Change Group 
Entire Nile Basin; 
1950-2099 
Changes in mean precipitation 
from 11 GCMs relative to 1950-99 
in 3 periods (2010-39; 40-69, 70-
99) 
Under review 
(Beyene et al., 
2007) 
8. GPCC Global; 1951-2000 Global Precipitation Data visualizers Online
b
 
9.  FEWS-NET Global; 1995-present Rain (daily, 10-day); ITCZ position Online
c
 
10.  NOAA Databases: 
 NCEP/NCAR Reanalysis, 
 CMAP Precipitation 
 ICOADS, NOAA reconstructed 
 University of Delaware 
 
Global; 1948-
present 
Global; 1979-2000 
Global; 1800-
present 
Global; 1950-1996 
 
Monthly-averaged climate data 
Monthly-averaged precipitation 
Oceans SST 
Monthly air temp, precipitation 
Onlined 
11.  Climate Research Unit (CRU) – 
 East Anglia University (UK) 
 GHCN - Monthly 
Global; Varied dates Gridded rainfall data sets, country-level data, maps/graphs, scenarios Online
e 
 
a GCM results available at: http://www.ipcc-data.org/;  
 Emissions scenario details available at: http://sres.ciesin.org/index.html 
b
 Time series data for two relevant NEL sub-regions is expected to be sent to the World Bank shortly. 
c
  Available at: http://www.dwd.de/en/FundE/Klima/KLIS/int/GPCC/Projects/VASClimO/Results/Results.htm 
d
  Spatial resolution varies; Available at: http://www.cpc.ncep.noaa.gov/products/fews/data.html ; 
 http://www.cdc.noaa.gov/cgi-bin/Composites/printpage.pl; http://icoads.noaa.gov/products.html ; 
 http://climate.geog.udel.edu/~climate/html_pages/archive.html. Note: other NCAR data sets also exist (CISL). 
e  Available at: http://www.cru.uea.ac.uk/ ; http://www.ncdc.noaa.gov/oa/climate/ghcn-monthly/index.php   
In effect, in an effort to increase evaluation and and use of climate model results, the IPCC 
and affiliated scientists have worked to compile and allow access to results from 25 of the most 
important GCMs referenced in the 4th Assessment Report. The results can be downloaded from a 
number of online sites, including the Program for Climate Model Diagnosis and Intercomparison 
(PCDMI) (http://www-pcmdi.llnl.gov/) and the WCRP CMIP3 Multi-Model Data 
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(https://esgcet.llnl.gov:8443/index.jsp) websites. These results provide time series data for historical 
and future climatology from a number of standard IPCC experiments. They include, but are not limited 
to, scenarios reflecting current commitment to climate change (given anthropogenic emissions 
already achieved), doubling of atmospheric CO2 concentrations, stabilization scenarios (e.g. 550 and 
720 ppm), and SRES emissions scenarios (A2, A1B and B1 are most common). Not all GCMs have 
been used for all experiments. 
As described in the IPCC report and in section 3 of this proposal, the results from these 
various models vary widely, and their spatial resolution (usually 300 x 300 km grid boxes) is 
extremely low for the purposes of hydrological applications. Regional climate models with boundary 
conditions adopted obtained from GCMs can decrease these problems, but do not solve them. Plus, 
there are no fully operational RCMs currently available specific to the Nile Basin. Different strategies 
can be used in an attempt to mitigate these shortcomings. First, the results of GCMs can be 
compared to spatially-averaged historical climate observations, to obtain a ranking of the models 
based on their accuracy in reproducing historical conditions. Second, the parallel research activities 
such as those cited in Table E4 – downscaling of precipitation and evaporation results, macroscale 
rainfall-runoff modeling, and application of results to sub-basin shapefiles in GIS – can be referenced 
and studied. Third, there is motivation for greater study of the RegCM3 RCM being studied at Cairo 
University for use in the Nile Basin (more information is available at: http://users.ictp.it/~pwc/). The 
predictions of this model can be used with the rainfall-runoff simulator of the Nile Forecast System 
(NFS, refer back to Section 3.2.3 for details) to specify expected changes in precipitation and 
evapotranspiration at the sub-basin level under different global emissions scenarios. Finally, use of 
GCM and RCM results can be supplemented by sensitivity analysis that seeks to determine the range 
of climate circumstances which lead to favorable or unfavorable outcomes for development options. 
Hydrological data 
A large database of streamflows was compiled during the initial phase of this research, from 
a wide variety of sources. More details of this database are available from the author upon request, 
though several key aspects and the sources of the data are mentioned here. The longest flow record 
is available at Aswan, extending from 1869-1984. A limited number of gauging stations along the 
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White Nile, lower Blue Nile, Atbara River and Main Nile have measured flow sequences of 70-80 
years (ranging from 1900-2000, depending on the specific location). Along the upper Blue Nile 
(Abbay River) in Ethiopia the longest sequences are 40-50 years (at Bahir Dar, Kessie, Guder and 
the Border). Data from most other gauging stations are only available for 10-20 years. Furthermore, 
stage-discharge relationships in some locations are very unstable, especially in the Sudd and other 
wetland areas, but also at traditionally used gauging stations such as Pakwatch just downstream of 
the outlet of Lake Albert (which had to be replaced in the late 20th Century by a more stable site at 
Panyango). Constraints on the availability of flow data have thus influenced the choice of nodes to be 
included in the hydrological model used in this research (nodes listed in Table E5). There are also 
four important nodes present in the model – TK-5, Guder (Karadobi site), Mandaya and Merowe – for 
which little or no flow data is available. The first node is upstream on the Atbara and of marginal 
importance to the analysis, the next two are at project sites under consideration for the JMP, and the 
third represents a hydropower project in northern Sudan that is nearly complete and will soon begin 
operation. Approximating the flows at these reservoir sites is essential to any analysis of future 
infrastructure development for the Blue Nile; the general method used is analogous to that adopted in 
pre-feasibility studies and described in the next section of this proposal.  
  
 
423 
 
Table E5. Nodes selected for hydrological routing model. 
 
Node in system Sub-basin Years in series Gaps Source 
Victoria Equatorial lakes Net inflow:  1912-1977  Jinja outflow:  1946-1982 
None 
01/71-12/72 
Nile-DST 
GHCDN a 
Kyoga Equatorial lakes Net inflow:  1912-1977 Paraa outflow:  1948-1970 
None 
 
Nile-DST 
GRDC b 
Albert Equatorial lakes Net inflow:  1912-1977 None Nile-DST 
Pakwatch / Panyango Equatorial lakes  1948-70, 1973-1981 None GRDC 
Torrents Bahr el Jebel  1912-1977 None Nile-DST 
Mongalla Bahr el Jebel  1912-1982 None GHCDN 
Sobat inflow Baro-Akobo-Sobat  1912-1977 None Nile-DST 
Malakal White Nile  1912-2000 None GHCDN OSI-Sudan 
Melut White Nile Simulated: 1913-1972 Data: 1973-1982 None 
Nile-DST 
GRDC 
Gebel el Aulia White Nile  1973-2000 None OSI-Sudan GRDC 
Lake Tana Blue Nile Net inflow:  1962-1988 Bahir Dar outflow: 1954-2003 None 
Tana-Beles study 
Norplan study 
Kessie Blue Nile  1953-2003 9/53 Norplan study Abbay Master Plan 
Guder (Karadobi site) Blue Nile Mostly imputed: 1959-2000 12/82; 9,10/93 
OSI-Ethiopia 
MoWR 
Mandaya Blue Nile No data   
Border Blue Nile  1912-2003 None Nile-DST  Norplan study 
El Deim Blue Nile  1980-1996 None OSI-Sudan 
Roseires  Blue Nile  1912-2003 None Various sources 
Sennar Blue Nile  1912-2003 None OSI-Sudan GRDC 
Dinder  Blue Nile  1912-2001 None Nile-DST OSI-Sudan 
Rahad Blue Nile  1912-2000 None Nile-DST OSI-Sudan 
Khartoum – Blue Nile Blue Nile  1900-2000 None GHCDN 
Tamaniat Main Nile  1912-1982 
 1992-2001 None 
GRDC 
OSI-Sudan 
Hassanb Main Nile  1912-1982 
 1992-2001 None 
GRDC 
Shahin 
OSI-Sudan 
TK-5 Atbara Simulated: 1956-1995 None Feasibility study 
Khasm el Girba Atbara  1912-2000 1/82-12/85  1-12/92 
OSI-Ethiopia 
Nile-DST 
Atbara Main Nile  1903-1982 None Tekeze Master Plan 
Merowe Main Nile No data   
Dongola – HAD 
Entrance 
Aswan 
Main Nile 
Main Nile 
 1912-2001 
 
 1869-1984 
 
None 
 
1-6,11/1869 
02/1870 
OSI-Sudan 
GHCDN 
GRDC 
 
 
a
 Global Hydroclimatic Data Network, available at: http://dss.ucar.edu/catalogs/  
b
 Global Runoff Data Centre, available at: http://grdc.bafg.de/servlet/is/987/ 
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Annex: Other Existing Hydrological Routing Models 
Nile DST 
Nile DST 10-day routing models (Yao and Georgakakos, 2003a) 
The Nile Decision Support Tool developed at the Georgia Water Resources Institute (Georgia 
Institute of Technology) contains a number of regression based routing models; these are described 
briefly by reach below, in mathematical terms. 
1. Pakwatch (Lake Albert exit) to Mongalla 
For this reach, the DST uses a linear regression model described by equation E1: 
)(++⋅+
⋅+⋅=
k ε . ) (k-Q.              
(k) Q. (k) Q. (k) Q
Mngl
TrntPkwtchMngl
13178597173858240 
3295462016307490
    (E1) 
The regression model shows high consistency with the time series of flows at Mongalla. The 
correlation between predicted and actual values is 0.99, and the regression residuals are not highly 
correlated, having a lag-1 correlation coefficient of 0.3. 
2. Mongalla to Malakal 
For the reach from Mongalla to Malakal, which encompasses flow through the Sudd swamps, 
the DST uses a linear regression model described by equation E2 to calculate losses: 
)(+−−⋅+
−⋅−⋅=
k ε .) (kQ.              
) (kQ. (k) Q. (k) Q
L
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203791194350 
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     (E2) 
The inflow at Malakal is then represented in equation E3: 
(k)  Q Q(k) Q(k) Q LSobatMnglMkl −+=       (E3) 
The loss term is very large, especially during the rainy season when most of the river’s water 
overflows into the Sudd. This model shows high consistency with the time series of flows at Malakal. 
The correlation between predicted and actual values is 0.997, and the regression residuals are not 
highly correlated, having a lag-1 correlation coefficient of 0.23. 
3. Malakal to Melut 
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For the reach from Malakal to Melut, the DST uses a linear regression model described by 
equation E4: 
)(+−⋅+
−⋅−⋅=
k ε  ) (k-Q.              
) (kQ. (k) Q. (k) Q
Mlt
MklMklMlt
34866521.018595420 
16410149078714290
    (E4) 
This model shows high consistency with the time series of flows at Melut. The correlation between 
predicted and actual values is 0.997, and the regression residuals are not highly correlated, having a 
lag-1 correlation coefficient of 0.23. 
4. Melut to Mogren 
No routing model is used for this reach; flow from Melut into the Main Nile is modeled through 
a complex model that explains the flow through the Jebel Aulia reservoir, as described in the section 
below on reservoir modeling in the Nile-DST. 
5. Mogren to Dongola 
The Main Nile from Mogren to Dongola receives inflows from three major rivers, the White 
Nile, the Blue Nile and the Atbara River. The DST therefore uses a linear regression model with 
higher order terms, as described by equation E5: 
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where …, and 
 a1 =0.1997, a2 =0.3788, a3 =-0.06165, 
 b1 =0.2892, b2 =0.6043, b3 =-0.3851, 
 c1 =0.4438, c2 =0.0874,  
 d1 =0.4636, d2 =0.0333,  
 e
 
=-5.757. 
This model shows high consistency with the time series of flows at Dongola. The correlation between 
predicted and actual values is 0.995, and the regression residuals are not highly correlated, having a 
lag-1 correlation coefficient of 0.25. 
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Regression-based reservoir models in the DST 
Inflows to the Jebel el Aulia Reservoir: The hydrology of the Nile becomes increasing difficult to 
model when it enters its regulated reaches, as described in Section 6. Georgakakos and Yao (2003a) 
refer to work done by Panattoni et al. (1978) to argue that flow at the Jebel Aulia Reservoir (with 
backwater effects extending over 600 km upstream of the dam) is a complicated function of the river 
stage and time of year, due to the mild slope of the river. Similar observations have been made by 
other authors (Hurst, 1952; Shahin, 1985). Specifically, previous models specify that both the 
elevation and storage levels in the Jebel el Aulia depend on the river stage, as shown in equations E6 
and E7 below: 
,)log()1log( 654321 αααααα +⋅⋅+⋅++⋅+⋅+⋅= MelGAMelGAMelGAGA HSHSHSH  (E6) 
,)log()log( 654321 ββββββ +⋅⋅+⋅+⋅+⋅+⋅= MelGAMelGAMelGAGA HHHHHHA  (E7) 
where HGA = Jebel el Aulia elevation in meters; 
SGA = Jebel el Aulia storage in millions of cubic meters; 
HMel = Elevation of river at Melut; 
AGA = Gebel el Aulia surface area in square kilometers; 
α1 – α6 and β1 – β6 are the coefficients given in Table E6. 
 
Table E6. Gebel el Aulia elevation coefficients, taken without modification from Yao et al. (2003a). 
 
 
Rising stage (May – November) Falling stage 
Coefficient HGA < 374 m HGA ≥ 374 m HGA < 374 m HGA ≥ 374 m 
α1 0.001635223654 0.001166139290 0.005838955735 0.001128831629 
α2 -1.02282308943 0.541089246667 -0.56670904427 0.326810837396 
α3 0.255638405453 -1.74493921292 0.349284861713 0.870033776445 
α4 18.30143826458 0.968863305264 13.74242904986 0.591156060677 
α5 0.000188204985 -0.00007197817 -0.00027095310 -0.00006114188 
α6 338.1150087991 366.2362322065 343.8557647195 363.5801211040 
β
 1 6294.216171413 42487.9565666 16555.49948087 32744.02106616 
β
 2 9830.8432152 5941.7357949 7890.516382952 5092.940948632 
β
 3 -2208371.5748 -15761497.03 -6060794.96751 -12110518.1664 
β
 4 -1861.415138 -780.548454687 -2590.21283436 -1565.36269005 
β
 5 -26.05039047 -15.8818704581 -20.6746726837 -13.4508231692 
β
 6 10732622.07 77486682.73 29718597.29 59502784.79 
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Other reservoir models in the DST 
Releases from the Owen Falls Dam (Lake Victoria outlet) are based on an elevation – release rule 
agreed upon by Egyptian and Ugandan authorities. No control structures currently regulate releases 
from Lakes Kyoga and Albert. Outflow thus depends on the natural elevation – release relationship 
for these lakes. These elevation – release curves are the same as those shown in Appendix C. 
Finally, the operating rules for the Jebel el Aulia, Roseires, Sennar and Khasm el Girba reservoirs in 
the DST are not clearly described. The operating rule for the High Aswan Dam is one based on target 
releases, designed to meet irrigation demands downstream of the reservoir and hydropower 
objectives. 
 
Recessional flow forecasting model  
A recessional flow forecasting model for Blue Nile flows in Sudan has evolved through 
several iterations (Mishra et al., 2003a; 2003b; 2004; Abdelhadi et al., 2005). Originally developed in 
1990 by Hamad, this model was used in Sudan to inform operation of the Roseires and Sennar 
reservoirs. Such forecasts were needed to guide irrigation releases and the extent of dry season 
planting. The results of the model simulation indicate that a non-linear model devised by Mishra et al. 
(Mishra et al., 2004) provides the best fit to the observed data (as compared with linear, multi-linear, 
and an alternative non-linear model. Specifically, the equation used is: 
( ) ( )
,
11
1/11
0
0
−−





 ⋅−
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bb
t t
ab
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where: Qt = discharge at time t, 
Q0 = discharge at time t = 0, and 
 a = 19.2 + (20.474 x ASO1) and b = 0.6 are parameters determined via calibration, with 
ASO1 = the ratio of observed mean flows of the 7 10-day flows between August 1 and 
the first ten days of October of the current year to the mean flow of all ASO1 flows in the 
calibration sequence. 
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Sub-basin hydrological models 
Lake Tana Water Balance Models (Pietrangeli, 1990; Daniel, 2007)  
Using the basic water balance model as schematized in Figure E32, Daniel (2007) studied 
the system over six years (1998-2003), combining data from meteorological stations, remote sensing 
sources, and gauged tributary inflows to generate rainfall-runoff relationships for the various 
catchments composing Lake Tana. 
  
 
Figure E32. Schematic representation of water balance model for Lake Tana, from Daniel (2007). 
 
The unaccounted loss term e was determined relying on observed lake levels and the other 
measured parameters P, O, I, EL and EF. This term is quite large and relatively constant across years 
(averaging about 1.4 bcm/yr), suggesting the possibility of systematic measurement error of the 
parameters, or significant groundwater seepage. 
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