Abstract. We prove a Hörmander type multiplier theorem for multilinear Fourier multipiers with multiple weights. We also give weighted estimates for their commutators with vector BM O functions.
Introduction and Main Results
Multilinear Calderón-Zygmund theory was first studied in Coifman and Meyer's works [2, 3] . Since Lacey and Thieles work on the bilinear Hilbert transform [16, 17] , it has been widely studied by many authors in harmonic analysis. For an overview, we refer to [4, 5, 6, 10, 12, 14, 15, 19, 21] and references therein.
In this paper, we study the boundedness of multilinear Fourier multipliers. Speficically, we consider the N -linear Fourier multiplier operator T m defined by for all |α 1 | + · · · + |α N | ≤ s, and N ≥ 2 is an integer. In [2] , Coifman and Meyer proved that if s is a sufficient large integer, then T m is bounded from L p 1 (R n ) × · · · × L p N (R n ) to L p (R n ) for all 1 < p 1 , · · · , p N , p < ∞ satisfying 1/p 1 + · · · + 1/p N = 1/p.
In [20] , Tomita gave a Hörmander type theorem for multilinear Fourier multipliers. As a consequence, T m is bounded from L p 1 (R n ) × · · · × L p N (R n ) to L p (R n ) for all 1 < p 1 , · · · , p N , p < ∞ satisfying 1/p 1 + · · · + 1/p N = 1/p with s = ⌊N n/2⌋ + 1 in (1.1), where ⌊N n/2⌋ is the integer part of N n/2. Grafakos and Si [11] gave similar results for the case p ≤ 1 by using L r -based Sobolev spaces, 1 < r ≤ 2.
In [8] , Fujita and Tomita studied the weighted estimates of T m under the Hörmander condition and classical A p weights.
In [18] , Lerner, Ombrosi, Pérez, Torres and Trujillo-González introduced the A P condition for multiple weights.
We say that w satisfies the A P condition if
In [1] , Bui and Duong studied the boundedness of T m with multiple weights under the condition (1.1). They also gave a result on commutators.
In this paper, we consider the weighted estimates of T m with multiple weights. Instead of (1.1), we consider the Hörmander condition. Moreover, we do not assume that s is an integer. To be precise, we prove the following.
Recall that the Sobolev space H s consists of all f ∈ S ′ such that
where
Commutators are a class of non-convolution operators [3, 5, 9, 13] . Here we consider the commutator of a vector BM O function and the multilinear operator with multiple weights. Given a locally integrable vector function b = (b 1 , · · · , b N ), we define the N -linear commutator of b and N -linear operator T m by In the rest of this paper, we give proofs for the above results. We write A B if A ≤ CB for some positive constant C, depending on N , the dimension n, the Lebesgue exponents and possibly the weights. We write A ≍ B if A B and B A.
Proof of the Main Results
We begin with the definition of the Hardy-Littlewood maximal function,
The sharp maximal function is defined by
For δ > 0, we also need the maximal functions
We use the following form of a classical result by Fefferman and Stein [7] .
Proposition 2.1. Let 0 < p, δ < ∞ and w ∈ A ∞ . Then there exists some constant C n,p,δ,w such that
The following proposition gives a necessary and sufficient condition for the boundedness of M p .
holds if and only if w ∈ A P /p 0 , where
Next we introduce two properties of multiple weights.
where the condition w
The following result appears in [18, Lemma 6.1]. For our purpose, we make a slight change.
Proof. Since we need an accurate estimate of r, we sketch the proof given in [18] . Using the reverse Hölder inequality, it was shown in the proof of [18, Lemma 6.1] that there exist constants c i , t i > 1 such that
Then r = min{r 1 , · · · , r N } satisfies w ∈ A P /r . By Hölder's inequality, we can choose t i , and therefore r, arbitrarily close to 1. Since both s/(s − 1) and 2s/(N n) are greater than 1, we get the desired conclusion.
The boundedness of multilinear Fourier multipliers was proved in [2, 11, 12, 20] . Here we cite a version in [11] .
The following lemma is the key to our main results. Lemma 2.6. Under the hypotheses of Theorem 1.2, if moreover 0 < δ < p 0 /N , where p 0 = rr 0 and r is the same as that appears in Proposition 2.4.
Fix a point x and a cube Q such that x ∈ Q. It suffices to prove
for some constant c Q to be determined later since ||α| δ − |β| δ | ≤ |α − β| δ for 0 < δ < 1. Following the method used in [18] , let
where I := {α 1 , · · · , α N : there is at least one α i = 0}. Write then
Applying Kolmogorov's inequality to the first term
In order to study the other terms in (2.4), we set now
and we will show that, for any z ∈ Q, we also get an estimate of the form
Consider first the case when α 1 = · · · = α N = ∞ and define
We have
For any k = 0, 1, 2, · · · , we have
where Schwarz's inequality, Young's inequality and Plancherel's theorem are used in the last step, see [20, Lemma 3.3] . Suppose that 2 −l ≤ l(Q) < 2 −l+1 . Then we have
On the other hand, we also have
we have
By Proposition 2.4, N n/p 0 > s − 1. It follows that
Combining the arguments above we get
What remains to be considered are the terms in (2.5) such that α i 1 = · · · = α iγ = 0 for some {i 1 , · · · , i γ } ⊂ {1, · · · , N } and 1 ≤ γ < N . We have
Then by similar arguments as above we get that
. This completes the proof. Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. By Proposition 2.1 and Lemma 2.6, we have
Now the desired conclusion follows from Proposition 2.2.
Proof of Corollary 1.3. Without loss of generality assume that
As in [8] , we set
Then we can write (2.8)
. By a change of variables we get (see also ??)
, it follows from Theorem 1.2 that
Then by duality and (2.8) and (2.9), we have
This completes the proof.
Lemma 2.7. Suppose that m ∈ L ∞ (R N n ) satisfies (1.3), that b ∈ BM O N and that 0 < δ < ǫ < p 0 /N . Then for any q 0 > p 0 , there exists some constant C > 0 such that 
Fix x ∈ R n . For any cube Q centered at x, set Q * = 4 √ nQ. Then we have
Since 0 < δ < 1, we have
For any 1 < q < ǫ/δ, by Hölder and John-Nirenberg inequality, we have
Using the similar decomposition as that in the proof of Lemma 2.6, we can write
We first estimate II 1 . By Kolmogorov's and Hölder's inequalities, we have
Next we estimate II α 1 ,··· ,α N . Analysis similar to that in the proof of Lemma 2.6 shows that This completes the proof.
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. By Proposition 2.4, there is some 1 < r ′ < min{p 1 /p 0 , · · · , p N /p 0 } such that w ∈ A P /(p 0 r ′ ) . Let q 0 = p 0 r ′ . By Proposition 2.2, we have
By Proposition 2.1 and Lemma 2.6,
Then the desired conclusion follows from Proposition 2.2 and Lemma 2.7. In much the same way as in the proof of Corollary 1.3 we can get the conclusion desired.
