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Equivalence in Deep Neural Networks via Conjugate Matrix Ensembles
Mehmet Su¨zen∗
A numerical approach is developed for detecting the equivalence of deep learning architectures.
The method is based on generating Mixed Matrix Ensembles (MMEs) out of deep neural network
weight matrices and conjugate circular ensemble matching the neural architecture topology. Follow-
ing this, the empirical evidence supports the phenomenon that distance between spectral densities of
neural architectures and corresponding conjugate circular ensemble are vanishing with different de-
cay rates at long positive tail part of the spectrum i.e., cumulative Circular Spectral Distance (CSD).
This finding can be used in establishing equivalences among different neural architectures via anal-
ysis of fluctuations in CSD. We investigated this phenomenon for wide range of deep learning vision
architectures and with circular ensembles originating from statistical quantum mechanics. Practical
implications of the proposed method for artificial and natural neural architectures discussed such as
possibility of using the approach in Neural Architecture Search (NAS) and classification of biological
neural networks.
PACS numbers: 02.10.Yn, 05.30.Ch, 07.05.Mh, 87.18.Sn
INTRODUCTION
Constructing equivalence relations among different
mathematical structures are probably one of the most
foundational concepts in sciences [1], a practical inter-
est as well, beyond being a theoretical building block of
many quantitative fields. This manifests in many fields
of physical sciences and in practice, such as for equiva-
lence of graph network ensembles [2, 3], single-molecule
experiments [4, 5], Bayesian Networks [6], between rank-
ing algorithms [7] and Brain network motifs [8, 9].
Recent success of deep learning [10, 11] in different
learning tasks showing skills exceeding human capacity,
specially in vision tasks brings the need for both under-
standing of these systems and build neural architectures
in an efficient manner. In this direction, detecting equiv-
alent deep learning architecures are not only interesting
for theoretical understanding but also for finding more
efficient architecture as a design principle. Neural Archi-
tecture Search (NAS) [12, 13] or search for smaller equiv-
elent network, i.e., architecture compression [14, 15] are
valuable tools in achieving this aim.
Approach in establishing equivalence between two deep
learning architectures are taken here lies in the analysis of
eigenvalue spectra of the trained weights, network topol-
ogy and generating conjugate random matrix ensemble.
There would be no dependence on the activation func-
tions or training procedure in establishing such equiv-
alance in the approach. This makes approach very ap-
pealing as it can be applied to wide-variety of network
setting and learning procedures. The equivalence would
entail components of topological structure, learning pro-
cedure and network setting. Analysis of spectral density
of weights of deep learning architectures recently investi-
gated [16–19], and we follow a similar sprit in this regard,
and earlier works on investigating eigenvalue statistcs in
neural network learning [20].
MIXED MATRIX ENSEMBLES
In establishing equivalence of two neural networks, we
have taking a route that requires a mathematical setting
in the language of matrix ensembles, square matrices.
Matrix ensembles especially appear in Random matrix
theory [21, 22]. One of the prominent example is circu-
lar complex matrix ensembles [23] that mimics quantum
statistical mechanics systems [24]. It is hinted out that
decay of spectral ergodicity with increasing matrix order
N for circular matrix ensembles signifies an analogous
behaviour as using deeper layers in neural networks [25],
whereby circular ensembles used as a simulation tool.
However, real deep learning architectures have rarely all
the same order weight matrices, but the weight matrices
extracted from trained deep learning architectures will
have variety of different orders due to different units in
layer connections and forms a Layer Matrix Ensemble,
see Definition 1.
Definition 1. Layer Matrix Ensemble Lm [19] The
weights Wl ∈ R
p1×p2×...×pn are obtained from a trained
deep neural network architecture’s layer l as an n-
dimensional Tensor. A Layer Matrix Ensemble Lm is
formed by transforming m set of weights Wl to square
matrices Xl ∈ R
Nl×Nl , that Xl = Al · A
T
l and Al ∈
RNl×Ml is marely a stacked up version of Wl where n >
1, Nl = p1, Ml =
∏n
j=2 pj and pj , n,m,Nl,Ml, j ∈ Z+.
Consequently Lm will have m potentially different Nl
size square matrices Xl of at least size 2× 2.
Circular Ensemble is formed by drawing a complex cir-
cular matrices from different size Circular Unitary En-
sembles (CUEs), matching the orders, m different orders
coming from Lm and taking their modulus, as we are
dealing with real matrices in deep learning architectures,
see Definition 2.
Definition 2. Circular Unitary Mixed Ensemble U m
Set of matrices Al = Mod(Ul) where U ∈ C
Nl×Nl
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FIG. 1. Circular Spectral Distance for vgg architectures. No
smoothing, raw histograms. (color online)
A ∈ RNl×Nl forms this ensemble. In component form,
each Ul obeys the following construction [26, 27]: Con-
sider a Hermitian matrix H ∈ CN×N ,
Hij =
1
2
(aij + Ibij + aji − Ibji),
where 1 ≤ i, j ≤ N , and aij , bij , aji, bji ∈ G, i.e, they are
elements of the set of independent identical distributed
Gaussian random numbers sampled from a normal dis-
tribution and I is the imaginary number.
Ensemble matrices U is defined as
U = exp(γiI) · v
i
j ,
vi is the i-th eigenvector of Hij , where γi ∈ [0, 2π] is a
uniform random number.
Both Lm and U m forms a Mixed Matrix Ensembles
(MMEs) as defined in Definition 3.
Definition 3. Mixed Matrix Ensembles (MMEs) Mm
are defined as set of m square matrices Ai ∈ R
Ni×Ni , i =
1, ..,m, where by Ni ≥ 2 and m, i,Ni ∈ Z+. Mixed here
implies set of different size real square matrices forming
an ensemble. In the case of all Ni having the same value
makes MMEs a pure matrix ensemble. Ni is sometimes
called the order of a matrix as well.
CONJUGACY AND EQUIVALENCE
We introduce a concept of mixed matrix conjugate en-
sembles inspired from statistical physics [4, 5]. Conju-
gacy of statistical mechanics ensembles are well founded
based on Legendre Transforms [4, 5]. Here we need to fol-
low a different approach based on core characteristic of a
matrix ensembles. There is no known conjugacy rules for
such ensembles and we introduce here one of the many
possible conjugacy constructions.
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FIG. 2. Circular Spectral Distance for resnet architectures.
No smoothing, raw histograms. (color online)
Finding an appropriate conjugate mixed matrix en-
semble given Lm, layer matrix ensemble coming from a
trained deep learning architecture or it could be synap-
tic network weight matrices from Brain networks for ex-
ample [9, 28] lies in pooled eigenvalues and spectra, see
Definition 4.
Definition 4. The pooled eigenvalues and spectra of
mixed matrix ensemble Mm is build from the collec-
tion of eigenvalues of m square matrices Ai ∈ R
Ni×Ni ,
i = 1, ..,m, denoted by ǫpoolj and j = 1, ..., Ni ·m, with a
corresponding spectral density ρpool(ǫ).
Now, we have well defined setting for defining con-
jugate ensemble and equivalence condition for MMEs.
These are summarized in Definitions 5 and 6.
Definition 5. Conjugate MMEs
Given two mixed matrix ensembles Mm1 and M
m
2 forms
a conjugate ensembles if their respective spectral density
difference approaches to zero over long positive tail part
of the spectrum, Hence at [0.0, ǫmax], Circular Spectral
Distance (CSD), ∆CSD(ǫ) = ρ1(ǫ) − ρ2(ǫ) and with cu-
mulative CSD defined as
∑ǫmax
0
∆CSD(ǫ) over spectral
locations approaches to zero for large enough ǫmax, ǫmax
being the largest eigenvalue to consider in constructing
the spectral density.
Definition 6. Equivalence of MMEs
Given two mixed matrix ensembles Mm1 and M
m
2 are
equivalent if following two conditions met:
1. There is a third mixed matrix ensembles Mmc that is
conjugate to both.
2. The Variance of Circular Spectral Distance (CSD) of
them are equivalent with a small δ,
V ar
(
∆1CSD
)
− V ar
(
∆2CSD
)
= δ
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FIG. 3. Circular Spectral Distance for densenet architectures.
No smoothing, raw histograms. (color online)
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FIG. 4. Circular Spectral Distance fluctuations for vgg99,
resnet152 and densenet201. (color online)
EXPERIMENTS WITH VISION
ARCHITECTURES
Our experiments focus on deep neural network archi-
tectures developed for vision task. Three different type
of vision architectures are used: VGG [29], ResNet [30],
and DenseNet [31] with different depth and batch nor-
malisation for VGG. We generated mixed Layer Matrix
Ensembles for all mentioned type networks using pre-
trained weigths [32] and their corresponding mixed Uni-
tary Circular Ensembles as a proposal conjugate ensem-
bles. We used positive range for long positive tail part
of the spectrum [0, 0, 6.0] with 1000 equalspacing. This
provides sufficiently smooth data with the given pooled
eigenvalues from produced ensembles.
Computed CSDs for long positive tail part is shown
for VGG, ResNet and DenseNet architectures on Figures
1, 2 and 3 respectively. We observe that different archi-
tecture’s CSDs decay in different rates. This indicates
different fluctuation characteristics of each CSDs for dif-
ferent architectures as demonstrated on Figure 4.
Variance of all CSDs for all investigated architectures
Architecture Top-1 error Top-5 error Variance CSD
vgg11 30.98 11.37 0.19
vgg13 30.07 10.75 0.20
vgg16 28.41 9.63 0.19
vgg19 27.62 9.12 0.18
vgg11bn 29.62 10.19 0.10
vgg13bn 28.45 9.63 0.09
vgg16bn 26.63 8.50 0.10
vgg19bn 25.76 8.15 0.09
resnet18 30.24 10.92 0.20
resnet34 26.70 8.58 0.23
resnet50 23.85 7.13 1.45
resnet101 22.63 6.44 1.86
resnet152 21.69 5.94 1.98
densenet121 25.35 7.83 0.42
densenet161 22.35 6.20 0.29
densenet169 24.00 7.00 0.52
densenet201 22.80 6.43 0.54
TABLE I. Variance of CSD per architecture corresponding
Top-1 and Top-5 classification errors on ImageNet dataset.
are summarized in Table I. We clearly see that each archi-
tecture type clearly seperated by Variance of CSDs. We
see the equivalance of all VGG architectures implying the
reported performance metrics are not too far apart in re-
ality, VGG with batch normalisation architectures forms
the subset, this is also observed in cumulative CSDs
in Figure 1. However the equivalance goes away very
quickly with increasing depth, this is observed between
resnet18 and resnet152, similarly between densenet121
and densenet201. Equivalence between densenet169 and
densenet201 could also be accepted.
CONCLUSIONS
We have developed a methematically well defined ap-
proach to detect equivalance between deep learning ar-
chitectures. The method relies on building conjugate ma-
trix ensembles and investigating their spectral difference
over the long positive tail part. This approach can also
be used in detecting Brain motifs if synaptic weights are
known.
The method is very practical and can be used in de-
signing new artifical neural architectures via Neural Ar-
chitecture Search (NAS) or compression of the existing
known architecture by systematic or random reduction
of the network size and computing variance of CSD as
proposed in this work.
Authour is grateful for PyTorch [32] team’s superb
work on bundling pretrained architectures as easily ac-
cessible modules and providing Top-1 and Top-5 errors
in a concise manner.
4SUPPLEMENTARY MATERIAL
A Python code notebook with functions to reproduce
the data and results is provided with this manuscript,
deep dyson networks.ipynb.
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