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LOCAL SYMMETRY RANK BOUND FOR
POSITIVE INTERMEDIATE RICCI CURVATURES
LAWRENCE MOUILLE´
Abstract. We generalize the Grove-Searle symmetry rank bound to the set-
ting of positive intermediate Ricci curvature using a local argument, only re-
quiring the existence of commuting Killing fields around a point and positive
intermediate Ricci curvature on the span of those fields. We also prove that
this symmetry rank bound is locally optimal in a strong sense: Every Rie-
mannian metric is arbitrarily close in the C1-topology to one that achieves the
upper bound at a point.
1. Introduction
1.1. Symmetry rank and positive sectional curvature. The symmetry rank
of a Riemannian manifold (M, g) is the rank of its isometry group, and we denote
it by symrank(M, g). In other words, symrank(M, g) is the maximal dimension of a
torus that can act isometrically and effectively on (M, g). In [8], Grove and Searle
prove the following:
Maximal Symmetry Rank Theorem. Any closed, connected Riemannian n-
manifold M with positive sectional curvature has
symrank(M, g) ≤
⌊
n+ 1
2
⌋
,
and in the case of equality, M is diffeomorphic to a sphere, a real or complex
projective space, or a lens space.
The Grove-Searle symmetry rank bound is proven using global arguments, relying
on globally defined torus actions and a theorem of Berger stating that any Killing
field on an even dimensional positively curved manifold has a zero. Wilking realized
that the same bound can be obtained for quasi-positive curvature using only the
Gauss equation [24], and Galaz-Garc´ıa included this argument in [5]. Searle and
Wilhelm noticed that Wilking’s argument only requires commuting Killing fields
and positive sectional curvature for planes spanned by the Killing fields [19]. In
this paper, we show that a generalized symmetry rank bound can be obtained for
positive intermediate Ricci curvature using a similar argument.
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1.2. Positive intermediate Ricci curvature.
Definition. Let (M, g) be an n-dimensional Riemannian manifold, and let k ∈
{1, . . . , n − 1}. Given a (k + 1)-dimensional subspace V ⊆ TpM , let R
V denote
the type-(1, 3) curvature tensor R restricted to V3 and composed with orthogonal
projection to V . Then given a unit vector u ∈ V , define the kth-intermediate Ricci
curvature for the pair (u,V) to be
Rick(u,V) = trace
(
x 7→ RV(x, u)u
)
=
k∑
i=1
sec(u, ei),
where {e1, . . . , ek} is any orthonormal basis for the orthogonal complement of
span{u} in V .
Notice that Ric1(u,V) is the sectional curvature of the 2-plane V , and
Ricn−1(u, TpM) is the Ricci curvature Ric(u, u).
Definition. We say (M, g) has positive kth-intermediate Ricci curvature if
Rick(u,V) > 0 for all pairs (u,V) in the tangent bundle TM . We abbreviate this
by writing Rick > 0.
Thus Ric1 > 0 is equivalent to sec > 0, and Ricn−1 > 0 is equivalent to Ric > 0.
Furthermore, it is easy to check that if Rick > 0 for some k ≤ n−2, then Rick+1 > 0.
Though positive intermediate Ricci curvature is a natural condition that interpo-
lates between positive sectional curvature and positive Ricci curvature, few struc-
ture results exist beyond what has been established for positive Ricci curvature.
Similarly, few examples of manifolds with positive intermediate Ricci curvature
have been documented that do not have positive sectional curvature. For known
results concerning lower bounds on intermediate Ricci curvature, see [9], [10], [11],
[20], [21], or [25].
In the setting of manifolds with positive curvature, the Grove symmetry program
has been effective in inspiring innovative results. The goal of this program is to clas-
sify positively curved manifolds that have “large” isometry groups, where “large”
is intentionally left open for interpretation. This has lead to advances in global
Riemannian geometry, providing symmetry obstructions for positive curvature like
the Maximal Symmetry Rank Theorem [8]. Many ground-breaking results beyond
the realm of curvature and symmetry, like Wilking’s Connectedness Lemma [22]
and Transversal Jacobi Field Equation [23], can also be viewed as being born from
the Grove symmetry program. From an alternate perspective, work along these
lines has helped to inform efforts towards creating new examples of positive or non-
negative curvature, a large area of research in its own right. Because this program
has proven to be so fruitful, the intention of this paper is to initiate a study of
interactions between positive intermediate Ricci curvature and symmetries.
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1.3. Local symmetry rank. Our first result is a local symmetry rank bound in
the presence of positive intermediate Ricci curvature:
Theorem A. Suppose that M is an n-manifold, N ⊂M is a submanifold through a
point p such that TpN is spanned by commuting Killing fields, and k ∈ {1, . . . , n−2}.
If Rick(u,V) > 0 for all (k + 1)-dimensional subspaces V ⊆ TpN , then
dim(N) ≤
⌊
n+ k
2
⌋
.
Note that the submanifold N in Theorem A is not assumed to be complete; it is
only required to be defined in a neighborhood of the point p. Notice the utility of
Theorem A is that it is local in nature, and thus is applicable in more scenarios
than if we made global assumptions about the curvature or symmetries of M .
Now we establish terminology for when the upper bound in Theorem A is achieved:
Definition. If an n-manifold M has a submanifold N through a point p such
that TpN is spanned by commuting Killing fields, Rick(u,V) > 0 for all (k + 1)-
dimensional subspaces V ⊆ TpN , and dim(N) = ⌊
n+k
2 ⌋, then we say M has k-
maximal local symmetry rank at p.
Notice that no manifold admits (n−1)-maximal local symmetry rank: For k = n−1,
there can be no (k + 1)-dimensional subspaces V of TpN while dim(N) = ⌊
n+k
2 ⌋
because in that case, ⌊
n+ k
2
⌋
= n− 1 < n = k + 1.
Now recall from the Maximal Symmetry Rank Theorem that the list of manifolds
which admit positive sectional curvature and maximal global symmetry rank is
restrictive, only consisting of Sn, RPn, CPn/2, or lens spaces. In stark contrast, we
have the following density result for k-maximal local symmetry rank:
Theorem B. Let M be an n-manifold, n ≥ 3, k ∈ {1, . . . , n − 2}, and p ∈ M .
Every Riemannian metric g on M is arbitrarily close in the C1-topology to a metric
g˜ such that (M, g˜) has k-maximal local symmetry-rank at p.
Theorem B shows that Theorem A is optimal in a strong sense. We prove Theorem
B by sewing in a model metric on a small ball around the point p and showing that
the resulting metric can be made arbitrarily close in the C1-distance to the original.
These model metrics are constructed on Rn and have k-maximal local symmetry
rank at the origin.
1.4. Global symmetry rank. When a torus acts isometrically and effectively on
a Riemannian manifold, the principal isotropy groups are trivial, so the tangent
spaces to any principal orbit are spanned by commuting Killing fields. Thus, a
consequence of Theorem A is the following generalized symmetry rank bound:
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Corollary C. If M is a connected Riemannian n-manifold with Rick > 0 for some
k ∈ {1, . . . , n− 2}, then
symrank(M, g) ≤
⌊
n+ k
2
⌋
.
Furthermore, the same conclusion holds if instead we assume M is closed, con-
nected, and contains a point at which Rick > 0 for some k ∈ {1, . . . , n− 2}.
The first statement in Corollary C follows immediately from Theorem A. The second
statement follows from applying Theorem A on the principal orbits of a torus action
with rank > n+k2 and then using a compactness argument to reach a contradiction.
Note that the k = 1 case of Corollary C, i.e. sec > 0, gives exactly the bound from
the Maximal Symmetry Rank Theorem. This leads naturally to the following:
Questions. Is the symmetry rank bound from Corollary C optimal? Once optimal
bounds are established, can we classify n-manifolds with Rick > 0 that have maximal
symmetry-rank?
In order to make progress towards addressing these and other questions concern-
ing positive intermediate Ricci curvature, it would be beneficial to find non-trivial
examples of manifolds with Rick > 0. By this, we suggest finding and cataloging
examples where Rick > 0 while Rick−1 6> 0 for k ≥ 2.
In the k = n− 2 case, the symmetry rank bound from Corollary C gives
symrank(M, g) ≤
⌊
n+ (n− 2)
2
⌋
= n− 1.
Cohomogeneity-one torus actions actions may occur on Ricci-positive manifolds in
dimensions 2 and 3, e.g. the T 1-action on S2 and the T 2-action on S3. However, it
is known that in dimensions ≥ 4, closed manifolds that admit cohomogeneity-one
torus actions must have infinite fundamental group [13, 14]. Thus by the Bonnet-
Myers theorem, such manifolds cannot admit invariant metrics of positive Ricci
curvature, and hence cannot admit Ricn−2 > 0. Therefore:
Remark 1.1. If M is a closed, connected n-manifold with Rick > 0 for n ≥ 4 and
k ≥ n− 2, then
symrank(M, g) ≤ n− 2.
Corro and Galaz-Garc´ıa show in [2] that for each dimension n ≥ 6, there ex-
ist infinitely many diffeomorphism types of closed, smooth, simply-connected n-
manifolds which admit a smooth, effective action of a torus T n−2 and a metric
of positive Ricci curvature invariant under a T n−4-subgroup of T n−2. This shows
that symrank(M, g) = n− 4 can be achieved in these dimensions for Ricci-positive
manifolds. It remains to be shown if this can be improved to give examples of
positive Ricci curvature with symrank(M, g) = n− 2.
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1.5. Ramifications in non-negative curvature. In [7], Galaz-Garc´ıa and Searle
state the Maximal Symmetry Rank Conjecture for non-negatively curved manifolds,
which has since been sharpened by Escher and Searle in [4]:
Maximal Symmetry Rank Conjecture. Let (M, g) be a closed, simply con-
nected, n-dimensional Riemannian manifold with non-negative sectional curvature.
Then
(1) symrank(M, g) ≤
⌊
2n
3
⌋
, and
(2) in the case of equality, M is equivariantly diffeomorphic to a product of
spheres or a quotient thereof by a free linear action of a torus of rank less
than or equal to 2n mod 3.
Part (1) has been proven for manifolds with dimension n ≤ 9 in [7] and 10 ≤ n ≤ 12
in [4]. Furthermore, the Maximal Symmetry Rank Conjecture has been confirmed
for torus actions that are isotropy-maximal in [4]. With the assumption of non-
negative curvature replaced with rational ellipticity, Part (1) has been established
in all dimensions along with a rational homotopy theoretic version of Part (2) in
[6]. This is relevant because the Bott Conjecture claims that any non-negatively
curved manifold is rationally elliptic.
Notice that a non-negatively curved manifold can have positive kth-intermediate
Ricci curvature for k ≥ 2 without being positively curved. If Rick > 0 at a point
for k ≤ n3 , then from Corollary C, symrank(M, g) ≤ ⌊
2n
3 ⌋. In particular, we have
the following:
Corollary D. Let (M, g) be a closed, simply connected Riemannian manifold with
non-negative section curvature and dimension n ≥ 13. If M contains a point at
which Ric⌊n/3⌋ > 0, then the conclusion of Part (1) of the Maximal Symmetry Rank
Conjecture holds.
1.6. Structure of this paper. In Section 2, we prove Theorem A. In Section 3,
we construct metrics on Rn that have k-maximal local symmetry rank at the origin
for n ≥ 3 and 1 ≤ k ≤ n − 2. In Section 4, we prove Theorem B by establishing
a result about sewing metrics in the C1-topology and applying it to the metrics
constructed in Section 3.
1.7. Acknowledgments. This paper is part of my doctoral thesis at the University
of California, Riverside. I would like to thank my thesis advisor, Fred Wilhelm, for
his insights and valuable feedback during the preparation of this paper. I would
also like to thank Priyanka Rajan, Karsten Grove, and Guofang Wei for helpful
discussions concerning this project. Finally, I would like to thank the referee whose
detailed suggestions lead to improvements of the exposition and presentation in this
paper.
6 LAWRENCE MOUILLE´
2. Symmetry rank bound
In this section, we prove Theorem A. The reader may notice that our argument is
informed by Wilking’s proof of the symmetry rank bound for quasi-positive curva-
ture [24], which may be found in Galaz-Garc´ıa’s paper [5].
Assume that M and N are as in Theorem A. Let II denote the second fundamental
form for N ⊂ M , i.e. for u, v ∈ TpN , II(u, v) = (∇uV )
⊥ ∈ TpN
⊥, where V is any
extension of v to a vector field. Given a unit vector u ∈ TpN , let Ou denote the
orthogonal complement of span{u} in TpN . Now considering II(u, ·) as a linear map
Ou → TpN
⊥, we have:
Lemma 2.1. If dim(N) > n+k2 , then dim(ker II(u, ·)) ≥ k.
Proof. If dim(N) > n+k2 , then
dim(ker II(u, ·)) = dim(Ou)− dim(Im II(u, ·))
≥ (dim(N)− 1)− (n− dim(N))
>
(
n+ k
2
− 1
)
−
(
n−
n+ k
2
)
.
Therefore, dim(ker II(u, ·)) > k − 1. 
Proof of Theorem A. Suppose dim(N) > n+k2 , and fix a unit vector u ∈ TpN
such that | II(u, u)| ≥ 0 is minimal. From Lemma 2.1, we can choose orthonor-
mal e1, . . . , ek ∈ Ou such that II(u, ei) = 0. For i = 1, . . . , k, define a function
fi : R→ R by
fi(θ) = |II (cos(θ)u + sin(θ) ei, cos(θ)u + sin(θ) ei)|
2
= cos4(θ)| II(u, u)|2 + 2 cos2(θ) sin2(θ)〈II(u, u), II(ei, ei)〉+ sin
4(θ)| II(ei, ei)|
2.
Then because fi(0) = | II(u, u)|
2 is minimal,
f ′′i (0) = 4
(
〈II(u, u), II(ei, ei)〉 − | II(u, u)|
2
)
≥ 0,
and so we must have 〈II(u, u), II(ei, ei)〉 ≥ 0. Now let V = span{u, e1, . . . , ek} ⊆
TpN . Then because II(u, ei) = 0 and 〈II(u, u), II(ei, ei)〉 ≥ 0 for all i, we have from
the Gauss equation that
Rick(u,V) =
k∑
i=1
secM (u, ei)
=
k∑
i=1
[
secN (u, ei) + | II(u, ei)|
2 − 〈II(u, u), II(ei, ei)〉
]
≤
k∑
i=1
secN (u, ei)
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However, because TpN is spanned by commuting Killing fields, secN ≡ 0 on TpN .
Therefore we have shown that if dim(N) > n+k2 , then there exists a pair (u,V) such
that Rick(u,V) ≤ 0, thus proving Theorem A by contraposition. 
3. Construction of k-maximal local symmetry rank
In this section, we prove the following:
Proposition 3.1. There exist metrics gmodel on Rn that have k-maximal local
symmetry rank at the origin for all n ≥ 3 and k ∈ {1, . . . , n− 2}.
Throughout this section, let n ≥ 3, k ∈ {1, . . . , n − 2}, and d = ⌊n+k2 ⌋. To prove
Proposition 3.1, we will construct metrics on Rn−d × Rd such that the coordinate
vector fields for the Rd factor are Killing fields and Rick(u,V) > 0 for all (k + 1)-
dimensional subspaces V ⊆ T0R
d. We do not claim that these metrics are complete
as this will not be necessary for proving Theorem B in Section 4. First, we establish
the following computational simplification:
Lemma 3.2. Given any Riemannian manifold M and a natural number d ≤
dim(M)−1, suppose that {Ki}
d
i=1 is an orthonormal basis of a subspace K ⊆ TpM ,
k ∈ {1, . . . , d− 1}, and there exist µ, ν ∈ [0,∞) such that the following hold:
(A) R(Ki,Kj)Kl = 0 when the indices i, j, l are mutually distinct.
(B) sec(Ki,Kj) ∈ {−ν, µ} for all i 6= j.
(C) For each i, there exist at most k − 1 indices j 6= i such that
sec(Ki,Kj) = −ν.
(D) µ− (k − 1)ν > 0.
Then Rick(u,V) > 0 for all (k + 1)-dimensional subspaces V ⊆ K.
Proof. Let RicK : K → K denote the Ricci (1, 1)-tensor restricted to K and com-
posed with projection onto K. Then by definition, 〈RicK(u), u〉 = Ricd(u,K). From
Property A, we get that RicK is diagonalized by {Ki}
d
i=1; see Proposition 4.1.3 in
[15]. Then by Properties B and C, we have that
Ricd( · ,K) ≥ min
i=1,...,d
{Ricd(Ki,K)} ≥ (d− k)µ− (k − 1)ν
Applying Property D, we get
Ricd( · ,K) > (d− k − 1)µ. (1)
Now define the operator RK : Λ2K → Λ2K by 〈RK (
∑
iXi ∧ Yi) ,
∑
j Vj ∧Wj〉 =∑
i,j R(Xi, Yi,Wj , Vj). Then from Property A, R
K is diagonalized by {Ki∧Kj}i,j;
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see Proposition 4.1.2 in [15]. Hence from Property B, on K we have
sec ≤ µ. (2)
Thus, given a (k + 1)-dimensional subspace V ⊆ K and unit vector u ∈ V , choose
orthonormal vectors {ei}
d−1
i=1 such that {u, e1, . . . , ek} is an orthonormal basis for
V and {u, e1, . . . , ek, ek+1, . . . , ed−1} is an orthonormal basis for K. Then from
Inequalities 1 and 2,
Rick(u,V) =
k∑
i=1
sec(u, ei)
= Ricd(u,K)−
d−1∑
i=k+1
sec(u, ei)
> [(d− k − 1)µ]− [(d− k − 1)µ] = 0.

Proof of Proposition 3.1. Now consider Rn−d×Rd with coordinates (x1, . . . , xn−d,
y1, . . . , yd). Given positive smooth functions φi : R
n−d → R, define the metric
gmodel on Rn−d × Rd by
gmodel = dx1
2 + · · ·+ dxn−d
2 + φ1
2dy1
2 + · · ·+ φd
2dyd
2.
Setting Ki =
1
φi(0)
∂
∂yi
, the fields {Ki}
d
i=1 are the desired commuting Killing fields
under this metric, and they are orthonormal at the origin. We will choose φi such
that
(
Rn, gmodel
)
and Ki together satisfy the hypotheses of Lemma 3.2.
Let K = span{Ki|0}
d
i=1 = T0R
d, and denote the orthogonal complement by K⊥ =
T0R
n−d. Let II : K×K → K⊥ denote the second fundamental form for the subman-
ifold {(0, . . . , 0)} × Rd. Then II(Ki,Kj) = 0 for i 6= j, and combining this with the
fact that Ki are commuting Killing fields, we get that Property A of Lemma 3.2 is
satisfied. We will show that φi can be chosen such that Properties B, C, and D are
satisfied at the origin. Notice that at the origin, II(Ki,Ki) = −
gradφi
φi(0)
. Thus from
the Gauss equation, because the submanifold {(0, . . . , 0)} × Rd has zero intrinsic
curvature, we have that the extrinsic curvatures are
sec(Ki,Kj) = −
〈gradφi, gradφj〉
φi(0)φj(0)
when i 6= j. We now break the construction into two cases: k = n−2 and k ≤ n−3.
3.1. Case k = n− 2. If k = n − 2, then d = ⌊n+k2 ⌋ = n − 1, and so K
⊥ is 1-
dimensional. Choose a unit vector U in K⊥. We will define φi such that for some
constants a, b ∈ (0,∞),
(1) gradφ1 = · · · = gradφk = U ,
(2) φ1(0) = · · · = φk(0) = a,
(3) gradφd = −U , and
(4) φd(0) = b
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Then by construction, Properties B and C of Lemma 3.2 are satisfied with
µ =
|U |2
ab
=
1
ab
,
−ν = −
|U |2
a2
= −
1
a2
.
Thus, to satisfy Property D, we need
1
ab
−
k − 1
a2
> 0.
Therefore, choosing any values for a and b such that a > (k − 1)b, the k = n − 2
case of Proposition 3.1 follows from Lemma 3.2.
3.2. Case k ≤ n− 3. If k ≤ n − 3, then K⊥ has dimension ≥ 2. In the unit
sphere Sn−d−1 ⊂ K⊥, choose a vector U . Letting U⊥ denote the orthogonal
complement of span{U} in K⊥, consider the equatorial sphere Sn−d−2 = U⊥ ∩
Sn−d−1. Now inscribe a regular (n− d− 1)-simplex in Sn−d−2, and define vectors
V1(0), . . . , Vn−d(0) ∈ S
n−d−2 to be the vertices of this simplex. Hence
〈Vi(0), Vj(0)〉 = −
1
n− d− 1
for all distinct i, j ∈ {1, . . . , n− d}. Now for θ ∈ [0, pi2 ] define
Vi(θ) = cos(θ)Vi(0)− sin(θ)U.
Notice that
〈Vi(θ), Vj(θ)〉 = −
cos2 θ
n− d− 1
+ sin2 θ
is strictly increasing on [0, pi2 ] and takes the value 0 at θ = ξ ∈ (0,
pi
2 ) given by
ξ = arctan
(√
1
n− d− 1
)
.
Hence, 〈Vi(θ), Vj(θ)〉 is negative for θ ∈ [0, ξ). We will now choose φi such that
(1) gradφ1 = · · · = gradφk = U ,
(2) φ1(0) = · · · = φk(0) = a,
(3) gradφk+i = Vi(θ) for i = 1, . . . , n− d, and
(4) φk+1(0) = · · · = φd(0) = b
for some values of a, b ∈ (0,∞) and θ ∈ (0, ξ). See Figure 1.
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Figure 1. Defining gradφi
Then because θ < ξ, the negative curvatures among {sec(Ki,Kj)}
d
i,j=1 correspond
to distinct values of i, j ∈ {1, . . . , k}, and these curvatures all have the same value
−ν = −
|U |2
a2
= −
1
a2
.
So for each i, there exist at most k − 1 indices j 6= i such that sec(Ki,Kj) = −ν,
and thus Property C of Lemma 3.2 is satisfied. To satisfy Property B, we need to
choose a, b, θ so that for all l ∈ {1, . . . , k} and for all distinct i, j ∈ {1, . . . , n− d},
sec(Kl,Kk+i) = sec(Kk+i,Kk+j).
This common value is given by
µ = −
〈U, Vi(θ)〉
ab
= −
〈Vi(θ), Vj(θ)〉
b2
. (3)
Furthermore, to satisfy Property D, we need
µ−
k − 1
a2
> 0. (4)
Now choose any value for a > 0. Then, once θ ∈ (0, ξ) is chosen, we will define b by
b =
a〈Vi(θ), Vj(θ)〉
〈U, Vi(θ)〉
,
and thus Equation 3 will be satisfied with µ taking the value
µ = −
〈U, Vi(θ)〉
2
a2〈Vi(θ), Vj(θ)〉
.
Finally, Inequality 4 holds if θ is chosen such that
〈U, Vi(θ)〉
2 > −(k − 1)〈Vi(θ), Vj(θ)〉.
Notice that 〈U, Vi(θ)〉
2 approaches a positive constant dependent on n and k as
θ approaches ξ, while −〈Vi(θ), Vj(θ)〉 approaches 0 as θ approaches ξ. Therefore,
there exists a value θ such that Inequality 4 holds, and thus applying Lemma 3.2,
Proposition 3.1 is proven. 
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4. Sewing and the C1-topology
4.1. Cl-norm for tensors. Recall that two smooth maps F1, F2 : M → N are
ǫ-close in the weak Cl-topology if their values and partial derivatives up to order l
are ǫ-close with respect to fixed atlases on M and N ; see Chapter 2 of [12]. If the
atlases are finite, this leads to a notion of Cl-distance.
Now, given vector bundles E1 and E2, Euclidean metrics on E1 and E2, and a
bundle map φ : E1 → E2, the C
l-norm of φ is defined as follows: If E11 denotes the
unit sphere bundle under the Euclidean metric on E1, then |φ|Cl is the C
l-distance
from φ|E1
1
to the zero bundle map E1 → E2. The C
l-norm of a tensor ω is the
Cl-distance from ω to the zero-section. Notice that these definitions depend on the
choice of Euclidean metrics.
Throughout this section, letM be a fixed manifold, and let g be a fixed Riemannian
metric on M . All Cl-norms will be defined in terms of the fixed metric g on TM .
4.2. Sewing theorem. We now establish the following:
Theorem 4.1 (Sewing Theorem). Let (M, g) be a Riemannian manifold, let p be a
point in M , and let g∗ be a Riemannian metric defined on a neighborhood of p such
that g(γ′, ·) = g∗(γ′, ·) for all geodesic rays γ emanating from p. For every ǫ > 0,
there exists a Riemannian metric g˜ on M that is ǫ-close to g in the C1-distance
such that g˜ ≡ g∗ on an open ball centered at p.
The author has been informed that Searle, Solo´rzano, and Wilhelm have proven if
sec(M, g) ≥ K, then g˜ in Proposition 4.1 can be made to satisfy sec(M, g˜) ≥ K˜ for
any K˜ < K [18].
Now define t to be the value of distg(p, ·), and let ∂t denote grad(distg(p, ·)). We
begin by proving the following:
Lemma 4.2 (Converse Gauss Lemma). Let (M, g) be a Riemannian manifold, let
p ∈M , and let g∗ be as in Proposition 4.1.
(1) distg(p, ·) = distg∗(p, ·), and the integral curves of ∂t are geodesics emanat-
ing from p with respect to both metrics g and g∗.
(2) Along geodesic rays emanating from p, the family of Jacobi fields that vanish
at p are the same for both metrics g and g∗.
For a more generalized version of Lemma 4.2, see [16].
Proof. Because g∗(∂t, ∂t) = g(∂t, ∂t) = 1, the integral curves of ∂t are also geodesics
under g∗, and hence Part (1) follows. Now notice that along a geodesic ray emanat-
ing from p, a Jacobi field J that vanishes at p under g is realized as the variation
field of a variation by g-geodesics emanating from p. Because these curves are also
geodesics under g∗, J is also a Jacobi field under g∗. 
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Now letting inj radp denote the injectivity radius of (M, g) at p, choose δ ∈
(0, 12 inj radp) small enough such that g
∗ is defined on the closed ball B(p, 2δ) ⊂M .
Lemma 4.3. There is a symmetric (0, 2)-tensor r defined on B(p, 2δ) such that
g − g∗ = t2r.
Furthermore, given a natural number l, there is a constant C such that |r|Cl < C
on B(p, 2δ).
Proof. First, notice that linearly independent Jacobi fields along geodesics ema-
nating from p that vanish at p together with the radial field provide a framing
of B(p, 2δ) \ {p}. We will construct the tensor r by defining its values on such a
framing. Let J1 and J2 be Jacobi fields along a geodesic γ : [0, t0]→M emanating
from p that vanish at t = 0. Informed by Proposition 2.7 in [3] and Chapter 1, §4
of [1], we compute the Taylor expansion of (g − g∗)(J1, J2)γ(t) centered at t = 0.
First notice that because Ji(0) = 0 for i = 1 and 2, we have
J ′′i (0) = − (Rg(J, γ
′)γ′) (0) = 0.
Second, for any vector field V along γ, we have at t = 0
g (∇γ′(Rg(Ji, γ
′)γ′), V ) = γ′g (Rg(Ji, γ
′)γ′, V )− g (Rg(Ji, γ
′)γ′, V ′)
= γ′g (Rg(V, γ
′)γ′, Ji)
= g (∇γ′(Rg(V, γ
′)γ′), Ji) + g (Rg(V, γ
′)γ′, J ′i)
= g (Rg(J
′
i , γ
′)γ′, V ) .
Using these facts and that Ji(0) = 0, we have the following at t = 0:
g(J1, J2) = 0,
g(J1, J2)
′ = g(J ′1, J2) + g(J1, J
′
2) = 0,
g(J1, J2)
′′ = g(J ′′1 , J2) + 2g(J
′
1, J
′
2) + g(J1, J
′′
2 ) = 2g(J
′
1, J
′
2),
g(J1, J2)
′′′ = g(J ′′′1 , J2) + 3g(J
′′
1 , J
′
2) + 3g(J
′
1, J
′′
2 ) + g(J1, J
′′′
2 ) = 0,
g(J1, J2)
′′′′ = g(J ′′′′1 , J2) + 4g(J
′′′
1 , J
′
2) + 6g(J
′′
1 , J
′′
2 ) + 4g(J
′
1, J
′′′
2 ) + g(J1, J
′′′′
2 )
= −8Rg(J
′
1, γ
′, γ′, J ′2).
Because γ is a geodesic and Ji are Jacobi fields for both g and g
∗, we have that
the equations above also hold with g∗ substituted for g. Thus, by applying these
calculations to the Taylor expansions of g(J1, J2)γ(t) and g
∗(J1, J2)γ(t) centered at
t = 0, and using the fact that g ≡ g∗ on TpM , we have
(g − g∗)(J1, J2)γ(t) = −
t4
3
(Rg −Rg∗)(J
′
1, γ
′, γ′, J ′2)p +O(t
5).
By normalizing this equation, we get
(g − g∗)
(
J1
|J1|
,
J2
|J2|
)
γ(t)
=
t4
3|J1(t)||J2(t)|
(Rg∗ −Rg)(J
′
1, γ
′, γ′, J ′2)p +O(t
3).
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Because |Ji(t)| = t+O(t
2), we have
lim
t→0
d
dt
[
(g − g∗)
(
J1
|J1|
,
J2
|J2|
)
γ(t)
]
= 0.
Now, recall that if a smooth function f : R → R satisfies f(0) = 0 = f ′(0), then
there is a smooth function h : R → R such that f(t) = t2h(t). We can use this
principal to write (g − g∗)
(
J1
|J1|
, J2|J2|
)
γ(t)
as the product of t2 and some smooth
function. Applying this procedure to g−g∗ evaluated on a framing of B(p, 2δ)\{p}
by Jacobi fields, we can define a smooth (0, 2)-tensor r on B(p, 2δ) such that
g − g∗ = t2r.
Finally, the inequality |r|Cl < C follows from the fact that r is smooth on the
compact set B(p, 2δ). 
Proof of Proposition 4.1. Choose δ ∈ (0, 12 inj radp) such that g
∗ is defined on the
closed ball B(p, 2δ) ⊂M . From Lemma 7.3 in [17], there exists a smooth function
φ :M → [0, 1] such that
φ ≡ 1 where dist(p, ·) ≤ δ,
φ ≡ 0 where dist(p, ·) ≥ 2δ,
|φ|C1 ≤
2
δ
.
On M , define the Riemannian metric g˜ = (1 − φ)g + φg∗. Because g˜ ≡ g for
dist(p, ·) ≥ 2δ, assume t = dist(p, ·) < 2δ. Given unit vector fields U and V ,
(g − g˜)(U, V ) = g(U, V )− (1 − φ)g(U, V )− φg∗(U, V )
= φ(g − g∗)(U, V )
= φt2r(U, V ),
where r is the tensor from Lemma 4.3. Furthermore, for a unit vector X , we have
X(g − g˜)(U, V ) = (Xφ)t2r(U, V ) + φX(t2)r(U, V ) + φt2Xr(U, V )
= (Xφ)t2r(U, V ) + φ(2t)(Xt)r(U, V ) + φt2Xr(U, V ).
Thus, because φ ≤ 1, |φ|C1 ≤
2
δ , t < 2δ, and |r|C1 < C, we have
|(g − g˜)(U, V )| < 4δ2C,
|X(g − g˜)(U, V )| < 12δC + 4δ2C.
Therefore, for any ǫ > 0, δ can be chosen so that |g − g˜|C1 < ǫ. 
4.3. Density of k-maximal local symmetry rank. To prove Theorem B, choose
any Riemannian n-manifold (M, g) with n ≥ 3. Let p ∈ M and define g∗ on a
neighborhood of p to be the pull-back metric
g∗ =
(
exp−1p
)∗ (
gmodel
)
,
where gmodel is one of the metrics from Proposition 3.1 in Section 3. Then by the
Gauss Lemma, g(γ′, ·) = g∗(γ′, ·) for all geodesic rays γ emanating from p, and thus
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Proposition 4.1 can be applied to obtain a metric g˜ on M that has k-maximal local
symmetry rank at p. Therefore, the space of metrics on M which have k-maximal
local symmetry rank is dense under the C1-topology. 
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