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3Abstract
Many aspects of economic analysis require judgements to be made about distributions. 
When agreement on a single criterion for judgement is not possible, it is necessary to examine 
whether one distribution is better than another from a number of perspectives. The problem of 
’distributional dominance’, which Part One addresses, is precisely this problem of ordering two 
distributions in relation to one or more objective functions, via use of a single ’dominance 
criterion’. Four themes are pursued.
• It is argued that welfare, poverty and inequality dominance criteria can be fruitfully analyzed 
within a single framework.
• The need to approach the problem of distributional dominance as a statistical one is stressed. 
Estimators and a method of inference are proposed and are themselves tested via a simulation 
study.
• The likely effect of aggregation on the attained ordering of distributions is assessed, also via a 
simulation study.
• A critical re-appraisal is presented of the most widely-used dominance criterion, second-order 
stochastic dominance, and alternative criteria are proposed. The usefulness of thinking of 
dominance criteria in terms of curves within bounds is emphasized.
Part Two of the thesis is a study of the distribution of income in urban China in the 
eighties, using both aggregated, nationwide data and disaggregated data for two provinces. This 
study is both an application of the methods developed in Part One and a case-study of the 
dynamics of income distribution in a transitional economy. Evidence is found that cash-income 
inequality has grown over the decade, and this is linked to the reform process. However, inequality 
remains exceptionally low by international standards. Moreover, both the system of price subsidies 
and that of cash compensation introduced to replace the subsidies are shown to have exerted an 
equalizing influence on the urban distribution of income.
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This thesis is divided into two parts. The first is concerned with measurement issues 
which arise in the analysis of income distribution, in particular with the problem, as I term it, of 
distributional dominance. The second is an analysis of the distribution of income in urban China 
between 1981 and 1990. The two parts complement each other: the ideas and tools developed in 
the first part assist in the analysis of the second, and the analysis of the second provides a case 
study of the methods presented in the first.
I Part One
Taking an overview of the burgeoning literature on the measurement of living standards, 
one can discern four strands of development over the last two decades. The first has been a 
proliferation of measures, especially for the purpose of equality and poverty analysis. Focus on 
the former came first, culminating in the derivation of the generalized entropy indices reported 
more or less contemporaneously by Bourguignon (1979), Cowell (1980) and Shorrocks (1980). 
Sen’s 1976 paper was the spur for much work on poverty measures which took as its starting point 
the need to improve on the perceived inadequacies of the two traditional measures, the head-count 
ratio and the poverty gap. Chakravarty (1990) provides good summaries in both fields.1 More 
recently, attention has turned to the statistical properties of these fimctions, with papers by Cowell 
(1989) and Thistle (1990) building on earlier contributions of authors such as Nyg£rd and 
Sandstrom (1981).
The second strand begins with Atkinson (1970) and is the attempt to show under what 
conditions different measures (of, say, poverty or inequality) will rank two distributions in the 
same way. The popularity of this approach is linked to the proliferation of measures. The greater 
the numbers of plausible ways in which one might measure something, the more pressing the need 
to know whether one’s conclusion is sensitive to the particular measure chosen. Atkinson 
introduced the fundamental idea that an income distribution can be analyzed in the same way as 
a probability distribution. This insight enabled him to draw on advances in the theory of risk by, 
among others, Hadar and Russell (1969) and Rothschild and Stiglitz (1970), who had shown how 
the criteria of stochastic dominance could be used to determine under which general conditions
1. Coulter (1989) provides a survey of inequality measures used in all the social science disciplines, not just 
economics.
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one distribution of uncertain prospects would be preferred to another. Atkinson’s work was in the 
area of equality analysis, where the second-order stochastic dominance criterion could be put in 
terms of the well-known Lorenz curve. His analysis has since been extended to both welfare and 
poverty analysis (Shorrocks, 1983, Atkinson, 1987) and, as we will examine in detail, has been 
applied using statistical tools. As Lambert writes, use of the second-order stochastic dominance 
criterion has now "become standard among researchers" (1989, p.5).
The third area of research has been a thorough re-working of the philosophical 
foundations of welfare economics. The hitherto-dominant utilitarian presupposition that welfare 
can be measured simply by adding a sum of utilities has come under serious criticism, most 
notably by Rawls (1971), but also by economists such as Sen (1987). Newer criticisms focusing 
both on utilitarianism’s exclusive concern with utility (as against freedom (Nozick, 1974) or 
primary goods (Rawls, 1971) or capabilities (Sen, 1987)) as well as on its aggregation procedure 
(summation) have emerged alongside the older objection of the difficulty of making the 
interpersonal comparisons necessary to get utilitarianism off the ground.2 For a review of the 
debate, see Sen and Williams (1982).
Finally, there has been a great deal of research into and thinking about which variable 
or set of variables should be utilized by economists to measure the standard of living. Techniques 
have long been available to enable the researcher to take into account differences in prices (see 
Deaton, 1980, for a survey). More recently, newer methods have been pioneered to take into 
account differences in family composition, both via the estimation of specific adjustment factors 
or ’equivalence scales’ (Deaton and Meullbauer, 1980)3 and by the extension of the stochastic 
dominance framework from a single- to a multi-variable framework (Atkinson and Bourguignon, 
1987). Much work has also been done to show how it is possible to take into account such real- 
world departures from the perfect competition paradigm as rationing, fixed prices and the 
consumption of public goods (see Comes, 1992, for a recent, critical survey). In addition, and in 
part stemming from the theoretical debate outlined above, it has been argued that other variables, 
not traditionally considered as being in the economist’s domain, such as literacy, life-expectancy 
and infant-mortality (UNDP, 1990), and one’s own perception of well-being (Goedhart et al,
2. Interestingly, interpersonal comparability is no longer seen as such an obstacle: "For many years, the 
majority of economists took the position that the making of interpersonal comparisons, if not impossible, 
was certainly no part of the economist’s trade. In view of Arrow’s theorem, such a view leaves very little 
for welfare economics to do, and much of the so-called new welfare economics of the 1940’s and 1950’s 
that embodied this position makes sterile reading by contemporary standards. Modem approaches, by 
contrast, are firmly based on explicit interpersonal comparisons." (Deaton and Muellbauer, 1980, p.217)
3. Equivalence scales themselves have a long history dating back into the last century - see Deaton and 
Muellbauer (1980, p. 193).
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1977) should also be used to define the standard of living.
Part One of this thesis is concerned mainly with the second of these four strands. For 
convenience, the problem it addresses is given a label, that of ’distributional dominance’. 
Distributional dominance is defined in relation to two distributions, both defined over a single 
variable, and a so-called ’dominance criterion’, each of which covers some set of living-standard 
functions. The problem of distributional dominance is the problem of ordering these two 
distributions in relation to the dominance criterion: if and only if the criterion ranks the two 
distributions can the one distribution be said to dominate the other, that is, be reckoned to be no 
worse than the other by all living-standard functions in the relevant set and better by at least one 
such function.
The term ’standard of living’ is used in this thesis to mean ’welfare or equality or 
(inverse) poverty’. A standard-of-living function is thus a welfare or an equality or an inverse- 
poverty function (where an inverse-poverty function is the negative of a poverty function). The 
purpose of introducing this umbrella function is precisely to show how these three types of 
functions can be viewed as special cases. The aim here is not to suggest that welfare, poverty and 
inequality are three aspects of the one, necessarily amorphous concept. Rather it is to provide a 
unified framework and aid to understanding. Many of the problems which crop up within the one 
field of analysis are also present in the other two, and it is both efficient and illuminating to be 
able to deal with all three at the one time. Having first established this general framework, Chapter 
One goes on to introduce and where necessary derive the various dominance criteria which will 
be analyzed in the rest of Part One and put to work in the second part of the thesis.
The problem of choosing a dominance criterion cannot be viewed in isolation from the 
other decisions which have to be made when two distributions are to be compared. Above all, one 
has to choose by which variable or variables one will judge the standard of living. Adjustments 
may be required to take into account different price levels and household sizes in each of the two 
distributions. If one has raw data, one can decide on the degree to which one will aggregate (if 
at all) prior to analysis. If one has only an aggregated data set, one must decide how to utilize it 
and how to interpret the results. One must also decide whether or not to apply statistical tools or 
whether one will be content with drawing conclusions about the data to hand.
These last two issues, of statistical inference and aggregation, are the focus of the second 
and third chapters of Part One. Chapter Two presents and where necessary derives consistent 
estimators and their asymptotic variance-covariance matrices which, when combined with the
14
general method of inference also given in the chapter, can be used to analyze distributional 
dominance as a statistical problem. These estimators have the important feature of being utilizable 
in the presence of randomly weighted data. So they can be used if, as typically occurs, one has 
data at the household level, but wishes to make living-standard comparisons using the individual 
as the unit of analysis.
Chapter Three reports the results of a simulation study which puts the estimators and 
inference method of Chapter Two to work. It provides evidence for a number of claims made in 
that chapter and also answers various questions arising from it. Chapter Three also takes up the 
issue of aggregation. Most empirical work on income distributions is based on aggregated data. 
The simulation study answers the question of what effect the use of aggregated data is likely to 
have on the nature of the resulting ordering, in particular on the probability of being able to rank 
any given pair of distributions.
The key restriction imposed by the theoretical analysis of the first three sections is that 
the standard of living is defined over only one variable. This restriction is in itself controversial. 
In addition, although the variable could be almost any standard-of-living determinant or indicator, 
Part Two applies the tools developed to the analysis of income data. And it must be said that the 
sort of variables to which the methods of Part One are most likely to be applied are income and 
consumption, simply because these are the variables on which distributional data are most likely 
to be available. But, as suggested earlier, reliance on standard purchasing-power variables is no 
longer uncontroversial. Sen has led the attack, in relation to both inequality and poverty 
measurement:
An important and frequently encountered problem arises from concentrating on 
inequality of incomes as the primary focus of attention in the analysis of inequality. The 
extent of real inequality of opportunities that people face cannot be readily deduced 
from the magnitude of inequality of incomes, since what we can or cannot do, can or 
cannot achieve, do not depend just on our incomes but also on the variety of physical 
and social characteristics that affect our lives and make us what we are. (1992, p.28)
Similarly, if our concern is with the failure of certain minimal capabilities because of 
lack of economic means, we cannot identify poverty simply as low income, dissociated 
from the interpersonally-variable connection between income and capability. It is in 
terms of capability that the adequacy of particular income levels has to be judged. 
(1992, p.112)
Providing this sort of general criticism with some specific content, Dreze and Sen write:
15
...many essential commodities are not bought and sold in the market place in the usual 
way, and conventional estimates of real income may not give us a good idea of the 
command over a number of inputs which, as we have seen, can play a crucial role in 
the removal of hunger, such as educational services, health care, clean water, or 
protection from infectious epidemics ... Income is a rather dubious indicator of the 
opportunity of being well-nourished and having nutrition-related capabilities. (1989, 
p. 179)
Given that even the most advanced estimates of real income are unlikely to be able to 
capture the benefits of "clean water, or protection from infectious epidemics", what can one say 
in defence of reliance on. conventional purchasing power data? One can only agree that if other 
information is available it should be used. But the same problems which arise when just one 
variable is being used for analysis, and which are analyzed in the next three chapters, will also 
occur when more than one variable is available. There are outstanding problems in relation to 
single-variable analysis and their solution is a necessary condition for progress on the more general 
front of dealing with a vector of living-standard-relevant variables. In addition, there are cases, of 
which Part Two’s analysis of urban China is one, in which one does have a particular interest in 
the distributions of income and/or consumption not (or not just) because of the partial light they 
might shed on social well-being but because these are economic phenomena meriting analysis in 
their own right
Assume then one does have data on a purchasing power variable, y, either consumption 
or income. The researcher may have no choice at all about how these data are defined, but, if he 
or she does, it will be to do with the choice of time-period for analysis or with the choice between 
consumption and income or with demographic issues, where these three are listed in ascending 
order of frequency. All the choices which can be made in response to these definitional questions 
are consistent with the general method of Part One - as is, to re-emphasize, the use of data other 
than purchasing power - but nevertheless the issues are important ones, and for completeness they 
are addressed briefly below.
The first choice is the time-period of measurement. Is y to be measured over a month, 
or a year, or even a longer period? Generally, the greater the possibilities for income-smoothing 
the longer the desirable period of measurement, but it is also very rare to have a single survey 
covering more than a year.
The second choice one is sometimes in a position to make is whether to define y as 
consumption (expenditure) or income. Ravallion writes that the development literature 
demonstrates "a preference for consumption as the welfare indicator", one reason for which is the 
"importance attached to specific forms of commodity deprivation, especially food insecurity." By
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contrast, "Ideas such as ’opportunities’ and ’rights’ seem to have carried relatively more weight 
in the developed country literature, particularly in Europe, and they are generally seen to indicate 
a preference for income" (1992, p.8). See Glewwe and van der Gaag (1988) for an illustration of 
the different conclusions which can follow from the choice of different measures.4
These first two issues are related. To quote Ravallion again, because of the possibility 
of engaging in consumption smoothing (lending and borrowing) "current consumption will almost 
certainly be a better indicator than current income of current standard of living, and ... current 
consumption may then also be a good indicator of long-term well-being, as it will reveal 
information about incomes at other dates, in the past and future." (1992, pp. 13-14). This is, he 
writes, "probably the main reason" why consumption is preferred to income as an indicator of 
well-being.
The third and final issue concerns household demographics. It is probable that any 
available data will have been originally collected at the household level (though of course 
’household’ might be variably defined). One can then choose whether to work with the household 
as the unit for analysis or the individual, and, whatever the unit, whether to allocate to it total 
household y or per capita y or ’equivalent’ y, that is, total household y divided by some 
denominator other than, and typically less than (to account for economies of scale and the 
existence of public goods), household size. Note that these two choices, relating to, respectively, 
’weighting’ and ’the treatment of household size’ (and, possibly, other household characteristics 
such as age), to use the terminology of Atkinson and Micklewright (1992, pp.69-71), are distinct: 
any combination of them is feasible.
II Part Two
It is an irony that despite the massive amount of household data collected in China, 
probably more (even on a per capita basis) than in any other developing country, our 
understanding of the country’s income distribution, especially of how it has changed over the 
course of the reform period, remains at a rudimentary level. The outstanding obstacle has been the 
non-availability rather than the non-collection of data. But much more data have become available 
in recent years, making progress possible.
4. The consumption-income distinction does of course become blurred once one starts considering imputed 
income.
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In addition to the constraints of space and time, there are three reasons why this thesis 
focuses on urban China.5 First, Chinese household income data are collected separately for rural 
and urban areas, and the quantity of urban data available for analysis greatly exceeds that of rural 
data.
Second, although large parts of China’s economy are dominated by agriculture (with 
70% of the workforce and 30% of total output), living standards in the urban areas of China in 
many ways resemble those of a semi-industrial country. Hence, for the purpose of making 
international comparisons, it is useful to deal with urban China separately. In particular, the 
experiences of urban China are of particular relevance if we wish to compare the effects of reform 
in China with the experience of the transitional, and largely industrial, economies of Eastern 
Europe and the former Soviet Union. Although the claim is often made that inequality will 
increase in an economy in transition from a planned to a market economy, evidence for this 
proposition has been scanty if not non-existent. China’s experience of transition has of course 
differed in many ways from that of Eastern Europe and the former Soviet Union and there is no 
reason to expect that all transitional economies will experience the same distributional dynamics. 
Nevertheless, with the possible exceptions of Hungary and Poland, transition in China has been 
underway longer than in the other ex-centrally-planned economy, and an examination of urban 
China may help to inform our judgements on Eastern Europe and the Soviet Union.
Third, the policy implications of distributional analysis are more pressing in urban 
China. For it is in urban areas that the Chinese state has established such elements of the welfare 
state as subsidized housing and pensions. Reform in all of these welfare-related fields is currently 
under consideration in Chinese policy circles; in some cases, implementation of reform is already 
underway. To assess the distributional implications of reform the sort of analysis conducted in this 
paper is required.
The two chapters on China both use the same data source, the annual household surveys 
of China’s State Statistical Bureau (SSB). Chapter Four uses nationwide data collected between 
1981 and 1990. Chapter Five uses data for the years 1987 to 1990 for the urban areas of two of 
China’s largest provinces (in terms of urban population), Liaoning and Sichuan. Chapter Four 
provides a broader picture, which covers both the entire decade of the eighties and all of urban 
China. Although the data set used by Chapter Five is only a subset of that on which Chapter Four 
is based, it contains detail on implicit subsidy income as well as cash income. As is typical for
5. The focus on the distribution of income rather than consumption is for reasons of data availability.
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a socialist economy, cash is only one component of total income in urban China.
Another important difference between the two chapters is that Chapter Four is based on 
aggregated data, whereas Chapter Five uses disaggregated data. Seen as case-studies using the 
methods developed in Part One, Chapter Four is based on the findings of Chapter Three 
concerning aggregation, while Chapter Five uses the statistical tools developed in Chapters Two 
and Three. Both chapters use the dominance criteria presented in Chapter One.
The reliance of the thesis on one source - data collected by the SSB, an official body - 
might be seen as a source of concern. A critical assessment of the SSB surveys is presented in 
Chapter Four. It is argued that, although the surveys do have some defects and although there are 
gaps in our knowledge concerning survey procedure, they compare favourably to the East 
European surveys. Importantly, there is no other longitudinal data source for urban China of 
remotely comparable coverage or depth.
China’s period of reform can be dated from the late seventies, though rural preceded 
urban reform. Right from the start, the official thrust of the entire reform programme has been 
anti-egalitarian. Of course, inequality has not been proposed as an end in itself, but an increase 
in inequality has been openly and enthusiastically sought by China’s leadership as a necessary 
correction to the excessive levelling associated with the lurches to the extreme left preceding the 
reform period, and as essential stimulus to growth. As early as 1978, Deng Xiaopeng uttered his 
famous entreaty:
We must permit some regions, some enterprises and some workers and 
peasants to have a greater income first and have better lives first as a result 
of their hard work and achievements.
With them as models to spur others on, he continued,
... the entire national economy will constantly move forward like a series of 
waves and the peoples of every nationality in China will then quickly become 
rich, (from Deng’s speech ’Emancipate One’s Thinking, Seek Truth from 
Facts, Unite and Look Forward’ in Selected Works of Deng Xiaopeng: 
extracted in Guo, 1984)
In 1984, when the Party began putting greater emphasis on urban reform, then Premier Zhao 
Ziyang spelt out the implications for China’s non-agricultural work-force
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The central theme of the present reform of the urban economic system is to 
thoroughly change the situation of no difference between good and bad 
economic management and no difference between workers who work a lot 
and those who work very little. We want to ensure that enterprises do not eat 
from the state’s ’big rice bowl’ and that workers do not eat from the 
enterprise’s ’big rice bowl’... Letting some enterprises and some workers get 
rich first is the road we must take to smash these two ’big rice bowls’. (From 
Zhao’s address to the Sixth National People’s Congress, 1984; quoted in Guo, 
1984.)
A large number of measures was introduced in the course of the urban reform process. 
These were characterized by decentralization, both to the firm and to lower levels of government, 
and by attempts to orient commercial activities towards profit-maximization. Contracts were 
introduced for managers of state-owned firms - under the ’contract responsibility system’ - and 
the widening of the system of bonus payments allowed firms to link pay to profits. Yet the 
consensus now is that, like so much of China’s urban reform and in contrast to the conspicuous 
success in the countryside, the attempt to trade off equality for efficiency has failed. General 
Secretary Jiang Zemin is representative:
On the one hand, egalitarianism in distribution has not yet been completely overcome 
among wage earners in enterprises, public undertakings and party and government 
departments and has become even worse in some localities, departments and economic 
fields. On the other hand, new and unfairly wide gaps in social distribution have also 
emerged (quoted in Zhao, 1990a, p.34).
Such changes as have occurred are regarded as being for the worse. The comments of Zhao 
Renwei, one of China’s most prominent economists, are typical in this regard.
People have complained that ’self-employed street peddlers are the rich people and 
employees are the poor ones’ and that ’the remunerations for atom bomb producers are 
not as good as those for peddlers of eggs boiled with tea’ (1990a, p.36)
Under the situation in which it has been difficult to increase incomes within the system 
of state plans or in which real incomes have fallen due to inflation, some units and 
individuals have tried in every way to get supplementary earnings from the activities of 
seeking rents, thus creating the ’grey incomes’ on top of wages, bonuses, and normal 
business earnings. The formation and distribution of grey incomes are extremely 
irregular and are very much devoid of transparency, thus creating huge income 
disparities that have nothing to do with labour contributions... (1990a, pp.36-37)
But these changes due to the rising importance of ’black’ and ’grey’ income are seen as being at
tk«
the margin. There has, it is claimed, been little systemic change in distribution of income among
A
the great mass of factory and white-collar workers. Economists, both Western and Chinese, have
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argued that overall urban inequality has been stagnant or indeed has fallen over the decade. Gale 
Johnson (1990) has argued that "the urban and industrial reforms did little to change the structure 
of compensation" (1990, p.76). Zhao himself has written of a ’new egalitarianism’, arguing that
The comprehensive wage reform in 1985 ... further narrowed wage disparities for urban 
staff members and workers, thus intensifying the tendency of egalitarianism. (1990a, 
p.34)
Others, such as this author from the Chinese-language Economic Daily (equivalent to the British 
Financial Times), are even more sweeping:
After reform was carried out for 10 years, [the] problems [of an egalitarian distribution] 
remained unsettled and even worsened... [T]he egalitarian tendency in people’s income 
became more obvious... [T]he income distribution system basically remains unchanged. 
(Jia, 1990, pp.32-3)
Though such claims seem sufficiently numerous to be persuasive, many of them 
are based on at most fragmentary evidence. Chapter Four carries out a systematic review of the 
evidence on the urban distribution of cash income available through the SSB’s household survey 
and emerges with a conclusion which challenges the consensus described above.
As is typical for a socialist economy, cash is only one of a number of important sources 
of income in urban China. There are two main types of non-cash sources of income for the urban 
resident First, there are subsidies and in-kind benefits provided by China’s enterprises. Most 
prominent here is housing. Houses are owned by enterprises and rents are heavily subsidized, so 
much so that rental outlays come to only 1% of total consumer expenditure. Education and 
medical care are also firm-based and are provided free or at nominal cost The second major 
source of non-cash income is from subsidies provided by the government to urban residents. Most 
prominent here have been food subsidies, though a number of facilities, such as power, water 
transport and postal services, are also subsidized.
Attempts have been made to estimate the total income of urban residents with attention 
to these numerous subsidies and in-kind benefits. As indicated in Chapter Four, such estimates 
typically show that non-cash income comes to around half or more of cash income. However, the 
data requirements for such estimates are forbidding and often there is recourse to a number of 
fairly arbitrary assumptions. The final chapter of the thesis - as well as re-examining the trends 
in cash income - focuses on just one source of non-cash income, food subsidies. Although food 
subsidies became more important in the late eighties as, in an inflationary environment, free- 
market prices rose rapidly, in the mid-eighties and again in the early nineties the Chinese
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government sought to reduce their importance by allowing state-prices to rise, and issuing cash 
compensation. By 1990, these compensation payments had become worth some 10% of total cash 
income. The effects of this important but neglected transitional policy are also investigated and 
their policy implications considered.
China is a massive country, and income distribution a wide-ranging subject. Any 
treatment of the two must perforce be selective. This study should be seen as only one contribution 
to a wider debate. Topics of importance not addressed herein include changes in remuneration by 
occupation (it is widely believed that government-determined wage rates do not adequately reflect 
skill differentials between occupations) and the alleged growth of corruption, fringe benefits and 
rent-seeking, especially among the political elite.
PART ONE DISTRIBUTIONAL DOMINANCE
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Chapter One A Unified Framework and Some New Criteria
I Introduction
Many aspects of economics require comparisons of distributions. If one is examining 
the distributional impact of different policies, judgements are required about what the distributions 
of interest would be like under the respective policies. Or one might be interested, as a social 
scientist, in the distribution of income under different economic arrangements. But agreement on 
a single criterion by which to judge, or order, the distributions of interest may not be possible. One 
way around this is to examine whether one distribution does better than another by a number of 
objective functions. The problem of distributional dominance is precisely the problem of ordering 
two distributions in relation to one or more objective functions, summarized into a single 
dominance criterion. These distributions could be of many different sorts of variables: for example, 
distributions of possible returns on risky assets, of market share or of living-standards-relevant 
variables such as income. Although what follows in this chapter, and indeed in the rest of Part 
One, is likely to be of relevance whatever the distributions, the focus throughout is on the latter 
category of variables. Hence the dominance criteria will be used in relation to sets, X, of living- 
standard functions, S. If and only if a criterion ranks two distributions is the one distribution said 
to dominate the other, that is, reckoned to be no worse by all S in the relevant X and better by at 
least one S.
A ’living-standard function’ sounds, it must be said, like an.unlikely beast. But the 
adjective ’living-standard’ is simply a label, used to indicate that the function is one which can 
be used to order distributions on the basis of either welfare or inequality or poverty. One of the 
aims of this chapter is to show how all three of these can be analyzed within the one framework, 
not only if the researcher wants to use a specific functional form, but also more generally in 
relation to this question of distributional dominance. The argument here is not that welfare, 
equality and poverty measures can somehow be aggregated to give a summary measure of a 
society’s well-being. This would be a totally misdirected endeavour: welfare, poverty and equality 
measure different things. Rather the argument is that viewing these three families of functions as 
special cases of a more general function provides a useful framework and aid to understanding. 
Particularly in relation to the problem of distributional dominance, many of the same problems
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crop up whichever one of the three is being dealt with. These problems require common solutions 
and common solutions demand a common framework.
All this raises the obvious question of what is meant by the words ’welfare’, ’poverty’, 
and ’inequality’ . I take it as read that there are fairly clear, everyday meanings attached to these 
words. When we measure a society’s welfare, we are aggregating over the well-being, however 
measured, of all the members of that society. When we measure a society’s poverty, we examine 
the proportion and/or well-being of those below some poverty line. And when we look at 
inequality, we examine the dispersion of income, or some other measure of well-being, abstracting 
from differences in means. The more precise definitional assumptions given in the next section 
aim to be in accord with these everyday meanings and to show, as simply as possible, in what 
respects poverty, welfare and inequality functions are similar and in what respects they differ.
An initial obstacle to dealing with welfare, inequality and poverty in the same breath 
is that the former is a good, whereas the latter two are bads: we want higher welfare, but less 
inequality and less poverty. To negotiate this hazard, the formal results of the chapter deal not with 
inequality but with equality functions, and not with poverty but with opulence or inverse-poverty 
functions. An equality function is simply the negative of an inequality function, and an opulence 
or inverse-poverty function the negative of a poverty function. This eases exposition, without loss 
of generality. (In the more informal discussions, I will still often use the more natural terms 
’inequality’ and ’poverty’.)
In fulfilling this aim of providing a general framework, the chapter necessarily takes on 
the role of a literature survey. However, it also contains a number of original contributions. These 
are highlighted below in a summary of the chapter’s structure.
Section II presents the properties the living-standard function is presumed to possess and 
shows how in special cases it can be thought of as a welfare, equality or one of two types of 
opulence functions. Various functional forms are presented to provide examples of the similarities 
and differences between the three families of functions. In addition, a new function is introduced, 
which generalizes the Clark et al. (1981) index and which can be parameterized to be either of the 
two types of opulence functions.
Second-order stochastic dominance is the best known of the dominance criteria. It is 
introduced in Section HI alongside first-order stochastic dominance. Also in this section, the results 
of Atkinson (1987) pertaining to poverty second-order stochastic dominance are generalized. The
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resulting criterion, labelled ’mixed stochastic dominance’, covers all well-known poverty functions 
(including both types introduced in Section II), and thus can be regarded as playing a similar role 
vis-a-vis poverty functions as second-order stochastic dominance does vis-a-vis welfare and 
equality functions. Finally, the pros and cons of using deficit and Lorenz curves for analyzing 
second-order stochastic dominance are considered.
In Section IV, alternatives to second-order (and mixed) stochastic dominance are 
considered. These are divided into two types: those requiring ’extreme’ forms of dominance and 
others. Under the latter heading comes the ’restricted dominance’ category - a new class of 
dominance criteria based on a generalization of Atkinson and Bourguignon (1989) - and the 
criterion of ’e-dominance’, based on the isoelastic function.
II The standard of living: welfare, equality and poverty
II. 1 provides the notation, assumptions and definitions which will be used throughout 
the chapter, n.2 defines the three types of functions, and argues that they are based on the 
everyday meanings we attach to the words ’welfare’, ’equality’ and ’poverty’, n.3 examines a 
number of the definitional assumptions made in greater detail, n.4 illustrates the discussion with 
a variety of functional forms and introduces the new ’generalized Clark’ opulence function.
II.l Notation, assumptions and definitions
S is in general a standard-of-living function. It is an aggregate function: that is, it 
measures a society’s overall standard-of-living. S is defined over the distribution function of a 
variable y, which itself is defined over the set of real numbers. I will for convenience label y 
’income’ - or, importantly, some transformation of income - but here income is to be understood 
loosely to represent almost any variable of relevance to the standard-of-living. It must of course 
be a variable representable by the real number system. It is also assumed that y can take on a 
continuum of values. How y should in fact be defined is not discussed in detail, although some 
comments on the applicability of the framework developed for different y are discussed at the end 
of IT.3. Questions such as whether, if y is a purchasing-power variable, it should be income or 
consumption, the relevant time-period over which these should be measured (a year or a life­
time?), the definition of the recipient unit (an individual or a household?) and how differences in 
household size and composition should be controlled for have been briefly considered in the
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Introduction (Section II thereof), but are left completely open insofar as this chapter is concerned.1
Consider a pair of distributions, which are defined over y and denoted by their 
distribution functions, or cumulatives, F and F*, All F and F* in ^ a r e  non-decreasing and right- 
continuous, and bounded by zero and one. Let p=F(y) so that p is the proportion with income less 
than or equal to y. F and F* may be continuous, discrete or mixed distributions. They are assumed 
to have finite means and variances. Moreover, letr|=sup{y:F(y)=0} and 0=inf{y:F(y)=l}, similarly 
for r f  and 0*. Let iy=min(r|,,n*) and 0+=max(0,0’).2
As stated earlier, use of a dominance criterion generates an ordering over the set of 
distributions. There are three possible outcomes. Either 
(i) S(F)>S(F*) VSgE and S(F)>S(F*) 3SeE 
or (ii) S(F)<S(F*) VSeE and S(F)<S(F*) 3SeE 
or (iii) S(F)>S(F*) 3SeE and S(F)<S(F*) 3SeE or S(F)=S(F*) VSeE.
In the first case F dominates (FDF*), in the second case F* dominates and in the third case neither 
distribution dominates. The result of a pairwise evaluation of all pairs of distributions in a set of 
size at least two will be a strict partial ordering in D (Sen, 1970). Such an ordering has the 
characteristics of being (i) partial - for each pair, either FDF* or F*DF or neither; (ii) transitive - 
if FDF* and F*DF** then FDF**; and (iii) asymmetric - if FDF* then not the case that F*DF. If for 
any pair IDF* or F*DF then a ranking is said to be achieved Using this terminology, a strict 
partial ordering consists of rankings and non-rankings.
The key assumptions made on S also require definition. The assumptions are only 
defined in this sub-section. They will be discussed at length later in the section. Assumptions 2 
and 3 compare distribution functions which are, at least over some range, step functions. But this 
does not mean they are not useful for comparing continuous distributions. Rather, as we will see, 
the restrictions in relation to step-functions imply more general restrictions in relation to all 
distributions.
1 The function S :^ -> R  indicates the standard-of-living associated with any distribution F where 
F is in &  and so is defined over y where
1A y is income
or IB y is mean-normalized income (income divided by the mean).
1. The argument that S should be defined over a vector of variables, rather than a single variable as here, 
is also considered in Section I of the Introduction.
2. The assumption that F has a finite maximum and minimum eases the exposition. The modifications to 
theorems required if this assumption does not hold are indicated by footnotes 17 and 36.
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2 S is weakly Increasing in y
Let F(y)-F*(y)=c>0 for y^y<y2 and F*(y)=F(y) y<yt and y>y2. Then, for all F, S(F*)>S(F).
3A S satisfies the transfer principle
Let the mean of F (F*) be \l (p*). Let |i=|/, F(y)-F*(y)=c>0 y^y<y2, F(y)-F*(y)=d<0 y3<y<y4, 
where y2<y3, and F*(y)=F(y) y<yt, y=y2, y2<y<y3 (if y3*y2) and y>y4. Then, for all F, S(F*)>S(F). 
Note that F is generated from F* by a single mean-preserving spread (Rothschild and Stiglitz, 
1970) or rank-preserving regressive transfer (if the distributions have disrete members).3
3B S satisfies the transfer principle except possibly at Zp
Define F* and F as in 3A. If in addition it holds that F(ZP)=F*(ZP) then S(F*)>S(F).
4A S is insensitive to changes in y at or above Zp
If F(y)=F*(y), y<Zp, then, for all F, S(F)=S(F*).
4B S is insensitive to changes in y above Zp
If F(y)=F*(y), y<Zp, then, for all F, S(F)=S(F*).
11.2 General framework
We are now in a position to define welfare, equality and opulence functions as special 
types of S functions. The different combinations of assumptions used are summarized in Table 1 
below.
1. If S satisfies assumptions 1A, 2 and 3A, S is a welfare function.
2. If S satisfies assumptions IB and 3A, S is an equality function.
3. If S satisfies assumptions 1A, 2, 3B and 4B, S is an opulence function. (Note that 
each opulence function is defined for a particular poverty line, Zp.)
3. See Rothschild and Stiglitz (1970, pp.230-231), especially Figure 5 (which should be labelled Figure 6 
to be consistent with the text). Rothschild and Stiglitz also have another definition of a mean-preserving 
spread which if F* is continuous keeps F continuous (see their Figure 6 - which should be labelled Figure 
5). However, this definition is, as they show, not required even for the comparison of continuous 
distributions, since these can be "approximated arbitrarily closely by step functions" (p.232). See also 
footnotes 19 and 20.
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Table 1 Types of Living-standard Functions
Type of 
living 
standard 
function
Assumptions made concerning...
Definition of
y
Function 
being weakly 
increasing in
y
Satisfaction of 
transfer principle
Function being 
insensitive to 
changes in y above 
some level of y
Welfare Income (1A) Yes (2) Yes (3A) Not in general
Equality Mean- 
normalized 
income (IB)
Not
applicable
Yes (3A) Not in general
Opulence Income (1A) Yes (2) Yes except possibly 
for crossings of Zp 
(3B)
Yes for y>Zp (4B).
Note: Numbers in parentheses refer to number given to assumption in text
Why these assumptions? Note first that, through either 1A or IB, all three types of 
functions are defined over F. This has two important implications. First, if instead of agent A 
having y: and agent B y2, B had y: and A y2, F and thus S would be unchanged. Hence S satisfies 
the uncontroversial assumption of anonymity. Second, S is based only on proportions with y less 
than or equal to different levels, not on total numbers. This assumption - one of so-called 
’replication invariance’ - enables us to abstract from differences in population and to compare 
continuous distributions (which do not have a finite population size). Whether or not one should 
abstract from population size when making standard-of-living comparisons is a matter of debate, 
but not one entered into here.
Turning to the assumptions which differentiate the three families of functions from each 
other, the first major distinction is that welfare and opulence are defined over income, in which 
they are increasing, whereas equality functions are defined over mean-normalized income, in which 
they are not restricted to being increasing. (Note that here, and throughout, when S is said to 
defined over some y, this is short-hand for saying that S is defined over F which is the distribution 
function of that y). This is consistent with the common-sense view that richer people are better 
off. It also accords with the everyday meaning attached to ’equality’. If my income goes up, and 
I am rich, my mean-normalized income will rise but inequality should also rise, so equality 
functions cannot be assumed to be increasing. More fundamentally, assumption 2 couldn’t be 
applied to y as mean-normalized income even if we wanted it to since, if F is defined over mean- 
normalized income, the integral of F is always of constant size (equivalently, if F has discrete
members, it is impossible to change the y of only one member of F).
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What marks out opulence functions is assumption 4B (for the distinction between 4A 
and 4B see below). Whereas welfare and equality functions are based on the complete distribution 
of y, opulence functions are independent of the distribution above the poverty line. Again this 
accords with our everyday usage. The rich getting richer doesn’t reduce poverty.
If IB marks out equality functions, and 4B opulence functions, assumption 3 (A or B), 
relating to the transfer principle, plays a key role in characterizing all three types of living-standard 
functions. The transfer principle was introduced by Dalton (1920) and its centrality is evident 
from even the most cursory glance at the literature. Assuming that S satisfies 3A rules out 
’positively anti-egalitarian’ functions (Sen, 1973, p.64) by making it impossible for transfers from 
the poorer to the richer to improve aggregate living-standards. Equality and welfare functions both 
satisfy 3A and opulence functions satisfy the weaker 3B. Assuming 3B has the same implications 
as assuming 3A, with the possible exception of transfers across the poverty line. To distinguish 
between them, I will call any function satisfying 3A an egalitarian function, and any function 
satisfying 3B an almost-egalitarian function, since the latter satisfies all the properties of the 
former except possibly where crossings of the poverty line are concerned.4
Just as the distinction between 3A and 3B is obviously only relevant to opulence 
functions so too is that between 4B, which embodies a weak definition of the poor, and 4A which 
embodies a strong. And just as any function satisfying 3A automatically satisfies 3B so any 
function satisfying 4A automatically satisfies 4B. This enables us to define a sub-class of 
egalitarian opulence functions which satisfy (in addition to 1A and 2) not just 3B and 4B but also 
3A and 4A. II.3.4 examines the relative merits of egalitarian and almost egalitarian opulence 
functions, and explains the pairing of 3A and 4A.
Finally, note that all egalitarian opulence functions are also welfare functions, since the 
former satisfy all the assumptions of the latter. To relate the orderings of equality and welfare 
functions, we need to restrict attention to those S which are unit-invariant.5 Then any comparison 
of two distributions with the same mean using an egalitarian welfare function will give the same
4. Egalitarian functions are S-concave functions: see, for example, Sen (1973).
5. This is not to be confused with the stronger assumption of scale invariance, which requires the ordering 
generated by S over a pair of distributions to be invariant to the multiplication of the first distribution by 
one positive factor, and the second distribution by another. IB invokes scale invariance, but IB is only taken 
to be an attribute of equality functions.
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ordering as the same function if transformed into an equality function by defining it over mean- 
normalized income. In this sense, equality analysis is welfare analysis applied to distributions with 
the same means.
The assumptions utilized in this section are by no means the only ones available by 
which welfare, equality and opulence functions can be defined. However, the above discussion 
does indicate, it is hoped, that their choice is consistent with the everyday meanings attached to 
the words ’welfare’, ’equality’ and ’poverty’.
113 A closer look at the assumptions
II3.1 The definition of y
Since it is assumed that y can take on a continuum of values, use of the framework 
cannot be made for analysis of zero-one variables such as literacy, to which, for example, the 
transfer principle (which requires that y can take on at least three values) cannot be applied.
Although 3A and 3B talk about y being transferred, from a formal perspective it is a 
matter of indifference whether y actually is transferrable. For saying that F* is generated from F 
is simply shorthand for saying that, if y were the sort of variable that could be transferred, then 
F* could be generated from F. Hence the framework can be applied to variables such as life- 
expectancy, which we do not normally think of as being transferrable.
The objection might be raised that if y cannot in fact be transferred, any judgements of 
distributions by use of a transfer principle, though possible, are of no -relevance. But this is to 
claim that hypothetical "what if?"s have no persuasiveness. Surely it is plausible that if life- 
expectancy, for example, could be transferred we would, from an impartial perspective, prefer a 
society in which it was evenly spread? On the other hand, it might be argued that questions of 
rights, not addressed within the framework, should figure more strongly for less appropriable y’s 
than for more. To the extent that this position is held, one can only say that, while the formal 
applicability of the framework developed is broad, its appeal will vary with different definitions 
of y.
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II3.2 Separability
S need not be restricted to being in the class of additively separable functions. If it is, 
then the standard-of-living in a distribution can be defined to be
where s is an ’individual’ standard-of-living function and S the mean of these individual levels. 
Assuming that S is separable simplifies analysis. All the assumptions pertaining to it can then be 
simply put in terms of s, especially if the latter is also assumed differentiable. In this case, 2 
(combined with 1 A) becomes the requirement of a non-negative first derivative on s; 3A becomes 
that of a non-positive second derivative (for 3B, a non-positive second derivative except at Z9); 
and 4 can be put as the requirement that s(y) is constant above Zp. However, the assumption of 
separability is by no means uncontroversial, especially for equality measures. Broome (1989) goes 
as far as to say that any function which is separable cannot be an acceptable measure of equality. 
Foster and Shorrocks (1987) argue the reverse in relation to poverty functions.6 The issues are too 
deep to go into here. Separability simplifies analysis and allows for various decompositions by 
population sub-groups to be made. On the other hand, non-separability may capture better social 
inter-dependence, by allowing my welfare, for example, to depend on your as well as my income. 
It suffices for our purposes to say that, due to the controversy surrounding it, separability is not 
invoked here as a primitive assumption, though it is imposed at various points.
II3.3 The mean-normalization of income: assumption IB
As already indicated, analysis of inequality requires abstraction from differences in 
mean. Working with mean-normalized income is a natural way of doing this and several authors 
have introduced it as a primitive axiom (see, for example, Cowell and Kuga, 1981 and Lambert, 
1989). An alternative response is to seek to give equality functions a basis in welfare analysis. 
From this perspective one could argue that we should abstract from differences in means by 
dividing by the mean not income itself, but equally distributed equivalent income (EDE), 
introduced by Atkinson (1970) and defined as the amount of income which if had by everyone 
would give the actual aggregate welfare level. One could then only justify analyzing equality with 
mean-normalized income if it gave the same ranking as an analysis based on EDE divided by the
e
(1)
6. In fact, Foster and Shorrocks argue for sub-group consistency, but this implies separability.
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mean. A ranking based on mean-normalized income is of course independent of the actual mean 
level. If we take advantage of separability, the only EDE-mean ratio which is independent of the 
mean is that in which EDE is measured using the isoelastic function (see Table 2 below for a 
definition). So from this welfare-based perspective and assuming separability, the restriction to the 
class of relative equality measures is consistent only with S being a monotonic transform of the 
isoelastic function.7
It is also possible to argue that one should abstract from differences in mean not by 
dividing either actual or EDE income by the mean, but by subtracting the mean from either of 
these two. This is a method pioneered by Kolm (1976) - see Bishop, Formby and Thistle (1989) 
for a recent summary and references. Again the possibility can only be raised here. Certainly, 
working with differences from rather than ratios of the mean introduces the extra problem of 
choosing a unit of measure. Ratios of dollars are also ratios of cents, but not so for differences. 
But the real issue lies deeper. If one thinks inequality is unchanged by adding one pound to or 
subtracting one pound from everyone’s income, then one wants to work with differences. If one 
thinks inequality is unchanged by adding 1% or subtracting 1% from everyone’s income, then one 
wants to work, as here, with ratios.8
II3.4 Egalitarian and almost-egalitarian opulence functions: assumptions 3 and 4
All opulence functions satisfy 3B and 4B. The egalitarian sub-class satisfies in addition 
3A and 4A. 3B treats the poverty line as a potential threshold, able to have a discrete impact on 
well-being. 3A rules this out and forces one to regard poverty entirely as a matter of degree. If 
the opulence function satisfies 3A, it can never be increased by a regressive transfer. If it satisfies 
3B only, it can be if the regressive transfer reduces the number poor. Formally,
Theorem 1 If S satisfies 2, 3B and 4B then the only mean-preserving spreads which can 
increase S are those which reduce the proportion with income less than or equal 
to Zp.
7. "Now suppose that we were to require that the equally distributed measure I [1-EDE/p] were invariant 
with respect to ... proportional shifts, so that we could consider the degree of inequality independently of 
the mean-level of incomes....[T]his requirement implies that [s(y)] has the form: [isoelastic]" (Atkinson, 
1970, republished in 1983, p.21).
8. Frameworks can also be developed to support the view that inequality can be changed both by 
proportionally and by absolutely equal shifts in income. Again see Kolm (1976, Section HI).
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Let F be generated from F* by a mean-preserving spread. There are three possible cases. First, 
F(ZP)=F*(ZP). Then the mean-preserving spread cannot increase S by 3B. Second, F(ZP)>F*(ZP). 
Then 3B cannot be appealed to. But it must be the case that yl<Zv<y2. The change from F* to F 
at and above y3 can be ignored by 4B. The change below y2 cannot increase S by 2. Third, 
F(ZP)<F*(ZP). Then y3<Zp<y4. Now the change from F* to F at and above y3 cannot be ignored (4B 
cannot be invoked) and S may rise or fall."
Whether 3A or 3B is the more appropriate assumption is a matter for debate (on which 
see especially Sen, 1982, pp.32-33 and Atkinson, 1987, p.759). On the one hand, it may be held 
objectionable to allow for the possibility of regressive transfers increasing S. On the other, the very 
suggestion that there is a poverty line does seem to carry with it the idea of a threshold, and the 
existence of a strong asymmetry between being just below or just above the poverty line. As Sen 
writes, an assumption such as 3A
... takes no note whatever of the poverty line, and while that is quite legitimate for a 
general measure of economic inequality for the whole community, it is arguable that this 
is not so for a measure of poverty as such. (1982, p.33)9
At the very least, 3B is an assumption which should be allowed for when building a 
general framework. The three best known opulence functions - the negatives of the headcount 
ratio, the Sen index and the poverty gap - all satisfy 3B but only one, the negative of the poverty 
gap, satisfies 3A.
The relative merits of 4A and 4B are less clear-cut. 4B, incorporating a weak definition 
of the poor, goes naturally with the weaker assumption 3B, since the (negative of) the head-count 
ratio, F(ZP) is a well-known almost-egalitarian opulence function. 4B could also be used with 3A. 
In fact though, all well-known opulence functions which satisfy 3A also satisfy 4A (see Table 2). 
This is not a coincidence. The well-known egalitarian opulence functions are all separable, and 
one can easily show that if a function satisfies 2, 3A and 4B and is separable, then it must satisfy 
4A (since 3A and separability imply concavity which implies continuity). This need not necessarily 
be so for non-separable functions, though it must be the case for functions which satisfy 3A where 
the weak are replaced by strong inequalities (i.e., where progressive transfers must increase S not 
just not decrease it) - see Donaldson and Weymark (1986) for a proof. Since, as we will see (in 
in. 1.2), assuming 4A together with 3A simplifies matters and since it seems to cause very little
9. Sen (1982, pp.32-33) considers a strong and a weak transfer axiom. If we replace his ’increase’ by ’not 
decrease’, then 3A corresponds to his strong transfer axiom and, by Theorem 1, the combination of 3B with 
1A and 2 to his weak transfer axiom.
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loss of generality, the pairing is made.
II.4 Some illustrations and a new poverty index
To make the above discussion concrete and to demonstrate the advantages of thinking 
of welfare, poverty and equality measures within a single framework, Table 2 below gives a 
number of functions for all three of the classes of standard-of-living functions. Many of the 
equality and opulence functions are of course better known as inequality and poverty indices. To 
recover them in their better-known forms, one need only reverse signs (and sometimes take a 
monotonic transform). The table is illustrative rather than comprehensive: Chakravarty (1990) is 
probably the most recent and comprehensive survey of the various living-standard functions 
available.
Table 2 begins with four classes of functions satisfying 3A. They are all separable (so 
that s(y) rather than S(F) is given) and weakly concave. The first is the isoelastic class, which has 
already been commented on. It expresses welfare as the product of two terms, one dependent on 
equi-proportionate shifts in income, the other, measuring the welfare cost of inequality, 
independent This assumption, that the welfare cost of inequality is invariant to the level of mean 
income, is one of constant relative inequality aversion, and indeed the isoelastic class is often 
labelled accordingly. The degree of relative inequality aversion is given by negative of the 
elasticity of the first derivative, which is e=l-a. Atkinson (1970) applied this function to inequality 
analysis and based what has come to be known as the Atkinson Index upon it. Clark et al. (1981) 
were the first to apply the function to poverty analysis.
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Table 2 Some Welfare, Equality and Opulence Functions
TYPES OF LIVING-STANDARD FUNCTIONS
Welfare Equality Opulence
I. SEPARABLE, WEAKLY CONCAVE FUNCTIONS
(i) Isoelastic, a<l
a*0 (l/a)[y“] (l/cOty*) (l/a)[(y/Zp)“-l] 
(Clark et al index)
a=0 ln(y) ln(y) ln(y/Zp) (Watts’ measure)
a=l y
(income-utilitarianism)
y
(inequality-indifference)
(y/Zp-l) 
(poverty gap)
a  -oo 11 11 min(t)/Zp-l,0)
(ii) Generalized entropy (GE)
8*0 1/[S(1-S>](y*-1) (8<1) l/[8(l-5)]*(y5-I) (5*1) 1/[S(1 -€>l*((y/Z')*-l) (5<1)
5=1 **** -yln(y) (Theil’s measure) ****
5=2 **** (V2)*(l-f) 
(Coefficient of variation)
****
5 —> **** -0 ****
(iii) ’Generalized relative deviation’
T>1 ♦ ♦♦♦ -11-yP -ix-yrzrr
(Foster et. al index)
(iv) Exponential
r>0 -exp(-ry) -exp(-ry) -expfrd-y/Z^+l
H. OTHER FUNCTIONS
Gini-based **** -l-O/N)-
{(2/N2)« I^ l[(y,)*(N+l-i)])
(Gini)
-2/[(q+l)N]*
S^Kl-y^nq+l-i)]
(Sen index)
Headcount **** **** -1
Generalized
Clark
**** (l-C)/a[(y/Zp)“- 1]-C 
a<l, a*0, 1>C>0
Notes: 1. From assumptions 1A and IB, y (and hence T| and 0) is income in the case of the welfare and
opulence functions, and mean-normalized income in the case of the equality functions.
2. For all separable functions, s(y) is presented. For the case of opulence functions, s(y) is 
presented for y<Zp. For y>Zp, s(y)=0. For the non-separable Gini, it is assumed that the distribution can be 
written as a vector of incomes: N refers to the population size, q to the number with y<Zp. The GE function 
with 5=0 is exactly the isoelastic function with oc=0. For the generalized Clark function with a=0, replace 
l/a[(yyzp)“-l] by ln(yyzp).
3. For the isoelastic, GE and generalized Clark functions, it is assumed that T|>0 and Zp>0. It is 
also assumed for the extreme case in which 6 (a) approaches (-«>) that 05*0 '  Cn*ri*).
4. Many of the equality (opulence) functions are better known as inequality (poverty) functions. 
Their sign should be reversed to convert them to the more familiar form. Other monotonic transforms may 
also be required. On the coefficient of variation, see Kakwani (1980a, p.81). On the Sen Index and Gini 
coefficient, see Sen (1982), p.379. For the Watts’ measure, see Watts (1968). Other references are given in 
the text.
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The generalized entropy (GE) measure has been axiomatized and advocated for use in 
inequality analysis by various authors (see Bourguignon, 1979, Cowell, 1980, and Shorrocks, 
1980).10 The GE class is similar to the isoelastic. It displays constant relative inequality aversion 
equal to 1-5, except for the single case of 5=1. The GE class applied to equality almost entirely 
subsumes the isoelastic. The two will give the same ranking if 5=a as long as <x<l. Only the 
ranking obtained by the isoelastic function with a= l cannot in general be attained by the GE 
function,11 though none of the GE rankings obtained with 5>1 can in general be replicated by 
the isoelastic function. However, in the case of welfare and poverty analysis, 5 must be restricted 
to being strictly less than one, to ensure the functions are non-decreasing in income, so, in these 
cases, the isoelastic class (just) subsumes the GE class. Note too that if (as discussed earlier) one 
demands a welfare basis for one’s measurement of equality then one should not use equality 
functions which have s’(y)<0 as this would imply that the underlying welfare function is 
decreasing in income. This would rule out the use of GE equality functions with 5>1. It is also 
interesting to examine the third derivative of the GE function. If 5>2 then the GE measure has a 
negative third derivative, which makes it most sensitive to transfers at the upper end of the income 
scale. For the isoelastic family, the third derivative is always positive, making the measures 
’transfer sensitive’, that is, increasingly sensitive to transfers as one moves down the income scale. 
The GE measure is in this regard more flexible. One can choose 5 to give different weights to 
differences in different parts of the distribution, whereas a  in the isoelastic function always gives 
at least as much weight to differences in the lower as in the upper tail.
The ’generalized relative deviation’ class of functions generalizes in equality analysis 
the well-known relative mean deviation, which can be obtained from the more general function 
by setting t=1. In poverty analysis, it is known as the Foster index after Foster et al. (1984).12
Finally, there is the exponential class, with constant absolute-inequality aversion, that 
is, a constant ratio of the second to first derivative. This class illustrates a different type of 
inequality aversion. The exponential function can be written to express welfare as the product of 
two terms, one dependent on any equal absolute additions to income, the other, measuring the 
welfare cost of inequality, independent This assumption, that the welfare cost of inequality is
10. Its extension to the analysis of poverty has been discussed by Cowell (1988) (though Cowell allows for 
a much more general form of the poverty function than presented here).
11. Although, to save space, Table 2 restricts 5?0, as remarked in the table notes, if 5=0 then the GE 
function is exactly the isoelastic function with oc=0.
12. Note that setting x=l gives the (negative of the) poverty gap measure. Setting t=0 gives the (negative 
of the) headcount ratio.
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invariant to equal absolute additions to income, is one of constant absolute inequality aversion, the 
degree of which is given by negative of the ratio of second to first derivative.
These assumptions on inequality aversion can obviously be applied to welfare or poverty 
functions. If inequality indices are also to be thought of in the framework of inequality aversion, 
they should regarded as measures of the welfare cost of inequality for a given type and degree of 
inequality aversion (Sen, 1982, Chapter 19). There is no clear-cut consensus in the literature as 
to which inequality aversion assumption is preferable. One need not even be restricted to functions 
displaying constant inequality aversion, whether relative or absolute. Decreasing and increasing 
versions of either type of aversion are also of course possible. The issues involved relate to the 
earlier discussion on mean-normalized income. At the risk of being repetitive, one can summarize 
as follows: if one wishes to give inequality measurement a welfare basis and thinks that 
differences in mean should be abstracted from by dividing income by (subtracting income from) 
the mean, one should normalize appropriately and base one’s equality functions on welfare 
functions displaying constant relative (absolute) inequality aversion.13 For further discussion, see 
Atkinson (1970) - on which the above has drawn - for an introduction, and Jewitt (1981) for an 
advanced treatment The literature on risk, from which this terminology and classification by 
’aversion’ stems, can also be consulted: see Deaton and Muellbauer (1981), Chapter 14, for 
example.
Of the remaining functions in Table 2, the well-known Gini is an example of a non- 
separable function. It is best known in the domain of equality measurement, but has also been used 
for poverty measurement, via the Sen index. As mentioned, the negatives of both the Sen index 
and the headcount ratio are examples of opulence functions which satisfy 3B but not 3A.14
The last opulence measure given, which gives the negative of what I call the 
’generalized Clark’ (since the (negative of the) Clark et al. function can be attained from it by 
setting C=0) represents a simple illustration of the sort of use that can be made, in poverty 
analysis, of orthodox welfare functions when a discontinuity is allowed at Zp. In the case of 
separable functions the extent of the discontinuity at Zp vis-a-vis the slope of the function, s(y), 
up to Zp can provide a measure of the importance of the threshold which the poverty line
13. Using this approach, the exponential equality function given in Table 2 should not be used. It would be 
more appropriate (though outside the chapter’s framework) to write the exponential function for measuring 
equality as -exp[-r(y-p)], where y is income. This is in fact the function given by Kolm (1976, p.427).
14. The variant of the Sen index proposed by Thon (1979), which still sums over the incomes of the poor, 
but replaces N by q in the weights used, does satisfy 3 A. However, it is not replication-invariant and so does 
not satisfy 1A.
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represents. The head-count ratio is an extreme case: all that matters is whether you are poor or not, 
which is captured by s being everywhere horizontal, and simply jumping up, from -1 to 0, at the 
poverty line. At the other extreme are the weakly concave functions with no interior discontinuity, 
which assume that poverty is entirely a matter of degree. The almost-egalitarian generalized Clark 
function, with a gap at the poverty line but also a sloping function up to the poverty line, 
represents an intermediate case in which both crossing the poverty line has a discrete impact on 
one’s standard-of-living, by an amount determined by C, and becoming poorer still makes you 
even worse off, by an amount determined by a. Of course, the Sen index also captures these two 
effects, but the advantage of the generalized Clark family is that it parameterizes the relative 
importance of the two changes more transparently. At one extreme one has the head-count ratio 
(by setting C=l) and at the other one has an egalitarian function (by setting C=0). More generally, 
one can see the trade-off between C (which determines the discontinuity at Z*) and a  (which, 
given C, determines the slope up to ZT) by re-writing the function, denoted by \|/, as follows
15 (2) shows \y to be a weighted average of the head-count ratio and the Clark et a l function 
where the weight is C, bounded by zero and one. The second term of (2) captures the ’fixed cost’ 
associated with being on or below the poverty line, the first the ’variable cost’ increasing in the 
ratio between one’s income and the poverty line. Obviously, for given a , as C increases the fixed 
cost of poverty increases relative to the variable cost (the absolute value of the ratio of the second 
to first term increases). Moreover, one can show (see Appendix A) that
Thus, for any given C, as a  increases, the fixed cost of poverty will become less important relative 
to the variable cost (the absolute value of the ratio will fall). However, note that, no matter how 
large a, one will always be able to find progressive transfers which increase poverty, as long as
/ (-Z-)“dF(y) - (— +QF(ZP), <**0 
J,  Z p «
z*f ln (i)dF (y) -  CFCZ*), <x=0
i  z  
' Z* a 1
; F(y)dy + cfczV
n Z
(2)
(3)
C>0.
15. As mentioned in the notes to Table 2, it is assumed T [> 0  and Zp>0.
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One can use this last fact to fix C and a. First say one chooses a , using the usual ’leaky 
bucket’ thought experiment of Okun (as described, for example, in Ahmad and Stern, 1991, p. 129) 
applied to transfers below the poverty line. Then fix some point below the poverty line, say half
increased, to, say, (V2+x)Zp, to neutralize the social loss from bringing someone with income 
(l+x)Zp down to the poverty line. The answer, which fixes C, is given by the following equation 
based on that in Table 2.
For example, assume a=-l and x=. 1 (so that C=.25). Then if Zp=$100, it is just worth taking $10 
from someone with $110 and giving it to someone with $50. We can interpret this as saying that 
the social value of a dollar to someone at (l+x)Zp is equal to that of someone at !/£Zp since a (non- 
infintisimal) transfer of x between them leaves poverty unchanged. One can see the influence of 
C countering that of a, since, with oe=-l, the social value of a dollar to someone at just below Zp 
is only a quarter of its value in the hands of someone with income V6ZP. Note that C is increasing 
in x since the larger x the greater the gain to the poor beneficiaries while the increase in poverty 
due to increasing the number poor remains constant.
The language of dividing the ’cost’ of poverty into fixed and variable components may 
be new, but the idea is not. Foster and Shorrocks (1987) show that any separable poverty function, 
satisfying 2 and 4, can be represented by some function whose arguments are a continuous poverty 
function and the headcount ratio.16 The generalized Clark index is simply an example of this, but 
it is one of interest on account of its particularly simple structure.
To conclude, the presentation of welfare, equality and opulence functions as special 
cases of an over-arching standard-of-living function has the advantage of enabling one to see just 
how closely different measures of the three are related. It also makes clear which differences 
between the three lead to differences in functional form. A broader range of equality functions is 
available because equality functions, being based on mean-normalized income, are not restricted 
to the set of increasing functions. And poverty and opulence functions can be sensibly based on 
the notion of relative distance from, or in the case of poverty crossing of, a ’line’ (the poverty line 
and mean respectively), something which is unavailable for welfare functions.
thereof, and ask how by how much would a person with income VH? have to have their income
(4)
16. As mentioned earlier, Foster and Shorrocks use the assumption of sub-group consistency, which implies 
separability.
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So far, our ’unified framework’ has been applied only to specific functions. In the 
remainder of the chapter it is shown how not only different functional forms but also different 
dominance criteria can be usefully viewed from within this single framework.
Ill First-order, second-order and mixed stochastic dominance
The best known and most-used dominance criteria are those of first- and second-order 
stochastic dominance. These are presented in n i.l below, as is a new stochastic dominance 
criterion for poverty indices. III.2 discusses different graphical approaches to the analysis of 
second-order stochastic dominance.
111.1 The criteria
111.1.1 First-order stochastic dominance
Definition: Iff F(y)<F*(y) Vye [r\',Z] and F(y)<F*(y) 3ye [rj",Z]17 there is first-order
stochastic dominance (10SD) by F of F* up to Z (FDjF*(Z)).
Theorem 2: Iff F D ^ Z )  then S(F)>S(F*) VSe E and S(F)>S(F’) 3Se Z, where,
(welfare 10SD) if y is income and Z>0+, Z is the set of weakly increasing functions 
(living-standard functions conforming to 1A and 2); 
or (poverty 10SD) if y is income, Z is the set of weakly increasing functions insensitive 
above Zp (living-standard functions conforming to 1A, 2 and 4B) with 
ZP<Z.
10SD is a simple criterion, requiring simply that the dominating distribution have, in 
the relevant range, a no higher and somewhere lower distribution function. Note that 10SD cannot 
be meaningfully applied to equality functions: the distribution functions of two mean-normalized 
distributions either cross or are entirely coincident.18 Since 10SD covers functions which do not 
satisfy either 3A or 3B, it covers sets of functions wider than those defined earlier as welfare or 
opulence functions. The proof for welfare 10SD (for which see Thistle (19' ) and the references 
therein) rests simply on the fact that if FDjF*(0+) then F* can be obtained from F by a series of
17. In this and the other stochastic dominance theorems (2 to 4) Tf (0+) can be replaced by (+<»).
18. Alternatively, 10SD implies the dominating distribution has a strictly greater mean.
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reductions in income as defined in assumption 2.19 For poverty 10SD, see Atkinson (1987), the 
only case not catered for by whom is that of non-separable functions. (Atkinson deals only with 
separable functions, though he does mention the possibility of extension to the more general case 
(p.759)). In fact, the extension is very simple. Only sufficiency need be shown, since necessity 
need only be demonstrated in relation to some subset of the relevant X, and this has already been 
done by Atkinson. The method of proof, which will be used more than once in this chapter, is to 
show how, under a certain distributional transformation, stochastic dominance over some restricted 
range implies stochastic dominance over the whole income range and how indifference to such a 
transformation restricts one to the sub-class of weakly increasingAinsensitiveA above some level.
Sufficiency proof for poverty 10SD Assume FDjF*(Z), and choose some poverty line ZP<Z. 
Now generate Fj from F and F* from F* so that, for t>0, F f )(y)=F<’)(y), y<Zp, F f )(y)=F(*)(Zp), 
Zp<y<Zp+t and F f)(y)=l, y>Zp+t. 10SD up to Zp by F then implies 10SD by Fi over the whole 
income range. So for all functions satisfying 1A and 2, S(Fj)>S0Ft) (this is the welfare 10SD 
theorem above). If in addition S satisfies 4B, then S(F)=S(Fj) and S(F*)=S(F*). So if S satisfies 
1A, 2 and 4B, S(F)>S(F*). This will hold for all ZP<Z and the inequality S(F)>S(F*) will hold 
strictly for at least one S since -F(y) itself satisfies the above assumptions."
III.1.2 Second-order stochastic dominance
If one is prepared to add the additional assumption 3 A, that the functions in X are 
egalitarian, then one can use the criterion of second-order stochastic dominance.
Definition: Let
7k
G(yk) = j  F(y)dy (5)
Iff G(yk)<G’(yk) Vyke [rj',Z] and G(yk)<G*(yk) 3yke [r|*,Z] there is second-order 
stochastic dominance (20SD) by F of F* up to Z (FD2F*(Z)).
Theorem 3: Iff FD2F*(Z) then S(F)>S(F*) VSg X and S(F)>S(F*) 3Se X, where
(welfare 20SD) if y is income and Z>0+, X is the set of welfare functions (living-standard 
functions conforming to 1A, 2 and 3A);
19. Even though 2 is defined only for step functions, welfare 10SD can still be applied to comparisons of 
continuous distributions since if FD,F*(Z) where F and F* are continuous, then F ^ F ^ Z ) where F£’} is a step 
function which approximates F(’) arbitrarily closely (see Rothschild and Stiglitz, 1970, pp.232-234).
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or (equality 20SD) if y is mean-normalized income and Z>0+, X is the set of equality 
functions (living-standard functions conforming to IB and 3A); 
or (poverty 20SD) if y is income, X is the set of egalitarian opulence functions (living- 
standard functions conforming to 1A, 2, 3A and 4A) with ZP<Z.
20SD is defined in relation to the integral of the distribution function - known as the 
deficit curve - and requires that the dominating distribution have, over the relevant range, a no- 
greater and at least one point smaller integral. Note that 10SD up to Z implies 20SD up to Z but 
not vice versa. The first application of 20SD in welfare economics was to equality analysis by 
Atkinson (1970), whose results were subsequently generalized by Dasgupta, Sen and Starrett 
(1973). Rothschild and Stiglitz (1973, pp.192-193), Kolm (1976, pp.90-91) and later Shorrocks 
(1983) and Kakwani (1984) extended the application to welfare analysis and Atkinson (1987) 
made the extension to poverty analysis.20 Proofs can be found in these references.21 They rest 
for equality and welfare 20SD on the fact that if FD2F*(0+) then F* can be obtained from F by a 
series of mean-preserving spreads if y is mean-normalized income and mean-preserving spreads 
and reductions in y if y is income. For poverty 20SD, as for poverty 10SD, the proof rests on 
the fact that opulence functions are special types of welfare functions. Also as with 10SD, the 
only case not catered for in the literature is that of non-separable egalitarian opulence functions. 
Again Atkinson’s proof can be simply generalized.
Sufficiency proof for poverty 20SD Assume FD2F*(Z), and choose some poverty line ZP<Z. 
Now generate Fj from F and F* from F* so that F[*)(y)=F<*)(y), y<Zp and F1(*)(y)=l, y>Zp. 20SD 
up to Zp by F then implies 20SD by Fj over the whole income range. So for all functions 
satisfying 1A, 2 and 3A, SOF^SOFj) (this is the welfare 20SD theorem given above - see any of 
the references quoted for a proof). If in addition S satisfies 4A, then S(F)=S(F!) and S(F*)=S(F’). 
So if S satisfies 1A, 2, 3A and 4A, S(F)>S(F*). This will hold for all-Zp<Z and the inequality 
S(F)>S(F*) will hold strictly for at least one S since -G(yk) itself satisfies the above assumptions.*
An illustration of 20SD is given in Figure la, while the proof is illustrated in Figure 
lb. Note the role played by the strong definition of the poor in assumption 4A. If 4B was
20. Even though 3 A is defined only for step functions, welfare 20SD (like 10SD - see footnote 19) can still 
be applied to comparisons of continuous distributions since if FDjF*(Z) where F and F* are continuous, then 
FdD2F (^Z) where F f} is a step function which approximates F^ arbitrarily closely (see Rothschild and 
Stiglitz, 1970, pp.232-234).
21. Lambert (1989) gives a review of these stochastic dominance conditions in relation to welfare and 
equality analysis, while Ravallion (1992) focuses on poverty analysis. For more general reviews of stochastic 
dominance itself, which has a longer history and which was originally applied to risk analysis, see Whitmore 
and Findlay (1978) and Fomby and Seo (1989).
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assumed, one would require F[*)(y)=F(*)(y), y<Zp and F[*)(y)=l, y>Zp, but then Fj and FJ would 
not be distribution functions as they would not be right-continuous.
Figure 1 Illustration of Second-order Stochastic Dominance and Sufficiency Proof
la. FD2F*(Z)
yz
Notes: On the assumption that area A is no smaller than area B, F has 20SD  over F* up to Z.
lb. F 1D2F j(0+)
yz
Notes: F, and Fj are generated respectively from F and F \  The latter and the former in each pair are
identical up to Zp which has been chosen as equal to Z. At Z, the distribution functions go up to 1. 20SD  
by F of F* up to Z implies 20SD  by F, of F^  up to the maximum income value of the two distributions.
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III.1.3 Mixed dominance
Whereas it is hard to imagine wanting sets of welfare and (relative) equality functions 
defined more widely than those covered by the second-order stochastic dominance criteria, the 
situation is not quite the same for opulence functions, since the class of functions satisfying 3B 
but not 3A is excluded. While, for example, the 20SD criterion for inequality covers all of the 
well-known equality functions (including all of those in Table 2),22 the same cannot be said for 
the 20SD criterion for poverty, which, as mentioned, excludes the negative of the head-count and 
the Sen index. The exclusion of functions satisfying 3B but not 3A not only limits the relevance 
of the poverty 20SD criterion. It is also unsatisfactory since, as argued, almost-egalitarian 
functions have a claim to our attention in poverty analysis which is absent in the cases of equality 
and welfare analysis. For these reasons, a third criterion is introduced below, which is more
cover*
demanding than second- but less so than first-order stochastic dominance, and which all opulence
A
functions, as defined in Table 1.
Definition: Iff G(yk)<G*(yk) Vyke [ry,Z'] and F(y)<F*(y) Vye [Z\Z] and either G(yk)<G*(yk)
3yke [rj',Z'] or F(y)<F*(y) Bye [Z\Z], then there is poverty mixed dominance by 
F of F* between Z' and Z, or FDmF*(Z',Z).
Theorem 4: Iff FDmF’(Z\Z) then S(F)>S(F*) VSeE and S(F)>S(F*) 3SeZ, where, if y is
income, X is the set of opulence functions (living standard functions conforming 
to 1 A, 2, 3B and 4B) with Zpe [Z\Z].
If we rule out the possibility that F(y)=F*(y) Vye [Z\Z] this criterion is equivalent to 
20SD up to Z and ’restricted’ 10SD between Z' and Z (as defined before Theorem 2, but 
replacing ry by Z').23 Hence the name: mixed dominance requires a mixture of dominance 
conditions to hold. Figure 2a illustrates. Up to Z‘ we need to look at the area under the distribution 
curve, and, from Z‘ to Z, at the distribution function itself. (Unrestricted) 10SD implies mixed 
dominance implies 20SD, all up to Z. The bounds Z' and Z can be understood as limiting the set 
of reasonable poverty lines we are prepared to consider. This is contrast to 10SD and 20SD 
where only an upper bound, Z, is given on this set It might be thought therefore, that the L 
covered by the mixed dominance criterion is smaller than that covered by the 20SD criterion. 
However, since any egalitarian opulence function insensitive to changes above some Z is also an 
egalitarian opulence function with ZP>Z, the class of all opulence functions with Z>ZP>Z' includes,
22. The only exception is the standard deviation of logarithms.
23. The ’restricted’ 10SD condition is Atkinson’s (1987) Condition I.
by relabelling, all egalitarian opulence functions with ZP<Z'.24
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The necessity of mixed dominance for the class of functions given follows simply from 
noting that egalitarian opulence functions are a subset of this class - so justifying the need for 
20SD up to Z - as is the negative of the head-count ratio - hence the need for 10SD over the 
permissible range of the poverty line. Sufficiency can be most easily proved in the case in which 
S is a separable and, up to Zp, weakly concave and differentiable function. This enables us to set 
s(y)=0 for y>Zp. Let AF=F-F* and AG=G-G\ Using repeated integration of parts on (1) gives the 
result that
z r
S(F)-S(F') = AF(Zp)s(Zf ) -  AG(ZIy ( Z p) + f  AG(y)s"(y)dy
if
sCZ1)  must be non-positive by the assumption of s being weakly increasing in income. If the 
function satisfies 3A, sCZ  ^will be zero - since otherwise regressive transfers across the poverty 
line could raise S - and we can ignore the first term. Otherwise, 10SD at Zp will make this term 
non-negative. If there is 20SD up to Zp, the last two terms of (6) will be positive. Allowing Zp 
to vary between Z' and Z proves sufficiency.
A more general proof of sufficiency requires that the assumptions of separability and 
differentiability be dropped and can be given in three steps, using a method similar to that utilized 
earlier for the poverty 20SD sufficiency proof.
Sufficiency proof for Theorem 4
1. Let y be income, assume FDmF*(Z',Z) and choose Zpe [Z\Z]. Generate Fi from F so 
that Fj(y)=F(y), y<Zp, F1(y)=F(Zp), Zp<y<Zp+t, and F(y)=l, y>Zp+t, and similarly for F \
2. From the welfare 20SD theorem, all welfare functions satisfying 1A, 2 and 3A 
weakly prefer Fj to Fj. Since such functions are weakly-increasing and egalitarian, it is possible, 
via a sequence of mean-preserving spreads and reductions in income to generate Fj from Fj (see 
Rothschild and Stiglitz, 1973, pp.192-3). If S satisfies 1A and 2, it cannot be increased by 
reductions in income. If S also satisfies 3B, the mean-preserving spreads can only increase S if 
they involve crossings of the poverty line. But since FjCZ^^F^Z**), no Zp-crossing mean-preserving
24. By the same argument, I could have re-written the 10SD (20SD) poverty theorem as applying only to 
functions satisfying 4B (4A) with ZP=Z (since if they are insensitive to changes above some Z<ZP, they are 
certainly insensitive to changes above 7T). Since this is only a matter of labelling, I have chosen for the 
different theorems what seems to me to be the most transparent way of expressing the E covered.
spreads will be required.25 So for all S satisfying 1A, 2, and 3B, S(F{)>S(F]).
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3. Finally, for any S which satisfies 4B, S(F)=S(F1) and S(F*)=S(F*). So for all S 
satisfying 1A, 2, 3B and 4B, S(F)>S(F*). Varying Zp within [Z\Z] will give the same result, and 
the inequality will hold strictly for at least one S. The assumptions used to get this result restrict 
the set X to being that of all opulence functions with poverty lines between Z* and Z ."
The proof is illustrated in Figure 2b. Note that the requirement that enables
assumption 4B to be used without encountering the problems described at the end of III. 1.2.
Requiring F to have restricted 10SD (a no-higher head-count ratio over the set of 
poverty lines) as well as 20SD enables one to expand greatly the class of functions over which 
dominance is guaranteed. One can add not only the negative of the head-count ratio to the 
egalitarian class of opulence functions,26 but also an entire additional class of functions, which 
can be viewed as intermediate to the two extremes of the head-count and the egalitarian class, and 
which includes the negatives of Sen’s index and the generalized Clark function introduced in the 
previous section27 For this reason, the mixed dominance result for poverty should be seen as 
giving a similar coverage of poverty functions as is given by the second-order stochastic 
dominance results for welfare and equality functions.28
The extent to which mixed dominance will increase the number of distributions which 
can be ranked compared to 10SD and decrease the number compared to 20SD is increasing in
25. To see this, note that one can modify F, by reducing incomes so that for the ’new’ F,, F,(y)=F^(y), Z' 
<y<Zp+ t Then the new F, will still have welfare 20SD over F^  and the two distributions will be identical 
for y>Z\ Then only mean-preserving spreads (and possibly further reductions in income) up to Z'<ZP will 
be further required to generate Fj from F,.
26. Here, of course, reference to the ’egalitarian class of poverty functions’ is reference to that class of 
poverty functions the negatives of which are egalitarian opulence functions.
27. The importance of the head-count ratio in this regard can also be seen in the argument of Foster and 
Shorrocks (1987) that any ’sub-group consistent’ poverty function can be written as a function whose 
arguments are a continuous poverty function and the head-count ratio. (The generalized Clark function given 
earlier is precisely an example of this.) Although the mixed dominance criterion covers a wider class than 
the sub-group consistent, one can see 20SD  as ensuring dominance by all continuous functions and 
restricted 10SD as ensuring dominance by the head-count ratio.
28. Other lesser-known poverty functions will also be captured by the mixed dominance criterion, including 
the Kakwani (1980b) and Blackorby and Donaldson (1980) indices. Chakravarty (1989) groups these 
together with the Sen index as, in our terminology, having negatives which satisfy 3B but not 3A. But not 
all poverty functions will be covered. Some have negatives which do not satisfy 2, such as the Hamada and 
Takayama (1977) class of indices. Others, such as the Thon index, do not satisfy 1A (see footnote 14). But 
since 1A and 2 are uncontroversial, this omission is not serious.
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the magnitude of Z' but is otherwise an empirical matter. It is easily shown that if mixed 
dominance is to obtain where there is no 10SD, it must be the case that the distribution functions 
being compared cross an even number of times below Z\29
Figure 2 Illustration of Mixed Dominance and Sufficiency Proof
2a. FDmF*(Z\Z)
yz z
Notes: Assuming that area A is no smaller than area B, F has 20SD  over F* up to Z. In addition, F has
a lower distribution function between Z' and Z so F has mixed dominance over F* between Z‘ and Z.
2b. F1D2F*(0+)
1
yZ "
Notes: F, and Fj are generated respectively from F and F*. The latter and the former in each pair are
identical up to Zp which has been chosen as equal to Z. At Z+t, the distribution functions go up to 1. 20SD  
by F of F* up to Z implies 20SD  by F, of F^  up to the maximum income value of the two distributions.
29. 20SD  to Z requires that the dominating distribution have a no lower minimum income, which in turn 
implies a no higher distribution function at T|' (see IV. 1).
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III.2 Use of Lorenz and deficit curves to evaluate second-order and mixed stochastic 
dominance
10SD is easily analyzed by comparing distribution functions. 20SD could, as already 
mentioned, be similarly analyzed by examining deficit curves.30 For welfare or poverty 20SD, 
one should define the curve over income, in which case one has a poverty deficit curve. The 
poverty deficit curve can also be used in conjunction with the cumulative density curve to evaluate 
mixed dominance: in this case one needs to examine the poverty deficit curve up to only the lower 
bound of the set of poverty lines. For examination of equality 20SD, the deficit curve should be 
defined over mean-normalized income resulting in an equality deficit curve.
In practice, however, these deficit curves are rarely used. The more common approach 
exploits the close relationship between 20SD and Lorenz dominance, and works with the more 
familiar family of Lorenz curves. The usefulness of Lorenz curves for this purpose was first 
demonstrated by Atkinson (1970) in relation to equality analysis, and the duality between the two 
in the context of welfare analysis has recently been shown by Atkinson and Bourguignon (1989) 
and Thistle (1989). All Lorenz curves are constructed according to the same formula, but they can 
be given three different names associated with the three different types of variable used to 
construct them: the ordinary Lorenz curve constructed using mean-normalized income, the 
generalized Lorenz (GL) curve using income and the censored Lorenz curve using censored 
income, that is equating y with Zp for that proportion of the population whose income is greater 
than Zp. The purpose of this sub-section is to analyze the extent to which the Lorenz and deficit 
family of curves can act as substitutes for each other.
Following Gastwirth (1971), define Q(p)=inf{y:F(y)>p}.31 Then the family of Lorenz curves 
is defined by
Pk
4>(Pk) = /Q(p)dp
o
(7) shows clearly the sense in which the Lorenz curve is a dual for the deficit curve (Atkinson and
30. The deficit curve, G(ZP), is equal to Zp times the poverty gap (PG). Using integration by parts:
z p z 1
-/jdFW l-Z'J
ZF ZF p p
G(ZP)=/  F(y)dy=Zp[F(Zp) —^  f  ydF(y)]= p/ ^ ^ d F ( y ) = Z rFG(Zp)
31. If the distribution is continuous then Q(p)=F'(p).
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Bourguignon, 1989). In geometrical terms, whereas the deficit curve measures the area between 
the distribution function and the income axis, the Lorenz curve measures the area between the 
distribution function and the p-axis: see Figure 3 at the end of the sub-section.
If
and 4>(pk)*t>-(pk) 3pke[0,q] (8)
then F Lorenz dominates F* up to q (FDLF*(q)). Note again the duality between 20SD (the primal 
approach) and Lorenz dominance (the dual): the inequalities in (8) are the reverse of those used 
to define 20SD - see Theorem 3 .
But is the choice between deficit and Lorenz curves of no consequence? We will define 
a one-to-one relationship between Lorenz dominance and second-order stochastic dominance as 
existing if one can, for all distributions, find some general rule relating Z and q, such that
EDjF'(Z) iff FDLF *(q) (9)
By a ’general’ rule here is meant one which equates q either to F(Z) or F*(Z) for all distributions. 
If and only if (9) holds can any particular members of the deficit and Lorenz curve families be 
thought of as substitutes for analysis. The results of a comparison along these lines are presented 
in Table 3.
Table 3 The Deficit and Lorenz Families of Curves as Substitutes for Analysis
For the analysis 
o f ...
the...Lorenz
curve
can be substituted 
for th e ... deficit 
curve
References
Equality 20SD ordinary equality Atkinson (1970)
Welfare 20SD generalized poverty Atkinson (1970), 
Shorrocks (1983), 
Thistle (1989)
Poverty 20SD censored poverty Foster and Shorrocks 
(1988b)
Poverty Mixed 
Dominance
generalized or 
censored
poverty
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To derive these results, change the variable of integration in (7) to give
4>(pk) = /ydF(y) ^
where y is defined in one of the three ways given earlier, that is as income, mean-normalized or 
censored income. This gives the Lorenz curve at pt as the mean of y conditional on y<F(pk) 
divided by p*. Applying integration by parts to (10), one has
4 % ) = -G(yk) + ykF(yk) (n >
Using (11), one can derive the following two relationships between second-order stochastic and 
Lorenz dominance, where, as before, pk=F(yk) and now, in addition, p^=F*(yk), q=F(Z), and 
q*=F*(Z). First,
if G '(yk)iG (yk) then <12>
which implies
if FDjF^Z) then FDLF*(q*). (13>
Second,
if <t*Cpk)^ «l>*(pk) then G '(yk)>G(yk) 0 4)
which implies
if EDlF*(® then ED2F ‘(Z). (15)
The proofs are given in Atkinson (1970), and rely on application of the mean-value theorem.32
From (13) and (15), it follows that:
Theorem 5 There exists no general rule to relate q and Z such that, for any pair of 
distributions F and F*, FD2F’(Z) iff FDLF*(q)
From (13) if such a q did exist it would have to be equal to q*=F*(Z). So assume FDLF*(q*). But 
from (15) one may not have FD2F*(Z) despite FDLF*(q*), as long as q*<q=F(Z) and it is not the
32. Note that Atkinson, who is concerned with the ordinary Lorenz curve, explicidy divides through by the 
mean which is not necessary here. See also Thistle (1989) who stresses that the these relationships will hold 
for the distributions over which they are defined, regardless of whether the distributions are continuous, 
partial or mixed.
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case that FDLF*(q).»
This theorem has a useful corollary:
Corollary to Theorem 5 If F(Z)<F’(Z) (i.e., q<q*) then FD2F’(Z) iff FDLF*(q) for
q=q=F(Z).
Figure 3 and its notes illustrate these results, which provide the basis for Table 3. For 
the cases of welfare and equality, Z>0+ (see the 10SD and 20SD theorems), so the corollary can 
be applied, as we will have F(Z)=F*(Z). Also for the case of the censored Lorenz curve, one is 
restructuring the distributions so that if there is 20SD up to the upper bound on the set of possible 
poverty lines, there is 20SD up to Z>0+, so again the corollary can be applied. For the case of 
mixed dominance, one can first look at the distribution functions to see if F(y)<F*(y), for all ye [Z* 
,Z]. If not, neither the deficit nor Lorenz curve need be consulted, as mixed dominance cannot 
hold. But if so, again by the corollary, the two are perfect substitutes. For the case of poverty 
20SD, however, the corollary cannot be applied to justify use of the GL curve since one may have 
a case in which F(Z)>F*(Z), and yet be unsure whether or not F dominates - indeed, this is 
precisely the case which Figure 3 illustrates.33 This result that the GL curve cannot be used for 
poverty 20SD analysis has not yet been stated in the literature. It is one which limits the 
usefulness of the Lorenz family of curves.34
It is no doubt true the Lorenz curve family has presentational advantages over the deficit 
curve family. In particular, the former has the advantage of always being bounded on the 
horizontal axis between 0 and 1, and often also covers less vertical distance.35 Nevertheless the 
comparisons of Table 3 do reveal some compensating benefits from working with the deficit
33. Labelling as F the distribution with the lowest head-count at Z (so that by definition F(Z)<F*(Z)) does 
not save the Lorenz curve as a tool for analysis. For it may be that due to a lower intersection we know it 
is not the case that the distribution with the lowest head-count at Z is the dominating distribution.
34. Foster and Shorrocks (1988a) analyze poverty 20SD in terms of the generalized Lorenz curve, but their 
case is a special one in which no upper bound on the set of poverty lines is allowed; in this case poverty 
and welfare comparisons are equivalent and the corollary to Theorem 5 can be applied. But this result, while 
conceptually interesting, is of limited relevance for the analysis of poverty. The set of ’reasonable poverty 
lines’., which Foster and Shorrocks refer to in their more general discussion (pp. 173, 174), certainly does 
not include infinite income.
35. From (11), the maximum point of the Lorenz curve is the mean of the distribution, whereas the 
maximum point of the deficit curve is the maximum y minus the mean. Note that as an alternative to 
drawing the Lorenz curve, one can draw the curves divided by p (to give a graph of conditional means - 
see Atkinson and Bourguignon, 1989, and equation (10)), and as an alternative to the deficit curves, one can 
draw G(yk)/yk (to give a graph of the poverty gap - see footnote 29.)
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family. In particular, whereas the same deficit curve may be used to evaluate welfare 20SD, 
poverty 20SD and poverty mixed dominance, different Lorenz curves must be used: one for 
welfare 20SD and poverty mixed dominance and one for poverty 20SD. To this one may add 
another two points. First, a different censored Lorenz curve will need to be drawn for every time 
the upper bound on the set of poverty lines is increased. In addition, the same difficulties of 
interpretation as discussed above will arise for crossings of the censored Lorenz curve if one wants 
to consider using a lower poverty line. By contrast, a single poverty deficit curve allows analysis 
over all possible poverty lines. Second, as Atkinson (1987) has commented, the deficit curve 
seems to be a more natural tool for the analysis of poverty, as it is defined directly over income 
rather than over population proportions.
As Atkinson and Bourguignon (1989) remark, the relative attractiveness of working 
with deficit and Lorenz curves will depend on the particular problem to hand. It is unlikely that 
the equality deficit curve has much to recommend it for use vis-a-vis the Lorenz curve. But for 
the analysis of welfare and especially that of poverty, the foregoing would suggest that the family 
of deficit curves should receive more attention from researchers than has been the case to date. 
(Howes and Lanjouw (1991) and Lanjouw (1992) provide empirical illustrations. See also Chapter 
Five.)
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Figure 3 Generalized Lorenz and Deficit Curves
yz
Notes: 1. Assume y is income so the area between the horizontal axis and the distribution function gives
the poverty deficit curve, that between the vertical axis and the distribution function the GL curve.
2. To see why the GL and deficit curves are not perfect substitutes for poverty 20SD  analysis, 
take the point Z as an example. Could we tell from looking at the GL curve whether F has 20SD  over F* 
up to Z? We would need first to look at the GL curve at p*. If F doesn’t have GL dominance up to p* it 
certainly doesn’t have 20SD  up to Z. This is what (13) tells us. It is also evident from the graph: if area 
A is not greater than area B, it is certainly not greater than B and C combined, which is required for 20SD  
up to Z. Say F does have GL dominance up to p". We could then look at p. If F does have GL dominance 
up to p it will have 20SD  up to Z, but it may have the latter without the former. This is what (15) tells us. 
It can also be seen from the graph, as GL dominance up to p requires the subtraction from area A of areas 
D as well as B and C. So there is no single p one can look at to determine if there is 20SD  up to Z. Of 
course for each distribution one can find a p, but no general rule can be given. Hence Theorem 5. Finally, 
note that this lack of substitutability between the two curves arises when the possibly dominating distribution 
has a higher value of p at Z: in this case p>p\ If we can rule this out, the problem disappears. This provides 
the basis for the corollary to Theorem 5.
IV Alternatives to second-order stochastic dominance
As Lambert notes, use of the second-order stochastic dominance criterion has "become 
standard among researchers" (1989, p.5). But there are many other criteria which could be used. 
Several are explored in this section, using a basic distinction between those criteria which require 
’extreme’ forms of dominance, explained below, and those which do not.
IV.l ’Extreme’ forms of dominance and alternatives requiring them
The ’extreme’ forms of dominance are defined to include mean dominance, minimum
53
dominance, maximum dominance, and any combination of these three. One distribution has mean 
dominance over another if its mean y is no lower. It has minimum (maximum) dominance if it has 
a no lower minimum (no higher maximum) y than another, i.e., if r|>T|* (0<0*).36 As usual, y can 
be defined to be either income or mean-normalized income. The label ’extreme’ is intended to 
convey two meanings. Minimum and maximum dominance are extreme forms of dominance in 
the sense that they refer to the tails of the distributions being compared. And, as we will see, all 
three are extreme in reference to the living-standard functions they ensure weak preference over.
Poverty 20SD and hence mixed dominance require minimum dominance, welfare 20SD 
requires mean-minimum dominance (a no lower minimum and no lower mean), and equality 20SD 
requires maximum-minimum dominance (defined over mean-normalized income).37 All these 
requirements can be explained in terms of the isoelastic and GE functions of Table 2. If F does 
not have minimum dominance over F*, S will be lower in F for the isoelastic function with a —
If F doesn’t have mean dominance, S will be lower for a=0. If F doesn’t have maximum 
dominance, S will be lower for 5-*». The requirements can also be understood in terms of the 
curves of III.2. If F doesn’t have minimum dominance, it will have a higher deficit curve and 
lower GL curve at some point arbitrarily close to iy and 0 respectively. If y is mean-normalized 
income, and F has a higher maximum, it’s Lorenz curve will be lower for some p arbitrarily close 
to one (see Atkinson and Bourguignon, 1989).
Sometimes the requirement of minimum dominance is overlooked in discussions of 
20SD. Bishop, Formby and Thistle (1989), for example, note that "a distribution with a greater 
mean can never be [second-order stochastically] dominated by a distribution with a lower mean" 
(p.76). Since replacing ’mean’ by ’minimum’ preserves the truth of this proposition, their use of 
it as an example to support their claim that the 20SD criterion "is heavily weighted towards 
efficiency preference" is unjustified.
36. (a) Strictly speaking, these types of dominance cannot be regarded as dominance criteria since 
they do not ensure that at least one S in some E strictly prefers one distribution to another. For this, one 
would need to require, e.g. for mean dominance, that the dominating distribution have a higher, not just a 
no lower, mean. But then these types of dominance would no longer be necessary conditions for 20SD.
(b) If it was not assumed that tj or 0 exist, then a more general definition would be required of 
minimum and maximum dominance. For example, if one restricts attention to distribution functions which 
cross a finite number of times, one could say that F has minimum dominance if there exists z such that for 
all y<z, F(y)<F*(y) (see Lambert, 1989, p.71).
37. Equality 20SD also requires mean dominance, but this requirement is met automatically since two mean- 
normalized distributions have the same (derived) mean, equal to one. In addition, welfare 10SD also 
requires the dominating distribution to have a no lower maximum y, not a no higher maximum y as in the 
case of equality 20SD. However, the focus of the section is on 20SD.
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One set of alternatives to 20SD which requires at least certain extreme forms of 
dominance is that of higher orders of stochastic dominance. For example, Whitmore (1970) puts 
forward the criterion of third-order stochastic dominance, which limits L to those functions which 
display the property of ’transfer sensitivity’ (a positive third derivative if separable and 
differentiable). The usefulness of this approach is probably greatest in inequality analysis, since 
it removes the requirement of maximum dominance. Obviously one can go on and on in this 
direction, looking for fourth and higher orders of stochastic dominance. Each order of stochastic 
dominance requires simply another round of integration, though there may also be end-point 
conditions to meet. For example, welfare third-order stochastic dominance can be checked by 
integrating over the deficit curve, though one needs to check separately for mean dominance.38
Another alternative is the mean-Lorenz criterion analyzed, for example, by Shorrocks 
(1983). As the name suggests, this dominance criterion applies to welfare analysis, and requires 
one distribution to have a no lower mean and Lorenz dominance (or a strictly higher mean if the 
Lorenz curves are identical). In contrast to the use of higher-than-second orders of dominance, 
mean-Lorenz dominance, if it obtains, gives dominance over an even larger set of welfare 
functions than the 20SD set: not only do all egalitarian functions which are weakly increasing in 
income have dominance, but also all those which are weakly increasing only in mean income. 
Bishop, Formby and Thistle (1989) argue in favour of this criterion and against 20SD by reference 
to the alleged ’efficiency bias’ of 20SD, shown by the fact that if F is obtained from F* by 
increasing the income of the richest individual, then F has welfare 20SD over F*, even though 
inequality has Wcreased (F* Lorenz dominates F). Using the mean-Lorenz criterion, F and F* are 
unrankable.
Both the higher-than-second order and the mean-Lorenz criterion can be criticized on 
various grounds. Assuming separability and differentiability, the former-requires the observer to 
make judgements as to the third or higher derivatives of s(y), which he or she may not feel 
confident to do. And the latter, by abandoning 2, sacrifices the Pareto principle. One criticism 
which can be levelled against both is precisely the requirement they share of reliance on extreme 
forms of dominance. This is obvious for the mean-Lorenz criterion. The higher orders of stochastic 
dominance also require mean-minimum dominance if applied to welfare analysis, and require 
minimum dominance in the cases of poverty and equality. (Indeed, all orders of stochastic 
dominance require minimum dominance.) There are two reasons why such a reliance is 
problematic.
38. Lambert (1989) provides an algorithm for the detection of third-order stochastic dominance which can 
be applied to both welfare and equality analysis.
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First, it may be very hard to tell which of a pair of distributions displays minimum or 
maximum dominance. This will be particularly the case if one is using disaggregated data and 
trying to infer dominance between two populations from sample data. A moment’s reflection 
reveals that it will not be an easy matter to infer that one distribution has a higher minimum 
income or a lower maximum-to-mean income ratio than another.
Second, the requirement of each form of extreme dominance represents an extreme 
normative judgement Distributional indifference is implied by the requirement of mean dominance 
in the case of welfare analysis. So-called ’Rawlsianism’ is implied by the requirement of minimum 
dominance.39 No label comes to mind for the requirement of maximum dominance, but it is far 
from clear why one should want to judge the inequality in a society on the basis of the maximum- 
to-mean income ratio.
The first issue is an empirical one, which is analyzed in the Section IV of the next 
chapter. In this chapter, with its normative focus, it is appropriate to say a little more on the 
second objection. There would seem to be very little support for the view of distributional 
indifference and none for that of the requirement of maximum dominance. But the requirement 
of minimum dominance is often presented as receiving support from the influential work of Rawls 
(1971). For example, Lambert writes:
Rawls has argued that an ethically justifiable approach to social choice of income 
distribution is to seek to improve the position of the least well-off income unit 
regardless of all else. (1989, p.70)
But this is simply wrong. Rawls specifically addresses this issue. He begins by giving two 
suggestions for defining the least advantaged group, whose standard-of-living, according to his 
’difference principle’, should be maximized, and suggests unskilled workers or those with less than 
half the median income. He then continues in a more general vein:
In any case, we are to aggregate to some degree over the expectations of the worst off, 
and the figure selected on which to base these computations is to a certain extent ad 
hoc. Yet we are entitled at some point to plead practical considerations in formulating 
the difference principle. Sooner or later the capacity of philosophical or other arguments 
to make finer discriminations is bound to run out. I assume therefore that ... the 
difference principle [is to he interpreted] from the first as a limited aggregative 
principle... It is not as if [we agree] to think of the least advantaged as literally the.
39. While minimum dominance by F is necessary for S(F)>S(F*) by the so-called ’Rawlsian leximin’ 
principle, it is not sufficient if T|=T|\ In such cases, recourse to the more general definition given in 36 is 
required, as it is if T| does not exist.
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worst off individual and then in order to make this criterion work [adopt] in practice 
some form of averaging. (1971, p.98, italics added)
This suggests support from Rawls for ordering distributions not by the criterion of minimum 
dominance but by some distributionally-insensitive poverty measure such as the poverty gap.40 
Without Rawls’ backing, it is difficult to see what support can be garnered for the requirement of 
minimum dominance, and all too easy to think of counter-examples (involving two-person societies 
with massively different means and almost identical minimum incomes) which go against it.
If one wishes to avoid criteria which are reliant on extreme forms of dominance, one 
needs either to restrict the stochastic dominance criteria or to leave the stochastic dominance 
framework altogether.
IV.2 Restricted dominance
In a recent paper, Atkinson and Bourguignon (1989) suggest the criterion of ’restricted 
dominance’, based on 20SD but with the difference "that we do n o t... concern ourselves with 
what happens beyond a certain income level or percentage of the population." (p.ll). In what 
follows, I generalize their suggestion to apply, appropriately modified, to both ends of the income 
distribution, show over what sets of functions criteria thus derived are a necessary and sufficient 
condition for dominance, and consider justifications for reliance on these sets. Note that the 
justifications come last. The various assumptions presented are of differing degrees of plausibility, 
but it is more convenient to analyze them once it is known what results they imply.
i
Define <t>(pk) as in (7) to represent the Lorenz Curve family of functions. Using this, 
define FDLF*(p1}p2) to hold iff
4>(pk)^ * (p k) V p^IpppJ and Ac|>(pk)><J)(pk) ^ e f p ^ p j  (16>
Then if p* is defined over income, we will say that iff (16) holds F has p-restricted (second-order 
stochastic) welfare dominance over F* (between pj and p2). If pk is defined over mean-normalized 
income (to be the proportion who have mean-normalized income below Q(pk)), we will say that 
iff (16) holds F has restricted (second-order stochastic) equality dominance over F* (between pj
40. A similar point is made by Atkinson (1987). But note Rawls’ remark that "A distribution cannot be 
judged in isolation from the system of which it is an outcome or from what individuals have done in good 
faith in the light of established expectations.” (p.88), which suggests he would not be very sympathetic to 
any tradition as minimalist as that pursued in this chapter.
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and P2). Similarly define AG(yk) as in (5) to represent the deficit curve family. Using this, define 
FD2F*(Z1,Z2) to hold iff
G(yk)iO*(yl) vyke tz ,^ y  and G(yl)<G-(yt) 3yt  efZ ,^ ] (17)
Then, defining y as income, we will say that iff (17) holds, F has y-restricted (second-order 
stochastic) welfare dominance over F* (between Zj and Z2). 41
These new criteria are very simple. Restricted equality and p-restricted welfare 
dominance can be checked via an examination of the distributions’ ordinary and generalized 
Lorenz curves respectively, between pj and p2, and y-restricted welfare dominance can be checked 
via examination of the deficit curve between Z} and Z^
Fairly obviously, the criteria are generalizations of the corresponding unrestricted 
second-order stochastic dominance criteria. Equality 20SD is a special case of restricted equality 
dominance with p^O and p2=l. Welfare 20SD is a special case of p-restricted welfare dominance 
with p!=0 and p2=l, and of y-restricted welfare dominance with Z ^ rf  and Z2>0 +. Note that there 
is no mention here of poverty dominance, even though, as will be argued, restricted dominance 
can be helpfully understood by reference to poverty lines. Restricted poverty dominance (in 
relation to egalitarian opulence functions) could be defined to be y-restricted welfare dominance 
with Z2<0+, but it would complicate the exposition unnecessarily to introduce it as a primitive 
category. Rather think of the criterion of restricted poverty dominance as having been subsumed 
by that of y-restricted welfare dominance. Note also that while I allow welfare dominance to be 
restricted along one of two dimensions, p or y, no such choice is given for equality dominance. 
One could deal with y-restricted equality functions, but since equality is so often thought about 
and measured in terms of shares accruing to various proportions, it is natural for the restrictions 
to be along the dimension of p.42
Over which sets X do these criteria guarantee dominance? To answer this question, three 
new assumptions on S need to be added to those of Section II. Assumption 4A is also reproduced 
for convenience.
4A S is insensitive to changes in income at or above Zp: if F(y)=F*(y), y<Zp, then S(F)=S(F*).
41. This corresponds to Atkinson’s (1987) Condition n.
42. In terms of the above terminology, Atkinson and Bourguignon (1989) introduce the criteria of y- 
restricted and p-restricted welfare dominance, with only upper bounds on y and p. Their reasons for this are 
considered later in the sub-section.
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4’ S is insensitive to changes in income at or above pp: if Q(p)=Q*(p) p<pp then S(F)=S(F*).
5 S is insensitive to mean-preserving changes in income at or below Z ^ :  if F(y)=F*(y), y>Zmin 
and X=X*, where X (X*) is the mean of F (F*) conditional on y<Zmin, then S(F)=S(F*).
5’ S is insensitive to mean-preserving changes in income at or below pmin: if Q(p)=Q*(p), p>pmin 
and X=X, where X (X*) is the mean of F (F*) conditional on Q(p)<Q(p)min, then S(F)=S(F*).
(Note that 4’ is the dual of 4A and 5’ of 5.43) With these and the earlier assumptions the 
following three classes of functions can be defined:
1. A living-standards function which satisfies assumptions 1A, 2, 3A, 4’ and 5’ - for p ^  and pp 
such that pmin<pp - is a p-restricted welfare function.
2. A living-standards function which satisfies assumptions 1A, 2, 3A, 4A and 5 - for and Zp 
such that Z^<Z^  - is a y-restricted welfare function.
3. A living-standards function which satisfies assumptions IB, 3A, 4’ and 5’ - for p ,^  and pp such 
that pmin<pp - is a restricted equality function.
The following results can now be stated:
Theorem 6  Iff y is income and FDJF’Cp^pj) then S(F)>S(F*) VSeE and S(F)>S(F*) 3SeE, 
where E is the set of p-restricted welfare functions with pi<pmm<pp<p2.
Theorem 7 Iff y is mean-normalized income and FDLF*(p1,p2) then S(F)>S(F*) VSeE and
S(F)>S(F*) 3SeE, where E is the set of restricted equality functions with 
Pl—Pmin—P?—P2*
Theorem 8  Iff y is income and FD2F*(Zl,Z2) then S(F)>S(F*) VSg E and S(F)>S(F*) BSe E,
where E is the set of y-restricted welfare functions with Z1<Zmin<Zp<Z2.
Necessity is simply shown and follows from -G(yk), Z j < y i t s e l f  being a y-restricted
43. In fact, since F is right-continuous, it would make no difference if the strong inequality in 5 (y>Zmin) 
were replaced by a weak inequality. Similarly, since Q is left-continuous it would make no difference if the 
strong inequality in 4 ’ (p<pp) were replaced by a weak inequality.
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welfare function and <J)(pk), p1<pk<p2, being a p-restricted welfare or equality function. Sufficiency 
proofs of these theorems follow the same path as that of the poverty theorems in III. 1. If restricted 
dominance holds, then F and F* can be manipulated to generate new distributions which give 
unrestricted 20SD. The ranking of the new and original distributions will only coincide if £  
contains only those S which satisfy the new restricted dominance assumptions. The proofs follow 
below, but are given in detail only for the case of y-restricted welfare dominance.
First, notation. Gf}(yk) is the value of the deficit curve for F f} at yk. Let p=F(ZmJ ,  
p V F ^ Z ^ , and pf-F^*)(Zmin). X is the mean of F conditional on y<Zmin, X* that of F*, and XP that 
of F
Sufficiency proof for Theorem 8
1. Assume FD2F*(Z1,Z2), and choose Zmm and Zp so that Z1<Zmin<Zp<Z2. Generate Fi 
from F and F^  from F* so that F[*)(y)=F(’)(y), y<Zp and F[*}(y)=l, y>Zp. Then generate F2 from Fj 
and F2 from Fj by redistributing incomes below or equal to Z ^ , maintaining F^ *)(y)=F<*)(y), ^ Z ^  
to give, if feasible, G2(yk)<G2(yk), y ^ Z min.
2. The second step shows that it is feasible to generate F2 and F2 as described to give 
the result desired (i.e., G ^ y ^ G ^ ) ,  y,<Zmjn).
2a. Due to (11) and assumptions governing the generation of F-P which require p2*-p(*} 
and we have
= P?(^raffl ~^7.)
G2"(Zram)=p2*(ZnliI,-).2-)=G ' ( Z J
Combining (18) with the assumption of restricted dominance that G(Zmin)<G*(Zmin) gives the result 
that G2(Zmin)<G2(Zmin).
2b. G2(Zmin)<G2(Zmin) ensures the redistribution is feasible. First, assume that X£X*. Then 
the redistribution can be such that F2*)(A,(*))=p(*) and F^ *)(y)=0, y<X(*\ That is, everyone with initial 
income less than or equal to Z ^  can be given the mean income of all those in this category. In 
this case, G2(y)<G2(y), y<7-^ui follows from F2 having minimum dominance (note that if X=X* then 
p<p*). Second, assume X<X\ which implies from (18) that p<p*. In this case, give p of F* income 
X and (p*-p) income Z= (X*p*-Xp)/(p*-p), where X*<Z<Zmin. Integration reveals this redistribution
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is feasible (A^ =X*)44; it also results in F2 having 10SD over F2 up to Zmin and so it is certainly true 
that G2(y)<G2(y), y^Z ^. Figure 4 illustrates this second case.
3. So G2(yk)<G2(yk), yj<Zmin. Also, recalling that F2 and F2 are generated from the 
’intermediate’ distributions Fj and F|, F2(y)=F2(y)=l, y>Zp. Finally, since F2 and F2 ultimately are 
derived from F and F* we have F2D2F^(Zmin,Zp). Putting all these together gives F2D2F2(0+): F2 has 
welfare 20SD over F^ Since y is income, S(F2)>S(F2) for all S which satisfy assumptions 1A, 2 
and 3A. Moreover if S satisfies assumption 4A, SOF^SOFj) and S(F*)=S(F|). If S satisfies 5, 
S(F!)=S(F2) and S(Fj)=S(F2). Hence for all S satisfying 1A, 2, 3A, 4A and 5, S(F)>S(F*). Varying 
Z ^  and Zp between Zj and Z2 (maintaining Zmin<Zp) gives the result. The inequality will hold 
strongly for at least one S."
For equality and p-restricted welfare functions, the proofs follow basically by replacing 
Z by p. That is, assume FDlF’Cp^p^ and choose p ^  and pp so that pi<pmin<pp<p2. Clearly, 
however y is defined, assumptions 4’ and 5’ are sufficient to generate distributions, F2 and F2 
characterized by Lorenz dominance. Simply generate F2 from F and F^  from F* by replacing all 
y’s above Q^Cp1*) by y’s equal to, say, max(Q(p),Q*(p)) and by redistributing all y’s equal to or 
below Q(pmin) to give perfect equality of y’s over this range (i.e. Q2*)(p)=X,(’), p ^ p ^ .
These restricted dominance criteria can be put in terms of well-known functions, at least 
for the cases of equality and y-restricted welfare. For equality, income share (for example, of the 
bottom 40%) is an oft-used measure. Restricted equality dominance is equivalent to dominance 
over all income shares between pj and p2. y-restricted welfare dominance is equivalent to 
dominance by the (negative of the) poverty gap for all poverty lines between Z l and Z^ No 
similarly simple interpretation is available for p-restricted welfare functions. This is no doubt 
related to the difficulty of giving a plausible interpretation to the p-restricted welfare assumptions. 
Say one is comparing two societies, one poor, one rich. It is unclear why the top x% of the poor 
society should not count in terms of welfare if their income level puts them below that of the top 
x% in the rich society. On the other hand, the more roughly similar the two societies being 
compared, the less important this objection, and bounds expressed in terms of p carry much more 
meaning to those unfamiliar with the distributions being compared than bounds in terms of y.
4 4  p X + ( p * - p ) Z _ p X  + p*-p A V - A p
 ^ * .  * -* _ * _p p p p -p
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Figure 4 Illustration of Step 2b in Sufficiency Proof of y-restricted Welfare Dominance
Theorem
F* F
A* z y
Notes: The graph shows F2 and up to on the assumption that From the definition of Z (given 
in the proof) and the assumption that GCZ^^G’CZ^, 7>X, since p(V-X)>0, and Z<7W  since, by 
assumption, pCZ^-A^p'CZ^-V).
Both the poverty gap and the income share are cases in which, for any given function, 
the lower and upper bounds coincide. For the poverty gap Zmin=Zp, and for the income share 
function pmin=pp. However, these restricted criteria also cover those functions for whom these 
bounds do not coincide. An example is the following function, for ri>0, Zmin>l, a< l and oc*0:
s(y) =
■3—  i. ysz,,*,Anin
a  Anin
- 4 ( # - )  - i] . y>zp
“  Zmi«
(19)
More generally, the criteria cover, inter alia, all separable functions which are non-negatively 
sloped, concave and initially linear, then curved and finally flat.
The pairs of restrictions - 4 and 5, 4’ and 5’ - treat the two tails in quite different ways 
and so require different justifications. When Atkinson and Bourguignon introduced the idea of 
restricted dominance, they allowed only for restrictions at the right-hand tail, which removes the 
requirement of mean dominance in the case of welfare 20SD and maximum dominance in that
62
of equality. Imposing an upper bound is clearly an idea with which we are familiar. Ignoring all 
information about the rich, except for the fact that they are rich, is precisely what characterizes 
poverty analysis. Hence the labelling of the upper bounds as poverty lines, Zp and pp. (In turn, 2^ 
and pj can be thought of as upper bounds on the range of poverty lines we are prepared to 
contemplate.) The removal of the requirement of mean dominance provides a normative 
justification for the imposition of an upper bound. The removal of the requirement of maximum 
dominance in the case of inequality analysis provides both a normative and a measurement-based 
justification.45
Lower bounds are more unusual than upper bounds. Indeed, Atkinson and Bourguignon 
would not advocate "similar restrictions at the lower end" since "there is no justification for a 
similar assumption of indifference at the lower end of the income scale" (p. 12). However, as can 
be seen, restrictions on the lower tail are available which remove the requirement of minimum 
dominance but which by no means imply indifference. and pmin can be thought of poverty 
lines for the very poor (and, in turn, Z x and pj as lower bounds on the range we are prepared to 
consider of poverty lines for the very poor). Assumptions 5 and 5’ do not remove from the very 
poor the veto power they are given by 20SD: if their mean income is less or their poverty gap 
greater (depending whether the restrictions are along the dimensions of p or y) in one distribution 
than another, that distribution cannot dominate. What the assumptions do do is remove the veto 
power each group has (starting with that group, possibly an individual person or household, with 
the minimum income) over the successively richer group within this category of very poor. (A 
’group’ here is all those with an income below a certain level, whether defined in terms of y or 
p.) The application of 5 or 5’ results in transfers within the group of very poor having no effect 
on the ranking. This in turn can be justified in two ways. First, from a normative perspective, one 
can think of there being some level of income or ranking in society which is so low that below 
which aggregate well-being is not improved by ’robbing poor Peter to pay poor Paul’. Second, 
from a measurement perspective, we can argue the grouping is justified due to our uncertainty in 
relation to very low incomes. To avoid attaching too much weight to them, we group.
Although this sub-section has focused on restricting the 20SD criterion, it is also
45. Note that in the case of inequality analysis, it would make no difference if we replaced assumption 4’, 
that S is insensitive to changes at or above pp, by the assumption, say 4’, that S is insensitive to mean- 
preserving changes at or above pp. Since the overall mean using mean-normalized income is always equal 
to unity, and since assumption 4’ allows no change in the conditional mean below pp, there can be no 
change under 4’ in the conditional mean above pp. If y is income though there is a real difference between 
4 and 4*. In these cases, 4 is the more appropriate assumption since it but not 4* removes the requirement 
of mean dominance.
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possible to restrict the 10SD criterion by requiring the distribution function be nowhere higher and 
somewhere lower between the two bounds Z x and Z2. Indeed this requirement of dominance by 
the head-count ratio over a range of poverty lines has already been utilized in HI. 1.3 as a 
component of the mixed dominance criterion. It is important to bear in mind though that restricted 
10SD between Zj and Z2 does not necessarily imply restricted 20SD between the same bounds. 
However, a modified version of the chain of implication for unrestricted dominance does apply: 
if FD1F*(Z1,Z2) and G(Z!)<G*(Z,) then FD2F*(ZXyZJ). The additional condition, automatically 
satisfied in the unrestricted case of ZX=T]', is what provides those with an income less than or equal 
to Z ^  with a veto over the ordering of F and F*. Finally, one could also define a restricted mixed 
dominance criterion by which one required 20SD between Zx and Z2 and 10SD between Z^ and 
Z3. Assuming that y is income, this would then give dominance in relation to all functions 
satisfying 1A, 2, 3B, 4B and 5 with Z1<Zmni<Zp and Z2<ZP<Z3.
IV 3 E-dominance
An alternative means of avoiding the requirements of the extreme forms of dominance 
is, as mentioned earlier, to leave the stochastic dominance framework altogether and consider 
explicit restrictions on the functional forms of the members of X. To provide a simple illustration 
of this approach, assume that S is separable and that X contains only welfare functions which 
display constant relative inequality aversion. Then, as stated in n.2, S is restricted to being a 
monotonic transform of the isoelastic function (given in Table 2):46
where, as in n.4, e=l-o£0 and gives the degree of inequality aversion. If, in addition to assuming 
constant relative inequality aversion, one takes a welfare-based view of the cost of inequality, one 
is restricted to (2 0 ) (with y defined as mean-normalized income) for the measurement of inequality
e
(20)e
46. This means X is defined to be a subset of the third-order stochastic dominance set, as s(y) will have a 
non-negative third derivative.
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(see again II.4).47 For poverty analysis, the generalized Clark function, given by (2), is consistent 
with constant relative inequality aversion up to the poverty line.
If one combines restriction to (20) with bounds on the range of values, and thus a, can 
take, the choice of the set, E, is reduced, in the case of welfare and inequality analysis, to a choice 
of minimum and maximum values of e. One can then search for e-dominance. Of course, the 
higher the value of e, the higher the degree of inequality aversion. Typical values of e found in 
the empirical literature range between 0 and 5 (see, for example, Ahmad and Stern, 1991, who also 
discuss a number of ways by which values of e might be chosen). As is evident from a glance 
back to Table 2, finite values of e avoid the requirement of minimum dominance, while strictly 
positive avoid that of mean dominance. Maximum dominance in the case of equality analysis is 
avoided by the isoelastic function having a positive third derivative (see again the discussion 
following Table 2). In the case of opulence analysis, apart from restricting the concavity of s(y) 
up to the poverty line, by choice of range of e, one can also restrict the range of the poverty line 
and the extent of the discontinuity at the poverty line. Using the generalized Clark function, all 
three restrictions can be parameterized, by choice of individual values for or ranges of e, Zp and 
C.
This approach certainly has simplicity to recommend it. It is not at all new. Indeed, 
Atkinson’s original 1970 article contained a diagram showing how the rankings of a set of 
distributions (in his case, countries) changed as e was varied. However, it has not been much 
applied in empirical work, as authors have preferred to give rankings for one or two values of e 
(though Ahmad and Stern, 1991, using five values of e is one exception; Howes and Lanjouw, 
1991, and Lanjouw, 1992, provide expositions and applications of this methodology) .48
One of the possible criticisms which can be made against the-e-dominance criterion is
47. Alternative functional forms could also be used, for example, the generalized entropy function. See the 
discussion following Table 2 for a discussion of the pros and cons of using the GE and the isoelastic 
function.
48. A related criterion is presented by Lambert (1989) and Dardanoni and Lambert (1988) who give 
conditions under which a distribution will have dominance for a E which contains all separable welfare 
functions with a degree of relative inequality aversion greater than some minimum bound. The difficulty 
with this is that it requires minimum income dominance, the problems associated with which have already 
been discussed. Jewitt (1981) gives the conditions, in terms of crossings of the distribution functions, under 
which dominance over constant absolute and relative inequality aversion functions implies dominance over 
the respectively wider classes of non-increasing absolute and non-decreasing relative inequality aversion 
functions. But note that his results hold given the widest bounds on the degree of constant inequality 
aversion, whether absolute or relative, namely from zero to infinity, whereas in this sub-section we want 
to allow for bounds to be placed on the degree of inequality aversion.
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the arbitrariness of bounds. One way to avoid this criticism would be to simply aim to report the 
’switch point’ values of e, those values of e, if they exist, at which S(F)=S(F*). Then readers 
would be free to put their own value-judgements alongside the information provided, and make 
up their own minds as to which distribution dominates. Locating all the switch points of e may 
be thought to be very difficult, but in fact one can show that there will often be at most one 
switch-point Let e and y  be special cases of a general function Se. Then, as proved in Appendix 
A,
Theorem 9 If y>0 and F(y) and F*(y) cross only once then ASc=S(F,e)-S(F*,e) will change 
sign at most once as e increases from zero.
Say that F and F* cross once and that, at low values of y, F lies below F \ so that, for a high 
enough value of e, F will be preferred. As e falls, more weight is given to the right-hand portion 
of the distribution and F* has a greater chance of being preferred. Note that if y is mean- 
normalized income and F and F* only cross once then ASe will not change sign (since one 
distribution will have 20SD) which is consistent with, but stronger than Theorem 9.
Since many empirical distributions functions cross more than once, this result may not 
be thought very useful. However, although the sample distribution functions may cross many 
times, they may nevertheless come from populations whose distribution functions cross only once 
(such as the ’two-parameter’ family, including the normal, log-normal and gamma). If so, the 
sample e-dominance curves will often cross only once. (See Appendix B of Chapter 3 for 
evidence.)
Another criticism of the e-dominance approach is that Se may only qualify as a standard- 
of-living function if y is strictly positive. If y is zero, Se will be defined only if eel. y being 
negative will result in Se being undefined if e is not equal either to zero or an integer greater than 
one. If y is negative and e is an integer greater than one, e is either even in which case Se has a 
positive first and second derivative or e is odd, in which case both derivatives are negative. Hence 
if one has negative income values, and one wishes to use non-zero values of e, one can only use 
Se as an equality function, and then only with odd numbered integers greater than one! And if 
one has both zero and non-negative values one cannot use Se as an equality function at all (except 
for the trivial case in which e=0). See Anand (1983) for a further discussion of this issue. The 
only comfort available is that if y is a suitable measure of living-standards it should not be 
negative. Negative income, for example, cannot be sustained over the long-run. But this is little 
reassurance if one actually does have a sample containing negative income values.
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V Conclusion
This chapter has provided a framework which can be used to understand the differences 
and similarities between welfare, equality and poverty analysis. Within this framework, various 
criteria for dominance - some old, some new - have been presented, and the relationship between 
the criteria analyzed. A distinction has been drawn between those criteria which rank distributions 
only if various forms of extreme dominance hold and those, such as restricted dominance and e- 
dominance, which are not thus dependent. The latter are, to use Atkinson and Bourguignon’s 
words - from a different though related context - "less stringent and more realistic criteri[a]" 
(1989, p.7).
The dominance criteria analyzed in this chapter can also be divided up another way. 
Recall that these criteria, if they rank two distributions, ensure dominance in relation to some set, 
X, that is, weak preference by all S in X and strong preference by at least one S. Most of the 
criteria analyzed refer to some ’crucial’ subset of X, dominance in relation to which is a necessary 
and sufficient condition for dominance in relation to X. The negative of the distribution function, 
the negative of the deficit curve and the Lorenz curve, evaluated at different values of y or p, can 
all be thought of as different S’s. Sets of these functions - evaluated over a range of values of y 
or p - constitute ’crucial’ subsets of X. The e-dominance criterion on the other hand refers directly 
to the relevant X. Welfare e-dominance between two bounds means, by definition, dominance in 
relation to the set of isoelastic functions determined by these bounds but not necessarily 
dominance in relation to any wider set. Neither of these two types of criteria is intrinsically 
preferable to the other. But the distinction is a helpful one in understanding the way in which 
dominance criteria work.
Appendix A Proof of Theorem 9
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It is shown that if y>0, and if F(y) and F*(y) cross only once then ASc=S(F,e)-S(F\e) 
will change sign at most once as e increases from zero. This is first proved for the case in which 
Sc is a welfare function. Applying integration by parts to the formula for Sc, given in (20), one 
can, noting that Se is differentiable, write
e*
A Sc = -J*s /(y,a)AF(y)dy where AF(y)=F(y)-F*(y) ^
s/(y»a)=y a l
We want to investigate the sign of dAS/de, which, from (A.1), is given by
= r& '(y.g)Ap(y)dy (A 2)de J de if
Since e=l-a, 
ds'(y,a) _ 3(0-1). , .  ,( .— ---------- — ln<y)*s (y.o) (AJ)
= -ln(y)s 'iyyO)
Substituting (A.3) into (A.2) gives
dAS ^
——^ = /V(y,a)ln(y)AF(y)dyde Jif
Since ASe is unit invariant and since y has already been assumed to be positive, we can assume 
without further loss of generality that the two distributions are such that rf> l so that ln(y)> 0  
Vy>iy. Hence the sign of (A.4) depends on AF. Assume F and F* cross only once, at £,, and, 
without loss of generality, choose the labels F and F* so that, for some £, if ry<y<£, AF(y)<0, and, 
if ^<y<0+, AF(y)>0. Then (A.4) can be re-written as
dAS  ^ ®
—r-— = f s /(y,a)ln(y)AF(y)^r + fs'(y,a)ln(y)AF(y)dy (A<5)de J J.if *
the first term of which is by assumption positive, the second by assumption negative. If there is 
some e, e+, at which ASe=0 then, from (A.1),
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-ln(OASe. = ln(0
By the definition of integration, 
i £
Js'frcOAFOOdy + ln(£) J's/(y,a+)AF(y)dy = o (A.6)
U
j*s/(y,a)ln(y)AF(y)dy ln(0 f s /(y,a)AF(y)dy (A.7)
e* e+
i
l
Js /(y,a)ln(y)AF(y)dy <; lnCOjTs/(y,o)AF(y)dy
(recalling that both the left- and right-hand sides of (A.8) are negative). From (A.7) and (A.8), 
both terms in (A.5) are smaller than their respective counterparts in (A.6 ), so it must be the case 
that
dAS. a  m
if AS =0, then  -<;0. (A*9)
e de
Since the derivative is always negative at ASe=0, there can be no more than one point at which 
ASe=0.
Now consider the case in which S is an opulence function, so Se is as defined in (2). If 
the distribution functions cross above Zp then Se will not change sign, so consider the case in 
which ^<ZP. The same arguments applied above can be used to show that if the distribution 
functions cross at most once, the generalized Clark function will change sign at most once as e 
changes. Note that in this case the derivative is the same as given in (A.4) except that it should 
be multiplied by (1-C), y should be replaced by y/Zp and 0+ by Zp (see equation (3)). Infy/Z9) is 
of course always negative for y<Zp, but this in fact leaves the signs in (A.7) and (A.8) unchanged. 
If C*0, then (A.6 ) must have added to its right hand side CAF(Zp)ln(^) (see (2)), but since this is 
positive by assumption, it makes no difference to the derivation of (A.9). This method of proof 
cannot be applied to equality functions because, for these, ln(y) will change sign as y, mean- 
normalized income, will be less than 1 for some portion of the distribution and greater for the rest. 
However, as stated in the text, if y is mean-normalized income and F and F* cross only once then 
one of the distributions will have 20SD and thus e-dominance.
Chapter Two Estimators and methods of inference
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I Introduction
As defined in the previous chapter, the problem of distributional dominance is that of 
ordering distributions in relation to a dominance criterion: if and only if the criterion ranks the two 
distributions can the one distribution be said to dominate the other, that is, be reckoned to be no 
worse than the other by all the living-standard functions in the relevant set, X, and better by at 
least one in X. The case for engaging in statistical analysis of dominance is twofold. Very often 
we are in a situation where we have two sets of sample data and wish to use them to draw 
comparative conclusions about the populations from which they are drawn. To do so requires the 
use of statistical techniques. In addition, general tests for distinguishing distributions are not 
sufficient for the statistical inference of dominance. It is of course useful to know if two 
distributions have significantly different means and variances, and also, more generally, whether 
the null that they are drawn from the same underlying distribution can be rejected, but this will 
not tell us whether or not we can infer dominance. If we can parameterize the distribution then 
analytical techniques can be used to infer dominance, but our conclusions will then be subject to 
the proviso that the parameterization is the correct one. The alternative path, pursued in this 
chapter, is to provide estimators and tests which are non-parametric and by which dominance can 
be directly tested.
Since the dominance criteria presented in Chapter One can be represented graphically 
in terms of curves, the job of testing for dominance becomes one of investigating differences 
between curves and asking whether these are significant Define ^i=^(F,xi,X) and £*=£(F*,Xj,X) to 
be the ’dominance curves’ of the distribution functions, F and F*, for given set X and evaluated 
at Xj. Then F will be said to dominate F* by the set X iff £>£• Vxs and £;>£• 3 [ x ^ x ^ ] .  For 
future reference, I also define the notion of ’strong dominance’. F will be said to strongly 
dominate F* iff * Vx,e [ x ^ x ^ J  such that it is not the case that £;=£*.
The conclusion of the previous chapter drew a distinction between two different types 
of criteria. In the present context, the distinction can be put as follows. The simplest case, the 
latter of the two types in Chapter One’s conclusion, is that in which x is some parameter which 
defines the S in X. For example, if the criterion is e-dominance (see Chapter One, IV.3), x; will 
be the value of the inequality aversion parameter, e, and £* the isoelastic function for that value. 
The other case is that in which Xj is a parameter which defines the S in some ’crucial’ subset of 
X such that dominance over the subset is a necessary and sufficient condition for dominance over
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X. For example, for poverty second-order stochastic dominance, x ^  would equal the minimum 
income of the two distributions, x ^  the upper bound on the set of reasonable poverty lines, and 
the negative of the deficit curve at some income level Xj. Note that where, as in this example, 
dominance requires that one distribution generate a lower value for some curve than another 
distribution then ^  represents the negative of that curve. This simplifies notation.
These dominance curves are defined in terms of a continuous interval [xmin,xmax], but 
tests can only be carried out over a finite number of ordinates. So make a discrete approximation 
and evaluate ^  at x  ^i=l to W, where Xj^x,^ and xw<xmax. It is assumed that the conclusion which 
follows from an assessment of ^  and £* over this finite set of ordinates will be the same as that 
which would follow from an assessment over the interval [xmin,xmax]. So F will be said to dominate 
F* by the set X (defined in relation to some x ^  and xmax) iff £>£• Vi and £j>£* 3i. F will be said 
to strongly dominate F* iff £*>£* Vi such that it is not the case that Ci=C*- The question of how to 
make this discrete approximation is discussed in III.4.
To infer whether one curve lies nowhere below and somewhere above another requires 
a vector of estimators and, depending on the test employed, the variance of each element in the 
vector or the vector’s variance-covariance matrix. The task of Section II is to derive estimators for 
different definitions of £* - referred to as estimators for different dominance criteria (strictly 
curves) - and to derive in each case the typical element of the variance-covariance matrix of the 
vector of estimators. The task of Section III is to provide a test which utilizes these vectors of 
estimators and their variances to provide a test for dominance.1
The dominance criteria for which estimators are provided are those of Chapter One: the 
stochastic dominance criteria (first-order, second-order and mixed) and the e-dominance criterion 
(including the use of generalized Clark function for poverty analysis). For both the e-dominance 
and the second-order stochastic dominance criteria, estimators are given for the case in which 
income is mean-normalized, so that equality, as well as welfare and poverty, analysis can be 
conducted. For the second-order stochastic dominance criterion, estimators are given for both the 
deficit and generalized Lorenz curves so that either can be used. The last chapter introduced the 
distinction between restricted and unrestricted forms of stochastic dominance. This simply involves 
the setting of bounds (choice of x ^  and xmax) and both forms are catered for by the testing method 
of Section III. Finally, all of the estimators given can be used in the presence of randomly 
weighted data. So they can be used if, as often happens, one has data at the household level but
1. Although only variances are required in the testing method of Section m , for the sake of generality 
Section II gives the typical element of the various variance-covariance matrices.
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wishes to make inferences based on aggregation over individuals, not households.
Statistical testing of dominance relationships between distributions has by no means been 
ignored in the literature. Some of the estimators required are already available, though only for 
the special case in which observations are unweighted. These are referred to in the course of 
Section n. And a number of testing methods have been proposed. These are critically surveyed 
in Section HI alongside the simple alternative put forward.
Although the e-dominance criterion is also considered, much of the chapter’s attention 
is devoted to the family of stochastic dominance criteria. Section IV of Chapter One noted the 
reliance of unrestricted stochastic dominance criteria on the requirements of ’extreme dominance’ 
(for example, the requirement that the dominating distribution have a no lower minimum income) 
and criticized this reliance from a normative perspective. Section IV of this chapter examines the 
inferential problems associated with the requirements of extreme dominance. Finally, Section V 
concludes.
II Estimators for the statistical analysis of dominance
The derivation of estimators follows a step-by-step procedure. An initial framework 
which provides the basis for the derivation of (welfare and equality) e-dominance estimators and 
first-order stochastic dominance (10SD) estimators is presented in n .l. The special case of e- 
dominance is then presented in II.2 and that of 10SD in H.3. II.4 uses H.3’s estimators to derive 
estimators for the poverty deficit curve for the testing of welfare and poverty second-order 
stochastic dominance (20SD). II.5 shows how II.4’s estimators can in turn be used to derive 
generalized Lorenz and Lorenz curve estimators utilizable for welfare and-equality 20SD analysis. 
II.6 compares the estimators of II.4 and n.5 and asks whether the deficit and Lorenz curve 
estimators will lead to identical inferences being made. Finally, II.7 uses the derivations of II.3 
to present estimators for the generalized Clark poverty function (for use in poverty e-dominance 
analysis).
One important feature of the estimators provided is that they can be used to analyze 
weighted data. As Cowell (1989) points out, data will often only be available at the household 
level, even though it is the individual which is of ultimate interest to the researcher. However, up 
to now weighted estimators have been largely unavailable for dominance analysis.
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The distributions from which one is sampling are, therefore, assumed to be bivariate: 
each observation can be considered to be a random (though not necessarily independent) 
combination of a weight, which we will call ’household size’, and a living-standards indicator, 
which will be called ’income’. The random weight will, in the exposition, be assumed to be a 
discrete variable, though the estimation formulae would be unchanged if it were instead 
continuous. It is denoted by 1\, r=l,...,R. The income variable will be denoted y. As in Chapter 
One, unless specified to the contrary, the distribution of y may be continuous, discrete or mixed, 
y may be household income or income per capita (household income divided by household size) 
or equivalent income, subject to the proviso given above. If ly=l Vr, we have the special case of 
no weighting, so the analysis is of the household distribution of income, whether household or per 
capita.2
1^  need not only be interpreted as household size. The method presented will also be 
consistent with the use of equivalence scales to derive equivalent income and/or weights, though 
not if the scales are themselves regarded as estimates and so subject to their own sampling error. 
Since this latter is in fact likely to be the case, the variance-covariance formulae presented should 
be regarded as simplifications of the true variance-covariance formulae if equivalence scales are 
used.
As in the last chapter, distributions are denoted by their distribution function. But now 
F, for example, refers to the population distribution, from which a sample of size N is drawn. The 
remaining notation generally follows the convention that the vector to be estimated (the special 
case of the vector £=(Ci»—»Cw)) is denoted by a Greek or English lower-case letter (e.g., <|>), the 
associated asymptotic covariance matrix by the same letter in upper case (e.g., <P), and the typical 
element of that matrix by attaching sub-scripts to the upper-case letter (e.g. O^). An exception to 
this is the vector of deficit curve ordinates. Since the deficit curve is the integral of the distribution 
function, F, the vector is denoted by G, and its estimator’s covariance matrix by T. Also, the 
notation for the generalized Clark function make use of superscripts as well as subscripts. 
Consistent estimators are denoted by caps, except where specified to the contrary. Sometimes the 
same notation is used for a function (e.g., p=F(y)) and for a vector (p=(Pi>->Pw))- However, the 
meaning should be clear from the context.
2. This also covers the case in which data is directly available at the individual level, in which case the 
terminology can be stretched to equate ’household’ and ’individual’. Note too that, unlike in the previous 
chapter, in this chapter y never corresponds to mean-normalized income.
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II.l Initial framework
The method of derivation in this sub-section follows Cowell (1989). As is shown in the 
next two sub-sections, estimators for both e-dominance and first-order stochastic dominance can 
be based on pi? i=l,...,W, given by
Fr(y) is the proportion of households with income less than or equal to y and household size 1\. 
g(y,0Cj), i=l to W, is simply a function relating y and a; 14 is its weighted mean. It has no general 
meaning, but is used to represent two different functions for the respective cases of e-dominance 
and 10SD: this will become clear in the following two sub-sections. Pb gives the mean population 
weight, and Py the weighted mean of y.
Using vector notation, let p’=(p!,...,1^ , 14, Py), p’=(pi,...,pw) and p=p(p). Define m and 
p analogously to be consistent estimators of p and p respectively. Then a theorem of Rao’s (1973, 
p.387) tells us that, since p is a transform of p, VN(p-p) is asymptotically normally distributed with 
mean zero and covariance matrix P given by
(1)
where
R  6
R  ® (2)
g(y»«h)=i
g(y»ay)=y
p = p ,mp;
M is the asymptotic covariance matrix of VN(m-p) and is W+ 2  by W+2:
(3)
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M=
Mn ••• M1W Mjk Mly
Mwi ...
^hl •*• ®^hW ^hh ^hy
Myl ... MyW Myh
(4)
p„ is an W-by-W+2 matrix of partial derivatives defined as
P ,= " ^  =
Pll ••• Piw Plh Plj
Pwi — Pww Pwh Pwy
(5)
Note that for i j = l , W ,  and i*j, py=0 as, from (1), p; is independent of |jj. Combining this result 
with (3), (4) and (5) gives the typical element of matrix P, P ,^ as:
Py = PafeyM ii+PjA+Pjjiy + P a C P y ^ P jA h + P jA ^ (6)
To show how this expression can be estimated, one first needs the partial derivatives, 
available from (1)
Pii = Ph V ’1,
Pa = ("YMPi/* Vy \  i=l,...,W 
Piy = (Yi-^PiPh^Py1 2, i=l,-.,W
(7)
The definition of a covariance gives 
My = Py -  PiPj
R  0
where py = £  h,2 fg(jr,ai)g(y,aj)dFr(y), Lj=lv..,W,h,y
r=l n
(8)
Substituting (7) and (8) into (6) gives
This equation is the key one for our purposes. Asymptotically valid tests can be 
constructed using consistent estimators of the elements of equations (1) and (9). As throughout this 
section, the estimators required are all functions of sample means (sometimes of transformed 
variables), and so are consistent An estimator of (1) is given, for a sample of size N, by
Note that in writing these means I have, out of convenience, not divided the sample into different 
household types, but instead simply attached a different weight to each household. There are thus 
by this notation not just R weights, but rather N, though, of course, these N weights can only take 
on R different values.
II2  E-dominance: welfare and equality analysis
(10)
where
nii = m(at) = i=l,...,W,h,y
^  n=l
(ID
In addition, to estimate (9) one needs a consistent estimator of ^  given by
“ i j = ^ £ ^ s ( y n > ai)g(yii’aP’ y * i ....^n=l
(12)
Continuing on within the framework established above, make the additional 
assumptions that for all i, i=l,...,W:
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(a) g(y,oti)=yai, a^O; g(y,aj)=log(y), a = 0 ; where ap l-e*  
and (b.l) y=l Vi, 6=0: welfare analysis 
or (b.2) y—l-a, Vi, 8=1: equality analysis
Then the isoelastic function, for some value e^ is given by 
= —Pi, i=l,...,W, a.*0
(13)
= Pq, aj=0 where p0=— -51og(-^) 
hi H
Defining ^  to be £j enables one to analyze welfare and equality e-dominance in relation to the 
bounds emin and emax. (For more details, see Chapter One, IV.3. For the case of poverty analysis, 
see II.7 of this chapter.) VN(e-e) is asymptotically normally distributed with mean zero and 
variance covariance matrix, E, with typical element
Ejj = — P„, a t,a j* 0
P « n  (1 4 )= -2 , a,=0 , a^O 
a. Jj
=Pfl, oi=aj = 0
where is defined in (9) except in the single case of equality analysis using ccpO. In this case, 
the correct covariance formula is obtained by replacing y on the right hand side of (9) by 7?=1- 
P t / p ,  (similarly if ot=0).4 Py and p* can be estimated using (10) to (12), substituting in the relevant 
combination of assumptions (a) and (b.l) or (b.2 ) above.
These estimators can also be used for the estimation of the Atkinson inequality index 
and the generalized entropy index. Denote the Atkinson inequality index for some particular value 
of a, (Xj, as aj, where i=l, ..., W. Then VN(a-a) is asymptotically normally distributed with mean 
zero and covariance matrix A, where
3. So p,, i= l,..., W, is the oqth moment of the random variable y. It is assumed throughout that the moments 
exist.
4. This follows from (13). The partial derivatives of p0 with respect to Pq, Pt and Py are given by (7) if y 
is replaced, other than when it appears as a power (superscript), by H as defined in the text.
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l
a* = 1 -  Pi*1, a^O 
= 1 -exp(po), a t =0
\  = “ i ' W *  PjtfJ Py. 
i
(15)
= ffj“1pj “1 expCp^ Py, a.^a^O 
= exp(2p0)Pii, ^=^=0
This result extends those of Nyg&rd and Sandstrom (1981) and Thistle (1990) dealing with 
unweighted data.
Denote the generalized entropy measure for some value of a, oq, as Tj. where i=l,
W. Then again using the definitions of this sub-section VN(x-x) is asymptotically normally 
distributed with mean zero and covariance matrix T, where
This result synthesizes that of Cowell (1989) who gives the variance in the case of weighted data 
and that of Thistle who gives the full covariance structure (again for the case of equality) but on 
the assumption of unweighted data. See Cowell for the case in which a p l :  in this case, the 
generalized entropy index, unlike the isoelastic function, does not display constant relative 
inequality aversion (see Chapter One, II.4), and so requires a separate treatment.5
Finally, for future reference, note that under the assumptions made at the start of the 
sub-section, if 0^=1, Pi=My. Hence if y—1 Vi, ppp/Pb and Pu becomes N times the asymptotic 
variance of my/mh. Denote p! under these assumptions by p - the per capita mean of y - and PH 
by B6. Let b=m^/m^Then from (9) the asymptotic variance of b is
5. Note that the generalized entropy and Atkinson indices are weakly increasing in inequality, whereas the 
isoelastic function is weakly decreasing. If 5=0, 5=1 and a<l, the negative of the generalized entropy 
function can be used for welfare analysis (see Chapter One, Table 2).
= - i —(p.-l), a^0,l 
a, -a,
(16)
6 . Although I refer to p as the per capita mean of y, its actual definition will depend on that of h.
78
B = P7-2pkP+P2 where ph= ^ > Py=-^2 (17)-2 ^hh Phh
Note that ^  can be interpreted as the ’per capita-squared’ mean of y, and py as the ’per capita- 
squared’ mean of y squared, since both use h2 rather than h as the random weight.
113 First-order stochastic dominance
Again start with equation (1), but this time make the additional assumptions that, for
(a) g(y,Oi)=l for y<a~Zi 
= 0  otherwise 
and (b) y~ l, Vi
(b) is assumed since the first-order stochastic dominance criterion is not applicable to equality 
analysis (see Chapter One, HI. 1.1).
Applying these assumptions to (2) and substituting into (1) gives
In this equation, p; takes on its ’natural’ meaning as the proportion of the population with an 
income at or below
Defining ^  to be the negative of p; enables one to analyze first-order stochastic 
dominance (10SD). 10SD with z^^ iy  and zmM>0+ guarantees dominance over the set of all 
weakly increasing functions defined over income, where, as in Chapter One, rf (0+) is the lower 
(higher) of the minimum (maximum) incomes of the two distributions being compared. 10SD with 
just z^ ^ tV guarantees dominance over all weakly increasing functions with poverty lines up to 
zmax. Restricted 10SD guarantees dominance by the head count ratio with poverty lines between 
zmin and zmax (see Chapter One, ni.1.1 and IV.2).
(18)
= F(Zi)
Replacement of (1) by (18) in turn simplifies the key equation (9) to
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PCz^ Zj) P.,
 = (*fl+l»uPiPj-|*hiPj -|*]1jPi (19)
Ph Ph
From (8) and the assumptions above, we also have 
r  *
h,i=l»(j=Eli,2/dFr(y) for isj (20)
1=1 T1
Analogously to the definition of p  in (18), define
Pu = Fh(z,) = i=l,...,W (21)
Ph,
which can be interpreted as the proportion with income no greater than zk, but using household 
size squared rather than household size as the weight (20) and (21) further simplify (19) for i<j 
to
_2 = Pu(l-pp + Pi(Pj-Pij). isj (22)
Phh^h
For i>j we use the fact that Pij=Pji. Note that in the case of no-weighting
Pu.=Pk=1 a™1 PhjTj (23)
and (2 2 ) simplifies to
P, = Pid-Pi) (M>
which is the standard formula for the covariance of two points of a sample distribution function 
density (see, for example, Mood, Graybill and Boes, 1963, pp.506-508).
From (18) and (21)
A m, A
Pi=—  Pm=—  (25)
mh “ hh
Consistent estimators have already been given for p,, and p ,^ - see (11) and (12). By utilizing the 
indicator function, ^(y), consistent estimators of p* and p^ can be obtained. These are
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“ r r d C  ^  rz ,W  where y y » ) = i y » szi
™ n=l
(26)
=0 otherwise
*fW
(27)
Estimators for pj and Py thus defined can be used to test for 10SD. They can also be 
used to derive estimators for the 20SD criterion.
II.4 Deficit curve estimators for second-order stochastic dominance analysis
Defining £k to be the negative of the poverty deficit curve - the integral of the 
distribution function defined over income - at zk enables one to analyze welfare, y-restricted 
welfare and poverty 20SD. If the range is unrestricted ( z ^ iy ,  zmaj>0+), the dominance extends 
over all egalitarian, weakly-increasing welfare functions; if it is restricted from above (z^^iy  
only), the dominance extends over all egalitarian opulence functions with poverty lines less than 
or equal to zmax; and if it is restricted from both ends, the dominance is over all y-restricted welfare 
functions (defined in relation to the bounds zmin and zmax). (See Chapter One, III. 1.2 and IV.2.)
Let the deficit curve at zk be given by Gk and let G=(G1,...,Gk,...,Gq,...,Gw). Gk is given 
by integrating over the distribution function F, defined in (18),
Gk = G(zk) = |F(y)dy (28)
and can be consistently estimated by
Gk = G ^ ) =/F(y)dy
A A **A
0 if k=l (29)
J A
I k i2
where p; is defined in (25). (See Figure B.l of Appendix B for an illustration). The of the 
function 1^  (the ’grid’) can be chosen to make the step-length arbitrarily small, but since the
integration is over a step-function it is sufficient to have them given by all the sample values, 
to yN=Q, and by any other values of z of interest to the researcher not included in the sample, all 
combined and ordered from smallest Zj to largest z2. Note that now we must distinguish between 
Zj, i=l to z and z^ ., k=l to W. Gk is estimated by summing over the z{ up to zk, where the zk are 
the points at which one wishes to evaluate the deficit curve. Note too that if the parent distribution 
function is differentiable, then, as the sample size goes to infinity, the average step-length of the 
grid (Zj-Zj.j) will go to zero, so that summation over the discrete grid will asymptotically approach 
integration over the smooth function F(y). If, on the other hand, however, the parent distribution 
function is a step function (for example, integers only), the average sample step-length will remain 
finite as its size increases.
From (28), the asymptotic covariance matrix, T, for VN(G-G) has its typical element
given by:
A A
I *  = //Cov(F(y)^(u))dydu (30)
HI)
where ’Cov’ stands throughout for the asymptotic covariance. As is shown in Appendix A, by 
substitution of (2 2 ), this works out to give
-  G ^ - C V V ^  + 2Hhk + Gk(Gq- Gn )  (31)
where
Ghk = GhW = f a w d y
* (32)
Zk
Hu = H ^ )  = /G h(y)dy
If there is no weighting then from (23)
Gbk=Gk and Hhk=Hk=/ G(y)dy (33)
which simplifies (31) to:
r t ,  = Gk(-Gq+zq_zk) + 2 Hk (34)
As one would expect, the value of r kq is constant wherever it is assessed at or above the maximum
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income.7 Put formally,
If F(zq)=1 (i.e. zq;>0) then r^q+s=rkq, k^q, s*0 
and if F(zk)=l (i.e. zk^ 0) then r k =r^, k^q, r,s2tO.k+r,q+s kq!
(35)
In addition, since the value of Gk at or above the maximum income depends only on the per capita 
mean of the distribution, one has
mean of y. The proofs of (35) and (36) are also in Appendix A.
Estimators for the terms in (31) other than Gk and Gq are given below. G^ is to be 
estimated in the same way as Gk in equation (29), replacing p* by p^ -also defined in (25) - giving
(This is illustrated by Figure B.2 of Appendix B.) Since Ay. is the integral of use of equations 
(29), (37) and (38) to estimate T  ensures that the properties (35) and (36) apply to the estimator 
of T as well as to T itself. At high values of y, where sample values are relatively scarce, use of 
only the first term in (38) may cause substantial and increasing overestimation of H^.
Finally, consider the estimators required for the analysis of poverty mixed dominance, 
which is, basically, the combination of 20SD up to z' and 10SD between z and zmax, where these 
give' the bounds on the set of possible poverty lines. Mixed dominance gives dominance in relation
7. This is reassuring from a formal perspective since it would be disconcerting if the value of changed 
between two income values both above the maximum and thus both corresponding to p=l. As stressed in 
Section IV of this chapter, however, any attempt to test for which distribution has the greater maximum is 
overly ambitious.
If F(zk)=l then T ^B (36)
where B, defined in (17), is the asymptotic variance of b, a consistent estimator of the per capita
A A
Ghk = = Oifk=l
k A
(37)
= E P h 4- i * ( W i )  tf  k i2
i-2
And can be consistently estimated by
(38)
” E  ^ ( W i )  -  v2E  P w - i^ W i )2 k * 2
0 if k=l
k A k A
i-2
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to all well-known poverty functions (see Chapter One, HI. 1.3). Here we need to estimate Gk for 
z,<z and pj - as defined in (18) - for z'<z<zmax. All that needs to be derived here is the asymptotic
A
covariance of Gk and pj, where j>k, which, as Appendix A shows, is given by
A A
Cov '/NCGrfj)
----------- 5 ----- = G yi-P j) + G^Pj-Pjh). k*J'
Pu.Pi.
II.5 Lorenz curve estimators for welfare and inequality 20SD analysis
Defining £k to be the generalized Lorenz (GL) curve - the integral over p of the 
distribution function - at & enables one to analyze welfare and p-restricted welfare 20SD. If the 
range is unrestricted (pmin=0 , pmax=l), the dominance extends over all welfare functions, if it is 
restricted from above or below, the dominance extends over all p-restricted welfare functions 
defined in relation to the bounds pmin and pmax. Lorenz dominance has exactly the same 
implications as GL dominance, except that, since the Lorenz curve is defined over income divided 
by the mean, Lorenz dominance relates to unrestricted and p-restricted equality, rather than 
welfare, functions. (See Chapter One, III.2 and IV.2.)
This sub-section first shows how the covariance for two GL estimators can be based on, 
indeed equated to, that for two deficit curve estimators. This derivation is based on Beach and 
Davidson (1983), who, although they do not derive deficit curve estimators and do not deal with 
the weighted case, make implicit use of this equality.81 then show how Lorenz curve estimators 
can be derived from GL estimators. Again the derivation follows and extends Beach and Davidson.
As in the previous chapter (III.2), let Qk=Q(pk)=inf{y:F(y)>pk}. Then the GL curve at 
pk is given by
Pk
<t>(pk)=/Q(p)<ip (40)
il
Define § to be a vector of generalized Lorenz ordinates of interest, {<J>1,...,({)k,...,({)q,...,(J)w}, where 
(J)k=(t)(pk). Let J  be a consistent estimator of <|>. Then, from (40) and analogously to (30),
8 . Compare in particular Beach and Davidson’s equation (13) to this chapter’s (A.5).
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A
Vn(4)-4>) is asymptotically normally distributed with mean zero and covariance matrix O, with 
typical element Okq given by
a A
* „  = //a>v(Q(p),Q(<]))dpdq (41)
0 0
Further, assume that F is strictly monotonic over the range [r|,0] and that therefore a unique 
inverse function, F 1, exists, and is given, at pk, by Q(pk)=zk. Assume also that F and therefore Q 
is differentiable. Then
Cov(Q(p),Q(q)) = Q '(p)Cov(p,q)Q '(q) (42)
Substituting (42) into (41) gives 
^<1 A A
$ kq = / /Q  '(p)Cov(p,q)Q 7(q)dpdq (43)
oo
Now change the variable of integration from p to y (and q to u). Since
Q'(p) = F-*'(p)— } -  (44)
F(y)
one obtains
A A
= f  f  -r-C ov(F(y)^(u))-i-dF(y)dF(u)
o lo x fe F 'W  F 'W  (45)
T r  A A= / / Cov(F(y),F(u))dydu
(since dF(y)=F’(y)dy). Comparing (45) and (30) proves the fundamental result
(« )
That is, assuming differentiability and strict monotonicity of F, consistent deficit curve and GL 
curve estimators, themselves not equal, have exactly the same asymptotic covariance matrices.
Since O is given by T, all that needs to be furnished is a consistent estimator of <j)k,
9. Note that if one is using unweighted data, then, by substitution of (24) and setting of Q’(p)=Fr(p)=l/f(y) 
- see (44) - this formula is equal to (fkfq)''pk(l-pq), the standard formula for the covariance between two 
sample quantiles - see Kendall and Stuart (1963, p.237) and Beach and Davidson (1983).
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which can be given by 
A
4>k =/Q(p)4p
o
zi P i if k=l <47>
k A
Z >i*(PrPi-i) if
i=2
where
A A
Zt = minC^,...^) s.t. (48)
The pj can be chosen to make the step-length (pfpi_i) arbitrarily small, but since the integration 
is over a step-fiinction it is sufficient to have them given by all the sample values p (calculated 
using (25)) and by any other values of p of interest to the researcher not included in the sample, 
all combined and ordered from smallest (pj) to largest (p j. It is important to distinguish between 
pi, i=l to z and pk, k=l to W. <J>k is estimated by summing over the p{ up to p*, where the p^  are 
the points at which one wishes to evaluate the GL curve. This formulation brings out the dualism 
between the deficit and the Lorenz approaches. In the former, the sample values of y (and any 
other z of interest) provide the grid used to sum over estimated abscissae, p. In the latter, the 
sample values of p (and any other p of interest) provide the grid used to sum over estimated 
quantiles, y: compare (29) and (47).
<(>k and Okq (and thus r kq) can also be defined in terms of conditional means, which is 
likely to be more convenient. As shown in Appendix B, (46) enables us to rewrite Okq as
*1* 2
~  = Phk[7hk- Pq(zk_^hk)(Zq“ ^ ip _^hk(Zk+Z^ +ZkZq^  MQ]
+ P ^ -A ^ Ip ^ -A .q )  -ph^Zq-A.^)]
phk is given by (21). Of the terms not yet defined, \  is the per capita mean of y conditional on 
y<zk, that is,
V= EKfy^M (50)
Pk^h *=1 n
is the ’per capita-squared’ mean of y conditional on y<zk, that is,
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* *  = E ^ /y d F .C y ) , (51)
Phk^hh r=l ^
and 7^  is the ’per capita-squared’ mean of y2 conditional on y<z^ ., that is,
yL  = E ^ / y ^ C y ) .  (52)
Phk^hh r=l
10Use of (50) also enables the GL curve to be expressed in terms of the conditional mean - see, 
for example, the previous chapter, III.2 - as
4*k = Pk^k
In the case of no weighting,
P ,= P h , V * h q  (5 4 )
so the second line of (49) cancels and one is left with the formula presented by Beach and 
Davidson (1983).11
If pk=l, let <t)k=<{>2 and Okq=<J)2q, and similarly for pq. Evaluating (49) at the top end of 
the GL curve gives the result, consistent with (36) and (46), that
*  = B (55)zz
This is proved in Appendix B and is due to the position of the generalized Lorenz curve at p=l 
depending only the value of the per capita mean of y, that is, (J)2=p.
Consistent estimators of zk and zq can be obtained from (48): they will simply be the 
sample income quantiles. Using these, consistent estimators of p^ and p^ can be obtained using 
equation (25), and consistent estimators of the three new terms by
10. If p,=0, A* can take on any value. Similarly for and if phk=0.
11. Also given by Bishop, Chakraborti and Thistle (1989).
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K  = (56)Pi^h N nill k
-  T L - * £ | j ,& W  (57)
Phl^hh
* *  = (58)
Phl^hh
where ^(y) is the indicator function defined in (26) and mh and are defined in (11) and (12).
The real advantage of working with the Lorenz family is the possibility of using not the 
GL curve - since, as we have seen in the previous chapter (IIL2), the deficit curve can be used for 
welfare and poverty analysis - but the ordinary Lorenz curve, which makes statistical analysis of 
equality dominance possible. The equality deficit curve, evaluated at zk, is given by
G„(zk) = /  F(y)dy (59>
The ordinary Lorenz curve, evaluated at p^ , is given by.
= —  = —  (60)
k P 4>z
Although (59) and (60) are analytical substitutes in the sense defined in m .2 of the previous 
chapter, from a statistical perspective (60) is much easier to work with, since, following Beach and 
Davidson (1983), Rao’s theorem can be applied to it. This gives the typical element, £ \q, of the 
asymptotic covariance matrix, Q, of the vector of Lorenz ordinates, {CDj,... ov ), as
Q. = —S+ _±_2 $  -  — $  -  —5* (61)
a.2 jA “  J.3 “  x 3 9TZ Tz TZ TZ
Substituting in <t>z=(3 and Ob=B gives
Q
i f  = + P ‘2W  -  P ' ^ b + < W  (62)
As with the GL curve estimators, in the case of no weighting (62) simplifies to the formula given
88
by Beach and Davidson (1983).
II.6 Deficit and generalized Lorenz curve estimators compared
Can vectors of deficit curve and GL curve estimators be expected to give the same 
inferential results? One might think so, since, at least if the underlying distribution is assumed 
to be differentiable and strictly monotonic and if quantiles and abscissae are appropriately chosen
(so that, for the sample to hand, p* is the proportion with income less than or equal to zk), p = ^ . 
This follows from (46) of the previous sub-section: the proof, given in Appendix B, for the 
equality of O and T, given appropriately chosen ordinates, applies equally well to estimators of 
the two. Nevertheless, the answer to the above question must be negative. Differences may arise 
for the reason that one will not in general be able to choose the pk so that they give the 
proportions in both samples with income less than z^
To give an example of this, consider the case of constructing two test statistics to 
analyze the GL and deficit curves of two distributions, F and F*, at a particular point, pk in the 
former case and zk in the latter, given samples of size N drawn from both distributions. Since <{>k 
and Gk can both be considered sample means, albeit of transformed variables, the appropriate 
statistic is one which tests for differences in sample means, viz, for the GL curve
A A
, A A 1 (63)
2
and for the deficit curve
A A
(64)
j /\ /\ .
n  ■*<rt t +r£ ) 2
(63) and (64) will be equal for the special case in which
A A
F(zk)= F ^ )  = Pk (65)
The equality of the numerators in this case can be seen by linking <{> and G, and their estimators, 
by integration by parts (as in Chapter One, m.2 and Figure B.l of Appendix B). That of the
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denominators follows since, if (65) holds, then the & at which the estimators of both and 
are evaluated will correspond to the zk at which the estimators of both and are 
evaluated. If (65) does not hold, however, neither the numerators nor the denominators of (63) and
(64) need be equal.
One can conclude that, where the distribution functions cross or coincide (including at 
the very top end of the distribution where both Z-statistics reduce to tests of differences of means), 
the GL and deficit curve estimators are perfect statistical substitutes, at least as far as this one 
statistic is concerned. At other points, however, just as the two curves ’ask’ different questions - 
the deficit curve looking for differences along the income axis, the GL curve for differences along 
the p axis - so they may also give different answers. Whether the answers differ greatly must be 
assessed empirically and is done so in the next chapter.
II.7 Poverty analysis using the generalized Clark function
As outlined in IV.2 of the previous chapter, just as one can use the isoelastic function 
to investigate e-dominance in the cases of welfare and equality analysis, so for poverty analysis 
one can assess the generalized Clark function, \j/Uk, for a range of inequality aversion parameters, 
<Xj, ’discontinuity weights’, Cj5 and poverty lines, zk.12 Since the function can be varied along 
three dimensions, if there are Vj possible values of zk, v2 of a, and v3 of C, the resulting vector 
\|/ has (v!*v2*v3) elements. \jtijk can be considered to be a special case of ^  if only one of a, C or 
z is varied.
Define p£ to be the per capita mean of g(y,oci)I2k(y), where Iz is again the indicator 
function - see (26). That is,
1 R **
Pk = —  wherc g(y>a i) = y*1. «i*° (6 6 )
h i  r=l ;
=ln(y), aj=0
In addition, define pk=F(zk) as in (18). Then the generalized Clark function can be re-written as
12. The Zj. represent various values of Zp in the terminology of Chapter One.
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v  = < k « v c w  -  + ( - ^ +cPPk> ° i* °  m
= - ( l - C ^  + ((1 -Cpin(Zj.) tC j^ ,  o,=0
13. A consistent estimator of \|/ijk can be given by using the estimator p* (see (25)), plus a 
consistent estimator for p£ given by
A 1 N
a !  * (68)hn-l
The typical element of the asymptotic covariance matrix, 'F, of VN(\jr-\ |0  is given by
( l - c ^ i - a )  l - c  i - c f
a ia ezk’1z “• ’ a i ae
(1 -Cj)(l -C^l - a j ) ni (1 -Cf)(l -c ,(l -a*)) n e
*  *  ^  *< W g
A A
where P£ =Cov y/Nfp^ pg*) (69)
A A
Pkg =Cov VN(Pk,Pg)
v
P i  = Cov v/Nfeipp 
A A
P£ = Cov\/N(pg,pk)
where Zt<zg and cq;*0 and a c*0. To incorporate the case in which a~0  or a e=0, assume cq=0. 
Then, from (67), replacing oq in (69) (except where it appears as a superscript) by l/ln(zk) and z“ 
in the same equation by ln(zk) will give the correct formula. The four ’P’ terms of (69) are of 
course all based on the general formula (9) with y—1 Vi. is given by (22). The other three 
terms can be derived by use of (9) and substitution into it of (18) and (6 6 ) (i.e., where appropriate 
substituting for Mi an£i for (jj):
13. Note that in Chapter One the function given is the negative of (67), since what is presented there is an 
’opulence’ or inverse poverty function rather than a poverty function.
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p “
kg i+e i e is e 6 \  , i+e a
= Phk -PhkPg +Pk(Pg -Pig) where Phk =Pi* q=i+e
Phh^h
= pia-pp+pkCpg-Phg) (70)
Phh^h
P
— = -j = Phk-p^Pk+p/tek-iW
Phk is defined in (2 1 ) and is the ’per capita-squared’ mean of gCy.a^I^Cy), namely
Various special cases warrant mention. First, if C~1 then the generalized Clark function 
becomes the head-count ratio. If C—C p l, (69) collapses to (22). If Cj=0, one has the Clark et al 
(1981) function. Kakwani (1990) gives the variance for this case, on the assumption of no random 
weighting. Finally, if Cj=0 and a ~ l ,  the generalized Clark function becomes the poverty gap (see 
Table 2 of Chapter One). If Cj=Cf=0 and <Xj=ae=l, then (dropping the subscripts held constant) 
xFkg=Okg/(zkZg), which generalizes Jantti’s (1992) result for the unweighted case. This last result 
is of course not surprising since <Pkg= rkg and, as noted in 113.2 of the previous chapter, Gk is 
times the poverty gap. It can be checked by noting the following equalities which hold in the case 
ofoCj=l:
2i 2
Phk ~  Phk Y hit
Phk=—  where ^ (71)
Phh r=l
which can be consistently estimated by
(72)
Pk Pk^k  
Phk = Phk^hk
(73)
where the right-hand side terms, A*, A^ and 7^, are the conditional means of H.5.
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III Methods of Inference
III.l A method for the inference of distributional dominance
As stated in Section I, the analysis of dominance requires a comparison of heights of 
curves. Subject to a discrete approximation and for some L, F dominates F* (FDF*) iff C,>C* Vi 
and £i>£j 3i, i=l,...,W. Three inferential outcomes are of primary interest: it can be inferred that 
FDF*; or it can be inferred that F*DF; or it can be inferred neither that FDF* nor that F*DF.14 
This is in contrast to the standard statistical test where there are only two outcomes: the null is 
rejected or not rejected. It is therefore necessary to distinguish between the rule for inferring 
dominance (the inference rule) and that for rejecting the null (the statistical test). Accordingly, I 
will distinguish between the Type I and Type n  errors of the inference rule (inference errors) and 
those of the statistical test (test errors). In fact, it is evident that the inference rule has associated 
with it more than one Type I or Type II error. One might either infer that FDF* when it is not the 
case, or that F*DF when it is not the case. I will refer to these as, respectively, Type I and I* 
inference errors. Similarly, one might either fail to infer that FDF’ when it is the case or fail to 
infer that F*DF when it is the case. These will be referred to as Type II and II* inference errors.
The aim in devising an inference rule will be to bound from above both the probability
of making a Type I inference error and that of making a Type I* inference error. Since the same
bound will be given for both the Type I and the Type I* inference error probabilities, the
exposition below considers only the case in which we are interested in inferring that FDF*, and
will thus consider only the Type I and II inference error probabilities.15 Chapter Three, II.4
errors
considers how these Type I and I’, II and n ’^ can be respectively combined to give summary size 
and power statistics.
The Type I inference error probability can be controlled by basing the inference rule on 
the rejection of some null. One initial complication is that, for tests based on the estimators given 
in the previous section, the Type I test error probabilities are all only known asymptotically. 
However it will be assumed for simplicity that these asymptotic results also hold in small samples. 
This will be called the assumption of ’no small-sample bias’.
14. One might also want to see whether it can be inferred that it is not the case that FDF*, for example. See
III.2 on this.
15. One could, if one wished, control the Type I and I* inference error probabilities at different levels: see 
footnote 20 .
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Define
(74)
and
(75)
For all those special cases whose estimators are given in the previous section, these nulls can be 
simply tested using a ’Z-statistic’, such as given in H.6 . Using a cap to indicate estimators, 
defining to be the typical diagonal element of the asymptotic variance-covariance matrix, Z, 16 
of some consistent estimator of the vector C=(Ci>—»Cw) and letting N (N*) be the size of the sample 
drawn from F (F*), we can define the Z-statistic at ordinate x{:
Under the null of equality, (76) has asymptotically a standard normal distribution, which can be 
used to choose its critical value. If Za is the upper a  point of the standard normal distribution, 
then, asymptotically, the probability that Z,>Za and the null Hq is rejected, given that is true 
will be less than or equal to a  (equal if £,•=£! and less than otherwise). It is assumed that (76) is 
only evaluated where (a) at least one sample covariance is not equal to zero and (b) the dominance 
curves, whether sample or population, are not equal by definition.
17This null and alternative will be referred to as intersection-union (IU) hypotheses. This is the 
convention for the case in which, as here, the rejection (non-rejection) region of the multiple- 
comparison null hypothesis is the intersection (union) of the rejection (non-rejection) regions of
A A
Zi = (76)A A
(Zb/N +^/N -)'
Consider the multiple-comparison hypotheses, based on (74):
H„: n j (i.e.,C ,<) 3S, i=l,...,W 
H,: H,‘ (Le.,C1> 0  Vi i=l,...,W
(77)
16. The matrix Z is not to be confused with the Z-statistic.
17. For the case in which interest is in whether F*DF, use the null HoiH^ 'Bi and alternative H*:H?Vi.
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the individual null hypotheses (i.e., every individual null has to be rejected for the multiple- 
comparison null to be rejected) - see Bishop, Formby and Thistle (1989). Let a test of H0 against 
Hj (an IU-test) be labelled Tiu, and let the rejection region of the test be labelled R^. Then Hq will 
be rejected iff Tiue Rnj. The IU inference rule is
-P D F ' iff TjyeRju (7*)
where ’=>’ means ’it is to be inferred that’. For our problem, in which all the individual 
hypotheses can be tested by the one type of test - given in (76) - the IU test and thus the inference 
rule takes on a particularly simple form, viz.
—FDF* iff min(Z1,...,Zw)>Za (79)
where i= l , ..., W, and Za are as defined in (76).
What significance can be attached to a rejection of Hq? The (very simple) answer is 
given by Berger (1982).18 Let Tj be a test of Hq (i=l, ..., W), with rejection region R^ . Then
PC T ^eR ^liy  * PCT^RJHo) (80)
19 This must hold as the LHS implies the RHS (in all states of the world including that in which 
H0 is true), but not vice versa. Let the Type I test error probability for each of the tests to Tw 
be no greater than a. From the definitions of the IU null and the individual tests, T;, there exists 
at least one i such that
PCTjeRilHy <; a (81)
Combining (80) and (81) gives the result
P(Tlue®Iul®o) * * (82)
Assume that W>2 and that the test statistics are less than perfectly correlated. Then the 
probability of a Type I inference error of the rule (78) can be related to a  as follows.
18. Although Berger’s article is concerned not with welfare economics but with quality control, the form 
of his problem - which is that "the consumer must decide whether the product is acceptable, that is, all of 
the parameters meet the standards, or unacceptable, that is, one or more of the parameters do not meet the 
standards."(p.295) - is similar.
19. When an hypothesis (H) appears in a probability statement, it is to be read as short for ’H is true’ (e.g., 
P(xlHo) is short for ’the probability that x given that Hq is true’).
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P(—FDF'  | -'FDF *) =P(TIueRnj | -> FDF > P (T IueRIU|H0,^FDF *) < a  (*3)
The first equality is given by the inference rule (78), the second follows from the fact that if it is 
not the case that FDF* then H0 is certainly true. The final inequality holds strictly since if H0 is 
true and it is not the case that FDF*, then either £;=£* Vi, or ^ <£* 3i. In the first case, the 
inequality in (80) will hold strictly due to the assumption of less than perfect correlation, and in 
the second that in (81) will hold strictly for at least one i (see the text following (76)). However, 
these inequalities may hold strictly by only arbitrarily small amounts. Hence no lower bound on 
the probability of a Type I inference error can be given than a. An analogous result can be given 
if F*DF is the proposition of interest. Hence both the Type I and the Type I* inference error 
probabilities are strictly bounded from above by a .20
The Type n  inference error probability is given by
P(— FDF * |FDF *) = |FDF *) (84)
If it is the case that FDF*, then either the alternative H2 is true or, if 3i, 3i and £i<Ci 
3i (i.e., if there is dominance but not strong dominance - see Section I for a definition), Hq is true. 
Hence
PCTjufRmlFDF-) = PCTnj^Rju |H,)P(H1 |FDF") -  P<Ti1j«Rid|H(pFDF*)P(H0|FDF*) (»S)
The first term is dependent on the Type II test error probability of Tiu since the latter is exactly 
PCInjg R^IHj). The second term is dependent on the Type I test error since, from (82), 
PCTujgRnjlHo^l-a.21 The presence of this second term indicates that the inference rule will tend 
not to infer dominance when there is an absence of strong dominance. This problem cannot be 
avoided within the adopted framework. Assume that the test statistic is continuous in the value of
A A A A
the minimum difference MD=min(^1-^*, ,£W- Cw) ’ ^ en w^en MD=e‘, where e'<0 but is
arbitrarily small, the minimum test statistic generated is required to be ’small’ to limit the 
probability of a Type I inference error. It will not then be possible to have a ’large’ test statistic 
generated for MD=0, even though this would be desirable to reduce the Type II inference error 
probability. Nor would the Type II inference error be bounded away from 1-a if one could assume 
that either there was strong dominance or no dominance. There would remain the problem, generic 
to statistical testing, that the probability of a Type II error approaches one minus the probability
20. If one wished to control the Type I and I* inference error probabilities at different levels, one would use 
as critical values, say, Za and Za.
21. Analogous results can again be given for the Type II* inference error probabilities.
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of a Type I error if the alternative is true but very similar to null. Hence even if one had strong 
dominance but MD=e+ where e+ is positive but again arbitrarily small, the probability of a Type 
II inference error would be close to one. The Type 13 inference error probability will only be 
’small’ when there are ’large’ differences between the dominance curves at all ordinates. A 
necessary but not sufficient condition for this is strong dominance.22
III.2 An alternative approach
As mentioned, Hq is an intersection-union hypothesis: a hypothesis that at least one of 
some set of individual nulls is true. An alternative type of null hypothesis is the union-intersection 
(UI) hypothesis that all the individual nulls are true. What is required here is a test in which the 
rejection (non-rejection) region of the multiple-comparison null hypothesis is the union 
(intersection) of the rejection (non-rejection) regions of the individual null hypotheses. Bishop, 
Formby and Thistle (BFT, 1989) propose using such a test for the inference of stochastic 
dominance, but their approach, expounded also in Chow, Chakraborti and Thistle (CCT, 1990), 
can be generalized to address the more general problem of distributional dominance addressed 
here. Their null and alternative can be written
V  (i.e.,{,£(,“) VS, i= l W (gg)
I,: H,‘ (ie.,C,>Ci) 3 , i=l,...,W
and23
Io*: H,? (ie.,{i*sQ  Vi, i=l,...,W (g7)
I,*: H,*1 (ie.,Ci>C,) 3 , i=l,...W.
Let T,$p reject l£} if it is in the rejection region R ^}, where
22. The same reason could be given as to why it would not help to respecify the null, Hq, with a strict 
inequality as McFadden writes in a similar context this would "induce the same test statistic and 
critical region, just as in the textbook case of testing the theoretically distinct null hypotheses Ho:0<O or 
H0:9<0 for the mean 0 of a normal population." (1989, p. 115)
23. It should be noted that this is not the way in which BFT or CCT express the null and alternative. For 
example, CCT give a single null of Vi, and two alternatives £>£* 3i and £<£• 3i. But this would not 
seem to be a material difference. The inference rule is unchanged.
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Tra^Rui iff max(Z1,...,Zw)>CB; 
Tui^ ui iff niin(Z1,...,Zw)< ~Ca.
Zj, i=l,...,W, is defined in (76) and C0 is a critical value which will be defined shortly. BFT’s UI 
inference rule is
-FDF* iff T^eRu, and T^CR,], (89)
In other words, if we reject the null Iq but not the null Ij then we infer that FDF*.
The Type I error probability which BFT control is that of rejecting either Iq or ij when 
both are true. This is given by
PfT^eR ^ or T^ JIeR(JI|I0Jo*)=P(max{ |Z1|,...,|Zw|}>C(1| y 0*) (90)
This last is the probability of rejecting the null £i=C Vi when it is true. It can be bounded from 
above by a  by appropriate choice of Ca. For example, one can use the Bonferroni inequality and 
set or the Sidak inequality and set Ca=Zm where 5=[l-(l-oc)1/w] (see BFT, p.67).
Alternatively, and as BFT recommend, one can set Ca equal to ma(W,N+N*), the upper a  point 
of the Studentized Maximum Modulus (SMM) distribution, with parameter W and N+N* degrees 
of freedom, tables of which are given by Stoline and Ury (1979). With any of these choices, one 
has the result:24
PfT^eR^ or T ^ R ^ I y ^ a  (9 »
Ultimately, however, we are interested in the probability of wrongly inferring 
dominance. BFT and CCT do not consider, at least not explicitly, what I have called the Type I 
and II inference error probabilities. To do so, it is helpful to assume C~is chosen so that
P(Tij16Rd1|I0)sb/2; P C r ^ R i lO ia /2  (92)
This will be consistent with (91) if, for example, one uses the Bonferroni inequality above (setting 
Ca=Za/2w)-
The probability of a Type I inference error using BFT’s rule is, from (89):
24. For any a, the critical value based on the SMM distribution is no higher than that based on the Sidak 
inequality which in turn is no higher than that based on the Bonferroni inequality. Asymptotically, critical 
values based on the SMM distribution and the Sidak inequality are equal. See Stoline and Uiy (1979) and 
Savin (1984).
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P(—FDF • | -PDF *) = P(TDI6RupT ^«»ihF D F “) <93>
If the two distributions are such that it is not the case that FDF* then either the alternative 
hypothesis l\ is true or both Iq and ij are true. Combining this with (93) gives
P(—FDF' |-■FDF‘) = P ^ e R ^ T ^ ^ I l ^ P C V o 'h  PDF') (94)
+ P(TDI6RDI,T^IfRjj|Ij')P(I,*|-' PDF')
Again assume that there is no small sample bias. Then the first term of the RHS of (94) can be 
simplified using (92):
P(TmeRm.Tm«RmlW>') * PCruleRUI|y i0') * a/2 <95>
The second term of the RHS of (94) can also be decomposed to give
PCTUi ERui,T Ui ^R u i |I i*) =
P(Tm6RupTjI«R I^ l l ^ P a . 'y  IlD + P(TUI€RupT ^ « R i|i;>I1)Pai |I1') (96)
sfparjo lli* ) + P(TUI6Rw,Ti€R^I|I1V I)Pai |I1*)
(Again the inequality follows from (92).) Combining (94), (95) and (96) gives the result
If P a jI,') = O or P(TUIsRurT^€RUI|I1',I1) = 0 then P(-FDF*hEDF*) s a/2 C97)
If it is assumed that the dominance curves do not cross, the first equality will hold. However, if 
one is making no assumption about the parametric forms of the distributions F and F*. this 
assumption is not permissable. Alternatively, if it is assumed that if there are crossings either both 
nulls will be rejected or both will not be rejected then the second equality will hold. However, this 
will depend on the Type II error probabilities of the UI tests, since it is conditional on both 
alternatives being true. No general expression can be given for this latter-. Hence it is not possible
f of
to bound the Type I inference error probabilityAthe BFT rule. It is not surprising, therefore, that 
in a simulation study CCT find that the probability of inferring dominance when there is a 
crossing can be high using their UI inference rule. The simulations reported in the next chapter 
confirm this result.
To evaluate the probability of a Type n  inference error, it follows from the inference 
rule (89) that
P(— FDF'|FDF*) = PCT^aRyj or T ^eR i|FD F*)
For it to be the case that FDF*, Ij and ij must both be true. Hence
(98)
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PCTra^m <* TieR^lEDF*) = PCT^R^ or T ^ R ill^ * )  (" )
This expression will depend on the Type I error probability of T^ - since this gives the probability 
of rejecting ij when it is true - and on the Type n  error probability of Tm - since this gives the 
probability of not rejecting Iq when Ij is true. No general expression can be given for the latter.
To conclude, both the IU and UI inference methods are very simple. Neither requires 
the calculation of covariances. The IU rule infers FDF* if the minimum Z-statistic is greater than 
Za. The UI rule infers FDF* if the maximum Z-statistic is greater than C0 and the minimum is 
greater than -Ca. The key difference between them is that, under the assumption of no small 
sample bias, use of the former enables one to bound the Type I and Type I* inference error 
probabilities, and thus to attach a degree of confidence to any inference of dominance made using 
it. Since one can bound neither the Type I nor the Type II error probabilities of the UI inference 
rule, its usefulness is limited.
This limited usefulness arises from the fact that the UI inference rule partially bases any 
inference of dominance on non-rejection of the null: if (J is not rejected it is inferred that £>£* 
Vi, leaving only £i>£! 3i to be inferred via the rejection of I0 before it can be concluded that FDF*. 
Although this may lead to spurious inferences of dominance being made, rejection of the null, Ij
(Io), is nevertheless of interest, as it enables us to infer that it is not the case that FDF* (F*DF). 
Assuming there is no small-sample bias, the inference rule
--•F  ”DF iff TmeRo! (10°)
will have a Type I inference error probability bounded by aJ2, if the critical value is chosen in 
accordance with (92). Although a conclusion of no dominance doesn’t of course carry the same 
implications as one of dominance, it may nevertheless be useful information. If one cannot infer 
that it is the case that FDF* one need not worry about the possibility of a Type II error if one also 
infers, on the basis of a UI test, that it is not the case that FDF*. One can conclude that the IU rule 
(89) should be used for inferring dominance, the UI rule (100) for inferring no dominance.
1113 Other tests in the literature
A very early test for differences in curves is provided by Mahalanobis’s (1960) method 
of ’fractile graphical analysis’, which he applies to, inter alia, the Lorenz curve. Mahalanobis 
proposes one divide one’s sample into two, and consider the distance between the curves
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associated with each sub-sample to be a measure of sampling error at any given point. If one is 
comparing two samples, one can compare the distance or ’separation’ between each sample curve 
with these two errors (one for each sample) as a means of discerning the significance of the 
separation. This approach certainly has an intuitive appeal: one can think of the sub-sample curves 
as providing confidence intervals for the full sample curve.
A more formal test which has been used in relation to various dominance criteria is the 
chi-squared, in which the test statistic
A a
(C -C*)'
(A A
Z/N + Z7N'
-1 A A
(C - o  (101)
is asymptotically X2(W). As pointed out by various authors, this is a test of differences between 
dominance curves (see, for example, Beach and Davidson, 1983) rather than of dominance by one 
curve of another. As Savin (1984) shows, the chi-squared test is another union-intersection test 
It tests the null that a’j^j^for all non-null vectors, a, against the alternative that a’^ J^Cfor some 
a. Rejection of this null is clearly necessary but not sufficient for dominance.
Gastwirth and Gail (1985) propose a test in which the summation of the differences • 
over all i is estimated, and divided by the appropriate standard deviation. Although this test 
performs well in the simulations they run, its rationale is unclear: a positive sum of differences 
is a necessary but not sufficient condition for dominance.
CCT write that various authors "have pointed out that the one-sided Kolmogorov- 
Smimov (K-S) test can be used to test for first-degree stochastic dominance" but correctly cast 
doubt on this noting that "the one-sided K-S test can be applied to test for first-degree stochastic 
dominance only if it is known a priori that the distribution functions do not cross" (p.2 , footnote 
2). In addition, as the authors of a standard text on statistics, Randles and Wolfe (1979, p.382), 
write (labelling their two distribution functions F and G), the hypothesis which this statistic tests 
is "Ho:[F(x)=G(x) for all x] against the general alternative H^pFfr^tGfr) for at least one x]." 
While the test could of course be modified to give a one rather than two-tailed test, the quotation 
brings out the key point that the K-S test is another UI rather than IU test. Hence it is useful for 
testing for no dominance, but not for dominance.
Tolley and Pope (1988) present a test based on asking how many permutations of the 
two samples could have produced at least a large a difference between the deficit curves as the 
maximum positive and negative differences actually produced. If these numbers are small - less
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than the total possible number of permutations multiplied by the critical value - then the null 
hypothesis that the two samples are both from the same population and are simply "one random 
outcome of all possible two sample permutations one can obtain from the data" (p.694) is rejected. 
If there is a large positive difference, and no large negative difference, or vice versa, dominance 
is inferred. Again this test would seem to be a union-intersection test (compare this inference rule 
with (89)). An additional problem with this test is that it is likely to become unmanageable even 
with small sample sizes. Pope and Tolley give an example using two samples of 10 observations 
each. The possible number of permutations in such a case is 184,756.
McFadden (1989) presents a test which is similar to that of Tolley and Pope, but with 
two substantial differences. First, McFadden recognizes, at least implicitly, that the test is one for 
no dominance rather than dominance, by setting the null as the hypothesis that F dominates F \ 
and the alternative as the hypothesis that it does not. (By contrast, Tolley and Pope give as the 
null the hypothesis that F does not dominate F \ and the alternative as the hypothesis that it does.) 
Secondly, McFadden provides guidance as to approximate critical values for the permutation test, 
and a program by which one can control the number of random permutations chosen if one wishes 
to approximate the critical value for a particular pair of samples more accurately.
In conclusion, none of the tests currently available seem to be adequate as tests of 
dominance, though some of them, like the UI method of the previous sub-section, can be utilized 
to test for no dominance.
Ill.4 The choice of ordinates
As stated in the introduction to this chapter, for the purpose of statistical testing 
dominance can only be evaluated over a finite number, W, of ordinates. It is assumed that the 
conclusion which follows from the estimation of ^  over a finite set of values, x1 to xw, where 
Xn^Xj and xw<xmax, will be the same as that which would follow from an assessment, were it 
possible, over all points in the interval. The question remains as to how this discrete approximation 
should be made.
Again, the aim of controlling the Type I inference error probability gives the answer. 
To do this we need to rule out the possibility that FDF* is inferred over the discrete grid, xt to xw, 
even though there is some x such that xmin<x<xmajt and x*Xj, i=l,...,W, at which £<£*. For this, we 
require X]=xmin, x ^ x ^  and a fine grid. Thus it is recommended that if one is assessing deficit
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curves over some range of incomes, the number of ordinates should equal the number of income 
values in this range contained by the two samples. If one is assessing Lorenz curves over some 
range of p, the number of ordinates should equal the number of p values (see n.5). And if one 
is assessing e-dominance, the relevant social welfare functions should be assessed at very close 
intervals of e, at say a distance at 0.1. If computational resources are limited or the data set very 
large, the approximation may have to be less fine. There would, however, from the computational 
view, be a much stronger case for using a small W if one wanted to use a chi-squared test, which 
requires the construction of a W-by-W matrix. The IU tests advocated for use here, by contrast, 
only require the calculation of vectors of variances, not matrices of covariances. Moreover, use 
of graphs enables all the test-statistics to be reported without lengthy tables: see Chapter Five for 
examples.25
The approaches taken by the existing testing methods with regards to the choice of W 
vary. The Kolmogorov-Smimov, McFadden, and Pope and Tolley tests make use of all the sample 
income values in searching for the maximum difference between the relevant dominance curves. 
The Gail and Gastwirth test, by contrast, only uses three ordinates, while the UI test of BFT and 
CCT has been used by these authors with between 3 and 30 ordinates. The choice of three 
ordinates by Gail and Gastwirth is for computational convenience. One reason for BFT and CCT’s 
choice of a relatively small number of ordinates is that the critical values they use are increasing 
in W.26 The increase in the critical values is to offset the increased probability of a spurious 
rejection arising from a larger number of W. However, because all the ^  estimators are calculated 
from a single sample, the correlation between the sample Q will increase with W, making the 
increased probability of spurious rejection increasingly slight as W rises. From this point of view, 
the critical value may rise ’too fast’ with W. CCT have examined this issue in relation to testing 
for stochastic dominance using a simulation study. Their conclusions are quite specific: "For the 
first degree stochastic dominance test, 15 to 28 [ordinates] should be used. For the second and 
third degree stochastic dominance tests, six and three [ordinates], respectively, should be used." 
(p.20-21) However, it is unclear whether these results apply across all distributions or hold only 
for those selected in their simulation study. The question is returned to in the simulation study of
25. One can also use this method to draw confidence intervals around individual dominance curves (in which 
case dominance requires that the confidence intervals do not intercept) or to draw confidence intervals for 
the difference between dominance curves. However, note that these would not be ’simultaneous’ or ’joint’ 
confidence intervals which fix the probability that all the intervals contain their respective population 
parameter, not, as here, that at least one does. The former, based on ±Ca (the UI method critical value), will 
be wider than the latter, based on ±Za (the IU method critical value). See Beach and Richmond (1985) for 
an analysis of joint confidence intervals in relation to Lorenz curves.
26. For example, if the Bonferroni inequality is used, then C ^ Z ^ .  For given cx, as W increases, ot/W will 
fall and Ca rise.
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the next chapter (see IV.2.1.1).
IV Inferring minimum and maximum dominance
Chapter 1, IV. 1 demonstrated the dependence of the stochastic dominance criteria on 
various forms of ’extreme’ dominance. For example, in relation to 20SD, for one distribution to 
have poverty 20SD it must have minimum dominance, for it to have welfare 20SD it must have 
mean-minimum dominance (a no lower minimum and no lower mean) and for it to have equality 
20SD it must have maximum-minimum dominance (a no lower minimum and no higher 
maximum, both defined over mean-normalized income). Inferring which distribution has a higher 
mean is not in general problematic, but inferring which distribution has a higher or lower 
minimum or maximum may well be. This section analyzes the difficulties of inferring second-order 
stochastic dominance on account of the need to infer minimum and maximum dominance.
I begin by showing the inadequacy of relying on the estimators presented in Section II 
for the inference of minimum or maximum dominance. To illustrate, an analysis is presented of 
the behaviour of Z-statistics based on the GL and deficit curve estimators, given as (63) and (64) 
in II.6 , at the lower end of the tail for two samples of unweighted data each of size N. It is 
assumed that the sample drawn from population F* has the smallest income of the two samples 
combined and that from F the second smallest income.
For the deficit curves, (64) is evaluated, at Zj, the second smallest income level present 
in the two combined samples. (The test-statistic will be undefined at zlt since both sample 
variances will be zero.) The denominator is then given by
N -I/2(T22+r i ) 1'2 = N -V2[(z7-z1)2£1(l-p I)]1'2 (102)
and the numerator by
PiCzj-Zi) (103)
Hence the Z-statistic is
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A A
z f *  = VN p1V2/(l-p 1)1'2 (104)
What will happen to this value depends on the change in pj as N becomes large. Assume that only 
one unit ever receives the minimum income. Then p ^ l/N  and
(105)
In the case of the GL curve, (63) is evaluated at the second smallest cumulative 
proportion, pj (again the test statistic will be undefined at the first ordinate, p1? since both 
estimated variances will be zero). In this case, the denominator is given by
For a pair of continuous parent distributions, this is likely to be increasing in N, as the average 
distance between any two sample values will fall, while that between the pth observation of each 
sample is more likely to remain constant. Hence as N rises, the numerator will remain the same 
size, and the denominator will fall. The simulation tests carried out in the next chapter indicate 
that for a range of pairs of distributions, the GL test statistic often takes its maximum absolute 
value at pj, and will often indicate a significant difference at p2 when none exists (see Chapter 
Three, IV.2.1.1).
[N "^,(1 -P1)((y2-y1)2+(y2"-y1')2)]1'2 (106)
the numerator by
Pi(yi-yiV (p2-Pi)(y2-y2*) (107)
and the test statistic by
, f  - ^(PiCyi -y D +(P2-Pi)(y2 -y i)) Pl(l-Pl) (108)
((y2-yi)2+(y ;-yD 2) 1/2
Again let p~i/N. Then
*
y r y i  +y2-y2 (109)
((y2-yi)2 +(y2 -yi*)2) 1/2
So, not surprisingly, neither the deficit curve nor the GL curve estimators provides a 
reasonable test for minimum dominance. (104) is independent of the actual sample income values.
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(109) at least depends on the two smallest income values. In practice, however, it proves to be an 
unreliable indicator.
It is more difficult to obtain a general expression for Zj at the maximum income when 
one is comparing Lorenz curves. The numerator, however, at p=(N-l)/N is simply given, in this 
unweighted case, by the difference in mean-normalized maximum incomes divided by the common 
sample size. Again this seems like a fragile basis on which to hang an inference, and again 
experience suggests that the value of the test statistic at values of p close to 1 is likely to be large, 
leading to spurious rejections (see Chapter Five, ni.2, footnote 7).
Inferring minimum or maximum dominance need pose no particular problems if one is 
able to parameterize the distributions. An exact parameterization may not even be required. 
Restriction of the sampled distribution to some class of distributions may be sufficient to 
determine the relevant limiting extreme-value distribution (Mood, Graybill and Boes, 1963, 
pp.256-264). But whether or not such restrictions are convincing in general, the chances of them 
being convincing in respect of the tails of real-world populations of income recipients seem weak.
Even for non-parametric tests of extreme dominance, some assumption that the functions 
are at least reasonably well-behaved is necessary. The basic difficulty is that any inferential rule 
for minimum and maximum dominance will have to be based on the two samples’ left and right 
tails respectively. But then the rule will be based on a small number of observations and so, 
without any regularity assumption, will be fragile to unsampled outliers.
To illustrate, consider a test for inferring minimum dominance derived by Whitmore 
(1978).27 His test statistic can be written
T “tnfri
+tify ,sy1V M (no)
-tify*sy ,sy ,l,
where incomes are arranged in ascending order (with ties broken arbitrarily), so that, for example, 
yt is the t-th smallest income of the sample F (assuming no ties). The larger Tmin is in absolute 
value, that is, the more observations one has from one sample with income less than the minimum 
income of the second sample, the less likely it is that both samples are drawn from the same
27. Whitmore presented his test for minimum dominance as one part of a test for welfare 20SD for 
distributions which cross at most one. The other test is for differences in sample means.
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population. Whitmore shows that under the null that the two samples are drawn from the same 
distribution
[m+n-k| fm+n+k|
P(T ™ ik)= i-2 ^ - i .  P ( T _ s - k ) = i ^ M  (111)
( . . . )  ( „ )
and that, for large sample sizes,
PfT ^k) = PfT £-k) = —k (112)n -o o  m->oo '  mm '  ti-»oq m —oo '  2
This is a very simple test, and one that one could also use for the inference of maximum income 
by using the same test but arranging the observations in descending order of y.
Certainly if one does get a run of observations all from the one sample it is reasonable 
to infer that it and the other sample are drawn from different populations. But does a large test 
statistic justify the inference of minimum dominance? A necessary condition for this to be the case 
is that it must be more likely for the distribution with minimum dominance to produce the sample 
with the smallest income value. It is difficult to specify precisely under which circumstances this 
condition will hold, but it is easy to think of cases in which it will not. Consider a population F 
which has one household receiving income of $ 1 0  and all other households receiving incomes of 
$20, and a population F* which has all households receiving income of $15. Samples taken from 
these two distributions will probably lead to the inference, if Whitmore’s test is used, that F* has 
the smaller minimum. Only if the solitary $10 household is sampled will this conclusion be 
prevented.
Long tails and outliers can of course cause problems for all nomparametric tests. If there 
are only a very few very rich, significant underestimation of the mean may result. But in cases in 
which the statistic depends on the entire sample or a substantial sub-set of it one can at least hope 
that, with a large sample size, the difference which would be made by any outliers not sampled 
would be small. No such hope can be entertained with tests for minimum and maximum income. 
The fact that pockets of extreme poverty exist even in the most affluent societies, and pockets of 
extreme affluence in the poorest societies makes it difficult, if not impossible, for minimum or 
maximum dominance to be inferred. Even if one could be confident that the poorest Australian 
was better off than the poorest Indian, what could one hope to say about the comparisons of real 
interest, such as India ten years ago with India today?
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A final issue of relevance here is that of measurement error. Even if incomes are not 
more poorly measured at either end of the tail than in the body of the distribution (which they 
probably are), any test for maximum or minimum dominance will be highly susceptible to 
measurement error (and to data-cleaning decisions), more so than tests reliant on a large number 
of observations. Using Whitmore’s test for example, a single mistake may be sufficient to prevent 
the inference of minimum dominance.
It is surprising that this issue of the inference of extreme dominance has, with the 
notable exception of Whitmore, not been addressed in the literature on statistical testing for 
stochastic dominance. One reason for this lies with the tendency, pointed to in m.3, to choose, 
in relation to certain tests, a relatively small number of ordinates over which to examine whether 
dominance holds. In this way it is possible to avoid choosing ordinates from the extreme tails of 
the distribution. Another reason is the preponderance of tests for no dominance, which focus on 
the maximum value of the test statistic. In this case, if the test values at the relevant tail are small, 
they can be safely ignored.
Given the difficulties of finding any satisfactory rule for the inference of maximum or 
minimum dominance, it would seem advisory to avoid us.age in a statistical context of dominance 
criteria, such as (unrestricted) second-order stochastic dominance, which require these ’extreme’ 
forms of dominance to hold.28 Alternatives provided in Section Four of the previous chapter 
include the criteria of restricted second-order stochastic dominance and e-dominance. The problem 
of sensitivity to the lower tail will not vanish due to the introduction of a lower bound in the case 
of restricted 20SD or upper bound in that of e-dominance, but it can at least be controlled.
V Conclusion
This chapter has derived consistent estimators and their asymptotic variance-covariance 
matrices which can be used to test for dominance in relation to the following criteria in the 
presence of randomly weighted data:
(i) first-order stochastic dominance, in relation to welfare or poverty;
(ii) second-order stochastic dominance, in relation to welfare, equality or poverty;
(iii) poverty mixed stochastic dominance;
28. Alternatively, one can, in cases where the relevant tails generate small test statistics (thus excluding, for 
example, use of the generalized Lorenz curve), restrict such usage to the inference of no dominance.
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(iv) e-dominance, in relation to welfare, equality or poverty (using the generalized Clark function 
in the latter case);
(v) restricted second-order stochastic dominance, in relation to equality and welfare (p-restricted 
and y-restricted).
For the stochastic dominance criteria - restricted and unrestricted - estimators have been 
provided based ovx U tk the deficit and the generalized Lorenz curve to allow for maximum 
flexibility.
This chapter has also presented a general method for the inference of dominance criteria 
based on the use of intersection-union tests. A very simple test procedure has been recommended. 
First calculate the Z-statistics for the dominance criterion of interest for a ’large’ number of 
ordinates within the range of interest and check that they are all of the same sign. If not, do not 
infer dominance. If so, then select the Z-statistic with the minimum absolute value. If it is greater 
than Za (the upper a  point of the standard normal distribution) then infer FDF*. If it is less than - 
Ztt then infer F*DF. Either inference, if made, will have an asymptotic probability of being wrong 
of at most a. This inference rule has been contrasted to others in the literature, and advocated for 
use on the basis that, abstracting from small-sample bias, it has bounded probabilities of inferring 
dominance when dominance is absent
Finally, it has been argued that the difficulties of inferring minimum and maximum 
dominance render dominance criteria dependent on these ’extreme’ forms of dominance, such as 
second-order stochastic dominance, of limited relevance in a statistical context. More restrictive 
dominance criteria are likely to be of greater use.
Further evidence on some of the outstanding questions arising from this chapter, as well 
as in support of some of the claims made herein, is provided in the next chapter, where results 
from a simulation study are reported.
Appendix A Derivations for n.4
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Equation (31), the covariance formula for the deficit curve,
-  G^C-G^z, - ^  + 2Htt + G ^ - G ^  (A.1)
can be derived as follows. Combining the fact that the covariance between two sums is equal to
the sum of the covariances (see for example, Mendenhall, Scheaffer and Wackerly, 1986, p.210)
with the fact that Gk is the integral of F up to zk gives
y ?  a a
r kq = / / Cov(F(y),F(u))dydu
n n (A.2)
Vq
= ffP(y,u)dyda 
n n
Making use of the fact that 
P(y,u)=P(u,y) (A3)
(A.2) can be re-written as
Vq *ky
Tjq = f f P(y,u)dydu + f jfp(u,y)dydu 
n y tin
Using (22), the formula for Py, (A.4) can be re-written
pC ** *k
— ^  = |F h(y)dy|(l-F(u))du + f F(y)dyf(F(u) -Fh(u))du
n y n y -  (A3)
y *k y
+ J(l-F(y))dyjfFh(u)du + f (F(y) -Fh(y))dy|F(u)du 
n n n n
Integration over u and use of the notation given in (28) and (32) gives
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pC *k *k
— = / f hCy)(zq-y-G q+G(y))dy + / F(y)(Gq-G(y) -Ghq+Gh(y))dy
n ti (A.6)
Zk Zfc
+ J(l-F(y))Gh(y)dy + /G(y)(F(y)-Fh(y))dy 
Several terms cancel, resulting in further simplification to
pC
— ^  -  z,Gh k - / ( A . 7 )
HhhUh n
Using integration by parts on the second term gives
*k
/ F h(y)ydy = z ^ - H , *  <A-S)
TI
Substituting (A.8) into (A.7) and re-arranging gives the result required.
To prove the two propositions (35) and (36), note that, from (46), n ,  can be written in 
the form given in (49). One can check this equation to show that it is independent of yq if F(yq)=l 
which proves (35). If F(yq)=l and F(yk)=l then, as shown in Appendix B, (49) simplifies to B, 
which proves (36).
Finally, in the case of poverty mixed dominance, one has 
Covv/N(Gk,pj) = jp(y^.)dy (A*9)
T1
Substitution of (22) into (A.9) gives the result (39).
Appendix B Derivations for II.5
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To derive equation (49), the following results based on integration by parts are required.
Note that the first has already been given in the previous chapter (see III.2) and the third in this 
chapter as (A. 8).
Substituting these equations into (31) - (A. 1) in the previous Appendix - and combining the result 
with (46) gives (49). Note that as illustrated in Figures B.l and B.2 the equations in (B.l) apply 
whether the distribution is continuous or discrete.
Finally, it is shown that O ^ B  (as claimed in (55)). This is the case in which pk=pq=l 
(see p. 86 ) so (49) simplifies to
Gk = Pk(^k 
^hk = Phk(Zk~^’hk)
(B.l)
(B.2)
HhhUh
Comparison of (17) with (50), (51) and (52) gives
(B.3)
Substituting (B.3) into (B.2) gives the result required.
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Figure B.l The Distribution Fumction
Z 1 Z2 Z3 z k y
To illustrate how the deficit and Lorenz curves can be linked for a discrete population, 
consider the graph above. The solid line draws the distribution fumction (assumed right-continuous) 
as a step function. The shaded area is Gk. <|>k is the blank area i n the ’box’ bounded by p* and z*. 
So, setting p0=O,
k k k k
pa = E v<PrPi-i)+ Epi-Aa-i) = EQ<Pi> / 4p + EF(z,-i) / dy
l-2 w  (»-, -  L
Pk *k
* fQ(P)dp * /F(y)dy = *k+Gt 
0 0
Figure B2  The Deficit Curve
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The solid line indicates the deficit curve - here the integral of a step function. First, to 
illustrate (38), note that the area under this line can be decomposed into a difference between 
rectangles (indicated by the shading) and triangles (the shaded area above the line).
k
Ei=2i=2
= E  1/2(0 ,+Gm  ) / d y  = fG(y)dy
*1-1
To illustrate for the discrete case another integration by parts - the third equation of 
(B .l) - as with Figure B.l divide the area in the box bounded by Gkzk into that below G (Hk) and 
that above it. That is,
k k
GA  -  Hk = E(Gi-Gi-i)*^ -i + = l/2E(Zi2-Z|-i)*Pi-ii=2 i=2
*1 *kk
= E F(zi-i> /  y ty  = / yp(y)dy
i=2 *1-1
Finally, one can proceed from this equation to obtain a result similar to that under Figure B .l. 
The only difference between the two equations is that z has been replaced by its square. This 
illustrates, for the discrete case, the final equation of (B .l)
k
2 fyF(y)dy = E ^ ' ^ - i ^ P i - i  = E P i - A  " E ^ P i  +zkPk
0 i=2 i=2 i=l
k
= - E ^ C P r P i - l ^ k P k  = Pt(zk - Yk)
where p0 is again equal to zero.
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Chapter Three The Influence of Aggregation and Methods of Statistical Inference:
Results of a Simulation Study
I Introduction
As stated in the introduction to this thesis, comparison of two distributions in relation 
to some dominance criterion typically involves much more than choice of criterion. If one has raw 
data, one can decide on the degree to which one will aggregate (if at all) prior to analysis, or, if 
the data set is already aggregated, one must decide how to use and interpret it. One can also 
decide whether or not one will seek to use the data set to hand to investigate a population from 
which it can be thought to be drawn or whether one will content oneself simply with drawing 
conclusions about the data set itself. If one is comparing distributions in which two different price 
levels prevail, one can require the ordering to be invariant to a range of price indices, and, if one 
is using equivalence scales, a range of equivalence scales, and so on. This chapter is concerned 
with the first two of these areas of choice: aggregation and statistical method. It uses simulated 
data to analyze what effect choices concerning them are likely to have on the probability of 
obtaining a ranking and on the accuracy of one’s conclusions.
The problem of statistical inference in relation to dominance criteria was addressed in 
the previous chapter, in which several estimators were presented as well as a general method for 
testing for dominance. This chapter provides empirical evidence for a number of the claims made 
in the previous chapter and also extends the testing framework established in it and addresses 
various outstanding questions. Areas of interest include the relative performance of the deficit and 
generalized Lorenz curve estimators, the intersection-union and union-intersection testing methods, 
and the second-order stochastic dominance (20SD), restricted dominance, and e-dominance criteria 
of Chapter One.
Aggregation is achieved by ordering the original distribution from poorest to richest, 
dividing the ordered units into a number of groups, and using for analysis the means of these 
groups. Despite its wide use, aggregation has received little attention in the literature on 
distributional dominance. Cowell (1977) has analyzed the bias it will introduce to summary 
statistics of dispersion, but its likely impact on the ordering obtained over distributions has not 
been studied. As Atkinson and Bourguignon write "in practical applications, Lorenz curves are 
typically drawn for groups of persons" (1989, p. 11). The same could be said of virtually all 
dominance curves. This is, one can surmise, for two reasons. As Coulter, Cowell and Jenkins 
(1991, p.22) write "most people must rely on published tables rather than microdata". But even
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if a disaggregated data set is available, researchers commonly choose to aggregate it up prior to 
analysis, perhaps in an attempt to reduce the influence of individual outliers (possibly subject to 
measurement error) 1 or simply to ease the computational burden.
Table 1 below provides prima facie evidence that the degree of aggregation can be an 
influential factor on the probability of obtaining a ranking using well-known dominance criteria. 
This table is based on household income data for 28 provinces - urban areas only - of China, and 
shows the proportion of the 378 pairs of provinces which can be ranked using different criteria 
if the data are disaggregated and if the data are aggregated up to deciles (see Howes and Lanjouw 
(1991) for details of the data set). The effect of aggregation is marked, especially for demanding 
criteria. Using the e-dominance criterion with bounds of zero and two, three-quarters of all pairs 
can be ranked using deciles, but only half using disaggregated data. Using the more demanding 
second-order stochastic dominance (20SD) criterion, two-thirds of all pairs can be ranked on the 
basis of deciles, but only one-third if disaggregated data are used.
Table 1 Percentage of Welfare Rankings Achieved Given Different Dominance Criteria 
and Different Degrees of Disaggregation: an example using Chinese data
Dominance
criterion
Degree of aggi 
Deciles
regation of data 
Disaggregated
E-dominance:
m^in 0 , m^ax ^
90.2 85.4
E-dominance
m^in ®max ^
78.0 53.7
20SD 67.2 37.3
Note: See Chapter One and n.l of this chapter for definitions of the dominance criteria
It is interesting in this context to note remarks by Shorrocks in his influential 1983 
paper, in which he analyzed a group of 2 0  countries using data aggregated up to deciles and found 
he could rank over 80% of all pairs using the welfare 20SD criterion. This suggested, he wrote, 
that "the general pessimism concerning the ability to rank distributions is unwarranted" (p.4). To 
the contrary, the 20SD criterion was both "sufficiently weak to command a wide degree of 
support, and sufficiently strong to produce a conclusive ranking in many practical situations"
1. For example, Ravallion (1992, p.43) writes that "It should not be presumed that estimates from unit record 
data are more accurate than those from grouped data, since the latter can ’average out’ errors in the unit- 
record data."
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(p.15).2 In the light of Table 1, one must ask whether this conclusion is likely to be robust to the 
degree of aggregation of one’s data.
While I am unaware of any other simulation studies which have focused on the issue 
of aggregation, there are several which have looked at the question of statistical method, 
particularly in relation to the stochastic dominance criteria. Gail and Gastwirth (1985) and 
McFadden (1989) study the performance of particular tests (outlined in EH.3 of the previous 
chapter), while Chow, Chakraborti and Thistle (1990) use the criteria of first, second and third- 
order stochastic dominance to analyze the performance of their general ’union-intersection’ 
inference procedure, also given in the previous chapter (III.2). The latter study is of particular 
relevance to this chapter and will be returned to at various points.
One important limit on the scope of this chapter is that it is focused primarily on welfare 
analysis, only secondarily on poverty analysis and not at all on equality analysis. To have 
thoroughly evaluated the simulated distributions in relation to all three types of criteria would 
simply have been too onerous. The implications for poverty and equality analysis are, however, 
mainly straightforward and are briefly considered in the conclusion. All the welfare functions 
considered satisfy the standard assumptions given in n.l of Chapter One, that is, they are all 
defined over a distribution function of a single variable which will be called ’income’, are weakly 
increasing and satisfy the weak transfer principle (are S-concave or ’egalitarian’).
The next section sets out in detail the criteria and definitions used in this simulation 
study and the questions addressed by it. The third section reports the method used and the fourth 
the results. The fifth and final section concludes.
II Criteria, definitions and questions 
II. 1 Criteria
v
The set of dominance criteria examined is restricted to those presented in the first 
chapter: welfare second-order stochastic dominance (20SD), unrestricted and restricted, and 
welfare e-dominance. To briefly recap on these criteria, 20SD can be defined in relation to either
2. Foster and Shorrocks (1988b) have also since cited this result in relation to poverty analysis, arguing that 
these "numerous cases" of ranking provide evidence that "there are reasons to be optimistic that [20SD] will 
frequently provide the guidance required", that is, that the criterion will produce a "sufficiently strong 
[ordering] in the sense of producing a conclusive judgement in a large number of cases".
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the deficit curve (the integral of the distribution function), using y to define the range over which 
dominance is required, or the generalized Lorenz (GL) curve (the Lorenz curve times the mean), 
using p to define the range where p=F(y). One distribution is said to have 20SD over another if 
it has a no higher deficit curve or no lower generalized Lorenz curve over the relevant range, and 
if the inequality holds strongly at at least one point Unrestricted welfare 20SD requires 
dominance from the minimum income of the two distributions to the maximum if the deficit curve 
is used and from 0 to 1 if the GL curve is used, y-restricted and p-restricted welfare functions 
require dominance between bounds which lie weakly between the respective unrestricted bounds 
given above. Unrestricted 20SD guarantees dominance by the set of weakly increasing, egalitarian 
welfare functions (that is, all members of the set will regard the distribution with 20SD as at least 
as good as the other distribution, and at least one will regard it as better). Restricted 20SD 
guarantees dominance by those functions which satisfy the above assumptions but which also are 
indifferent to the welfare of those with income at or above a certain level (the upper bound, 
whether given in terms of y or p) and indifferent to transfers of income between those with income 
at or below a certain level (the lower bound). The rationale for introducing an upper bound is that 
there may be some segment of the population who are so rich that their well-being, as long as it 
is above a certain point, is not of concern. Hence one can think of the introduction of an upper 
bound as changing welfare into poverty analysis. The rationale for introducing a lower bound can 
also be given a normative basis - there may be some segment of the population so poor that 
transfers within this group have no effect on welfare - but stems mainly from measurement 
concerns. Introducing a minimum bound removes the requirement that the dominating distribution 
have a no lower minimum income. Since it is very difficult to tell which distribution has a no 
lower minimum, this substantially eases the task of inference.
E-dominance is defined using the isoelastic function (l/a)y“, where cc<l Qn(y) if oc^ O), 
and bounds defined in terms of e=l-a, where e is the degree of inequality-aversion (absolute value 
of the elasticity of the first derivative). If one distribution has e-dominance then all the isoelastic 
welfare functions within the bounds reckon the dominating distribution to be at least as good as 
the dominated distribution, and at least one such function strictly prefers it. By controlling the 
bounds one can control the weight one wishes to give to distributional considerations, with higher 
values of e indicating that greater weight is being given to equality and less to efficiency.
To use the terminology of the last chapter, the (negative of the) deficit curve, 
generalized Lorenz curve and e-dominance curves can all be regarded as special cases of 
dominance curves ^=£(F,Xj,Z) and £*=£(F\xj,L), evaluated at Xj and defined for some pair of 
distribution functions, F and F \ and set of welfare functions, E, itself defined in relation to
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bounds, and xmax (x is equal to either y, p or e). Then F dominates F* by X iff C>C* Vxi5 and 
Ci>C* 3^  such that xmm<xi<xmax.
II .2  Definitions
Let the data set actually to hand be referred to as a sample - irrespective of whether it 
actually is or not - and let the distribution from which the sample is thought of as being drawn 
be referred to as the population (or the parent), which may or may not differ from the sample in 
disaggregated form. It is assumed that the researcher has samples, each of size N, drawn from at 
two populations, each denoted by its distribution function, respectively F and F*. The three factors 
of interest to this chapter are (i) the size or range, r, of X, (ii) the degree of disaggregation of one’s 
data, DA, and (iii) the use or non-use of statistical techniques, indicated by SI.
Two definitions of ’range’ are given, one weaker one stronger. Let XjcXj or X2cXj. Let 
rj be the weakly-defined range of Xj and r2 that of X^ Then rj=r2 if Xj=2^, r ^  if XjCXj and r ^  
if XjCXj. If neither Xj^Xj nor XjcXj then the ranges of the two sets cannot be compared. For any 
set of X there could exist many indicators r.
The stronger definition refers only to sets which contain only differentiable and 
separable welfare functions. Then X and thus its range can be defined in terms of s(y), the 
’individual’ standard-of-living function over which S is obtained by integration (over s(y)dF(y) - 
see Chapter One, n.3.2). By this definition, any set Xt will be said to have a greater range 
(strongly-defined) than another set X2 if X! includes all the functions in Xj plus at least one 
function which is more concave for all y than any of the functions in X^ and no functions which 
are less concave. After Pratt (1964), concavity is measured as increasing-in the absolute value of 
the ratio of second to first derivative.3 Let r\ be the strongly-defined range of Xt and r^  that of X  ^
Thus we require that r^>r2 iff
Note that all r and f  are only defined up to a positive monotonic transformation, since they are
1 . S 2c 2S1
(I)
3. One could equivalently measure concavity using relative rather than absolute risk aversion.
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simply measures of rank.4 Also, since attention is restricted to the set of weakly increasing, 
egalitarian functions, the set which contains only income utilitarianism, linear in y, has a smaller 
range (under both definitions) than any other set which contains the linear function and at least 
one other. And the set of all weakly increasing, egalitarian functions is greater in range than all 
sets with which it is comparable.
’Aggregation’ will be defined by reference to an index of disaggregation, DA, bounded 
from below by 1 and from above by N, the sample size. Let DA represent the number of quantile 
groups (vingtiles, deciles, etc.) of a symmetrically aggregated data set. The adverb ’symmetrically’ 
here indicates that the data set is divided into equally sized groups (or at least groups sized as 
equally as possible subject to any integer constraints). So if DA=1, the data set is fully aggregated 
- only the mean is given - if DA=10, the data set is aggregated up to deciles - one has a derived 
data-set of ten observations - and if DA=N the data set is totally disaggregated. Aggregation is 
carried out by the allocation to each quantile group of that group’s mean income.5
What are the implications of an ordering of two distributions based on aggregated data? 
The widespread use of aggregated data notwithstanding, this is not a question much addressed in 
the literature. Aggregation is generally viewed as a harmless adjunct to analysis. The possibility 
of aggregated and disaggregated data leading to different conclusions is invariably assumed away 
without mention. The following, a footnote from Sen, is the only discussion of the issue I could 
find:
Non-intersecting Lorenz curves have been often observed in inter-country and inter­
temporal comparisons. ... It is, however, worth bearing in mind that the Lorenz curves 
for actual data are invariably based on size-group averages whereas [the equality 20SD 
theorem] would apply to Lorenz curves drawn on a person-by-person basis. There is, 
therefore, need for caution in facing the usual Lorenz curves armed only with [the 
equality 20SD theorem]. (1973, p.58, footnote 8)
Sen’s caution has, it must be said, gone unheeded.
This chapter assumes that we are interested in making some sort of conclusion based 
on the sample distributions about the populations from which they are drawn. Use of aggregated 
data is therefore interpreted as a technique used, either by choice or lack thereof, to make some 
sort of inference about the ordering of the two parent distributions. To explain this further, the
4. So, the mapping from a particular 2 to a particular value of r can be seen as having three steps. First, 
a particular indicator r must be chosen which can rank this 2 against others. Then some transform of r must 
be chosen. And then the value of r corresponding to the 2 of interest can be named.
5. The case in which interpolation is used to approximate the degree of inequality in the original sample is 
not analyzed, but is discussed briefly in the conclusion.
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indicator SI needs to be introduced.
SI is a dichotomous indicator which takes a value of one is statistical techniques are 
used, and zero otherwise. In more detail, SI takes a value of one if the researcher uses statistical 
techniques to draw conclusions concerning some two populations from which each of the samples 
is thought of as respectively being drawn. SI takes a value of zero if the researcher is only aiming 
to draw conclusions about the two samples or, as I will portray it, if he or she is aiming to make 
inferences about the populations, but inferences which will be identical to those drawn in relation 
to the two samples. Sample dominance curves can only be evaluated at a finite number of points, 
X! to xw. Let X!>xmin and xw<xmax. Non-statistical or ’analytical’ techniques will be said to be used 
if it is inferred that F dominates F* (FDF*) iff
A A A A A A A A
mm({1-C...,Cw-Cw)iO and max({,-C1\...,{w-{w)>0 (2)
(and analogously for F*DF) where a cap indicates sample values are used to estimate the 
dominance curves and the subscript i indicates evaluation at Xj. Use of any other rule will give SI 
a value of one.
It is assumed that if SI=1 then DA=N, but not vice versa: statistical analysis is assumed 
to be carried out only with disaggregated data, but disaggregated data may or may not be 
combined with statistical techniques. If SI=0, then different values of DA can be chosen to 
evaluate the condition (2 ).
113 The probability of ranking
How are the effects of aggregation and statistical inference to be judged? First, we can 
examine their impact on the probability of obtaining a ranking, that is, on the likelihood of 
reaching the conclusion either that FDF* or that F*DF. More importantly, we can ask whether each 
of them leads, on average, to better or worse inferences being made about the ordering of the two 
populations. With aggregation, our interest is almost entirely restricted to the first issue. In relation 
to statistical inference, where results relating to the Type I and Type II errors of different statistical 
methods presented in the previous chapter can be used, we are able to focus more on the second 
issue.
It is assumed that there are three inferential outcomes of interest: either it is inferred that
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FDF* or it is inferred that F*DF or neither is inferred. If and only if either of the first two 
possibilities occur, we will say that there is a ranking. The probability of achieving a ranking will 
be labelled p. Though p can be interpreted as the expected proportion of rankings obtainable from 
a large set of distributions, based on prior information on the set of distributions, it will be 
understood in what follows to be the probability of being able to rank any two distributions using 
some rule of inference.
Which properties can be reasonably attributed to p? First, for any combination of values 
of SI and DA, consider the effect of an increase in r from to r2 (where SI and DA are 
suppressed as constant, as are other arguments held constant such as sample size and prior 
information on the distributions). Let p(k1;(-i)k2) be the probability of obtaining a ranking given 
kj given that there is (is not) a ranking given k2, where k is either DA or r (or f) .  Then
p(J^ )=:pCc2?1)p(r1)+p(i2;“|r1)(l-p (r1)) (3)
Now assume that p(r2;-T!)=0. This is very reasonable, since the only time one can expect to obtain 
a ranking with r2 when one is not possible with the smaller ^  is when living-standards are equal 
for all S in the smaller set. In this case, use of the bigger set r2 may break the deadlock. Safely 
ignoring this remote possibility, it then follows from (3) that p will be weakly decreasing in r: 
PI. p(r2) < p(^) if rj<r2
Since this holds for the weaker definition of range it also holds for the stronger.
What about the effect on p, for given r or f ,  of an increase in DA? A sufficient 
condition for p to be weakly decreasing in DA, i.e, for 
P2. p(DA^ < p(DA^ if DA!<DA2
to hold is that
a. p C D A ^ )  £ p(HApDAj) ^
b. p(DA^iDAj) £ p(DA1;-iDA2)
There are two cases in which (4) is likely to hold.
The first is if the criterion is 20SD. The shape of the GL curve is determined by the 
DA conditional means of the distribution for which it is drawn. If DA^nDAj, where n is an 
integer greater than one, then, excluding the case in which disaggregation plays the role of tie- 
breaking, P2 must hold as a matter of necessity since p(DA1>DA2)=l and p(DA2*- 'DA1)=0. More 
generally (i.e. for DAi^^nDA!), P2 can still be expected to hold for the 20SD criterion since the 
bigger DA, the larger the number of conditional means determining the shape of the GL curve, 
the less likely all these pairs of conditional means will be ordered in the same way when two GL
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curves are compared.
The second case is that in which the two distributions from which the samples are drawn 
are identical, so that the latter are distinguished only by sampling variation. In this case, the 
plausibility of assuming (4) rests on thinking of disaggregation as adding noise, reducing the 
correlation between the different estimators of ^  and thus making it less likely that the random 
differences between the samples will all be in the same direction. Then if one does achieve a 
ranking even when the data are noisy, the ranking is likely to survive the reduction of noise 
occasioned by aggregation. But if one achieves a ranking using aggregated data one can be less 
confident that it will survive the addition of noise. This gives the first inequality. By the same 
argument, the probability of achieving a ranking by the reduction of noise, if no ranking is 
possible in the presence of noise, is greater than the probability of achieving a ranking by the 
addition of noise when no ranking is possible even when noise is absent. This gives the second 
inequality.
In the case in which the underlying distributions differ, no definite answer is possible, 
but again it seems likely that aggregation will increase the probability of attaining a ranking. 
Consider the case in which S is separable, and an increasing function of the sample’s mean, 
and equality Qi} where i refers to the level of disaggregation. Let the GL curves of F and F* cross 
once and let F be the distribution with a higher mean and higher inequality (an everywhere lower 
Lorenz curve). And let Qi=PQ2 and Ql=P*Q2> where p is a measure of the bias upwards in 
measured equality induced by aggregation and will be no less than one (equal to one in the case 
of perfect equality). Finally, define the indicator f  to include the single member £  of income 
utilitarianism (which ranks distributions by their means). Then for some £  with small range, in 
expectation, FDF* for both DAj and DA2. For any set with larger range, the higher the expected 
value taken by the minimum Q/Q* for this set, the greater the chance of attaining a ranking. Sp 
the probability of attaining a ranking will fall as DA increases if Q/Q* falls as DA increases. In 
turn Q/Q* falls as DA increases if p*<p. This is reasonable since the higher the level of inequality 
the more one would expect aggregation to exaggerate inequality.6
Of course, by this argument one would also expect p to be weakly increasing in DA if 
the high mean distribution is also the low inequality one. But in this case, welfare dominance may 
be so clear that aggregation has no impact. To summarize, P2 will be likely to hold if £  is the
6 . If one restricts oneself to the case in which the distribution functions cross only once, then one can think 
of aggregation as increasing the value of e required to switch dominance from the high mean to the low 
mean distribution and thus increasing the probability that a high value of e ranks the distributions in the 
same way as a low value. (See Chapter One, IV.3 for the notion of ’switch values’ of e.)
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20SD set or if the two distributions are identical or if the high mean distribution is also the high 
inequality one.
If the underlying distributions are equal so that disaggregation is equivalent to adding 
noise then the more sensitive the criterion used to the presence of noise, the more impact 
disaggregation should have on the probability of ranking. It is reasonable to think that the more 
concave a function the more sensitive it is to the addition of noise, as the more it will be 
dependent on the lower tail. This would give the result
P3 Increasingly decreasing in DA as f  increases: pCDA^-pCDA^*)^ p(DA1,r2)-p(DA2,r^)if
DAj<DA2 and r*<r2
If p is differentiable, this property implies a negative cross derivative between DA and f .
P3 would not be expected to hold more generally f a  samples drawn from non-identical 
distributions. To return to the case in which the GL curves have a single crossing, here the impact 
of aggregation may be first increasing and then decreasing. For both small and large f ,  
aggregation may have little effect as the higher mean (for small r5) and the higher inequality (for 
large r5) may be the decisive factors at these extremes. It may only be at intermediate values of 
f  that aggregation will matter.
The influence of statistical inference on the probability of ranking depends on which 
method of inference is used. Two methods were compared in the last chapter, the so-called 
’intersection-union’ (IU) and ’union-intersection’ (UI) methods. As defined in that chapter (see 
equation (76)), let the Z-statistic, Zit be a test-statistic for differences in sample dominance curves 
at ordinate x,, i=l, ..., W, where Xj>xmin and xw<xmM. Then the IU test will infer that FDF* iff 
min(Z1, ..., Zw)>Z0, where Za is the upper a  point of the standird normal distribution. The UI test, 
advocated by Bishop, Formby and Thistle (BFT, 1989) and Chow, Chakraborti and Thistle (CCT, 
1992) will infer IDF* iff max(Z1} ..., Zw)>Ca and m in ^ , ._, Zw)>-Ca, where Ca is chosen to 
control the probability of rejecting the null of equality (£;=£*yi) to be no more than a. Put most 
simply, the IU method requires a large minimum test statistic if dominance FDF* is to be inferred, 
whereas the UI method requires only that the maximum test statistic be large and that the 
minimum test statistic not be large and negative.
As argued in the last chapter (III.4), for the IU method the number of test ordinates 
should be large. Assume in fact that the Z-statistics are evaluated using the same ordinates used 
to evaluate (2). For the UI method, a smaller number of ordinates may be appropriate. It follows 
then from comparison between the IU rule above and (2) that, if the IU method is used,
124
P4 p (SI= 1 )<p(SI=0,D A=N)
However, if the UI method is used the inequality could well be reversed. No general result can 
be given, but one can note that when BFT used the UI method to order U.S. states in relation to 
the welfare 20SD criterion (using the GL curve), they found that it increased the number of 
rankings obtainable from 60%, based on sample outcomes, i.e., using (2), to 92%.8 The authors 
concluded:
The rankings obtained by applying the statistical tests are much more nearly complete 
than is common in empirical analyses of income distributions.... The statistical tests add 
importantly to the power of these welfare criteria, (pp. 76-77)9
II.4 The accuracy of inferences
Ceteris paribus, an increased probability of ranking is to be welcomed: the more 
discriminating an ordering the better. However, a second desideratum of analysis is a high level 
of accuracy for one’s inferences. Both the use of aggregation and that of statistical tests can have 
their accuracy as inferential tools measured by their size and power. I define the size of an 
inference method to be the probability of incorrectly inferring dominance and the power to be the 
probability of correctly inferring dominance. Hence one wants an inference method which 
minimizes size and maximizes power. Size and power are in turn dependent on the Type I and II 
inference error probabilities defined in m .l of Chapter Two. As there, let the Type I (I*) inference 
error be that made if it is inferred that FDF* (F*DF) when it is not the case, and a Type II (II*) 
inference error as that made if it is not inferred that PDF* (F*DF) when it is the case.
There are three possible cases. Either:
(i) IDF* in which case the size is the probability of a Type I* inference error and the power one 
minus the probability of a Type n  inference error;
(ii) F*DF in which case the size is the probability of a Type I inference error and the power one 
minus the probability of a Type II* inference error; or,
(iii) neither FDF* nor F*DF, in which case the size is the sum of the Type I and I* inference error 
probabilities and the power is zero.
Although the simulation results do throw some light on the issue of the accuracy of
8 . In fact, the 60% proportion of rankings was achieved with aggregation of the data up to vingtiles. The 
statistical tests also used 20  ordinates.
9. By ’power’ here, BFT mean not statistical power but the ability to discriminate or rank.
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inferences using aggregated data, more progress can be made in relation to that of the accuracy 
of statistical inference. Seven areas of investigation are pursued.
1. Most simply of all, it is asked whether there is a need for statistical testing. Are inferences 
based on sample outcomes reliable?
2. Chapter Two, Section ID concluded that the Type I and I* inference error probabilities were 
controllable using the IU method, but not using the UI method. This study illustrates this 
conclusion. Note from the definition of size above that if, say, the Type I and I* inference error 
probabilities are both controlled to be less than a, one can only, on an a priori basis, bound the 
size to be less than 2 a  (unless one can rule out the possibility of neither distribution dominating). 
But one might expect the effective bound to be well below 2a. This study asks whether the size 
as well as the Type I and I* inference error probabilities can be bounded from
above by a.
3. No conclusions about the Type n  and II* inference error probabilities of the IU and UI methods 
could be found in Chapter 2 on the basis of theory, but generalizations may be possible on the 
basis of observatioa
4 . 1 investigate whether the IU method is too conservative, that is, whether the desired size can 
be attained using critical values lower than Za, thereby increasing power.10
5. One way to increase the power of the IU method is of course to reduce the range over which 
dominance is required. In the previous chapter, the choice of the bounds, xmin and x ^ ,  was made 
prior to testing. Certainly if one is conducting comparisons over a large number of pairs, this 
approach is the correct one, as one needs to compare each pair using the-same criterion. If one is 
comparing only a small number of distributions, however, one may require a more flexible 
approach. Say one is carrying out a test for e-dominance and has set one’s bounds to 1 and 5. One 
then finds that one cannot infer dominance over this range, but that one could have if one had 
modified the lower bound from 1 to 1.1. This is relevant information - F almost dominates F* by 
the original criterion - but can one then infer dominance between 1.1 and 5? The choice of 
dominance bounds after inspection of the data is a course of analysis often pursued in non- 
statistical contexts, at least in a non-formal way. For example, Atkinson and Micklewright, 
comparing Lorenz curves and using Sx to denote the share of total income of the bottom x%, write
10. This question is not posed in relation to the UI method. Since, as shown, this method can result in very 
high Type I and I" inference error probabilities, there can be no case for reducing the critical value used.
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that "For shares up to S70, Poland does better, but S80 and above are higher in the USSR." (1992, 
p. 115). The need here it to turn this approach from simply being one which describes the sample 
data into one which can be used to make conclusions about the underlying distributions. One 
natural way in which one might do this is through use of the IU method. One could simply look 
at a graph of the test statistic, Z, and pronounce dominance in those regions where its absolute 
value was greater than Za. The inadequacy of this approach is that one is not taking into account 
the possibility of spurious rejection of the null. Two solutions to this problem suggest themselves. 
The first is to increase the critical value. Hie second, pursued here for its simplicity, is to set a 
minimum requirement on the length of the range above the critical value before dominance is 
pronounced over that range.
If the bounds are endogenous, the null and alternative remain as given in the previous 
chapter (in .l) though, in this case, xmin and xmax will be chosen after inspection of the sample not 
before. The following test is proposed:
Choose and x ^ .  I S  nrin(Zbill,...>ZbJ>Z„ and d(xm,)-d(xnj 2l ,  (5)
then reject Hq for chosen x ^  and x^„
Rejection of the null implies inference of dominance between x ^  and x ^ .  Za has already been 
defined as the upper a  point of the standard normal distribution. The question of interest is the 
implication of choice of L, the length constraint against which the statistic d(xmax)-d(xmin) is 
compared, for the Type I and I* inference error probabilities. This does not seem to be a question 
amenable to standard statistical analysis, but guidance may be possible on the basis of examination 
of simulated data and I return to it in Section IV (IV.2.f). But note for now that L is not 
necessarily the distance xmax-xmin, but rather the distance between a function d evaluated at x ^  and 
at xmin. One might not want to express all distances as linear functions of the ordinates. In 
particular, dominance over some distance measured in income has a significance which depends 
on the level of income. $ 1 0 0  might separate the richest from the second richest person in the 
combined sample, but might also encompass over half of the population in the main body of the 
distribution.
6 . In relation to testing for stochastic dominance, the last chapter presented estimators for both the 
deficit and the GL curves and showed that test statistics based on these would in general differ 
(see.II.6). It will be of interest to see if any generalizations can be made with regards to the 
performance of the two types of estimators.
7. Finally, I look at the problem of sensitivity to the lower tail. Note that the lower ymin or pmin or 
the higher emax, the more sensitive the respective criteria to the lower tail. Does this cause a
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problem for inference? On the basis of empirical work on Cote d’Ivoire, Kakwani (1990, p. 17) 
concluded that the more concave the evaluation function, the less precise the resulting estimate 
(i.e., the lower the Z-statistic and the less likely the rejection of any null). Cowell (1977, p. 134) 
has also suggested this might be a problem. Preston (1992, p.7), on the basis of simulation studies, 
found that choice of evaluation function "does have statistical implications but these depend upon 
the nature of the ... differences" between the distributions under investigation (p.7). Nevertheless, 
on the basis of analysis of UK data he did find "slight evidence that ... concavity in welfare 
functions may be costly in terms of lost efficiency " (p.9), again in the sense of producing a 
smaller number of significant comparisons.
An extreme form of sensitivity to the left-hand tail is of course the requirement, 
applicable to the 20SD criterion, that a distribution can dominate only if it has a no-lower 
minimum. The difficulty of inferring minimum dominance was discussed in Section IV of Chapter 
Two. This chapter does focus on the performance of the GL and deficit estimators at minimum 
values of p and y respectively, and it illustrates the problems thereby caused for the inference of 
unrestricted 20SD. However, it does not directly tackle the question of whether minimum 
dominance can be successfully inferred. In the last chapter, it was argued that the presence of 
outliers (long tails) and the likelihood of measurement error will make the inference of minimum 
dominance an impossible task. Since the distributions of this chapter come from two distributions, 
lognormal and beta, neither of which have long left-hand tails, and since there is no measurement 
error, the claims of the last chapter in this regard cannot be further pursued.
Ill Method
To explore the issues raised in II.3 and II.4, inferences concerning the criteria given in
II. 1 were made on the basis of samples drawn repeatedly from various pairs of parent populations. 
The simplifying assumption that the observations are unweighted was invoked. Although the 
derivations of Chapter Two allow for the common case in which observations are randomly 
weighted, it is simpler to assume that they are not, and unlikely to change substantially any of the 
conclusions drawn. In all, seven pairs of populations were chosen. Their characteristics are 
summarized in Table 2. The first distribution of any pair is named F, the second F*. The first 
column of Table 2 gives the letter, A to G, by which each pair of distributions is labelled. The 
second gives the distributional family for each distribution. The third column gives a general 
characterization for each pair, which will be explained below. The fourth and fifth columns give 
the mean and coefficient of variation (standard deviation divided by the mean) for each
distribution. The sixth to ninth columns give information about the ordering between the two 
distributions in each pair in relation to various dominance criteria: welfare first-order stochastic 
dominance (10SD) and welfare and equality 20SD and welfare e-dominance. A ’D’ indicates 
dominance, ’X’ no dominance, and identity (a special case of no dominance). If there are 
crossings, the point at which these occur is given for the 20SD and e-dominance welfare criteria. 
The final column gives Gini coefficients.
Greater familiarity with the seven pairs of parent distributions can be obtained from 
Figures l.A to l.G, presented at the end of this section, which provide, for each pair, the poverty 
gaps and conditional means for the two distributions. The poverty gap curve is the deficit curve 
divided by y, and the conditional mean curve is the generalized Lorenz curve divided by p. In 
each case, the former curve tends to bring out more clearly the differences between the two 
distributions and hence is used in preference.
Table 2 Parent Distributions
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ID Type Character­
ization
Means
(K=shift)
CVs 10SD
welfare
20SD
welfare
20SD
equality
E-domi­
nance
welfare
Ginis
A LogN v. 
LogN
Identical,
high
inequality
100
100
.7
.7
F=F* F=F* F=F* F=F* .344
.344
B LogN v. 
LogN
Identical, low 
inequality
100
100
.5
.5
F=F* F=F* F=F* F=F* .261
.261
C LogN v. 
LogN
Clear single 
crossing
110
100
.7
.6
FXF* FXF*
y= 8 6
p=.49
F*DF FXF*
2.1
.344
.305
D LogN v.
Shifted
LogN
Slight single 
crossing (at 
left tail)
115
100 (K=15)
.6
.6
FXF* FXF’
y=48
p=.ll
F*DF FXF’
4
.305
.295
E LogN v. 
Beta
Slight double 
crossing
110
100
.76
.58
FXF* FXF*
y=i2 i,
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p=.6 8 ,.
76
FXF* FDF* .365
.323
F Shifted 
LogN v. 
LogN
Strong
dominance
110 (K=10) 
100
.64
.7
FDF* FDF* FDF* FDF’ .314
.344
G LogN v. 
LogN
Dominance 
but not 
strong 
dominance
100
100
.6
.7
FXF* FDF* FDF* FDF* .305
.344
Notes: 1. The parameters for the beta distribution are v=2, w=6 , M=400. See below for definitions.
2. The orderings by the dominance criteria, and the crossing points, were based on construction, 
by discrete approximation, of, respectively, deficit curves, generalized Lorenz curves, Lorenz curves and 
e-dominance curves given the known distribution functions of the populations. The Ginis were similarly 
calculated.
3. ’LogN’ stands for lognormal.
As can be seen from Table 2, the two distributions used to generate these samples are 
the lognormal and the beta, which can be characterized as follows:
Lognormal
Range: y-K>0
Relative frequency function: f(y;m,o,K) = ((y-K) c  V27c)‘1exp(-l6(log(y-K)-m)/o2) 
Mean: p(y) = expCm+Vio^+K
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CV: CV(y) = V(exp(o2)-l)*(l-K/Ky))
Beta
Range: 0<y<M
Relative frequency function: f(y;v,w,M) = (y/M)v'1(l-(y/M)w"1/B(v,w) 
where Bfyw ^/Ju^O -uy^du 
Mean: p(y) = M*v/(v+w)
CV: CV(y) = {w/[v(v+w+l)]} 5
A variable has a shifted lognormal distribution with mean and coefficient of variation 
as given above if the variable minus some constant shift factor, K, has a natural log which is 
distributed normally with mean m and coefficient of variation a/m. Non-shifted lognormal 
distributions have the characteristic that their Lorenz curves never cross. Hence their GL curves 
and deficit curves cross at most once (as do all members of the so-called two-parameter families 
of distributions, including the normal and gamma as well as lognormal). The beta distribution can 
generate Lorenz curves which cross and is defined up to a scalar factor, M, by the two parameters 
v and w.
Although also involving a large degree of arbitrariness, the choice of distributions was 
governed by the pursuit of five objectives:
1. While dominance criteria can be applied to various fields, the focus of this study is the analysis 
of living standards. Hence the choice of distributions and degrees of dispersion they display should 
reflect what is found in real-world purchasing-power distributions.
2. This study aims to simulate the position of the researcher working with two samples of - 
aggregated or disaggregated - household survey data for two regions in the same country or for 
two fairly similar countries or for the same spatial population at different, but relatively close 
periods of time. Hence there should be ’realistic’ differences between mean incomes and degrees 
of inequality within a pair. The underlying assumption here is that most comparisons of interest 
are between populations not where it is obvious that one distribution is welfare-superior, but where 
there is genuine uncertainty and where data analysis is required to examine, say, the effects of a 
change in government policy on living standards.
3. Each pair of distributions should be characterised by, and thus illustrate, an archetypal ordering 
of populations. This is discussed further below.
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4. As few changes as possible should be made between each pair of distributions. The fewer the 
changes, the easier it should be to isolate the reason for a change in the performance of some or 
other inference technique.
5. Computational convenience and simplicity should be maximized.
. The first, fourth and fifth aims led to the choice of the lognormal distribution as the 
basic distribution on which to base this simulation study. The lognormal is generally believed to 
represent fairly well real-world income distributions, except possibly at the tails.11 It is also a 
simple distribution to work with.
The third aim, to have each pair characterised by an archetypal ordering of populations, 
was crucial. For this to be realized, a dominance criterion first needed to be chosen, so that the 
ordering could be determined. The natural candidate was the unrestricted 20SD criterion, both 
because of the range of the set of welfare functions over which 20SD gives dominance and 
because it is a focus of much of this study. For convenience, the GL curve was taken as the 20SD 
dominance curve. Pursuit of this aim also required a categorization of the various ways in which 
two dominance curves might be related. While other categorizations are possible, one tripartite 
grouping is into: those cases in which the dominance curves are identical; those in which one 
curve is dominant; and those in which the curves cross. Further subdivisions within these three 
groupings are also possible. Within the first group, one might have the identical curves generated 
by identical distributions with ’high’ inequality or by identical distributions with Tow’ inequality. 
(Since all the dominance criteria used are unit-invariant, there is no need to distinguish between 
high-mean and low-mean pairs of distributions). Within the second group, one might have strong 
dominance (that is, one dominance curve always lying strictly above the other, except where they 
are equal by construction - see Chapter Two, Section I) or one might have dominance without 
strong dominance (by having some point at which the dominance curves touch). Within the third 
category, one might allow for any number of crossings, and one might also distinguish between 
a ’clear’ and a ’slight’ crossing. A ’clear’ crossing can be defined as one which results in both F 
and F* dominating for a substantial distance and a ’slight’ crossing as one which results in one 
distribution dominating for a significantly greater distance. The seven pairs chosen from these 
possible characterizations were as follows:
A. identical, high inequality
B. identical, low inequality
11. See Aitchinson and Brown (1957, Ch. 11).
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C. clear single crossing
D. slight single crossing
E. slight double crossing
F. strong dominance
G. dominance, but not strong dominance
With the functional forms chosen, and the pairs characterized, there remained the 
requirement of parameterization. As already mentioned, the choice of means is only material up 
to a scale factor. The range of inequality levels was chosen, with the first aim in mind, to 
approximate levels of inequality found in real-world distributions of income, using the Gini 
coefficient as a guide.Somewhat arbitrarily, a Gini of around .35 was taken to be relatively high, 
while one of around .25 relatively low.
The CV’s of pair A were set at .7 (giving a Gini of .344) and those of pair B at .5 
(giving a Gini of .261). The means of the distributions of these first two pairs were all set at 100. 
Pair C (characterizing a clear crossing) was obtained by raising the mean of the first distribution 
by 10 to 110, and decreasing the CV of the second distribution to .6 , thus giving a crossing of the 
GL curves at p=.5. The second distribution of Pair D also has a mean of 100 and CV of .6 , but 
also has a shift factor of 15, making income more equally distributed. The first distribution of the 
pair has the same CV, and a higher mean (of 115) but no shift factor, all of which combine to 
give dominance except at low levels of income. The GL curves cross at p=.l.12 In terms of means 
and CVs, pair E is very similar to C. The means are the same (110 and 100), the first distribution 
is given slightly greater inequality (.76 to .7), and the second slightly less in terms of the CV (.58 
to .6 ), but due to the functional form (beta rather than lognormal) slightly more in terms of the 
Gini (.323 to .305). This parameterization ensures a slight double crossing. F’s generalized Lorenz 
curve lies everywhere above that of F*’s except between approximately .7 and .8 . Note that the 
curves are very close over this range: from Figure 1.E, they appear to be coincident. Since the 
crossing is so slight the pair is characterized by third-order stochastic dominance and thus be e- 
dominance for all non-negative values of e (see Chapter One, IV.3). Pair F (characterizing strong 
dominance) differs from pair A simply by the fact that one of the distributions is ’shifted’ by 10 
to give it strong dominance. The final pair G returns both means to 100, but gives F a lower CV 
(.6  to F*’s .7), thus giving F dominance, but not strong dominance: the generalized Lorenz curves
12. Introducing a shift makes the graphical characterization clearer. If two non-shifted log-normals are used 
to illustrate the case of a crossing at the lower tail, it becomes very hard to distinguish their GL curves at 
the lower tail.
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touch at p=l.13
The remaining issues of method can be dealt with briefly. The choice of sample size was 
dictated by the second and fifth aims. Some household surveys are very large. For example, 
Ravallion (1992, p.86) utilizes two Indonesian household survey data sets from 1984 and 1987, 
each with 50,000 households. But the range is also large. The Family Expenditure Survey of the 
U.K. has an annual sample size of 7000 households (Atkinson and Micklewright,1992, p.273) and 
the provincial samples I utilize in Chapter Five of this thesis range in size from 700 to 1500 
households. I work at the lower end of this scale of sample size with three sample sizes of 500, 
2000 and 4000. Compensating for this somewhat are the facts that the differences between the 
distributions are, the third objective notwithstanding, relatively large. Mean incomes differ by 
between 10 and 15%, and Ginis by between .03 and .04 points.
Three rounds of simulations were conducted. Within each round, the sample size was 
held constant, both within each pair and from one simulation to another. For the first round, a 
sample size of 500 was used, for the second, the sample size was increased to 2000 and, for the 
third, it was increased again to 4000. All rounds consisted of 1000 simulations or draws.
Finally, the samples were generated using random number generation routines in SAS. 
The lognormal samples were obtained by transforming generated normal distributions. To generate 
the beta samples, I took advantage of the fact that if, as here, the beta parameters, v and w, are 
integers and the scale factor is set equal to one, then the beta distribution p:v,w is distributed as 
y:v/(y:v+y:w), where y.v and y:w are gamma distributions with parameters v and w respectively 
(see Hastings and Peacock, 1974).
13. The choice of distributions can be compared to those of Gail and Gastwirth (1985) and CCT. The former 
use the uniform, unit exponential, Pareto, and gamma distributions. Of these, only the gamma can be said 
to approximate real-world income distributions, though the Pareto is often said to approximate well the 
upper-tail of many income distributions. The gamma is, like the log-normal, a two-parameter distribution 
and should give quite similar results. CCT use three distributional families, the lognormal, normal and 
uniform. Again, if the first objective is applied, only the lognormal is relevant. CCT’s choice of relative 
means is similar to ours (their three pairs of means are between 1.3 and 1.1), but their CV’s are lower, 
between .46 and .29, corresponding to Ginis of between .16 and .24, and somewhat further apart.
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Figures 1.A-1.G Population Distributions 
Legend —  F —  F*
Figure 1.A Identical, High Inequality
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Figure 1.B Identical, Low Inequality
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Figure l.C  Clear Single Crossing 
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Notes for Fieures l.A-l.G: The labels (A to G) give the I.D. of each pair and the titles give each pair’s 
characterization. The poverty-gap curve is the deficit curve divided by the income level, and gives the 
amount of income required, as a fraction of the relevant income level, to bring all incomes up to that level. 
The conditional-mean curve is the GL curve divided by the cumulative proportion, p, of the population 
(ordered in ascending order of income), and gives the mean income conditional on being in the poorest p. 
Since in pairs A and B the two populations are identical, the two curves are entirely coincident.
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Figure 1.D Slight Single Crossing
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Figure l.E Slight Double Crossing
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Figure l.F Strong Dominance
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Figure l.G Dominance, but not Strong Dominance
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IV Results
The results are presented in a series of figures and tables analyzed below under two 
headings, aggregation (IV. 1) and statistical method (IV.2). For the reader who is only interested 
in the main conclusions or in just one or two areas, precis tables, at the start of each of the two 
sub-sections, summarize: the questions asked of the results; the answers; the implications of the 
answers; and where further details can be found.
A brief introduction to the general format of the tables of results is required. The first 
column of each table gives the label of the pair of distributions (one of seven, A to G), as well 
as that of the simulation round (one of three, with sample sizes respectively of 500, 2000 and 
4000). Thus D_2 refers to the second round of simulations (based on a sample size of 2000) 
drawing (1000 times) from Pair D’s distributions. The next column reminds the reader of the 
ordering within the pair.
For those pairs in which, for the given criterion, neither distribution dominates, the 
figure given in each column is typically the size of the inference method, the proportion (expressed 
as a percentage) of sample pairs within each round which (wrongly) lead to the inference of 
dominance (either that FDF* or that F*DF). Included in this category are always the first two pairs, 
A and B (since these are pairs of identical distributions), and, usually, pairs C, D and E in the case 
of 20SD and pairs C and D in the case of e-dominance, though here it depends on how the 
bounds are drawn. For those pairs characterized by dominance, the figure given is each column 
is typically the power of the inference method, the proportion (expressed as a percentage) of 
sample pairs within each round which correctly lead to the inference of dominance. Each table 
separates the size from the power figures.
As mentioned in II.4, the size and power figures provide very simple means of 
evaluating the different inference methods. If neither distribution dominates, we do not want 
dominance inferred, so we want a small size. If one distribution dominates, we want dominance 
by that distribution inferred, so we want high power. Since the convention is followed that if there 
is a dominating distribution it is F, the power is typically one minus the Type II inference error 
probability, expressed as a percentage. And since the size is only given in cases in which there 
is no dominance, it is equal to the sum of the Type I and Type I* inference error probabilities, 
again expressed as a percentage. It would of course be possible to present information directly on 
the Type I and I* errors instead of on the size, but this would double the number of tables for little 
gain. In addition, one could also, for example, give the estimated Type I* error probabilities in
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cases in which FDF*. However, these were consistently found to be negligible if not zero.14 Note 
that for this reason, the power of the tests is almost if not exactly p, the probability of ranking. 
Where the size is given, it is always equal to p.
IV. 1 Aggregation
Five different levels of aggregation were chosen: complete disaggregation, and 
aggregation up to, respectively, percentiles, vingtiles, deciles and quintiles. These correspond to 
values of DA of, respectively, N, 100,20,10 and 5. Tests for 20SD, using the generalized Lorenz 
curve, and for e-dominance were carried out using each of these. The key results are summarized 
in the precis table immediately below. The sub-sections following give more details.
Table 3 Precis of Results Pertaining to Aggregation
Question Answer Implications For
details
1. Does P2 hold 
(is p falling in 
DA using the e- 
dominance and 
20SD criteria)?
Nearly always yes; 
often by large 
amounts, especially for 
20SD; violations are 
insignificant
Claims of discriminatory 
power of dominance 
criteria unlikely to be 
robust to degree of 
aggregation of data.
Table 3 
and
Figures
2.A-2.G
2. Does P3 hold 
(is p increasingly 
falling in DA as 
rs increases)?
Yes for identical 
distributions; but not 
in general.
Figures
2.A-2.G
3. Are inferences 
based on 
aggregated data 
more accurate 
than those based 
on disaggregated 
data?
No general 
conclusions, but 
aggregation will 
exaggerate the 
differences between 
similar distributions, 
and tend to overlook 
crossings at low levels 
of p and high levels of 
e.
Dominance using 
aggregated data for given 
lower bound on p and 
upper bound on e should 
be taken as a basis for 
inferring dominance using 
disaggregated data in 
relation to higher lower 
bound on p and lower 
upper bound on e.
Table 3 
and
Figures
2.A-2
14. The reason for this is simply that if FDF*, although one might not infer FDF*, it is highly unlikely that 
one would infer the opposite, i.e., that F*DF.
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IV.1.1 Second-order Stochastic dominance
Each of the five columns of figures in Table 4 is headed by the degree of disaggregation 
on which the analysis was based. ’Disagg’ refers to the use of disaggregated data, ’100’ to that 
of percentiles, and so on. The main results can be most conveniently presented in bullet-form.
• Table 4 illustrates the truth of P2 of II.2 when the criterion is 20SD: the probability of ranking 
is non-decreasing in the degree of aggregation.
• The degree to which this probability is increasing if at all depends on the nature of the 
underlying distributions. In three out of the seven pairs the effects of aggregation are marked. In 
pairs A and B, where the distributions within each pair are identical, even aggregating only up to 
percentiles increases p substantially, from around .1-.2 to .25-.3. Moving up to deciles gives a p 
of .4-.5 and up to quintiles one of .5-.6. In other words, one goes from having a one-in-five or 
lower chance of obtaining a ranking using disaggregated data to having a one-in-two or greater 
chance using quintiles. Aggregation has an even more marked effect in pair D, characterized by 
a crossing in the left-hand tail, p starts off at around zero, increases to .4 if deciles are used, and 
to between .8  and 1 with quintiles. This dramatic change is to be explained by the fact that F’s 
GL curve lies above that of F* for p>. 11. In the other four cases, aggregation is not as important 
a consideration. In pair F, the dominance of the first distribution is sufficiently clear to be manifest 
even in disaggregated data. Pairs E and G are of special interest. Despite the crossing of pair E 
being slight it is not at the left-hand tail and so it not overlooked by aggregation. Pair G shows 
very little change, since p is restricted by the two sample means being equal in expectation, a 
feature which is of course invariant to the degree of aggregation. The conclusion must be that it 
is when the GL curves are either identical or close at the lower tail that aggregation will have its 
biggest impact
• There is no determinate relationship between sample size and the effect of aggregation on the 
probability of ranking. Sample size does matter, but its effects can go either way. In pair C, for 
example, the impact of aggregation, though always positive, is falling with sample size, whereas 
in pairs A, B and D it is increasing.
• In the cases given here, use of aggregated data would, on average, worsen the accuracy of the 
inferences being made. Where there is dominance, aggregation increases power only slightly, but 
where there is no dominance aggregation increases size more markedly (except in pairs C and E). 
However, this is not a robust conclusion. If one had the case in which F dominated F*, but the two
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distributions had identical lower tails, then use of disaggregated samples could give a p of around 
.5. Use of aggregated data on the other hand could give a much higher p. But two conclusions 
concerning accuracy are possible:
(a) From pairs A and B, aggregation will exaggerate the differences between similar distributions.
(b) From pair D, dominance in relation to aggregated data will be a more accurate predictor of 
restricted than unrestricted dominance. Of course, this follows as a matter of necessity since 
unrestricted implies restricted dominance, but not vice versa - hence one will always be safer 
inferring the latter. But there is a more specific and compelling reason for this conclusion. Let the 
proportion of the sample covered by the poorest quantile group , e.g., .1 in the case of deciles, be 
referred to as the ’first aggregation point’. Then, as pair D illustrates, unless one uses restricted 
dominance and sets the lower bound, pmin, above the first aggregation point, one is in danger of 
inferring dominance even if there is a crossing below pmin.
IV. 1.2 E-dominance
To examine the effect of aggregation on rankings using criteria other than 20SD, the 
e-dominance criterion was used. First, some lower bound on e, the inequality aversion parameter, 
was chosen. Then e was increased, and the change in the probability of ranking observed for the 
various levels of aggregation given earlier. Note that as e is increasing so too is r5, the range of 
Z, strongly defined. Hence we can use this exercise to investigate the relationship between f  and 
DA. e=0 was chosen as the lower bound. (A lower bound of one was also experimented with, but 
with similar outcomes.) The maximum value of e used was five. The results can be seen in Figures
2.A to 2.G, where the letters refer to the seven pairs. For pairs A to D, graphs are drawn for all 
three sample sizes. For pairs E to G, where there is very little change with sample size, only the 
results for a sample size of 500 are shown. Each graph displays the probability of ranking starting 
with e equal to zero, and increasing the range of e along the x-axis, both for disaggregated data 
and for data aggregated up to percentiles, vingtiles, deciles and quintiles. For comparative 
purposes, the value taken by p when the 20SD criterion is used is also given. A vertical line 
marks off the value ’SD’ from the rest of the x-axis which gives different values of e.
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Table 4 The Effects of Aggregation on 20SD Orderings
S i z e
Po p ' n D i s a g g 100 20 10 5
A_1 F=F* 19 .6 2 5 . 7 3 8 . 9 4 7 . 3 5 6 . 9
A 2 1 3 . 9 2 6 . 8 3 6 . 2 4 2 . 9 5 3 . 1
A_3 1 2 . 2 2 7 . 2 3 9 . 6 4 6 . 3 5 5 . 0
B_1 *1 ii * 2 2 . 5 3 0 . 3 4 0 . 6 4 8 . 8 5 8 . 3
B_2 1 6 . 9 2 9 . 4 4 0 . 5 4 8 . 4 5 7 . 4
B_3 13 .9 2 7 . 1 37 .9 4 6 . 5 5 6 . 3
C_1 FXF* 2 . 6 3 . 6 5 . 9 8 . 5 1 7 . 5
C_2 0 . 0 0 . 2 0 . 4 0 . 5 2 . 5
C_3 0 . 1 0 . 1 0 . 1 0 . 1 0 . 6
D_1 FXF* 1 . 0 3 . 2 1 5 . 6 4 4 . 0 8 5 . 4
D_2 0 . 0 0 . 0 2 . 7 3 9 . 4 97 .8
D_3 0 . 0 0 . 0 0 . 3 3 4 . 6 9 9 . 4
E_1 FXF* 4 5 . 9 4 6 . 3 4 6 . 6 4 7 . 2 4 9 . 0
E 2 4 6 . 6 4 6 . 7 4 7 . 4 4 8 . 2 5 2 . 1
E 3 4 7 . 9 4 7 . 9 4 8 . 0 4 9 . 3 5 5 . 9
Power
Pop' n Di s a g g 100 20 10 5
F 1 FDF* 9 8 . 5 9 8 . 9 9 9 . 1 9 9 . 1 9 9 . 1
F_2 100 100 100 100 100
F_3 100 100 100 100 100
G_1 FDF* 4 2 . 5 49 . 4 5 1 . 7 5 2 . 1 5 2 . 2
G_2 4 4 . 0 49 .9 5 0 . 0 5 0 . 0 5 0 . 0
G_3 4 5 . 1 5 1 . 2 5 1 . 2 5 1 . 2 5 1 . 2
Notes: 1. See the introduction to Section IV for an explanation of the first two columns.
2. The figures given under the heading ’Size’ (’Power’) are the percentage of cases in which 
dominance was wrongly (correctly) inferred.
3. The sub-headings ’Disagg’, ’100’, ’20’, ’ 10’ and ’5’ refer to the degrees of aggregation of data 
used to conduct the analysis. ’Disagg’ stands for disaggregated, ’100’ for percentiles and so on.
There are three main results.
• The evidence from using the isoelastic function is that P2 will hold in general for all £  and not 
just in relation to 20SD criterion. It will not hold as a matter of necessity, but any violations of 
it seem to be mild. Figures 2.A and 2.B provide strong evidence to support the proposition (put 
forward in n.3) that the probability of ranking will fall with the degree of disaggregation of the 
data if the distributions are identical. Figures 2.C and 2.D, especially the latter, bear out the 
argument of n.3 that aggregation will increase the probability of ranking if the high-mean is also 
the high-inequality distribution. However, the upward bias generated by use of aggregated data is
141
smaller if criteria more restrictive than 20SD are used. This can be explained by the much higher 
levels of p obtained with disaggregated data using e-dominance (even with a relatively large emax, 
such as 5) than using 20SD. In the first two pairs, for example, p is around .5 for 6^= 0  and 
emax=5, compared to the .1 to .2 obtained using 20SD. These higher levels provide an upper bound 
on the degree of bias introduced by aggregation. Figure 2.E shows that sometimes aggregation will 
systematically decrease the probability of ranking. (Since the Lorenz curves of pair E’s 
distributions cross, the argument of n.3 cannot be applied.) However, note that the bias 
downwards is very small, just a couple of percentage points.
• P3 - the proposition that the increase in p due to aggregation is increasing in f  - does not hold 
generally. If P3 holds, the vertical differences between the different curves in each of Figure 2’s 
graphs should be increasing with p. For pairs A and B these differences are everywhere increasing, 
but for pair C they first rise and then fall, while for pair D it depends on the degree of 
aggregation. This suggests that P2 will hold if the underlying distributions are very similar (A and 
B) and possibly if there is a crossing at the lower tail (C), but not more generally.
• In relation to accuracy, the conclusions are the same as those drawn for 20SD. Differences 
between similar distributions will be exaggerated by aggregation. And e-dominance using a given 
upper bound based on aggregated data is a better predictor of e-dominance based on disaggregated 
data with a lower upper bound than with the same upper bound. Again this is not simply because 
e-dominance using a higher upper bound implies e-dominance using a lower upper bound but not 
vice versa, but because aggregation will ignore crossings in the GL curves below the first 
aggregation point. Pair D illustrates. If one uses the ordering based on aggregated data to predict 
the ordering based on disaggregated data and uses bounds in both cases of 0 and 5, one will be 
led badly astray, as one will tend to predict dominance where there is none. But if one retains the 
wide bounds in relation to aggregated data, but uses them to predict dominance based on 
disaggregated data using narrower bounds, say between 0 and 3, one will be much more accurate.
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Figures 2.A-2.G The Probability of Ranking, e-dominance and 20SD
Legend: ____Disaggregated xxx Percentiles
Figure 2.A Identical, High Inequality
— Vingtiles +++ Deciles • .  • Quintiles 
Figure 2.B Identical, Low Inequality
Sample Size=500 Sample Size=500
100 '
90'
BO-
70-
40-
30-
0 1 2 3 4 5 SO
100*
90-
BO-
70-
•g 80-.3
~  50- 
40-
c
2M
30-
20 -
0 1 2 3 3 SO4
e/SD e/SD
Sample Size=2000 Sample Size=2000
100 -
BO-
50-
30-
2 5 SO0 1 3 4
100 -
90-
BO-
70-
-o 80- 2
~  50- 
40-
30-
20 -
0 1 2 3 4 5 SO
e/SD e/SD
Sample Size=4000 Sample Size=4000
100 -
BO-
80-
3 SO0 1 2 3 4
100 -
90-
BO-
70-
T3 60- 2
~  50- 
40- 
30- 
20-
C
<§N
0 31 2 4 3 SO
e/SD e/SD
Notes: See two pages on.
* 
Ra
nk
ed
 
* 
Ra
nk
ed
 
* 
Ra
nk
ed
143
Legend: ____Disaggregated xxx Percentiles
Figure 2.C Clear Single Crossing
Sample Size=500
Vingtiles +++ Deciles • • • Quintiles 
Figure 2.D Slight Single Crossing
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Notes: See next page.
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Legend: ____Disaggregated xxx Percentiles — Vingtiles +++ Deciles • • • Quintiles
Figure 2.E Slight Double Crossing
Sample Size=500
Figure 2.G Dominance but not Strong 
Dominance
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Figure 2.F Strong Dominance
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Notes for Figures 2.A to 2.G: The letters A to G refer to the ED of each pair. The titles give each pair’s 
characterization in terms of the GL curve. The graphs give the percentage of draws rankable, given different 
levels of aggregation for increasing values of e ^ ,  given e ^ O , and, at ’SD’, the percentage rankable by 
the criterion of 20SD. Only the results for a sample size of 500 are given for the last three pairs, as other 
two sample sizes give near-identical results.
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IV.2 Statistical method
Even with the largest sample size, the probability of ranking samples drawn from the 
two identical distributions is 12-14% using 20SD and 43-51% using e-dominance with bounds 
of zero and five. These unacceptably high sizes even when the dominance criterion is demanding, 
the data disaggregated and the sample size large answer the first question posed in IL4: there is 
a need for basing inferences of dominance on a statistical footing.15 This sub-section looks at 
both the intersection-union (IU) and union-intersection (UI) methods in relation to both 20SD 
(IV.2.1) and e-dominance (IV.2.2). IV.2.3 examines the shape of the test statistics. The extension 
to the IU method introduced in n.4, concerning dominance over endogenous bounds, is considered 
in IV.2.4. Since only variances (and not covariances) need to be estimated, and since the 
observations are assumed to be unweighted, the actual formulae used for the test statistics are 
simplified versions of those given in Section II of Chapter Two: see (28) and (31) for the deficit 
curve, (49) and (53) for the GL curve and (13) and (14) for e-dominance. Table 5 below 
summarizes the conclusions reached in relation to the seven areas of investigation set out in n.4.
IV.2.1 Second-order stochastic dominance 
IV.2.1.1 Union-intersection method
The UI method of BFT and CCT was implemented using both the deficit and the GL 
curves. A range of numbers of ordinates, W, was also used, to see how this choice affects 
performance. The chosen values of W were 5, 10, 20,100 and W^. In the case of the GL curve, 
W ^ N : the curves are evaluated at every sample point. In relation to the deficit curve, is 
equal to the number of sample income values, which is bounded from above by 2N. Where 
W<Wdis, the ordinates were chosen to give the same number of observations between each 
ordinate. This was done in the case of the GL curve by setting the ordinate, xi=pi=iAV. In the case 
of the deficit curve, the ordinate xpy  was chosen so that i/W of the two samples combined had 
an income less than or equal to y. Note that in both cases this results in xw=xmax, but X!>xmin. The 
critical values for the UI method were based on the SMM distribution, as suggested by BFT and 
CCT (see HI.2 of Chapter Two). A list of critical values used is given in Appendix A. All the 
critical values were chosen following BFT and CCT to bound the size of the inference rule at 5% 
in the case in which the null of equality (£~£*Vi) holds (see (91) of Chapter Two ).
15. Note too the much higher size using the 20SD criterion for pair E: 48%.
Table 5 Precis of Results Pertaining to Statistical Inference
Question Answer Implications For details
1. Is there a need for statistical testing? Yes. The probability of attaining a sample ranking for the 
two pairs of identical distributions is 10-20% for 20SD and 
40-50% for e-dominance criterion (bounds of 0 and 5).
Reliance on sample rankings will often 
lead to the spurious inference of 
dominance. Dominance should be analyzed 
as a statistical problem if possible.
Tables 4 
and 9.
2. How do the size of the IU and UI 
methods compare?
The size of the IU method is always below a  (given a 
critical value of ZJ; that of the UI method can range from 
below a  to 1 (given a critical value of CJ.
The advantage of the IU method is that its 
size can be controlled.
Tables 6a, 
6b ,7 and 
9; IV.2.1,2
3. How do the power of the IU and UI 
methods compare?
The IU method’s power is nearly always below the UI’s. 
However, the power of both methods can be low.
The advantage of the UI method is its 
greater power.
Tables 6a, 
6b ,7 and 
9; IV.2.1,2
4. Can the power of the IU method be 
increased by lowering the critical value 
below Za while still controlling size at a?
No, pair E illustrates. The IU method is not in general too 
conservative.
Table 7; 
IV.2 .1.2
5. Can the power of the IU method be 
increased by using the method of 
endogenous bounds while still controlling 
the size?
Yes, size increases to 2a in return for large increases in 
power. Power can also be increased by exogenous 
restrictions on the bounds.
Using the IU method with endogenous 
bounds gives good power compared to the 
UI method, while still enabling size to be 
controlled.
Tables 10a 
to 12b; 
IV.2.4
6 . Does it matter from a statistical 
perspective whether one uses deficit curve 
or generalized Lorenz estimators?
Yes if the UI method is used; no if the IU method is used 
with a lower bound.
If the IU method is used, and a lower 
bound imposed, the choice between GL 
and deficit curves can be made on the 
basis of analytical convenience.
Tables 6a, 
6b ,7 and 
9; IV.2.1,4
7. What problems are caused for the 
different estimators by sensitivity to the 
lower tail?
On account of behaviour at the lower tail, if the IU method 
is usled with the deficit curve, unrestricted 20SD will never 
be inferred; if the UI method is used with the GL curve, 
20SD will often spuriously be inferred. For a pair displaying 
dominance, there is likely to be a loss of power (lower test 
statistics) at low levels of y and p and high values of e, even 
if the two distributions seem to differ most at the lower tail.
Use of low values of p and y and high 
values of e will tend to result in a loss of 
statistical power.
Figures
3.A-3.G;
IV.2.3
146
147
Tables 6 a and 6b contain the results for the deficit curve and GL curve respectively. 
Inference of dominance using the UI method requires the satisfaction of two conditions: one null 
must be rejected, the other must not (see n.3). The second column for each choice of W (headed 
’ND’) gives the proportion of simulated pairs in which at least one null was rejected. The first 
column for each choice of W (marked ’UI’) gives the estimated size or power of the UI method 
for the particular distributions. Since rejection of at least one null is a necessary but not sufficient 
condition for the inference of dominance, the figure in each second column is never lower than 
that in each first. Note that the figure given in the second column can be thought of as giving the 
number of times in which the inference of no dominance is made - see III.2 of the previous 
chapter.
• If the UI method is implemented using GL curves, a lower bound needs to be imposed on the 
first ordinate at which the test statistic is assessed. If not there will be spurious inference of 
dominance when the samples are drawn from identical distributions on account of the tendency, 
explained in the last chapter (Section IV), of the test statistic to be very large when p is very 
small. For example, the size is never less than 15% in the first two pairs, though it should never 
be greater than 5%. This problem can be solved by reducing W: since the ordinates are 
symmetrically placed, a lower total number implies a higher first ordinate. In fact, the problem of 
spurious rejection can be avoided by the imposition of even a very low bound. For example, with 
a sample size of 500, setting W=100 removes the problem, even though there will only be 10 
observations (5 from each sample) below the first ordinate. For the remainder of this discussion, 
references to GL curves will be for W<100 only.
• Different conclusions can follow depending on whether the deficit curve or the GL curve is used. 
The percentages in the ’ND’ columns are never higher using the deficit curve than the GL curve, 
indicating that the GL estimators on average lead to higher maximum teststatistics. The difference 
in performance falls as W falls, which is consistent with the biggest differences between the two 
estimators arising at the lower tail.
• The size of the UI method is well below the nominal 5% level in the cases in which the 
distributions are identical. However, for reasons given in the previous chapter (III.2), this 
probability can rise sharply in cases in which the distributions cross. Even when the crossing is 
a clear one, as in pair C, there is a tendency to infer dominance. The size for this pair is at least 
13% and at most 76%, depending on the combination of curve, sample size and size of W. The 
size is even higher in pairs D and E characterized by slight crossings. The minimum size for D 
is 9% and for E 49%, but the maximum in both cases is 100%. This finding can be compared with
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the conclusion of CCT that, using the UI method, if the dominance curves cross "the probability 
of rejecting in favour of dominance can be high, especially in small samples" (p.22). CCT 
accordingly recommend sample sizes of at least 90 observations for the analysis of 20SD. 
However, this study illustrates that the probability of spurious inference of dominance may be high 
even with a much larger sample size. Indeed, for any finite sample size, it will be possible to find 
dominance curves which result in a size close to 1-a, since one can always find pairs of 
distributions which generate sample dominance curves such that one curve significantly dominates 
at at least one point and is also dominated at some other point, but nowhere significantly. The 
results also suggest that the problem of large size may become worse as the sample size is 
increased before it becomes better. A good example is provided by pair C, with, say, W=5 and 
using the GL curve. With N=500, the probability of inferring dominance is 41%. This increases 
to 76% when N increases to 2000. But then it falls when N is increased further to 4000, back to 
51%. What is happening here is that for low sample sizes neither null is rejected. But then as the 
sample size increases one moves from rejecting neither null to rejecting only one, thus leading to 
the inference of dominance. The sample size needs to be increased still further to result in both 
nulls being rejected and a reduction in size.
• The impact of changing the number of ordinates on the performance of the test is mixed. CCT 
recommend using six ordinates for the inference of 20SD to minimize the probability of inferring 
dominance when curves cross (pp. 20-21). However, there is no evidence to suggest that setting 
W=5 gives a better performance in this regard than giving it a higher value of 10,20 or even 100. 
It does for pair E, but for pairs C and D the highest size is obtained at this lowest level of W.
• The power of the UI method seems high (above 90%) except in the case of pair G if the smallest 
sample size is used, when it falls to between 28 and 60% depending on the curve used and the 
size of W.
Table 6a Union-intersection Method: 20SD using deficit curves
ID Popn _____-N---------- ------100 ------- 20 ____ _ ------- 10 .. — — — _ ........... 5 - — — — — —
S i z e
UI ND UI ND UI ND UI ND UI ND
A 1 F=F* 0 . 1 0 . 1 0 . 1 0 . 1 1 . 3 1 . 3 2 . 4 2 . 4 3 . 8 3 . 8
A_2 0 . 2 0 . 2 0 . 2 0 . 2 1 . 0 1 . 0 1 . 4 1 . 4 2 . 8 2 . 8
A_3 0 . 4 0 . 4 0 . 3 0 . 3 1 . 7 1 . 7 2 . 2 2 . 2 3 . 0 3 . 0
B_1 ii *1 * 0 . 3 0 . 3 0 . 3 0 . 3 1 . 3 1 . 3 2 . 4 2 . 4 2 . 9 2 . 9
B_2 0 . 1 0 . 1 0 . 1 0 . 1 1 . 2 1 . 2 2 . 4 2 . 4 . 2 . 6 2 . 6
B_3 0 . 4 0 . 4 0 . 4 0 . 4 1 . 7 1 . 7 2 . 1 2 . 1 3 . 0 3 . 0
C_1 FXF* 13 . 1 1 3 . 1 1 3 . 0 1 3 . 0 2 5 . 4 2 5 . 8 3 3 . 4 3 4 . 2 4 0 . 6 4 1 . 3
C_ 2 7 6 . 0 9 1 . 4 7 6 . 0 9 1 . 1 7 0 . 3 9 6 . 9 6 8 . 2 9 8 . 7 7 5 . 5 9 8 . 9
C_3 4 7 . 4 100 4 8 . 3 100 3 3 . 8 100 3 4 . 8 100 5 0 . 8 100
D 1 FXF* 7 5 .  6 7 5 . 9 7 5 . 5 7 5 . 8 8 6 . 4 8 7 . 1 9 1 . 1 9 1 . 3 9 3 . 4 93 . 4
D_2 6 3 . 0 100 6 5 . 9 100 8 6 . 4 100 9 9 . 7 100 100 100
D_3 8 . 7 100 1 1 . 4 100 6 1 . 0 100 9 8 . 3 100 100 100
E_1 FXF* 4 8 . 9 4 8 . 9 4 8 . 1 4 8 . 1 6 7 . 6 6 7 . 6 6 5 . 6 6 5 . 6 5 1 . 4 5 1 . 4
E_2 100 100 100 100 9 9 . 9 100 9 9 . 8 100 9 9 . 7 9 9 . 7
E_3 100 100 100 100 100 100 100 100 9 9 . 9 100
Power
UI ND UI ND UI ND UI ND UI ND
F_1 FDF* 9 4 . 3 9 4 . 3 9 4 . 2 9 4 . 2 9 8 . 4 9 8 . 4 9 8 . 8 9 8 . 8 9 8 . 8 9 8 . 8
F_2 100 100 100 100 100 100 100 100 100 100
F_3 100 100 100 100 100 100 100 100 100 100
G_1 FDF* 2 8 . 2 2 8 . 2 2 8 . 1 2 8 . 1 4 6 . 9 4 6 . 9 5 4 . 3 5 4 . 3 5 9 . 8 5 9 . 8
G_2 9 7 . 3 9 7 . 3 9 7 . 3 9 7 . 3 9 9 . 1 9 9 . 1 9 9 . 5 9 9 . 6 9 9 . 4 9 9 . 9
G 3 9 9 . 8 9 9 . 9 9 9 . 8 9 9 . 9 9 9 . 3 9 9 . 9 9 9 . 2 9 9 . 9 9 8 . 8 9 9 . 9I
Notes: 1. For the first two columns, see the introduction to Section IV. The figures given under the heading ’Size’ and sub-heading ’UI’ are the percentage of cases in which
dominance was inferred. Those given under the heading ’Power’ and sub-heading ’UI’ are the percentage in which the correct inference of dominance was made. Those under the 
sub-heading ’ND’ give the percentage of cases in which at least one null was rejected (either max(Z,)>Ca or mintZ^c-CJ. One and only one null must be rejected for dominance 
to be inferred.The sub-headings ’N’, ’100’, ’20’, ’10’ and ’5’ refer to the number of ordinates used to conduct the tests. See the text for more details.
2. The critical values used are given in Table A.l of Appendix A. They were chosen, following BFT and CCT, to ensure the asymptotic probability of inference of 
dominance given identical dominance curves was no more than 5%.
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Table 6b Union-Intersection Method: 20SD using generalized Lorenz curves
ID Popn -------- N- -------- -------100 -------- -------- 20 -------- -------- 1 0 --------- -------- 5 - --------
S i z e
UI ND UI ND UI ND UI ND UI ND
A_1 F=F* 1 6 . 9 1 6 . 9 2 . 9 2 . 9 2 . 2 2 . 2 2 . 7 2 . 7 4 . 0 4 . 0
A 2 1 7 . 8 1 7 . 9 0 . 7 0 . 7 1 . 2 1 . 2 1 . 5 1 . 5 2 . 9 2 . 9
A_3 2 1 . 4 2 1 . 4 0 . 4 0 . 4 1 . 7 1 . 7 2 . 2 2 . 2 3 . 0 3 . 0
B_1 ii * 19 .  6 1 9 . 7 3 . 0 3 . 0 2 . 1 2 . 1 2 . 4 2 . 4 3 . 1 3 . 1
B_2 1 8 . 2 1 8 . 2 0 . 1 0 . 1 1 . 4 1 . 4 2 . 5 2 . 5 ' 2 . 6 2 . 6
B_3 2 1 . 3 2 1 . 3 0 . 4 0 . 4 1 . 7 1 . 7 2 . 1 2 . 1 3 . 0 3 . 0
C_1 FXF* 3 5 . 5 3 7 . 7 2 0 . 5 2 0 . 7 2 7 . 0 2 7 . 7 3 4 . 0 3 5 . 3 4 1 . 4 4 2 . 1
C_2 5 5 . 6 9 4 . 7 7 2 . 1 9 1 . 9 6 8 . 4 9 7 . 0 6 7 . 3 9 8 . 9 7 5 . 2 9 8 . 9
C_3 3 1 . 0 100 4 4 . 3 100 3 2 . 5 100 3 4 . 4 100 5 0 . 3 100
D_1 FXF* 5 0 . 7 88 .  6 6 7 . 9 8 1 . 3 8 5 . 8 8 7 . 7 9 0 . 9 9 1 . 2 9 3 . 3 9 3 . 3
D_2 8 . 0 100 4 0 . 2 100 8 5 . 3 100 9 9 . 7 100 100 100
D_3 0 . 5 100 6 . 3 100 6 1 . 3 100 9 8 . 3 100 100 100
E_1 FXF* 9 3 . 1 9 3 . 2 8 4 . 0 8 4 . 0 7 7 . 4 7 7 . 5 6 9 . 5 6 9 . 5 5 2 . 9 5 2 . 9
E_2 100 100 100 100 9 9 . 9 100 9 9 . 8 100 9 9 . 7 9 9 . 7
E_3 100 100 100 100 100 100 9 9 . 9 100 9 9 . 9 100
Power
UI ND UI ND UI ND UI ND UI ND
F_1 FDF* 9 9 . 5 9 9 . 5 9 8 . 4 9 8 . 4 9 8 . 8 9 8 . 8 9 8 . 9 9 8 . 9 9 8 . 8 9 8 . 8
F_2 100 100 100 100 100 100 100 100 100 100
F_3 100 100 100 100 100 100 100 100 100 100
G_1 FDF* 5 7 . 1 5 7 . 4 4 4 . 8 4 4 . 8 5 2 . 1 5 2 . 1 5 6 . 5 5 6 . 5 6 0 . 9 6 0 . 9
G_2 9 8 . 2 9 8 . 5 9 7 . 7 9 7 . 7 9 9 . 4 9 9 . 4 9 9 . 5 9 9 . 6 9 9 . 4 9 9 . 9
G 3 9 9 . 5  1 100 9 9 . 9 100 9 9 . 4 100 9 9 . 3 100 9 8 . 9 100
Notes: See the notes to Table 6a.
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IV.2 .1.2  Intersection-union method
Tables 7 and 8 contain the results of applying the IU method using both the deficit and 
GL curves. Dominance is required over the entire range of the curves (in Table 7), which 
corresponds to welfare 20SD, and then in relation to bounds (in Tables 7 and 8) corresponding 
to y-restricted and p-restricted welfare 20SD. The critical value was chosen by bounding both the 
Type I and I* inference probabilities by oc=.05, resulting in Za=1.65. The IU method, as defined 
in II.3, requires a minimum test statistic greater than Z0 for it to be inferred that FDF*. It was 
implemented, as recommended in Chapter Two, III.4, with W equal to the number of sample y 
or p values in the range of interest. Hence X j-x^ and x^=xm!a. In Table 7, only lower bounds are 
used. Four different lower bounds were chosen to analyze restricted dominance. In the case of the 
GL curve, in which xmin=pmjn, these were set equal to 1%, 5%, 10% and 20%. Using the deficit 
curve, so that xmiD=ymiD, the lower income bounds were chosen so that, respectively, 1% 5%, 10% 
and 20% of the two samples combined had an income less than or equal the bounds. Strictly 
speaking this means that for each sample we are analyzing a different type of y-restricted welfare 
dominance, since the lower income bound, thus defined (equal, let us say, to y(t%)), will change 
from sample to sample. There are practical advantages, however, in expressing the income bounds 
in this way for the purpose of this simulation exercise. First, the income bounds thus chosen 
should divide up the combined sample in a way which corresponds fairly closely to the division 
using bounds in the space of p, enabling comparison of the deficit and GL curves. Second, as will 
become evident, this method enables us to compare these results with those obtained using 
’endogenous bounds’, given in IV.2.3.
Table 8 uses an upper as well as lower bound on y and p. The upper bound is selected 
in the same way as the lower bound for Table 7. Tables 7 and 8 are arranged in the standard way. 
Note that the results from pair D are split between the two size and power sections of the tables. 
Excluding the left tail by setting xmin>y(20%) for the deficit curve and xmin>20% for the GL curve 
results in dominance by F. For the lower bounds used, no ranking is possible.
• If deficit curves are used in conjunction with the IU method, they need to be bounded from 
below or dominance will never be inferred. This is because, as shown in Chapter Two, Section 
IV, the value of the first test statistic tends to approach unity as N becomes large. Again the 
imposition of a very low bound removes this problem. In Pair F, for example, the power increases 
from 0 for the criterion of unrestricted 20SD to 70% when xmin=y(l%), putting only 10 
observations below the lower bound. From now on, references to deficit curve will be for 
Xmin—y(l%)*
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• With this exception, it makes no difference whether the deficit or GL curve is used. They give 
very similar results - to within one percentage point This is not surprising in the cases of no 
dominance, since here both curves would be expected to display test statistics of value zero. It is 
more striking that the power values are so similar.
• Although we know from theory that the size of the IU method is asymptotically bounded by 2a 
(see II.4), in fact it is never above a  and often well below.
• However, one cannot conclude that a lower critical value than Za can be used while maintaining 
the size at a. Pair E illustrates. In all the restricted dominance cases, the size is never less than 
4.4% and reaches as high as 4.8%. (All these cases of inference are Type I errors.) In many cases, 
the actual size will be well below a, but one cannot rule out the possibility that it will be 
arbitrarily close to a.
• The power of the IU method seems to be below that of the UI method. This is true for pair F 
characterizing strong dominance, though only for the smallest sample size. It is also of course true 
in the case of pair G where the dominance curves touch but do not cross. In this case, the power 
of the IU method is bounded from above by a , as shown in Chapter Two, III.3 and as borne out 
in Table 7.
• Use of restricted dominance can increase the power of the IU method. This is particularly 
dramatic with pair G and the largest sample size, where reducing the upper bound from 99 to 80% 
increases the power from 14 to 97%. The size of the method seems little affected however.
Table 7 Intersection-union Method: Unrestricted and Restricted 20SD, with Lower Bounds Only
. ID Popn --------- Dei : i c i t  Cuj:v e s ----- - G e n e r a l i s :ed  L o re n z C u rv e s -
S iz e
20SD >1% >5% >10% >20% 20SD >1% >5% >10% >20%
A_1 F=F* 0 . 0 0 . 2 0 . 4 0 . 5 1 . 2 0 . 2 0 . 2 0 . 4 0 . 5 1 . 2
A 2 0 . 0 0 . 1 0 . 3 0 . 7 1 . 1 0 . 1 0 . 1 0 . 3 0 . 7 1 . 1
A_3 0 . 0 0 . 1 0 . 4 0 . 5 0 . 8 0 . 0 0 . 1 0 . 4 0 . 5 0 . 8
B_1 F=F* 0 . 0 0 . 1 0 . 5 1 . 1 1 . 7 0 . 1 0 . 1 0 . 5 1 . 2 1 . 7
B_2 0 . 0 0 . 0 0 . 2 0 . 3 0 . 7 0 . 0 0 . 0 0 . 2 0 . 3 0 . 7
B_3 0 . 0 0 . 3 0 . 3 0 . 7 1 . 4 0 . 0 0 . 3 0 . 3  ■ 0 . 7 1 . 4
C_1 FXF* 0 . 0 0 . 0 0 . 1 0 . 2 0 . 7 0 . 0 0 . 0 0 . 1 0 . 2 0 . 7
C 2 0 . 0 0 . 0 0 . 0 0 . 0 0 . 1 0 . 0 0 . 0 0 . 0 0 . 0 0 . 1
C_3 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0
D_1 FXF* 0 . 0 0 . 0 0 . 7 4 . 0 . 0 . 0 0 . 0 0 . 7 4 . 0
D 2 0 . 0 0 . 0 0 . 0 2 . 8 0 . 0 0 . 0 0 . 0 3 . 1
D_3 0 . 0 0 . 0 0 . 0 1 . 8 • 0 . 0 0 . 0 0 . 0 1 . 8 .
E_1 FXF* 0 . 0 4 . 2 4 . 7 4 . 8 4 . 8 3 . 8 4 . 3 4 . 5 4 . 5 4 . 5
E 2 0 . 0 4 . 4 4 . 4 4 . 4 4 . 4 4 . 3 4 . 4 4 . 4 4 . 4 4 . 4
E_3 0 . 0 4 . 4 4 . 4 4 . 4 4 . 4 4 . 4 4 . 4 4 . 4 4 . 4 4 . 4
Pow er
20SD >1% >5% >10% >20% 20SD >1% >5% >10% >20%
D_1 FDF* # 2 4 . 7 2 4 . 9
D_2 6 2 . 2 . # m 6 3 . 7
D_3 . . • • 8 6 . 3 • • • • 8 7 . 1
F_1 FDF* 0 . 0 6 8 . 2 7 1 . 0 7 1 . 0 7 1 . 0 6 6 . 9 6 9 . 5 7 1 . 1 7 1 . 1 7 1 . 1
F_2 0 . 0 9 9 . 8 9 9 . 8 9 9 . 8 9 9 . 8 9 9 . 6 9 9 . 8 9 9 . 8 9 9 . 8 9 9 . 8
F_3 0 . 0 , 100 100 100 100 9 9 . 9 100 100 100 100
G_1 FDF* 0 . 0 1 . 7 4 . 3 4 . 7 4 . 9 1 . 8 2 . 0 4 . 3 4 . 7 4 . 9
G_2 0 . 0 4 . 7 4 . 9 4 . 9 4 . 9 3 . 3 4 . 6 4 . 9 4 . 9 4 . 9
G_3 0 . 0 4 . 9 4 . 9 4 . 9 4 . 9 3 . 3 5 . 0 5 . 0 5 . 0 5 . 0
Notes: 1. For the first two columns, see the introduction to Section IV. The figures given under the heading ’Size’ (’Power’) are the percentage of cases in which dominance was
wrongly (correctly) inferred. The sub-headings ’20SD’ ’>1%’ etc. refer to the presence and positioning of the lower bound. See the text for more details.
2. The critical value used was 1.65, chosen to ensure that the Type I and I* inference error asymptotic probabilities were no more than 5% each.
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Table 8  Intersection-Union Method: Restricted 20SD, Lower and Upper Bounds
ID Popn  D e f i c i t  Cu r v e s -----------------  G e n e r a l i z e d  Lorenz Curves
S i z e
1-99% 5-95% 10-90% 20-80% 1-99% 5-95% 10-90% 20-80%
A_1 F=F* 0 . 2 0 . 5 1 . 2 2 . 7 0 . 2 0 . 5 1 . 2 2 . 7
A_2 0 . 2 0 . 5 1 . 0 2 . 3 0 . 2 0 . 5 1 . 0 2 . 3
A_3 0 . 1 0 . 7 1 . 2 2 . 4 0 . 1 0 . 7 1 . 2 2 . 4
B_1 F=F* 0 . 1 0 . 6 1 . 6 2 . 7 0 . 1 0 . 7 1 . 6 2 . 6
B_2 0 . 1 0 . 5 1 . 1 2 . 5 0 . 1 0 . 5 1 . 1 2 . 5
B_3 0 . 3 0 . 3 1 . 0 2 . 3 0 . 3 0 . 3 1 . 0 2 . 3
C_1 FXF* 0 . 0 0 . 3 0 . 4 1 . 0 0 . 0 0 . 3 0 . 4 0 . 9
C_2 0 . 0 0 . 0 0 . 0 0 . 1 0 . 0 0 . 0 0 . 0 0 . 1
C_3 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0
D_1 FXF* 0 . 0 0 . 7 4 . 0 0 . 0 0 . 7 4 . 0 .
D_2 0 . 0 0 . 0 2 . 8 0 . 0 0 . 0 3 . 1
D_3 0 . 0 0 . 0 1 . 8 • 0 . 0 0 . 0 1 . 8 •
E_1 FXF* 4 . 2 4 . 7 4 . 8 4 . 8 4 . 3 4 . 5 4 . 5 4 . 7
E_2 4 . 4 4 . 4 4 . 4 4 . 4 4 . 4 4 . 4 4 . 4 4 . 4
E_3 4 . 4 4 . 4 4 . 4 4 . 5 4 . 4 4 . 4 4 . 4 4 . 5
Power
1-99% 5-95% 10-90% 20-80% 1-99% 5-95% 10-90% 20-80%
D_1 FDF* . . 2 4 . 7 # 2 4 . 9
D_2 # 6 2 . 2 # 6 3 . 7
D_3 • • • 8 6 . 3 . . • 8 7 . 1
F_1 FDF* 7 4 . 6 8 4 . 1 8 8 . 2 9 4 . 1 7 5 . 9 8 4 . 1 8 8 . 1 9 4 . 1
F_2 9 9 . 9 100 100 100 9 9 . 9 100 100 100
F_3 100 100 9 9 . 9 100 100 100 100 100
G__l FDF* 3J 7 1 2 . 3 2 0 . 6 3 7 . 2 4 . 1 1 2 . 2 2 0 . 4 3 6 . 7
G_2 9 . 6 2 8 . 7 5 1 . 8 8 2 . 5 9 . 4 2 8 . 5 5 1 . 5 8 2 . 3
G_3 1 4 . 0 4 5 . 3 7 5 . 4 9 6 . 9 1 3 . 9 4 5 . 1 7 5 . 1 9 6 . 9
Notes: 1. For the first two columns, see the introduction to Section IV. The figures given under the heading ’Size’ (’Power’) are the percentage of cases in which dominance was
wrongly (correctly) inferred. The sub-headings ’ 1-99%’ etc. refer to the presence and positioning of the lower and upper bounds. See the text for more details.
2. The critical value used was 1.65, chosen to ensure that the Type I and I* inference error asymptotic probabilities were no more than 5% each.
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IV.2.2 E-dominance
E-dominance tests were conducted using 5 different bounds on e: 0-5, .5-5,1-5,0-4 and 
0-3. These were evaluated at intervals of e of .1. Both methods, IU and UI, were utilized. Critical 
values were chosen in the same way as for the tests for stochastic dominance. Those for the UI 
method are given in the Appendix. That for the IU method was again 1.65. Table 9 reports the 
results of both methods, as well as those which would follow if inferences were based purely on 
sample outcomes.
As we saw in the aggregation graphs, in the case in which the underlying distributions 
are identical, if inferences are based simply on sample outcomes there is a much greater tendency 
to infer e-dominance than there is to infer 20SD. For a sample of 500, and with e bounded by 
zero and five, the probability is greater than 50%, whereas for 20SD it is around 20%. Hence, if 
e-dominance is used, there is an increased need for statistical testing.
The two test methods display, in general, the same features as described earlier, but note 
that Table 9 provides an exception to the generalization established in relation to testing for 20SD 
that the UI method has greater power than the IU method. Again, we see that this is generally the 
case. But in pair E, with a sample size of 500, the IU method has greater power, except for bounds 
of 0 and 5.
Table 9 E-dominance: Sample, Union-intersection and Intersection-union Results
ID Popn ---------S am p le - -U n io n - I n t e r s e c t lo n - -------- I n t e r s e c t io n - -U nion-
■ S iz e
0 -5 .5 - 5 1 -5 0 -4 0 -3 0 -5 .5 - 5 1 -5 0 -4 0 -3 0 -5 .5 - 5 1 -5 0 -4 0 -3
A_1 F=F* 4 6 . 7 5 1 . 3 5 6 . 9 52.  0 6 1 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 1 0 . 5 0 . 7 1 . 1 1 . 2 1 . 9
A_2 4 3 . 4 4 7 . 1 5 3 . 0 4 9 . 5 59.  0 0 . 2 0 . 3 0 . 1 0 . 3 0 . 5 0 . 4 0 . 7 1 . 0 0 . 6 1 . 8
A_3 4 3 . 1 4 7 . 1 5 1 . 1 4 9 . 5 60.  0 0 . 6 0 . 5 0 . 4 0 . 7 0 . 8 0 . 2 0 . 6 0 . 6 0 . 8 1 . 4
B_1 F=F* 5 4 . 7 5 7 . 5 6 1 . 8 6 1 . 0 6 9 . 2 0 . 3 0 . 3 0 . 3 0 . 4 0 . 4 0 . 7 1 . 0 1 . 4 1 . 3 2 . 3
B_2 5 2 . 5 5 6 . 2 6 0 . 2 5 8 . 8 6 8 . 3 0 . 1 0 . 1 0 . 1 0 . 1 0 . 3 1 . 1 1 . 6 1 . 9 1 . 6 2 . 8
B_3 5 1 . 3 5 5 . 1 5 8 . 4 5 9 . 1 6 8 . 4 0 . 3 0 . 3 0 . 4 0 . 3 0 . 5 1 . 1 1 . 2 1 . 6 1 . 5 2 . 8
C_1 FXF* 1 2 . 7 1 4 . 5 1 9 . 3 1 5 . 1 24 .  0 1 5 . 1 8 . 9 3 . 9 1 6 . 2 1 7 . 7 0 . 2 0 . 2 0 . 3 0 . 3 0 . 9
C_2 1 . 0 1 . 0 1 . 3 1 . 1 4 . 6 8 4 . 4 7 0 . 0 3 4 . 3 8 4 . 4 8 8 . 8 0 . 0 0 . 0 0 . 0 0 . 0 0 . 1
C_3 0 . 5 0 . 5 0 . 5 0 . 5 2 . 3 7 5 . 4 7 6 . 0 7 2 . 7 7 3 . 7 8 7 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 1
D_1 FXF* 2 0 . 5 2 0 . 5 2 0 . 5 9 7 2 . 5 7 2 . 2 6 8 . 1 . 3 .1 3 . 1 3 . 1 .
D_2 5 . 5 5 . 5 5 . 5 9 9 . 9 9 9 . 9 9 9 . 8 . 0 . 1 0 . 1 0 . 1
D_3 0 . 8 0 . 8 0 . 8 ■ . 9 7 . 0 9 6 . 8 96.  6 • • 0 . 0 0 . 0 0 . 0 • •
Pow er
0 -5 .5 - 5 1 -5 0 -4 0 -3 0 -5 .5 - 5 1 -5 0 -4 0 -3 0 -5 .5 - 5 1 -5 0 -4 0 -3
D_1 FDF* 9 # 5 0 . 6 8 9 . 8 # # 7 4 . 2 7 7 . 1 . . . 8 . 1 3 6 . 9
D_2 . 4 5 . 4 9 9 . 5 . 100 100 7 . 1 8 0 . 9
D_3 • . • 3 9 . 5 100 . . • 9 9 . 9 100 . . . 5 . 0 9 5 . 3
E_1 FDF* 9 5 . 0 9 5 . 0 9 5 . 7 9 5 . 3 9 5 . 3 2 1 . 3 1 7 . 2 1 6 . 5 2 3 . 4 2 7 . 3 18.  0 1 8 . 0 1 8 . 7 2 8 . 2 4 0 . 3
E_2 100 100 100 100 100 9 7 . 9 9 6 . 9 9 7 . 0 9 8 . 6 9 8 . 9 3 6 . 7 3 6 . 7 3 6 . 7 5 7 . 4 8 2 . 2
E_3 9 9 . 9 9 9 . 9 9 9 . 9 9 9 . 9 9 9 . 9 9 9 . 9 9 9 . 8 9 9 . 8 9 9 . 9 9 9 . 9 4 0 . 2 4 0 . 2 4 0 . 2 6 1 . 2 8 9 . 0
F_1 FDF* 9 9 . 1 9 9 . 9 100 9 9 . 1 9 9 . 1 9 5 . 5 9 6 . 2 9 6 . 6 9 6 . 6 9 6 . 9 6 6 . 6 8 3 . 3 9 0 . 4 7 1 . 3 7 2 . 3
F 2 100 100 100 100 100 100 100 100 100 100 9 8 . 3 9 8 . 4 9 8 . 4 9 9 . 9 9 9 . 9
F_3 100 100 100 100 100 100 100 100 100 100 9 9 . 4 9 9 . 4 9 9 . 4 100 100
G_1 FDF* 5 0 . 9 7 2 . 3 8 7 . 1 5 2 . 1 5 2 . 3 2 0 . 9 2 1 . 8 2 2 . 9 2 2 . 9 2 5 . 0 3 . 3 1 0 . 9 2 3 . 3 4 . 6 5 . 6
G_2 50.  0 8 8 . 8 9 9 . 0 5 0 . 0 5 0 . 0 9 5 . 4 9 5 . 7 9 5 . 7 9 5 . 7 9 6 . 0 5 . 0 3 1 . 2 7 2 . 3 5 . 1 5 . 1
G_3 5 1 . 1 9 5 . 1 9 9 . 6 5 1 . 1 5 1 . 1 9 9 . 8 9 9 . 9 9 9 . 9 9 9 . 8 9 9 . 8 4 . 8 5 1 . 0 9 2 . 0 4 . 9 4 . 9
Notes: 1. For the first two columns, see the introduction to Section IV. The figures given under the heading ’Size’ (’Power’) are the percentage of cases in which dominance was
wrongly (correctly) inferred. The first-level sub-headings refer to the cases in which, respectively, inferences are based on sample outcomes, the union-intersection method, and the 
intersection-union. The second-level sub-headings refer to the bounds on e over which dominance is sought.
2. Appendix A gives the critical values used for the UI method. Za=1.65 was used for the IU method. See the notes to Tables 6  and 7 for the choice of critical values.
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IV.23 The shape of the test statistics
Many of the results given so far can be surmised from the set of Figures 3. A to 3.G. The 
three graphs making up each of these figures give the average test statistic for 100  draws in each 
round for different values of y, in the case of the deficit curve, p, in the case of the GL curve, and 
e, in the case of the e-dominance curves. Since the sensitivity of the test statistic to the lower tail 
is of particular interest, the average is given both for the 100  as a whole and for the two sub­
groups defined by having a test-statistic which is, respectively, negative or positive at the, 
respectively, minimum income level, minimum value of p or maximum value of e .16 To save 
space, only the graphs for the middle sample size, 2 0 0 0 , are shown.
• It is striking how similar, except at very low values of y and p, the average test statistic curves 
for the different criteria are in magnitude and slope within each pair (i.e. within each row of three 
graphs). The exception is pair E, which is characterized by e-dominance but not by 20SD .17
• These graphs show the tendency, already noted, of the GL estimator to take a large value for low 
p and for the deficit estimator to equal (plus or minus) one for low y. The graphs are also useful 
for addressing the question raised in n.4 of whether there is a loss of power as more weight is 
given to the lower tail, that is, as e increases and y and p fall. The shape of the test statistic of 
course depends on the underlying distribution. Nevertheless, for pairs F and G, where there is 
dominance, the test statistic first rises and then falls in absolute value as e falls and as y and p 
increase (I exclude here the initial sharp fall in the value of the GL test statistic). This is surprising 
since one would think that the distributions in these two pairs differed most at the lower tail, so 
that the statistical differences between them should be greater the more weight given to the lower 
tail. (The distributions in pair F differ by a shift factor, while those in pair G have the same mean, 
but different CV’s.) At least for rankable distributions, then, there does seem to be a tendency for 
the test statistic to begin to fall if y or p become small enough or e large enough. This could make 
the inference of dominance more difficult, although it does not seem here to have a strong 
influence on the results reported. These findings are in accordance with those of Preston (1992), 
quoted earlier, who found that the statistical implications of the choice of evaluation function 
"depend[s] upon the nature of the ... differences" between the distributions under investigation 
(p.7). but that there was "slight evidence th a t... concavity in welfare functions may be costly in
16. In addition, these two sub-groups are constrained to include at least 5 draws. If not, they are not drawn, 
as it becomes too difficult to tell apart the lines.
17. In pairs C, E, F and G, the second derivative of the deficit curve average test statistic is the negative 
of the GL curve test statistic.
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terms of lost efficiency" (p.9). (Increased concavity corresponds in this context to increased 
sensitivity to the lower tail.)
Figures 3.A-3.G Average Test Statistics (for 100 rounds, S.Size=2000) 
Figure 3.A Identical, High Inequality
E—dom inance Curves Generalized Lorenz Curves Deficit Curves
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Figure 3.B Identical, Low Inequality
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Figure 3.C Clear Single Crossing
E—dom inance Curves Generalized Lorenz Curves Deficit Curves
- 1 -
-2
-3
-5-S 4 03 2 1
-1
-2
-3 -
-4
-y
0.6 O B 1J0a o 02 200 3 0 0 4 0 00 100
C u r m J a tV e  P ro p o r t io n  a t  P o p u la t io n
Notes for Figures 3.A to 3.G: The test statistics are derived by substituting the various formulae given in 
Chapter Two, Section II into the formula for Z, given in Chapter Two, III. 1. A positive value for the test 
statistic indicates dominance by F, negative dominance by F \ If only one line is shown it is the average test 
statistic for 100 draws. If there are three lines, the additional two are averages for sub-groups (drawn if they 
each include at least five draws) based on the sign of the test-statistic at the initial value of x (y, p or e). 
See the text for further details.
159
Figure 3.D Slight Single Crossing
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Figure 3.E Slight Double Crossing
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Figure 3.F Strong Dominance
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Figure 3.G Dominance but no Strong Dominance
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IV.2.4 Dominance with endogenous bounds
The possibility was raised in II.4 of searching for dominance between bounds not pre­
specified but chosen after inspection of the data. It was argued then that, to control the probability 
of spurious inference of dominance, a minimum length requirement, L, could be specified which 
the bounds had to satisfy - see (5). To make the problem manageable a maximum of one 
significant range per sample pair was allowed. This, as it turns out, is hardly restrictive, since the 
minimum length turns out to be of a size which makes it highly unlikely that where could be more 
than one significant range. Let
dj=d(x1j)-d(x2j) where far x^ x^ x^  either Zj>Za Vi ar Zj<-ZB Vi
d*=max(d1,...dJ)
For e-dominance and GL curves, the function dj was assumed to be linear in e and p respectively. 
But for deficit curves, distance was measured, as before, in terms of the coverage of combined 
observations (arranged in ascending order of income). Then, to prevent dominance being found 
over more than one range, L was chosen to be the maximum of d* and L \ where L* is some 
exogenously specified bound. If d*>L*, then dominance was inferred over the range L*. The 
problem then reduced to one of choosing L*. Experimentation suggested lengths of 40 to 50% for 
20SD, and of 2 and 2.5 for e-dominance.
Results using these bounds are shown in three sets of tables, 10a and b, 11a and b, and 
12a and b, referring respectively to analysis using the GL, deficit and e-dominance curves. The 
’a’ tables give the size of the tests for those pairs where the population dominance curves are 
identical or cross. The ’b’ tables give the power results. Making the bounds endogenous increases 
the number of cases for which power statistics exist. Wherever the population dominance curves 
cross, for some range FDF* and for some range F*DF. However, I only give the power of the tests 
in relation to the hypothesis that F*DF for pair C. For the other pairs for which it is true that F*DF 
for some range (pairs D and E in relation to the deficit and GL curves and pair D in relation to 
e-dominance), the ranges are too small to be picked up by this method. The power tables show 
over which range the different distributions dominate. This information is given under the sub­
heading ’Population’. The column under this sub-heading headed ’Lgth’ gives the distance or 
length over which population dominance obtains, whether in terms of p (Table 10), coverage of 
combined populations (Table 11) or e (Table 12). (Note that in Tables 10 and 11, the ’Lgth’ 
columns are expressed as percentages.) The next two columns ’Max’ and ’Min’ give the maximum 
and minimum points of dominance. In 10 and 12, the length is simply the maximum minus the 
minimum bound, but not in 11 , since the bounds are given in terms of income and the length in 
terms of coverage of the combined populations. Note that for pair E, and Tables 10b and lib ,
there are two entries in the ’Population’ columns due to the double crossing.
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The key result-containing columns in each table are those marked, respectively, ’Size’ 
and ’Power’. Additional columns give the average length of the range over which dominance is 
inferred (’Lgth’), the standard deviation of this length (’StdD’) and the average maximum and 
minium bounds (’Max’ and ’Min’). In addition, in the power tables, a further column ’Total’ is 
given. This reports the total number of cases in which the length criterion is met, but includes 
those in which the bounds are such as to cause a mistaken inference to be made.18 The size tables 
give the results where L* is set equal to d* - this is the case of ’no length restrictions’ - as well 
as for L* equal to 40 and 50% in the case of the deficit and GL curves and equal to 2 and 2.5 in 
that of the e-dominance curves.
There are five main results.
• The need is evident for the exogenous minimum length requirement, L \ Without such a 
requirement, we would, in the case where the distributions were equal, have a size of upwards of 
50% in the two 20SD cases, and of around 20% in that of e-dominance.
• Imposing a minimum length requirement improves matters greatly. In all the 20SD cases, with 
a length requirement of 40%, the size is below 10% (except in the case of B_3 where it is 10.2%); 
with a length requirement of 50%, the size is below 8 %. In the case of e-dominance, L*=2 gives 
a maximum size of approximately 11%, while L*=2.5 gives one of 8 % .19
• The GL and deficit curves give almost identical results.
• There is a marked increase in power. Round F_l, F being the pair displaying clear dominance, 
illustrates this most clearly in relation to the 20SD criterion. Using an exogenous minimum bound, 
the power of the IU method was 70% (see Table 7). With L*=50%, the power increases to 99%. 
Yet there is very little trade-off in terms of reduced bounds: the average range over which
18. Since the ranges of dominance of the parent populations are calculated by discrete approximations (see 
the notes to Table 2) there is the possibility of error in the calculation of the size and power percentages. 
However, small changes to the bounds were experimented with, and were found not to change the results 
greatly.
19. It is interesting to compare the size of pairs C, D and E in the 20SD tables (10 and 11). Whichever 
constraint and curve are used, pair D has the smallest size of 3-5%. Pair E is slightly higher at 5-7%. This 
is as expected since pair E is characterized by a double crossing, so there is more room for error. Pair C 
has the highest size of all, 7-9%. Since the two distributions of pair C cross in the middle, it is possible to 
infer dominance of either, again increasing the room for error.
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dominance obtains is 96.7%. Clearly, there are many cases in which dominance just slightly fails 
to obtain. This method show that one can do better in such cases than simply recording a verdict 
of no dominance. Pair G provides another illustration. Recall that this is the pair with identical 
means, which results in the IU method having very low power (5% or less) unless an upper bound 
is imposed. Whichever 20SD curve is used, using an endogenous bound (L=50%) gives a great 
boost in power, up to 70% with a sample size of 500, and to 100% with a sample size of 2000 
or 4000. The average length is quite high though: 78%, 8 8 % and 93% in increasing order of 
sample size. Power is also increased for pair D, characterized by a crossing in the lower tail. In 
at least 90% of the simulations, 20SD is correctly inferred. The method is less successful for pair 
E, where there is a double crossing. Since the crossing is further away from either tail, it is more 
difficult to infer dominance subject to a minimum length criterion. However, Table 12b does 
indicate a large increase in power for pair E in relation the e-dominance criterion.
• Both power and the average length of inferred dominance increase with sample size, indicating 
increased accuracy.
It must of course be true that the power increases when endogenous bounds are used, 
at least as long as the range covered by the exogenous bounds is no less than L’. What the tables 
show though is that the purchase of using endogenous bounds on power may be substantial, and 
at little cost in terms of range covered. Endogenous bounds also give greater flexibility, since one 
does not have to choose bounds prior to observation. The cost of this substantial increase in power 
and flexibility is two-fold. First, if there are many samples to be compared, it will become difficult 
to compare results across pairs. Second, there is an increase in size. The results suggest that if use 
is made of a length criterion of 40% in the case of 20SD and 2 in the case of e-dominance, the 
resulting size will be at most approximately 2a. To be on the safe side, which is perhaps 
warranted given the experimental basis of this approach, one might want to replace 40 by 50% 
and 2 by 2.5.
Table 10a Size of Intersection-Union Method using Endogenous Bounds: generalized Lorenz curves
ID Popn  No le n g t h  r e s t r i c t i o n s -----
S iz e L gth StdD Max Min S iz e
A_1 , F=F* 6 4 . 6 1 4 . 7 23 .2 3 1 . 6 1 6 . 9 9 . 0
A_2 6 4 . 4 1 3 . 0 2 2 . 5 2 8 . 7 1 5 . 6 8 . 0
A_3 6 6 . 3 1 2 . 3 2 2 . 2 2 6 . 4 1 4 . 1 7 . 8
B_1 F=F* 6 1 . 0 1 4 . 9 2 4 . 0 3 1 . 0 1 6 . 1 8 . 1
B_2 62.  6 1 3 . 2 2 2 . 4 2 8 . 1 1 4 . 9 7 . 7
B_3 6 6 . 5 1 3 . 7 2 3 . 2 2 7 . 0 1 3 . 3 1 0 . 1
C_1 FXF* 9 .7 5 6 . 7 2 0 . 4 7 7 . 4 2 0 . 7 8 . 7
C_2 8 . 1 5 5 . 8 5 . 6 7 8 . 9 2 3 . 1 8 . 1
C_3 8 . 6 55.  0 4 . 6 7 8 . 5 2 3 . 5 8 . 6
D_1 FXF* 4 .9 8 9 . 1 1 5 . 2 96.  6 7 . 5 4 . 7
D_2 4 . 8 9 0 . 6 1 . 3 100 9 . 4 4 . 8
D_3 4 . 1 9 0 . 0 0 . 8 100 1 0 . 0 4 . 1
E_1 FXF* 1 0 . 0 6 8 . 1 3 2 . 2 9 0 . 8 2 2 . 7 7 . 1
E_2 6 . 2 83.  6 2 7 . 3 9 5 . 5 1 1 . 9 5 . 2
E 3 5 . 8 8 8 . 8 2 2 . 3 9 5 . 0 6 . 2 5 . 2
-L en g th  > 41 
L gth  StdD
3%--------
Max Min S iz e
— L en gth  > 
L gth  StdD
50%------
Max Min
6 5 . 2 1 6 . 7 8 4 . 9 1 9 . 7 6 . 9 7 1 . 2 1 4 . 4 9 0 . 4 1 9 . 2
6 6 . 1 1 6 . 4 8 7 . 7 2 1 . 7 6 . 6 7 0 . 6 1 4 . 4 8 7 . 9 1 7 . 4
6 5 . 8 1 7 . 5 8 8 . 4 2 2 . 6 6 . 3 7 0 . 8 1 5 . 7 9 0 . 9 2 0 . 2
6 9 . 0 1 7 . 0 8 8 . 2 1 9 . 2 6 . 7 7 4 . 0 1 4 . 2 9 0 . 7 1 6 . 7
6 5 . 5 1 7 . 4 8 7 . 5 2 2 . 0 5 . 8 7 2 . 4 1 4 . 3 9 0 . 2 1 7 . 7
6 2 . 7 1 5 . 9 8 5 . 8 2 3 . 0 7 . 2 6 9 . 5 1 3 . 9 8 9 . 0 1 9 . 5
6 2 . 2 1 2 . 3 8 3 . 9 2 1 . 8 7 . 7 6 4 . 1 1 1 . 7 8 8 . 2 2 4 . 1
5 5 . 8 5 . 6 7 8 . 9 2 3 . 1 7 . 3 5 6 . 6 5 . 4 8 2 . 1 2 5 . 5
5 5 . 0 4 . 6 7 8 . 5 2 3 . 5 7 . 7 55.  6 4 . 4 8 1 . 8 2 6 . 2
9 2 . 2 2 . 4 100 7 . 8 4 . 7 9 2 . 2 2 . 4 100 7 . 8
9 0 . 6 1 . 3 100 9 . 4 4 . 8 90.  6 1 . 3 100 9 . 4
9 0 . 0 0 . 8 100 1 0 . 0 4 . 1 9 0 . 0 0 . 8 100 1 0 . 0
8 5 . 1 2 0 . 8 9 3 . 9 8 . 8 6 . 1 9 1 . 6 1 4 . 0 9 4 . 5 2 . 9
9 3 . 6 1 6 . 0 9 7 . 2 3 . 6 4 . 8 9 7 . 6 7 . 8 9 7 . 7 0 . 1
9 5 . 2 1 2 . 2 9 6 . 2 1 . 0 5 . 1 9 6 . 3 9 . 5 9 6 . 4 0 . 1
Table 10b Power of Intersection-Union Method using Endogenous Bounds: generalized Lorenz curves
ID -------Popn------- L ength > 40%- -------- L en gth  > 50%--
L gth Max Min Power T o ta l L gth StdD Max Min Power T o ta l L gth StdD Max Min
C_1 FDF* 5 1 . 0 100 4 9 . 0 5 . 4 1 0 . 4 4 5 . 0 3 . 0 100 5 5 . 0 0 . 3 5 . 3 5 0 . 3 0 . 1 100 4 9 . 7
C_2 * 1 2 . 8 1 7 . 7 4 4 . 1 3 . 1 100 5 5 . 9 1 . 2 6 . 0 5 0 . 4 0 . 3 100 4 9 . 6
C_3 • . • 2 6 . 8 3 0 . 7 4 4 . 7 3 . 0 100 5 5 . 3 1 . 5 5 . 3 5 0 . 6 0 . 2 100 4 9 . 4
C_1 F*DF 4 9 . 0 4 9 . 0 0 . 0 2 . 7 6 . 4 4 3 . 8 2 . 5 4 4 . 7 0 . 9 0 . 0 2 . 7 . . .
C_2 # 8 . 7 1 2 . 2 4 2 . 7 2 . 3 4 3 . 5 0 . 8 0 . 0 2 . 7
C_3 • • • 1 4 . 8 1 9 . 0 4 3 . 8 2 . 6 4 4 . 1 0 . 2 0 . 0 3 . 2 • • - .
D_1 FDF* 8 9 . 0 100 1 1 . 0 9 0 . 9 9 5 . 6 7 0 . 5 1 1 . 1 100 2 9 . 5 8 5 . 7 9 0 . 4 7 2 . 0 9 . 5 100 2 8 . 0
D 2 9 5 . 3 100 8 1 . 2 5 . 0 100 1 8 . 8 9 5 . 3 100 8 1 . 2 5 . 0 100 1 8 . 8
D_3 . .
1 9 5 . 7 100 8 3 . 7 3 . 0 100 1 6 . 3 9 5 . 7 100 8 3 . 7 3 . 0 100 1 6 . 3
E_1 FDF* 6 8 . 0 6 8 . 0 0 . 0 1 5 . 4 2 1 . 2 48.  6 7 . 2 4 9 . 0 0 . 5 5 . 3 1 1 . 1 5 7 . 1 4 . 7 5 7 . 6 0 . 5
E_2 2 4 . 0 100 7 6 . 0 4 5 . 5 5 0 . 2 47.  6 6 . 1 4 7 . 7 0 . 1 1 2 . 3 1 7 . 0 5 5 . 8 4 . 7 5 5 . 9 0 . 1
E_3 . . • 7 2 . 3 7 7 . 3 4 8 . 5 6 . 2 48.  6 0 . 1 2 4 . 5 2 9 . 5 5 5 . 7 4 . 3 5 5 . 8 0 . 1
F_1 FDF* 100 100 0 .0 9 9 . 5 9 9 . 5 9 6 . 5 8 . 1 9 6 . 9 0 . 5 9 9 . 0 99.  0 9 6 . 7 7 . 1 9 7 . 2 0 . 5
F 2 100 100 9 9 . 9 0 . 1 100 0 . 1 100 100 9 9 . 9 0 . 1 100 0 . 1
F_3 . • 100 100 9 9 . 9 0 . 0 100 0 . 1 100 100 9 9 . 9 0 . 0 100 0 . 1
G_1 FDF* 100 100 0 .0 7 4 . 8 7 4 . 8 7 4 . 8 1 6 . 7 7 7 . 8 3 . 0 6 7 . 2 6 7 . 2 7 8 . 2 1 4 . 2 80.  6 2 . 4
G 2 m 100 100 8 7 . 8 9 . 7 8 8 . 1 0 . 3 9 9 . 8 9 9 . 8 8 7 . 8 9 . 6 8 8 . 2 0 . 3
G_3 m 100 100 9 3 . 0 5 . 6 9 3 . 1 0 . 1 100 100 9 3 . 0 5 . 6 9 3 . 1 0 . 1
Notes: See the notes following Table 12b.
Table 11a Size of Intersection-Union Method using Endogenous Bounds: deficit curves
ID Popn -----No le n g t h  r e s t r i c t i o n s ----- ------- - -L e n g th  > 40%-------- --L e n g th  > 50%--------
S iz e L gth StdD Max Min S iz e L gth StdD Max Min S iz e L gth  StdD Max Min
A_ 1 F=F* 4 0 . 9 2 3 . 0 2 5 . 9  210 7 1 . 5 9 . 0 6 5 . 4 1 6 . 5 348 4 6 . 7 6 . 8 7 1 . 6  1 4 . 1 378 4 4 . 9
A_ 2 4 3 . 1 1 9 . 5 2 5 . 3  202 7 0 . 7 7 . 9 6 6 . 8 1 6 . 0 434 4 8 . 4 6 . 7 7 0 . 6  1 4 . 3 422 4 3 . 0
A_ 3 4 5 . 4 1 7 . 9 2 4 . 9  202 5 6 . 3 7 . 8 6 5 . 8 1 7 . 5 434 4 9 . 1 6 . 3 7 0 . 8  1 5 . 7 455 4 6 . 3
B_ 1 F=F* 3 8 . 3 2 3 . 5 2 7 . 1  157 6 7 . 1 8 . 3 6 8 . 9 1 6 . 5 265 5 6 . 0 6 . 9 7 3 . 6  1 3 . 9 281 5 3 . 9
B_ 2 4 2 . 2 1 9 . 5 2 5 . 0  150 6 1 . 9 7 . 6 6 5 . 9 1 7 . 3 285 5 9 . 4 5 . 7 7 2 . 9  1 4 . 0 299 5 4 . 8
B_ 3 4 6 . 1 1 9 . 7 2 5 . 6  149 5 6 . 7 1 0 . 2 6 2 . 5 1 6 . 0 307 6 0 . 8 7 . 1 6 9 . 8  1 3 . 8 333 5 6 . 3
C_ 1 FXF* 9 . 3 5 9 . 3 1 6 . 6  395 5 1 . 0 8 . 7 6 2 . 1 1 2 . 5 417 5 1 . 0 7 . 5 6 4 . 6  1 1 . 7 470 5 4 . 8
C_ 2 8 . 7 5 5 . 2 6 . 0  442 4 7 . 2 8 . 7 5 5 . 2 6 . 0 442 4 7 . 2 7 . 1 5 6 . 8  5 . 4 522 5 3 . 1
C_ 3 9 . 2 5 4 . 5 4 . 8  470 4 7 . 2 9 . 2 5 4 . 5 4 . 8 470 4 7 . 2 7 . 7 5 5 . 7  4 . 4 544 5 3 . 2
D_ 1 FXF* 4 . 4 8 8 . 8 1 6 . 2  548 4 3 . 2 4 . 2 9 2 . 3 2 . 4 572 4 4 . 0 4 . 2 9 2 . 3  2 . 4 572 4 4 . 0
D_ 2 4 . 7 9 0 . 5 1 . 4  723 4 6 . 2 4 . 7 9 0 . 5 1 . 4 723 4 6 . 2 4 . 7 9 0 . 5  1 . 4 723 4 6 . 2
D_ 3 3 . 3 9 0 . 0 0 . 8  829 4 6 . 8 3 . 3 9 0 . 0 0 . 8 829 4 6 . 8 3 . 3 9 0 . 0  0 . 8 829 4 6 . 8
E_ 1 FXF* 1 0 . 0 6 7 . 8 3 3 . 0  409 4 7 . 2 6 . 9 8 6 . 3 2 0 . 8 518 2 2 . 9 6 . 0 9 2 . 5  1 4 . 2 566 1 4 . 1
E_ 2 6 . 3 8 3 . 4 2 7 . 0  680 2 3 . 9 5 . 3 9 3 . 1 1 6 . 1 775 1 0 . 2 4 . 9 9 7 . 0  8 . 8 822 4 . 2
E_ 3 5 . 8 8 8 . 8 2 2 . 3  759 1 4 . 0 5 . 2 9 5 . 2 1 2 . 2 827 5 . 0 5 . 1 9 6 . 3  9 . 5 840 3 . 4
Table l ib  Power of Intersection-•Union Method using Endogenous Bounds: deficit curves
rn u o l i y  uiJ> C  4  U uuuyUll  ^ ov^ o
L gth Max Min Power T o ta l L gth StdD Max Min Power T o ta l L gth  StdD Max Min
C. 1 FDF* 5 1 . 0 oo 8 6 . 0  5 . 6 1 0 . 5 4 5 . 3 3 . 3 639 9 5 . 4 0 . 4 5 . 3 5 1 . 5  1 . 2 657 8 8 . 9
C. 2 1 3 . 4 1 7 . 5 4 4 . 6 3 . 2 824 9 5 . 4 0 . 9 5 . 0 5 0 . 8  0 . 8 770 8 7 . 0
C._3 • 2 5 . 3 2 9 . 8 4 4 . 6 3 . 0 914 9 5 . 4 1 . 6 6 . 1 5 0 . 6  0 . 4 873 8 7 . 1
C. 1 F*DF 4 9 . 0  8 6 . 0 0 . 0  2 . 7 6 . 5 4 3 . 5 2 . 5 8 0 . 6 2 1 . 7 0 . 0 2 . 6
C. 2 8 . 1 1 2 . 7 4 3 . 0 2 . 3 7 9 . 7 1 8 . 6 0 . 0 3 . 0 # 9 9 m
C._3 • 1 4 . 1 1 8 . 8 4 3 . 7 2 . 5 8 0 . 4 1 6 . 0 0 . 0 3 . 2 • . .
D. 1 FDF* 8 9 . 0 oo 4 8 . 0  9 1 . 5 9 5 . 7 7 0 . 6 1 1 . 1 582 6 8 . 2 8 6 . 5 9 0 . 7 7 2 . 1  9 . 6 584 6 6 . 5
D 2 # . ..  9 5 . 3 100 8 0 . 8 4 . 9 733 5 7 . 3 9 5 . 3 100 8 0 . 8  4 . 9 733 5 7 . 3
D_3 • • 9 6 . 7 100 8 3 . 5 3 . 2 811 5 4 . 5 9 6 . 7 100 8 3 . 5  3 . 2 811 5 4 . 5
E. 1 FDF* 6 7 . 0 121 0 . 0  1 5 . 4 21.  0 4 8 . 9 7 . 5 8 8 . 5 8 . 9 5 . 3 1 0 . 9 5 7 . 8  5 . 2 102 8 . 3
E. 2 2 4 . 0 OO 139 4 8 . 3 5 3 . 2 4 8 . 0 6 . 1 8 6 . 9 4 . 3 1 4 . 9 1 9 . 8 5 5 . 7  4 . 0 9 8 . 5 4 . 4
E._3 • • 7 2 . 8 7 7 . 8 4 8 . 7 6 . 1 8 7 . 9 3 . 1 2 5 . 8 3 0 . 8 5 5 . 6  4 . 4 98.  6 3 . 1
F. 1 FDF* 100 OO 0 . 0  9 9 . 4 9 9 . 4 9 6 . 4 7 . 9 535 1 9 . 1 9 8 . 9 9 8 . 9 9 6 . 7  7 . 0 537 1 9 . 1
F. 2 100 100 9 9 . 9 0 . 1 826 14 . 0 100 100 9 9 . 9  0 . 1 826 1 4 . 0
F._3 • • 100 100 9 9 . 9 0 . 0 918 1 2 . 2 100 100 9 9 . 9  0 . 0 918 1 2 . 2
G. 1 FDF* 100 oo 0 . 0  7 5 . 0 7 5 . 0 7 4 . 8 1 6 . 7 178 2 4 . 6 6 7 . 2 6 7 . 2 7 8 . 2  1 4 . 1 189 2 3 . 8
G. 2 100 100 8 7 . 9 9 . 7 221 1 6 . 0 9 9 . 9 9 9 . 9 8 8 . 0  9 . 6 221 1 6 . 0
G. 3 9 9 . 9 9 9 . 9 9 2 . 9 5 . 9 257 1 3 . 4 9 9 . 9 9 9 . 9 9 2 . 9  5 . 9 257 1 3 . 4
Notes: See the notes following Table 12b.
Table 12a Size of Intersection-Union Method using Endogenous Bounds: e-dominance curves
ID Popn  No l e n g t h  r e s t r i c t i o n s
S iz e L gth StdD Max Min S iz e L gth
A _ 1 . F=F* 2 2 . 8 2 . 0 1 . 2 3 . 2 1 . 2 1 0 . 5 3 . 1
A_2 2 2 . 1 1 . 8 1 . 1 3 . 3 1 . 4 8 . 6 3 . 0
A_3 2 2 . 8 1 . 9 1 . 1 3 . 4 1 . 5 9 . 1 3 . 0
B_1 F=F* 1 9 . 2 2 . 2 1 . 3 3 . 5 1 . 3 1 0 . 6 3 . 2
B_2 2 1 . 0 2 . 0 1 . 4 3 . 6 1 . 6 9 . 2 3 . 4
B_3 2 1 . 6 2 . 0 1 . 3 3 . 6 1 . 6 1 0 . 1 3 . 2
C_1 FXF* 8 . 4 2 . 8 0 . 7 3 . 7 0 . 9 7 . 7 2 . 9
C_2 5 . 3 2 . 8 0 . 4 4 . 3 1 . 5 5 . 3 2 . 8
C_3 5 . 0 2 . 7 0 . 4 3 . 8 1 . 1 5 . 0 2 . 7
D_1 FXF* 7 . 3 4 . 4 1 . 1 4 . 8 0 . 4 6 . 5 4 . 7
D_2 4 . 2 4 . 4 0 . 2 4 . 4 0 . 0 4 . 2 4 . 4
D_3 1 . 4 4 . 3 0 . 2 4 . 3 0 . 0 1 . 4 4 . 3
e  > 2 -  
StdD Max Min S iz e L gth
- e  > 2 .  
StdD
5 -------
Max Min
0 . 9 4 . 1 1 . 1 6 . 9 3 . 5 0 . 7 4 . 5 1 . 0
0 . 8 4 . 0 1 . 0 5 . 6 3 . 4 0 . 7 4 . 2 0 . 8
0 . 8 4 . 2 1 . 2 5 . 9 3 . 5 0 . 7 4 . 4 0 . 9
0 . 9 4 . 1 0 . 9 8 . 0 3 . 6 0 . 8 4 . 4 0 . 8
0 . 9 4 . 3 0 . 9 7 . 6 3 . 6 0 . 8 4 . 4 0 . 8
0 . 9 4 . 0 0 . 8 7 . 0 3 . 6 0 . 8 4 . 3 0 . 7
0 . 6 3 . 7 0 . 8 5 . 1 3 . 2 0 . 5 4 . 3 1 . 1
0 . 4 4 . 3 1 . 5 4 . 3 3 . 0 0 . 2 4 . 8 1 . 8
0 . 4 3 . 8 1 . 1 3 . 2 3 -.° 0 . 2 4 . 6 1 . 7
0 . 3 4 . 7 0 . 0 6 . 5 4 . 7 0 . 3 4 . 7 0 . 0
0 . 2 4 . 4 0 . 0 4 . 2 4 . 4 0 . 2 4 . 4 0 . 0
0 . 2 4 . 3 0 . 0 1 . 4 4 . 3 0 . 2 4 . 3 0 . 0
Table 12b Size of Intersection-Union Method using Endogenous Bounds: e-dominance curves 
ID  Popn------------------------   e  > 2 --------------------------   e  > 2 .5
L gth Max Min Power T o ta l L gth StdD Max Min Power T o ta l L gth StdD Max Min
C 1 FDF* 2 . 1 2 . 1 0 . 0 2 . 0 6 . 0 2 . 1 0 . 1 2 . 1 0 . 0 0 . 0 1 . 8 .
C_2 3 . 8 5 . 2 2 . 0 0 . 0 2 . 0 0 . 0 0 . 0 0 . 4 . * .
C_3 6 . 7 8 . 9 2 . 0 0 . 0 2 . 0 0 . 0 0 . 0 0 . 5 • • •
C_1 F*DF 2 . 9 5 . 0 2 . 1 1 1 . 0 1 4 . 7 2 . 4 0 . 2 5 . 0 2 . 6 5 . 3 8 . 6 2 . 6 0 . 1 5 . 0 2 . 4
C_2 3 5 . 9 3 9 . 8 2 . 4 0 . 3 5 . 0 2 . 6 1 4 . 9 1 8 . 8 2 . 7 0 . 1 5 . 0 2 . 3
C_3 5 8 . 8 6 1 . 6 2 . 4 0 . 2 5 . 0 2 . 6 2 5 . 2 2 7 . 9 2 . 6 0 . 1 5 . 0 2 . 4
D_1 FDF* 4 . 0 4 . 0 0 . 0 7 9 . 3 8 5 . 8 2 . 8 0 . 5 2 . 8 0 . 0 5 9 . 3 6 5 . 8 3 . 0 0 . 4 3 . 0 0 . 0
D_2 9 5 . 8 100 3 . 3 0 . 4 3 . 3 0 . 0 9 5 . 1 9 9 . 3 3 . 3 0 . 4 3 . 3 0 . 0
D_3 9 8 . 6 100 3 . 4 0 . 3 3 . 4 0 . 0 98.  6 100 3 . 4 0 . 3 3 . 4 0 . 0
E_1 FDF* 5 . 0 5 . 0 0 . 0 7 7 . 4 7 7 . 4 3 . 7 1 . 0 4 . 3 0 . 6 6 7 . 5 6 7 . 5 3 . 9 0 . 9 4 . 4 0 . 5
E_2 9 8 . 9 9 8 . 9 4 . 1 0 . 9 4 . 2 0 . 0 9 5 . 2 9 5 . 2 4 . 2 0 . 8 4 . 2 0 . 0
E_3 1 9 9 . 7 9 9 . 7 4 . 2 0 . 9 4 . 2 0 . 0 9 6 . 7 9 6 . 7 4 . 3 0 . 8 4 . 3 0 . 0
F_1 FDF* 5 . 0 5 . 0 0 . 0 100 100 4 . 8 0 . 4 5 . 0 0 . 1 9 9 . 9 9 9 . 9 4 . 8 0 . 4 5 . 0 0 . 1
F_2 100 100 5 . 0 0 . 0 5 . 0 0 . 0 100 100 5 . 0 0 . 0 5 . 0 0 . 0
F_3 100 100 5 . 0 0 . 0 5 . 0 0 . 0 100 100 5 . 0 0 . 0 5 . 0 0 . 0
G_1 FDF* 5 . 0 5 . 0 0 . 0 7 7 . 2 7 7 . 2 3 . 6 0 . 8 4 . 8 1 . 2 7 0 . 4 7 0 . 4 3 . 7 0 . 7 4 . 8 1 . 1
G 2 100 100 4 . 2 0 . 5 4 . 9 0 . 7 9 9 . 6 99.  6 4 . 2 0 . 4 5 . 0 0 . 7
G 3 9 9 . 9 9 9 . 9 4 . 4 0 . 3 5 . 0 0 . 5 9 9 . 9 9 9 . 9 4 . 4 0 . 3 5 . 0 0 . 5
Notes: The last two first-level sub-headings give the minimum length requirements; ’Popn’ gives the population characteristics. The second-level sub-headings ’Size’ and ’Power’
are as for the earlier tables; ’Lgth’ gives the average length over which dominance is inferred; ’StdD’ the standard deviation of this length; ’Max’ (’Min’) the average maximum 
(minimum) bound; ’Total’ the percentage of cases which met the length criterion, even if the endogenous bounds did not fall within the dominance range. The text gives more details.
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V Conclusion
In relation to aggregation, the main finding is that aggregation does increase the 
probability of attaining a ranking. A reduction in the probability of ranking is possible, but any 
such reductions appear in practice to be small, whereas the increases can be substantial. In 
particular, aggregation will exaggerate the differences between similar distributions and will tend 
to ignore crossings at the lower tail. The probability of obtaining a ranking using the 20SD 
criterion is particularly vulnerable to the degree of aggregation. For the identical distributions 
studied, the probability of obtaining a ranking increased from around 2 0 % in the case of 
disaggregated data to above 50% if quintiles are used. Even the use of a large number of 
aggregated groups, such as percentiles, which one might think quite harmless, led to a substantial 
increase in the probability of ranking - approximately 1 0 0% for the two larger sample sizes of the 
first two pairs. Where the crossing is in the left-tail, the probability of obtaining a ranking can 
increase from approximately zero to approximately one. Consequently, although the effects of 
aggregation are very much dependent on the shape of the underlying distributions, claims such as 
Shorrocks’ that the 20SD criterion is "sufficiently strong to produce a conclusive ranking in many 
practical situations" (1983, p.15) are unlikely to be robust to the degree of aggregation of one’s 
data.
No attempt was made in the course of analysis to examine the effect of using aggregated 
data in conjunction with some method of (non-linear) interpolation designed to approximate the 
actual degree of inequality in the underlying distribution (see Cowell and Mehta, 1982, for a 
survey). Instead I simply followed common practice in relation to the use of the 20SD criterion, 
ranking the distributions as if they consisted only of the quantile group means. It remains to be 
investigated whether interpolation would reduce the probability of ranking. Non-linear 
interpolations should result in crossings below the first aggregation point being less overlooked. 
However, we have also seen that aggregation reduces the ’noise’ associated with disaggregated 
distributions. How any method of interpolation, however sophisticated, could re-create this noise 
is unclear.
Clearly if one only one has an aggregated data set one has no choice but to use it, but 
what if one has disaggregated data? One could argue in favour of aggregation that the choice of 
criterion depends on the trade-off between the probability of ranking (p) and the criterion’s range, 
the usefulness of analysis being increasing in both. Then, since aggregation obtains a higher p for 
given range, one could argue that it should be used. However, this is to ignore the question of 
interpretation: what does a ranking obtained using aggregated data mean? I have interpreted it to
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be a basis for inferring dominance between (disaggregated) population distributions. But, as we 
have seen, it is very difficult to assess the accuracy of aggregation as an inferential method and 
it seems unreliable.
There are other defences of aggregation. The first is computational ease. The second is 
measurement-error control. The third is that orderings over aggregated samples are of interest in 
as means of inferring orderings over aggregated as well as disaggregated populations. On the first 
point, nothing general can be said, though my own experience would suggest little gain except 
with very large sample sizes. If one wants to protect against measurement error, one should check 
that the differences between the sample dominance curves are large. This suggests use of statistical 
methods rather than aggregation.20
The third point is the most interesting. For example, it might be argued that focusing 
on aggregated distributions enables us to focus on ’essentials’ by ignoring slight crossings such 
as those which characterize pair E. However, from pairs A and B we can see that sample outcomes 
based on aggregated data can be very poor predictors of the actual ordering between aggregated 
as well as disaggregated populations. In addition, to return to Sen’s point, quoted in II.2, the 
welfare implications of dominance in relation to two non-existent aggregated distributions are not 
at all clear. Put another way, one can agree that aggregation is an effective way of summarizing 
distributional data. But it is difficult to make explicit the loss of information aggregation entails, 
which militates against its use, where possible, as a basis for analysis.
Even though the probability of ranking is dependent on the degree of aggregation of 
one’s data, this study does not find that the former always goes to zero if the data are completely 
disaggregated, even if sample sizes are large and the criterion demanding. As mentioned above, 
for example, this probability hovers around the 10-20% mark for the identical pairs A and B using 
the 20SD criterion, and around 40-50% using e-dominance despite the wide bounds of zero and 
five. These figures emphasize the need to adopt a statistical approach to prevent the spurious 
inference of dominance.
Of the two competing statistical approaches, it was seen that, as predicted in the previous 
chapter, the IU, but not the UI, method has bounded Type I and f  inference error probabilities. 
White the size of the UI method approached 100% on several occasions, that of the UI method 
was never above a, here 5%. This latter finding is of particular importance. From theory, we can
20. Though this is not to say that use of statistical methods can fully neutralize problems of measurement 
error.
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only bound the size to be no greater than 2a (see n.4). In practice, however, when there is no 
dominance, it seems either that either both the Type I and I* inference error probabilities are well 
below a, resulting in a size below a, or, as in pair E, if one of these probabilities is close to a, 
the other is close to zero.21 Hence, in practice, use of a critical value of Za will give an upper 
bound on the size of the IU method as well as on the Type I and I* inference error probabilities, 
all of a  In many cases, the actual size will be even lower, but, as we saw with pair E, this cannot 
be guaranteed. On account of pair E, we can conclude that the IU method is not too conservative: 
a lower critical value than Za cannot be used if the size of the test is be bounded by a.
A second finding was that the UI method has in general higher power than the IU 
method. The relative performance of the IU and UI methods can thus be understood as providing 
two different trade-offs between size and power. If low size is sought, the IU method should be 
chosen. But if instead the aim is to maximize power, the UI method should be chosen. The reason 
for this difference in performance is simple: if two dominance curves are close at one point, and 
far away at another, the UI method will tend to infer dominance, the IU method not 
Unfortunately, this trade-off between size and power cannot be cast in precise terms. This reason 
provides the argument for using the IU method, since by this method at least the size can be 
controlled.
If one does stay with the IU method, it is important to investigate how its power might 
be increased. This can be done by making use of less demanding dominance criteria. One way to 
do this is via the prior specification of narrower bounds. This is straight-forward: as one would 
expect from theory, narrower bounds increase power while still controlling size. Reliance on 
endogenously-determined bounds is less clear-cut as the problem does not seem amenable to the 
application of standard statistical theory. But the simulation studies do provide some evidence that 
it is a viable approach. The distributions studied suggest that if one specifies minimum length 
criteria of 50% in the case of GL and deficit curves, and 2.5 in the case of e-dominance, one can, 
in conjunction with a critical value of Za, control the size to be no greater than 2a. Of course, 
experimentation with a wider set of distributions (and values of a  other than .05) will be necessary 
to confirm this finding, but the results so far are promising.
Turning from the performance of methods to that of criteria, the study provides 
illustration of some of the difficulties involved in inferring unrestricted 20SD due to its reliance
21. If there is dominance (e.g., FDF*), then the size (here the probability of inferring F*DF) is approximately 
zero, which is why only power statistics were presented in such cases - see the introduction to Section IV 
and footnote 14.
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on the requirement of minimum dominance. If the deficit curve is used in conjunction with the 
IU method 20SD will never be inferred, while if the GL curve is used with the UI method, 20SD 
will often by spuriously inferred. It was also shown that a very low bound, covering as few as ten 
observations, was sufficient to remove this problem. More generally, though the problem of 
inferring minimum dominance was not analyzed, the sensitivity of inferences to the left-hand tail 
was examined. The generalization to emerge from pairs F and G is that for a pair displaying 
dominance, even if the two distributions seem to differ most at the lower tail, there is likely to be 
a loss of power at low levels of y and p and high values of e.
Finally, from criteria to curves, and to the choice of deficit vis-a-vis GL curves for the 
inference of 20SD, restricted or unrestricted. The two curves do give different results if the UI 
method is used as the GL curve tends to give larger maximum test statistics. If the IU method is 
used, and a lower bound imposed as recommended in the previous paragraph, the two curves give 
almost identical results. This is a comforting finding, as it means that the choice between the GL 
and deficit curves can be made on the basis of analytical convenience.
Although this chapter has been concerned primarily with welfare analysis, many of its 
findings are applicable also to equality and poverty analysis, though in relation to the former there 
might be the need for some adjustment. For example, aggregation is likely to ignore crossings in 
the Lorenz curves at the upper as well as lower tail. Also one cannot be sure that the same 
minimum length criteria found to be suitable for welfare analysis will also be suitable for 
inequality analysis. These remain topics for future research.
Appendix A Critical values for the UI method
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The critical values for the UI tests were obtained using the Studentized Maximum 
Modulus (SMM) distribution. The degrees of freedom were set equal to infinity, and the critical 
values obtained for the different numbers of ordinates from the tables in Stoline and Ury 
(1979).22 When the UI test is conducted over all ordinates (W=Wdis), to bound the critical value 
it was set equal to the maximum value given in the Stoline and Ury tables (for 190 ordinates).
Table A.l Critical Values for the UI tests
Criterion No of ordinates (W) Critical 
value used
1. 20SD Was (varying,>500) 3.64
100 3.47
2 0 3.02
10 2.80
5 2.57
2. E-dominance, with bounds
i. 0-5 51 3.29
ii. 0.5-5 46 3.26
iii. 1-5 41 3.23
iv. 0-4 41 3.23
< 0 1 31 3.15
22. For values of k (the number of ordinates) not given by Stoline and Ury, an average of a linear 
interpolation in k and in the reciprocal of k was used to obtain the relevant critical values, as recommended 
by the authors.
Appendix B Crossing of sample curves
In Chapter One, IV.3, it was shown that if two distribution functions cross at most once then the e-dominance curves of the two distributions will cross 
at most once. It was also claimed that "Although the sample distribution functions may cross many times, they may nevertheless come from populations whose 
distribution functions cross only once ... If so, the sample e-dominance curves will often cross only once." In this Appendix, evidence is provided in support of this 
claim. Table B.l is based on a sub-sample, of size 100 for each round, of the total number of simulations conducted. It gives the number of crossings of the sample 
GL and deficit curves (which are equal, and given under the heading ’20SD’), the sample e-dominance curves, and the sample distribution functions (under the 
heading ’10SD’). The number of crossings of the population curves is also given. The very last column of the table shows that in every pair and for every sample 
size, at least half of the sample distribution functions cross three or more times. Excluding pairs D and F (which include shifted distributions), this figure rises to 
80%. By contrast, the e-dominance sample curves very rarely cross more than once. (The 20SD sample curves are an intermediate case.)
Table B.l Crossings of Population and Sample Curves
ID -20SD -------- -------------- E- do m in an ce - ■-10SD--------** _ - m ~ , VS a. ^  t P o p 'nrOp 11 — — — —""""ucuupJL8“ “ “ “ irop n
0 1 2 >3 0 1 2 >3 0 1 2 >3y
A_1 0 23 35 23 19 0 51 39 9 1 0 0 0 2 98
A_2 15 29 25 31 48 39 12 1 0 0 0 100
A 3 14 35 27 24 42 48 9 1 0 0 0 100
B_1 0 23 44 15 18 0 57 39 4 0 1 0 2 97
B_2 14 38 21 27 51 43 6 0 0 0 2 98
B_3 6 32 30 32 42 49 9 0 0 0 0 100
C_1 1 3 75 15 7 1 10 89 1 0 2 9 6 83
C_2 0 79 17 4 0 99 1 0 0 6 4 90
C_3 0 79 18 3 1 99 0 0 0 13 6 81
D_1 1 1 93 3 3 1 15 85 0 0 0 19 15 66
D_2 0 100 0 0 6 94 0 0 0 20 10 70
D_3 0 100 0 0 1 99 0 0 0 21 4 75
E_1 2 42 1 57 0 0 90 0 10 0 6 0 14 80
E_2 35 0 64 1 100 0 0 0 0 0 10 90
E 3 35 0 65 0 99 1 0 0 0 - 0 10 90
F_1 0 100 0 0 0 0 100 0 0 0 16 13 11 60
F_2 100 0 0 0 100 0 0 0 14 15 14 57
F_3 100 0 0 0 100 0 0 0 15 7 15 63
G_1 0 48 41 8 3 0 55 43 2 0 0 7 4 89
G_2 40 52 7 1 44 56 0 0 0 16 4 80
G_3 44 51 5 0 47 53 0 0 0 8 3 89
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Conclusion to Part One
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The three preceding chapters have examined a number of issues within the rubric of 
distributional dominance, including: the gains from approaching the measurement of welfare, 
poverty and inequality within a single framework (Chapter One); the necessity and requirements 
of a statistical approach (Chapters Two and Three); and the need to be sensitive to the influence 
of aggregation (Chapter Three). A central focus of all three chapters has been the widely-used 
stochastic dominance criteria. This focus is retained for the conclusion.
The well-known generality of the second-order stochastic dominance criterion in relation 
to welfare and inequality analysis has been noted. For poverty analysis a new criterion, that of 
mixed dominance, has been introduced with the justification that it gives a similar coverage of 
poverty functions as is given by the second-order stochastic dominance criteria for welfare and 
equality analysis. But difficulties with the use of the stochastic dominance criteria, to do with their 
reliance on various ’extreme’ forms of dominance, such as minimum or maximum or mean 
dominance, have also been raised. To recap on these, consider, for concreteness, second-order 
stochastic dominance, the most popular of all the dominance criteria.
All versions of second-order stochastic dominance (for welfare, equality or poverty 
analysis) require minimum dominance. Whether defined in terms of income or income divided by 
the mean, the dominating distribution must have a minimum which is no lower than that of the 
dominated distribution. Second-order stochastic dominance applied to welfare analysis also requires 
mean dominance, analogously defined, while that applied to equality analysis requires maximum 
dominance (in terms of income divided by the mean). Two difficulties arise. The first is 
normative: do we really want to restrict ourselves to saying that one distribution can dominate 
another only if it has the requisite form of extreme dominance? The second is inferential: can we 
really be confident which of two distributions has a higher minimum or lower maximum? It has 
been argued, in relation to the first question in the first chapter, and in relation to the second in 
the second, that both of these questions should be answered in the negative.
It is important to stress that the two questions are of different orders of importance. Say 
that there were no problems of inference, so that we could answer ’Yes.’ to the second question. 
Then one could always start out looking for second-order stochastic dominance and would need 
to move on to looking for dominance over smaller sets of living-standard functions only if it was
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absent1 But if the answer to the second question is ’No.’, then this option is unavailable. If 
dominance by some criterion cannot be inferred, the utility of that criterion must be called into 
question.
There are at least four possible responses to the inferential difficulties facing the 
stochastic dominance approach. The first is to leave the stochastic dominance framework 
altogether. The second is to use aggregated data. The third is to restrict the class of families 
assumed to contain the parent distributions, and the fourth is to use the criteria of restricted 
dominance derived in the first chapter. The first response seems like an over-reaction. There is a 
place for reliance on orderings based on explicit functional forms, and the e-dominance criterion 
has been put forward precisely to this end, but it is also true that the stochastic dominance 
framework is, from a conceptual perspective, an extremely useful, unifying one. The second option 
of reliance on aggregated data is of course reasonable if only aggregated data are available. But, 
for the reasons given in the conclusion to Chapter Three, it is not recommended that aggregated 
data be used in preference to disaggregated. The option of assuming some parameterization for 
the distributions (and then estimating the parameters required) may be attractive, but it is a task 
which is least likely to be convincing at the tails, precisely where it is most needed.2 This leaves 
the fourth option of reliance on the criteria of restricted dominance, derived in Chapter One as a 
generalization of the work of Atkinson and Bourguignon (1989), which can be advocated on 
grounds both of transparency and of simplicity.
If one does choose to use either the e-dominance or the restricted dominance criteria, 
then bounds need to be chosen. Purely for inferential reasons, one requires: lower bounds on 
income (y) or the poorest fraction (p) if the criterion is restricted welfare dominance; an upper 
bound on the inequality aversion parameter (e) if the criterion is e-dominance; and lower and 
upper bounds on p if the criterion is restricted equality dominance. How are these bounds to be 
set? Here much work remains to be done. Recall the reason why minimum and maximum 
dominance cannot be inferred. Any inference of maximum or minimum dominance must, if it is 
to be convincing, focus only on the relevant tail, and thus be based on very few observations. But 
then the inference will be very sensitive to unsampled population outliers and to measurement 
error, making it unreliable. Taking a more general view, outliers (long tails) and measurement 
error will pose a problem for all estimation attempts and the more sensitive a criterion to changes 
in either tail, the greater the problem posed. From this perspective, the choice of bounds will be
1. This is indeed the approach taken in Chapters Four and Five, where dominance criteria are used which 
require mean but not minimum dominance.
2. Non-parametric estimation methods will be subject to the same problem.
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determined by a trade-off between a desire for criteria with wide coverage, and thus widely- 
separated bounds, and the constraints of inferability. The optimal solution to this trade-off will be 
data-set-specific: the greater the confidence one has in the representativeness and accuracy of one’s 
data the wider the bounds can be. Whether any more specific guidance can be given in this regard 
remains to be seen. Certainly this would seem to be a fruitful area for future research. In the 
meantime, the rule-of-thumb that at least 30 observations are required to make use of asymptotic 
results might be applied here as providing rough constraints upon the placing of bounds for 
restricted dominance analysis. Using this rule, bounds should be placed so that at least 30 
observations of each sample lie below the lower bound and another 30 lie above the upper bound 
in the case of inequality analysis.
If dominance between such widely-spaced bounds is absent, then the choice of bounds 
can take on a second role of making explicit the assumptions required to be able to rank 
distributions. In this case it may be more useful not to specify any narrower bounds exogenously 
prior to analysis but to report the bounds which emerge "endogenously", that is, which emerge, 
after inspection of data, as giving dominance over some range.
Whether or not the reader agrees with the above re-appraisal of the role of stochastic 
dominance in the measurement of living standards, I hope it is clear at least that it is useful to 
think of criteria not only in terms of curves (Lorenz curves, deficit curves and so on) but in terms 
of curves drawn between bounds. Varying the bounds as well as the curves used can add both 
flexibility and realism to the task of analysis.
PART TWO ANALYSIS OF URBAN CHINA
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Chapter Four Income Inequality in Urban China in the 1980s: 
levels, trends and determinants
I Introduction
This chapter and the next turn the focus of the thesis away from questions of 
measurement towards those of analysis. Both examine the distribution of income in urban China 
over the eighties.
The introduction to the thesis gave the reasons for focusing on urban rather than rural 
or all China. To recap these are: the greater availability of data; an interest in making international 
comparisons, especially with the industrial, transitional economies of Eastern Europe and the 
former Soviet Union; and the policy implications of changes in the urban income distribution for 
reform of China’s urban-based social security system. Although the focus in both chapters is on 
inequality, my examination of the income distribution is not restricted to its dispersion, and I also 
comment on trends in welfare and, to a lesser extent, poverty.
The structure of this chapter is as follows. Section II reviews the literature and assesses, 
from a theoretical vantage, the sorts of changes in inequality that one might expect to find in urban 
China over the last decade. In particular, the likely effects of transition are examined, focusing on 
a characterization of it as involving decentralization and new job opportunities. Section III contains 
’preliminaries’. It gives the definition of ’urban’ to be used in the study and provides an 
introduction to the State Statistical Bureau (SSB) survey (both of which are relevant to the next 
as well as this chapter). It also explains the characteristics of the aggregated, published data from 
the SSB analyzed in this chapter. Section IV places the income distribution in urban China in an 
international perspective. Section V investigates the trends in inequality in China over the eighties. 
Section VI puts the results obtained in a wider context by analyzing the interaction between 
changes in urban inequality and those in urban welfare and poverty, and by comparing the degree 
of inequality change in urban areas with that observed in rural China. Section VII analyses the 
determinants of the trends observed. Section VIII concludes.
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II Literature review and theory
Section IV’s focus on international comparisons notwithstanding, the major explanatory 
focus in this chapter is on trends in rather than levels of inequality. Hence this section examines 
research and theoretical issues concerning the question of what has happened to the distribution 
of income in urban China in the eighties and why.
II.l Literature review
Perkins (1988) provides an excellent overview of changes in urban inequality from 1949 
to the early eighties, which is worth quoting in full:
... urban sector inequality was reduced significantly in the first half of the 1950s by the 
confiscation (sometimes with modest compensation) of most privately held urban 
property. The within-urban inequality that remained after this state takeover of urban 
property was due to wage and salary differentials in state enterprises. These differentials 
were set by the central government and there was little regional variation in either the 
average urban wage or the differentials between one grade and another. Furthermore 
neither the average real wage nor the size of these differentials changed much from the 
time they were first introduced in the 1950s and early 1960s. In the early 1970s, and 
perhaps earlier, new entrants to the labour force came in at the lower end of the scale 
and there were few promotions. When wages were unfrozen in the late 1970s, the initial 
increases were concentrated in the lower wage grades, which should have reduced 
inequality further, (p.636)
And, indeed, it does seem that inequality fell in the early eighties. Zhao Renwei, who concurs that 
"in the early stage of reform emphasis was on raising the income of the lower paid workers" 
(1990b, p.192), presents urban Ginis of .185 for 1977 and .168 for 1984.1
It is less clear what has been happening in more recent years. As argued in the 
Introduction, despite the government’s emphasis throughout the eighties on checking the excessive
1. Zhao Renwei’s source is Li Chengrui (1986). These figures have received wide publicity. Gale Johnson 
(1990, p.76) quotes them with the Beijing Review as his source. Adelman and Sunding (1987) also find that 
the Gini coefficient in urban China fell between 1978 and 1983. However, the two years’ Ginis of the latter 
authors are calculated by different methods, resulting in underestimation of the 1983 figure relative to that 
of 1978. (The 1978 figure is based on the Kakwani (1976) interpolation method which attempts to give the 
Gini which would result from using the disaggregated data. For data reasons, the 1983 figure is based on 
a linear interpolation. The resulting Gini gives the lower bound on the set of Ginis which could result from 
the disaggregated data.) Perkins (1988, p.637) also presents inequality measures for the early eighties. He 
calculates the coefficient of variation to be .31 in 1984 and .345 in 1981. This contradicts my findings (see 
Section V). But Perkins’ results are open to the same criticisms as Ahmad and Wang’s, which are based 
on the same 1981 data - see footnote 2.
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egalitarianism of earlier decades, the consensus now is that, with the exception of growth in ’grey’ 
and ’black’ income, urban inequality has increased only little, if at all. But firm evidence is hard 
to come by. Ahmad and Wang (1991) compare 1981 and 1987 data. Nearly all their indices 
indicate an increase of inequality. Their analysis, however, suffers from a paucity of data, which 
makes interpretation of results difficult, and the authors themselves advise caution.2 In addition, 
whatever the truth is for 1981 and 1987, it is difficult to analyze trends via extrapolation between 
end-points. Ma (1991) provides a time-series for 1981 to 1989 based on the same data as this 
study and calculates the ratio of the top to the bottom quintile’s income share. Comparing the end- 
years suggests an upward tendency, but overall Ma finds "no sign of distinct deterioration" 
(p.2 1 ) .3
A different approach is taken by Howes and Lanjouw (1991), who examine the link 
between reform and inequality by looking at whether the sea-board provinces, which have been 
at the forefront of reform, display higher levels of inequality. Using cross-sectional data collected 
by the Institute of Economics of the Chinese Academy of Social Sciences in 1986, they find no 
correlation (an answer also arrived at by Hussain, Lanjouw and Stem, 1991). However, this 
approach suffers from several weaknesses. It is difficult to define precisely which provinces have 
been leading the reform process. There is also much variation at the sub-provincial level. The data 
is from the mid- rather than late-eighties. And, most importantly, there is the usual problem of 
drawing time-series conclusions from cross-sectional data: in this case, we have simply no way 
of knowing what the inequality profile of the Chinese provinces looked like prior to reform and 
so cannot control for initial conditions.
A further set of interesting findings concerning inequality, both rural and urban, has 
emerged from the 1988 National Income Household Survey, conducted and analyzed by the 
Institute of Economics of the Chinese Academy of Social Sciences in collaboration with various
2. Ahmad and Wang draw on the same source as I will be using. However, the only information they use 
is the proportion of the population belonging to various income classes as presented in the SSB Yearbooks. 
No class means are available, which is a serious drawback. In addition, the six income classes used by 
Ahmad and Wang for 1981 are very variable in terms of proportion of the population included. The two 
largest classes combined contain three-quarters of the population (their sizes are 42% and 32% respectively). 
This makes any assumptions concerning group means particularly suspect. Finally, compared to the six 
classes for 1981, there are 16 for 1987. One would expect this to bias in an upwards direction any ratio of 
1987 to 1981 inequality indices. An example of the importance of this sort of bias can be seen in Table 11. 
Using the same number of classes for 1989 and 1990 results in a fall in inequality; using the number of 
classes given for the two years results in higher inequality in 1990, as a larger number of classes are given 
for the latter year.
3. Although this chapter reaches different conclusions to those of Ma, its analysis reveals the pertinence of 
Ma’s measure, as it is the top and bottom quintiles which have been most volatile - see VI. 1.
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foreign scholars. This survey, covering some 20,000 households in both rural and urban areas, 
provides the most accurate available source of information to date concerning the distribution of 
income in China at a single, recent point of time. Khan, Griffen, Riskin and Zhao (KGRZ, 1991) 
report Ginis based on this data of .23, .34 and .38 for, respectively, urban, rural and all China. 
(The all-China Gini is higher than the urban or rural due to the large urban-rural income gap.) 
While there can be no doubt that, for the one year and ten provinces covered, KGRZ provide a 
more accurate picture of the distribution of urban income than I am able to do using aggregated 
SSB data, the fact that their survey covers only one year means that it can have little to say about 
the dynamics of urban income distribution.
II.2 Some theoretical considerations
There are a number of factors which might be taken to have influenced the level of 
inequality in urban China over the past decade. As Table 1 shows, urban like rural China has 
experienced rapid growth through the course of the 1980s. Real income per capita growth rates 
have been high at 5%. This has resulted in a fundamental transformation of urban living standards, 
as can be seen from changes in the possession of durables. In 1981 only 6 % of urban households 
owned washing machines, less than 1% owned a fridge and less than 1% a colour television. By 
1990 these ownership levels had increased, respectively, to 76%, 36% and 51% (SSB, 1987s and 
1991y).4 Real growth rates have also been variable and inflation has been variable around an 
upward trend. There have been two booms in nominal demand, 1984-85 and 1988-89, both 
followed by periods of reassertion of macroeconomic control in 1985-86 and 1989-90. Whether 
or not there is an automatic link between growth and inequality for developing nations remains 
a matter of controversy. However, it is reasonable to expect that growth of the rapid, uneven type 
urban China experienced in the eighties would at the very least lead to-distributional changes (a 
’shake up’ of the income distribution).
4. To facilitate referencing, SSB yearbooks will have their year of publication suffixed by a ’y’, SSB 
publications based on the urban surveys by a ’s’, and those translated into English by ’ye’ and ’se’ 
respectively.
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Table 1 Urban Household Per Capita Income Growth and Inflation, 1981-1990
Y e a r  H o u s e h o ld  p e r  c a p i t a  
in co m e m ean 
c u r r e n t  p r i c e s ,  YUan
P r i c e  in d e x H o u s e h o ld  p e r  
in co m e m ean 
1985 p r i c e s ,  Yuan
L e v e l G ro w th
R a te
L e v e l G ro w th
R a te
L e v e l G row th
R a te
1981 4 4 1 . 9 83 . 6 5 2 8 . 7
1982 4 7 1 . 2 6 . 6 8 5 . 3 2 . 0 5 5 2 . 4 4 . 4
1983 487 .3 3 . 4 8 7 . 0 2 . 0 5 6 0 . 2 1 . 4
1984 5 7 1 . 4 1 7 . 3 8 9 . 4 2 . 7 6 3 9 . 5 1 4 . 1
1985 7 0 6 . 7 23 .7 1 0 0 . 0 1 1 . 9 7 0 6 . 7 1 0 . 5
1986 8 1 0 . 1 1 4 . 6 1 0 7 . 0 7 . 0 7 5 7 . 1 7 . 1
1987 943 .0 1 6 . 4 1 1 6 . 4 8 . 8 8 1 0 . 1 7 . 0
1988 1 1 5 5 . 6  . 2 2 . 5 1 4 0 . 5 2 0 . 7 8 2 2 . 6 1 . 5
1989 1 3 0 2 . 0 1 2 . 7 163 . 4 1 6 . 3 7 9 6 . 9 - 3 . 1
1990 1 4 2 5 . 2 9 . 5 1 6 5 . 5 1 . 3 8 6 1 . 1 8 . 1
Ave rage 1 2 . 4 m 7 . 1 m 5 . 0
Notes: The price indices are cost-of-living indices for ’staff and workers’ given in the annual China
Statistical Yearbooks. The income figures are taken from Table A.3, except for 1982. 1982 figures are 
calculated from income class means given in SSB (1987s). More detail on the data used is given in ni.3 
and Appendix A. 1981-1985 figures are adjusted to take into account expansion of the sample base for 
published figures in 1986 to include towns: see Appendix A, point 2 for detail. The average figures in the 
last row are calculated on the basis of end-year values.
China’s macroeconomic instability can be related to the process of reform (see Gale 
Johnson, 1990 and Hussain and Stem, 1991), which itself has implications for the pattern of 
inequality. China’s transition can be characterized as a process of decentralization: from higher to 
lower levels of government and from government to private agents, both households and firms. 
Although reform in the Chinese context has not meant privatization, there has been an attempt to 
introduce greater management autonomy by the introduction of a contract system for managers and 
the granting to enterprises the right to retain post-tax profits. Provincial and local governments 
have also been given more autonomy to experiment with reform, to build up their own enterprises 
and to pursue their own foreign trade and investment opportunities. Tn addition, reform has 
involved a rise in new earning opportunities. There has been employment growth outside the 
traditional state and urban collective sectors,Athe number of people with second jobs has increased 
as have the opportunities for earning non-labour income. Both these features of transition might 
be expected to have an impact on the level of inequality. Two very simple models (or, perhaps 
more appropriately, frameworks) are developed below to illustrate their possible impacts. Although 
both are China-specific, they may also be of use in thinking about distributional change in the 
transitional economies of Europe.
Both models make the assumption that there is no transfer of labour over the course of 
reform, whether between firms or provinces. This simplifies the analysis, and is realistic for
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modelling urban China, where, unlike in rural China, labour transfer has indeed been low. There 
is some migration, but the increase in the survey base has been small (see m .l). Within the urban 
sector, far and away the largest employer is the state-owned enterprise (SOE) sector. Its share in 
total employment has remained fairly constant at around 70%. The second largest employer, the 
collective sector, has also maintained a roughly constant share of employment at around 2 0 % .5 
Transfers between firms within the same sector may be easier than transfer across sectors, but, by 
all accounts, they are nevertheless uncommon.
Inequality is measured in what follows below and throughout the chapter in accordance 
with the assumptions laid down in the first chapter (see Section II thereof). So all the measures 
used will possess the properties of: (a) replication invariance (so that measures are defined over 
distribution functions); (b) scale invariance (which restricts us to the class of relative inequality 
measures); and (c) conformity with the transfer principle. In addition, in the models below 
attention is restricted to the class of additively decomposable inequality measures so that, if the 
population is divided into groups, inequality can be written as a sum of between-group and 
(average) within-group inequality.
II.2.1 Decentralization
This model makes the simplifying assumption, relaxed in the next, that each household 
obtains its income from a single source. It focuses on reform as decentralization both from central 
to provincial government and from government to firms. Accordingly, each household i is 
identified with a firm j (from i to J) and province k (from 1 to K). Obviously K cannot change 
and J is also assumed fixed.
To analyze the effects of decentralization, it is necessary to-distinguish between the 
change in inequality between the units to whom power is decentralized (the recipient units), in this 
case the provinces or firms, and the changes in inequality within the recipient units.
First assume that decentralization is only to provinces and that it has the effect of 
shaking up the provinces’ relative means, as some provinces do better from decentralization than 
other, but leaves unchanged the distribution within each province. In this case, we treat the 
province as recipient unit, and, by the assumption of decomposability, total inequality will move
5. Growth in the urban collective sector has not been as rapid as that in the rural (township and village 
enterprise) collective sector.
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with between-province inequality. Let the mean income in province k be Yk. Then
Yk‘ = Yk° + <£ (1)
where ’1 * indicates post-reform and ’0 ’ pre-reform.
What happens to inequality depends on the relationship between eb, the change in 
income, and Y°. We consider two archetypal cases. First, let eb be a (discrete) stochastic variable. 
This is an appropriate assumption if one thinks that decentralization is simply a ’noise-generating’
process, so that some do well from being left more to their own devices, others do badly, but not
in a predictable manner. In this case, one can write
N N
E P u4  “ °> E p u  ■ 1 V k. k = 1„.„ K (2)
i=l i* l
Note the summation is over the different possible states of the world which, for province k, will 
come about with probability pb. Ex ante inequality will be higher in the sense that the distribution 
of Y1
*•*» (PlNj’^ lNj)* (P21»^2l)* •**» (P k N j’^ K N *)^  ^
will be Lorenz-dominated by the distribution of Y°
{Y° Y $ ,  (4)
This result follows directly from Rothschild and Stiglitz’s (1970) proof that adding ’noise’ to a 
distribution increases its riskiness, or here, ex ante inequality.6 Ex post inequality may be higher 
or lower: one cannot discount the possibility that it will be the poor who end up lucky, and the 
rich unlucky .However, since any post-reform income profile can be regarded as a random draw 
from Y°, the value taken by some decomposable inequality index for this profile can be regarded 
as a consistent estimator of ex ante inequality and so should rise with the latter, at least if K is 
large enough.
But the distributions of gains and losses from decentralization may be more systematic 
than the preceding analysis permits. So consider the alternative assumption that £b is deterministic, 
and dependent on Y°. Then the effect of reform will depend on whether it can be thought of as 
implying the existence of regressive or progressive transfers. If, for example, we assume that £b
6. For the relationship between Lorenz dominance and lower inequality, see Chapter 1, D3.2.
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is a linear function of Y° and that the sum of eb is zero, then a positive derivative will ensure a 
less equal distribution results, while a negative derivative a more equal distribution.7
Analysis of decentralization to the firm level can proceed in exactly the same way 
(simply by replacing k by j), as can analysis of the impact of decentralization on inequality within 
recipient units. For the latter case, assume that decentralization has the same effect across units 
on within-unit incentive structures and that all recipient-unit total incomes respond proportionally 
to whatever change in the incentive structure is made. In this way, one can abstract from between 
recipient-unit inequality, and total inequality will follow within-unit inequality. Then for any 
individual in firm j or province k, one can write:
Y,1 = Y|° + e,w (5)
Clearly, the effects of decentralization within the recipient unit can be analyzed in exactly the same 
way as before.
The above provides a framework for thinking about the distributional consequences of 
decentralization. A great variety of outcomes are possible. Which are those likely to be observed 
in urban China? Beginning with the distribution of income within recipient units, the distributional 
outcome will depend on the incentives guiding the units. If we assume a fairly egalitarian 
distribution of within-unit income prior to the reform and if the impact of the reform is to turn the 
recipient units into profit-seekers, then a worsening of the distribution can be expected. This 
follows automatically if the initial distribution is completely egalitarian, and some variation in 
compensation is introduced. More realistically, let there initially be a weak (gently sloped) but 
positive relationship between payment and productivity, and let this relationship be strengthened 
(the slope steepened) by the reform process. This is a case in which ew depends on Y° and in 
which inequality worsens, as the initially well-off gain at the (relative).expensive of the initial 
poor, due to the regressive distribution of productivity. Decentralization does not, however, 
automatically lead to profit-seeking behaviour. In particular, if the recipient unit comes under the 
influence of its workers, in the case of a firm, or constituents, in the case of local government, 
there may be little move away from the original egalitarian distribution. Many analysts have 
argued that this is the case in China with regards to firms. Although firms now have a great deal 
of wage-setting power, this has not led to a growth in within-firm wage differentials, it is argued,
7. In the first case, since the rich must gain more than the poor, and since there must be winners or losers, 
the poor must be losers and the rich gainers. This is reversed in the second case. The effects of various 
deterministic distributional transformations on the level of inequality are considered in the literature on the 
distributional impacts of taxation (see Lambert, 1989).
due to worker control over the setting of remuneration levels.8
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Turning to between-unit inequality and beginning at the provincial level, the general 
consensus would seem to be that regional disparities have widened. Though there has in fact been 
little solid evidence presented to back this proposition, it does conform with the widespread 
impression that the relatively well-off coastal provinces have been the largest beneficiaries of 
reform and is confirmed by the findings of this chapter. There is even less evidence at the 
between-firm level, but again the impression is one of increased variation in profitability, 
suggesting that decentralization has indeed increased the importance of ’noise’ in the determination 
of income. In addition, since firms have greater freedom in their distribution of profits as a result 
of reform, it may well be that some firms are distributing their profits in kind (e.g., better housing) 
while others have continued to pay in cash. In this case, even if everyone’s total income remains 
(proportionally) constant, their cash income, analyzed here, will display variation.9
II.2.2 The distribution of new income earning opportunities
As we will see in Section VII, income from sources other than the two traditional state- 
owned and collective sectors and pensions accounts for some 7% of total household income. This 
’non-traditional’ or ’new’ income does not, however, tend to go exclusively to households outside 
the traditional sector. The number of full-time private sector workers remains at less than 2% (see 
Table 2). Rather, traditional sector workers and households also earn non-traditional income. This 
may involve second-jobs, property income (interest receipts or rents) or earnings by the officially 
retired. These non-traditional sources of income have been growing at least as fast as the 
traditional sources. I now turn to the question of who has been benefiting from the growth in new 
income.10
Since this growth in new earning opportunities can be seen as the result of a type of 
decentralization, to the household rather than the province or firm, it is not surprising that a
8 . Ma (1991, p. 16) claims in fact, that the "several wage adjustments and the introduction of bonuses ... 
ended up quite equalizing".
9. This point is further discussed in V.2.3.
10. One could equally ask: who has been benefiting from the growth in traditional income? Such a question 
should be regarded as being dealt with in the previous model, on the simplifying assumption that all income 
is traditional income. It could be argued that the two models should be unified. However, it is not clear that 
additional insight would be gained from this. In addition, owing to data limitations, the distributional 
consequences of the two aspects of reform considered in the two models can only be examined separately.
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framework similar to that employed in n.2.1 can be used to analyze it. To keep things simple, we 
abstract from the fact that different households will be working in different provinces or firms. 
Instead it is simply assumed that every household is employed in one of the two traditional (T) 
sectors (SOE [sector 1] or collective [sector 2]). Each household may also earn non-traditional 
(NT) income. Thus any household i has income
I will also assume that income from all three sources is growing at the same rate. This is an
traditional sector. In practice, a positive growth rate is the mechanism by which the distribution 
of non-traditional income will change, as some come to participate more than others in that 
growth. For the purposes of the model though, we can abstract from this fact and set the common 
growth rate equal to zero. It is also (realistically) assumed that the average total (traditional and 
non-traditional) income of an employee in the SOE sector is greater than that of one in the 
collective sector. Thus,
where p indicates mean income and the vertical bar indicates a conditional mean. To focus on the 
non-traditional sector, we assume that traditional incomes are unchanged by reform. To ensure a 
zero growth rate for non-traditional income, it is assumed
where the summation is across households. Now consider the possibility that access to new income 
earning opportunities depends on which traditional sector you are in. So, assume
In this case, inequality in each of the two sectors of population will be constant. Between sector 
and thus total inequality will increase if coO and fkO and fall if the signs are reversed. Inequality 
will be unchanged if a=p=0. (To satisfy (8) a  and p must be oppositely signed or both zero, so 
these are the only three cases possible.)11
Yt « Y*k + Yf1, k=l or 2 (6)
appropriate approximation for urban China, the reform of which has not meant the decay of the
+ ^NT|Tj >  1*t3 + ^ n t |t2 (7)
(8)
(9)
11. In fact, as Figure 2 of Chapter Five shows, many households receive income from both the SOE and 
collective sectors. For the model to be more realistic, one would need e; to be a function of the proportion 
of total traditional income earned in the SOE sector. However, the same sort of result would emerge.
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Which is the most likely outcome for urban China? This is harder to call than the effects 
of decentralization. On the one hand those in the SOE sector may have the connections and 
training to make better use of new earning opportunities. On the other hand, those in the collective 
sector, which is less regulated, may be more entrepreneurial in approach. With lower incomes, they 
may also have more incentive to search out new earning opportunities.
To conclude this brief analysis, it must be stressed that the aim of this section has not 
been to provide a comprehensive model of inequality-generating and -suppressing forces in urban 
China.12 This would be an extremely ambitious project, and one which could not be supported 
by the available data. Rather, the aim has been the more modest one of setting forth several 
considerations of a theoretical nature. From the foregoing, it would seem that the decentralization 
associated with reform has probably been inequality-promoting:13 there is no reason to expect 
between-province and between-firm inequality to have fallen; and while, as many have claimed, 
within-unit inequality may not be much altered, it is hard to believe it has declined from its very 
low pre-reform levels. A confident prediction that reform has increased inequality cannot be made, 
however, on account of the uncertainty as to the distribution of new earning opportunities. If this 
’new’ income has gone primarily to those households based in the poorer, collective sector, 
inequality may have fallen. In addition, whether China’s macroeconomic instability has promoted 
inequality also needs to be investigated.
The links between reform and inequality are returned to in VII.3, once the empirical 
analysis has been completed.
12. For example no role is given to capital income. Instead it is simply assumed that the return to capital 
is paid to the government (central or local) as owner, and re-distributed by the government in a 
distributionally-neutral way.
13. Though, as stressed earlier, this is not inevitable. For example, in China in the late seventies and early 
eighties, the chief beneficiary of decentralization was the rural sector - it began to catch up with the urban 
sector, and overall inequality fell (see Adelman and Sunding, 1987).
Ill Definition of ’urban’, and data source and availability
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This section evaluates both the data collected by the SSB (111.2) and the data available 
in aggregated, published form (m.3). The first of these tasks is relevant to both this and the next 
chapter, the second only to this. The definition of the survey base is a particularly complex 
question and is dealt with separately immediately below.
III.l The definition of ’urban’
The SSB annual surveys analyzed in this and the next chapter are surveys of households 
registered as non-agricultural and living in areas defined by the SSB to be urban. To what extent 
this makes them surveys of urban China is not easy to say. Four different definitions of ’urban’ 
are utilized in Figure 1. The first (labelled ’Official’), which gives a rapidly increasing share of 
urban to total population, is the total number living in areas (cities or towns) designated officially 
(by the SSB) to be urban. Under this definition, the urban population has increased rapidly since 
1984. As Riskin explains
In 1984, the standard for town designation was considerably relaxed and a change also 
took place in governing procedures that permitted cities and towns to incorporate large 
numbers of surrounding farm households within their administrative boundaries. The 
result was a rapid nominal growth in urbanization resulting in half the population 
becoming urban by this standard in 1988. (1991, p.21)
As approximately 70% of the Chinese population is engaged in agriculture, this definition now 
results in some 35% of urban dwellers being peasants. The second definition (’Census’) is used 
in Census-based publications (see, for example, National Population Census Office, 1991a and 
1991b) and gives the total number living in areas designated by the Census office to be urban.14 
It gives a proportion urban identical to that under the first definition up to 1982, but remains stable 
thereafter, slowly increasing to 25% by 1989. The third definition (’Hukou’) is based on household 
registration (hukou) status. Each Chinese household is registered as either agricultural or non- 
agricultural: registration as the latter entitles a household to a number of benefits such as, at least 
until recently, ration coupons for the purchase of subsidized foodstuffs. The proportion registered 
non-agricultural has been rising only slowly and is currently around 20%. The fourth and final 
definition (’SSB’) is the survey base from 1985, and, from its definition at the beginning of this 
paragraph, is the intersection of the first and third definitions. So it excludes those households
14. For a precise definition, see Riskin (1991) or National Population Census Office (1991a).
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headed by rural professionals who, on account of the head’s university training, have non- 
agricultural status. Comparing the third and fourth curves this number is around 10% of all non- 
agricultural-registered households. While, for analysis of urban China, this group should be 
excluded, the other group omitted on account of the SSB survey base is of greater cause for 
concern. This is those households living in urban areas but without registration - in the main 
recently-arrived rural migrants.15 If we take the census definition of ’urban’ as the ideal 
definition, then this group constitutes one-fifth of the urban population as it should be measured, 
or some 60 million. There is, however, no alternative to using the SSB survey base and thus 
excluding this so-called ’floating’ population. Even the 1988 CASS survey, mentioned in II. 1, uses 
the SSB survey base as the pool from which to draw its sample.
Figure 1 Urban as a Percentage of Total Population under Four Definitions, 1950-90
%
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Year
LEGEND b-b-b Official ®-»-® Census Hukou  SSB
Sources: SSB (1990a) for ’Official’ and ’Hukou’ definitions up to 1989; SSB (1991 y) for ’Census’ 
definition up to 1989; Hayase and Kawamata (1990) for ’SSB’ definition between 1961 and 1987. National 
Population Census Office (1991b) for all 1990 data. There are no figures for 1988 and 1989 using the SSB 
definition.
15. These households might be non-agricultural by occupation but still be without non-agricultural 
registration.
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III.2 Data source
III.2.1 Sample history and method
Each year the SSB carries out two household surveys, one of rural residents and one of urban 
residents (as defined above). The urban survey was first undertaken in 1955, but was suspended 
from 1965 to 1978 on account of the Cultural Revolution. Major developments in the survey have 
taken place since 1978: the survey has grown in both detail and coverage. The urban sample is 
now a relatively large one, having increased from some 9,000 households in the early eighties to 
35,000 households nowadays (the rural sample is even larger). Details of the sampling method are 
given by Ren and Wang (1992). Summarizing, the annual sample is drawn by selecting annually 
approximately 10% of the households contained in a larger sample chosen every three years of size 
300,000. This larger sample, known as the ’one-time’ sample, is drawn in the following way. First, 
China’s provinces are divided into six regions (using the standard administrative division) with the 
sample size in each region being proportional to that region’s population. Next, within each region, 
all the provincial capitals are chosen for survey and a random selection of other cities and towns 
is made. Within the chosen cities and towns, a further random selection of neighbourhood 
committees (the lowest-level administrative organ, covering the population of a single block of 
flats, for example) and finally households is made.
Basic data on household size, income and employment status are collected from this one­
time sample. To select the annual sample, the one-time sample is ordered on the basis of 
household income and divided into five income classes. Representative samples are then chosen 
from each of these five classes, subject to the constraint that each city to be included in the annual 
survey has a minimum of 100 households sampled and each town a minimum of 50 households. 16
Those chosen for the annual survey are asked to record details of household income and 
expenditure. Each survey period lasts a year. Interviewers visit the household at least twice every 
month. At the end of each month, they collect that month’s record card and provide a new card 
for the following month. Information on a large number of variables is collected. The precise 
number has risen over the eighties and is currently around one thousand. Information on wages 
is substantiated by the interviewers via examination of work-unit pay records.
16. From 1990, the annual sample has become a rotating one so that a proportion of households are sampled 
for two or more consecutive years.
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The most striking feature of the survey is surely its duration of a year. By contrast, 
households in Hungary are only asked to record information for two months and in Poland for four 
(see Atkinson and Micklewright, 1992, ’Sources and Methods’). With such extensive demands 
being made, one would expect low response rates. Unfortunately, no official information on the 
response rate is available, but I have been informed by an SSB officer that they are in fact very 
high. If a household is initially reluctant to participate, it is re-visited by the SSB to encourage it 
to do so, though households do have the right of refusal. Some financial compensation is also 
offered to interviewees, but this is relatively small: in 1989, it constituted 1% of the per capita 
income of the surveyed households (see SSB, 1990s).
Table 2 provides summary data on the decade’s urban household surveys. It highlights 
the most important changes in the structure of the survey between 1981 and 1990. The sample size 
has increased every year from 8715 in 1981 to 35650 in 1990. The biggest increase came in 1985, 
where the sample size almost doubled from 12 to 24 thousand. 1985 also represents a watershed 
in two other respects. First, prior to 1985 the only households represented in the survey were those 
whose head was employed in the state-owned or collective sectors. This was changed in 1985, 
when the current survey base was introduced. This meant that those households headed by workers 
who were self-employed or employed in the private sector were included for the first time. More 
importantly (since such workers never became more than 2 % of the surveyed workforce - see 
Table 2), the proportion of retired in the sample increased, as households headed by the retired 
were also included for the first time. The proportion of sample household members retired jumped 
from 3% in 1983 to 6 % in 1985 (data for 1984 is unavailable), around which level it has since 
remained. Relatedly, the average proportion of employed to total household size fell from 58.4% 
in 1984 to 55.3% in 1985.17 Second, prior to 1985 only non-agricultural-registered households 
resident in cities were sampled. From 1985 onwards between one- and two-fifths of those sampled 
were drawn from county towns (though households without non-agricultural registration were still 
excluded). On average, households in towns are poorer and have a lower proportion of workers 
employed in the state-owned sector, a larger household size and a smaller proportion of retired 
than households in cities (see Tables 2 and 10).
The survey questionnaire has also been changed through the course of the eighties. It 
was changed in 1988 and, at least judging by the greater detail of information released from 1985 
onwards, in 1985 as well. These changes have not affected the basic definitions of income used, 
but they have led to the provision of greater detail.
17. Apart from the fall in 1985, this ratio has been rising over time due to falling household size, a result 
of China’s one-child policy.
Table 2 The SSB Urban Household Survey, 1981-1990: some basic information
Year 1981 1982 1983 1984 1985 1986
Coverage C i t i e s C i t i e s C i t i e s c i t i e s Urban C i t i e s Towns* Urban C i t i e s  Towns
Sample Size 8715 9020 9060 12500 24338 17143 7195 b
Ave. H/h Size 4 . 2 4 . 1 4 . 1 4 . 0 3 . 9 3 . 8 4 . 0 3 . 8  3 . 8  3 . 9
% H/hold employed 5 6 . 4 5 7 . 7 58.  6 5 8 . 4 5 5 . 3 5 7 . 4 5 1 . 8 5 5 . 5  5 7 . 9  5 2 . 3
Of which: SOE (%) 7 3 . 4
Collective (%) 2 3 . 2
Private and self-employed (%) .9
% H/hold retired 2 . 5 3 . 0 3 . 0 6 . 2 4 . 3
Year 1987 1988 1989 1990
C overage Urban C i t i e s Towns Urban C i t i e s Towns Urban C i t i e s Towns Urban C i t i e s Towns
Sample Size 32855 25265 7590 34945 27655 7290 35235 27795 7440 35650 28885 7580
Ave. H/h Size 3 . 7 3 . 7 3 . 9 3 . 6 3 . 6 3 . 7 3 . 5 3 . 5 3 . 7 3 . 5 3 . 6
% H/hold employed 5 5 . 9 5 7 . 7 5 2 . 5 5 6 . 0 5 7 . 8 5 3 . 4 5 6 . 3 5 8 . 0 56.  6 5 4 . 3
Of which: SOE (%) 7 4 . 2 7 5 . 4 7 1 . 8 7 3 . 7 7 4 . 7 7 4 . 6 7 5 . 4
Collective (%) 2 2 . 0 2 1 . 1 2 3 . 7 2 1 . 9 2 0 . 7 2 1 . 0 1 9 . 9
Individual (%) 1 . 4 .9 2 . 3 1 . 7 1 . 1 1 . 7 1 . 1
% H/hold retired 6 . 7 7 . 3 5 . 2 6 . 6 7 . 6 5 . 1 6 . 8 8 . 1 5 . 2
Notes: a. Given in SSB, 1988se.
b. Conflicting figures are given in different sources. In SSB (1988s and 1989se) the total sample size is 27024 of which cities make up 17046 and towns 9978. In later
yearbooks, a larger total is given of 31126 with a smaller total for towns of 7478 (see SSB, 1987y). However, the data given in these different sources otherwise seems identical.
1. Unless indicated to the contrary in the potes above, the figures come from the sources indicated in Table A.I.
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III.2.2 Sample representativeness
It is difficult to find flaws in the system used to make the urban survey a random sample 
of urban China. Note in particular that the sample is household and not workplace based (as in 
the former Soviet Union - see Atkinson and Micklewright, 1992). On the other hand, very little 
attention seems to have been paid, inside China or out, to the representativeness of the sample. 
Unfortunately, sample representativeness is not at all easy to investigate. Consistency checks with 
other sources can only be carried out if a rural-urban breakdown of the variable of interest is 
available. For many variables, it is not. Where it is, the definition of ’urban’ used is typically 
based on place of residence not on registration (see in.l). Such progress as has been possible 
subject to these tight constraints is reported below.
One check which can be made is on sample composition by province, and by city and 
town residence. The provincial sampling proportions are closely in line with population 
proportions. However, town-dwellers are under-represented vis-a-vis city-dwellers. The relevant 
population data are available for 1981-1985 and 1990. As Table 3 shows, the population ratio of 
city to town dwellers fell dramatically between 1981 and 1985 - from 2.5 to 1.3 - on account of 
the official redefinition of ’urban’. The population ratio of city-resident-and-non-agricultural- 
registered to town-resident-and-non-agricultural-registered, on the other hand, is fairly constant at 
around 2.2. However, the SSB sample gives a value for the latter ratio of between 3.4 and 3.8 
between 1987 and 1990.18
18. The ratio is lower for 1985 at 2.4, and unclear for 1986: see the notes to Table 2.
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Table 3 City and Town Population Percentages and Ratios, Total and Non-agricultural,
1981-1990
Year Urban City Town Ratio of city to town
Total NA Total NA Total NA Total NA Sample
1981 2 0 .2 14.3 14.3 9.8 5.8 4.5 2.5 2 .2
1982 2 0 .8 14.5 14.7 10.0 6.1 4.5 2.4 2 .2
1983 23.5 14.9 17.5 10.5 6.1 4.4 2.9 2.4
1984 31.9 16.1 18.9 11.1 13.0 5.1 1.5 2 .2
1985 36.6 17.2 20.7 11.7 15.9 5.5 1.3 2.1 2.4
1986 41.4 17.5 .
1987 47.3 18.0 3.4
1988 3.8
1989 3.7
1990 53.0 17.7 29.5 12.7 23.5 5.0 1.3 2.5 3.8
1990
census
26.0 16.6 18.7 11.6 7.3 5.0 2 .6 2.3
Notes: The definitions used are the official ones, except for ’1990 census’ which uses the census
definitions (see m.l). All the figures except the ratios are percentages of China’s total population in the 
relevant year. ’NA’ stands for ’registered as non-agricultural’. For the official data, the source for 1981-1987 
is Hayase and Kawamata (1990); for 1990, see National Population Census Office (1991b). The sample 
figures are calculated from Table 2.
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A rough check by employment is also possible. The SSB sample ratio of SOE to 
collective employees has been constant at around 3.4 for the second half of the eighties. The ratio 
of SOE to urban collective employees given in the official statistical yearbook is around 3.3 from 
1981 to 1983 and around 2.9 from 1984 onwards (SSB, 1990ye). Recall that, from Figure 1, up 
to 1983, the official and SSB survey definitions of ’urban’ were quite. . The fact that the
official SOE-collective ratio falls in 1984, the year in which the definition of ’urban’ was changed, 
suggests that the fall is due to the change in definition. This makes sense: towns have a higher 
proportion of their labour-force employed in collectives and, as Table 3 shows, it was the township 
population which jumped most dramatically due to the definitional change. The upshot is that, 
although it might seem that the SSB survey is biased towards SOE employees, the bias vanishes, 
or at least becomes less serious, if one compares the survey figure of 3.4 with the more 
appropriate official figure, given the sample base, of 3.3. Note too that, whatever the truth about 
levels, both sample and official data present the same picture with regards to trends: both have a 
constant SOE-collective ratio for the latter half of the decade.
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A similar check is available on household size. The 1% population survey of 1987, using 
the census definition of ’urban’, reported an average household size for cities of 3.8 and towns of 
4.1. These compare with survey figures for that year of 3.7 and 3.9, respectively (see Table 2). 
The discrepancies are again likely to be caused by the presence of urban-dwelling agricultural- 
registered households, since these are more like rural households and so likely to have a larger 
household size.
A final check can be made in relation to educational attainment, using the disaggregated 
data from Liaoning and Sichuan analyzed in the next chapter. The survey estimates for 1990 can 
be compared with the 10% tabulation of the 1990 census, for both city-dwellers and town- 
dwellers. It is evident from Table 4 that educational attainment levels are higher in the SSB 
sample. Of course there is the difficulty of different sample bases. Those without non-agricultural 
registration are likely to be less educated and this may explain the discrepancy. The fairest 
comparison possible is in relation to Sichuan town-dwellers in 1990, 8 8 % of whom have non- 
agricultural registration (see Table 2 of Chapter 5). Even here the gap between the SSB and census 
results is large. According to the SSB sample, of those with primary education or above, 19% have 
a university or college education. According to the census figures, this proportion is 13%. It seems 
unlikely that this difference of a third can be explained by reference to the 12% of Sichuan’s town 
population outside the sample base.19 A more reasonable explanation is a bias in the SSB survey 
towards the more educated. How this bias has arisen, if it does exist, can only be a matter for 
speculation.
Queries have been raised as to whether Party members are over-sampled. This cannot 
be formally checked, but was strongly denied by a SSB officer I spoke with.
19. The most favourable assumption possible for reaching a conclusion of no bias is that all of the 12% have 
at least a primary education, but that none have a tertiary or college education. Even with these unrealistic 
premises, one would expect, on the basis of the SSB figures, a census figure of 16% rather than the 13% 
obtained.
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Table 4 Education Levels, Sample and Official, 1990 (%) 
T a b le  4a  C i t i e s
P r o v in c e F iv e
— A tt a in e d  e d u c a t io n a l  
F our T hree Two
l e v e l -  
One A l l
Liaoning 12 .6 8.1 18.8 38.7 21.8 90.3
Official 6.4 4.4 15.6 44.8 28.8 83 .4
Sichuan 11.6 11.7 18.1 34.2 24.4 91.3
Official 5.8 4.2 12.8 34.1 43 .1 79 .6
T a b le  4b  Towns
P r o v in c e F iv e
— A tt a in e d  e d u c a t io n a l  
Four T hree Two
l e v e l -  
One A l l
Liaoning 3.3 12.5 28.1 37.3 18.8 89.1
Official 3.1 4.0 16.5 43 .7 32.7 83 .0
Sichuan 7.6 11.7 18.4 38.2 24.1 91.0
Official 4.7 8.6 15.3 39.0 32.4 84.4
Notes: Unless indicated to be ’Official’, the figures are based on the SSB samples for Liaoning and
Sichuan analyzed in Chapter Five, which can be consulted for further details. The source for the official data 
is National Population Census Office (1991b) and the definitions used of cities and towns are those of the 
Census. The first five figures in each row give the total who have attained the given educational level (one 
to five) as a percentage of those who have attained at least level one. The final figure is the total of those 
who have attained at least level one as a percentage of the total population. The different attainment levels 
are defined in terms of those who have graduated from or who are currently attending: one, primary school; 
two, middle school; three, high school; four, technical college; five, university.
III.2.3 Sample definitions of ’household’ and ’income’
The definition of a household is similar to that used in Eastern Europe, that is, "a group 
of individuals at the same address who partly or entirely share living expenses" (Atkinson and 
Micklewright, 1992, p.69).
The key income variable collected in the survey, at least so far as this thesis is 
concerned, is shenghuofei shouru, or ’disposable income’. Disposable income is gross total income 
(quanbu shouru) net of net outgoing gifts and remittances (about 5% of total income - the urban 
sector is a net remitter), boarding fees paid by friends and relatives (qinyou huofei shouru) and 
subsidies paid to defray recording expenses for surveyees. Both of these latter two are very small. 
The last is excluded since it is a source of income available only to those surveyed. The former 
is excluded as it is intended to catch only those transactions paid by non-household members 
designed to cover their costs. Disposable income is gross of direct taxes, but these are in any case 
minuscule: less than 0.1% of disposable income in 1989. A more common translation of
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shenghuofei shouru is ’income available for living expenses’. This more literal translation is too 
clumsy to be satisfactory. Moreover, the term ’disposable income’ fits well, as one can think of 
net gifts as being a prior claim on income, just as direct taxes are in the West. All the published 
figures available are based on an ordering in terms of disposable income, making this variable the 
natural focus for this study.
The main sources of gross total income are state-owned sector wages, collective sector 
wages and pensions. Other sources include income from self-employment and private employment, 
income from second jobs, and income from sale or rental of property (including interest). Only 
cash income is included. To get an idea of the importance of the omission of non-cash income, 
one can compare the SSB figures with those reported by KGRZ, whose survey was based on a 
sub-sample of the SSB sample and who do try to account for various non-cash income sources. 
This is done in Table 5 for 1988, the year in which the data set analyzed by KGRZ was collected. 
Using the SSB definition of income, the two sources give close estimates of mean income, 
differing by only 3% .20 However, SSB mean income is less than 2/3 of KGRZ income as defined 
by the latter. The most important reason for this is that KGRZ include the imputed value of the 
cheap housing (estimated as a fraction of replacement cost) and ration coupons which non- 
agricultural-registered households are entitled to. These two account for, respectively, 51 and 15% 
of the overall difference between the two measures. Also, KGRZ give a more comprehensive 
coverage of workplace subsidies, including in-kind subsidies, which accounts for 17% of the 
difference. Finally, KGRZ include the imputed value of owner-occupied housing, which accounts 
for 11% of the difference.
20. This comparison is itself based on estimates: see the notes to Table 5. The fact that they are so close 
may more be coincidence than anything else, since the KGRZ survey is based only on 10 provinces, and 
the SSB estimates give a greater weight to town observations than the KGRZ survey. Nevertheless, the 
comparison does suggest the sort of figures which would emerge from the SSB survey if non-cash sources 
of income were assessed.
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Table 5 A comparison between KGRZ and SSB data, 198$
KGRZ SSB %Di£f e r e n c e
(A) (B) (A-B)/B
Total income 1842.0 1192.1 35.3
Total income (SSB definition) 
(a) Cash income of
1230.4 1192.1 3.2
working members 
(b) Cash income of the retired
818.3 807.6 1.3
(earnings & pension) 125.8 108.1 14.1
(c) Income of non-working members
(d) Income from private/individual
8.7 *“ “
enterprises 13 .6 16.3 -20.4
(e) Income from property 9.1 7.4 18.8
(f) Subsidies and income in kind 719.9 180.1 75.0
(fi) Ration coupon subsidy 97.0 - -
(fii) Housing subsidy in kind 
(fiii) Other subsidy less tax
334.1
and payments in kind 
(g) Rental value of owner
288.8 180.1 37 .6
occupied housing
(h) Other: private transfer and
71.8 “
special income from other sources 74.9 72.7 2.9
Notes: 1. KGRZ’s definitions are used. The corresponding SSB definitions (explained in Table A1.2)
are: for (a), 1+2-13-23+5.1.1+5.1.3+5.1.4; for (b), 3+5.1.2; for (d), 5.1.1; for (e), 5.2.2; for (fiii) 1.3+2.3; 
for (h), a residual obtained by subtracting from total income the sum of (a) to (g). Note that (a) to (e) 
exclude cash subsidies. There are certain, minor discrepancies between the categorizations. In particular, the 
SSB data do not distinguish between the pensions of earning retired and those of the non-earning retired. 
Both are put into the equivalent of (b). KGRZ do: the former is included in (b), the latter in (c); also, for 
KGRZ, (d) excludes labour income from private/individual enterprises which is in (a), but, for my SSB- 
based classification, (d) includes labour as well as other factor income.
2. Note that the SSB figures used in this table are not those used in the chapter’s analysis. 
Rather they are averages actually published by the SSB (see SSB, 1989s). They differ from the figures used 
in this chapter (a) by being individual per capita rather than household per capita averages (see Section V) 
and (b) by using total rather than disposable income (see III.2). This is done to make the figures as 
comparable as possible with those given by KGRZ.
3. ’Total income (SSB definition)’ is obtained by subtracting from the total (fi), (fii), (g) and the 
difference between the KGRZ estimate of (fiii) and the SSB estimate. (The former includes cash and in-kind 
workplace subsidies, the latter only cash subsidies; the difference between the two is taken as a proxy for 
the value of in-kind workplace subsidies, which is not given separately by KGRZ.)
To conclude this assessment, it is instructive to compare the SSB survey with the 
household surveys of Hungary, Poland and Czechoslovakia from the 1980s analyzed recently by 
Atkinson and Micklewright (1992). The authors compare these surveys with data available for 
Britain and conclude:
The surveys in Eastern Europe typically have had larger samples, have had higher 
response rates, have been able to substantiate earnings data from employers, have 
considered the deviations of survey results from macro aggregates, and have set out to 
collect information on annual income. The Eastern European sources have significant 
deficiencies, and there are undoubtedly aspects which are not adequately covered, such 
as private incomes, legal or illegal, which may well have been a growing feature of the 
1980s. It is important to bear these in mind when interpreting the data, but it must be
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remembered that data from all countries are deficient in some respect whether they come
from market or socialist economies. (1992, p. 16)
Concerning sample size, substantiation, the collection of annual^data and coverage of 
the private sector the SSB surveys come out either as well as or better than the East European 
ones. (For example, neither the Poland nor the Czechoslovakia surveys covered private sector 
employees, whereas the SSB survey does, at least from 1985 on.) The same concerns arise about 
the coverage of semi-legal and illegal incomes, and the Chinese survey compares less well with 
regards to availability of information concerning response rates and "the deviations of survey 
results from macro aggregates". Insofar as it has been possible to investigate the latter question, 
there would seem to be an under-representation of town-dwellers and an over-representation of the 
well-educated.
III3 Data availability
Unfortunately, the raw data from these annual urban surveys are not in the public 
domain. Indeed, the size of the surveys is so large relative to the SSB’s computing facilities that 
not even the SSB itself stores all the raw data. Instead, averages are calculated at various locations 
around the country, and these are collated centrally. Only a sub-sample of each annual survey is 
received by the central office in disaggregated form. These sub-samples for two of China’s 
provinces are analyzed in the next chapter, but for a China-wide study one is restricted to reliance 
on aggregated data.
Tabulated aggregations for 1981 to 1985 are brought together in one book (SSB, 1987s). 
Data for 1986 to 1989 appears in separate books (SSB, 1986s, 1988s, 1989s and 1990s). Some 
of the information from these books is extracted in China’s statistical yearbooks, which provides 
the study’s only source for 1990 (SSB, 1991y). Data for 1985 and 1986 is also available in two 
English-language publications (SSB, 1988se and SSB, 1989se). Where more than one source was 
available for any one year, consistency between sources was fortunately only rarely a problem. 
Table A.1 shows which sources were used.
The variety of publications in which the tabulations from the survey data appear means 
that different types and levels of detail of data are available for different years. However, quantile
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group21 means of per capita ’disposable income’ are available for each year. These provide the 
core data for this chapter. The latter years (from 1985 onwards) have the highest number of 
quantiles, eight in all: 0-5, 5-10, 10-20, 20-40, 40-60, 60-80, 80-90 and 90-100%. Prior to 1985, 
the top two quantiles are merged into one; prior to 1983, the bottom two quantiles are also 
merged22
Although results from the 1982 survey are published, they are not utilized here, since, 
for some reason, for this one year quantile means for disposable (as against total) income are not 
given. Though sufficient data are given to gain a rough picture of the situation in 1982, the year 
does not figure in the more detailed distributional comparisons given in the chapter.
The amount of data available increases over the eighties, with changes coming in 1985 
and 1988. For example, pension income is included as a separate category for the first time in 
1985. And in 1988, information on income received as compensation for rises in state prices 
begins to be given. Detailed information on the urban, as against cities-only, sample is available 
only from 1986 onwards, even though it was first collected in 1985.23 Hence the SSB 
publications contain two structural breaks in terms of coverage: from 1985 the sample base widens 
to include non-traditional sector workers and the retired, and in 1986 it widens still further to 
include towns as well as cities. The first change has little impact on mean income, but adjustment 
needs to be made for the second change.24 To make the pre- and post-1986 data comparable, the 
mean incomes of the earlier years were adjusted downwards. Appendix A, point 3 explains how 
this was done.
The fact that the data set is aggregated is not in itself an enormous drawback. It is true 
that most analyses based on aggregated data use deciles (e.g., Jenkins, 1991) or quintiles (Anand,
21. The term ’quantile group’, sometimes shortened to ’quantile’, is used throughout (as in Phelps Brown, 
1988) to refer to the case where data is given for groups of the population fixed by population share. 
Quintiles and vingtiles are both examples of quantile groups. Groups defined by income bounds are referred 
to as ’income classes’.
22. See Appendix 1, point 4 for the adjustments made to cope with the missing data.
23. The English translations of the SSB survey publications for 1985 and 1986 use the word ’urban’ in two 
different ways. With reference to the 1985 data (that is, in SSB, 1988se), ’urban’ refers only to cities. With 
reference to the 1986 data (that is, in SSB, 1989se), ’urban’ is used as in this paper to refer to cities and 
county-towns combined. Note also that in fact city and town quantiles are available for 1985 (city in SSB, 
1987s and town in SSB, 1988se) and so could be combined - using the SSB aggregation and re-weighting 
procedures (on which see below) to give urban quantiles. However, this procedure was not followed since 
the quantile groups were not completely comparable and much more detail was available on the city data.
24. The second change reduced the mean by almost 10% (see point 3 of Appendix A). The first change 
reduced it by less than 1%, using the provincial data sets as evidence.
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1983). Having a maximum of 8 quantiles leaves one with a comparatively sparse amount of 
information. On the other hand, the uneven size of the quantiles might be considered an advantage 
(Davies and Shorrocks, 1989). Evidence that the underestimation implied by aggregation is not 
serious can be found in Table B.l of Appendix B, using the next chapter’s data set. Using the 
SSB’s eight quantiles results in a Gini approximately 97% of the size of the ’disaggregated Gini’.
Of greater concern than the degree is the manner of aggregation. Prior to 1985, quantile 
means were calculated on the basis of the raw data from sub-samples of the total sample 
surveyed.25 From 1985 onwards, however, the aggregated means published are not based on a 
complete ranking of incomes and then division into groups, but on a two-stage procedure. At the 
first stage, the SSB asks its officers in each city and town whose residents are being sampled to 
compute quantile averages for that city or town, and submit them to the central office. At the 
second, the, say, kth quantile average for all China is calculated by taking the average of the kth 
quantile of each city and town. As Appendix B shows, both stages of this aggregation procedure 
cause the true level of inequality to be underestimated. The implications of the second stage are 
particularly serious. Since this second stage aggregates city and town quantile means into the same 
quantile group disregarding possible differences in mean value, one would expect a decomposable 
inequality measure resulting from such a procedure to be similar in size, at least once allowance 
has been made for aggregation, to the within-city-and-town inequality component of the same 
decomposable index. Appendix B shows the precise conditions under which this will be true. It 
also uses the provincial data sets to be analyzed in the next chapter to provide evidence that, 
whereas the first stage of this aggregation procedure only results in underestimation of the Gini 
coefficient (compared to that obtained using the conventional method of aggregation) of 1-2 %, the 
second stage results in underestimation of some 25%. With such a large discrepancy, the need to 
guard against being misled by this aspect of the data is pressing, and the subject is returned to in 
V.2.
Apparently aware of its survey’s bias towards city-dwellers, the SSB has based its 
published figures from 1986 onwards on a re-weighting. If we decompose the published urban 
means into a weighted average of the city and town means where the weights are, respectively, 
a  and 1-a, then in 1985, 1986 and 1988, a  is exactly equal to .6 , in 1987, o&=.656 and in 1989, 
a=.593. These correspond to city-town population ratios of 1.50, 1.90 and 1.46. Comparing these 
ratio's to those given in Table 2, this re-weighting is appropriate if one’s aim is to replicate the 
official city-town population ratio. However, if the aim is to replicate the city-town ratio of the 
survey base, then the town-resident observations are given too much weight, as one should be
25. Of size 2350 for 1981 to 1983, and 4420 for 1984.
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aiming for a ratio of 2-2.5 rather than 1.5-2. So it must be borne in mind that, although the survey 
suffers from an under-representation of town-dwellers, the published figures analyzed here suffer 
from the reverse problem, at least if one takes the survey base as the population of interest26
IV The level of inequality in urban China: some international comparisons
Although, as argued below, urban inequality in China has increased over the eighties, 
it remains comparatively low. To make this point without access to disaggregated data and also 
to show in what way the urban Chinese distribution differs from those of other countries, this 
section provides some international comparisons. 1989 data are used for China, this being the year, 
it is argued in the next section, in which urban income was most unequally distributed for the 
decade. The Chinese income distribution analyzed in this section is that of households by 
household income.27 This is not because of an intrinsic preference for the analysis of household 
over per capita income, but for the more pragmatic reason that these figures, though only available 
for the latter half of the eighties, are, unlike the quantile means of per capita income, properly 
aggregated (see in.3). For this reason it cannot be argued of them, as it can of the per capita 
quantile means, that they under-estimate the degree of income inequality, and thus unfairly bias 
any comparison in China’s favour.28 Interestingly, the household cash income shares used are 
very close to the per-capita cash-and-non-cash income shares calculated by KGRZ.29 So the 
comparisons which follow also do not depend on the exclusion of non-cash income from the
26. It is not possible to re-re-weight, as a city-town decomposition is not available for 1990.
27. See Appendix A, point 1 for details.
28. Also, in China there is at least no less and possibly more inequality in the_distribution of households 
by household income than in the distribution of households by per capita income or in the distribution of 
individuals by per capita income: see the discussion in the text preceding footnote 44. See Anand (1983) 
for a general analysis of the relationship between inequality in these different distributions.
29. Decile Household income KGRZ income
(SSB data) 1989 per capita 1
1 4.4 5
2 6.2 6
3 7.2 7
4 8.0 8
5 8.8 9
6 9.6 9
7 10.5 10
8 11.8 11
9 13.7 14
10 19.9 21
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Chinese figures.
International comparisons of inequality are notoriously unreliable. The problem-causing 
measurement issues are not addressed here at all. The justification for this is in the results: China 
emerges so clearly as an outlier that one cannot imagine its status as such being vulnerable to 
changes in the definitions used for measurement.
That inequality is low in China, and in particular urban China, is well-known. China is 
also unusual amongst developing countries in that urban is lower than rural inequality (see VI.2). 
In other developing countries, urban appears to be higher or at least no lower than rural inequality 
(see Zhao, 1990b; India is one example where urban inequality is higher - see Hussain, Lanjouw 
and Stern, 1991).30
Income in urban China is so much more equally distributed than income in urban 
regions in other developing countries that comparisons with industrialized countries are more 
illuminating.31 We begin with a comparison between urban China and the UK. There is no doubt 
that income is distributed more equally in urban China. More interestingly, we can see from Table 
6 in what way the two distributions diverge. This table is based on a division into quintiles. Take 
the two bottom quintiles to represent the poor, the two middle quintiles the middle-class and the 
top quintile the rich. The table shows that the middle-class of urban China and the UK get almost 
exactly the same share of income: 40.7 and 40.9 respectively. Where the two distributions differ 
is in the shares of income going to the rich and poor groups. Urban China’s poor get 
approximately 9% more of total income than the UK’s poor, and urban China’s rich get 
approximately 9% less. The middle-class, as defined above, does not do unusually well in urban 
China. Rather it is the poor who benefit, at the expense of the rich.
30. Note the Indian data on which this comparison is based relates to consumption, which we would expect 
to be more equally distributed than income. Yet income in urban China is much more equally distributed 
than consumption in urban India. Riskin (1987, p.249) has a number of such comparisons with developing 
countries.
31. Given the small size of the agricultural sector in industrialized countries, one is justified in using national 
rather than urban data for these countries.
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Table 6 A Comparison Between Urban China and the UK
Quintile Shares of Shares of disposable Shares of disposable 
disposable income in UK after income, China, 1989
income, UK 20% tax on top 20%
1987 distributed equally
among bottom 40%
0-20 6.07 10.30 10 .61
20-40 10.74 14.97 15.16
0 -4 0 1 6 .8 0 2 5 .2 7 2 5 .7 7
40-60 16.82 16.82 18.36
60-80 24.05 24.05 22.31
4 0 -8 0 4 0 .8 7 4 0 .8 7 4 0 .6 7
8 0 -1 0 0 4 2 . 3 1 3 3 .8 6 3 3 .5 6
Notes: UK data based on disposable income per household (after benefits and direct taxes), and is from
Central Statistical Office (1990), Appendix 4, Table 1. For details on the Chinese data, see Appendix A, 
point 1.
One easy way to represent the difference between urban China and the UK is to ask 
what sort of additional taxes would be required (on the assumption of a constant pre-additional-tax 
distribution) in the UK to obtain from its distribution the urban Chinese distribution. As the table 
shows, a very simple change to the tax structure is required. An additional 20% tax on the richest 
20%, distributed equally among the bottom 40% (10% to the bottom 20% and 10% to the 20-40% 
group) would approximately transform the UK into the urban Chinese distribution.
A wider set of comparisons between China and other countries, in terms of the three- 
class aggregation developed above, is presented in Figures 2a to 2c. These plot, for 41 developed 
countries (DCs) and less-developed countries (LDCs) for which information is available, on the 
vertical axis, the shares of, respectively, the poorest 40%, middle 40% and top 20% (from World 
Bank, 1991) and, on the horizontal axis, the log (to the base 10) of GDP per capita using Summers 
and Heston (1988) data based on purchasing power parity conversion factors.32 Because of the 
uncertainty as to GDP per capita for China, and a fortiori for urban China, the latter’s income 
shares are represented as horizontal lines (their exact values can be read off from Table 6 as, once 
again, 1989 data has been used). The figures show that whatever its GDP per capita, urban China 
is an outlier with respect to the shares of the bottom 40% and top 20%. Its share going to the 
middle 40% is also relatively high by developing country standards. However, if, as seems more
32. All countries which had both income shares and GDP per capita data were used. The GDP per capita 
figures refer to the year 1980 and are expressed in 1980 US dollars. The income shares refer to various 
years from the eighties. The figures also show, simply for interest, regression lines: the predicted income 
share from a quadratic regression of the 41 income shares on the log of GDP per capita.
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reasonable, urban China has an income per capita closer to developed country standards,33 then 
its share going to the middle 40% seems average.
If urban China is an outlier in relation to both developing and (except for the share of 
income going to the middle 40%) developed countries, how does it compare to other (ex-) 
centrally-planned economies? A great deal of diversity is evident among these nations (see Phelps- 
Brown, 1988, and Atkinson and Micklewright, 1992), but it is striking that Hungary is the one 
country in Figure 2 which has a higher share for the poorest 40% and lower share for the richest 
20% than urban China. Figure 3 compares urban China with Hungary using a ’Pen Parade’, which 
simply shows the mean income of different quantile groups, appropriately normalized to make 
comparisons possible (here the normalization has been by dividing through by the mean and 
multiplying by 100).34 It is striking how closely the two distributions resemble one another.35 
Both have high shares going to the poorest 40% (26.1 in Hungary to 25.8 in China), low shares 
going to the richest 20% (32.4 to 33.6) and average shares going to the middle 40% (41.5 to 40.7).
One force suppressing inequality in centrally-planned economies is no doubt the 
confiscation of private property associated with the introduction of revolutionary regimes (see the 
quotation from Perkins in II. 1). The wage-setting powers of the central authorities in centrally- 
planned economies are also relevant. If, as the evidence suggests (see Phelps Brown, 1988, pp.303- 
4 and Riskin, 1987, p. 251), these powers were used to raise the wage of unskilled labour and to 
keep down the top ranks of the salary ladder, a compressed wage structure could emerge, which 
would raise the share of the poor, lower that of the rich and leave the middle class pretty much 
unaffected in distributional terms.36
33. For example, as stated in n.2,76 and 36% of all urban households in China owned a washing machine 
and fridge respectively. In the UK, the figures (for 1984) are 79 and 94% (Central Statistical Office, 1986).
34. See Pen (1971). Note that the Pen Parade is the inverse of the distribution function. Its usefulness as 
a tool of analysis has recently been demonstrated by Phelps Brown (1988).
35. Atkinson and Micklewright (1992) show that Hungary’s income distribution has changed over the years, 
first falling then increasing, but the changes have not been drastic enough to make the similarity between 
China and Hungary dependent on the year of comparison. Atkinson and Micklewright also find income to 
be distributed in Czechoslovakia (which is not included in Figure 2) just as equally as in Hungary.
36. Howe (1973) gives a detailed account of Chinese wage patterns up to 1972. Knight and Song (1990) 
provide a more recent study, with cross-sectional evidence relating wage levels to education, occupation, 
gender and region.
204
Figure 2 Proportion of Total Income Received by Different Quantiles, Urban China and 
Selected Developing and Developed Countries
Figure 4a Poorest 40%
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Figure 4c Top 20%
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Notes: The horizontal axis is scaled in logs. For sources, see footnote 32 for international data and
Appendix A, point 1 for Chinese data.
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Figure 3 Income Distribution in Urban China and Hungary
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Notes: The Hungarian data are from Szakolczai (1980), as extracted in Phelps Brown (1988). They are
similar to the World Bank data used in Figure 2, but less aggregated. For details on the Chinese data, see 
Appendix A, point 1.
Samuelson and Nordhaus have written of the Soviet Union and Eastern Europe:
Recent estimates of income distribution indicate that, except for the absence of a super­
rich class, [their] income distribution ... shows a striking similarity to that in Western 
countries (1989, extracted in Atkinson and Micklewright, 1992, p.28)
Whether or not this is actually true for the countries Samuelson and Nordhaus are 
writing about - and the example of Hungary and the analysis of Atkinson and Micklewright 
suggests, in fact, that no such generalization can be made - an absence of the super-rich is 
certainly not the only driving force behind urban China’s low inequality. It is also, using this 
terminology, the absence of a super-poor.
Besides giving us a way of stylizing China’s income distribution, these international 
comparisons are also useful because they show that, although urban China’s income inequality 
figures are low, they are not unbelievably or absurdly low. It is not unreasonable to think of urban 
China as having developed-country characteristics. And, given this, it is also not unreasonable to 
expect that a socialist government would be able to ’extract’ 20% more from the rich for 
distribution among the poor than a capitalist government of a developed country would. On the 
other hand, the differences observed between income distribution in urban China and other 
countries are too great to be explained away by the argument that the official data underestimate
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the former’s level of inequality.
V Changes in the income distribution over the decade
V.l analyzes inequality changes evident in the core data (presented in the Appendix in 
Tables A.3(a) and (b)). V.2 takes account of the possible ways in which the core data may mislead 
and considers supplementary data to obtain a more accurate picture.
Due to the unusual aggregation procedure described in in.3, it is unclear whether the 
published per capita means are averaged over individuals or over households. It is indicated to be 
the former (pingjun mei ren) - the average means are obtained from the quantile means by using 
as weights the number of households times the quantile’s average household size (see Appendix 
A, point 6 ) - but one cannot be sure that weighting by household size was carried out at both 
stages of the aggregation procedure. Since the size of the quantile groups is defined in terms of 
households, not individuals, it is certainly simpler to assume that the income figures are averages 
over households. This makes year-to-year comparisons of income shares possible without the need 
for adjustment on account of changing household size. Calculations were also made weighting 
each quantile group by its average household size but this made a negligible difference (always 
less than .001 in the case of the Gini for example). Thus, unless otherwise specified, all results 
(including the means already given in Table 1) are based on the assumption that the quantile 
means are household per capita means and so should be thought of as summarizing the distribution 
of households by per capita income.
No attempt is made in the analysis which follows to reconstruct the original data by use 
of interpolation methods (such as given in Cowell and Mehta, 1982). Although such methods add 
accuracy, since a number of other adjustments to the data are already required (see Appendix A 
for a summary), it was decided to use instead the simpler and more transparent method of 
assuming complete equality within each quantile, thus giving a lower bound on the true level of 
sample inequality.37 While this method will, by definition, underestimate the actual level of 
inequality, it will not be by very much (see HI.3) and there is no reason to believe that trends as
37. Interpolation is used at various points in the chapter, but only when the number of income classes 
differs across years and comparability is sought. In these cases (indicated in the note to the relevant tables 
(9 and 14) or in Appendix A, point 1 for the case of Figure 2), a cubic spline is used to estimate the desired 
quantile group or income class means. Any subsequent estimation of inequality measures is then based 
simply on these new means.
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against levels will be underestimated by this use of aggregated data. Trends will be accurately 
estimated if intra-quantile reflect inter-quantile distributional changes. This is unlikely to be true 
for any single pair of years, but is more likely to be true on average which makes it a satisfactory 
assumption if, as here, one has data for a number of years. Having a series of data points also 
makes it less of a drawback that, without information on sample variance, standard errors for 
estimates of inequality derived on the basis of aggregated data cannot be calculated. With a 
decade’s data, one should be able to establish, without recourse to statistical methods, whether 
inequality is systematically changing.
V.l Changes in inequality: the core data
Due to the vast number of competing inequality indices available for use, reliance on 
any single measure is unlikely to be convincing. On the other hand, the presentation of a large 
number of indices, while a step in the right direction, may easily lead to difficulties of 
interpretation. Use is therefore made of the criteria presented in Part One of the thesis which, if 
met, guarantee dominance by a range of measures. Foremost among these is the second-order 
stochastic dominance criterion (or Lorenz dominance criterion in the context of inequality 
analysis). If one distribution’s Lorenz curve is everywhere no lower than another’s, and somewhere 
higher, then the former distribution has no more inequality by all measures and less inequality by 
at least one measure satisfying the conventional assumptions given in II.2. Also utilized is the e- 
dominance criterion, which measures equality using the isoelastic function, defined by the 
parameter e, and looks for whether all indices for a range of values of e give the same ranking.
Table 7 presents the basic information pertaining to equality rankings for the decade of 
the household income per capita distributions. Years are presented in chronological order. A ’D’ 
(’DB’) in cell ij indicates that row i (column j) has second-order stochastic dominance over 
column j (row i). ’ED’ and ’EDB’ have the same respective meanings but are used only when 
stochastic dominance is absent and refer to e-dominance. (Hence a ’D’ or ’ED’ indicates the row 
year has less inequality.) An X indicates that no e-dominance, and, a fortiori, no stochastic 
dominance ranking can be made. In these cases the ’switch points’, or values of e at which 
dominance reversals occur, are given. The upper and lower bounds chosen for the e-dominance 
analysis were taken to be 5 and .1 respectively, which are quite wide relative to those commonly 
used in inequality analysis.
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Table 7 Equality Dominance, Urban China, 1981-1990
1983 1984 1985 1987 19881986 1989 1990
1981 DB
3.2
1983
1984 DB ED
4.1
1985
1986
2.7
1987
1988
1989 DB
Notes: 1. ’D’ indicates that the row year dominates the column year. ’DB’ indicates that the row year
is dominated by the column year. A ’D’ or ’DB’ by itself indicates Lorenz dominance (and therefore e- 
dominance), a ’D’ or ’DB’ with an ’E’ in front of it indicates e-dominance, but no Lorenz dominance. If 
a number is also given, this indicates the upper bound up to which e-dominance is present If no number 
is given, then e-dominance holds over the entire range.
2. The bounds for the e-dominance analysis are: 
upper bound: 5
lower bound: .1
3. Based on data in Tables A.3(a) and (b). See the notes to these tables for further details.
The e-dominance ranking is summarized in Figure 4, a Hesse diagram, in which any one 
year (i’s) distribution dominates the distribution of any other year below it on the page (a) to 
which it is connected by any combination of downwards and horizontal lines or (b) which are 
dominated by any other province which i dominates.
Figure 4 Hesse Diagram for Equality E-Dominance, with bounds of .1 and 5
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Table 7 and Figure 4 have two striking features. The first is a fall in inequality between 
1981 and 1983, and a general though not monotonic trend upwards in inequality thereafter. 
Inequality at the end of the decade is higher than at the start. Here is our first indication that 
trends from the early eighties should not be extrapolated over the course of the decade. The second 
is the completeness of the ordering. Of the 36 pairs, 32 can be ranked by the stochastic dominance 
criterion, and a further 1 by the e-dominance criterion, leaving only 3 pairs which cannot be 
ranked at all. As Chapter Three (IV. 1) showed, the chances of obtaining a ranking increase with 
the degree of aggregation of the data. Therefore, we would not expect such a high degree of 
ranking if disaggregated data were available. Also on the basis of Chapter Three, we should 
interpret the rankings based on aggregated data as providing a basis for inferring not unrestricted 
Lorenz dominance in relation to the disaggregated data but rather dominance above the poorest 
5% (see IV. 1.1). The aggregated data will tend to ignore any crossings below the first point of 
aggregation, here 5%. Similarly, we should interpret e-dominance based on aggregated data as 
enabling us to infer e-dominance in relation to the disaggregated data based on a lower upper 
bound, in this case, say, 3 instead of 5. These caveats notwithstanding, it can still hardly be 
coincidental that an upward trend emerges post-1983.
By how much did inequality worsen over the eighties? Table 8 presents a number of 
conventional inequality measures. Together they present an even stronger picture of the trend in 
inequality than the more general partial ordering of Table 7. The measures all agree that inequality 
fell between 1981 and 1983, rose in 1984 (to above its 1981 level), fell in 1985, rose to 1989 (to 
its highest level for the decade) and then fell in 1990 (to about its 1988 level). They show a 
growth in inequality of between 9 and 19 percent over the decade, depending on which measure 
is used. The post-1983 growth is of course higher, between 12 and 26%. Table 8 also gives a good 
idea of over which years inequality grew more quickly. All measures agree there was a relatively 
big jump between 1983 and 1984, not much change between 1984 and 1987, and then large jumps 
again between 1987 and 1989.
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Table 8 Inequality in the Distribution of Households by Per Capita Income
Year I n e q u a l i t y Measure
C o e f f i c i e n t T h e i l A t k i n s o n A t k i n s o n
G i n i o f  V a r i a t i o n  Inde x In d e x  ( e = l ) I n d e x  (e=2)
1981 0 . 16 2 7 0 . 2 9 5 2 0 . 0 4 2 5 0 . 0 4 2 2 0 . 0 8 3 1
1983 0 . 1577 0 . 2 8 8 2 0 . 0 4 0 3 0 . 03 9 7 0 . 0 7 8 0
1984 0 . 16 6 0 0 . 3 0 2 6 0 . 04 4 5 0 . 04 3 9 0 . 0 8 6 1
1985 0 . 1 6 3 6 0 . 2 9 8 6 0 . 0 4 3 2 0 . 0 4 2 6 0 . 0 8 3 4
1986 0 . 16 6 0 0 . 3 0 3 1 0 . 04 4 6 0 . 04 4 0 0 . 0 8 6 6
1987 0 . 1 6 7 1 0 . 3 0 6 1 0 . 04 5 2 0 . 0 4 4 4 0 . 0 8 6 8
1988 0 . 17 5 3 0 . 3 2 1 0 0 . 0 4 9 7 0 . 0 4 8 8 0 . 0 9 5 3
1989 0 . 18 0 7 0 . 3 3 2 7 0 . 05 3 1 0 . 0 5 1 9 0 . 1 0 0 8
1990 0 . 17 6 9 . 0 . 3 2 3 7 0 . 0 5 0 6 0 . 0 4 9 8 0 . 0 9 7 3
Changes o v e r  t i m e
9 0 / 8 1 1 . 0 8 7 1 . 0 9 7 1 . 1 9 0 1 . 1 8 0 1 . 1 7 1
9 0 / 8 5 1 . 0 8 1 1 . 0 8 4 1 . 1 7 1 1 . 1 6 9 1 . 1 6 6
8 5 / 8 1 1 . 0 0 6 1 . 0 1 2 1 . 0 1 6 1 . 0 1 0 1 . 0 0 5
9 0 / 8 3 1 . 1 2 1 1 . 1 2 3 1 . 2 5 5 1 . 2 5 2 1 . 2 4 7
9 0 / 8 7 1 . 0 5 9 1 . 0 5 8 1 . 1 1 8 1 . 1 2 2 1 . 1 2 1
Notes: Based on data in Table A.3(a). The Atkinson indices are monotonically decreasing transfoi
of the isoelastic function. The Theil (also called the Theil T) measure is also the generalized entropy 
measure with parameter 5=1; similarly the square of the coefficient of variation is twice the generalized 
entropy measure with 5=2. For more detail on the formulae, see Table 2 of Chapter One. To calculate Ginis 
with different size quantiles, a formula given in Cowell (-) incorporating weights was used, namely
N *GINI = £ W ,— where W, -  w, 
i-1 P
f i
E
U-i
N
and y > ,  = 1
i-l
where w; is the weight on the ith quantile (.05 or .1) and incomes are arranged in ascending order.
V.2 Do the core data mismeasure the rise in inequality?
V.2.1 Structural breaks in 1985 and 1986
As outlined in Section HI, there are three changes which take place in the calculation 
o^published figures in 1985 and 1986. In 1985, the aggregation procedure changes and the sample 
base widens to include households with heads not employed in either the SOE or collective 
sectors. Then in 1986, the sample base further widens to include town-dwellers. To make the 
problem tractable, I assume that these changes all change inequality, as measured by the Gini, by 
an amount which remains constant over time.
The first and most important change in 1985 is the change in the aggregation procedure. 
Direct evidence is available in this regard. Prior to 1986, means are given for conventionally
211
aggregated income classes as well as for quantile groups.38 Gini and Theil indices using both data 
sets are presented in Table 9. As expected, the two sets of figures are very close (within 5% of 
each other) for 1981,1983 and 1984. The 1985 income class figure, however, is 22.8% above the 
quantile group figure using the Gini and 52.7% using the Theil. Far from inequality falling 
between 1984 and 1985, as the analysis of the previous sub-section suggests, it increases by the 
largest single amount for the decade.39 Whatever the cause of this rise, Table 9 shows that the 
smoothing procedure underestimates inequality by around 20%, resulting in Ginis of .16 to .18 
rather than of .19 to .21. Taking this approach a step further, one crude way to correct for the 
underestimation introduced by this switch to smoothing would be to add the difference between 
the income-class-based and the quantile-based measures, which comes to .037. Allowing for the 
fact that the latter set of measures tend to be very slightly below the former for the years prior to 
1985 gives an adjustment factor of .034.40
Table 9 Inequality in the Household Distribution by Per Capita Income: measures based 
on quantile group and income class data, 1981 to 1985.
G i n i C o e f f i c i e n t T h e i l  :Index
Q u a n t i l e  group Income c l a s s Q u a n t i l e  group  Income c l a s s
1981 .1627 .1615 0 . 0 4 2 5 .0420
1982 - . 1582 - . 0401
1983 .1577 .158 1 0 .0 4 0 3 .0400
1984 .1660 .1697 0 . 0 4 4 5 .0465
1985 .1636 .2009 0 . 0 4 3 2 .0660
Notes: The first and third columns are from Table 8 . The second and fourth are based on
SSB(1987s) - see Table A.I. There are 6 classes for 1981 to 1984 and 10 classes for 1985. To avoid this 
increased number of classes in 1985 influencing the result, and to give comparability with the figures based 
on quantile groups, a cubic spline was used for all five years, enabling estimation of income shares based 
on the eight quantile groups used in this chapter.
How much of the increase between 1984 and 1985, once this adjustment is taken into 
account, is due to the change in 1985 to the sample base? Here no direct evidence is available, 
but it would seem the answer is not very much. The change increased the sample base by about 
10%. Nearly all the new households must have had a pensioner as head (since the number of self­
38. Post 1985, though income-class proportions are still given (see Table A.l), no class means are given. 
Due to the difficulty of estimating the class means, this information is not used.
39. Inspection of Lorenz curves constructed using this income class data shows Lorenz dominance of 1984 
(and hence 1981 and 1983) over 1985.
40. The adjustment is done by multiplying the 1985 quantile figure by the proportional difference between 
the 1984 income-class and quantile measures.
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employed and private workers in the survey is still very low - see Table 2) and pensioners are not 
particularly poor in urban China. The Liaoning and Sichuan data sets suggest that this change in 
the sample base would have raised the Gini by as little as .005.41
Direct evidence is available on the effect of the final change to the sample base - the 
inclusion of county towns. For 1986 to 1989, city and urban inequality indices can be calculated 
separately. These are presented in Table 10, along with indices for town residents only for 1987 
to 1989. Inequality is greater in towns and towns are poorer (see the final column) so urban 
inequality is higher than city inequality. But again the difference is not a huge one. The average 
difference over the four years in terms of the Gini is .007.
Table 10 Urban, City and Town Inequality and Relative Means, 1986-1990
Year
G i n i
C i t i e s  Urban Town D i f f C i t i e s
T h e i l  
Urban Town D i f f
C i t y /
town
1986 0 . 1 5 9 4  0 . 1 6 6 0 0 . 0 0 6 6 0 . 0 4 1 1 0 . 0 4 4 6 0 . 0 0 3 5
{ % )
1987 0 . 1 6 4 5  0 . 1 6 7 1  0 . 1 7 2 6 0 . 0 0 2 6 0 . 0 4 3 9 0 . 0 4 5 2  0 . 0 4 8 3 0 . 0 0 1 3 1 2 4 . 1
1988 0 . 1 6 2 6  0 .1 7 5 3  0 . 1 8 3 6 0 .0 1 2 7 0 . 0 4 4 0 0 . 0 4 9 7  0 . 5 4 0 7 0 . 0 0 5 7 1 2 4 . 1
1989 0 . 1 7 4 4  0 . 1 8 0 7  0 . 1 9 5 4 0 . 0 0 6 3 0 . 0 4 9 3 0 . 0 5 3 1  0 . 0 6 3 4 0 . 0 0 3 8 123 .2
Average  d i f f e r e n c e 0 . 0 0 7 1 0 . 0 0 3 6
Notes: ’Diff stands for the difference between the city and urban Ginis. The urban Ginis are from Table
8. The city and town Ginis give the ratio of city to town mean incomes, expressed as a percentage.
So these rough calculations suggest that, assuming these changes have a constant 
additive effect on inequality, 1985 can be made comparable to the earlier years by increasing the 
Gini in Table 8 by .029 (.034-.005) and 1986 and later years can be made comparable by 
increasing their Ginis by .022 (.029-.005). This results in a 1990 comparable Gini of .199, and 
growth between 1993 and 1990 not of 12%, as concluded using unadjusted data, but of 26%. The 
adjustments also suggest that inequality actually fell between 1985 and 1986 by .006, similar in 
magnitude to the fall between 1989 and 1990 (.004). As will be argued later, these falls are as
41. Calculating Ginis us^ ig the pre-1985 sample base and the 1985 sample base results in an average 
difference of .005 for the two provinces combined and the three years of 1988 to 1990. This is the 
difference observed if the SSB aggregation procedure is used, but no larger difference emerges if alternative, 
more conventional aggregation procedures are used instead. An alternative estimate of the effect of 
expanding the share of pension income can be attained by calculating the total Gini on the assumption that 
pension income is distributed identically to total income, while the distribution of other components of 
income remains unchanged. This reduces the Gini by a maximum of .006: see VI.2 for a decomposition by 
source.
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significant as the rises in other years in understanding the forces acting on inequality in the 
eighties (see VII.3).
There is one more change which occurs in 1985 which may have caused the observed 
rise in inequality. The number of city-residents sampled increases from 12,000 to 17,000 and the 
number of cities surveyed increases from 47 to 106 (SSB, 1988se). In and of itself, a larger 
sample, even one covering a larger number of cities, should not lead to an increase in inequality. 
However, the geographical extension of the survey may have led to the inclusion of a more 
disparate range of cities. Certainly we find this happening in Liaoning and Sichuan in the next 
chapter: recorded inequality rises most sharply in 1988, the year in which the number of cities and 
towns covered by the SSB sub-samples (though not the full samples) increases sharply (see 
Chapter Five, m.2 for details). This effect cannot be quantified, but should be borne in mind.42
Note finally that, since for 1981, 1983 and 1984 the income-class based and quantile 
based measures are very close (see Table 9), we can take the 1982 income class indices as good 
estimates of the quantile-based indices for that year (for which the data are missing). If so, we can 
conclude that inequality falls slightly between 1981 and 1982 and is basically unchanged between 
1982 and 1983.
V.22  Post-1985 trends
Since the aggregation procedure used from 1985 onwards captures only 3/4 to 4/5 of 
inequality as measured using conventional means of aggregation, trends based on it could easily 
be misleading. One check on this can be conducted by comparing the results of Table 8 with those 
available using quantile total household income data available from the_same surveys (for 1987 
to 1990 only), but based on standard aggregation procedures (for a sub-sample of the survey 
sample) 43 Results using this source (already utilized in the previous section for the purpose of 
making international comparisons) are given in Table 11. All the inequality indices confirm the 
upward trend in inequality in the latter half of the eighties. In addition, all the indices except the 
Coefficient of Variation suggest a higher growth rate of inequality than is observed using the
42. In fact, the sample size increases each year after 1983 (see Table 2), but the increase in 1985 is the most 
dramatic, which may help explain the large rise in the Gini once the appropriate adjustments have been 
made.
43. The sub-samples are about one-third the size of the full sample: 13,300,14,000,13,800 and 13,494 from 
1987 to 1990.
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smoothed data over the years 1987-1990. However, the 1987-1989 growth rates for the two sets 
of figures are much closer and in some cases the household per capita figures of Table 8 are 
slightly higher.
Of course it is possible that total income per household and per capita income per 
household inequality should differ in both magnitude and trend. However, again the provincial data 
sets analyzed in the next chapter come in handy: they show that at least for the years 1987-90, the 
Gini based on the distribution of households by household income is always greater than, by on 
average .019, that based -on the distribution of households by per capita income which in turn 
exceeds, by on average .0 1 2 , that based on the distribution of individuals by per capita income. 
All three Ginis move in tandem.44
Table 11 Inequality in the Household Distribution by Household Income in Urban China,
1987-1990
Year G i n i
C o e f f i c i e n t  
o f  V a r i a t i o n
T h e i l
In de x
A t k i n s o n  
I n d e x  ( e = l )
A t k i n s o n  
I n d e x ( e = 2 )
1987 0 . 2 0 6 8 0 . 3 9 1 1 0 . 0 7 1 4 0 . 0 6 9 6 0 . 1 3 7 5
1988 0 . 21 5 7 0 . 4 0 7 4 0 . 0 7 7 2 0 . 0 7 4 9 0 . 1 4 5 6
1989 0 . 2 2 4 0 0 . 42 1 2 0 . 0 8 2 7 0 . 0 7 9 9 0 . 1 5 4 7
1990 0 . 2 2 6 8 0 . 4 4 2 6 0 . 0 8 7 5 0 . 0 8 2 8 0 . 1 5 9 4
1990 comp 0 . 2 2 3 3 0 . 4 1 3 9 0 . 0 8 1 4 0 . 0 8 0 0 0 . 1 5 7 2
9 0 / 8 7 1 . 0 8 0 1 . 0 5 8 1 . 1 3 9 1 . 1 5 0 1 . 1 4 3
Notes: ’comp’ is short for comparable. The first set of 1990 figures are calculated directly from the
income classes given in the relevant yearbook. The ’ 1990 comp’ figures are based on the same number of 
income classes as the preceding two years, and thus are comparable. The ’90/87’ ratios use the ’ 1990 comp’ 
figures. See Appendix A, point 1 for more detail on methods and source. See the notes to Table 8 for details 
on the measures used.
Although the SSB aggregation procedure leads to underestimation of total inequality, 
Appendix B provides evidence that it provides an reasonably accurate estimate of average within- 
city-and-town inequality. Trends in within-city-and-town inequality will in turn provide a good 
proxy for trends in overall inequality only if inequality between cities and towns moves in the
44. Knight and Song (1990), using the CASS Institute of Economics 1986 urban household survey find very 
similar Ginis for the distribution of households by household income (.248) and by per capita income (.244). 
Note that even if these two are exactly the same in urban China, the figures in Tables 8 and 11 are not 
comparable due to the SSB aggregation procedure and re-weighting both of which affect the Table 8 figures, 
but not the Table 11.
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same direction. Unfortunately, published data for individual cities and towns are unavailable, so 
we can only go on trends in inter-provincial inequality and in city-town inequality. Section VII.l 
shows that there has been a rapid increase in inter-provincial inequality, which, using the Theil 
index, more than doubles over the decade. City-town inequality, on the other hand, seems to have 
been basically unchanged. Table 10 shows the city-town mean ratio to have been constant at 124% 
from 1987 to 1989. The value for 1985 is higher at 128% but only slightly. Inter-provincial 
inequality is more important than city-town inequality (the Theil for the former in 1987, for 
example, is .0127 (see Table 15), that for the latter is .0054 (calculated from Table 10)). Hence 
it may be that within-city^and-town inequality growth may underestimate total inequality growth, 
since it ignores the increase in inter-provincial disparities. Certainly if it overestimates, it cannot 
be by very much.
Y.23  Income-source and sample-base exclusions
It is widely believed that ’black’ and ’grey’ incomes (both cash and in-kind) have 
increased in importance over the decade. It is likely that such incomes are under-reported, and that 
they are more unequally distributed than income from legal activities. Almost certainly then, these 
omissions lead to an underestimation not only the level but also the growth in urban inequality.
A
By how much one can only guess.
The importance of in-kind subsidies, excluded by the SSB calculations, has already been 
seen in the comparisons of SSB with KGRZ mean income (III.2). With regards to their effect on 
the level of inequality, KGRZ find that the housing subsidy pushes up inequality, while the 
subsidies attached to low food prices lower it. The overall effect of subsidies is to increase urban 
inequality, though only slightly. With regards to their effects on changes in inequality, it is helpful 
to distinguish between those subsidies provided by enterprises (such as housing) and those 
provided by the state (such as the food subsidies).
Concerning the former, as mentioned earlier (II.2), the observed increase in inequality 
in received income may simply be the result of some firms distributing productivity gains and 
rents in the form of wages, others in the form of better housing, health care or education. If this 
is the case, the recorded rise of inequality over- rather than under-estimates the true rise in 
inequality. While one cannot refute this as an explanation - certainly investment in housing has
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grown in both absolute and proportional terms over the eighties (see Hussain, 1990, p.46)45 - the 
large growth in interprovincial inequality (to be demonstrated in VI. 1) suggests that at most it 
cannot be the whole story. To maintain this explanation in the face of a doubling of interprovincial 
inequality one would need to argue that firms handed out extra wages in the form of cash or goods 
depending on which province they were in. This is unlikely, though direct evidence is unavailable.
The next chapter examines the evolution of food subsidies in the late eighties and shows 
that their growth has had a dampening effect on the increase in urban cash-plus-subsidy income 
inequality. In the last couple of years and on various occasions through the eighties, however, 
government policy has been to replace these implicit food subsidies by cash payments. The 
evidence of the next chapter provides evidence that, due to the lump-sum way in which these 
payments are distributed, this policy has basically left unchanged cash-plus-subsidy income 
inequality, but has reduced cash income inequality.
The possibility must at least be raised that the apparent increase in inequality is due to 
improved coverage of income sources by the SSB, either because the SSB has become more 
skilled at unearthing non-obvious sources of income or because less stigma is now attached to 
’getting ahead’, leading to a more honest revelation of lucrative, previously-hidden income sources. 
Certainly, the SSB has over the years moved towards adopting a finer categorization of income 
sources, with changes in both 1985 and 1988. On the other hand, such changes may well be in 
response to an increased heterogeneity of income sources in China . , and hence not so
much a source of bias as a reflection of reality.
As explained in I1I.1, the data set excludes the agricultural-registered but urban-dwelling 
(the ’floating’ population), of which there is certainly a growing number. One would expect this 
sector to be on average poorer than the SSB survey base. There is also probably greater inequality 
within the floating than non-floating population (as only some migrants will ’make it’). So 
incorporating the floating population would tend to increase inequality. If the main change in the
45. And not only housing. Hua, Zhang and Luo are revealing on this point:
While managerial powers were being extended, corporate consumption ran wild under all sorts 
of pretexts. There was a widespread story that one enterprise came up with the method of giving 
free lunches to its workers so that the actual working time was extended and efficiency increased. 
This was praised by Hu Yaobang [the then General Secretary] when he inspected the enterprise, 
and soon became widely imitated because of the free lunch rather than the increased efficiency. 
This kind of practice developed into a raging tide by the end of October 1984 after the grand 
national celebration of the 35th anniversary of the People’s Republic of China, when ... it turned 
out that everyone who took part in the grand celebration was given a free or heavily-discounted 
suit. Enterprises, districts and even government ministries then vied with each other in issuing 
free suits (sometimes a small token charge was made) to their workers and staff. (1992, p.l 10)
I l l
floating population is that their weight in the total urban population has been increasing then we 
would also expect their inclusion to give a faster rate of inequality growth.
V.2.4 Conclusion
Structural changes notwithstanding, there can be no doubt that using the SSB data and 
the (post-1985) SSB definitions of ’urban’ and ’income’, the trend in inequality has been upwards. 
This is evident even from Figure 5 and our examination of the various structural breaks suggest 
that their net effect is to bias downwards the rise in inequality. Claims based on data from the 
early eighties that inequality has not worsened in urban China are misleading. Rather 1983 should 
be seen as a structural break in the recent history of urban China, as the last year of declining 
inequality due to the wage compression in place since the late seventies and as providing the base 
from which inequality grew in subsequent years.
There is only one alternative explanation, namely that various unquantifiable factors have 
produced a spurious upwards trend. These have already been mentioned and include an increasing 
sample size and a more widespread disclosure of previously hidden income sources, due to a 
greater social tolerance of wealth and/or a greater vigilance on the part of the SSB. These are both 
possibilities - of the type which plague many time-series conclusions. Our conclusion should 
therefore be not that urban inequality has risen, but that the data are consistent with it having 
risen: the former can be taken as a short-hand for the latter.
Whether urban inequality has risen once we replace the SSB definitions of ’urban’ and 
’income’ by our own ideal definitions is much more difficult to say. The foregoing has shown that 
the SSB definitions certainly result in important omissions, some of which probably mean the true 
level and growth rate of inequality are underestimated, others of which imply the opposite.
VI A wider perspective
It is one thing to observe an upward trend in inequality or even to attain a quantitative 
estimate of the magnitude of that trend. It is another to get a grasp on its importance. For this, a 
wider perspective is needed. As a start, the changes in urban inequality can be compared to those 
which occurred in the UK over the first half of the eighties. This is a period in which 
unemployment doubled, and in which inequality is generally held to have increased significantly.
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The rise in the Gini for disposable per capita income is given in Central Statistical Office (1990) 
as 11%, which, though from a significantly higher base, is less than even than the growth in 
inequality given in Table 6  for post-1983 urban China (12%) and considerably less than the 
growth arrived at once it has been adjusted to take into account the various biases (26%).46
As already mentioned, however, international comparisons are often unreliable. The 
increase in urban inequality can also be placed in perspective by examining the consequences of 
the growth in inequality for urban welfare and poverty (VI.l), and by comparing urban with rural 
inequality growth (VI.2).-
VI.l Changes in urban welfare and poverty
To answer the question of whether the post-1983 upward trend in inequality has beeh 
large enough to offset, in terms of social welfare, the positive impact of the upward trend in mean 
income over the same period, use can be made of the same tools of dominance as used for the 
analysis of inequality in V.l. Only one slight modification of procedure is required. Since we now 
wish to take into account differences in mean income, we analyze income rather than mean- 
normalized income and thus deal with welfare rather than equality functions. To do so, we need 
to make incomes across years comparable. This is done using the official urban price indices given 
in Table 1, based on a weighted average of state and ffee-market prices and covering both 
commodities and services.
Table 12 and Figure 5 are analogous to Table 7 and Figure 4 and utilize the same core 
data. Table 12 indicates that 35 of the 36 pairs can be ranked with respect to welfare on the basis 
of second-order stochastic dominance. Only the pair 1987-1988 cannot be. ranked. This pair is also 
unrankable using the criterion of e-dominance with bounds of 0 and 5, since 1988 dominates 1987 
for e<3.3, but not for higher values of e. The resulting ordering for both criteria is displayed in 
the Hesse diagram of Figure 5. This mirrors, except for the years 1987 and 1988, the ranking on 
the basis of mean-income, which suggests that the upward trend in inequality has not been able 
to offset the welfare gains flowing from an increase in mean income. What has been decisive for 
welfare has been changes in mean income, not changes in the distribution around that mean.
46. Jenkins (1991) gives a similar growth rate of 10% for Ginis based on per capita income after benefits 
but before taxes.
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Table 12 Welfare Dominance, Urban China, 1981-1990
19831989 1988 1986 1985 1984 19811987
1990
1989 DB DB
1988 ED
3.3
1987
1986
1985
1984
1983
Notes: 1. ’D ’ indicates that the row year dominates the column year. ’DB’ indicates that the row year
is dominated by the column year. A ’D’ or ’DB’ by itself indicates second-order stochastic dominance, and 
therefore e-dominance. A ’D’ or ’DB’ with an E in front of it indicates e-dominance, but no second-order 
stochastic dominance. If a number is also given, this indicates the upper bound up to which e-dominance 
is present If no number is given, then e-dominance holds over the entire range.
2. The bounds for the e-dominance analysis are:
upper bound: 5 
lower bound: 0
3. Based on the Tables A.3(c) and (d).
Figure 5 Hesse Diagram for Welfare Second Order Stochastic Dominance
1990  
 ^ i____ |
1988 1987
1------ 1-------1
1989
I
1986
I
1985
I
1984
I
1983
I
1981
Note: The same ordering is obtained using the e-dominance criterion with bounds of zero and five.
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As with the equality analysis, it is necessary to caution against placing too much weight 
on the completeness of this ordering. Using less aggregated data would almost certainly result in 
a less complete ordering, and would also, from the analysis of Chapter Three, probably result in 
1987 dominating 1988 from a lower value of e than the 3.3 obtained here. In addition, as the SSB 
aggregation procedure leads to an underestimation of inequality, and as there may be inaccuracies 
in the estimated growth rate of inequality, one may not be convinced by the above demonstration 
that the rise in inequality has not prevented a rise in overall welfare and fall in poverty. However, 
given the size of the increases in mean income which have occurred, it is unlikely that use of 
properly aggregated data would reverse this result, though it is possible that it would weaken i t
In any case, it is not as if the changes in inequality which can be measured pale into 
insignificance when set against those in mean income. Figure 6 gives the mean income (in 
constant 1985 prices) of the different quantile groups between 1981 and 1990. This graph shows 
that for most years all the quantile means moved in the same direction. The single exception is 
between 1987 and 1988. This is the one time in the eighties in urban China in which the poor 
became poorer and the rich richer: those in the bottom 40% saw a fall in their real income, those 
in the top 60% a rise. Although Figure 6 confirms the relative importance from a welfare 
perspective of the changes in mean income vis-a-vis those in inequality, it by no means suggests 
that the latter were insignificant. It is clear that a dispersion in income means is occurring. For 
example, if one compares the growth rate of mean income of the top 10% with that of the bottom 
10% over the second half of the decade (1985-1990) one finds that the latter is more than one-and- 
a-half times the former, with the richest 10% growing at 5.5% per year on average, and the 
poorest 10% at 3.5%.
This finding can be related back to the international comparisons of Section IV. Using 
the tripartite division adopted therein, it is clear from Table 13 below thatbetween 1983 and 1989, 
the years in which urban inequality worsened in China, the share going to the middle-class (40- 
80%) was virtually unchanged. The poor (0-40%) saw a decline in their share of 5%, and the rich 
(80-100%) saw a rise in their share of income also of 5%. Hence the income distribution of urban 
China has been gradually becoming less of an outlier over the past decade.
Further disaggregating these growth rates by vingtiles and deciles where possible, we
see, in Table 13, confirmation that the growth rate of quantile income shares increase
relative
monotonically with average income, so that the poor and rich were the importantAlosers and 
gainers, respectively. Data is not available for the richest decile in 1983, but the 1985 to 1989 
growth rate suggests that the relative gains among the rich were restricted to the top decile. Over
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the period 1985 to 1989 their share of income grew by 6 %, whereas that of the 80-90 decile grew 
by only 1%. This contradicts the finding of Ahmad and Wang (1991, p.30) that in urban areas 
"there is no increased concentration at the upper end of the income scale".47
Figure 6 Quantile means, Urban China, 1981-1990
Income (1985 Yuan)
1500
Mean of 90—100%
1400-
1300- Mean of 80-100*
1200 -
1100 -
1000 -
Mean of 60-80*
900-
Mean of 40-60*800-
700- Mean of 20-40*
600- Mean of 10-20*
500-
Mean of 0-10*
400- Mean of 0-5*
300
200
1981 1982 1983 1984 1985 1986 1987 1988 1989 1990
Year
Notes: Based on Table A.3(c). There are no figures for 1982.
47. The gap between these growth rates will underestimate the true gap, due to the introduction of the 
smoothing procedure.
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Table 13 Growth in Income Shares, 1983-1989 and 1985-1989
Q u a n t i l e  1 9 8 3 -  
1989
(%)
1 9 8 5 -
1989
( % )
0 -1 0
1 0 -2 0
2 0 - 4 0
0 - 40
- 8 . 4 2  - 6 . 2 8
- 4 . 8 6  - 4 . 3 2
- 3 . 8 5  - 2 . 4 1
- 4 . 9 7  - 3 . 6 2
4 0 - 6 0
6 0 - 80
4 0 - 8 0
- 1 . 3 2  - 0 . 8 0
1 . 1 3  0 . 4 0
- 0 . 0 1  - 0 . 1 6
80- 90
90 - 1 0 0
80 - 1 0 0 5 . 0 4
0 . 9 6  
6 . 0 2  
3 . 78
Note: Calculated from Table A.3(a).
If the income of the poor did grow, albeit more slowly than that of the rich, then, at 
least if one takes the ’absolute’ approach of Chapter One, and works with a poverty line fixed in 
real terms, poverty must have fallen. Welfare implies poverty second-order stochastic dominance 
(see Chapter One, in.l), so at least a strong an ordering can be made covering all ’egalitarian’ 
poverty functions, wherever the poverty line is placed. The criterion of first-order stochastic 
dominance can be examined to see if the distributions can also be ranked by a wider set of poverty 
functions including the head-count ratio. A clear result emerges from analysis on this basis of 
Table A.3(c): poverty falls to 1987, then rises to 1989 (rising in 1988 for any poverty line which 
puts 40% or less of the population in poverty) before falling to its lowest level for the decade in 
1990.48
VI.2 A comparison with trends in rural inequality since 1978
The consensus on the respective courses of rural and urban income distribution in China
over the eighties is illustrated by comments of Gale Johnson (1990), who, citing Ginis for the late
48. Head-count ratios or other measures of poverty are not calculated here due to the difficulty of calculating 
them, using aggregated data. These difficulties are illustrated by Ahmad and Wang’s (1991) utilization of 
data on income class sizes (published annually in the State Statistical Yearbooks) from the SSB surveys to 
calculate urban head-count ratios from 1985 to 1988. The poverty line they use (375 yuan in 1985 prices) 
falls below the upper bound of first income class given in all years except 1987, making estimation 
extremely hazardous. In addition, note that Ahmad and Wang’s conclusion that there is "an increasing trend 
[in the headcount ratio] since 1985" (p. 15) is not even supported by their own results. The authors estimate 
headcount ratios of 9.87, 5.42, 5.30 and 7.29 for 1985 to 1988. These figures show a downward trend 
between 1985 and 1987 and an upward ’trend’ only between 1987 and 1988.
seventies and early eighties, argues the increase observed in rural inequality "should have been 
expected" since "one of the intended results of the reforms was to relate reward more closely to 
productivity. Such a result would inevitably lead to an increase in inequality within communities 
in the short-run and perhaps in the longer run as well." The decline in urban inequality he observes 
also fails to surprise "since the urban and industrial reforms did little to change the structure of 
compensation" (p.76). This view that inequality has increased rapidly in the countryside, but 
slowly, if at all, in urban areas is widespread, but misleading. It has already been shown that 
comparisons between the late seventies and early eighties should not be used if one wants to track 
the course of urban inequality over the eighties. The task of this sub-section is to compare the 
findings given above on urban inequality to those available on rural inequality. Its purpose is not 
to provide a comprehensive treatment of the data available for the analysis of rural inequality but 
simply to set out, and where possible briefly evaluate the reliability and consistency of, various
claims in the literature concerning the path of rural inequality in China.
At least five time-series of Gini coefficients are available for post-reform rural China. 
These are given with their sources in Table 14. Even though all five estimates draw on the same 
data source, the picture they present is a bewildering one. Estimates of inequality growth between 
1978 and 1986, for example, range from -3 to +25%. The WB(1) figures are based on SSB data 
given to the reader, though the method of calculation is not provided. The data shown does not 
include class means, which immediately makes the coefficients obtained less reliable. The WB(2) 
Ginis are presumably based on the SSB income class data below which they appear in Ahmad and 
Wang (1991), though this is not stated explicitly. If so, they are again based on (the same) SSB 
data, again with class means missing. Exactly the same comments as to source apply to the AS 
figures. The SSB(2) figures are also based on SSB data. They use the same income classes as 
WB(1) and WB(2). The population sizes diverge slightly, but in such a way (with larger lower 
income classes and smaller higher income classes) as to be explained by^the fact that the SSB(2) 
figures are based on the division of individuals into classes, while the WB figures are based on 
the division of households. In addition, and importantly, the SSB(2) data provides class means. 
No information is given for the method of calculation and exact source of the SSB(l) figures,
though presumably the latter is the SSB itself.
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Table 14 Inequality in Rural China, Estimates of the Gini Coefficient, 1978-1986
Y e a r WB(1) WB(2) SSB(1) SSB(2 ) AS
1978 .32 . 21 2 4 . 248  . 222
1979 . 257 . 28
1980 . 237 . 26 . 23 6 6
1981 . 231 .23 . 23 8 8
1982 . 225 .22 . 2 3 1 8
1983 . 25 . 2459 . 264
1984 .27 . 2577 . 262
1985 .30 . 2636
1986 .31 . 2800
Sources: WB(1): World Bank (1985); WB(2): World Bank working group on Poverty in Developing
Countries, quoted in Ahmad and Wang (1991); SSB(l): Ma (1991), source given as two agricultural 
publications by the SSB; Zhao Renwei (1990b) gives exactly the same figures, adding 1984 but lacking 
1986, and gives the source as simply SSB; SSB(2): own calculations based on data given by Li (1986) from 
SSB rural survey; AS: Adelman and Sunding (1987).
Notes: Li also presents his pwn Gini coefficients from the data from which the SSB(2) Ginis are
calculated, giving levels of .237 for 1978 and .264 for 1984. However, there are more income classes in the 
second year and this biases the comparisons. To remove this problem, decile income shares were calculated 
on the basis of cubic spline interpolation, and the above figures obtained.
Given that the source for all the Ginis is the SSB, it makes sense to rely on SSB 
estimates, of which the SSB(l) estimates are the more comprehensive. But the SSB(l) and SSB(2) 
estimates for 1978 conflict: the former is .21, the latter .25. So we are forced to ignore this initial 
year.49 The SSB(l) figures give a 1980-1986 growth rate of 18%.
The proposition that rural inequality has increased faster than urban inequality does not 
therefore seem to be supported by available inequality estimates. In the first place, such estimates 
as are currently available are internally contradictory and cannot be adequately assessed. In the 
second, if we do take what seems to be the most reasonable set of figures, those from SSB(l) from 
1980 to 1986, we find an increase in the Gini of .043, comparable in size to our estimate of the 
increase in the urban Gini of .041 between 1983 and 1990. Since the latter is from a lower base, 
it corresponds to a higher growth rate: 26 compared to 18%.
49. The WB(2) estimates would have us believe that inequality is higher in 1978 than the rest of the decade. 
But note that the data given for 1978 by Ahmad and Wang, which I take as providing the basis for the 
WB(2) figures, disaggregates into only five income classes. 65% of the sample is in the bottom two classes. 
In such a case, reliance on estimated class means can be particularly misleading.
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VII Causes of change
VII.l Inter-provincial inequality
The Theil index is traditionally used for decompositions of inequality into ’within’ and 
’between’ components. Although a full decomposition is not sensible given the aggregation 
procedure (which, as shown, results in a neglect of between-city-and-town and thus inter-provincial 
inequality growth), the Theil index is used in Table 15 to show the growth which has occurred 
in inter-provincial inequality. The first column of results shows that between-province inequality 
is on an upward trend throughout the decade more than doubling between 1982 and 1989 
(provincial data is unavailable for 1990). Despite the uncertainty as to the share of between- 
province inequality in total inequality, there can be no doubt that it has risen over the decade, 
simply because, however much total inequality has risen, it has certainly not doubled.50
One would like to know how much of this increase in inter-provincial inequality is due 
to inflation rates differing across provinces, and how much of it survives once one takes into 
account differences across provinces in the cost of living. The second set of figures in Table 15 
uses cost-of-living indices so that incomes are initially made comparable for the single year 1987 
and then comparability is maintained by the use of province-specific inflation rates. In addition, 
this second set of figures is based on population instead of sample weights. (See Appendix A, 
point 6  for information on these indices and weights.) Making these adjustments certainly makes 
a difference. The size of the inter-provincial disparities is reduced significantly, for example, in 
the final year, 1989, from .016 to .010. However, the general trend remains steep with a 1983- 
1989 growth rate of 104%.51
This exercise shows the importance of deflating to take into account both differences 
in the cost-of-living across provinces and changes in these differences. It also shows that the 
eighties saw large rises in inter-provincial nominal and real income disparities.
50. Use of the Theil index enables comparisons to be made. Knight and Song (1990), in their analysis of 
the 1986 Institute of Economics (CASS) household data set, find between-province inequality in 1986 equal 
to .008, below our .0108, and its share equal to 7%. Hussain, Lanjouw and Stem (1991), analyzing the same 
data set, find a share of 8%.
51. Experimentation revealed that the use of population weights made very little difference to the results 
obtained. As reported in m.2.2, sample and population proportions are quite similar. Gini’s were also 
calculated. These showed, without deflation, a generally monotonic increase from .0615 in 1981 to .0989 
in 1989.
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Table 15 Inter-provincial Inequality
Year No d e f l a t i o n  D e f l a t e d  u s i n g
i n f l a t i o n  and c o s t -  
o f  l i v i n g  i n d i c e s  and  
p o p u l a t i o n  w e i g h t s
L e v e l Growth L e v e l Growth
1981 0 . 0 0 6 3 0 . 0 0 5 6
1982 0 . 0 0 6 1 - 4 . 1 0 . 0 0 4 4 - 2 1 . 8
1983 0 . 0 0 7 9 3 0 . 7 0 . 0 0 4 7 - 8 . 4
1984 0 . 0 0 7 8 - 2 . 2 0 . 0 0 5 8 2 4 . 8
1985 0 . 0 1 0 4 3 4 . 1 0 . 0 0 6 4 8 . 9
1986 0 . 0 1 1 1 6 . 5 0 . 0 0 8 4 3 2 . 3
1987 0 . 0 1 2 7 1 4 . 6 0 . 0 0 9 2 9 . 2
1988 0 . 0 1 4 7 1 5 . 3 0 . 0 1 0 8 17 .0
1989 0 . 0 1 6 9 1 5 . 5 0 . 0 0 9 6 - 1 0  .8
Notes: The inequality index used is the Theil index (see Table B.l for a formula), and the inequality
is that between provincial per capita mean incomes. For details on the data and methods of calculation, see 
Appendix A, point 7.
VII.2 Decomposition of inequality by income source
For the years 1985 to 1989, disposable household income per capita, as reported in the 
SSB survey, can be divided into five types: income from the state-owned sector; income from the 
collective sector; income from pensions; net gifts and remittances; and a residual, income from 
other sources. Although a residual, this ’other income’ is an important category. It is composed 
of individual labour income, other labour (including second-job) income, property income (interest 
payments and rents), income from second-hand sales, and a smaller, unspecified residual. In the 
analysis which follows, this residual will, simplifying somewhat, be thought of as income from 
non-traditional or new sources.52 Each of income from the state-owned sector and income from 
the collective sector can be further divided into four sub-categories: regular wage income, bonus 
income, income from subsidies and other income. To simplify an enormously complex system of 
wage-setting, one can think of these last four categories in the following, stylized way. The regular 
wage is set by the government, depending on seniority, age and qualifications. Bonuses are set by 
each firm. They may be established on the basis of productivity, or they may be equally 
distributed among all workers. Subsidies are of two types. The first is payment by the firm for 
certain necessities of life, such as train-tickets and haircuts. The second is compensation for price 
rises-, again paid by the firm, but at the order of the government. Finally, ’other payments’ consist 
of a mixture of productivity related and welfare payments. For the years prior to 1985, separate
52. This is in keeping with the terminology of II.2.2, to which the results of this decomposition analysis are 
related in the next sub-section.
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data on pensions are unavailable. In addition, the decomposition of SOE and collective income is 
not as fine. Table A.2 gives more detail for the different sources, and Table A.4 shows their 
importance in relation to mean income for the decade.53
To analyze the effects of changes in these sources on inequality, a standard technique 
for decomposition by source is applied to the Gini coefficient of inequality. Fei, Ranis and Kuo 
(1978) have shown that the Gini coefficient, G, can be expressed as
G c £l*iPi (12)
i
where p, is the ratio of income from the ith source to total income and p is the pseudo-Gini for 
income from the ith source. The pseudo-Gini for source i is defined analogously to the Gini for 
source i except that the ranking on which it is based is defined not by source i but by total 
income. A pseudo-Gini for source i which is less than the Gini for total income indicates, we will 
say, a relatively equitable distribution of source i income, in the sense of a distribution which is 
equalizing with respect to total income.54
Tables 16a to 16f are all based on this decomposition. The first four cover the years 
1985 to 1989, the last two the years 1981 to 1984. These two sets of tables are not easily 
comparable, due to the various structural breaks which occurred after 1984, which are not adjusted 
for but which affect both the pseudo-Ginis (the smoothing lowers those of latter years) and the 
relative means (which are unaffected by the smoothing, but which change on account of the 
changes in coverage). The tables should be read for three different types of information: trends 
in both relative means and pseudo-Ginis and the relative size of pseudo-Ginis of different income 
sources in the same year. Increasing importance of one high pseudo-Gini source at the expense 
of another low pseudo-Gini source will, ceteris paribus, raise inequality.
Table 16a decomposes income into the five major sources given at the start of the sub­
section. The relative shares of the major income sources are fairly constant, though the share of 
collective income is slowly declining throughout the period and falls a full percentage point in 
1989, which suggests the collective sector was much more weakly placed than the state sector to 
maintain real income in the face of high inflation and recession.
53. For the most part, the decomposition is the same as that used in the various published sources, but some 
difficulties are posed by changing definitions: from 1988, a more detailed decomposition of income is 
available. Note in particular that from 1988, the category of bonuses includes ’floating wage’ and ’contract’ 
income, both of which are very small.
54. Ginis for these sources cannot be calculated, as all the data are ordered by disposable income.
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Whereas the relative means of income from different sources shows little change, Table 
16a reveals that the pseudo-Ginis of the different sources show more definite trends: that for SOE 
income is slowly rising (from .178 in 1985 to .187 to 1989), while that for other income is rising 
much more rapidly (from .209 in 1985 to .352 in 1989), but not as rapidly as the pseudo-Gini for 
collective income is falling (from .032 in 1985 to -.001 in 1989). Other or ’new’ income is 
becoming much less equitably distributed, thus increasing inequality, while collective income is 
becoming much more so, reducing inequality.
Tables 16b to 16d decompose, respectively, combined SOE and collective (’traditional’) 
income, SOE income and collective income into regular wages, bonuses, subsidies and other 
income. Similar messages emerge from all three tables. The regular-wage relative mean falls in 
the traditional sector by 13 percentage points. This is almost entirely compensated for by an 
increase in 5 percentage points in bonuses and 6 in subsidies. While the increase in bonus income 
is genuine, that in subsidy income is in part a statistical artifact The largest increase, in 1988, is 
due to subsidies for price rises being taken out of wages and counted with other subsidies. This 
makes comparisons difficult, so the focus in what follows is on bonus rather than subsidy income. 
Identical trends are apparent in the SOE sector. In the collective sector, however, against a 
background of falling overall income, subsidies and bonuses have not been able to do much more 
than maintain their relative importance. Second, turning to the trends in pseudo-Ginis, for the 
formal sector overall, those for regular wage and subsidies are falling, that for bonuses is rising, 
and that for other income shows little change. For the SOE sector, the pseudo-Ginis for bonuses 
and other income are rising, that for the wage is constant, while that for subsidies is falling. For 
the collective sector, all pseudo-Ginis are falling, though those for bonuses and other income are 
doing so relatively slowly. In all these three tables, bonuses and other incomes have relatively high 
pseudo-Ginis. Those for subsidies and regular wages are relatively low.
It is clear that within both collectives and SOE there has been a clear move away from 
payment by wage and toward payment by bonus. Contrary to much assertion in the literature (see, 
for example, footnote 11), this movement towards payment by bonuses has increased inequality. 
The importance of this is implied by the massive contribution of traditional-sector earnings (8 8 %) 
and especially SOE earnings (73%) to total earnings. Correspondingly, the contribution of bonus 
payments to total inequality has increased by about 9 percentage points over the course of the 
latter half of the decade.
Results from the earlier years, though more limited in scope, confirm the above analysis 
in two important respects. First, Table 16f shows that the increase in bonuses is not a phenomenon
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restricted to the latter half of the 1980s. The share of bonuses to total income rises in every year, 
from 10.3 in 1981 to 14.0% in 1984. 60% of this rise occurs between 1983 and 1984. It is only 
in this latter year that bonuses become less equitably distributed, rising from .211 in 1983 to .230 
in 1984. Second, the failure of the urban collective sector to improve its share of urban income 
is again evident. It is constant at around 18.6% for the four years (see Table 16e). This 
performance - relative stagnation in the early eighties and then relative decline - stands in stark 
contrast to the outstanding success of the rural collective sector, whose total output value has risen 
as a proportion of national output value from 7.7% in 1980 to 16.5% in 1985 and 20.6% in 1987 
(Chen, Watson and Findlay, 1990, Table 4). The reasons for the relatively poor performance of 
the urban collective sector deserve further research.55
55. The figures of Table 15e may also seem to be hard to reconcile with claims that in the early eighties 
the urban collective sector did grow rapidly. For example, Riskin (1990, p.354) writes that
... virtually all of the 1984 net increase of 4.83 million in non-agricultural employment 
(including urban but non rural self-employed workers) occurred in collective (4.72 million) and 
private (1.08 million) establishments. These numbers add up to more than the total increase 
because state sector employment actually declined.
But recall that the official definition of ’urban’ was changed in 1984 (see ELI) resulting in a massive 
increase in the town population, in which collectives are more important than in cities. As argued in III.2.2, 
this reported change in employment may reflect nothing more than this definitional change and so would 
not be apparent in the SSB survey data.
Table 16 Decomposition of Gini by Income Source
Table 16a Income by source: SOE, Collective, pensions, net gifts and other, 1985-1989
soe  :INCOME COLLECTIVE :INCOME PENSIONS NET <SIFTS OTHER
Year G ln l Cont P Cont P Cont P Cont V- P Cont P
1985 0 . 1 6 4 7 9 . 5 73 .2 0 . 1 7 8 3 . 3 1 6 . 6 0 . 0 3 2 1 0 . 1 7 . 5 0 . 2 1 9 - 1 . 5 - 4 . 2 0.  059 8 . 7 6 . 8 0 . 2 0 9
1986 0 . 1 6 6 7 9 . 2 7 1 . 8 0 . 1 8 3 2 . 2 1 7 . 3 0.  021 1 1 . 2 7 . 5 0 . 2 4 9 - 1 . 3 - 4 . 7 0.  045 8 . 6 8 . 1 0 . 1 7 6
1987 0 . 1 6 7 7 6 . 6 7 2 . 4 0 . 1 7 6 2 . 3 1 6 . 1 0 . 0 2 4 1 2 . 4 9 . 0 0 . 2 3 0 - 0 . 3 - 5 . 2 0 . 0 1 0 9 . 0 7 . 7 0 . 1 9 5
1988 0 . 1 7 5 7 6 . 2 7 3 . 1 0 . 1 8 3 1 . 0 1 5 . 8 0 . 0 1 1 1 0 . 1 8 . 9 0 . 1 9 9 - 0 . 6 - 4 . 6 0 . 0 2 4 1 3 . 4 6 . 9 0 . 3 4 1
1989 0 . 1 8 1 7 5 . 7 7 3 . 3 0 . 1 8 7 - 0 . 1 1 4 . 8 - . 0 0 1 9 . 7 8 . 9 0 . 1 9 7 0 . 6 - 4 . 2 - . 0 2 5 1 4 . 1 7 . 3 0 . 3 5 2
Table 16b Income from SOE and Collectives combined, 1985-1989
REGULAR WAGE BONUSES SUBSIDIES OTHER INCOME
Year G ln l Cont P Cont P Cont P Cont P
1985 0 . 1 6 4 4 3 . 9 5 6 . 0 0 . 1 2 8 1 7 . 8 1 3 . 6 0 . 2 1 4 1 1 . 3 1 1 . 4 0 . 1 6 2 9 . 8 8 . 8 0 . 1 8 3
1986 0 . 1 6 6 46.  0 5 8 . 2 0 . 1 3 1 1 2 . 6 9 . 6 0 . 2 1 6 1 1 . 4 1 1 . 4 0 . 1 6 7 1 1 . 4 9 . 9 0 . 1 9 2
1987 0 . 1 6 7 3 9 . 6 5 3 . 8 0 . 1 2 3 1 9 . 0 1 4 . 8 0 . 2 1 3 1 1 . 3 1 1 . 4 0 . 1 6 6 9 . 0 8 . 4 0 . 1 7 9
1988 0 . 1 7 5 3 1 . 2 4 6 . 2 0 . 1 1 8 2 2 . 5 1 7 . 6 0 . 2 2 4 1 3 . 5 1 6 . 5 0 . 1 4 3 9 . 9 8 . 5 0 . 2 0 4
1989 0 . 1 8 1 2 8 . 1 4 2 . 7 0 . 1 1 9 2 4 . 0 1 8 . 8 0 . 2 3 0 1 3 . 6 1 7 . 8 0 . 1 3 8 9 . 8 8 . 7 0 . 2 0 4
Table 16c SOE Income by Type: regular wage, bonuses, subsidies and other, 1985-1989
soe  :INCOME REGULAR WAGE BONUSES SUBSIDIES OTHER INCOME
Y ear G ln l C o n t P C o n t M’ P C o n t P C o n t P C o n t P
1985 0 . 1 6 4 7 9 . 5 7 3 . 2 0 . 1 7 8 4 4 . 1 4 5 . 6 0 . 1 5 8 1 5 . 3 1 0 . 9 0 . 2 3 1 1 1 . 0 9 . 5 0 . 1 9 0 9 . 1 7 . 2 0 . 2 0 6
1986 0 . 1 6 6 7 9 . 2 7 1 . 8 0 . 1 8 3 i 4 6 . 5 4 6 . 5 0 . 1 6 6 1 0 . 9 7 . 7 0 . 2 3 6 1 1 . 3 9 . 6 0 . 1 9 4 1 0 . 6 7 . 9 0 . 2 2 2
1987 0 . 1 6 7 7 6 . 6 7 2 . 4 0 . 1 7 6 4 0 . 1 4 4 . 0 0 . 1 5 2 1 7 . 0 1 1 . 7 0 . 2 4 1 1 1 . 0 9 . 8 0 . 1 8 9 8 . 4 6 . 9 0 . 2 0 4
1988 0 . 1 7 5 7 6 . 2 7 3 . 1 0 . 1 8 3 3 3 . 0 3 8 . 0 0 . 1 5 3 2 0 . 2 1 3 . 8 0 . 2 5 6 1 3 . 5 1 4 . 2 0 . 1 6 7 9 . 5 7 . 1 0 . 2 3 5
1989 0 . 1 8 1 7 5 . 7 7 3 . 3 0 . 1 8 7 3 0 . 3 3 5 . 5 0 . 1 5 4 2 2 . 0 1 5 . 0 0 . 2 6 5 1 4 . 0 1 5 . 5 0 . 1 6 3 9 . 4 7 . 3 0 . 2 3 4
Notes: See the next page.
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Table 16d Collective Income by Type: regular wage, bonuses, subsidies and other, 1985-1989
COLLECTIVE :INCOME REGULAR WAGE BONUSES SUBSIDIES OTHER INCOME
Y ear G ln l Cont P P Cont P P Cont P P Cont P P Cont P P
1985 0 . 1 6 4 3 . 3 1 6 . 6 0 . 0 3 2 4 4 . 1 1 0 . 4 - . 0 0 3 1 5 . 3 2 . 7 0 . 1 4 8 1 1 . 0 1 . 9 0 . 0 2 4 9 . 1 1 . 5 0 . 0 7 5
1986 0 . 1 6 6 2 . 2 1 7 . 3 0 . 0 2 1 4 6 . 5 1 1 . 7 - . 0 0 7 1 0 . 9 2 . 0 0 . 1 4 0 1 1 . 3 1 . 7 0 . 0 1 4 10.  6 2 . 0 0 . 0 7 1
1987 0 . 1 6 7 2 . 3 1 6 . 1 0 . 0 2 4 4 0 . 1 9 . 8 - . 0 1 0 1 7 . 0 3 . 1 0 . 1 0 6 1 1 . 0 1 . 6 0 . 0 2 9 8 . 4 1 . 5 0 . 0 6 5
1988 0 . 1 7 5 1 . 0 1 5 . 8 0 . 0 1 1 3 3 . 0 8 . 3 - . 0 3 8 2 0 . 2 3 . 7 0 . 1 0 8 13 .5 2 . 3 0 . 0 0 1 9 . 5 1 . 5 0 . 0 5 8
1989 0 . 1 8 1 - 0 . 1 1 4 . 8 - . 0 0 1 3 0 . 3 7 . 2 - . 0 5 4 2 2 . 0 3 . 9 0 . 0 9 5 1 4 . 0 2 . 3 - . 0 2 7 9 . 4 1 . 4 0 . 0 4 9
Table 16e Income by source: SOE and Collective, 1981, 1983, 1984
Year G ln l
SOE
C o n t
INCOME
P P
COLLECTIVE INCOME 
C o n t p P
1981 0 . 1 6 2 7 7 5 . 6 7 9 . 5 0 . 1 5 5 1 1 . 3 1 8 . 5 0 . 0 9 9
1983 0 . 1 5 7 7 7 7 . 0 7 9 . 0 0 . 1 5 4 6 . 3 1 8 . 7 0 . 0 5 3
1984 0 . 1 6 6 0 7 9 . 9 8 0 . 1 0 . 1 6 5 6 . 8 1 8 . 6 0 . 0 6 0
Table 16f Bonus Income by source: SOE and Collective, 1981,1983, 1984
TOTAL BONUSES SOE :BONUSES COLLECTIVE BONUSES
Year G i n i Cont P P Cont P P Cont P P
1981 0 . 1 6 2 7 1 4 . 2 1 0 . 3 0 . 2 2 3 1 1 . 7 8 . 4 0 . 2 2 7 2 . 5 1 . 9 0 . 2 0 6
1983 0 . 1 5 7 7 1 5 . 8 1 1 . 8 0 . 2 1 1 1 2 . 5 9 . 4 0 . 2 1 0 3 . 2 2 . 4 0 . 2 1 5
1984 0 . 1 6 6 0 1 9 . 4 14.  0 0 . 2 3 0 1 6 . 4 1 1 . 3 0 . 2 4 1 3 . 0 2 . 7 0 . 1 8 7
i
Notes: In all tables the Gini figure is that for total inequality, p gives the mean of the type of income relative to the mean of total income; p gives the pseudo-Gini of the type
of income (for definition see text). ’Cont’ measures the contribution of the distribution of the particular type of income to total inequality and is equal to p times p divided by Gini. 
For details on the data, see Appendix 1. Pseudo-Ginis are calculated using the standard formula, but with an ordering of income sources by total disposable income.
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VIL3 Inequality and reform
From the perspective of possible links between reform and inequality, it is striking that 
inequality only begins to rise in 1984, for it is often claimed that urban reform also began in 1984. 
The oft-cited ’urban reforms of 1984’ refer to a reform package adopted by the Chinese 
Communist Party on October 20 1984 (Gale Johnson, 1990, p.51). The package was a significant 
one, containing as it did all the themes which have guided subsequent reform efforts, namely, 
greater enterprise autonomy, a reduced role for planning, price reform, and the linking of payment 
to performance.56 However, the reform package was not the first presentation of these issues. 
Prior to 1984, firms had already been allowed to retain their profits, subject to taxation (see Gale 
Johnson, 1990, pp.47-50 for a summary of the many changes made in the early eighties to 
enterprise-government relationships), and the importance of bonuses (an attempt to link pay to 
performance) was, as we have seen, increasing throughout the early eighties.57 Hua, Zhang and 
Luo, three analysts who were themselves involved in the process of urban reform, devote an entire 
chapter of their recent (1992) book on Chinese economic reform to "Early Urban Reform 
Attempts" covering the pre-1984 period. So any attempt to link the rise in inequality in 1984 to 
the alleged inception of reform in that year is unlikely to be convincing. However, the possibility 
that reform has played a longer-term causal role is a different matter, one which is addressed 
below.
Two such longer-term effects of reform, analyzed in II.2, relate to decentralization and 
the growth of new job opportunities. The conclusion of the theoretical analysis was that, not 
universally but at least in the urban Chinese context, decentralization was likely to increase 
inequality, but that it was not possible to predict the distributional impact of the growth of new 
job opportunities. We are now in a position to compare these conclusions to the evidence collected 
in VII. 1 and VII.2.
The decomposition by income source is relevant firstly to the analysis in n.2.2 of the 
impact of growth of new job opportunities. We can conclude from the previous section that the 
distribution of new earning opportunities (proxied by ’other income’) promoted inequality growth 
in the late eighties in the sense that its pseudo-Gini rose. To try to understand the reason for this, 
the framework presented in II.2.2 is relevant. Although this framework cannot be directly applied
56. According to Perkins (1988, p.613) the reform package "represented an important step towards major 
changes in the system".
57. Hussain (1990, p.45) writes that "bonuses linked to enterprise profits ... were reintroduced in 1983". 
Bonuses as such existed throughout the eighties.
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since SOE households cannot be isolated from collective sector households, indirect evidence on 
its applicability is available. If new earning opportunities have gone mainly to the SOE workers, 
we would expect two features to emerge from the decomposition: first, ’new’ income should 
become less equitably distributed as it becomes a more important source for the rich; second, 
collective income should become more equitably distributed as it becomes a more important source 
for the poor, who are excluded from these new sources of income. Both features are present in the 
data presented in Table 9.58 A note of caution must be sounded however. The main increase in 
the pseudo-Gini of other income comes in a single jump between 1987 and 1988. The judgement 
that there is an underlying disequalizing trend in the distribution of ’new’ income could be made 
with greater confidence if data was available showing that the trend continued over more recent 
years.59 In addition, there may be other factors at work: differential access by households within 
the two traditional sectors may also be important60 Due to the limitations of the data, the analysis 
cannot be taken any further, and one must remain content simply with noting that the evidence 
is consistent with the explanation proposed.
On the question of decentralization, clearly the provinces can be viewed as one of the 
types of ’recipient-units’ to whom power has been decentralized as a result of reform (II.2). That 
inter-provincial inequality has risen is consistent with the widely-held belief that it is the South- 
Eastern seaboard provinces which have done best from the reform. These were not the richest 
provinces to begin with (they were not as rich as Beijing or Shanghai, for example) but they 
certainly had above average incomes prior to the reforms. The rise in inter-provincial inequality - 
if interpreted as evidence that expected ex post inequality has risen - is also what one would 
expect from the increased ’noise’ decentralization may introduce into an economy.
Turning to the disequalizing impact of non-wage payments, it is plain that bonuses have 
been used by companies to get around centrally-imposed controls on the standard or regular wage.
58. Another reason for the falling pseudo-Gini of collective income is the falling share of that source in total 
income. If collective workers cannot move out of their sector, and are experiencing slower relative growth 
in their wages, the pseudo-Gini for collective income will rise, as its relative mean falls. However, the fall 
in the relative mean of collective income is less than 2 percentage points from 16.6 in 1985 to 14.8% in 
1989. The fall in the pseudo-Gini over the same period is off a much larger order of magnitude, from .032 
to -.001 .
59. It is striking that the jump comes in a year when a more detailed break-down of income is given. It is 
not inconceivable that the disequalizing trend in other income is due to some change in definition. However, 
note that the share of other income remains roughly constant at between 7-8%.
60. For example, say that some collective workers did very well in earning new income earning 
opportunities, while most did badly. Then we could still have an increase of collective income among the 
poor, and an increased concentration of SOE income among the rich (reflecting the failure of most collective 
workers) and a less equitable distribution of other income.
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However, our data is unable two distinguish between two hypotheses: the first that they reflect 
differences in individual worker productivity (thus increasing within-work-unit inequality), the 
second that they reflect differences in overall factory profitability (thus increasing between-work- 
unit inequality). The second explanation is more consistent with the widespread belief that non­
wage payments, especially bonuses, are distributed in an egalitarian way within the factory and 
provides an overlooked reason, even if the belief is true, for bonuses to be disequalizing. 
Whichever the explanation, the underlying hand of reform is once again evident. We saw in n .l 
the argument that in the early eighties inequality fell because "in the early stage of reform 
emphasis was on raising the income of the lower paid workers." (Zhao Renwei, 1990b, p.192). In 
the mid and late eighties by contrast, wage policy was a more a matter for the individual firm. The 
government maintained control over the basic wage, but any further compressing of wage grades, 
if it occurred, was more than offset by the disequalizing growth of non-wage payments.
The importance of bonuses is also evident from the fact that the two years in which 
inequality fell after 1983 (1986 and 1990) are the two years in which the share of bonuses in total 
wage income fell substantially.61 The fall in 1986 was from 13.6 to 9.6% (see Table 16b). And 
a report from the SSB suggests a fall in the share of bonus income from 18.8% in 1989 to 15.5% 
in 1990.62
Figure 7 demonstrates the close relationship between the share of bonuses in total 
income, the level of inequality (measured using the Gini) and, interestingly, the inflation rate in 
urban China over the eighties. (See the notes to the figure for the adjustments required to the 
bonus-share and inequality figures to cope with sample changes.) All three trend upwards and all 
three fall in 1986 and 1990.63 The two years of declining inequality were not years of low real 
growth: to the contrary both were years of above-average growth. But both were years in which 
tightened administrative macroeconomic controls were in place precisely.to bring inflation down. 
(In both cases, the controls were introduced in the previous year, but it is reasonable to allow for 
some lag in their operation.) Greater macroeconomic control in these years meant greater control
61. The figures of Table 8 show a slight increase in inequality in 1986 and a fall in 1990. But once 
adjustment has been made for the increase in the sample base in 1986, inequality falls in that year by even 
more than it does in 1990: see V.2.
62. The SSB reports that "the average standard wage increase in 1990 was 13.5% over 1989, making 1990 
one of the better years for wage increases. On the other hand, the average bonus income fell by four percent 
..." (from Zhongguo Tongji Xinxi Bao. 4 April 1991, p.l, translated in JPRS-CAR-91-032, 13 June 1991, 
p.81 [see bibliography for explanation of referencing system]). Taking the same article’s reported growth 
rate for total per capita income of 8.5% gives a fall in the share of bonus income from 18.8% to 15.5%,
63. It is true that inflation leads the bonus-share and the Gini down a year earlier in 1989, but this reflects 
the deceleration of inflation in the latter half of 1989.
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for the government over firms and hence greater control over their payment of workers.64 
Conversely, it seems that the winding-back of central power in the interim, decentralizing years 
resulted in greater firm-level autonomy which, in turn, resulted in greater payments by bonuses 
in an attempt by firms to get round remaining central controls on regular wages. The result in 
these years was both inflation (due to the increase in demand) and inequality (as some firms were 
better placed to pay-out bonuses than others).
Figure 7 Bonuses, Inflation and Inequality in Urban China, 1981-1990
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Notes: Since inequality figures are unavailable for 1982, no data are given for this year. The Gini
figures are taken from Table 8, adjusted, to take into account sample changes, as indicated in V.2. The 
inflation figures come from Table 1. The bonus-share figures from 1985 to 1989 are taken from Table 16b. 
For pre-1985 figures the figures in Table 16f are used, adjusted (multiplied by a factor of .87) to take into 
account the changed share of SOE and collective income in total income. The 1990 bonus share is estimated 
- see footnote 62.
64. The SSB report that the share of bonuses in wage income fell in 1990 (see footnote 62 for the reference) 
concludes that this " shows that the macroeconomic measures taken by the state to readjust urban incomes 
have been effective".
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Although decentralization does seem to have been very important in promoting 
inequality, two qualifications are necessary. First, it is not possible to precisely disentangle its 
effects from those of the growth of new job opportunities. For example, the growth in inter­
provincial inequality may be due, in part, to new- income-earning opportunities growing faster in 
some provinces than others. Alternatively, factors other than the two highlighted may also have 
been involved. For example, certain provinces may have been given favourable treatment by the 
central government (allowed to implement certain reform measures before other provinces or given 
increased investment funds). Second, the official statistics of the share of bonuses in total SOE 
wage payments show a different time-profile over the eighties than that share reported here, with 
a fall between 1984 and 1985 and none in 1986 (see Hussain and Stem, Table 3.4). A fall in 1990 
is reported, but only a slight one from 17.6 to 17% (1991y). If, therefore, inflation and bonuses 
cannot be so closely linked, it may be that high inflation has itself contributed to higher inequality. 
But as long as we accept the standard position that inflation was the result of decentralization,65 
the link between decentralization and inequality growth is maintained.
In summary, although as argued in n.2 there is no necessary link between reform and 
inequality growth, the Chinese urban reform process does seem in practice to have been 
disequalizing. It is not satisfactory, it has been argued, to claim as evidence for the link between 
reform and inequality growth the coincidence of the inception of the two phenomena in 1984. 
However, two inter-related factors - decentralization and a growth of new job opportunities - have 
been isolated which do seem to link reform and inequality growth. Macroeconomic instability 
emerges from the survey data not so much a cause of inequality growth, but rather, like the 
uneven growth in inequality itself, a symptom of the uneven tempo of decentralization through the 
eighties.
VIII Conclusion
This chapter has used aggregated household survey data collected annually between 
1981 and 1990 to investigate and explain the level of and trends in income inequality in urban 
China over the decade. The reliability of the data has been evaluated, with particular attention 
being paid to problems posed by the procedure by which the data are aggregated.
65. See, for example, Hussain and Stem (1991, pp.53-4): "The reforms simultaneously loosened control over 
enterprise investment and wages, thereby engineering both a consumption and an investment boom. The 
conjunction of the two, together with the extension of the market determination of prices, eventually led to 
a rapid inflation."
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It has been found that income inequality is low in urban China compared to developed 
countries because the income share of the bottom 40% is relatively large and that of the top 20% 
relatively small. The share of the middle 40-80% is comparable to that found in most developed 
countries.
The survey data analyzed challenges the current consensus that urban inequality has not 
increased in urban China over the last decade. While the share of the middle class has been 
relatively stable, the income share of the poor has fallen and that of the rich has risen. Although 
inequality fell from 1981 to 1983, on account of a wage compression in place since the late 
seventies, it trended upwards thereafter, increasing by, it is estimated, some 25% as measured by 
the Gini coefficient. The conventional wisdom that growth in rural inequality has been greater than 
that in urban inequality must be questioned: is it unclear what has happened to rural inequality 
since 1978, but the best estimates, which cover 1980 to 1986, suggest that rural inequality grew 
over these years by less than urban inequality did between 1983 and 1990. However, the urban 
disequalization, while significant, has not been large enough to prevent a rise in urban welfare and 
reduction in urban poverty over the decade on account of growth in mean income.
On the relationship between transition and inequality, market-oriented reform will not 
always increase inequality, but in urban China it does seem to have done so. Two features of 
reform seem to have led to the rise in inequality: decentralization and growth in new income- 
earning opportunities. The growth of new-earning opportunities may have promoted inequality 
growth via differential access to such opportunities by state-owned and collective sector 
households. And decentralization seems to have resulted in increasing regional disparities 
(interprovincial inequality more than doubles over the decade according to one index) and to an 
increasing share of income increasingly inequitably distributed as non-wage payments, particularly 
as bonuses. The estimates derived in the paper also lead to the conclusion that all three of the 
share of bonuses in total income, inflation and inequality moved together through the eighties. 
Since the first two are good proxies for decentralization, this provides further evidence for the 
inequality-promoting role played by the latter.
It has been noted that it is possible to find explanations for the observed rise in 
inequality other than a rise in underlying inequality. These include the increasing sample size over 
the decade and the possibility that implicit changes have occurred, for one reason or another, in 
the survey’s coverage of income sources. Although for most of this chapter and in this conclusion 
we put these alternative explanations to one side, since one cannot exclude them, one can, strictly 
speaking, only conclude that the evidence is consistent with a rise in underlying inequality.
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Nevertheless, the plausibility of the conclusion that inequality has increased is raised by the timing 
of the growth and that fact that it is not monotonic, but seems rather to be strongly linked to the 
ebb and flow of the reform process.
The inequality-promoting forces in operation over the eighties are unlikely to go away 
if reform continues and urban inequality can be expected to rise further. It will, however, at 
current trends be a long time before urban China ’enjoys’ average levels of inequality. To 
illustrate, taking into account the various biases associated with the data, the income share of urban 
China’s top 20% grew by perhaps 7% between 1983 and 1989. To reach the income share of the 
top 20% in the UK, at this rate, would take another twenty years. Viewed from this perspective, 
rising urban inequality would hardly seem to be a pressing concern.
At what rate inequality will increase in urban China, assuming it does, is impossible 
to say. The rate of increase may well increase though if and when labour mobility is improved, 
and unemployment becomes a real possibility for formal-sector workers. This would not only have 
a direct impact on the distribution of income, but also a substantial indirect impact via its influence 
on patterns of pay bargaining. For this reason the lessons to be drawn from China for transitional 
economies of Eastern Europe are perhaps limited. One imagines in these countries, where 
adjustment is occurring without growth, inequality will grow more rapidly, at least in the short­
term and in the urban sector, as unemployment rises. In addition the weakening of social security 
systems in the ex-Communist countries is also likely to promote inequality. However, the 
experience of China is certainly not irrelevant. Decentralization to lower levels of government and 
the firm, the growth of new job opportunities, and a weakening of macroeconomic control 
certainly characterize Eastern Europe and the former Soviet Union.66 Urban China presents 
evidence that these are inequality-promoting forces.
While from a positive perspective what is interesting is the apparent rise in inequality, 
the fact that urban inequality remains low is also important. The gap between urban and rural 
average incomes in China is often commented on. The existence of a gap per se is not unusual: 
the phenomenon of urban bias is well-documented throughout the developing world. What is 
unusual about China is, first, the size of the gap, and, second, that the high-mean sector is the low- 
inequality sector. These two factors combine to ensure that the great bulk of the absolutely poor 
in China are rural rather than urban dwellers.
66 . Examination of income distribution trends in post-1989 East Europe is limited. Atkinson and 
Micklewright (1992) examine the pre-1989 period and find no clear trends in either Hungary, 
Czechoslovakia or Poland.
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Appendix A Notes on the published data
1. The total household (as against per capita) income data (used in Sections IV and V.2) were 
obtained from the yearbooks (SSB, 1988y, 1989y, 1990y, 1991y). The number of classes is 12 
between 1987 and 1989 and 16 for 1990. Calculations of indices were first made using the given 
class means. However, to allow for a proper comparison between 1940 and the earlier years, the 
top 6  classes were aggregated into one for data from that year, so that 1940 had classes with the 
same bounds as 1984, and had the same number of classes as all the previous years. Calculations 
for 1990 based on this modification are presented in Table 11 with the heading ’1990 comp.’. 
Although households are ranked by total income, income class means are given in terms of per 
capita income. To obtain mean household incomes these were multiplied by average household 
size. This introduces some inaccuracy, as household size will not be constant within an income 
class, but the distortion is unlikely to be large. To obtain decile income shares from these data (for 
the purpose of the international comparisons of Section IV), cumulative income shares were 
calculated and then interpolated using a cubic spline.
2. As mentioned in the text, quantile means of 1982 disposable income are unavailable. The mean 
income given in Table 1 is based on income class data, as is the Gini in Table 9. See Table A.1 
for sources. Provincial overall (not quantile) means are available for this year, and are used in 
Table 15.
3. As mentioned in the text, income prior to 1986 is the average for cities; income from 1986 
onwards is the average for cities and county towns, or all-urban. To provide comparability over 
time, the pre-1986 data was adjusted downwards. For all the pre-1986 years, a weight of .6 was 
given to the city mean and .4 to the town mean (see III.3 for the use of these weights). For 1985, 
the town mean is given, but not for earlier years. For these years, it was assumed that the city- 
town income mean ratios were the average of those given in Table 10 for 1985 and 1987-89 -the 
years for which this data is available - which comes out to 1.248.67
4. Income shares and means for eight quantiles are used in the chapter’s calculations, even though, 
as stated in III.2, for the early years means are unavailable for some quantiles. The following 
strategy was adopted to deal with this problem. The second-order stochastic dominance analysis 
was conducted only over quantile data actually given. Since this showed inequality to be 
increasing over the decade, the missing shares were calculated on the assumption that, since they
67. Note that a reported town mean is available for 1986, but that quandle-mean town data is not available 
for this year, so that a constructed mean, as used for the other years, cannot be utilized.
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were for early years, they reflected a relatively equal distribution. Specifically, the ratio of the 0- 
5% to 5-10% quantile was assumed to be equal to its highest for the decade in 1981. Inspection 
of the data revealed 1987 to display the highest ratio, equal to .844. Similarly, the ratio of the 80- 
90 to 90-100% quantiles was assumed to be equal to its highest for the decade in 1981 to 1984. 
Inspection of the data revealed 1985 to display the highest ratio, equal to .793. Use of these ratios 
enabled the missing 0-5% and 5-10% shares to be calculated for 1981 (given information on the 
0-10% share), and the missing 80-90 and 90-100% shares to be calculated for 1981 to 1984 (given 
information on the 80-100% share). The assumption on the lowest two income groups is not 
important as it applies only to 1981. The assumption on the highest two income groups is more 
important Since the relevant ratio is monotonically falling between 1985 and 1989, the assumption 
that the years up to 1984 had a 80-90 to 90-100% ratio equal to the maximum for the later years 
probably results in an underestimation of inequality growth.
5. Quantiles, though treated in the chapter as if bounded by rounded percentiles (eg., bottom 5%, 
between 20 and 40%), are in fact defined over an exact number of households. This is not a cause 
for concern, as the exact numbers almost exactly correspond to the rounded percentiles, except for 
the years of 1987 to 1989 for the category of poorest households. Although for other years (from 
1983 onwards), this category is almost exactly 5%, for the three years mentioned it is 5.2% .68 
Income shares given for these years are the share of income for the bottom 5%, calculated on the 
fiction that the 5-5.2% quantile receive the same mean income as the 0-5% quantile. On this 
assumption, we can take the 5.2% share and multiply it by 5/5.2 to get the 5% share. Since in fact 
the 5-5.2% group will get a higher mean income than the 0-5% group this adjustment 
overestimates the income share of the bottom 5% for the three years. Mean incomes and income 
shares of the 5-10% group were obtained as a residual (using given 0-10% and calculated 0-5% 
figures). (Lower bounds on the income share and mean of the poorest 5% were also calculated on 
the assumption the 5-5.2% group received the same mean income as the 5.2-10% group. These 
are reported in the notes to Table A.3, as are the original figures).
6 . Between-province inequality figures (given in Table 15) were obtained based on reported per 
capita provincial means. Provincial mean incomes came, for 1981 to 1985, from SSB (1987s). 
Those for 1987 to 1989 came from SSB, 1988s, 1989s 1990s, respectively. Those for 1986 came 
from 1989se. When using sample weights (the first two columns in Table 16), the provincial 
means were weighted by the product of provincial sample size and average provincial household
68 . Each year’s figure was slightly different Although the modification described in the text was executed 
using the exact figure for each year, for expositional purposes it is assumed the figure was 5.2 for each of 
the three years.
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size. These came from the same sources. For 1983 and 1984, for which provincial sample size 
information was unavailable, it was assumed that sample sizes were the mean of those in 1982 and 
1985. For the recomputation of interprovincial inequality (the last two columns of Table 15), urban 
cost-of-living indices were obtained for 1987 from Howes and Lanjouw (1991). Comparability 
across years was obtained by use of province-specific urban inflation rates using the cost-of-living 
indices for ’staff and workers’ given in the annual China Statistical Yearbooks. These are only 
available for 1984 onwards. For 1981 to 1984 is was assumed all provinces had the same inflation 
rates. Provincial totals of non-agriculture-registered population were obtained from SSB (1990a) 
and used as population weights. It was assumed that all provinces have the same proportion of 
urban non-agricultural-registered to total non-agricultural registered. Figures for the former (the 
SSB survey base) are not available for 1988 and 1989. Xizang (Tibet), Qinghai and Anhui are 
excluded from analysis due to complete or partial unavailability of data.
7. The definitions used in the decomposition by income source are given in Table A.2 below. Most 
of the definitions given in the SSB publications are self-explanatory; additional details are 
provided in SSB, 1985. Mean income for the various income sources and quantile groups are 
presented in Table A.4. Note that the adjustment explained in point 5 was not made for this 
exercise. Rather, for simplicity, it was just assumed that the figures given for the bottom 5.2% for 
1987 to 1989 were in fact given for the bottom 5% for these years. Checks were made to ensure 
the decomposition by source exhausted total disposable income. This led to the correction of 
certain typographical errors. For 1985, the 20-40% average collective regular wage was changed 
from 33.76 to 83.76. For 1986, the disposable income of the 10-20% quantile was changed from 
507.36 to 570.36, as it appears in SSB, 1988y. For 1987, the 20-40% average SOE contract 
income was changed from missing to 2.4. For 1988, income from sources given fell short of total 
income by 3.3% on average, and for the top six of the eight quantiles. For the 0-5% quantile, the 
short-fall was 2.8% and for the 5-10% it was 3.2%. Examination of the relevant SSB publication 
reveals the reason for this. Total disposable income figures given in the summary section are larger 
by the percentages given above than the total disposable income figures given in the section where 
incomes are decomposed by source. In other words, the quantile total disposable income figures 
have been revised upwards by around 3%. This certainly casts some doubt on the mean figure for 
1988. However it is not so important for purely distributional analysis. Since the short-fall is 
almost exactly proportional for all quantiles, it can be safely ignored. All types of income were 
multiplied by a factor of one plus the proportional shortfall for each quantile. Once these various 
corrections were made, no residual of more than .2 % in absolute value remained for any quantile 
or any year between total income and income aggregated over all given sources.
Table A .l Summary of Data Available
Year Quantile data Income class data
Number of quantiles; 
whether mean and/or 
bounds given,
Coverage: cities, 
towns, all- urban 
or all three
Source: 
(SSB ...)'
Number of income classes; whether 
mean given
Coverage: 
cities, or all- 
urban
Source (SSB ...)
1981 6 ; means only Cities 1987s 6 ; means given Cities 1987s
1982 - - - 6 ; means given Cities 1987s
1983 7; means only Cities 1987s 6 ; means given Cities 1987s
1984 7; means and bounds Cities 1987s 6 ; means given Cities 1987s
1985 7; means and bounds Cities and county- 
towns
1988se 10  classes and means given for sub­
sample of 9178 city households; 4 
classes and no means for full sample of 
city households; 9 classes and no means 
for full sample of all-urban households
Cities and All- 
urban
1987s for cities 
sub-sample;
1986ye for cities 
full sample; 1989y 
for urban sample
1986 8 ; means only Urban and cities 1989se 13; no means All-urban 1987y
1987 8 ; means only at national 
level, means and bounds 
at provincial level
All three 1988s 13; no means All-urban 1988y
1988 8 ; means only All three 1989s 12 ; no means All-urban 1989y
1989 8 ; means only All three 1990s 1 2 ; no means All-urban 1990y
1990 8 ; means only All-urban 1991y 11 ; no means All-urban 1991y
Note: 1. The sources given in this column are also those used in the chapter.
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Table A.2 Definitions Used in the Decomposition by Income Source
1.Income from the state-owned sector.
1.1 Regular (or base) wage income (biaozhun gongzi).
In 1984, the regular wage is taken as the sum of shijian gongzi and jijian gongzi (time and piece- 
rate wages) excluding from the latter jijian chao’e gongzi (over-quota piece-rate payments), which 
are included in 1.2.3.
1.2 Bonus income.
1.2.1 Floating wage income (judong gongzi).
1.2.2 Contract income (chengbao shouru).
1.2.3 Unspecified bonuses (jiangjin, chao’e gongzi).
Note: 1.2.2 and 1.2.3 are only reported from 1988 onwards. Although they are not bonus income, 
they have been included in category 1.2 on the assumption that they are productivity-based 
payments. In any case, the size of each is only about 1%.
1.3 Income from subsidies.
1.3.1 Allocated. Subsidies (gezhong lutie) explicitly labelled as assigned to state-owned sector 
employees.
1.3.2 Unallocated. For 1988 and 1989, a separate unallocated category is introduced of 
unallocated price subsidies (jiage butie). These are compensation for inflation and are not allocated 
in the SSB publications to sector. They have been allocated by me (to this item of 1.3.2) in 
proportion to the share of allocated subsidies to the state-owned sector in combined (SOE and 
collective) allocated subsidy income (i.e., 1.3.1 over the sum of 1.3.1 plus 2.3.1). 1.3.1 is only 
available from 1983 onwards.69
1.4 Other income.
1.4.1 Allocated. The residual item {qita) for income from state-owned sector.
1.4.2 Unallocated. Data is given for other work unit income (cong danwei dedao qita shouru). 
This is allocated by me to this item in proportion to the share of given income for the state-owned 
sector (quanming souyouzhi zhigong gongzi) (i.e., 1 minus 1.3.2 minus 1.4.2) in combined given 
income (i.e., the sum of given SOE income, as defined above, and given collective sector income 
(jiti souyouzhi zhigong gongzi) (i.e., 2 minus 2.3.2 minus 2.4.2).
2.Income from the collective sector.
2.1 Regular wage income.
2.2 Bonus income.
2.2.1 Floating wage income.
2.2.2 Contract income.
2.2.3 Unspecified bonuses.
2.3 Income from subsidies.
2.3.1 Allocated.
2.3.2 Unallocated.
2.4 Other income.
2.4.1 Allocated.
2.4.2 Unallocated.
Note: 2 to 2.4.2 are defined analogously to 1 to 1.4.2. Pre-1985 only 2 and 2.2.3 are given.
3. Retired pension income. Pre-1987, tuixiu renyuan shouru; in 1988 and 1989, litui xiujin. Not 
available pre-1985.
4.Net gifts. Net income from gifts (zengsong shouru minus zengsong zhichu) and net income from 
dependents (zengyang shouru minus zengyang zhichu).
69. It is something of a simplification to assume that all price subsidies go to workers and none to 
pensioners and children. The next chapter (IV.3) gives a more accurate account
244
5.0ther income.
5.1 Labour income.
5.1.1 Income from private and self-employment (geti laodongzhi shouru).
5.1.2 Employment income of retired persons (bei yong hou liuyong de lixiuxi ren yuan shouru).
5.1.3 Income of other employees (qita jiuye zhe shouru).
5.1.4 Other labour income (qita laodong shouru).
5.2 Non-labour income.
5.2.1 Income from sales (chushou caiwu shouru).
5.2.4 Property income (caichenxing shouru).
5.2.5 Other transfer income (qita zhuanyixing shouru).
5.2.6 Other special income (qita tebie shouru).
5.3 Unspecified (qita shouru).
Notes: For 1981 and 1982, only 5.1.1, 5.1.4, 5.3 are available. In 1983, 5.2.1 is added. The unspecified 
category, 5.3 is abolished after 1987 and decomposed into 5.2.4 to 5.2.6 and 5.1.2 to 5.1.3. Note too that 
’other employees’ is the residual from subtracting SOE, collective and Private and self-employed from all 
employees. It includes those in partial employment, and in home-based enterprises (such as small child- 
minding nurseries). 5.1.4 consists of part-time income of those engaged in full-time jobs elsewhere. 
’Transfer’ income consists of gross income from dependents, price subsidies, and a residual. ’Special’ 
income consists of gross gift (or remittance) income, income from boarders, income derived from 
participation in the survey, sales income and a residual. Note finally that income to cover boarding costs 
of relatives and friends (qinyou dahuofei shouru) and subsidy to cover survey-participation costs (jizhang 
butie), while included in total income, are excluded from disposable income.
Table A.3 Basic Quantile Data
Table A.3(a) Quantile Income Shares
Q u a n t i l e 1981 1983 1984 1985 1986 1987 1988 1989 1990
0-10% 5.  62 5 . 7 8 5.  60 5 . 6 5 5 . 5 1 5 . 5 6 5 . 3 9 5 . 3 0 5 . 3 4
0-5% 2.  57 2 .  60 2 . 5 2 2 . 5 5 2 . 5 1 2 . 5 5 2 . 4 6 2 . 4 0 2 . 4 2
5-10% 3 . 0 5 3 . 18 3 . 0 8 3 . 1 0 3 . 0 0 3 . 0 2 2 . 9 4 ' 2 .90 2 . 9 3
10-20% 6 . 9 9 7 . 1 0 6 . 9 5 7 . 0 7 7 . 0 4 6 . 9 9 6 . 8 3 6 . 7 6 6 . 8 0
20-40% 1 6 . 4 2 1 6 . 6 1 1 6 . 3 6 1 6 . 3 6 1 6 . 3 8 1 6 . 3 4 1 6 . 0 9 1 5 . 9 7 1 6 . 0 7
40-60% 1 9 . 2 0 1 9 . 1 6 1 9 . 0 9 1 9 . 0 6 1 9 . 0 8 1 9 . 0 4 1 9 . 0 1 1 8 . 9 1 1 8 . 9 8
60-80% 2 2 . 4 9 2 2 . 1 2 2 2 . 3 0 2 2 . 2 8 2 2 . 3 5 2 2 . 2 6 2 2 . 3 6 2 2 . 3 7 2 2 . 4 4
80-100% 2 9 . 2 8 2 9 . 2 2 2 9 . 7 0 2 9 . 5 7 2 9 . 6 4 2 9 . 8 0 3 0 . 3 1 3 0 . 6 9 3 0 . 3 7
80-90% 1 2 . 9 5 1 2 . 9 3 1 3 . 1 4 1 3 . 0 8 1 3 . 0 2 1 3 . 0 3 1 3 . 2 3 1 3 . 2 1 1 3 . 2 3
90-100% 1 6 . 3 3 1 6 . 3 0 1 6 . 5 6 1 6 . 4 9 1 6 . 6 3 1 6 . 7 7 1 7 . 0 9 1 7 . 4 8 1 7 . 1 4
Table A.3(b) Cumulative Income Shares
Q u a n t i l e 1981 1983 1984 1985 1986 1987 1988 1989 1990
0-5% 2 . 5 7 2 . 6 0 2 . 5 2 2 . 5 5 2 . 5 1 2 . 5 5 2 . 4 6 2 . 4 0 2 . 4 2
0-10% 5 . 6 2 5 . 7 8 5 . 6 0 5 . 6 5 5 . 5 1 5 . 5 6 5 . 3 9 5 . 3 0 5 . 3 4
0-20% 1 2 . 6 1 1 2 . 8 9 1 2 . 5 5 1 2 . 7 2 1 2 . 5 5 1 2 . 5 5 1 2 . 2 2 1 2 . 0 6 1 2 . 1 4
0-40% 2 9 . 0 2 2 9 . 4 9 2 8 . 9 1 2 9 . 0 8 2 8 . 9 3 2 8 . 9 0 2 8 . 3 1 2 8 . 0 3 2 8 . 2 1
0-60% 4 8 . 2 3 4 8 . 6 5 4 8 . 0 0 4 8 . 1 4 4 8 . 0 1 4 7 . 9 4 4 7 . 3 3 4 6 . 9 3 4 7 . 1 9
0-80% 7 0 . 7 2 7 0 . 7 8 7 0 . 3 0 7 0 . 4 3 7 0 . 3 6 7 0 . 2 0 6 9 . 6 9 6 9 . 3 1 6 9 . 6 3
0-90% 8 3 . 6 7 183.70 8 3 . 4 4 8 3 . 5 1 8 3 . 3 7 8 3 . 2 3 8 2 . 9 1 8 2 . 5 2 8 2 . 8 6
0-100% 100.  0 1 0 0 . 0 100.  0 1 0 0 . 0 1 0 0 . 0 100.  0 1 0 0 . 0 1 0 0 . 0 1 0 0 . 0
Notes: See next page.
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Table A.3(c) Quantile Means
Q u a n t i l e 1981 1983 1984 1985 1986 1987 1988 1989 1990
0-10% 2 9 7 . 2 3 2 4 . 1 358 .  0 3 9 9 . 5 4 1 7 . 2 4 5 0 . 7 443 . 4 4 2 2 . 1 4 5 9 . 9
0-5% 272.  0 2 9 2 . 7 3 2 2 . 2 360.  6 3 8 0 . 5 4 1 2 . 4 4 0 4 . 0 3 8 2 . 9 4 1 6 . 3
5-10% 3 2 2 . 4 3 5 5 . 2 3 9 3 . 9 4 3 8 . 4 4 5 4 . 0 489.  0 4 8 2 . 9 4 6 1 . 3 5 0 3 . 5
10-20% 3 6 9 . 3 3 9 7 . 8 4 4 4 . 6 4 9 9 . 4 5 3 3 . 1 5 6 6 . 2 5 6 2 . 0 538.  6 5 8 5 . 3
20-40% 4 3 4 . 0 4 6 5 . 2 5 2 3 . 0 5 7 8 . 1 6 1 9 . 9 6 6 1 . 9 6 6 1 . 7 6 3 6 . 2 6 9 1 . 5
40-60% 507.  6 5 3 6 . 8 6 1 0 . 5 6 7 3 . 5 7 2 2 . 4 7 7 1 . 3 7 8 1 . 9 7 5 3 . 3 8 1 6 . 7
60-80% 5 9 4 . 5 6 1 9 . 7 7 1 3 . 2 7 8 7 . 3 84 5 . 9 9 0 1 . 7 919.  6 8 9 1 . 4 9 6 5 . 7
80-100% 7 7 4 . 1 8 1 8 . 5 9 4 9 . 5 1 0 4 5 . 2 1 1 2 2 . 3 1 2 0 7 . 0 1 2 4 7 . 4 • 1 2 2 3 . 7 1 3 1 0 . 4
80-90% 6 8 4 . 8 7 2 4 . 2 8 4 0 . 0 9 2 4 . 7 9 8 5 . 6 1 0 5 5 . 4 1 0 8 7 . 8 1 0 5 2 . 4 1 1 4 1 . 7
90-100% 8 6 3 . 4 9 1 2 . 9 1 0 5 9 . 0 1 1 6 5 . 7 1 2 5 9 . 0 1 3 5 8 . 7 1 4 0 7 . 2 1 3 9 5 . 2 1 4 7 9 . 0
Table A.3(d) Conditional Means
Q u a n t i l e 1981 1983 1984 1985 1986 1987 1988 1989 1990
0-5% 272 .  0 2 9 1 . 4 3 2 2 . 2 3 6 0 . 6 3 8 0 . 4 4 1 2 . 4 4 0 4 . 0 3 8 2 . 9 4 1 6 . 5
0-10% 2 9 7 . 2 3 2 4 . 1 358.  0 3 9 9 . 5 4 1 7 . 2 4 5 0 . 7 4 4 3 . 5 4 2 2 . 2 4 6 0 . 2
0-20% 3 3 3 . 3 3 6 0 . 9 4 0 1 . 3 4 4 9 . 4 4 7 5 . 2 5 0 8 . 5 5 0 2 . 8 4 8 0 . 4 5 2 2 . 9
0-40% 3 8 3 . 6 4 1 3 . 1 4 6 2 . 2 5 1 3 . 8 5 4 7 . 5 5 8 5 . 2 5 8 2 . 3 5 5 8 . 4 6 0 7 . 4
0-60% 4 2 4 . 9 4 5 4 . 3 5 1 1 . 6 5 6 7 . 0 6 0 5 . 8 6 4 7 . 2 6 4 8 . 9 6 2 3 . 4 6 7 7 . 3
0-80% 4 6 7 . 3 4 9 5 . 7 5 6 2 . 0 6 2 2 . 1 6 6 5 . 9 7 1 0 . 8 7 1 6 . 6 6 9 0 . 4 7 4 9 . 5
0-90% 4 9 1 . 5 5 2 1 . 0 5 9 2 . 9 6 5 5 . 7 7 0 1 . 4 7 4 9 . 1 7 5 7 . 8 7 3 0 . 6 7 9 2 . 8
0-100% 5 2 8 . 7 5 6 0 . 2 6 3 9 . 5 7 0 6 . 7 7 5 7 . 1 8 1 0 . 1 8 2 2 . 6 7 9 6 . 9 8 6 1 . 1
Notes: 1. See Table A.l for details of sources. 1
2. The quantile groups are defined over households, not over individuals. For the bottom 5% of 1987,1988 and 1989, see Appendix A, point 5. The original income shares, 
for the bottom 5.2% were, respectively, 2.66, 2.56, and 2.50 for 0-5%, and 2.91, 2.84 and 2.79 for 5-10%. The figures given here are upper bounds of the share of the bottom 5%. 
Lower bounds are 2.52, 2.44 and 2.38, resulting in quantile means of 408.4, 401.2 and 379.5 for the bottom 5%.
3. Means for 0-5 and 5-10% for 1981 and for 80-90 and 90-100% for 1981 to 1984 are unavailable in the original data and have been estimated, using the method given 
in Appendix A, point 4. (For the absence of 1982 data, see Appendix A, point 2.)
4. Quantile means and conditional means (generalized Lorenz coordinates divided by p=F(y)) are given in terms of 1985 prices: see Table 1 for source of price index.
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Table A.4 Income Decomposition by Source for Mean Income
INDEX NAME 1981 1983 1984 1985 1986 1987 1988 1989
0 TOTAL 1 0 0 . 0 1 0 0 . 0 1 0 0 . 0 1 0 0 . 0 1 0 0 . 0 1 0 0 . 0 1 0 0 . 0 100.  0
1 SOE 7 9 . 5 7 9 . 0 8 0 . 1 7 3 . 2 7 1 . 8 7 2 . 4 7 3 . 1 7 3 . 3
1 . 1 Regular 5 7 . 6 5 5 . 7 5 3 . 6 4 5 . 6 4 6 . 5 4 4 . 0 3 8 . 0 3 5 . 5
1 . 2 Bonuses 8 . 4 9 . 4 1 1 . 3 1 0 . 9 7 . 7 1 1 . 7 1 3 . 8 1 5 . 0
1 . 2 . 1 Other # 1 0 . 7 1 2 . 2 1 2 . 8
1 . 2 . 2 Floating • • • • • 0 . 7 0 . 8 1 . 1
1 . 2 . 3 Contract . 0 . 4 0 . 8 1 . 0
1 . 3 Subsidies . 8 . 3 8 . 1 9 . 5 9 . 6 9 . 8 1 4 . 2 1 5 . 5
1 . 3 . 1 Allocated . . # 8 . 8 9 . 2
1 . 3 . 2 Unallocated . 5 . 4 6 . 3
1 . 4 Other 1 3 . 4 5 . 5 7 . 0 7 . 2 7 . 9 6 , 9 7 . 1 7 . 3
1 . 4 . 1 Allocated 9 . 9 1 . 4 2 . 2 1 . 8 2 . 8 1 . 5 1 . 6 1 . 5
1 . 4 . 2 Unallocated 3 . 6 4 . 1 4 . 8 5 . 4 5 . 2 5 . 4 5 . 5 5 . 8
2 COLLECTIVE 1 8 . 5 1 8 . 7 1 8 . 6 1 6 . 6 1 7 . 3 1 6 . 1 1 5 . 8 1 4 . 8
2 . 1 Regular • • • 1 0 . 4 1 1 . 7 9 . 8 8 . 3 7 . 2
2 . 2 Bonuses 1 . 9 2 . 4 2 . 7 2 . 7 2 . 0 3 . 1 3 . 7 3 . 9
2 . 2 . 1 Other . • . . 2 . 4 2 . 6 2 . 7
2 . 2 . 2 Floating . . • . • 0 . 3 0 . 3 0 . 4
2 . 2 . 3 Contract . « . . 0 . 4 0 . 8 0 . 8
2 . 3 Subsidies 1 . 9 1 . 7 1 . 6 2 . 3 2 . 3
2 . 3 . 1 Allocated . . . 1 . 4 1 . 3
2 . 3 . 2 Unallocated # 0 . 9 1 . 0
2 . 4 Other 16.  6 1 6 . 4 1 5 . 9 1 . 5 2 . 0 1 . 5 1 . 5 1 . 4
2 . 4 . 1 Allocated 1 5 . 7 1 5 . 4 1 4 . 8 0 . 3 0 . 8 0 . 3 0 . 3 0 . 3
2 . 4 . 2 Unallocated 0 . 8 1 . 0 1 . 1 1 . 2 1 . 2 1 . 2 1 . 2 1 . 2
3 PENSION . . 7 . 5 7 . 5 9 . 0 8 . 9 8 . 9
4 NET GIFTS - 6 . 0 - 5 . 2 - 5 . 3 - 4 . 2 - 4 . 7 - 5 . 2 - 4 . 6 - 4 . 2
5 OTHER 8 . 0 7 . 5 6 . 5 6 . 8 8 . 1 7 . 7 6 . 9 7 . 3
5 . 1 Labour 1 . 6 1 . 9 1 . 9 2 . 6 3 . 2 2 . 8 4 . 6 4 . 9
5 . 1 . 1 Private & self-emp1rd 0.0 0 . 1 0 . 1 1 . 0 1 . 5 1 . 2 1 . 5 1 . 6
5 . 1 . 2 Other employee • • • • • • 0 . 3 0 . 3
5 . 1 . 3 Retired i * 1 . 2 1 . 2
5 . 1 . 4 Other 1 . 5 1 . 9 1 . 8 1 . 5 1 . 7 1 . 6 1 . 6 1 . 8
5 . 2 Non-labour . 0 . 6 0 . 4 0 . 7 0 . 8 0 . 8 2 . 3 2 . 3
5 . 2 . 1 Sales . 0 . 6 0 . 4 0 . 7 0 . 8 0 . 8 0 . 8 0 . 7
5 . 2 . 2 Property • • • • . 0 . 7 1 . 0
5 . 2 . 3 Transfer . • « • . 0 . 3 0 . 2
5 . 2 . 4 Special . • • . • • 0 . 6 0 . 4
5 . 3 Unspecified 6 . 4 5 . 0 4 . 3 3 . 6 4 . 1 4 . 2 . .
Notes: See Table A.2 for details and Appendix A, point 7 for further details.
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Appendix B The SSB aggregation procedure
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This Appendix addresses the biases introduced by the two-stage aggregation procedure outlined 
in HI.3. It will be useful to distinguish between three families of inequality measures, each 
distinguished by the method by which the quantile means used for their calculation are obtained. 
The members of each of the families are the conventional inequality indices, satisfying the 
properties set out in H.2 .
• V! is the family of correctly aggregated inequality measures, that is, the family of measures 
computed on the basis on quantile groups formed on the basis of a ranking of households by 
income.
• V2 is the family of one-stage aggregated inequality measures, that is, the family of measures 
computed on the basis of aggregating households into urban unit (i.e., city or town) quantile 
groups, and then ranking these on the basis of mean income to form overall or all-China quantile 
groups.
• V3 is the family of two-stage aggregated inequality measures, that is, the family of measures 
based on the aggregation procedure used by the SSB since 1985. (Recall that under the two-stage 
aggregation procedure, the kth all-China quantile mean is the mean of all the urban units’ kth 
quantile group means.)
With these definitions, one can show that, for any inequality measure, R, in the three families,
Ry^^Ry^kRy^ (B.l)
The two families, Vj and V2, are based on aggregation procedures which give different rankings 
of households. Similarly, the two families, V2 and V3, are based on aggregation procedures which 
give different rankings of urban-unit quantile group means. To cover both of these two cases, let 
’income unit’ refer to a household in the context of comparing V\ and V2, and to an urban-unit 
quantile group mean in the context of comparing V2 and V3. Then the only income units which 
will change quantiles in going from correct aggregation to one-stage aggregation or from one-stage 
aggregation to two-stage aggregation will be richer income units moving into lower quantile 
groups or poorer income units moving into higher quantile groups. Such moves have the same 
effect as rank-preserving progressive transfers between the quantile groups, and thus reduce 
inequality.70
70. The result is equivalent to saying that the distribution based on the two-stage aggregation will have 
Lorenz dominance over that based on the one-stage aggregation which in turn will have Lorenz dominance 
over that based on the correct aggregation.
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Thus the SSB procedure underestimates twice over. Which source of underestimation is the 
more important and under which conditions will the problem be more serious? To ease the 
exposition I simplify to the case in which each urban unit has the same number of households 
surveyed and all households are of the same size, so that there is no need to worry about 
weighting. There are assumed to be N urban units, and K equally-sized quantiles (both for each 
urban unit and for China as a whole). Define Qj, with mean pj, to be the pth all-China quantile 
group, where the superscript, j=l,2 or 3, indicates which aggregation procedure has been used. All 
quantiles are arranged in ascending order of mean income. Define max(Qj) to be the maximum 
income unit in the quantile, and minCQj) the minimum. Then from the explanation given for (B.l) 
it follows that, for any R, a necessary condition that RV1>RV2 is that, for some p and q,
inin(Q )^ < max(Q )^ where p<q
Now let be the kth quantile group of the mth urban unit with mean p^, maximum income 
maxCQto) and minimum income minCQ^). Let
c  Qp2 and QM c  q£  where p<q
which implies
IV £ IV  (B-4)
If it is nevertheless the case that
nrinCQJ < maxCQJ (B-5)
then (B.2) will hold. But this suggests that the underestimation implied by the one-stage 
aggregation will not be serious. Underestimation arises from having high income households in 
low urban-unit quantile groups. But such households cannot be too high, or too many, or it would 
not be possible for their quantile group to be counted as a low one.
The second stage of the aggregation procedure is more serious, however, since we no longer 
have the restriction captured by (B.3) and (B.4) that, if one urban unit quantile group mean is 
higher than another, the former must be ranked no lower than the latter in the ordering from which 
the all-China quantile group means are obtained. Since the two-stage procedure aggregates urban- 
unit quantile means into the same quantile group regardless of differences in mean value, one 
would expect the inequality measure resulting from such a procedure to be similar in size to the 
average within-urban-unit inequality component of a decomposable index. However, the 
aggregation introduces complications: how can one decompose without the urban-unit data? To 
negotiate this problem, a new family of indices, V4, is introduced. Let
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ou = (B.6)
where [4 is mean of the ith urban unit Then V4 is the family of inequality measures based on the 
ranking in ascending order of and aggregation over a^, the mean-normalized urban-unit quantile 
group means. As will be illustrated later, any decomposable index, RV4, will approximate the 
average within-urban-unit inequality component of R obtained from decomposing the urban-unit 
level quantile data.
If each urban unit has the same Lorenz curve, then for each k and all i 0^=0^, so, for any R, 
RV3=RV4. If Lorenz curves differ, no clear cut result emerges, but it would seem likely that 
RV3<Rv4- To see this, note that the kth quantile all-China mean using the fourth method will be
■ Tf E  «u (B.7)
where the k in the composite index ki may take on different values for different i. This is also the 
kth quantile all-China relative mean, since the all-China mean (averaging over all the a^) will be 
unity. Assuming that there is not too strong a correlation between mean income and inequality, 
one can approximate and write
vt « r j -  £  ^  (B.8)
k^ieQ^
where p is the all-China mean (the average of the p,). Using the SSB aggregation procedure, the 
kth quantile all-China relative mean is
-  = ‘  (B-9)H NnSf
Since, by the same argument used to establish (B.l), (B.9) will differ from (B.8) by a series of 
progressive transfers, one obtains, on the assumption that the approximation in (B.8) is a good one, 
the result RV3^ RV4-
Hence the SSB aggregation procedure will completely ignore between-urban-unit inequality 
and, unless inequality is constant across urban units, will even tend to underestimate average 
within-urban-unit inequality.
The provincial data sets used in the next chapter illustrate the downward biases involved.
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Table B.l uses data from the combined sample for 1988 to 1990 (Chapter Five, 1.1 gives more 
detail). SSB procedure is closely followed: the eight unequally sized quantiles used by the SSB 
are employed, and city and town observations are reweighted in line with SSB conventions (see 
III.3). (At all stages of aggregation, household size is used to weight the per capita income 
observations.) Ginis and Theil indices are given based on six different methods of calculation. In 
the first, no aggregation at all is undertaken. In the second, each urban unit’s observations are 
aggregated into quantiles, and these are used without further aggregation (giving what will be 
called the ’urban unit’ family of measures). In the third (defining family one), overall quantiles 
are created in the conventional way. In the fourth (defining family two), overall quantiles are 
created using the urban unit quantiles. In the fifth (defining family three), overall quantiles are 
created using the SSB procedure. In the sixth and final (defining family four), overall quantiles 
are created from mean-normalized urban-unit quantiles. The following conclusions emerge:
• Consistent with (B.l), the family-three measures are smaller than the family-two measures which 
are smaller than the family-one measures. The latter are also less than the urban-unit measures 
(though this is not a matter of necessity), which are in turn (as a matter of necessity) less than the 
disaggregated measures.
• As predicted above, little downward bias is inflicted by using family-two rather than family-one 
measures: in all three years, the family-two Ginis are more than 99% of the family-one Ginis. 
Much more bias is inflicted by using family-three measures: the family-three Ginis are 74, 78, and 
71% of the family-one Ginis in the three years.
• The family-four Theil closely approximates the within-inequality component of the urban-unit 
Theil: the difference is less than 1% in 1988 and 1990 and less than 5% in 1989. This illustrates 
the claim that the family four indices provide an approximate measure of aggregated average 
within-unit inequality.
• The family-three and family-four measures are close: using the Gini, the difference is 5% or less 
each year. But in each year, the family three measure is slightly below the family-four measure, 
as predicted above.
So, according to these provincial samples, the SSB aggregation procedure results in 
underestimation even of aggregated average within-urban-unit inequality, though only slightly - 
of the order of some 5% - and, due to its neglecting between-urban-unit inequality, more serious 
underestimation of total inequality - of the order of some 25%.
Table B.l Aggregation-induced Bias: an example using Chapter Five data
F a m ily G in i T h e i l W ith in B etw een
1988
Disaggregated 0.1939 0.0612 0.0406 0 0205
Urban unit 0.1917 0.0588 0.0383 0 0206
One 0.1880 0.0575
Two 0.1860 0.0561
Three 0.1424 0.0327
Four 0.1462 0.0374
1989
Disaggregated 0 .1971 0.0675 0.0507 0 0168
Urban unit 0.1946 0.0619 0.0452 0 0167
One 0.1909 0 .0593
Two 0.1888 0.0580
Three 0.1521 0.0380
Four 0.1583 0.0430
1990
Disaggregated 0.1889 0.0572 0.0370 0 0202
Urban unit 0.1866 0.0552 0.0349 0 0203
One 0.1833 0.0541
Two 0.1809 0.0526
Three 0.1346 0.0291
Four 0.1414 0.0359
Notes: For the definitions of the various families see the text of Appendix B. For more details on the data 
see Chapter Five, 1.1. ’Within’ and ’Between’ refer to the average within-urban-unit and the between urban- 
unit components of the Theil index. The formula used for the Theil decomposition is
%<J
4 E  “i - P - E
N i M- Pi J I1! »*i J N i l* I*
=TW + T„
where p is the overall mean of the total population of size N, p the mean of group i with population p and 
Pj the mean income of the number (pp in group i’s jth quantile group. T is the Theil index, Tw the ’within’ 
component and Tb the ’between’ component.
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Chapter Five The Distribution of Cash and Subsidy Income in Two Chinese Provinces,
1987-90
I Introduction
In the previous chapter, urban China’s income distribution was examined using aggregated, 
nationwide data from 1981 to 1990. This chapter utilizes a disaggregated data set from the urban 
areas of two of China’s most populous provinces, Sichuan and Liaoning, for the four years of 
1987 to 1990. So in terms of coverage of both provinces and years, this chapter’s data set is more 
limited in scope. On the other hand, the fact that it is disaggregated makes it more susceptible to 
statistical analysis than the aggregated data used in the previous chapter. This chapter’s data set 
also contains information which can be used to calculate the income flows implicit in the 
government scheme of food rationing, which, until its recent dismantling, has been an important 
source of income for urban residents. The first of these advantages enables this data set to be used 
as an application of the statistical tools developed in the first part of this thesis. The second 
enables us to get at least some insight into the important role played in China, as in other socialist 
economies, by non-cash income.
Of course, the two provinces of Liaoning and Sichuan, whose locations can be seen from the 
map following, cannot be regarded as representative of urban China as a whole. Nor has either 
been at the forefront of urban reform. Nevertheless, this data set is an important one, not only 
because of the size of the two provinces, but also because it would appear to be the only 
disaggregated, longitudinal (but not panel) data set for urban China currently available for 
academic study.
The structure of the chapter is as follows. The next section gives an introduction to the data 
and to the two provinces. The third section focuses on cash income, and re-examines the question 
taken up in the previous chapter of trends in inequality, and their implications for welfare and 
poverty. Data from both provinces are pooled and used to examine changes over time. The fourth 
section extends the analysis to examine both the income implicit in urban residents’ entitlements 
to cheap food and the payments issued by the government to compensate residents for the recent 
dismantling of these subsidy entitlements. The fifth and final section concludes. An Appendix 
summarizes the distributions of the provincial samples with tables based on decile income shares 
and means.
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II Background
II.l The data
Even for the two provinces and four years which it covers, the data set this chapter analyzes 
is only a sub-sample, approximately one-third the size, of the annual household survey conducted 
by China’s State Statistical Bureau (SSB) .1 The reason is that, due to financial and computing 
constraints, the SSB collects centrally in disaggregated form only a fraction of the data its 
provincial branches collect. From now on, I refer to the provincial samples analyzed in this chapter 
as the ’sub-samples’ and the SSB samples from which they are drawn as the ’full samples’ or 
simply the ’samples’.
Table 1 presents information concerning sample size, for both the sub-samples and the full 
samples. Its figures can be compared with those of Table 2, which presents population figures for 
the urban areas of the two provinces using the various definitions of ’urban’ presented in the last 
chapter (see III.1). The full SSB Liaoning sample covers some 2,500 households and constitutes 
around 8 % of the nationwide sample, making it the largest sample from any one province. The 
full Sichuan sample (the third largest after Liaoning and Jiangsu) covers some 2,000 households, 
around 6.5% of the nationwide sample. The annual sub-samples for Liaoning include on average 
700 households, three-tenths of the total surveyed, while those for Sichuan cover 900, which is 
closer to half the full sample size. Although the sub-sample sizes are more or less constant over 
the four years, note from Table 1 that the number of city and towns surveyed jumps from 7 in 
Liaoning and 9 in Sichuan in 1987 to 15 and 17 respectively in 1988. This has quite a large 
impact on sample results as we will see.2
Table 2 shows Sichuan to be China’s most populous province with a  population of over 100 
million. However, the province has a relatively small proportion of urban to rural dwellers. 
Liaoning on the other hand is a medium-sized province with a total population of around 40 
million, but it is heavily urbanized, making it one of the largest provinces in terms of its urban 
population. How Liaoning and Sichuan compare with each other and with the other Chinese 
provinces in terms of size of urban population depends on the definition of ’urban’ used, a subject
1. In fact, the data set available also incorporates 1986. But see footnote 3 for why this year is not 
analyzed.
2. These are realized sizes for the sub-samples, after my own cleaning. Although the data, having already 
been processed by the SSB, did not suffer from internal inconsistencies, there were a handful of cases of 
replication of observations. Also all households from one city in the Liaoning 1989 sub-sample had 
unbelievably low incomes and were therefore excluded.
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discussed in detail in Chapter Four, m .l. Using the SSB survey definition - hukou (non- 
agricultural-registered) households in SSB-designated urban areas - Liaoning has China’s largest 
urban population with almost 16 million residents. Sichuan is fourth with 12.5 million. Using 
alternative definitions of ’urban’, Sichuan and especially Liaoning slip somewhat in their ranking. 
For example, if the official definition of urban is used, Sichuan becomes the fifth largest province, 
and Sichuan the seventh, indicating that both provinces have relatively high ratios of hukou to non- 
hukou urban households.
Another feature evident from Table 2 is that Sichuan has a much higher proportion of town- 
to city-dwellers than Liaoning. This is true whichever definition of ’urban’ is used. Using the 
survey definition, 18.4% of urban residents are town-dwellers in Liaoning, but 39.1% in Sichuan. 
As we saw in the previous chapter (in.2.2), the full SSB sample suffers from an over- 
representation of city-dwellers vis-a-vis town dwellers. In 1987, for example, 18.6% of the full 
SSB Sichuan sample was town-based and 12.2% of the Liaoning sample. The ratios for the sub­
samples are similar for Liaoning - around 15% - but higher for Sichuan - between 33 and 41%. 
So in this respect the sub-samples are more representative than the full samples.3 (See Chapter 
Four, IE.2.1 on the importance of the town-city distinction: city households are on average richer 
and smaller than their town counterparts.)
Table 1 Sub-sample and Sample Sizes for Sichuan and Liaoning, 1987-1990
Liaoning Sichuan
Total City Town Total City Town
1987 Sub-sample 700 600 (6) 1 0 0 (1) 900 600 (6) 300 (3)
Sample 2450 2150 300 2150 1750 400
1988 Sub-sample 700 600 (13) 1 0 0 (2 ) 848 548 (11) 300 (6)
Sample 2450 2 2 0 0 250 2 1 0 0 *1700 400
1989 Sub-sample 648 548 (11) 1 0 0 (2 ) 899 550 (11) 349 (7)
Sample 2450 2 2 0 0 250 2 1 0 0 1700 400
1990 Sub-sample 699 599 (12) 100  (2 ) 800 550 (11) 250 (5)
Notes: For sources for SSB figures up to 1989, see Chapter Four, Table A l. The 1990 SSB figures come 
from the Liaoning and Sichuan 1991 yearbooks (LTN and STN). Figures in brackets in sub-sample columns 
indicate, respectively, number of towns and cities sampled.
3. As mentioned in footnote 1, the data set includes 1986. However, for this year for Liaoning the town- 
urban ratio is 25%, ten percentage points higher than for the other three years. To avoid the need for re- 
weighting the data to take this difference into account, 1986 is not analyzed in this paper. Dropping this 
year from the analysis is not a particularly heavy price to pay to improve comparability over time since 
Chapter Four’s analysis suggested little or no change in urban inequality between 1986 and 1987: the big 
changes come both before 1986 (in 1984 and 1985) and after 1986 (in 1988 and 1989).
257
Table 2 The Urban Populations of Liaoning and Sichuan under Different Definitions
Liaoning Sichuan
Total (m) ranking % Total (m) ranking %
PROVINCE 39.67 12 3.5 105.91 1 9.4
A. OFFICIAL URBAN
Urban 29.25 7 4.9 35.09 5 5.9
Of which hukou 15.86 1 8 .0 12.53 4 6.3
City 20.37 3 6.1 19.60 4 5.9
Of which hukou 13.39 1 9.4 7.63 2 5.3
Town 8 .88 12 3.3 15.49 5 5.9
Of which hukou 2.47 7 4.4 4.90 2 8.8
B. CENSUS URBAN
Urban 20.41 4 6.9 20.89 3 7.1
Of which hukou 15.11 1 8.1 12.27 3 6 .6
City 17.02 1 8 .0 15.00 4 7.1
Of which hukou 12 .86 1 9.8 7.11 3 5.4
Town 3.38 10 4.1 5.87 4 7.1
Of which hukou 2.25 10 4.0 5.16 1 9.2
C. HUKOU 16.59 1 7.5 14.76 2 6.7
Notes: ’Total’ gives the population in millions, ’Ranking’ the ranking among all of China’s provinces, ’ %* 
the percentage of nationwide population. All three figures are given in terms of the definition provided in 
each row: see the text for more detail on these. The source is National Population Census Office (1991b).
An analysis of the full SSB household survey has already been presented in Chapter Four (see 
III.2). In the remainder of this sub-section, the focus is on the question of how representative the 
provincial sub-samples are of the full samples from which they are drawn. This is a necessary task 
since the method by which the sub-sample is culled is, unfortunately, not publicly available. (All 
that is known is that selection takes place at the city and town level.) A range of comparisons 
between sub-sample and full sample for both provinces is given in Table 3. Comparisons are made 
for 1-987 since, for this year, a full-sample decomposition of mean income by city and town is 
available. And comparisons are given for 1989 and 1990 since for these two years information is 
available on the full SSB survey from Sichuan and Liaoning’s 1991 yearbooks (LTN and STN).
Table 3 Comparison Between Sub-samples and Full Samples
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1987 1989 1990
Sub­
sample
Sample Sub­
sample
Sample Sub­
sample
Sample
Liaoning
Mean p.c. income 960.0 891.3 1394.0 1289.2 1465.9 1398.9
City 987.7 942.6 1439.5 1355.5 1530.1 1458.7
Town 797.0 757.6
Gini of p.c. income 0.161 0.172 0.155 0.163
Mean h/h size 3.5 3.7 3.4 3.4 3.3 3.4
% workers 61.2 58.6 61.0 60.0 60.9 60.4
SOE/collective ratio 1.65 1.90 2.24 2.33
Sichuan
Mean p.c. income 876.2 899.2 1264.7 1226.3 1424.1 1354.4
City 926.7 952.2 1314.9 1319.9
Town 779.7 796.0
Mean h/h size 3.5 3.6 3.4 3.4 3.3 3.3
% workers 56.6 55.9 54.9 55.9 56.4 56.6
SOE/collective ratio 3.42 3.30 3.51 3.46
Notes: Sources for full-sample information are: SSB(1988s, 1990s), LTN and STN. For calculation of 
Ginis, see footnote 4. Income in measured in current yuan per annum. ’% workers’ gives the percentage of 
household members employed. The ’SOE/collective ratio’ gives the ratio of the average number of SOE to 
the average number of collective employees.
Most of the variables in Table 3 do indicate that the sub-samples are representative. The 
figures on mean household size, the proportion of the household in employment and the state- 
owned enterprise (SOE) to collective-enterprise employees ratio are all quite similar. However, the 
income variables give some cause for concern. For Liaoning, the sub-sample per capita income 
means are consistently higher than those from the full sample. This is not true for Sichuan, but 
the 1987 figures, which show higher city and town means for the sub-sample, suggest that this is 
only because the sub-sample has a higher proportion of (on average poorer) town dwellers than 
the full sample.
For Liaoning 1988 and 1989, a comparison can also be made of the dispersion within the sub-
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sample and that within the full sample. For both years, the Gini coefficient is higher for the full 
sample, by approximately .01.4 Combining these two findings suggests that the sub-samples are 
not selected entirely at random, but rather that outliers, especially those at the lower end of the 
distribution, may well be omitted in the process by which the sub-sample is selected. So, although 
this brief inspection reveals no gross defects in the two provincial sub-samples, their small size 
and the evidence that they are not fully representative even of the full SSB provincial samples 
should lead us to be wary of placing excessive weight on results obtained from their analysis, a 
conclusion which is reinforced when combined with the assessment of the full SSB sample 
presented in the previous chapter.
112 Liaoning and Sichuan
That Liaoning has a higher degree of urbanization than Sichuan has already been mentioned. 
Consistent with this, Liaoning is a far more industrialized province than Sichuan. Only the three 
municipalities have a equal or higher industrial share and lower agricultural share in total GDP 
than Liaoning, whose respective shares were, in 1989, 62 and 18%. Sichuan is far more typical 
in this regard with both shares around 40% (see SSB, 1991y). Differences between the two 
provinces’ urban economies are also evident from Table 4 below, which, based on sub-sample 
data, shows the different occupational structures prevailing in 1987. Whereas Liaoning has half 
its employees in manufacturing, Sichuan has four-tenths, and a higher proportion employed as 
government cadres (12 compared to 5%) and in commerce (16 compared to 11%).
Table 4 Occupational Structure, 1987 (%)
S e c t o r L ia o n in g S ic h u a n
Cadres (gov't officials) 5.1 12.3
Commerce 10.7 16.1
Construction 6.9 3.6
Ed'n & research 8.8 7.8
Manufacturing 50.2 41.4
Power 0.8 1.0
Primary 0.7 3.1
Services 10.6 8.9
Transport 5.7 5.1
Other 0.6 0.7
Notes: The figures give the percentage of employees in the various occupations. Agriculture is included 
in the category of ’other’. The source is the SSB sub-samples for Liaoning and Sichuan, 1987.
4. The Gini for the full sample is calculated using income-class means calculated from the full sample and 
presented in LTN. The Gini for the sub-sample is calculated by first dividing the sub-sample into the same 
income classes as those given in LTN, then obtaining income-class means and then using these to calculate 
the Ginis. Hence the Ginis for the sub-sample given in this table will differ from those given later in the 
text and based on disaggregated data.
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Table 5 below gives the employment structure by ownership category. In both provinces the 
SOE sector predominates, but more so in Sichuan. Note also from this table the large gap in both 
provinces between the average SOE and collective wage. The former is 4/3 times the latter in 
Liaoning and 3/2 times in Sichuan.
Table 5 Labour Force, by Ownership, Proportion and Wage, 1990
S e c t o r
SOE
C o l l e c t i v e  
P r iv a t e  & s e l f
L ia o n in g  
%  o f  emp Ave wage
74.4 2058.0
25.6 1515.2
0.1 1859.8
S ich u a n  
%  o f  emp Ave wage
82.7 1905.6
16.4 1271.9
0.9 1187.5
Notes: The column headed ’ % of emp’ gives the proportion employed in any particular sector. The average 
wage is per employee per annum and is given in current yuan. ’Private & self includes those employed in 
the private sector and the self-employed and the residual ’other’: see the notes to Table A.2, Chapter Four 
for definitional details. The source is the SSB sub-samples for Liaoning and Sichuan, 1990.
Figures 2a and 2b overpage are occupational ’trees’. They provide more detail on the 
importance of various sources of employment and income in the two provinces. In both provinces, 
the largest single block of households are ’SOE households’: those households whose working 
members are employed solely in the state-owned sector. This accounts for just over half of all 
households in Sichuan and just under half in Liaoning. The next largest category is not ’collective’ 
but ’mixed’ households: those with at least one worker in the SOE sector, and at least one in the 
collective sector. There is a sexual division of labour: it is fairly common to have the male 
working in the SOE sector and the female in the collective sector. 18% of all Liaoning households 
and 12% of all Sichuan households are thus characterized. Another important category of 
households are those whose main income source is the pension: this includes 10% of all 
households in Sichuan and 5% in Liaoning. Pensioners are not particularly poor: the average 
annual pension in Liaoning in 1990 was 1298 yuan and in Sichuan an almost identical 1296. This 
is roughly equal to the average wage of a collective-sector worker in Sichuan.
Consistent with having a lower proportion of pension-reliant households, Liaoning has a 
slightly younger age-profile than Sichuan. However, the difference is small: mean-age is around 
31 in Liaoning and 32 in Sichuan. The effects of the one-child policy can be seen in both 
provinces. In Liaoning, 69% of all households have children (defined as those with an age under 
16). Of these, nearly all, 93%, are one-child households. In Sichuan, only 56% of households have 
children. 91% of these are one-child households.5 As is well-known, rural areas have been treated 
with greater leniency than urban with regards to the one-child policy.
5. All these figures refer to 1990.
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Figure 2 Occupation Trees for Liaoning and Sichuan, 1990 
Figure 2a Liaoning
All households
>1 worker in SOE or coll sector
94.8
other 
5.2
SOE, no coll coll, 
47 . 6 no SOE
1 2 . 6
both
34.6
>1 retiree 
4.9
other
0.3
couples 
24.3
other
12.3
male SOE 
female coll 
17.7
I
female SOE 
male coll 
4.9
Figure 2b Sichuan
All households
>1 worker in SOE or coll sector 
89.1
I------
SOE, no
coll
58.4
coll 
no SOE 
1 0 . 1
both
2 0 . 6
couples 
15.0
male SOE 
female coll 
11.9
other 
10.9
I i
>1 retiree other 
10.3 0.6
other
5.6
female SOE 
male coll 
4.1
Notes: All figures are percentages, ’coll’ stands for collective. Couples were defined to be households 
whose head was adult and male (female), and whose second member was female (male). The source is the 
SSB sub-samples for Liaoning and Sichuan, 1990.
Ill The distribution of cash income
III.l Mean income
As in the previous chapter, cash income is defined as annual disposable income (shenghuofei 
shouru), which is basically gross income minus net remittances or gifts. For a fuller definition, see 
Section III.2 of Chapter Four. Income is defined on a per capita basis, and all means and measures
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of dispersion are calculated by weighting each household’s per capita income by its household 
size.
Given Liaoning’s greater degree of industrialization, one might expect it to have a much 
higher income level than Sichuan. Certainly it has a much higher provincial GDP per capita: 1,977 
yuan in 1989, again the highest outside the municipalities and twice as high as Sichuan’s 813 
yuan, the fifth lowest of all the provinces (see SSB, 1991y). But this refers to rural and urban 
combined. The two provinces’ urban per capita disposable incomes differ by much less. As Table 
6  shows, mean per capita income in urban Liaoning is just some 10% above that in urban Sichuan.
To properly compare purchasing power in the two provinces, price differences need to be 
taken into account A Fisher cost-of-living index was calculated for 1987 using sub-sample data 
on consumption quantities and expenditures.6 Taking prices in Liaoning for this year as the base 
gave an index value for Sichuan in the same year of 0.872, indicating that prices are substantially 
lower in Sichuan. This figure can be compared with the very similar ratio of the Liaoning to the 
Sichuan cost-of-living index, taking all-China urban prices as the base, given in Howes and 
Lanjouw (1991) for the same year of 1987, using aggregated full-sample SSB data, of 0.877. Also 
from this source, one can note that in 1987 only Guangdong had a higher price index than 
Liaoning and only Jiangxi and Henan a lower price index than Sichuan. Although urban China 
displays relatively little price disparity for its population and size, the two provinces of Liaoning 
and Sichuan happen to be on either side of such spread as there is and it is important therefore 
that differences in prices between the two provinces be taken into account
For years other than 1987, incomes were made comparable using the annual provincial 
inflation indices given in the annual editions of the China Statistical Yearbooks. These indices 
(which were also used in Chapter Four) are based on a weighted average-of free-market and state 
prices, and, unlike the calculated cost-of-living indices, include the prices of services as well as 
goods. Adjusted incomes given in yuan at Liaoning 1987 prices are also presented in Table 6 , 
which shows that the two provinces have almost identical mean incomes once prices have been 
adjusted for. Table 6 also enables us to examine changes over time. Both Liaoning and Sichuan 
display high nominal growth rates for 1988 and 1989. However, inflation was also high in these 
two years, leading to little or even negative real income growth. In 1990, inflation was under 
control, so that, although nominal growth was also lower, real growth rates were higher, especially 
in Sichuan where they were above 10%. This pattern for the late eighties is similar to that
6 . See Howes and Lanjouw (1991) for the required formulae and for detail on the commodity composition 
of the index.
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observed for urban China as a whole in the previous chapter. However, note that while there was 
negative growth China-wide in 1989, this was avoided in our two provinces. Sichuan, did, 
however, suffer from negative growth in 1988. Table 6  also gives the ratio of city to town means 
for the period. The differential of around 20% is again typical for China (see Chapter Four, Table 
10). The ratio shows a good deal of year-on-year variation, but displays no trend.
Table 6 Per Capita Cash Income, Nominal and Deflated, and Inflation Indices
N om inal Incom e
Growth
I n f l a t i o n
Growth
D e f la t e d  Incom e  
Growth
C ity - to w n  
mean r a t i o
L e v e l R ate L e v e l R ate L e v e l R ate
Combined
1987 9 1 2 . 8 9 2 . 4 9 8 5 . 0 # 1 1 7 . 8
1988 1 1 1 7 . 1 2 2 . 4 1 1 2 . 5 2 1 . 8 9 8 9 . 8 0 . 5 1 2 3 . 7
1989 1 3 1 9 . 8 1 8 . 1 1 3 1 . 9 1 7 . 2 9 9 8 . 4 0 . 9 113 .1
1990 1 4 4 3 . 9 9 . 4 1 3 4 . 2 1 . 8 1 0 7 4 . 8 7 . 6 1 2 2 . 7
L ia o n in g
1987 9 6 0 . 0 1 0 0 . 0 . 9 6 0 . 0 1 2 3 . 9
1988 1 1 8 7 . 4 2 3 . 7 1 1 9 . 6 1 9 . 6 9 9 2 . 8 3 . 4 1 2 9 . 6
1989 1 3 9 4 . 0 1 7 . 4 1 4 0 . 2 1 7 . 2 9 9 4 . 5 0 . 2 1 2 4 . 9
1990 1 4 6 5 . 9 5 . 2 1 4 2 . 0 1 . 3 1 0 3 2 . 4 3 . 8 1 4 0 . 5
S ich u a n
1987 8 7 6 . 2 . 8 7 . 2 . 1 0 0 4 . 4 1 1 8 . 9
1988 1 0 5 8 . 5 2 0 . 8 1 0 7 . 2 2 2 . 9 987 .3 - 1 . 7 1 2 3 . 1
1989 1 2 6 4 . 7 1 9 . 5 1 2 6 . 3 1 7 . 8 1 0 0 1 . 3 1 . 4 1 1 0 . 6
1990 1 4 2 4 . 1 1 2 . 6 1 2 7 . 9 1 . 3 1 1 1 3 . 0 1 1 . 2 1 2 0 . 1
Notes: Deflated incomes are expressed in Liaoning 1987 prices. See text for details on price indices used. 
’City-town mean ratio’ gives the ratio of the average city to the average town per capita income. The source 
is the SSB sub-samples for Liaoning and Sichuan.
III.2 Income inequality
To analyze trends in inequality, use is made of two of the dominance criteria given in Chapter 
One, restricted equality second-order stochastic (or Lorenz) dominance (20SD) and e-dominance. 
Both these criteria are defined in relation to bounds, in terms of p, the cumulative proportion, for 
the restricted Lorenz dominance criterion, and in terms of e, the relative inequality aversion 
parameter, for the e-dominance criterion. The bounds for p are set at .05 and .95, those for e at 
.1 and 3. These bounds are narrower than those used to analyze the aggregated data of Chapter 
Four, where the bounds for p were set (implicitly since the criterion was unrestricted Lorenz 
dominance) at 0 and 1 and those for e at .1 and 5. These narrower bounds are required as a result 
of the data being disaggregated. They prevent results being too sensitive to the tails of the
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distributions (see Chapter One, IV.2 and IV.3).7 The narrower bounds notwithstanding, both 
criteria are demanding and a ranking by either of them, but particularly the Lorenz dominance 
criterion, should command widespread agreement.
Only results from pooling the Liaoning and Sichuan observations are given.8 The rationale 
for this is that, first, pooling the two samples obviously increases the sample size and, second, as 
we will see below, the sample trends are the same for both provinces.
The results are summarized in Tables 7 and 8 below, and are also presented graphically in 
Figures 3 and 4. Tables 7a and 8a give the sample outcomes. A ’D’ indicates dominance by the 
row of the column (i.e., less inequality in the row year), and a ’DB’ by the column of the row. 
Using the restricted Lorenz dominance criterion, 1987 comes out as more equal than the other 
three years. 1990 is the second most equal year, while 1988 and 1989 cannot be ranked against 
each-other. Using the e-dominance criterion to supplement this ordering gives a complete ranking, 
as 1988 emerges as more equal than 1989. This picture is very similar to that obtained in Chapter 
Four: equality deteriorates from 1987 to 1989 but then improves in 1990.
Tables 7a and 8a also indicate which of these rankings are statistically inferable at the 5% 
level. Here we combine the estimators derived in Section II of Chapter Two - using household size 
as the random weight - with the method for inferring dominance presented in Section m.1 of the 
same chapter. The test statistic to be calculated is, as in Chapter Two,
A A
Ci-cr
Z j ----------------------  (i)^  A A i
(Zy/N+Zj/N*)1
where ^  is a particular dominance curve, estimated at x,. The caps indicate estimators and Zi; is 
the variance of the estimator of N(N’) is the sample size of F(F*). For different dominance 
criteria one simply estimates different £ and Z, using the formulae of Chapter Two, Section II. The
7. As seen in Chapter Three, IV.2.1.1, spuriously large test statistics tend to emerge for the generalized 
Lorenz curve at very low levels of p. Experimentation revealed similarly large test statistics for the Lorenz 
curve at both very low and very high values of p. Use of bounds (lying between zero and one) also avoids 
the need to represent these large test values graphically: test statistics at these extremes can be so large that 
they render the rest of the graph uninformative.
8 . Although for the purpose of inequality analysis incomes do need to be made comparable over time, 
comparability across the two provinces is required, and obtained using the cost-of-living and inflation indices 
given in III.l
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inference method can be simply summarized: dominance is inferred only if all the test statistics 
within the exogenously imposed bounds are of the same sign and if the test statistic with the 
minimum absolute value is greater in absolute value than Ztt, the critical value obtained from the 
normal distribution for a one-sided test of size a. An asterisk in Table 5 indicates that dominance 
can be inferred. Using the Lorenz dominance criterion, 1987 emerges as less equal than 1988, but 
no other rankings are possible. Using the e-dominance criterion, the additional ranking of 1987 
over 1989 is also possible.
Tables 7b and 8b show the largest single range - of p and e respectively - over which the test 
statistic is either greater than Za or less than -Za. Wider bounds are used for this analysis: of 0 and 
1 for p - the widest possible - and of .1 and 5 for e. The information of Tables 7b and 8b is 
pertinent to the extension to the testing methodology using endogenous bounds presented in 
Chapter Three, IV.2.4. Since that extension was only given in terms of welfare one should be 
cautious in applying it here. Nevertheless, the fact that 1987 has statistically significant dominance 
over 1990 from e=.01 to e=2.5 probably does imply dominance by the former population over at 
least this range.
The overall picture is clear. On the basis of the statistical analysis, we can infer that 1987 is 
significantly more equal than the other three years. Though there is evidence of further 
deterioration between 1988 and 1989 and of subsequent improvement in 1990, it is not strong 
enough for these changes to be regarded as statistically significant
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Table 7 Equality Second-order Stochastic (Lorenz) Dominance, Combined Sample
Table 7a Sample and Statistical Dominance with Exogenous Bounds of .05 and .95 
Y e a r  1988 1989 1990
1987 D* D D
1988 . X DB
1989 . . DB
Table 7b Statistical Dominance, Endogenous Bounds 
Y e a r 1988 L g th  M in Max 1989 L g th  M in Max 1990 L g th  M in Max
1987 D 0 . 9 7  0 . 0 3  1 D 0 . 9 2  0 . 0 8  1 D 0 . 6 2  0 . 1 2  0 . 7 4
1988 . . X X
1989 . . X X
Table 8 Equality E-dominance, Combined Sample
Table 8a Sample and Statistical Dominance with Exogenous Bounds of .1 and 3 
Y e a r  1988 1989 1990
1987 D* D* D
1988 . D DB
1989 . . DB
Table 8b Statistical Dominance, Endogenous Bounds
Y e a r 1988 L g th  M in Max 1989 L g th  M in Max 1990 L g th  M in Max
1987 D 4 .2  0 .1  4 .3  D 4 .4  0 .1  4 .5  D 2 .4  0 .1  2 .5
1988 . . . . X . . . X . . .
1989   X
Notes: A ’D’ indicates dominance by the row over the column, ’DB’ dominance by the column of the row. 
An ’X’ indicates no ranking is possible. An asterisk in Tables 7a or 8a indicates that the dominance is 
statistically significant at the 5% level. In Tables 7b and 8b the maximum range or length over which one 
distribution has statistically significant dominance over the other is given, in terms of p for Table 7b and 
e for Table 8b (this is the variable ’Lgth’). This range may be found anywhere between p=0 and p=l for 
7b, and anywhere between e=0 and e=5 for 8b. ’Min’ and ’Max’ give the, respectively, minimum and 
maximum bounds for this range. ’D’ and ’DB’ have the same meaning in these tables, indicating whether 
the row or column dominates over the range specified. An ’X’ in Table 8b means that there is no point at 
which the dominance is significant; an ’X’ in Table 7b means that there is no range of length greater than 
.01 at which the dominance is significant (this restriction excludes spuriously large test statistics at either 
tail). The source is the SSB sub-samples for Liaoning and Sichuan.
Figure 3 Lorenz Curve Test Statistics, Combined Sample
1 9 9 0  v .  1 9 8 9  1 9 9 0  v .  1 9 8 8
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Notes: The vertical axis gives the value of the test statistics on which Table 7 is based. These are 
calculated using (1) and the appropriate formulae from Chapter Two, II.5: see equations (60) and (62). A 
positive (negative) value indicates a higher Lorenz curve for the first named (second-named) year for the 
given value of p. The ’cumulative proportion’ (p) is derived from the ordering of each sample in ascending 
order of per capita income. The source is the SSB sub-samples for Liaoning and Sichuan.
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Figure 4 Equality E-dominance Test Statistics, Combined Sample
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Notes: The vertical axis gives the value of the test statistics on which Table 8 is based. These are 
calculated using (1) and the appropriate formulae from Chapter Two, H.2: see equations (13) and (14). A 
positive (negative) value indicates a higher isoelastic function (calculated using mean-normalized income) 
for the for the first named (second-named) year at the given value of e, the relative inequality aversion 
parameter. The source is the SSB sub-samples for Liaoning and Sichuan.
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Table 9 Per Capita Cash Income Inequality, 1987-1990, by Province and
Place-of-resi den ce
C o e f f i c i e n t  T h e i l  A tk in s o n  A tk in so n  
Y ear G in i o f  V a r ia t io n  In d e x  In d e x  ( e = l )  I n d e x (e = 2 )  
Combined
Urban 1987 0 . 17 1 4 0 . 3 1 3 6 0 . 0 4 7 6 0 . 0 4 7 5 0 . 0 9 5 9
1988 0 . 1 8 4 3 0 . 3 4 0 0 0 . 0 5 5 6 0 . 0 5 5 8 0 . 1 1 3 5
1989 0 . 1894 0 . 3 7 7 3 0 . 0 6 1 8 0 . 0 5 9 0 0 . 1 1 6 8
1990 0 . 18 2 4 0 . 3 3 4 6 0 . 0 5 3 8 0 . 0 5 3 6 0 . 1 0 7 5
C i t i e s 1987 0 . 15 9 7 0 . 2932 0 . 0 4 1 1 0 . 0 4 0 3 0 . 07 9 3
1988 0 . 1 6 7 3 0 . 3 0 9 8 0 . 0 4 6 0 0 . 0 4 5 7 0 . 0 9 2 1
1989 0 . 1 6 9 5 0 . 3 1 2 2 0 . 0 4 6 9 0 . 0 4 6 6 0 . 0 9 3 6
1990 0 . 1 6 8 4 0 . 3 1 1 8 0 . 0 4 6 2 0 . 0 4 5 2 0 . 0 8 9 2
Towns 1987 0 . 1 9 0 4 0 . 3 4 9 3 0 . 0 5 8 8 0 . 0 5 8 8 0 . 1 1 9 1
1988 0 . 2 0 7 2 0 . 3 9 2 2 0 . 0 7 0 9 0 . 0 6 8 7 0 . 1 3 5 2
1989 0 . 2 2 5 0 0 . 5 1 4 5 0 . 0 9 6 1 0 . 0 8 3 1 0 . 1 5 4 0
1990
L ia o n in g
0 . 2 0 4 8 0 . 3 7 5 8 0 . 0 6 7 3 0 . 0 6 6 2 0 . 1 3 0 6
Urban 1987 0 . 1 5 7 5 0 . 2 8 5 2 0 . 0 3 9 8 0 . 0 3 9 9 0 . 0 8 0 5
1988 0 . 16 3 0 0 . 2 9 9 2 0 . 0 4 3 4 0 . 0 4 3 4 0 . 0 8 7 7
1989 0 . 1 6 8 4 0 . 3 2 0 3 0 . 0 4 7 7 0 . 0 4 6 6 0 . 0 9 3 1
1990 0 . 1 6 3 3 0 . 2 9 8 4 0 . 0 4 3 3 0 . 0 4 3 5 0 . 0 8 8 0
C i t i e s 1987 0 . 1 4 7 9 0 . 2 6 8 4 0 . 0 3 5 1 0 . 0 3 5 0 0 . 0 7 0 0
1988 0 . 1 5 0 0 0 . 2 7 5 8 0 . 0 3 7 0 0 . 0 3 7 2 0 . 0 7 6 1
1989 0 . 1 5 1 9 0 . 2 7 9 1 0 . 0376 0 . 0 3 7 2 0 . 0 7 4 1
1990 0 . 1 4 8 9 0 . 2 7 4 4 0 . 0 3 6 1 0 . 0 3 5 6 0 . 0 7 0 9
Towns 1987 0 . 1 7 7 8 0 . 3 3 5 2 0 . 0 5 2 6 0 . 0 5 0 9 0 . 0 9 9 0
1988 0 . 18 0 2 0 . 3 7 3 3 0 . 0 5 9 4 0 . 0 5 3 2 0 . 0 9 7 1
1989 0 . 21 2 0 0 . 5 0 0 4 0 . 0 9 2 3 0 . 0771 0 . 1 3 8 4
1990 0 . 1 6 8 4 0 . 3 0 8 4 0 . 0 4 6 0 0 . 0 4 5 6 0 . 0 9 0 8
S ich u a n
Urban 1987 0 . 18 0 7 0 . 33 0 7 0 . 0 5 2 8 0 . 0 5 2 8 0 . 1 0 7 1
1988 0 . 20 1 2 0 . 3 7 0 8 0 . 0 6 5 9 0 . 0 6 6 0 0 . 1 3 3 7
1989 0 . 2 0 4 1 0 . 4 1 4 0 0 . 0 7 2 1 0 . 0 6 8 1 0 . 1 3 3 7
1990 0 . 1 9 5 6 0 . 3 5 6 4 0 . 0 6 1 4 0 . 0 6 1 4 0 . 1 2 3 3
C i t i e s 1987 0 . 1 6 8 3 0 . 3 0 8 9 0 . 0 4 5 4 0 . 0 4 4 3 0 . 0 8 6 6
1988 0 . 1 8 4 6 0 . 3 4 1 0 0 . 0 5 5 5 0 . 0 5 4 8 0 . 1 0 9 4
1989 0 . 1 8 6 6 0 . 34 2 3 0 . 0 5 6 4 0 . 0 5 6 2 0 . 1 1 3 2
1990 0 . 1 8 4 3 0 . 3 3 7 6 0 . 0 5 4 7 0 . 0 5 4 0 0 . 1 0 7 0
Towns 1987 0 . 1 9 0 7 0 . 3 4 8 2 0 . 0 5 9 1 0 .059-9 0 . 1 2 3 4
1988 0 . 2 1 2 5 0 . 3 9 5 2 0 . 0 7 3 7 0 . 0 7 3 2 0 . 1 4 7 0
1989 0 . 2 2 4 4 0 . 5 1 3 1 0 . 0 9 5 1 0 . 0 8 2 9 0 . 1 5 5 6
1990 0 . 2 0 4 3 0 . 3 7 0 8 0 . 0 6 6 7 0 . 0 6 6 9 0 . 1 3 4 8
Notes: For notes on the indices, see Table 8 of Chapter Four. The source is the SSB sub-samples for 
Liaoning and Sichuan.
Table 9 sub-divides the pooled sample both by city and town and by province. It presents, for 
each sub-division, a number of well-known inequality indices. The pattern observed in the pooled 
sample - an increase in inequality in 1988 and 1989 but then a fall in 1990 back to its 1988 level - 
is also observed in each sub-division of the data, almost regardless of measure used. Finally, note 
the large jump in the Gini of .02 for Sichuan between 1987 and 1988. It is this increase which
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would seem to be driving the result that 1987 is significantly more equal than the other three 
years. In addition, in each year, whichever measure is used, and in all three of city, town and all- 
urban, inequality is lower in Liaoning than Sichuan. Also, within each province, inequality is 
lower in the cities than in the towns. In all these cases, using the Gini as our measure, the 
difference is about .03 points.
The inference that income has become less equally distributed since 1987 is only valid on the 
assumption that the different years’ samples are randomly drawn. Figure 5 and Table 10 cast some 
doubt on the validity of this assumption. Figure 5 plots, for each year and for each town and city 
in the combined sample, the level of inequality, as measured by the Theil index, against mean 
income, in 1987 Liaoning prices. As mentioned in II. 1, the number of towns and cities surveyed 
approximately doubles in 1988. Figure 5 shows that this brought into the survey a much wider 
range of mean incomes and inequality levels. Table 10 confirms that the increased dispersion of 
mean incomes was responsible for much of the increase in inequality observed in 1988. It presents 
the Theil index decomposed into average-within-cities-and-towns inequality and between-cities- 
and-towns inequality components (see Appendix B, Chapter Four for the formula used). Between- 
cities-and-towns inequality increases dramatically between 1987 and 1988: it triples from .006 to 
.181. Although increasing the number of cities and towns covered should not, if the original 
sample is random, necessarily lead to increased between-cities-and-towns inequality, it is certainly 
plausible that widening the geographical base of the sub-samples did in fact increase their 
representativeness, bringing out more accurately the underlying dispersion of income in the two 
provinces.9
In contrast to the increase in between-cities-and-towns inequality, average within-cities-and- 
towns inequality actually falls over these two years, from .0415 to .0375. If, as argued in II. 1, the 
selection of the sub-samples lead to under-estimation of the inequality 4n the full sample, then, 
since selection takes place at the town and city level, the reduction in size in each city and town’s 
sample in 1988 (typically from 100 to 50 households) to accommodate the increased geographical 
coverage may well in and of itself have led to a greater under-estimation of inequality, which 
would explain this fall in average within-cities-and-towns inequality. At the very least, Figure 15 
and Table 10 suggest an attitude of agnosticism towards the comparability of 1987 and later years 
is justified. Bearing this in mind, one is forced to conclude that it is not possible to discern any 
statistically significant trends in inequality from this provincial data for the late eighties.
9. Note that this increase in geographical coverage is an increase in the sub-sample’s coverage of the full 
sample, not an increase in the full sample’s coverage of urban China. So this problem of comparability does 
not afflict comparisons with 1987 in the previous chapter. A similar problem may arise though with the full 
sample in 1985 - see Chapter Four, V.2.1.
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Figure 5 City and Town Inequality and Means, Combined Sample, 1987-90
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Table 10 Inequality Within and Between Cities and Towns
Combined
Liaoning
Sichuan
Year
1 9 8 7
1 9 8 8
1989
1 9 9 0
1 987
1 9 8 8
1 9 8 9
1 9 9 0
. 1987
1 9 8 8
1 9 8 9
1 9 9 0
Theil
0 . 0 4 7 6  
0 . 0 5 5 6  
0 . 0 6 1 9  
0 . 0 5 3 7
0 . 0 3 9 8
0 . 0 4 3 4
0 . 0 4 8 0
0 . 0 4 3 0
0 . 0 5 2 8  
0 . 0 6 5 8  
0 . 0 7 2 1  
0 . 0 6 1 4
Within
0 . 0 4 1 5
0 . 0 3 7 5
0 . 0 4 6 4
0 . 0 3 2 9
0 . 0 3 6 1
0 . 0 2 0 7
0 . 0 3 0 7
0 . 0 1 7 8
0 . 0 4 5 5
0 . 0 5 1 5
0 . 0 5 7 9
0 . 0 4 5 5
Between
0 . 0 0 6 1
0 . 0 1 8 2 '
0 . 0 1 5 5
0 . 0 2 0 8
0 . 0 0 3 8
0 . 0 2 2 7
0 . 0 1 7 4
0 . 0 2 5 2
0 . 0 0 7 3
0 . 0 1 4 4
0 . 0 1 4 1
0 . 0 1 5 8
Notes: The index used is the Theil index: see Chapter 4, Appendix B for the decomposition formula. Very 
small discrepancies between the Theils of this table and those of Table 9 exist on account of rounding errors. 
The source for both the table and the figures is the SSB sub-samples for Liaoning and Sichuan.
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1113 Welfare and poverty
I turn now to the implications of the combination of changes in mean income presented in 
Table 6 and the changes in inequality described above for changes in welfare and poverty. The 
method of analysis is exactly the same as for inequality: first sample and then statistical outcomes 
are analyzed. The only difference is that different dominance criteria are used. I begin with the 
first-order stochastic dominance (10SD) criterion. As with the equality analysis, bounds are used 
are at either end to prevent minimum and maximum income dominance becoming necessary 
conditions for dominance (see footnote 37 of Chapter One). Since the 10SD criterion compares 
distribution functions, bounds are expressed in terms of income (in constant 19S7 prices). A lower 
bound of 500 yuan per capita is used and an upper bound of 1500. On average, approximately 
95% of the annual samples lie above the lower bound and 95% below the upper bound. Restricted 
10SD can be simply interpreted as equivalent to dominance using the head-count ratio for all 
poverty lines within the two bounds. Another criterion used in this sub-section is the y-restricted 
welfare 20SD criterion. This is analyzed using the deficit curve. Only a lower bound is utilized, 
to prevent the need for minimum dominance, again equal to 500 yuan. Finally, the e-dominance 
criterion is used with bounds of 0 and 3. Chapter One gives more details on all these criteria and 
Chapter Two gives details of the estimators required. Results using them are given in Tables 11 
to 13 and shown graphically in Figures 6 to 8 .
Looking first at sample outcomes, the main result to emerge is that 1990 dominates the other 
three years, by all three criteria. If the 20SD or e-dominance, but not the 10SD criterion is used, 
the surprising result also emerges that 1989 dominates 1988. If we take a statistical approach and 
use the same exogenous bounds, 1990 is seen to dominate only 1988 by the 10SD criterion, to 
dominate both 1988 and 1989 using the 20SD criterion, and to dominate all three of 1987, 1988 
and 1989 using the e-dominance criterion, which provides a nice example of how using 
increasingly restrictive criteria can lead to increasingly discriminating rankings. If Chapter Three’s 
methodology concerning endogenous bounds is used, all three criteria give dominance with wide 
bounds by 1990 over all three of the earlier years (see Tables lib , 12b and 13b). The sample 
dominance by 1989 over 1988 turns out to be completely insignificant
Apart from the clear dominance of 1990 over the other three years, it is also of interest to note 
from Figures 6  and 7 that for low values of y quite large negative test statistics emerge from the 
comparison of 1987 with both 1988 and 1989. This suggests a distinct deterioration in the position 
of the sample poor in these two years. Table 14 allows for further investigation of this question. 
It presents head-count ratios for two different ’poverty lines’, 600 and 750, both in terms of
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Liaoning 1987 prices. Although these figures have been somewhat arbitrarily chosen, they do show 
a clear picture.10 Poverty, as measured by the head-count, stagnates in Liaoning between 1987 
and 1989, and is substantially higher in Sichuan in 1988 and 1989 than in 1987. For example, 
using the lower of the two poverty lines, the head-count rises from 8% in 1987 to 13.2% in 1988. 
Again, however, the question arises of how much of this is due to the increase in geographical 
coverage in 1988.
To summarize, the cost of the statistical approach is that it allows for a less complete ordering 
than that based purely on sample outcomes. On the other hand, its benefits are that it allows a 
degree of confidence to be attached to those inferences which are made and enables one to single 
out features of importance and to discard sample findings of insignificance (such as 1989’s welfare 
dominance over 1988). Once questions of comparability are taken into account, the single feature 
to emerge from this study as significant is the improvement in welfare and reduction in poverty 
in 1990 compared to all earlier years.11 Larger sample sizes and greater comparability would be 
required for more discriminating orderings to be possible. In this case less demanding criteria 
probably would not help. Where statistical rankings are not possible, the test statistics tend to be 
small over the entire range considered.
10. Ahmad and Wang (1991) present a range of poverty lines for urban China from 350-460 yuan for 1987. 
Somewhat higher lines are chosen here to give a head-count ratio of above 3-5%.
11. Use is not made of the mixed dominance criterion introduced in Chapter One. Mixed dominance has 
a role only when there is 20SD but no 10SD. The only pair in which that obtains is 1988-1989, in which 
1988 dominates. However, for this pair the 20SD is not statistically significant, and, in addition, there is 
no clear range over which 1989 has a lower distribution function: see Figure 6 .
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Table 11 First-order Stochastic Dominance, Combined Sample
Table 11a Sample and Statistical Dominance with Exogenous Bounds, 500 and 1500 Yuan
Y ear 1988 1989 1990
1987 X X DB
1988 . X DB*
1989 . . DB
Table lib  Statistical Dominance, Endogenous Bounds 
Y ear 1988 L gth  Min Max 1989 L gth  Min Max 1990 L gth  Min Max
1987 D 0 . 1 1  533 689 D 0 . 1 5  616 756 DB 0 . 8 8  675 2785
1988 . . . X . DB 0 . 9 5  478 1912
1989 . . . . . .  . DB 0 . 9 3  541 1863
Table 12 Welfare Second-order Stochastic Dominance, Combined Sample
Table 12a Sample and Statistical Dominance with Exogenous Lower Bound of 500 Yuan
Y ear 1988 1989 1990
1987 X X DB
1988 . DB DB*
1989 . . DB*
Table 12b Statistical Dominance, Endogenous Bounds 
Y ear 1988 L gth  Min Max 1989 L gth  Min Max 1990 L gth  Min Max
1987 D 0 . 3 4  545 873 D 0 . 2 7  657 871 DB 0 . 8 4  719 3078
1988 . . . .  X . . .  DB 1 . 0 0  306 3470
1989   DB 0 . 9 8  463 7127
Table 13 Welfare E-dominance, Combined Sample
Table 13a Sample and Statistical Dominance with Exogenous Bounds of 0 and 3 
Y ear 1988 1989 1990
1987 X X DB*
1988 . DB DB*
1989 . . DB*
Table 13b Statistical Dominance, Endogenous Bounds 
Y ear 1988 L gth  Min Max 1989 L gth  Min Max 1990 L gth  Min Max
1987 X . . . X . . . DB 5 . 0 0  0 . 0  5 . 0
1988 . . . . X . . . DB 5 . 0 0  0 . 0  5 . 0
1989  DB 5 . 0 0  0 . 0  5 . 0
Notes: A ’D’ indicates dominance by the row of the column, ’DB’ dominance by the column of the row. 
An ’X’ indicates no ranking can be made. An asterisk in Tables 10a, 11a and 12a indicates that the 
dominance is statistically significant at the 5% level. In Tables 10b, lib  and 12b, the maximum range or 
length over which one distribution has statistically significant dominance over the other is given, in terms 
of combined sample coverage for Tables 10b and 1 lb and e for Table 12b (this is the variable ’Lgth’). This 
range may be found anywhere between the minimum and maximum incomes for Tables 10b and 1 lb, and 
anywhere between e=0 and e=5 for Table 12b. ’Min’ and ’Max’ give the, respectively, minimum and 
maximum bounds for this range in terms of income for Tables 1 lb and 12b and in terms of e for Table 13. 
In these ’b’ tables, ’D’ and ’DB’ indicate dominance by the row or column year respectively over the range 
specified. An ’X’ indicates that there is no point of statistically significant dominance or, in Table 1 lb, that 
there is no range greater than .01 at which dominance is significant The source is the SSB sub-samples for 
Liaoning and Sichuan.
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Figure 6  Distribution Function Test Statistics, Combined Sample
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Notes: The vertical axis gives the value of the test statistics on which Table 11 is based. These are 
calculated using (1) and the appropriate formulae from Chapter Two, II.3: see equations (18) and (19). A 
positive (negative) value indicates a lower distribution function for the first named (second-named) year at 
the given income level. The source is the SSB sub-samples for Liaoning and Sichuan.
276
Figure 7 Deficit Curve Test Statistics, Combined Sample
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Notes: The vertical axis gives the value of the test statistics on which Table 12 is based. These are 
calculated using (1) and the appropriate formulae from Chapter Two, H4: see equations (28) and (31). A 
positive (negative) value indicates a lower deficit curve for the first named (second-named) year at the given 
income level. The source is the SSB sub-samples for Liaoning and Sichuan.
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Figure 8 Welfare E-dominance Test Statistics, Combined Sample
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Notes: The vertical axis gives the value of the test statistics on which Table 13 is based. These are 
calculated using (1) and the appropriate formulae from Chapter Two, II.2: see equations (13) and (14). A 
positive (negative) value indicates a higher isoelastic function (calculated using income) for the for the first 
named (second-named) year at the given value of e, the relative inequality aversion parameter. The source 
is the SSB sub-samples for Liaoning and Sichuan.
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Table 14 Head-count ratios (%)
P o v e r ty
l i n e Y ear L ia o n in g S ic h u a n Combined
600 1987 6 .9 8 .0 7 .5
1988 6 .4 1 3 . 2 1 0 . 1
1989 8 .0 1 2 . 1 1 0 . 4
1990 5 .3 6 .9 6 .2
750 1987 2 2 . 0 2 2 . 1 2 2 . 0
1988 2 1 . 5 2 7 . 4 2 4 . 7
1989 23 .7 2 9 . 3 2 6 . 9
1990 1 8 . 6 1 8 . 5 1 8 . 6
Notes: The poverty line is measured in Liaoning 1987 prices. The source is the SSB sub-samples for 
Liaoning and Sichuan.
IV The distribution of food subsidies and price-rise compensation
So far, only the distribution of cash income has been analyzed. As indicated in in.2 of Chapter 
Four, however, the value of non-cash income is around half of cash income in urban China. In this 
section, the focus is on just one form of non-cash income, that of consumer subsidies attached to 
foodstuffs - and, in fact, only on the subsidies attached to two important foodstuffs, grain and oil. 
In addition, the system of cash compensation which the government has introduced as a substitute 
for these subsidies is examined. After presenting a historical overview (TV.l), I chart the impact 
on the distribution of income of the food subsidies (IV.2) and cash compensation (IV.3), and I also 
simulate the distributional impact of the price reforms of 1991 and 1992 (TV.4).
It must be emphasized at the outset that food subsidies have been by no means the most 
important source of non-cash income for China’s urban residents. Table 5 of Chapter 4 values 
these subsidies at approximately 10% of total subsidies and income in kind, half of which is due 
to housing subsidies. However, attempts to estimate the distribution of total non-cash income are 
unfortunately plagued by measurement difficulties. Food subsidies are focused on here since, one, 
though measurement difficulties are by no means absent in this area at least ffee-market and state 
prices are available and, two, the tracking of the dismantling of food subsidies is of special 
interest.
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IV. 1 A brief history
Consumer subsidies on foodstuffs have a long history in urban China. Zhang summarizes their 
history up to 1978.
Price subsidies in China date back to 1953. Back then, only ginned cotton was subsidized, to 
the tune of 50 million yuan. In the eight years between 1953 and 1960, ... the varieties of 
price subsidies increased from one to four, with grain, edible vegetable oil and tea, for border 
areas, being added to the list. In the ten years between 1961 and 1970, the varieties of price 
subsidies further increased from four to eight with vegetables, pigskin and mulberry silk 
cocoons being added to the list The amounts involved also increased. In the 1970s, the scope 
and amount of price subsidies continued to grow, though not by a very large extent. This state 
of affairs continued right up to 1978 when the reform and open-door policy was first 
introduced. (1990, p.26)
One might have expected that, with the commencement of reform in 1978, the subsidy system 
would have been gradually phased out, but the picture is more complex than this and in many 
ways the opposite. Zhang continues:
After 1978, price subsidies for [urban] residents showed a sharp upturn, increasing from 5.56 
billion in 1978 to the budgeted 35.1 billion in 1989. ... During this period, not only did the 
amounts of subsidies swell rapidly but the scope of subsidies also expanded significantly. 
According to incomplete statistics, there are more than 120 different types of subsidized 
commodities in China. Included under food are fruits, sugar, rice wine, tea leaves, peanuts and 
beer. Included under clothing are dacron, silk, white cloth and boots. Included under articles 
for daily use are matches, tissue paper, metal fittings, and thermos flasks. Included under fuel 
are liquefied gas and firewood. The list covers practically everything. (ibid.)
Up to and through the eighties, subsidies were distributed in two ways. For a small group of 
basic goods - including grain, edible oil, and, up to the mid-eighties, meat - cheap prices were 
only available on purchases backed by ration coupons, coupons available only to those with 
official urban (strictly, non-agricultural) registration (hukou). Purchases above the coupon limits 
had to be made on the free-market where prices are higher. For a much wider range of goods, 
including those mentioned above by Zhang, coupons were not required and unlimited purchases 
could be made at the prevailing low prices set by the government
As Zhang indicates, the cost of the subsidy program escalated in the eighties. Bai of the Price 
Commission Office writes that "Price subsidies as a proportion of financial revenue [i.e. tax 
revenues plus borrowing] rose from 8.4% to 14%." (1990, p.33) There were attempts in the late 
seventies and mid-eighties to scale back the program. The first of these two occasions was in 
November 1979, when "the state raised the prices of eight categories of foodstuffs, including meat,
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eggs, vegetables, and milk” (Zhao Hongyue, 1991). Then in 1985 "... pork rationing was abolished. 
... The prices of fish, chicken, duck, and beef ... and the prices of quality vegetables were also 
freed." (Hua, Zhang and Luo, 1992, p. 119)
However, the effect of these measures was more than offset by the growing costs faced by the 
government. Procurement prices were increased as part of the rural reform program, procurement 
quantities rose on the back of strong agricultural growth, but urban prices were held down to 
protect urban consumers. Han and Lu write:
A look at changes in the country’s agricultural product procurement price indices since reform 
shows a 181.2% increase in ... 1989 over 1978. This includes a 248.2% increase in the 
procurement price of grain, a 102.4% increase in the procurement price of cotton and a 
145.2% increase in the price of edible vegetable oil. [However] retail prices of some 
agricultural products were not raised at all. Examples include grain and vegetable oils... 
Although retail prices of some family products were raised, the amount of increase was far 
smaller than the increase in procurement prices. Such was the case for fresh eggs, pork and 
fresh vegetables. (1991, pp.41-2)
Indeed, the price of retail grain remained unchanged for twenty-five years. The problem of 
runaway costs became chronic in the late eighties, when inflation reached into the high teens and 
twenties. The government was caught between its desire to stabilize consumer prices and to raise 
purchasing prices to protect peasant incomes. Their solution was to increase spending on subsidies. 
In addition, goods whose prices had been freed, such as pork, were once again brought under state 
control (Hua, Zhang and Luo, 1992, p. 119). Once inflation had been brought down, however, the 
government resumed its policy of price reform. A start was made in 1990 with increases in a 
number of prices of non-essentials.12 Then, against a favourable background of falling free-market 
prices, more substantial price rises were made in 1991 and 1992. In particular, the selling-prices 
of grain and oil were increased to match the government’s procurement prices (more details are 
given later in IV.4). In addition, a large-scale program of freeing prices from government control 
was undertaken. According to Yao (1992), of all agricultural goods, only grain and wood now 
have their consumer prices under government control.
A politically prominent, but little studied feature of the reform of the program of government 
subsidies has been the cash compensation which the government has used to maintain real income 
levels in the face of price rises resulting from reform. Compensation has been distributed on each 
of the three occasions of reform outlined above. First in 1979, workers were given five yuan per
12. In the course of 1990, the government announced price rises covering postage, soap, detergent powder, 
milk, running water, bus fares, rent and hospital registration fees (Xinhua, 1990).
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month in compensation for the various price rises of that year. (Zhao Hongyue, 1991, p.37) 
Further compensation was introduced in 1985 in response to the meat price rises worth, according 
to central budgetary figures, about 15 yuan per urban resident per year (SSB, 1991y). Finally, 
compensation was introduced for the grain and oil price rises of 1991 and 1992: six yuan per 
month for workers and pensioners in 1991 and five yuan in 1992 (Xinhua, 1991 and 1992). These 
have not been one-off payments, but commitments by the government to annual payments into the 
indefinite future.
IV.2 Subsidy income
The focus of this sub-section is solely on the subsidies attached to grain and oil purchases. 
This is for a number of reasons. First, the plethora of goods receiving subsidies notwithstanding, 
there can be no doubting the central importance in the food subsidy program of these two 
commodities. Zhang (1990) indicates that in 1987 over 60% of all government price subsidy 
expenditure went to subsidizing grain and oil.13 Second, it is widely recognized that there are 
quality as well as price differences between subsidized and non-subsidized commodities. If not 
taken into account, these will lead to an over-estimation of the price gap due to the subsidy. This 
is a problem which will affect our analysis of grain and oil, but which would plague even more 
seriously the analysis of less homogenous goods such as meat, vegetables and poultry. Third, 
whereas the status of certain goods such as pork was changing through the eighties, the situation 
concerning grain and oil is much simpler.
There are two ways of calculating income received in the form of consumer subsidies. In both 
cases, one multiplies the total quantity of the good bought at subsidized prices by a per-unit 
subsidy to obtain the subsidy accruing to an individual or household. Using the first method, the 
per-unit subsidy is simply calculated as the total government expenditure on subsidizing that good 
divided by the total consumption of the good at subsidized prices (see World Bank, 1989 and 
Kupa and Fajth, 1990, both summarized in Atkinson and Micklewright, 1992, for applications of 
this method to Eastern Europe). Using the second method, the per-unit subsidy is calculated as the 
difference between free-market and state prices.14 Whatever the respective merits of the two 
methods, the cost information required to implement the first method is unavailable for China, and 
so I rely exclusively on the second. This will give an accurate measure of the cash equivalent of
13. Bai (1990, p.33) puts the proportion at 56% for 1988, an increase from 38.7% in 1978.
14. A more complicated variant of this would be to calculate the equilibrium price of the subsidized good 
in the absence of the subsidy.
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the subsidy program if the relevant variables are measured accurately and if the rations are intra- 
marginal. Neither assumption can be adhered to with a high degree of confidence. In particular, 
as will be seen, the ffee-market in both goods is of little importance. So the estimates presented 
should be regarded as illustrative rather than definitive: due to the approximate nature of many of 
the assumptions made, the results are not subjected to statistical analysis.
The main results are reported in Table 15 at the end of this sub-section. Subsidized quantities 
consumed and prices (’state’ prices) were obtained from the survey data, with prices being 
calculated as average unit values of purchases at state stores. The state price of grain was roughly 
constant in Liaoning, between 1987 and 1990 at around .5 yuan. That in Sichuan rose slightly 
from .4 in 1987 to .5 in 1990. The state price of oil was rising in both provinces from 2 yuan in 
1987 to 2.5 in 1990 in Liaoning and 2.9 in Sichuan. How is one to reconcile these increasing 
prices with the absence of official price rises? The most likely explanation would seem to be a 
change in the quality-composition of goods purchased: although we are analyzing grain and oil 
as if they were each single commodities, in fact there are different types of grains and oils which 
can be purchased using ration cards.15
Information on free-market prices could be calculated from the survey data but is not on 
account of the thinness of the free-market in these two commodities, in turn the result of the 
generosity of the coupon quotas. Table 16 demonstrates. With regards to oil, only one in three or 
four of all households make at least one purchase on the free-market per year in Liaoning and only 
one in ten in Sichuan. With regards to grain, the number is much higher, but the importance of 
the free-market is small, with expenditure in state shops typically constituting 90% of total grain 
expenditure. In the case of oil, measurement error may cause severe difficulties and those few 
buying may not be representative. In both cases, there is the danger that the free-market is being 
resorted to by ration-card holders only for high-quality purchases, which would result in an 
exaggeration in the gap between the free-market and state prices. Instead of using sub-sample data, 
published prices, based on SSB price surveys, are used. SSB (1990y) gives the ratio of free-market 
to state prices for various commodities for 1989, and SSB (1990b and 1991y) gives commodity- 
specific free-market inflation rates. Both sources use the same definitions of grain and oil as the 
survey data. Combining these enables us to estimate the free-market price for each year of interest 
Note that these inflation rates and ratios are nationwide averages. Complete provincial figures are 
not available.
15. Three kinds of grain - wheat flour, rice and maize - and six kinds of edible oil - peanut oil, sesame oil, 
rape oil, refined cottonseed oil, tea-seed oil and soya-bean oil - were rationed in the eighties (Xinhua, 1991).
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Since free-market prices rose faster then state prices, the gap between the two widened in the 
late eighties as Table 15 shows. Whereas in 1987 the state price of grain was about two-thirds the 
market price, by 1989 it was only a half. The ratio for oil fell over the same period from over .8 
to around 2/3. The result of this was that, even though per capita quantities consumed were 
constant over the years, both nominal subsidy income and the ratio of subsidy to disposable 
income rose rapidly between 1987 and 1989, the former tripling and the latter doubling (from 2- 
3% to 6-7%). In the deflationary environment of 1990, when free-market prices actually fell, this 
trend was reversed and the subsidy-to-income ratio fell back to 4%. Note that the size of the 
subsidy, though changing over time, is similar for any given year in the two provinces. Grain 
purchases were a far more important source of subsidy income than oil purchases in both 
provinces, but especially in Liaoning where they made up 90% of total subsidy income from the 
two sources.
As mentioned above, the value of income subsidies reached their peak in 1989 at 6-7% of 
disposable income. It is interesting to note that food subsidies were found to be worth 7% of 
disposable income in Poland in 1987 (World Bank, 1989, quoted in Atkinson and Micklewright, 
1992).16 By contrast, the subsidies implicit in India’s Public Distribution System were estimated 
by Howes and Jha (1992) to be worth 3.2 rupees per person per month in 1986-87. The same data 
set reveals per capita mean monthly expenditure to be on average 226 Rupees per month, so that 
income from food subsidies in urban India constitutes only 1.4% of per capita expenditure and 
thus even less of income. As in Chapter Four, Section IV, urban China emerges with 
characteristics more typical of Communist Eastern Europe than of a developing economy.
If one aggregates up and assumes that the subsidies received in Sichuan and Liaoning are 
typical for those throughout urban China then one arrives at the total benefit accruing from these 
subsidies to be worth 6  billion yuan in 1987, 10 billion in 1988, 19 billion in 1989, and 13 billion 
in 1990. This compares with a reported cost for the oil and grain subsidies in 1987 of 16 billion 
(Zhang, 1990) and of 18 billion in 1988 (Bai, 1990). There could be many reasons for the 
discrepancy between calculated costs and benefits. In particular, the budgetary cost of the subsidy 
program will depend not on the gap between the free-market retail and state retail price, but on 
that between the state procurement and storage costs on the one hand and the state retail price on 
the other. However, it is unlikely that the latter difference (between state procurement and state 
retail prices) will be greater than the former (between free-market and state retail prices) since 
free-market retail prices depend on free-market procurement prices which have tended to lie above
16. Though note the method of calculation is different: the first of the two methods given at the start of the 
sub-section is used.
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the state procurement price. If the reported cost figures are reliable, therefore, the comparison 
would suggest either that the results of Table 15 under-estimate the difference between the free- 
market and state prices and thus the value to consumers of the subsidies attached to grain and oil 
or that Liaoning and Sichuan urban residents receive below-average amounts by way of 
subsidies.17
Table 17 illustrates the equalizing impact of the subsidy-income. It presents two well-known 
indices, the Gini and Theil, calculated first on the basis of disposable or cash income (that is, as 
reported in Table 9) and then on the basis of cash-plus-subsidy income. Both indices show that 
income is more equally distributed once subsidy income is taken into account. The Gini falls by 
as much as .01 in 1989 once subsidies are taken into account. The indices also suggest that the 
growth in subsidy income has had a dampening influence on the rise in inequality in 1988 and 
1989. Rises are still apparent in 1988, but in neither year are they as great for cash-plus-subsidy 
as for cash income and in 1989 the Sichuan Gini for the former actually falls.
17. Khan, Griffen, Risken and Zhao (1992) estimated (on the basis of another household survey - see 
Chapter 4, II. 1 for details) the value of ration subsidies to be 97 yuan per capita in 1988, twice our value 
but including all food-stuffs. Their estimates were based on the reported market value of the ration cards 
themselves. Zhang (1990) also estimates a higher value of approximately 60 yuan for the grain and oil 
rations alone in 1987. However, his estimates are based on aggregated SSB data, used to proxy free-market 
prices by unit values. As argued in the text, this could well lead to error.
Table 15 Implicit Food Subsidies, Grain and Oil
TOTAL As % o f GRAIN P r ic e OIL P r ic e
Y ear S u b s id y  d i s p .  y S u b s id y  Q u a n t ity  M arket S t a t e S u b s id y  Q u a n t ity  M arket S t a t e
Liaoning
1987 26.6 2.8 25.3 114.0 0.72 0.49 1.3 4.5 2.34 2.06
1988 45.2 3.8 41.6 115.7 0.89 0.53 3.6 5.7 2.77 2.14
1989 81.7 5.9 73.9 109.6 1.21 0.54 7.8 5.4 3.75 2.31
1990 64.1 4.4 58.8 124.2 0.99 0.52 5.3 4.7 3.68 2.56
Sichuan
1987 27.7 3.2 21.5 117.9 0.58 0.39 6.2 6.8 2.95 2.05
1988 45.3 4.3 37.9 126.0 0.72 0.41 7.4 6.8' 3.50 2.41
1989 86.0 6.8 75.0 138.2 0.98 0.43 11.0 6.1 4.74 2.92
1990 50.5 3.5 39.1 126.0 0.80 0.49 11.4 6.8 4.64 2.98
Notes: ’State’ prices are the subsidized prices per kilogram. ’Quantity’ refers to the quantity (in kilograms) of the good purchased at subsidized prices. All subsidies and quantities 
are per capita per annum. The source for all the tables on this page is the SSB sub-samples for Liaoning and Sichuan.
Table 16 Proportions Consumed
---------- -----G ra in — ------O i l -----
Year %  o f FM a s  % h /h s %  o f FM a s  %
exp o f  t o t a l u s in g  FM exp o f  t o t a l
Liaoning
1987 7.4 9.8 75.3 1.2 12.0
1988 6.5 11.0 68.6 1.2 7.6
1989 6.2 15.1 68.4 1.2 11.0
1990 6.0 11.1 60.5 1.1 11.7
Sichuan
1987 6.6 11.1 89.8 1.7 1.5
1988 6.2 13.5 92.9 , 1.6 1.1
1989 6.1 10.4 93.1 1.7 5.2
1990 5.7 10.4 95.4 1.6 2.7
Table 17 Per Capita Total Income Inequality
h /h s Year G in i T h e i l In d ex
u s in g  FM Cash T o ta l Cash T o ta l
Liaoning
34.3 1987 0.1575 0.1540 0.0398 0.0381
23.7 1988 0.1630 0.1577 0.0434 0.0405
27.5 1989 0.1684 0.1602 0.0477 0.0433
25.5 1990 0.1633 0.1560 0.0433 0.0395
Sichuan
13.9 1987 0.1807 0.1747 0.0494 0.0528
8.5 1988 0.2012 0.1936 0.0610 0.0659
10.3 1989 0.2041 0.1919 0.0638 0.0721
8.9 1990 0.1956 0.1897 0.0577 0.0614
Notes: ’% of exp’ gives total expenditure on grain or oil as a percentage of total 
expenditure on all commodities. ’FM as % of total’ gives free-market expenditure on 
grain or oil as a percentage of total expenditure on the good, ’h/hs using FM’ gives the 
percentage of households who purchase grain or oil at least once on the free-market.
Notes: ’Cash’ is disposable income. ’Total’ is cash plus subsidy income. The 
’cash’ figures are taken from Table 9.
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IV.3 Price-rise compensation
Table 18 gives the average per capita compensation for rises in state prices received between 
1988 and 1990, the years for which this item is recorded separately in the SSB survey. The 
amounts involved are clearly substantial: at around 10% of disposable income, the cash 
compensation received is greater than the income accruing from the grain and oil subsidies. 
Sichuan and Liaoning residents seem to do especially well from the compensation payments: they 
receive some 50% more than the published nationwide averages based on the full SSB sample: 
70 yuan in 1988 and 94 yuan in 1989 (SSB 1989s and 1990s).
The rules by which these subsidies are distributed are not well known, but some insight can 
be obtained using regression analysis, with household compensation income as the dependent 
variable. Table 19 gives the results from both provinces using 1990 data. 18 The explanatory 
variables used are: the number in the household employed in the SOE and in the collective sectors, 
the number of private employees and self-employed, the place of residence (city or town), the 
number of retirees and the number of children. Higher R2’s (by about 10 percentage points) were 
obtained using the number of different types of household members (SOE employees, pensioners 
etc.) than using different types of household income (SOE income, pension income etc.), which 
is suggestive of the lump-sum way in which this compensation income is distributed. Most of the 
results are as expected. SOE employees receive more than collective employees and city-dwellers 
more than town-dwellers. There is also a great deal of variation between the two provinces. The 
coefficient on number of pensioners is much larger in Sichuan than Liaoning. And whereas there 
is a positive coefficient on the number of children for Liaoning this is negative for Sichuan. 
Indeed, in Liaoning, but not in Sichuan, the price-subsidy is recorded in the sample as being paid 
directly to children.
Table 20 demonstrates the equalizing impact of this compensation payment via use of a Gini 
decomposition. As explained in the previous chapter (VI.2), any Gini for total income can be 
decomposed into a weighted sum of pseudo-Ginis for the various sources of income (calculated 
in the standard way for a Gini but on the basis of an ordering of units by total income, not by the 
particular income source) .19 Table 20 shows the contribution to cash-plus-subsidy inequality of 
three sources: subsidy income, compensation income and other cash income. Although both 
compensation and subsidy income are distributed relatively unequally (they have relatively high
18. OLS was used. Since less than 1% of the sample in Liaoning and less than 3% of the sample in Sichuan 
receive no cash compensation, Tobit analysis was not conducted.
19. The actual decomposition formula is given in the notes to Table 20.
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Ginis), they are distributed relatively equitably, as indicated by their low pseudo-Ginis.20 
Although compensation income is not distributed as equitably as subsidy income, it still exerts an 
equalizing influence on total income: its pseudo-Gini is well below the total Gini. Note too the 
much more equitable distribution in Liaoning, whose cash compensation pseudo-Gini is less than 
half of Sichuan’s. This is consistent with the regression results which showed greater account 
being taken of children in Liaoning when distributing the cash compensation.
Table 18 Average Per Capita Compensation Payments, 1988-1990
L ia o n in g S ic h u a n
Y ear Payment
%  o f  
incom e Paym ent
%  o f  
incom e
1988 110.2 9.3 97 .6 9.2
1989 141.5 10.2 138.0 10.9
1990 147.4 10.1 152.1 10.7
Notes: ’Payment’ gives the per capita payment received as compensation for price rises in current yuan. 
’% of income’ gives this figure as a percentage of cash income.
Table 19 Regression Results for the Distribution of Compensation Income 
S ic h u a n , 1990
R2=0.4727
V a r ia b le E s t im a te S . E . T - r a t io
Intercept 14.9 22.9 0.7
SOE 188.3 8.8 21.4
Collective 51.2 11.6 13 .0
Retired 256.5 12.0 21.3
Self-employed -27.5 40 .9 -0.7
Child -10.4 11.0 -0.9
City dummy 
L ia o n in g , 1990
85.4 13 .3 6.4
R2=0.4470
V a r ia b le E s t im a te S . E . T - r a t io
Intercept -21.0 24.1 -0.9
SOE 142.9 8.2 17.5
Collective 139.3 9.1 15.2
Retired 62.7 11.4 5.5
Self-employed -56.6 71.2 -0.8
Child 67.1 10.6 6.3
City dummy 188.8 
V a r ia b le  d e f i n i t i o n s
14.7 12.9
SOE Number in household employed in state-owned sector
Collective II It n " " collective "
Retired 11 n it retired
Self-employed II it ti self-employed
Child II it u who are children (age less than
City dummy Dummy equal to one if city, zero otherwise
Notes: The source is the SSB sub-samples for Liaoning and Sichuan, 1990.
20. Indicating that total income and, respectively, subsidy and compensation income have a low rank 
correlation since this can be shown to be measured by the ratio of the pseudo-Gini to the true Gini.
Table 20 Income by Source: price-rise compensation, other cash income and subsidy income 
Total Cash Compensation Other cash Income Subsidy Income
Year Glnl Cont P Glnl Cont V P Glnl Cont P Glnl Cont P Glnl
1988 0.158 99.5 96.3 0.163 0.158 3.8 8.9 0.067 0.189 95.7 87.4 0.173 0.174 0.5 3.7 0. 022 0.208
1989 0.160 99.0 94.5 0.168 0.160 3.6 9.6 0.060 0.167 95.4 84.9 0.180 0.181 1.0 5.5 0.030 0.224
1990 0.156 100.1 95.8 0.163 0.156 2.8 9.6 0.045 0.161 97.4 86.2 0.176 0.177 -0.1 4.2 -.004 0.243
1988 0.194 99.6 95.9 0.201 0.194 8.2 8.8 0.180 0.296 91.3 87.1 0.203 0.205 0.4 4.1 0.021 0.173
1989 0.192 99.4 93 . 6 0.204 0.192 7.7 10.2 0.145 0.294 91.7 83.4 0.211 0.215 0.6 6.4 0.019 0.169
1990 0.190 99.5 96.6 0.195 0.190 7.8 10.3 0.143 0.256 91.8 86.3 0.202 0.204 ' 0.5 3.4 0.027 0.175
Notes: Total income is equal to cash income plus subsidy income, p gives the mean of the type of income relative to the mean of total income (times 100); p gives the pseudo-Gini 
of the type of income. ’Cont’ measures the contribution of the distribution of the particular type of income to total inequality and is equal to p times p divided by Gini. Since 
Gini=(Zp1pi)/100, the sum of ’Cont* figures is 100. The source is the SSB sub-samples for Liaoning and Sichuan.
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IV.4 Reform
As mentioned in IV. 1, in 1991 and 1992 the state retail prices of grain and oil were raised. 
In 1991, the price of grain was raised by .2 yuan per kilogram, and the price of oil by 2.7 yuan 
per kilogram (Xinhua, 1991). In 1992, the price of grain was further raised by an additional .22 
per kilogram (Xinhua, 1992). Compensation was distributed for these price rises: six yuan in 1991 
and five yuan in 1992 per month per worker and retiree.
Comparing these price rises with the free-market and state prices shown in Table 15, the total 
rise in the state price of grain of .42 leads to an approximate doubling in price, and is more or less 
sufficient to close the gap between the two retail prices. The price rise for oil of 2.7 yuan again 
approximately doubles its price. It also takes the state price of oil more than 1 yuan above the 
calculated 1990 free-market price. One possible explanation for this is that, whereas the state 
procurement price of grain was raised in 1989, that for oil was raised in 1990 (Bi, 1992, p.23). 
We would expect this to push up the free-market retail price for oil, but it is possible that this 
increase did not feed through until 1991.
In this sub-section, results of a simple simulation are presented showing the effects of these 
reforms. It is also assumed that the reforms leave unchanged the amounts of grain and oil 
consumed, so that they make consumers worse off by the amount consumed times the price rise, 
and better off by the amount of the compensation.21 In accordance with the official 
announcements, it is assumed that all SOE and collective workers and all pension-recipients 
receive compensation. In view of the regression results, I assume that private-sector employees and 
the self-employed do not receive any compensation. Table 21a gives the main results: note that 
the pre-reform figures refer to cash-plus-subsidy income. The first prominent feature is that, even 
without assuming any substitution away from grain and oil as a result of the price-rise, there is 
an over-compensation. The average per capita cost of the price rise is 65 yuan in Liaoning and 
70 yuan in Sichuan. The average per capita gain from the compensation is 90 yuan in both 
provinces. The difference is not large as a proportion of pre-reform income, less than 2%. 
Nevertheless it represents a significant outlay on the part of the government, and it suggests that, 
in the short-term at least, the government’s budgetary position will deteriorate as a result of the 
reform. If Liaoning and Sichuan are typical, the reform will, on an annual basis, save the
21. For a behavioural analysis of the effects of food price rises in urban China, see Pudney and Wang 
(1991).
government 15 billion yuan, but cost it 20 billion.22
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The second important result is that there is almost no increase in inequality at all as a result 
of the reform. The rises in the Gini are minimal: from .156 to .157 in Liaoning and from .190 to 
.191 in Sichuan. Since the pre-reform figures are based on cash-plus-subsidy income, in fact if 
only cash inequality is considered the reforms will lead to a fall in recorded inequality, since we 
know from Table 9 that the cash-based Ginis for 1990 are .163 and .196 for Liaoning and Sichuan 
respectively.
Table 21b sheds more light on the question of who will gain and who lose from the reform 
by giving a breakdown by decile of gains and losses as a proportion of pre-reform income. The 
losses are a falling proportion of income. In fact, they are almost constant in absolute size, as we 
would expect from the almost-zero pseudo-Gini of subsidy receipts indicated in Table 20. On its 
own, this would increase inequality, but the gains from compensation are also a falling proportion, 
which almost exactly offsets this effect, resulting in a remarkably even distribution of net gains. 
There are losers though. The poorest ten percent in Sichuan do end up worse off. This is due to 
a high dependency ratio: if the reform is amended to give half as much compensation to children 
as to workers, while keeping the total amount of compensation constant, then the poorest decile 
in Sichuan become marginal gainers from the reform. In any case, their loss under the actual 
reform doesn’t translate into a very much higher Gini since it is both small and offset by the slight 
relative gain of the sixth to eighth deciles vis-a-vis the ninth and tenth.
22. This estimate of savings does not rely on accurate estimation of pre-reform free-market prices. It follows 
simply from taking the average per capita quantities consumed in Sichuan and Liaoning and multiplying 
them by the increase in price and by the urban population. The cost may be biased upwards if, as suggested 
by the comparison of IV.3, Liaoning and Sichuan residents tend to benefit disproportionately from 
compensation payments.
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Table 21 Simulated Impact of Reform
Table 21a Summary statistics
L ia o n in g S ic h u a n
Pre-reform mean 1529.9 1474.6
Post-reform mean 1554.6 1492.5
Pre-reform Gini 0.156 0.190
Post-reform Gini 0.157 0.191
Number gainers 568.0 614.0
Number losers 131.0 186.0
Ave comp"n gain 89.6 89.4
Ave price :rise loss 65.0 71.4
Ave gain (among gainers) 36.1 30.2
Ave loss' (among losers) 23.0 20.5
Max gain 99.2 115.4
Max loss 207.7 108.8
Table 21b Percentage Gains and Losses by Decile
L ia o n in g S ich u a n
N et N et
D e c i le G ain L o ss  g a in  G ain  L o ss g a in
1 8.9 7.3 1..6 7.4 7.7 -0.4
2 7.3 5.9 1..4 7.0 6.3 0.8
3 7.2 5.4 1..8 6.7 5.6 1.3
4 6.3 4.8 1..6 6.2 5.1 1.2
5 6.2 4.8 1..4 5.9 4.9 1.1
6 5.7 4.1 1..5 5.9 4.5 1.5
7 5.6 3.7 1..9 5.8 4.5 1.4
8 5.2 3.7 1..5 5.6 4.0 1.6
9 4.9 3.3 1..6 5.1 3.8 1.4
10 4.5 2.8 1,.7 4.8 3.5 1.3
Notes: All monetary values in Table 21a are in 1990 yuan per capita. The figures in Table 21b are 
percentages of pre-reform income. The simulation assumes fixed quantities consumed, a price rise on both 
grain and oil, and cash distributed in compensation. For more detail, see text. The source is the SSB sub­
samples for Liaoning and Sichuan, 1990.
V Conclusion
The main findings of this chapter can be simply summarized. Concerning trends in inequality, 
the sample results were in line with the pattern of increased inequality found in Chapter Four: 
inequality rose in 1988 and 1989, and then fell in 1990. As explained in Chapter Four, there are 
good reasons for this, relating to the rapid growth and decentralization of 1988-89 and the 
restrictive policies of 1989-90. However, only the post-1987 increase turned out to be statistically 
significant and here it was argued that the expansion of the sample coverage prevents full 
comparability between 1987 and later years. So our main conclusion in the regard must be a 
negative one: the lack of comparability and relatively small sample sizes, combined with the 
limited coverage in terms of years, renders the provincial sub-samples unsuitable for statistical 
analysis of inequality trends. Interestingly though, it was possible to infer the welfare-superiority
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of the 1990 distribution. This drives home the point that as long as rapid growth rates are 
maintained - real disposable per capita income growth was 8 % in 1990 - increases in inequality, 
such as recorded between 1987 and 1990, are unlikely to be sufficient to cause a rise in poverty 
and fall in welfare.
Section IV of this chapter examined the distribution of in-kind subsidy income and of cash 
compensation. Although statistical analysis was not applied, the main results emerged clearly. In 
the inflationary environment of the late eighties, the value for the consumer of the government’s 
controls on grain and oil prices increased. Since food purchases take a larger proportion of the 
total expenditure of the poor than of the rich, this had an equalizing influence on the distribution 
of cash-plus-subsidy income. One might think therefore that the government’s dismantling of the 
grain and oil subsidies in 1991 and 1992 would have a regressive impact, but simulations do not 
support this. It is true that the price-rise compensation payments, while still exerting an equalizing 
influence on the overall distribution, are less equitably distributed than the subsidy income. 
However, if the government’s official guidelines for the distribution of the 1991 and 1992 
compensation payments are followed, there will not be a large rise in inequality: just as food 
purchases are more important to the poor so are the lump-sum compensation payments, and the 
costs in relation to the former and benefits in relation to the latter largely cancel each other out
This raises a number of questions, not least about the attitude of the Chinese government to 
increases in inequality. The quotations in the Introduction (Section II) give the strong impression 
that the government wants to see a rise in inequality as the price that must be paid for increased 
efficiency. Yet its own policies in the area of food subsidies do not evince an inclination to move 
in this direction. The equalizing effect of the expanding value of food subsidies was in part an 
unintended effect of high inflation. But the unwillingness of the government to increase consumer 
prices as well as the equitable and generous nature of the compensation payments when it 
eventually did increase prices also point to the extreme reluctance of the government to impose 
even short-term income losses on urban residents. The government, it would seem, is only 
prepared to see inequality rise through differences in the increase rates in the incomes of different 
urban groups. The policy is indeed one of letting "some workers get rich first" (see the 
Introduction), rather than one of letting some get rich, and others get poor.
This policy of maintaining real incomes is an expensive one, at least if interpreted as requiring 
full compensation by the government for all major price reforms. On the basis of the simulations, 
and allowing for 10% real growth in disposable incomes since 1990, price-rise compensation 
payments will now account for some 15% of disposable income. In other words, China, or rather
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non-agricultural-registered China, now has what is essentially, on account of its lump-sum nature, 
a substantial basic income scheme in place. This is an extremely important development for a 
number of reasons. It is an expensive fiscal item - costing, by my calculations, up to one-third of 
the much discussed subsidies to loss-making enterprises. The compensation also maintains the 
importance of household registration. All urban dwellers now face more-or-less the same prices 
for their food. But some (with non-agricultural-registration) receive over 200 yuan a year to help 
them buy at these prices; others receive nothing. It is little wonder that a thriving black market 
exists in registration permits.23 And, since companies are responsible for the distribution of these 
payments to workers, the growth of these compensation payments intensifies the involvement of 
the commercial sector in the delivery of welfare services, despite the professed aim of the 
government to move in the opposite direction.
Whether the government will let this de facto basic income scheme wither away by failing to 
maintain its real value in the face of inflation remains to be seen. Perhaps more likely is that the 
government will continue to use the method of cash compensation to path the way for further 
reform. With housing rents still only at nominal levels in urban China, and the government seeking 
reform in this area, compensation payments could increase substantially in the future. Whether this 
would be a welcome development is unclear. Given the privileged position of China’s non- 
agricultural-registered population (see the conclusion to Chapter 4), the government might do 
better, from the point of view of equity, by providing compensation only for those already in or 
pushed into poverty as a result of price changes and otherwise letting this sector take its 
compensation in the form of growing disposable incomes generated by a growing urban economy. 
This would further reduce urban inequality, which might run counter to the government’s aims and 
might have adverse incentive effects. On the other hand, it would result in large expenditure 
savings and would lead to a narrowing of the urban-rural gap.
23. According to one report the sales of permits is "a new ’craze’ sweepingtbe country”. China’s Economic 
Information Daily reported that officials in the province of Anhui raised $US 350 million in the first eight 
months of year by the sale of the permits to more than 500,000 peasants, at prices ranging from $525 to 
$2,500. (Reported by UPI, 12 June 1992, extracted in CND-Global (electronic information sheet), December 
7, 1992.)
Appendix A Basic data tables
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Table A.l Quantile and Cumulative Income Shares, 1987-1990
Combined
 D e c i l e  incom e s h a r e s   - -C u m u la t iv e  incom e s h a r e s
D e c i l e 1987 1988 1989 1990 1987 1988 1989 1990
1 5.4 . 4.9 5.1 5.2 5.4 4.9 5.1 5.2
2 7.1 6.8 6.6 6.7 12.4 11.7 11.7 11.9
3 7.9 7.7 7.6 7.7 20.3 19 .4 19.3 19.5
4 8.5 8.5 8.4 8.4 28.8 27.9 27.7 28.0
5 9.2 9.3 9.2 9.2 38.0 37.2 36.9 37.2
6 10.0 9.9 9.9 10.0 48.0 47.1 46.8 47.2
7 10.7 10.9 10.8 10.8 58.7 58.0 57.6 58.0
8 11.7 11.8 11.7 12.0 70.4 69.8 69.3 70.0
9 13.1 13.2 13.2 13 .2 83.5 83 .0 82.6 83.2
10 16.5 17.0 17.4 16.8 100.0 100.0 100.0 100.0
L ia o n in g
D e c i l e  incom e s h a r e s   — C u m u la tiv e  incom e s h a r e s
Decile 1987 1988 1989 1990 1987 1988 1989 1990
1 5.7 5.5 5.4 5.5 5.7 5.5 5.4 5.5
2 7.3 7.1 6.9 7.0 12.9 12.6 12.3 12.5
3 8.0 7.8 7.8 7.9 20.9 20.4 20.1 20.5
4 8.6 8.7 8.7 8.7 29.6 29.1 28.8 29.1
5 9.4 9.5 9.4 9.3 39 .0 38.6 38.2 38.4
6 10.0 10 .1 10.2 10.1 48.9 48.7 48.3 48.5
7 10.7 10.7 10.9 10.9 59.7 59.4 59.2 59.5
8 11.6 11.7 11.7 11.7 71.3 71.0 70.9 71.1
9 12.8 12.8 12.9 13.0 84.1 83 .8 83 .8 84.1
10 15.9 16.2 16.2 15.9 100.0 100.0 100.0 100.0
S ich u a n
 D e c i l e  incom e s h a r e s   — C u m u la tiv e  incom e s h a r e s —
Decile 1987 1988 1989 1990 1987 1988 1989 1990
1 5.2 4.6 4.8 4.8 5.2 4.6 4.8 4.8
2 6.9 6.4 6.5 6.5 12.1 11.0 11.3 11.3
3 7.6 7.4 7.4 7.4 19.7 18.4 18.6 18.7
4 8.5 8.3 8.2 8.4 28.2 26.8 26.8 27.1
5 9.2 9.2 9.1 9.1 37.3 36.0 35.9 36.2
6 9.9 9.9 9.7 10.0 47.2 45.9 45.7 46.1
7 10.8 10.8 10.6 11.0 58.0 56.7 56.3 57.1
8 11.9 12.1 12.0 12.1 69.9 68.8 68.2 69.2
9 13 .1 13 .5 13.6 13.4 83 .0 82.3 81.8 82.7
10 17.0 17 .7 18.2 17.3 100.0 100.0 100.0 100.0
Note: Calculated from the provincial sub-samples using, to obtain the ’Combined’ results, the price indices 
described in IQ.1.
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Table AJ2 Real Decile and Conditional Means, 1987-1990
Combined
-----------D e c i l e  m eans-------------  C o n d it io n a l  m eans
Decile 1 98 7 1 98 8 198 9 1 99 0 1 9 8 7 1 9 8 8 1 98 9 1 9 9 0
1 530.9 493.1 506.1 555.4 530.9 493 .1 506.1 555.4
2 695.0 666.8 663 .4 723 .5 612.9 579.9 584.8 639.5
3 772.5 760.0 755.1 822.0 666.1 640.0 641.6 700 .3
4 841.8 842.7 840.5 908.2 710.0 690.6 691.3 752.3
5 907.6 919.4 918.8 991.3 749.5 736.4 736.8 800.1
6 979.0 988.7 990.9 1075.4 787.8 778.4 779.1 846.0
7 1056.9 1070.3 1076.9 1164.6 826.2 820.1 821.7 891.5
8 1153.3 1169.0 1175.8 1277 .8 867.1 863 .8 865.9 939.8
9 1288.8 1307.3 1318.7 1421.6 914.0 913.0 916.2 993 .3
10 1620.0 1675.4 1733.9 1804.1
Liaoning
984.6 989 .3 998.0 1074.4
------ -- Decilei means------------ ---- Conditional. means----------
Decile 1 9 8 7 1988 198 9 199 0 1 9 8 7 1 9 8 8 1 9 8 9 1 99 0
1 545.9 550.3 544.0 569.8 545.9 550.3 544.0 569.8
2 694.5 702.6 685.5 727.4 620.2 626.4 614.7 648.6
3 769.0 784.4 779.5 819.3 669.8 679.1 669.7 705.5
4 835.0 863 .6 854.9 893.9 711.1 725.2 716.0 752.6
5 898.0 935.5 931.5 962.4 748.5 767.3 759 .1 794.6
6 962.2 993 .0 1007 .5 1042.0 784.1 804.9 800.5 835.8
7 1028.6 1069.8 1082.4 1124.0 819.0 842.7 840.8 877.0
8 1113 .8 1149.7 1162.0 1212.4 855.9 881.1 880.9 918.9
9 1235.2 1273 .3 1278.8 1329.6 898.0 924.7 925.1 964.5
10 1512.4 1596.7 1612.7 1638.6 959.5 991.9 993 .9 1031.9
Sichuan
W I A  "O M  0l U c f t D S ^ u i o a u o '
Decile 1 9 8 7 1988 1 9 8 9 1990 1 98 7 1 9 8 8 1 9 8 9 1 99 0
1 519.3 459.3 480.4 542.0 519.3 459.3 480.4 542.0
2 695.0 630.5 646.8 719.2 607.1 544^9 563 .6 630.6
3 774.8 735.7 736.6 825.0 663 .0 608.5 621.3 695.4
4 847.9 821.0 826.5 927.6 709.2 661.6 672.6 753 .4
5 915.0 902.9 909.1 1021.0 750.4 709.9 719.9 807.0
6 996.3 983 .8 978.8 1107.7 791.4 755.5 763.0 857.1
7 1082.3 1070.8 1070.0 1219.1 832.9 800.6 806.9 908.8
8 1187.2 1188.0 1188.9 1346.6 877.2 849.0 854.6 963 .5
9 1326.3 1333 .3 1357.5 1494.0 927.1 902.8 910.5 1022.5
10 1692.9 1736.0 1811.9 1920.5 1003 .7 986.1 1000.7 1112.3
Note: Calculated from the provincial sub-samples using the price indices described in ffl.l.
Conclusion to Part Two
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One of the main conclusions to emerge from the analysis of Chapters Four and Five is that, 
in relation to its income distribution, urban China displays many of the characteristics typical of 
pre-transition Eastern Europe. We saw in Chapter Four that in our sample of more than thirty 
developed and developing countries only Hungary could match the compression of the urban 
Chinese income distribution. And then Chapter Five showed that the urban system of food-rations 
was equivalent in the late eighties in its value to the urban consumer to a similar scheme operating 
in Poland and much greater in value than one operating in urban India.
A second key finding is that, notwithstanding the current consensus to the contrary, the SSB 
survey evidence is consistent with a substantial increase in income inequality in urban China since 
1983. This was the major conclusion of Chapter Four. Chapter Five also investigated the question 
of trends. Although the sample results were consistent with this conclusion of an increase, on 
closer inspection either incomparability emerged (between 1987 and later years) or the differences 
were not statistically significant (between 1988 and 1989). However, it must be stressed that 
Chapter Four did not find evidence the other way, that is, of a downward trend. The conclusion 
argued for here is that with larger sample sizes and greater comparability, the conclusions of 
Chapter Four would be borne out with disaggregated as well as aggregated data. Needless to say, 
a greater availability of data would make a more precise and confident conclusion possible.
Although one cannot be sure, it is tempting to combine these first two conclusions and 
hypothesise, on the basis of the experience of urban China, that inequality in the countries of 
Eastern Europe and the former Soviet Union is rising and will continue to do so. The factors 
behind the increase in urban China - decentralization and weakening of-macroeconomic control, 
and growth of new earning opportunities - would seem to apply more widely to other countries 
undergoing transition. Indeed, as argued in the conclusion to Chapter Four, one imagines that in 
those countries in which adjustment is occurring without growth, inequality will grow more rapidly 
as unemployment rises and social security systems are weakened.
Should the apparent increase in inequality in urban China be a source of concern? A full 
answer would require an analysis of the trade-offs between equality and efficiency, something 
which has not been gone into. However, from a simple welfare perspective, the evidence of the 
eighties suggests that as long as rapid growth continues, welfare will rise and poverty fall despite 
any rise in inequality.
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Not all the forces acting on inequality in urban China in the eighties have been pushing 
upwards. Chapter Four argued that the re-assertion of macroeconomic control in 1985-86 and 
1989-90 led to a halting in the growth in inequality or even a reversal, especially since it led to 
reversal in the disequalizing growth of bonus payments. And Chapter Five showed that the 
increasing value of food subsidies in the inflationary environment of the late eighties depressed 
inequality growth, and that the subsequent replacement of these subsidies by compensation 
payments has done little, if anything, to widen disparities. Leaving aside the question of whether 
a rise in inequality is desirable or not, these findings do shed light on the professed aim of the 
Chinese government to combat what it sees as excessive egalitarianism (see the Introduction). 
Although this is no doubt a genuine goal of the government’s, its pursuit has been tempered both 
by the need to maintain macroeconomic stability (resulting in limitations being placed on how 
firms pay their workforces) and by the government’s desire to protect real incomes (resulting in 
a initial reluctance to raise the prices of basic food-stuffs such as grain and oil, and then the 
provision of extremely egalitarian compensation when they were finally raised). This brings home 
the point that, even if in general we would expect transition to increase inequality, the way in 
which transition occurs has a great impact on the transition-inequality relationship. A variety of 
government policies - macroeconomic as well as distributional - will determine the path inequality 
takes.
Part Two could not have been written without the data collected and published by China’s 
State Statistical Bureau. This very fact is confirmation of the central role the SSB surveys must 
have if our understanding of China’s income distribution is to be enhanced. Nevertheless, certain 
weaknesses in this data base have emerged in the course of analysis. Two of these are highlighted 
here, alongside proposals for change. In relation to the collection of data, we have seen how the 
SSB’s choice of survey base - non-agricultural registered households living in officially designated 
urban areas - has two negative effects. It means any analysis of urban living standards must leave 
unaccounted for those living in urban areas without registration. And it makes checks of sample 
representativeness using known population parameters very difficult, as such parameters are not 
given using the SSB survey definition. A better survey base would be simply those living in urban 
areas. If one stays with the SSB definition of urban areas, this more than doubles the sample base, 
so there is a case for using the more restrictive definition of ’urban’ used for Census purposes (see 
Chapter Four, m .l). This would result in a 25% increase in the survey base. For comparability 
and policy purposes, it would still be necessary to record whether or not a surveyed household had 
non-agricultural registration and to publish the main statistics separately for those who do.
If the above suggestion is fairly radical, the next, though just as important, is much more
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easily accomplished. It is hard to see the justification for the aggregation procedure used by the 
SSB to compute its published figures and described in III.3. To remind the reader, the data 
collected centrally by the SSB have, apart from a sub-set, already been aggregated at the city or 
town level. These city and town quantile means are in turn aggregated into overall quantile means 
for publication not by placing all the quantile means in ascending order of income, but by 
aggregating, for example, the poorest decile’s mean of each city and town into the poorest overall 
decile mean. An ideal solution would obviously be to collect all data centrally in disaggregated 
form, and to aggregate it in the conventional way. But let us assume this is not possible. On the 
evidence of Appendix B of Chapter Four, the SSB aggregation procedure produces Ginis some 
25% smaller in value than those which would result using the ’ideal solution’ above. The 
alternative and no more costly method of aggregating the city and town quantiles properly into 
overall quantiles results by contrast in underestimation of less than \%.1 The case for changing 
the method of aggregation is compelling, even if figures based on the old method continue to be 
presented for the sake of maintaining comparability over time.
The SSB has gone some way to mitigating the problems imposed by its aggregation procedure 
by also presenting data in the yearbooks based on a sub-sample of disaggregated data. But here 
one must ask what purpose is served by presenting this data on the basis of a ranking of household 
rather than per capita income. It would also be useful if this data were given on the basis of 
quantiles, with a fixed number of households or individuals per quantile, rather than on the basis 
of income classes with fixed bounds, which, because of nominal income growth, can result in 
rapidly changing class sizes, making comparisons over time difficult.
The link between Parts One and Two is, of course, that the latter provides an application of 
the methodological points developed in the former. In this respect, I would simply draw attention 
to three points. The first is the need for large sample sizes if one is to-make comparisons of a 
statistical nature between distributions which are closely related (for example, only a year or two 
apart). The second is the simplicity of the test statistics and testing method required: in particular, 
only vectors of variances and not matrices of covariances need to be calculated. The third is the 
usefulness in the statistical context of a graphical approach. For example, the graphs of the Lorenz 
curve test statistics in Chapter Five not only convey the same ordinal information as do graphs of 
pairs of Lorenz curves (namely, whether one distribution has Lorenz dominance or, if not, where 
the curves cross), but also show at which points, if any, the two curves significantly differ.
1. The SSB now surveys between 30 and 40 thousand households altogether. Each city or town chosen has 
surveyed at least 50 households. This gives a maximum of 800 cities and towns. A data-set with less than 
1000 observations can be easily analysed on a simple personal computer.
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