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Let N be a non-trivial nest on X , AlgN be the associated nest
algebra, and L : AlgN → B(X ) be a linear mapping. In this paper,
it is proved that L is a Lie triple derivation if and only if there exist a
derivation d : AlgN → B(X ) and a linear mapping h : AlgN → CI
with h([[X, Y], Z]) = 0 for any X, Y, Z ∈ AlgN such that L = d + h
on AlgN .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let A be an associative algebra over the complex field C, andM be a bimodule of A. A linear
mapping L : A → M is called a derivation if
L(AB) = L(A)B + AL(B)
for all A, B ∈ A, a Lie derivation if
L([A, B]) = [L(A), B] + [A, L(B)]
for all A, B ∈ A, where [A, B] = AB − BA is the commutator product, and a Lie triple derivation if
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L([[A, B], C]) = [[L(A), B], C] + [[A, L(B)], C] + [[A, B], L(C)]
for all A, B, C ∈ A. Obviously, every Lie derivation is a Lie triple derivation. The converse is, in general,
not true. A Lie (triple) derivation L : A → M is called proper if L = d + h, where d : A → M
is a derivation and h is a linear mapping from A into the center ZM,A of M relative to A, where
ZM,A := {B ∈ M : AB = BA for all A ∈ A}. A Lie (triple) derivation which is not a proper Lie (triple)
derivation is called an improper Lie (triple) derivation. Note that if d : A → M is a derivation and
a linear mapping h from A into ZM,A, then d + h is a Lie derivation if and only if h annihilates all
commutators [X, Y] for any X, Y ∈ A, and d+ h is a Lie triple derivation if and only if h annihilates all
second commutators [[X, Y], Z] for any X, Y, Z ∈ A.
There has been a great interest in investigating whether Lie (triple) derivations on C∗-algebras, and
on more general operator algebras are proper in the past years. Mathieu and Villena [3] proved that
every Lie derivation on C∗-algebras is proper. Cheung [7] gave sufficient conditions such that every Lie
derivation on triangular algebras is proper. Miers [12] showed that every Lie triple derivation of a von
Neumann algebra with no central abelian summands is proper. Lu [10] verified that every Lie triple
derivation of nest algebras on Hilbert spaces is proper. Ji and Wang [13] gave that the same result for
Lie triple derivations of TUHF algebras. The most interesting result on Lie triple derivations of prime
rings was obtained in [1]. In this paper, we will characterize Lie triple derivations of nest algebras on
Banach spaces.
Inwhat follows, letX beacomplexBanachspace. ByB(X )and Iwedenote thealgebraof all bounded
linear operators on X and the identity operator on X , respectively. The topological dual space (i.e. the
set of all linear bounded functionals on X ) of X is denoted by X ∗. Let X ∗∗ be the second dual space of
X . Themapping τ : x → x∗∗ ofX intoX ∗∗, defined by x∗∗(f ) = f (x) for f inX ∗, is called the canonical
embedding of X into X ∗∗. The Banach adjoint operator T∗ of T in B(X ) is the mapping from X ∗ to X ∗
defined by (T∗f )(x) = f (Tx) for any f ∈ X ∗, x ∈ X . If x ∈ X and f ∈ X ∗, the rank one operator x ⊗ f
on X is defined by: x ⊗ f (y) = f (y)x, for any y ∈ X . It is easy to see that (x ⊗ f )∗ = f ⊗ x∗∗ and
x∗∗T∗ = (Tx)∗∗. For any non-empty subset N ⊆ X , the set N⊥ = {f ∈ X ∗ : f (x) = 0 for every x ∈ N}
is called the annihilator of N.
If {Lγ }γ∈ is a family of subspaces of X ,∨γ∈Lγ denotes the closed linear span of ∪γ∈Lγ . A nest
N is a family of closed subspaces of X that is totally ordered by inclusion and contains {0} and X ,
and is closed under the closed linear spans and intersections (denoted by ∧) (i.e., for every family
{Lγ }γ∈ ⊆ N , ∨γ∈Lγ ,∧γ∈Lγ ∈ N ). The nest algebra associated to a nest N , denoted by AlgN , is
the set of all bounded linear operators on X which leave invariant each subspace in N , that is,
AlgN = {T ∈ B(X ) : TN ⊆ N for all N ∈ N }.
Given a nest N on a Banach space X , for E ∈ N , we define
E− = ∨{F ∈ N : F  E}, E = {0},
E+ = ∧{F ∈ N : F  E}, E = X ,
and we write {0}− = {0} and X+ = X .
Nest algebras are an important class of non-selfadjoint operator algebras. Finite rank operators,
especially rank one operators, play a central role in the study of non-adjoint operator algebras. It turns
out that nest algebras are rich in rank one operators. It is well known that the linear span of all rank
one operators in a nest algebra is weakly dense in the nest algebra.
2. The main results
We are now ready for the main results of this section. Throughout, we use the notations intro-
duced above. To prove the main results of this work, we will need some lemmas.
Lemma 2.1 (See [5, Lemma 1.1]). Let N be a nest on X . Then x ⊗ f ∈ AlgN if and only if x ∈ N and
f ∈ N⊥− (equivalently, x ∈ N+ and f ∈ N⊥) for some N ∈ N . Here and subsequently, N⊥− means (N−)⊥.
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Lemma 2.2 (See [10, Lemma 2.2]). Let A, B ∈ B(X ) and λ ∈ C such that [A, B] = AB − BA = λI, then
λ = 0.
Lemma 2.3. Let N be a nest on X .
(i) If {0} = N ∈ N and T ∈ B(X ) is such that TA = AT on N for all A ∈ AlgN , then T = λI on N for
some λ ∈ C.
(ii) If T ∈ B(X ) such that TA = AT for all A ∈ AlgN , then T = λI for some λ ∈ C. That is,
Z(B(X ),AlgN ) = CI, where Z(B(X ),AlgN ) := {T ∈ B(X ) : AT = TA for all A ∈ AlgN } denotes the
center of B(X ) relative to AlgN .
(iii) L(I) = λI for some λ ∈ C.
Proof. (i) Case 1: IfN− ⊂ N, where⊂ denotes proper inclusion, for any non-zero vector y ∈ (N−N−),
by the Hahn–Banach theorem, there exists f ∈ N⊥− such that f (y) = 1. It follows from Lemma 2.1 that
x ⊗ f ∈ AlgN for any x ∈ N and thus T(x ⊗ f ) = (x ⊗ f )T . Then we have
T(x ⊗ f )y = (x ⊗ f )Ty,
which means that Tx = f (Ty)x. The conclusion follows.
Case 2: If N− = N, note that
N− = ∨{F : F ⊂ N and F ∈ N }.
For any F ⊂ N and F ∈ N , we can choose a non-zero vector yF ∈ (N − F). Then there exists fF ∈ F⊥
such that fF(yF) = 1. It follows that x ⊗ fF ∈ AlgN for any x ∈ F and thus T(x ⊗ fF)yF = (x ⊗ fF)TyF ,
which means that Tx = fF(TyF)x. So T = λF I on F for some λF ∈ C. Suppose G ∈ N , G ⊂ N and
F ⊂ G, then T = λGI on G for some λG ∈ C. Since F ⊂ G, we obtain that λG = λF , which implies that
λF is not dependent on the choice of F and we put λ = λF . Since ∨{F : F ⊂ N and F ∈ N } = N, for
any x ∈ N, there is a net {Lγ }γ∈ ⊂ N with every Lγ ∈ N and a net {xγ }γ∈ with every xγ ∈ Lγ such
that xγ → x. Since T is continuous, we have that
Tx = T(lim
γ





from which the conclusion follows.
(ii) Similar to (i), setting N = X , the conclusion follows.
(iii) For any A, B ∈ AlgN , we have that
0 = L([[I, A], B]) = [[L(I), A], B].
It follows from (ii) that [L(I), A] = μI for some μ ∈ C. By Lemma 2.2, we get that μ = 0. Again by
(ii), we have that L(I) = λI for some λ ∈ C. 
Let us assume that N is a non-trivial nest on X . Then it follows that the dimension of X is greater
than one. Suppose now that N ∈ N with {0} ⊂ N ⊂ X and f ∈ N⊥ is non-zero. If dimker(f ) = 1 and
x ∈ ker(f ), choose y /∈ ker(f ). For any z ∈ X , if z − f (z) y
f (y)
= 0, then z − f (z) y
f (y)
and x are linearly
dependent since z− f (z) y
f (y)
∈ ker(f ). Thismeans that x, y and z are linearly dependent, which shows
that X is 2-dimensional. Further, if the dimension of X is greater than 2 and f ∈ N⊥ is non-zero, then
we have that dimker(f ) > 1.
Lemma 2.4. Let X be of dimension greater than 2 andN a non-trivial nest on X . If X− ⊂ X , then for any
x ∈ X and f ∈ X⊥− , the following assertions hold.
(i) If x ∈ ker(f ), then L(x ⊗ f )ker(f ) ⊆ Cx.
(ii) If x /∈ ker(f ), then there exists a bilinear functional g from X ×X⊥− intoC such that (L(x⊗ f )−
gx,f I)ker(f ) ⊆ Cx, where




0 if f (x) = 0,
1
f (x)
f (L(x ⊗ f )x) otherwise,
for any x ∈ X and f ∈ X⊥− .
Proof. (i) Without loss of generality, suppose that f is non-zero. Let y ∈ (X −X−) such that f (y) = 1.
Then x and y are linearly independent. Since dimker(f ) > 1, then we can take x˜ ∈ ker(f ) which is
linearly independent of x. Putting y˜ = x˜ + y, then y, y˜ and x are linearly independent. Noting that
f (y) = f (y˜) = 1, then we obtain that
L(x ⊗ f ) = L([[x ⊗ f , y ⊗ f ], y ⊗ f ])
= (L(x ⊗ f ) − 2f (L(x ⊗ f )y) + f (L(y ⊗ f )x))y ⊗ f + y ⊗ L(x ⊗ f )∗f
+ (f (L(y ⊗ f )y) − 2L(y ⊗ f ))x ⊗ f + x ⊗ L(y ⊗ f )∗f ,
and
L(x ⊗ f ) = L([[x ⊗ f , y˜ ⊗ f ], y˜ ⊗ f ])
= (L(x ⊗ f ) − 2f (L(x ⊗ f )y˜) + f (L(y˜ ⊗ f )x))y˜ ⊗ f + y˜ ⊗ L(x ⊗ f )∗f
+ (f (L(y˜ ⊗ f )y˜) − 2L(y˜ ⊗ f ))x ⊗ f + x ⊗ L(y˜ ⊗ f )∗f .
For any z ∈ ker(f ), applying the above two equations to z, we have that
L(x ⊗ f )z = f (L(x ⊗ f )z)y + f (L(y ⊗ f )z)x = f (L(x ⊗ f )z)y˜ + f (L(y˜ ⊗ f )z)x.
Since y, y˜ and x are linearly independent, then f (L(x ⊗ f )z) = 0. Thus it follows that
L(x ⊗ f )z = f (L(y ⊗ f )z)x. Namely, L(x ⊗ f )ker(f ) ⊆ Cx.
(ii) Suppose that f (x) = λ = 0. Note that X− ⊂ ker(f ). For any z ∈ ker(f ), we have that
λ2L(z ⊗ f ) = L([[z ⊗ f , x ⊗ f ], x ⊗ f ])
= [[L(z ⊗ f ), x ⊗ f ], x ⊗ f ] + [[z ⊗ f , L(x ⊗ f )], x ⊗ f ]
+ [[z ⊗ f , x ⊗ f ], L(x ⊗ f )]
= λL(z ⊗ f )x ⊗ f − 2f (L(z ⊗ f )x)x ⊗ f + λx ⊗ L(z ⊗ f )∗f
+ f (L(x ⊗ f )x)z ⊗ f − λL(x ⊗ f )z ⊗ f + f (L(x ⊗ f )z)x ⊗ f
+ λz ⊗ L(x ⊗ f )∗f − λL(x ⊗ f )z ⊗ f .
Applying this equation to x, we get that
L(x ⊗ f )z = 1
λ
f (L(x ⊗ f )x)z + 1
2λ
f (L(x ⊗ f )z − L(z ⊗ f )x)x.
Put gx,f = 1λ f (L(x ⊗ f )x), as required.
We show below that gx,f is a bilinear functional for any x ∈ X and f ∈ X⊥− . Let x, y ∈ X and
α, β ∈ C.
Case 1: x, y ∈ ker(f ). By (i), then gx,f = gy,f = gαx+βy,f = 0. Thus gαx+βy,f = αgx,f + βgy,f .
Case 2: One of x and y is not in ker(f ). Supposing that x ∈ ker(f ) and y ∈ (X − X−), then x and
y are linearly independent. Since the dimension of ker(f ) is greater than one, we can take z ∈ ker(f )
such that x, y and z are linearly independent. Since L(x ⊗ f )z = λx, L(y ⊗ f )z = gy,f z + μy and
L((αx+βy)⊗ f )z = gαx+βy,f z+ ν(αx+βy) for some λ,μ, ν ∈ C. Noting that L((αx+βy)⊗ f ) =
αL(x ⊗ f ) + βL(y ⊗ f ), we get that (g(αx+βy),f − βgy,f )z = (αλ − αν)x + (βμ − βν)y. Then it
follows that g(αx+βy),f = αgx,f + βgy,f .
Case 3: x, y /∈ ker(f ).
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Case 3.1: x and y are linearly dependent. Putting y = λx for some λ ∈ C, take z ∈ ker(f ) such
that z and x are linearly independent. Noting that L(x ⊗ f )z = gx,f z + μx, L(y ⊗ f )z = gy,f z + νy
and L((αx + βy) ⊗ f )z = gαx+βy,f z + ω(αx + βy) for some μ, ν, ω ∈ C. It is easy to verify that
(g(αx+βy),f − αgx,f − βgy,f )z = (αμ − αω + λβν − λβω)x. Then it follows that g(αx+βy),f =
αgx,f + βgy,f .
Case 3.2: x and y are linearly independent. Obviously, 0 = y− f (y)
f (x)
x ∈ ker(f ). Setting z = y− f (y)
f (x)
x,
noting that dimker(f ) > 1, choose z˜ ∈ ker(f ) such that z˜ is linearly independent of z. Suppose that
λx + μy + ν z˜ = 0 for some λ,μ, ν ∈ C. Then we have that λx + μ(z + f (y)
f (x)
x) + ν z˜ = 0. Since
x, z and z˜ are linearly independent, it is easy to check that λ = μ = ν = 0, which implies that
x, y and z˜ are linearly independent. Recalling that L(x ⊗ f )z˜ = gx,f z˜ + λx, L(y ⊗ f )z˜ = gy,f z˜ + μy
and L((αx + βy) ⊗ f )z˜ = gαx+βy,f z˜ + ν(αx + βy) for some λ,μ, ν ∈ C. It is easy to see that
(g(αx+βy),f − αgx,f − βgy,f )z˜ = (αλ − αν)x + (λμ − βν)y. Then it follows that g(αx+βy),f =
αgx,f + βgy,f .
On the other hand, Let f1, f2 ∈ X⊥− andα, β ∈ C. If x ∈ ker(f1)∩ker(f2), by (i), then gx,f1 = gx,f2 =
gx,αf1+βf1 = 0. So gx,αf1+βf1 = αgx,f1 + βgx,f2 . If x /∈ ker(f1) ∩ ker(f2), take z ∈ ker(f1) ∩ ker(f2)
such that z is linearly independent of x. Since L(x ⊗ f1)z = gx,f1z + λx, L(x ⊗ f2)z = gx,f2z + μx, and
L(x ⊗ (αf1 + βf2))z = gx,(αf1+βf2)z + νx, for some λ,μ, ν ∈ C, then we have that
(gx,αf1+βf2 − αgx,f1 − βgx,f2)z = (αλ + βμ − ν)x.
It immediately follows that gx,αf1+βf2 = αgx,f1 + βgx,f2 , completing the proof. 
Theorem 2.1. Let X be 2-dimensional, N be a non-trivial nest on X , and L : AlgN → B(X ) be a Lie
triple derivation. Then L is proper, i.e., there exist a derivation d : AlgN → B(X ) and a linear mapping
h : AlgN → CI vanishing on every second commutator [[X, Y], Z] for any X, Y, Z ∈ AlgN such that
L = d + h on AlgN .
Proof. Let us assume that N = {{0},N,X }. Setting M := X − N, then M and N are topologically
complementary subspaces with X = M ⊕ N. Taking x0 ∈ M and f0 ∈ N⊥ such that f0(x0) = 1, put
Q = x0 ⊗ f0 and P = I − Q . Then both Q and P are idempotent with PQ = QP = 0. Further, we have
that PX = N and QX = M. Noting that the dimension of N⊥ is one, for any A ∈ AlgN , we have that
A∗f0 ∈ N⊥ and thus A∗f0 = λ(A)f0 for some λ(A) ∈ C. Then it follows that
QAP = x0 ⊗ f0AP = (x0 ⊗ A∗f0)P = λ(A)x0 ⊗ f0P = λ(A)QP = 0.
Letting A11 = PAlgNP,A12 = PAlgNQ and A22 = QAlgNQ , since Q ∈ AlgN , it is easy to check that
A11,A12,A22 ∈ AlgN andAlgN = A11⊕A12⊕A22. Also,we have thatB(X ) = PB(X )P⊕PB(X )Q⊕
QB(X )P ⊕ QB(X )Q .
For any R ∈ A12, it is easily seen that
L(R) = L([[R, P], P]
= [[L(R), P], P] + [[R, L(P)], P] + [[R, P], L(P)]
= PL(R)Q + QL(R)P + RL(P)P + PL(P)R − 2RL(P) + L(P)R.
Applying both sides of the above equation by P and Q from the left and the right respectively, we get
that PL(P)R = RL(P)Q . For any x ∈ N, noting that x ⊗ f0 = (x ⊗ f0)(x0 ⊗ f0) = x ⊗ f0Q , then we
obtain that x ⊗ f0 ∈ A12 and thus
PL(P)x ⊗ f0 = x ⊗ f0L(P)Q = f0(L(P)x0)x ⊗ f0.
Applying the equation to x0, we have that PL(P)P = f0(L(P)x0)P. Moreover, we have that QL(P)Q =
x0 ⊗ f0L(P)x0 ⊗ f0 = f0(L(P)x0)x0 ⊗ f0 = f0(L(P)x0)Q . Hence it follows that PL(P)P + QL(P)Q =
f0(L(P)x0)I. Letting T = QL(P)P − PL(P)Q , then we get that L(P) = f0(L(P)x0)I + [T, P]. Write
3448 S. Sun, X. Ma / Linear Algebra and its Applications 436 (2012) 3443–3462
L′ = L − DT , where the inner derivation DT : AlgN → B(X ) is defined as DT (A) = [T, A] for any
A ∈ AlgN . Clearly, L′ is also a Lie triple derivation from AlgN into B(X ) and L′(P) = f0(L(P)x0)I.
Since L′(P) = f0(L(P)x0)I, it follows that
L′(R) = L′([[R, P], P])
= [[L′(R), P], P] + [[R, L′(P)], P] + [[R, P], L′(P)]
= [[L′(R), P], P]
= PL′(R)Q + QL′(R)P.
For any S ∈ A12 and A ∈ AlgN , recalling that 0 = L′([[R, S], A]) = [[L′(R), S] + [R, L′(S)], A], by
Lemma 2.3, we have that [L′(R), S] + [R, L′(S)] = λI for some λ ∈ C. Then it follows that
[PL′(R)Q + QL′(R)P, S] = [L′(R), S]
= λI − [R, L′(S)]
= λI − [[P, R], L′(S)]
= λI − L′([[P, R], S]) + [[L′(P), R], S] + [[P, L′(R)], S]
= λI + [[P, L′(R)], S]
= λI + [[P, PL′(R)Q + QL′(R)P], S]
= λI + [PL′(R)Q − QL′(R)P, S].
Thus we have that [QL′(R)P, S] = 1
2
λI. By Lemma 2.2, it follows that QL′(R)PS = SQL′(R)P, which
implies that QL′(R)PS = 0. For any x ∈ N and x ⊗ f0 ∈ A12, then we get that QL′(R)Px ⊗ f0 = 0.
Applying the equation to x0, we have that QL
′(R)Px = 0. This means that QL′(R)P = 0. Then it follows
that L′(R) = PL′(R)Q , which implies that L′(R) ∈ PB(X )Q .
For any E ∈ A11, then we have that
0= L′([[E, P], P])
= [[L′(E), P], P] + [[E, L′(P)], P] + [[E, P], L′(P)]
= PL′(E)Q + QL′(E)P,
whichmeans that PL′(E)Q = QL′(E)P = 0. Thus it follows that L′(E) = PL′(E)P+QL′(E)Q . By Lemma
2.3, for any F ∈ A22, it is easy to check that [QL′(E)Q , F] + [E, L′(F)] = [L′(E), F] + [E, L′(F)] = μI
for some μ ∈ C. So we obtain that
[QL′(E)Q , F] = Q [QL′(E)Q , F]Q = Q([QL′(E)Q , F] + [E, L′(F)])Q = μQ = μI.
By Lemma 2.2, it follows that [QL′(E)Q , F] = 0. For any x ∈ M, since x ⊗ f0 = Q(x ⊗ f0)(x0 ⊗
f0) = Qx ⊗ f0Q ∈ QAlgNQ , we have that QL′(E)Qx ⊗ f0 = x ⊗ f0QL′(E)Q , from which we get that
QL′(E)Q = h1(E)Q for some h1(E) ∈ C. Thus it follows that
L′(E) − h1(E)I = PL′(E)P + QL′(E)Q − h1(E)I = PL′(E)P − h1(E)P ∈ PB(X )P.
Similarly, it is easy to verify that there is a linear functional h2 such that L
′(G) − h2(G)I ∈ QB(X )Q
for any G ∈ A22.
For any A = A11 + A12 + A22 ∈ AlgN = A11 ⊕ A12 ⊕ A22, on AlgN we define two mappings
h(A) = h1(A11)+h2(A22) and L˜(A) = L′(A)−h(A)I for anyA ∈ AlgN . Clearly, we have that h is a linear
functional on AlgN and L˜ : AlgN → B(X ) is a linearmappings satisfying L˜(A12) = L′(A12) ∈ PB(X )Q
for any A12 ∈ A12, L˜(A11) ∈ PB(X )P for any A11 ∈ A11 and L˜(A22) ∈ QB(X )Q for any A22 ∈ A22. We
will show below that L˜ is a derivation. To do this, for any A11 ∈ A11 and A12 ∈ A12, then we have that
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L˜(A11A12) = L′(A11A12)
= L′([A11, [P, A12]])
= [L′(A11), [P, A12]] + [A11, [L′(P), A12]] + [A11, [P, L′(A12)]]
= [L˜(A11), A12] + [A11, L˜(A12)]
= L˜(A11)A12 + A11L˜(A12).
Further, for any A11, A
′
11 ∈ A11 and A12 ∈ A12, from the above equation we get that
L˜(A11A
′
11)A12 + A11A′11L˜(A12) = L˜(A11A′11A12)
= L˜(A11)A′11A12 + A11L˜(A′11A12)
= L˜(A11)A′11A12 + A11L˜(A′11)A12 + A11A′11L˜(A12),
from which we obtain that L˜(A11A
′
11)A12 = (L˜(A11)A11 + A11L˜(A11))A12. For any x ∈ N, since x ⊗ f0 ∈
A12, then it follows that L˜(A11A′11)x ⊗ f0 = (L˜(A11)A′11 + A11L˜(A′11))x ⊗ f0. Applying this equation to
x0, noting that L˜(A11) ∈ PB(X )P for any A11 ∈ A11,we get that
L˜(A11A
′
11) = L˜(A11)A′11 + A11L˜(A′11).
Similarly, we have that
L˜(A12A22) = L˜(A12)A22 + A12L˜(A22)
for any A12 ∈ A12, A22 ∈ A22 and
L˜(A22A
′
22) = L˜(A22)A′22 + A22L˜(A′22)
for any A22, A
′
22 ∈ A22. For any A = A11 + A12 + A22 and B = B11 + B12 + B22 with Aij ∈ Aij for
i, j = 1, 2, from the above equations, it follows that
L˜(AB) = L˜[(A11 + A12 + A22)(B11 + B12 + B22)]
= L˜(A11B11 + A11B12 + A12B22 + A22B22)
= L˜(A)B + AL˜(B).
So L˜ is a derivation from AlgN into B(X ). Putting d = L˜ + DT , it is easy to see that d : AlgN → B(X )
is also a derivation. Moreover, since L = d + h and L is a Lie triple derivation, it is easy to verify that h
vanishes on second commutators. 
Theorem 2.2. Let X be of dimension greater than 2,N a non-trivial nest on X and L : AlgN → B(X ) a
Lie triple derivation. IfX− ⊂ X , then L is proper, i.e., there exist a derivation d : AlgN → B(X ) and a linear
mapping h : AlgN → CI vanishing on every second commutator [[X, Y], Z] for any X, Y, Z ∈ AlgN such
that L = d + h on AlgN .
Proof. Taking a non-zero vector y ∈ (X −X−), by the Hahn–Banach Theorem, we have that f (y) = 1
for some f ∈ X⊥− . By Lemma 2.4, define a mapping Tf on X by
Tf x = (L(x ⊗ f ) − gx,f I)y
for x ∈ X , and there exists a functional ϕx,f on ker(f ) such that, for every z ∈ ker(f ),
(L(x ⊗ f ) − gx,f I)z = ϕx,f (z)x.
Since L and g are linear and continuous, it is easy to see that Tf and ϕx,f are linear and continuous.
Again, by the Hahn–Banach Theorem, ϕx,f has a continuous extension ϕ˜x,f to X . Then ϕ˜x,f − ϕ˜x,f (y)f
3450 S. Sun, X. Ma / Linear Algebra and its Applications 436 (2012) 3443–3462
is also an extension of ϕx,f which vanishes at y. Still by ϕx,f we denote such a special extension. For
any x˜ ∈ X , it can be easily seen that zx˜ := x˜ − f (x˜)y ∈ ker(f ). From the equation
(L(x ⊗ f ) − gx,f I)x˜ = (L(x ⊗ f ) − gx,f I)(f (x˜)y + zx˜) = f (x˜)Tf x + ϕx,f (zx˜)x
= f (f (x˜)y + zx˜)Tf x + ϕx,f (f (x˜)y + zx˜)x = (Tf x ⊗ f + x ⊗ ϕx,f )(x˜),
we get that
L(x ⊗ f ) = Tf x ⊗ f + x ⊗ ϕx,f + gx,f I.
Claim 1. ϕx,f depends only on f . To see this, suppose now that x1, x2 ∈ X are non-zero. If x1 and x2
are linearly independent. For any z ∈ ker(f ), we have that
Tf (x1 + x2) + ϕx1+x2,f (z)(x1 + x2) = (L((x1 + x2) ⊗ f ) − g(x1+x2),f I)(y + z)
= (L(x1 ⊗ f ) − gx1,f I + L(x2 ⊗ f ) − gx2,f I)(y + z)
= Tf (x1) + ϕx1,f (z)x1 + Tf (x2) + ϕx2,f (z)x2,
from which we have that
(ϕx1+x2,f (z) − ϕx1,f (z))x1 = (ϕx2,f (z) − ϕx1+x2,f (z))x2.
So we get that ϕx1,f (z) = ϕx1+x2,f (z) = ϕx2,f (z), which implies that ϕx1,f = ϕx1+x2,f = ϕx2,f . If x1
and x2 are linearly dependent, since the dimension of X is greater than one, take u ∈ X such that it
is linearly independent of x1 as well of x2. By the preceding result, ϕx1,f = ϕu,f = ϕx2,f , establishing
the claim.
Fix a non-zero functional f0 ∈ X⊥− and put T = Tf0 .
Claim 2. There exists a linear mapping S : X⊥− → X ∗ such that L(x ⊗ f ) = Tx ⊗ f + x ⊗ Sf + gx,f I.
Case 1: The dimension of X⊥− is one. For any f ∈ X⊥− , since f is linearly dependent of f0, setting
f = af f0 for some af ∈ C, then we have that
L(x ⊗ f ) − gx,f I = af (L(x ⊗ f0) − gx,f0 I) = af (Tf0x ⊗ f0 + x ⊗ ϕf0)
= Tx ⊗ f + x ⊗ (afϕf0).
Letting Sf = afϕf0 , then obviously S is well-defined. Noting that x ⊗ Sf = L(x ⊗ f ) − Tx ⊗ f − gx,f I,
we have that S is linear.
Case 2: The dimension of X⊥− is greater than one. For any f1, f2 ∈ X⊥− , we will show below that the
difference Tf1 − Tf2 is a scalar multiple of the identity I. Indeed, if f1 and f2 are linearly independent,
then we have that ker(f1)  ker(f2) and ker(f2)  ker(f1). To see this, letting ker(f1) ⊆ ker(f2) and
y /∈ ker(f2), then we get that y /∈ ker(f1). For any x ∈ X , then obviously we have that x − f1(x)f1(y)y ∈
ker(f1). It follows that f2(x)− f1(x)f1(y) f2(y) = 0. Namely, f2 − f2(y)f1(y) f1 = 0, which implies that f1 and f2 are
linearly dependent. So there is x1, x2 ∈ X such that fi(xj) = δij for i, j = 1, 2, where δ is the Kronecker
delta. For any x ∈ X , from the equation
Tf1x ⊗ f1 + x ⊗ ϕf1 + Tf2x ⊗ f2 + x ⊗ ϕf2 = L(x1 ⊗ (f1 + f2)) − gx1,(f1+f2)I
= Tf1+f2x ⊗ (f1 + f2) + x ⊗ ϕf1+f2 ,
applying this equation to x1−x2, we get that (Tf1 −Tf2)x = (ϕf1+f2(x1−x2)−ϕf1(x1−x2)−ϕf2(x1−
x2))x. If f1 and f2 are linearly dependent, then there is f ∈ X⊥− such that f is linearly independent of f1
as well as of f2. By the preceding result, we get that Tf1 − Tf and Tf2 − Tf both are scalar multiples of
the identity I. Then it follows that Tf1 − Tf2 is a scalar multiple of I.
For any f ∈ X⊥− , then Tf = Tf0 + bf I for some bf ∈ C and it follows that
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L(x ⊗ f ) − gx,f I = Tf x ⊗ f + x ⊗ ϕf = (Tf0 + bf I)x ⊗ f + x ⊗ ϕf
= Tx ⊗ f + x ⊗ (bf f + ϕf ).
Letting Sf = bf f +ϕf , then obviously S is well-defined. Noting that x⊗ Sf = L(x⊗ f )− Tx⊗ f − gx,f I,
we have that S is linear.
Claim 3. For any A ∈ AlgN , we have that L(A) = [T, A] + λA + h(A), where λ = f (Ty) + (Sf )(y) and
h(A) = (f (L(A)y) + (Sf )(Ay) + f (ATy))I.
Now let us assume that x ∈ X .
Case 1: f (x) = 0. Putting y1 = y, y2 = y + x, we have that
L([[A, x ⊗ f ], yi ⊗ f ]) = L([Ax ⊗ f − x ⊗ A∗f , yi ⊗ f ])
= TAx ⊗ f + Ax ⊗ Sf + gAx,f I − f (Ayi)Tx ⊗ f − f (Ayi)x ⊗ Sf
− f (Ayi)gx,f I − f (Ax)Tyi ⊗ f − f (Ax)yi ⊗ Sf − f (Ax)gyi,f I,
and
L([[A, x ⊗ f ], yi ⊗ f ])
= [[L(A), x ⊗ f ], yi ⊗ f ] + [[A, L(x ⊗ f )], yi ⊗ f ] + [[A, x ⊗ f ], L(yi ⊗ f )]
= L(A)x ⊗ f − f (L(A)yi)x ⊗ f − f (L(A)x)yi ⊗ f + ATx ⊗ f + (Sf )(yi)Ax ⊗ f
− f (Ayi)Tx ⊗ f − (Sf )(Ayi)x ⊗ f − f (ATx)yi ⊗ f − f (Ax)yi ⊗ Sf + f (Tx)yi ⊗ A∗f
+ f (Tyi)Ax ⊗ f + Ax ⊗ Sf − f (ATyi)x ⊗ f − f (Ayi)x ⊗ Sf − f (Ax)Tyi ⊗ f
− (Sf )(Ax)yi ⊗ f + (Sf )(x)yi ⊗ A∗f
for i = 1, 2. Hence, we get that
(L(A) + AT − TA + (f (Tyi) + (Sf )(yi))A)x ⊗ f
= x ⊗ (f (L(A)yi) + (Sf )(Ayi) + f (ATyi))f + yi ⊗ (f (L(A)x) + f (ATx) − f (Tx)A∗
+ (Sf )(Ax) − (Sf )(x)A∗)f + (gAx,f − f (Ayi)gx,f − f (Ax)gyi,f )I.
Applying both sides to x, we obtain thatμyi + (gAx,f − f (Ayi)gx,f − f (Ax)gyi,f )x = 0 for someμ ∈ C
and i = 1, 2, which implies that gAx,f − f (Ayi)gx,f − f (Ax)gyi,f = 0 for i = 1, 2. So we have that
(L(A) + AT − TA + (f (Tyi) + (Sf )(yi))A)x ⊗ f
= x ⊗ (f (L(A)yi) + (Sf )(Ayi) + f (ATyi))f + yi ⊗ (f (L(A)x) + f (ATx) − f (Tx)A∗
+ (Sf )(Ax) − (Sf )(x)A∗)f
for i = 1, 2. Applying this to y, we have that
(L(A) + AT − TA + (f (Tyi) + (Sf )(yi))A)x
= (f (L(A)yi) + (Sf )(Ayi) + f (ATyi))x + (f (L(A)x) + f (ATx) + (Sf )(Ax)
− (f (Tx) + (Sf )(x))f (Ay))yi. (1)
Noting that y2 − y1 = x, we get that
(f (Tx) + (Sf )(x))Ax = (f (L(A)x) + (Sf )(Ax) + f (ATx))x + (f (L(A)x) + f (ATx)
− f (Tx)f (Ay) + (Sf )(Ax) − (Sf )(x)f (Ay))x
= (2f (L(A)x) + 2f (ATx) + 2(Sf )(Ax)
− (f (Tx) + (Sf )(x))f (Ay))x. (2)
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If f (Tx) + (Sf )(x) = 0, then f (L(A)x) + f (ATx) + (Sf )(Ax) = 0 and hence
(L(A) + AT − TA + ((Sf )(y) + f (Ty))A)x = (f (L(A)y) + (Sf )(Ay) + f (ATy))x.
If f (Tx) + (Sf )(x) = 0, by (1), we have that
f (L(A)x) + f (ATx) − f (TAx) = f (L(A)x) + f (ATx) + (Sf )(Ax) − (f (Tx) + (Sf )(x))f (Ay).
So we get that f (TAx) + (Sf )(Ax) = (f (Tx) + (Sf )(x))f (Ay). By (2), we have that
(f (Tx) + (Sf )(x))(f (Tx) + (Sf )(x))f (Ay)
= (f (Tx) + (Sf )(x))(f (TAx) + (Sf )(Ax))
= f (T(f (Tx) + (Sf )(x))Ax) + (Sf )((f (Tx) + (Sf )(x))Ax)
= (2f (L(A)x) + 2(Sf )(Ax) + 2f (ATx) − f (Tx)f (Ay) − (Sf )(x)f (Ay))f (Tx)
+ (2f (L(A)x) + 2(Sf )(Ax) + 2f (ATx) − f (Tx)f (Ay) − (Sf )(x)f (Ay))Sf (x)
= (2f (L(A)x) + 2(Sf )(Ax) + 2f (ATx) − (f (Tx) + (Sf )(x))f (Ay))(f (Tx) + (Sf )(x)).
So we obtain that f (L(A)x) + (Sf )(Ax) + f (ATx) = (f (Tx) + (Sf )(x))f (Ay). Then
(L(A) + AT − TA + (f (Ty) + (Sf )(y))A)x = (f (L(A)y) + (Sf )(Ay) + f (ATy))x.
Case 2: f (x) = 0. Choosing z ∈ ker(f ), and putting y1 = y and y2 = y + z, for i = 1, 2, then we
have that
L([[A, x ⊗ f ], yi ⊗ f ]) = L([Ax ⊗ f − x ⊗ A∗f , yi ⊗ f ])
= L(Ax ⊗ f ) − f (Ayi)L(x ⊗ f ) − f (Ax)L(yi ⊗ f ) + f (x)L(yi ⊗ A∗f )
= TAx ⊗ f + Ax ⊗ Sf + gAx,f I − f (Ayi)Tx ⊗ f − f (Ayi)x ⊗ Sf
− f (Ayi)gx,f I − f (Ax)Tyi ⊗ f − f (Ax)yi ⊗ Sf − f (Ax)gyi,f I
+ f (x)Tyi ⊗ A∗f + f (x)yi ⊗ SA∗f + f (x)gyi,A∗f I.
Moreover, we get that
L([[A, x ⊗ f ], yi ⊗ f ])
= [[L(A), x ⊗ f ], yi ⊗ f ] + [[A, L(x ⊗ f )], yi ⊗ f ] + [[A, x ⊗ f ], L(yi ⊗ f )]
= L(A)x ⊗ f − f (L(A)yi)x ⊗ f − f (L(A)x)yi ⊗ f + f (x)yi ⊗ L(A)∗f
+ ATx ⊗ f + (Sf )(yi)Ax ⊗ f − f (Ayi)Tx ⊗ f − (Sf )(Ayi)x ⊗ f
− f (ATx)yi ⊗ f − f (Ax)yi ⊗ Sf + f (Tx)yi ⊗ A∗f + f (x)yi ⊗ A∗(Sf )
+ f (Tyi)Ax ⊗ f + Ax ⊗ Sf − f (ATyi)x ⊗ f − f (Ayi)x ⊗ Sf
− f (Ax)Tyi ⊗ f − (Sf )(Ax)yi ⊗ f + f (x)Tyi ⊗ A∗f + (Sf )(x)yi ⊗ A∗f
for i = 1, 2. So it follows that
(L(A) + AT − TA + (f (Tyi) + (Sf )(yi))A)x ⊗ f
= (f (L(A)yi) + (Sf )(Ayi) + f (ATyi))x ⊗ f + yi ⊗ (f (x)SA∗ − f (x)A∗S + f (L(A)x)
− f (x)L(A)∗ + f (ATx) + (Sf )(Ax) − (f (Tx) + (Sf )(x))A∗)f + (gAx,f − f (Ayi)gx,f
− f (Ax)gyi,f + f (x)gyi,A∗f )I.
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for i = 1, 2. By applying both sides of the above equation to z, we have thatμyi + (gAx,f − f (Ayi)gx,f −
f (Ax)gyi,f + f (x)gyi,A∗f )z = 0 for some μ ∈ C. Since yi is linearly independent of z, we obtain that
gAx,f − f (Ayi)gx,f − f (Ax)gyi,f + f (x)gyi,A∗f = 0 for i = 1, 2. So we have that
(L(A) + AT − TA + (f (Tyi) + (Sf )(yi))A)x ⊗ f
= (f (L(A)yi) + (Sf )(Ayi) + f (ATyi))x ⊗ f + yi ⊗ (f (x)SA∗ − f (x)A∗S + f (L(A)x)
− f (x)L(A)∗ + f (ATx) + (Sf )(Ax) − (f (Tx) + (Sf )(x))A∗)f
for i = 1, 2. Applying both sides to y, we get that
(L(A) + AT − TA + (f (Tyi) + (Sf )(yi))A)x
= (f (L(A)yi) + (Sf )(Ayi) + f (ATyi))x + (f (x)S(A∗f )(y) − f (x)(Sf )(Ay) + f (L(A)x)
− f (x)f (L(A)y) + f (ATx) + (Sf )(Ax) − (f (Tx) + (Sf )(x))f (Ay))yi (3)
for i = 1, 2. Noting that y2 − y1 = z, by (3), then we have that
(f (Tz) + (Sf )(z))Ax = (f (L(A)z) + (Sf )(Az) + f (ATz))x + (f (x)S(A∗f )(y)
−f (x)(Sf )(Ay) + f (L(A)x) − f (x)f (L(A)y) + f (ATx) + (Sf )(Ax)
−(f (Tx) + (Sf )(x))f (Ay))z. (4)
If f (Tz) + (Sf )(z) = 0, by (4), then f (x)S(A∗f )(y) − f (x)(Sf )(Ay) + f (L(A)x) − f (x)f (L(A)y)
+ f (ATx) + (Sf )(Ax) − (f (Tx) + (Sf )(x))f (Ay) = 0 and hence
(L(A) + AT − TA + (f (Ty) + (Sf )(y))A)x = (f (L(A)y) + (Sf )(Ay) + f (ATy))x.
If f (Tz) + (Sf )(z) = 0, since z ∈ ker(f ), by Case 1, then we get that
f (L(A)z) + (Sf )(Az) + f (ATz) = (f (Tz) + (Sf )(z))f (Ay).
By (3), we have that
f (L(A)x) + f (ATx) − f (TAx) + f (Ty) + (Sf )(y)
f (Tz) + (Sf )(z) (f (L(A)z) + (Sf )(Az) + f (ATz))f (x)
= (f (L(A)y) + (Sf )(Ay) + f (ATy))f (x) + f (x)S(A∗f )(y) − f (x)(Sf )(Ay) + f (L(A)x)
− f (x)f (L(A)y) + f (ATx) + (Sf )(Ax) − (f (Tx) + (Sf )(x))f (Ay)
= f (ATy)f (x) + f (x)S(A∗f )(y) + f (L(A)x) + f (ATx) + (Sf )(Ax) − (f (Tx) + (Sf )(x))f (Ay).
Then it follows that
f (L(A)x) + f (ATx) + f (Ty) + (Sf )(y)
f (Tz) + (Sf )(z) (f (Tz) + (Sf )(z))f (Ay)f (x)
= f (L(A)x) + f (ATx) + (f (Ty) + (Sf )(y))f (Ay)f (x)
= f (ATy)f (x) + f (x)S(A∗f )(y) + f (L(A)x) + f (ATx)
+ 1
f (Tz) + (Sf )(z) [(f (L(A)z) + (Sf )(Az) + f (ATz))(f (Tx) + Sf (x))
+ (f (x)S(A∗f )(y) − f (x)(Sf )(Ay) + f (L(A)x) − f (x)f (L(A)y) + f (ATx) + (Sf )(Ax)
− (f (Tx) + (Sf )(x))f (Ay))(f (Tz) + Sf (z))] − (f (Tx) + (Sf )(x))f (Ay)
= f (ATy)f (x) + f (x)S(A∗f )(y) + f (L(A)x) + f (ATx)
+ 1
f (Tz) + (Sf )(z) [(f (Tz) + (Sf )(z))f (Ay)(f (Tx) + Sf (x)) + (f (x)S(A
∗f )(y) − f (x)(Sf )(Ay)
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+ f (L(A)x) − f (x)f (L(A)y) + f (ATx) + (Sf )(Ax) − (f (Tx) + (Sf )(x))f (Ay))(f (Tz) + Sf (z))]
− (f (Tx) + (Sf )(x))f (Ay)
= f (ATy)f (x) + f (x)S(A∗f )(y) + f (L(A)x) + f (ATx) + f (x)S(A∗f )(y) − f (x)(Sf )(Ay)
+ f (L(A)x) − f (x)f (L(A)y) + f (ATx) + (Sf )(Ax) − (f (Tx) + (Sf )(x))f (Ay).
Then we have that
(f (Ty) + (Sf )(y))f (Ay)f (x)
= (f (ATy) + S(A∗f )(y))f (x) + f (x)S(A∗f )(y) − f (x)(Sf )(Ay) + f (L(A)x) − f (x)f (L(A)y)
+ f (ATx) + (Sf )(Ax) − (f (Tx) + (Sf )(x))f (Ay)
= (f (ATy) + 2S(A∗f )(y) − (Sf )(Ay) − f (L(A)y))f (x) + f (L(A)x) + f (ATx) + (Sf )(Ax)
− (f (Tx) + (Sf )(x))f (Ay). (5)
Setting x = y, by (5), then we get that
(f (Ty) + (Sf )(y))f (Ay) = f (ATy) + 2S(A∗f )(y) − (Sf )(Ay) − f (L(A)y) + f (L(A)y)
+ f (ATy) + (Sf )(Ay) − (f (Ty) + (Sf )(y))f (Ay).
Thus it follows that
(f (Ty) + (Sf )(y))f (Ay) = f (ATy) + S(A∗f )(y).
By (5), we have that
f (x)S(A∗f )(y) − f (x)(Sf )(Ay) + f (L(A)x) − f (x)f (L(A)y) + f (ATx) + (Sf )(Ax)
− (f (Tx) + (Sf )(x))f (Ay) = 0.
Then obviously
(L(A) + AT − TA + (f (Ty) + (Sf )(y))A)x = (f (L(A)y) + (Sf )(Ay) + f (ATy))x.
Claim 4. λ = f (Ty) + (Sf )(y) = 0, i.e., L = DT + h.
For any A, B, C ∈ AlgN , we have that
L([[A, B], C]) = [T, [[A, B], C]] + λ[[A, B], C] + h([[A, B], C]).
Moreover, by the Jacobi identity, we get that
L([[A, B], C]) = [[L(A), B], C] + [[A, L(B)], C] + [[A, B], L(C)]
= [[[T, A] + λA + h(A), B], C] + [[A, [T, B] + λB + h(B)], C]
+ [[A, B], [T, C] + λC + h(C)]
= [[[T, A], B], C] + [[A, [T, B]], C] + [[A, B], [T, C]] + 3λ[[A, B], C]
= [[[B, A], T], C] + [[[T, B], A], C] + [[A, [T, B]], C] + [[A, B], [T, C]]
+ 3λ[[A, B], C]
= [[[C, T], [B, A]] + [[[B, A], C], T] + [[A, B], [T, C]] + 3λ[[A, B], C]
= [T, [[A, B], C]] + 3λ[[A, B], C].
So it follows that
2λ[[A, B], C] = h([[A, B], C])
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for any A, B, C ∈ AlgN .
If λ = 0, letting z ∈ ker(f ) is non-zero, then we have that
z ⊗ f = [[z ⊗ f , y ⊗ f ], y ⊗ f ] = 1
2λ
h([[z ⊗ f , y ⊗ f ], y ⊗ f ]),
by Lemma 2.2, we obtain that h([[z ⊗ f , y ⊗ f ], y ⊗ f ]) = 0. Hence, it follows that z ⊗ f = 0,
which is a contradiction. Then we have that L(A) = [T, A] + h(A) and h([[A, B], C]) = 0 for any
A, B, C ∈ AlgN . 
Theorem 2.3. Let X be of dimension greater than 2,N a non-trivial nest on X and L : AlgN → B(X ) a
Lie triple derivation. If {0} ⊂ {0}+, then L is proper, i.e., there exist a derivation d : AlgN → B(X ) and a
linearmapping h : AlgN → CI vanishing on every second commutator [[X, Y], Z] for anyX, Y, Z ∈ AlgN
such that L = d + h on AlgN .
Proof. (Sketch) Choosing a non-zero vector x ∈ {0}+, by the Hahn–Banach theorem, there exists
g ∈ X ∗ such that g(x) = 1. Let τ : x → x∗∗ be the canonical map from X into X ∗∗. Obviously,
x∗∗(g) = 1. For any f ∈ X ∗, noting that f˜ = f − x∗∗(f )g ∈ ker(x∗∗), then we have that X ∗ =
Cf ⊕ ker(x∗∗). Similar to Lemma 2.4, there is a bilinear functional g from {0}+ × X ∗ into C such
that (L(x ⊗ f ) − gx,f I)∗ker(x∗∗) ⊆ Cf and thus on ker(x∗∗) there exists a continuous functional
(L(x ⊗ f ) − gx,f I)∗ f˜ = Hx,f (f˜ )f for any f˜ ∈ ker(x∗∗). Still by Hx,f denotes such a special extension of
Hx,f toX ∗ which vanishes at g. Define a linearmapping Tx : X ∗ → X ∗ by Txf = (L(x⊗f )−gx,f I)∗g for
any f ∈ X ∗. Then (L(x⊗ f )− gx,f I)∗ = Txf ⊗ x∗∗ + f ⊗Hx,f . It is easy to see thatHx,f depends only on
x. Fix a non-zero vector x0 ∈ {0}+ and put T = Tx0 . Then there is a linearmapping S : τ({0}+) → X ∗∗
such that (L(x⊗ f )−gx,f I)∗ = Tf ⊗ x∗∗ + f ⊗ Sx∗∗. Similar to Theorem 2.2, for any A ∈ AlgN , we have
that L(A)∗ = [T, A∗] + λA∗ + h(A) for some λ ∈ C and h(A) ∈ CIX∗ . Since L is a Lie triple derivation,
we get that λ = 0. That is, L(A)∗ = [T, A∗] + h(A). For any A, B ∈ AlgN , we obtain that
((L − h)(AB))∗ = [T, (AB)∗]
= B∗[T, A∗] + [T, B∗]A∗
= B∗((L − h)(A))∗ + ((L − h)(B))∗A∗
= (((L − h)(A))B + A((L − h)(B)))∗.
That is, ((L − h)(AB)) = ((L − h)(A))B+ A((L − h)(B)), fromwhich we see that L − h is a derivation,
completing the proof. 
Theorem 2.4. LetN be a non-trivial nest on X , and L : AlgN → B(X ) be a Lie triple derivation. Then L
is proper, i.e., there exist a derivation d : AlgN → B(X ) and a linear mapping h : AlgN → CI vanishing
on every second commutator [[X, Y], Z] for any X, Y, Z ∈ AlgN such that L = d + h on AlgN .
Proof. By Theorems 2.1, 2.2 and 2.3, it is sufficient to consider the casewhen {0}+ = {0} andX− = X
with the dimension of X is greater than 2. Since X− = X , there exists a net {Nγ }γ∈ ⊂ N with{0} ⊂ Nγ ⊂ X such that X = ∨{Nγ }γ∈ . Further, for any g ∈ X ∗, it is easy to check that ker(g) =∨{ker(g) ∩ Nγ }γ∈ . Since {0} = ∧{N ∈ N : {0} ⊂ N ⊂ X }, then obviously each non-zero N
in N is infinite-dimensional. If g(Nγ ) = 0 for g ∈ X ∗, noting that every non-zero Nγ is infinite-
dimensional, then ker(g) ∩ Nγ = Nγ and thus ker(g) ∩ Nγ is infinite-dimensional; If g(Nγ ) = 0,
letting g(y) = 1 for some y ∈ Nγ , then x − g(x)y ∈ ker(g), i.e., (I − y ⊗ g)X = ker(g). Hence,
ker(g) ∩ Nγ = (I − y ⊗ g)Nγ , which implies that ker(g) ∩ Nγ is infinite-dimensional. Therefore, for
any γ ∈ , ker(g) ∩ Nγ is infinite-dimensional.
Further, we will show that for any non-zero g ∈ X ∗, there exists Nα ∈ N with {0} ⊂ Nα ⊂ X
such that Nα  ker(g). If not then, for any γ ∈ , we have that g(Nγ ) = 0. Since X = ∨{Nγ }γ∈ , it
follows that ker(g) = X . That implies that g = 0, which is a contradiction.
Let Nγ ∈ N with {0} ⊂ Nγ ⊂ X .
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Claim 1. For any x ∈ Nγ and f ∈ (Nγ )⊥−, there exist two linear mappings Tγ : Nγ → X and
Sγ : (Nγ )⊥− → X ∗ such that
L(x ⊗ f ) = Tγ x ⊗ f + x ⊗ Sγ f + gx,f I.
We now show that (Nγ )
⊥− is infinite-dimensional. Since {0}+ = {0}, there exists Nβ ∈ N with{0} ⊂ Nβ ⊂ X such that Nβ ⊂ Nγ . If not then {0}+ = Nγ , which is a contradiction. Then we have
that Nβ ⊆ (Nγ )−. It follows that {0} ⊂ (Nγ )− ⊂ X and so (Nγ )⊥− is infinite-dimensional.
For any x ∈ Nγ and f ∈ (Nγ )⊥−, noting that (Nγ )⊥− is infinite-dimensional, take a non-zero vector
f1 ∈ N⊥γ such that f1 and f are linearly independent and so there is y ∈ X such that f (y) = 0 and
f1(y) = 1. For any A ∈ AlgN and zγ ∈ ker(f ) ∩ Nγ , then
0= L([[x ⊗ f , zγ ⊗ f1], A])
= [[L(x ⊗ f ), zγ ⊗ f1], A] + [[x ⊗ f , L(zγ ⊗ f1)], A] + [[x ⊗ f , zγ ⊗ f1], L(A)]
= [[L(x ⊗ f ), zγ ⊗ f1] + [x ⊗ f , L(zγ ⊗ f1)], A].
By Lemma 2.3 (ii), we have that
[L(x ⊗ f ), zγ ⊗ f1] + [x ⊗ f , L(zγ ⊗ f1)] = λI
for some λ ∈ C. Therefore, we get that
L(x ⊗ f )zγ ⊗ f1 − zγ ⊗ (L(x ⊗ f ))∗f1 + x ⊗ L(zγ ⊗ f1)∗f − L(zγ ⊗ f1)x ⊗ f = λI.
Since I is infinite-rank, we obtain that λ = 0. So
L(x ⊗ f )zγ ⊗ f1 − zγ ⊗ L(x ⊗ f )∗f1 + x ⊗ L(zγ ⊗ f1)∗f − L(zγ ⊗ f1)x ⊗ f = 0.
Applying both sides to y, we get that
L(x ⊗ f )zγ = −f (L(zγ ⊗ f1)y)x + f1(L(x ⊗ f )y)zγ . (6)
We show below that f1(L(x ⊗ f )y) is not dependent on the choice of f1 and y. To do this, suppose
that y′ ∈ X and f2 ∈ (Nγ )⊥−. By (6), for any zγ ∈ ker(f ) ∩ Nγ , then
L(x ⊗ f )zγ = −f (L(zγ ⊗ f2)y′)x + f2(L(x ⊗ f )y′)zγ . (7)
Since Nγ is infinite-dimensional, choosing zγ 0 ∈ Nγ such that zγ 0 is linearly independent of x, by (6)
and (7), we have that
L(x ⊗ f )zγ 0 = −f (L(zγ 0 ⊗ f1)y)x + f1(L(x ⊗ f )y)zγ 0
and
L(x ⊗ f )zγ 0 = −f (L(zγ 0 ⊗ f2)y′)x + f2(L(x ⊗ f )y′)zγ 0.
Comparing the above two equations and recalling that x is linearly independent of zγ 0, it follows that
f (L(zγ 0 ⊗ f1)y) = f (L(zγ 0 ⊗ f2)y′) and f1(L(x ⊗ f )y) = f2(L(x ⊗ f )y′), as required.
Setting gx,f = f1(L(x ⊗ f )y), then (L(x ⊗ f ) − gx,f I)zγ ∈ Cx for any zγ ∈ ker(f ) ∩ Nγ . Since
ker(f ) = ∨{ker(f ) ∩ Nγ }γ∈ , we get that
(L(x ⊗ f ) − gx,f I)ker(f ) ⊆ Cx.
So there exists a functional ϕx,f on ker(f ) such that, for every z ∈ ker(f ),
(L(x ⊗ f − gx,f I)z = ϕx,f (z).
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Choose y ∈ X such that f (y) = 1. It is obvious that X = Cy⊕ ker(f ). Define a mapping Tγ f on Nγ by
Tγ f x = (L(x ⊗ f − gx,f I)y
for every x ∈ Nγ . Repeating the proof of Theorem 2.2, then there exist two linear mappings
Tγ : Nγ → X and Sγ : (Nγ )⊥− → X ∗ such that
L(x ⊗ f ) = Tγ x ⊗ f + x ⊗ Sγ f + gx,f I, (8)
for any x ∈ Nγ and f ∈ (Nγ )⊥−.
Claim 2. L(A) = [Tγ , A] + λγ A + hγ (A) on Nγ for some λγ ∈ C and hγ (A) ∈ CI.
Case 1: Nγ ⊆ ker(f ). By the preceding result, there exists Nα ∈ N with {0} ⊂ Nα ⊂ X such that
Nα  ker(f ) and so there is y ∈ Nα and f (y) = 1. One easily checks that Nγ ⊂ Nα and choose a
non-zero vector g ∈ N⊥α . Obviously, f and g are linearly independent. Hence there exists z ∈ X such
that f (z) = 0 and g(z) = 1.
Then we have that
L([[A, x ⊗ f ], y ⊗ g]) = L([Ax ⊗ f − x ⊗ A∗f , y ⊗ g])
= Tγ Ax ⊗ g + Ax ⊗ Sγ g + gAx,g I − f (Ay)Tγ x ⊗ g − f (Ay)x ⊗ Sγ g
− f (Ay)gx,gI,
and
L([[A, x ⊗ f ], y ⊗ g]) = [[L(A), x ⊗ f ], y ⊗ g] + [[A, L(x ⊗ f )], y ⊗ g]
+ [[A, x ⊗ f ], L(y ⊗ g)]
= L(A)x ⊗ g − f (L(A)y)x ⊗ g − g(L(A)x)y ⊗ f + ATγ x ⊗ g
+ (Sγ f )(y)Ax ⊗ g − f (Ay)Tγ x ⊗ g − (Sγ f )(Ay)x ⊗ g − g(ATγ x)y ⊗ f
+ g(Tγ x)y ⊗ A∗f + f (Tγ y)Ax ⊗ g + Ax ⊗ Sγ f − f (ATγ y)x ⊗ g
− f (Ay)x ⊗ Sγ g − (Sγ g)(Ax)y ⊗ f + (Sγ g)(x)y ⊗ A∗f .
Hence, we get that
(L(A) + ATγ − Tγ A + ((f (Tγ y) + (Sγ f )(y))A)x ⊗ g
= x ⊗ (f (L(A)y) + (Sγ f )(Ay) + f (ATγ y))g + y ⊗ (g(L(A)x) + g(ATγ x)
+ (Sγ g)(Ax) − ((g(Tγ x) + (Sγ g)(x))A∗)f + (gAx,g − f (Ay)gx,g)I.
Since I is infinite-rank, we obtain that gAx,g − f (Ay)gx,g = 0. So it follows that
(L(A) + ATγ − Tγ A + ((f (Tγ y) + (Sγ f )(y))A)x ⊗ g
= x ⊗ (f (L(A)y) + (Sγ f )(Ay) + f (ATγ y))g + y ⊗ (g(L(A)x) + g(ATγ x)
+ (Sγ g)(Ax) − ((g(Tγ x) + (Sγ g)(x))A∗)f .
Applying this to z, we have that
(L(A) + ATγ − Tγ A + ((f (Tγ y) + (Sγ f )(y))A)x
= (f (L(A)y) + (Sγ f )(Ay) + f (ATγ y))x − (g(Tγ x) + (Sγ g)(x))f (Az)y
Applying the above equation to f , we get that
f (L(A)x) + f (ATγ x) − f (Tγ Ax) + (f (Tγ y) + (Sγ f )(y))f (Ax) = −(g(Tγ x) + (Sγ g)(x))f (Az).
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Replacing A of the above equation by y ⊗ g, we have that
f (L(y ⊗ g)x) + f ((y ⊗ g)Tγ x) − f (Tγ (y ⊗ g)x) = −(g(Tγ x) + (Sγ g)(x))f ((y ⊗ g)z).
Noting that L(y ⊗ g) = Tγ y ⊗ g + y ⊗ Sγ g + gy,gI, it follows that
g(Tγ x) + (Sγ g)(x) = −(g(Tγ x) + (Sγ g)(x)),
from which we have that g(Tγ x) + (Sγ g)(x) = 0. Then we get that
(L(A) + ATγ − Tγ A + ((f (Tγ y) + (Sγ f )(y))A)x = (f (L(A)y) + (Sγ f )(Ay) + f (ATγ y))x.
Case 2: Nγ  ker(f ). Take y ∈ Nγ such that f (y) = 1.
Case 2.1: f (x) = 0. Putting y1 = y, y2 = y + x, we have that
L([[A, x ⊗ f ], yi ⊗ f ]) = L([Ax ⊗ f − x ⊗ A∗f , yi ⊗ f ])
= Tγ Ax ⊗ f + Ax ⊗ Sγ f + gAx,f I − f (Ayi)Tγ x ⊗ f − f (Ayi)x ⊗ Sγ f
− f (Ayi)gx,f I − f (Ax)Tγ yi ⊗ f − f (Ax)yi ⊗ Sγ f − f (Ax)gyi,f I,
and
L([[A, x ⊗ f ], yi ⊗ f ])
= [[L(A), x ⊗ f ], yi ⊗ f ] + [[A, L(x ⊗ f )], yi ⊗ f ] + [[A, x ⊗ f ], L(yi ⊗ f )]
= L(A)x ⊗ f − f (L(A)yi)x ⊗ f − f (L(A)x)yi ⊗ f + ATγ x ⊗ f + (Sγ f )(yi)Ax ⊗ f
− f (Ayi)Tγ x ⊗ f − (Sγ f )(Ayi)x ⊗ f − f (ATγ x)yi ⊗ f − f (Ax)yi ⊗ Sγ f + f (Tγ x)yi ⊗ A∗f
+ f (Tγ yi)Ax ⊗ f + Ax ⊗ Sγ f − f (ATγ yi)x ⊗ f − f (Ayi)x ⊗ Sγ f − f (Ax)Tγ yi ⊗ f
−(Sγ f )(Ax)yi ⊗ f + (Sγ f )(x)yi ⊗ A∗f
for i = 1, 2. Hence, we get that
(L(A) + ATγ − Tγ A + (f (Tγ yi) + (Sγ f )(yi))A)x ⊗ f
= x ⊗ (f (L(A)yi) + (Sγ f )(Ayi) + f (ATγ yi))f + yi ⊗ (f (L(A)x) + f (ATγ x) − f (Tγ x)A∗
+ (Sγ f )(Ax) − (Sγ f )(x)A∗)f + (gAx,f − f (Ayi)gx,f − f (Ax)gyi,f )I.
Applying both sides to x, we obtain thatμyi + (gAx,f − f (Ayi)gx,f − f (Ax)gyi,f )x = 0 for someμ ∈ C
and i = 1, 2, which implies that gAx,f − f (Ayi)gx,f − f (Ax)gyi,f = 0 for i = 1, 2. So we have that
(L(A) + ATγ − Tγ A + (f (Tγ yi) + (Sγ f )(yi))A)x ⊗ f
= x ⊗ (f (L(A)yi) + (Sγ f )(Ayi) + f (ATγ yi))f + yi ⊗ (f (L(A)x) + f (ATγ x) − f (Tγ x)A∗
+ (Sγ f )(Ax) − (Sγ f )(x)A∗)f
for i = 1, 2. Applying this to y, we have that
(L(A) + ATγ − Tγ A + (f (Tγ yi) + (Sγ f )(yi))A)x
= (f (L(A)yi) + (Sγ f )(Ayi) + f (ATγ yi))x + (f (L(A)x) + f (ATγ x) + (Sγ f )(Ax)
− (f (Tγ x) + (Sγ f )(x))f (Ay))yi. (9)
Noting that y2 − y1 = x, we get that
(f (Tγ x) + (Sγ f )(x))Ax = (f (L(A)x) + (Sγ f )(Ax) + f (ATγ x))x + (f (L(A)x) + f (ATγ x)
− f (Tγ x)f (Ay) + (Sγ f )(Ax) − (Sγ f )(x)f (Ay))x
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= (2f (L(A)x) + 2f (ATγ x) + 2(Sγ f )(Ax)
− (f (Tγ x) + (Sγ f )(x))f (Ay))x. (10)
If f (Tγ x) + (Sγ f )(x) = 0, then f (L(A)x) + f (ATγ x) + (Sγ f )(Ax) = 0 and hence
(L(A) + ATγ − Tγ A + ((Sγ f )(y) + f (Tγ y))A)x = (f (L(A)y) + (Sγ f )(Ay) + f (ATγ y))x.
If f (Tγ x) + (Sγ f )(x) = 0, by (9), we have that
f (L(A)x)+ f (ATγ x)− f (Tγ Ax) = f (L(A)x)+ f (ATγ x)+ (Sγ f )(Ax)− (f (Tγ x)+ (Sγ f )(x))f (Ay).
So we get that f (Tγ Ax) + (Sγ f )(Ax) = (f (Tγ x) + (Sγ f )(x))f (Ay). By (10), we have that
(f (Tγ x) + (Sγ f )(x))(f (Tγ x) + (Sγ f )(x))f (Ay)
= (f (Tγ x) + (Sγ f )(x))(f (Tγ Ax) + (Sγ f )(Ax))
= f (Tγ (f (Tγ x) + (Sγ f )(x))Ax) + (Sγ f )((f (Tγ x) + (Sγ f )(x))Ax)
= (2f (L(A)x) + 2(Sγ f )(Ax) + 2f (ATγ x) − f (Tγ x)f (Ay) − (Sγ f )(x)f (Ay))f (Tγ x)
+ (2f (L(A)x) + 2(Sγ f )(Ax) + 2f (ATγ x) − f (Tγ x)f (Ay) − (Sγ f )(x)f (Ay))(Sγ f )(x)
= (2f (L(A)x) + 2(Sγ f )(Ax) + 2f (ATγ x) − (f (Tγ x) + (Sγ f )(x))f (Ay))(f (Tγ x) + (Sγ f )(x)).
So we obtain that f (L(A)x) + (Sγ f )(Ax) + f (ATγ x) = (f (Tγ x) + (Sγ f )(x))f (Ay). Then
(L(A) + ATγ − Tγ A + (f (Tγ y) + (Sγ f )(y))A)x = (f (L(A)y) + (Sγ f )(Ay) + f (ATγ y))x.
Case 2.2: f (x) = 0. Choosing z ∈ ker(f ) ∩ Nγ , and putting y1 = y and y2 = y + z, for i = 1, 2,
then we have that
L([[A, x ⊗ f ], yi ⊗ f ]) = L([Ax ⊗ f − x ⊗ A∗f , yi ⊗ f ])
= L(Ax ⊗ f ) − f (Ayi)L(x ⊗ f ) − f (Ax)L(yi ⊗ f ) + f (x)L(yi ⊗ A∗f )
= Tγ Ax ⊗ f + Ax ⊗ Sγ f + gAx,f I − f (Ayi)Tγ x ⊗ f − f (Ayi)x ⊗ Sγ f
− f (Ayi)gx,f I − f (Ax)Tγ yi ⊗ f − f (Ax)yi ⊗ Sγ f − f (Ax)gyi,f I
+ f (x)Tγ yi ⊗ A∗f + f (x)yi ⊗ Sγ A∗f + f (x)gyi,A∗f I.
Moreover, we get that
L([[A, x ⊗ f ], yi ⊗ f ])
= [[L(A), x ⊗ f ], yi ⊗ f ] + [[A, L(x ⊗ f )], yi ⊗ f ] + [[A, x ⊗ f ], L(yi ⊗ f )]
= L(A)x ⊗ f − f (L(A)yi)x ⊗ f − f (L(A)x)yi ⊗ f + f (x)yi ⊗ L(A)∗f
+ ATγ x ⊗ f + (Sγ f )(yi)Ax ⊗ f − f (Ayi)Tγ x ⊗ f − (Sγ f )(Ayi)x ⊗ f
− f (ATγ x)yi ⊗ f − f (Ax)yi ⊗ Sγ f + f (Tγ x)yi ⊗ A∗f + f (x)yi ⊗ A∗(Sγ f )
+ f (Tγ yi)Ax ⊗ f + Ax ⊗ Sγ f − f (ATγ yi)x ⊗ f − f (Ayi)x ⊗ Sγ f
− f (Ax)Tγ yi ⊗ f − (Sγ f )(Ax)yi ⊗ f + f (x)Tγ yi ⊗ A∗f + (Sγ f )(x)yi ⊗ A∗f
for i = 1, 2. So it follows that
(L(A) + ATγ − Tγ A + (f (Tyi) + (Sγ f )(yi))A)x ⊗ f
= (f (L(A)yi) + (Sγ f )(Ayi) + f (ATγ yi))x ⊗ f + yi ⊗ (f (x)Sγ A∗
− f (x)A∗Sγ + f (L(A)x) − f (x)L(A)∗ + f (ATγ x) + (Sγ f )(Ax) − (f (Tγ x)
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+ (Sγ f )(x))A∗)f + (gAx,f − f (Ayi)gx,f
− f (Ax)gyi,f + f (x)gyi,A∗f )I.
for i = 1, 2. By applying both sides of the above equation to z, we have thatμyi+ (gAx,f − f (Ayi)gx,f −
f (Ax)gyi,f + f (x)gyi,A∗f )z = 0 for some μ ∈ C. Since yi is linearly independent of z, we obtain that
gAx,f − f (Ayi)gx,f − f (Ax)gyi,f + f (x)gyi,A∗f = 0 for i = 1, 2. So we have that
(L(A) + ATγ − Tγ A + (f (Tγ yi) + (Sγ f )(yi))A)x ⊗ f
= (f (L(A)yi) + (Sγ f )(Ayi) + f (ATγ yi))x ⊗ f + yi ⊗ (f (x)Sγ A∗ − f (x)A∗Sγ + f (L(A)x)
− f (x)L(A)∗ + f (ATγ x) + (Sγ f )(Ax) − (f (Tγ x) + (Sγ f )(x))A∗)f
for i = 1, 2. Applying both sides to y, we get that
(L(A) + ATγ − Tγ A + (f (Tγ yi) + (Sγ f )(yi))A)x
= (f (L(A)yi) + (Sγ f )(Ayi) + f (ATγ yi))x + (f (x)Sγ (A∗f )(y) − f (x)(Sγ f )(Ay) + f (L(A)x)
− f (x)f (L(A)y) + f (ATγ x) + (Sγ f )(Ax) − (f (Tγ x) + (Sγ f )(x))f (Ay))yi (11)
for i = 1, 2. Noting that y2 − y1 = z, by (11), then we have that
(f (Tγ z) + (Sγ f )(z))Ax
= (f (L(A)z) + (Sγ f )(Az) + f (ATγ z))x + (f (x)Sγ (A∗f )(y) − f (x)(Sγ f )(Ay) + f (L(A)x)
− f (x)f (L(A)y) + f (ATγ x) + (Sγ f )(Ax) − (f (Tγ x) + (Sγ f )(x))f (Ay))z. (12)
If f (Tγ z) + (Sγ f )(z) = 0, by (12), then f (x)Sγ (A∗f )(y) − f (x)(Sγ f )(Ay) + f (L(A)x) − f (x)f (L(A)y) +
f (ATγ x) + (Sγ f )(Ax) − (f (Tγ x) + (Sγ f )(x))f (Ay) = 0 and hence
(L(A) + ATγ − Tγ A + (f (Tγ y) + (Sγ f )(y))A)x = (f (L(A)y) + (Sγ f )(Ay) + f (ATγ y))x.
If f (Tγ z) + (Sγ f )(z) = 0, since z ∈ ker(f ), by Case 2.1, then we get that
f (L(A)z) + (Sγ f )(Az) + f (ATγ z) = (f (Tγ z) + (Sγ f )(z))f (Ay).
By (11), we have that
f (L(A)x) + f (ATγ x) − f (Tγ Ax) + f (Tγ y) + (Sγ f )(y)
f (Tγ z) + (Sγ f )(z) (f (L(A)z) + (Sγ f )(Az) + f (ATγ z))f (x)
= (f (L(A)y) + (Sγ f )(Ay) + f (ATγ y))f (x) + f (x)Sγ (A∗f )(y) − f (x)(Sγ f )(Ay) + f (L(A)x)
− f (x)f (L(A)y) + f (ATγ x) + (Sγ f )(Ax) − (f (Tγ x) + (Sγ f )(x))f (Ay)
= f (ATγ y)f (x) + f (x)Sγ (A∗f )(y) + f (L(A)x) + f (ATγ x) + (Sγ f )(Ax)
− (f (Tγ x) + (Sγ f )(x))f (Ay).
Then it follows that
f (L(A)x) + f (ATγ x) + f (Tγ y) + (Sγ f )(y)
f (Tγ z) + (Sγ f )(z) (f (Tγ z) + (Sγ f )(z))f (Ay)f (x)
= f (L(A)x) + f (ATγ x) + (f (Tγ y) + (Sγ f )(y))f (Ay)f (x)
= f (ATγ y)f (x) + f (x)Sγ (A∗f )(y) + f (L(A)x) + f (ATγ x)
+ 1
f (Tγ z) + (Sγ f )(z) [(f (L(A)z) + (Sγ f )(Az) + f (ATγ z))(f (Tx) + Sγ f (x))
+ (f (x)Sγ (A∗f )(y) − f (x)(Sγ f )(Ay) + f (L(A)x) − f (x)f (L(A)y) + f (ATγ x) + (Sγ f )(Ax)
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− (f (Tγ x) + (Sγ f )(x))f (Ay))(f (Tγ z) + Sγ f (z))] − (f (Tγ x) + (Sγ f )(x))f (Ay)
= f (ATγ y)f (x) + f (x)Sγ (A∗f )(y) + f (L(A)x) + f (ATγ x)
+ 1
f (Tz) + (Sf )(z) [(f (Tz) + (Sf )(z))f (Ay)(f (Tx) + Sf (x)) + (f (x)Sγ (A
∗f )(y)
− f (x)(Sγ f )(Ay) + f (L(A)x) − f (x)f (L(A)y) + f (ATγ x) + (Sγ f )(Ax)
− (f (Tγ x) + (Sγ f )(x))f (Ay))(f (Tγ z) + Sγ f (z))] − (f (Tγ x) + (Sγ f )(x))f (Ay)
= f (ATγ y)f (x) + f (x)Sγ (A∗f )(y) + f (L(A)x) + f (ATγ x) + f (x)Sγ (A∗f )(y) − f (x)(Sγ f )(Ay)
+ f (L(A)x) − f (x)f (L(A)y) + f (ATγ x) + (Sγ f )(Ax) − (f (Tγ x) + (Sγ f )(x))f (Ay).
Then we have that
(f (Tγ y) + (Sγ f )(y))f (Ay)f (x)
= (f (ATγ y) + Sγ (A∗f )(y))f (x) + f (x)Sγ (A∗f )(y) − f (x)(Sγ f )(Ay) + f (L(A)x)
− f (x)f (L(A)y) + f (ATγ x) + (Sγ f )(Ax) − (f (Tγ x) + (Sγ f )(x))f (Ay)
= (f (ATγ y) + 2Sγ (A∗f )(y) − (Sγ f )(Ay) − f (L(A)y))f (x) + f (L(A)x) + f (ATγ x)
+ (Sγ f )(Ax) − (f (Tγ x) + (Sγ f )(x))f (Ay). (13)
Setting x = y, by (13), then we get that
(f (Tγ y) + (Sγ f )(y))f (Ay)
= f (ATγ y) + 2Sγ (A∗f )(y) − (Sγ f )(Ay) − f (L(A)y) + f (L(A)y) + f (ATγ y) + (Sγ f )(Ay)
− (f (Tγ y) + (Sγ f )(y))f (Ay).
Thus it follows that
(f (Tγ y) + (Sγ f )(y))f (Ay) = f (ATγ y) + Sγ (A∗f )(y).
By (13), we have that
f (x)Sγ (A
∗f )(y) − f (x)(Sγ f )(Ay) + f (L(A)x) − f (x)f (L(A)y) + f (ATγ x) + (Sγ f )(Ax)
− (f (Tγ x) + (Sγ f )(x))f (Ay) = 0.
Then obviously
(L(A) + ATγ − Tγ A + (f (Tγ y) + (Sγ f )(y))A)x = (f (L(A)y) + (Sγ f )(Ay) + f (ATγ y))x.
Repeating the proof of Claim 4 in Theorem 2.2, we have that λγ = 0 on Nγ . That is, we get that
L(A) = [Tγ , A] + hγ (A) (14)
on Nγ . For any Nβ ∈ N and x ∈ Nβ , assuming that Nβ ⊂ Nγ , By (8), we have that
(Tγ − Tβ)x ⊗ f = x ⊗ (Sβ − Sγ )f ,
which means that Tγ − Tβ is a scalar multiple of the identity on Nβ . By (14), for any x ∈ Nβ , we have
that
[Tγ − Tβ, A] = hβ(A) − hγ (A).
Since Tγ −Tβ is a scalarmultiple of the identity onNβ , thenwe get that hγ (A) = hβ(A). Fixing γ0 ∈ ,
and setting h(A) = hγ0(A), it follows that L(A) = [Tγ , A] + h(A) on Nγ . Namely, (L− h)(A) = [Tγ , A]
on Nγ . It is easy to see that
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(L − h)(AB) = [Tγ , AB] = [Tγ , A]B + A[Tγ , B] = (L − h)(A)B + A(L − h)(B)
on Nγ . Noting that X = ∨{Nγ }γ∈ , we get that (L − h)(AB) = (L − h)(A)B+ A(L − h)(B) on X . That
is, (L − h) is a derivation, completing the proof. 
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