We explicitly introduce and exploit div-curl Young measures to examine optimal design problems governed by a linear state law in divergence form. The cost is allowed to depend explicitly on the gradient of the state. By means of this family of measures, we can formulate a suitable relaxed version of the problem, and, in a subsequent step, put it in a similar form as the original optimal design problem with an appropriate set of designs and generalized state law. Many of the issues involved has been analyzed elsewhere. The emphasis here is placed on the fact that, by using div-curl Young measures, we make the treatment dimension-independent.
Introduction
Our motivation is the analysis of a typical optimal design problem in conductivity of the form Minimize in χ :
and consider the sequence of pairs {(F j , ∇u j )}. This is a sequence of div-curl pairs (div F j = 0, curl ∇u j = 0) because of the diffusion state equation. It generates in the limit a div-curl Young measure ν = {ν x } x∈Ω . What do we know about the support of this family of measures? It is evident, because of the form of F j coming from the state equation, that supp(ν x ) ⊂ Λ α ∪ Λ β
where Λ γ = {(λ, ρ) ∈ R N × R N : ρ = γλ}, γ = α, β.
Therefore we have a div-curl Young measure ν whose support is restricted to be contained in the union of those two linear manifolds. We claim that this provides a lot of information on ν, which eventually suffices to solve the optimal design problem completely in the sense that we can produce an explicit, relaxed version of it, and whose optimal solutions encode the precise information to build (some) minimizing sequences of designs. Notice that the cost functional can also be written explicitly in terms of ν. If we put ν x = t(x)ν x,α + (1 − t(x))ν x,β where each ν x,γ has its support contained in Λ γ , then the limit of the costs corresponding to χ j will be
x,α (λ) + a β (1 − t(x))
x,β (λ) dx.
Here ν (1) x,γ is the projection of ν x,γ onto the first copy of R N . To state our main theorem, we introduce a bit of notation. For 0 < α < β, a α , a β as before, let m(t, λ, ρ) stand for the minimum value of the linear programming problem Minimize in (s α , s β ) ∈ R 2 : a α ts α + a β (1 − t)s β subject to the constraints λ · ρ = tαs α + (1 − t)βs β ,
Further if
Theorem 0.1. Consider the problem Minimize in (t, s, u) :
This problem is a relaxation of the original optimal design problem in the sense:
• the infimum for the original problem equals the minimum for this problem;
• optimal solutions for this problem encode in a precise way (see below) the optimal microestructures for the original problem.
Notice that by taking t = 0 and t = 1, the relaxed problem reduces to the original one. We will specify later (formulae in Lemma 3.1 of section 3) this "precise way" in which optimal microestructures can be built from optimal solutions of the relaxed version. This is always done through div-curl laminates of at most second-order (see section 3 and [16] ).
We know, because it is a relaxation, that this is a well-posed optimal design problem whose optimal solutions can be approximated by exploiting optimality conditions, or by looking for descent directions. We will pursue this approach in a forthcoming work. The explicit form for ψ can be given for each choice of the coefficients a α and a β . We include a particular example at the end of section 3.
Let us emphasize again that the main contribution of this note is to free the analysis of previous works (see references above), which is only valid for the case of 2 or 3 dimensions, to any dimension without the need of making any distinction based on the dimension of the problem. We will not therefore prove again formal results and computations which are exactly the same in our context. In particular, we simply incorporate facts which have been discussed in detail in [2, 16, 17] with some indications when appropriate. We refer readers to these papers for a full discussion.
Div-Curl Young measures
This is the class of Young measures associated with a sequence of pairs of vector fields {(F j , G j )} such that
where Ω ⊂ R N is a regular, bounded domain, and
in a weak sense. Under the additional assumption of simple-connectedness of Ω, we can put G j = ∇u j for a certain u j ∈ H 1 (Ω; R n ), so that we will consider from the start sequences of pairs {(F j , ∇u j )} and forget about the simple-connectedness of Ω. In what follows, more general assumptions can be allowed on the spaces of fields in the sense that the divergence-free and curl-free requirements for F j and G j , respectively, can be relaxed.
We know ( [3, 9, 15, 22] ) that we can always associate with such a sequence (rather a subsequence) of pairs a family of probability measures, its Young measure ν = {ν x } x∈Ω , supported in M m×N ×M m×N , such that whenever the sequence of functions {φ(x, F j (x), ∇u j (x))} weakly converges in L 1 (Ω) for some Carathéodory integrand φ, the weak limit is given bȳ
More formally, we adopt the following definition.
and the Young measure associated with {(F j , ∇u j )} is ν.
The whole point is to understand better this class of measures, and, in particular, how the property of being a pair with an essentially-divergence-free component and a gradient, translates into the structure of the Young measure itself. We are specially interested, bearing in mind the application to optimal design problems, in exploring the interaction between the divergence-free and the curl-free components of the sequence of pairs. It is important to point out that this is a very particular situation of the rather general framework of A-quasiconvexity, and A-Young measures as introduced and discussed in [6] . See also [18] . We will in fact rely on this work for all the proofs and rigorous facts of this section. Indeed, the rest of this section is a reminder of the main facts about this class of measures whose proofs can be found in that reference.
The main constraint on this class of measures, from our point of view, is, however, an immediate consequence of the classic and well-known div-curl lemma ( [10, 19, 21] ).
, and let {∇u j } be a bounded sequence of gradients in H 1 (Ω; R m ) converging weakly to ∇u. Then
By a direct application of this fundamental result to div-curl Young measures, we obtain the fundamental commutation property.
where ν (i)
x , i = 1, 2, are the marginals on the two components, respectively.
Notice that the product ρλ T is an m × m matrix. The localization principle is also valid for this class of Young measures. This basically says that if ν = {ν x } x∈Ω is a div-curl Young measure, then for a.e. a ∈ Ω each individual member ν a is in its own right a homogeneous (not dependent on x ∈ Ω), div-curl Young measure, which means that it can be generated by a new sequence of pairs {(F a j , ∇u a j )} (depending on a) with div(F a j ) → 0 in Ω. These pairs of fields are obtained through a typical process of localization or blow-up around a from the pairs determining the initial div-curl Young measure. This is standard ( [6, 15] ). Conversely, we can glue together specific, homogeneous div-curl Young measures, one for each point x ∈ Ω, in a big div-curl Young measure all over Ω. The only requirement is that the resulting barycenter be consistent with the div-curl constraint.
Lemma 1.4 ([6]).
A family of probability measures ν = {ν x } x∈Ω is a div-curl Young measures if and only if:
• For a.e. x ∈ Ω, each individual ν x is a homogeneous, div-curl Young measure itself.
• There exists a divergence-free vector field F in L 2 (Ω; R m ), and a field u ∈ H 1 (Ω; R m ) such that
There is another important issue that refers to a specific, general way of constructing explicitly div-curl Young measures. This is the analogue of laminates for gradient Young measures ( [15] ), and it is based on the same principle. This is again standard. The basic construction and the typical recursive procedure are recorded in the next lemma.
as m × m matrices. Then the probability measure
is a div-curl Young measure for all t ∈ [0, 1].
If ν 1 and ν 2 are two div-curl Young measures with barycenters (ρ 1 , λ 1 ) and (ρ 2 , λ 2 ), respectively, such that (3) holds, then
is a div-curl Young measure too for any t ∈ [0, 1].
The variational reformulation
We start this section by stating the genuine variational reformulation of the original optimal design problem. To that end, consider the integrands defined by
Then it is an elementary exercise to see that the initial problem can be reformulated in the following terms Minimize in (F, u) :
This equivalent formulation suffers from the same troubles as the initial problem, so that it is in need of relaxation. Because this variational problem has been formulated in a local fashion, its relaxation can be examined by means of Young measures as is typically done for variational problems ( [3, 9, 15, 22] ). In this way, we are led to understand Young measures corresponding to sequences of pairs {(F j , ∇u j )} with div F j = 0 in Ω. These are div-curl Young measures. If we expect to gain something by looking at the relaxed formulation in terms of this family of measures, it is necessary to know them better. We have already stated many of their general properties in the preceding section. We now specialized some of those properties to the situation of our design problem. Suppose that {χ j } is a sequence of admissible characteristic functions for our initial optimal design problem, so that if the sequence of fields F j is given by (1), then the Young measure ν = {ν x } x∈Ω associated with the sequence of pairs {(F j , ∇u j )} is a div-curl Young measure as defined in the previous section. Because of the specific relationship between F j and ∇u j , it is also elementary to conclude as in (2) for a.e. x ∈ Ω. In this way, each individual ν x is a homogeneous div-curl Young measure supported in the union of those two linear manifolds. The main contribution in this section is the converse of this statement. Proposition 2.1. A family of probability measures ν = {ν x } x∈Ω corresponds to a sequence of pairs
where χ j is a sequence of feasible characteristic functions for our original optimal design problem, if and only if:
• Each ν x as such is a homogeneous div-curl Young measure supported in the union Λ α ∪ Λ β , and there is t :
with each ν x,γ supported in Λ γ .
x (λ).
Proof. The proof amounts to showing that if we have a family ν = {ν x } x∈Ω of probability measures verifying the conditions on the statement, then there is a sequence of feasible characteristic functions {χ j } so that ν = {ν x } x∈Ω is precisely the div-curl Young measure associated with the pairs in (4) . Notice that this is essentially what Lemma 1.4 says. What is at stake is the fact that the sequence of generating pairs in (4) should take on values on the two manifolds everywhere, and not only "approximately." This sort of arguments were used in a careful way in [2] , but we include here the main idea of the proof in the context of div-curl Young measures. Assume, then, that we have a family of probability measures ν = {ν x } x∈Ω such that the conditions on the statement hold. By Lemma 1.4, there exists a sequence of pairs {(F j , ∇u j )} such that theirs squares are equiintegrable in Ω, div F j → 0 in H −1 (Ω; R m ), and its corresponding Young measure is precisely the family ν. This implies that for a.e. x ∈ Ω, and for j large, the pairs {(F j , ∇u j )} have to be close to one of the two manifolds Λ α or Λ β . More precisely, put
This function measures the distance from the pair (F j , ∇u j ) to the union of the two manifolds. It is clear that there is a characteristic function χ j (x) such that
and
Because of the integrability of {|∇u j | 2 }, we can modify a bit this characteristic function, in a small subset of negligible measure as j → ∞, so that Ω χ j (x) dx = t 0 |Ω|, and still {φ j } is equiintegrable in Ω. For this sequence of functions the representation in terms of the Young measure ν holds (because of the integrability just mentioned) and
because each ν x is supported in the union of the two manifolds where one of the two terms in the minimum vanishes while the other is positive. Let µ = {µ x } x∈Ω be the Young measure associated with the sequence of pairs
where v j are the solutions of
We claim that v j − u j converges strongly to zero in H 1 (Ω; R m ). Indeed, if we put
The right-hand side can be rewritten as
Because div F j → 0, div H j = 0, and u j − v j → 0 on ∂Ω, the second term converges to zero as j → ∞. By using Hölder inequality in the first term, we arrive at
Conclude by (5) and (6) . In a similar way, by using the reverse inequality
and using the same identities as above, conclude that
Hence F j − H j converges strongly to zero in L 2 . It is well-known (see [15] ) that the strong convergence just shown implies that the Young measures corresponding to the two sequences of pairs
is in fact the same family of measures. In addition, the sequence of pairs {(H j , ∇v j )} can be shown to be equiintegrable in L 2 (Ω). This concludes the proof.
As a direct consequence of this proposition, it is clear that our main concern is to deal with probability measures ν (no dependence on x) supported in the union Λ α ∪ Λ β that are div-curl Young measures. Our strategy is therefore to reformulate the relaxation of the initial optimal design problem in terms of this class of measures.
We turn to the situation of our design problem where m = 1 so that the state u is a single function, and ∇u(x) and F (x) are vectors in R N . The relaxation of the original optimal design problem in terms of this family of measures reads as Minimize in ν :
To proceed further with the analysis of this relaxed formulation, we regard x ∈ Ω as a parameter, and put
If we let CQW(t, ρ, λ) stand for the minimum of
under the constraints
then, basically because of the localization property of div-curl Young measures, we find a relaxed formulation at the level of the first moments of div-curl Young measures, namely, Minimize in (t, F, u) :
See [17] for more details on this passage. The notation CQW comes from the term "constrained quasiconvexification." It is also of the greatest relevance to detect an optimal feasible measure µ (t,ρ,λ) furnishing the optimal value CQW(t, ρ, λ), because once we find optimal triplets (t, F, ∇u) for this last variational problem, the family of measures
will be optimal for the previous relaxation in terms of measures, and hence will provide the information to build optimal microstructures for our optimal design problem. Our task is to explore and compute CQW(t, ρ, λ), and detect at least one optimal div-curl measure µ (t,ρ,λ) .
Relaxation
Let ν be a div-curl Young measure supported in the union
We can decompose ν = tν α + (1 − t)ν β where ν γ is a probability measure (most likely not a div-curl Young measure itself) supported in Λ γ .
Let us look at the first moment of ν
where ν (1) γ is the projection of ν γ onto the first copy of R N of the product R N × R N . If we put
From these two identities, we can express λ γ in terms of λ and ρ. Namely,
On the other hand, the commutation with the inner product Lemma 1.3 yields
But the integral on the left-hand side can be written
We will consider the variables
By Jensen's inequality we must enforce the constraints
Let us turn to the cost functional and check that it can be explicitly expressed in terms of these variables s γ as well. Indeed, the cost functional is a α ts α + (1 − t)βs β .
Altogether, we would like to solve the linear programming problem in the variables (s α , s β ) Minimize in (s α , s β ) ∈ R 2 : a α ts α + a β (1 − t)s β subject to the constraints
is a relaxation of the initial optimal design problem in the sense that it admits optimal solutions, its minimum coincides with the infimum of the original problem, and optimal solutions encode, in the sense of Young measures, the optimal microstructures for the design problem.
As an illustration, take a β = 1, a α = 0. Then the optimal solution in the linear programming problem defining CQW is achieved for
and the value of the minimum is 
A final transformation for the relaxed problem
The form of the relaxed problem in Theorem 3.2 is somewhat inappropriate, as it does not show a similar structure as the optimal design problem it comes from. The main drawback is that we do not have a state equation as such. We now elaborate a bit that relaxation in order to write it in a more familiar form. We introduce an additional design variable s ∈ B where B is the unit ball in R N . The relationship between t, s, λ, and ρ comes from (8) . Indeed, if we put s = 2[α(1 − t) + βt] t(1 − t)(β − α) 2 |λ| ρ − 2αβ + t(1 − t)(β − α)
then s ∈ B. So that
Put even further ϕ(t, s, λ) = 2αβ + t(1 − t)(β − α) Since ρ is the variable for F in Theorem 3.2, we are led to consider the state equation div ϕ(t(x), s(x), ∇u(x)) = 0 in Ω, u = u 0 on ∂Ω.
This is a non-linear, regular elliptic equation because it comes from a relaxation of a well-posed elliptic problem (for each fixed χ). After some elementary algebra, the cost density can be written in the particular case a β = 1, a α = 0, as ψ(t, s, λ) = (1 − t) 4[α(1 − t) + βt] 2 (2α + t(β − α))λ + t(β − α)|λ|s 2 .
In general ψ and CQW are related through (9) and (10) . Therefore, our final relaxed problem, through which we can understand optimal microstructures for our initial optimal design problem, is precisely the one stated in Theorem 0.1. Once we have solved this new relaxed optimal design problem in the form (t(x), s(x), ∇u(x)), optimal div-curl laminates are found by first using (10) to find F (x)(= ρ(x)), and then by putting ν x = µ (t(x),F (x),∇u(x)) according to (7) and Lemma 3.1.
