ABSTRACT. Let G be a connected, reductive group, and let V be a finite-dimensional linear representation of G. There is a vertex algebra S(V ) Θ + which we call the algebra of invariant chiral differential operators on V . It is a certain commutant subalgebra of the βγ-system S(V ), and is analogous to the classical ring D(V )
Introduction
Let G be a connected, reductive algebraic group over C with Lie algebra g. Let V be a finite-dimensional linear representation of G, and let D(V ) denote the Weyl algebra of differential operators on V with polynomial coefficients. The ring D(V ) G of invariant
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differential operators on V is a basic object in classical invariant theory, and it has a natural vertex algebra analogue which was introduced and studied in some special cases in [12] and [13] . First, D(V ) has a vertex algebra analogue S(V ) known as the βγ-system, or algebra of chiral differential operators [7] . S(V ) is related to D(V ) via the Zhu functor [18] , which attaches to every vertex algebra V an associative algebra A(V) known as the Zhu algebra of V, together with a surjective linear map π Zh : V → A(V). Moreover, the representation ρ : g → End(V ) induced by the action of G induces a vertex algebra homomorphism
O(g, B) → S(V ). (1.1)
Here O(g, B) is the current algebra of g associated to the bilinear form B(ξ, η) = −T r(ρ(ξ)ρ(η)). Letting Θ denote the image of O(g, B) inside S(V ), the commutant Com(Θ, S(V )), which we denote by S(V ) Θ + , is just the invariant space S(V ) g [t] . Accordingly, we call S(V ) Θ + the algebra of invariant chiral differential operators on V . There is a commutative diagram S(V )
Here the horizontal maps are inclusions, and the map π on the left is the restriction of π Zh to the subalgebra S(V ) Θ + . In general, π is not surjective, and D(V ) G need not be the Zhu algebra of S(V ) Θ + .
For a general vertex algebra V and subalgebra A, the commutant Com(A, V) was introduced by Frenkel-Zhu in [6] , generalizing a previous construction in representation theory [10] and conformal field theory [8] known as the coset construction. We regard V as a module over A via the left regular action, and we regard Com(A, V), which we often denote by V A + , as the invariant subalgebra. Finding a set of generators for V A + , or even determining when it is finitely generated as a vertex algebra, is generally a non-trivial problem. If V is completely reducible as an A-module, V A + can often be described using representation theory; the process is analogous to finding the invariants of a module M over a reductive group G by decomposing M as a G-module and picking out the trivial submodule. A well-known example is the Goddard-Kent-Olive construction [8] . However, if V is not a sum of irreducible A-modules, there are few existing techniques for studying V A + .
It is also natural to study the double commutant Com(V A + , V), which always contains A. If A = Com(V A + , V), we say that A and V A + form a Howe pair inside V. Since
Com(Com(V
a subalgebra B is a member of a Howe pair if and only if B = V A + for some A.
In our main example V = S(V ) and A = Θ, S(V ) does not generally decompose into a sum of irreducible Θ-modules. In this paper, we follow the approach introduced in [12] , which is to pass to a suitable classical limit and reduce the problem to a question in commutative algebra. More precisely, S(V ) has a certain filtration under which the associated graded object gr(S(V )) can be interpreted as the ring of polynomial functions on the (infinite) jet scheme
The action of G on V ⊕ V * induces an action of the Lie algebra g [t] on O(J ∞ (V ⊕ V * )).
The invariant subalgebra O(J ∞ (V ⊕ V * )) g [t] is closely related to S(V ) Θ + , and in some cases can be used to find generators of S(V ) Θ + as a vertex algebra. Invariant rings of the
where V is a linear representation of G were first studied (to the best of our knowledge) by D. Eck [1] [2]. Eck was primarily interested in the case where G and V are real, although in [2] he worked with the complexifications of G and V in order to use tools from algebraic geometry. He conjectured that O(J m (V )) g [t] should be generated by O(V ) G together with all "derivatives" {D i (f )| f ∈ O(V ) G , i > 0}, in an appropriate sense, and proved this in the case where the categorical quotient V //G = Spec(O(V ) G ) is smooth. In fact, Eck worked with jets of maps C n → V , whereas in this paper we only work with jets of maps C → V . More recently, J. Perez Alvarez proved Eck's conjecture when G is a compact, real Lie group and V is a real, irreducible representation of G [16] .
In this paper, we restrict ourselves to the complex setting. We say that O(V ) contains no invariant lines if O(V ) contains no non-trivial one-dimensional G-submodule. In our applications, G will be semisimple, so any V will automatically satisfy this condition. We prove that for any connected, reductive G and any G-representation V for which O(V ) contains no invariant lines, O(J m (V )) g [t] is indeed generated by O(V ) G together with its derivatives, for m ≥ 1. Under some conditions, this result is enough to reconstruct the vertex algebra S(V ) Θ + . Using this approach, we describe S(V ) Θ + in the case where G is one of the classical Lie groups SL n , SO n , or Sp 2n , and V is a direct sum of copies of the standard representation. In all these examples, S(V ) Θ + is strongly finitely generated as a vertex algebra. We also consider the double commutant Com(S(V ) Θ + , S(V )) in these cases, and we find analogues of classical GL n − GL m , SO n − sp 2m , and Sp 2n − so 2m Howe duality in this setting. These examples indicate that even when a subalgebra A ⊂ V does not act semisimply on V, the commutant V A + may have a nice structure. We hope to develop these techniques further and continue to study the vertex algebra commutant problem in future work.
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Invariant differential operators
Fix a basis {x 1 , . . . , x n } for V and a corresponding dual basis {x
Weyl algebra D(V ) is generated by the linear functions x ′ i and the first-order differential operators
Let G be a connected, reductive algebraic group with Lie algebra g, and let V be a linear representation of G. Then G acts on D(V ) by algebra automorphisms, and induces an action ρ : g → Der(D(V )) by derivations of degree zero. In fact, this action can be realized by inner derivations: there is a Lie algebra homomorphism
Given ξ ∈ g, τ (ξ) is just the linear vector field on V generated by ξ, and ξ acts on D(V ) by [τ (ξ), −]. We can extend τ to a map Ug → D(V ), where Ug denotes the universal enveloping algebra of g. Since G is connected, the invariant ring D(V ) G coincides with the commutant Com(τ (Ug), D(V )). Since G preserves the filtration on D(V ), (2.1) restricts to a filtration D(V )
Vertex algebras
In this section, we define vertex algebras, following the notation in [12] . For a list of references, see page 117 of [12] . Let V = V 0 ⊕ V 1 be a super vector space over C, and let z, w be formal variables. By QO(V ), we mean the space of all linear maps
Each element a ∈ QO(V ) is assumed to be of the shape a = a 0 + a 1 where a i : V j → V i+j ((z)) for i, j ∈ Z/2Z, and we write |a i | = i. Each a ∈ QO(V ) can be uniquely represented as a power series
On QO(V ) there is a set of non-associative bilinear operations, • n , indexed by n ∈ Z, which we call the n-th circle products. For homogeneous a, b ∈ QO(V ), they are defined by
Here ι |z|>|w| f (z, w) ∈ C[[z, z −1 , w, w −1 ]] denotes the power series expansion of a rational function f in the region |z| > |w|. We usually omit the symbol ι |z|>|w| and just write (z − w) −1 to mean the expansion in the region |z| > |w|, and write −(w − z) −1 to mean the expansion in |w| > |z|. It is easy to check that a(w) • n b(w) above is a well-defined element of QO(V ).
The non-negative circle products are connected through the operator product expansion (OPE) formula. For a, b ∈ QO(V ), we have
which is often written as
where ∼ means equal modulo the term : a(z)b(w) : . Here
where a(z) − = n<0 a(n)z −n−1 and a(z) + = n≥0 a(n)z −n−1 . Note that : a(w)b(w) : is a well-defined element of QO(V ). It is called the Wick product of a and b, and it coincides with a • −1 b. The other negative circle products are related to this by
where ∂ denotes the formal differentiation operator
. For a 1 (z), ..., a k (z) ∈ QO(V ), the k-fold iterated Wick product is defined to be :
where
. Usually, we will omit the formal variable z when no confusion will arise.
The set QO(V ) is a nonassociative algebra with the operations • n and a unit 1. We have 1• n a = δ n,−1 a for all n, and a• n 1 = δ n,−1 a for n ≥ −1. A linear subspace A ⊂ QO(V ) containing 1 which is closed under the circle products will be called a circle algebra. In particular A is closed under ∂ since ∂a = a • −2 1. A subset S = {a i | i ∈ I} of A is said to generate A if any element a ∈ A can be written as a linear combination of nonassociative words in the letters a i , • n , for i ∈ I and n ∈ Z. We say that S strongly generates A if any a ∈ A can be written as a linear combination of words in the letters a i , • n for n < 0. Equivalently, A is spanned by the collection {:
for some N ≥ 0. Here [, ] denotes the super bracket. If N can be chosen to be 0, we say that a, b commute. A circle algebra is said to be commutative if its elements pairwise circle commute.
The notion of a commutative circle algebra is abstractly equivalent to the notion of a vertex algebra (see for example [5] ). Briefly, every commutative circle algebra A is itself a faithful A-module, called the left regular module. Define
Then ρ is an injective circle algebra homomorphism, and the quadruple of structures (A, ρ, 1, ∂) is a vertex algebra. Conversely, if (V, Y, 1, D) is a vertex algebra, the collection Y (V ) ⊂ QO(V ) is a commutative circle algebra. We will refer to a commutative circle algebra simply as a vertex algebra throughout the rest of this paper.
Examples
Given a Lie algebra g equipped with a symmetric g-invariant bilinear form B, the current algebra O (g, B) is the universal vertex algebra with generators {X ξ (z)| ξ ∈ g}, which satisfy the OPE relations 
Given a finite-dimensional vector space V , the βγ-system or algebra of chiral differential operators S(V ) was introduced in [7] . It is the unique even vertex algebra with
We give S(V ) the conformal structure
: S(V ) has an additional Z-grading which we call the βγ-charge. Define
:
The zeroth Fourier mode v(0) acts diagonalizably on S(V ); the βγ-charge grading is just the eigenspace decomposition of S(V ) under v(0). For x ∈ V and x ′ ∈ V * , β x (z) and γ x ′ (z) have βγ-charges −1 and 1, respectively.
The commutant construction
Definition 3.2. Let V be a vertex algebra, and let A be a subalgebra. The commutant of A in V, denoted by Com(A, V) or V A + , is the subalgebra of vertex operators v ∈ V such that [a(z), v(w)] = 0 for all a ∈ A. Equivalently, a(z) • n v(z) = 0 for all a ∈ A and n ≥ 0.
We regard V A + as the algebra of invariants in V under the action of A. If A is a homomorphic image of a current algebra O(g, B),
.
Our main example of this construction comes from a linear representation V of a Lie group G. Let ρ : g → End(V ) be the induced representation of the Lie algebra g. There is an induced vertex algebra homomorphismτ : O(g, B) → S(V ), which is analogous to the map
In terms of a basis {x 1 , . . . , x n } for V and dual basis {x
Note that this formula is obtained from ( 
The Zhu functor
Let V be a vertex algebra with weight grading V = n∈Z V n . The Zhu functor [18] attaches to V an associative algebra A(V), together with a surjective linear map π Zh : V → A(V). For a ∈ V m , and b ∈ V, define
and extend * by linearity to a bilinear operation V ⊗V → V. Let O(V) denote the subspace of V spanned by elements of the form
for a ∈ V m , and let A(V) be the quotient V/O(V), with projection π Zh : is an associative algebra with unit [1] . The assignment V → A(V) is functorial.
Our main example is V = S(V ), equipped with the conformal structure (3.4). Then A(S(V )) is generated by {[γ
In general, for any subalgebra B ⊂ V, we have a commutative diagram
Here B = π Zh (B) ⊂ A(V), and Com(B, A(V)) is the ordinary commutant in the theory of associative algebras. The horizontal maps are inclusions, and π is the restriction of π Zh to Com(B, V). A natural question is to determine when π is surjective, and more generally, to describe Im(π) and Coker(π). In our main example V = S(V ) and A = Θ, we have
Category R
In [12] the authors considered a certain category R of vertex algebras, together with a functor from R to the category of supercommutative rings. This functor provides a bridge between vertex algebras and commutative algebra, and it allows us to study vertex algebras A ∈ R by using the tools of commutative algebra and algebraic geometry.
Definition 4.1. Let R be the category of vertex algebras A equipped with a Z ≥0 -filtration
An element a(z) ∈ A is said to have degree d if d is the minimal integer for which a(z) ∈ A (d) . Morphisms in R are morphisms of vertex algebras which preserve the above filtration.
Filtrations on vertex algebras satisfying (4.2)-(4.3) were introduced in [11] and are known as good increasing filtrations. If A possesses such a filtration, it follows from (4.2)-(4.3) that the associated graded object
is a Z ≥0 -graded associative, supercommutative algebra with a unit 1 under a product induced by the Wick product on A. In general, there is no natural linear map A → gr(A), but for each d ≥ 1 we have the projection
Moreover, gr(A) has a derivation ∂ of degree zero (induced by the operator ∂ = d dz on A), and for each a ∈ A (d) and n ≥ 0, the operator a• n on A induces a derivation of degree d − k on gr(A). Here
as in [12] . Finally, these derivations give gr(A) the structure of a vertex Poisson algebra.
The assignment A → gr(A) is a functor from R to the category of Z ≥0 -graded supercommutative rings with a differential ∂ of degree 0, which we will call ∂-rings. A ∂-ring is the same thing as an abelian vertex algebra (i.e., a vertex algebra V in which [a(z), b(w)] = 0 for all a, b ∈ V). A ∂-ring A is said to be generated by a subset {a i | i ∈ I} if {∂ k a i | i ∈ I, k ≥ 0} generates A as a graded ring. The key feature of R is the following reconstruction property [12] :
Lemma 4.2. Let A be a vertex algebra in R and let {a i | i ∈ I} be a set of generators for gr(A) as a ∂-ring, where a i is homogeneous of degree
A is strongly generated as a vertex algebra by {a i (z)| i ∈ I}. In other words, A is spanned by the collection of iterated Wick products
The main example we have in mind is S(V ) equipped with the following filtration, which is analogous to the Bernstein filtration on D(V ). For r > 0, S(V ) (r) is spanned by the collection
We often denote gr(S(V )) by P ; it is the polynomial algebra
The mapτ : O(g, B) → S(V ) given by (3.6) induces an action of g[t] on P by derivations of degree 0, defined on generators by
The derivation ∂ on P is given by
, ∂γ
is a ∂-ring. Finally, there is an injective
In general, (4.8) is not surjective. Let R denote the image Γ(gr(S(V ) Θ + )), and suppose that {a i |i ∈ I} is a collection of generators for R as a ∂-ring. By Lemma 4.2, any collection of vertex operators
a strong generating set for S(V ) Θ + as a vertex algebra [12] .
Our strategy with be to find generators for P g [t] , which is an easier problem than describing S(V ) Θ + directly. Under some rather mild hypotheses, we will prove that P
is finitely generated as a ∂-ring. Checking that (4.8) is surjective is then a finite problem, since it suffices to show that the generators of P g [t] lie in the image of (4.8). Finally, if (4.8) is surjective (which will be the case in our main examples), the generators for P
as a ∂-ring correspond to strong generators for S(V ) Θ + as a vertex algebra.
Jet schemes
A connection between vertex algebras and jet schemes was observed in [4] , where the authors pointed out that for any affine variety X, the ring of polynomial functions on the infinite jet scheme J ∞ (X) has the structure of an abelian vertex algebra. Conversely, the ∂-ring gr(A) of a vertex algebra A ∈ R can often be realized as the ring of polynomial functions on J ∞ (X) for some X. In our main example, P = gr(S(V )) corresponds in this
is the ring of functions on a certain irreducible, closed subscheme of J ∞ (V ⊕ V * )//G . More generally, whenever Spec(gr(A)) can be realized as J ∞ (X) for some X (or as a closed subscheme of J ∞ (X)), the geometry of J ∞ (X) encodes information about the vertex algebra structure of A. We expect this correspondence to be useful for many other problems in the theory of vertex algebras.
We recall some basic facts about jet schemes, following the notation in [3] . Let X be an irreducible scheme of finite type over C. For each integer m ≥ 0, the jet scheme
is determined by its functor of points: for every C-algebra A, we have a bijection
Thus the C-valued points of J m (X) correspond to the C[t]/ t m+1 -valued points of X.
If m > p, we have projections π m,p : J m (X) → J p (X) which are compatible when defined: π m,p • π q,m = π q,p . Clearly J 0 (X) = X and J 1 (X) is the total tangent space Spec(Sym(Ω X/C )). We denote the map π m,0 :
is functorial, and a morphism f : X → Y of schemes induces If X = Spec(R) where R is a finitely generated C-algebra, we can find explicit equations for J m (X). Choose a presentation
and define new variables y
Since D is a derivation, this specifies the action of D on all of C[y
Given a scheme X, define
which is known as the infinite jet scheme, or space of arcs of X. If X = Spec(R) as above,
distinct monomials in the variables D i f j for i > 0 are linearly independent over the func-
. . , p, 0 ≤ i ≤ m} are algebraically independent, and distinct monomials in {D i f j } are linearly independent over K(V ). The claim follows by taking the limit as m → ∞.
The jet schemes of a group G
Let G be a connected, reductive algebraic group over C with Lie algebra g. For m ≥ 1, J m (G) is an algebraic group which is the semidirect product of G with a unipotent group
Let V be a linear representation of G over C. Then O(V ) has an action of G by ring automorphisms and a compatible action of g by derivations satisfying
Choose a basis {x 1 , . . . , x n } for V * , so that 
, and the invariant rings
for all m ≥ 1.
Let X be the categorical quotient V //G = Spec(O(V ) G ), and let
Since X is not smooth in general, J m (X) need not be irreducible, and the induced maps p m :
which is an irreducible, closed subscheme of 5) where the bottom map X m → X l is the restriction of π m,l :
. Hence f detemines a group homomorphism φ : G → S k where S k is the permutation group on k letters. But G is connected and φ is continuous, so φ is trivial, and each
Theorem 5.3. Let G be a connected, reductive algebraic group, and let V be a Grepresentation such that O(V ) has no invariant lines. Then for any m ≥ 0, the inclusion
is an isomorphism. In particular,
Similar results appear in [1] [2] [16] where the notion of jet scheme is more general, but more restrictions are placed on the representations V . We need several preliminary results in order to prove this theorem. Since G is reductive, O(V ) G is finitely generated. Choose a set of irreducible, homogeneous generators y 1 , . . . , Define
which is a dense, open subset of X. Note that the restriction p : V 0 → X 0 is smooth. For
For each x ∈ V 0 , we can choose d algebraically independent polynomials from the collection y 1 , . . . , y p such that the corresponding d × n submatrix of ∂y i ∂x j has rank d. Without loss of generality, we may assume these are y 1 , . . . , y d .
For notational simplicity, we will denote O(V ) by O, and we will denote O(J m
k is homogeneous of weight −k. In particular, the Lie subalgebra
annihiliates O, and hence acts by O-linear derivations on each O m .
Let K be the quotient field of O, and let
Clearly tg[t] acts on K m by K-linear derivations. Our first goal is to describe the invariant space K
is generated by y
1 , . . . , y
d as a K-algebra.
Proof: Let W ⊂ K 1 [1] be the K-subspace spanned by y
d , which has dimension d over K. Since G is reductive and acts on
is surjective, so we can choose ξ 1 , . . . , ξ r ∈ g such that {ξ 1 t| A , . . . , ξ r t| A } form a basis for Hom(A, K). Choose a dual basis {a 1 , . . . , a r } for A satisfying
Since {y
d , a 1 , . . . , a r } is a basis for K 1 [1] over K, it follows that
Since y
and each ξt is a K-linear derivation on K 1 , it follows that
In fact, it suffices to work over a certain localization of O rather than the full quotient field K. We can choose r = n − d elements of the set {x
n , such that {y
forms a basis for K 1 [1] over K. It follows that the set (5.9) is algebraically independent. Let ∆ be the determinant of the K-linear change of coordinates on K 1 [1] given by
1 , . . . , y 10) and let O ∆ be the localization of O along the multiplicative set generated by ∆. Let
which has a weight grading
Lemma 5.5.
is generated as an O ∆ -algebra by
can be expressed uniquely in the form Since tg[t] acts trivially on each µ i , and {y (1) 1 , . . . , y
n } are algebraically independent, it follows that each p i lies in (O 1,∆ ) tg [t] independently. Therefore we may assume without loss of generality that ω = p(x
n ). But by Lemma 5.4, ω can also be expressed as a polynomial p ′ (y
d ) with K-coefficients. Thus
which violates the algebraic independence of {y (1) 1 , . . . , y
n }. 
Given ω ∈ O m,∆ , we say that ω has m-degree s if s is the minimal integer for which ω ∈ s k=0 I k /I k+1 . If ω has m-degree s, letω be the "leading term" of ω, i.e., the
acts trivially on O m−1,∆ , it is immediate from the decomposition (5.12) that
There is a natural map of O ∆ -algebras S ∆ → O 1,∆ , defined on generators by
For i = 1, . . . , d, the leading termŷ is generated by {y
, it follows thatω can be expressed as a polynomial in the variables {ŷ . Clearly
and ω ′′ has m-degree at most s − 1. Since ω ∼ ω ′′ modulo the O ∆ -algebra generated by {y (j)
i | 1 ≤ j ≤ m}, the claim follows by induction on m-degree.
Next, we consider the full invariant algebra O g[t]
m , which is just the G-invariant subalgebra (O
m , we may write ω = k p k µ k where µ k are distinct monomials in {y
m , and the µ k 's are linearly independent over O ∆ , it follows that each p k ∈ O G ∆ . If we express p k as a rational function f g in lowest terms, the denominator will either be 1, or will contain only G-invariant prime factors of ∆, since both the denominator and numerator must be invariant. Letting ∆ ′ be the product of the G-invariant prime factors of ∆, it follows from
Recall that X 
In order to complete the proof of Theorem 5.3, we need to show that (5.15) restricts to an , has codimension at least 2 inside V .
Proof: Since V ′ is G-invariant and G is connected, each irreducible component of V ′ is G-invariant as well. Since V ′ is a closed subvariety of V , V ′ has codimension at least 1 in V . Suppose that V ′ has codimension 1. Then there exists an irreducible polynomial h such that the zero set Z(h) ⊂ V ′ . For any g ∈ G, g(h) has the same zero set as h, so
For every point x ∈ Z(h), dim dp(
generic point x ∈ Z(h), dh| x = 0 since h is irreducible. So dim dp(T x V ) > dim dp(T x Z(h)), and p(Z(h)) has codimension at least 2 in X. But p(Z(h)) is the zero set of h in X , which has codimension 1. This is a contradiction, so V ′ must have codimension at least 2 in V .
Proof of Theorem 5.3:
. 
Application to P g[t]
We recall our earlier notation: for a vector space V , S(V ) denotes the corresponding βγ-system, and
The main observation here is that the map Φ :
is an isomorphism of g[t]-algebras, by (4.6) and (5.2). Moreover, we have Φ
by (4.7) and (5.1). An immediate consequence is Theorem 5.9. Let G be a connected, reductive algebraic group G and let V be a linear
is generated
as a ∂-ring. In particular, if {f 1 , . . . , f k } generates P G 0 as a ring, then {f 1 , . . . , f k } generates P g[t] as a ∂-ring.
The map Γ : gr(S(V )
given by (4.8) is surjective if and only if the gen-
, respectively, and replacing products with Wick products, in any chosen normal ordering. We may assume that f i (z) is homogeneous of fixed conformal weight. The condition f i ∈ Im(Γ) means that there exists a "quantum correction" g i (z) ∈ S(V ) of lower degree in the filtration (4.1), such that
Since the subspaces of S(V ) of fixed conformal weight and bounded degree are finite-dimensional, it is a finite problem to check whether Γ is surjective.
In the next three sections, we consider the cases when G is one of the classical Lie groups SL n , SO n , or Sp 2n , and V is a direct sum of copies of the standard representation. In each of these cases, Γ is surjective, so Theorem 5.9 allows us to reconstruct the vertex algebras S(V ) Θ + . In the final section, we give an example showing that even for simple G and irreducible V , Theorem 5.9 is not enough to describe S(V ) Θ + in general.
The case G = SL n
Fix integers m, n ≥ 1, and let W j = C n for j = 1, . . . , m, with basis {x 1,j , . . . , x n,j }.
which is just the space of n × m matrices with ij-entry x i,j . The left action of GL n and right action of GL m on V induce actions of GL n and GL m on D(V ), infinitesimal actions gl n → Der(D(V )) and gl m → Der(D(V )), and algebra homomorphisms
such that ξ ∈ gl n and η ∈ gl m act on
and D(V ) GL n and D(V ) GL m form a pair of mutual commutants inside D(V ) [9] .
If n ≥ 2, we can restrict the left GL n action to the subgroup SL n , and consider
which is strictly larger than τ (Usl n ).
If m ≥ n, D(V ) SL n contains additional generators of degree n, which do not lie in
. . , j n } be a set of distinct indices from the collection {1, . . . , m}, and let d J be the determinant of the n × n matrix whose i th row is (x i,j 1 , . . . , x i,j n ).
Similarly, let d ′ J be the determinant of the n × n matrix whose i th row is (x
By a fundamental theorem of Weyl [17] , D(V ) SL n is generated by τ ′ (Ugl m ) together with
′ J } as J runs over all such subsets of {1, . . . , m}.
At the vertex algebra level, the induced mapŝ
corresponding to (6.1) are given by (3.6). Here B and B ′ are the negatives of the trace forms on gl n and gl m , respectively, determined by the representations of gl n and gl m on
As usual,
For n, m ≥ 2, we can restrictτ andτ ′ to the subalgebras O(sl n , B) and O(sl m , B ′ ). In the notation of (3.2), we have
We have
where H is a copy of the Heisenberg algebra corresponding to the center of both gl n and gl m . In terms of the basis {x i,j } for V , H is generated by 5) which satisfies the OPE
Note that θ h (z) is analogous to the Euler operator
where h and h ′ are generators of the centers of gl n and gl m , respectively. Under the Zhu
By taking the transpose of V , there is no difference between studying the left and right actions, so if we can describe S(V ) Θ + and S(V )Θ + , we can also describe S(V )
Also, we will assume that n ≥ 2 for the rest of this section, since the case n = 1 is a special case of Theorem 7.3 of [13] . First we describe S(V )Θ + . Theorem 6.1. Let 1 ≤ m < n. Then
In particular, S(V )Θ + has a finite generating set consisting of {θ η (z) =τ ′ (X η (z))} where η runs over a basis of gl m .
Proof: We first consider P sl n [t] where as usual P = gr(S(V )). Note that
as SL n -modules. The generators {τ
and by abuse of notation, we denote these symbols by τ ′ (η) as well. Via the isomorphism
. By Theorem 5.9, the set {τ
The vertex operators {θ η (z)| η ∈ gl m } lie in the degree 2 filtered component S(V )Θ + (2) , and under the projection 
is surjective. Hence S(V )Θ + is strongly generated by {θ
Next, we consider S(V ) Θ + . For 1 ≤ m < n, we can use the above description of
Proof: Since Θ =Θ ⊗ H, we have
Unfortunately, for m ≥ n, S(V ) Θ + cannot be described using these methods. In fact,
S(V )
Θ + is strictly larger thanΘ ′ , and does not have a simple description in terms of the generators for D(V ) GL n . To see this, let A be the subalgebra of S(V )Θ + of βγ-charge zero, which is just the subalgebra of S(V )Θ + annihilated by the zero mode θ h (z)• 0 . Theorem 6.2 shows that A is generated by Θ ′ together with the collection
Next, we claim that Θ ′ is a proper subalgebra of A. For r ≥ 2, let
where S(V ) (r) is the r th filtered piece of S(V ). Since Θ ′ =Θ ′ ⊗ H, it follows that for
. However, note that :
Finally, A and Θ ′ are both modules over the Heisenberg algebra H generated by θ h (z), and decompose as direct sums of H-modules of highest weight zero (i.e., θ h (z)• 0 acts by
Next, we consider the double commutants Com(S(V ) Θ + , S(V )) and Com(S(V )Θ + , S(V )).
is strictly larger than Θ, so Θ is not a member of a Howe pair.
Proof: First, let m > n. Even though we do not have a description of S(V ) Θ + in this case, we clearly haveΘ H + using Theorem 7.3 of [13] . In the notation of [13] , the action of H on S(V ) corresponds to the representation
where ξ is a generator of C. The corresponding subspace A = A(ρ) ⊂ C n is spanned by the vector (1, . . . , 1). The lattice A ⊥ ∩ Z n is precisely the root lattice of sl n . Recall that
H + is a module over the vertex algebra B ′ = Φ ⊗ W, where Φ is a tensor product of n − 1 copies of the Heisenberg algebra with generators
and W is a tensor product of n copies of the (simple) W 3 -algebra with central charge 
The generators φ i (z) of Φ correspond to the basis {e i,i − e i+1,i+1 } for the Cartan subalgebra h of sl n , and the elements θ ξ (z) ∈ Θ ⊂ S(V ) H + corresponding to the positive and negative roots of sl n are precisely the vertex operators ω l (z) associated to the corresponding lattice points in A ⊥ ∩ Z n . Thus Θ is the subalgebra of S(V ) H + generated by Φ and
Hence Com(S(V ) Θ + , S(V )) is generated as a vertex algebra by Θ, L 1 (z), and W 1 (z).
Next, recall from (1.2) that for any G and V , the restriction of the Zhu map π Zh to S(V ) Θ + yields a map π :
We wish to describe the image and cokernel of this map when V = V n,m and G = GL n or G = SL n acting on V as above. The notation Θ, Θ ′ ,Θ, andΘ ′ below will be as in (6.2) and (6.3).
Theorem 6.6. For n ≥ 2 and m ≥ 1, π :
Proof: A computation shows that for all η ∈ sl m , SL n in this case as well.
GL n is not surjective. We have
where e is given by (6.6) and C[e] + is the positive-degree subspace of C[e]. In particular, Coker(π) is not finitely generated as a module over Im(π), so Theorem 7.6 of [13] , which holds for diagonal actions of abelian Lie algebras, is false in general.
Proof: It is immediate from (6.10) that π(
the claim follows.
The case G = SO n
Let n ≥ 3 and let G = SO n . For each m ≥ 1, let
where W j = C n with basis {x 1,j , . . . , x n,j }. By (2.3), the action of SO n on V induces an action of so n on D(V ) and an algebra homomorphism τ :
There is a well-known Lie algebra homomorphism τ ′ : sp 2m → D(V ), which appears on p. 219-220 of [9] . First, sp 2m is the subset of gl 2m
consisting of block matrices of the form
Letting e i,j ∈ gl 2m denote the matrix with ij-entry 1 and all other entries zero, a standard basis for sp 2m consists of e j,k+m + e k,j+m , −e j+m,k − e k+m,j , e j,k − e m+k,m+j ,
Define the following elements of D(V )
, and define the homomorphism τ ′ : sp 2m → D(V ) by
1) which extends to an algebra homomorphism τ ′ : Usp 2m → D(V ). We obtain an action
by derivations of degree zero (in the Bernstein filtration), where η ∈ sp 2m acts on
As an sp 2m -module,
where U i is the copy of the standard sp 2m -module C 2m with basis
By the first fundamental theorem of invariant theory for the orthogonal group, for
together with the n × n determinants d J , where the index J corresponds to a choice of n distinct modules from the collection {W j , W * j | j = 1, . . . , m} (note that the standard inner product on C n is SO n -invariant, so
SO n and τ (Uso n ) form a pair of mutual commutants inside
. This is known as SO n -sp 2m Howe duality [9] .
The vertex algebra analogues of τ and τ ′ arê
The mapτ is given by (3.6), where B is the bilinear form B(ξ 1 , ξ 2 ) = −T r ρ(ξ 1 )ρ(ξ 2 ) on so n , and ρ : so n → End(V ) is the above representation. Similarly, for η ∈ sp 2m ,τ
is defined by
Note that the subspace of gr(D(V )) of degree 1 in the Bernstein filtration is a copy of V ⊕ V * . Restricting the representation (7.2) to a representation ρ
As usual, let Θ =τ (O(so n , B)) and Θ ′ =τ ′ (O(sp 2m , B ′ )). 
are surjective, and the theorem follows.
Remark 7.2. Since sl 2 ∼ = so 3 as complex Lie algebras, and the adjoint representation of sl 2 coincides with the standard representation of so 3 , we recover the main result (Theorem 1.3) of [12] by taking n = 3 and m = 1 in the preceding theorem.
Theorem 7.3. For G = SO n and m ≥ 1, the map π :
Proof: The argument is the same as the proof of Theorem 6.6. with basis e j,k+m − e k,j+m , e j+m,k − e k+m,j , e j,k − e m+k,m+j , 1 ≤ j, k ≤ m.
, and define τ ′ : so 2m → D(V ) by e j,k+m −e k,j+m → S j,k , e j+m,k −e k+m,j → D j,k , e j,k −e m+k,m+j → E j,k +nδ j,k , (8 • If 2 ≤ m ≤ n, Com(D(V ) Sp 2n , D(V )) = D(V ) so 2m , which is generated by τ (Usp 2n ) together with all 2m × 2m determinants d I , where I corresponds to a 2m-element subset of {U i | i = 1, . . . , 2n}.
• 
The adjoint representation of G = SL 3
We conclude with an example which shows that even when G is simple and V is irreducible, the map Γ : gr(S(V ) Θ + ֒→ P g [t] given by (4.8) can fail to be surjective. If Γ is not surjective, the generating set for P g [t] as a ∂-ring given by Theorem 5.9 does not correspond to a generating set for S(V ) Θ + as a vertex algebra.
Let G = SL 3 and let V be the adjoint representation of G. The structure of D(V )
is well known and can be found in [15] . First, D(V ) Recall the projection φ 6 : S(V ) (6) → S(V ) (6) /S(V ) (5) ⊂ gr(S(V )) = P . Via the identification gr(D(V )) SL 3 ∼ = P SL 3 0 ⊂ P sl 3 [t] , we may regard the symbolω (ie, the image of ω in gr(D(V )) SL 3 ) as an element of P sl 3 [t] . A computer calculation shows that for any vertex operator ω(z) ∈ S(V ) (6) such that φ 6 (ω(z)) =ω, ω(z) / ∈ S(V ) Θ + . In other words, ω(z) has no "quantum correction" ω ′ (z) of lower degree such that ω(z) + ω ′ (z) ∈ S(V ) Θ + .
It follows thatω does not lie in the image of the map Γ : gr(S(V )
. Since Γ is not surjective, we cannot use Theorem 5.9 to reconstruct S(V ) Θ + in this case. This example indicates that the structure of S(V ) Θ + is much more subtle in general than our main examples would suggest, and so far, a satisfactory approach to this problem is out of reach.
