The authors consider the estimation of a set S ⊂ IR d from a random sample of n points.
INTRODUCTION

Set Estimation: An Overview.
Set estimation theory deals with the statistical problem of estimating an unknown (usually compact) set S ⊂ IR d from a sample of points X 1 , . . . , X n , randomly selected in S. In the language of probability theory, this amounts to the estimation of the support of the common underlying distribution of the X i 's. A closely related, more general problem is that of estimating the level sets of type {f > c}, where c > 0 is a given constant and f stands for the density of X i . So far, set estimation is not yet recognized as an autonomous systematic theory, but the wide range of potential applications and the wealth of the underlying mathematics are motivating a current increasing interest in this topic.
The works by Rényi & Sulanke (1963 , 1964 and Geffroy (1964) are often cited as pioneering references in set estimation. Most papers on this subject are concerned with the case where S is assumed to be convex. Under this assumption, the convex hull of the sample, H n = conv{X 1 , . . . , X n }, is the obvious estimate of S. Besides its intuitive appeal, the convex case presents a particularly nice structure derived from the isometric identification between compact convex sets and support functions (cf., e.g., Schneider 1993) . This makes it possible to use some powerful tools from stochastic geometry and random sets theory. Some references on the properties of H n are Efron (1965) , Ripley & Rasson (1977) , Moore (1984) , Vitale (1987) , Groeneboom (1988) , Schneider (1988) , Molchanov (1993a) , Hueter (1994) , Dümbgen & Walther (1996) .
In the general case (where S is not assumed to be convex), there is no unique natural estimator of S. Maybe the simplest alternative iŝ
where B(x, a) denotes the closed ball centered at x, with radius a, and n is a sequence of smoothing parameters which must tend to zero (slowly enough) in order to achieve consistency. To our knowledge, the first detailed study of the properties of (1) is due to Devroye & Wise (1980 ) (cf. also Chevalier 1976 Grenander 1981; Cuevas 1990; Korostelev & Tsybakov 1993) . The mathematical methodology used here is somewhat different from that of the convex case in the sense that it is more alike to the general setup of nonparametric functional estimation. This is not surprising, since the problem of set estimation could be reduced to that of estimating an indicator function. The sequence ( n ) plays a role analogous to that of the bandwidths in nonparametric kernel estimation (cf., e.g., Simonoff 1996 for a recent monograph). The main difference is, of course, that suitable metrics for sets, rather than functional metrics, are required here. So far, two metrics have been considered in the literature: the symmetric difference metric d µ (based on measure notions) which is reminiscent of the L 1 metric in density estimation, and the Hausdorff metric d H which is analogous to the supremum based distances and has a more "visual" nature. In Cuevas & Fraiman (1997) and Walther (1997) , both metrics are considered in the set estimation problem. However, a complete study of the relations between d µ and d H is still lacking. In this paper only d µ will be used. Let us recall that
where ∆ denotes the symmetric difference between sets, T ∆S = (T \ S) ∪ (S \ T ), and µ is a measure on the Borel sets of IR d ; for instance, one can take µ = µ L , the Lebesgue measure or, when T =Ŝ n , µ = P X , the common underlying distribution of the X i . The second distance d H has a very rich and elaborated mathematical theory. An excellent account can be found in Schneider (1993) . For applications to the theory of random sets, cf., e.g., Molchanov (1993b) and Stoyan (1998) .
As for concrete results in set estimation, let us first mention those of Devroye & Wise (1980) who prove universal (i.e., with no restriction on S and the distribution of X i ) consistency theorems. They show that
are sufficient conditions for d µ (Ŝ n , S) → 0, in probability (→ denotes convergence as n → ∞). This holds for any measure µ such that P X << µ (on S). It is also proved in Devroye & Wise (1980) that n → 0 and
implies the almost sure (a.s.) consistency d µ (Ŝ n , S) → 0. Observe that conditions (3) and (4) are identical to those imposed on the bandwidth sequence in kernel density estimation to obtain L 1 and L ∞ consistency, respectively (cf., e.g., Devroye & Györfi 1985; Nadaraya 1989) . Korostelev & Tsybakov (1993, Chapter 7) obtain d µ -convergence rates forŜ n in the case where S is a domain having a piecewise Lipschitz boundary. By imposing some shape restrictions on S, it is possible to obtain estimators with optimal (minimax) convergence rates in the given class: cf. Korostelev & Tsybakov (1993) , Härdle et al. (1995) , Mammen & Tsybakov (1995 ), Tsybakov (1997 . A relevant aspect to be considered here is the boundary sharpness, i.e., the speed of decrease to zero of f near the boundary of S: the slower is this decrease, the harder is the set estimation problem (cf. also Cuevas & Fraiman 1997) . Walther (1997) proposes a sophisticated version of (1), defined also as a union of balls, with convergence rates faster than those ofŜ n , under some smoothness assumptions on the underlying density of the X i .
As mentioned above, the methods of nonparametric functional estimation arise as very useful tools in set estimation problems: under mild regularity conditions on the underlying density f , the support S is essentially the set {f > 0}. A plug-in estimator would be {f n > 0} (wheref n is a nonparametric density estimator of f ), although the estimators of type {f n > c n } with c n ↓ 0 provide a richer and more flexible alternative. Convergence rates (with respect to both d µ and d H ) for these estimators are given in Cuevas & Fraiman (1997) . A similar plug-in approach to the estimation of level sets is considered in Molchanov (1998) , where a result on the asymptotic distribution of
The main applications of set estimation are by now related with its use as an auxiliary tool in different computer-intensive statistical methods. Thus, in cluster analysis, given a density f on IR d , the population c-clusters are defined (according to Hartigan 1975) as the connected components of the level set {f > c}. Hence the estimation of this level set appears as a natural intermediate step. This is done in Polonik (1995) by using the so-called excess mass approach. Cf. also Cuevas et al. (1999) .
Apart from this application in cluster analysis, the level sets have also an obvious interpretation in terms of confidence sets. Das Gupta et al. (1995) provide a method for constructing multivariate confidence sets under some shape restrictions (the level set is assumed to be star-shaped). They give some examples of applications, frequentist and Bayesian, within a parametric framework.
In econometrics there is another interesting application to the problem of estimating the "efficient frontier;" cf. Simar (1996) and references therein.
Let us finally mention that the support estimation problem could be placed in the general framework of stereology if we understand that this term refers, in a wide sense, to the reconstruction of a body from lower dimensional sampled information. For instance, in the three-dimensional case one could think of estimating a body from random sections of dimension two (hyper-planes), one (straight lines) or zero (points). An interesting application of the estimator (1) to image analysis is given by Bertholet et al. (1998) who use set estimation for the detection of homogeneous areas on satellite images.
In addition to the above mentioned applications, set estimation techniques can be used in the context of nonparametric statistical quality control. Since this application is the main target of this paper, we separately comment it in the following section.
Nonparametric Detection: The Devroye-Wise Method.
Suppose that we have a sample of iid observations X 1 , . . . , X n , drawn from an unknown density f on IR d . We want to decide whether or not a new observation X n+1 comes also from f .
Formally, this is a problem of nonparametric hypothesis testing. It can be motivated in the setup of statistical quality control where one has to decide if a system has gone "out of control" at the stage n+1, in the sense that the distribution of X n+1 is different from that of the previous observations X 1 , . . . , X n .
In this paper we explore an idea, first proposed by Devroye & Wise (1980) , to deal with this problem. It is based on the use of a set estimator. More specifically, the proposal is as follows: if we have a support estimatorŜ n of type (1), we decide that there is a change in the distribution at the stage n + 1 if
where the smoothing parameter n in (1) can be fixed in advance, with different criteria (cf. Sections 2 and 3 below) or chosen in order to control the probability of false alarm (cf. Section 4). This approach is clearly reminiscent of the classical Shewhart methodology (cf., e.g., Montgomery 1985 and Derman & Ross 1997 for standard references) which is based on tolerance regions (from which the typical control charts are derived) and constructed in order to control the false alarm probability. The main difference is that our method is multivariate and completely nonparametric.
An alternative approach (also nonparametric and multivariate) can be found in the paper by Liu (1995) . It is based on the attractive idea of ranking the multivariate observations according to their "simplicial depth," a measure of how far every datum is from the "central core" of the whole sample. Thus the problem is reduced to the construction a univariate control chart made from these data depths.
The mentioned problem of statistical quality control can be also stated in a sequential framework. If we sequentially observe iid random variables X 1 , X 2 , . . ., whose distribution changes at an unknown stage m, we could consider the problem of estimating the "change-point" m. This setup suggests the study of some sequential properties, as the average run length (ARL) to detect m. Some standard tools of quality control have been analyzed from the point of view of ARL and some optimality results have been obtained from them. This is the case of CUSUM and Shiryayev-Roberts detection procedures; cf., e.g., Pollack & Siegmund (1985) , Moustakides (1986) , Yakir (1998) and references therein. The study of these sequential properties require the assumption that the pre-change ("under control") density f is known, completely or up to a parameter. Therefore we will not consider them here.
The Purpose of this Paper.
Although, in principle, different support estimators could be used in (5), we concentrate here on the "simple and rough" (in words of Korostelev & Tsybakov 1993, p. 184 ) estimator (1). As indicated in Section 1.1, there are several alternative more sophisticated support estimators. However, we believe that there are, at least, three good reasons for exploring the properties of (1): 1. The practical use of multidimensional set estimation techniques involves formidable computational difficulties, where the relative simplicity of the naive estimator (1) arises as a major advantage. In a way, the situation is analogous to that of density estimation: the histogram or the estimators of nearestneighbors type are often preferred in the multivariate case (cf., e.g., Scott 1992) , though the more elaborated kernel method offers, in several important aspects, better properties.
2. As we will see, the structure of the estimator (1) makes it possible to easily incorporate some shape restrictions (for example, connection). This is mainly due to the direct interpretability of the smoothing parameter n .
3. A good understanding of the basic properties of (1) is interesting as a first step to analyze other more sophisticated estimators which, in fact, are not so far from (1) (cf. Cuevas & Fraiman 1997 , Walther 1997 ).
The rest of this paper is organized as follows. In Section 2, we prove a theorem on the convergence rates to zero of the false alarm probability in Devroye & Wise's (1980) method. A crucial tool in the proof is McDiarmid's (1989) inequality. In Section 3, we consider the problem of support estimation under the shape restriction (quite natural in the quality control framework) that the support S is a connected set. Then we prove that this restriction can be easily translated to the naive estimator (1) by suitably choosing the smoothing parameter n . The resultingŜ n could be interpreted as a sort of "connected hull" of the sample; it is proved to be consistent with respect to appropriate versions of the distance d µ defined in (2). The proof involves two results on the theory of random trees recently obtained by Tabakis (1996) and Penrose (1999) .
In Section 4, we propose a procedure to select the smoothing parameter n , to be used in the nonparametric detection setup. We present two proposals for the automatic (data-driven) choice of the smoothing parameter n when the false alarm probability is controlled. They are based on resampling ideas (cross-validation and smoothed bootstrap). We also present a simulation study on the performance of these proposals in two bivariate problems. The results (in terms of power and false alarm probability) are compared with those obtained in the ideal, unrealistic case where both distributions, before and after the change-point, are completely known. Finally, a real-data example is discussed.
In the theoretical results of Section 2 and 3, it is assumed throughout that the distribution of the random variables X i has compact support. In practice, this is not a very restrictive assumption, especially within a nonparametric context. In Section 4, however, we will show that the method (5) can also be used in the case of non-compact support.
CONVERGENCE RATES FOR THE PROBABILITY OF FALSE ALARM
In this section, we consider the application of the support estimator (1) to the detection problem stated in Subsection 1.2, using the method of Devroye & Wise (1980) . While these authors have proved the convergence to zero of the global probability of error, we will analyze the asymptotic behaviour of the probability of false alarm, which is
In particular, we are interested in obtaining results of type a n P n → 0 (in probability or almost surely) for sequences a n ↑ ∞. We will use here a standardness condition on S (cf. also Cuevas 1990 , Cuevas & Fraiman 1997 . It is a regularity assumption which typically holds when the underlying density is bounded away from zero on S and this set has a regular structure which excludes the existence of "arbitrarily sharp" peaks.
Definition 1. A bounded set S ⊂ IR
d is said to be standard, with respect to a measure µ, if for every λ > 0 there exists δ ∈ (0, 1), such that
The next two theorems provide convergence rates for the probability of false alarm.
. be a sequence of iid random vectors in IR
d with common distribution µ, absolutely continuous with respect to the Lebesgue measure µ L . Let S be the support of µ and P n the false alarm probability given by (6).
ii) S is compact and standard with respect to µ;
Then a n P n −→ 0 in probability, where a n is a sequence such that a n = o exp(cn
holds (and hence also nP
The proof is a direct consequence of Markov's inequality and the next lemma, whose proof can be found in the appendix.
Lemma 1. Under the same conditions of Theorem 1,
Theorem 1 shows that, as the intuition suggests, one can achieve fast rates of convergence by simply taking large values of n . Obviously, if n is too large, the estimatorŜ n can be too conservative and, in fact, useless as a detection tool. In this respect, Theorem 2 below provides useful information since it applies to smaller values of n . In particular, it applies to those n whose exact order coincides with that of the "connected hull" considered in Section 3.
Theorem 2. Under the same conditions and notation of Theorem 1, if
The proof of this theorem is based on an exponential inequality, due to McDiarmid (1989) , concerning the difference between P n and E(P n ). A short proof as well as some nice applications of this inequality can be found in Devroye (1991 
for all i = 1, . . . , n. Then, for all t > 0,
This inequality can be applied to g(X 1 , . . . , X n ) = P n , since assumption (8) holds clearly in this case with
and c i ≤ C d n for some constant C > 0. We thus obtain that, for all t > 0,
and, if a n = o(exp{cn
for all > 0. Thus,
whenever
Note also that, by Theorem 1, (11) implies the complete (and a.s.) convergence a n P n → 0 since a n E(P n ) → 0. A sufficient condition for (12) is na 2 n 2d n log n −→ 0.
Remark. The standardness assumption in Theorem 1 may be weakened by assuming that for every > 0, there exists some δ(
When → 0, typically δ( ) will decrease to zero at the same rate f does. As an example, for the triangular density, δ( ) = . This affects the rate of convergence of E(P n ) since, under (13),
In other words, the slower f decreases to zero, the slower rates we get for E(P n ).
ESTIMATION OF A CONNECTED SET
The assumption of connectedness is one of the mildest shape restrictions to be imposed on S. If, for instance, the random vector X corresponds to measurements drawn from an industrial process, the lack of connectedness in S means that, in fact, there are several "disjoint" processes working in parallel.
We show here that the naive estimator (1) is flexible enough to incorporate the connectedness assumption and give a consistent estimation of S. Then in many quality control problems, this estimator is a natural choice to base the method (5) of a nonparametric change-point detection method. In Section 4, we will address the implementation aspects and consider the control of the false alarm probability.
The basic idea is to consider the estimator (1) with the smoothing parameter
The following consistency results are in the spirit of Theorem 1 in Devroye & Wise (1980) . The main difference is that now¯ n is a stochastic sequence of smoothing parameters instead of a deterministic one. The proof can be found in the appendix. It relies on a result of Tabakis (1996) (for part (a)) and Penrose (1999) 
whereŜ n (¯ n ) is the estimator (1) with the bandwidth n =¯ n defined in (14) and ν is any measure whose restriction to S is absolutely continuous with respect to µ.
A simple iterative procedure to find the value¯ n is as follows (cf. also Lebart, et al. 1984 , Cuevas et al. 1999 .
Algorithm for¯ n 1. Start by any observation (say X 1 ) and compute the distance, R 1 , between X 1 and the nearest sample point (say X 2 ).
2. Find the observation (say X 3 ) closest to the set {X 1 , X 2 } and compute 
While we have dealt here with the assumption of connectedness, there are also other interesting shape restrictions, with a clear intuitive interpretation. A basic principle underlying this section could be stated as follows: if we assume that the set S to be estimated has some relevant geometrical property, we should incorporate such property to the estimator under consideration. As indicated in the introduction, the assumption of convexity is so far the main shape restriction studied in the literature. Let us briefly comment some others.
(a) If S is assumed to be star-shaped, we conjecture that a treatment similar to that of Section 3.1 is possible: this assumption can also be incorporated to the naive estimator (1) through an appropriate choice of the smoothing parameter n . Moreover, the topological frontier of the resulting estimator would converge to that of the set S, which can be considered an additional consistency property.
(b) It is also worthwhile to consider the convex hull of (1) as an estimator of S under the assumption of convexity. This estimator could be considered as a smoothed version of the classical one H n = conv{X 1 , . . . , X n }. Hence, it would be meaningful in those cases were S is assumed to be smooth and this assumption is relevant in the context of the problem. It seems likely that many properties of H n could be translated to this smoothed version (scf. Hall 1988 , Moran 1974 .
(c) The following shape restriction, first considered by Serra (1982) , has been analyzed by Walther (1997) in the context of set estimation (we use the notation of this author):
where B denotes the unit ball. In intuitive terms, this is a smoothness property establishing that the set S remains invariant when it successively undergoeserosion (S B is the inner -parallel set of S) and -dilation. Walther (1997, Theorem 1) provides an insightful study of this condition showing that it entails some deep geometrical and analytical properties.
SET-BASED DETECTION IN PRACTICE
Choice of the Smoothing Parameter.
The practical use of the Devroye-Wise nonparametric detection method requires a sensible procedure to select, for any given training sample, the smoothing parameter n of the set estimator (1).
As we pointed out in Section 3, it is very reasonable to assume a connected support for the "under-control" distribution. In practice, the non-connected case is quite unusual in industry or services companies, where statistical control tools are of crucial interest. Therefore, we could select n =¯ n , the minimum radius (14) which makesŜ n connected. This leads to give an alarm (i.e., to decide that a change has occurred in the distribution) when X n+1 / ∈Ŝ n (¯ n ) or, equivalently, when
A drawback of the rule (16) is that it does not provide any control on the probability P n of false alarm, except for the consistency P n → 0 (in probability). However, (16) suggests a more general approach: to give an alarm when the minimum distance from the new observation to the data in the training sample is "large enough," with respect to the minimum radius for connection. More precisely, we can fix the probability of false alarm α and give an alarm when T n > c α , where c α is the α critical value of the distribution of T n , P (T n > c α ) = α. This probability is calculated under the null hypothesis that no change has occurred (i.e., X 1 , . . . , X n+1 are iid). An exact calculation of c α is impossible since the distribution of T n is unknown. However, we can compute a bootstrap approximation of c α as follows. The stopping rule T n > c α is equivalent to raise an alarm whenever X n+1 / ∈ S n (c α¯ n ). Thus, c α represents an expansion/contraction of the minimum radius for connection.
A second possibility to compute c α is to select n = c α¯ n by a leave-one-out device, conceptually related to the cross-validation smoothing procedures (cf., e.g., Simonoff 1996) .
Cross-validation smoothing (CV)
1. For each in a thick enough grid, evaluatê
whereŜ n,i ( ) is the estimator (1) based on the sub-sample X 1 , . . . ,
2. Select n as the value of in the grid which minimizes the distance |P n,i ( )−α|.
We compare these two proposals for selecting the smoothing parameter in a simulation study.
A Simulation Study.
We compare the SB and CV methods by using them to evaluate the critical values c α for radii n corresponding to the false alarm probabilities α=0.1, 0.05 and 0.01. We consider two underlying distributions, uniform in the unit circle and standard bivariate normal, with sample sizes n = 50 and 100. In each case, c α is approximated by Monte Carlo (using 10000 samples X 1 , . . . , X n , X n+1 ), so that the performance of both smoothing methods should be measured by their closeness to the corresponding Monte Carlo result (see Table 1 ). The smoothed bootstrap (with B = 10000) and cross-validation columns are average choices of c α over 300 independent runs. The conclusions from Table 1 are clearly favourable to the cross-validation procedure since it is more accurate than smoothed bootstrap in nine out of twelve cases. These results have been confirmed by the power study summarized in Tables 2 and 3. The power we consider is the probability of detecting a change at the first stage, obtained with both methods. We also evaluate the relative frequencies of false alarms observed in practice. The values in Tables 2 and 3 are sample means (on 300 independent runs) when the smoothing parameter is selected with SB (Table 2) and CV (Table 3) . The values in brackets are the standard deviations. In the "false alarm" rows we show the mean of the observed relative frequencies of false alarm, when the underlying distribution actually does not change for X n+1 . The last column corresponds to the case where the false alarm probability is not fixed in advance and the minimum radius for connection¯ n is used. The "power" rows are the average of the relative frequencies of alarm, observed when the distribution changes at the n + 1 stage. The "out-of-control" distribution for the uniform case is uniform on the circle with radius 1.35 centered at (0,1). In the normal case it is Gaussian with marginal means µ 1 = µ 2 = 2 and covariance matrix given by σ 2 1 = σ 2 2 = 2 and σ 12 = 0 (this example is also considered in Liu 1995) . In all cases the relative frequency of the alarms {X n+1 / ∈Ŝ n } is evaluated from 3000 additional observations X n+1 generated from the "under-control" distribution, for the "false alarm" rows, or from the "out-of-control" distribution, for the "power" rows. We observe in Tables 2 and 3 that in the normal case the empirical false alarm is very close to the theoretical one, using both CV and SB. For the uniform case CV clearly outperforms SB.
The best way to evaluate the power results on Tables 2 and 3 is, maybe, to compare them with those obtained in the ideal, unrealistic situation in which both distributions (before and after the change-point) are completely known. Thus, for example, denote by f 0 the standard Gaussian bivariate density and by f 1 the alternative ("out of control") normal density considered in the above simulations. We have to decide, from a single observation X, between the hypotheses
with a fixed type I error (false alarm) probability α. Notice that no training sample is required here, since the "under-control" distribution is known. Of course, the solution is to reject H 0 when f 1 (X)/f 0 (X) > k α , where k α is given by P f0 {f 1 (X)/ f 0 (X) > k α } = α and the corresponding "ideal power" is IP (α) = P f1 {f 1 (X)/f 0 (X) > k α }.
We have obtained Monte Carlo approximations to IP (α) based on 200,000 observations, for α = 0.01, 0.05 and 0.1. The results are in Table 4 . If we compare these ideal powers with those provided by our nonparametric method (see Tables 2  and 3 ) with small or moderate sample sizes, we observe that the differences between the real and the ideal powers range between 0.1 and 0.15. This seems a reasonable price to pay for working in a completely nonparametric setup. The analogous comparison for the uniform case is even more favourable. In fact, if both distributions are completely known we can use an obvious detection procedure, X / ∈ B((0, 0), 1), with null probability of false alarm. The corresponding power is approximately 0.6512. Thus the differences between the ideal error probability (0.3488) and the sum of both error probabilities (including false alarm) of our method are smaller than 0.1 for n = 100 and only slightly larger than 0.1 when n = 50.
Three final remarks:
(a) The comparative results of the smoothed bootstrap and cross-validation choices are globally favourable to the latter. We think however that the smoothed bootstrap procedure still deserves some attention. Indeed, the possibility of changing the bandwidth used for the auxiliary density estimator in the generation of the bootstrap samples provides an additional flexibility which could motivate further research for improvements.
(b) A possible heuristic explanation for the better results of cross-validation when compared with smoothed bootstrap is that the latter does worse in an external band of the support. The point is that, in this external band, there is little overlapping of balls, which constitute the support of the distribution used to draw the artificial samples. This makes the estimated density much lower in the external band than in the inner part of the support. Thus, the bootstrap tends to underestimate the support and to give smaller values of c α . In the uniform case, the contrast between the quality in the estimation of the external band and that of the inner part tends to be even sharper when n increases. On the contrary, in the normal case the difference is not so important since the underlying distribution is not bounded away from zero.
(c) Whereas the theoretical results given in the previous sections concern only the case of compact support, the proposals for selecting n make sense in general and, in fact, have shown a good performance in the normal case. A reasonable conjecture in this case is that the bootstrap and/or the crossvalidation choice of n for a false alarm probability α, say n (α), leads (when replaced in (1)) to a consistent estimator of the α-level set {f > c} such that P f {f > c} = 1 − α. In Figure 1 we show the α level sets (the solid lines), for α = 0.01, 0.05, 0.1, and the corresponding set estimates (1), when n = n (α). The darker shadowed area the larger α. The distributions are: (a) standard bivariate normal; and (b) correlated bivariate normal, with ρ = 0.4.
(a) (b) Figure 1 : Level set estimates in the normal case.
A Real-Data Example.
The book by Flury & Riedwyl (1988) includes a data set of measurements taken on 100 genuine and 100 forged Swiss thousand franc bills. Six variables (X 1 , . . . , X 6 ) have been measured for each bill. They correspond, respectively, to the length of bill (X 1 ), width of bill measured on the left and on the right (X 2 and X 3 ), width of margin at the bottom and at the top (X 4 and X 5 ), and length of the image diagonal of bill (X 6 ). All measurements are given in millimeters.
If we look at these data within the change-point setup, we can consider the genuine bills as a training sample where the distribution of (X 1 , . . . , X 6 ) is undercontrol. Then we estimate the support and detect the presence of a forged bill by an "alarm" in our detection procedure.
In order to reduce the dimension of the problem, we first perform a principal components analysis (with the data of the genuine bills). The first two principal components are
We apply our detection method for the variables (Y 1 , Y 2 ), assuming that the training sample consists of only n = 90 genuine bills. We check for a possible false alarm (with α = 0.05) for the remaining genuine bills (i.e, using the values (Y 1n , Y 2n ) for n = 91, . . . , 100) and for a change point in the first forged bills (from the stage n = 101). We consider a cross-validation choice of n and change sequentially the set estimator after every new observation which does not raise an alarm. The alarm is given for n = 102. Hence, a change-point has been detected coinciding with the second appearance of a forged bill. Figure 2 shows a control chart for this problem. We plot the sequentially obtained values of the statistic T n defined in (16) (solid line), and the corresponding critical values c 0.05 , for n = 90, . . . , 101 (dashed line). As in a typical control chart we have two areas, the "under-control" and the "out-of-control". They are separated by the c values which act as a confidence band. It can be seen that all the observations X 90 , . . . , X 100 remain neatly within the under-control area, whereas the first forged bill is close to the alarm area and the second forged bill correspond to an out-of-control observation. 
Software.
A MSDOS program, which performs the set-based change-point detection method, the principal components of the Swiss thousand bills data set, and the codes of the FORTRAN'90 subroutines used in this section, can be downloaded from the web site http://www.adi.uam.es/˜ajustel/bcj.html
APPENDIX
Proof of Lemma 1. Let us prove (7). Given n > 0 let us take a minimal covering of S by balls B j = B(Z j , n /2) (with j = 1, . . . , R n ) centered at points Z j ∈ S.
We have
Define A n,j = ω :
It is clear that, by definition,
Hence, if X is a random vector with distribution µ and independent from X 1 . . . , X n , we have X −1 (Ŝ 
Finally since R n ≤ C 2
−d
n , for some C 2 > 0 (depending on S), (7) follows directly from (19).
Proof of Theorem 3. We have
Let us first prove that¯ n → 0, a.s. Indeed, take any > 0. Let us consider a covering C of S consisting of closed cubes with side / √ d and disjoint interiors. With probability one, every C ∈ C such that µ L (C ∩ S) > 0 will eventually contain an observation X i . This shows that¯ n < diag(C) = , eventually a.s. By the dominated convergence theorem, this implies the a.s. convergence to zero of the first term in the right-hand side of (20).
To study the second term in (20) let us note that, in the setup of graph theory, n is half the length, M n , of the longest edge in the minimal spanning tree (cf., e.g., Lebart et al. 1984, p. 122) with vertices X 1 , . . . , X n . This follows from the iterative calculation of¯ n , since this iterative procedure in fact provides a minimal spanning tree whose longest edge has length 2¯ n . Indeed note that, in a spanning tree, the length of any edge with vertex X 1 must be at least R 1 ; also, the length of any edge joining X 2 and other point different from X 1 must be at least R 2 , . . ., etc.
Under the hypothesis in (a) and the assumptions of the theorem, Tabakis (1996) 
