In this paper, we study the problem of multiband (frequency-variant) covariance interpolation with a particular emphasis towards massive MIMO applications. In massive MIMO, the communication between each Base Station (BS) with M 1 antennas and each single-antenna user occurs through a collection of scatterers in the environment, where the channel vector of each user at BS antennas consists in a weighted linear combination of the array responses of the scatterers, where each scatterer has its own angle of arrival (AoA) and complex channel gain. The array response at a given AoA depends on the wavelength of the incoming planar wave and is naturally frequency dependent. While in typical wireless communication applications the signal bandwidth is narrow enough, such that the channel second-order statistics (notably, the channel covariance matrix) can be considered frequency independent, in many other applications such as Frequency Division Duplexing (FDD) the uplink (UL) and the downlink (DL) channels are separated by a large frequency interval, such that the dependence of the channel covariance on frequency cannot be ignored. In this paper, we show that although this dependence is generally negligible for a small number of antennas M , it results in a considerable distortion of the covariance matrix when M → ∞. Moreover, we prove that this frequency-dependent distortion can be fully compensated by a suitable covariance interpolation in frequency. We analyze the covariance interpolation problem mathematically and prove its stability under a very mild reciprocity condition on the angular power spread function (PSF) of the users. We also investigate the validity of our results using numerical simulations.
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I. INTRODUCTION
Consider a multi-user massive MIMO system [1] , where each Base Station (BS) has an array consisting of M antennas and serves multiple single-antenna users. In this paper, we mainly focus on Frequency Division Duplexing (FDD), where the BS communicates with the users in two disjoint frequency bands F = F ul ∪ F dl , where the users transmit their data to the BS in the uplink (UL) over a frequency band
, with a carrier frequency f ul and a bandwidth W ul , and receive data from the BS in the downlink (DL) in the frequency band
, with a carrier frequency f dl and a bandwidth W dl . We always assume that the communication bandwidth is much less than the carrier frequency, i.e., Wul ful , Wdl fdl 1, such that both UL and DL channels can be considered quasi narrow-band. We define the ratio between the UL and DL carrier frequency by ν = ful fdl . We will assume, as in conventional deployments of wireless systems, that f ul < f dl , thus, ν < 1.
We assume that each BS has a Uniform Linear Array (ULA)
with M 1 antennas with a physical antenna spacing of d and scans the angular range
. We denote the response of BS array to a planar wave at a frequency f ∈ F and angle of arrival
where c 0 is the speed of light and where we defined the shorthand notation [M ] = {0, 1, . . . , M −1}. Adopting the narrowband assumption Wul ful , Wdl fdl 1, we define two array responses a ul (θ) = a(θ, f ul ) for the UL and a dl (θ) = a(θ, f dl ) for the DL, where
for k ∈ [M ], where λ ul = c0 ful and λ dl = c0 fdl denote the wavelength at the UL and the DL carrier frequencies, and where λdl λul = ful fdl = ν < 1. We will assume that the antenna spacing d is set to d = λul 2 sin(θmax) , where ∈ (0, 1) is the spatial oversampling factor. Note that since the angular range Θ = [−θ max , θ max ] scanned by the array has an angular span of 2θ max , the antenna spacing λul 2 sin(θmax) is the minimum spacing required to avoid spatial aliasing or grating lobes [2] , which is the reason we call the spatial oversampling factor. In array processing applications, where one deals with only a single frequency band, say, F ul , it is conventional to set = 1 since this yields the maximum physical span, thus, the maximum angular resolution of the array. In this paper, we deal with communication at two disjoint frequency bands F = F ul ∪F dl , and we will assume that < ν to avoid grating lobes in both UL and DL bands F ul and F dl , respectively.
Let us consider a generic user served by the BS. We assume that the communication between this user and the BS is through a set of scatterers in the environment. We denote the frequency-dependent channel vector of the user at time slot t by h(t, f ) = p i=1 w i (t)a(θ i , f ) where θ i and w i (t) denote the AoA and the random channel gain of the i-th scatterer. The channel gains {w i (t) : i ∈ [p]} typically vary quite fast across consecutive time slots but the AoAs {θ i : i ∈ [p]} can be safely assumed to remain stable for many time slots (coherence times). Invoking the central limit theorem, we will assume that w i (t) ∼ CN (0, γ i ) where γ i > 0 denotes the power strength of the i-th scatterer. We define the covariance matrix of the channel vector at a frequency f ∈ F by
In this paper, we will adopt a more general model [3] , where the scattering channel may consist of a continuum of scatterers and the channel vector h(t, f ) is given by
where W (t, dθ) denotes the Gaussian channel gain of those scatterers with AoAs in [θ, θ + dθ) at time slot t, which is a circularly symmetric stochastic process with independent increments in the angular domain (uncorrelated scattering): 1
where δ(.) denotes the Dirac's delta function and where γ(dθ) is a positive measure denoting the channel strength of those scatterers lying in the angular range [θ, θ + dθ). We will call γ(dθ) the angular power spread function (PSF) of the channel vectors. In general, in a massive MIMO multiuser setting each user is characterized by its own angular PSF, which depends on the propagation geometry of each specific user to the BS array. Since the focus of this paper is UL-DL covariance interpolation, we focus on a generic PSF γ, while it is understood that the proposed interpolation scheme and corresponding analysis can be applied to each user in the system. Using (5), we can write the covariance matrix of the channel vector in the general setting (4) as
In the special case, where
. It is seen that for a given angular PSF γ, the corresponding channel covariance matrix Σ(f ) varies smoothly with f . Here, for simplicity, we assume that the statistics of the channel stochastic process {h(t, f )} can be well approximated by Σ ul = Σ(f ul ) in the UL and by Σ dl = Σ(f dl ) in the DL. Covariance information, especially in the DL, is of huge practical use for efficient signal processing in massive MIMO, e.g., for grouping and serving users more efficiently [3, 6] , for designing low-complexity beamforming algorithms [7, 8] , and for efficient channel probing and feedback in FDD massive MIMO systems [9] . The frequency-variant nature of the channel covariance matrix is, however, highly overlooked in the current massive MIMO literature. Interestingly, this effect is negligible when the number of antennas M is small but plays a crucial role in a massive MIMO regime where
. This is illustrated in the next example.
Example 1: Consider a simple line-of-sight scenario where the scattering channel between the user and the BS consists of a line scatterer at AoA θ 0 ∈ Θ := [−θ max , θ max ] and is given by h ul (t) = w(t)a ul (θ 0 ) in the UL and with h dl (t) = w(t)a dl (θ 0 ) in the DL, where w(t) ∼ CN (0, γ 0 ) is the Gaussian channel gain of the scatterer. Let us consider a scenario, where one neglects the frequency-variant nature of array responses and uses a ul (θ 0 ) (as the dominant signal subspace of Σ ul ) for beamforming in the DL. Due to the UL-DL frequency mismatch, this results in an attenuation factor
, compared with the ideal beamforming vector a dl (θ 0 ). It is seen that ϑ(ν, M ) → 1 as ν = ful fdl → 1. However, for any θ 0 = 0, the attenuation ϑ(ν, M ) can potentially approach 0 in a massive MIMO scenario when the number of antennas M is very large such that M (1 − ν) = O(1). ♦
A. Contribution
In this paper, we address the problem of covariance matrix interpolation in the frequency domain. More specifically, we assume that the covariance matrix Σ ul of a generic user is estimated by the pilot signals transmitted from the users in the UL [3] and provide a procedure for estimating Σ dl from the available Σ ul . Our proposed technique relies on the following two key assumptions: A1. Stationarity: We assume that γ(dθ) is locally timeinvariant and remains constant over many time slots (channel coherence times), such that the UL covariance matrix Σ ul can be reliably estimated from the UL pilots. A2. Reciprocity of the angular PSF: We assume that the angular PSF γ(dθ) is frequency-invariant over the whole frequency band F = F ul ∪ F dl consisting of the UL and the DL frequency bands. ♦
It is important to note that the reciprocity assumption A2 is quite different than the standard reciprocity assumption on the instantaneous channel vector in massive MIMO literature. More specifically, the UL-DL reciprocity in massive MIMO refers to the fact that to what extent the instantaneous channel process in the DL h dl (t) := h(t, f dl ), seen as a stochastic process, can be estimated/predicted from the observation of the UL channel vector h ul (t) := h(t, f ul ) or vice versa. We refer to [10, 11] for further discussion on the predictability of the stochastic processes and its application in MIMO systems.
The assumption A2 in this paper, in contrast, deals with the reciprocity of the second order statistics, i.e., the angular PSF, of the channel vectors rather than their random realizations. This is justified by the fact that the electromagnetic properties of the scatterers do not change dramatically over the spectrum F. In this paper, we prove that under A1 and A2, and some mild conditions on the parameters , ν, the DL covariance matrix Σ dl can be stably estimated from the UL one Σ ul .
II. MATHEMATICAL FORMULATION
Let us consider a generic user and let us denote the frequencydependent channel covariance matrix of this user by Σ(f ) as in (6) . Note that for the ULA considered here, Σ(f ) is a Hermitian positive semi-definite (PSD) Toeplitz matrix whose first column from (6) is given by
We define σ ul = σ(f ul ) and σ dl = σ(f dl ) as the first column of Σ ul and of Σ dl respectively. We assume, as before, that the physical antenna spacing is d = λul 2 sin(θmax) , where ∈ (0, 1) is the spatial oversampling factor, and make the change of variables ξ = sin(θ) sin(θmax) , where we write
where, with some abuse of notation, we denoted the array responses and the resulting measure in the ξ-domain again by a ul , a dl and γ respectively. Note that the normalized UL/DL array responses are given by a ul , a dl :
For simplicity, and without loss of generality, we assume that γ(dξ) is a normalized positive measure with γ([−1, 1]) = 1.
We define the continuous Fourier transform of γ asγ : R → C:
Since γ has a bounded support [−1, 1],γ(x) is a continuous function of x [12] . It has also conjugate symmetry, i.e., γ(−x) =γ(x) * . From (8) and (9), it is seen that where ν = ful fdl < 1 is the ratio between the UL and the DL carrier frequencies as before. This implies that σ dl , and as a results Σ dl , can be obtained from the samples ofγ at locations { k ν : k ∈ [M ]}. This is illustrated in Fig. 1 . Therefore, we can pose the UL-DL covariance interpolation problem as follows. ♦ Note that since by our assumptionγ(x) is band-limited, from Shannon-Nyqvist sampling theorem [13] , we should be able to recover γ from the samples {γ(k ) : k ∈ Z + } (even without any spatial oversampling, i.e., for = 1), thus, to estimateγ(x) at any arbitrary x ∈ R + . When we have only finitely many samples {γ(k ) : k ∈ [M ]}, given the band-limitedness and smoothness ofγ, we may still expect to estimateγ(x) for those x inside the UL sampling interval [0, M ] with a moderately small error that vanishes as M → ∞. However, in UL-DL covariance interpolation, there is always a subset of DL sampling locations that lies near the boundary of UL sampling interval [0, M ] (see UL/DL sampling intervals in Fig. 1) . In fact, one can argue that no matter how large M is, as long as γ is not completely trivial, those boundary points will suffer from some interpolation error.
III. SUMMARY OF THE RESULTS
In this section, we briefly overview our results and discuss some of their implications in a massive MIMO setup. 
A. Basic Setup
As before, we assume that the angular PSF of the scattering channel of a user is given by a normalized measure γ supported in [−1, 1]. Since γ is unknown, in this paper, we will focus on a minimax approach to the interpolation problem. We first define Γ γ as the set of all positive normalized measures µ ∈ Γ γ that are supported on [−1, 1] and yield the same UL covariance matrix as γ, or more specifically: (12) whereμ denotes the Fourier transform of µ as in (10) . We consider the UL probing window [0, M ] ⊂ R + (see, e.g., Fig. 1 We will use this as the key ingredient (similar to the RIP in Compressed Sensing) to characterize the robustness/stability of the UL-DL covariance interpolation addressed in this paper.
B. Main Result and Algorithmic Implications
With this brief explanation, we can state our main result.
Theorem 1: Let γ be an arbitrary positive and normalized measure supported in [−1, 1]. Let [0, M ] be the UL probing window and let s ∈ [0, M ]. Let G be the graph corresponding to γ and let w G (s) be the width of G at s. Then, there is a universal constant C such that
where g : [0, 1] → [1, 2] is a universal function independent of γ, M , and s, and given explicitly by g(α) = e f (α) where
is the binary entropy function for x ∈ [0, 1]. Proof: We only provide a sketch of the proof due to space limits. The main ingredient of our proof is to express the width of the graph w G (s) at a specific point s ∈ [0, M ] as the error in the Taylor approximation of the solution of the second-order Chebychev differential equation given by
with a parameter ς = 2s . Since the coefficients of the equation (17) are differentiable infinitely many times in a neighborhood of t = 0, the equation has an analytic solution [16] . We use this and some additional derivations to obtain an upper bound on truncation error when only the first M terms of the series solution are kept. Finally, we use this error bound to derive the desired result in (15) . 
where the upper bound decays exponentially fast to 0 as M tends to infinity, provided that sin( π 2 )g( s M ) < 1. Since g(α) ∈ [1, 2] , the estimation is precise over the whole window [0, M ] when sin( π 2 ) ≤ 1 2 or equivalently when ≤ 1 3 . For example, in a practical case, where the array scans the angular range Θ = [−θ max , θ max ] with a θ max = 60 degrees, this would require an antenna spacing of d = λul 3 √ 3 where λ ul denotes the wavelength at the UL carrier frequency f ul . Overall, since the elements of σ dl correspond to the samples ofγ at locations s ∈ { k ν : k ∈ [M ]} (see Fig. 1 ), from the sufficient condition sin( π 2 )g( s M ) < 1 for w G (s) → 0 asymptotically as M → ∞, it results that for any < 1, one can stably estimate from σ ul those components of σ dl with indices belonging to
Based on this, we propose the following UL-DL covariance interpolation scheme summarized in Algorithm 1. 
IV. SIMULATION RESULTS
In this section, we illustrate the efficiency of our proposed UL-DL covariance interpolation via numerical simulations. We assume that ν = ful fdl = 0.9 < 1 and that the ULA at the BS scans the angular range Θ = [−θ max , θ max ] with a θ max = 60 degrees. We assume that γ is a continuous distribution
where rect A is a unit rectangular pulse over A ⊂ [−1, 1].
A. Aliasing Effect (Grating Lobe) for > 1 To illustrate the importance of the spatial oversampling factor , we first assume that the antenna spacing violates the conditions of sampling theorem, that is, > 1 and the antenna spacing d = λul 2 sin(θmax) is larger than λul 2 sin(θmax) . Fig. 3 illustrates the UL-DL interpolation error. It is seen that for oversampling factors = 1.05, which is only slightly larger than 1, the UL-DL interpolation completely fails, thus, illustrating the importance of < 1. More importantly, in this case, the interpolation error corresponding to the DL samples (see, e.g., Fig. 1) does not vanish at all by increasing the number of antennas M .
B. Simulation for = 0.9
We repeat the simulations for = 0.9 < 1, which satisfies the condition of sampling theorem. Fig. 4 illustrates the simulation results. It is seen that the proposed interpolation algorithm estimates σ dl very well at the DL sampling locations close to 0, whereas the interpolation error grows quite fast on the boundary positions consisting of around 10% of the samples. Moreover, the error at the boundary points grows with increasing the number of antennas M , thus, illustrating the instability of the interpolation of these samples in the asymptotic regime of M → ∞.
Our simulation results also illustrate that the performance of UL-DL interpolation algorithm seems to be better than that predicted from Theorem 1. This is partly due to the fact that the result of Theorem 1 has a minimax nature and considers the worst-case angular PSFs γ.
V. CONCLUSION
In this paper, we studied the effect of frequency-dependent distortion of user channel covariance matrix in a massive MIMO setup. This problem arises because of the variation of the array response of the BS antennas with frequency. Although this effect is generally negligible for a small number of antennas M , it results in a considerable distortion of the covariance matrix in the massive MIMO regime where M → ∞. We proposed some mild conditions, namely, stationarity of the channel process and the reciprocity of angular power spread function between the UL and the DL, under which the DL covariance matrix can be stably interpolated from the UL covariance matrix. We analyzed the interpolation problem mathematically and proved its robustness under a sufficiently large spatial oversampling of the array. We also did numerical simulations to investigate the validity of our results.
