This chapter focuses on magnetoencephalography (MEG) used in brain imaging and its use in localizing the brain sources of externally recorded spontaneous activity and stimulus and task -induced activation. The chapter first describes the instruments used for recording the magnetoencephalographic signals and the neurogenesis of these signals. It then considers proposed solutions for the "inverse" problem and describes approaches for MEG source estimation, including a method that specifies only one or many equivalent current dipoles. It also explains the signal source-localizing technique known as beamforming and concluding with a discussion of practical issues in MEG/ MSI, with emphasis on those arising in clinical applications of the method.
Introduction
Magnetoencephalography (MEG) involves the measurement of magnetic fields emanating from the brain that are associated with the electrical currents produced by neuronal activity. An MEG recording resembles the familiar electroencephalogram (EEG), as shown by David Cohen in the late 1960s who first recorded the magnetic equivalent of the alpha rhythm over the human occipital cortex (Cohen, 1968) . Also similar to EEG, MEG signals are passively recorded as they naturally occur, without the mediation of any additional form of energy (as is necessary for positron emission tomography [PET] and functional magnetic resonance imaging [fMRI] , with radiopharmaceuticals and large static magnetic fields). Thus, MEG is a completely noninvasive method for the assessment of brain function. Over the decades since its discovery, MEG has been utilized in two basic ways. The first is similar to the way in which conventional EEG recordings are used in both basic research of rhythmic brain activity or evoked responses (i.e., responses specific to stimuli or to movements that are revealed by averaging) and in clinical diagnostics to detect the presence or signs of abnormality in spontaneous brain activity (e.g., epileptiform patterns). The second and more ambitious use of MEG is in the estimation of the location, strength, and time courses of neuronal current sources of spontaneous and evoked magnetic signals recorded on the head surface. The possibility of deriving such estimates constitutes the uniqueness of MEG as compared to ordinary electrophysiology (EEG and evoked potentials [EPs] ). Electrophysiological signals recorded on the scalp are generated by currents that, although they may be produced by a specific source, are conducted throughout the brain volume such that recordings at a particular point on the head surface may represent volume-conducted activity from many sources. For example, although the response to a visual stimulus is generated by neuronal sources in the occipital cortex, that response may be recorded by electrodes not only over the occipital visual cortex, but also by electrodes placed over the prefrontal area and most other areas of the brain as well, thus rendering the task of locating the source of the signal with any precision extremely difficult if not impossible. Moreover, electrical currents, as they spread throughout the brain from their source on their way to the head surface, encounter tissues of different conductivity that, at the level of the skull, varies tremendously from one region to the next, being extremely low in the apertures and extremely high where the skull bone is thickest. This being the case, the distribution of the currents on the surface of the scalp is very distorted, thus exacerbating the difficulty of estimating their origin on the basis of some set of neurons inside the brain. In contrast to electrical signals, however, magnetic fields are not distorted as they traverse the different brain tissues because the magnetic permeability of all biological tissues is almost the same as that of empty space; magnetic fields form concentric spheres expanding from their neuronal source, thus creating less distorted distributions on the head surface and rendering the problem of source estimation more tractable. For example, a particular magnetic field pattern recorded over the occipital region of the head would likely indicate a source (or a generator) located in the primary visual areas, one recorded over the rolandic fissure a generator in the region of the sensorimotor cortex, and so on. In this context, the term functional brain mapping therefore will be used to describe the use of the spatial distribution and form of MEG fields on the head surface to ascertain an anatomically meaningful description of the brain generators of spontaneous or evoked activity. This second use renders MEG a unique supplement to and, in some cases, a substitute for EEG and EPs. However, analyses of the MEG fields on the head surface cannot overcome the problem of superposition-the fact that magnetic fields arising from multiple adjacent brain areas may summate, thus leading to complex field topographies that provide ambiguous or, in some cases, even misleading information regarding the true location or number of the active brain areas that generated them.
To overcome the superposition problem in MEG, various mathematical techniques have been developed to determine the physical configuration of underlying current generators by solving the socalled source localization problem. When combined with structural imaging methods such as MRI, these techniques can also provide 3-dimensional images of anatomically localized neuronal activity within and across individuals, an approach called magnetic source imaging (MSI). This is a technically challenging approach because there is no unique solution to such mathematically inverse problems (i.e., determining the underlying sources that give rise to the externally observed measurements). As (Helmholtz, 1853) showed two centuries ago, although the estimation of an unknown effect is always possible if one knows its causes, the opposite is not always possible: a number of alternative sets of causes may result in the same effect. In the case of MEG, a number of alternative sets of brain sources may create the same magnetic field pattern on the head surface. MEG/ MSI attempts to overcome this problem by mathematically modeling (and thereby separating) multiple sources of activity. Procedurally, the MSI process consists of two distinct problems, the "forward" and the "inverse." The forward problem consists in postulating a configuration of electrical current generators in the brain or "sources" and calculating the magnetic field that such a distribution of current would produce on the head surface that could be recorded by the magnetic sensor array. This problem is mathematically well posed in that it has a unique solution. The inverse problem, on the other hand, consists in estimating the configuration of brain sources that best account for a recorded magnetic field on the head surface. Mathematically, this problem is ill posed: it does not have a unique solution because, as mentioned earlier, more than one source or more than one set of generators could have produced the same surface magnetic field distribution. Problems of this type are referred to as "underdetermined." Nevertheless, inverse problem theorists have developed methods to address these issues so that reasonably good estimates of the actual sources of the recorded fields can be and, in fact, are obtained. Typically, such methods employ some simplifying assumptions to reduce the number of unknown factors to fewer than the number of known ones. In every case, however, the validity of the inverse solutions depends on the modeling assumptions chosen.
The Nature of the Signals Measured
Neuronal signaling within the brain is a continuous process, but the rates at which it transpires vary from time to time and from one brain region to the next, such that each brain structure displays a characteristic baseline activity. Capturing a baseline activity profile in itself can provide information regarding the interaction between brain areas, as evidenced by the recent increasing interest in resting-state brain activity (Biswal, Yetkin, Haughton, & Hyde, 1995) . In addition, the recording of noticeable spontaneous deviations from the expected baselines in particular areas of the brain are indicative of either hypoactive or hyperactive signaling that may have important clinical implications. An example of such clinically significant deviations is that of focal slowwave activity, where a particular brain area, usually bordering a lesion, is constantly producing lowfrequency, high-amplitude signals. Another example is epileptiform spike-and-wave activity that has diagnostic value in the localization of the sources of that activity.
In addition to baseline activity of the brain and its spontaneous deviations, there is activation specific to the execution of particular behavioral or psychological functions, whether simple sensory and motor or "higher" cognitive and linguistic ones. Such activation is prompted either by environmental events (e.g., sensory stimuli) or is elicited during internal processes (e.g., decisions or thoughts) and consists of brief and extremely fast modulations of the amplitude of specific oscillatory processes or transient responses evolving within fractions of a second. For this reason, a major attraction of MEG is that its temporal resolution is limited only by the sampling rate of the electronics, which in modern MEG systems typically far exceeds the fastest changes of brain responses. Thus MEG can measure both direct current (DC) shifts associated with slow polarization of the cortex, as well as high-frequency oscillations and transient spikes. This is in contrast to other functional brain imaging methods such as PET and fMRI, which have temporal resolution of the order of minutes or seconds, thus rendering them incapable of imaging rapidly changing patterns of brain activity.
Electrochemical signaling among neurons consists of events that take place at their synapses, axons, and dendrites. The type of event that gives rise to magnetic signals is the flow of ions within the cell dendrites. When units of several thousand cells (such as cortical columns) are simultaneously active, the ion flow within their apical dendrites creates electrical current. This "source" current is associated with the magnetic flux that constitutes most of the magnetic field patterns recorded on the head surface. Later in this chapter we will discuss the relationship of the neuronal currents to the measured MEG signal and how they may be used to generate dynamic images (i.e., images of the activity of particular structures over time) of the neuronal mechanisms of the various behavioral and psychological functions.
Instrumentation and Recording Methods
The shape of the recorded magnetic field distribution over the head surface is jointly determined by the characteristics of the magnetic flux that emerges from the intracranial sources and the characteristics of the recording instruments. Since currents produce loops of magnetic flux surrounding the current flow according to the right-hand rule (Figure 2 .1, left), magnetic fields emanating from a source inside the head emerge on the head surface as lines of magnetic flux that can be directed outward or inward Left: A moving charge (i.e., electric current, I) induces a magnetic field B. The relation between the direction of the current and the magnetic flux is expressed by the "right-hand rule." That is, the magnetic flux moves in the direction of the fingers of the right hand when the direction of the current is indicated by the direction of the thumb. Right: A magnetic field passing through a conductive coil (magnetometer) induces a current proportional to the component of the field that is perpendicular to the surface area of the coil (shown in orange).
with respect to the head surface. Measuring these magnetic fields is accomplished through the use of a magnetic sensor or detector, which consists in a conductive wire loop or pickup coil that is sensitive to magnetic flux passing through it. The magnetic flux induces a current in the coil also according to the right-hand rule. The output of a single coil, or magnetometer, is proportional to the component of magnetic flux perpendicular to the plane of the coil (Figure 2 .1, right). Although we may measure the magnetic field in any arbitrary direction at the head surface, most typically, coils are oriented parallel to the head surface and measure the component of the field radial to the scalp surface. By convention, magnetic fields recorded at the scalp surface are plotted in terms of positive polarity (outgoing flux) and negative polarity (inward flux). The pickup coils can be circular or square in shape and may consist of multiple turns that effectively increase the total surface area and resulting sensitivity. The output of the sensor is the sum of the total magnetic flux, measured in units of webers (Wb) over the total effective surface area of the loop (surface area × number of turns). However, the output of an MEG sensor array is typically expressed as magnetic flux per unit area, or magnetic flux density, in units of Tesla (Wb/ m 2 ). The latter is also referred to as magnetic induction or simply termed the magnetic field, usually denoted by the symbol B.
MEG Sensor Design
When using single magnetometer sensors or pickup coils, activity associated with a surge in neuronal activity (i.e., a generator that behaves like a current flowing in one place), the recorded field pattern has a distinctive appearance called a dipolar distribution, as shown in Figure 2 .2 (left). The dipolar distribution obtained from an array of magnetometers placed over the source has two modal points called extrema where the recorded signal has the highest value. One is called the maximum extremum (the point at which the flux exits) and the other the minimum extremum (where the flux re-enters the head). Around each extremum, the signal diminishes progressively, forming isofield contours. The signal becomes zero at the midpoint between the two extrema directly above the source.
The distance between the extrema divided by √2 provides an approximate estimate of the depth of the current flowing below this point. For the purpose of increasing signal-to-noise ratio (SNR), MEG sensors are often configured as gradiometers, which consist of two coils wound in opposite directions separated by a small distance. This measures the rate of change in flux over the distance spanned by the two coils; that is, the spatial gradient in the axial direction (δB z / δz). For near sources (e.g., those inside the brain), the proportion of the first-order gradient is between 50% and 90% of the total field. For distant sources outside the magnetically shielded room (MSR), this drops to well below 1%. Therefore, gradiometers reduce brain signals by only 10-50% while reducing noise by more than 99%. Two types of gradiometer sensors (shown in Figure 2 .2) are common in current systems: axial gradiometers that measure the gradient of the field along the common axis of two pickup coils, and planar gradiometers that measure the rate of change in field perpendicular to the surface of the head by placing the two coils side by side; that is, the gradient of the axial field lies in a direction parallel to the coil surface (i.e., δB z / δx). Since planar gradiometers are sensitive to a gradient in only one direction and therefore blind to gradients in the orthogonal direction, two planar sensors rotated 90 degrees to each other are required at each location to completely characterize the magnetic field.
As shown in Figure 2 .2, the shape of the magnetic flux distribution recorded on the head surface is also modified when sensors other than magnetometers are used to measure the field. In the case of axial gradiometers, a dipolar pattern is also observed that is slightly more focal than that of a magnetometer; however, in the case of planar gradients, the field exhibits a monopolar pattern with a single extremum conveniently located directly above the current source. However, as mentioned earlier, this must be generated by measuring planar gradients in two directions orthogonal to each other and computing the summed power in both gradient directions. One advantage of planar gradiometers is the ability to manufacture them using standard thin-film techniques developed for the semiconductor industry; this can reduce manufacturing costs and increase the precision with which the coils can be made since slight imperfections in the size or orientation of the two loops can reduce their ability to perfectly reject the zero-order field. Axial gradiometers must be hand or machine wound, requiring additional calibration techniques to compensate for any residual sensitivity to the zero-order field (also termed "field balancing"). The principal disadvantage of planar gradiometers is that the length of baseline, which determines their sensitivity to more distant deep brain sources, is limited by the space between individual sensors; this is determined by the desired number of measurement locations (like those of EEG) arrayed around the head over a finite surface. The maximum baseline that can be achieved with planar gradiometers is between approximately 50% and 75% of the spacing between these measurement locations because the sensors cannot overlap. If the design requires a denser array of measurement locations, generally a desirable option, the baseline must be reduced, which has the undesired effect of reduced signal amplitude. Planar gradiometers also have the disadvantage in that the raw signals are dependent on the orientation of each sensor relative to the direction of greatest change, thus making the output more complex to interpret. For spatial displays of the data, such as a contour plot or intensity display, the planar gradient can be plotted as the root-mean-square (RMS) output of both sensors, as in as one or more loops of wire (pickup coils) that are sensitive to the magnetic field in the direction perpendicular to the surface area of each coil. As shown on the left, a single coil (magnetometer) is equally sensitive to both a uniform field (B) and a rapidly changing field (B′) passing through the coil. An axial first-order gradiometer (middle) consists of two separate coils wound in opposite directions and is insensitive to the uniform field (B) since it induces equal amounts of current in each coil, but in opposite directions, and is thus only sensitive to a change in field strength over the distance separating the coils (the spatial gradient of the field). Thus, fields generated by sources near one end of the gradiometer (B′) are detected whereas more slowing changing fields (B) generated by distant sources are suppressed. A planar gradiometer (shown on the right) operates on the same principle, except that the two coils are placed side by side, thus measuring the gradient of the perpendicularly oriented magnetic fields but in a direction parallel to the plane of the coils. Bottom: A bipolar magnetic field pattern (black lines indicating inward flux and white lines outward flux) is observed overlying a source when measured with axial magnetometers or gradiometers placed radial to the head surface. Field patterns measured with planar gradiometer display a monopolar pattern with the gradient maximal directly above the source; however, a single planar gradiometer is sensitive to gradients in only one direction. Thus, planar systems require two gradiometers rotated 90 degrees to each other at each location to completely spatially sample the field pattern over the scalp.
converted to their radial equivalent using a modeldependent interpolation routine. For axial gradiometers, the baseline length is limited only by the physical constraints of the dewar size (the dewar is a thermally insulated flask) and are selected based on a tradeoff in terms of attenuation of deep brain sources and reduced sensitivity to nearby noise signals, such as the magnetic heart signal (also known as the magnetocardiogram or MCG), which is many orders of magnitude greater than the brain's magnetic field and can contaminate MEG recordings, particularly in children where the heart is physically closer to the MEG sensors. Longer gradiometers will have better sensitivity to deep brain sources but will be more sensitive to MCG artifacts. A rule of thumb is that the baseline should not be shorter than the distance from the sources of interest. A common baseline length for axial gradiometers in commercial MEG systems is about 5 cm. Magnetometers have the highest signal sensitivity if one is interested in measuring deeper or weaker brain signals, but this can be nullified by too much sensitivity to background noise without additional noise removal techniques or very quiet recording environments. Thus, SNR is the most important factor in deciding on the advantages and disadvantages of different sensor design for different applications (Vrba & Robinson, 2002) .
MEG Recording Systems
The magnetic fields generated by neuronal activity created are extremely small. These fields are, in fact, about 1 billion times weaker than the ambient magnetic field of the earth, on the order of fem-toTesla (10 −15 Tesla) to picoTesla (10 −12 Tesla). In order for such extremely feeble magnetic fields to induce current in the magnetometers or gradiometers, the latter must have practically no electrical resistance. This is achieved by reducing the temperature of the wires to close to absolute zero so that they become superconducting with virtually no electrical resistance. Thus, all MEG systems consist of sensor arrays housed in a thermally insulated dewar filled with liquid helium (LHe) that is able to maintain the contents at a temperature of about 4° Kelvin (Figure 2 .3a). At these temperatures, the magnetometers and all other components inside the dewar are kept superconducting. The induced currents in the sensors, being proportional to the extremely low magnetic flux strength, are also extremely weak and must be amplified. Conventional amplifiers are not suitable for this task because their intrinsic thermal noise is higher than the currents to be amplified. This is overcome by inductively coupling the sensor coil to a highly sensitive flux-to-voltage converter, namely, a superconductive quantum interference devices (SQUID). The SQUID sensor, introduced into the MEG system design by James Zimmerman in the early 1970s (Zimmerman, 1971) , is a wire loop with one or two resistive barriers in it that, when cooled to superconducting temperature, generates a periodic signal that increases and decreases in quantized amounts of magnetic flux (flux quanta) when a magnetic field is applied to the loop. One flux quantum equals approximately 2.07 × 10 −15 webers. The SQUID is inductively coupled both to the flux transformer (i.e., magnetometer or gradiometer) and a feedback coil connected to room-temperature electronics. This feedback signal is used is to create a null-feedback circuit, transforming the periodic SQUID signal into a linear output voltage proportional to the amount of applied flux, which can be then calibrated in units of volts/ Tesla (taking into account the surface area of the detector coils). This produces a highly sensitive magnetic field detector capable of measuring field amplitudes less of than 1 femtoTesla. The entire MEG sensor array and SQUIDs are encased in a dewar filled with liquid helium to keep the entire assembly superconducting. The dewar and all internal components must be made of special materials to keep the intrinsic noise level of the system as low as possible, preferably less than 5-10 femtoTesla RMS per root Hz, in order to measure the smallest brain signals. Dewars come in different shapes and sizes and generally also contain a large reservoir of LHe (which boils away at a rate of several liters per day) to operate for several days without refilling.
Modern MEG systems consist of hundreds of magnetic sensors placed at regular intervals on a helmet-shaped array to sample the pattern of the magnetic flux over the entire scalp, and they have been commercially available since the early 1990s. A number of commercial MEG systems, shown in Figure 2 .3, are in current use, with anywhere from 64 to more than 300 sensors covering the entire head. MEG recording systems are carefully designed to have high sensitivity to very minute magnetic fields. However, environmental noise can be orders of magnitude larger than brain signals and cannot be completely shielded from the sensor array; a major challenge for MEG system design. The ability to detect such small signals is achieved through the use of A/ D converters with at least 16 bits of dynamic range. Some systems also employ additional online signal processing techniques that allows the signals to exceed the dynamic range of the SQUID feedback circuit by zeroing the circuit once a known amount of flux is detected, then reconstructing the data by realigning the discontinuous segments of data. This so-called flux slipping technique can provide up to 32 bits of dynamic range (Vrba & Robinson, 2001) thus allowing systems to be operated in noisy urban environments and within hospital settings, and even placed in close proximity to MRI scanners. Nevertheless, proximity to sources of large moving metal objects or electrical currents, such as elevators, subways, roadways, and high-voltage power lines, must be avoided, as well as excessive building vibration, since the motion of the sensors in the earth's magnetic field will also create an artifact. In addition, any devices that can produce very rapidly changing voltages and associated magnetic fields may exceed the rate at which the SQUID feedback circuit can operate (i.e., exceed the system slew rate) and result in discontinuities or amplitude steps in the data. This requires careful evaluation of the environmental background when selecting a location for a MEG installation.
Noise Reduction Techniques
Although the use of gradiometer sensors provides one means of reducing noise, this is not sufficient for most noisy urban or hospital environments. Additional reduction of environmental noise is achieved by placing the MEG system inside an MSR. The MSR provides passive shielding from high-frequency noise from the environment (e.g., perturbations of the ambient magnetic field of the earth due to the movement of metallic and other ferromagnetic objects). Environmental electromagnetic noise is reduced by an effect known as eddy current shielding, where the external magnetic fields impinging on the MSR are converted to currents induced in the walls of the room by the use of a layer of highly conductive metal (typically aluminum). Since eddy current shielding is rather ineffective at low frequencies (e.g., <100 Hz), shielded rooms also have layers of highly magnetically permeable material (Mu-metal or Permalloy), which, depending on the number of layers, can provide attenuation of the external magnetic noise ranging from a modest factor of 30 for very low frequencies up to 100 or more at higher frequencies (Vrba, 2000) . In some cases, additional active shielding is also employed. This consists of placing low-sensitivity magnetic detectors that operate at room temperatures (e.g., fluxgate magnetometers) immediately outside the MSR to directly measure large environmental noise fields in real time. Similar to the principle behind noise-cancelling headphones, the noise signals are then amplified and fed into large coils on the outside walls of the MSR to generate a canceling magnetic field. In general, the active shielding reduces the magnetic field noise due to far-field sources and when applied to raw magnetometer signals, and it has only a small effect on gradiometers or magnetometers with other noise cancellation already applied. Thus, for higher order gradiometer systems, active shielding is generally not used because it may degrade system performance since the active coils can produce gradients that are larger than that of the environmental noise.
In very noisy environments, the use of gradiometer sensors and hardware noise cancellation may still not be sufficient, and additional methods use advanced signal processing (either off-or online) with fast digital processors built into the acquisition system. These methods typically incorporate information being simultaneously recorded from additional reference sensors (usually located in the dewar at some distance above the head) that are applied directly to the primary sensors over the scalp. The simplest form of noise removal is adaptive noise cancellation, which subtracts a weighted combination of ambient background noise recorded at three orthogonal reference magnetometers from the primary detectors. The term adaptive denotes the fact that the weights must be frequently retuned or adjusted to account for any changes in the surrounding noise environment by taking background measurements prior to each experiment. A second approach utilizes reference channels (usually located above the sensor array) and precomputed weighting factors to reduce the noise at each primary sensor by transforming the recorded signal to the equivalent of a higher order gradient signal without having to use a physical gradiometer, which would require a long flux transformer with additional cancelling loops. For example a second-order gradiometer has three loops and measures the rate of change of the first-order gradient; a third-order gradiometer has four loops and measures the third-order gradient; and so on, with increasing amounts of suppression of nearby noise sources due to increasing rates of fall-off of the field with distance with increasing gradient order. Although physical second-and thirdorder gradiometers are sometimes used, they are impractical for large-array, helmet-style systems due to the limited space in the dewar, and they can also attenuate more brain activity due to the proximity of the additional coils to the head. Some commercial systems provide synthetic gradients up to the thirdorder by using a complex array of reference magnetometers and gradiometers (Vrba & Robinson, 2001) , which produces a dramatic suppression of environmental noise with less attenuation of brain activity so that the instrument can even be successfully operated outside of a magnetically shielded room (Cheyne et al., 1992) . Another signal processing method for noise reduction recently introduced into MEG system design is signal space separation (SSS), which reduces environmental noise using spherical harmonic expansions. This method mathematically decomposes the magnetic field recorded from a spherically distributed array of sensors (e.g., a helmet-shaped array of magnetometers) into a series expansion composed of internal and external terms that represent the proportion of the measured fields arising from inside and outside the sphere, respectively. The measured signals are then reconstructed using only the internal terms to discard the environmental noise (Taula, Kajola, & Simola, 2003) . This method has been shown to work well for distant noise sources; however, sources that are very close to the sensor array (e.g., dental artifacts, eye blinks, etc.) may not be sufficiently separated into internal and external terms. In this case, additional steps must be applied to remove this residual noise, such as using temporal correlations between the internal and external components (Taulu & Simola, 2006) .
The Forward Problem: Modeling the MEG Signal
As described in the introduction, any flowing charge or electrical current gives rise to a magnetic field. The MEG signals recorded on the head surface are the result of a combination of both intracellular and extracellular currents flowing through the brain. Extracellular currents can be recorded at the microscopic level using invasive electrodes to measure currents flowing in the vicinity of synaptic connections between neurons, termed local field potentials (LFPs). LFPs reflect the dynamically changing resting potential of large populations of neurons due to both excitatory and inhibitory synaptic input. Intracellular currents can also be recorded using electrodes placed inside a single cell, and, although they do not directly contribute to the EEG signal, they do contribute to the externally recorded MEG signal, as described in the next section. Electrical and magnetic fields are mathematically related to each other, and their propagation through space is described by Maxwell's equations (Maxwell, 1865) . At high frequencies, the electrical and magnetic fields are coupled, thus producing an electromagnetic field that propagates rapidly through space. However, at the temporal rate of cellular current changes (<1,000 Hz), this coupling (and the corresponding time derivatives in Maxwell's equations) can be ignored, and the quasi-static forms of Maxwell's equations apply (Hämäläinen, Hari, Ilmoniemi, Knuutila, & Lounasmaa, 1993) . This simplifies the mathematical relationships between the electrical and magnetic fields generated by neural currents that form the basis of the MEG signal. Neuronal communication involves the release of excitatory and inhibitory neurotransmitters at synapses, depolarizing or hyperpolarizing the postsynaptic cell, respectively, by the exchange of positively and negatively charged ions across the cell membrane.
Neurogenesis of the MEG Signal
The resulting change in electrical charge inside and outside of a nerve cell results in the flow of intracellular and extracellular currents. For example, activation of an excitatory synapse at the distal end of a pyramidal neuron in the cortex results in an influx of sodium, generating a local excitatory postsynaptic potential (EPSP) and positive charge inside the cell. This induces intracellular currents to flow from the positively charged part of the cell toward the negatively charged cell body, which acts as a current sink (see Figure 2 .4, insert). This constitutes a primary or impressed current, which is the main driver of the magnetic and electrical fields as measured by MEG and EEG. It can be considered the battery that drives the "circuit." This also gives rise to passive return or volume currents that flow outside the cell in the opposite direction. In contrast, axonal currents due to action potentials (i.e., cell firing) do not contribute significantly to the MEG signal since propagation of action potentials down the axon involves a wave of depolarization followed closely by a wave of repolarization of the axonal wall, thus producing fields of opposite direction that cancel. Also, since action potentials are very brief, chances that a sufficient number of axons would depolarize in synchrony such that they could create a sufficiently strong combined magnetic field to reach the head surface is unlikely, although magnetic fields have been observed due to action potentials in peripheral nerves where such summation over many trials is sufficient to generate a coherent field (Wikswo, Barach, & Freeman, 1980) . Volume currents propagate outside the nerve cells throughout the brain volume (Figure 2 .5a). They form irregular patterns because they follow the path of least electrical resistance as they spread away from the source and encounter the irregularly arranged layers of various tissues (white matter, gray matter, meninges, cerebrospinal fluid [CSF]), which offer different degrees of resistance. As the volume currents spread, they encounter the much more resistive barrier of the skull. As these currents emerge onto the head surface, greatly distorted and attenuated, they may be recorded as voltage differences among the electrodes used in the conventional EEG method. In contrast, magnetic flux lines are not distorted as they pass through the various tissue layers because all biological tissues offer practically zero resistance to them: the magnetic permeability of tissues is practically the same as that of empty space.
The magnetic field at any point outside of the head is the result of all currents constrained to flow inside the head. We can calculate this external magnetic field using the integral form of the Biot-Savart law, where the field at location r is given by,
where J(r′) is the total current over the volume G due to an impressed current at location r′, and µ 0 is the coefficient of permeability for free space (µ 0 = 4π × 10 −7 Tm/ A). Note that the resulting magnetic field B(r) is a vector quantity, and the scalar value corresponding to the output of each sensor coil is the projection of B(r) onto the direction perpendicular to its axis. For gradiometers, the value must be calculated at both coils and subtracted to correspond to the gradiometer output. Similarly, if noise has been subtracted from the measured signals at the primary sensors using reference sensors, the field must also be calculated at the references and the identical subtraction procedure applied to the calculated field.
The Dipole ApproximATion
If we consider only the primary current, since our measurement is far away relative to the distance over which the intracellular current is flowing, the integral in Equation 1 can be replaced by the simplified concept of a "dipole," which is the total current flowing over a short distance from a source to a sink (e.g., from deep to superficial cortical layers). Thus, a dipole is treated as a single point in space at a location defined by the vector r′, but has an associated moment vector q representing its direction and strength. This provides a simple formula for the magnetic field measured at location r given by the dipole approximation form of the Biot-Savart law: Both give rise to magnetic fields that pass undistorted through the brain and skull and can be measured at the scalp surface. EEG detects the passive volume currents that must propagate through the highly resistive skull to the surface electrodes (dotted lines). The impressed intracellular current flowing over the short distance of the apical dendrite of the pyramidal cell can be mathematically described as a current dipole. Pyramidal cells in the gyral surface create radially flowing intracellular current dipoles (black arrows), whereas those in the sulcal walls generate dipoles perpendicular to the scalp surface, which dominate the MEG signal (see text for details).
thus, the magnetic field B 0 decreases as the inverse of the square of this distance (shown as the distance cubed in Equation 2 since the full vector also appears in the numerator). The cross-product indicates that field magnitude also varies with the cosine of the angle between this vector and the orientation of the dipole vector (q) and approaches zero as the dipole is rotated toward the point of measurement. In an unbounded medium (i.e., if there were no resistive boundaries causing passive volume currents to exist), Equation 2 would describe the entire magnetic field for a dipole source. In fact, in the early development of MEG source modeling, this simple formula was considered sufficient to model the MEG signal. However, since the bounded volume currents also contribute to the external measured magnetic field, a more accurate forward solution is desired. This requires including a term for volume currents flowing throughout the head, which requires knowing the paths of the currents and the electrical resistance of the conductor. Moreover, the head has multiple compartments of differing conductivity (i.e., multiple boundaries) that distort the volume currents differently ( Figure  2 .5a). This problem can be overcome, however, by using a mathematical simplification. Maxwell's equations state that the electrical field generated by the volume currents is equivalent to the gradient of electrical potential and that this gradient is only nonzero at the boundaries. These complex volume currents can be replaced by their mathematical equivalent or what are termed secondary or fictitious currents perpendicular to the surface of each boundary, as shown in Figure 2 .5. These currents are so called since no currents actually flow outward from the conductor surface. This allows one to derive the volume current term from the integral of electrical potential over the boundary. Here, the only the conductivity inside (σ − ) and outside (σ + ) the surface must be known and boundary element methods used to compute these currents at discrete points on the surface. In addition, multiple boundaries can be modeled (e.g., the skull, CSF, and skin) and the volume current contributions summed over all boundaries. The general solution for m conductive boundaries is given by,
where V(r′) is the current element at location r′ and n(r′) is the unit vector normal to the surface at this location, and σ − and σ + are the conductivities inside and outside surface j, respectively. The first term B 0 (r) is the contribution to the total field from the impressed current given by Equation 2. The second term of Equation 3 provides an estimate of the contributions of all volume currents. Thus, the solution for potential for the outermost (skin) surface is
Magnetic fields recorded outside the head are due to the intracelluar impressed or primary current (J p ) and the associated passive or volume currents (J v ). Only the volume currents are distorted by the enclosing surfaces (S j , S j+1 ) which represent changes in electrical conductivity (e.g., the skull surface and skin surface) (B) To compute the external field B(r) at location r, the primary current can be represented mathematically as a dipole q at location r′. The volume currents flowing within each boundary can be replaced with so-called "fictitious" or secondary currents (indicated by red arrows) oriented perpendicularly to the surface of each of the boundaries. For example, VSj represents the surface currents for surface Sj. The latter can be computed by estimating the electrical potential at discrete locations on the surface using boundary element methods. See text for details. also a solution for the EEG forward problem, recalling that the EEG is due to the extracellular currents that propagate from the primary generator to the scalp surface. Thus, a realistic forward model for the scalp potential in EEG also provides the volume current contribution for the MEG forward model. For this reason, methods for implementing these more complex forward models are becoming increasingly available within the MEG/ EEG research community.
The SphericAl moDel
As one might surmise, the calculation of the forward model using Equation 3 requires complex numerical methods. This is time-consuming and presents certain limitations. For example, the conductivities of different compartments of the boundary element model (BEM) must be estimated with reasonable accuracy. More critically, the BEM solutions can become highly inaccurate if the primary sources become very close to the innermost boundary, a likely case for sources in the cortical surface that may be only a few millimeters from the CSF-skull boundary. To avoid these difficulties, the spherical model has been used extensively as a simplification of the forward model in MEG. A spherical model assumes that the head can be represented as one or a set of concentric spheres (i.e., the head is assumed to be radially symmetrical). In addition, each compartment or concentric sphere is assumed to be homogeneous and isotropic (its conductivity at any location is assumed to be independent of current direction). Importantly, for the spherical model, the contributions of volume currents can be neglected for magnetic fields measured in the radial direction (the flux lines are all parallel to the coil surface) and only contribute to flux outside of the sphere in the tangential direction. Furthermore, this contribution does not depend on the conductivity of the sphere (Okada, Wu, & Kyuhou, 1997) . A general numerical solution for computing the external magnetic field due to a dipole inside a conducting sphere is given by Sarvas (1987) and only requires knowledge of the location and orientation of a source relative to the sphere center, as shown in Figure 2 .6.
An important limitation when modeling the head as a spherically shaped conductor is that, in a perfect sphere, radial currents (i.e., currents flowing away from the sphere center) produce no external field. This is because, due to spherical symmetry, the fields generated by the primary impressed current and the volume currents are equivalent in magnitude but have opposite sign and cancel each other. Similarly, at the sphere center, the field vanishes because the source becomes radially oriented in all The field B(r) for a dipole q is shown using the solution from Sarvas (1987) . Note that the field is independent of conductivity estimates or location of the sphere surface (sphere radius). (B) Example of a best-fit sphere (shown in blue) to the inner skull surface based on a T1-weighted magnetic resonance imaging scan.
directions. Since intracellular currents in cortical pyramidal cells flow perpendicular to the cortical surface, it is generally considered that MEG is blind to radially oriented currents flowing in the crown of the gyrus or outer surface of the cortex and only sensitive to tangentially oriented currents in the walls of a sulcus (cortical fold).
It is important to note, however, that when examining the geometry of a typical human brain using MRI scans, a relatively small percentage of the total cortical surface will be highly radially orientated, and the attenuation of radial sources will be diminished as larger cortical areas are activated (Hillebrand & Barnes, 2002) . Nonetheless, this must be taken into account when comparing MEG to other imaging modalities, such as EEG, where this attenuation does not take place. Additionally, it should be kept in mind that in some regions of the brain, such as the mesial surface of each hemisphere or the inferior or superior surfaces of the temporal lobe, currents flowing within a gyrus will be tangentially oriented and sulcal currents will be radially oriented.
A critical step in the use of the single-sphere model is the choice of the sphere center. Since the flow of volume currents would be most influenced by the boundary with the largest change in conductivity, the highly resistive inner skull surface is thought to be the optimal choice for defining the sphere surface. Figure 2.6b shows an example of a "best-fit" sphere superimposed on an individual's structural MRI scan and obtained from performing a least-squares minimization (minimizing the sum of distance between the sphere surface and all vertices of the inner skull mesh). The example shown in Figure 2 .6b illustrates that one can achieve a relatively good fit of a sphere to the superior and lateral aspects of the inner skull, suggesting that a single-sphere model is well justified for modeling sources in the central and lateral portions of the brain. Still, for more nonspherical portions of intracranial space, such as near the inferior frontal and temporal regions, large deviations from sphericity can introduce errors into the solutions (Hamalainen & Sarvas, 1987) . Distortion of volume currents due to current "leaks" in the skull, such as the orbits, or openings in the skull due to surgical craniotomies, or even the nonfused cranial bones (fontanelle) in infants should also be taken in consideration. A variant of the spherical head model that is widely used in clinical MEG applications is the model of local or overlapping spheres (Huang, Mosher, & Leahy, 1999) . Instead of using a single sphere to model the entire head, spheres of different curvature are fit to the various areas of the skull underlying each MEG sensor. The individual sphere centers (one for each sensor) are then used in the forward model to better model local distortions in the volume currents based on the assumption that the local curvature influences the volume currents (and hence determines "radial" current direction) for nearby sensors more than for distant sensors. Although this represents a convenient compromise between the single-sphere model and the more complex realistic models, the multiple-sphere model does not provide a generalizable improvement for all portions of the head, and the surface and criteria used for fitting the individual spheres can result in variable performance of multisphere models (Lalancette, Quraan, & Cheyne, 2011) .
Most clinical MEG applications use single sphere or multisphere models since they can be generated and solved very efficiently and are sufficiently accurate for most clinical purposes. For research studies, realistic models are becoming more frequently used, mainly due to the increased computing power for employing complex forward solutions and the increasing availability of structural MRI for the purpose of constructing compartment models of the head. This involves "segmentation" algorithms that use tissue contrasts in a structural MRI scan obtained for each patient to extract the CSF-skull or skull-skin interfaces (see Figure 2 .7). These realistic head models fall into two categories. One is the previously mentioned BEM, which is the easiest to construct and implement. BEM models have been shown to have advantages over single-sphere models in terms of localization accuracy but require time-consuming calculations of surface geometries since the spatial relationship of every surface element to every other surface element in the model must be known and usually requires down-sampling the spatial resolution of the tessellated surfaces. Alternatively, precomputed higher resolution surfaces based on template MRIs can be warped to individual MRI scans to avoid this time-consuming step; although not as accurate as using the individual's MRI scan, templates can provide good approximations for realistic head modeling (Henson, Mattout, Phillips, & Friston, 2009) . Finite element models (FEMs) are used when the highest level of modeling realism is required. FEMs allow inclusion of detailed nonhomogeneous and anisotropic conductivity information at every point inside the head. With the FEM approach, drastic changes in tissue conductivity can be modeled more accurately (Haueisen, Ramon, Eiselt, Brauer, & Nowak, 1997; Wolters et al., 2006) and are of clinical value in patients with significant edema or skull lesions. However, because of the relative difficulty in generating FEMs from anatomical imaging data, these models are rarely, if ever, used for routine clinical MEG analysis.
The Inverse Problem: Source Reconstruction Approaches in MEG
The ability to identify the underlying neuronal sources of the measured magnetic fields has been one of the hallmark features of MEG. Partly influenced by the rapid development of MEG source modeling techniques over the past few decades, EEG source modeling has also gained in popularity, as has the combined use of MEG and EEG source models. It is often stated that MEG is superior to EEG for source modeling due to less distortion of the magnetic fields by the overlying tissues in comparison to the volume currents contributing to the EEG signal. However, such distortions in the EEG can be accounted for by using realistic forward models. Nevertheless, EEG source modeling is still somewhat limited by practical problems associated with generating accurate realistic models, whereas simpler spherical models are adequate for MEG source modeling in most cases. In addition, MEG benefits from very precise knowledge of the sensor geometry, including registration of the sensors to the head, whereas EEG requires a time-consuming and highly error-prone process of physically measuring the electrode positions on the scalp. As a result, MEG provides greater ease of use and sufficient localization accuracy to be used as a clinical tool for functional localization in preoperative planning. Nevertheless, source modeling in MEG remains a challenging mathematical problem, particularly for more complex configurations of neuronal sources associated with higher cognitive function. A variety of methods have been applied to the MEG source estimation problem to overcome these limitations. These differ in their underlying approach, but all are in principle attempting to solve the same mathematical problem-to estimate unknown parameters (the strength and location of sources) from the observed data-while seeking a compromise between a fundamental tradeoff between the highest possible accuracy and the stability or robustness of the solutions.
If the goal is to estimate as accurately as possible a single generator (e.g., an early component of a sensory response where SNR can be optimized through signal averaging and restricting the solutions to specific points in time), then parametric solutions for one or a few point sources is a simple and adequate approach, and the accuracy of the solution is limited mainly by measurement noise. Alternatively, one may wish to model in an unconstrained way many sources at once, thus requiring global inverse solutions. We classify these two approaches as discrete and distributed source models. Discrete source models (e.g., dipole fitting) are "overdetermined," (i.e., mathematically well-posed problems) since they have fewer sources (unknowns) than measurements (knowns). Distributed solutions, on the other hand, have more sources than measurements, so they are "underdetermined." This generally requires reducing the number of unknown variables through the use of constraints or priors in the solutions, such as anatomical constraints (e.g., limiting the solution to currents on the cortical surface) or even adding information from other functional imaging modalities (such as fMRI or EEG) to the model. Discrete source models, such as modeling the source of an evoked response using a single point-like source, have been the primary method used in clinical MEG applications. Distributed solutions, although increasingly used in research, have not yet been fully embraced by the clinical MEG community.
DiScreTe Source moDelS: The ecD moDel
One of the most common approaches for MEG source estimation, and one that dominated the field for many decades, is to specify only one or a few equivalent current dipoles (ECDs) to represent the solution. Here, the term equivalent implies that a single dipole forward solution provides a mathematical approximation of the true generators at the cellular level (i.e., the summation of many thousands of intracellular currents), which may have some small spatial extent that is not distinguishable in the surface measurements. The number of activated neurons that typically contribute to a single ECD solution in MEG is not known; however, the strength (dipole moment) of ECDs range anywhere from 10 −9 to 10 −7 ampere-meters (or 1-100 nanoAmpere-meters [nAm]). The depolarization of a signal apical dendrite of a pyramidal cell generates an amount of current only in the picoampere range, thus it is estimated that a minimum of several hundred thousand neurons must be activated simultaneously and their individual currents summated in order to generate a measurable MEG signal. This is a physiologically plausible model, however, since it is known that areas of the human cortex contain around a hundred thousand pyramidal cells per square millimeter, organized into functional columns that receive organized input from other brain regions (Mountcastle, 1957) . Current densities generated in the human cortex are not precisely known, although in vivo studies in animal models have estimated current densities of up to 1.0 nAm/ mm 2 (Okada et al., 1997) . Thus, evoked responses, which have typical source moments ranging from 10 to 30 nAm, may involve the activation of less than 1 cm 2 of cortex and are therefore reasonably well modeled as a single ECD. In contrast, large magnetic fields associated with epileptic brain activity, such as spontaneous interictal ("betweenseizure") spikes, are on the order of 1-2 picoTesla in amplitude and must therefore involve considerably larger regions of cortex. These larger extended sources associated with interictal spikes have been estimated to be anywhere from 6 to 20 cm 2 in spatial extent (Alarcon et al., 1994; Tao, Ray, Hawes-Ebersole, & Ebersole, 2005) . Thus, caution must be used when applying single ECD models to such types of brain activity (Grova et al., 2006) .
In order to achieve a reliable ECD fit, we must have fewer (or, at most, the same number of ) unknowns (source parameters) than knowns (magnetic measurements). A solution is obtained by systematically moving a dipole through the space of possible solutions in terms of its six free parameters-three for position and three for moment (i.e., strength and direction)-until the minimum of a cost function is found. (This reduces to five parameters for the spherical model since moment in the radial direction can be set to zero.) The cost function measures the goodness of fit between the magnetic field predicted by the dipole location and moment and the measured field. Typical cost functions include the percent of variance unexplained (residual variance) or the corresponding chi-square statistic. Since the magnetic field varies nonlinearly with dipole position, iterative nonlinear minimization methods must be used (Cuffin, 1985; Scherg & Von Cramon, 1986) . These approaches require the selection of initial values for the parameters to be solved for, and the choice may determine the likelihood that the solution will converge the global minimum of the cost function and not be trapped in a local minimum (i.e., a minimum within some neighborhood, not the smallest overall value of the function over its entire range). To overcome this problem, either manual or automated methods for exploring multiple starting parameters are usually implemented. For example, Huang and coworkers proposed a "multistart" algorithm in which the minimization is repeated thousands of times, each time using starting parameters randomly determined from within the head volume. This is a somewhat brute-force but practical solution for source estimation problems that are aimed at localizing relatively simple source configurations, such as bilateral sensory responses (Aine et al., 2005; Ranken, Stephen, & George, 2004) . Attempts have also been made to use more robust or automated minimization approaches, such as genetic algorithms (Uutela, Hamalainen, & Salmelin, 1998) or simulated annealing (Haneishi, Ohyama, Sekihara, & Honda, 1994) .
For highly dipolar field patterns with high SNR, such as the early components of sensory responses, ECD solutions can reach a greater than 90% goodness of fit, with good correspondence to the corresponding sensory projection areas of the brain. Figure 2 .8 shows an example of a single ECD source fit to the early component of the somatosensory evoked field (SEF) time-locked to transcutaneous stimulation of the peripheral (median) nerve of the hand. The dipole symbol overlaid on the subject's MRI scan shows the location of a generator in the expected primary projection area for somatosensory input located in the postcentral sulcus wall, most likely corresponding to the initial excitatory input to pyramidal neurons in layer 4 of the postcentral gyrus (Brodmann's area 3b), which receives afferent inputs from the ascending somatosensory pathways. It should be emphasized here that, in addition to location, the dipole solution also provides information regarding the direction of intracellular current flow (dipole orientation)-in this case, posterior to anterior-which would be consistent with intracellular currents flowing from the cell body toward the distal end of the cell and posterior flowing (surface to depth) extracellular volume currents. The latter is also consistent with the observed posterior negativity in the scalp EEG for this brain response (hence the label "N20") at this latency. SEF responses can be relatively well modeled with a single ECD and typically demonstrate a high reliability of spatial localization due to high SNR since many responses can be averaged over a short period of time. This example not only demonstrates the physiologically detailed information that can be derived from MEG source reconstruction, it also illustrates its usefulness for spatial localization of sensory function with sufficient accuracy for mapping out functional brain areas for the purpose of preoperative planning.
mulTiple Source moDelS
The ECD modeling approach can be extended to more complex patterns of brain activity by adding more dipole sources to the model, albeit with some complications. One difficulty is estimating how many dipoles constitute the correct number for a fit to account for the field at a particular time point. This is a critical problem since the omission of one dipole source in the model will generally change the position and magnitude of other sources (Supek & Aine, 1997) . One solution is to keep adding dipoles until there is little or no improvement in the goodness-of-fit measure or if the percent of variance obtained reaches a criterion level. However, adding more dipoles to the model multiplies the number of free parameters to solve for and can lead to unstable solutions or overmodeling of the data. An alternative is to use an objective measure of signal complexity, such as the number of principal components required to account for a criterion (e.g., 95%) power. To further stabilize the solutions, constraints can be applied (e.g., "fixing" the location of one source while allowing additional sources to have free parameters) such that very complex source models can sometimes be attained, albeit with the caveat that overuse of constraints can lead to highly artificial solutions. An alternative approach to multiple dipole modeling is the use of the multiple signal classification (MUSIC) algorithm introduced by Mosher and colleagues (Mosher, Baillet, & Leahy, 1999) . This involves the use of singular value decomposition (SVD) that separates the time-sensor data matrix into orthogonal subspaces, which can be ordered in decreasing contribution to the variance in the data (decreasing eigenvalues). Associated with each eigenvalue is a spatial eigenvector (i.e., sensor topography). Rather than trying to estimate multiple dipole parameters using a minimization search, one can scan through a fixed grid covering the entire brain or source space and compute correlations between these signal "subspaces" and the forward model for dipole(s) each grid point. The latter is then used as a metric to identify sources at locations or "peaks" of high correlation. This method can also be recursively applied to the data (termed "RAP-MUSIC") to better identify multiple and even correlated sources by successively adding the forward model of the previously identified source or sources to generate a multipledipole forward solution and rescanning the source space (Mosher & Leahy, 1996) . Another popular approach that has been used in MEG source modeling is the so-called spatiotemporal dipole fit introduced by Scherg and colleagues (Scherg & Von Cramon, 1986) in which the timevarying amplitude (time course) of each dipole is used as additional information to constrain the solutions. This involves performing a linear fit of the amplitude of one or more dipole sources over a chosen time window for each iteration of a nonlinear search for the dipole location using the total goodness of fit summed over all time points as a cost function. As with the single time point ECD fit, this is still dependent on an initial guess of the ECD parameters and correctly estimating the number of sources; however, the addition of more time points can help stabilize the solution. More importantly, this also provides not only source locations but time courses of the activation levels for each source ("source waveforms") that may contain functionally relevant information, such as the duration for which a certain area is active and whether the source activity reverses in polarity over time, thus signaling a reversal in local field potentials that may reflect the depolarization and after-hyperpolarization phases of the evoked response.
Dipole moDeling of epilepTic BrAin AcTiviTy
Dipole models have been used extensively for the modeling of epileptiform brain activity. This is particularly useful for modeling the transient between seizure paroxysms-interictal epileptiform discharges (IEDs) or interictal "spikes"-since they are single events that produce very large amplitude and often highly dipolar field patterns. These are often modeled without signal averaging, resulting in "clusters" of dipole locations (see Figure 2 .9) that are used to estimate the general area from which the spiking activity arises (Ossadtchi et al., 2004; Otsubo & Snead, 2001; Stefan et al., 2003) . Even in cases where the precise location of the epileptogenic zone is not clearly identified, MEG may help to guide the placement of subdural grids (Knowlton et al., 2006; Paetau & Mohamed, 2013) and, in some cases, may be used to evaluate the propagation of abnormal electrical activity between multiple brain regions. The diagnostic yield of MEG measurements of interictal activity varies with different forms of epilepsy and appears to be highest for neocortical epilepsy (Stefan et al., 2000) ; it can also aid in the differentiation of different types of epilepsy (Baumgartner, Pataraia, Lindinger, & Deecke, 2000) . However, without averaging, the SNR of individual spikes may be low, and, as mentioned, interictal spike sources likely involve larger areas of cortex, both of which may contribute in source localization error; thus, caution must be used in interpreting single ECD models of epileptic brain activity (Kobayashi, Yoshinaga, Ohtsuka, & Gotman, 2005; Wennberg, Valiante, & Cheyne, 2011) . These issues will be discussed in more detail in Chapter 14 on Clinical Applications of Functional Neuroimaging.
As the name implies, distributed source models seek a mathematical solution for the underlying current sources distributed over some volume or source space. For computational purposes, the source space of interest is first discretized either as a regularly spaced 3-dimensional grid or lattice covering the entire brain volume or as a triangulated surface mesh used to represent the cortical surface (usually by modeling one dipole at each vertex of the mesh oriented normal to the mesh surface). The spacing between nodes of the lattice or vertices can range from 1 mm to 1 cm depending on the desired spatial resolution and the need to reduce the dimensionality of the source space to stabilize the solutions. This is because, mathematically, computing distributed current solutions represent ill-posed or underdetermined problems because the number of observation points (MEG recording sensors, usually a few hundred) is much less than the number of source parameters that must be identified, which can be several thousand even for fairly sparse meshes of the cortical surface. For example, the triangulated surface of one hemisphere of the adult cortex with approximately 5 mm spacing between vertices will result in about 7,000 vertices; for 1 mm spacing, this increases to about 80,000 vertices (Henson et al., 2009 ). Since we must select the optimal model from all possible combinations of current strengths for all sources in the model, solutions on a down-sampled cortical mesh are generally preferred. In addition, the need to solve for multiple orthogonal sources at each grid location can be reduced by constraining the currents to be normal to the cortical surface.
The generalized linear inverse involves determining the distribution of current densities (i.e., source amplitudes) over the entire source space that best accounts for the data. If L represents the m × n matrix of the lead fields for all possible dipole sources on a cortical surface, where m = number of sensors and n = number of dipoles, and j is a n × 1 vector representing the current strength at each source, then a 1 × m vector d of the measured MEG signal at the sensors is given by the simple matrix multiplication,
Since L can be constructed from the forward models for each dipole, it should be possible to determine the current distribution j from d simply by computing the inverse of the lead field matrix (i.e., j = L −1 d). However, L is generally not a square matrix (the number of sources n is usually much greater than the number of sensors m) and thus not directly invertible, so we must compute its pseudoinverse denoted by L + . In addition, L may be a highly ill-conditioned matrix, and some regularization is usually required to obtain a stable estimate of the inverse L + . This is typically achieved using diagonal regularization scaled by a coefficient λ that determines the amount of regularization. In the latter case, an estimate of source strengths denoted by a 1 × n vector are obtained from
where C is an m × m diagonal weighting matrix, typically based on the estimated noise covariance across sensors, L + is the regularized pseudoinverse of L, and T denotes matrix transpose.
Equation 5 (MNE) since it also represents the smallest total amplitude of current that can account for the difference between the model and the data (Hamalainen & Ilmoniemi, 1994) . The rationale for the minimum norm criterion is that since the nonuniqueness of the inverse problem refers to the fact that any number of orthogonal sources (i.e., sources that the sensor array may be blind to) can be added to the solution without changing the fit to the data, we should select the solution that will include the least number of extraneous currents. This is also referred to as an L2 minimum-norm since it corresponds to a solution that minimizes the power (squared differences) between the model and the data (L 2 referring to the value of the exponent of the norm minimized). However, since deeper dipoles will require more power to produce a measurable signal at the sensor locations, a simple L2 minimum-norm solution will always favor superficial sources. For this reason, most minimum-norm inverse solvers use lead-field normalization (scaling the lead field for each source to have unit gain), which removes the bias against deeper sources. This approach has been employed both in a volumetric grid and with cortical location and orientation constraints (i.e., restricting the current direction perpendicular to the cortical surface, usually in conjunction with BEM based forward models; see Dale & Sereno, 1993; Dale et al., 2000; Hamalainen & Ilmoniemi, 1994; Lin, Belliveau, Dale, & Hamalainen, 2006; Pascual-Marqui, Michel, & Lehmann, 1995) . Other methods use an explicit depth-based weighting of the MNE such as FOCUSS (Gorodnitsky, George, & Rao, 1995) and magnetic field tomography (MFT; Ioannides et al., 1993 Ioannides et al., , 1994 . Figure 2 .10 shows an example of a depth-weighted MNE solution for a single interictal spike showing a more extended source distribution than that which would be obtained using a discrete source model. Some minimum-norm approaches also use additional normalization of the inverse operator to further remove spatial biases in the resulting images; that is, dividing the output of the estimated source activity at each location by some estimate of the noise that will be projected by the inverse operator at that location. One such method, termed standardized low-resolution electromagnetic tomography (sLORETA; Pascual-Marqui, 2002), normalizes the MNE solution given in Equation 5 by the diagonal of the so-called resolution matrix corresponding to L + multiplied by its own lead field matrix L. Another variation of this approach is dynamic statistical parametric mapping (dSPM; Dale et al. 2000) , which normalizes the MNE solution by the estimated noise covariance, such as that obtained from recording empty room noise. Both methods implicitly apply a depth weighting to the MNE, and the sLORETA algorithm has been shown to provide zero localization error (spatial bias in the reconstructed current distributions) for sources with high SNR (Pascual-Marqui, 2002; Sekihara, Sahani, & Nagarajan, 2005) . EPIFOCUS is a relative of the minimum-norm method that has been used for EEG source estimation in epilepsy where there is a single dominant source (Grave de Peralta Menendez, Gonzalez Andino, Lantz, Michel, & Landis, 2001) . The degree of spatial variation or smoothness of the source distribution may also be used as a metric for minimization because spatially smoother sources have smaller norms than do solutions that change rapidly in space. This approach is used in the LORETA method, where a Laplacian smoothing kernel is applied to the lead fields for adjacent dipoles, although the solutions naturally tend to be broadly distributed in space (Pascual-Marqui et al., 1995) .
One drawback of the MNE or L2-norm approach is that the spatial resolution is relatively low, and the solutions tends to provide distributed reconstructions even if the true generators are focal (Huang Lin et al., 2006; Uutela, Hamalainen, & Somersalo, 1999) . This is due to the fact that the method has an inherent blurring effect on the solution by distributing current over all sources in the model, and large focal sources will be penalized due to the squaring of their source strengths. A related approach, the L1 minimum-norm solution, selects the source configuration that minimizes the absolute source strength; that is, it minimizes the L1 norm, also referred to as the minimum current estimate or MCE (Fuchs, Wagner, Kohler, & Wischmann, 1999; Uutela et al., 1999) . In contrast to the L2-norm, the L1-norm approach yields more localized sources that resemble dipolar solutions; however, it can also exhibit poor smoothness over time (i.e., spiky-looking time courses are produced due to activity jumping from one grid point to neighboring grid points). Additionally, the computational burden for computing L1-norm solutions is much higher since it is a nonlinear problem, unlike L2-norm estimation methods, and dipole orientation at each grid point must be known for L1-norm estimates or must be iteratively determined (Fuchs et al., 1999; Huang et al., 2006) .
SpATiAl filTering ApproAcheS: minimum-vAriAnce BeAmformerS
A recent approach that has gained popularity over the past decade is a spatial filtering method based on the signal processing technique known as beamforming. The term spatial filter refers to a mathematical operator (in this case a simple array of weights applied to the measured signals) that is spatially selective for signals emanating from a given location (Robinson & Rose, 1992) . Thus, rather than seeking a global source solution, a mathematical estimator (set of weights) is sought for each source location, which, when applied to the data, will produce a nonzero output when activity at that location is present in the data and a close to zero output when no activity is present. This can be used to focus on the activity emanating from one brain location but can also be used to scan sequentially through an arbitrarily defined source space to build up a source image. Beamforming is a specific type of spatial filtering algorithm that utilizes the coincident detection of signals at multiple sensors to selectively suppress signals arriving from different directions in space. This was first applied in radar and communications applications to improve the detection capability of antenna arrays to a signal of interest by the selective nulling of interference signals coming from other directions (Godara, 1997; Van Veen, Van Drongelen, Yuchtman, & Suzuki, 1997) . Beamforming was adapted to the problem of EEG source reconstruction by Van Veen and colleagues (Van Veen et al., 1997) and later applied to MEG source reconstruction (Gross et al., 2001; Robinson & Vrba, 1999; Sekihara, Nagarajan, Poeppel, Marantz, & Miyashita, 2002) made possible by the introduction of multichannel MEG systems. For localization of brain activity, the signal of interest is defined by the forward solution but the interference signals are unknown, thus an approach known as adaptive beamforming must be used that does not require specifying the number of interference sources or their spatial patterns. In this case, the beamformer weights are determined from the measured data. This involves first computing a 2-dimensional (m channel × m channel) matrix of the signal covariance summed over all time samples, which essentially contains the spatial correlations across sensors in the data. This correlated activity reflects the interference signals present in the data that are to be suppressed by the spatial filter since random noise would not be correlated across sensors. This underlying principle of the beamformer algorithm illustrates an important and perhaps somewhat understated advantage of the beamforming technique: namely, that all patterns (i.e., signals that may be present in the raw data) not corresponding to the signal of interest (the forward solution for the targeted location) are suppressed by the filter, such that both brain sources at other locations, extracranial artifacts, and environmental noise are equally suppressed and, unlike with other inverse methods, do not need to be removed from the data prior to source reconstruction. The minimum variance beamformer filter for activity at location r with a lead field L(r) as a function of time t, is given by:
Note that L(r) can include single or multiple dipole orientations; thus, the output of the filter can be a scalar or vector quantity over time. Scalar beamformers based on a single dipole at each location have the advantage of higher spatial resolution and provide a single time course of activity at each location in units of source strength (i.e., matrix W reduces to a single vector and has units of moment/ Tesla). The resulting time courses are sometimes referred to in the literature as virtual sensors or virtual electrodes since they ideally reflect the current density that would be measured by an electrode placed at that location Robinson & Vrba, 1999) . As mentioned, the output of an array of beamformer filters computed over the entire brain volume for some instant or integral of time can be used to produce a source image. Although such images would appear to reflect distributed inverse solutions, they differ from minimum-norm techniques in that beamforming is a data-dependent approach and does not require defining a lead field matrix of all possible sources in the model. Instead, beamforming uses the measured data to determine what consistent patterns are detected by the sensor array. Similar to the MNE approach, source images created using Equation 6 will have a spatial bias due to the nonuniform gain of the beamformer weights with depth.
This must be removed by normalization of the weights to produce unitary gain, which results in source images in arbitrary units, or, in some cases, the images are scaled to estimates of noise variance, similar to the dSPM method (Robinson & Vrba, 1999; Van Veen et al., 1997) .
Various beamforming algorithms have been introduced in the past decade for imaging brain activity using MEG data (Gross et al., 2001; Robinson & Vrba, 1999; Sekihara et al., 2002; Van Veen et al., 1997) . One popular beamforming approach, synthetic aperture magnetometry (SAM), uses the minimum-variance beamformer to estimate frequency-specific power changes over short time windows and introduced a method of estimating the optimal source orientation at each location from the raw data (scalar beamformer) without the need for cortical surface constraints (Robinson & Vrba, 1999) . Extensions of this approach have also been developed to image evoked responses (Bardouille, Herdman, Chau, & Pantev, 2004; Cheyne, Bakhtazad, & Gaetz, 2006; Cheyne, Bostan, Gaetz, & Pang, 2007) . Comparisons of minimum-variance beamforming, MUSIC, and minimum-norm estimation techniques have demonstrated that beamformers perform the highest among the three methods in terms of sensitivity (Darvas, Pantazis, Kucukaltun-Yildirim, & Leahy, 2004) . Beamformer solutions have also been shown to demonstrate zero localization bias even with noisy data (Sekihara et al., 2005) . Examples of beamformer source images using the SAM and event-related beamformer algorithms are shown in Figure 2 .11.
Beamforming methods can be directly related to other linear estimation techniques, such as the minimum-norm, differing primarily in the method of determining the source covariance (Greenblatt, Ossadtchi, & Pfieger, 2005; Mosher, Baillet, & Leahy, 2003; Sekihara et al., 2005) . Thus, when computed for a single location, the MNE linear inverse can be considered a spatial filter and bears similarity to the beamformer solution in that the inverse of the forward matrix for all sources (L + in Equation 5) is substituted by the measured data covariance, which can be thought of as the mixture of (measured) source and noise covariance. In this context, minimum-norm estimators and beamformers have been described as examples of nonadaptive and adaptive spatial filters, respectively (Greenblatt et al., 2005; Sekihara et al., 2005) since both are linear estimation techniques that differ in the method of determining the forward model contributing to the activity at other locations-either nonadaptively or model based, or determined adaptively from the data. Compared to minimum-norm estimates, beamforming approaches are computationally simpler and more robust and thus have become a popular method for source localization in MEG. Because the method is highly data-dependent, caution must be taken in the selection of data to avoid failure to accurately reconstruct all sources due to insufficient SNR (Brookes et al., 2008) . A more serious drawback of the beamforming method, however, is that the spatial filter will fail to detect (i.e., will suppress) sources that are highly synchronous (i.e., show zero phase difference) over the period of measurement (Van Veen et al., 1997) . This can be problematic for imaging sources with highly synchronized activation profiles (e.g., bilateral auditory responses) because both amplitude and source location will be affected. However, in practice, highly synchronous sources (i.e., >70% correlation) over the entire measurement are less likely to be encountered (Hadjipapas, Hillebrand, Holliday, Singh, & Barnes, 2005; Quraan & Cheyne, 2010) . Still, source correlation remains a limitation for some applications of beamformers, and several approaches have been developed to reduce the influence of source correlation on beamformer solutions by identifying and incorporating the correlated sources into the forward model (Brookes et al., 2007; Dalal, Sekihara, & Nagarajan, 2006; Moiseev & Herdman, 2013; Popescu, Popescu, Chan, Blunt, & Lewine, 2008) or restricting the distribution of sensors used (Herdman et al., 2003) .
compAring DifferenT Source reconSTrucTion meThoDS
As indicated in the preceding sections, there are many approaches to source reconstruction in MEG. Which is the best method to use? Many studies have compared different inverse methods using a variety of criteria for success. Good spatial resolution is important for anatomical precision and particularly important for clinical MEG applications for localization of discrete and well-defined generators (e.g., the location of a highly focal epileptic spike). However, for more complex brain activity and source configurations, or for measuring the interaction between different brain regions, the degree to which multiple sources can be separated from each other may be equally important. In this context, it is often useful to make a distinction between (1) how well an inverse method reconstructs the true distribution of current for a given source and (2) the extent to which activity at one location is affected by source activity at other location. These are referred to as a source estimator's point-spread function (PSF) and cross-talk function (CTF), respectively (Hauk, Wakeman, & Henson, 2011; Liu, Dale, & Belliveau, 2002; Sekihara et al., 2005) . For linear estimation techniques, these can be directly derived from the resolution matrix, which is the matrix of source images resulting from multiplying an inverse operator by the lead fields of all sources in the model. For example, for the minimum-norm inverse operator described in Equation 5, the resolution matrix R = L+L. This results in an n × n matrix of source images, where n is the total number of source locations being estimated. The columns of R represent the individual PSFs for each voxel, which are essentially images that reflect how accurately the inverse operator reconstructs the image for a true point source at each location (i.e., how far the maximum is from the true location and how far the activity spreads out from this location). The rows of R represent the CTFs for the estimator for each source location. The CTF images show how much the estimator for a given location projects false activity or "leaks" source activity to other locations (Hauk , 2011) . These metrics are useful for estimating the spatial bias and resolution of individual source reconstruction methods. As mentioned earlier, these can also be used as weighting functions to correct for spatial biases in the images (Grave de Peralta Menendez, Hauk, Gonzalez Andino, Vogt, & \Michel, 1997) . The performance of various source reconstruction methods can be derived analytically from their mathematical formulations, such as computing resolution kernels or measuring reconstruction accuracy using simulated data for idealized cases (Liu et al., 2002; Sekihara et al., 2005) . The latter is particularly useful for assessing how SNRs affect the performance of different algorithms. However, empirical validation of localization accuracy in MEG has also been performed using physical phantoms that simulate real physical sources. These are particularly useful for estimating other types of error in MEG source localization, including unforeseen errors in system calibration, coregistration errors, or systematic noise sources that might distort the localization procedure. A number of studies have used physical phantoms consisting of one or more simulated dipole sources placed in a conductive medium, such as a saline-filled sphere or skull-shaped conductor, that can be activated with a small current to simulate a brain source (Barth, Sutherling, Broffman, & Beatty, 1986; Leahy, Mosher, Spencer, Huang, & Lewine, 1998; Weinberg, Brickett, Coolsma, & Baff, 1986 ). These studies have confirmed high spatial accuracy for point-like sources in spherical conductors using MEG, and nonspherical or skull-shaped phantoms have shown effects of nonsphericity on localization accuracy (Leahy et al., 1998; McVeigh, Bostan, & Cheyne, 2006) . Most modern commercial MEG systems provide such phantoms for performing regular system calibration tests.
An increasing number of software tools are being made available for MEG source imaging. Many packages are developed primarily for research use, with limited validation and reliability testing, and thus do not have regulatory approved for clinical application. Most MEG manufacturers provide analysis tools that are approved for both research and clinical use; however, these mostly involve simpler ECD modeling procedures, and migration of many of the more advanced source reconstruction techniques described in this chapter have yet to be incorporated into standard operating software. There are many third-party commercially available and open-source software packages available, although many of these focus on one or a few of the different methods described here. A list of some currently available commercial and free software packages for MEG source analysis is provided in Table 2 .1.
Practical Issues in MEG/ MSI
As outlined in this chapter, there have been tremendous advancements in MEG technology and signal processing methods over the past few decades. This provides exciting new methods for the detailed characterization of human brain activity with often remarkably good spatial and temporal resolution. This, in turn, has heightened the importance of MEG and MSI as a functional brain imaging technique in both cognitive neuroscience and clinical diagnostics. However, the success of MSI relies on careful recording practices, both to minimize contamination of the data by artifacts and noise and to facilitate the combination of MEG source images with structural MRI images in order to obtain an anatomically and physiologically meaningful image for the researcher or surgeon.
Magnetic shielding and noise reduction methods can reduce influences from the outside environment; however, sources of magnetic noise on the patient must be reduced as much as possible to ensure accurate source localization procedures. This includes removing all metallic and magnetic materials, including jewelry and clothing material that may contain magnetic material prior to recording. This can also include dental fillings, surgical pins, or even make-up (e.g., mascara) that might become magnetized if the person was recently in an MRI scanner, and it may be necessary to demagnetize the subject using any of a number of commercially available devices. In some cases, magnetic materials cannot be removed (e.g., dental appliances, shunts, aneurism clips, etc.) and, although not a safety risk, may preclude the subject from an MEG recording.
The helmet-shaped sensor array in most current whole-head MEG systems is made to accommodate heads of all sizes up to adults, but often, especially when recordings are made in children, the head may be relatively small and the distance to the sensors relatively large. Given that the magnetic field decrease exponentially with distance from the source, this can result in a serious loss of signal amplitude, particularly for children under 6-7 years of age, after which the head circumference has reached close to adult size. When using adult MEG arrays, one recommendation is to adjust the head position so that the area of the brain studied is closest to the corresponding set of sensors to improve SNR (Gaetz, Otsubo, & Pang., 2008) . Whole-head MEG systems customized for children with smaller heads have been successfully used for measurements in preschool-aged children (Johnson, Crain, Thomton, Tesan, & Reid, 2010) , and a whole-head MEG system has been recently introduced for infants and children younger than 4 years of age (Roberts et al., 2014) . These systems can result in significant improvement in SNR of the raw MEG recordings in these populations, with the caveat that such systems have fixed helmet sizes and will not accommodate adults or older children. Finally, the condition of patients or research subjects and their level of awareness during a recording session must be considered. The level of awareness should be continuously monitored through suitably placed cameras to ensure subjects' compliance with task demands and to monitor drowsiness, which is a frequent phenomenon especially in recordings of ongoing activity or task-specific activation during long tedious tasks. Knowing the patient's state of alertness is necessary for correctly interpreting the recorded signals in view of the well-known relation between states of awareness and brain activity profiles. Although recording sessions of up to a half hour are typical, especially for epilepsy patients (or longer for presurgical mapping of somatosensory and motor cortex session), duration should be kept to the absolute minimum to minimize noise resulting from muscle fatigue and fidgeting, especially with very young patients.
SpeciAl conSiDerATionS for clinicAl ApplicATionS
In most clinical applications, the sources of the evoked responses or abnormal brain activity are only informative to the clinician when accurately combined with other anatomical information, and, in such cases, special attention should be given to the integration of MEG/ MSI and MRI images. The actual MRI acquisition parameters may vary from center to center, but an adequate protocol usually involves a rapidly acquired T1-weighted image covering the entire head, including anatomical structures such as the ears and nose, to locate the placement of the so-called fiducial placements or markers-points on the patient's head that are used to co-register the head to the MEG sensor array. The latter is usually achieved by placing small coils on the head at these exact locations (or placed elsewhere and referenced to these locations through a digitization procedure) and energizing the coils at frequencies outside the range of brain activity prior to or even during the recording procedure. The measured signals are then used on-or offline to locate the head relative to the sensors so that an MEG frame of reference can be established for the purpose of mapping topographies, source modeling, and the like. Once the intracranial sources are estimated, they can be projected onto the subject's structural MRI brain image by aligning the MEG and MRI frames of reference by identifying the same locations in the MR image. For basic research, this provides a functional brain image that can be transformed into standardized brain templates for group averaging or referencing to a standard brain atlas. For clinical studies, this allows the source locations to be imported into a surgical neuronavigation system that guides the surgeon to the intracranial target quickly and safely, while coregistration of the functional image with anatomical image can provide information about cortical areas that need to be removed (e.g., epileptogenic foci), as well as about areas of eloquent cortex that must be preserved intact, such as language and somatosensory areas. An example of MEG presurgical mapping results integrated into the output of commercial neuronavigation software is shown in Figure 2 .12. This type of 3-dimensional display provides the neurosurgical team with direct validation of intraoperative mapping results with those obtained presurgically using MEG along with the identified lesions or tumors.
Conclusion
MEG technology has advanced tremendously over that past three decades, with systems capable of mapping the brain's magnetic field with high spatial precision over the entire head. When combined with advanced signal processing and source reconstruction methods, these data can provide a rapid, noninvasive means of mapping human brain function in both time and space. The accuracy and reliability of the images obtained from these methods depends on careful considerations of the mathematical models used and their limitations; however, new source analysis methods continue to be developed in the rapidly expanding field of human neuroimaging. 
