Abstract-In this paper, we investigate the combination of nonorthogonal multiple access and millimeter-wave communications (mmWave-NOMA). A downlink cellular system is considered, where an analog phased array is equipped at both the base station and users. A joint Tx-Rx beamforming and power allocation problem is formulated to maximize the achievable sum rate (ASR) subject to a minimum rate constraint for each user. As the problem is non-convex, we propose a suboptimal solution with three stages. In the first stage, the optimal power allocation with a closed form is obtained for an arbitrary fixed Tx-Rx beamforming. In the second stage, the optimal Rx beamforming with a closed form is designed for an arbitrary fixed Tx beamforming. In the third stage, the original joint TxRx beamforming and power allocation problem is reduced to a Tx beamforming problem by using the previous results, and a boundary-compressed particle swarm optimization (BC-PSO) algorithm is proposed to obtain a sub-optimal solution. Extensive performance evaluations are conducted to verify the rational of the proposed solution, and the results show that the proposed suboptimal solution can achieve a significantly better performance in terms of ASR compared with those of the state-of-the-art schemes and the conventional mmWave orthogonal multiple access (mmWave-OMA) system. Index Terms-Millimeter-wave communications, NOMA, Tx-Rx beamforming, power allocation, particle swarm optimization.
I. INTRODUCTION
W ITH the coming of the fifth-generation (5G) mobile communication, the urgent requirements of high spectrum efficiency, low latency, low cost and massive connectivity pose great challenges [1] - [4] . The conventional orthogonal multiple access (OMA) techniques, i.e., frequency division multiple access (FDMA), time division multiple access (TDMA), code division multiple access (CDMA) and orthogonal frequency division multiple access (OFDMA) may not meet the insistent requirements of mobile Internet and Internet of things (IoT) due to massive connectivity. Recently, non-orthogonal multiple access (NOMA) has become a promising candidate technology for 5G [1] - [3] , [5] - [7] . The basic idea of NOMA is to serve multiple users in an orthogonal frequency/time resource block, which can be mainly divided into two categories, namely code-domain NOMA and powerdomain NOMA [2] , [3] , [5] , [6] . For code-domain NOMA, the users are allocated sparse sequences or non-orthogonal low cross-correlation sequences [2] , [3] , [6] . There are several typical schemes of code-domain NOMA being investigated, including multiple access solutions relying on low-density spreading (LDS), sparse code multiple access (SCMA), multiuser shared access (MUSA), pattern division multiple access (PDMA), etc [2] , [3] , [6] . For power-domain NOMA, the signals of the users are transmitted with different powers, and decoded by using successive interference cancellation (SIC) at the receivers [8] - [10] . In general, the users are sorted by their channel gains, and the decoding order is the increasing order of the channel gains. The first user, which has the lowest channel gain, directly decodes its signal treating the other signals as noise. The second user decodes the signal of the first user and removes it from the received signals. Then, it decodes its signal treating the other signals as noise. So on and so forth, the last user decodes and removes all the other users' signals before decoding its signal. In such a manner, the users with different channel conditions can transmit simultaneously. Both the spectrum efficiency and the number of users can be increased. In this paper, we investigate power-domain NOMA.
In addition to NOMA, millimeter-Wave (mmWave) communications is another enabling candidate technology for 5G [1] , [4] , [11] - [14] . The abundant bandwidth of mmWave, from 30 GHz to 300 GHz, can significantly enhance the system capacity. Different from the existing microwave-band systems, the propagation in the mmWave-band presents high path loss and angle-domain spatial sparsity. Profiting from the short wavelength of the mmWave signal, large scale antenna array can be equipped in a small area. Thus, directional beamforming is usually utilized to obtain the beam gain, which can compensate the path loss in the mmWave band.
The combination of NOMA and mmWave communications (mmWave-NOMA) has some unique advantages. On one hand, the highly directional feature of mmWave transmission implies that the users' channels can be highly correlated, which is appropriate for applying NOMA. On the other hand, due to the high hardware consumption in the mmWave band, the number of radio frequency (RF) chains is limited in general. Thus, applying NOMA in mmWave communications can significantly increase the number of users [8] - [10] .
Motivated by these advantages, we investigate mmWave-NOMA in this paper. There are several prior works on mmWave-NOMA in the existing literatures. Random beamforming approaches for a single-beam case and for a limited feedback case were proposed for mmWave-NOMA in [8] . The simulation results proved that mmWave-NOMA could achieve significant gains in terms of sum rates and outage probabilities, compared with the conventional mmWave-OMA. Cui et al. [9] exploited beamforming, user scheduling and power allocation in mmWave-NOMA networks. By invoking random beamforming, the global optimal solution of power allocation can be obtained by the proposed branch and bound approach. Then, a low-complexity suboptimal approach was developed for striking a good computational complexity-optimality tradeoff. In [10] , a new transmission scheme of beamspace multipleinput multiple-output NOMA (MIMO-NOMA) was proposed, where the number of the users can be larger than the number of the RF chains. A hybrid precoding approach based on the equivalent channel vector was proposed first. Then, an iterative algorithm was developed to optimize the power allocation for the users. In [15] , a NOMA based hybrid beamforming design in mmWave systems was considered. A low complexity user pairing algorithm was proposed first to reduce the interferences. Then, the authors proposed a hybrid beamforming algorithm with low feedback. Finally, the power allocation scheme was proposed to maximize the sum capacity. An indepth capacity analysis for the integrated NOMA-mmWavemassive-MIMO systems was provided in [16] . A simplified mmWave channel model was proposed first. Whereafter, theoretical analysis on the achievable capacity was considered in both the low signal to noise ratio (SNR) and high-SNR regimes based on the dominant factors of signal to interference plus noise ratio. In [17] , a non-convex optimization problem was formulated and solved in a 2-user downlink mmWave-NOMA system, where power allocation and Tx beamforming were jointly optimized to maximize the achievable sum rate (ASR). Then, a joint power control and Rx beamforming problem in a 2-user uplink mmWave-NOMA system was formulated and solved in [18] . The joint power allocation/control and beamforming approaches in [17] and [18] can both achieve a near-upper-bound performance in terms of ASR. However, the schemes are confronted with great challenges to be generalized into a multiple user scenario.
Similar to [17] and [18] , we consider power allocation and analog beamforming for downlink mmWave-NOMA Networks in this paper. Particularly, the scenario is generalized to a multiple user case, and the power allocation is optimized jointly with Tx and Rx beamforming. 1 We formulate an optimization problem to maximize the ASR of the multiple users, and meanwhile each user has a minimum rate constraint. 2 To the best of our knowledge, this is the first work that considers joint Tx-Rx beamforming and power allocation in mmWave-NOMA Networks. As the formulated problem is non-convex and it cannot be directly solved by using the existing optimization tools, we propose a sub-optimal solution with three stages. In the first stage, the optimal power allocation with a closed form is obtained for an arbitrary fixed Tx-Rx beamforming. In the second stage, we obtain the optimal Rx beamforming with a closed form for arbitrary fixed Tx beamforming. In the third stage, by substituting the optimal solutions of the previous two stages into the original problem, a Tx beamforming problem is formulated. We propose a boundarycompressed particle swarm optimization (BC-PSO) algorithm to solve this problem and obtain a sub-optimal solution. The simulation results show that the proposed sub-optimal solution can achieve a significantly better performance in terms of ASR compared with those of state-of-the-art schemes and the conventional mmWave-OMA system.
The rest of the paper is organized as follows. In Section II, we present the system model and formulate the problem. In Section III, we propose the solution. In Section IV, simulation results are given to demonstrate the performance of the proposed solution, and the paper is concluded finally in Section V.
Symbol Notation: a, a and A denote a scalar variable and a vector, respectively. (·) T and (·) H denote transpose and conjugate transpose, respectively. | · | and · denote the absolute value and Euclidean norm, respectively. E(·) denotes the expectation operation.
[a] i denotes the i-th entry of a.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model
In this paper, we consider a downlink mmWave communications system. As shown in Fig. 1 , the BS serves K users simultaneously. The numbers of the antennas equipped at the base station (BS) and each user are N and M , respectively. Each antenna at the BS is driven by a phase shifter (PS) and a power amplifier (PA), while an antenna at the users is driven by a PS and low noise amplifier (LNA). The number of the 1 Note that in a parallel submitted paper of us [19] , we also considered the generalization from a 2-user mmWave-NOMA to a multi-user mmWave-NOMA, where a max-min problem was solved with Tx beamforming and power allocation. Different from our previous work in [19] , in this paper we solve a max-sum problem with joint Tx-Rx beamforming and power allocation. This problem is with a different type from that in [19] ; thus particular study is necessary, and a new approach is expected to solve the new type of problem. 2 In [20] , a downlink zero-forcing-beamforming technique was proposed to improve the communication security in a two-cell MIMO-NOMA network. The design objective and system setup are different from those in this paper. RF chain at the BS and the user sides is 1, which means that pure analog beamforming is utilized.
The BS transmits a signal s k to User k (k = 1, 2, . . . , K) with transmission power p k , where E(|s k | 2 ) = 1. The total transmission power of the BS is P . Thus, the received signal for User k is
where H k with dimension M × N is the channel response matrix between the BS and User k, and n k denotes the Gaussian white noise at User k with power σ 2 . w and u k are the Tx beamforming vector (Tx-BFV) of the BS and the Rx beamforming vector (Rx-BFV) of User k, respectively. In general, the scaling factors of PA and LNA are constant. Thus, the Tx-BFV and Rx-BFV have constant modulus (CM) constraints [17] - [19] , i.e.,
The channel between the BS and User k is a mmWave channel. 3 Subject to limited scattering in the mmWave band, multipath is mainly caused by reflection. As the number of the multipath components (MPCs) is small in general, the mmWave channel has directionality and appears spatial 3 In this paper, we assume the channel is known by the BS. The mmWave channel estimation with low complexity can be referred in [21] and [22] . sparsity in the angle domain [21] , [23] - [27] . Different MPCs have different angles of departure (AoDs) and angles of arrival (AoAs). Without loss of generality, we adopt the directional mmWave channel model assuming a uniform linear array (ULA) with a half-wavelength antenna space. Then, an mmWave channel between the BS and User k can be expressed as [21] , [23] - [27] 
where λ k, , θ k, and ψ k, are the complex coefficient, cos(AoD) and cos(AoA) of the -th MPC of the channel vector for User k, respectively. L k is the total number of MPCs for User k, a t (·) and a r (·) are steering vectors defined as
which depend on the array geometry.
B. Achievable Rate
As discussed in the previous section, the optimal decoding order for NOMA is the increasing order of the users' channel gains in general. However, for the mmWave-NOMA with analog beamforming structure in this paper, the effective channel gains of the users are determined by both the channel gains and the beamforming gains. Thus, we need to sort the effective channel gains first, and then determine the decoding order. Without loss of generality, we assume that the order of the effective channel gains is u
, and thus the optimal decoding order is the increasing order of the effective channel gains [8] , [10] , [17] . Therefore, User π k can decode s πn (k + 1 ≤ n ≤ K) and then remove them from the received signal in a successive manner. The signals for User π m (1 ≤ m ≤ k−1) are treated as interference. Thus, the achievable rate of User π k is denoted by
The achievable sum rate (ASR) of the proposed mmWave-NOMA system is
where
. . , K} depending on the decoding order.
C. Problem Formulation
To improve the overall data rate, we formulate a joint Tx-Rx beamforming and power allocation problem to maximize the ASR of the K users, where each user has a minimum rate constraint. The problem is formulated as
where the constraint C 1 is the minimum rate constraint for each user. The constraint C 2 indicates that the power allocation to each user should be positive. The constraint C 3 is the total transmission power constraint, where the total power is no more than P . C 4 and C 5 are the CM constraints for the Rx-BFVs and Tx-BFV, respectively. In Problem (9), the formulation of the achievable rate is not convex/concave, and the CM constraints for the Rx-BFVs and Tx-BFV are also not convex/concave [17] - [19] . Thus, Problem (9) is not a convex/concave problem. The total dimension of the variables in Problem (9) is N + M K + K, which is large in general. Direct search for the optimal solution results in heavy computational load, which is hard to accomplish in practice. To solve Problem (9), there are two main challenges. One is that the optimized variables are entangled with each other, which makes the formulation non-convex. The other is that the expression of R sum depends on the decoding order. In general, the optimal decoding order is the increasing order of the users' effective channel gains. However, the order of effective channel gains varies with different Tx-BFVs and Rx-BFVs. In other words, given different Tx-BFVs and Rx-BFVs, the objective function in Problem (9), i.e., the ASR of the users, has different expressions. The two challenges make it infeasible to solve Problem (9) by using the existing optimization tools. Next, we will propose a sub-optimal solution with promising performance but low computational complexity.
III. SOLUTION OF THE PROBLEM
As the optimized variables are entangled with each other in Problem (9), we propose a sub-optimal solution with three stages in this section. In the first stage, we obtain the optimal power allocation with a closed form for an arbitrary fixed Tx-BFV and arbitrary fixed Rx-BFVs. In the second stage, the optimal Rx-BFVs are obtained with a closed form for an arbitrary fixed Tx-BFV. Based on the two stages, the variables of power allocation and Rx-BFVs can be expressed as a function of the Tx-BFV. Substituting them into Problem (9), Problem (9) can be simplified as a Tx beamforming problem. Finally in the third stage, we propose the BC-PSO algorithm to solve the Tx beamforming problem and obtain a sub-optimal Tx-BFV.
A. Optimal Power Allocation with Arbitrary Fixed BFVs
As we have analyzed before, an essential challenge to solve Problem (9) is the variation of the decoding order. However, given an arbitrary fixed Tx-BFV w and an arbitrary fixed RxBFVs u k , the order of the effective channel gains is fixed. For symbol simplicity and without loss of generality, we assume
subsection. 4 The original problem can be simplified as
where the BFVs are arbitrary and fixed. To solve Problem (10), we give the following Lemma first. Lemma 1: The optimal power allocation in Problem (10) must satisfy
Proof: We prove Lemma 1 by using contradiction. Denote the optimal power allocation in Problem (10) as {p k }, and the achievable rate of User k under optimal power allocation is denoted by R k . Assume
Consider the following parameter settings
It is easy to verify that
and R K > R K , which means that the parameter settings in (12) can satisfy the minimum rate constraint as well as improve the ASR in Problem (10). It is in contrast to the assumption that {p k } is optimal. Thus, we have
According to Lemma 1, Problem is equivalent to
As the number of users is K, it is difficult to directly obtain the optimal power allocation for all the users. Thus, we commence from a simplified case, where only two adjacent users can adjust the transmission power while the other users have fixed transmission power. The details are shown in the following Lemma. fixed p k (k = 1, 2, . . . , p k0−2 , p k0+1 , . . . 
Thus, there is only one independent variable p k0 in Problem (13) . The differential of the objective function R sum is given in (15) , as shown at the top of the next page.
As we have assumed that u
dRsum dp k 0 ≤ 0. We can conclude that R sum is decreasing for p k0 .
Based on Lemma 2, we can find that the priority of power allocation in Problem (13) In other words, with the system setup in this paper, the power allocation for the users with lower effective channel gains should be firstly performed, and only necessary power should be allocated to satisfy the minimum rate constraints. All of the remaining power should be allocated to the user with the highest effective channel gain to maximize the ASR. We give the following Theorem to illustrate this property and obtain the optimal power allocation.
Theorem 1: The optimal solution in Problem (13) must satisfy R k = r k (2 ≤ k ≤ K), and the optimal power allocation is given by
where η k = 2 r k − 1. Proof: See Appendix A. Based on Theorem 1, we can find that although the users with lower effective channel gains are prior in the decoding order, the achievable rates of them have no gain compared with the minimum rate constraints. The power allocated to Users 2-K is only necessary to satisfy the minimum rate constraint. The performance gain of mmWave-NOMA depends mainly on the user with the highest effective channel gain, i.e., User 1.
B. Optimal Rx-BFVs With an Arbitrary Fixed Tx-BFV
In the first stage, we obtained the closed-form power allocation with arbitrary fixed BFVs as shown in (16) . In the second stage, we will handle the Rx beamforming. Given an arbitrary fixed Tx-BFV, Problem (9) is simplified as
To obtain the optimal Rx beamforming, we have the following Theorem.
Theorem 2: The optimal solution of the Rx-BFVs in Problem (17) is
Proof: As the Tx-BFV is fixed, H k w (1 ≤ k ≤ K) are all constant vectors. Given an arbitrary decoding order of
Thus, the partial derivative of the achievable rate is
The achievable rate of User π k is increasing for b π k , while the achievable rates of the other users are independent to b π k . Thus, to maximize the ASR, we can always adjust the Rx-BFV for each user to maximize b π k (1 ≤ k ≤ K). For User π k , as H π k w is a constant vector, we just need to let the phase of each element of [u π k ] be the same with the phase of the corresponding element of [H π k w], which is not influenced by the decoding order. Thus, under any decoding orders, the optimal solution of the Rx-BFVs is always given by (18) .
Based on Theorem 1 and Theorem 2, we can further obtain the ASR of the K users, which is given by
where p 1 and u 1 are both functions of w, whose definitions are given by (16) and (18), respectively. From (21), we can find the value of R sum is only determined by the Tx-BFV. Next, we will give the approach of Tx beamforming design in the third stage.
C. Design of Tx-BFV With BC-PSO
According to Theorem 1 and Theorem 2, Problem (9) can be transformed into a Tx beamforming problem, i.e.,
where R(w) is the achievable sum rate of K users shown in (21) . Although the explicit expression of R(w) can be obtained according to (16) , (18) and (21), the highly nonconvex formulation makes it complicated to solve Problem (22) directly. In addition, the dimension of the Tx-BFV, i.e., N , is large in general, so it is computationally prohibitive to direct search the optimal solution. To solve this difficult problem, particle swarm optimization (PSO) is an alternative approach [28] - [30] . First, we give the basics of PSO.
1) Basics of PSO :
In the N -dimension search space S, the I particles in the swarm are randomly initialized with position x and velocity v. Each particle has a memory for its best found position p best and the globally best position g best , where the goodness of a position is evaluated by the fitness function. For each iteration, the velocity and position of each particle are updated based on
for n = 1, 2, . . . , N. The parameter ω is the inertia weight of velocity. In general, ω is linearly decreasing to improve the convergence speed. The parameters c 1 and c 2 are the cognitive ratio and social ratio, respectively. The random number function rand() returns a number between 0.0 and 1.0 with uniform distribution. After calculating the fitness function for each particle, the locally and globally best positions, i.e., p best and g best , are updated. In such a manner, the particles diffuse around the search space and may find the globally optimal solution.
However, the CM constraint in Problem (22) makes the search space highly non-convex. The particles may converge to a locally optimal solution with a high probability. Thus, directly using PSO in Problem (22) may not obtain a promising performance. To this end, we propose a modified approach, i.e., BC-PSO. In the proposed approach, the feasible region is relaxed to a convex set, i.e.,
. The boundarycompressed approach is proposed to guarantee that the particles satisfy the CM constraint. The details of the BC-PSO algorithm is shown bellow.
2) Implementation of BC-PSO:
Define the search space of Problem (22) 
has two boundaries. The outer boundary is defined as {|[w]
which is linear to the number of iterations. The initial value of d t is 0, and it increases linearly for each iteration until
. For each iteration, if the particle moves across the outer/inner boundary, then it is adjusted onto the boundary. With this implementation, the particles can move throughout the relaxed search space and converges to the outer boundary eventually.
On the other hand, the definitions of the fitness function for different particles are different. The reason is that the order of effective channel gains may change when the particles move, which results in the change of the ASR's expression . Thus, when implementing the BC-PSO algorithm here, we should reorder the effective channel gains first in each iteration, and then obtain the fitness function, i.e., R(w), according to (21) .
In summary, we give Algorithm 1 to solve Problem (9). Hereto, we solve the original problem. In the proposed solution, the power allocation and Rx beamforming are optimal, while the Tx beamforming is sub-optimal.
D. Computational Complexity
As we obtained the closed-form optimal power allocation and Rx-BFVs with an arbitrary fixed Tx-BFV, the computational complexity is mainly caused by Tx beamforming design in the third stage. In Algorithm 1, the total computational complexity is O(N ), which linearly increases as N and does not increase as M or K. In contrast, if the direct search method is adopted, and the number of the candidate values for each variable in Problem (9) is G, the complexity of directly for n = 1 : N do 8:
:
14:
end if 15 :
end if 18: Obtain the optimal Rx-BFVs u k according to (18) .
19:
Reorder the effective channel gains of the users.
20:
Obtain the optimal power allocation p k according to (16) .
21:
Obtain the fitness function R(w) according to (21).
22:
end for 23: Update p best,i . 24: end for 25: Update g best . 26 : end for 27: w = g best . 28 : return p k , u k and w . searching the globally optimal solution is O(G N +MK+K ), which exponentially increases as N , M and K.
IV. PERFORMANCE SIMULATIONS
In this section, we provide the simulation results to verify the performance of the proposed joint Tx-Rx beamforming and power allocation approach in the mmWave-NOMA system. We adopt the channel model shown in (4) , where the users are uniformly distributed from 10m to 500m away from the BS, and the channel gain of the node 100m away from the BS has an average power of 0 dB to noise power. The number of MPCs for all the users is L = 4. Both LOS and NLOS channel models are considered. For the LOS channel, the average power of the NLOS paths is 15 dB weaker than that of the LOS path. For the NLOS channel, the coefficient of each path has an average power of 1/ √ L. For each channel realization in the simulations, the channel gains of the users are First, we compare the performance between the considered mmWave-NOMA system and a mmWave-OMA system. The achievable rate of User k in a mmWave-OMA system is
where the factor 1 K is due to the multiplexing loss in OMA. u k and w are the Rx-BFV and Tx-BFV given in Algorithm 1, respectively. Fig. 2 compares the ASRs between the proposed mmWave-NOMA algorithm, the mmWave-NOMA approach in [17] and mmWave-OMA with varying total power to noise ratio. Each point in Fig. 2 is the average performance of 10 3 LOS channel realizations. Significantly, the performance of the proposed mmWave-NOMA system is distinctly better than that of the mmWave-OMA system, as well as better than that of the solution in [17] . Particularly when P/σ 2 is low, the superiority of the proposed algorithm is more conspicuous compared with the approach in [17] . The reason is that given a designed BFV, the solutions of power allocation in this paper and [17] are both optimal. Thus, the performance gap is mainly caused by the beamforming design. Significantly, the proposed algorithm can always find a better BFV than that of the approach in [17] . As shown in (7), the achievable rate is determined by the product of the effective channel gain and the transmission power. When the total transmission power becomes lower, the effective channel gain becomes the main portion to determine the ASR, so the superiority of the proposed mmWave-NOMA algorithm is relatively conspicuous. Fig. 3 shows the comparison result of the ASRs between the proposed mmWave-NOMA algorithm, the mmWave-NOMA approach in [17] and mmWave-OMA with varying minimum rate constraint. Each point in Fig. 3 is the average performance of 10 3 LOS channel realizations. Similar to the result in Fig. 2 , we can find that the proposed mmWave-NOMA algorithm can achieve a higher ASR than that of mmWave-NOMA in [17] , as well as higher than the ASR of the mmWave-OMA system. Particularly when r increases, the superiority of the proposed algorithm is more conspicuous compared with the approach in [17] . The results indicate that the proposed beamforming design is better than that of the approach in [17] , especially when the minimum rate constraint is large.
We show the power allocation and the effective channel gains in Figs. 4 and 5. Each point in Figs. 4 and 5 is an average result of 10 3 LOS channel realizations. From the two figures, we can find that the effective channel gain of User 1, the user with the highest channel gain, is distinctly larger than that of the other users. The user with a better channel gain has a higher effective channel gain with the proposed solution. In Fig. 4 , the effective channel gains of User 1 and User 3 go increasing and decreasing, respectively, when P/σ 2 becomes higher. It indicates that when the total transmission power is high, power and beam gains should be allocated jointly to enlarge the difference of the effective channel gains to obtain a higher ASR. In contrast, the power allocation and the effective channel gain of User 1 go decreasing while the power allocation and the effective channel gain of User 3 go increasing, when r becomes higher in Fig. 5 . It indicates that more power and beam gain should be allocated to the users with worse channel gains to satisfy the constraint, when the minimum rate constraint is high. Fig. 6 compares the ASRs between mmWave-NOMA and mmWave-OMA systems with varying number of users. For fairness, each user has an average transmission power to noise of 30 dB. Each point in Fig. 6 is the average performance of 10 3 LOS channel realizations. It can be observed again that the mmWave-NOMA can outperform the mmWave-OMA, especially when N is large. It can be seen that the ASR of the NOMA users improves as the number of users increases, while the ASR of the OMA users is always around a low value without obvious improvement. The results prove that mmWave-NOMA can achieve a higher spectrum efficiency compared with mmWave-OMA when the number of users increases.
Figs. 7 and 8 compare the ASRs of mmWave-NOMA system between the LOS and NLOS channel models with varying total power to noise ratio and with varying minimum rate constraint, respectively. Each point in this two figures is the average performance of 10 3 channel realizations. It can be seen that the performance with the LOS channel model is distinctly better than that with the NLOS channel model, because the beam gain is more centralized for the LOS channel. Particularly, whenP/σ 2 is small and r is large, the performance gap between the LOS channel model and NLOS channel model is larger.
In the third stage of the solution, we proposed the BC-PSO algorithm and obtained a sub-optimal solution. The convergence of the proposed algorithm is evaluated in Fig. 9 . When N = 8, 16, 32, 64, the curve of the ASR tends to be stable after 7,15,30,60 iterations, respectively. We can find that the number of iterations that the algorithm converges is roughly linear to N , which indicates that the proposed BC-PSO algorithm has a linear convergence rate against the number of antennas at the BS.
To evaluate the stability of the proposed approach, we compare the performance of the proposed BC-PSO and the classical PSO in Fig. 10 , where PSO is corresponding to directly solving Problem (22) different initializations. It can be seen that the ASRs with BC-PSO are distinctly higher than that with PSO. The curves for BC-PSO are stable after 20 iterations, while the curves for PSO are stable within 5 iterations. The results indicate that with the acceptable expense of the computation complexity, the proposed BC-PSO algorithm can achieve a better search capability compared with the conventional PSO algorithm. The reason is that the search space for PSO is highly non-convex, the particles may converge to a suboptimal solution fast. By contrast, the proposed BC-PSO algorithm has a convex search space. The particles move around the relaxed space and obtain more information of the solutions. Consequently, a better solution can be found in the BC-PSO algorithm. In addition, the curves of the maximal ASR, minimal ASR and mean ASR for BC-PSO are close. However, there are obvious performance differences among the PSO curves, which indicates that the proposed BC-PSO algorithm has a better convergent stability compared with the conventional PSO algorithm.
V. CONCLUSION
In this paper, we formulated a joint Tx-Rx beamforming and power allocation problem in a mmWave-NOMA system to maximize the ASR of the multiple users, subject to a minimum rate constraint for each user. To solve this non-convex problem, we proposed a sub-optimal solution with three stages. In the first stage, the optimal power allocation with a closed form was obtained for arbitrary fixed Tx-Rx beamforming. In the second stage, the optimal Rx beamforming with a closed form was designed for arbitrary fixed Tx beamforming. In the third stage, we proposed the BC-PSO algorithm to implement the reduced problem, i.e., a Tx beamforming problem, and obtained a sub-optimal solution. It was shown that the proposed algorithm has a preferable convergence and stability. The results showed that by using the proposed approach, the ASR of the mmWave-NOMA system could be significantly improved compared with state-of-the-art approaches and the conventional mmWave-OMA system.
APPENDIX I PROOF OF THEOREM1
Denote the optimal power allocation of Problem (13) is {p k }, and the achievable rate of User k under optimal power allocation is R k . Assume that there is one user whose achievable rate is larger than its minimum rate constraint, i.e.,
