Abstract. An audio sensor system is presented that uses multiple cerebellar models to determine the acoustic environment in which a robot is operating, allowing the robot to select appropriate models to calibrate its audio-motor map for the detected environment. There are two key areas of novelty here. One is the application of cerebellar models in a new context, that is auditory sensory input. The second is the idea of applying a multiple models approach to motor control to a sensory problem rather than a motor problem. The use of the adaptive filter model of the cerebellum in a variety of robotics applications has demonstrated the utility of the so-called cerebellar chip. This paper combines the notion of cerebellar calibration of a distorted audio-motor map with the use of multiple parallel models to predict the context (acoustic environment) within which the robot is operating. The system was able to correctly predict seven different acoustic contexts in almost 70% of cases tested.
Introduction
There is a need for autonomous mobile robots to use a variety of senses to navigate in unstructured environments. Typically, vision is used to locate objects in the robot's environment, however, this can break down where vision is obscured. A number of attempts have been made to allow a robot to navigate by sound (see [1] for a review), however these systems are typically set up in a specific acoustic environment and break down when the robot moves to a new environment. We propose an audio sensor system that uses parallel models of cerebellar microcircuits to learn the different acoustic environments in which a robot is operating, allowing the robot to select an appropriate model and to calibrate its audio-motor map for the detected environment. The adaptive filter model of cerebellum [2] has shown itself to be a robust algorithm in a variety of robotics applications which have been demonstrated through the idea and application of the so called cerebellar chip [3] [4] [5] . This paper combines the notion of cerebellar calibration of a distorted audio-motor map with the use of multiple models to predict the context (acoustic environment) within which the robot is operating. The paper extends the idea of applying a multiple models approach, which is usually employed in the solution to motor control problems, to a sensory problem, and in particular, the application of multiple cerebellar models to auditory input.
In the next section we describe the problem faced in audio localization and how our proposed cerebellar inspired solution could be applied in theory to reduce the error. This is followed by a description of an experiment to test the performance of this architecture in a real-world setting (section 4). Finally, the results from this experiment are presented (section 5 and discussed with conclusions drawn and future work presented (section 6).
Background and motivation

Audio localization
The primary auditory cues used in the passive, binaural localisation of sound sources are Inter-aural Time Difference (ITD) of arrival of sounds and Interaural Level Difference (ILD) [6] . ILD relies on acoustic shadowing caused by the head of the animal; as such it is frequency dependent, and is effective for higher frequencies (greater than around 1500 Hz). On the other hand, ITD cues are limited to lower frequencies due to phase ambiguity as the period of the sound wave becomes comparable to the maximum ITD available for a given sensor or ear separation [6] . Sound from a source to either side of the median plane will reach one or other sensor or ear at different times (e.g. a sound originating from a source to the right of the median plane will reach the right ear or sensor before the left). The ITD has a maximum value of around 660µs at an azimuth of 90 o in humans [6] , representing an inter-aural distance of around 15cm. This is subject to uncertainty due to environmental influences such as obstruction of the sound source, the acoustic properties of surfaces or damage to or displacement of audio sensors.
This study uses a localization module based on the ITD with microphones mounted in free field, corresponding to Auditory Epipolar Geometry (AEG) described in [1] , and does not take the Head Related Transfer Function (HRTF) into account. The robot head and ITD method are described more fully in section 4.
Cerebellar calibration of audio-motor map
The previous two decades have seen the acceptance that the brain makes use of internal models for motor control and that they are likely to be located in the cerebellar cortex [7] . More recently, it has emerged that internal models play a role in non-motor functions and that the cerebellum plays a role in perceptual processes [8] .
The cerebellum is a highly regular structure whose output is via Purkinje cells. Granule cells receive input from mossy fibres, which provide one of two main afferent pathways. Axons of the granule cells form parallel fibres which synapse onto the Purkinje cells. The second main afferent pathway is the climbing fibres that also synapse onto the Purkinje cells. The firing rate of the climbing fibres is orders of magnitude lower than that of the Purkinje cells so that it has no direct influence on the sensory signal yet does influence the weights of the parallel fibre-Purkinje cell synapses.
The adaptive filter model of the cerebellum was proposed by Fujita [9] as a variation on the Marr-Albus model [10, 11] . This model emphasises the resemblance of the cerebellar microcircuit to an adaptive filter [2] . Sensory input is to granule cells via the mossy fibres. Granule cell axons form parallel fibre inputs to Purkinje cells. Hence, mossy fibre input is analysed into multiple filter pathways and synthesized at the Purkinje cell with weights that are affected by the climbing fibre input to the Purkinje cell. Whereas the parallel fibres convey sensory input signals, the climbing fibre conveys a teaching signal.
The cerebellar calibration model is an adaptation of that used in a precursory study to that reported here to calibrate whisker input to a robot platform [5] , which draws on the adaptive filter model of the cerebellum as shown in Figure  1a . An audio stimulus results in activation of the audio-motor map, which stores a probabilistic representation of the estimated sound source azimuth, generated by the ITD module, in robot head-centric space. The map is divided into a regular grid with activity in each cell of the grid forming one input (i.e. the mossy fibre/parallel fibre) into the cerebellar model. A course-coded version of the map transmits activity at each place on the map to the cerebellum via the parallel fibres. The Purkinje cell, represented by the summing element in Figure  1a , synthesizes the parallel fibre signals modulated by the synaptic weights into a (positive-toward the right, or negative-toward the left) map shift signal that is applied as a bias to the motor output from the audio-motor map. The amount of bias is the weighted sum of the parallel fibre inputs:
where n is the number of parallel fibres. The weights w i of the parallel fibrePurkinje cell synapses, initially zero, are learnt using the covariance learning rule [12] , and updated as in [5] :
where β is the learning rate, p i the activity on each parallel fibre and e is the orient error, that is, the difference between the ground truth azimuth of the sound source and the calibrated audio-motor map output. The cerebellar model is shown in situ in Figure 1b . The map is divided into a regular grid with activity in each cell of the grid forming one input (i.e. the mossy fibre/parallel fibre input) into the cerebellar model. In the full system, the calibrated output from the audio-motor map is used to orient the robot head toward the sound source, and a visually derived error after orientation is used as a teaching signal to adjust the weights of parallel fibre/Purkinje cell synapses, which are initially set at zero, although this visually derived error was not used in the current study (see section 4). Post learning, the cerebellar model applies a shift to compensate for distortion in the auditory map. Audio stimulus results in activation of the audio-motor map of sound source azimuth in robot head-centric space. Output from the audio-motor map is a motor command to orient the robot head in the direction of the sound source. The orient error is used as a teaching signal such that the cerebellum learns to compensate for distortion of the audio-motor map.
Multiple models
A single internal model would need to be very complex in order to capture the range of contexts within which the organism or robot is required to operate as described in section 2.1. This leads to the proposal that the central nervous system makes use of multiple models each specialized for different contexts [13] . A bio-inspired approach to implementing such models would need a means to select the appropriate model for a particular context. A candidate solution to this problem is the MOdular Selection and Identification for Control [MOSAIC] framework [14, 15] . In this scheme, multiple forward models concurrently predict the consequences of an action (e.g. motor command) and a responsibility predictor attached to the module generates a signal that indicates the degree to which its model is appropriate for the context. The system needs to select the module appropriate to the context by switching the outputs of inverse models on or off. This switching involves two processes [13] :
-the generation of motor commands through the selection of the most appropriate controller (inverse model) for the estimated context based on sensory input -a switching process using sensory feedback of the consequences of the action to select a more appropriate model if necessary.
In the original MOSAIC scheme, the inverse models' contribution is determined through a responsibility signal. This is derived through two further processes [13] : first, each forward model's prediction of the next state of the controlled system can be compared to the actual state through sensory feedback, but only after the action has taken place (or during action). The second process estimates responsibility from sensory contextual information, providing the potential to select modules before action.
Proposed system
The proposed system is shown in Figure 2 . This is a simplification of the multiple models framework, implementing only the models and the responsibility estimator, which simply attempts to identify the most appropriate model for a given context. A more complete system is the subject of current work (section 6). The system has a single ITD module that produces an estimate of sound source azimuth. For the purposes of this study, the ITD module uses a cross-correlation algorithm as described in section 4.2.
Each cerebellar model, having been trained in a particular context (section 4.3) produces a map-shift signal based on the output of the ITD module, which should depend on the context within which the model was trained. Models are pre-trained in this study. Each map shift is then added to the estimated position produced by the ITD module and this becomes a prediction of the sound source location-one prediction for each model. Hence, a set of azimuth estimates are produced from a single ITD, and the idea is that the different environments in which the models learned will be reflected in the different estimates produced. The problem is then one of how to identify the correct context. It is assumed that the model trained in the current context will produce the lowest error in azimuth estimation (of course, this is not always the case, as discussed in section 6). In this study, each prediction is compared to the ground truth position, which is already known from the positioning of the sound source. Although, of course, in the real system, the ground truth cannot be found until the robot head orients toward the sound source, it has been used here merely for convenience to test the efficacy of the approach, and would ultimately be used with visual feedback on a mobile platform. The resulting prediction error is transformed by a psuedolikelihood function before being normalised across all models using a softmax function as in [13] :
where θ t is the ground truth azimuth, θ i is the estimate produced by the ith model, n is the number of estimates (models) and σ is a scaling factor which is equivalent to the standard deviation assuming a Gaussian distribution of estimates, and is set to unity in this specific configuration. The maximum softmax value corresponds to the lowest error in estimation and is assumed to correctly identify the context. The value of σ determines the distribution of responsibilities across models and has no affect on this identification, and so its value is not important in this particular study (however, it will be important in studies where the outputs of models are to be combined in some way). Fig. 2 : multiple-models-inspired context estimation as it has been implemented in this study. For a given context, each model provides an estimate of source position. Each estimate is then compared to the ground truth source position and the responsibility estimator classifies the acoustic context based on the estimation errors. In the real system, the head would orient toward the sound source based on the currently selected cerebellar model and a posterior estimate of likelihood calculated for each model.
Experimental setup
Experiments were automated and controlled using a computer running the Matlab environment (The Mathworks Inc.). Algorithms were implemented in the same environment. Two microphones (Audio-Technica ATR-3350 omnidirectional condenser lavalier) were mounted on a horizontal bar with a spacing between centres of 25cm ( Figure 3) . A relatively large inter-microphone distance was used for the purposes of this study in order to achieve a high resolution in the ITD estimation. The microphone bar also had a USB webcam mounted in the centre and was itself mounted on a stepper motor such that it could be oriented toward the estimated sound source azimuth to generate visual feedback of the ground truth position. In the full system, the robot head orients to the estimated azimuth and visual feedback is used to generate the ground truth azimuth. As spatial coordinates have an origin at the robot head the system can be transferred to a mobile platform and it is anticipated that such a mobile platform would rotate on a head-centric axis toward the estimated azimuth. However, in this study, for convenience, the ground truth was taken simply as the randomised set of positions generated for training of the cerebellar models, and the microphone/camera bar remained facing directly ahead.
The sound source was mounted on a motorised platform that could traverse a circular track such that it could be placed (under computer control) at any azimuth between -90 o (left with respect to the robot head) and +90 o at a constant distance from the robot head (Figure 3) . A geared stepper motor was used to move the platform and this allowed the source to be placed with a high level of accuracy. 1 o increments were used in this study although results are limited by the resolution of the ITD module, which varies from ±1.7
o at zero azimuth to ±5 o at ±70 o azimuth. The resolution is affected by the sampling frequency and inter-microphone distance. The microphones were connected to a computer using a M-Audio MobilePre USB audio capture unit.
The sound source was also mounted on a further stepper motor such that it could be rotated in the transverse plane through an angle φ as shown in Figure  3a . This allowed the alteration of the acoustic context by rotation of the sound source so that it might face away at angle φ from the robot head. The experimental arena was surrounded by a semi-circular screen that, combined with different orientations of the sound source, produced different acoustic contexts.
ITD module
The captured audio was processed by the ITD module which used a crosscorrelation algorithm to provide an estimate of the azimuth of the location of a sound source: where R is the right-and L the left channel audio signal, k is the sample number, n is the current sample and τ is the time lag between left and right channel. The algorithm finds that time difference which results in maximum similarity between the two channels (maximum correlation value), which corresponds to the time difference of arrival of the sound. This was then converted into an estimated azimuth:
where c is the velocity of sound, τ is the estimated ITD, d is the inter-aural distance and f s is the audio sampling frequency.
Cerebellar models
The cerebellar models were trained in different acoustic contexts. During learning, the robot head was presented with audio from randomised positions along the circular track, such that the direction of arrival of sound was from various azimuths (θ in Figure 3a ). 60 iterations were used to train a model. Post learning, all models were presented with the same set of audio stimuli at azimuths from -45 o to 45 o in 15 o increments (some of which may be novel azimuths-i.e. not encountered during training of the cerebellar model). For each stimulus, all models produce a map shift from which a set of errors are derived by computing the difference between each map shift (added to the ITD output) and the ground truth azimuth, and the softmax of the likelihood for each model computed using equation 3. Following the MOSAIC framework, the maximum softmax, corresponding to the minimum error, is used to identify the context.
Results
Seven cerebellar models were trained, as described in section 4 with the sound source facing away from the robot head at a different angle (φ in Figure 3a) o right with respect to the robot head). After training, the robot head was presented with sound source azimuths (θ in Figure 3a ) of -45 o (left with respect to the robot head) to +45 o (right with respect to the robot head) in 15 o increments in each of the seven contexts. Therefore an overall set of 49 (7 contexts, φ each with 7 azimuths, θ) different configurations where explored. For each source azimuth/context combination, the seven cerebellar models generated estimates of the context as described in section 3, and the model with the lowest error was used to identify the context. Table 1 shows the rate of context identification. Each row in table 1 represents seven different source azimuths in the same context. Figure 4 shows a confusion matrix summarising the performance of the context estimation. The green cells in Figure 4 represent correct identification of a context and ideally, each would display the number 7 indicating that all 7 contexts were successfully identified, and red cells would display zero. Figure 5 shows plots of sound source azimuths along with ITD estimates and cerebellar calibration by each of the seven models in one case in which context identification was correct (Figure 5a ) and one case where context identification was incorrect (Figure 5b ). This paper has presented a simple context estimation system which is able to identify the robot's acoustic context (albeit in a highly constrained way) with a high degree of success, correctly identifying the acoustic context in 69.4% of 49 cases tested. Figure 4 shows that the majority of contexts were correctly identified, and, where mis-classification occurred, this was mostly of a neighbouring (similar) context. The performance of the responsibility estimator varies with the nature of the context. Mis-identification of the context more often occurs where there is little distortion and hence little difference between the model estimates. This is evident where the sound source directly faced the robot head, so that all models produced similar estimates. The identification rate in this case was only 14.3%, no better than chance. Confusion can also occur where the incorrect model happens to produce a smaller error than the correct model as seen in Figure 5b . Success was greatest where the sound source faced away from the robot head, and there was a clearer distinction between contexts. In terms of localization of the sound source, however, this may not matter, as the goal is to identify the most appropriate model-even if that model did not learn in the presented context. It is anticipated that this technique could be used to augment more classical approaches to sound source localization (including the simple version of ITD used here).
Future work will include mixing model outputs in proportion to their responsibility estimates, and it is anticipated that this will in particular facilitate the adaptation to novel contexts and improve the overall accuracy of the sound source azimuth estimate. This system can only confirm correct model selection after orientation of the robot head (in the real system) to produce a posterior likelihood that the selected model is appropriate. Future work may also include investigation of a responsibility predictor which generates a prior responsibility based on contextual signals. Finally, we wish to investigate to what extent the system could learn de novo, as described in [14] .
