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Abstract
Quantum memories are key components in photonics-based quantum information processing
networks. Their ability to store and retrieve information on demand makes repeat-until-success
strategies scalable. Warm alkali-metal vapours are interesting candidates for the implementation
of such memories, thanks to their very long storage times as well as their experimental simplic-
ity and versatility. Operation with the Raman memory protocol enables high time-bandwidth
products, which denote the number of possible storage trials within the memory lifetime. Since
large time-bandwidth products enable multiple synchronisation trials of probabilistically operat-
ing quantum gates via memory-based temporal multiplexing, the Raman memory is a promising
tool for such tasks. Particularly, the broad spectral bandwidth allows for direct and technolog-
ically simple interfacing with other photonic primitives, such as heralded single photon sources.
Here, this kind of light-matter interface is implemented using a warm caesium vapour Raman
memory. Firstly, we study the storage of polarisation-encoded quantum information, a common
standard in quantum information processing. High quality polarisation preservation for bright
coherent state input signals can be achieved, when operating the Raman memory in a dual-rail
configuration inside a polarisation interferometer. Secondly, heralded single photons are stored
in the memory. To this end, the memory is operated on-demand by feed-forward of source
heralding events, which constitutes a key technological capability for applications in temporal
multiplexing. Prior to storage, single photons are produced in a waveguide-based spontaneous
parametric down conversion source, whose bespoke design spectrally tailors the heralded pho-
tons to the memory acceptance bandwidth. The faithful retrieval of stored single photons is
found to be currently limited by noise in the memory, with a signal-to-noise ratio of ∼ 0.3 in
the memory output. Nevertheless, a clear influence of the quantum nature of an input photon
is observed in the retrieved light by measuring the read-out signal’s photon statistics via the
g(2)-autocorrelation function. Here, we find a drop in g(2) by more than three standard devia-
tions, from g(2) ∼ 1.69 to g(2) ∼ 1.59 upon changing the input signal from coherent states to
heralded single photons. Finally, the memory noise processes and their scalings with the exper-
imental parameters are examined in detail. Four-wave-mixing noise is determined as the sole
important noise source for the Raman memory. These experimental results and their theoretical
description point towards practical solutions for noise-free operation.
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Chapter 1
Introduction
FauĆ: Da iĚ erkenne, was die Welt; Im InnerĆen zusammenhŁlt
1.1 The need for quantum memories
Quantum information processing [1–3] has experienced immense research focus in the last two
decades. Experimental implementations of protocols and gates [4] range from trapped ions [5]
and atoms [6] all the way to integrated solid state systems [7,8]. The optical domain offers a valu-
able platform for quantum information, where linear optical systems can be used to implement
quantum logic gates [9,10]. However, the experimental ease of these photonic systems comes at
the price of non determininistic operation [11,12], i.e. the success probability of such systems is
below unity. This probabilistic feature restrains the scalability of quantum optical systems [13].
On the one hand, the combination of several inefficient logic gates in a quantum information
processor lowers the success rate of the overall operation. On the other hand, transmission
channel loss strongly limits the achievable data rates of quantum communication protocols over
long distances [14,15]. A suggested loss mitigation strategy lies in the insertion of a quantum
repeater chain [13,14,16] into the communication channel. At their heart, quantum repeaters are
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founded on a series of entanglement swapping operations [17]. Since these operations only work
probabilistically themselves, low success rates are ultimately also the performance limiting factor
for quantum repeater architectures.
Quantum memories may facilitate a shift towards deterministic operation in optical QIP. Quan-
tum memories [13,18] are devices capable of storing quantum information carriers on demand. A
quantum memory placed at the output of a gate would allow for the storage of successful out-
put events for that gate, while waiting for the successful operation of a neighbouring quantum
gate [14]. Consequently, the development of quantum memories could be central to progress in
quantum information science.
Memory media As with other components in quantum information processors, since the
initial proposal [19–21] of quantum memories several experimental systems have been considered
as possible realisations. Because the general principle of a memory is the transformation of flying
quantum bits (qubits) into stationary ones, the most popular storage mechanism is the mapping
of photonic qubits onto atomic systems. The challenge in the development of such light-matter
interfaces lies in the small interaction cross section between an atom and the incident light field.
Increasing the interaction probability is thus one of the major design criteria for memory media.
In general, multiplying the number of light-matter interaction events boosts this probability. To
this end, one can either force the incoming photonic qubit to interact multiple times with the
same atom, or increase the number of absorbers by storing light in an atomic ensemble.
A prime example of memories belonging to the former category is a single atom in a high finesse
cavity [22]. Recently, opto-mechanical systems [23] and superconducting circuits [24] have also been
considered. Memories based on atomic ensembles represent the corner-stone of most systems
currently under investigation. Here, the main platforms range from atomic vapours, where warm
gases [21], laser-cooled trapped atoms [25,26] or BECs [27] are employed, to solid-state systems, such
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as rare-earth ion doped crystals [28] or diamond [29]. Recently, hybrid systems using cavity as well
as ensemble enhancement have also been developed [30].
While each of these systems has its advantages, one particularly interesting class are room-
temperature alkali-metal vapours. Their experimental simplicity makes them one of the first
media to be considered [21]. The very long storage times [31–33] and large time-bandwidth prod-
ucts [34,35], obtainable by optical storage in atoms, are ideal prerequisites for their utilisation in
temporal synchronisation tasks of probabilistic quantum devices [36]. Moreover, atomic vapours
are very versatile and allow for the implementation of a great number of memory protocols.
Memory protocols Besides investigating suitable storage media, research efforts over the
past decade have also focussed on the actual protocols to be used for most beneficial storage of
information in the memory and its subsequent retrieval. Here we provide a brief overview of the
most relevant protocols that we will be referring to later on; more detailed reviews on quantum
memories can be found elsewhere [18,37]. Following the initial proposal for a quantum memory [13],
one of the first storage protocols was based on electromagnetically-induced transparency [38–42]
(EIT). This protocol enables the storage of an input signal under the simultaneous application
of a bright control beam. Both light fields are resonant with the optical transitions in a Λ-
level system1 of the storage medium. Signal storage is obtained by gradually turning off the
control field, which initially splits the excited state transition into two separate dressed states.
Information, stored in a dark-state polariton [20], can be maintained in the medium for extremely
long timescales up to seconds [33] and is released by re-application of the control. The magnitude
of the achievable excited state splitting, determined by the control intensity, defines the usable
signal bandwidths. These are on the order of MHz, making EIT a rather narrowband protocol
for optical input signals with carrier frequencies on the order of hundreds of THz. Modification
1 See fig. 2.1 in chapter 2 for an exemplary Λ-level system.
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of the scheme by moving signal and control fields off-resonance with the excited state in the
Λ-level system circumvents the bandwidth limitation, imposed by the control intensity. This
leads to three other types of protocols:
The first two, controlled-reversible inhomogeneous broadening [43–45] (CRIB) and the gradient-
echo-memory [46–49] (GEM) are similar to one another. In these protocols, an external electric or
magnetic field is applied to the storage medium to induce a linear Stark- or Zeeman- shift of the
atomic resonances. The shift, applied either to the excited state or to the storage state, spectrally
broadens the signal absorption line. This increases the memory bandwidth, because the various
frequency components of an incoming signal are resonant with a subset of the ensemble, whose
resonance has been shifted appropriately by the external field. A notable advantage of GEM
systems is the achievable memory efficiency, with reported values ranging up to [50] 87 %.
The third protocol in this category is the Raman memory [38–41,51], which is the subject of this
thesis. Unlike CRIB and GEM, no external field is necessary. Instead, the control field is
produced by an intense short laser pulse. Detuned far off-resonance from the excited state of
the atomic Λ-level system (see fig. 2.3), the control pulses induce a virtual excited state, whose
bandwidth is now given by the control bandwidth, rather than the control intensity. Thanks to
the short control pulse duration, storage of broadband signal pulses is possible. Depending on
the characteristics of the storage medium, control pulse durations of hundreds of pico-second (ps)
down to a few tens of femto-seconds (fs) have been used [52,53]. The corresponding bandwidths,
ranging from the GHz- to the THz-regime, make it possible to achieve large time-bandwidth
products (B) on the order of B ∼ 1000, where B is defined as the product of the spectral
acceptance width and the storage time (τS). While τS is still prohibitively short in the fs
demonstrations [53], the reasonable storage times of several micro-seconds (µs), obtainable with
GHz-bandwidth devices, make Raman memories a promising candidate technology for temporal
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synchronisation tasks [36], where large time-bandwidth products are a key prerequisite. Besides
showing promising performance numbers, Raman memories are also very versatile in terms of
input states, as they can store continuous [54] (cv) and discrete (dv) variable quantum states. In
dv schemes, such as the system studied in this thesis, single photons are the carriers of quantum
information and quantum states are expressed in the photon number basis. Qubit storage of
dv states follows the ideas outlined above: single photons, sent into the storage medium, are
absorbed and later re-emitted by application of a pair of control pulses. In contrast, in the
cv space, information is encoded on the quadrature components of quantum states. Instead of
absorbing the incoming light, cv Raman memories map the quadrature components of the input
signal onto the atomic ensemble via a quantum non-demolition measurement [55–57].
Besides these modifications of EIT, there are two more alternative memory protocols, the re-
vival of silent-echo [58] (ROSE) and atomic frequency combs [28,59] (AFCs), both of which rely on
photon-echo. Several recent demonstrations of quantum operations involving quantum memo-
ries featured AFCs [60–63], which, similarly to Raman memories, can achieve broadband signal
storage [64]. For these experiments, the protocol was implemented in rare-earth-ion-doped crys-
tals. In these media, interaction with the solid-state crystal field broadens the absorption line of
the ions. Selective optical pumping tailors this resonance into a series of absorbing comb lines.
In turn, the comb teeths’ frequency separation (∆νAFC) sets the storage time (τS = 1/∆νAFC),
after which the ions, initially excited by resonant absorption of the input signal, re-phase to
re-emit the signal. On-demand AFC operation, using an additional, bright control pulse with
arbitrary storage times, has also been achieved [65–68].
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1.2 Structure of this thesis
In this thesis, we continue the investigation of the Raman memory protocol in warm caesium (Cs)
vapour, building on an initial set of proof-of-principle experiments. In previous experiments, our
research group used bright laser pulse signals to demonstrate the storage and retrieval of light [52].
Apart from achieving one of the largest time-bandwidth products of B ∼ 103, we also showed
first-order interference between light sent into and light recalled from the memory. In these
experiments we furthermore undertook the first steps towards the quantum regime by studying
the storage of laser pulses with intensities at the single photon level2. The work presented
here continues this journey and tries to answer the question, whether our warm caesium vapour
Raman system actually has the capability to serve as a quantum memory. We demonstrate
effects of the quantum features of an input signal on its counterpart retrieved from the memory.
However, we also find that faithful storage of quantum information carriers in the present system
is still hampered by a parasitic noise process, whose suppression we identify as the key remaining
challenge for the Raman memory. To this end, we characterise this noise, show that it originates
from four-wave mixing (FWM), and highlight the extent to which it limits successful memory
performance.
The experiments we discuss here broadly fall into three categories, which form the main parts
of this thesis:
1. Experiments with bright coherent states
We study the storage of the input light’s polarisation in the memory. Encoding information
in the polarisation domain is a popular technique, making this capability an important
property for memory applications in quantum networks. Polarisation storage is investi-
gated with bright coherent state laser pulses as input signals. It is a logical continuation of
2 The experiment used an input signal with an average number of ∼ 1.6 photons
pulse
.
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our initial proof-of-principle experiment [52], and requires only modest setup modifications3.
We investigate the storage of bright coherent states, using the framework of quantum pro-
cess tomography. We benchmark the memory’s performance in terms of purity and fidelity
of the storage process. Additionally, we evaluate the possibility of storing the polarisation
of input signals at the single photon level. Anticipating later results, presented in parts 2
and 3, we establish the limits on the memory noise floor that are required to enable good
single photon level polarisation storage.
2. Experiments with single photons We realise the storage of single photons. To this end, we
first introduce the means for their generation, followed by the analysis of their storage in
the Raman memory. These two projects result in a temporal multiplexer prototype [36],
which is the main advance presented in this thesis.
To produce single photon input signals, we use heralding of photon-pair emission events
from spontaneous parametric down-conversion [73] (SPDC), which we implement in a non-
linear periodically-poled potassium-titanyl-phosphate (KTP) waveguide. We identify the
requirements the source has to fulfil to produce single photons tailored for optimal inter-
facing with the memory. Subsequently, we describe the source design and its experimental
implementation, before we conclude with a characterisation of the source performance. We
pay particular attention to the spectral characteristics of the photons, since these have to
match the acceptance line of the memory’s input channel.
To interface the source with the memory, we modify the memory apparatus and imple-
ment electronic feed-forward of single photon heralding events from the source to the
memory. In this way, storage and retrieval in the Cs vapour is synchronised with single
photon production. We then proceed to demonstrate single photon storage via mean field
3 It is noteworthy that this strategy has also been followed by other research groups [69–72].
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measurements. To test the preservation of the photons’ quantum characteristics, i.e. the
memory’s capability to faithfully store quantum features, we investigate the statistics of
photons retrieved from the memory. The statistics are compared with results obtained
by storing coherent states at the single photon level, which serve as a benchmark for the
memory’s performance with classical inputs. For both input signals, we find significant
memory performance limitations caused by the memory noise floor. Importantly, despite
the noise, we are able to register the influence of the input signal’s quantum nature on
the statistics of the retrieved signal. Moreover, we present a theoretical model to predict
the noise effects on the photon statistics. We conclude by using this model to evaluate
possible ways for noise floor reduction.
3. Memory noise floor characterisation
In the final part of the thesis, we investigate the memory noise floor in detail. We begin
by dissecting the noise into its constituents, using several experimental parameters. This
approach allows us to experimentally and theoretically demonstrate that the significant
contribution to the noise floor originates from four-wave-mixing. We compare the measured
noise level against the predictions of our theoretical model. Further, we study the system’s
response to different initial conditions, which allow us to separate the noise into FWM,
spontaneous Raman scattering (SRS) and collisional induced fluorescence. We prove the
FWM origin of undesired noise in the Raman memory output by examining its spin-wave
dynamics. Last, in a series of supplementary experiments, presented in the appendix, we
study the influence of the experimentally accessible Raman memory parameters on the
scaling between noise level and memory efficiency.
Chapter 2
The Raman memory protocol
FauĆ: Die BotsĚaft hŽr iĚ wohl, allein mir fehlt der Glaube.
Before diving into the first part of our work on the Raman memory, we give a brief outline of
its operational principles and describe its actual implementation in room-temperature Caesium
(Cs) vapour. We start by introducing the theoretical basics which lead to the formulation of the
Maxwell-Bloch equations. This set of equations describes the dynamics of our system and yields
expressions for the memory efficiency, the noise level (see chapter 6), the photon statistics in
the memory output (see chapter 5), as well as the initial set of experimental parameters, needed
to operate the memory1. Thereafter we highlight how the Raman memory operates in caesium
(Cs) and discuss our experimental implementation.
2.1 Theory of the Raman memory protocol
To summarise the Raman memory theory, we first introduce the required level structure for our
system. We then focus on the light fields involved in the protocol, followed by the description
1 The derivation of these equations is laid out here for the reader to follow it coarsely. A detailed presentation
is beyond the scope of this thesis and can be found in the DPhil thesis of Joshua Nunn [37].
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of the atomic system and its interaction with the light pulses. We combine these to formulate
the Maxwell-Bloch equations and introduce the adiabatic approximation, which will take us
into the operational regime of the Raman memory. Finally, we establish the expressions for the
memory’s storage efficiency and discuss the origins of noise in the Raman system.
2.1.1 Level structure
The idea behind a quantum memory is to temporarily store quantum information in a well-
defined location without risking its loss. For our purposes, we restrict ourselves to information
encoded on light. When considering an atomic vapour system, such as Cs, this translates into two
requirements on the atomic levels that are chosen for the memory’s empty and charged states.
These should neither be subject to radiative decay, nor be affected by collisions with other atoms
to avoid (de-) excitation channels to other atomic states and therewith information loss. Both
conditions can be met by selecting atomic hyperfine states with the same parity as the memory’s
initial and storage states. Due to selection rules [74], these cannot be addressed by an electric
dipole transition, so they cannot be coupled efficiently with a single light field2. In fact, this
absence of state coupling via a single channel is exactly what we desire to avoid radiative decay
of the memory’s initial and storage state. Consequently, to store information in the memory, i.e.
flip the atomic state from the initial (empty memory) to the storage state (charged memory)
and vice versa, a two-photon process, such as a Raman transition [75,76], is needed. One possible
atomic energy level structure is the Λ-system [77], shown in fig. 2.1. The atomic initial state (|1〉)
and the storage state (|3〉), separated by an energy splitting of ~ · δνgs, are both connected to an
electronic excited state (|2〉) via coupling to the optical signal field (frequency ωs = 2piνs) and
a control field (frequency ωc = 2piνc). For the Raman memory protocol, both optical fields are
in two-photon resonance and detuned by a frequency ∆ from the excited state. When applying
2 The first allowed transitions is a magnetic dipole transitions.
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this configuration in the memory protocol, the detuning can be chosen towards the red [48] or to
the blue [78,79] of the excited state |2〉, which is the configuration depicted in fig. 2.1. While this
does neither affect the implementation nor the theoretical description of the system, it can have
an effect on the noise background, as we will discuss later. For our experiments, we chose the
blue detuned version [52].
2.1.2 Maxwell equations
Raman
storage
Figure 2.1: Raman memory level schemes. (a):
Atomic Λ-level system. (b): Raman memory
read-in sequence. (c): Raman memory retrieval
sequence.
As we have seen, the Raman memory pro-
tocol requires two optical fields: Firstly, the
signal field to be stored, which couples to
the |1〉 ↔ |2〉 transition. Secondly, the con-
trol field, which couples the states |2〉 ↔ |3〉
and maps the signal field into the storage
state during read-in. For information re-
trieval, solely the control field is applied. It
shuffles the atomic excitation from the storage
state |3〉 back to the initial state |1〉, under re-
emission of the signal field along the |2〉 → |1〉
leg of the Λ-system.
Light fields Both optical fields are pulsed. The control field ~Ec is a strong classical laser pulse
and thus given by the classical electric field3
~Ec(t, z) = ~ecEc(t, z) exp
{
i · ωc
(
t− z
c
)}
+ c.c., (2.1)
3 c.c. stands for the complex conjugate.
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with a polarisation ~ec and a slowly varying amplitude Ec(t, z). In the experiment, signal and
control will be collinear, and we assume cylindrical symmetry around the propagation direction
of the light fields. We furthermore restrict ourselves to modelling only 1-dimensional propagation
along this optical axis. For these reasons we neglect the transverse dimensions4. Because we
ultimately want to store single photons, we treat the signal field quantum mechanically [81] using
the field operator5
~ˆEs(z, ωs) = i · ~es
∫
g(ω)aˆ(ω)e−iωzdω + h.c. = i · ~es · gsSˆ(t, z)eiωsτ + h.c., (2.2)
where ~es is the signal polarisation, g(ω) =
√
~ω
4pi0c
is the mode amplitude, 0 is the permeability
of vacuum and aˆ(ω) is the annihilation operator for a signal photon at frequency ω. In the
second step, we have assumed a constant gs =
√
2pig(ωs) and defined the broadband annihilation
operator Sˆ = e
−iωsτ√
2pi
∫
aˆ(ω, t)e−iωtdω. We have also introduced the retarded time τ = t− zc , which
describes a coordinate system moving along with the control and signal pulses [37].
Maxwell equations The propagation of the signal field along the storage medium is described
by Maxwell’s equations. These can be modified to yield the wave equation:
∇2 ~E = µ0∂2t ~D ⇐⇒
[
∇2 − 1
c2
∂2t
]
~E = µ0∂
2
t
~P , (2.3)
where the dielectric displacement term ~D = 0 ~E + ~P contains the macroscopic response of the
atomic vapour to the impinging electric field. We focus on the interaction of the signal field with
the atomic medium here, as it is the signal field, whose change in intensity during the storage
and retrieval process we ultimately care about. Conversely, we do not care if photons are emitted
4 See Zeuthen et. al [80] for a 3-dimensional treatment.
5 h.c. denotes the hermitian conjugate.
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into the control field channel or absorbed from it. We thus insert eq. 2.2 for the signal’s electric
field into eq. 2.3, where we are faced with single (∼ ∂t) and double time derivatives (∼ ∂2t ) of its
field envelope Sˆ(t, z). In our case, the envelope is slowly varying, so we can neglect terms ∼ ∂2t .
This leaves us with the equation
[
∇2 − 1
c2
∂2t
] [
i~esgsSˆ(t, z)e
iωsτ
]
= µ0∂
2
t
[
~Pe−iωsτ
]
⇒
[
∂z +
1
c
∂t
]
Sˆ = − µ0ω
2
s
2gsks
~e∗s · ~Ps, (2.4)
where we have only used the positive frequency component of eq. 2.2, for reasons explained in
section 2.1.3. Additionally, the polarisation ~P = ~P · e−iωsτ is decomposed into an envelope term
(~P) and a carrier, oscillating at the signal frequency. This macroscopic atomic polarisation is
generated by the signal via its coupling to the |1〉 → |2〉 transition of all atoms located within
the beam. On the single atom level, we model [74,77] this coupling by an induced electric dipole
moment ~ˆd = −e·〈1|~ˆr|2〉· ˆ˜σ1,2+h.c. (see eq. 2.6), with the electronic charge e, the position operator
~ˆr and transition projection operator ˆ˜σ1,2 = |1〉〈2|eiω1,2τ between atomic states
{|1〉, |2〉}, whose
phase oscillates at the transition frequency ω1,2 between the two states (see section 2.1.3). To
connect this microscopic response with the macroscopic polarisation, we consider an atomic
density n and sum up the atomic dipole moments ~d1,2 = −e · 〈1|~ˆr|2〉 of all atoms in a volume
element6 δV , yielding ~P = 1δV
∑
ri
~d1,2 ˆ˜σ1,2(ri) + h.c., with ri denoting the position of an atom.
In fact, this makes the polarisation a quantum mechanical operator, for which a set of creation
and annihilation operators can be defined. The latter can be expressed as Pˆ = 1√
nδV
∑
ri
ˆ˜σ1,2e
i∆τ ,
where ∆ = ωs − ω1,2 is the detuning of the signal from the excited state in the Λ-system and n
is the density of atoms in the considered volume element. This leaves us with an amplitude of
~ˆPs =
√
n · ~d1,2 · Pˆ for the dielectric response in eq. 2.4.
6 δV is chosen disc-shaped, such that along the optical axis the disc’s thickness δz  λs, and the atoms are
subject to an approximately constant signal phase. In the transverse plane, the disc’s area δA λs, making the
atomic separation larger than the induced dipole element and dipole-dipole interactions between atoms negligible.
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2.1.3 Maxwell-Bloch equations
We now look at the atomic dynamics introduced by the signal and control pulses. To this end,
we will consider all relevant energy terms and use the resulting Hamiltonian to derive a set of
differential equations to describe the system.
Hamiltonian To obtain the Maxwell-Bloch equations, we refer to the Heisenberg picture.
We consider the projection operators σˆi,j = |i〉〈j| onto the three atomic states, with |i〉, |j〉 ∈{|1〉, |2〉, |3〉}. The sought after differential equations consequently describe the time evolution
σˆi,j(t) of these projectors. They are obtained via the Heisenberg equation
∂
∂t
σˆi,j =
i
~
[
σˆi,j , Hˆ
]
, (2.5)
where Hˆ = Hˆatom + Hˆlight + Hˆint is the system’s Hamiltonian. It contains three contributions:
the energy of the light fields Hˆlight, the energy of the atomic system Hˆatom, and the interaction
energy between light and atoms Hˆint.
The latter term derives from the dipole moments [74,77,82] ~ˆd = e · ~ˆr, induced by the light fields in
the atomic medium. Once again, e is the electronic charge and ~ˆr is the position operator for the
outmost electron of the atom. In this dipole-approximation, we have Hˆint = − ~ˆd · ~ˆE, with the
electric field vector ~ˆE = ~ˆEc + ~ˆEs consisting of the contribution from both optical pulses, control
and signal. We can express the dipole operator in terms of its projectors onto the three atomic
states
~ˆd =
∑
i,j
~di,j σˆi,j = ~d1,2σˆ1,2 + ~d2,3σˆ2,3 + h.c., (2.6)
where the ~di,j = 〈i| ~ˆd|j〉 are the matrix elements of transitions from state j to i. Only dipole
allowed transitions are addressed by the optical fields, so transitions between states |1〉 and |3〉
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do not feature in ~ˆd.
The energy contribution from the atomic system is described by the the population in each
state, accessible via the number operator Nˆj = |j〉〈j| for population the state |j〉. Expressed in
projector terms, this yields
Hˆatom =
∑
j
~ωj |j〉〈j| =
∑
j
~ωj σˆj,j .
Similarly, the energy stored in the signal’s radiation field is given by Hˆlight =
∫
~ωaˆ†(ω)aˆ(ω)dω.
Both, this signal energy and the control energy contribution commute with the σˆi,j operators in
eq. 2.5, for which reason we can drop Hˆlight from Hˆ and end up with
∂tσˆi,j =
i
~
[
σˆi,j , Hˆatom + Hˆint
]
,
yielding the following system of equations for the atomic populations σˆi,i and coherences σˆi,j :
∂tσˆ1,1 = − i~
~E ·
(
~d1,2σˆ1,2 − ~d∗2,1σˆ2,1
)
, ∂tσˆ3,3 =
i
~
~E ·
(
~d2,3σˆ2,3 − ~d∗3,2σˆ3,2
)
,
∂tσˆ1,2 = iω2,1σˆ1,2 − i~
~E ·
(
~d1,2
(
σˆ1,1 − σˆ2,2
)
+ ~d∗2,3σˆ1,3
)
(∗∗)
= iω2,1σˆ1,2 − i~
~E · ~d∗2,3σˆ1,3,
∂tσˆ1,3 = iω3,1σˆ1,3 − i~
~E ·
(
~d∗2,3σˆ1,2 − ~d∗1,2σˆ2,3
)
,
∂tσˆ2,3 = iω3,2σˆ2,3 − i~
~E ·
(
~d2,3
(
σˆ2,2 − σˆ3,3
)
+ ~d1,2σˆ1,3
)
(∗∗)
= iω3,2σˆ2,3 − i~
~E · ~d1,2σˆ1,3, (2.7)
with the transition frequency ωi,j = ωi−ωj between states |i〉 and |j〉. Furthermore, due to the
conservation of the number of electrons, we have ∂tσˆ2,2 = −
(
∂tσˆ1,1 + ∂tσˆ3,3
)
. To simplify and
solve these equations, we make several assumptions and approximations that will be discussed
in the following. One of these, marked by (∗∗) in eqs. 2.7, accounts for the initial population
distribution in our atomic ensemble. For the Raman memory scheme, atoms are always prepared
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in the initial state |1〉, which, for red-detuning, corresponds to the lower, and for blue detuning to
the higher energetic ground state [37] (see fig. 2.1 b). In both cases, we start off with expectation
values 〈σˆ1,1〉 → 1 and
{〈σˆ2,2〉, 〈σˆ3,3〉}→ 0 for the projectors onto these states.
Because we only store a small number of photons in the Raman memory, we also assume that
these numbers do not change significantly. Accordingly, we regard the
{
σˆi,i
}
-projector dynamics
as constant. This leaves us with the simplified equations for the coherences σˆi,j , with i 6= j in
eqs. 2.7.
Rotating wave approximation, undesired couplings and linear approximation An-
other frequently utilised simplification is to neglect rapidly oscillating terms. To identify these
in the eqs. 2.7, we transform the projectors into a frame rotating with the respective transition
frequencies, introducing the coherences ˆ˜σi,j = σˆi,je
iωi,jτ . On the one hand, these eliminate the
leading terms ∼ iωi,jt in eqs. 2.7. On the other hand, they add oscillatory terms to the dipole
matrix elements, i.e., the second terms in eqs. 2.7 now read ∼ ~di,je−iωi,jτ .
These dipole terms are driven by the signal and control fields, ~Es+ ~Ec, which oscillate with their
respective carrier frequencies ωs and ωc. When inserting the sum of both electromagnetic fields
(eqs. 2.1 and 2.2) into eqs. 2.7, their products with the, now rotating, dipole matrix elements
introduce terms that oscillate with the differences frequencies ωi,j − ωc and ωi,j − ωs, as well as
with the sum frequencies ωi,j +ωc and ωi,j +ωs. We can neglect all terms of the latter category.
Due to their rapid oscillations at essentially twice the optical carrier frequency, these average
to zero over the time scales of the system’s dynamics7. The left-over terms, oscillating with the
difference frequencies, are of three types. First, there are terms with frequencies corresponding
to the two-photon detuning ∆, i.e. ω2,1−ωs = ω2,3−ωc = −∆. The second group has frequencies
7 The time-scales for the light-matter interaction in the Raman memory are set by the slowly varying envelope
of the control, which is on the order of hundreds of pico-seconds (ps). The sum terms however oscillate on time
scale of femto-seconds (fs).
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∆1 = ω2,3 − ωs, which represent the coupling of the signal field to state |3〉. Since the signal is
weak and the storage state |3〉 is empty to begin with, and only sparsely populated thereafter,
we neglect this process. Third, there are terms with frequencies ∆2 = ω2,1 − ωc = −(∆ + δνgs).
These are the coupling of the strong control pulses to the populated initial state |1〉, leading to
spontaneous Raman scattering by the control. This is the onset of the FWM noise process, as
we will investigate later (see section 2.2 and chapter 6). Because the detuning of this coupling
is increased by the hyperfine ground state splitting δνgs, the process is suppressed, compared
to Raman storage. We thus also ignore it for the moment, but will come back to it later on.
Nevertheless, we can already conclude that, in order to build a Raman memory with a reasonable
signal-to-noise ratio (SNR), a ground state splitting equal or greater than the detuning ∆ is
desirable. Implementing these steps, the expressions for the coherences in eqs. 2.7 simplify
to [37]:
∂t ˆ˜σ1,2 =
gs
~
· ~d∗1,2 · ~es · Sˆ · e−i∆τ −
i
~
· ~d2,3 · ~ec · Ec · e−i∆τ · ˆ˜σ1,3,
∂t ˆ˜σ1,3 = − i~ ·
~d∗2,3 · ~e∗c · E∗c · ei∆τ · ˆ˜σ1,2 −
gs
~
· ~d∗1,2 · ~es · Sˆ · e−i∆τ · ˆ˜σ2,3,
∂t ˆ˜σ2,3 =
gs
~
· ~d2,3 · ~e∗s · Sˆ† · ei∆τ · ˆ˜σ1,3 (2.8)
These equations can be simplified even further, when considering the interaction strengths of
the terms involved [37]. In eqs. 2.8, most terms on the right-hand side only involve one operator,
i.e. either the signal field Sˆ or a coherence ˆ˜σi,j . The exceptions are the second term for ∂t ˆ˜σ1,3
and the third equation for ∂t ˆ˜σ2,3 in eqs. 2.8, which contain products ∼ Sˆ · ˆ˜σi,j between the signal
field and the coherences. These represent second order perturbations to the systems dynamics,
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which we will also ignore in the following. Accordingly, we are left with two equations
∂t ˆ˜σ1,2 =
gs
~
· ~d∗1,2 · ~es · Sˆ · e−i∆τ −
i
~
· ~d2,3 · ~ec · Ec · e−i∆τ · ˆ˜σ1,3,
∂t ˆ˜σ1,3 = − i~ ·
~d∗2,3 · ~e∗c · E∗c · ei∆τ · ˆ˜σ1,2, (2.9)
which describe the interaction of the atoms with the signal and control fields. Eqs. 2.9 contain,
on the one hand, the excitation of an atomic polarisation ∼ ˆ˜σ1,2, generated by the signal field
Sˆ, which couples to an atom in the initial state |1〉 (∂t ˆ˜σ1,2 ∼ Sˆ). On the other hand, this
polarisation ˆ˜σ1,2 also couples to the control field Ec, which, in turn, maps it onto an atomic
ground state coherence ˆ˜σ1,3. These two couplings (∂t ˆ˜σ1,2 ∼ −Ec · ˆ˜σ1,3 and ∂t ˆ˜σ1,3 ∼ −Ec · ˆ˜σ1,2)
correspond to signal read-in. Obviously, the time-reversed process can also occur. Here, the
control couples to an already excited coherence ˆ˜σ1,3 and maps it onto a polarisation coherence
ˆ˜σ1,2, involving the excited state |2〉. This then leads to the emission of the signal field (∼ Sˆ)
and completes the retrieval of a stored signal.
Ensemble description So far, these equations were developed for a single atom. To extend
this microscopic description to the atomic ensemble, addressed by the signal and control beams,
we apply the same rational used in section 2.1.2, when introducing the macroscopic dielectric
polarisation Pˆ . Once more we consider all atoms in a volume element δV . The coherence terms
in eqs. 2.9, containing the excited state, i.e. the terms involving operators ˆ˜σ1,2, represent the
macroscopic dielectric polarisation. For this reason their ensemble operator is also given by Pˆ .
Consequently, we only have to introduce another such operator for the ground state coherences
ˆ˜σ1,3. We define a similar ensemble operator Bˆ =
1√
nδV
∑
ri
ˆ˜σ1,3, where n is again the density of
atoms. Notably, both operators, Pˆ and Bˆ inherit [37] their boson-like commutation relations from
the projectors ˆ˜σi,j . Insertion of these operators into eqs. 2.9 yields the response of the atomic
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ensemble to the optical fields, which can now also be combined with eq. 2.4 for the spatial change
in the signal field along the storage medium. The resulting three expressions
[
∂z +
1
c
∂t
]
Sˆ = − µ0ω
2
s
2gsks
√
n~e∗s · ~d1,2Pˆ = −κ∗Pˆ ,
∂tPˆ = i∆Pˆ +
gs
~
(
~d∗1,2 · ~es
)√
nSˆe−i∆τ − i
~
(
~d2,3 · ~ec
)
Ece
−i∆τ Bˆ = i∆Pˆ + κSˆ − iΩ(τ)Bˆ,
∂tBˆ = − i~
(
~d∗2,3 · ~e∗c
)
E∗c e
i∆τ Pˆ = −iΩ∗(τ)Pˆ , (2.10)
are the three Maxwell-Bloch equations, which describe the propagation of the input signal
through the atomic vapour, initially prepared in state |1〉. Here, we have also introduced the
control Rabi-frequency Ω, whose temporal shape is that of the control pulse, and the signal
field’s coupling constant κ, given by
Ω(τ) =
~d2,3 · ~ec
~
· Ec(τ) and κ =
~d∗1,2 · ~es
~
· gs ·
√
n =
~d∗1,2 · ~es
~
·
√
~ωsn
20c
. (2.11)
What do these equations mean for the storage process? Upon read-in, the information, stored
in the ground state coherences ˆ˜σ1,3, is distributed over all atoms in the addressed ensemble. We
denote such a state, generated by Bˆ†, as a spin-wave coherence [20,83]. Storage is thus synonymous
with the annihilation of a signal photon, i.e. an optical mode, and the generation of a spin-wave
excitation in the atomic ensemble, i.e. a matter mode. Information retrieval is the opposite
process. Moreover, because it is an excitation delocalised over many atoms, such a spin-wave is
also an entangled Dicke state [84] between all participating atoms in δV . Due to the robustness
of the Dicke state entanglement [85], atom loss during information storage does not completely
destroy the spin-wave. So, decoherence will not lead to total information loss, but rather to a
gradual decrease in the memory efficiency.
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Decay and decoherence Until now, eqs. 2.10 do not yet account for any such decoherence
effects. However, in reality, the polarisation component Pˆ is subject to decay. It is caused by
the electronic excited state |2〉, whose finite lifetime of τCs ≈ 32 ns in Cs [82] leads to spontaneous
emission, destroying the ˆ˜σ1,2 coherences. The polarisation term only plays a role during the
actual read-in and read-out processes. Because these happen on the time scales of the signal
and control pulse durations, in our case ∼ 300 ps, spontaneous emission is less of a concern for
our Raman memory. Nevertheless, we include the excited state decay in eq. 2.10, by adding8 an
exponential decay term for the projectors, involving the excited state |2〉, with a rate γCs = 12τCs .
Apart from the polarisation, the spin-wave can also be subject to decoherence. By themselves,
the hyperfine ground states |1〉 and |3〉 are long lived, so natural decay of population, initially
prepared in state |1〉, into the storage state |3〉, is irrelevant for us. However, such ground
state spin-flips can arise from collisions between two Cs atoms [86], which could occur during
the signal’s storage time9. In the experiment, we add buffer gas to the Cs . A sufficiently high
partial buffer gas pressure (see section 2.3) leads to preferential collisions between buffer gas
and Cs atoms, which do not flip the Cs ground state spins. These extra collisions change the
Cs velocity and modify the Cs transport from ballistic to diffusive, so it takes longer for Cs
atoms to leave the interaction region with the signal and control beams. Because our protocol
involves all Zeeman substates of the |1〉 and |3〉 hyperfine ground states, the spin-wave can also
be subject to magnetic dephasing [34]. Furthermore, as mentioned above, atoms can be lost as
they leave the interaction volume during the storage time. We absorb all of these mechanism in
another phenomenological decay rate γB for the spin-wave. By adding both decay terms to the
8 A thorough introduction of these terms, based on Langevin noise operators, is provided in Joshua Nunn’s
D.Phil. thesis [37]. Such a treatment is beyond the scope of this introduction.
9 We will see in later chapters, that these are on the order of a few micro-seconds.
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Maxwell-Bloch equations, these modify to:
∂zSˆ = −κ∗Pˆ ,
∂τ Pˆ = −γPˆ + i∆Pˆ + κSˆ − iΩ(τ)Bˆ = −ΓPˆ + κSˆ − iΩ(τ)Bˆ,
∂τ Bˆ = −γBBˆ − iΩ∗(τ)Pˆ , (2.12)
where we have now also introduced the complex detuning Γ = γ − i∆ and transformed the
variables10 (z, t) into (z, τ), which are a coordinate system moving along with the signal pulse.
Eqs. 2.12 illustrate the coupling between both observables Bˆ and Sˆ, mediated via Pˆ , on the
density of atoms n. To have efficient storage, a dense atomic vapour is required, leading to a
high, on-resonance optical depth d = |κ|
2·L
γ =
|~d1,2·~es|ωs·L·n
2~0γc , for an ensemble of length L. This is
intuitively clear because higher density n for a fixed length L means more atoms per volume δV
and thus a higher probability for a signal photon to hit the Raman interaction cross-section [75]
of a Cs atom. Moreover, it can be show [37] that the optimal efficiency ηopt of the memory is
solely determined by the optical depth to ηopt ≈ 1− 2.9d . It is limited by spontaneous emission
(γ) and increases towards unity as the number of atoms in the ensemble (n · L) increases.
Adiabatic limit Moving towards the operational regime of the Raman memory, we will now
introduce the adiabatic limit. In this limit, the polarisation P adiabatically follows the time
evolution of the signal and control pulses. Changes of Pˆ over time can be assumed to equal
those of the signal (Sˆ) and the control (Ω(τ)) pulses, such that ∂τ Pˆ = 0. For this reason, we can
eliminate the dynamics of Pˆ and simplify the system to a set of two coupled partial differential
equations (PDEs). The 2nd equation in 2.12 is solved for Pˆ and the result is inserted to the
10 The derivatives transform as [37]:
∂z|t + 1
c
∂t|z = ∂z|τ and ∂t|z = ∂τ |z
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other equations, yielding
[
∂z +
dγ
Γ
]
Sˆ = i
Ω
√
dγ
Γ
Bˆ,[
∂τ +
|Ω|2
Γ
]
Bˆ = −iΩ
∗√dγ
Γ
Sˆ, (2.13)
where, for simplicity, we have ignored spin-wave decoherence (γB → 0). Additionally, we have
normalised the spatial propagation z to z/L→ z, such that z takes values of z ∈ [0, 1]. To this
end, also the spatial derivative ∂z and the spin wave operator Bˆ are renormalised to
1
L∂z → ∂z
and
√
L · Bˆ → Bˆ. For this approximation to hold, i.e. to enter the adiabatic regime, 1/|Γ| has
to be the shortest timescale in the problem. Since γ is fixed, the detuning ∆ needs to be the
dominant frequency and it has to satisfy the following conditions:
∆ ∆νc, ∆ Ωmax and ∆ γ, (2.14)
Here, ∆νc is the full width at half maximum (FWHM) spectral bandwidth of the control pulse,
Ωmax is the peak Rabi frequency and γ is the linewidth of the excited state |2〉. For the opera-
tional regime of the Raman memory, this is fulfilled, as we will see in section 2.3.
We can achieve some more simplifications, if we firstly measure time in units of the excited state
lifetime, re-defining tau as τ := γ · τ , and spatial propagation in terms of the ensemble length,
setting z to z := zL , such that z ∈ [0, 1]. Furthermore, we can view the temporal dynamics in
terms of the Rabi frequency, i.e. we switch from the time domain τ to the energy level of the
control pulse that has already interacted with the atomic ensemble at time τ . To this end, we
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introduce the integrated Rabi frequency
ω(τ) =
1
W
τ∫
−∞
|Ω(τ ′)|2dτ ′ , with W =
∞∫
−∞
|Ω(τ ′)|2dτ ′ = 1
20cAc
·
∣∣∣∣∣ ~d2,3 · ~ec~
∣∣∣∣∣
2
· Epc .
W , which is the fully integrated Ω(τ), corresponds to the control pulse energy Epc for a beam
with diameter Ac. With these constants, we can now also define the Raman coupling
CS =
√
W · d · γ
|Γ| ≈
√
W · d · γ
|∆| . (2.15)
CS represents the mixing angle between the optical mode at the Stokes frequency, i.e. the input
signal, and the matter modes11. As eqs. 2.13 illustrate, in the Raman limit, where Γ ∼ ∆, the
coupling between light (Sˆ) and matter (Bˆ) modes only depends on the Rabi-frequency Ω(τ),
the optical depth d and the detuning ∆. In other words, the interaction strength is completely
defined by the Raman coupling CS. In turn, these three variable are the experimental parameters
we have at our disposal. We can firstly choose the detuning, with the constraint that we need
to stay in the adiabatic-regime, sufficiently far off resonance. Since Ω(τ) and d depend on the
control pulse parameters and the atomic vapour density n, respectively, we can, on the one hand,
also choose the control pulse’s intensity (∼ Ωmax) and duration (∼ 1/(∆νc)). On the other hand
we can set the vapour density n through the ensemble’s temperature T (see section 2.3 below).
We choose these to optimise the memory performance (see also appendix E.6).
Phenomenologically, the adiabatic approximation causes our Λ-system to become an effective
2-level system. Incoming photons are absorbed in the ensemble with an effective absorption
coefficient ∼ CS. The control pulse mediates this absorption, for which reason we can view its
11 In a semi-classical treatment CS ≈ Ωeff∆τc. Here, the effective Rabi-frequency Ωeff =
Ωmax·κ·
√
L
∆τc
∆
is
proportional to the product of the control and signal Rabi-frequencies, and ∆τc is the control pulse duration with
∆τc ∼ 1∆νc .
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effect on the system as creating a virtual absorptive resonance at a frequency detuned by ∆ with
respect to |2〉. In contrast to resonant absorption of an atomic excited state, input photons (Sˆ)
are instead absorbed into an atomic ground-state coherence (Bˆ). Notably, the Raman storage
process, described by eqs. 2.13, is also different to Rabi-oscillations, which one can, for instance,
observe in a Λ-system of a single atom, illuminated by two intense lasers on resonance. Contrary
to dealing with single atoms and strong lasers, our signal is weak and interacts with an ensemble
of atoms, i.e. we have many more atoms than signal photons, so the signal can never saturate
the transition. In other words, the first half of a Rabi-cycle, where the full atomic population
is shuffled from one state to the other, here from state |1〉 to |3〉, is never completed, instead
the signal photons are absorbed. Even when reading in more intense signals, this still holds.
Because we use pulsed fields, the coupling between the atomic population to the signal mode is
turned off once the signal is absorbed. This prevents the second half of a Rabi-cycle. As we will
see now, when looking at the solution of eqs. 2.13, choosing the control pulse shape to maximise
read-in efficiency means to effectively tailor it to maximise the first half of a Rabi-cycle12.
Propagator based solution To find an expression for the memory efficiency, we write down
the generic solution to eqs. 2.13. Since these equations are linear impulse-response functions of
the ensemble to external fields, we can write their solutions in terms of propagators, or Green’s
functions:
Sˆtout(ω) =
W∫
0
Lˆ(ω, ω′)Sˆtin(ω
′)dω′ −
Lz∫
0
Kˆ(ω, z′)Bˆtin(z
′)dz′,
Bˆtout(z) =
Lz∫
0
Lˆ(z, z′)Bˆtin(z
′)dz′ +
W∫
0
Kˆ(z, ω′)Sˆtin(ω
′)dω′, (2.16)
12 and simultaneously minimise the second half.
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Here, Lz is the ensemble length, the superscript t is the time bin, denoting either the read-in
(tin) or retrieval (tout), time, and the Green’s functions Lˆ(x, y) and Kˆ(x, y) are the memory
kernels. The kernels connect the input (subscript in), i.e. signal and spin-wave prior to the
Raman interaction, with the output fields, i.e. signal and spin-wave after the Raman interaction.
Kˆ(x, y) represents the storage and retrieval interaction, which maps an incoming optical mode
Sˆtinin into the spin-wave Bˆ
tin
out, or retrieves an already stored spin-wave Bˆ
tout
in back into the optical
mode Sˆtoutout . Conversely, Lˆ(x, y) describes the transmission of either mode. For the optical mode
Sˆtinin , this is the non-stored fraction of the input signal, transmitted through the memory. For
the spin-wave Bˆtoutin it is the amount of spin-wave not retrieved during read-out.
Upon retrieval (tout), we do not send in a signal field and
∫
Lˆ(ω, ω′)Sˆtoutin (ω
′)dω′ → 0. Similarly,
for a perfect Raman memory, there is no prior excited spin-wave during signal read-in (tin),
so
∫
Kˆ(z, z′)Bˆtinin (z
′)dz′ → 0. However, in the presence of noise, this does not hold. As we
see in section 2.2 below, the Raman memory noise processes can actually lead to pre-excited
spin-waves. These contribute noise to the transmitted signal Sˆtinout and to the stored spin wave
Bˆtinout. Because the latter is the input spin-wave for retrieval, i.e. Bˆ
tout
in = Bˆ
tin
out, any such noise
contributions also feed through into the retrieved signal; appendix D.1 discusses this in detail.
The functional form of the kernels can either be found by numerical integration, which is outlined
in appendix D.1, or analytically [37,87] by Fourier transforming the first equation into wavevector
space. In the Raman limit, one can show [37] that the storage kernel has the form:
Kˆ(x, y) = −i · CS · exp
{
−W (1− y) + d · x
Γ
}
· J0
(
2i · CS ·
√
x (1− y)
)
. (2.17)
J0 is the 0
th order Bessel function of the 1st kind. The exponential factor on the right-hand
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side includes the dynamic Stark shift
(
∼ e−W (1−y)Γ
)
and linear absorption13
(
∼ e− d·xΓ
)
. Kˆ(x, y)
contains the above mentioned control pulse dependence of the interaction via the proportionality
of the argument in J0 with CS. As we shall see now, we generally strive to choose a control
pulse shape that maximises the overlap between the resulting kernel Kˆ(x, y) and the signal
field Sˆ. The Stark shift term ∼ |Ω|2∆ in eqs. 2.13 and 2.17 causes an additional detuning of the
virtual Raman resonance that follows the control’s intensity profile. With signal and control in
2-photon resonance at the beginning of the interaction14, the leading edge of the control pulse
shifts the Raman line away from resonance with the signal, while it comes back into resonance
in the trailing edge. The effects of this Stark shift is small for our free space set-up. It reduces
the efficiency slightly, but can greatly be compensated by introducing an additional 1-photon
detuning between signal and control15. So we shift the detunings of signal and control from state
|2〉 slightly with respect to one another. As a side note, while the Stark shift is unproblematic for
our free-space case, it can become sizeable when, e.g., considering an intra-cavity memory [88].
In such a scenario, actual control pulse shaping is necessary for its compensation.
2.1.4 Memory operation in the adiabatic limit
Assuming noise free operation with
∫ 〈(Bˆtinin )† Bˆtinin 〉dz = 0, we can now easily obtain the read-in
efficiencies from eqs. 2.16, just by evaluating the expectation value for the number of spin-wave
excitations (NˆB) that are generated for a set number of input signal photons (NˆS). Writing this
13 Note however, that in the Raman limit, the linear absorption term ∼ e− d·zΓ becomes just a phase factor
∼ e−i d·z∆ , as Γ→ −i∆.
14 i.e. signal and control have the same detuning ∆ with respect to state |2〉
15 Note that the control pulse frequency is not chirped here. The instantaneous spectral bandwidth of the
control does not change throughout the pulse, for which reason the induced virtual resonance linewidth remains
constant. The Raman linewidth is large compared to the Stark shift, for which reason the effect of a small shift in
the line’s central frequency, caused by the Stark shift, on the spectral overlap between signal and storage kernel,
is small. This is different to rapid adiabatic passage, where a linear frequency chirp is applied across the control
pulse, leading to a varying instantaneous frequency bandwidth of the control. In such a situation, the Raman
linewidth, and thus the spectral overlap between signal and storage kernel, would vary throughout the interaction
time.
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in terms of the expectation values for the respective number operators yields
ηin =
〈NˆB〉
〈NˆS〉
=
Lz∫
0
〈
(
Bˆtinout(z)
)†
Bˆtinout(z)〉dz
W∫
0
〈
(
Sˆtinin (ω)
)†
Sˆtinin (ω)〉dω
, with Bˆtinout(z) =
W∫
0
Kˆ(z, ω)Sˆtinin (ω)dω. (2.18)
So, the read-in efficiency is determined, firstly by the mode overlap between memory kernel
and input signal, and, secondly, by the amplitude of Kˆ, set by the Raman coupling CS. As-
suming perfect mode matching for the moment, the read-in efficiency is maximised along with
CS ≈
√
Wdγ
∆ . Because the detuning ∆ is large in the Raman limit, we require a high control
pulse energy W and a large optical depth d to achieve any significant interaction strength. This
means, we need highly energetic control pulses and an optically dense atomic ensemble. To
achieve the latter, the atoms should, on the one hand, have large dipole moments ~di,j for the
transitions {i, j} involved in the Λ-system (see fig. 2.1), and, on the other hand, allow to ob-
tain sufficient atomic number densities within a reasonable temperature regime [37]. Atomic Cs
vapour is a good compromise16 to fulfil both of these requirements [82]. Additionally, Cs has the
largest hyperfine splitting of the stable alkali atoms, allowing for broadband input signals. For
these reasons it is our atomic medium of choice. Obviously, the efficiency cannot be increased
to arbitrarily large values. In a previous paper [51], our group has shown that values of CS ∼ 2
are required to converge against the optimal read-in efficiency ηoptin ≈ 1− 2.9d , which is limited by
absorption in and spontaneous emission from the atomic ensemble. For our system, introduced
in section 2.3, we achieve CS ≈ 0.82 and d ≈ 1800, which predicts ηoptin ≈ 99.8 % from the optical
depth d, but an expected ηin ≈ 50 %, due to the size of CS (see J. Nunn et. al. 2007 [51]).
So far, we have neglected the mode matching between Kˆ and Sˆ, which also enters ηin. For a
16 Vapour densities achievable in alkali vapour are higher than, for instance, those obtainable with earth alkali
systems. This makes alkali atoms a preferred medium when it comes to dense vapours. Amongst the alkalis,
caesium’s oscillator strengths are higher than those of other stable elements potassium, sodium and rubidium.
Furthermore Cs has only one stable isotope, simplifying its usage. This makes Cs the preferred candidate system
for the Raman memory.
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generic control pulse, we can determine this mode overlap by performing a singular value decom-
position (SVD) of the resulting kernel function17 Kˆ(x, y) into a set of light modes
{
φi(1− y)
}
and matter modes
{
ψi(x)
}
. From the conservation of energy18 between the signal field and the
spin-wave excitations, one can also show, that both kernels Kˆ(x, y) and Lˆ(x, y) must have the
same sets of eigenmodes [37]:
Kˆ(x, y) =
∑
i
ψˆi(x)λiφˆ
∗
i (1− y), and Lˆ(x, y) =
∑
i
ψˆi(x)µiφˆ
∗
i (1− y), with λ2i + µ2i = 1.
Moreover, for the Raman kernel in eq. 2.17, one can show [37] that these two sets are identical,
due to its persymmetry19. For a given input signal with amplitude Sˆ(t), we thus want to choose a
control pulse shape Ec(t) that leads to the largest overlap
∑
i
λi
∫
φˆ∗i (1−τ)Sˆ(τ)dτ . Generally, this
is obtained when maximising the overlap for the 1st singular value λ1, choosing an appropriately
shaped control pulse [42,51]. When thinking about an atomic 3-level system in terms of Rabi-
oscillations, this corresponds to the construction of the control to act as a pi-pulse. In other
words, the control pulse duration is tailored such that it is switched off, once the population
has been shuffled from the initial state |1〉 into the storage state |3〉 during signal read-in and
vice-versa for signal retrieval.
Read-out from the memory can happen in two geometries: Along the same direction as the
read-in (forward) or in the opposite direction (backward). While backward retrieval can result
in higher read-out efficiencies, the forward direction is experimentally simpler to implement,
for which reason it our method of choice. The performance difference is due to the spatial
distribution of the stored spin-wave, whose amplitude is decaying roughly exponentially along
17 Since the kernel in eq. 2.17 for sech-shaped control pulses is hermitian in the Raman limit, the SVD corre-
sponds to the eigenvalue and eigenvector decomposition of Kˆ(z, ω).
18 Energy conservation requires a constant total combined number of photons and spin-wave excitations. As a
result, the kernel functions have to fulfill [37] Lˆ†Lˆ+ Kˆ†Kˆ = 1 and LˆLˆ† + KˆKˆ† = 1.
19 A persymmetric matrix is matrix that is symmetric under the reflection of its elements on its anti-diagonal.
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the optical axis. In forward retrieval, most of the signal is thus released at the entrance of
the atomic ensemble and has to propagate through the entire ensemble thereafter. The released
signal is subject to higher linear absorption in the storage medium. Conversely, the main portion
of light retrieved in the backward direction is released just in front of the exit point (see Nunn
et. al. 2008 [89] for details). To arrive at the read-out efficiency ηout, the same arguments as for
the derivation of eq. 2.18 apply, only that now we map Bˆtoutin , which is Bˆ
tout
in = Bˆ
tin
out, onto Sˆ
tout
out
to yield
ηout =
〈NˆS〉
〈NˆB〉
=
W∫
0
〈
(
Sˆtoutout (ω)
)†
Sˆtoutout (ω)〉dω
Lz∫
0
〈
(
Bˆtinin (z)
)†
Bˆtinin (z)〉dz
, with Sˆtoutout (ω) =
Lz∫
0
Kˆr(ω, z)Bˆtoutin (z)dz. (2.19)
Here, we use the retrieval kernel Kr(ω, z), which has the same functional form as eq. 2.17.
Consequently, the maximisation of ηout is similar to that of ηin. We can now define the to-
tal memory efficiency ηtot = ηout · ηin, which maps Sˆin onto Sˆout using the product kernel
Kˆt(ω′, ω) =
Lz∫
0
Kˆr(ω′, z)Kˆ(z, ω)dz.
Before looking at the actual experimental implementation of this protocol, we cover one more
important aspect and briefly outline the noise processes relevant for our Raman memory. These
will add another term to eqs. 2.13, leading to false contributions to the signal transmitted
through, and retrieved from the memory.
2.2 Memory noise processes
From previous experiments we already knew about the presence of noise in the Raman memory
system [34]. One important part of our work will therefore concern its thorough investigation, for
which we will determine the noise’s consistency, study its parameter dependences and look for
ways to suppress it. These results form the final part of this thesis (chapter 6 and appendix E.6).
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Here, we introduce the theoretical foundations and the processes behind the relevant noise
constituents. Our focus lies on the transitions involved in four-wave-mixing, the most significant
noise process in our system. We thus add its description to the system of eqs. 2.13, with the
solutions outlined in appendix D.1.
In general, noise in the Raman memory falls into two categories: one- and two-photon transi-
tion processes. The two-photon transition processes are spontaneous Raman scattering (SRS)
and four-wave-mixing (FWM). Collisional induced fluorescence is the only relevant one-photon
transition based noise component. Other one-photon processes at the control frequency, such
as Rayleigh scattering [90], are too weak to contribute significantly20. The relevant processes are
illustrated in fig. 2.2, alongside the Raman memory protocol (fig. 2.1) added for comparison.
2.2.1 Spontaneous Raman scattering
The simpler two-photon transition process is spontaneous Raman scattering [75,76,91] (SRS), de-
picted in fig. 2.2 a. It can be generated via the control coupling to population in the initial (|1〉)
or the storage (|3〉) state, introducing a Raman transition to the other hyperfine ground state.
Note, this scattering occurs spontaneously and does not require the presence of the input signal.
Control coupling to state |3〉 results in the emission of a Stokes (S) photon, whose frequency
equals the signal in the Raman memory protocol. This means, it is detuned by ∆S from state |2〉
and noise is emitted into the frequency mode of the signal. Conversely, for the control coupling
to the initial state (|1〉), the detuning increases to ∆AS = ∆S + δνgs. The emitted anti-Stokes
(AS) scattering has a central frequency that is shifted further off resonance compared to the
memory signal frequency. The shift corresponds to the ground state splitting δνgs. The fre-
quency spectrum of both, S and AS photons, is determined by the control spectrum [92]. As
20 In principle, insufficient control field filtering at the memory output could also add leakage noise into the
signal mode; yet, this is eliminated experimentally (see section 6.3.3).
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Figure 2.2: Noise processes in the Raman memory. All panels depict the externally applied
optical fields by straight arrows, and fields generated by nonlinear processes by wiggly arrows.
(a): SRS for a thermally distributed Cs population. The control couples to the initial state
(|1〉 = |i〉) and the storage state (|3〉 = |s〉). To aid the comparison with our implementation
of the Raman protocol in atomic Cs, shown in fig. 2.3, the relevant Cs energy levels are also
denoted here. (b): AS noise scattering as the 1st step in the FWM process. Atomic population
is transferred by the control, which couples to the initial state (|1〉 = |i〉) of the spin-polarised
ensemble, exciting a spin-wave (transparent yellow area). (c): Step 2 of the FWM process;
spin-wave retrieval by the control under Stokes noise emission. (d): Raman memory signal
read-in. (e): Raman memory signal retrieval. (f): Fluorescence induced by collisions between
Cs (yellow) and Ne buffer gas atoms (purple). Top panel illustrates the collision effects on light
emitted by Cs ; bottom panel displays energy-gap bridging by collisions, leading to the excitation
of Cs atoms.
shown in fig. 2.2 a, transitions can occur out of both ground states if these are populated. In
the experiment, SRS is the noise process observed when the ensemble is thermally distributed,
i.e., when the atomic population is not prepared solely in state |1〉 to start with21. As we will
see now, SRS is also the onset process of FWM noise. However, unlike FWM, SRS does not
rely on any spin-wave dynamics. We demonstrate this in chapter 6, where we utilise spin-wave
related properties to distinguish both noise sources.
21 In principle, Raman scattering can also be operated in the stimulated regime [75]. However, as we will see in
section E.6.2, our operational parameters for the Cs vapour and the control field pulse energies are not sufficient
to observe stimulated emission in either channel.
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2.2.2 Four-wave mixing
Four-wave-mixing [93] can be envisaged as a two-step process. It starts with an initially spin-
polarised Cs ensemble, generated by optical pumping. Fig. 2.2 b illustrates this first step. Here,
the control couples to the initial state (|1〉), causing AS scattering. Without any prior control
field interaction, this initial scattering process is SRS. The resulting atomic population transfer
to the memory storage state (|3〉) leads to the generation of a spin-wave coherence between both
ground states. This is similar to the Raman memory spin-wave creation [19]; for comparison, the
Raman memory read-in step is shown in fig. 2.2 d.
In the second step, depicted in fig. 2.2 c, the control retrieves the previously generated FWM
spin-wave by coupling to the storage state (|3〉). The corresponding Λ-level system is thus equal
to retrieval from the Raman memory (fig. 2.2 e). Both processes have the same detuning ∆S,
so the emitted Stokes (S) noise has the same spectral properties as the signal retrieved from
the Raman memory. Consequently, the main difference between FWM and the Raman memory
protocol is the first step of both processes.
While in the first step, the control couples to state |1〉, in the second it couples to state |3〉.
Despite having all population in |1〉 to start with, the FWM AS scattering is weaker than
Raman storage. This is the case thanks to the increase detuning of the AS leg when operating
the protocol blue-detuned as shown in figs. 2.2 - 2.3. With blue detuning, the AS channel is
naturally further away from resonance, so its Raman coupling constant CAS =
√
Wdγ
∆AS
is lower
than CS of the Raman storage (see eq. 2.15), because ∆AS = ∆S + δνgs. The reduced CAS
results in less FWM spin-wave excitation and lower FWM noise contamination than present
when operating the system red-detuned. For a red-detuned protocol, the roles of S and AS
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fields are reversed22. In such a Λ-system, the noise would dominate as it would be closer to
resonance [79,94–96]. Once a spin-wave has been excited by the first FWM step, its retrieval by
the control is equivalent to memory read-out. As fig. 2.2 c & e illustrate, the control-mediated
coupling between spin-wave and Stokes mode is the same in both cases. The strengths of both
processes are proportional to the Raman coupling constant CS =
√
Wdγ
∆2S
. Accordingly, the ratio
between Raman storage and FWM noise, which determines the system’s signal-to-noise ratio
(SNR), is dominated by the ratio of the Raman coupling constants:
R =
CS
CAS
=
√
Wdγ
∆2S√
Wdγ
∆2AS
=
∆AS
∆S
= 1 +
δνgs
∆S
. (2.20)
One possibility to increase R is to suppress the anti-Stokes process compared to Raman storage
at the Stokes frequency, which is the reason why we operate blue-detuned from the excited
state (|2〉). Additionally, choosing a medium with a large hyperfine ground state splitting δνgs
optimises R. Cs is thus a good choice, as it has the largest hyperfine ground state splitting
amongst all stable alkali metals.
Since FWM is a third order process, it is also subject to phase-matching restrictions [97] similar to
those of other non-linear processes such as spontaneous parametric down-conversion [98] (SPDC).
Both FWM steps can either occur within the same control pulse or over consecutive control
pulses. In the former case, S and AS noise are generated within the same control time bin,
whereas in the latter scenario some residual FWM spin-wave excitations are stored in the Cs
ensemble for the time between the control pulses. These excitations are retrieved after some
storage time τS, just as the signal stored with the Raman memory protocol
[99]. Due to this
mechanism, FWM can actually build up over a control pulse train (see chapter 6). Obviously,
22 For a red-detuned system, which would be operated using |3〉 as the initial state, the role of S and AS
channels are flipped, i.e. the memory signal would occupy the AS mode and the 1st FWM step would be SRS
into the S mode.
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FWM noise is generated solely when the control field is present, leading to a temporal pulse
shape determined by the control and a confinement to the memory time bins.
Theoretical description The phenomenological introduction already exemplifies the simi-
larities between the two FWM steps and Raman storage. We will use these to find a simple way
of including the two-photon noise processes in our set of eqs. 2.13. Since the 2nd FWM step of S
noise emission through spin-wave retrieval is exactly the same as memory read-out, it is already
contained in eqs. 2.12, so we only have to add the optical AS mode. Generally, this follows the
same logic as used for the Stokes mode in sections 2.1.2 & 2.1.3. Thanks to the symmetry be-
tween the detunings, the form of the final set of equations can easily be motivated, without the
need of another thorough derivation. With the rotating-wave approximation applied, only terms
with frequencies ω ∼ δνgs contribute to the system’s dynamics. For eqs. 2.13, these frequencies
correspond to the detuning ∆S = ωc − ωS ∼ δνgs, where ωS = ωs is the input signal’s frequency,
which equals the FWM Stokes channel. For the AS channel, fig.2.2 shows that the detuning
∆AS = ωAS − ωc = (−1) · (ωc − ωAS) is just (−1) times the difference between the control and
the AS frequency. Hence we expect the resulting equations for the coupling between spin-wave
Bˆ and the AS-mode, with annihilation operators Aˆ, to equal that of the S mode Sˆ in eqs. 2.12,
only with reversed signs and with the complex conjugate for all coupling terms [53,100]. To obtain
the full set of equations for a system of S, AS and spin-wave modes, we use both equations for
the optical modes and add the coupling terms to the spin-wave ∼ ∂τ Bˆ. The result reads [100]
∂zSˆ = −dγp1
ΓS︸ ︷︷ ︸
(i)→kS
Sˆ − i Ω(τ)
√
dγ
ΓS︸ ︷︷ ︸
(ii)→CS
Bˆ, (2.21)
∂zAˆ
† =
dγp3
Γ∗AS︸ ︷︷ ︸
(i)→kAS
Aˆ† − i Ω
∗(τ)
√
dγ
Γ∗AS︸ ︷︷ ︸
(iii)→CAS
Bˆ,
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∂τ Bˆ = |Ω(τ)|2
(
1
ΓS
− 1
ΓAS
)
︸ ︷︷ ︸
(iv)→S
Bˆ − i
√
dγΩ∗
(
p1
ΓS
+
p3
Γ∗S
)
︸ ︷︷ ︸
(ii)→CS
Sˆ − i
√
dγΩ(τ)
(
p1
ΓAS
+
p3
Γ∗AS
)
︸ ︷︷ ︸
(iii)→CAS
Aˆ†,
where Γ{S,AS} = γ− i∆{S,AS} denotes the complex detuning for the Stokes (S) or the anti-Stokes
(AS) channel. The expressions now also depend on the fraction of the total atomic population
pi = 〈|i〉〈i|〉 initially located in each ground state |i〉 ∈
{|1〉, |3〉}, which accounts for the atomic
state preparation. We will use this parameter in chapters 5 & 6 to change the experimental
configuration and move from a Raman memory scheme with FWM (p1 ∼ 1, p3 ∼ 0) to a
thermally distributed vapour (p1 = 0.5, p3 = 0.5), dominated by SRS.
Eqs. 2.21 contain four types of effects: terms with (i) represent phase-shifts due to dispersion
in the Cs -vapour. The control-induced coupling between spin-wave and S channel is marked
by (ii), whereas control coupling to the AS channel is denoted by (iii). Both channels can
now contribute a spin-wave excitation. Finally, there is also a dynamic Stark shift (iv) for
both transitions. We again consider the adiabatic limit (eq. 2.14) and introduce the integrated
Rabi-frequencies ω and W . Therewith, the dependence on the temporal shape of the con-
trol pulses can be removed, by transforming the coordinate system for τ to the dimensionless
time coordinate ω, via ∂τ = |Ω(τ)|2 · ∂ω. Additionally, we can use the dimensionless Raman
coupling constants C{S,AS} =
√
Wdγ
∆2{S,AS}
for each optical channel and define the total dynamic
Stark shift S = W∆S +
W
∆AS
. The atomic populations are combined to the population inver-
sion w = p1 − p3. For perfect state preparation, with p1 = 1, we thus have w = 1, whereas
for thermally distributed populations w ≈ 0. Finally, we define the four-wave mixing phase
mismatch K = 2kC − kS − kAS, with individual wave-vectors kC = L·ωCc + d · γ ·
(
p1
∆AS
+ p3∆S
)
for
the control, kS =
L·ωS
c + d · γ ·
(
p1
∆S
+ p3∆S−δνgs
)
for light at the Stokes frequency, and kAS =
L·ωAS
c + d · γ ·
(
p3
∆AS
+ p1∆AS+δνgs
)
for light at the anti-Stokes frequency, where L is the ensem-
ble length. These expressions are simply derived by considering the refractive index for each
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field, due to off-resonant interaction with the atomic transitions. Using these definitions, the
Maxwell-Bloch equations reduce to [100]
[∂z + iK]Sˆ = i · CS · Bˆ, ∂zAˆ† = −i · CAS · Bˆ, [∂ω + iS]Bˆ = i · w · [CSSˆ + CASAˆ†]. (2.22)
The solutions to these equations are similar to eqs. 2.16, whereby an additional kernel is needed
for the AS channel. Appendix D.1 discussed the solution in more detail.
2.2.3 One photon noise processes
One photon noise is fluorescence typically resulting from decay processes. We ignore any nat-
ural decay of the ground state populations, as transitions between these states are dipole for-
bidden. The excited state fluorescence linewidth of an atomic transition however has several
components [101]: the natural lineshape, set by the excited state lifetime, Doppler-broadening,
originating from the velocity distribution of the emitters, and broadening by collisions between
atoms [102]. Each process contributes a damping rate γN , γD and γC , respectively, which amounts
to a total damping rate of γ = γN +γD +γC for the transition. Far off-resonance, the collisional
term is the most significant contribution to the fluorescence signal23, since its lineshape follows
a Lorenzian distribution that is spectrally broader than the natural and Doppler linewidths. In
a pure Cs vapour, it is caused by Cs -Cs collisions, also called quenching collisions, as they can
result in atomic ground state spin-flips. Such collisions thus redistribute population between
the Cs ground states, leading to spin-wave decoherence [103]. Their ability to change the energy
states of the Cs atoms involved in the collisions has earned them the name inelastic collisions.
23 Notably, this is only strictly correct for collisional induced fluorescence in an intermediate detuning range,
which lies inside the impact regime [90]. Yet, it is clear that in the adiabatic limit, with ∆  γ, the probability
for resonant absorption into the excited state, followed by resonance fluorescence decay is small. Similarly, also
Doppler absorption is small. Its Gaussian-shaped line quickly falls off far from resonance, so the probability to
find an atom in an appropriate velocity class becomes negligible.
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To minimise the number of these events and to simultaneously limit Cs diffusion [104,105] out of
the interaction volume between the signal and the control field, a second atomic species can be
added as a buffer gas [42]. Usually these are noble gases of approximately similar atomic mass. In
our system, we choose Neon (Ne) buffer gas, with a partial pressure of pNe = 20 Torr. To operate
the memory, we heat the vapour to TCs = 70
◦C. Here, the corresponding partial pressure of Cs
is [82] pCs ≈ 10−4 Torr. So the predominant collisions are between Cs and Ne, which are elastic
collisions, preserving the Cs ground state spin. The total damping rate γC = γI +γE is the sum
of the rates γI for the inelastic, and γE for the elastic collisions
[86].
Collision-induced fluorescence Fig. 2.2 f illustrates what happens when such Cs -Ne colli-
sions occur during the emission of radiation by the Cs atoms [106,107]: The phase of the emitted
light is scrambled, leading to a sudden phase jump in the time domain. In turn, this gives rise
to a wide range of frequencies in the spectral domain, which are responsible for the fat tails of
the Lorenzian collisional redistribution line [92]. Since collision events are more likely for larger
buffer gas pressures, the collision-induced fluorescence noise increases [86,108] with pNe. However
scattering also occurs when the atoms are subject to a far detuned laser pulse, such as the
memory control. From the energy level diagram in fig. 2.2 f we can see how collisions can make
up the energy gap between the laser and the excited state, leading to resonant excitation24. The
subsequent radiation decay of these excitations is then once more subject to phase scrambling by
collisions during the emission. Both of these processes are the basis for collision-induced fluores-
cence [86,109] caused by the control pulses25. Since the fluorescence emission involves time-scales
on the order of the excited state lifetime [82] τCs = 32 ns, most of it occurs after the Raman mem-
24 For the case displayed in fig. 2.2 f, the Ne atoms would take out energy from the Cs - control pulse system
to close the energy gap. The opposite, Ne atoms contributing energy, can also occur. Elastic collisions are thus
not necessarily energy balance neutral within the Ne system.
25 In principle, at high control energies, there can also be higher order fluorescence excitation paths, which
involve a previous Raman transition [90]. These would lead to a temporal emission with the same temporal shape
as the control pulse, which we however do not observe (see section 6.2.2).
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ory interaction, whose duration is proportional to that of the control pulse, here τc ≈ 360 ps.
Contrary to narrowband memory protocols [110], whose storage and retrieval also happens on
timescales26 similar to the excited state lifetime, collisions actually do not influence the Raman
protocol at times when it involves electronic excited states [107]. Additionally, fluorescence noise
can mostly be temporally separated from the memory signal.
Another possibility to reduce this noise is to lower the buffer gas pressure. But, as we still
require pNe  pCs, we can also operate the memory further off-resonance, where fewer Ne atoms
with sufficient kinetic energy are available in the Maxwell-Boltzmann velocity distribution of
Ne to bridge the energy gap in fig. 2.2 f. Like SRS, fluorescence noise is emitted isotropically
into 4pi steradian, so single mode fibre (SMF) coupling behind the memory also helps to cut the
observed level.
Similar to the benefit gained in reducing FWM, blue-detuned memory operation is another
advantage for minimising contamination by fluorescence. Operating in the far off-resonance
regime, with ∆2S + Ω
2
max  γ2N (see section 2.1.3), an imbalance is expected in the fluorescence
emitted towards the red- and the blue-side of the resonance [90]. For our atomic transitions,
where the excited state has a larger polarisability than the ground state, scattering reaches out
less towards large blue detunings than towards red detunings27.
2.3 The Raman memory experiment
In this final section, we introduce the implementation of the Raman memory protocol in Cs
vapour. We describe our atomic and laser systems, their operational parameters as well as the
26 Note however, that such detrimental effects can be avoided for narrowband protocols by usage of vapour cells
without buffer gas. Coating the cell walls with paraffin [111,112] and illuminating the entire cell has been found to
also enable long coherence times in these systems [113].
27 The reason for this is an attractive molecular potential for the Cs(P 3
2
)-Ne(S0) system, which has an energy
minimum at some nuclear separation. This gives rise to a Franck-Condon transition line for red detuned light,
which does not exist for blue detuning, leading to a higher excitation probability and more fluorescence noise
when red-detuned. See Carlsten et. al. [90] for details.
2.3 The Raman memory experiment 39
Figure 2.3: Schematic representation of the Raman memory protocol implemented in Cs vapour.
Shown are the atomic Λ-level system and the pulse sequence for signal and control. The image
is taken from Reim et. al. [52]
resulting constants in our model (eqs. 2.22). We also outline the principle memory configuration,
which we will use for our experiments in the remaining chapters.
Raman memory scheme in caesium To implement the Raman scheme, we need to choose
an atomic Λ-level system that resembles fig. 2.1. In Cs atoms, this can be established using
the two hyperfine levels F= 4 and F= 3 of the 62S 1
2
ground state as the initial (|1〉) and storage
(|3〉) state, respectively. Both states are separated by the hyperfine ground state splitting of
δνgs ≈ 9.2 GHz. We choose to operate at the Cs D2-line, with a wavelength of λ = 852 nm,
employing the 62P 3
2
-manifold as the excited state |2〉. Both optical pulses are blue-detuned from
|2〉 by ∆S ≈ 15.2 GHz. Notably, thanks to the large detuning ∆S, we effectively do not resolve
the excited state manifold, with F’ = {2, 3, 4, 5}. The optical fields couple to all dipole allowed
transitions, which are those involving the 62P 3
2
F’ = {3, 4} states. Since both states are only
separated by [82] δνes = 201.2 MHz, the effective detuning from each state is similar. We can thus
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approximate the excited state manifold as a single state. Our implementation of the Raman
protocol is not Zeeman substate selective. Fig. 2.3 illustrates the relevant Cs level structure
alongside the employed signal and control pulse sequence.
Storage medium The Cs vapour is contained in a 7.5 cm long Pyrex spectroscopy cell, with
a 1” diameter. It contains pieces of Cs alongside the Ne buffer gas at pNe = 20 Torr partial
pressure. Cs vapour is created by heating the cell with an electric heater belt, wrapped around
the cell body. Temperature increase causes evaporation of Cs from the metal pieces, increasing
its partial pressure pCs in the cell
28. Using the ideal gas law (pCs · V = N · kB · T ) allows to
estimate the number density of Cs atoms n = NV =
pCs
kB·T , and therewith the optical depth d.
In the experiment, the cell is heated to T = 65 − 70◦C, which gives an expected on-resonance
optical depth of d ∼ 1800 (see section 2.1.3). A measurement for the optical depth off-resonance
is described in appendix A.3.2. To achieve an approximately constant vapour density in the cell,
Cs condensation on the cell surfaces needs to be minimised. To this end, the Cs is thermally
insulated, which is discussed in section 3.3. To prepare the initial Cs population for the blue-
detuned protocol in the higher energetic F= 4 ground state, the initial, thermally distributed Cs
population is optically pumped [114] by a diode laser. Details regarding this system are provided
in appendix A.3, where we also discuss the obtainable state preparation efficiency. Since we do
not require Zeeman-state polarisation, the pumped ensemble is still distributed over all Zeeman
sub-levels of the F= 4 state.
28 Cs melts at T = 25◦C = 298.15 K. The dependence between Cs vapour pressure pCs and temperature T [82]:
log10 pCs = −219.48200 +
1088.676
T
− 0.08336185 · T + 94.88752 · log10(T ) (solid phase)
log10 pCs = 8.22127 +
4006.048
T
− 0.00060194 · T + 0.19623 · log10(T ) (liquid phase),
with pCs in units of Torr and T in units of Kelvin.
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Signal and control pulses The control pulse is derived from a titanium sapphire (Ti:Sa )
master laser, generating sech-shaped pulses of PTi:Sa ≈ 1.2− 1.5 W average power, with a repe-
tition rate of 80 MHz and FWHM pulse duration of τc = 300− 360 ps29. The latter corresponds
to a spectral bandwidth of ∆νc ≈ 1 − 1.5 GHz. Details about the laser system, including a
characterisation of the pulse duration, is presented in appendix A.1. While the actual pulse
preparation sequence is discussed in the experimental chapters, we mention here that we end
up with a control pulse energy of Epc ≈ 10 nJ, going into the storage medium. If coherent states
are to be prepared as input signals for the Raman memory, these pulses are also derived from
the Ti:Sa output. Otherwise, the signal is generated by an SPDC source, described in chapter
4. To initially choose the appropriate Ti:Sa pulse duration30, we note, that in the Raman pro-
tocol, the control spectral bandwidth must not simultaneously overlap with both ground states.
Consequently, the control pulse bandwidth, which, in turn, determines the storable spectral
bandwidth of signal pulses [37,52], is limited the Cs hyperfine ground state splitting31.
To store the signal, signal and control pulses are applied simultaneously to drive the Raman
transition, shown in fig. 2.1 b. In fact, highest efficiency is obtained when the control pulse
slightly precedes the signal [115] by approximately 100 ps. Signal and control are inserted into the
storage medium with orthogonal, linear polarisations. The arrangement is needed to prevent
destructive interference [116] between the respective transition paths involving the F’= 3 and the
F’= 4 excited states (see section 6.2.1). As fig. 2.3 illustrates, signal and control are also collinear
as they propagate through the storage medium. Such a spatial arrangement minimises spin-wave
dephasing during the storage time τs, as we outline in further detail in appendix A.4. After the
29 Due the re-alignment of the laser cavity, the output power and pulse duration changed throughout the
experiments. For the measurements in chapter 3, it has been PTi:Sa ≈ 1.5 W and τc ≈ 300 ps, while we have
PTi:Sa ≈ 1.2 W and τc ≈ 360 ps for the remaining work in this thesis.
30 In fact, when initially ordering the laser system, we requested a pulse spectrum of 2 − 3 GHz bandwidth.
Yet, as the system was a prototype and the first of it’s kind produced by the manufacturer, the specifications
could not be guaranteed and we ended up with a ∼ 1.5 GHz wide spectrum.
31 Note here: Whenever we henceforth mention the bandwidth of signal and control pulses, we, per default,
refer to their spectral bandwidths. Whenever this is not the case, it will be stated explicitly.
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time τS, the signal is retrieved on demand by re-applying the control field, which induces the
Raman transition to releases the signal into its original polarisation mode (see fig. 2.1 c).
Performance numbers To conclude, we briefly summarise the performance parameters achiev-
able with this system. With a control pulse energy of Epc ≈ 10 nJ and the Cs dipole matrix
elements given in Steck [82], we obtain a peak Rabi-frequency of Ωmax ≈ 4.2 GHz. Consider-
ing sech-shaped pulses with a FWHM duration of τc = 360 ps, the integrated Rabi-frequency
amounts to W ≈ 1/(0.31) GHz. From the excited state lifetime of [82] τCs ≈ 32 ns, we get a
decay rate γ = 12τCs ≈ 16 MHz. In turn, these numbers result in a Raman coupling constant
CS ≈ 0.82 for the Stokes signal, which includes the Raman memory process. For the anti-Stokes
leg of the FWM interaction, the coupling is reduced to CAS ≈ 0.51. Utilising our theoretical
results for the noise free Raman memory in forward read-out [51,52], the quoted values for CS and
Ecp would result in an expected total memory efficiency of ηmem ≈ 50 %, which assumes perfect
mode matching and no control pulse energy depletion.
In the experiment, we will be able to achieve ηmem ≈ 30 %, when operating with coherent state
input signals, derived from the Ti:Sa laser. This ties in with our previous results [34]. For real
single photon input signals, increased mode-mismatch reduces this number to ηmem ≈ 21 % (see
chapter 5.3). The signal can be stored in the memory with a lifetime of τs ≈ 1.5 µs, which
represents the half-life time. Together with the our ∆νmem ≈ 1 GHz spectral bandwidth, the
memory operates with a time-bandwith product of B = ∆νmem · τs ≈ 1500. The measure-
ments behind these numbers will feature in the experimental parts of this work, which we move
onto now. These contain our actual advances in Raman memory research and introduce the
aforementioned benchmarks in greater detail.
Part I
Storage of bright laser pulses
Chapter 3
Polarisation storage in the Raman
memory
Direktor: Der Worte sind genug geweĚselt; Lat miĚ auĚ endliĚ Taten sehn; Indes ihr Komplimente dreĚselt; Kann etwas N§ŃliĚes
gesĚehn..
We now move on to our first series of experiments, investigating the Raman memory’s capability
to store information encoded in the polarisation of the optical input signal. To this end, a dual-
rail configuration of the memory inside a polarisation interferometer is used and the storage
process is evaluated with quantum process tomography (QPT). We first describe the experi-
mental apparatus and introduce the QPT framework. Thereafter we demonstrate the storage
of polarisation encoded, bright coherent states with a process fidelity of up to F = 0.93± 0.08.
Considering a reduction of the input signal intensity down to the single photon level, we show,
theoretically, that faithful operation in the quantum regime is currently prevented by the mem-
ory’s noise floor.
3.1 Introduction 45
3.1 Introduction
Quantum information carriers can be encoded in many different ways [4,9,117–120]. One promising
approach is the usage of the polarisation of light. Its easy accessibility, manipulation and
detection make this degree of freedom a particularly attractive means to implement quantum
information processing [12,15,17,121,122]. Since photonics-based schemes operate probabilistically,
they rely upon repeat-until-success strategies [123,124], whose scalability requires the presence of
quantum memories within any such processor [10]. For these reasons, the capability to faithfully
store and retrieve polarisation encoded quantum bits (qubits [125]) is a key property for quantum
memories. During recent years, storage of polarisation information has been achieved with
several memory systems, including AFC- echos in rare-earth ion doped crystals [70,71,126], single
atoms in a cavity [22], cold atomic ensembles [16,127], and warm vapour memories [69,128]. For
implementation in the Raman memory, we choose a dual-rail memory architecture, where the
memory is placed inside a polarisation interferometer. Of course, this is not the only possibility to
achieve polarisation storage in this memory type. Yet, it is the conceptually and experimentally
simplest extension of our system, building on our initial proof-of-principle experiments [34,52].
Polarisation storage in the dual-rail Raman memory Polarisation information, |φ〉 =
1√
2
(
|0〉+ eiθ|1〉
)
, is encoded in a superposition of the two orthogonal polarisation basis states,
{|0〉, |1〉}, with a relative phase θ. Storage of such information in a memory requires the capability
to simultaneously read -in and retrieve both polarisations with equal efficiency, whilst preserving
their phase relationship during the storage time. For this reason, a suitable memory needs to
be multimode in the polarisation domain. The Raman protocol, as we currently use it [34,51,52],
operates single mode, because signal and control have orthogonal linear polarisations. One
way to store multiple polarisations is thus the use of two separate spatial modes inside the
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memory’s active medium, with orthogonal linear control field polarisations. Splitting up the
incoming signal state into its horizontally and vertically polarised component enables storage
by sending each into the mode defined by the respective, orthogonally polarised control. This
results in a dual-rail architecture, shown schematically in fig. 3.1. Notably, this procedure of
creating multiple memory rails inside the storage medium is in fact equivalent to spatial mode
multiplexing [129], which, in turn, is similar [130] to spectral [63] or temporal [59] multiplexing of the
memory. Thanks to this projection onto the {|H〉 ,|V 〉}-basis, any arbitrary polarisation state
can be decomposed into the two memory modes. To faithfully preserve the information, also
the phase between both modes must be preserved. For this reason, the memory is positioned
inside a polarisation interferometer. At the interferometer output port both memory modes
are combined to reproduce the original state |φ〉 sent into the system. Furthermore the storage
process itself must also be phase stable. Accordingly, the phase relation between the spin-waves,
excited in both memories, must be preserved during the storage, irrespective of any decoherence
mechanisms acting on either memory mode.
Figure 3.1: Schematic for storage of polarisation qubits in a dual-rail Raman memory using a
polarisation interferometer. Input signals are decomposed into horizontally (|H〉) and vertically
(|V 〉) polarised components, which are stored in separate modes of the active medium positioned
inside the polarisation interferometer. Recombination of the recalled signals at the interferometer
output returns the original signal polarisation state.
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3.2 Experimental set-up
To implement polarisation storage, we modify our initial, proof-of-principle experiment for the
Raman memory protocol [52]. When the presented measurements were recorded, the system was
still positioned on a small table (∼ 4 m2) in a lab corner. During this time it became evident,
that neither the available workspace nor the lab environment were sufficient to host any further
developments of the Raman memory (see appendix B.2). The experimental lay-out discussed
here is thus only representative for this chapter. Nevertheless, the preparation methods for signal
and control pulses, as well as the optical pumping also apply to the experiments in chapters 5 & 6.
Fig. 3.2 a illustrates the setup, where the output of our Ti:Sa master laser, here emitting a train
of 300 ps pulses at 852 nm with 80 MHz repetition rate and 1.5 W average output power, is used
to generate the memory pulse sequence. A more detailed description of the laser system can
also be found in appendix A.1.
Memory pulse sequence From the Ti:Sa output, pulses are selected with a Pockels cell (P.C.)
in single pass. The P.C. is positioned between two crossed Glan-Laser polarisers and picks two
sets of pulses by polarisation rotation1. The two P.C. pulse picking windows can be delayed with
respect to one another by an arbitrary time τS . Within each window a maximum of 9 pulses
can be selected. The first window is used to generate the pulse sequence for memory read-in, so
only one pulse is picked. In turn, Ti:Sa pulses, selected by the second window, become the read-
out control pulses. Consequently, τS represents the memory storage time. Since the memory
efficiency is below unity, multiple pulses in the read-out window can be used to completely
deplete the stored spin-wave. In this way, all information is retrieved from the memory in a
train of read-out signal pulses [99]. For the shortest possible storage time of τS = 12.5 ns, two
1 The different arrangement with respect to the setup used in chapters 4-6 is a legacy of previous experiments,
see appendix B.3 for details.
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Figure 3.2: Experimental set-up for storing polarisation information in the Raman memory; see
text for details. (a): overview of the apparatus, including the preparation stage for the memory
pulse sequence. (b): dual-rail memory inside a polarisation interferometer together with the
optics required for signal preparation and analysis. (c) signal pulse sequence observed on the
Menlo PD, showing the transmitted fraction of the input signal pulse, that is not stored, and
first retrieved pulse from the memory for a storage time of τS ≈ 500 ns.
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consecutive Ti:Sa pulses are required for read-in and read-out. Here the second pulse picking
window is not used and the first one is opened fully to select 9 pulses. As beforehand, the first
pulse from this window defines the read-in time bin, while the remaining 8 pulses are the read-
out time bins. The P.C. is triggered by an 80 MHz clock rate signal from an internal photodiode
inside the Ti:Sa laser cavity. Its electronic driver module divides the Ti:Sa clock down to a
repetition rate of frep = 667 Hz, with which both pulse windows are generated. Accordingly,
frep represents the number of conducted memory experiments per second.
Additionally, this P.C. trigger signal is also available to gate external devices, such as a scope,
used for data acquisition, and an electro-optic modulator (EOM), which prepares the signal
pulses for the memory by frequency modulation. To obtain signal and control inputs for the
memory, the picked Ti:Sa pulses are split on a PBS into a strong control arm and a weak signal
arm. For the experiments presented here, the splitting ratio was on average 1 : 50. Notably,
by selecting a fraction of the control intensity, we prepare coherent state input signals for the
memory. In the current experiment, these are bright pulses with an optical power in the nW-
regime. Contrary to the work in the remaining chapters of this thesis, the input signals are thus
neither true single photons, nor at the single photon level.
Since signal and control need to correspond to the longer and shorter wavelength of the Raman
interaction, respectively (see fig.2.3 in section 2.3), the Ti:Sa frequency is set to equal the
desired control frequency. This corresponds to the resonance frequency of the 62S 1
2
F = 3→ 62P 3
2
transition plus the Raman detuning ∆. For two-photon resonance with the control, the signal
needs to be down-shifted in frequency by the ground state hyperfine splitting of δνgs = 9.2 GHz.
Supplying the EOM with a 9.2 GHz radio-frequency (rf) signal results in the generation of
sidebands at frequencies νsig ± δνgs with respect to the input signal at νsig. From these the
desired red sideband is selected by a pair of Fabry-Perot etalons. The first etalon, with a free
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spectral range (FSR) of 18.2 GHz, is resonant with both sidebands, attenuating the fundamental
at the control frequency. The second etalon, with FSR = 38.86 GHz, resonant with the red-
sideband, filters out the undesired blue-sideband2. For the memory pulse sequence (see fig. 2.3),
the signal field must be present only in the read-in time bin. Consequently, the 9.2 GHz rf-signal,
driving the EOM modulation, is turned off by a fast rf-switch after the first Ti:Sa pulse. The
switching is gated by the P.C. trigger signal, that is fed into a digital delay generator (DDG). The
DDG produces appropriately delayed TTL pulses that are supplied to flip the rf-switch (see also
section 5.2 for a detailed explanation of the electronic gating circuitry). During the polarisation
storage experiment, the rf-switch was triggered active high3. While this is unproblematic for
large storage times, the ∼ 5 ns fall-time of the rf-switch causes residual modulation of the next
pulse at τS = 12.5 ns, when picking a single pulse as the input for the memory. So there is
a small leakage of the input signal in the first memory read-out time bin, which results in a
small amount of mixing between storage and read-out. The electronic and optical pulse timing
diagrams are discussed in detail later in section 5.2 (see fig. 5.1), where they are contrasted with
the modifications for the storage of actual single photons.
Behind both etalons, whose transmissions are T18 GHz = 33 % and T38 GHz = 55 % on average,
the signal pulses are coupled into a short single-mode fibre (SMF), with an average coupling
efficiency of ηsig.SMF = 28 %, to clean up the spatial mode. In contrast, the control pulses propagate
in free space along a delay line, which ensures temporal overlap between signal and control inside
the Cs cell. Since polarisation storage requires two copies of the control for each memory mode,
2 In later experiments (chapters 5 & 6), only the 38.86 GHz etalon will be used to filter the modulated signal
beam.
3 Besides an input signal, which the rf-switch can transmit to either of its two output ports, it also receives a
0 V or +5 V dc bias voltage, determining to which output port the input signal is routed. Active high means, that
the rf-signal is routed towards the EOM when +5 V bias are applied. For active low, the output ports are flipped
and rf-modulation is supplied to the EOM when there is no bias voltage. Importantly, the switching from low to
high has a sharp rising edge. The reverse process however tails off exponentially, following a capacitor discharge
curve. This results in the routing residual rf-modulation signal to the EOM. Thus, active low switching, as used
in chapters 5 & 6, results in better extinction of unwanted modulation of any subsequent pulses in the 80 MHz
Ti:Sa pulse train.
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shown in fig. 3.2 b, the control is split up on a PBS first prior to entering the polarisation
interferometer.
Frequency stabilisation and Raman detuning Contrary to later experiments, the fre-
quency and beam pointing of the Ti:Sa laser were not yet actively stabilised here. With both
freely floating, the laboratory environment, particularly its large intraday temperature gradients,
resulted in significant drifts (see appendix B.2). To achieve at least partial stability of Ti:Sa fre-
quency, a weak control beam pick-off is sent through an additional etalon with FSR = 18.2 GHz,
aligned in resonance with the control frequency, set to the Raman detuning ∆ (see fig. 3.2 a).
Its transmission is monitored on a photodiode, whereby the Ti:Sa frequency is reset manually.
However, the etalons drift themselves over time. One cause for such drift is again the change in
environment temperature. For this reason, the detuning varied during the measurement time.
The average detuning over all measurements was ∆ ≈ 18 GHz. However, it fluctuated within an
interval of ∆ ∈ [17 GHz, 20 GHz] over the coarse of the experiments.
Polarisation interferometer The dual-rail memory architecture of fig. 3.1 is implemented
using two polarising beam displacers (PBD) to create a passively stabilised interferometer [69,131].
The walk-off between light polarised along the orthogonally oriented slow and fast axes in these
crystals, here 8 mm walk-off for 2 cm long calcite crystals, gives rise to high quality polarisation
separation O(40 dB). A combination of two consecutive PBDs, with a λ/2- polarisation rotation
in between, enables accurate separation of the signal into two modes as well as their subsequent
recombination. Fig. 3.2 b shows this schematically. Polarisation information is encoded onto
the signal in front of the interferometer input with a polarising beam-splitter followed by a
λ/4- and λ/2- waveplate (see appendix B.1.1). The need to have reasonably high control pulse
intensities [52] does not permit illumination of the entire vapour cell. Thus the control beam
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path also follows the dual-rail configuration. Both control arms are equipped with a bespoke set
of focussing optics and delay stages for optimising spatial and temporal mode-matching to the
signal field inside the Cs cell. Since the control is orthogonally polarised to the signal to achieve
Raman storage, it experiences walk-off in the PBDs whenever its corresponding signal mode is
transmitted undeflected, and vice versa. Polarisation flipping by the λ/2- plate, positioned inside
the interferometer, results in two control modes at the interferometer output, which are spatially
separated from the signal mode. To prepare the Cs ensemble in the 62S 1
2
F= 4 initial state the
output of a frequency stabilised diode laser (see appendix A.3) is used for optical pumping.
It is supplied to the setup with a single-mode fibre (SMF) and sent into both interferometer
arms in counter propagating geometry, occupying the same spatial and polarisation modes as
the control field. To avoid spin-wave depletion by optical pumping, the diode laser is turned
off during signal storage by an acousto-optic modulator (AOM), which is also triggered by the
DDG. The turn-off procedure is explained in more detail in section 5.2.3 later on.
Signal detection The signal output from the polarisation interferometer is sent into a phase
compensation system, consisting of a sequence of λ/4-, λ/2-, λ/4- waveplates for Berry phase [132]
compensation (see section 3.3). Beforehand an additional λ/2-plate cancels the polarisation flip
introduced by the λ/2-plate inside the interferometer. Thereafter the polarisation information
of the output signal is analysed, using a λ/4- and a λ/2- plate, together with a Glan-Laser
polariser (see appendix B.1.1). For detection, the signal is also frequency filtered by three
FSR = 18.2 GHz FP etalons. This removes any residual control leakage. Spectral filtering
provides O(50 dB) control extinction with an on-resonance transmission of T sig.filt. ≈ 37 % for the
filter sequence. After filtering the signal is again SMF-coupled with ηsig.filt.SMF ≈ 70 % efficiency4,
4 Notably, this additional SMF-coupling prior to detection is not a fundamental necessity for the measurements
with bright input signals, presented here. It is included in the system, because the detection system had to be
spatially separated from the rest of the experiment, as it did not fit onto the optical table.
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and detected on a fast, linear, amplified photodiode (Menlo Systems PD). Fig. 3.2 c exemplifies
the signal traces from the PD for a storage time of τS ≈ 500 ns, which are observed on a fast
oscilloscope (LeCroy, 8 GHz sample rate). The scope is gated by the P.C. trigger output. The
schematic in fig. 3.2 c only shows one read-out pulse. In fact, the output signal pulse train
contains multiple retrieval pulses, with the first three containing sufficient intensity for analysis.
Fig. 3.3 presents this pulse train for an actual dataset. For each of the polarisation measurements
we record 50 independent scope traces, containing the full pulse sequence, i.e. read-in and all
read-out time bins5. Each of these traces is already an average over 1000 single shot oscilloscope
traces.
Data analysis Analysis of polarisation storage uses the areas of each pulse in the recorded
pulse train. They are determined from the above mentioned, independent scope traces recorded
for a specific input polarisation x and analysis polarisation basis y, whose total number is
denoted by N (x,y). First the mean pulse shape is calculated by taking the average over all pulses
within one of the time bins (t). Additionally, also error bounds on the areas are obtained by
first taking the standard deviation of all pulse envelopes and subsequent point-wise addition to
and subtraction from the mean pulse shape. Fig. 3.3 exemplifies this on the basis of the memory
pulse sequence for a storage time τS = 750 ns, measured for diagonally polarised input light
(|+〉), analysed in the right-circular basis (|R〉); i.e. the polarisation analysis set-up in fig. 3.3
is set to transmit |R〉-polarised light (see appendix B.1.1). Each of the sub-panels (b - d) of
fig. 3.3 shows a pulse time bin, containing all individual traces observed on the Menlo PD as
well as the mean pulse shape and its error boundaries. In a second step, the average pulses are
integrated. The resulting areas Ax,yk,t are the desired results to be used in further analysis. The
5 Note, the full set of 50 independent traces are only recorded for the memory pulse sequence, consisting of
signal and control pulses applied to the memory simultaneously. For measuring the input signal, i.e. signal pulses
sent into the memory without control, 40 independent traces are recorded. For control leakage measurements,
where only the control pulses are sent into the memory without any input signal, 20 independent traces are taken.
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Figure 3.3: (a): Pulse train sequence observed on the Menlo PD for a |+〉-polarised input signal
analysed in the |R〉-basis, with a memory storage time of τS = 750 ns. Panels (b) - (d) show
a detailed view for the read-in and the first two retrieval time bins. Blue lines represent the
setting scd, where signal and control pulses are sent into the memory simultaneously. Green
lines are traces for only applying the signal without control, whereas red lines are control only.
For each category lightly coloured lines are the individual data traces. The solid dark coloured
lines are their average pulse envelopes, whereas the dotted lines are error bounds on the pulse
envelope taken as the standard deviation of the individual traces.
errors on these areas are obtained from integration of the upper (+) and the lower (−) error
boundary pulse envelopes. The mean difference between both areas (Ax,yk,t,±) yields the error
∆Ax.yk,t =
1
2
(
Ax,yk,t,+ −Ax,yk,t,−
)
on the pulse areas, which will be used as the standard deviation
for the distribution of pulse areas later on (see appendix B.1.3).
For analysing the polarisation storage, we record three different experimental configurations of
input signals going into the Cs cell, denoted as measurement settings k. Firstly, it is required to
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know how well the interferometer itself performs without any signal storage and retrieval. For
this reason, the signal (s) is measured without the control field (c), but with active atomic state
preparation (d) from the diode laser6 (k = sd). Secondly, the effects of storage and retrieval are
investigated by sending in the full memory pulse sequence, consisting of input signal, control and
diode laser (k = scd). Notably, due to signal pulse leakage in the first read-out bin (t = out1) for
τS = 12.5 ns storage times, we also need to integrate the leakage pulse for k = sd. The resulting
area A
(x,y)
sd,out1 is then subtracted from the area of the memory readout pulse A
(x,y)
scd,out1, obtained in
the same time bin, which approximately7 cancels leakage contributions to the retrieved signal.
Generally, the comparison between data obtained for settings sd and scd allows determination
of the memory efficiency (section 3.3.2) and evaluation of polarisation storage in the memory.
Finally, we also certify the absence of control pulse leakage and noise in any of the time bins
by only sending the control field into the Cs cell, after atomic state preparation by the diode
(k = cd). As fig. 3.3 exemplifies, none of recorded traces shows any significant contribution from
the cd -setting. These measurement are nevertheless conducted at the end of data recording
for each polarisation combination (x, y), since they certify the stability of the interferometer
over the measurement time. With the interferometer aligned for maximum control extinction
in the signal mode, phase drifts between both interferometer arms would result in undesired
polarisation rotations, giving rise to control leakage into the signal mode. The absence of any
leakage is an experimental check for system stability and the usefulness of the data. We will see
in the following section 3.3, why this is needed in the first place.
Before we continue our discussion with the actual experiment, we note that the remaining parts
of this chapter assume knowledge about the basic means of preparing and analysing polarisation
6 This minimises residual linear absorption of the signal field in the Cs.
7 Signal leakage in the first read-out time bin does not only contribute additional signal intensity to the
retrieved signal fraction. The Raman interaction also causes memory read-in of this signal, which results in both,
storage and retrieval. In other words, leakage is not linearly separable from the retrieval. This is analogous to
the later discussion about signal and noise combination in section 5.4.3 and appendix D.1.
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information, as well as quantum state and process tomography. Due to length restrictions on
this document, the introduction of these concepts, alongside the notation for the required Pauli
spin-matrices σ{X,Y,Z}, the process matrix χ, its purity P and its fidelity F , are presented in
appendix B.1.
3.3 Performing the experiment
3.3.1 Polarisation interferometer stability
One of the trickiest and most troublesome elements in the implementation of the experiment
is the phase-stability of the polarisation interferometer. By themselves, passively stable inter-
ferometers, using PBDs, have shown great performance in the past [69,133,134]. They are exper-
imentally simple and low cost. Placing the warm Cs vapour cell inside such an interferometer
however introduces instability from convection currents and turbulences of hot air. The result-
ing variations in the air’s refractive index, due to temperature and density differences, lead to
undesired path length fluctuations between the interferometer arms. Such path differences are
synonymous to a phase retardation, as it would be introduced by a waveplate, rotating the
output polarisation state at random. Unlike drifts, which are directional and occur on minute
time scales, rotations from air currents are faster8 and undirectional, making their compensation
with polarisation optics difficult. To identify that the instability arises from convection currents,
excited by the temperature difference between the 68 − 70◦C warm surfaces of the Cs cell and
the room-temperature environment, we use the test system shown in fig. 3.4 a. Here a heater
belt, usually wrapped around the Cs cell, is covering an optical cage system which contains a
waveplate to resemble one optical interface of the Cs cell.
The idea behind this test set-up is to investigate the influence of a temperature gradient in
8Time scales < 1 s.
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the air between the PBDs and the centre of the interferometer. Fitting a waveplate at the
centre of the test set-up introduces a single surface, which cuts off potential laminar air flow. It
accordingly simulates one of the Cs cell windows and tests, whether these introduce convection
or turbulent air flow around their surfaces. Of course, the same effect could also be achieved by,
e.g., inserting an empty spectroscopy cell into the experiment instead of the Cs cell. Yet, in the
absence of such a cell, the system depicted in fig. 3.4 a was the cheapest and quickest testing
possibility.
The interferometer stability is assessed by observing signal pulses transmitted through the inter-
ferometer on the Menlo PD. This is done firstly for an empty interferometer and secondly, when
the test system is inserted between the PBDs. In both cases, empty interferometer or test set-
up in between the PBDs, |+〉-polarised input signal pulses are analysed in the |R〉-polarisation
basis, which is a combination most sensitive to phase changes between the interferometer arms.
Fig. 3.5 a and b shows the recorded traces for both scenarios. Clearly the interferometer is
stable when empty. Notably, for the data in fig. 3.5 a, air currents have been induced artifi-
cially in the area between the PBDs by waving a piece of card over the empty interferometer.
Because all air is at the temperature of the environment, the phase remains reasonably stable.
Upon introducing the heated test set-up, the respective phase between both interferometer arms
immediately becomes unstable. As a result the detected pulse amplitudes fluctuate (fig. 3.5 b).
Similar intensity fluctuations are observed when removing the waveplate from the cage system,
i.e., having solely the heater tape wrapped around the cage rods.
As a solution to this problem, we introduce shielding pipes around the Cs cell and the inter-
ferometer arms, including parts of the PBDs. These allow us to keep a passively stabilised
interferometer. Fig. 3.4 b illustrates the resulting setup around the Cs cell, which breaks up the
convection currents. The air inside the pipes is stuck and heated by the adjacent Cs cell over
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Figure 3.4: (a): Test setup for assessing the interferometer instability. A cage system is posi-
tioned inside the polarisation interferometer, which has a waveplate at its centre and a heater
tape wrapped around it. Heating the system introduces air currents similar to the ones observed
with the Cs cell inside the interferometer. (b): Interferometer with shielding using pipe enclo-
sures to prevent air currents. The Cs cell is also thermally insulated by several layers of foam
material and a tube with end caps. Pipe tubing reaches into the thermal insulation layers and
connects to the Cs cell windows enabling optical access. Solidification of Cs on the cell windows
is prevented by introducing an artificial cold spot along the cell body.
time. The remaining temperature gradients are rotationally symmetric around the optical axis
and thus affect both interferometer arms similarly, reducing fluctuations in the path length dif-
ference. Importantly, this works better the shorter the interferometer arms are. For this reason,
the arms lengths are Lint ≈ 40 cm (including PBDs), which is the minimum length required for
all optical elements to fit and to have workable conditions.
Cs cell insulation To implement the thermal shielding, first the Cs vapour cell has to be
thermally insulated. Such thermal shielding has proven crucial not only for the polarisation in-
terferometer stability, but also for the long term stability of the memory efficiency. As described
in appendix E.6.5, cold spots along the cell walls have the ability to significantly reduce the
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Figure 3.5: Pulse intensity amplitudes observed during testing the interferometer stability. Both
panels display the signal observed by the Menlo PD upon sending |+〉-polarised signal pulses,
analysed in |R〉-polarisation basis, through the interferometer. (a): pulses transmitted through
the empty interferometer, which is reasonably phase stable by itself. (b): pulse intensity vari-
ation from phase instability introduced by placing the test set-up, with a heater belt at 59◦C,
inside the interferometer.
efficiency. They lower the vapour density and lead to crystallisation of the atoms at the cold
spot locations. Such Cs deposition on the optical windows is particularly troublesome, because
the solidified Cs scatters the incoming signal and control light and thus prevents memory exper-
iments. Cold spots along the optical beam path must therefore be avoided, which we guarantee
by packaging the Cs cell in the following manner (see fig. 3.4 b): With the heater tape wound
around it, it is covered by two layers of foam material and inserted into a poster tube of ∼ 20 cm
length. The Cs cell is located at the centre and plastic pipe tubing connects its optical facets
to either end of the poster tube. The ends of the poster tube are sealed with plastic caps. The
plastic pipes around the optical beam path stick out of these sealing caps by ∼ 5 cm on either
end. Improvised magnetic shielding is added by a three-layer wrapping of µ-metal around the
poster tube. A magnetic degaussing coil is added on top of the µ-metal shield. The unfortunate
down-side of this arrangement is its inability to shield residual magnetic fields from the electric
heater tape. These can lead to a magnetic dephasing of the spin-wave, which we estimate to be
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one of the limiting factors for the memory lifetime9 of τS ≈ 1.3µs, as we will see in section 3.4
below. The optical windows of the cell are not in direct contact with the heater tape. Despite
the thermal insulation, they would still be the coldest spots of the cell, if no artificial cold spot
was introduced somewhere along the cell body. To this end, a tube is inserted into the ther-
mal shield, which allows to blow compressed air onto the cell’s sealing nozzle, located at the
midpoint of the cell body. For the experiments in chapters 5 & 6, the cell has additionally also
been insulated by layers of aluminium foil. A first layer is introduced around the heater belt, a
second one around the outer layer of foam material and on the poster tube end caps.
Polarisation interferometer shielding To further minimise air currents, plastic pipe tub-
ing, connected to the vapour cell’s optical axis tubing, is extended to cover the entire interfer-
ometer, reaching also half way over the PBDs. The ends around the PBDs are sealed by stuffing
lens tissue into the residual gaps between the cylindrical pipe tubing and the rectangular PBDs.
The tubes also completely cover either side of all waveplates inserted into the interferometer
(see figs. 3.2 and 3.4 b). Since access to the interferometer arms is required before every mea-
surement for alignment purposes, the tubing, embracing the interferometer arms, is separated
into sections of increasing diameter, which can slide on top of one another. This remedy makes
data collection possible and enables, after an initial thermalisation period, to record data with
a stability exemplified by the individual scope traces in fig. 3.3 b - d. Comparison of the pulse
intensity fluctuations with fig. 3.5 b immediately reveals the extent of the improvement.
However, the stability is not perfect; the phase still drifts on a minute timescale. Apart from
residual air currents in the interferometer arms, these phase drifts could also result from tur-
bulences and refractive index fluctuations of the buffer gas in the Cs cell. Such effects have
been ignored in our analysis, for the simple reason, that shielding the air currents enabled us to
9This is the 1/e-lifetime.
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obtain stability on a time scale long enough to go ahead with our measurements and get results
of reasonable quality. Due to time constraints for finishing this experiment, we decided to use
the system with the presented improvements and cancel any further phase drifts manually, as
explained in the following.
Additional phase compensation The residual phase drifts are slow enough to be compen-
sated by polarisation optics, for which reason an additional λ/2- and λ/4- plate are inserted
into the interferometer. These are reset manually after completing the measurement for one
combination of input signal polarisation x and analysis polarisation basis y. For each such
combination, the measurement settings are always recorded in the sequence sd, scd, cd.
In practice, the requirement for realignment means that the interferometer itself does not op-
erate in the {|H〉, |V 〉}-basis anymore. Instead it rotates the input states to some arbitrary
location on the Bloch sphere, which is reset to the {|H〉, |V 〉}-basis by the λ/2- & λ/4- plate.
Fig. B.1 c in appendix B.1.1 exemplifies such a rotation10. This operation leads to the pick-up
of a Berry phase [132]. To allow for faithful detection of the output, the Berry phase also needs
to be compensated. It can be cancelled by performing the exact opposite sequence of rotations
experienced by the signal inside the interferometer11. Generally, such phase-compensation is
done using a sequence of three waveplates [135] in the order λ/4, λ/2, λ/4, which allows arbi-
trary polarisation rotations on the Bloch sphere (see appendix B.1.1 for an introduction of the
Bloch sphere). The three waveplates are added in between the interferometer output and the
polarisation analysis (see fig. 3.2). Likewise to their intra-interferometer counterparts, manual
resetting is necessary between measuring consecutive polarisation settings {x, y}. While the
10 Fig. B.1 c of appendix B.1.1 assumes the rotation as a map from {|H〉, |V 〉} to {|R〉, |L〉} (path 1 → 2),
followed by subsequent resetting with a λ/4- plate (path 2 → 3) and a λ/2- plate (path 3 → 4). Over this
procedure, the beam picks up a geometrical phase Ω1−4, the Berry phase [132], which corresponds to the solid
angle of the enclosed path traversed by the initial polarisation state on the Bloch sphere.
11 i.e. reversing the path on the Bloch sphere
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waveplates inside the interferometer are aligned for optimal control extinction in the signal out-
put port, the compensation waveplates are set subsequently by sending in a |+〉 -pol. signal.
With the polarisation analysis set to |−〉, the waveplates are aligned for minimum transmission.
This cancels the Berry phase and allows to faithfully analyse all input states in the basis state
set B ∈ {|H〉, |V 〉, |+〉, |−〉, |R〉, |L〉}, required for quantum process tomography (QPT, see ap-
pendix B.1). Because the control field is split from the signal by the PBDs beforehand, the Berry
phase compensation setup does not affect the measured signal in any way other than cancelling
the geometric phase.
3.3.2 Measurement procedure
Memory efficiency To measure the memory efficiency, the differences between the observed
pulses in the read-in and read-out time bins are recorded upon blocking and unblocking the
control field [34,52,128]. As shown in fig. 3.3, when applying setting sd, storage and retrieval are
absent. Here, the Menlo PD records the input signal pulse, with an integrated pulse area Ain
and an output voltage signal amplitude Iin, which is proportional to the pulse peak intensity.
For setting scd, the reduction of the transmitted pulse in the input time bin, with area Atrans
and amplitude Itrans, yields the read-in efficiency ηin . Atrans and Itrans denote the reduction in
pulse area and pulse intensity with respect to Ain and Iin. Similarly, using the areas Aout,i and
amplitudes Iout,i of the retrieval pulses in read-out bins i allow to calculate the total memory
efficiency ηmem . Both efficiencies are defined as:
Efficiency in: ηin =
Atrans
Ain
≈ Itrans
Iin
, ∆ηin =
√
∆A2trans
A2in
+
A2trans ·∆A2in
A4in
Efficiency out, bin i : ηmem,i =
Aout,i
Ain
≈ Iout,i
Iin
, ∆ηmem,i =
√
∆A2out,i
A2in
+
A2out,i ·∆A2in
A4in
(3.1)
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Similar results are obtained when using the pulse areas or their voltage amplitudes. The former
yield the efficiencies stated in table 3.1, which lists the observed values for all investigated stor-
age times τS .
Notably, eqs. 3.1 implicitly assume the absence of any noise, whose contribution would addi-
tionally require usage of results for setting cd. We will see in chapters 5 & 6, that the Raman
memory has a significant noise floor at the single photon level. Thus, at the single photon level,
recording of all three settings {scd, sd, cd} is required. For measurements with bright coherent
states on linear photodiodes, the noise is however far too weak to be detected (see fig. 3.3) and
can be neglected.
τs ηin[%] ηmem,1[%] ηmem,2[%] ηmem,3[%] ηmem,tot[%]
12.5 ns 26.4± 0.1 5.4± 0.2 4.46± 0.02 1.19± 0.02 11.05± 0.2
312 ns 22± 0.5 4± 0.3 3.1± 0.3 2.4± 0.2 9.5± 0.5
500 ns 14.7± 1.1 2.3± 0.3 2± 0.3 1.7± 0.3 6± 0.5
750 ns 20.6± 0.4 2.4± 0.2 2.1± 0.1 1.7± 0.2 6.5± 0.3
987 ns 20.4± 0.1 3.4± 0.04 2.9± 0.1 2.33± 0.04 8.63± 0.1
1512 ns 18.4± 0.9 1.4± 0.2 1.1± 0.2 0.9± 0.2 3.4± 0.3
Table 3.1: Memory efficiencies obtained during the polarisation storage experiments. The effi-
ciencies are the averages over all input polarisations x for the same analysis polarisation y = x,
i.e. at maximum transmission through the analysis polariser. Note that these numbers are
not used for determining the memory lifetime data, shown in fig. 3.8, which was recorded in a
separate measurement.
Balancing both memory rails Faithful polarisation storage in the dual-rail memory also
requires equal memory efficiencies in both arms. Imbalances artificially rotate the polarisa-
tion, since the respective weights between the contributions α|H〉 and β|V 〉 in the decompo-
sition of an input state |φ〉 = α|H〉 + β|V 〉 are changed. Efficiency balancing between both
arms is firstly achieved by matching the spatial mode profiles and the locations of the beam
waists, which are positioned at the centre of the Cs cell. Signal and control are focussed to
waist sizes wsig.0,H = 290µm × 260µm, wctrl.0,H = 500µm × 690µm and wsig.0,V = 300µm × 270µm,
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wctrl.0,V = 560µm× 700µm for the |H〉 and |V 〉 arms, respectively. Similarly, the optical pumping
beam is focussed to beam waists of wdiode0,H = 480µm × 430µm and wdiode0,V = 390µm × 330µm
in each arm, whose locations are coincident with those of signal and control. Temporal mode
matching between signal and control is optimised with translation stages positioned in both con-
trol arms prior to control insertion into the first PBD. When actually performing measurements,
the power splitting of the control into both arms is adjusted to balance the memory efficiencies,
yielding, on average, a splitting ratio of 1.1 : 1 between the |H〉 and |V 〉 arm. Similarly, also
the available diode laser power of 3.5 mW is split with a ratio of 1.22 : 1 between the |H〉- and
|V 〉-arm to obtain balanced efficiencies.
The splitting in the available control pulse energy reduces the memory efficiency [51]. The lower
control pulse energy leads to a reduction from an efficiency of ηmem ≈ 30 %, observable in a single
mode memory, where the full control power is inserted into this single mode (see chapters 5 & 6),
down to ηmem ≈ 5 % for the dual rail configuration, when the control power is split between both
modes. These efficiencies represent the numbers for the first read-out time bin at τS = 12.5 ns
storage time.
Input signal intensity level Since the experiment uses bright coherent state input signals,
the results presented here do not unambiguously prove the operation of our system as a quan-
tum memory (see section 3.5 below). Nevertheless, experiments with bright coherent states are
a good first benchmark to test the capabilities of our system, since the counting statistics of
coherent states at the single photon level, when passing through a linear optical system, follows
the classical behaviour [69,81,136]. Ignoring any contributions from noise, one would thus expect to
obtain similar result for the polarisation storage of signals at the single photon level. An exten-
sion of the experiment down to the single photon level has been omitted, as it is quite challenging
for two technical reasons. The first is specific to the current experimental layout: at the single
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photon level, small polarisation rotations start to matter, as these increase control field leakage
into the signal output mode. The leakage is registered by an avalanche photodiode (APD), but
it is not observable on the linear Menlo PD. Such rotations are introduced by the hot Cs cell
and they are different between both interferometer arms12. Rebalancing would require separate
sets of continuously accessible λ/2 and λ/4 waveplates in each interferometer arm, which are
tricky to combine with interferometer shielding. Secondly, single photon level measurements
necessitate significantly longer integration times per measurement setting (∆tmeas ∼ 10 min)
than the times employed here (∆tmeas . 1 min); see also section 5.3. Consequently, the interfer-
ometer phase would need to be stable for & 30 min until all three settings are recorded, which
is not achievable with the current system. Either active stabilisation or further reduction of
heat transport, e.g. by placing the interferometer in a vacuum environment, could be means to
achieve these longer stability times13. All of these points are technical challenges, which can be
overcome. So, in principle, the experiment can be conducted at the single photon level. For the
current proof-of-principle study, we however only investigated bright coherent states. Besides
these technical issues, there is an actual, crucial challenge when operating the system at the
single photon level. This is the memory noise floor, as we shall find out in section 3.5.
3.4 Results
Because our Raman memory operates with orthogonally polarised signal and control (see chap-
ter 2), we would expect the stored signal’s polarisation to be dependent on the polarisation of
the control. With equal control pulse timings in both interferometer arms and equal memory
efficiencies, the read-out signal’s polarisation should hence be unaffected by the storage. Ac-
12 In previous work [34,128], the origin of these rotations was attributed to birefringence in the cell windows.
However, it could also result from a Faraday rotation in the pumped Cs at higher densities.
13 Again, this neglects any effects from the buffer gas, which would have to be studied and eventually compen-
sated for as well.
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cordingly, the process matrix χi,j , with i, j ∈ {X,Y, Z,1}, where X, Y , Z represent the 3 Pauli
spin-matrices for a qubit [4] and 1 is the identity (see appendix B.1.1), should solely contain one
non-zero value at χ1,1, the identity operation. Deviations therefrom, i.e. polarisation rotations
of the output, can have different causes. The obvious possibility is interferometer instability.
Furthermore, noise emitted by the memory can add to the signal and, if polarised differently,
lead to an effectively rotated signal upon detection; yet noise contributions are negligible for
bright coherent states. Since storage and retrieval are a coherent process, the phase of the
output is sensitive to the phase of the spin-wave [137]. Different phase evolutions of the two
spin-waves in each interferometer arm can lead to a phase difference and thus to a rotation in
the output signal. A further possibility for polarisation rotations are Faraday rotations [138] in
the Cs vapour.
We can investigate the influence of any such effects by performing full process tomography,
using the basis states B =
{|H〉, |V 〉, |+〉, |−〉, |R〉, |L〉} for the input and analysis polarisations,
as outlined in appendix B.1.3. We reconstruct the process matrix χ for the input signal (setting
sd) and the signals transmitted through and retrieved from the memory (setting scd). This is
conducted for a set of storage times τS = {12.5 ns, 312 ns, 500 ns, 750 ns, 987 ns, 1512 ns}, until
decoherence decreases the memory output to levels too low for determining the read-out signal
fraction. Using the reconstructed process matrices χ, we also determine the process purity P
and fidelity F (see appendix B.1.3).
3.4.1 Process matrix
When the memory is off (setting sd), we detect the input signal transmitted through the inter-
ferometer. Its process matrix χoff = χ
sd contains solely the effects of the polarisation interfer-
ometer and thus allows to benchmark its performance. With good alignment, the interferometer
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should leave the signal state unchanged, corresponding to the identity operation14 χoff. With
control pulses present, χscd,in for the read-in time bin shows the influence of the Raman inter-
action on the non-stored signal. Any deviation of χscd,in from χsd arises from imbalances in
the read-in efficiencies ηin between both arms. In turn, the process matrices for the retrieved
signal χton = χ
scd,out,t
i,j in time bin t show how well polarisation is preserved. Since additional
components besides χton = 1 alter and possibly reduce the retrieved information content, they
negatively influence the memory’s performance. Fig. 3.6 illustrates the obtained results, exem-
plified by χoff and χ
out,1
on for τS = 750 ns storage time. Every element in χ, besides the unity
operation χ1,1 on the diagonal, corresponds to a change in the polarisation of the input state.
For instance, the other diagonal elements {χXX , χY Y , χZZ} indicate the probability for a po-
larisation rotation expressed by the respective Pauli-matrix (see eqs. B.1 and B.2). So, if the
matrix was given solely by the element χ = χXX , the process would generate a |+〉-polarised
output whenever a |H〉-polarised input state is inserted.
As we would thus expect for good polarisation maintenance, the only considerable contribution
to the matrix χoff, displayed in fig. 3.6 a, comes from the identity operation. This means, there
are no significant influences from the interferometer. In the first retrieval bin, fig. 3.6 b, χout,1on
is also dominated by the identity operation. We can clearly see that the χ11 column is, by
far, the highest element of χ. Additionally, small diagonal and off diagonal elements appear,
most noticeable on the diagonal element χXX . It represents the aforementioned polarisation
rotation, which only occurs with low probability, represented by its relative column height. Yet,
these additional elements do not necessarily result in mixed output states, because off-diagonal
coherence elements also appear. For instance, uncompensated unitary rotations can also add
14 χoff = 1˜ =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

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such terms. To investigate their influence, we will next look at the purity of the process matrices.
(a) (b)
Figure 3.6: Real part of the process matrices χi,j for τS = 750 ns storage time. (a): Process
matrix χoff = χ
sd
i,j for setting sd, corresponding to the action of the polarisation interferometer
on the input signal. (b): Process matrix χout,1on = χ
scd,out,1
i,j for the signal in the first read-out
time bin, i.e. retrieved after storage for τS . The elements χi,j , with i, j ∈ {X,Y, Z,1} denote
a polarisation rotation, induced by application of the respective Pauli spin-matrices σi and σj
to the input state, with density matrix ρin (see eqs. B.1 and B.2 in appendix B.1). So, each
column χi,j yields an output state ρout = σiρinσ
†
j .
3.4.2 Process purity
The process purity, as defined in appendix B.1.3, is shown in fig. 3.7 for both settings sd and scd.
Within the input time bin (fig. 3.7 a), the input signal transmitted through the interferometer
has an average purity of Poff = Tr
(
χ2off
)
= 0.989. The high number illustrates that, despite the
experimental challenges imposed by thermal instability (see section 3.3.1), the interferometer can
nevertheless be aligned quite well and can be kept stable throughout a measurement cycle. These
purity levels are closely matched by the non-stored signal, transmitted through the memory,
which on average has P inon = Tr
((
χinon
)2)
= 0.988. So the memory read-in efficiencies between
the interferometer arms also remain reasonably stable throughout the measurement. Since the
location of both sets of data around the mean correlate, changes in performance are partially
due to interferometer alignment. In the read-out time bins 1-3, the process purity decreases to
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averages Pout,1on = 0.829, Pout,2on = 0.846, and Pout,3on = 0.811 for the respective time bins. Hence
the additional elements in the process matrices χ give rise to some mixture in the memory
output. As a result, the memory scrambles the polarisation information at times. The purities
are time independent, i.e. there is no downward trend for longer storage times. So spin-wave
decoherence does not increase polarisation state mixture in the output. Moreover, the purities
have nearly equal averages for all read-out bins. Their spreads around their means are also
identical and correlated for the different time bins. Partial spin-wave retrieval hence does not
affect the remaining fraction of the spin-wave and the decrease in purity most likely arises within
the Raman transition process. Despite the corresponding reductions in the Bloch vector length
(see appendix B.1.1), memory storage does not scramble a pure input state.
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Figure 3.7: Process purity and process fidelity for (a): Input time bin showing the signal
transmitted through the memory, i.e. the fraction of the input signal that is not stored. (b):
First read-out time bin. (c): Second read-out time bin. (d): Third read-out time bin. The
values obtained from the reconstructed process matrices of the individual measurements are
shown by black triangles for the purity and by green circles for the fidelity of the input state
transmitted through the interferometer (setting sd). The purity and fidelity data points observed
in each time bin with active memory interaction (setting scd) are drawn with blue triangles and
red circles, respectively. Horizontal lines show the average values of the data with equal colour
coding, where the grey areas denote the error regions of the fidelities obtained for active memory
(setting scd) by Monte-Carlo simulation (see appendix B.1.3).
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3.4.3 Process fidelity
The next question to ask is, whether storage and retrieval change the direction of the Bloch vector
(see appendix B.1.1). This is answered by evaluating how closely the process χon resembles the
best possible process15 χoff, observed for input signal transmission through the interferometer.
We use the process fidelity F(χ|χoff) as defined in appendix B.1.2. To aid comparison, the results
are shown in fig. 3.7 alongside the process purity. By definition, F = 1 for the input signal (sd)
with χoff, since it is the benchmark. As the average fidelity F in = 0.998 ± 0.002 demonstrates,
the transmitted fraction of the signal in the input time bin is nearly unmodified. Thanks to
good initial balancing of the read-in efficiencies between both interferometer arms and their
stability throughout the measurement, there are no undesired state rotations from preferred
Raman absorption in one of the arms. The fidelities in the output time bins are reduced to, on
average, Fout,1 = 0.92± 0.07, Fout,2 = 0.93± 0.08 and Fout,3 = 0.90± 0.09, respectively. As the
data points in fig. 3.7 show, purity and fidelity correlate in their variations around their means.
Mixed states, containing rotated states from operation elements χi,j 6= χ1,1, do not only reduce
the purity, they can also deflect the direction of the Bloch vector.
3.4.4 Purity and fidelity during the storage time
As for the purity, the fidelity is approximately independent of the storage time τs. Fig. 3.8 a - c
explicitly shows that spin-wave decoherence in the dual-rail memory does not visibly affect the
polarisation storage quality by comparing the process fidelity with the memory lifetime over
storage time τS . This finding is different to polarisation storage demonstrations in some other
systems [22,69], where reductions however appear after much longer times τS than currently avail-
able with our system. We determine the lifetime from the pulse areas of |H〉-pol. input states,
15 This simplified picture of fidelity only holds true for pure states, see appendix B.1.1.
3.4 Results 71
analysed also in |H〉-pol. basis. It was measured before the QPT datasets and after initial de-
gaussing of the memory cell. The normalised reduction in pulse areas is fitted by an exponential
decay16 ∼ α exp
{
− tτmem
}
with memory lifetime τmem. Fitting with a variable amplitude factor
α yields lifetimes τout,1men = 1.39 ± 0.01µs, τout,2men = 1.34 ± 0.01µs and τout,3men = 1.73± 0.03µs,
obtained from the three output pulses. Due to the small pulse areas for the third retrieval pulse,
the data quality is reduced compared to the other time bins, which are thus more representative.
The measured storage times tie in with the previous performance of our system, which, at the
time these experiments were conducted, constituted one of the largest time-bandwidth products
in the memory space [34,52]. Taken by themselves, these storage times are however quite short,
compared to the minute-long spin-wave lifetimes achievable in atomic vapours [33]. Possible im-
provements [42] are magnetic shielding of the cell, and paraffin-coated cell walls. Furthermore,
the use of a top-hat spatial mode intensity profile for the control pulses and a cell of smaller
diameter, such that the control illuminates the full cell diameter, can also increase the storage
time, as atoms cannot diffuse out of the laser beam anymore.
While decoherence affects the storage efficiency by reducing the spin-wave amplitude, it does
not lead to any reduction in the retrieved quality of polarisation information. This means, the
global phase relationship between both memory rails is constant throughout the storage time, as
any change would lead to a polarisation rotation in the read-out. Assuming magnetic dephasing
is the dominant loss mechanism, as previous results suggest [34], spin-wave dephasing would not
influence the polarisation state if both rails are subject to the same static magnetic field and
both memory modes have an equal population distribution across the 62S1/2F = 3 Zeeman sub-
levels. The dephasing rate would be similar between both memories, for which reason the phase
16 For pure magnetic dephasing, caused by a well defined, static B-field, one would expect a Gaussian decay
∼ exp
{
− t2
τ2men
}
, which previous results suggested to be the dominant decoherence mechanism in our system [34].
For the present dataset, as well as later measurements (see appendix E.6.1), an exponential decay better describes
the data. Exponential efficiency decay is, e.g., expected for atomic diffusion out of the laser beam.
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change of their spin-waves is correlated. To our current knowledge, the residual magnetic fields
mostly originate from the heater belt, which is wrapped around the Cs cell. As such, the H-field
is cylinder symmetrically aligned along the optical axis. The memory rails are positioned with
approximately equal distances to cylinder axis of the cell. Hence to good approximation, both
arms experience the same H-field. In the case of decoherence through atom loss from diffusion
out of the vapour volume, covered by the control pulses, no influence on polarisation storage is
expected either. Lost atoms, to first approximation [42], do not contribute to the read-out signal
as long as they do not re-enter the cell volume covered by the control. So the remaining atoms
still have the same global phase relationship.
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Figure 3.8: (a) - (c): Process fidelity Fout,i and memory lifetime for read-out time bins 1 -
3. Like fig. 3.7, red circles represent the fidelity data and the red lines their averages, whose
errors are the grey shaded area. Blue points are the normalised efficiencies
ηmem,i(τs)
ηmem,i(12.5 ns)
, with an
exponential fit as the blue line; fit errors are also shaded in grey.
3.5 Outlook for memory operation in the quantum regime
Despite small reductions in the retrieval time bin, the observed purity and fidelity values look
promising for the Raman memory’s applicability in a polarisation based quantum network at first
glance [128]. However, during our measurements, the system was supplied with bright coherent
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Figure 3.9: (a): Boundary fidelities FB for Fock (solid black line) and c.s. (solid grey line)
vs. input photons Nin. The solid pink line is the FB = 2/3 bound for single photon states
(Nin = 1 γ/pulse). Dashed lines show the increased FB for c.s., stored in a single mode memory
with ηmem = 29 % (blue) and a dual-rail memory with ηmem = 5 % (red). Equally coloured dotted
lines denote FB when also considering losses in the output (T = 5 %). (b): Fidelities expected
with a constant memory noise floor (Noutnoise = 0.15 γ/pulse). Blue and red solid lines denote
c.s. signals for the single-mode and the dual-rail memory, respectively. Similarly, pink circles
and triangles are the same memory configurations for single photon inputs; filled and empty
markers indicate perfect (ηher = 100 %) and the current (ηher = 22 %) heralding efficiency. (c):
Comparison between the boundary and the expected experimental fidelities at the single photon
level (combination of (a) & (b) with same colour coding). (d): Required memory noise floor
to obtain expected fidelities F equal to the boundary fidelities FB. Black line is the current
memory noise floor Noutnoise = 0.15 γ/pulse; other colour coding for the different signal types as in
(b). The × marks the experimentally optimal c.s. input photon number. (e): Signal-to-noise
ratio (SNR) required to obtain the noise levels shown in (d). Colour coding is equal to (b) and
(d). The SNR for c.s. and a dual-rail memory is divided by a factor of 20 for better visibility.
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states. So, the question, whether the memory can actually be operated in the quantum regime,
still remains. While we have neither attempted polarisation storage with input signals at the
single photon level, nor with real single photon input states, we can nevertheless assess the
memory operation theoretically by comparing our fidelity results against boundary fidelities
(FB). The boundary fidelity is the minimum fidelity states, retrieved from a quantum memory,
must possess to exclude the possibility, that these states were produced by a classical memory.
To do this, we will first briefly outline the relevant boundary levels, then extrapolate the expected
performance of our system, to obtain an estimate of the fidelities that can be expected in the
single photon regime. We will then compare the expected performance with the boundary
fidelities and, in a final step, determine the memory noise characteristics, required to enable
operation in the quantum regime.
Boundary fidelities FB correspond to the fidelities a state, created on-demand by an eaves-
dropper after interception and measurement of an input quantum state, can possibly pos-
sess [139,140]. In this particular example of an intercept-and-resend attack, the eavesdropper could
just completely by-pass the memory and supply the copied states directly into the memory’s
output mode. Due to the no-cloning theorem [4], such copied states cannot have all character-
istics of the original quantum state; one example for this is the state’s fidelity. In order to
distinguish memory storage from such an attack, the memory needs to preserve the incoming
quantum state’s characteristics better than one can reproduce by classical state copying. In
other words, if an eavesdropper could prepare a state with a fidelity FB after measurement of
the input signal, states, retrieved from the memory, have to possess fidelities F > FB. If this
condition is fulfilled, the memory is said to operate in the quantum regime. The exact boundary
values depend on the actual experimental configuration and, in case the input signal differs from
true single photons, on the number of photons, Nin, contained in the input state. Appendix B.4
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outlines the calculation of FB in detail. Here we only summarise the results, which are shown in
fig. 3.9 a for coherent state inputs (c.s.) and heralded single photons, obtained with an SPDC
source (SPDC).
For Fock state input signals, containing Nin photons, the fidelity bound is FB = Nin+1Nin+2 (black line
in fig. 3.9 a). This gives the widely known value FB = 2/3 for a true single photon input [141] with
Nin = 1 (pink line in fig. 3.9 a). The value is essentially set by the number of projectors σ{X,Y,Z}
that can be measured simultaneously. The fidelity bound increases with Nin, as measurements
in different bases can be made by splitting up the photons [142]. Importantly, this bound changes
if the input state is not a Fock state [22]. For other signals, such as coherent states (c.s.), the
memory’s storage efficiency also leads to an additional modification of the bound. Both factors
increase FB with a functional form originally presented by Specht et. al [22] and Gu¨ndogan et.
al. [70], which is discussed in appendix B.4. With perfect memory efficiency, i.e. ηmem = 100 %,
one obtains a fidelity bound shown by the grey line in fig. 3.9 a. When inserting all control
pulse energy into a single memory mode, we achieve ηmem = 29 % efficiency, depicted by the
blue dashed line in fig. 3.9 a. Due to the control power splitting in the dual-rail configuration,
the efficiency reduces to ηmem = 5 %, denoted by the red dashed line in fig. 3.9 a.
Apart from inefficient storage, any transmission losses behind the memory as well as inefficient
photon detection increase FB even further. To obtain an estimate for such losses in an actual
single photon experiment, we take the transmission of T ≈ 10 % for our heralded single photon
storage set-up, presented in chapter 5 (see fig. 5.1), and assume a single photon detection
efficiency of ηdet ≈ 50 %, which is the expected value for our single photon counting modules
(see section 4.4). In total, this yields an effective transmission of T = 5 %, which equals the
probability of registering a photon once it has been released from the memory. The resulting
boundary fidelities are depicted by the blue and red dotted lines in fig. 3.9 a for ηmem = 29 %
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and ηmem = 5 %, respectively.
We clearly see that the requirements on F become quite stringent, the less efficient the system
becomes or the more photons Nin are sent into the memory. Note in particular that all boundary
lines for FB converge against 1 for Nin → 100 γ/pulse. Our bright c.s. results would have to
show unrealistically good fidelities to overcome this bound. Any experiment with bright coherent
state input signals will thus struggle to demonstrate memory operation in the quantum regime.
Nevertheless, it is worthwhile to examine, what fidelities can be expected from our memory, if
we reduced the signal strength down to the single photon level.
Expected fidelities at single photon level To estimate F , we use the argument [128] that
the operation of the dual-rail memory and the interferometer are those of linear optical systems.
For such systems, the counting statistics of single photon transmission follows the classical
behaviour [81]. An example are interferometers, showing interference fringes in their outputs for
light at the single photon level [143] and single particle Fock states [144] alike. Replacing the input
signal with a heralded single photon, for which FB = 2/3, should thus yield the same process
matrix χ. Consequently, we estimate the retrieved state’s fidelity at the single photon level by
the process fidelity17 of F ≈ 0.9, measured for bright coherent state inputs.
Yet, tacitly this assumes the absence of noise, which is not the case for our system. As we will
see in chapters 5 & 6, likewise to other memory systems [42,66,79,110,146], there is a non-negligible
noise floor at the single photon level [34,100]. It needs to be considered when estimating the
fidelity of the output signal. Since noise has the fidelity Fn = 1/2 of a completely mixed state, it
reduces the signal’s fidelity with respect to the bright coherent state values, for which the noise
17 Importantly, the fidelity bound analysis works on quantum state fidelities, not process fidelities. Here we
use the process fidelity as the average output fidelity obtained for an input state with Fstate = 1. Naively this
is motivated from the fact that process tomography is obtained from state tomography over all states of an
orthonormal basis. Hence the process should represent the average operation on any input state vector. It can
be shown, that this averaging also applies to fidelities [145].
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contribution is negligible. The methodology of adding the noise depends on whether a single
memory [147] or the dual-rail configuration is considered [34]. It is laid out in appendix B.4 and
used to predict the fidelities we can expect to find, when actually performing the experiment
with weak coherent states (c.s.), or with heralded single photons (SPDC). In the calculation,
we use the experimental parameters of chapter 5, with Noutnoise = 0.15
photons
pulse ( γ/pulse) for the
noise floor in the memory read-out bin (eq. 5.8), and Nin = 0.22 γ/pulse for the input number
of single photons, which corresponds to a heralding efficiency of ηher = 22 % (see section 4.5.3).
Additionally, we also consider an SPDC source with perfect heralding efficiency ηher = 100 %.
While this is experimentally unrealistic, it is the optimal performance of a single photon source
and thus acts as a benchmark for the minimal requirements on the memory noise parameters.
Likewise to the calculation for FB, we further consider memory efficiencies of ηcohmem = 29 % and
ηSPDCmem = 21 % for a single mode memory, when coherent states and heralded single photons are
inserted as input signals, respectively. For the dual-rail configuration, we assume an efficiency
of ηmem = 5 % for both input signal types.
The solid blue and red lines in fig. 3.9 b show the resulting fidelities that can be expected for
c.s., stored in a single mode (ηcohmem = 29 %) and a dual-rail (η
coh
mem = 5 %) memory. Additionally,
pink markers in fig. 3.9 b illustrate the expected values for HSP inputs. Here, filled symbols
represent ηher = 100 %, which corresponds to a single photon Fock state ofNin = 1 γ/pulse. Open
symbols denote our experimental value of ηher = 22 %. The two different memory configurations
are represented by triangles for the dual-rail, and circles for the single mode memory.
In both cases, the single mode configuration has a higher expected fidelity, because of the higher
memory efficiency. It increases the contribution of the signal with respect to the fixed amount
of noise in the read-out time bin. So the signal-to-noise ratio (SNR) is greater and the noise
fidelity Fn affects the states less. Similarly, for a fixed ηmem value, a higher number of input
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photons Nin also increases the signal fraction in the read-out, leading to a better SNR and a
higher expected fidelity.
To assess, whether these expected fidelities would allow for operation in the quantum regime,
we plot them against the fidelity boundaries in fig. 3.9 c. Quantum operation is possible, if
the expected values for F lie above FB. This means, for c.s., the solid red and blue lines have
to be compared to the dashed and dotted lines of equal colour coding. Similarly, for SPDC
photons, the pink symbols are compared to the solid pink line. For both, single mode and
dual-rail memory, the current noise floor is too high to allow demonstration of quantum regime
storage with coherent states. Similarly, no quantum storage could be shown using single photons
from our SPDC source, described in chapter 4, with ηher = 22 % heralding efficiency. Yet, when
assuming a source with perfect heralding efficiency (ηher = 1) and storage in a single mode
memory, the expected fidelity would lie above the classicality bound. Importantly, this is not
the case for other benchmark metrics, e.g. the photon statistics. As we will see in section
5.4.3, no non-classical statistics can be expected at the current noise level even for perfect single
photon preparation.
From fig. 3.9 c we can therefore draw two conclusions: First, even if we conducted the experi-
ments at the single photon level, we would not be able to claim quantum storage of a polarisation
qubit. Second, to demonstrate quantum storage of a polarisation qubit using any realistically
available input signal in the dual-rail configuration, the memory noise floor has to be reduced.
For this reason, our finial step will now investigate how much noise one can actually tolerate
before the fidelities can be reproduced by a classical memory.
Required noise floor for operation in the quantum regime We answer this by looking
for the noise floor Noutnoise, which is required to obtain a fidelity F that exactly matches the
boundary FB (see appendix B.4.2). Fig. 3.9 d shows the required numbers for the signals in
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fig. 3.9 b & c. Note, boundary fidelities that take into account the transmission behind the
memory have been neglected. Their noise requirements become unrealistically high. So only the
dashed lines in fig. 3.9 a & c are considered as boundary fidelities for c.s.
As we know already from the fidelity predictions in fig. 3.9 c, only single photons, prepared
with ηher = 100 %, can accommodate a noise floor above the current level (solid black line in
fig. 3.9 d). Since FB of c.s. is dependent on Nin, as is the expected fidelity F via the SNR, there is
an optimum signal strength Nin to probe the fidelity with. As the functional form of the required
noise level shows, this optimum photon number is Nin = 1.3 γ/pulse and Nin = 1 γ/pulse for
a single mode memory (ηmem = 29 %) and a dual-rail memory (ηmem = 5 %), respectively,
assuming a constant noise level of Noutnoise = 0.15 γ/pulse in the read-out bin for both cases.
Here, the required noise is maximal, i.e., these points require the least reduction in noise18.
With a noise reduction of only ≈ 9 %, the necessary improvements are small when using c.s.
input signals in a single mode memory. Conversely, for the dual-rail configuration, noise would
have to suppressed by a factor of ∼ 24 for c.s. and ∼ 19 for single photons, prepared with
ηher = 22 %. These latter numbers are similar to those needed to observe non-classical statistics
in the memory read-out (see chapter 5). Hence, storage of a polarisation qubit in the quantum
regime is not necessarily easier to achieve than the preservation of other quantum properties,
such as the photon number statistics.
Likewise to ηmem, the noise level is dependent on the Raman coupling (see chapter 2). To obtain
an apparatus-independent benchmark, the requirements on the noise floor can be expressed by
the SNR, whose definition reads SNR= ηmem·NinNnoise (see section 5.3.5). Therewith the minimal SNR,
required for reaching the FB boundary, is displayed in fig. 3.9 e. To measure a non-classical
fidelity with a single mode memory, the SNR for c.s. at Nin = 1.3 γ/pulse would have to be
18 Note, the required noise reduction increases towards higher input photon numbers as FB increases as well.
This is because more photons in the input signal simplify state reproduction for an eavesdropper.
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SNR= 2.71. For a dual-rail configuration an SNR=46.6 is needed. For storing single photons,
prepared with ηher = 0.22 % efficiency in a single mode memory, the SNR would have to be 0.71:1.
In the dual-rail configuration it would have to be 3 : 1. Given our current value for the SNR
for single photons in a single mode memory of 0.3 : 1 (eq. 5.8), faithful storage of polarisation
encoded quantum information would require an order of magnitude improvement in the SNR.
Again, this roughly coincides with the necessary noise level reductions for conservation of the
input photon statistics, discussed in section 5.5 (see fig. 5.6). Such improvements are quite
challenging, but not totally unrealistic. For instance, noise suppression using an intra-cavity
memory, an idea mentioned in section 5.5, could already be sufficient.
3.6 Conclusion
In this chapter, we have presented the storage of polarisation encoded information in the Raman
quantum memory. The conducted experiments have employed bright coherent state input signals
to evaluate the polarisation storage characteristics via quantum process tomography. The key
achievements have been:
• Demonstration of one possibility to implement polarisation storage, using a dual-rail mem-
ory architecture. The simple design of this system allowed to add the polarisation storage
capability to our pre-existing, single mode Raman memory [34,52] without significant exper-
imental effort. The only challenge was thermal insulation of the interferometer to prevent
air currents, excited by the heating of the Cs cell.
• Storage of polarisation encoded information with a process purity of up to P ≈ 83 % and a
process fidelity of up F ≈ 93 %. These values were similar in consecutive read-out pulses.
Furthermore, both parameters were constant throughout the memory lifetime, showing
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that signal loss due to decoherence did not affect the quality of the retrieved polarisation
state.
• Investigation of the possibility to operate polarisation storage in the quantum regime.
Here, the current noise floor of the memory has been proven too high for us to show
quantum operation by just reducing the number of input photons down to the single
photon level. To enable faithful quantum operation, the memory noise floor needs to be
suppressed.
Part II
Storage of single photons
Chapter 4
Heralded single photon source
MephiĆopheles: Grau, teurer Freund, iĆ alle Theorie, Und gr§n des Lebens goldner Baum.
We now move to the storage of actual single photons in the Raman memory, for which we
first need to assemble a source in order to produce the single photons input signals. For this
purpose, we utilise heralding of the photon pair emission by spontaneous parametric down-
conversion (SPDC). SPDC is an experimentally simple technology that enables convenient tai-
loring of the prepared single photons to the memory. To present the implementation of this
source, we start with a short state-of-the-art overview and introduce the important metrics for
seamless interfacing with the Raman memory. Thereafter, we go into the details of how to ap-
propriately engineer the SPDC photons. Having determined the design parameters, we lay-out
the experimental apparatus and the methodology for measuring single photons. We conclude
with a characterisation of the source performance. We focus particularly on the spectrum, the
heralding efficiency and the photon statistics of the produced single photons, which are the key
performance determinants.
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4.1 Design criteria for a source - memory interface
4.1.1 Challenges in interfacing a source with a memory
Single photon sources are one of the furthest developed building blocks for quantum net-
works [148–150]. One of the crucial design concerns for sources is their interfacing with other
components in such a network [151]. While for passive quantum gates [9,131], based on beam
splitters and interferometers, the single photon mode structure is not a major experimental
obstacle [151,152], it is important when single photons are to be used with active light matter
interfaces, such as quantum memories [153]. One of the major challenges for interfacing sources
with memories is spectral bandwidth matching between the produced photons and the signal
storage capabilities of the memory.
Amongst many promising source platforms, the nonlinear optical process of spontaneous para-
metric down conversion [154] (SPDC) has become a workhorse technology for single photon pro-
duction. Employing SPDC is an attractive possibility, but in the optical domain this can be
tricky, because atom-light interfaces are usually narrowband, as they involve atomic resonances.
Contrary, SPDC-based photon sources are broadband, since they are often operated in the
parametric regime with pulsed pump lasers, whose large electric fields are required to obtain
sufficient photon productions rates. Additionally, the wavelength regimes for optimal opera-
tion are different. While SPDC-based heralded single photon sources show best performances
in the telecom range [155], quantum memories operate mostly in the near-IR. In principle, this
mismatch could be overcome with nonlinear frequency conversions techniques [156], but only at
the expense of increasing the system’s signal-to-noise ratio. Narrowband single photon produc-
tion with SPDC-based sources is possible using, for instance, intra-cavity designs [153,157]. Be-
cause these add experimental complication, many experiments employ atom-based light-matter
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interfaces, either in the form of warm vapours [158], laser cooled atoms or single atoms in cav-
ities [22,159]. Here the atoms act as the storage medium as well as the generation medium for
single photons [16,26,72,160,161]. By construction, these systems offer the benefit of built-in match-
ing between a photon’s spectral lineshape and the memory absorption line. Yet, similar to
narrowband sources, the down-side of these systems is that they commonly rely on laser cooling,
making them technologically complex and resource-demanding.
Looking at the parameters of suggested quantum memories, systems with spectral acceptance
bandwidths large enough to enable direct interfacing with travelling-wave, pulsed SPDC sources
have been demonstrated in solid state. The first example is a Raman memory in diamond [53,162],
whose achievable storage times are, at present, too short to be useful in quantum networks. Sec-
ond, rare-earth ion doped crystals, operated by the AFC protocol, have also shown GHz spectral
acceptance bandwidths, allowing for direct single photon storage [163]. However, currently, on-
demand storage and retrieval has not yet been achieved in the specific crystal type used in these
experiments1. This is an important capability for any time-domain memory synchronisation
tasks [36] (see also section 5.1). Without it, the memory resembles a delay line of fixed length
and could be replaced by an optical fibre.
Warm vapour based Raman memories offer a compromise between the challenges on either side,
thanks to the large time-bandwidth product of B = τS · ∆mem, which, in our system, reaches
values on the order of [34] B & 1000. On the one hand, the storage times in warm vapour cells,
which can, in principle, be as long as minutes [33,112], are sufficient for these devices to have a
realistic chance to be used for temporal synchronisation tasks [14,36]. On the other hand, the
memory’s acceptance bandwidth ∆mem ∼ 1 GHz is broad enough to enable interfacing with
travelling wave SPDC sources. The SPDC output photons still require spectral filtering to
1 Broadband storage has been shown in Tm-doped LiNbO3 crystals, whereas on-demand memory operation
based on AFC was conducted in Pr- and Eu-doped YSiO5 crystals
[164–166].
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match the memory. But, because this can happen after the SPDC process [73], a cavity is neither
required for spectral narrowing, nor for boosting the emission rates. Building a light-matter
interface with the Raman memory thus allows one to benefit from the advanced development of
SPDC-based heralded single photons while maintaining technological simplicity.
4.1.2 Requirements on the produced heralded single photons
To achieve good performance of the interfaced SPDC source - Raman memory system, we need to
consider three aspects that dictate the source design. Here, we explain their origins qualitatively,
before we discuss the actual source design in the next section:
Photon number purity Spontaneous parametric down conversion (SPDC) is a non-linear
optical effect, where one pump photon is converted into a pair of lower frequency photons,
termed signal and idler [167]. SPDC can thus be envisaged as the inverse process of second
harmonic generation [168,169] (SHG). Since signal and idler are strictly produced in pairs [170],
detection of either photon heralds the presence of the other [154]. Therewith a single photon
is produced [171]. Importantly, the resulting state must, at most, contain one photon. This is
characterised by the state’s photon statistics [172], which shows anti-bunching, a property that
can be evaluated with the second order autocorrelation function g(2)(τ), with g(2)(τ = 0) = 0
for a perfect single photon state [172,173]. The increase of the pair production probability with
SPDC pump power [174] leads to the simultaneous generation of multiple photon pairs [85]. Yet,
multiple pair emission is undesirable for heralded single photon production, as it adds photons
to the output state and elevates g(2)(0), which eventually results in the generation of a thermal
state [172,174,175]. Heralded single photons must thus be produced with good photon number
purity, observable in g(2)(0)→ 0.
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Spectral mode matching Apart from the resulting upper bound on the pump power, there
is the necessity to generate sufficiently many single photons. The exact emission rates are
determined by the source brightness, which depends on the spectral and spatial emission profile
of the parametric fluorescence [176,177]. With the pump pulse energy split between signal and
idler, their respective frequency distributions result from phase-matching constraints that follow
from the conservation of energy and momentum [73,98]. In the absence of any spectral filtering,
travelling-wave SPDC sources commonly have phase-matching bandwidths in the high GHz to
THz frequency range. To match the signal photon’s bandwidth with the memory’s acceptance
bandwidth, frequency filtering on the idler photon can be used [152,178] (see appendix C.1). As
a result the number of heralding events reduces significantly, for which reason the unfiltered
source needs a high brightness to begin with. Another source design criterion is thus set by
the ability to filter the signal photon to the correct spectrum, accepted by the memory, while
simultaneously achieving reasonable production rates.
Heralding efficiency The method of heralding defines the third design parameter. Since the
presence of a photon in the signal mode can only be known with certainty upon detection of
its idler counterpart, it is critical to actually deliver the signal photon to any device further
downstream once its presence has been heralded. This efficiency of delivery is the heralding
efficiency ηher, defined as ηher = α · ps|i·pipi = α · ps|i. Here, ps|i corresponds to the conditional
probability for signal detection, given detection of an idler photon, and pi is the observation
probability for an idler photon. Note, ηher is independent of the idler photon detection rate.
Experimentally, the signal is SMF-coupled, so ηher is the probability for a signal photon to exit
the SMF after idler photon detection. The constant α accounts for the below-unity optical
transmission of the signal photon’s beam path2 (see also eq. 4.15). This sets tight tolerances on
2 Note, this beam path starts at the location in the nonlinear material, where the SPDC photon pair is
generated and includes SMF-coupling and propagation in SMF as well as free space.
4.2 Source design and expected performance 88
the optical losses in the signal path and on the signal’s spatial mode quality, as it needs to be
collected into SMF with high efficiency. Additionally, false heralding signals need to be avoided,
since these artificially reduce ηher. In the idler mode, low single photon fluorescence noise and
detection with low dark counts are thus desirable. Overall we aim to achieve an ηher as high as
possible.
4.2 Source design and expected performance
From these requirements, we can devise the SPDC source set-up. In the following, we first
describe our choice for the nonlinear medium. Thereafter we explain how to match the central
frequency of single photons with the input signal channel of the memory. To this end, we
introduce a description of the SPDC in the spectral and temporal domain. This does not
only allow us to find the required filtering for the idler photons, but also helps in the source
performance characterisation later on.
4.2.1 Choice of the nonlinear medium
The frequency conversion relies on the second-order nonlinear susceptibility tensor, found in non
centro-symmetric salt crystals [179]. SPDC has been realised with a variety of these media [180]
either in form of bulk crystals or waveguide chips. The advantage of waveguide systems is their
well defined spatial mode structure [181,182] and high brightness [183] at modest pumping powers3.
These points make the waveguide our system of choice; on the one hand, we obtain relatively
easy spatial collection of the SPDC photons, and, on the other hand, the use of modest pump
powers allows us to derive the SPDC pump and the memory control pulses from the same laser
3 This argument depends on how well the pump can be coupled into the waveguide, which is often neglected
as it is wavelength and waveguide design dependent.
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source, which simplifies experimental complexity and cuts cost4.
For the nonlinear material, potassium titanyl phosphate [186] (KTP) is chosen, thanks to its large
nonlinear coefficients [187]. We implement type-II SPDC [188], using the coefficient [179] d24 ≈ 3.92,
which results in orthogonally polarised signal and idler photons5. With regard to the large elec-
tric fields, resulting from light confinement in the waveguide channels, an additional advantage of
KTP is its high damage threshold. KTP is produced either by hydrothermal or flux growth [189].
We use flux grown KTP, which suffers less from the dominant damage mechanism of grey track-
ing [190]. The waveguide chip is produced by ion exchange: channels are written onto the top
surface of a KTP substrate by replacing titanium (Ti) with rubidium (Rb) ions [191], raising the
refractive index from nKPT = 1.83 to nwg ≈ 1.84. The index contrast on the channel boundaries
causes guiding of light in the channels. These have a tapered, error-function-shaped depth pro-
file [192] (see fig. 4.2), resulting from the Rb diffusion into the KTP substrate. Fig. 4.1 shows
the waveguide channels on top of our LKTP = 2 cm long chip, as well as the end facets with the
observed channel profiles.
The entire chip hosts three families of waveguides. Each family contains 6 guides, spaced by
35µm, whose channel widths wwg = {2, 3, 4, 2, 3, 4} µm vary in sawtooth order. As we will
discuss shortly, SPDC is pumped with light at λp = 426 nm wavelength to produce signal and
idler photons at λSPDC = 852 nm wavelength. To achieve phase-matching for SPDC at these
wavelengths, the channels are periodically-poled [193] with ΛKTP ≈ 10.4µm periodicity. Exact
phase-matching is obtained by temperature tuning (see appendix C.2.2). All waveguides can
4 High heralding efficiency with good mode matching to SMF and high brightness can also be achieved in
bulk crystals [184] with appropriate pump focussing parameters [185]. Waveguides however make the handling of
long crystals easier. These are needed for long interaction times and narrow SPDC phase-matching bandwidths,
which are desirable for our relatively narrow-band memory acceptance bandwidth of ∆mem ∼ 1 GHz.
5 The larger coefficients [186] of d33 ≈ 18.5 and d32 ≈ 4.7 lead to type-I SPDC. To generate the UV pump for
the SPDC, we use type-I SHG in ppKTP under utilisation of d33 (see A.2).
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support multiple transverse modes6 at both wavelengths [181,195]. We can obtain single mode
operation for the SPDC pump, as well as for the SPDC signal and idler photons by appropriately
choosing the coupling conditions for the pump (see section 4.5.1 and appendix C.4). The optical
facets of our waveguide chip are not AR-coated for the two wavelengths λSPDC and λp, leading
to a residual Fresnel reflection upon SPDC pair extraction from the guide7.
(a)
(b) (c) (d)
(e)
(f)
(g)
SPDC idler SPDC signal
Ti:Sa Ti:Sa
SPDC UV pump
Energy
SHG
SPDC
Non-linear
process:
Frequencies:
Raman
memory
Figure 4.1: (a): Setup photograph showing the waveguide mount with coupling optics (photo
taken by Annemarie Holleczek). (b) - (d): Waveguide chip top- and edge-view with marked
channels. Blue, red and green circles mark the three channel families, each containing 6 guides.
(e): Waveguide end facet showing a set of channels with 4µm, 3µm and 2µm widths (left to
right). The central guide (3.2) is used in our experiment. (f): Top view; the arrow marks a
scratch running over the chip’s surface (see section 4.3 and appendix C.5). (g): Photograph of
light transmitted through the waveguide. The arrow marks the position of a scratch, where some
of the transmitted light is scattered. (h): Energy conservation between the Ti:Sa master laser
(memory control and fundamental for SPDC pump via SHG) and the signal and idler photons
in the SPDC pair. (i): Selection of the SPDC central frequencies, showing the preparation of
SPDC photons at the Raman memory’s signal frequency by appropriate selection of the idler
frequency.
6 At present, commercially available ppKTP waveguides support multiple transverse modes in the near-IR or
the UV regime [181,194]. Such waveguides are, to our knowledge, exclusively produced by AdvR. At the time of
ordering the waveguide chips, AdvR was producing first test samples for single mode operation around 852 nm,
whose performance parameters however could not be guaranteed.
7 This feature has been omitted when the chip was originally ordered from the manufacturer AdvR. When
funds became available in 2013, I have ordered a 2nd, coated waveguide, which however did not arrive in time to be
used for my work. Unfortunately, reliable single mode waveguides at 852 nm were still not available commercially
at the time, for which reason this 2nd chip has the same characteristics as the one used in this work.
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4.2.2 Selection of the SPDC pair’s central frequencies
To produce heralded single photons (HSPs) for storage in the Raman memory, their frequency
distribution has to match the signal leg in the memory’s Λ-system (fig. 2.3). This entails
matching of the HSPs’ central frequency and their spectral bandwidth8. With the pump pho-
ton’s energy split between signal and idler photons in SPDC, the respective distributions of
the signal and idler frequencies νs and νi result from phase-matching constraints. Both distri-
butions build a joint probability space, defined by the joint-spectral-amplitude [98] f(νs, νi) (see
section 4.2.4), whereby signal and idler frequencies must always add up to the pump frequency
νp = νs + νi (fig. 4.1 h). In turn, this allows to select a specific subset of the signal photon’s
frequency distribution by appropriate filtering of the idler photon [178]. Idler detection after fil-
tering projects the signal frequency into the desired marginal spectrum, which is the core idea
behind the spectral engineering we employ here.
We first deal with the simpler task of choosing the correct central frequencies. For the SPDC
photons to match the Cs D2-line, the SPDC photons should be emitted at λSPDC = 852 nm
central wavelength. Since SPDC splits the energy of a pump photon between the two SPDC
photons, we operate SPDC in degeneracy and require a pump at λp = 426 nm wavelength.
Experimentally, we will use our Ti:Sa laser system at λTi:Sa = 852 nm wavelength
[52] to produce
the pump via SHG (see section 4.3 and appendix A). Because the SPDC photons result from
of a sequence of frequency up- and down-conversion of the master laser’s output, their central
frequencies νs and idler νi equal the Ti:Sa central frequency νTi:Sa. With λTi:Sa = 852 nm, we
thus automatically match the SPDC pair’s central wavelength with the Cs D2-line.
Since we will use the same laser system also for control pulse generation (see chapter 5), it
8 We assume the frequency distribution is entirely described by its first (central frequency) and second moment
(bandwidth), i.e., we ignore higher order spectral phases, such as chirp, which leads to shape distortions of the
frequency distribution, e.g. kurtosis. Note also, whenever we refer to the width of the heralded single photon
spectrum, we mean its spectral bandwidth.
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is actually blue-detuned by ∆ = 15.2 GHz (see fig. 2.2). In turn, this also results in the
same detuning for the central frequencies of both SPDC photons. Consequently, we need some
frequency fine tuning for the HSPs to match the signal frequency in the memory’s Λ-system.
As fig. 4.1 i shows, we use the comparatively broad phase-matching bandwidth of the SPDC
process, calculated in section 4.2.4 below. It allows to select slightly non-degenerate signal and
idler frequencies without affecting the HSP production rates. The signal’s frequency must be
lowered by the Cs hyperfine ground state splitting δνgs = 9.2 GHz with respect to the control
frequency, which equals the Ti:Sa output at νTi:Sa. For this reason, the central frequency of the
SPDC signal’s marginal spectrum (νs,0) must have a detuning of ∆s = ∆ − δνgs = 6 GHz from
the 62S 1
2
,F = 3→ 62P 3
2
transition. Fig. 4.1 i illustrates how we can filter the idler photon to a
detuning, shifted in the opposite direction, to meet this requirement: the idler’s centre frequency
νi,0 is filtered to a detuning of νi,0 = ∆ + δνgs = 24.4 GHz.
Besides projecting the HSPs onto the correct central frequency, their marginal spectrum must
also match the memory acceptance bandwidth ∆mem ∼ 1 GHz. We facilitate this by appro-
priate choice of the idler filter’s spectral bandwidth. Bandwidth selection is more subtle and
requires knowledge of the actual joint-spectral amplitude f(νs, νi). We introduce f(νs, νi) via
the frequency domain description of the SPDC process, but beforehand we require to look at
the expected waveguide spatial mode structure to obtain the mode refractive index parameters
going into the phase-matching function.
4.2.3 Expected spatial mode structure in the waveguide
Importance of the spatial modes The spatial mode structure is one of the assets, but
also one of the challenges in operating SPDC in a waveguide. For nonlinear frequency con-
version in the waveguide, the spatial mode of the frequency-converted light is dependent on
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the spatial mode of the pump beam [181,194,195]. In case of SPDC, pump, signal and idler form
mode triplets [194], which can be controlled by the coupling conditions of the pump into the
waveguide [181,191,192,195]. The frequency conversion efficiency depends on the respective mode
triplets, whereby the highest efficiencies are obtained when all three fields occupy the funda-
mental mode [182]. Since the fundamental mode also has the largest overlap with the mode of a
SMF, we clearly desire to couple the pump beams into it. Using a microscope objective as the
input coupler, good control over the waveguide mode structure is possible [195].
Mode simulation To determine the required coupling optics and to predict the mode index
nmodej , for each mode j, we calculate the fundamental set of modes to be expected for the
waveguide channel we use in the actual experiment. It has a width of 3 µm and a depth of 6 µm
(see section 4.3). The method is based on the work of Fallahkhair et. al [196]. For the simulation
an open source MatLab code was used9. The employed algorithm determines the electric field
distribution and the mode indices nmodej in a customisable dielectric structure that is supplied
as a 2-D map of the transverse dielectric tensor (x, y) = n(x, y)2. The tensor describes the
refractive index profile (n(x, y)) of a transverse cut through the waveguide’s x-y-plane. The map
used here is shown in fig. 4.2 a10. For the simulation, it is important to consider the correct
geometry of the refractive index ellipsoid with respect to the waveguide structure. In real space,
the optical axis is considered as the z-direction and the waveguide chip face corresponds to the
x-y-plane, whereby the x-direction runs parallel the chip surface (fig. 4.2 a). Horizontally (H)
and vertically (V) polarised light have electric field vectors pointing in the x- and y-direction,
respectively. The refractive index ellipsoid11 is oriented such, that its axes
{
nx, ny, nz
}
lie
9 The MatLab library package waveguidemodesolver is freely available on MatLab File Exchange. Our calcu-
lations use the semi-vectorial mode solver supplied with the package.
10 The MatLab code for producing this map was supplied by Michal Karpinksi. It generates the same waveguide
structure that was used by Karpinski et. al. [182,195] for analysing the frequency conversion efficiencies of different
spatial modes in a ppKTP waveguide.
11 KTP is a negative, bi-axial crystal.
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Figure 4.2: Expected waveguide modes by finite-element simulation, white dotted lines indicate
the waveguide channel boundaries. (a): Transverse refractive index map of the waveguide
channel and its surroundings. Increasingly red colouring indicates an increase in the refractive
index. The coordinate systems illustrate the orientation of the index ellipsoid with respect to the
optical polarisations. (b): Refractive index depth profile going into the waveguide channel for
all 3 optical fields involved in SPDC. The index decrease follows an error-function, with dotted
lines indicating nguide(y˜) = nbulk+ ∆n
surf
2 , where the guide’s index reduces to half the value at the
channel surface. (c) & (e): Fundamental modes for guided light at 852 nm wavelength, showing
V- and H- polarisation, respectively. For the former, the light polarisation is perpendicular to
the waveguide surface. H- and V-polarised modes corresponds to the SPDC signal and idler
photons, respectively. (d): Fundamental mode for guided light at 426 nm wavelength.
along the spatial dimensions {z, x, y} (in the given order). Consequently, H-polarised light
experiences the index ny, whereas V-polarised light is subject to nz (fig. 4.2 a). The wavelength
dependence of the refractive index is modelled using the Sellmeier coefficients12 for bulk KTP
12 With the wavelength λ in units of µm, these are:
n2x = 3.29100 +
0.04140
λ2 − 0.03978 +
9.35522
λ2 − 31.45571 (4.1)
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(nbulk), quoted by Kato et. al. [197]. For the UV and IR pulses, these are nbulky (426 nm) = 1.8248,
nbulky (852 nm) = 1.7536, and n
bulk
z (852 nm) = 1.8407.
The refractive index profile, reaching into the waveguide channel (y-dimension), is described
by the error-function [192] (erfc(y)), with nguide(y) = nbulk + ∆nsurf · erfc(y/d), where the depth
parameter d = 6µm has been set to the effective channel depth and ∆nsurf is the refractive index
contrast between waveguide channel and cladding at the chip’s surface. The Rb ion exchange
raises the refractive index of the channels by ∆nsurfy (426 nm) = 0.0281, ∆n
surf
y (852 nm) = 0.0250
and ∆nsurfz (852 nm) = 0.0191 with respect to the bulk ppKTP cladding. The channel is sur-
rounded by the ppKTP cladding at the bulk index level on 3 sides and by air (nair = 1) above
the surface. Figure 4.2 a shows the vertically decreasing index contrast of the resulting refractive
index map. The depth dependence of the channel index nguide(y) is displayed in fig. 4.2 b for
the three fields involved. Dotted lines indicate the refractive index and the depth y˜ = 2.9µm
at which the index contrast halves. The structure is capable to support 3 guided modes at
852 nm and 2 modes at 426 nm. The transverse intensity distributions Ij(x, y) for the funda-
mental modes are shown in fig. 4.2 c - e for all three fields involved in SPDC. While the mode
shape is approximately spherical in the IR, it becomes highly elliptical in the UV with the mode
eccentricity13 increasing to UV,H = 0.79, compared to IR,V = 0 and IR,H = 0.3 in the IR.
Table 4.1 states the FWHM diameters of these modes. Supplying the 426 nm SPDC pump by
SMF (see fig. 4.5 a) gives it an approximately circular, Gaussian mode shape at the waveguide
input. Since no beam shaping is applied, significant spatial mode mismatch can be expected.
n2y = 3.45018 +
0.04341
λ2 − 0.04597 +
16.98825
λ2 − 39.43799 (4.2)
n2z = 4.59423 +
0.06206
λ2 − 0.04763 +
110.80672
λ2 − 86.12171 (4.3)
13 The eccentricity is defined in terms of the FWHM of the mode’s intensity distribution. Defining a =
FWHMmax/2 and b = FWHMmin/2 as the larger and smaller mode radii in the horizontal and vertical direction,
respectively, the eccentricity is defined by:  =
√
a2−b2
a2
.
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Mismatch does not only degrade the coupling efficiency, but also makes it harder to excite solely
the fundamental mode with the UV pump. The mode indices nmodej are also quoted in table 4.1.
λ [nm] Polarisation nmode FWHM of simulates modes
FWHM hor. [µm] FWHM ver. [µm]
852 V-pol 1.8439 2.4 2.4
852 H-pol 1.7594 2.2 2.1
426 H-pol 1.8421 1.7 1.05
Table 4.1: Expected modes sizes and mode indices nmodej obtained by finite-element simula-
tion. Note that the modes at 852 nm apply to the generated SPDC photons as well as 852 nm
radiation, coupled into the waveguide to generate SHG (see appendix C.2).
4.2.4 SPDC in the spectral domain
Moving forward towards finding the filter bandwidth, required to match the HSPs to the Raman
memory’s spectral acceptance bandwidth, we now introduce the necessary expressions for the
SPDC spectral output. For the Raman memory, the spectral acceptance bandwidth effectively
corresponds to the control pulse spectral bandwidth. So, coarsely speaking, the SPDC signal
photon spectrum, which is initially broadband, due to the large phase-matching bandwidth of
the SPDC process [98], needs to be reduced to ∆νs ∼ 1 GHz. Similar to selecting the correct
central frequencies, the required spectral engineering [151] is implemented by filtering the idler
photon, relying on the spectral correlations of the SPDC photon pair.
Joint spectral amplitude The correlation between the spectra of SPDC signal and idler
photons can be best understood in terms of the joint spectral amplitude (JSA) of the combined
SPDC state [98]. In general, the JSA is the probability amplitude f(νs, νi) for the observation
of a given signal (νs = 2piωs) and idler (νi = 2piωi) frequency combination in the SPDC pair.
Its exact functional dependence can be derived from the Heisenberg equations of motion [98],
where the Hamiltonian describes the energy density of the electromagnetic field in the nonlinear
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medium. Since this derivation can be found in most doctoral theses involving SPDC, its formal
derivation is skipped here14. Instead, we straight away use one of the main result: the JSA can
be written as the product [98,199,200]
f(νs, νi) = α(νp) · Φ(νs, νi) = α(νs + νi) · sinc
(
∆k(νs, νi)
2
LKTP
)
(4.4)
between the normalised spectral electric field envelope of the SPDC pump α(νp), and the
phase-matching function Φ(νs, νi) = sinc
(
∆k(νs,νi)
2 LKTP
)
for the ppKTP waveguide of length
LKTP = 20 mm. For α(νp), energy conservation during SPDC as been used to decompose the
pump frequency νp = νs + νi into the sum of signal and idler frequencies. Therewith, the
generated SPDC pair is denoted by the quantum state [199,200]
|ψ〉SPDC = |0〉+B
∫
νs
∫
νi
dν˜sdν˜if(ν˜s, ν˜i)aˆ
†
s aˆ
†
i |0〉+O(B2) + . . . , (4.5)
whose creation operators aˆ†s and aˆ†i generate one signal and idler photon from the vacuum, respec-
tively. The constant B ∼ d24LKTPE˜P,0 contains the proportionality to the effective nonlinearity
d24 of the medium and the dependence on the UV pump power PUV via the peak electric field am-
plitude of the pump spectrum E˜P(νp) ∼
√
PUV. The higher order terms O(B2)+ . . . correspond
to the simultaneous emission of two and more SPDC pairs [174,201]. The number of observable
signal and idler photons 〈ψSPDC|nˆs/i|ψSPDC〉, with photon number operator nˆs/i = aˆ†s/iaˆs/i, is
proportional to the absolute square of the terms in eq. 4.4. The experimentally observable
signal and idler frequency distribution is hence set by the joint spectral intensity (JSI), defined
as i(νs, νi) = |f(νs, νi)|2.
14 For SPDC in ppKTP waveguide, the theses of Andreas Christ [198] and Alfred U’Ren [199], as well as Alan
Migdall ’s book Single photon generation and detection [73] provide good derivations.
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Phase-matching function While energy conservation during the frequency conversion pro-
cess is accounted for by the pump envelope function α(νp), the conservation of momentum enters
eq. 4.4 through the phase matching function Φ(νs, νi) = sinc
(
∆k
2 LKTP
)
, whose sinc-function
dependence originates from the finite interaction volume between the three fields15. Here, ∆k
represents the phase mismatch
∆k = ~kp − ~ks − ~ki − ~q = 2pi · ny(λp)
λp
− 2pi · ny(λs)
λs
− 2pi · nz(λi)
λi
− 2pi
Λ
, (4.6)
with wavevectors kj =
nj(λj)ωj
c , wavelengths λj =
2pic
ωj
and refractive indices nj for the three fields
j ∈ {p, s, i}. The constant ~q is the lowest order Fourier component of the refractive index grating,
generated by the periodic poling of the KTP chip with a poling period of Λ = 10.4µm. Since all
beams are collinear in the waveguide, critical phase-matching [179] by angle tuning of the three
optical fields with respect to the nonlinear crystal’s axes is not possible. The phase mismatch
can only be compensated by the poling period, the appropriate polarisation choice of the optical
fields and the crystal temperature, which can change nj(λj) by small amounts
[197]. Here, the
refractive indices nj(λj) = nj(λj)
bulk +nmodej contain the bulk KTP crystal values, given by the
Sellmeier equations [197] (see eqs. 4.1 - 4.3), and the offset nmodej , determined by the spatial mode
(see table 4.1). We only consider SPDC in the fundamental waveguide mode triplet [194], with
H-polarised pump and SPDC signal photons and V-polarised SPDC idler photons, as shown in
fig. 4.2. While nmodej is, in general, wavelength dependent, it is pretty much constant for our
narrow spectral regions. Thermal expansion of the waveguide is also negligible.
With these parameters, the phase matching function Φ(νs, νi) can be calculated. Fig. 4.3 a
shows the phase-matching map
∣∣Φ(νs, νi)∣∣2 in the signal and idler frequency space for our source
15 For the ppKTP waveguide, this corresponds to the integration of the wavevector difference between the three
fields along the chip length LKTP:
LKTP/2∫
−LKTP/2
exp
{
−i (ki(ωi) + ks(ωs)− kp(ωp)) z}dz
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parameters. Here, the dimensions represent ∆νs = νs − νs,0 and ∆νi = νi − νi,0, whereby νs,0
and νi,0 are the marginal spectra’s central frequencies
16. The phase-matching function is quite
broad, in fact much broader than the frequency ranges involved in the Raman memory protocol.
To aid comparison, a frequency interval of ∆ν = 5 GHz is marked around the central frequencies
νs/i,0 (dotted horizontal and vertical lines in fig. 4.3 a). Its width can be quantified by looking at
an intersection of the map along its diagonal (dotted diagonal white line in fig. 4.3 a) to obtain
the phase-matching bandwidth function for the SPDC process. This function is obtained from
i(νs, νi) by simultaneously varying the frequency/wavelength of signal and idler photons by the
same amount, while keeping the UV pump wavelength constant at 426 nm. When observing
i(νs, νi) along this diagonal axis, the characteristic sinc
2-dependence is observed [169]. It is shown
in fig. 4.3 b in wavelength terms (λ = λs = λi). Its FHWM of ∆λPM ≈ 0.39 nm (indicated
by dotted lines in fig. 4.3 b) is commonly referred to as the phase-matching bandwidth. In
frequency units, the FWHM phase-matching bandwidth is ∆νPM ≈ 161 GHz.
Pump envelope Clearly, the phase-matching function is a lot broader than any of the opti-
cal fields involved. So the shape of the JSA f(νs, νi) will effectively be dominated by the pump
bandwidth α(νp), which is a lot narrower than Φ(νs, νi). The exact form of α(νp) depends on the
underlying pulse model. As discussed in appendix A.1, here we assume sech-shaped pulses17. To
obtain α(νp), we can employ the normalised spectral intensity S(νp) = sech
2(pi2∆t
(
νp − νp,0
)
)
(see eqs. A.8). For the width parameter ∆t, we use the result of a g(1)-interferogram measure-
ment, outlined in appendix A.2, which yield ∆tUVs ≈ 150 ps for sech pulses. This corresponds
16 Since the mode indices used in this calculation are only an approximation by simulation, the periodic poling
period has been slightly adjusted in the calculation to achieve perfect phase matching at 852 nm.
17 Sech-shaped pulses are chosen, as they correspond to the expected output pulse profile of the Ti:Sa laser. A
single frequency doubling step of these, needed for creating the SPDC pump (see section 4.3 below), does not yet
change them into a Gaussian profile, since too few convolutions of the pulses with themselves occur for the central
limit theorem to hold. However, for aid of comparison, we will also consider Gaussian pulses when characterising
the HSP spectrum. These results are stated in appendix C.
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to a spectral bandwidth18 of ∆νUVs ≈ 1.19 GHz. The resulting pump envelope map
∣∣α(νs + νi)∣∣2
is displayed in fig. 4.3 c. Because it is much narrower than
∣∣Φ(νs, νi)∣∣2, shown in fig. 4.3 a,
α(νp) limits the spectral bandwidth of the SPDC pair
19, for which reason we can consider the
phase-matching part as effectively constant. In turn, the join spectral amplitude f(νs, νi) is ef-
fectively a stripe under a 45◦ angle in νs-νi-space, with its maximum located at νp,0 = 2 · νTi:Sa.
Accordingly, projection of the SPDC signal frequency onto the Raman memory’s input channel
at νs = νTi:Sa − 9.2 GHz is possible by idler filtering to νi = νTi:Sa + 9.2 GHz, as we have illus-
trated in fig. 4.1 i earlier. Although being slightly off-resonance, we still obtain sufficient count
rates, as we will see in section 4.5.2.
Spectral projection by heralding Despite the narrowband pump bandwidth, the broad
phase matching function still allows SPDC emission into many signal and idler frequencies. The
SPDC emission is thus spectrally multi-mode. Its JSI, displayed in fig. 4.3 c, is not separa-
ble [202,203], and signal and idler frequencies are spectrally correlated. However, the spectrum
of the heralded SPDC signal photons can be modified by filtering of the idler photons. The
theoretical description [178] of this spectral shaping by filtering requires an extension of the sin-
gle mode SPDC state of eq. 4.5 to the multimode case [204], which is described in appendix
C.1. Phenomenologically, idler filtering corresponds to the multiplication of α(νs, νi) with a
map t(νs, νi), representing the filter transmission function for the light’s electric field in the joint
νs-νi-space. We will see in section 4.3.3 that in our case, where multiple filters are used, this
function is a Gaussian distribution, given by T idlfilt(ν) ∼ exp
(
− (ν−ν0)2
σ2
)
, with a FWHM band-
width ∆νfilt = 2
√
ln (2) · σ. Its map in the νs-νi-space, shown in fig. 4.3 d, already uses our
experimental value of ∆νidlfilt = 0.94 GHz. It contains the dependence T
idl
filt(νi) along the ver-
tical axis (νi), but it is constant along the horizontal axis (νs), since it operates only on the
18 Similarly, we get ∆tUVg ≈ 205 ps and ∆νUVg ≈ 1.29 GHz for Gauss pulses.
19 Note the different axes scalings for the plots in fig. 4.3 a and c, respectively.
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Figure 4.3: (a): Phase matching map
∣∣Φ(νs, νi)∣∣2. Vertical and horizontal lines mark a frequency
range of ∆ν = ±5 GHz, the diagonal line is the cutting plane for determining the phase-matching
bandwidth. (b): Phase matching function in the cutting plane of (a). Vertical and horizontal
lines mark the FWHM bandwidth. (c): Map of the pump envelope function
∣∣α(νs, νi)∣∣2. (d):
Map of the herald filter stage intensity transmission function T idlfilt(νs, νi) in νs-νi-space. (e): JSI
i(νs, νi) of the SPDC pair after idler filtering. The pump envelope
∣∣α(νs, νi)∣∣2 and the idler filter
T idlfilt(νs, νi) are shown in light blue colour, with the phase-matching function |Φ(νi, νs)|2 as faint
broadband background. The resulting marginal signal spectrum, obtained for the SPDC signal
photons when detecting the idler photons, is indicated by the yellow line along the νs-axis.
idler photons. Accordingly, the filter stage map does not affect the JSA in the νs-dimension
and forms a horizontal stripe. The JSI of the filtered SPDC pair is obtained by the product
i(νs, νi) =
∣∣t(νs, νi) · f(νs, νi)∣∣2, illustrated in fig. 4.3 e, which has the geometry of a tilted ellipse.
The marginal spectrum of the HSP, i.e., the SPDC signal spectrum after idler detection, is
obtained by marginalisation over the idler frequencies (see appendix C.1). With regard to the
JSI map in fig. 4.3 e, marginalisation corresponds to the summation over all νi-values for each
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νs-coordinate point in the JSA f(νs, νi), followed by taking the absolute square. This accounts
for any spectral phase factors in f(νs, νi) and results in a 1-D projection of the JSI onto the
νs-axis, which is also displayed in fig. 4.3 e (yellow line). Normalisation yields the expected
HSP spectrum SJSAs (ν).
Importantly, the SPDC state is not necessarily spectrally pure. We can see this from the shape
of the filtered JSA, whose symmetry axes would have to be parallel to the νs- and νi-axes for
it to be separable [203]. This means, the HSP state will be a superposition of several Schmidt
modes. To determine its storage efficiency in the memory, we have to use its decomposition into
these Schmidt modes [98,205]
f˜(νi, νs) =
∑
k
λk · ζk(νi) · ξk(νs), (4.7)
with idler modes ζk and signal modes ξk and Schmidt coefficient λk. As discussed in appendix
C.1, these filtered Schmidt modes are a linear superposition of the original, unfiltered modes [178].
The degree of separability is denoted by the state’s purity [203] P = ∑
k
λ−2k . Completely separable
states have a purity of P = 1, which corresponds to a product state f˜(νi, νs) = ζ1(νi)ξ1(νs),
expressed by a single Schmidt mode pair. Accordingly, decreasing purity corresponds to an
increasing number of Schmidt modes. In the following, we only consider single photons states,
whose vacuum component has been removed by heralding. Additionally, we also neglect higher
order emissions. The reduced signal density matrix of such a state [178] ρs =
∑
k
λk|ξk, 1s〉〈ξk, 1s|,
after idler detection, features each signal mode |ξk, 1s〉 with probability λk, whereby
∑
k
λk = 1.
With this structure, we can now discuss how to optimise the filtering for matching the HSPs to
the Raman memory.
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Source design parameter optimisation Good matching is achieved, when the HSP’s mem-
ory read-in efficiency ηin is maximised. As we have seen in eq. 2.18 of section 2.1.4, this is the
case, when the overlap between the memory kernel Kˆ(z, ν) and the input signal’s electric field
envelope Sin(ν) = Es(ν) are maximised. For our operational parameters (see section 2.3),
the kernel is essentially determined by the control field, so we have Kˆ(z, ν) = Ec(ν). This
yields a spin-wave excitation of B(z) =
∫
ν
K(z, ν˜)Es (ν˜) dν˜ and a memory read-in efficiency of
ηin =
〈NˆB〉
〈NˆS〉 =
∫
z
|B(z˜)|2dz˜∫
ν
|S(ν˜)|2dν˜ , with 〈NB〉 and 〈NS〉 as the number of spin-wave excitations and the
number of photons sent into the memory, respectively. Storage operates on each mode k of
ρs separately, whereby the mode-overlap between the signal modes and the memory kernel is
weighted by λk:
ηin = η0 ·
∑
k
λk|
∫
ω
K(ω˜) · ξk(ω˜)dω˜|2 = η0
∑
k
λkAk = η0 · η˜. (4.8)
η0 is a constant denoting the read-in efficiency for a perfectly mode-matched system, which is
defined by the parameters of the storage medium and the control pulse energy. The operation of
our memory effectively corresponds to a mode filter for the input signal20; it effectively resembles
a quantum pulse-gate [206]. Eq. 4.8 illustrates how we can change ηin by idler filtering through
the associated variables λk and ξk. Experimentally, we actually have two design parameters,
the idler filter bandwidth ∆νi and the pump spectrum, with a FWHM bandwidth of ∆νp.
The normalised memory efficiency depends on both parameters, i.e. we have η˜(∆νi,∆νp). We
now optimise these parameters and assume the memory kernel K(ν) equals the control pulse
spectrum. The control corresponds to sech-shaped Ti:Sa output pulses with amplitude Ec(ν),
as described in appendix A.1.3. We use the phase-matching function, shown in fig. 4.3 a, and
20 Accordingly, the memory could also be applied as a mode filter when interfering HSPs produced by different
SPDC source [203].
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apply eq. 4.7 for the JSA. The optimisation trade off lies between the signal and control overlap
Ak and the Schmidt coefficient λk. Ideally, we would desire a HSP spectrum equal to Ec(ν) and
a single Schmidt mode, i.e. λ1 = 1 and λk>1 = 0. A multimode structure reduces η˜, because the
λk decrease for the lower order Schmidt modes, when adding more modes (i.e. the number of
λk>1 6= 0 increases). However, these lower order modes have the largest overlaps Ak. The black
grid in fig. 4.4 a illustrates the effects of both design parameters, ∆νi and ∆νp, on η˜(∆νi,∆νp).
In terms of the SPDC pump, best efficiency is obtained for ∆νoptp ≈ 1 GHz, where its spectral
bandwidth resembles the bandwidth of the memory control pulses. A more narrowband pump
makes the filtered JSA (shown in fig. 4.3 e) stripier, since it narrows α(νs, νi). This reduces
the SPDC state purity [203] P, leading to an increased number of modes | {k} | and lower λk for
the modes with large Ak. Conversely, broader pump spectra also reduce η˜ as they lower the
spectral overlap Ak with the memory control. Conveniently, this similarity between pump and
memory control bandwidths allows to generate both pulses with the same master laser, which
is a significant experimental simplification21.
The effects of idler filtering on η˜(∆νi,∆νp) demonstrate the dominant influence of the λk in
eq. 4.8, and therewith the SPDC state purity P on η˜. Since we have Ak ≤ 1, ∀k, and Ak+1 ≤ Ak
for increasing mode numbers22, the largest value for η˜ is obtained when λ1 = 1 and λk>1 = 0,
irrespective of a lower spectral mode overlap Ak. This is obtained for ∆νi → 0, i.e. for infinitely
narrow idler filtering. Here the JSA of the SPDC pair becomes a horizontal stripe in νs-νi-space,
making f(νs, νi) separable
[178], for which reason the filtered state becomes pure with P = 1.
Even for such an infinitely narrowband idler, Ak > 0 because the minimal HSP bandwidth
21 It prevents the otherwise necessary synchronisation between different pulsed laser systems.
22 The mode index k denotes the number of modes in the electric field distribution of ξk, i.e. the fundamental
mode ξ1 is uni-modal, ξ2 is bi-modal, with 1 node of 0 amplitude, and so on. More such nodes lower the mode
overlap with the uni-modal distribution Ec of the control, thus reducing Ak.
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is limited by the pump function α(νp) to
23 ∆νHSP ≈
√
2∆νp. Obviously, infinitely narrow
idler filtering is non-sensible, as it would diminish the HSP production rates to experimentally
insufficient levels. However, tighter idler filtering also temporally broadens the idler photon,
which effectively bounds ∆νi as we will see now.
Heralding into the correct time bin For an interfaced source-memory system an idler
detection event does not only herald the presence of a signal photon, but also has to trigger
the signal photon’s on-demand storage in the memory. In practice, the source pump and the
memory control will both be based on a pulsed laser system with a fixed repetition rate frep.
Accordingly, the generated HSPs and the memory control pulses fall into well defined time bins
∆T of duration ∆T = 1frep . So, feed-forward of idler detection events is used to prepare a control
pulse for the time bin, in which a HSP is inserted into the memory. In other words, to select
the correct control pulse from a continuous pulse train, the filtered idler photon and the control
pulse, that is to be selected, must fall into the same pulse train time bin. However, if the idler
pulse duration is too long, its intensity distribution overlaps with adjacent time bins, leading to
a finite probability of preparing control pulses in an earlier or later time bin than that occupied
by the HSP. Figs. 4.4 c & d illustrate this for two pulse train repetition rates frep and two idler
filter widths. If the idler was detected in any of these adjacent time bins, the corresponding
HSP and the control pulse would not arrive at the memory simultaneously, so storage would not
be possible.
When choosing ∆νi, we thus need to account for the temporal idler pulse broadening and the
resulting probability of triggering non-synchronised control pulses. Given the time bin size ∆T
23 This follows from the geometry of the JSA, where the pump function α(νp) is oriented under a 45
◦ angle to
the νs-νi coordinate axes, as shown in fig. 4.3. See also appendix C.3.
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and SPDC pair generation in time bin t0, the effective memory read-in efficiency is modified to
ηˆin(t0) = η0 · η˜(∆νp,∆νi) · pi(t0) = η0 · ˆ˜η(∆νp,∆νi, t0), (4.9)
pi(t0) is the probability for detecting the idler photon in the correct time bin t0. It is the sum
over the probabilities for each idler Schmidt mode to fall into time bin t0:
pi(t0) =
∑
k
∫ t0+ ∆Tc2
t0−∆Tc2
|ζk(t)|2dt.
Fig. 4.4 c shows the influence of ∆νi on pi(t0) for different control repetition rates, using the
optimal SPDC pump bandwidth ∆νp = ∆νc in calculating f(νs, νi). Filtering the idler too
tightly, broadens the idler modes ζk too much in the temporal domain and reduces pi(t0), which
experimentally results in control pulse generation in an incorrect time bin (see fig. 4.4 d).
For this reason pi(t0) drops off sharply for ∆νi → 0 in fig. 4.4 b. The resulting reduction
in ˆ˜η effectively establishes a lower bound on ∆νi, which however depends on frep. For low
frep ∼ 80 MHz, pi(t0) does not fall off before ∆νi has been narrowed to ∆νi ∼ 100 MHz, which
is still too narrow to yield viable HSP production rates.
Yet, in an actual application, such as temporal multiplexing, one would like the source to run
at higher rates frep. Because the maximal storage time τs of a memory is ultimately limited
by the storage medium properties, it is desirable to maximise the number of photon production
trials during τs. While the exact value of frep obviously depends on the available technology and
one’s finances, one possibility to obtain a useful upper limit on the repetition rate can be set
by requiring Pi(ti) ≥ 99 % of the overall intensity for each pulse, centred at time ti, to fall into
its time bin
[
ti −∆T/2, ti + ∆T/2
]
, with the bin size ∆T = 1fmaxrep
. Notably, this approximately
corresponds to a 3 ·σ pulse separation. At higher rates, the pulses start to overlap substantially
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and one effectively approaches the cw regime. For our pulse parameters (see appendix A.1.3),
this requirement suggests a maximal rate of fmaxrep ∼ 1 GHz (red line in fig. 4.4 b). Here, the
optimal idler filter bandwidth becomes ∆νi ∼ 1 GHz, where p(t0) has its maximum. Accordingly,
the normalised read-in efficiency ˆ˜η also has its maximum at ∆νi ∼ 1 GHz. Its dependence on
both parameters, ∆νi and ∆νs is depicted by the coloured surface in fig. 4.4 a.
For the actual implementation, we will thus attempt to match this optimal idler filter bandwidth.
As we use a series of low finesse Fabry-Perot etalons for filtering (see section 4.3.3 below), whose
effective finesse values influence their performance [207], the resulting filter linewidth does not
exactly match this number and ends up at ∆νi = 0.94 GHz. Similarly, we use SHG of our
Ti:Sa master laser output to generate the SPDC pump (see section 4.3.2), which causes slightly
broader pump spectra than memory control pulses, with ∆νp = 1.19 GHz (see table A.1 in
appendix A.2). The white lines in fig. 4.4 a indicate these experimental values. Additionally,
both parameters have also already been used in the JSI plot of fig. 4.3 e. Marginalisation
over the idler frequencies, shown by the yellow line in fig. 4.3 e, thus represents the predicted
spectrum of the HSP in our experiment. To illustrate their bandwidth, compared to the memory
kernel (here the Ti:Sa spectrum) as well as the idler filter, all three of these quantities are plotted
in fig. 4.10 in section 4.6, where they are compared to our experimental results. With a FWHM
bandwidth of ∆νpredHSP = 1.54 GHz, the expected HSPs are slightly broader than the memory
kernel. As we have seen in the above discusion, the resulting mismatch in spectral overlap is
compensated by the purity of the SPDC state for which we predict P ≈ 77 %.
4.2.5 Temporal SPDC description
To complete our discussion of the SPDC theory, we take a brief look at the SPDC process
in the time domain, which we require for the source characterisation measurements in sec-
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Figure 4.4: (a): Normalised read-in efficiency as a function of SPDC pump bandwidth ∆νp
and idler filter bandwidth ∆νi. The black grid shows η˜ (eqs. 4.8), while the coloured surface
displays η˜ · pi(t0) (eq. 4.9). The white lines mark our experimental values ∆νexpp and ∆νexpi .
(b): Probability pi(t0) for control field preparation in the correct read-in time bin t0. Cross and
circular markers indicate ∆νi = 100 MHz and ∆νi = 1 GHz, respectively. For both filters, the
intensities of the corresponding filtered modes |ζ1(νi)|2 are shown in inset (c), for a repetition
rate of f exprep = 80 MHz (used in the experiment), and inset (d) for frep = 500 MHz, respectively.
The grey pulse is the filtered idler photon, the red line is the spectrum of the heralded single
photon, and the control pulse trains are blue for 80 MHz and green for 500 MHz, respectively.
Vertical lines mark the time bin size of each control pulse.
tion 4.5.2 later on. The SPDC state |ψ〉SPDC in the time domain can be derived by in-
vestigating the Hamiltonian dynamics in the Schro¨dinger picture instead of the Heisenberg
picture, which has led to the state in eq. 4.5. Here, the two-mode squeezing Hamiltonian
HSPDC = exp
{
i~κ
(
a†sa†i − aias
)}
describes the two-mode-squeezing frequency conversion pro-
cess, where κ = α · EUV ∼ d24 · LKTP · EUV accounts for the dependence on the nonlinear crystal
parameters and the UV pump power. It can be shown24 that unitary evolution in time t, de-
scribed by the operator U(t) = exp
{
− i~HSPDC · t
}
, yields a quantum state for collinear SPDC
emission of [174,208]
|ΨSPDC〉(t) =
√
1−
(
tanh
(|κt|))2 ∞∑
n=0
(
tanh
(|κt|))n · |ns, ni〉 κt1−→ ∞∑
n=0
(|κt|)n · |ns, ni〉. (4.10)
24 A detailed derivation is for instance provided in the PhD thesis of Witlef Wiezczorek [208].
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The Taylor series expansion of the tanh-term in the last step holds in the low pumping power
regime [201]. For our purposes, the important realisation to be taken from eq. 4.10 concerns
the photon number expectation value 〈nj〉 = 〈ΨSPDC|aˆ†j aˆj |ΨSPDC〉, where j can either represent
the independent detection of signal (j = s) and idler (j = i) photons, termed singles events,
or the combined detection of a signal photon and an idler photon (j = s, i), called coincidence
events. As discussed in section 4.4 below, we detect the SPDC photons on avalanche photodiodes
(APDs), which have a sub-unity detection efficiency of ηdet. These are not capable to resolve
the photon number. So all terms with nj ≥ 1 of eq. 4.10 contribute and we obtain
〈ns〉 = 〈ni〉 =
∞∑
n=1
(
(1− (1− ηdet)n) · |α · t · EUV|
)2n
(4.11)
=
∞∑
n=1
(
(1− (1− ηdet)n) · |α|
)2n · PnUV = ∞∑
n=1
γn · PnUV
〈ns,i〉 =
∞∑
n=1
∞∑
m=1
((
(1− (1− ηdet)m) · |α|
)2m) · (((1− (1− ηdet)n) · |α|)2n) · (√PUV)n+m
where the
(
1− (1− ηdet)k
)
terms denote the detection probability of k photons [73]. The scaling
of the detected photon number with the SPDC pump power PUV is thus directly proportional
to the number of produced SPDC pairs [201]. For HSP production the emission of only a single
SPDC pair is desired. Due to the mechanics of idler detection without photon number resolution,
contributions from higher order emissions are indistinguishable upon heralding. Multiple pair
emissions can thus result in the presence of two or more photons in the conditionally prepared
SPDC signal state, spoiling its single photon character.
In operating the source, we consequently need to keep PUV low enough to avoid multi-pair events,
while we simultaneously aim for sufficiently high preparation rates to achieve reasonable photon
insertion rates into the memory. In our source characterisation later on (see section 4.5.2) we
analyse these photon count rates within our available pumping power regime (see appendix A.2)
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and investigate the quality of the HSPs in terms of the aforementioned spurious contamination
from any potential higher order emissions. To this end, we measure their photon statistics [81]
via the g(2) autocorrelation function, introduced in section 4.4.
4.3 Source setup
Having established the core design parameters for the source, we can consider its experimental
implementation. We discuss the setup by first outlining the general ideas, and then going into the
details of the components, which should allow the reader to reconstruct the system if required.
Fig. 4.5 a shows the complete experimental set-up for operating the single photon source. It
contains several separate segments, indicated by coloured panels and discussed individually in
the following. These broadly fall into two categories: firstly, the SPDC photon pair generation,
centred around the ppKTP waveguide; secondly, the filtering optics required to produce and
analyse heralded SPDC signal photons. Besides the final experimental lay-out of fig. 4.5 a,
fig. 4.5 b & c display set-up modifications used to characterise critical intermediate steps in
building the apparatus.
4.3.1 Source set-up principles
Thanks to the close matching between the spectral bandwidth for the optimal SPDC pump and
our Ti:Sa master laser, we can generate the required 426 nm radiation by frequency doubling
the Ti:Sa pulses. This allows for a rather simple source setup, where we just insert the SH
source (blue panel in fig. 4.5 a) as the first major apparatus component behind the Ti:Sa
laser system (white panel). Because we only need UV pump powers in the mW-regime, we
can run the SHG at low efficiency and recycle the unconverted 852 nm radiation, which has
pretty much the same pulse energy as the Ti:Sa output, to generate the memory control pulses.
4.3 Source setup 111
360ps Ti:Sa
laser 1.2 W
at 852nm
Cam
C
a
m
Frequency
stabilisation
Pointing
stability
bulk
ppKTPλ/2
a Full set-up
PBS λ/2
SMF
PBDλ/4 λ/2
DDG1 TAC/MCA
High-pass
filter
Second harmonic source
λ/4
λ/4λ/2memory
control
PBS
λ/2
O40x
objective
ppKTP
waveguide Asph.
lens
Low-pass
filter
λ/2
SPDC idler
High-pass
filterλ/2PBS
SMF
λ/4
High-pass
filter
λ/2PBS
λ/2
λ/4
SMF
UV pump
IR pump
λ/4 λ/2 PBS
Band-
pass filter
Bandpass
filter
Herald filter stage
Etalon
18 GHz
Holographic
grating filter
MMF
λ/4
Etalon
103 GHz
Etalon
18 GHz
SPCM DT
PBS
signal
PBS λ/2
MMF
PBS
λ/4
MMF
Etalon
103 GHz
Etalon
18 GHz
Etalon
18 GHz
Etalon
18 GHz
PBS
SPCM DH
λ/2
Signal
filter stage
SPDC
SMF
SMF
SPCM DV
FPGA
Spontaneous parametric down conversion source
O40x
objective
ppKTP
waveguide
Low-pass filter
Bandpass
filters
f=200mmi
C
a
m
EM-
CCD
L40x
objective
b Imaging waveguide output c SMF-coupling of SPDC
O40x
objective
ppKTP
waveguide L40x
objective
Low-pass
filter
λ/4 λ/2 PBS
Band-
pass filter
f=200mmiC
a
m
EM-
CCD
Flip
mirror
Figure 4.5: Experimental setup of the single photon source. (a): Complete apparatus; coloured
panels mark the different segments. (b): Modifications for imaging the spatial modes in the
waveguide. (c): Modifications for optimising SMF-coupling of the SPDC signal and idler modes
(see appendix C.4).
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After the SH source, described in detail in appendix A.2, the 426 nm UV pulses are separated
from the 852 nm light by frequency filtering. Using a set of bespoke coupling optics, the UV
pulses are inserted into the ppKTP waveguide, pumping the type-II SPDC process (yellow
panel). The generated SPDC emission at 852 nm wavelength is also separated from the UV
pump by frequency filtering, and split into two separate spatial modes according to polarisation.
V-polarised SPDC photons become the idler, H-polarised photons the signal. Idler photons
are frequency filtered immediately and detected (purple panel) for spectrally engineering and
heralding of the signal photons (see section 4.2.4). The signal photons are guided through some
free-space optics (grey and orange panels), which later on will host the Raman memory, before
they are also frequency filtered and detected (green panel).
Notably, according to the theory arguments we have just presented (see section 4.2), we would
not require a dedicated signal filter, as filtering and detecting the idler will project the signal
photons into the correct spectral modes. However, this ignores, for instance, any noise sources
in the system, such as single photon fluorescence in the waveguide, caused by the UV pump.
Moreover, to assure we are measuring the same spectral mode when characterising the source
as when running it with the memory (and also as a matter of experimental convenience), we use
the same frequency filter stage for analysing the SPDC signal here, as we will apply in chapter 5
to filter the retrieved signal from the Raman memory output.
4.3.2 Components in the SPDC source set-up
Pump beam generation The various components, required to generate SPDC photons,
feature in the white, purple and yellow panels of fig. 4.5 a. Similar to the experiments in
chapter 3, we start with our Ti:Sa master laser (see appendix A). The first segment in the
line of optics thereafter is now a frequency and beam pointing stabilisation (white panel, see
4.3 Source setup 113
appendix A.1), follow by the preparation of the UV pump pulses for the SPDC process (violet
panel). These are produced from the 80 MHz Ti:Sa pulse train by second-harmonic generation
in a bulk ppKTP crystal. The generated SHG at λSHG = λp = 426 nm wavelength is separated
from the fundamental IR radiation at λTi:Sa = 852 nm on a dichroic high pass filter (Semrock
BLP01-532R-25, high-reflective at λTi:Sa = 852 nm, and high transmissive at λp = 426 nm).
More details regarding the SH-source are provided in the appendix A.2. Behind the ppKTP
crystal, the SH is SMF-coupled and sent into the second segment, which contains the actual
waveguide source. The non-converted IR light will be processed further to the memory control
pulses. This procedure is covered in section 5.2. Beforehand, a PBS allows to pick-off a small,
variable fraction of the IR pulses. These λTi:Sa = 852 nm pulses, referred to as IR pump, are
also SMF-coupled and sent to the waveguide source as an alignment beam (see section C.2).
Input-coupling optics The set of optics required to run the waveguide source is displayed in
the yellow panel of fig. 4.5 a. To achieve good spatial mode quality upon light insertion into the
waveguide, high quality fibre couplers25 collimate the IR and the UV pumps. Subsequently, their
modes are expanded using telescopes, chosen empirically to yield the best coupling efficiency
into the waveguide. Since propagation of UV light in Si-based optical fibre can introduce unde-
sired IR fluorescence noise, an additional high-pass dichroic filter is positioned in the UV pump
beam path. Additionally, each beam path contains a PBS to define the polarisation coordinate
system, whereby horizontal polarisation is parallel to the chip’s surface. For the desired type-II
nonlinear frequency conversion, the UV pump for SPDC needs to be horizontally polarised.
Conversely, using the IR pump to generate SH requires diagonal (D)-polarisation, which in turn
generates horizontally polarised SH light at 426 nm. For light insertion into the waveguide chip,
both pump fields, IR and UV are overlapped on a high-pass dichroic filter (Semrock BLP01-
25 For the UV pump a Thorlabs NanoMax stage with a New Focus 5724 compact aspheric lens is used. For the
IR pump, we employ a Scha¨fter Kirchoff 60FC-F-0-M12-10 fibre coupler.
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532R-25 ). All these optical elements introduce loss for the UV pump, reducing its transmission
from the SH source to input coupler to T prepUV ≈ 60 %. Coupling into the waveguide channels is
facilitated by a 40-times (40X) microscope objective (Olympus O40X Plan Achromat Objective)
with fO40Xeff = 4.5 mm effective focal length and NA
O40X = 0.65 numerical aperture. The utilised
waveguide channel has an approximate numerical aperture of NAguide ≈ 0.2. We choose the in-
put beam diameters by empirical optimisation, which also includes optimisation of the telescopes
in front of the input coupler. The objective has transmissions of TO40X(852 nm) = (77 ± 2) %
and TO40X(426 nm) = (83± 5) % for the IR and UV wavelengths, respectively.
Waveguide mount The waveguide chip is positioned in a groove of an aluminium (Al) finger,
mounted onto a 3-axis translation stage. The input and output coupling objectives are also
positioned on 3-axis stages to allow for maximal translational degrees of freedom (see fig. 4.1
a). The input coupler furthermore sits in a tip and tilt mount to allow angular rotation (see
appendix C.5 for the reasons why this is necessary). The Al finger is heated by a Peltier
element. Using a temperature sensor (AD590 ), positioned inside the Al mount, the temperature
is controlled by a PiD-circuit. The maximally achievable temperature is TmaxKTP ≈ 55◦C. As
mentioned in section 4.2, our chip comprises 3 families of waveguide, each with two sets of
channels of width 2 µm, 3 µm and 4 µm. We use one of the 3 µm-wide waveguides in the
centre of the guide, referred to as channel 3.226, whose depth27 is d ≈ 6µm. While building the
experiment, the chip’s surface unfortunately got scratched (see fig. 4.1 f & g and appendix C.5).
Channel 3.2 belongs to the waveguide family least affected by these scratches, which motivates
its choice.
26 This is the 2nd channel of the 1st family, labelled as waveguide group 3.
27 According to AdvR, the depth measurement has been conducted by eye only, for which reason the specified
value of 6µm is only an approximation.
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SPDC output collection optics To couple light out of the waveguide, two different lens
configurations are used. For the actual generation of heralded single photons (HSPs), an aspheric
lens (Thorlabs C230TME-B) with high transmission at 852 nm is used to minimise losses for
the generated SPDC photon pairs. The lens is positioned to collimate 852 nm light. Radiation
at this wavelength is separated from the 426 nm SPDC pump with a low-pass filter (Semrock
BLP01-785R-25 ) and a 10 nm wide bandpass filter centred at 850 nm (Thorlabs FL-850-10 ).
For the characterisation measurements of the spatial modes in the waveguide, presented in
appendix C.4, the aspheric lens is replaced by another 40X microscope objective (Leyca L-40X
Plan Achromatic Objective), with fL40Xeff = 4.6 mm and NA
L40X = 0.66, illustrated in fig. 4.5
b & c. While its reduced transmissions T (852 nm) = (92 ± 2) % and T (426 nm) = (77 ± 2) %
are undesirable for HSP production, it allows us to avoid chromatic aberration present in the
aspheric lens. For this reason we can simultaneously collimate light at 852 nm and 426 nm
wavelength with reasonable quality, which is helpful when studying the spatial mode structure
in the guide. We can observe the spatial modes on an Andor EM-CCD camera via a flip-mirror.
An fi = 200 mm focal length lens images the waveguide modes at the output of the guide onto
the camera with Mi = 43.5 magnification. Two bandpass filters (Thorlabs FL-850-10 ) and one
low-pass filter (Semrock BLP01-785R-25 ) are also inserted in front of the imaging lens. While
not shown in fig. 4.5 a, this mirror is also present in the final set-up. It allows us to observe
the spatial mode structure whenever necessary during day-to-day operation. This is particularly
useful when aligning the coupling conditions of the UV pump going into the waveguide. These
conditions are set for SPDC emission into the fundamental spatial mode (see fig. 4.2 and 4.8)
for the source to achieve the best possible HSP preparation efficiencies.
Signal and idler separation In the waveguide output (right hand side of yellow panel in
fig. 4.5 a), SPDC signal and idler photons are separated on a PBS. Due to the geometry
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of the waveguide, the SPDC-pair polarisation is commensurate with the pump’s polarisation
coordinate system (see coordinate system in fig. 4.2 a). Any rotations from birefringence in
the guide are neutralised by waveplates before the PBS. The vertically (V) polarised photon
forms the idler photon. Its detection will generate the heralding events for the horizontally
(H) polarised photon, which will be sent into the memory as the input signal. An additional
bandpass filter in the herald arm rejects undesired single photon fluorescence noise from the
waveguide and residual UV leakage. Signal and idler photons are both SMF-coupled, using
empirically optimised coupling optics (see also appendix C.4.4). For this reason, the herald arm
contains a telescope with an aspheric SMF-coupling lens (Thorlabs CME-220-TME-B), while
the signal is directly SMF-coupled (aspheric lens Thorlabs CME-230-TME-B).
Signal and idler frequency filter stages The idler photon is inserted into a frequency
filtering stage (purple panel) to spectrally project the SPDC signal photon as described in
sections 4.2 above. Thereafter it is detected on a single photon counting module (DT), which is
an avalanche photodiode (Perkin Elmer, SPCM-AQ4C ), operated in Geiger mode.
The signal is first coupled into an 83 m long SMF. Thereafter it traverses a short free-space delay
line (grey panel in fig. 4.5 a) and is coupled into a second, 7.97 m long SMF, which sends it into
another free space set-up (orange panel). Both free space set-ups are placeholders for optics
required to run the system with the Raman memory, as described in chapter 5. The former free-
space propagation line (grey panel) will allow us to switch the input signal type of the memory
between HSPs and coherent states (c.s.), which will be inserted into the second port of the PBS
in this apparatus segment. The latter setup (orange panel) represents the optics that will later
surround the Raman memory. Eventually, the Cs cell will be inserted between the second pair
of lenses in this set-up, while the first lens pair shapes the signal’s spatial mode appropriately,
such that it matches the memory control. The 83 m long SMF introduces a time delay which
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will be required to prepare the memory control pulses. Details about these points are provided
in section 5.2. These setup components are already in use here to test the source under the
same conditions we will face, when operating it with the Raman memory. Behind the memory
optics, the SPDC signal is again SMF-coupled and sent into the another frequency filtering
stage, which is an updated version of the filter stage we have employed for the experiments in
chapter 3. After passing through a series of etalons, described below (section 4.3.3), the signal
can be split on a PBS and detected by two single photon counting modules DH and DV, which
are again APDs operated in Geiger mode (Perkin Elmer SPCM-AQRH ). For most work in this
chapter, besides the photon statistics measurements in section 4.5.4, the signal is only inserted
into the H-polarised arm. For measuring its photon statistics, it is split 50:50 between both
modes and registered on both APDs.
4.3.3 Characterisation of the frequency filter stages
Frequency filter stages are required for two reasons: First, to correctly project the signal pho-
ton’s frequency by appropriately filtering the idler photon (see section 4.2). Second, to analyse
the prepared HSPs within a narrow frequency range. Such frequency selection is necessary to
extinguish the single photon fluorescence background in the waveguide, which would otherwise
cause false signal counts (see appendix C.2.2). Since this noise is broadband, it would contribute
substantially to the counts observed on a single photon counting module without any frequency
filtering in the signal arm28. As soon as the single photon source is interfaced with the memory
(see chapter 5), frequency filtering of the signal is also essential to reduce memory noise and con-
trol field leakage (see chapter 6). For these reasons two separate filter stages are used for signal
28 Because these noise counts are not necessarily temporally correlated with idler detection events, this is not
strictly true, when looking for coincidence detection events between signal and idler photons. However, they can
blind the detectors, due to detector dead time. In this regard, note that the noise only occurs when UV pump
pulses are present, which are time bins of ∼ 1 ns size. So the noise also concentrates in the same 5 ns integration
time windows of our FPGA acquisition system, which we use to look for the signal to be detected (see section 4.4
below).
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and idler photons. The signal filter stage is based on improvements of the earlier version [34,128],
shown in fig. 3.2, and is customised to also filter the noise floor of the Raman memory, as
described in chapters 5 & 6. It ensures that we detect the HSPs in the same spectral mode we
observe later on, when interfacing the source with the memory. Consequently, when measuring
the source’s heralding efficiency ηher in section 4.5.3 below, we will look at the same modes as we
do when analysing the HSPs retrieved from the memory in chapter 5. Accordingly, the measured
ηher is directly transferrable to a scenario including the memory, without any discrepancies in
the spectral overlap between the filters and the incoming HSPs. The downside of this filtering
mechanism is an additionally transmission loss, caused by the numerous elements in the signal
filter stage, compared to the bare minimum filtering that would be required to extinguish the
single photon fluorescence noise to a practical level. But this is not a major problem, as it can
easily be backed out when calculating benchmark metrics such as the heralding efficiency ηher
(see eq. 4.15).
Etalon specifications Both filter stages contain a series of air-spaced, UV-fused silica Fabry-
Perot (FP) etalons. These are made of two mirrors, separated by a distance d, which defines
the free-spectral range FSR= c2·nair·d , with the refractive index of air nair = 1. The mirror
reflectivities R determine the reflectivity finesse FR = pi
√
R
1−R . For an ideal etalon, these two
parameters set the FWHM filter linewidth ∆ν via FR = FSR∆ν . Two types of etalons are used:
The first type has an FSR= 18.4 GHz. These were already contained in the previous setup
(see fig. 3.2) and were chosen for suppression of control leakage. Hence, their FSR equals
2 · δνgs, where δνgs = 9.2 GHz is the Cs ground state detuning. The second etalon set has an
FSR= 103 GHz and is designed mainly for spectral projection of the HSPs. Since the 103 GHz
etalons have also proven useful in memory noise suppression (see chapter 6), they are inserted
in both filter stages. The etalons have the following specifications:
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1. FSR= 18 GHz: R = (78± 1) %, d = (8.16± 0.001) mm, F(852 nm) = 12, 15 mm aperture
2. FSR= 103 GHz: R = (95 ± 1) %, d = (1.456 ± 0.001) mm, F(852 nm) = 68.9, 25 mm
aperture
Performance characterisation Initially, the signal filter stage was devised for control noise
suppression in the memory output, where the main concern was the filter stage’s FSR [34,52]. Yet,
for operation with single photons, the actual bandwidths of the filter stages are also relevant,
particularly for idler filtering. It is thus important to characterise the filter stage performances
and take into account the actual experimental inefficiencies of the etalons. Etalon defects reduce
the effective finesse and lead to a broader bandwidth29 ∆ν than expected for the ideal case, when
only considering FR.
To this end, we firstly examine the expected performance, by, on the one hand, assuming ideal
etalons and, on the other hand, taking into account defects. The calculation uses a series
of FP etalons with transmission lines TFP(ν) =
Tpeak·(1−Reff)
1+R2eff−2·Reff·cos (4pid νc )
, whereby Reff is cho-
sen to match [210] Feff. For an ideal etalon Reff = R, i.e., it equals the mirror reflectivity.
Since defects reduce the etalon transmission, described by Tpeak =
1−R
1+R · 1+Reff1−Reff , we can use
the measured, on resonance transmission and the specified reflectivity to extract Reff for our
etalons and calculate their effective Finesse Feff =
√
piReff
1−Reff . In terms of the etalon transmis-
sion, we assume Tpeak as the average, experimentally achievable transmission for each etalon
type (T 18 GHzpeak ≈ 70 %, T 103 GHzpeak ≈ 76 %). With these, we obtain effective Finesse values of
F18 GHzeff = 8.7 and F103 GHzeff = 46.5 for the two classes of etalons. In turn, this allows us to
estimate the performance for the filter sequences in the ideal and real case. We calculate the
29 Insufficiencies are taken into account via a defect finesse [209] FD, which is added to the reflectivity finesse [207]:
1
F2eff
=
1
F2R
+
1
F2D
.
Since the etalon FSR remains constant, insufficiencies change the bandwidth to ∆ν = FSRFeff .
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FWHM spectral bandwidth ∆νrealfilt and ∆ν
ideal
filt for each frequency filter stage, which are stated
in table C.1 in appendix C.3.1.
As a second part of the analysis, we measure the etalon transmission line directly. Because
the measurement of the HSP spectra in section 4.2.4 follows the same methodology, we will
briefly outline this experiment: The linewidth is measured by sweeping the Ti:Sa pulses over
the filter resonance. To this end, the Ti:Sa detuning ∆, to the blue of the Cs excited state
manifold, is scanned, while simultaneously the Ti:Sa input power (Pin(∆)) and the power
transmitted through the filter stage (Pout(∆)) are measured. The relative power transmission
Ptrans(∆) =
Pout(∆)
Pin(∆)
is given by the convolution Ptrans(∆) =
∫
ν˜ Tfilt(ν)S(ν −∆)dν between the
filter resonance Tfilt(ν) and the Ti:Sa pulse spectrum S(ν). Knowing the Ti:Sa pulse duration,
this allows to determine the filter resonance line T (ν). However, in doing so, two assumptions
must be made:
First, a pulse model has to be assumed for the Ti:Sa pulses and the Ti:Sa pulse duration must
be known. As discussed in appendix A.1, a sech pulse profile is a reasonable assumption in our
case. Its pulse intensity spectrum S(ν,∆t), the FWHM pulse duration τTi:Sa and the FWHM
spectral bandwidth ∆νTi:Sa are given by
[211]:
S(ν,∆t) = sech2
(
pi2∆t(ν − ν0)
)
, τTi:Sa = 2 ·∆t · arcsech
(
1√
2
)
,
∆νTi:Sa =
2 · arcsech(1/√2)
pi2∆t
. (4.12)
These depend on the pulse width parameter ∆t = 183 ps, which is determined in appendix A.1.
Since we also require the spectrum of the UV pump pulses, we also assume a sech-profile, which
resembles well the expected spectrum after a single SH-conversion of a fundamental sech-shaped
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Ti:Sa spectrum30 (see appendix A.2). For comparison, we also consider a Gaussian pulse profile
in appendix C.3.
Secondly, numerically stable deconvolution31 of Ptrans(∆) effectively requires the assumption
of a filter transmission line profile. While the transmission line of each FP cavity is described
by the Lorenzian function TFP(ν), a sequence of n such filters corresponds to the product
Tnfilt(ν) =
(
TFP(ν)
)n
. For n ≥ 3 etalons, Tnfilt(ν) is better approximated32 by a Gaussian distri-
bution, which we therefore use as the assumed filter line. The Gaussian lineshape and FWHM
linewidth are:
T gFP(ν, σ) = Tpeak · exp
(
−(ν − ν0)
2
σ2
)
, ∆νfilt = 2
√
ln (2) · σ. (4.13)
Employing both functions, the filter transmission line can be determined by calculating the
convolution between T gFP(ν)|σ and the Ti:Sa spectrum S(ν) = S(ν,∆tTi:Sa), as a function of its
detuning ∆ from the filter resonance, and fitting the results onto the measured values Ptrans(∆).
To this end, the Ptrans(∆) data is normalised and the optimisation of the fitting routine runs
on the filter bandwidth parameter σ. To determine the convolution during fitting, the Fourier
transform theorem
Ptrans(∆) =
∫
ν˜
Tfilt(ν)|σ ·S(ν−∆)dν = Tfilt(ν)|σ ∗S(ν) ⇐⇒ P˜trans(t) =
(
T˜filt(t)
)
|σ ·S˜(t) (4.14)
is used. Here, the Fourier transform (FT) P˜trans(t) = FT
(
Ptrans(∆)
)
of the predicted, convoluted
30 Notably, SHG corresponds to a convolution of the pump pulse spectrum with itself. Since the sech-distribution
is not stable and has finite variance, it convergence against a Gaussian pulse for multiple convolutions. A
convolution of 3 sech distributions is already better described by a normal distribution than by a sech distribution.
A convolution between 2 sech distributions, as in SHG, is on the borderline: a Gauss fit yielding an slightly smaller
R2 = 0.998 than a sech fit with R2 = 0.999.
31 The usage of direct deconvolution algorithms to extract T (ν) yields non-sensible results and non-smooth
filter transmission functions. The instability arises from low intensity values at detunings far away from the filter
resonance.
32 Using the parameters for out 18 GHz etalons, a fit of TFP(ν) onto T
n
filt(ν) has R
2 = 0.986, whereas fitting
with T gFP(ν) yields R
2 = 0.996
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power transmission function Ptrans(∆) is given by the product between the FT of the normalised
filter transmission line T˜filt(t)|σ, for a fixed bandwidth σ, and the FT of the pulse spectrum
S˜(t) ∼ I(t), which corresponds to the normalised pulse intensity envelope. Least squares fit
optimisation for σ yields the most likely filter bandwidth ∆νfilt. With this procedure, the
experimental values for the filter stage linewidths, stated in table C.1 of appendix C.3, are
determined33. Notably, measuring the filter lines with the broadband Ti:Sa laser introduces
measurement uncertainties that could be avoided when performing the same measurement with
a narrowband, tuneable laser, such as a diode laser. We have tried to use our stabilised diode
laser for this task. However the mode-hop free tuning range was spectrally too narrow to give
any useful results. As we had no other, narrowband, tuneable light source at 852 nm available,
we used the Ti:Sa laser.
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Figure 4.6: Filter stage transmission measurements, for (a): signal filter stage; (b): idler filter
stage. The displayed datasets assume sech pulses and Gaussian shaped filter lines. Blue lines
are the fitted convolutions onto the measured data (black points). The Ti:Sa spectrum is shown
by the solid red lines, and the resulting filter spectrum by the solid green lines.
33 The uncertainties on the bandwidths are obtained from Monte-Carlo simulation as the standard deviation
of ∆νfilt, when performing the fitting procedure 5000 times under variation of the assumed Ti:Sa pulse duration
and the datapoints for Ptrans(∆) within their experimental uncertainty bounds.
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Signal filter stage The signal filter stage consists of three 18 GHz etalons and one double-
passed 103 GHz etalon, as illustrated in the green panel of fig. 4.5 a. The filter combination is
chosen empirically to optimise noise reduction at the memory output. The etalon resonance ν0
is positioned at ∆ = 15.2 GHz detuning with respect to the 62S 1
2
F = 3 → 62P 3
2
transition to
match the signal frequency in the Raman memory scheme (fig. 4.1 i).
Fig. 4.6 a shows the measured convolution data and the fit results for the filter bandwidth.
Using the sech spectrum S(ν)|∆ts for our τTi:Sa ≈ 323 ps long Ti:Sa pulses (red), which are con-
volved with the Gaussian filter line Tfilt(ν)|σopt (green) yields the predicted power transmission
spectrum Ptrans(∆ν) (blue). As can be seen by comparison with the measured, normalised Ti:Sa
power transmission Ptrans(∆ν = ν0 −∆) (black), the convolution fit agrees well with the data,
whereby the optimal fit parameter σopt = 0.64 GHz predicts a FWHM filter bandwidth of
34
∆νsigfilt ≈ 1.1 GHz.
Control leakage occurs at ∆ = 9.2 GHz detuning to the blue of the filter resonance, as illustrated
by the level diagram in fig. 4.1 i. Besides leakage, the filter stage also eliminates fluorescence
noise and, importantly, FWM noise in the anti-Stokes channel of our Λ-system (see fig. 2.2 b),
which has a detuning of ∆ = 24.4 GHz to the blue of the filter’s line. The expected filter trans-
mission for the control pulses is T sigfilt (9.2 GHz) ∼ 1 · 10−9, whereby the anti-Stokes transmission
is T sigfilt (24.4 GHz) ∼ 1 · 10−10. The downside of such heavy filtering is a total, on-resonance
stage transmission35 of T sig.filt (15.2 GHz) ≈ 14.5 % (on average). Both numbers yield an extinc-
tion factor for control leakage of sigfilt(9.2 GHz) =
T sigfilt (9.2 GHz)
T sigfilt (0 GHz)
≈ 1.5 · 10−8. This value has to
be contrasted to the performance of set of ideal etalons with 100 % on resonance transmission,
which would yield sigfilt(9.2 GHz) ≈ 2.5 ·10−10. The difference is caused by the below unity trans-
34 The data is summarised in table C.1 of appendix C.3.1 together with the prediction for Gaussian Ti:Sa
pulses.
35 For the individual optical components in the stage the following transmissions have been measured on average:
T 118 ≈ 65 %, T 218 ≈ 77 %, and T 318 ≈ 77 % for the three 18 GHz etalons, T 1103 ≈ 66 % and T 2103 ≈ 62 % for the double
passed 103 GHz etalon, and ηMMF ≈ 91 % for MMF-coupling.
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mission and the line broadening, due to Feff < FR. An improvement would be possible if the
double-passed 103 GHz etalon was replaced by an etalon with FSR= 48.8 GHz. Its better anti-
Stokes channel suppression, resulting from anti-resonance of the AS frequency with the etalon’s
resonances, could allow operation in single pass, boosting the transmission by approximately a
factor of 2.
Idler filter stage The idler filter stage contains two 18 GHz etalons and one double passed
103 GHz etalon, as shown by the purple panel in fig. 4.5 a. Additionally, it comprises a 100 GHz
bandwidth reflective volume holographic grating filter (Ondax ). The latter filters the SPDC idler
photon spectrum down to a bandwidth of 100 GHz, which is narrowed further by the 103 GHz
etalon to arrive at a single line with a width on the order of 1 GHz. Due to the large FSR
of the 103 GHz etalon, its transmission function does not tail off rapidly enough when moving
off resonance to achieve sufficient suppression of uncorrelated fluorescence noise in the idler
mode. To mitigate this, the 18 GHz etalons, which have sharper resonance lines, are inserted.
As introduced in section 4.2.2, the filter stage resonance νi,0 is set to ∆ = +24.4 GHz detuning
from the 62P 3
2
manifold. The total, on-resonance stage transmission36 amounts, on average, to
T idlfilt ≈ 26 %.
The idler filter’s transmission line is shown in fig. 4.6 b (green line). Likewise to the signal
filter stage, the fitted convolution Pfilt(∆ν) (blue), for σopt = 0.57 GHz, is in good agreement
with the measured Ti:Sa pulse transmission Ptrans(∆ν = ν0 − ∆) (black). The corresponding
FWHM filter linewidth ∆νidlfilt ≈ 0.94 GHz closely matches the bandwidth ∆νTi:Sa ≈ 0.98 GHz of
the sech-shaped Ti:Sa pulses (red).
To test the spectral projection of the SPDC signal photons later on, we also vary the idler filter
36 This is measured with bright Ti:Sa pulses tuned into resonance with the filters, i.e. T idlfilt = Ptrans(0). The
measured transmissions of each component are, on average, 62 % and 73 % for the 18 GHz etalons, 90 % and 77 %
for the double-passed 103 GHz etalon, 87 % for the grating and 97 % for MMF-coupling.
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components to prepare different filtering bandwidth. These different configurations are listed,
together with the above results, in table C.1 of appendix C.3.1.
4.4 Photon detection - from clicks to performance metrics
We continue our set-up discussion with the detection system for single photons. Besides the tech-
nical components, we introduce the observed signals, the ways they are recorded and how they
are transformed into detection probabilities, which are used to determine the heralding efficiency
and the photon statistics. To this end, we also define the g(2)-autocorrelation measurement, as
a metric for the photon statistics.
4.4.1 Single photon detection
Single photon counting module (SPCM) As mentioned in section 4.3.2, we use sin-
gle photon avalanche photodiodes (APD) (Perkin Elmer) to detect photons. Used in Geiger
mode, these devices produce a TTL voltage output when a photon hits the detection area.
While the exact physics of this process is described elsewhere [168], we note that detection has
a wavelength dependent efficiency; for 852 nm light, the detection efficiency is ηdet ≈ 50 %.
Apart from incoming signals, the detectors also produce dark counts, with a frequency of
cdc ≈ 10 − 20 photonssec = 10 − 20 Hz. Because detection uses a charge avalanche, the detec-
tors have a deadtime of τdet ≈ 30 ns after each photon registration event37. This time imposes
an upper count rate limit of cmaxdet ∼ 1τdet ≈ 33 MHz the detectors can respond to. However,
our actual detection rates fall well below this limit (see section 4.5.2), so there are no problems
with detector saturation. Notably, if the signal arm was unfiltered, the waveguide’s broadband
fluorescence background (see appendix C.2) would generate enough noise counts for the signal
37 This is the time required to firstly remove all electric charges in the semiconductor p-i-n junction, forming
the active detection area. Secondly, the p- and n-doped areas need to be re-charged with hole and electrons again
to be ready for the next detection event.
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detectors to get blinded38. We can measure the number of output pulses Ndet within a set
integration time ∆tint, yielding the observed count rate c =
Ndet
∆tint
. These counts are registered
on a continuous basis during ∆tint, i.e., they are not time-gated; we refer to these as singles
events. Timing information can be obtained, by measuring the output of two or more detectors
in coincidence [212]. Here, events are only counted when there are simultaneous outputs from all
detectors39. We term these events double and triple coincidences, depending on whether they
include two or all three APDs in our setup (see fig. 4.5). Such counting in possible by feeding
the APD TTL outputs into a field-programable gate array (FPGA). Detectors DT and DH also
feed into a time-to-amplitude converter (TAC), followed by a multi-channel analyser (MCA),
allowing to record photon arrive time histograms, which resemble the time series traces in fig. 3.3
and are used in chapter 5.
TAC/MCA The combination of both devices performs histogram binning of signal events
with respect to a start trigger pulse. To this end, the time delay between the start trigger and
the signal, which acts as a stop trigger, is measured and binned into different channels, according
to the time delay between both triggers. For each channel, the number of events are counted
within a set integration time ∆tTACmeas, which can take any time greater than 1 sec. When used
in single photon detection, the start triggers are photon detection events on the idler detector
DT, whereas signal detection on DH are the stop triggers. The resulting recording shows the
count histograms of signal photons with respect to a heralding event. Since both are correlated
through the simultaneous production of the SPDC photon pair, we obtain a temporal pulse
trace, resembling a scope trace of a laser pulse detection signal on a linear photodiode (see
fig. 3.3).
38 Note that the waveguide source is pumped with frep = 80 MHz repetition rate. So, in the absence of loss in
the signal arm, generating a noise photon upon every second pump pulse would be enough to blind the detectors.
39 Simultaneous mean, they are both detected within a given time interval, called the coincidence window.
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On the technical side, the TAC performs arrival time measurements, generating output voltage
pulses with amplitudes VTAC corresponding to the time differences δtTAC between the start (DT)
and the stop (DH) triggers. The input signals must be TTL-like voltage pulses with amplitudes
VTAC & 1.5 V. Such pulses are supplied by the APDs. The time ranges δtmaxTAC over which δtTAC
can vary, are user-definable and range from 5 ns up to 3µs. The TAC output is fed into the
MCA unit, which bins it into nch = 16385 channels according to the voltage level VTAC. Each
bin thus represents a time increment of δtMCA =
δtmaxTAC
nch
with respect to the TAC start trigger.
Events falling into each time bin are summed over the integration time ∆tTACmeas. Notably, the
start trigger does not necessarily have to be an APD output. In chapter 5, we will also detect
coherent states at the single photon level with the TAC/MCA system [34,213]. Here, the start
trigger is the Ti:Sa reference clock signal (see appendix A.1).
Field programmable gate array The FPGA works as a photon counter, which allows reg-
istration of single detection events supplied to each of its 8 input channels and also signal
coincidences between two or more channels40. It requires input pulse voltages of VFPGA & 1.3 V
for events to be registered and can thus be directly supplied by the APDs. Counting of individ-
ual channels yields the aforementioned singles counts, which have no precise timing information
within the integration time of ∆tFPGAint . Coincidence counting between the inputs of two or
more channels adds this information, allowing to confine the arrival times into a much smaller
time period, set by the coincidence window ∆tFPGAcoinc ≥ 2.5 ns. For coincidence to be counted,
the rising flanks of the input signals have to be registered within the coincidence window, so
the pulses need to be temporally synchronised. Here, we use ∆tFPGAcoinc = 5 ns, unless stated
otherwise, which effectively locates events within a single Ti:Sa emission time bin.
The requirement for temporal confinement of the detection events arises from the presence of
40 A more detailed description of FPGA and its coincidence logic can be found in the thesis of Justin Spring [214],
who has kindly provided the FPGA program for our experiment.
4.4 Photon detection - from clicks to performance metrics 128
continuous background noise, e.g. detector dark counts or the optical pumping (see chapter 5).
Such noise contributions can overshadow the desired signal counts, because the signal only adds
events during a small subsample of ∆tFPGAint , whereas the noise is on continuously. So, even if
the actual frequency of noise photon generation is low, its integrated value over ∆tFPGAint can
heavily exceed the number of signal events. Coincidence counting effectively cuts down the
integration window size to the much shorter period ∆tFPGAcoinc . Therein, the accumulated counts
approximately resemble the actual frequencies of signal photons and background noise, which
are dominated by the signal count rates.
Here, we count the signals from DH and DV in coincidence with events from DT, whereby we
record double coincidences cH,T and cV,T between the APDs DT-DH and DT-DV, as well as
triple coincidences cH,V,T between all three APDs DT-DH-DV. In all cases, heralding events
on DT define the ∆t
FPGA
coinc -sized time window, within which the signals from DH and DV are
observed. To this end, events on DT must be delayed appropriately for simultaneous arrival
with the other signals, as the longer optical propagation path of the signal photons needs to be
cancelled. The FPGA sums all counts Nj , with j ∈
{
T,H, V, (H,T ), (V, T ), (H,V, T ),
}
, within
the integration time of ∆tFPGAint ≤ 10 s, yielding the singles, double and triple coincidence count
rates cj =
Nj
∆tFPGAint
. To span larger measurement times, resembling ∆tTACmeas, the FPGA records
several runs; each run contains all registered counts Nj within one unit of ∆t
FPGA
int .
Notably, every FPGA channel can only be used to observe a single time bin. So, to account
for the read-in and retrieval time bins of the memory later on, we need two FPGA channels
for each APD DH and DV. Both detector outputs are thus split into two copies, each feeding
into a separate FPGA channel. The delay between the resulting channel pairs for each of the
signal detectors corresponds to the memory storage time τS. Moreover, to also enable counting
of coherent state signals at the single photon level, we will use an additional trigger signal, which
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derives from the Ti:Sa clock rate. The generation of these triggers, which are a variant of the
Pockels cell triggers in chapter 3, is detailed in section 5.2.
4.4.2 Conversion of counts to performance parameters
We will now discuss how the detected FPGA counts Nj are used to obtain the count rates and
detection probability numbers we require for benchmarking our system’s performance below and
in chapters 5 & 6. The processing of the TAC/MCA histogram traces is presented in section
5.3.1.
Count rates Unless explicitly stated, we use an FPGA integration time of ∆tFPGAint = 10 sec
throughout this work. While in this chapter we only measure the properties of the HSP as
input signals to the memory, for actual HSP-storage, we will observe count rates for different
measurement settings i, which are combinations of input signal, control and the optical pump
applied to the memory. This is similar to chapter 3, where we have selectively un-/blocked the
control to observe signal storage (see fig. 3.3). The counts Ni,j for each such setting i and
detector combination j will be measured for the read-in and read-out time bins, denoted by t.
While in this chapter we only have one time bin, as the HSPs are not stored yet, we nevertheless
introduce the notation here already. So we have counts N ti,j(tm) for each FPGA run tm, which
are integrated for a time ∆tFPGAint , yielding count rates c
t
i,j(tm) =
Nti,j(tm)
∆tFPGAint
.
For benchmark parameters that only require a single measurement setting i, we can take the
average over all points tm and obtain the average count rates c¯
t
i,,j =
∑
m
cti,j(tm), with a stan-
dard error41 ∆c¯ti,j . Notably, the errors ∆c¯
t
i,j implicitly assumes a normal distribution for the
average count rates c¯ti,j . The validity of this assumption is demonstrated in section 5.4.1 and
41 The standard error is given as ∆cti,j =
std(cti,j(tm))√
|{m}| , where | {m} | is the number of measurement runs m and
std stands for the sample standard deviation.
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appendix D.3.4.
Scaled count rates However, when more than one setting is involved, we need to take into
account the variation of the experimental repetition rate. It is set by the idler photon detection
rates ci,T (tm) on DT, which define the coincidence windows. These vary over different time in-
tervals tm, because the SPDC pair generation is a probabilistic process. Consequently, triggering
the experiment by idler detection results in a continuous variation in the number of detectable
coincidences. Since different settings i can only be measured sequentially, these variations need
to be taken into account to avoid skewing of the counts cti,j(tm). To this end, we introduce
the multiplicative factor si =
ci,T (tm)
c¯i,T
for each setting i, which is the normalised variation of the
heralding rate. These factors are applied to the measured counts, leading to updated numbers
c˜ti,j(tm) = si · cti,j(tm) and ˜¯cti,j = si · c¯ti,j for each setting i, detector combination j and time bin t.
Obviously, using a deterministic trigger of constant frequency, such as a divided-down deriva-
tive42 of the Ti:Sa clock rate, the number of experiments is constant, i.e. si = 1, ∀i. For HSP
storage, we consider it understood from now on, that rescaling by si is applied to all count rates
and drop the tilde.
Detection probabilities When dealing with coincidence counts, knowing the probability to
detect a photon on the signal APDs, when performing an experimental trial, will become quite
useful later on. This gives rise to the detection probabilities, which are the number of signal
counts, normalised by the experimental repetition rate frep. For HSP production, we have
frep =
1
cT
. When using the APD DT for heralding, we thus end up with detection probabilities
of pti,j(tm) =
cti,j(tm)
cT,j(tm)
. Note here, that the repetition rate 1cT,j(tm) is of course memory time
bin independent. For i ∈ {(H,T ), (V, T ), (H,V, T )}, the pti,j correspond to the conditional
42 The 80 MHz Ti:Sa clock signal needs to be divided-down in frequency to be usable in gating the FPGA
coincidence windows. This follows from the upper limit on a signal’s repetition rate of ∼ 20 MHz the FPGA is
able to process.
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probabilities of finding signal photons in the H- or/and V-arm, when having an idler photon in
mode T . Consequently, we can also use the notation ptk,j , with k ∈
{
H|T, V |T, (H,V )|T}, for
these probabilities.
Definition of heralding efficiency The above count rate scaling by the idler events is also
required for determining the source heralding efficiency ηher. It is defined as the probability of
obtaining an SPDC signal photon upon a heralding event. Besides the HSP spectrum, it is the
second crucial source parameter, as it determines the effective number of photons sent into the
memory upon every experimental trial. By definition we must have ηher ≤ 1. We will see the
consequences of this relation in section 5.3.5. When considering only the actual detection rates,
i.e. HSP preparation trials are only counted as successful when the SPDC signal photon makes
it to the detector, the heralding efficiency reads [152] η˜her =
c¯H,T+c¯V,T
c¯herT
. Note, when measuring the
heralding efficiency, we only need the setting s, which represents the unblocked input signal43, so
we can use the average count rates c¯ti,j for j = s. Moreover, the signal can be split between the
detectors DH and DV (see chapter 5), so we add up the coincidences observed on each detector.
In our case, this number amounts to η˜her ≈ 1 %.
However, when quoting ηher, the actual application of the HSPs should to be taken into account,
which, for us, is the insertion into the Raman memory. In this regard, it is sensible to define
the HSP preparation efficiency with respect to the probability of sending a HSP into the Cs
cell, rather than with respect to its detection. η˜her thus needs to be corrected for the detection
efficiency ηdet, as well as the signal’s transmission T
tot
sig from the Cs cell’s input facet
44 to the
43 This is true only when the Cs cell is not inserted into the beam path of the SPDC signal photons. If
it is included, we also require active optical state preparation to avoid linear absorption by the warm vapour.
Accordingly the diode laser has to be on as well and ηher is measured by the setting sd, standing for signal &
diode.
44 With the Raman memory present in the signal’s beam path, this transmission needs to be measured without
Raman absorptions. For the data presented in this chapter, the Cs cell has been removed from the beam path,
so T totsig is essentially the transmission of the signal filter stage.
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signal APDs. This yields a heralding efficiency of
ηher =
cH,T
cT · T totsig · ηdet
=
pH|T
T totsig · ηdet
. (4.15)
4.4.3 Photon statistics via g(2) autocorrelation
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Figure 4.7: Hanbury-Brown-Twiss scheme
for heralded g(2)-measurements.
In section 4.1.2 we have introduced the neces-
sity for the source to produce HSPs with good
photon number purity, which is assessed by
the photon number statistics. Photon number
purity preservation is also one of the key mem-
ory performance benchmarks, as the quan-
tum characteristics of the input signal have
to be maintained for faithful memory opera-
tion. This is easily understood considering the
application of the source-memory system in temporal multiplexing: Clearly, any additional pho-
tons coming out of the memory would negatively affect any subsequent quantum gate operations.
To investigate the signal’s photon statistics [81], we measure correlations in a Hanbury-Brown-
Twiss-type experiment [81,215], illustrated in fig. 4.7. Here, the signal is split up 50:50 into two
spatial modes which are detected in coincidence, while its arrival time in one arm is successively
delayed. In case of a single photon input, the single particle can only travel along one arm
at a time, so there are no coincidences for a delay of τ = 0, while for τ 6= 0 coincidences can
occur. Conversely, inputs containing more than one photon can split up into configurations that
enable coincidence events at τ = 0. For an investigation of the single photon character, it is
thus sufficient to evaluate τ = 0 only. The correct time bin τ is specified by counting triple
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coincidences between all APDs (DH, DV, DT). This measurement is commonly referred to as
heralded g(2)-autocorrelation, with g(2)(τ = 0) =: g(2) defined by
g
(2)
j,t =
〈ˆ˜a†s,H ˆ˜a†s,V ˆ˜as,V ˆ˜as,H〉T,j,t
〈ˆ˜a†s,V ˆ˜as,V 〉T,j,t · 〈ˆ˜a†s,H ˆ˜as,H〉T,j,t
=
pt((H,V )|T ),j
pt(H|T ),j · pt(V |T ),j
=
ct(H,V,T ),j · cT,j
ct(H,T ),j · ct(V,T ),j
. (4.16)
Here, the SPDC signal annihilation operator as from eq. 4.5 is split into the two modes a˜s,H
and a˜s,V , detected on APDs DH and DV, respectively. The subscript T denotes that the signal
detection is conditioned on a heralding event45, the subscripts {j, t} indicate the measurement
setting and time bin and pt((H,V )|T ),j is the probability of observing triple coincidences. The
latter is normalised by the product of the double coincidence probabilities pt(H|T ),j and p
t
(V |T ),j .
Similar to ηher, we only observe setting j = s in this chapter, i.e., we only send the input signal
onto the APDs DH and DV. In chapters 5 & 6 we will also study other field combination settings.
Inserting the memory into the signal arm adds the subtlety of having to count coincidences for
the read-in and read-out time bins, which is accounted for in eq. 4.16 via the subscript t. Note
that eq. 4.16 assumes negligible higher order SPDC emissions [73]. Theoretically [81], one would
expect g(2) = 0 for true single photons and g(2) = 1 for coherent states. Thermal states, such
as noise, have g(2) = 1 + 1K , where K denotes the number of collected modes; so a single mode
thermal state has g(2) = 2 (see section 6.7).
Besides the g(2) autocorrelation, there is also the cross-correlation G(2) [53,61,216], which uses
correlations between the signal and idler modes of an SPDC source46. It is based on coincidences
between signal and idler detection events, i.e., splitting the signal arm into two modes is not
required. These coincidences are normalised by the product of the unconditional signal and idler
singles counts. G(2) is thus analogous to eq. 4.16 with G(2) =
pH|T+pV |T
(pH+pV )·pT . Since it incorporates
45 The theory expectation value [178] needs to be evaluated using the marginalised SPDC state after heralding
(eq. C.8 of appendix C.1).
46 Occasionally, for characterisation of SPDC sources, G(2) is also referred to as g(1,1) to denote that it is a
coincidence measurement between the signal and idler arm [217].
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count rates of free-running APDs, it is very sensitive to background noise, as mentioned above.
For this reason, experiments using this metric commonly gate the detection on the preparation
of the SPDC pump pulses [218], which here would be the Ti:Sa clock signal. Since the processing
bandwidth of our present FPGA system is not high enough to register input signals at 80 MHz,
we did not consider a G(2)-measurement in this thesis.
4.5 Source characterisation measurements
We now move on to the experimental parts of this chapter, where we discuss the source char-
acterisation measurements. Before running the system to produce HSPs, we have tested and
optimised the nonlinear frequency conversion in the reverse direction, generating SH by pump-
ing the waveguide with 852 nm light from our Ti:Sa master laser, and tuning the waveguide’s
temperature. Switching to SPDC thereafter, we have also measured the temperature depen-
dence of the SPDC generation efficiency and observed the full, broadband emission spectrum
of the waveguide, including any fluorescence noise. These initial measurements are presented in
appendix C.2. In the following we will start our characterisation by looking at the spatial mode
structure of the SPDC in the waveguide. Subsequently, we will presented the achievable count
rates, the heralding efficiency as well as the g(2) photon statistics measurements on the HSPs.
Last, but not least, we will measure the spectrum of the HSP.
4.5.1 SPDC spatial modes in the waveguide
To observe the SPDC mode structure in the waveguide, we will replace the regular output coupler
lens behind the waveguide by the L40X microscope objective, shown in fig. 4.5 b, and image the
output facet of the waveguide with an fi = 200 mm focal length lens on the EM-CCD camera
(see section 4.3.2). The camera thus observes the modes magnified by a factor of Mi ≈ 43.5
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Figure 4.8: SPDC spatial mode structure excited in waveguide 3.2. (a): Fundamental mode of
the SPDC photons produced by the H-polarised UV pump. (b): Fluorescence mode observed
for frustrated SPDC with a V-polarised UV pump. (c): Mode of pure SPDC photons obtained
by subtracting the fluorescence background of (b) from the SPDC mode in (a). (d): First
order SPDC mode produced by the H-polarised UV pump. The dimensions of the modes are
those on the EM-CCD camera, i.e. the modes are magnified by a factor Mi = 43.5. For good
visibility of the mode structure, the intensities in all images are rescaled to use the full 8-bit
dynamic range of the camera.
with respect to their actual size inside the waveguide. Apart from the SPDC modes themselves,
we also analyse the modes of the 852 nm Ti:Sa radiation coupled into the guide 3.2, the SH
this IR-light generates, as well as the modes for the 426 nm UV-pump in the waveguide. These
auxiliary results are presented in appendix C.4. Here, we focus exclusively on the SPDC modes,
excited in waveguide channel 3.2.
By appropriate adjustment of the coupling conditions for the UV-pump into the guide, we can
generated SPDC photons in their fundamental spatial mode, as shown in fig. 4.8 a. The FWHM
mode size is similar to that of the 852 nm IR radiation from the Ti:Sa, coupled into the guide
(see table C.3 in appendix C.3). Because the EM-CCD camera is not triggered by a heralding
event47, the SPDC mode also contains the single photon fluorescence noise background, which
falls into the 852± 10 nm wavelength range of the bandpass filter, placed in front of the camera
(see fig. 4.5 b). By frustrating the down-conversion, using a V-polarised UV-pump instead
of the H-polarisation required to achieve phase-matching, the mode of the noise background is
separated from SPDC and observable independently (see fig. 4.8 b), showing a slightly larger
47 This would require an i-CCD camera, which we do not have available.
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mode48. Due to similar coupling efficiencies for both UV polarisations into the guide, we can
directly subtract this fluorescence mode from the SPDC mode for H-polarised UV pump. The
resulting background-subtracted mode, displayed in fig. 4.8 c, approximates the actual SPDC
mode. Its FWHM dimensions are smaller than those of the expected mode (see table 4.1).
Nevertheless the overlap of this background subtracted mode with the predicted IR modes in H-
and V-polarisation is extremely good, reaching ASPDC ≈ 94 % (see table C.3 in appendix C.4).
Because this mode is imaged prior to the polarisation splitting of the SPDC pair (see fig. 4.5 a),
the mode contains signal and idler photons; it effectively corresponds to the D-polarised IR
mode shown in fig. C.2 a of appendix C.4. Good heralding efficiency requires signal and idler
SPDC photons to couple individually into SMF with high efficiency. To test the mode of each
polarisation component, the SPDC mode is also observed after polarisation splitting on the
PBS, as shown in fig. 4.5 c, by positioning the EM-CCD camera directly in front of the signal
SMF and imaging the incoming collimated mode with the fi = 200 mm lens
49. Mode images
are presented in appendix C.4.3, which also contains a description of the SPDC signal and idler
mode matching to the SMF modes in each arm.
Direct measurement of the SMF-coupling efficiency ηSMF with SPDC photons is challenging. For
this reason, the H- and V-polarised components of the transmitted IR pump modes (fig. C.2 b & c
in appendix C.4) are used as a proxy to estimate ηSMF. Light in both arms can, on average, be
coupled with efficiencies of ηsignalSMF = (72±4) % and ηidlerSMF = (73±4) %, respectively. Notably, the
SMF-tips are uncoated, so both modes are subject to ∼ 4 % loss at each SMF-end. Additionally,
for reasons discussed in section 5.2.2, the SPDC signal photons propagates down an 83 m long
48 While the fluorescence mode is larger than the SPDC mode, the size difference is not sufficient to enable
significant spatial filtering of the fluorescence by SMF-coupling behind the waveguide. Fluorescence is thus mainly
filtered by the herald and signal filtering stages, whereby uncorrelated noise, falling into the selected frequency
bandwidth, is not separated from the actual SPDC photons.
49 Notably, here L40X objective at the waveguide output has been replaced with the higher transmissive aspheric
lens, which is the component used in the actual experiments.
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SMF, which adds ∼ 3.7 % propagation loss. Without both insufficiencies, the actual SMF-
coupling efficiency is estimated to ηsignalSMF = (81 ± 4) % and ηidlerSMF = (82 ± 4) %. Due to a lower
mode quality of the transmitted IR pump compared to the SPDC emission, these estimates can
be considered as a lower bound.
We conclude by exemplifying the level of control over the SPDC waveguide modes we can achieve
by coupling into the next higher-order mode, TEM(0,1), whose two intensity lobes reach further
into the guiding channel. Fig. 4.8 d shows this mode50. Notably, one reason for choosing the
3µm wide guide 3.2 is the good SPDC mode quality. The mode structure of a waveguide with
a different channel size (guide 3.1), which shows a sizeable nonlinear conversion efficiency in the
experimentally accessible temperature regime as well (see appendix C.2.2), is also presented in
appendix C.4.5.
4.5.2 Photon count rates
In the following we analyse the photon count rates we are able to obtain within our available UV
pump power regime (see appendix A.2). Here, we will also investigate the achievable heralding
efficiencies ηher and determine the photon number purity of the HSPs using the g
(2) function
introduced in eq. 4.16. For measuring the count rates and ηher, all signal photons are sent
onto APD DH, only for the g
(2) measurement the signal is split 50:50 on a PBS and sent
simultaneously to both APDs, DH and DV. Importantly, as shown in fig. 4.5 a, the signal is
polarised on serval PBSs and a PBD (polarising beam displacer) before it is sent onto the PBS
for the intensity splitting to both detectors. Its polarisation is thus well defined before it enters
the HBT-type setup to measure g(2), for which reason we can use a PBS for the 50 : 50 splitting
instead of a non-polarising beam splitter (NPBS). This also assures that, when an IR alignment
50 For its excitation the input coupler is displaced vertically downwards from the position used for coupling
into the fundamental mode.
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Figure 4.9: SPDC photon production rates: (a): Singles count rates cH (red) and cT (blue)
detected in the signal and idler arm, respectively. Mint green shows the temporally filtered
heralding events cherT . Solid lines represent exponential fits for the data’s scaling in PUV, resulting
in cH ∼ P 0.95UV , cT ∼ P 0.93UV and cherT ∼ P 0.86UV for the three datasets. Dotted lines show the
expected scaling cH ∼ cT ∼ PUV. (b): Coincidence count rates cH,T between detectors DT
and DH. Red and green points are signal and idler photons generated by the same pump pulse
(cH,T ) and subsequent pulses (c
unc
H,V ), respectively. The solid lines of similar colour are fits with
cH,T ∼ P 0.89UV and cuncH,T ∼ P 1.79UV , while the dotted lines show cH,T ∼ PUV and cuncH,T ∼ P 2UV.
(c): Triple coincidence rates cH,V,T between APDs DT, DH and DV, with the fitted scaling
cH,V,T ∼ P 1.36UV (solid line) and the expected scaling cH,V,T ∼ P 2UV (dotted line). (d): g(2) of the
heralded SPDC signal photons. (e): Heralding efficiency ηher for SPDC signal photons (red),
with the solid line marking the average of ηher ≈ 24 %. False heralding event from uncorrelated
SPDC signal photons in the next time bin are shown in green (multiplied by 100).
beam is used to adjust the 50:50 intensity splitting, we have the same splitting ratios for single
photons. Therefore we effectively resemble the NPBS, which is the default choice for building a
HBT-experiment, as shown in fig. 4.7.
Singles rates We start by looking at the SPDC singles count rates
{
cH(tm), cV (tm)
}
and
cT (tm) for the SPDC signal and idler photons. Note, since we have no storage and retrieval
and only send the SPDC signal photons onto our detectors (setting s), we drop the time bin
and setting indices t and j from the count rate definitions of section 4.4.2. Fig. 4.9 a shows
the mean rates c¯i, averaged over all runs tm, for i ∈ {T,H, V }, as a function of the UV pump
power PUV sent into the waveguide. The data is stated in terms of detection frequencies, i.e.
4.5 Source characterisation measurements 139
counts/second. The numbers however derive from a total of | {m} | ∼ 120 FPGA measurement
runs, each with a ∆tFPGAint = 10 sec integration time
51. Note also that PUV is measured directly
in front of the waveguide input coupler. The actual UV power P coupUV = η
3.2
UV · PUV, available
to pump the SPDC, is reduced by the coupling efficiency η3.2UV ≈ 12 %, which accounts for the
transmission loss through the O40X microscope objective and the inefficient coupling into the
waveguide channel (see appendix C.4.2).
The count rates for both photons, signal and idler (red and blue in fig. 4.9 a), are the actual
detection events on the APD, which show an approximately linear increase with PUV. This is
indicative for the low pumping power regime [201], where at most one SPDC pair is created by
each UV pump pulse. From eq. 4.11, we thus expect cj =
(
γn · PnUV
) |n=1. The exact dependence
can be tested by taking the natural logarithm of both sides to yield ln
(
cj
)
= α + n · ln (PUV).
Fitted the double-logarithmic data by a straight line (solid lines in fig. 4.9 a) should thus return
n = 1. In practice, we obtain nsH = 0.95 ± 0.04 and niT = 0.93 ± 0.05 in the signal and the
idler arm, respectively, which lie slightly below the expected value of n = 1 (dotted lines in
fig. 4.9 a). If higher oder terms contributed to any significant extend, the scaling factor would
be modified to super-linear scaling, i.e. n > 1, which is not the case. The count rates show
that SPDC emission is still well within the spontaneous regime [174,219]. The rates are far below
80 MHz, which is the count rate one would expect if the probability for generating an SPDC
pair per UV pulse was approaching 100 %. With observed count rates of ∼ 10 kHz, we thus
clearly do not generate a photon pair within every UV pump pulse52. Because these rates are
also far below the maximum rate imposed by detector dead time cmaxdet , detector blinding is not
an issue either and 1cT is a good approximate measure for the time δτSPDC between successive
51 The data points for PUV = 0.56 mW and PUV = 1.02 mW are measured for longer, with a total number
of 195 and 211 FPGA runs, respectively. Conversely only 70 runs have been recorded for the PUV = 3.01 mW
datapoint.
52 Since these are detected counts, one can obtain an estimate of the actual production rates by dividing them
by the transmission T totsig and the detection efficiency ηdet, which amounts to a factor of ∼ 20.
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SPDC pair emissions, as well as for the experimental repetition rate frep.
Besides SPDC photons the waveguide also emits fluorescence noise (see fig. C.1 in appendix C.4.5).
Filtering eliminates all noise outside of the idler’s spectral mode. Since the remaining, spectrally
indistinguishable fluorescence noise will be mistaken for actual SPDC idler photons by APD DT,
its registration causes false heralding events and will lower ηher. Fortunately, the fluorescence
noise does not have to occur exactly inside the UV pump time bins that lead to SPDC pair
emissions. Some of it is emitted between actual idler generation events. To reduce its influence,
we can use the limit δτSPDC → cT and apply an external timing filter for the acceptance of
heralding events. To this end, the idler detection events are fed into a digital delay generator
(Standford Research Systems DG535, DDG in fig. 4.5), which delays the APD pulses prior to
sending them into the FPGA. Besides adding a delay to an input signal, the DDG can also be
issued with a delay to be applied between production of an output pulse and the acceptance of
a new input pulse. By setting this second delay to O (δτSPDC), heralding events can be forced
to have fixed minimum time separations, which reduces the influence of the randomly occurring
fluorescence noise on frep. Fig. 4.9 a also shows these filtered herald events c
her
T (mint green),
which have a slightly degraded linearity coefficient of nherT = 0.86±0.06. Since SPDC generation
is also probabilistic, temporal filtration causes unavoidable loss of some detection events of gen-
uine SPDC idler photons, for which reason we have cherT < cT . For the remainder of this analysis
and the work in chapter 5, we will exclusively use cherT for heralding and triggering purposes.
Coincidence counts Using cherT for coincidence counting, we obtain the rates cH,T , displayed
in fig. 4.9 b. They represent the conditional preparation of an SPDC signal photon, contingent
on the simultaneous emission of a SPDC idler photon53. As mentioned in section 4.4.1, the
actual time bin, within which the SPDC signal photon is generated, can be determined by the
53 Obviously, this includes any residual contributions from heralding triggers.
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respective delays between the FPGA channels of signal and herald. Besides signal and idler
emission within the same UV pump pulse (red points in fig. 4.9 b), such events can also occur
between different pulses. For instance, delaying the FPGA signal channel by an additional
12.5 ns with respect to the heralding channel looks at SPDC signal photons that are produced
by the next UV pump pulse, following the pulse that created the detected idler photon. These
are accidental coincidences from two uncorrelated photon pair emissions, where one time the
signal photon and another time the idler photon got lost. Since this requires, at least, the
production of two SPDC photon pairs, the count rate cuncH,T (green points in fig. 4.9 b) of such
events is a measure for the amount of higher oder contributions present in the desired correlated
coincidence counts cH,T . By calculating the ratio RH,T =
cuncH,T (PUV)
cH,T (PUV)
, we find the amount of
contamination to increase with PUV from initially ∼ 0.47 % to ∼ 2 % for the highest pump
power PUV ≈ 3 mW.
The proportionality of both coincidence types, correlated and accidental events, with PUV is
again obtained by fitting straight lines onto the double-logarithmic data (solid lines in fig. 4.9 b),
yielding scaling exponents of nH,T = 0.89 ± 0.1 and nuncH,T = 1.79 ± 0.15. As desired for low
higher order contamination, the coincidences cH,T , for which we expect n = 1 (dotted red line)
scale approximately linearly, just as the singles rates. In turn, accidentals scale approximately
quadratic, as n = 2 (dotted green line) is expected for double pair emission events.
Triple coincidence counts Another test for the presence of more than a single photon in the
heralded SPDC state is the detection of triple coincidences. For their measurement, the signal
is now split 50 : 50 between the APDs DH and DV (see fig. 4.5 c), and the output pulses of both
APDs are counted in coincidence with the herald trigger events cherT . The triple coincidence count
rates cH,V,T are displayed in fig. 4.9 c. The data’s scaling with PUV of nH,V,T = 1.36±0.66 (solid
line) is lower than the expected n = 2 (dotted line), which can however result from the larger
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uncertainties due to low count rates. These triple events represent SPDC photons generated
within the same UV pump pulse. Note that accidental triple coincidences between two different
pump time bins are absent, so six photon emission [85] does effectively not occur.
4.5.3 Heralding efficiency
We can now directly use the coincidence count rates cH,T + cV,T , together with the heralding
events cherT , to define the coincidence probabilities pH|T + pV |T and therewith the heralding
efficiency of
ηher =
pH|T + pV |T
T totsig · ηdet
≈ 24 % (4.17)
While we send all signal power onto APD DH, for reasons of completeness we also feature the
counts on DV in eq. 4.17, despite having pV |T → 0 at the moment. pV |T will be important for
the work in chapter 5, where we use a 50:50 intensity splitting between both APDs. Fig. 4.9 e
displays the measured values for ηher (red points), as well as its average over all PUV (red line,
eq. 4.17). Notably, this value is quite sensitive to the actual correct spectral projection and
relies on good filter stage alignment. As shown in fig. 4.5 a, T totsig consists of the transmission of
the Cs cell and the optics behind it (Tmem ≈ 77 %), the SMF-coupling efficiency to the signal
filter stage (ηfiltSMF ≈ 86 %), and the signal filter stage transmission (T sigfilt ≈ 14.5 %). Systematic
errors54 cause a variations in the achievable numbers for ηher on the order of ∆ηher ∼ ±5 %.
These are the reason for a smaller value of ηher ≈ 22 %, quoted in chapter 5, which results from
a long term average, whereas eq. 4.17 represents optimal performance.
Since frequency filtering cannot eliminate single photon fluorescence in the signal and idler
spectral modes, ηher contains a contribution by these photons. The amount of which can be
estimated by frustrating the down conversion with a V-polarised UV pump, measuring the
54 Note, we do not consider any errors on the detection efficiency ηdet.
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number of remaining coincidences. These amount to ∼ 2 % of the actual counts obtained when
inserting H-polarised UV light. In the current form, ηher still contains small amounts of higher
order noise, which can be estimated using the accidental coincidences cuncH,T (green points in
fig. 4.9 b). Calculating their detection probability puncH|T and inserting the result into eq. 4.17,
yields an amount of ηuncher ∈
[
0.1 %, 0.5 %
]
for increasing pump powers, which is shown in fig. 4.9 e
(green points). Hence the noise contribution lies within the uncertainty range of ηher.
When comparing ηher to other literature values, it is reasonable, but not on the high end, where
values up to 80 % have been reported [184]. We expect ηher to be limited by scattering effects inside
the waveguide, which can be seen as bright spots (see fig. 4.1 g). To estimate the highest ηher-
value we can possibly expect, given the measured count rates, we back-out all efficiency factors.
Besides ηdet, only the transmission of the HSPs between their generation and detection point is
relevant for ηher. Their path consists, firstly, of their extraction efficiency from the waveguide
and, secondly, of any optics behind the waveguide output coupler. As illustrated in fig. 4.5 a,
apart from the above stated T totsig , this second component also includes the transmission from
the waveguide output to the SMF (T SPDCsig ≈ 92 %), its SMF-coupling efficiency (ηsigSMF ≈ 72 %,
including the transmission through the fibre), as well as the transmission through the second
SMF and the optics in between (TSMF ≈ 84 %). For extraction from the waveguide, we can
also attribute the known Fresnel reflection (RKTP,H(852 nm) ≈ 7, 5 %, RKTP,V(852 nm) ≈ 8, 8 %)
and the output coupler transmission (TC230TME ≈ 95 %). Incorporating these additional factors,
which amount to a total transmission of T˜tot ≈ 49 %, into eq. 4.15, yields ηmaxher ≈ 49 %, which is
still below the maximal value of 100 %.
Since the only bit, that is not directly measured in this estimation, is the SPDC photon trans-
mission through the guide, it is therefore likely that this accounts for at least part of the residual
discrepancy. Under the assumption that all of this residual reduction is due to the scratched
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waveguide surface (see appendix C.5), waveguide replacement by a new chip of the same pa-
rameters should cure this problem. In the best case scenario, a new chip would allow for
ηmaxher ≈ ηher1−T˜tot ≈ 47 %. Such a replacement has meanwhile been purchased, however there has
not been sufficient time during this project to try out the new device.
4.5.4 Photon statistics
With the above count rates, we can also determine the HSP number purity, using the heralded
g(2)-autocorrelation function of eq. 4.16. This measurement now uses a 50:50 splitting of the
signal intensity onto APDs DH and DV. While signal and idler by themselves have thermal
statistics [175] with g(2) = 2, the non-classical correlation between both photons results, optimally,
in g(2) = 0 for the SPDC signal, when heralding on the idler [81,220]. This happens because we
generate one SPDC pair, whose two photons are split into the signal and the idler arm. In
the signal arm, we thus have a single photon, that can only propagate along one of the two
paths in the HBT-setup we use to measure g(2) (see fig. 4.7). Any contamination [81] by residual
higher order SPDC emissions or other sources of noise, such as single photon fluorescence, will
result in g(2) > 0. Since higher order emissions scale at least ∼ P 2UV or steeper, pump power
reduction improves the photon number purity, but comes at the cost of heralding event reduction.
Fig. 4.9 e displays the measured g(2)-values for our UV pump power regime. Generally, g(2) is
very close to 0 and increases only for PUV & 2 mW. Regarding the heralding rate, we will see
in chapter 5 that cherT ≤ 104 is more than sufficient for interfacing the source with the Raman
memory. Hence, we can afford to run the source with PUV ≈ 1 mW, where g(2) is minimal. The
obtained photon number purity of O
(
g(2)
)
∼ 10−2 compares well with the performance of other
SPDC-based sources, designed for quantum memories [153].
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4.6 Measurement of the heralded single photon spectrum
The final analysis we present here is the experimental measurement of the HSP spectrum,
which allows us to test, whether our expectations from section 4.2.4 coincide with the photons
we actually prepare. Notably, the direct measurement of a spectral bandwidth ∼ 1 GHz is
not simple in the optical domain, particularly when dealing with single photon signals. Regular
spectrometer resolutions are not sensitive enough to yield faithful results, because devices usually
operate on a nano-meter scale. So we have to resort to a different, indirect method, which uses
the same principles we have applied in characterising the filter stages (see section 4.3.3). We
will now first outline the experimental concepts and then discuss the results.
4.6.1 Measurement idea
To determine the HSP spectrum, we invert the method of our filter stage bandwidth mea-
surements: instead of sweeping a know pulse over an unknown frequency filter, we now do
the opposite and scan the unknown HSP spectrum over the known signal filter resonance. Once
more, the filter function T sigfilt (ν) and the pulse shape need to be assumed a priori; we use the same
functions as in section 4.3.3 and utilise the measured FWHM filter bandwidths (see table C.1 in
appendix C.3.1). Probing the HSP spectrum with the signal filter line can be done in two ways:
either by detuning the filter resonance frequency, or by changing the central frequency νs,0 of
the HSPs. The former is substantial experimental effort and relies on the absence of systematic
alignment errors. Hence we scan νs,0. To this end, the Ti:Sa master laser’s output frequency is
modified in the same manner as described in section 4.3.3. Due to frequency doubling of the
Ti:Sa pulses, any changes in the Ti:Sa detuning with respect to the Cs 62S 1
2
F = 3 → 62P 3
2
transition are initially translated into shifts of the centre frequency of the UV pump pulses.
A change of the Ti:Sa frequency νTi:Sa by ∆ν shifts the UV pump’s centre frequency νUV by
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2∆ν, because νUV = 2 · νTi:Sa via SHG. SPDC of the frequency shifted UV pump will also shift
the frequencies of the signal and idler spectra, which have to add to the shifted value of νUV.
Accordingly, for degenerate SPDC, the centre frequencies of the signal and idler spectra are
shifted by the same amounts ∆ν as the initial Ti:Sa pulses. Importantly, for this measurement
to work, we need constant idler photon production rates, when sweeping the SPDC pump’s cen-
tral frequency. In other words, the SPDC phase-matching bandwidth has to be broad enough
that shifts νUV do not change the unfiltered JSA f(νs, νi) = α(νs + νi) · Φ(νs, νi). If this was
not fulfilled, the recorded data would contain a convolution with the changes in f(νs, νi), which
is not straight forward to separate. Accordingly, the signal filter resonance would have to be
scanned instead. However, as fig. 4.3 c shows, ∆νPM is wide enough, such that detuning ranges
|∆ν| ≤ 5 GHz are phase matched, i.e. Φ(νs, νi) ≈ 1, ∀|∆ν| ≤ 5 GHz.
In the experiment we detect HSPs transmitted through the signal filter stage on APD DH
(see fig. 4.5 a). Similar to eq. 4.14, the observed photon count rates cH,T (∆ν) represent the
convolution between the HSP spectrum SexpHSP(ν) and the filter line T
sig
filt (ν), with
c˜H,T (∆ν) =
∫
ν
T sigfilt (ν˜) · SexpHSP(ν˜ −∆ν)dν˜ = T sigfilt (ν) ∗ SexpHSP(ν), (4.18)
where SexpHSP(ν) ∼ 〈nˆs,H〉 is given by the photon number expectation value nˆs,H = aˆ†s,H aˆs,H of the
HSPs55 (see eq. 4.16) and c˜H,T (∆ν) =
cH,T (∆ν)
cH,T (0)
represent the coincidence rates, normalised to
their value for ∆ν = 0 frequency shift of the Ti:Sa laser relative to the filter resonance.
4.6.2 Experimental results
To test our capability of tuning the HSP spectral bandwidth, the experiment is conducted
with the three different herald filter stage arrangements, quoted in table C.1 of appendix C.3.
55 In the language of eq. C.8 in appendix C.1, mathematically this corresponds to the application of a detection
operator pis for the signal mode on the density matrix ρ
filt
s (see eq. C.8).
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Figure 4.10: (a): Measured convolution data for the HSP spectrum, swept over the signal
filter line (black points), with linear interpolation (dotted black line) and fitted convolution
function (eq. 4.18, yellow line), using the optimal HSP spectrum SHSP(ν)|∆toptHSP (blue line).
(b): Comparison of the data (black points), the fitted convolution (solid yellow line) and the
measured HSP spectrum (solid blue line) with the predicted HSP spectrum (dashed blue line)
and its resulting convolution trace (dashed yellow line). (c): Comparison of the measured HSP
spectrum (blue line) with the Ti:Sa spectrum (red line) and the signal filter transmission line
T sig.filt (ν) (green line).
Here, we only discuss the results for the configuration applied when interfacing the source
with the memory in chapter 5, where the idler filter contains two 18 GHz and two 103 GHz
etalons. To avoid problems with numerical stability in calculating SexpHSP(ν) in eq. 4.18, we use
the same procedure as employed in section 4.3.3: We convolve an anticipated pulse spectrum
SHSP(ν)|∆t, for a given pulse duration parameter ∆t (see appendix A.1.3), under application of
the Fourier-transform theorem, with the filter line T sigfilt (ν) and fit the result onto the normalised,
measured count rates c˜H,T (∆ν). The fit optimisation runs over the bandwidth parameter ∆t
of the heralded SPDC signal spectrum SHSP(ν). This effective way of deconvolving eq. 4.18 is
once more performed for sech-pulses (see eq. 4.12) as well as Gaussian pulses; results for the
latter reported in appendix C.3.
Fig. 4.10 a illustrates the results for sech-shaped HSP wavepackets. The best fitting pulse model
has an optimal pulse duration parameter of ∆toptHSP ≈ 106 ps. Convolving its pulse spectrum with
the filter bandwidth transmission function (T sigfilt (ν)) yields an expected convolution shown by
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the yellow line in fig. 4.10 a. This trace agrees well with the measured data for c˜H,V (black
points). A linear interpolation between the measurement points (dotted black line) exemplifies
the degree of matching between both. The actual HSP spectrum SHSP(ν)|∆toptHSP is shown by the
blue line.
We find a HSP spectral bandwidth of ∆νexpHSP ≈ 1.69 ± 0.06 GHz. The errors are obtained by
Monte-Carlo simulation56, varying the signal filter bandwidth and the measured count rates
within their uncertainty ranges, as well as assuming a 100 MHz error on the detuning ∆ν. The
result also matches well with the JSA analysis prediction ∆νpredHSP = 1.54 GHz ∼ 0.91 ·∆νexpHSP (see
section 4.2.4).
To illustrate that the experiment and the prediction return quite similar results, the spectrum
SHSP(ν)|∆toptHSP and the predicted spectrum SHSP(ν)|∆tpredHSP are plotted in fig. 4.3 b by the solid
and dashed blue lines, respectively. Moreover, we also calculate the expected convolution trace,
using the HSP spectrum from our JSA analysis and inserting it into eq. 4.18 to yield the
expected convolution trace. To compare this expected trace with the aforementioned fitted
convolution trace, as well as the direct measurement for c˜H,T (∆ν), all three convolution datasets
are also displayed in fig. 4.3 b by the dashed and solid yellow lines for the expected and fitted
convolution, as well as by black datapoints for c˜H,T (∆ν). Just as with the HSP spectra SHSP(ν),
the convolutions also show good agreement between one another and with the experimental
data. These results confirm that the HSP spectrum is indeed a bit broader than both, the Ti:Sa
laser (memory control pulses) and the signal filter line T sigfilt (ν), which are both shown in fig. 4.3 c
(by the red and green lines, respectively) for comparison with SHSP(ν). As we have discussed
in section 4.2.4, this spectral mismatch, along with the sub-unity purity of the SPDC state’s
JSA, will reduce the memory read-in efficiency for HSPs compared to the values achievable
56 The quoted error is the standard deviation of the resulting
{
∆νexpHSP
}
sample. We assume normal distributions
for the input parameters ∆νsigfilt, ∆ν and c˜H,T (∆ν) in eq. 4.18, with the respective distributions’ standard deviations
given by the experimental uncertainties of the parameters.
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for perfectly mode matched input signals (see section 2.1.4). A good proxy for the latter type
of input signals are coherent states (c.s.), directly derived from the Ti:Sa output pulses by
a pick-off, as we have employed them in chapter 3. The difference in the read-in efficiencies
between both signal types thus reflects the reduction in mode-matching to the memory kernel,
given, effectively, by the Ti:Sa pulses [51]. We will come back to this point in section 5.3.4, after
introducing the interface between source and memory.
4.7 Conclusion
In this chapter, we have shown the implementation of a technologically simple HSP source, based
on SPDC in a ppKTP waveguide. The source is made to interface with the Raman quantum
memory and produces trigger events in the kHz-regime for the observation of HSPs with rates
of hundreds of Hz, while maintaining good photon number purity of g(2) . 0.02 for the HSP
output. The modest SPDC pump powers, required to achieve these rates, furthermore allows
to run the SPDC source and the Raman memory in parallel, using the same master laser. This
is resource-friendly and limits experimental complexity. Broadband frequency filtering of the
idler arm, implemented with standard, off-the-shelf Fabry-Perot etalons, allows the projection
of the central frequency and the spectral bandwidth of the HSPs into Raman resonance with
the memory control field. The employed filter bandwidth of ∼ 1 GHz results in HSPs with
a ∼ 1.69 GHz FWHM spectral bandwidth, which are still a bit broader than the ∼ 1 GHz
memory control. With the current waveguide chip, the source heralding efficiency is limited to
ηher ≈ 24 %, which, most likely, results from damage-induced scattering. However, a replacement
chip should yield better single photon preparation with, theoretically possible, values as high as
ηher ≈ 47 %.
Besides the experimental source characterisation, we have also discussed the trade-off between
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matching the HSPs’ marginal spectrum with the Raman memory’s signal acceptance line and
the spectral purity of the generated SPDC state. This trade-off is inherent when designing an
SPDC source for optimal interfacing with the Raman memory. The source design parameters
of the SPDC pump bandwidth and the idler filter bandwidth furthermore depend on the de-
sired experimental repetition rates. Here, we have picked bandwidth parameters that would,
in principle, allow operation with a repetition rate of up to 1 GHz. Ideally, this would require
approximately equal spectral bandwidths of the SPDC pump and the memory control. In the
current setup, we have ∼ 1.2 times broader pump pulses. An additional improvement could thus
be gained by also filtering the SPDC pump. As another possibility we could change the idler fil-
ter bandwidth to narrow the HSP spectrum and to achieve better spectral purity. Despite worse
spectral overlap between the HSPs and the memory kernel, greater storage efficiencies could be
expected, as these are dominated by the spectral purity (see discussion of fig. 4.4). However,
we leave such a modification for future generations to consider and focus in the following on the
actual interfacing of this source with our Raman memory.
Chapter 5
Single photon storage
FauĆ: Du kannĆ! So wolle nur!
We can now move on to storing the heralded single photons (HSPs) in the Raman memory. After
putting our work in the context of other experiments on memory storage of single photons, we
start by discussing the interface between our single photon source and our Raman memory. In
this regard, we provide a detailed explanation of how to operate the memory, conditioned on
the successful production of a single photon, particularly focussing on the required feed-forward
logic as the key technological ingredient for a temporal multiplexer. Thereafter, we characterise
the storage process of heralded single photon input signals, which we benchmark against the
storage of coherent state inputs at the single photon level. To this end, we first observe HSP
storage by a series of mean-field measurements. Subsequently, we analyse how storage affects
the quantum characteristics of the input signal. Here, we analyse the photon statistics of the
stored signal and compare the results to those obtained for coherent states (c.s.). We see an
influence of the HSPs’ quantum characteristics on the retrieved signal, but find their faithful
preservation to be limited by memory noise. We show, that noise mitigating is the important
next step in Raman memory research, with our results laying out the path towards a solution.
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5.1 Introduction
As we have seen in chapter 1, temporal multiplexing [36] is a key application area for quan-
tum memories, because memories allow storage of successful quantum gate outputs. For many
schemes, these outputs are single photons. The probabilistic operation of quantum gates re-
quires the memory to store and retrieve the information based on randomly occurring events.
For such applications, a memory consequently needs to meet the following requirements: on-
demand read-in and read-out must be possible, ideally of broadband single photons to enable
high repetition rates (see the discussion in section 4.2.4). Furthermore the memory should have
a low noise floor, high efficiency and a long lifetime. For the sake of technical simplicity, the
system ideally also operates at room-temperature.
The first step towards this desired memory-based synchronisation of single-photon generation is
the on-demand storage of single photons. Recently several groups have investigated the storage
of quantum signals with memory light-matter interfaces. These works can be categorised into
systems using continuous variable quantum state input [221,222], and systems using single photon
input states [26,158,160]. For temporal multiplexing, the latter systems are of particular interest;
for these the current technological status has mainly been established by two types of memories.
The first are solid state systems interfaced with SPDC sources [61,223]. These are atomic fre-
quency comb (AFC) type memories [59] with pre-programmed storage times, i.e. the storage and
retrieval is not conditioned on the successful generation of a heralded single photon (HSP). In
their current state, these are not suitable for temporal multiplexing. While AFC type memories
with arbitrary storage times exist [65,66,164], such systems suffered, until very recently [166], from
a significant noise level. Second, single photon storage and retrieval, under preservation of its
single-photon character, has been shown in cold atomic ensembles [42,158]. Besides the techno-
logical difficulties of cold atom ensembles [26,35,72,224], these systems are inherently narrowband.
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It is thus challenging to interface them with pulsed, travelling wave, SPDC-based single photon
sources. Instead, single photons have to be generated either using the emission of cold atomic
ensembles themselves [158] or technologically complex, intra-cavity SPDC sources [153,157]. More-
over, these systems do not allow for high bandwidths and fast operation. Their usage in a
photonic network would limit the networks repetition rates to MHz speeds, which falls short of
the capabilities expected of a photonics based network.
Our Raman memory is a promising candidate for the temporal multiplexing task, since it au-
tomatically ticks the boxes of broad bandwidth and room-temperature operation. Both factors
enable a technologically simple design, whereby particularly the broad bandwidth in the GHz
regime allows for HSP preparation by a travelling wave SPDC source. As we have seen in chapter
4, the Raman scheme simplifies building of a matching source. Since the Raman memory proto-
col relies on spin-wave storage, it is also inherently suitable for on-demand operation. In contrast
to on-resonant, absorptive systems [28,42], Raman absorption in the, initially transparent, storage
medium (Cs ) must be triggered by the application of a strong control pulse to induce the virtual
Raman resonance (see chapter 2). Preparation of the control pulses, conditioned on successful
SPDC source heralding events, is consequently a convenient way to establish on-demand mem-
ory operation. To this end, the experimental implementation requires an electronic feed-forward
logic. This logic triggers the memory control pulse generation on the detection event of an SPDC
idler photon, which, in our case, can be done by selectively picking control pulses from the Ti:Sa
pulse train. SPDC idler detection simultaneously also heralds the presence of a single photon
in the SPDC signal mode. Appropriate adjustment of the timing delays between the HSP and
the picked control pulses thus allows immediate realisation of on-demand single photon storage
and retrieval.
Following the convention used by other quantum memory groups [63], we define electronic feed-
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forward as the utilisation of one output signal (idler detection) of a first device (heralded single
photon source), to trigger the operation of a second device (memory) on another output (heralded
single photon) of the first device. The operation of the second device (control pulse picking)
is not only conditioned on the operation of the first device, but it is also performed before the
second output of the first device reaches the second device. Hence the term feed-forward and
the aforementioned requirement for appropriately delaying the heralded single photons (HSPs).
We will now see, how we can incorporate the feed-forward into our experiment, when we combine
the HSP source of chapter 4 with our Raman memory system, which we appropriately modify
with respect to the apparatus used in chapter 3.
5.2 Experimental setup
The key challenge in storing HSP from an SPDC source in a Raman quantum memory is the
correct timing of the memory interaction, conditioning it on the source heralding events. The
probabilistic nature of the SPDC process necessitates communication between the source and
the memory, such that the memory control pulse sequence is only prepared when a HSP is
inserted into the memory. Thus the electronic signals from herald detection need to trigger the
entire experimental apparatus downstream of the source; a necessity we meet by using the above
mentioned electronic feed-forward logic. Moreover, investigation of single photon storage in the
memory requires the possibility to tell how well the system performs with HSP input states.
To this end, our experiment contrasts the storage of HSPs with that of coherent state input
signals (c.s.). While the system must be operated in feed-forward mode for experiments with
HSPs, operation with coherent state input signals is implemented by triggering the experiment
on the internal photodiode of our Ti:Sa master laser (see appendix A), as it has been done in
chapter 3. The latter is simpler to implement, since it does not require simultaneous operation
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of the SPDC source.
Setup design principles To implement these two modi operandi, we combine the single
photon source with the Raman memory in a way that allows us to easily switch between them.
So we end up with two slightly different experimental configurations, which are sketched in
fig. 5.1 a & b for HSPs and c.s., respectively. When studying fig. 5.1 it is key to note that
the main differences are the preparation of the input signal and the triggering for the picking
of the memory control pulses. To have HSP input signals, we obviously need to use our photon
source, whereas c.s. inputs are generated directly from the Ti:Sa output. Apart from these
differences, both configurations rely on the same Raman memory infrastructure, which consists
of the Cs cell, the diode laser system, required for optical pumping (see appendix A), the signal
filter stage, as well as the TAC/MCA- and FPGA-based detection systems. The latter two are
the same systems as used for the HSP source. They are described in sections 4.3.3 and 4.4,
respectively. Note firstly that, similar to chapter 3, we now require the signal filter stage not
only to reduce single photon fluorescence from the waveguide, but also to suppress control field
leakage and memory noise (see also chapter 6 for details). Secondly, the diode laser receives
different triggering signals, depending on the configuration, so its operation mode is not exactly
the same for HSP and c.s. signal storage (see section 5.2.3).
The resulting complete experimental set-up, illustrated in fig. 5.1 c, is thus a combination of the
single photon source, shown in fig. 4.5, and a single mode version [34,52] of the Raman memory
setup, presented in fig. 3.2. To produce the control pulses, we now use the fraction of the Ti:Sa
output pulses, that have not been converted to the UV pump for the SPDC source. Similar to
the previous memory set-up of chapter 3, the control pulses are picked from this non-converted
pulse train by our Pockels cell (P.C.). In turn, c.s. input signals are once more generated from a
pick-off of the picked pulses, which are frequency shifted by 9.2 GHz using our EOM. The main
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advance from a simple combination of the apparati, introduced in the previous two chapters, is
the experimental triggering and routing of the optical and electronic signals. In the following, we
clarify the resulting added complexity by going through the experimental components step-by-
step1. We first deal with the optical components, then outline the electronic circuit and finally
discuss the timings between the various pulses in both configurations, depicted in fig. 5.1 d & e.
5.2.1 Optical components
Operation with heralded single photons
For HSP storage fig. 5.1 a illustrates the general experimental scheme with detailed com-
ponents shown in fig. 5.1 c. As described in chapter 4, the output of the frequency- and
beam-pointing-stabilised Ti:Sa oscillator2 (IR, see appendix A.1) is frequency doubled in the
second-harmonic (SH) source (violet panel, see appendix A.2). A low SH generation (SHG)
efficiency (ηSHG ≈ 1.5 %W) is chosen, as only a modest UV power is required for pumping SPDC.
The non-converted, transmitted IR is used as the memory control pulses, for which reason it is
separated from the UV on a high-pass filter and sent free-space into the Pockels cell unit (pink
panel). The generated UV pump is SMF-coupled and sent into the single photon source (yellow
panel), which leads to a power of PUV = 1 mW in front of the input coupling objective. When
adjusting the objective for single spatial mode SPDC operation, the UV transmittance through
waveguide 3.2 is η3.2UV ≈ 9 %, so SPDC is effectively pumped by P˜ 3.2UV ≈ 100µW average power.
The remainder of the source setup is the same as in chapter 4, i.e. the generated SPDC signal
(purple lines) and idler (red lines) photons are first separated from the pump on a low-pass filter,
then split into separate spatial modes on a PBS, and finally SMF-coupled with ηsignalSMF ≈ 72 %
1 Readers only interested in the big picture can skip this technical description, which is designed for readers
who intend to rebuild the experiment.
2 The Ti:Sa laser has 1.2 W output power at 852 nm wavelength and frep = 80 MHz repetition rate.
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Figure 5.1: Experimental configuration for the storage of heralded single photons and coherent
state signals: a & b: Electronic wiring diagrams of the main experimental components for both
input signal types. c: Complete experimental set-up. d & e: Pulse timing diagrams for HSP
and c.s. storage, respectively. See main text for more details.
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and ηidlerSMF ≈ 73 % efficiency. Idler photons are frequency-filtered with the herald filter stage3
(purple panel, see section 4.3.3) and detected on APD DT. Idler detection events on detector
DT trigger the memory control field preparation and the signal data acquisition, as explained
in section 5.2.2 below. Memory control pulses are prepared by pulse-picking the unconverted
Ti:Sa pulses from the SH-source with the P.C., now used in double-pass to obtain a full λ/2
phase modulation (see appendix B.3). The selected pulses are coupled into a 10 m long SMF
with ηctrlSMF ≈ 53 % efficiency and delayed appropriately to obtain temporal overlap with the
signal pulses. During this procedure the HSPs (SPDC signal) are propagating along the 83 m
and 7.97 m long SMFs, introduced in section 4.3, before they are combined with the control
pulses on a PBS in front of the Cs cell. Propagation in SMF allows for sufficient time delay to
complete the electronic feed forward operation from DT to the P.C. In order to switch easily
between HSP and c.s. signal inputs to the memory, these two SMFs are separated by a PBS,
where the c.s. signal is inserted from the second PBS input port into the spatial mode collected
by the second, 7.97 m long SMF. We chose a free space setup to minimise losses and undesired
polarisation rotations for the SPDC signal photons in coupling from SMF to SMF, achieving
∼ 84 % transmission between the outputs of both SMFs4. Notably, this arrangement allows for
easy switching between HSP and c.s. input signals by just blocking one of the two PBS inputs.
So, for our experiments, only one input type is applied at any one time, i.e., for HSP storage,
the coherent state arm is blocked and vice versa. After spatially overlapping with the control,
the signal is stored in the Cs cell, which is thermally insulated and surrounded by a magnetic
shield (orange panel, see section 3.3). The Cs vapour is heated to 70 ◦C, with a cell cold spot
at 67.5 ◦C. The control beam waist is approximately twice that of the signal, a ratio set to op-
timise the signal-to-noise ratio (see appendix E.6.6). At the memory output, signal and control
3 The idler filter comprises 2 Fabry-Perot (FP) etalons with FSR = 18.2 GHz, 1 double-passed etalon with
FSR= 103 GHz and a holographic-grating filter (ONDAX ), followed by a MMF, leading to the APD DT.
4This also includes losses from the non IR-coated facets of the 7.97 m long SMF.
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are separated spatially on a calcite PBD, which provides high-quality polarisation extinction of
∼ 40 dB for the undesired mode. The signal is SMF-coupled with ηsig.filt.SMF ≈ 88 % efficiency and
sent into the signal frequency filter stage5 (green panel, see section 4.3.3). Similar to chapter 4,
the transmitted signal is split 50 : 50 into two spatial modes to allow the measurement of the
g(2) autocorrelation [81]. Both modes are MMF-coupled with a total transmission of all optical
components from memory output to the MMF outputs of T sigfilt ≈ 10 % for resonant Ti:Sa pulses.
The signal transmitted through the MMFs is observed by the APDs DH and DV, whose outputs
feed again into the data acquisition system (see section 4.4).
Operation with coherent states
Besides the triggering mechanism, the key setup difference for producing c.s. inputs is the signal
generation using a control pulse pick-off, illustrated in fig. 5.1 b. So the optical components
are mostly similar to the HSP case. For convenience, the 80 MHz Ti:Sa pulse train is still
sent through the SHG source, as the pulse energy loss due to ηSHG is very small. From the
non-converted IR, the control pulses are again picked by the P.C. (pink panel), which is now
triggered by the 80 MHz clock rate signal from a photodiode inside the Ti:Sa oscillator. An
internal delay-and-divide unit (Pockels cell DD2 ) divides down the Ti:Sa clock signal frequency
by a pre-determined factor. This lower frequency signal is used for triggering the P.C. pulse
picking windows in the same way as in section 3.2. Behind the P.C., a PBS is used to pick
off a small fraction of the selected control pulses, whose intensity is variable. This pick-off
is phase-modulated by our EOM, generating 9.2 GHz sidebands around the control field fre-
quency [213]. Similar to section 3.2, the red-detuned sideband is selected, using an etalon with
FSR = 38.86 GHz. As signal pulses are only required to be sent into the memory in the read-in
time bin, the rf-modulation signal, driving the EOM, is gated using a fast rf-switch (active-low
5 The signal filter comprises three FSR = 18 GHz and the double-passed FSR = 103 GHz etalon.
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gating). This ensures that sideband modulation is only applied for the first pulse picked by the
P.C. (see section 5.2.2 below). The generated c.s. input signal is delayed to match the HSP
arrival times at the memory input and coupled into two SMFs of 1 m and 7.97 m length, re-
spectively, whereby the latter SMF is shared with the HSP beam path. Since both signal types
now occupy the same spatio-temporal mode, the c.s. are also automatically overlapped with the
control pulses inside the memory. The other optics are the same for both input signal types.
5.2.2 Electronics and pulse timing sequence
We now describe the two triggering schemes for operating the experiment with both input signal
types, and also introduce the resulting pulse timing sequences (see fig. 5.1 d & e). Fig. 5.1 c
illustrates the electronics involved in both methods, with electronic units displayed by white
boxes and lines with arrows that indicate the path of the electronic signals. For storage ex-
periments with c.s. input signals, the output pulses of the Ti:Sa intra-cavity photodiode trigger
the experiment (brown line), gating the data acquisition and the preparation of memory control
pulses. For HSP storage, detection events of SPDC idler photons on APD DT form this master
trigger (red lines) instead, feeding into the same units. This enables easy alternation between
both configurations. The required swaps in connections of the electronic circuitry are illustrated
by the switches in fig. 5.1 c, which feed into the electronic signal paths common to both trig-
gering methods (black lines). The remaining detection signals from APDs DH and DV (purple
lines) both feed into the FPGA. Additionally the TAC/MCA unit records signal arrival time
histograms of photon detection events on DH
6. We will now give a more detailed description of
the pulse timing sequences.
6 Since we only have one TAC unit available, only the H-pol. arm is used to record the arrival time histograms.
Despite only observing 50 % of the total detection events, due to the 50 : 50 splitting of the signal between the
H- and V-arm, the information in the MCA traces is independent of this simplification.
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Triggering using idler detection events (feed-forward operation):
Components Output pulses of detector DT feed, in series, into a digital delay generator
DDG1 (Stanford Research Systems DG535 ) as well as the FPGA and the TAC. The latter two
devices use signals from DT directly for gating of detection events registered by DH and DV,
respectively. For the FPGA this means counting of coincidences between events from DT, DH
and DV. To this end, all signals are delayed appropriately to match their arrival times with
respect to the FPGA coincidence window (see section 4.4). As explained in section 4.4, we
observe coincidences between the trigger and each signal detector, as well as triple coincidences
between all three APDs. The TAC uses signals from DT as start triggers, and signals from DH
as stop triggers. The DDG1 unit triggers the P.C. delay-divide unit DD1, which in turn switches
the high voltage (HV) supplied to the P.C. crystal for pulse picking. Notably, for reasons related
to optical pumping (see section 5.2.3), the storage time is set to 12.5 ns. So the DD1 unit only
emits one pulse for a single pulse picking window, selecting two consecutive Ti:Sa pulses.
Timing Fig. 5.1 d illustrates the timing sequence for these operations. Panel 1 shows the
pulses of an SPDC signal and idler photon pair, as well as the heralding event on DT from idler
photon detection. The time difference between both pulses is caused by the SMF-propagation
delay of ∆τSPDCsig. ≈ 460 ns. The gained delay time is needed to operate the electronic switching
chain DT → DDG1 → DD1, shown in panel 2 by the output pulses of the three devices and the
resulting P.C. pulse picking window. Since the delay between the pulses of DDG1, DD1 and
the onset of the P.C. picking window are fixed by the devices’ internal response times, the P.C.
window’s starting time is controlled by DDG1 via the time delay set on the respective output
channel. The width of the P.C. pulse picking window determines the number of picked control
pulses and is set by the DD1 unit. Up to 9 consecutive Ti:Sa pulses can be picked (dashed
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line in panel 2 & 3 of fig. 5.1 d), whereby the 1st pulse defines the memory read-in bin and
subsequent pulses are the read-out bins for a multi-pulse addressing of the memory [99]. In this
chapter we only consider the first read-out time bin7, and pick two consecutive control pulses
only (solid P.C. window line in panels 2 & 3). With appropriate P.C. window positioning, the
Ti:Sa pulse temporally closest to the SPDC signal is selected as the read-in control pulse, which
results in the correct pulse sequence for the Raman memory (panel 4). Relying on detection
events of DT to trigger control pulse creation makes the experiment sensitive to false detection
events on DT, e.g. caused by dark counts. These events trigger storage experiments without the
presence of any input signal and lower the signal-to-noise ration (SNR), as we see in section 5.3
below. They can be minimised using the temporal filtering introduced in section 4.5.2, where
we set the delay of an otherwise unused DDG1 channel to approximately the inverse of the idler
photon detection rate to effectively block the output of P.C. trigger pulses between SPDC pair
emissions8.
Lastly, we briefly mention how this apparatus is useful for temporal multiplexing applications,
where the read-in and read-out control pulses both have to happen with random timings. The
answer is that arbitrary timings between both can be obtained using both pulse picking windows
of the P.C., instead of only one, where each selects one Ti:Sa pulse only. Since the DD1 unit
receives two separate triggers for each picking window, the first would still be the idler detection
signal, triggering HSP storage. The second would be the herald of any successful quantum gate
operation, triggering the release the single photon on demand.
7 This limitation is imposed by output voltages of signal detectors DH and DV. Both modules are Perkin
Elmer SPCM-AQRH single photon counter modules with an output voltage of 2.4 V, whereas the herald APD is
part of a quad module SPCM-AQ4C with 4.5 V output voltage into 50 Ω. As the signal detectors have to connect
into 2 FPGA channels, 50 Ω terminated, alongside the connection to the TAC, 1 MΩ terminated, for the H-arm,
the output voltage of the signal APDs is only sufficient to drive 2 FPGA channels. While it would generally be
possible to swap both APDs, technical constraints prevent this at the moment.
8 This happens because the DDG1 only accepts trigger pulses once it has gone through its entire sequence of
chosen delays. Therewith, undesired detection events that originate from a white noise background in the idler
channel and fall into this effective dead time, cannot generate a P.C. trigger pulse.
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Triggering using the Ti:Sa clock rate signal:
For c.s. storage, the experimental trigger is derived from the 80 MHz intra-cavity photodiode
signal of the Ti:Sa oscillator, fed directly into a second P.C. delay-divide-unit DD2. The DD2
reduces the repetition rate to frep = 5.72 kHz and triggers the DD1 unit for HV-switching across
the P.C. crystal. It also triggers a second digital-delay-generator (DDG2), which performs three
tasks: First, it gates data acquisition on the FPGA and the TAC. Second, it gates the switching
of the rf-modulation signal of the EOM to determine the generation window of the c.s. input
signal (see also section 3.2). Third, it gates the optical pumping switch-off (see section 5.2.3).
The resulting timing sequence is displayed in fig. 5.1 e, with panel 1 showing the Ti:Sa photo-
diode trigger. One of these pulses, marked by the grey vertical line, triggers the P.C. window
generation via DD2 → DD1 and the switching of the EOM (panel 2). While the P.C. picking
window has the same structure as for HSPs, the EOM switching window (blue line, EOM switch-
off window) turns off the EOM-frequency modulation for any control pulse selected by the P.C.
but the first one (panel 3). Since only the first picked pulse is modulated by the EOM, only this
pulse experiences a frequency shift into two-photon resonance with the control. Combining this
EOM-modulated signal pulse and the selected control pulses yields the memory pulse sequence
shown in panel 4. Here, it is important to have low residual EOM modulation in the subsequent
read-out pulse time bins. Due to the finite rf switching time of ≈ 5 ns, the EOM is switched
active low, which allows for better extinction (see section 3.2).
Notably, for alignment purposes, idler detection events can also be used to prepare c.s. input
signals. Here, the DDG2 is supplied with trigger pulses from DDG1, which, in turn, receives its
trigger pulses from detection events on DT. Everything else is the same, i.e., DDG2 supplies the
gating to the EOM via the rf-switch.
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5.2.3 Optical pumping
Another crucial setup part is the optical pumping by the external cavity diode laser (ECDL, see
appendix A.3), required to prepare of the Cs atoms in the 62S 1
2
F= 4 ground state. The diode
laser (grey panel in fig. 5.1 a - c) is sent into the Cs cell along the control field beam path,
in counter-propagating geometry9 (green line). Its spatial mode size is chosen larger than both
signal and control (see appendix E.6.6).
Timing Since the diode pumps population out of the 62S 1
2
F= 3 state, it also depletes any
Raman memory spin-wave excited between the Cs hyperfine ground states. Hence for optimal
memory operation, the pumping should be switched off during signal storage in the memory.
The switching task is performed by an AOM in the ECDL set-up, whose modulation signal is
turned on and off by an external trigger signal from the DDG2 unit. This introduces a significant
time delay of ∆τdiode ≈ 1.3µs between the output of a DDG2 trigger pulse and the diode turn-off
at the Cs cell10.
For experiments using the Ti:Sa clock trigger ∆τdiode is irrelevant. Here, the deterministic
periodicity of trigger events allows to delay the diode switch-off until the next memory storage
experiment is conducted. Fig. 5.1 e displays the resulting diode power entering the memory
cell (green line in panel 4), where the diode is turned on by an active high output of the DDG2,
∼ 1.4µs after the memory control pulse sequence (green line, opt. pump switch-off in panel 3).
The pumping is maintained up to 1.4µs before the read-in time bin, when the DDG2 output is
9 A completely collinear arrangement with the control causes back-scattering from the control SMF coupler
into the signal detector. To protect the APDs, the diode beam path is angled slightly with respect to the control
mode. Its bigger beam diameter ensures that there is no influence on the memory efficiency from the angled
geometry.
10 The main contributions come from internal delays in the AOM driver module (1µs) and the acoustic wave
decay time (220 ns). In the experiment, the diode laser is separated from the memory by about 10 m distance,
due to space constraints. This adds approximately 10 m of BNC and 15 m of SMF, each adding about 50 ns delay
to the diode switch-off time. Both delays are the only ones that could be reduced without exchanging the AOM
for a faster device, such as a P.C.
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set to low. The resulting 1µs absence in optical pumping just before the memory pulse sequence
does not influence the storage process.
When operating the memory in feed-forward mode, the diode laser cannot be turned off during
storage at present. Due to the probabilistic occurrence of herald events and the randomly
fluctuating repetition rate of memory experiments, the diode laser would have to be turned off
for the exact memory experiment, triggered by a particular idler detection event. Since ∆τdiode
is larger than the SPDC signal SMF-delay ∆τSPDCsig. , simultaneous switching is currently not
possible. To have reproducible conditions for every HSP storage attempt, the diode laser is
thus left on continuously11. The continuous pumping leads to a reduction in memory efficiency
for storage of HSPs compared to c.s. as we will see below. However, it does not change the
signal-to-noise ratio, because it equally reduces the memory noise12. Critically, optical pumping
has no effect on the photon statistics of any of the fields involved in the storage process.
Power The pumping power of the diode is set to Pdiode = 3 mW for experiments with c.s. Yet,
for HSP storage without diode switch-off, this level is too high, resulting in the termination of
memory read-out. For this reason, the pumping power is turned down by polarisation on the
PBD at the memory output (fig. 5.1 c) to a level that maximises the read-out efficiency.
Effects from state preparation Optical pumping in the hot Cs gas also causes a significant
amount of background counts scattered into the signal detectors. These counts are minimised by
polarisation extinction on the PBD behind the memory, but they still contribute substantially to
observed free running detector counts (singles counts). These events have no timing correlation
11 Using a ≥ 260 m long SMF for SPDC signal photon delay could be a potential remedy. Assuming lowest loss
performance with 3.5 dB
km
SMF- attenuation, the transmission loss would amount to 18.9 %, while it is currently
7.3 % for both SMFs. The SPDC source heralding efficiency would accordingly reduce to η˜her = 19.3 %, which is
estimated based on the Thorlabs SM780 SMF. The numbers are very sensitive to the actual fibre loss. The 5 dB
km
for the Thorlabs SM800 SMF already has a transmission loss of ≈ 18 %, reducing ηher to 15 %.
12 Optical pumping depletes the spin-wave during the storage time, which affects the contributions to the
spin-wave from the input signal and those generated by FWM in the same way.
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with any of the experimental trigger. Gating the data acquisition on the trigger signal by
FPGA coincidence detection between APDs DT and DH or DV thus eliminates this background.
Accordingly, fluorescence has no influence on the memory efficiency and the g(2) measurements13
(see sections 5.3.1 & 5.4.1).
5.3 Observation of single photon storage
We now turn our attention to operating the interfaced source-memory system, where the obser-
vation of single photon storage is our first step. To this end we conduct mean-field measurements,
i.e., we count photons for an integration time ∆tmeas, while looking for effects from sequentially
blocking and un-blocking the signal input and the memory control pulses. Thanks to our two
detection systems, TAC/MCA and FPGA, we have two means of recording these measurements.
As introduced in section 4.4, we can firstly count the FPGA coincidences between the experiment
trigger and each of the signal detectors (DH and DV). Their measurements follow the same
methodology used in characterising the photon source in chapter 4. Secondly, we can measure
the signal photon arrival time histograms on the TAC/MCA-system, whose start and stop
triggers are the experimental trigger (detection events on DT or the DD1 output of the P.C.)
and the H-pol. signal detector DH (see fig. 5.1 c), respectively. Since the resulting time series
traces provide an intuitive picture of what is going on in the system, we will, in the following,
study these to demonstrate the storage of HSPs. As one would expect, the FPGA measurements,
presented in appendix D.2.1, yield the same results.
To benchmark the system, we now also start to compare its performance with HSP inputs to c.s.
input signals. To this end, we use c.s. with input photon numbers of N c.s.in ∈ [0.23, 2.16] γ/pulse.
13 It would however severely affect a cross-correlation measurement [225], where the measurement metric contains
the detector singles counts. As mentioned in section 4.4.3, a cross-correlation measurement would require the
FPGA to count all APD channels in coincidence with the 80 MHz Ti:Sa clock signal, which exceeds the capabilities
of our current FPGA system.
5.3 Observation of single photon storage 167
Their lower limit is comparable to the HSP input number of NHSPin = 0.21 γ/pulse, which is
defined by the average source heralding efficiency throughout our measurements.
5.3.1 Measuring single photon storage
To visualise the storage and retrieval of single photons we send different combinations between
the signal (s) and control (c) pulses into the atomic ensemble, which is spin-polarised by optical
pumping with the diode laser (d). Observing photon storage and determining the memory
efficiency requires to selectively block some of these fields, while counting photon detection
events at the memory output. This is similar to the method used in section 3.2 (see fig. 3.3),
but, at the single photon level, requires to access all contributions to the detected signal:
1. Memory on (scd): signal (s), control (c) and diode laser (d) are sent into the Cs cell
2. Input signal (sd): control is blocked14
3. Noise (cd): input signal is blocked15
4. Optical pumping background (d): signal and control are both blocked
We refer to these combinations as measurement settings and have incorporated them already
in section 4.4, when defining count rates and detection probabilities. In contrast to bright c.s.
inputs, where the memory efficiency can be determined from settings scd and sd alone [52,128],
single photon level operation [34] also requires settings cd and d. Here there are additional
contributions to the events detected by the APDs, whose major part comes from the memory
noise floor [34] (setting cd16). Its constituents will be discussed in chapter 6. Besides the noise,
14 Optical state preparation by the diode (d) is required as an unprepared Cs ensemble shows residual linear
absorption from the 62S 1
2
F = 3→ 62P 3
2
F’ = {2, 3, 4}-transition, from which the signal is only detuned by 6 GHz.
15 Optical state preparation by the diode (d) is required as the noise characteristics depend on the preparation
of the atomic state (see chapter 6).
16 Notably, this assumes the absence of any noise seeding effects from the presence of the signal. We will verify
this assumption for low photon numbers in section 6.4.
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there is also some signal leakage in the read-out bin for c.s. inputs, originating from residual
modulation by the EOM due to its finite switching time. For HSP inputs, the contribution from
uncorrelated SPDC signal photons, produced by an SPDC pump pulse in the read-out bin is low
(see section 4.5.2). The presence of the diode laser (d) in feed-forward operation for HSP inputs
also adds a contribution from scattering, which does not contribute to coincidence counts17.
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Figure 5.2: Photon arrival time histograms, showing storage for τs = 12.5 ns of (a) heralded sin-
gle photon input and (b) weak coherent states, with input photon numbers of Nin = 0.21 γ/pulse
and Nin = 0.23 γ/pulse, respectively, recorded with 10 min integration time for each setting.
Grey shaded areas indicate read-in and read-out time bins. Green lines show setting sd, i.e.,
the input signal field transmitted through the memory for a blocked control (no memory). Red
lines show setting cd, corresponding to the noise emitted by the memory. Setting scd, i.e. active
memory interaction with control and input signal applied together, is shown by blue lines. It
includes the signal, transmitted through and retrieved from the memory, and memory noise.
Subtracting the red noise trace from this line yields the non-stored signal, transmitted in the
read-in bin, and the retrieved signal (lilac lines), whose comparison with the input signal (sd,
green line) results in the the memory efficiency. (c): Traces for the measurement settings scd,
sd, cd (same colour coding as in a & b), showing the effect of an increasing photon number Nin
for the c.s. input signals. For comparison, also the HSP traces are shown. The spacing for c.s.
are drawn to scale, but, for better visibility, the HSP trace is moved to the foreground, despite
having a similar Nin-value as the first c.s. trace set.
17 This contribution has negligible count rates on the order of . 0.1 count
sec
.
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Observation of photon storage We can now directly look at the TAC/MCA count rate
histograms for the above settings to detect signal storage in the memory. Fig. 5.2 a & b
show these for HSP and c.s. input signals with approximately equal input photon numbers
Nin = 0.21 γ/pulse and Nin = 0.23 γ/pulse, respectively. Storage and retrieval is immediately
obvious, when comparing the signal input, setting sd (green line), with the memory on setting
scd (blue line): Unblocking the control leads to a clear count rate decrease in the input and an
increase in the output time bin, which is the signature of photons being stored and retrieved
from the memory. However the residual counts still present upon applying solely the control
(cd, red line) reveal the presence of a non-negligible noise background. We will demonstrate in
chapter 6, that this noise is mainly a result of the four-wave-mixing (FWM) process, introduced
in section 2.2.2. This noise is also present in the scd traces, thus subtracting the noise (cd) from
the memory signal (scd) yields the transmitted signal in the input and, importantly, the read-out
signal in the output time bin (lilac line). Despite the noise, the recalled signal is still clearly
visible for input signal photon numbers of Nin = ηher ≈ 0.22 γ/pulse obtained from the photon
source. Importantly, this assumes that adding the input signal does not lead to the emission of
more FWM noise than observed when just sending in a control pulse. In other words, there is
no seeding of the noise by the input signal. We will show in section 6.4 later on, that for the
photon numbers we consider here, this is indeed a good approximation.
When comparing the duration of the HSP pulses, shown in fig. 5.2, with those for c.s. inputs,
we can see that HSP are slightly longer than their c.s. counterparts. Since the HSP spectral
bandwidth is broader than the Ti:Sa pulses (see section 4.6.2), one would initially expect the
opposite. The reason for the temporal broadening is the triggering of the TAC on the idler
detection events for HSP inputs; appendix D.2.2 provides more information about this.
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Storage at higher input photon numbers Besides applying c.s. inputs at the same Nin ≈
ηher, we have also investigated c.s. inputs with Nin = {0.23, 0.49, 0.91, 1.66, 2.16} γ/pulse. While
stronger inputs are particularly useful to characterise the photon statistics of the stored signal
(see section 5.4 below), they can also be employed to demonstrate the independence of the
memory efficiency on the input photon number. The resulting histograms for all input photon
numbers are shown in fig. 5.2 c, where they are contrasted with the HSP input. Again, we plot
the traces for all relevant measurement settings and the non-stored signal portion, transmitted
through the memory, as well as the retrieved signal. The data illustrates how the amount of
read-out signal and therewith the SNR grows for increasing Nin. In the limit of bright c.s. inputs,
the noise is negligible, for which reason the memory efficiency can be determined by settings scd
and sd only [52,128], as it was done in chapter 3. Comparing the amount of signal stored in the
memory, i.e. the difference between the green and the lilac lines in the read-in bin of fig. 5.2 c,
with the retrieved signal (lilac line in read-out bin), shows that their ratio is approximately
constant. This translates into similar memory efficiencies for all input photon numbers Nin and
both signal types.
5.3.2 Count rates from TAC/MCA data
When we introduced count rates and detection probabilities in section 4.4, we focussed on
the FPGA recordings. We will now briefly outline, how we obtain these numbers from the
TAC/MCA histograms of fig. 5.2, since we need them to determine the memory efficiency and
the signal to noise ratio (SNR). Their FPGA counterparts are shown in appendix D.2.1. We
first determine the area ati of a pulse in a histogram by integrating, i.e. summing, the counts
in each channel of histogram trace that falls into an integration window of size ∆tint. Here,
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we choose ∆tint = 5 ns
18 and assign the time bin and the measurement settings with indices
t and i, respectively. Fig. 5.2 illustrates ∆tint by the grey shaded areas. Due to Poissonian
counting statistics, the errors on the pulse areas are δati =
√
ati. Importantly, we use different
total measurement times ∆tmeas,i for the different settings. As discussed in sections 5.3.4 &
5.4.1, two types of measurements are performed: one mainly designed to determine the memory
efficiency, and another aimed at determining the photon statistics of the optical fields. The
data shown in fig. 5.2 belongs to the former category. Here the settings scd, sd and cd are
recorded for ∆tmeas,i = 10 min, whereas setting d (not shown in fig. 5.2), is only measured
for ∆tmeas,d = 5 min. For the second measurement category the integration time is increased to
∆tmeas,i ≥ 30 min for scd and cd, while it is reduced to ∆tmeas,sd = 5 min for sd. To still determine
the correct absolute number of counts for calculating the memory efficiency, the integration time
difference is accounted for by scaling factors ti = ∆t
max
meas,i/∆tmeas,i, where ∆t
max
meas,i is the longest
setting integration time in the respective sequence {scd, sd, cd, d}. With these, we define the
∆tmeas,i-independent counts c¯
t
i = ti · ati. Dividing c¯ti by the total measurement time ∆tmeas,i of
setting i, in turn results in count rates cti =
c¯ti
∆tmeas,i
, which are similar to the values defined in
section 4.4.
5.3.3 Number of input photons per pulse
To determine the number of input photon Nin, sent into the memory for our storage experiments,
we can now either use the TAC/MCA data of fig. 5.2 above, or the FPGA data, presented in
appendix D.2.1. Since the TAC/MCA traces only contain counts from APD DH, whereby the
signal is already split 50 : 50 between DH and DV, we can either multiply the count rates,
extracted from the TAC/MCA histograms, by a factor of 2, or use the sum of the FPGA
18 This is the same time as used by the FPGA, which allows to directly compare the obtained memory efficiencies
and SNRs. However, while for the FPGA we are limited to ∆tint ≥ 5 ns, much smaller integration times can be
chosen for the MCA, where ∆tint is limited by the duration represented by a single channel.
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coincidence counts from both detectors with the experimental trigger. In either case, we will
also need to know the trigger rate cT,i (see section 4.4), obtained by the FPGA, and we will use
the FPGA coincidences c¯ti := c¯
t
i,H|T + c¯
t
i,V |T . Nin represents the number of photons sent into the
memory upon each storage trial, for which reason its definition is essentially the same as that of
the heralding efficiency (see eq. 4.15). So we require the counts c¯insd for setting sd in the read-in
time bin (t = in), which are the averages over all FPGA recordings cinsd(tm) within one run (see
section 4.4). Moreover, we need the repetition rate of memory experiments frep = c¯sd,T . For c.s.
inputs, the latter is set by the P.C. DD1 unit to frep = 5.722 kHz (see section 5.2.2), while for
HSP inputs it is set by the detection rate of idler photons on DT (see section 4.5.2). Again, these
are averages of all recordings
{
cini,T (tm)
}
within an FPGA run (see appendix D.2.1 and fig. D.1).
The other two required parameters are the detection efficiencies of APDs DH and DV, which are
both assumed as ηAPD,H ≈ ηAPD,V ≈ 50 % at 852 nm, as well as the transmission of the signal
field from the memory input facet to the input of the APDs. During the alignment of the system,
this transmission is measured for each optical element within the transmission line individually,
as well as for the total transmission. On average, it amounts to Tsig ≈ 10 ± 2 %, where the
error is the standard deviation over the day-to-day variation. Moreover, over the course of the
measurement time, drifts in the etalons19 reduce Tsig. These drifts are reset periodically by
alignment checks of the filter resonance transmission (see section 5.3.4 below). Since the exact
transmission is not recorded during each measurement, the transmission determined during the
19 The misalignment happens over the course of 2 − 4 h, although there are particular times during the day,
when misalignment happens more quickly. These coincide with times of greater temperature changes, e.g. when
people arrive or leave the department or night/ day transitions. Since the etalons are housed in boxes to prevent
accidental misalignment, temperature changes and drifts of the mechanical mountings are the only possibilities
for their misalignment. Long term deflection measurements of a laser pointer beam on an etalon has not shown
any noticeable instability in the mounting.
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initial filter alignment Tsig is used. Therewith, we estimate the number of input photons as
Nin =
c¯insd
c¯sd,T · Tsig · ηAPD, H/V
. (5.1)
For measurements that require the combination of data over several days (see section 5.4.1), the
transmission entering eq. 5.1 is just the average over all Tsig of the different days. Similarly c¯
in
sd
and c¯sd,T are obtained by taking the mean over the entire sd data, which is a combination of the
coincidence data obtained in each individual measurement. The error estimate20 on Nin follows
from Gaussian error propagation on c¯insd.
5.3.4 Memory efficiency
We can now use the FPGA or TAC count rates to define the memory efficiency. In the experiment
we measure the settings i sequentially, so we use the scaled count rates, defined in section 4.4.2.
Moreover, we also have to take into account the repetition rate frep = ci,T , which can vary
between the settings i, when idler photon detection events are used as the experiment trigger.
This is the case, because SPDC is a probabilistic process, whose photon pair generation rate has
an inherent uncertainty. More important however are periodic idler count rate drifts, arising
from some experimental instability in the photon source (see section C.5). For this reason, we
evaluate the memory efficiency in terms of the detection probabilities pi,t =
˜¯cti
˜¯ci,T
, defined in
section 4.4.2, which normalise the coincidence counts to the number of trigger events.
Calculating the memory efficiency When discussing the TAC count rate histograms in
section 5.3.1 above, we have essentially already outlined the relevant steps for obtaining the
memory efficiency. Having one set of measurements for all settings scd, sd, cd and d available,
20 Notably, errors on Tsig and ηAPD, for APDs DH and DV are neglected, since an error ∆ηAPD is hard to
measure in general and the error of ∆Tsig is greater intra-day than on a day-to-day basis. Since including a
day-to-day-based ∆Tsig would still underestimate the error ∆Nin, we drop it altogether for simplicity.
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we obtain the amount of read-in signal by subtracting the signal, transmitted through the
memory when the Raman interaction is on, i.e. when the control field is applied (scd), from the
input signal, obtained when the control is blocked (sd). Similarly, the amount of signal read-out
of the memory is accessed by subtracting the memory output with active Raman retrieval (scd
output bin), from the amount of signal sent into the memory (sd). So far, this is the same as
the definition used in chapter 3. However, as fig. 5.2 shows, at the single photon level, we also
have memory noise, which adds undesired counts whenever the control field is on. So we have to
subtract the counts for setting cd from those of scd. Finally, we also have noise from the diode
laser (d), which has to be subtracted21, when measuring the input signal transmitted through
the pumped Cs ensemble without control (d). So, in terms of the detection probabilities pti, the
total memory efficiency is
ηmem =
[
poutscd − poutcd −
(
poutsd − poutd
)]
/
(
pinsd − pind
)
, (5.2)
∆ηmem =
√
α+ β, (5.3)
with
α =
poutscd − poutcd − poutsd + poutd(
pinsd − pind
)2
2 · ((∆pinsd)2 + (∆pind )2) ,
β =
1(
pinsd − pind
)2 · ((∆poutscd)2 + (∆poutcd )2 + (∆poutsd )2 + (∆poutd )2) .
The read-in efficiency is
ηin =
pinsd + p
in
cd − pind − pinscd
pinsd − pind
, (5.4)
21 Note, for the difference ptscd − ptcd, the diode laser noise drops out automatically, as it contributes to the
detection probabilities for settings scd and cd by equal amounts.
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∆ηin =
√√√√√
 pinscd − pincd(
pinsd − pind
)2
2 · ((∆pinsd)2 + (∆pind )2)+
(
1
pinsd − pind
)
·
((
∆pinscd
)2
+
(
∆pincd
)2)
,
(5.5)
and the retrieval efficiency is
ηret :=
ηmem
ηin
, (5.6)
∆ηret =
√
∆η2mem
η2in
+
η2mem
η4in
·∆η2in. (5.7)
Here, ∆η are the standard errors of the mean on the respective efficiency values, whose functional
dependences result directly from Gaussian error propagation. Notably, the retrieval efficiency is
not experimentally accessible separately and is hence defined in terms of the measurable value
ηmem and ηin.
Before we look at any results, it must be stressed that eqs. 5.2 - 5.7 assume independence of the
noise level, measured via cd, from the amount of input signal, sent into the memory. In other
words, the noise that is present, when measuring setting scd, is the same as when recording cd.
For FWM, this is in general not the case and we will study the noise increase, caused by the
input signal, in section 6.4. Yet, we will also prove, that for the signal input photon numbers
Nin, considered here, this effect is negligible. We will also see this below, when studying the
memory efficiency for increasing values of Nin (see fig. 5.3); so eqs. 5.2 - 5.7 are applicable.
Measurement sequence and average memory efficiency over the experiment The
above equations suffice to determine the efficiency of one single measurement run, i.e. one
recording sequence of settings sd, scd, cd and d. Yet, to investigate the photon statistics later on
in section 5.4, longer integration for the settings scd and cd are required for each input photon
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number Nin, which necessitates data accumulation over several days. Since long measurement
times and multiple day data aggregation come inevitably with the consequence of drifts and po-
tential systematic changes in the system alignment, we seek to minimise these by following a set
procedure for apparatus alignment and for the collection of data. We always measure sequences
of separate runs, whereby in each run the set of relevant settings sd, scd, cd is investigated with
predefined integration times: sd is recorded for ∆tmeas ≈ 5− 10 min before the settings scd and
cd are measured for ∆tmeas ≥ 30 min each. In addition, at the beginning and the end of each
day, runs containing all four settings are recorded, with ∆tmeas = 10 min for scd, sd, cd and
∆tmeas = 5 min for d. Additionally, a d setting is taken for ∆tmeas = 5 min whenever the diode
laser had to be relocked to the Cs resonance. From that point onwards, this updated dataset for
the d setting is used in the memory efficiency calculation. Between every measurement run, the
system alignment is checked and reset, if required. This includes checking ηher, the signal filter
resonance, the overlap between signal and control in the Cs cell, and the SMF coupling efficien-
cies for signal and control22. From the resulting sets of data, first the efficiency ηmem,m(Nin) is
evaluated separately for each run m. Second, the average efficiency ηmem(Nin) is obtained by
a weighted average over all ηmem,m(Nin), with weighing factors mm,1 = ∆t
scd
meas,m/
∑
m ∆t
scd
meas,m.
For simplicity only the measurement durations ∆tscdmeas for settings scd, representing active mem-
ory interaction, are used. Last, for c.s. input signals at τs = 12.5 ns storage time, the average
memory efficiency over all input photon numbers Nin is calculated again by weighted averaging,
using weighing factors mNin,2 = ∆t
scd
meas(Nin)/
∑
Nin
∆tscdmeas(Nin) to account for the total measure-
ment time for each photon number Nin. The same procedure is applied to calculate the average
read-in efficiency ηin.
22 The memory efficiency critically depends on the alignment of the signal-control beam overlap, whereby small
drifts in the control field beam pointing lead to an efficiency decrease over long measurement times. The same is
true for the SMF-coupling efficiency of the control, which results in a decrease in control pulse energy at the Cs
cell.
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Figure 5.3: (a) & (b): Memory efficiencies for read-in (ηin) and read-in followed by retrieval
(ηmem) for c.s. input signals for increasing input photon number Nin, marked by black points,
and HSP inputs, marked by red points. Square and diamond markers represent efficiencies
calculated from TAC and FPGA data, respectively. The solid and dotted black horizontal lines
are the average efficiencies over all c.s. Nin-values for TAC and FPGA data, respectively. The
grey shaded area marks the 1-sigma standard error for the average TAC efficiency. The insets
show the three SNRs: (c) depicts the input time bin with SNRin in green, and SNRtrans in red.
(d) contains SNRout for the output time bin in blue. In both plots, the dotted vertical lines
indicate, from left to right, the current heralding efficiency with Nin = 0.21 γ/pulse, a source
with perfect heralding efficiency at Nin = 1, and the input photon number used in our first
single-photon level experiments [34] with c.s. at Nin = 1.6 γ/pulse.
Memory efficiency results Averaging the individual efficiencies over all runs m for each
photon number Nin yields the efficiency values ηmem(Nin) and ηin(Nin), shown in fig. 5.3. The
figure contains data for both ηin (a) and ηmem (b) recorded by FPGA and TAC. Notably, we
have plotted the results for both recording devices to show, that they agree with one another,
as one would expect. While detailed results for all Nin are stated in the appendix D.2.4, the
efficiencies for HSP and c.s. input at Nin ≈ ηher are noteworthy enough to be quoted here:
• HSP inputs at Nin = 0.21 γ/pulse: ηmem = 21± 2%, ηin = 39± 3% (→ ηret = 54± 7%)
• c.s. inputs at Nin = 0.23 γ/pulse: ηmem = 28± 1%, ηin = 51± 2% (→ ηret = 57± 3%)
Performing the experiment with the SPDC signal photons results in lower efficiencies than when
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using c.s. inputs derived from the Ti:Sa pulses. This drop originates from the already-discussed
mismatch between the marginal SPDC signal spectrum and the Ti:Sa pulse spectrum (see sec-
tions 4.2.4 & 4.6), as well as the presence of the optical pumping beam during the storage time
in feed-forward operation for HSPs23. Separating ηmem into read-in (ηin) and retrieval efficiency
(ηret) allows to estimate the magnitude of both effects. Since the presence of the optical pump-
ing does not influence the read-in efficiency, the 10 % reduction in ηin should predominantly be
caused by the HSP spectral mismatch. Conversely, since the control works like a spectral filter
for the signal [37], one would expect no more influence from this mismatch in ηret. So the 3 %
reduction we see in ηret-value should be purely due to the presence of the optical pump, which
is depleting the spin-wave during the storage time.
In an attempt to verify this observation, we have performed an experiment for c.s. input signals
Nin = 0.23 γ/pulse, where we have compared storage with the diode on and off. While the com-
plete set of results can be found in appendix D.2.3, the main findings for the current discussion
are the changes in storage efficiency:
• c.s. at Nin = 0.23 γ/pulse, no pumping: ηmem = 31±1%, ηin = 48±1% (→ ηret = 65±1%)
• c.s. at Nin = 0.23 γ/pulse, pumping on: ηmem = 24±1%, ηin = 46±1% (→ ηret = 52±1%)
As expected ηin is approximately unaffected, because the input is the same c.s. signal. The mag-
nitude by which optical pumping affects ηret is significantly larger than the ∼ 3 % drop we have
estimated above, when comparing the retrieval efficiencies for the c.s. and HSP measurements.
The reason for this is unclear at the moment. However we can still summarise, that the lower
23 Note, as explained in section 5.2, we cannot turn off the diode laser for HSP inputs, as we would have to
trigger the switch-off on the detection of the same idler photon that heralds the signal photon going into the
memory. In its current configuration (see appendix A), the diode laser switch-off takes ∼ 1.5µs. In turn, this
would require to delay the HSPs in optical fibre for at least as long. Since the currently used SMFs are not long
enough, we run the experiment with the diode laser on. Conversely, for c.s. inputs this is not a problem, thanks
to their deterministic repetition rate, allowing to trigger diode switching on one of the Ti:Sa pulses preceding the
pulse that is used for generating the c.s. input signal.
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storage efficiencies for HSPs, compared to c.s., are caused by lower ηin-values, due to spectral
mismatch with the memory control in the read-in bin, and a reduced ηret, due to spin-wave
depletion by the optical pumping.
Fig. 5.3 also contains the average efficiencies over all c.s. input numbers (solid horizontal line for
TAC, dotted horizontal line for FPGA data). The scattering of the individual efficiencies around
the overall average, particularly the lack of an efficiency increase for larger Nin, shows that there
are no stimulation effects from the signal input (see also section 6.4). In fact the efficiencies drop
slightly towards larger 24 Nin. So, the input signal strength neither affects the Raman memory
interaction nor the noise generation25. In other words, increasing Nin only improves the SNR,
yet it does not change the Raman or FWM coupling at the single photon level. Importantly,
we can thus legitimately study the photon statistics of signals retrieved from the memory, as a
function of Nin.
5.3.5 Noise background and signal to noise ratio (SNR)
To quantify the memory noise floor the coincidence probabilities pcd,t in time bin t can be utilised
in a similar manner to eq. 5.1 with: N tnoise = N
t
cd = p
t
cd/
(
ηAPD · Tsig.
)
. Again, an APD detection
efficiency of ηAPD ≈ 50 % is assumed, and Tsig ≈ 10 % represents the transmission of the optics
behind the Cs cell, including the signal filter stage. As before, Tsig is a weighted average of the
individual, daily determined transmissions, for all days when the setting cd has been measured.
The weighing factors are the total measurement time for the setting cd on each day. Therewith
we obtain noise figures of:
24 This is most likely an effect from worsening conditions in the thermal insulation of the memory cell, whereby
the measurements at small Nin have been performed when the cell system was freshly assembled (see section
E.6.5).
25 In fact, we will see in section 6.4 that there is a stimulation in the anti-Stokes noise production, which will
be accompanied by stimulated Stokes noise creation at the signal frequency. However this effect is small and only
present at much larger input photon numbers.
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N innoise = (6± 2) · 10−2
γ
pulse
, Noutnoise = (15± 5) · 10−2
γ
pulse
. (5.8)
We can now also determine the SNR of the memory as a function of the input signal strength
Nin. To this end, we use the detection probabilities p
t
sd and p
t
cd and define three SNRs:
SNRin = p
in
sd/p
in
cd , SNRtrans = (1− ηin) · pinsd/pincd and SNRout = ηmem · pinsd/poutcd . (5.9)
The first quantity represents the SNR as it would be obtained by an incoherent mixture between
the input signal and the noise from the memory, which is the expected SNR if there was no
Raman storage but just noise added to the input signal. SNRtrans is the SNR seen in the input
time bin, containing the signal transmitted through the memory and the input time bin noise.
The key metric of the three, SNRout, is the SNR between the retrieved signal and noise in the
output time bin. All three ratios are plotted in fig. 5.3 c and d for the read-in and the read-out
time bin, respectively.
For HSPs, the input with SNRin = 3.5± 1.3 is quite promising, but unfortunately this number
degrades substantially in the output, down to SNRout = 0.3 ± 0.1. Notably, memory devices
should possess an SNRout  1 in order to be of practical use in quantum networks. In our
case the higher noise level in the output bin together with the below-unity memory efficiency
(ηmem < 100 %) are responsible for the deterioration. As we will see in chapter 6, ηmem and Nnoise
are linked to one another, whereby the quoted levels already present an experimental optimum
for our current Raman memory setup. Thus the only actual free parameter26 in eqs. 5.9 is the
number of input photons per pulse Nin ∼ pinsd, which corresponds to the heralding efficiency
26 Of course, the choice of the memory medium as well as using a free-space, single-pass gas cell are, so to
speak, also free parameters.
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ηher. This is the reason for the paramount importance of the heralding efficiency in the design
considerations for a single photon source, mentioned in section 4.1.2.
For the Cs memory, a perfect heralding efficiency, i.e. Nin = 1, would lead to an SNRout ≈ 1.45
(see vertical lines in fig. 5.3 d). Using some of the best numbers for SPDC sources [155,184], for
which values of ηher ≈ 80 % have been reported, an equal mixture between signal and noise would
still be possible and one could expect SNRout ≈ 1.16. Despite lying below unity, our current
figures are nevertheless still a substantial improvement compared to the initial measurements
for our system. The previously quoted value [34] of SNRout = 1 for Nin ≈ 1.6 has now nearly
been doubled, reaching SNRout = 1.98.
In the end the real question is whether the memory is capable of preserving the quantum nature
of non-classical input states. While it is already clear from the aforementioned noise level that
one can expect a disturbance of the state during storage, we will now investigate how much it
is actually impaired, and whether there is still any signature from a non-classical input visible
in the memory output.
5.4 Photon statistics during storage in the memory
In the following, we apply the Hanbury-Brown-Twiss measurement scheme to determine the g(2)
and therewith the photon statistics of the signal stored in the memory. The principle of this
measurement and its evaluation in terms of detected coincidence and triple coincidence counts
is analogous to the descriptions in sections 4.4.3 and 4.5.4. The difference is that we are now
determining g(2) for different field combinations in the memory read-in and read-out time bins,
via the measurement settings. Before we present the results, we give a brief overview of the
quantities we measure and the main experimental parameters. To observe modifications in the
photon statistics it turns out that we have to determine g(2) with high precision, which results in
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long measurement times and a multitude of datasets. Their combination to a final g(2) number
is not straightforward. To allow the reader to reconstruct our results from our measurement
sequences, we provide an in depth description of the g(2) calculation in appendix D.3.1.
5.4.1 Photon statistics measurement
Measurement procedure To investigate the effects of signal storage in the memory, g(2)
is measured in the read-in and read-out time bins with active Raman storage. Furthermore,
knowledge about the statistics of the input signal and the noise by themselves are required. The
measurement settings i allow access to the statistics of all these fields: in the input time bin, sd
gives the statistics of the input signal. Ideally it should coincide with the theoretical expectations
for the respective signal type, i.e., g(2) = 0 for HSPs and g(2) = 1 for c.s. The noise is analysed in
both time bins by measurement of setting cd. Finally, the memory interaction setting scd allows
to study the stored and retrieved signal, whereby the noise influence is observable by comparison
with the input signal’s g(2). To develop an understanding for this influence, we investigate two
theoretical models (see section 5.4.3). Since we desire a fair test for both models, we additionally
measure an experimental configuration without Raman storage obtained by blocking the optical
pumping beam. This way, any unaccounted modifications of the input signal statistics by the
Raman process, which could potentially influence the model predictions [226], can be excluded.
Here, the Cs population is initially in an equal superposition of the states 62S 1
2
F = 3 and F= 4.
The population from F= 3 couples strongly to the control field, which drives spontaneous Raman
scattering from the F= 3 to the F= 4 ground state under the emission of Stokes photons into the
signal frequency mode. When measuring setting c, the noise process is thus different from the
optically pumped configuration one is dealing with when applying setting cd. This difference is
discussed in chapter 6.3. The input signal, accessed by setting s, should still have a g(2) similar
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to that for sd, since the optical pumping only reduces residual linear absorption of the signal
in the Cs, which does not influence the photon statistics [81]. Due to the absence of storage and
retrieval, only the input time bin is relevant for analysing the interplay between signal and noise,
measured via setting sc.
Measurement parameters Likewise to the source characterisation measurements in section
4.5.4, we will employ our FPGA to determine the coincidence and triple coincidence detection
probabilities, that go into the g(2) metric (see eq. 4.16). The FPGA again counts coincidences
within a coincidence window of ∆tFPGAcoinc. = 5 ns. As mentioned in section 5.3.2 above, we measure
the experimental settings for sd, scd and cd in alteration. This avoids apparatus drifts between
the recordings for different settings, and, in turn, allows to determine the memory efficiency
alongside the g(2). For each such sequence, termed measurement run, we record FPGA counts
for ∆tmeas,sd ≈ 5−10 min and ∆tmeas,scd ≈ ∆tmeas,cd & 30 min, whereby each datapoint therein
contains FPGA counts integrated for ∆tFPGAmeas = 10 min. To determine g
(2) with good precision,
i.e. small measurement error, Poissonian count-rate statistics dictates long measurement times.
Due to a triple count rate frequency in the sub-Hz regime for HSP inputs, we take data over
several days. For instance, setting cd is measured for a total of ∼ 28 h; see appendix D.3.2
for the total times of all measurements. The resulting data has to be concatenated in order to
yield the detection probabilities going the g(2)-function of eq. 4.16. Correct data aggregation
is particularly important, as the SNR already tells us, that we can only expect to see an effect
of the non-classicality of the HSPs on the g(2) for the retrieved signal, rather than a completely
non-classical output. So, when comparing HSPs, retrieved from the memory, with read-out c.s.
signals at similar input photon number, we must make sure that any differences in g(2) do not
arise from a statistical mistreatment. The exact procedure of how we obtain the g(2)-values from
the raw data is explained in detail in appendix D.3.1. Here, we omit these intermediate steps
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and move straight on to the results of our measurements.
5.4.2 g(2) results
Observed g(2)-values for stored single photons and coherent states The g(2) results
for the 3 experimental configurations are shown in fig. 5.4; appendix D.3.4 lists the associated
set of numbers.
When optical state preparation is active (fig. 5.4 a & b), the input signal statistics, obtained by
blocking the control field (sd), results in g
(2)
sd,coh = 1.01± 0.01 for c.s. inputs. This number is a
weighted statistical average over all investigated input photon numbers Nin (see appendix D.3.1).
For HSP inputs at Nin = ηher = 0.22, g
(2)
sd,SPDC = 0.016 ± 0.004 is obtained. Both numbers are
close to their expectation values of 1 and 0, respectively. When the input signal is blocked
(setting cd), we measure g
(2)
cd,in = 1.62± 0.04 and g(2)cd,out = 1.70± 0.02 for the noise in the input
and output time bins, respectively; see section 6.7 for a further discussion.
When signal and control are applied simultaneously (scd), the photon statistics of the stored
and retrieved signal are modified by the accompanying noise process. The noise increases the
g(2) of both significantly, as fig. 5.4 illustrates by the green data points for c.s. input and
the magenta point for HSP inputs. In the input time bin, transmitted c.s. signals converge
towards the ideal g(2) = 1 only for large input photon numbers of Nin & 2.5, as the amount
of signal is increased compared to the fixed amount of noise. The non-stored fraction of the
HSP input shows g
(2)
scd,SPDC,in = 0.92 ± 0.02, just below the classicality boundary. Looking at
the read-out time bin, we find that coherent states with an input photon number of Nin = 0.23
have g
(2)
scd,coh,out = 1.69 ± 0.02. Comparison of this value with the noise g(2) (cyan points in
fig. 5.4) reveals no difference; c.s. inputs are thus indistinguishable from the noise. Heralded
single photons however show g
(2)
scd,SPDC,out = 1.59± 0.03, which is a drop in g(2) by more than 3
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standard deviations compared to coherent states and to noise. This difference is clearly visible
in fig. 5.4 b. The HSP datapoint however lies above the classical boundary, which means
that the memory’s single photon read-out is currently not suitable for temporal multiplexing
applications. Unfortunately, this result was not what we had hoped for when we started our
series of experiments.
Yet, the lower g(2), measured for heralded single photons, compared to the observed value for
weak coherent states, reveals that there is still an influence of the non-classical SPDC input
photon statistics in the memory read-out. In fact, to obtain a similar g(2) with c.s. input signals,
one would have to double the number of input photons to Nin ≈ 0.49 γ/pulse. This is a key
result as it shows, in principle, the capability of the Raman memory to preserve the photon
statistics of the input signal, if the FWM noise floor can be reduced. We will investigate this
point further by modelling the measured data and looking at model predictions for a change in
noise level in section 5.4.3 below.
Significance of g(2) difference To determine the significance by which we can observe a
difference between the g(2)-values for retrieved HSPs and c.s. at Nin ≈ ηher, we perform a one-
sided, two-sample Welch test [227] on the g
(2)
j,scd,t, obtained for the individual measurement runs
j, for both input signal types (see appendix D.3.3). Notably, since we are comparing two sets
of population data, namely g
(2)
j,scd,SPDC and g
(2)
j,scd,coh, a two-sample location test is required. A
Welch test is chosen since the set of
{
g
(2)
j
}
for coherent states and heralded single photons
have unequal sample sizes, are drawn from different populations and have different variances
(see appendix D.3). We test the Null hypothesis (H0) that the g
(2)
j -samples for c.s. and HSPs
have the same population mean. For the important g(2) difference in the read-out time bin,
we obtain a rejection of H0 with a confidence level of ≥ 99.7 % (p-value = 8.7 · 10−4), which
corresponds to a significance of ≥ 3 standard deviations. Similar results are obtained when
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Figure 5.4: g(2) results and predictions of our two theory models, shown for the three exper-
imental configurations. (a): shows the read-in time bin with memory on (scd, in), i.e. with
optical pumping active. (b): the same configuration for the read-out time bin (scd, out). (c):
the read-in time bin for memory off (sc, in), i.e. no optical pumping. The colour coding is as
follows: Green points are c.s. input signal data; magenta points represent heralded single photon
inputs (Nin = ηher), cyan points are the noise (setting cd with Nin = 0). Solid blue and red lines
show the theoretical predictions obtained by our coherent interaction model for c.s. and HSP
inputs, respectively. Shaded regions denote the standard deviation of the model prediction under
Monte-Carlo variation of the model parameters. The dashed lines illustrate the predictions of
the incoherent model, with colours analogous to the solid lines. Vertical dotted and dashed lines
indicate Nin = ηherald and Nin = 1 (perfect heralding efficiency), respectively.
replacing the g
(2)
j of the coherent state signal with those of the noise. We also test the HSP
g
(2)
j -values against those obtained for a c.s. with Nin = 0.49 γ/pulse. For this doubling of the
c.s. input photon number, compared to HSPs, we do not obtain any violation of H0, neither in
a left- nor in a right-handed test. To complete the argument we furthermore test the g
(2)
j for
coherent states at Nin = 0.23 γ/pulse against those of the noise, again under the H0-hypothesis
that the population means are equal. In this case, we cannot reject H0 with any reasonable level
of confidence (p-value = 0.967). Detailed test outcomes, including the input time bin results,
can be found in appendix D.3.3. In conclusion, there is a statistically significant difference
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between the g
(2)
j -values of retrieved HSPs with respect to those of retrieved c.s. at equal photon
number, as well as with respect to the g
(2)
j -values of the noise. On the other hand, no significant
difference between the coherent state and noise g
(2)
j values is observable.
Effects from optical pumping In designing the apparatus, the simplification was made to
perform experiments for HSP input signals with active optical pumping by the diode laser. In
the analysis of the g(2) results, we have to certify that this difference with respect to c.s. inputs
does not introduce a systematic change, which could modify the photon statistics. Since it is
experimentally difficult to study these effects on the SPDC signal, we use the c.s. inputs as a
proxy. To this end we have studied the photon statistics in our measurement on c.s. inputs with
Nin = 0.23 γ/pulse, where we have swapped between the optical pumping turned on and off
during the storage time (see appendix D.2.3). While a sizeable reduction in memory efficiency
can be seen with optical pumping (see section 5.3.4), there are no significant changes in the g(2)
for the memory interaction setting scd, as we can see from the following set of numbers:
• continuous optical pumping: g(2)scd,in = 1.361± 0.049, g(2)scd,out = 1.631± 0.050.
• switched optical pumping: g(2)scd,in = 1.437± 0.044, g(2)scd,out = 1.666± 0.036.
If there was any influence on the output g(2), then the reduction in ηmem, associated with
continuous optical pumping, should lead to an increase in g
(2)
scd,out towards the noise value g
(2)
cd,out.
As this is not the case, a systematic error arising from optical pumping can be excluded as an
explanation for the g(2)-reduction with SPDC signal photons.
g(2)-results without Cs state preparation When Raman storage is absent, the influ-
ence of the noise in the input time bin changes, as does the noise g(2). Fig. 5.4 c shows
the resulting data for all settings. Here the noise shows g
(2)
c,in = 1.92 ± 0.01 for the input
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time bin and g
(2)
c,out = 1.79± 0.01 for the output time bin. The different population distri-
bution between the initial atomic states and the associated change in coupling to the con-
trol pulses also increases the number of noise photons emitted per control pulse (eq. 5.8)
to N innoise = 0.29± 0.13 γpulse and Noutnoise = 0.29± 0.14 γpulse . Correspondingly, the SNR-values
(eq. 5.9) change, e.g. down to SNRscin = 0.69 ± 0.03 for HSP input signals, which is only
≈ 15 of SNRscdin , obtained during Raman storage27. The input photon number for HSPs is also
slightly reduced to N sin = η
s
her = 0.2± 0.01 γpulse , due to residual linear absorption in the Cs . As
anticipated the input signal g(2)-values for setting s are basically unaffected by the absence of Cs
state preparation, showing g
(2),in
s,coh = 1.003± 0.004 for c.s. and g(2),ins,SPDC = 0.026± 0.006 for HSPs,
which agree with the expectations. For the combined signal and control input (sc), the absence
of Raman coupling clearly increases the g(2) to a level which is more similar to the read-out
time bin for active Raman interaction than to the corresponding values in the read-in time bin.
Given the significant deterioration in SNRscin , one would already expect such a result.
5.4.3 Model for the g(2) results
The real question now is, whether the observed g(2) behaviour is indeed completely determined
by the unfavourable SNR, or, if there is more to it, such that effects arising from the actual
light-matter interaction dynamics play a role in what we see experimentally. To investigate this
matter we compare two models.
The incoherent model This model [226] treats signal and noise as two separate, independent
fields with different g(2) values, where the combined photon statistics
(
g
(2)
tot
)
is assumed to consist
of a mixture between FWM noise
(
g
(2)
noise
)
and the input signal
(
g
(2)
sig
)
. Both fields are imagined
as being combined incoherently into one mode, e.g. by using a beam splitter prior to detection.
27 Measuring the setting sc is meaningless in the output time bin, given the absence of storage and retrieval,
which effectively reduces this setting to c.
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The model is thus based on the incoherent addition of signal and noise. The expected value for
g
(2)
tot is derived following the argumentation of Goldschmidt et. al.
[226] to
g
(2)
tot =
(
Nsig
)2 · g(2)sig + 2Nsig ·Nnoise + (Nnoise)2 · g(2)noise(
Nsig +Nnoise
)2 = SNR2 · g(2)sig + 2 · SNR + g(2)noise(1 + SNR)2 , (5.10)
which depends on the number of signal photons
(
Nsig
)
and noise photons (Nnoise) per pulse con-
tributing to the mixture. In the memory-on cases, Nsig is either the non-stored, transmitted frac-
tion of the signal, Nsig = (1− ηin) ·N sdin , or the retrieved fraction of the signal, Nsig = ηmem ·N sdin ,
with N sdin representing the input photon number for the respective signal type; ηin is the mem-
ory read-in efficiency and ηmem is the total memory efficiency (storage and retrieval). Eq. 5.10
mixes the separately measurable input photon statistics with a ratio solely determined by the
SNR. From a faithful prediction of the data in fig. 5.4 by eq. 5.10 two conclusions would follow:
Firstly, the SNR is sufficient as a benchmark for the memory performance. Secondly, signal
and noise can be regarded as unrelated entities, which cannot be separated experimentally only
because they occupy the same spatio-temporal mode. The predictions from eq. 5.10 are shown
in fig. 5.4 by the dashed lines. Clearly the incoherent model significantly underestimates the
experimentally measured g(2) data in all three analysed configurations.
Notably, one could argue that the conservation of the photon statistics for the input signal
during storage and retrieval in the memory is not necessarily to be taken for granted. In this
case, it would not be justified to use g
(2)
sig of the input signal in eq. 5.10 for calculating g
(2)
tot for
the configuration with Raman storage. Instead, a modified g
(2)
sig , which is not directly accessi-
ble experimentally, would need to be used to take into account any such modifications. This
argument however does not apply to the configuration with the optical pumping switched off.
Since no Raman storage happens, no modification of g
(2)
sig can be expected to occur. Moreover,
Nsig corresponds to the directly measured input photon number N
s
in, without any additional
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memory efficiency factors. Consequently, the configuration without state preparation represents
the ideal testing ground for the incoherent model, where all variables are known from direct
measurements. So, if the model were applicable, it should at least lead to an agreement here.
Yet, it also fails totally to describe the data for the absence of optical pumping (see fig. 5.4 c).
Therefore we can conclude that signal and noise cannot be considered as individual entities in a
mixture. The SNR also cannot be the only relevant metric for the performance of the memory
with respect to noise.
The coherent model Our second model takes into account the full coherent, off-resonant
interaction between the incident light fields and the spin-wave excitation in the Cs ground states.
In this coherent model, signal and noise are generated by the same Hamiltonian, from which
the photon statistics in the Stokes output mode are predicted. In contrast to the incoherent
addition, this model does not contain any free parameters and completely predicts the photon
statistics based on the light matter interaction, following from the Maxwell-Bloch equations. It
is thus based on eqs. 2.21 & 2.22, introduced in chapter 2. Its only inputs are the experimental
parameters for the Raman memory28, stated in section 2.3. The model has been developed by
Joshua Nunn. For this reason, only its results are discussed here, and a short description is given
in appendix D.1. The model’s main conclusion is that, while Raman storage and FWM are two
different processes, they are intrinsically coupled by sharing the Stokes channel (see eq. 2.21).
Signal and noise are thus not a mixture between two different fields. Rather there is one memory
output state, which, upon read-out from the Cs , is pure29 and contains contributions at both,
Stokes and anti-Stokes frequencies, from both processes. We will see this fact also in section 6.4,
when studying the amount of anti-Stokes noise for varying intensity of memory input signal in
28 These are the detuning, the control pulse energy, the pulse duration and beam waist, as well as the Cs cell
length and temperature, defining the optical depth and therewith the Raman coupling constants.
29 Ignoring potential entanglement with residual fractions of the spin-wave.
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the Stokes channel. Upon signal detection however, the state is spectrally filtered at the Stokes
frequency. Accordingly, this traces over the anti-Stokes part and projects the FWM Stokes
mode into a thermal state (see also section 6.7). The additional coupling to the stored fraction
of the HSP input state still results in a g(2) reduction for the combined Stokes mode, when
compared to having no memory input signal, i.e. just FWM noise. The solid lines in fig. 5.4
show the resulting model predictions (eq. D.7), with error bars from Monte-Carlo variation of the
model parameters (see appendix D.1.2). Despite a small overestimation of the g(2)-values for low
Nin, the predictions show excellent agreement with the experimental data. This is particularly
noteworthy as this model is an ab-initio calculation, so there is no optimisation with respect to
the data.
Moreover, it is interesting to compare the observed drop in g(2) between HSP and c.s. inputs at
Nin = 0.23 γ/pulse (see section 5.4.2) with the g
(2) predicted by the model. To this end, we can
examine the bar graphs in fig. 5.5, which explicitly compare the observed with the predicted
g(2)-values alongside the resulting g(2)-differences between HSPs and c.s. The measured g(2)-
reduction, which we have identified as a signature from the non-classical input statistics, is
closely reproduced by the model. Consequently, we can conclude that the coherent model offers
an accurate and, most likely, realistic description of the Raman memory behaviour under the
influence of FWM. We can furthermore use the predictions from the model to evaluate possible
next steps towards solving the challenge that arises from the Raman memory noise.
5.5 Conclusions
The comparison between the theoretical models and the experimental data reveal that the
memory performance cannot be benchmarked solely by the SNR. This fact actually applies
not only to our Raman memory, but to all systems that suffer from a noise background that
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Figure 5.5: Comparison between the coherent model predictions and the measured g(2) data for
HSP and c.s. inputs at Nin = 0.22 γ/pulse and Nin = 0.23 γ/pulse, respectively. The subplots
represent the three configurations. (a): the input time bin with the memory on; (b): the output
time bin with memory on; (c): the input time bin with memory off. Colour coding is analogous
to fig. 5.4, whereby the experimental data (magenta for HSPs, green for c.s.) is shown on the
left and the theoretical prediction (red for HSPs, blue for c.s.) on the right. The difference
between both signal types is displayed by the yellow bars for each respective subgroup of bars.
In all three cases, the experimentally observed drop in g(2) between coherent states and heralded
single photons is reasonably well replicated by the model.
arises from a coherent scattering process. Other vapour memory protocols, such as EIT [38–41]
and GEM [46–49], are the obvious candidates for which a thorough investigation of the noise
background is also necessary [79,94,95]. Why is this? Because, as fig. 5.4 illustrates, the increase
in g(2) from the coherent coupling of the noise to the Stokes channel is significantly larger than
expected for an incoherent combination. Consequently, the real performance is worse than
one might expect just from the SNR, and additional information - such as a photon statistics
measurement - is mandatory. Alternatively, the noise coupling mechanism to the signal requires
identification.
The excellent agreement between the coherent model predictions, which assume solely FWM as
the noise process in the Raman memory, and the experimental data suggest that FWM is, on
the one hand, the only important noise source. On the other hand, it is also the main challenge
to overcome if the room-temperature vapour Raman memory is ever to be used as a temporal
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multiplexer. This follows directly from the predictions for HSP input signals, shown in fig. 5.4
(red line). Even for perfect heralding efficiency of a single photon source, i.e. ηher = Nin = 1,
one would not obtain non-classical photon statistics for the signal retrieved from the memory. In
other words, improving the SNR from the input signal side will not be successful. Improving the
heralding efficiency of photon sources for the Raman memory is therefore a secondary problem.
The noise remedy can only come from the memory system, where FWM needs to be tackled.
Solutions to this challenge are actually possible in case of the Raman memory, because FWM
is not intrinsic to the Raman interaction. Inspection of the couplings between FWM and the
Raman process in eqs. 2.21 & 2.22 illustrate this fact. If the term relating to the emission of an
anti-Stokes photon is somehow suppressed, i.e., if the coupling constant CAS of the FWM term
is reduced such that CAS → 0, then the system becomes the noise-free ideal Raman memory [51]
(see eqs. 2.13). The coherent model allows to predict how any change in the relative size
R = CASCS (eq. 2.20) between anti-Stokes coupling strength CAS and Stokes coupling strength
CS would influence the resulting photon statistics. Fig. 5.6 shows this for the g
(2) of a single
photon retrieved from the memory. Assuming that FWM is the only important noise source for
the Raman memory, we can conclude that the Raman protocol carries the intrinsic possibility
to operate in the quantum regime.
So what can be done about the FWM noise? In principle [228], FWM can be suppressed by
Zeeman-polarisation of the initial atomic state with an appropriate optical pumping scheme,
and the use of circularly polarised signal and control pulses. The suppression is based on
the fact that population of an extreme Zeeman state, i.e., a state with mF = ±F, can only
couple to one type of circularly polarised light field. This is a light field, polarised such that
its interaction with the atoms decreases the absolute value of the respective magnetic quantum
number of the atoms by its angular momentum. Excitations from the orthogonally polarised
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Figure 5.6: Theoretical prediction for the g(2) autocorrelation of the retrieved field after storing
a single photon, as the ratio R = CAS/CS between anti-Stokes and Stokes Raman coupling
(eq. 2.20) is varied. The vertical dotted line shows the value R = 0.625 that describes our
experiments.
light field are forbidden. Hence, polarising the Cs ensemble, such that the control coupling to the
initial F = 4 state is forbidden, terminates spontaneous anti-Stokes scattering and therewith the
FWM noise [228]. The problem with this scheme is the following: for far off-resonance protocols,
orthogonally polarised signal and control beams lead to destructive interference between Raman
transitions that either involve the 62P 3
2
F′ = 3 or F′ = 4 excited states. This has been shown
generally for all alkali atom systems [116]. Actually, while it is a nuisance in the quest to erase
FWM, we will use it in section 6.2 to investigate the composition of the noise floor in detail.
Recently, it has been shown [229] that a reduction in FWM can be achieved by only using circular
polarisation for the read-out control beam, when using a Zeeman polarised ensemble [228]. While
this terminates the FWM created in the read-out time bin, there is still the contribution left
from the excited spin-wave coherence in the read-in time bin. Hence it only reduces the issues
arising from FWM noise. As FWM is constrained by phase-matching similar to SPDC [97], other
alternatives could be to introduce dispersion between the Stokes and anti-Stokes frequencies, or
to use a storage medium with larger Stokes shifts [230]. For our system, one approach is to reduce
the density of states at the anti-Stokes frequency by placing the memory inside a low-finesse
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cavity or photonic-bandgap structure [231]. As shown in fig. 5.6, FWM suppression by a factor of
∼ 2.5, achievable with the aforementioned techniques, would preserve the nonclassical signature
of retrieved HSPs.
Beside noise reduction, actually viable application of the Raman memory for temporal multi-
plexing tasks would also require memory efficiencies higher than our values quoted in section
5.3.4. In this regard, we note that higher memory efficiencies of up to ηmem & 60 % have mean-
while been observed. These higher memory efficiencies were realised in a Cs vapour cell with
10 Torr of nitrogen (N2) buffer gas at T ≈ 77◦C. The work has been done in our group by
Sarah Thomas, after the experiments in this thesis were completed. Additionally, operating the
memory system with backward retrieval should also increase the memory efficiency, as it min-
imises re-absorption30 of retrieved signal by shortening its propagation through the Cs cell [37].
While the possibility to obtain higher memory efficiencies with other buffer gases, buffer gas
pressures or backward retrieval were not explored for the presented work, these possibilities for
memory efficiency improvement, together with control over the FWM noise, give hope that it
is possible to achieve a highly efficient, low noise atomic vapour Raman memory system for
scalable photonics in the near future.
30 Notably, memory read-in results in an exponentially decreasing spatial distribution of the spin-wave amplitude
along the input signal’s propagation path in the Cs cell. This means, the spin-wave has its highest amplitude
at the input and its lowest amplitude at the exit face of the Cs cell. Accordingly, during read-out, most of the
retrieved signal’s intensity is located at the former location.
Part III
Limitations by noise
Chapter 6
Memory noise characterisation
MephiĆopheles: IĚ bin der GeiĆ, der Ćets verneint! Und das mit ReĚt; denn alles, was entĆeht, IĆ wert, da es zugrunde geht; Drum
beĄer wŁr’s, da niĚts entĆ§nde. So iĆ denn alles, was ihr S§nde, ZerĆŽrung, kurz das BŽse nennt, Mein eigentliĚes Element.
Having encountered the influences of noise on the memory performance, we now use this fi-
nal chapter to examine the noise floor in detail. Referring to the noise processes, introduced
in section 2.2, we determine their relative contributions to the overall noise floor. This will
demonstrate the previously claimed dominance of four-wave-mixing (FWM). To this end, we
examine the noise level in different experimental configurations. Firstly, we investigate the noise
floor with and without two-photon transitions in the atomic Λ-system. Secondly, we study the
noise’s scaling for modifications in the atomic density and the populations of the hyperfine lev-
els that participate in the Raman and FWM interactions. These measurements will allow us
to experimentally distinguish between noise produced by FWM, spontaneous Raman scattering
(SRS) and fluorescence. As a final piece of evidence for the FWM origin of our noise floor, we
study its spin-wave component via magnetic dephasing measurements, and use noise seeding to
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demonstrate the coupling between the FWM Stokes (S) and anti-Stokes (AS) channels1. We
also test the coherent model, introduced in appendix D, further and compare its predictions for
the absolute noise levels with the experimental measurements. Since our coherent model only
assumes FWM noise, we finally also take another look at our g(2) results to account for fluores-
cence, the second noise source in our system. Additionally, in the appendix E, we also present a
detailed study of the noise level and Raman memory efficiency dependence on the experimental
parameters. This analysis shows that the parameter set we have chosen for our experiments (see
section 2.3) approximates well the optimum signal-to-noise performance for our Raman memory
setup. Before we go into our measurements, we briefly look at known noise sources in various
common memory protocols.
6.1 Introduction
Noise issues relate mostly to on-demand memory operation, facilitated by a strong control field,
whose large intensity gives rise to parasitic processes. As we have seen, on-demand operation
is however a prerequisite for quantum memory application in temporal multiplexing tasks [36],
which promises improved scaling of the operational success rates for a network of quantum
gates [13,14]. An alternative to this type of system are protocols, which do not incorporate a con-
trol field. These are spin-echo-based memories with pre-determined storage times [59]. Because
such devices are not affected by control field initiated noise processes, they offer an advantage
that has allowed the demonstration of a multitude of quantum effects [60–62,64]. In light of the
challenges imposed by noise processes in on-demand memories, a frequency-domain multiplexing
strategy has recently been developed for spin-echo systems [63]. Since this frequency multiplex-
1 These experiments proof the validity of the previous assumption that the Stokes channel noise floor is
independent of the input signal intensity for low input photon numbers Nin. As a reminder, we have used this
approximation in the definition of the memory efficiencies in eqs. 5.3 - 5.7.
6.1 Introduction 199
ing does not necessitate on-demand storage, it does not rely on memory protocols incorporating
control fields, making it an attractive possibility for quantum repeater tasks [232]. However,
other applications of quantum memories, such as the production of high-qubit-number quantum
states [36,85], still require either spatial multiplexing2, or temporal multiplexing [36]. Amongst the
suitable memory systems for temporal multiplexing, the solid-state implementation of the Ra-
man memory in diamond [162,230] has shown better noise properties than the alkali-vapour-based
technology presented here. Yet, it comes at the expense of prohibitively short storage times on
the order of pico-seconds. Similarly, Raman memory in a Cs filled hollow-core photonic crystal
fibre also shows a lower noise floor [231]. At present, this technology however suffers from the
limited availability of sufficient optical depth3 to run experiments over time scales longer than
a few minutes [235]. Other incarnations in hot vapours are limited by similar noise sources as
the Raman memory: In EIT [42,94,95,236] and GEM memories [79] FWM noise is present as well.
Here, the narrow bandwidths of these protocols4 allow to reduce the influence of FWM noise,
when lowering the detuning to the MHz range. However, in warm vapour EIT memories, the
corresponding long signal pulse durations, which are on the order of the excited state lifetime,
introduce an additional performance limitation from collisional induced fluorescence [110].
In terms of possible noise mitigation strategy, one promising and popular approach is to move
the experiments to low temperatures. Unfortunately, the cryogenic regime, used for rare-earth
ion-doped systems, operated with the AFC protocol, still seems insufficient for completely noise
free spin-wave storage [66]. However very promising improvements have been made recently by
additional control filtering [166]. The best performances were so far obtained with laser-cooled
2 Spatial multiplexing is a technological path, whose demonstrations so far have not incorporated memo-
ries [233,234].
3 The optical depth in these systems is reduced by the formation of Cs molecules on the fibre walls. These
have to be blasted off via a light-induced atomic desorption technique [235] (LIAD). Each LIAD trial only increases
the Cs density in the fibre for a few minutes before molecule formation starts again and causes a tail-off in the
optical depth.
4 While the limited bandwidth is advantageous for FWM noise reduction, it makes large time-bandwidth
products more challenging to achieve and complicates interfacing with single photon sources (see chapter 4).
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atoms, either in the form of single atoms in a cavity [22,237], BECs [27], or cold atomic clouds
in MOTs [26,72,224,238]. With the latter type, DLCZ-based quantum repeater protocols [13] have
already been demonstrated [16]. Besides their narrow bandwidths, the main challenges imposed
by such systems remain their technical complexity and the resources required to operate them.
Despite significant progress in their miniaturisation [239,240] and commercialisation5, cold atoms
experiments are still limited in their scalability and integratability into photonic circuits. Thanks
to their technical simplicity, room-temperature systems, particularly atomic vapours, are still
interesting memory candidates. To understand their noise properties is thus an important aspect
of their characterisation.
As we can already see with this short discussion, the noise attributes differ depending on the
specific operational parameters for the employed protocol. Consequently, noise analysis and
mitigation strategies need bespoke tailoring. In the following, we conduct this characterisation
for our system, with the memory parameter optimisation presented in appendix E.6.
6.2 Memory noise floor consistency
Observing the memory noise floor with the spin-polarised ensemble, as we have done in chapter 5,
only yields the combined signal of all noise processes. In the first step of the memory noise
analysis, we now investigate the contributions of the different noise processes to this overall
memory noise floor. To this end, we separate the noise floor into its two-photon transition
component, which can consist of SRS and FWM, and a fluorescence part. Both parts were
introduced in section 2.2. Apart from noise emitted by the storage medium, the memory noise
floor can, of course, also still have a residual contribution from control field leakage6. Leakage
occurs, if the polarisation and frequency filtering of the control behind the memory is insufficient.
5 For instance Toptica now sells MOT systems for alkali atoms.
6 For the moment, we attribute any leakage to the fluorescence noise.
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Raman
storage
Figure 6.1: (a) Walther scheme. (b) & (c): Our Raman memory read-in and read-out scheme
for comparison.
In sections 6.3.3 and appendix E.6.4, we will find leakage to contribute only a negligible amount
to the overall noise floor, so it can essentially be ignored. We also note here, that all experiments
presented in this chapter were conducted using the experimental setup of chapter 5, shown in
fig. 5.1. The system is operated with coherent state (c.s.) input signals, as described in section
5.2.
6.2.1 Separating fluorescence and two-photon transition-based noise
To distinguish fluorescence from the two-photon transition noise processes, we use the trick of
changing the polarisation for signal and control. We have already mentioned in section 5.5, that
the memory operation with orthogonal, circularly polarised signal and control pulses, acting
on a Zeeman state polarised atomic ensemble, could in principle be used to turn off the FWM
contribution. This proposal is known as the Walther -scheme [228].
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Walther scheme idea Fig. 6.1 a illustrates the scheme on the basis of the Λ-level system
in Cs, whereby the detuning has been ignored for better readability. To allow for comparison
with our Raman memory protocol, fig. 6.1 b & c show the Raman scheme as we use it. The
proposal relies on a Zeeman polarised atomic ensemble, with its population prepared in one of
the extreme Zeeman levels (here mF = +4). Instead of linear polarised signal and control fields,
which correspond to a superposition of σ+- and σ−-polarised fields in the atomic quantisation
system, the Walther scheme only applies circularly polarised signal and control pulses, which
are however still orthogonal (here σ+-pol. for the control and σ−-pol. for the signal). The
scheme’s promised advantage lies in the absence of an appropriate Zeeman-level in the excited
state. Such a level would allow SRS by the control, coupling to the population in the initial
state |i〉. Since all other transitions, involving the available Zeeman-levels, are dipole-forbidden,
no initial noise scattering can take place. For the FWM process, introduced in section 2.2.2,
this forbidden transition would correspond to AS scattering, the first FWM step. While thereby
preventing the FWM noise, the two-photon transitions for signal storage and retrieval, are not
affected. Signal and control can still couple to the two hyperfine ground states, 62S 1
2
F= 3 and
F= 4 via either of the excited states 62P 3
2
F’= 3 or F’= 4.
Walther scheme in practice While it can be of use for near-resonant, narrowband protocols,
such as GEM [50] or EIT [95,158,241–243], the scheme does not work for alkali atoms far off resonance.
As Vurgaftman et. al. [116] have shown, in the far off resonance limit, i.e. with a detuning ∆
much larger than the energy splitting δνes of the excited states (here δνes ≈ 201.5 MHz [82]),
both possible transition paths (solid and dashed lines in fig. 6.1 a) interfere destructively. For
our Cs example, the 62P 3
2
F’= 3 and F’= 4 states (|e〉1 & |e〉2) are the only excited states that
couple to the initial state 62S 1
2
F = 4 (|i〉) and the storage state 62S 1
2
F = 3 (|s〉), due to selection
rules. Hence the transition matrix elements M〈s|i〉|j ∼ Xs,i|j∆j , for transitions involving the excited
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state |ej〉 (with j ∈ {1, 2}) only depend on the expectation values of the dipole operators7
Xs,i|j = 〈s|~ds,ej · ~E|ej〉 · 〈ej |~dej ,i · ~E|i〉. In alkali atoms, the dipole operator terms have opposing
signs for both transitions, i.e. Xs,i|e1 = −Xs,i|e2 . So the resulting destructive interference between
the two transition paths terminates all Raman processes.
Two-photon transition turn-off While the interference makes the Walther scheme [228] use-
less for FWM noise reduction in our Raman memory, we can use the polarisation configuration
of the optical fields to turn off the two-photon transition processes in the Λ-system. If we use
orthogonal, circularly polarised signal and control fields (circ.⊥circ.), instead of the usual orthog-
onal linear polarisations (lin.⊥lin.), we can switch-off all two photon transitions, i.e. the Raman
memory interaction, SRS and FWM. What we are left with is only the fluorescence noise in the
memory time bins. Consequently, to determine the amount of fluorescence noise, we operate the
system once with orthogonal, linearly polarised signal and control pulses (lin.⊥lin.), followed by
another run with orthogonal, circularly polarised pulses (circ.⊥circ.). Note, in the latter case,
the polarisation of the optical pump, which is counter propagating in the control mode, will also
be circularly polarised. Due to the absence of repumping [244], the atomic population will still be
distributed over all Zeeman levels in the initial state |i〉, which is different from the configuration
studied by Vurgaftman et. al [116]. However, the destructive interference between the transition
paths still occurs, as it is independent of the magnetic quantum number [37,116].
6.2.2 Determination of the fluorescence noise contribution
Using the above mentioned scheme, we now access the amount of noise, resulting from fluores-
cence and two-photon transitions. To obtain the maximum amount of information, we conduct
these measurements, observing both the Stokes (S) and the anti-Stokes (AS) FWM channels.
7 This is a short-hand notation, which implicitly incorporates the summation over all possible transitions
between Zeeman states, scaled by the Clebsh-Gordan coefficients.
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Figure 6.2: TAC count rate histograms for lin.⊥lin. and circ.⊥circ. signal and control polarisa-
tions (see legend in (a), (c), (e)), corresponding to active and turned-off two-photon transitions
in Cs. Left and right columns contain measurements on the S and AS channel, respectively.
Main panels show the control pulse sequence for τS = 12.5 ns storage time; insets their counter-
part for τS = 312 ns. Secondary insets display exponential fits of the fluorescence decay (bright
green) in the lin.⊥lin. (solid) and the circ.⊥circ. (dashed) configuration. (a) & (b): Noise
emitted by the spin-polarised ensemble (setting cd). (c) & (d): Noise emitted by the ther-
mally distributed ensemble (setting c). (e) & (f): Memory pulse sequence (setting scd, blue for
lin.⊥lin. and green for circ.⊥circ. polarisation) and noise (setting cd, red for lin.⊥lin., black for
circ.⊥circ. polarisation). Dashed, grey vertical lines mark the ∆tTACint = 5 ns pulse integration
window. Dashed red vertical lines in (a) & (b) illustrate the relative increase in S and AS noise
over successive pulses.
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Similar to the work in chapter 5, we also study the ensemble pumped and unpumped, i.e.
spin-polarised in 62S 1
2
F= 4 and thermally distributed between both ground states. These
configurations are again denoted by the measurement settings.
Measurements For the measurement, we use the apparatus of chapter 5 with coherent state
inputs (see fig. 5.1). Fig. 6.2 shows the experimental results for measurements of settings cd (a -
b), c (c - d) and scd (e - f). Each measurement is conducted with τS = 12.5 ns storage time (main
panels), using a train of 9 successive control pulses8. Additionally, all settings are evaluated for
τS = 312 ns storage time (insets), using two successive read-out control pulses
9. For all mea-
surements with active Cs state preparation (panels a, b, e, f), the optical pumping is turned off
∼ 1.5µs before the read-in control pulse and is reapplied ∼ 1.4µs thereafter. The experimental
repetition rate was set to frep = 4 kHz. An integration time of ∆tmeas = 5 min (τS = 312 ns) or
∆tmeas = 10 min (τS = 12.5 ns) per measurement setting was used. Employing a c.s. signal with
an input photon number of Nin = 0.46 γ/pulse, the memory efficiencies for τS = 12.5 ns storage
time are ηin = 47.3 ± 0.9 % for the read-in and ηmem,1 = 27.7 ± 0.7 % for the total efficiency
in the first read-out time bin. For τS = 312 ns storage time, with Nin = 0.47 γ/pulse, decoher-
ence reduces the total efficiency to ηmem,1 = 15.1± 0.5 %, while ηin = 41.5± 0.8 % remains at a
similar level10. Each experiment is performed twice, first with the signal filter resonance set to
∆ = 15.2 GHz detuning to analyse the Stokes (S) channel (the Raman memory signal channel),
and subsequently to ∆ = 24.4 GHz to analyse the anti-Stokes (AS) channel.
Raman transition turn off Each dataset in fig. 6.2 clearly shows the turn-off of all two-
photon transition components, i.e. Raman interactions, when switching the input polarisation
8 The reduced 10th pulse in fig. 6.2 results from Pockels cell (P.C.) leakage, as the subsequent control pulse
falls onto the closing edge of the P.C. picking window.
9 Again these are followed by a reduced pulse, due to Pockels cell leakage.
10 The residual decrease is due to efficiency drift over the course of the measurement.
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from lin.⊥lin. to circ.⊥circ. For lin.⊥lin. polarisation the settings cd (panels a, b) and c (panels
c, d) show the noise emitted from the memory. The pulse structure completely disappears
once circ.⊥circ. polarisation is applied. Since FWM and SRS always follow the temporal
shape of the control pulse [108], the absence of pulses in the count rate histograms represents the
termination of the two-photon transition processes. This happens in both channels. For linear
polarisation, AS noise is emitted simultaneously with S noise; upon switch-off, the pulses in
both channels disappear, as expected for FWM. Circular polarisation also turns off the Raman
memory interaction. It is illustrated in panel e by the pulse sequences for scd and cd, whose
differences yield the memory read-out (see section 5.3.1). Here, scd pulses are absent in all read-
out time bins, so there is no memory. Obviously, the increase of the input pulse amplitude for
setting scd with circ.⊥circ. polarisation represents the transmitted input signal, which now does
not experience Raman absorption. Notably, for the lin.⊥lin. configuration in the AS channel
(panel f), we also observe increased noise emission in setting scd for the first three time bins,
i.e. a noise level that is higher than the level in setting cd. This is “noise-seeding” by the input
signal at the Stokes frequency, which is investigated in section 6.4 below.
Fluorescence In the Stokes channel (left column in fig. 6.2), the recorded count rates for
circ.⊥circ. polarisation reduce to the DC-background level, observed between the pulses for
lin.⊥lin. polarisation. This background noise is built-up over successive control pulses. Within
each pulse, noise counts reach their maximum at the pulse end, after which decay sets in until the
next control pulse arrives. After the last pulse, the background decays exponentially, illustrated
by the insets for the τS = 312 ns storage time data in fig. 6.2, showing noise decay in the read-
in time bin. This matches the expected count rate time dependence of fluorescence noise [245],
which should show an exponential decay with a 1/e-lifetime of [82] τCs = 30.5 ns.
We validate the decay timing by fitting the detected count rates (cdet) after the last control
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pulse in each pulse sequence11 with the exponential decay, cdet(t) = c0 · exp
(
−t
τFN
)
(light green
lines in fig. 6.2). Both polarisation configurations exhibit similar values for τFN. After the 9
th
pulse in the τS = 12.5 ns control pulse train we get τ
out,12.5
FN ≈ 44.2± 1.3 ns. For the τS = 312 ns
control sequence, fluorescence decays with τout,312FN = 39.6 ± 2.6 ns after the read-out pulses,
which shortens further to τ in,312FN = 38.5 ± 1.1 ns for the τS = 312 ns read-in time bin. While
these numbers are on the right order of magnitude, they exceed the excited state lifetime τCs.
At present, the reason for this discrepancy is unclear. From collisional broadening one would
expect [108] a reduction with respect to τCs, i.e. τFL < τCs. Yet, the numbers for τFN increase
for a longer sequence of control pulses12. One possible reason for this prolongation could be
the radiation trapping effects by reabsorption of the fluorescence noise (see section 2.2.3). At
present, the drivers behind the longer decay times are not completely clear.
Nevertheless, we can now determine, how much fluorescence actually contributes to the total
noise in the S channel. To this end, each pulse in the cd trace is integrated for both polarisation
configurations, using a ∆tTACint = 5 ns integration window, centred on each control pulse. These
windows are marked for pulses 1-3 by grey vertical bars in fig. 6.2. The ratio between areas for
circ.⊥circ. and lin.⊥lin. polarisation gives the fluorescence fraction RtS,FL in each time bin t; the
remainder originates from two-photon transition processes. Table E.1 in appendix E.1 lists the
full set of numbers for all traces in fig. 6.2. Most importantly, for τS = 12.5 ns, R
in
S,FL ≈ 16 %
and Rout,1S,FL ≈ 14 %. This decreases to Rout,8S,FL ≈ 10 %, as the FWM contribution increases and
eventually saturates. In contrast, the anti-Stokes channel (right column in fig. 6.2) does not
contain any significant contribution from fluorescence noise. Here, cdet → 0 for circ.⊥circ.
11 For τS = 312 ns storage time, this is done twice: First after the read-in control pulse, and, second, after the
3rd pulse in the retrieval sequence. In all cases, the free fit parameters are c0 and τFN.
12 Notably, this is not an effect from the build-up of noise over the control pulse train. The same decay times
τFN = τCs would be expected after both, a single control pulse and a sequence of 9 consecutive control pulses. This
is the case even if the fluorescence generated by each pulse starts to decay directly after the pulse. It also does
not relate to steady-state atomic diffusion out of the observed interaction region in the Cs cell, as this dynamics
happens on longer time-scales (see appendix E.6.1).
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polarisation. The AS detuning ∆AS = 24.4 GHz is large enough to fall outside the fat tails of
the collisional redistribution line [86,90,245]. For τS = 12.5 ns storage, the DC-background only
amounts to RinAS,FL ≈ 0.6 % and Rout,1AS,FL ≈ 2.3 %. Consequently, the AS channel contains pretty
much only FWM noise. For the noise in the signal channel of our Raman memory, we have a
noise floor consistency of:
Read-in bin: 2-photon transitions: 84 %, Fluorescence: 16 %
Read-out bin: 2-photon transitions: 86 %, Fluorescence: 14 %
Reducing fluorescence Clearly fluorescence noise is not the main component of the memory
noise floor, so even if it was eliminated, the memory would still not operate in the quantum
regime. However, as a side note, we briefly look at possibilities to limit its contribution. As
the traces in fig. 6.2 show, the integration window size ∆tint = ∆t
TAC
int = 5 ns is broader than
the actual pulses, causing more fluorescence noise to be picked up than strictly necessary. An
improvement in the SNR (eq. 5.9) could thus be gained by reducing ∆tint, cutting down the
fluorescence contribution to Nnoise (eq. 5.8). However too tight an integration window will
also lead to signal loss, so there is an optimal value for ∆tint. Fig. 6.4 a illustrates the SNR
improvement one could achieve for the c.s. datasets of fig. 6.2, as well as for HSP inputs
at Nin = 0.22 γ/pulse, i.e. with ηher = 22 % heralding efficiency, when reducing ∆tint. In both
cases, window tightening predominantly reduces the fluorescence contribution until ∆tint ≈ 1 ns,
when further reduction starts to cut into the actual memory pulses. At this point, noise reduction
is accompanied by signal loss, associated with a reduction in ηmem (see fig. 6.4 b), for which
reason the SNR starts to tail off.
For HSP inputs, window reduction to ∆tint = 1 ns would improve the SNR for the 12.5 ns
memory read-out by a factor of ∼ 1.16. While this would increase the g(2) separation between
HSPs and noise, such an improvement is not sufficient to see non-classical statistics for retrieved
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single photons (see fig. 5.4). As we have discussed in section 5.5 (see fig. 5.6), to achieve
SNRout ∼ 1, we would need an improvement by a factor of & 2.5 to put us close to the boundary
between the classical and the quantum regime. Faithful quantum operation would necessitate an
order of magnitude improvement in SNRout, i.e. a factor of & 10. This is clearly not achievable
by reducing ∆tint, so this route does not solve the noise problem.
Currently, ∆tint is limited by the FPGA coincidence logic. While it can be modified
[214] to
achieve ∆tint = 1 ns, this comes at the expense of losing the ability to modify the delays between
the FPGA channels13 by more than 20 ns, which slightly complicates the synchronisation between
channels required for meaningful data acquisition (see section 4.4). Moreover, the signal count
rate reduces by a factor of ∼ 1.5 for HSPs and ∼ 1.3 for c.s. inputs, which would require longer
measurement times. Since both factors increase the experimental complexity, for no substantial
g(2) improvement, we did not use a ∆tint = 1 ns coincidence window.
Another possibility for reducing fluorescence noise is to lower the Ne buffer gas pressure, cur-
rently at pNe = 20 Torr. Far off-resonance, the fluorescence noise intensity IFL is linearly
proportional [90] to the collision rate between Cs and Ne atoms γN ∼ nNe ∼ pNe, where nNe is
the atomic density of Ne. Lower pressures would reduce γN , leading to a lower fluorescence
background. It could also offer the possibility to operate the Raman memory closer to reso-
nance (see appendix E.6.3). Another alternative could be operation at an even larger detuning
of ∆S ∼ 24 GHz, since this regime lies outside the collisional redistribution line (see fig. 6.2).
However, this would, inter alia, require substantially greater control pulse energies.
13 Due to the additional propagation distance of the signal photons, resulting from the delay required for P.C.
switching and the memory storage time, the differences in FPGA delays in the experiments with HSPs are on the
order of ∼ 500 ns, plus an additional electronic delay in BNC cables of ∼ 200 ns.
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6.3 Origin of the two-photon transition noise components
Knowing the amount of noise that originates from two-photon transitions, we now investigate
its actual sources. Here, the first step is to understand the noise behaviour, displayed by the
count rate histograms in fig. 6.2. To this end, we develop a phenomenological explanation which
we can compare with the predictions of our coherent model (see appendix D) later on.
6.3.1 Noise in Stokes and anti-Stokes channels for the prepared ensemble
Noise creation process To determine the origin of the two-photon transition based noise
components we investigate the pulses for setting cd in the Stokes (panel a) and the anti-Stokes
channel (panel b) of fig. 6.2. Noise is emitted into both simultaneously, whereby, for the
first pulse, the AS amount is significantly larger than its S counterpart. Assuming good state
preparation (see appendix A.3), initially all atoms are in the F= 4 ground state. If we further
assume that the noise origin is FWM, emission into the S channel during the first pulse can only
occur after a FWM spin-wave is excited by AS scattering. Fig. 6.3 a & b show again these two
steps of the FWM process. A sub-unity retrieval efficiency for S noise generation, the second
FWM step, leaves parts of this FWM spin-wave stored, resulting in lower emission in the S
than in the AS channel. Upon arrival with the next control pulse, the remaining fraction adds
to the spin-wave that is freshly excited by this consecutive control pulse, increasing the total
spin-wave amplitude the control couples to and therewith also the S emission in this second time
bin. Hence the S level rises over successive control pulses, saturating after the 4th pulse. Due
to the coupling between spin-wave and AS channel, the stored spin-wave excitation also results
in an increased AS emission. Noise build-up saturates once spin-wave outflow through retrieval
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balances new spin-wave generation14.
Noise scaling between the Stokes and the anti-Stokes channel The S and AS cou-
plings to the spin-wave are given by their respective Raman coupling constants CS and CAS
(eq. 2.15), whose ratio RS/AS =
CS
CAS
= ∆AS∆S is determined by the detunings ∆S and ∆AS (see
section 2.1.3 and appendix D.1). Since both channels couple to the same spin-wave, the relative
increase in noise counts from one pulse to the next in each channel should show a ratio of15
R2S/AS =
(
∆AS
∆S
)2
= 2.58, when comparing relative increases between both channels. Integrating
the TAC count rate histograms within ∆tint for each pulse yields the counts a
t
i(p), for pulse num-
ber t, channel i ∈ {S,AS} and polarisation configuration p. The total counts therein, originating
from two photon transition noise, are given by a˜ti = a
t
i(lin. ⊥ lin.)−ati(circ. ⊥ circ.). The relative
increases between successive pulses, due to spin-wave coupling, are ∆at+1,ti = a˜
(t+1)
i − a˜ti. These
are illustrated by dotted vertical lines at the pulse maxima in fig. 6.2 a and b. Their ratios
yield R˜2S/AS(t) =
∆at+1,tS
∆at+1,tAS
, which, in case of FWM, should equal R2S/AS. Averaging R˜
2
S/AS(t) over
the first 4 pulses, i.e. t ∈ [1, 3], we obtain R˜2S/AS = 2.71 ± 0.14. This number compares well to
the expected R2S/AS and is evidence that confirms the FWM origin of the two-photon transition
noise.
6.3.2 Noise in Stokes and anti-Stokes channels for the unpumped ensemble
Anti-Stokes scattering By blocking the diode laser, i.e. applying settings sc and c, the
population is equally distributed between the initial (|i〉) and the storage state (|s〉), as shown in
fig. 6.3 c. It enables to test the onset of FWM by spontaneous Raman scattering (SRS) into the
14 Notably, this is essentially a mirrorless Raman laser, with the spin-wave playing the role of the intra-cavity
field, and the control pulses providing the gain. The Raman laser reaches steady-state when the gain is balanced
by losses through the output-coupler, which here is spin-wave retrieval.
15 Note, the coupling constants CS and CAS are defined for the electric field operators S and A for the S and
the AS channel, respectively. In the experiment we measure the intensity in each channel, which is proportional
to the expectation values of the photon number operators 〈nˆS〉 = 〈S†S〉 ∼ C2S and 〈nˆAS〉 = 〈A†A〉 ∼ C2AS. So the
noise increase ratio is expected to be proportional to R2S/AS.
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Figure 6.3: Level schemes for FWM and SRS noise processes. (a): Step 1 of the FWM process:
AS noise scattering. Atomic population transfer by the control, coupling to the spin-polarised
Cs ensemble with population initially in 62S 1
2
F = 4, excites a spin-wave (transparent). (b):
Step 2 of the FWM process: spin-wave retrieval by the control under S noise emission. (c): SRS
for thermally distributed Cs population. The control couples to both 62S 1
2
F = {3, 4} hyperfine
ground states.
AS channel from state |i〉, which is the first leg of the FWM process. To this end, we observe the
read-in bin of fig. 6.2 b & d, where effects from previously excited FWM spin-waves are absent.
Firstly, the Raman coupling constants CS and CAS for S and AS scattering are proportional to
the population of the state they couple to (eq. 2.15), with [37] CS ∼
√
N|s〉 and CAS ∼
√
N|i〉.
Thus, a linear relationship between the count rates of emitted anti-Stokes photons cAS =
d
dt a˜AS
and N|i〉 is expected [75]. Blocking the diode laser approximately halves N|i〉, for which reason
cinAS should also half. Comparing the histograms in fig. 6.2 b & d, we can indeed observe such
a reduction in count rate, where the ratio RSRSc/cd,AS =
cinc,AS
cincd,AS
≈ 0.53 ± 0.01 closely matches this
expectation.
Stokes scattering At the Stokes frequency, the opposite happens. With good optical pumping
the only population the control can couple to is the one transferred by preceding anti-Stokes
scattering (fig. 6.3 a & b). When thermally distributed (fig. 6.3 c), half of the population will
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be in state |s〉, so the amount of noise at the Stokes frequency cS should increase by blocking the
diode. Like the AS channel, the noise can now be expected to predominantly originate from SRS
(see section 2.2.1). Both SRS processes are independent and accordingly the ratio between their
respective emissions into the S and AS channel should correspond to the ratio between their
Raman coupling constants, which is R2S/AS = 2.58. From fig. 6.2 c & d, we obtain a ratio for
the count rates between the input bins of
(
RSRSS/AS
)2
=
cinS
cinAS
= 2.41± 0.02, which indeed roughly
matches R2S/AS.
Unlike the prepared ensemble, for thermally distributed Cs the S noise decreases for subsequent
time bins, while the AS noise level remains constant. Both thus cannot couple to a common spin-
wave. We will experimentally verify this absence of a spin-wave component below, by looking at
the magnetic dephasing properties of the noise in section 6.5. While spin-wave absence might be
counterintuitive at first, it is actually expected from the system dynamics, as described by our
model in appendix D.1. Particularly, this decrease is not an effect of population transfer from
the F= 3 to the F= 4 ground state by the control. A simple pumping model (see appendix E.5),
based on steady state population outflow from F= 3 by SRS into the S channel and population
inflow from F= 4 by SRS into the AS channel, illustrates this.
6.3.3 Atomic ensemble at room temperature - control leakage estimation
Noise level in the unheated ensemble We also investigate the effects of an unheated
Cs cell on the AS channel, where the vapour temperature is TCs ≈ 20◦C. This allows us to
estimate the residual control pulse leakage, which eventually contributes to the fluorescence
background16. We observe the AS channel count rate histograms, displayed in fig. 6.4 c - e for
settings {cd, c, scd} (blue lines), obtained with c.s. input signals and τS = 312 ns storage time.
16 Control leakage is independent of whether lin.⊥lin. or circ.⊥circ. pol. is applied to the Cs cell, because
it results from the limit on the separability of two orthogonal polarisation states. So it is still contained in the
fluorescence fraction we have measured with the two-photon resonance turn-off methodology in section 6.2.1.
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Figure 6.4: (a) & (b): Improvements from cutting fluorescence noise as a function of integration
window size ∆tint, centred on the first read-out pulse in the TAC traces. (a) displays SNRout
of the first retrieval time bin. black line: c.s. input signals at Nin = 0.47 γ/pulse; red line:
HSP inputs at Nin = 0.22 γ/pulse. (b) illustrates the memory efficiency ηmem (green) for the
c.s. input signal and the noise level Noutnoise (blue). (c) - (e): Comparison of the AS noise level
for the cold Cs cell at TCs ≈ 20◦C (blue line) with that of the heated cell at TCs ≈ 70◦C (red
line) for τS = 312 ns storage time. Also shown is the AS noise observed when pumping the Cs
atoms to the F= 3 hyperfine ground state (green line) instead of F= 4. (c), (d) & (e) show
the spin-polarised ensemble (setting cd), the thermally distributed ensemble (setting c) and
the memory pulse sequence, consisting of signal, control and diode sent into the spin-polarised
ensemble (setting scd), respectively.
These have to be compared to the noise floor for the Cs cell at TCs = 70
◦C, which is also shown
(red lines).
Despite the lower Raman coupling constant CAS, caused by atomic density reduction, there
is still a small amount of AS noise left in each time bin. For setting i and time bin t, the
integrated pulse areas ati,AS give rise to the fraction R
t,cold
i,AS =
ati,AS(TCs=20
◦C)
ati,AS(TCs=70
◦C) , which is similar for
read-in and read-out time bins. Its mean over both bins amounts to Rcoldcd,AS = 2.5 ± 0.5% and
Rcoldc,AS = 3.4 ± 0.2%, for the pumped and unpumped ensemble, respectively. Similar behaviour
is seen in the Stokes channel (see section E.6.4). These counts can either result from control
leakage or from residual FWM.
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Estimation of control field leakage To determine their origin, the AS channel offers an
advantage, since here the underlying process, generating AS noise in the 1st time bin, is pre-
dominantly SRS (see fig. 6.3 a & c), which is the case for both pumping configurations (settings
cd and c). We can thus use the ratio Rcoldc/cd,AS =
ainc,AS
aincd,AS
between both pulses. In case the noise
is due to FWM, this ratio should yield a similar value to the one observed for warm Cs vapour.
For the τS = 312 ns storage time experiment (insets in fig. 6.2), we have R
SRS
c/cd,AS ≈ 0.54 for
70◦C. However, if the counts are control leakage, diode turn off should lead to a count rate
reduction due to linear absorption of the control. This reduction should approximately equal
the absorption of the signal field17, i.e. Rcoldc/cd,AS ≈ Rcolds/sd,AS =
ains,AS
ainsd,AS
= 0.8.
Experimentally, we obtain Rcoldc/cd,AS = 0.62, which lies in between both expectations. The noise
is thus likely to result from a linear superposition between both sources, given by:
Rcoldc/cd,AS = (1− ζ) ·RSRSc/cd,AS + ζ ·Rcoldleak,
with Rcoldleak = R
cold
s/sd,AS. Here, ζ = 0.3 assigns the fraction of control leakage in the signal
for the room temperature ensemble18 (cold), which estimates an absolute value of Nleak =
2 · 10−3 γ/pulse. Leakage remains constant upon heating up the cell, so we estimate ζ ·Rt,coldi,AS =
0.75 % of the AS noise to orginate from control leakage. Because the control is always 9.2 GHz
detuned from the resonance centre of the signal filter stage19 and the filter transmission line is
symmetric, similar leakage Nleak can be expected in the S channel. Consequently, for τS = 12.5 ns
17 In fact a reduced linear absorption is expected for the control, because its transition with the least possible
detuning is 15.2 GHz away from the 62P 3
2
-manifold. In contrast, the signal transition nearest to the excited state
has only 6 GHz detuning (see fig. 6.3). Consequently, greater linear absorption is expected for signal transmission,
rendering the calculated amount of control leakage an upper bound.
18 In appendix A.3 we estimate the amount of linear absorption to Labs = 10 %, whereas R
cold
s/sd,AS corresponds
to Labs = 20 %. This difference can result from insufficient precision. Since the signal transmission is suppressed
when the signal filter stage is resonant with the AS frequency, the count rate is low. Moreover, the setting
integration times in this measurement has also been short (∆tmeas = 5 min). Using R
cold
leak = 0.9, we however
obtain an even lower contribution from control leakage of ζ = 0.21, which gives Nleak = 1.6 · 10−3 γ/pulse.
19 It is red detuned when looking at the AS channel and blue detuned for the S channel.
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storage, the leakage contribution to N innoise and N
out
noise (eq. 5.8) are estimated to 3.8 % and 1.5 %,
respectively. This is smaller than the measurement uncertainty in eq. 5.8.
In appendix E.6.4 we present a second method to estimate the control pulse leakage, which
predicts an even lower level of approximately half of the number Nleak estimated here. Note
that the minimisation of control leakage requires the double-passed FSR= 103 GHz etalon in
the signal filter stage. This element was not included in previous set-up iterations [34], which
partially explains the improved SNR ratio in this work.
6.3.4 Anti-Stokes emission for ensemble preparation in the 62S 1
2
F= 3 state
Another testbed for the AS emission is to change the diode laser frequency to the 62S 1
2
F = 4→
62P3/2 resonance, pumping the Cs atoms into the F= 3 hyperfine ground state. In this scenario,
the roles of the S and the AS channel are reversed in the FWM process, so AS emission can only
occur after initial spin-wave creation by SRS into the S mode from the F= 3 level (compare to
fig. 6.3 a & b, showing preparation in F= 4). Simultaneously, the initial SRS into the S mode
is stronger than the AS emission for F= 4 preparation (fig. 6.2 b), because it is only detuned by
∆ = 15.2 GHz. AS scattering should now show a reduced level, analogue to the one observable
for the S channel with F= 4 preparation (fig. 6.2 a).
Fig. 6.4 c - e displays the count rate histograms for the F= 3 preparation (green lines), and
compares it to the noise level, observed when the ensemble is initially prepared in the F= 4
ground state (red line). For the optically pumped ensemble (setting cd), in the read-in time
bin, the amount of AS signal is reduced to R
in,F=4/F=3
cd,AS =
cincd,AS(F=4)
cincd,AS(F=3)
≈ 25 % of the AS noise
level observed for ensemble preparation in F= 4. Due to FWM spin-wave excitation, it however
increases rapidly over the 2nd and 3rd pulse, reaching levels similar to those for F= 4 preparation.
Without state preparation, the population is distributed equally between both ground states.
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So we should not see any effects for the measurements of setting c, because no pumping into
either ground state (F= 3 or F= 4) has happened. This is indeed the case, as a comparison of
the similar count rates in figs. 6.2 b & 6.4 d illustrate20.
The opposite happens when we look at setting scd, displayed in fig. 6.4 e, where a c.s. input
signal at the Stokes frequency, containing Nin ≈ 5 γ/pulse, is sent into the Cs cell alongside
the control. Here, the AS noise in the read-in time bin is still less than for F= 4 preparation(
R
in,F=4/F=3
scd,AS = 0.74± 0.01
)
, but it surpasses the level for F= 4 preparation in the read-out
time bins
(
R
out1,F=4/F=3
scd,AS = 2.39± 0.02
)
. Why does this happen? When sending in the signal
field, Raman scattering into the S mode, the first leg of the FWM process (see fig. 6.3), becomes
stimulated. In fact SRS turns into stimulated Raman adiabatic passage [115] (STIRAP), leading
to Raman gain in the S channel instead of Raman memory [213]. The stimulated population
transfer also increases the spin-wave. In turn, this enhances the AS emission in fig. 6.4 e. Note
that the signal field is only present in the read-in bin, so the count rate boost from stimulated
Raman scattering only occurs between the 1st and the 2nd control pulse.
6.4 Anti-Stokes seeding by the input signal
In fig. 6.2 we have already seen that the insertion of a signal field into the S mode can lead
to elevated AS noise, when spin-polarising the atomic ensemble. For the ensemble prepared
in F= 4, the input signal pulse at the S frequency can seed the 2nd FWM step, i.e., it can
stimulate FWM spin-wave read-out (see fig. 6.3). Thus, sending the input signal into the
Raman memory can in fact influence the noise floor of the memory. With such FWM noise
gain, the noise floor present for setting scd becomes larger than the one measured with setting
20 Note that the measurements for F= 3 and F= 4 preparation have been recorded on different days. The
remaining count rate difference is most likely the result of a systematic difference in the day-to-day performance
of the system.
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cd, whose resulting noise numbers, for instance, enter the memory efficiency (eqs. 5.2 - 5.7) and
the SNR (eq. 5.9) calculation. Since S noise is indistinguishable from the signal, any noise gain
above the cd background level will be mistaken for signal retrieval from the memory. This leads
to an overestimation of the memory efficiency ηmem, since eqs. 5.2 - 5.7 assume a constant noise
background that is independent of the input signal. Obviously, this is undesirable. We will now
investigate the effects the signal input has on the AS channel.
Noise amplification through seeding The fundamental reason why noise amplification can
occur relates to the memory-noise dynamics, which are described by our coherent model (ap-
pendix D.1): Effectively, the Raman memory corresponds to a beam-splitter interaction [99,246],
and FWM noise is emitted through a two-mode squeezing interaction on the Stokes and anti-
Stokes modes [81]. Without the memory part, the system would be an optical parametric amplifier
for FWM noise [81,172]. Based on these two principles, we derive an upper bound for the amount
of noise in the S channel, that can result from FWM gain, in appendix E.3. An even better
estimation can be obtained experimentally, when observing the amount of AS noise as a function
of memory input signal Nin, sent into the S channel in the input time bin. Within this time bin,
noise gain will lead to an increase in FWM spin-wave retrieval and increased S noise production.
The results from sections 6.3.1 & 6.6 motivate, that this will also lead to an increase in FWM
noise in the AS channel, occurring not only in the same, but, due to spin-wave storage, also in
the subsequent pulse. Since the next time bin is the memory read-out, noise gain herein is even
more significant. Moreover, we have also seen in section 6.3.1 that, in each time bin, FWM S
noise production is less than, or at most equal to, the AS level, because S noise can only be
generated by retrieving a spin-wave created via AS scattering beforehand. Thus, observing the
amount of surplus AS noise over the unseeded level (setting cd) directly yields an upper limit
for the amount of S noise added by FWM gain.
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Measurement procedure for estimating the seeded noise fraction Experimentally, the
difficulty lies in knowing the exact signal input photon number Nin, when setting the signal filter
resonance to the AS frequency (see fig. 5.1). Since the FSR = 103 GHz etalon in the filter stage
blocks any signal transmission, when set to ∆AS = 24.4 GHz, direct measurement of Nin via
setting sd is not possible. What is still possible however is signal observation on the Menlo
PD, positioned behind the three FSR = 18.4 GHz etalons, but in front of the FSR = 103 GHz
etalon. Thanks to the frequency difference between Stokes and anti-Stokes of 2 ·δνgs = 18.4 GHz
(see fig. 6.3), both signals are simultaneously resonant and transmitted with similar efficiency.
With the Menlo PD, the intensity of bright c.s. input signals can be determined by the pulse
amplitude on a scope. Thereafter, inserting an ND= 7.0 filter behind the EOM in the signal
field preparation path (see fig. 5.1) attenuates the signal down to the single photon level and
allows to perform the noise seeding measurements using the APD detectors. We measure settings
{scd, cd, sd, c, sc, d} (with the signal filter stage resonance set to the AS frequency at 24.4 GHz
detuning). Any residual transmission of input photons, observed with settings sd and s, is
subtracted from the interaction settings scd and sc, respectively. The optical pumping does not
contribute any counts and is henceforth neglected.
Performing a second set of measurements, now with the signal filter stage resonance set to the
S frequency at ∆S = 15.2 GHz detuning, bright signal pulses are prepared such that they show
similar pulse amplitudes on the Menlo PD. Subsequent insertion of the ND-filter into the signal
arm and measurement of setting sd allows to determine the input photon number Nin at the
single photon level (eq. 5.1). With these measurements we obtain a calibration between the
pulse amplitude voltage on the Menlo PD and the signal input photon number Nin. Additionally,
the measurements at the S frequency are also used to observe the memory efficiency.
Notably, in converting pulse amplitude voltages on the Menlo PD to Nin-values for the AS
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measurement, the slightly different transmission for the signal filter stage of TS = 10.5 % and
TAS = 9.4 %, for detunings ∆S = 15.2 GHz and ∆AS = 24.4 GHz, respectively, are taken into
account21. This procedure relies firstly on having the same ND-filter attenuation in both mea-
surements22, and, secondly, on the absence of filter stage drift. Both are roughly fulfilled,
however the correspondence between the seeding input photon number Nin at the S frequency
and the observed AS photon numbers is only approximate.
The memory is operated with a storage time of τS = 312 ns and τS = 324.5 ns for the 1
st and
2nd retrieval time bins, respectively, at frep = 4 kHz repetition rate. We evaluate the number
of detected AS noise photons in all three time bins, read-in and read-out, as a function of the
number Nin of signal photons sent into the memory in the input bin. Fig. 6.5 a & b show the
data for settings {scd, cd} and {sc, c}, respectively. In the case of scd and sc data, any residual
signal leakage from sd or s has been subtracted.
Results for the amount of seeded noise In the spin-polarised ensemble (fig. 6.5 a), we
can clearly observe an increase in the AS noise N tAS,scd over the background level
23 (setting cd)
for all three time bins t, when seeding the noise with an input signal pulses (setting scd). The
data shows a linear proportionality N tAS,scd(Nin) ∼ αt ·Nin for all three time bins t. Fitting the
data yields the largest gradient αt for the read-out time bin 1, with αout1 ≈ 1.93 · αin, where
αin is the gradient in the input bin. Noise in 2
nd read-out time bin still increases with a rate
αout2 ≈ 0.9 · αin. As expected from section 6.2, seeded FWM noise, emitted into the S channel,
firstly elevates AS emission in the same time bin, but, even more noticeably, also boosts the
21 The transmissions T are the total optical intensity transmissions from the Cs cell input to the APD input,
under active optical pumping with the diode laser.
22 Experimentally, the ND-filter is a stack of reflective ND-filter plates of smaller attenuation. It has been
positioned flush to an alignment mount to prevent changes in the rotational degree of freedom; its height has
been fixed as well. The signal filter stage has been realigned before both measurements and its transmission has
been checked after each measurement. Notably, equal transmissions have been obtained for the FSR= 18.4 GHz
etalons, when their resonances have been aligned to the S (∆S = 15.2 GHz) and the AS (∆AS = 24.4 GHz) channel.
23 The variation in the AS background noise level for setting cd is due to apparatus drift over the measurement
time, which was ∼ 7 h.
6.4 Anti-Stokes seeding by the input signal 221
0 2 4 6 8
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Input signal at Stokes frequency Nin [γ/pulse]
An
ti−
St
ok
es
 n
oi
se
 N
AS
 
[γ/
pu
lse
]
Seeding of AS noise: settings scd and cd
 
 
in − seeded
out 1 − seeded
out 2 − seeded
in
out 1
out 2
0 2 4 6 8
0.11
0.12
0.13
0.14
Nin [γ/pulse]
N A
S 
[γ/
pu
lse
]
Sett: sc & c
0 2 4 6 8
0
2
4
6
8
10
12
14
16
18
Input signal at Stokes frequency Nin [γ/pulse]
N
S,
no
rm
 
& 
N A
S,
no
rm
 
[no
rm
.]
Increase in S and AS channel
 
 
NS,norm
in
NS,norm
out1
NAS,norm
in
NAS,norm
out1
2 4 6 8
20
30
40
50
Nin [photons/pulse]
Ef
f. 
[%
]
Mem. eff: ηin & ηtot
 
 
ηin
η
out1
a)
b)
c)
x1/10
d)
Figure 6.5: AS noise a function of the input photon number Nin of signal at the S frequency in
the read-in time bin. × and solid lines mark the read-in time bin, ◦ and dashed lines the 1st
read-out bin (τS = 312 ns), and 4 and dotted lines the 2ns read-out bin (τS = 324.5 ns). (a):
Data with Cs ensemble preparation in F= 4 (diode laser on). Blue lines show the AS noise when
input signal pulses are sent into the Cs cell in the S channel (setting scd); red lines show the
case without S signal input (setting cd), which yields the constant AS noise background. Blue
straight lines are a fit onto the scd data. (b): Data with thermally distributed population (diode
laser off), with same colour coding as in (a); setting sc in blue and c in red. (c): Comparison
between the normalised increase of seeded AS noise (setting scd, blue) from panel (a) and the
increase of the signal read into (solid line) or retrieved from (dashed line) the memory at the S
frequency (red). The horizontal dashed line marks the unseeded background noise in the S and
AS channels, while the vertical line indicates the value for Nin for HSPs, as used in chapter 5.
(d): Memory read-in ηin and read-out efficiency ηmem = ηout1 for τS = 312 ns, during the
measurement.
noise level in the subsequent time bin. Signal storage leads to greater AS noise in read-out bin
1, and, in turn, also to more S noise during memory retrieval24. The calculated values for the
SNR and ηmem therefore indeed contain a fraction of noise, falsely attributed to the retrieved
signal. Indicative for this admixture of extra noise are also the behaviours of the memory read-in
(ηin) and read-out efficiencies (ηmem) as a function of Nin, displayed in fig. 6.5 d. While ηin is
decreasing slightly for larger Nin, ηmem increases instead. Both changes are expected by adding
noise to the count rates for setting scd (see eqs. 5.4 & 5.6).
In contrast to these findings, no count rate change between settings sc and c can be observed for
the unpumped Cs ensemble with equal ground state populations (fig. 6.5 b). Such behaviour
24 Note: AS emission is the prerequisite for S noise emission, which are both coupled through their respec-
tive coupling constants CAS =
∆S
∆AS
CS and Greens function GA,S (appendix D.1). An AS noise increase will
consequently also elevate the S noise level.
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is to be expected if the process leading to noise in each channel is SRS. Since SRS from the
F= 3 and the F= 4 level are independent processes, stimulating (seeding) one should leave the
other unaffected. Moreover, since neither time bin shows any effect, there is no amplification of
subsequent pulses, so there cannot be any spin-wave dynamics.
We can use the seeding measurement to test how severely the additional noise affects the memory
read-out signal by comparing the count rates for scd between both channels, as shown in fig. 6.5 c.
To determine the contribution size, we assume that every emission event for AS noise will also
lead to the emission of a S noise photon. So the S noise level is set equal to the AS level,
and the FWM spin-wave retrieval efficiency is assumed 100 %. Since FWM noise has not yet
saturated after 2 control pulses (see fig. 6.2), this is an overestimation, yielding an upper bound
for the amount of seeded noise, added to the read-out signal. This amount can be determined by
comparing the increase in N tAS,scd(Nin) to the increase in the signal level N
t
S,scd(Nin), measured
at the S frequency. The latter corresponds to the count rates for the memory interaction setting
scd, when the signal filter stage is resonant with the S channel. To make the photon numbers
comparable between both channels, they are normalised to the background noise level at Nin = 0,
observed for setting cd : N tAS,norm(Nin) =
NtAS,scd(Nin)
NtAS,cd
and N tS,norm(Nin) =
NtS,scd(Nin)
NtS,cd
.
Fig. 6.5 c shows these relative increases between memory signal and seeded noise. For the largest
c.s. input photon number used in chapter 5, Nin ≈ 2.2 γ/pulse, seeding increases the noise in the
1st read-out bin by a factor of ∼ 1.4 over the unseeded noise level, while the memory signal is
∼ 4.9 times larger. Therewith ∆ηseedmem ∼ 9 % of the memory signal can be estimated to arise from
additional, seeded noise (see appendix E.4). At low signal intensities with Nin ≈ 0.38 γ/pulse,
a value close to ηher (vertical dashed line in fig. 6.5 c), ∆η
seed
mem ∼ 7 % of the observed efficiency
are estimated to originate from seeding25. Importantly, when taking into account the ratio of
25 The contribution from seeded FWM noise to the retrieved signal is thus smaller than the 15 % worst case
estimation obtained in appendix E.3 for a pure two-mode squeezing system.
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the Raman coupling constants R2S/AS =
(
CS
CAS
)2 ≈ 2.58 between the S and the AS channel to
estimate the contribution of seeded noise, these numbers reduce further to ∆ηseedmem ∼ 9 %2.58 ≈ 3.5 %
for Nin ≈ 2.2 γ/pulse, and ∆ηseedmem ∼ 7 %2.58 ≈ 2.7 % for Nin ≈ 0.38 γ/pulse, which are on the order
of the measurement uncertainty for ηmem. In conclusion, we can verify that additional noise
from FWM seeding by the memory input signal is negligible at the single photon level.
6.5 Magnetic dephasing
In our discussion of the FWM noise process so far, we implicitly assumed the excitation of a
spin-wave coherence between the two FWM steps, as illustrated in fig. 6.3. Conversely, for the
SRS noise, emitted by the thermally distributed Cs ensemble, we relied on the absence of such
spin-wave excitations to explain the scaling of the count rates we have seen in fig. 6.2. The
next point for us to investigate is thus the existence of the FWM spin-wave, when dealing with
the spin-polarised atomic ensemble. One possibility to do this is the study of the dephasing
properties of the noise and the Raman memory upon application of a DC magnetic field (B).
Therewith we show that FWM and the Raman memory couple to the same spin-wave. We firstly
demonstrate similar scaling for both processes upon modification of the spin-wave amplitude
through dephasing and, secondly, observe spin-echoes in the noise and the memory efficiency
from magnetic revival. While the external B-fields can be expected to heavily affect the Raman
memory and the FWM noise, they should not influence SRS. Magnetic dephasing measurements
are thus another means to distinguish the two-photon transition noise processes. Therefore we
can also use them to confirm our present categorisation of the noise floor constituents. We
go through the measurement by first outlining how the B-field affects the spin-wave, then we
describe the measurement procedure and afterwards discuss the results.
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Magnetic field effects on the spin-wave Since our memory protocol is not Zeeman-state
selective, the spin-wave will include all magnetic sub-levels mF of the F= 3 and F= 4 ground
states. This can be seen by considering the spin-wave as a Dicke state [19,84]: its state vector
is a coherent sum of all permutations of atoms, excited to the F = 3 state, over all remaining
atoms in the F = 4 state. Within the framework of our theory model (appendix D.1), this
state is generated by application of the operator Sˆ = α · 1ˆ + β · Σˆ to the initial atomic state,
which has all atoms in F = 3 (see Reim et. al. [34]). The constants α and β define the spin-wave
amplitude, and Σˆ =
Fi∑
mi=−Fi
 Ff∑
mf=−Ff
C(mi,mf ) · |Fi,mi〉〈Ff ,mf |
 is the transition operator26,
whose Raman coupling coefficients C(mi,mf ) between the initial (|Fi,mi〉) and final (|Ff ,mf 〉)
Zeeman levels depend on the Clebsh-Gordan coefficients.
Application of a B-field results in different Lamour precession frequencies around the magnetic
field lines, depending on the magnetic quantisation number mF . It leads to different spin
orientations and mF -number dependent phase factors for each spin-wave term. In turn, different
phases spoil the constructive interference between the terms in Σ upon spin-wave recall, which
reduces the memory efficiency. This has been shown previously by a model for bright signal
retrieval from the Raman memory [34,247]. With FWM coupling to the same spin-wave mode,
B-field application will affect the noise level equally.
Magnetic fields applied to the memory medium Experimental magnetic field generation
is simple, thanks to the degaussing coils, wrapped around the Cs cell (see fig. 3.4). With the
AC/DC-power supply, usually employed for degaussing before memory experiments, a DC-
current of up to IDC,max = 5.5 A can be sent through the coils. The coils have Ncoil = 128 turns
over a length of Lcoil = 22 cm, from which a maximum magnetic flux density of B(IDC,max) =
µ0 · NcoilLcoil · IDC,max = 4 mT can be expected. Inside the Cs cell the B-field coincides with the
26 In fact, this is the annihilation operator of the spin-wave Dicke state.
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optical propagation axis (see figs. 3.4 & 5.1). To determine the actually applied B-field, a Hall
probe is placed in front of the Cs cell entrance window to record an IDC - B-calibration curve,
shown in fig. 6.6 f. Since the solenoid is not empty, some ferromagnetic responses is observed
and the B-field values lie above the (empty solenoid) B(IDC)-line. The magnetic permeability
also leads to a tail-off for large IDC ≈ 5 A and to a remanent field of Brem ≈ 0.4 mT. Note,
whenever a B-field is applied, it lies on the initial magnetisation curve, shown in fig. 6.6 f.
Magnetic dephasing measurement procedure We record the magnetic dephasing of the
memory efficiency and the noise in the S and AS channel, running experiments at frep =
5.722 kHz. Besides the unconditional background noise floor, we also investigate the dephas-
ing of AS noise generated by seeding, since seeded noise should purely result from spin-wave
coupling. Seeded AS noise is produced by the same procedure as in section 6.4, i.e. the in-
put signal at the S frequency is sent into the Cs cell in the read-in time bin. It boosts the
AS noise level in the read-out time bin, whose count rate decrease is observed as a function
of the B-field. Dephasing measurements are conducted with spin-polarised (settings cd) and
thermally distributed Cs (setting c). For the measurements on the S channel, the input signal
is a c.s. state with Nin = 1.95 γ/pulse. Since this number is about 10 times the HSP input, with
Nin ≈ 0.22 γ/pulse, we expect the SNRs to be order of magnitude higher than the values quoted
in section 5.3.5. Using the input photon number calibration method of section 6.4, the input
signal for the AS seeding measurements is estimated to Nin ≈ 2 γ/pulse.
All measurements store the spin-wave for τS = 312 ns, using the same control pulse sequence
27
as depicted in the insets of fig. 6.2. A longer storage time of τS = 312 ns is chosen to minimise
effects from fluorescence noise build-up. It also allows for sufficient time for the spin-wave to
27 1 pulse for read-in and 2 retrieval pulses; for brevity, only the results for the 1st read-out pulse are presented.
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Figure 6.6: Magnetic dephasing of memory efficiency and noise. (a): Memory read-in efficiency
ηin (green) and total read-out efficiency ηmem (blue). (b): Signal-to-noise ratios for the input
signal, SNRin (green), the transmitted signal in the read-in bin, SNRtrans (black), and the
signal, retrieved after τS = 312 ns storage time, SNRout (blue). Note, the SNRs are higher than
in section 5.3.5 due to a stronger input signal of Nin ∼ 2 γ/pulse. (c): Stokes channel noise level
for the pumped ensemble (setting cd) for the input bin (4) and the τS = 312 ns read-out bin (◦).
(d): Stokes channel noise level for the unpumped ensemble (setting c); markers as in (c). (e):
Normalised efficiency ηmem (blue), Stokes noise N
out,norm
S,cd (red), unseeded AS noise N
out,norm
AS,cd
(magenta) and seeded AS noise Nout,normAS,scd (yellow) with optical pumping. (g): Normalised S
and AS noise levels Nout,normS,cd (B, τS) (blue) and N
out,norm
AS,cd (B, τS) (red), respectively, with optical
pumping. (f): Magnetic field calibration curve for three measurements with the Cs cell cold
(blue) and warm (red). The solid red line is a linear fit to the data, while the dashed black line
represents B(IDC) for an empty solenoid. The dashed horizontal line is the remanent B-field.
dephase, despite the modest magnetic field strength reachable with the degaussing solenoid28.
Having a storage time of τS = 312 ns, where the second P.C. pulse picking window generates
the retrieval control pulses, additionally enables us to study the relationship between magnetic
28 The additional lifetime dephasing (discussed in detail in appendix E.6.1), leads to lower efficiency and noise
values than obtained for τS = 12.5 ns, even when B = 0.
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dephasing and storage time. To this end, the first pulse picking window is opened completely to
select 9 consecutive control pulses. This pulse train generates noise pulses with effective storage
times29 from τS = 0 ns to τS = 350 ns, whose magnetic dephasing properties can be studied
simultaneously.
Results for the spin-wave dependent processes The memory efficiency, displayed in
fig. 6.6 a, shows constant read-in efficiency ηin and decreasing read-out efficiency ηmem, as
expected for magnetic dephasing. Information read-in does not involve interaction with a pre-
existing spin-wave and is hence unaffected by the B-field. Conversely, the retrieval should have a
Gaussian-shaped decay [247], as observed in the data30. For large B-fields, around BDC ≈ 3.7 mT,
ηmem also shows a small amount of magnetic revival
[248]. Similarly, the noise for the spin-
polarised atomic ensemble in the S channel (setting cd, fig. 6.6 c) is unaffected by the B-field
in the read-in time bin. However, in the read-out bin, it also decays with a Gaussian shape,
just like ηmem, where it converges against the read-in bin noise level for large B-fields. Both
observations are expected for FWM: Noise in the read-in bin does not dephase due to the short
pulse durations of 300 ps. Here, AS spin-wave excitation, followed by retrieval under S noise
emission happens too quickly for the B-field to cause an effect. Noise in the subsequent time bin
at τS = 312 ns is affected by the magnetic field, since it contains two contributions: On the one
hand, the amount of noise freshly generated within the read-out bin, and, on the other hand,
noise produced by coupling to the spin-wave fraction left over from the read-in time bin. It is
this latter fraction that can dephase. So the lower bound on the noise level Nout,1S,cd (B) is set by
the noise generated within one control pulse, which in turn equals the read-in bin noise level
N inS,cd.
29 There are 9 pulses in the first pulse picking window, generating a pulse train spaced by 12.5 ns with storage
times from τS = [0 ns, 100 ns]. Additionally the 2
nd P.C. window contains pulses at τS = [338 ns, 350 ns]. The shift
312 ns→ 338 ns is required to avoid interference effects between the voltage pulses of the P.C. windows.
30 This means: ηmem ∼ exp
{
−B2
}
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Combining memory efficiency and S noise, we calculate the SNR (eq. 5.9), plotted in fig. 6.6 b
for the input, transmission and retrieval from the memory. The functional shapes are similar,
SNRout decays, with some magnetic revival around B ∼ 3.7 mT, while SNRin and SNRtrans are
unaffected by the B-field. The conservation of the functional form for the dephasing in SNRout
is indicative for the same scaling of efficiency and noise with the B-field.
In order to test this further, and compare it to the results for seeded and unseeded AS noise,
data for ηmem and all noise datasets for the read-out bin are normalised by their respec-
tive values for B = 0. Prior to normalisation, the noise data is background subtracted:
for unseeded S and AS noise (setting cd), the level in the input bin, N ini,cd, is subtracted
from Nouti,cd(B), to obtain N
out,norm
i,bg (B) =
Nouti,cd(B)−N ini,cd
Nouti,cd(0)−N ini,cd
, with i ∈ {S,AS}. For the seeded AS
signal (setting scd), the unseeded portion in the read-out bin is subtracted instead to give
Nout,normAS,seed (B) =
NoutAS,scd(B)−NoutAS,cd(B)
NoutAS,scd(0)−NoutAS,cd(0)
. This makes the functional dependence on B comparable
across all observables. Plotting these normalised data in fig. 6.6 e verifies that ηmem (blue),
S noise (red), as well as seeded (yellow) and unseeded (magenta) AS noise all show the same
dependence on B. Magnetic spin-wave dephasing consequently influences the relative levels of
each observable equally. Such behaviour is expected, if all generating processes, underlying each
one of these signals, couple to the same spin-wave.
Results for the spin-wave independent process The thermally distributed ensemble (set-
ting c), whose results are depicted in fig. 6.6 d for the S channel, presents an entirely different
picture. Here, the noise does not decrease in the retrieval bin. In fact, there is no obvious
deterministic dependence on B. Analogue behaviour is observed in the AS channel. Such inde-
pendence is expected for SRS, whose emission intensity only depends on the current, incoherent
population in each of the Cs ground states at the time of scattering by the control. Contrary to
FWM, its emission does not depend on the amount of spin-wave coherence previously generated,
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so any dephasing is irrelevant. All of these observations for both ensemble preparations tie in
nicely with the previous conclusion that FWM is the noise process for spin-polarised Cs, whereas
SRS occurs without atomic state preparation.
Lastly, we look at the storage time (τS) dependence of the magnetic noise dephasing for the
pumped atomic ensemble (setting cd), for which the above mentioned control pulse train is
used. Each noise pulse for a particular value of τS is background subtracted and normalised to
yield noise levels Nnormi,bg (B, τS). The noise dependence on both parameters B and τS is illustrated
in fig. 6.6 g, whereby the AS noise is offset vertically31. The 3-dimensional planes show that
the magnetic field is actually strong enough to reduce noise pulses within the first P.C. pulse
picking window as well (τS ≈ 100 ns). Noise on both channels reduces for an increase in either
of the variables B and τS. AS and S noise approximately show a similar dependence on both,
illustrating how decoherence over the memory lifetime affects both channels equally.
6.6 Theory model noise level predictions
Having determined the different noise sources and the underlying noise processes experimentally,
we are now in a position to test these results against the predictions of our theory model,
introduced in section 2.2 & appendix D.1. Our main aim is to interrogate, whether the noise
numbers of fig. 6.2 tie in with the expectation for the respective noise processes that we have
associated with the different experimental settings i. To this end, we compare the experimental
data of fig. 6.2 with the theory expectation for the noise photon number, assuming a control
pulse train of 9 consecutive control pulses, each separated by a storage time τS = 12.5 ns.
Likewise to the experiment, we switch between FWM and SRS as the dominant noise process
using the ground state population inversion w, which enters the underlying eqs. 2.22. As
31 For the ease of inspection, fig. 6.6 g plots the normalised AS noise by adding 1, so the graph shows
NnormAS,bg(B, τS) + 1.
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explained below, to model FWM noise, we set w = 1. This corresponds to Cs preparation in
62S 1
2
F= 4, while, for SRS, we have w = 0, which represents the thermally distributed ensemble.
For comparison with the experiment, we also need the measured noise photon numbers N ti , in
terms of photons per pulse, of the two-photon transition components for both setting i. As
usual t counts the control pulse time bins, such that the actual pulse timing τ = t · τS, shown in
fig. 6.2, corresponds to integer multiples of the storage time τS. Using eq. 5.1, these numbers are
given by N ti =
a˜ti
∆tmeas·frep·Tsig·ηdet , with the integrated pulse areas a˜
t
i, introduced in section 6.2.1,
the total data acquisition time ∆tmeas, the repetition rate frep, the signal filter transmission
Tsig ≈ 9 % and the APD efficiency ηdet ≈ 50 %. The resulting experimental noise levels are
illustrated by the coloured bars in fig. 6.7.
Noise photon number prediction Using eqs. D.3 - D.5 of our theory model32 in ap-
pendix D.1, we calculate the expected noise level for each of the 9 control pulses, contingent on
the state, the system has been left in, after the previous control pulse. Using the notation and
results of appendix D.1, noise levels are obtained by the expectation values of the photon number
operators 〈N tS〉 = 〈Sˆ†t Sˆt〉 and 〈N tA〉 = 〈Aˆ†tAˆt〉 for S and AS photons, whereby Sˆ and Aˆ denote
the field annihilation operators for the respective channel. These are evaluated, assuming only
the vacuum |vac〉 = |0〉 at the input of each channel, i.e., Sˆin,1 = Aˆin,1 = |vac〉 in eqs. D.3 - D.5.
In the set of matrix equations D.3 - D.5, noise is generated in two ways. On the one hand there
is the newly produced noise from spontaneous scattering within each control pulse, determined
by the Greens functions GA,S (eq. D.3) and GS,A (eq. D.4). On the other hand, there is also
32 The equations read
~ˆ
Aout,1 = GA,A · ~ˆAin,1 +GA,B · ~ˆB†in,1 +GA,S · ~ˆS†in,1
~ˆ
Sout,1 = GS,A · ~ˆA†in,1 +GS,B · ~ˆBin,1 +GS,S · ~ˆSin,1
~ˆ
Bout,1 = GB,A · ~ˆA†in,1 +GB,B · ~ˆBin,1 +GB,S · ~ˆSin,1, (6.1)
see appendix D.1 for a definition of all variables. The calculations have been performed by Joshua Nunn. Since
they are not part of my personal work, only a brief outline of the methodology is provided here.
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Figure 6.7: Memory noise levels predicted by our theoretical model (grey bars) in comparison
with the measured values (coloured bars). All data are absolute numbers. (a) & (b) show the S
channel, (c) & (d) the AS channel. (a) & (c) contain data for the spin-polarised Cs ensemble
(setting cd), whereas (b) & (d) feature data for the thermally distributed Cs population (setting
c).
the coupling to the spin-wave Bˆin,t via Greens functions GA,B and GS,B. This input spin-wave
is also set to the vacuum state for the 1st time bin (t = 1). However, for a spin-polarised
ensemble with a population imbalance w 6= 0, B changes within the first control pulse. We
can also see this from eqs. 2.22 in section 2.2.2, stating ∂ωBˆ ∼ wAˆ†, which corresponds to the
generation of a FWM spin-wave by AS noise emission. For any later time bins t > 1, the input
spin-wave Bˆin,t is determined by the output spin-wave Bˆout,t−1 (eq. D.5) in the previous time
bin (neglecting any spin-wave decay during τS). So imperfect spin-wave retrieval within the 1
st,
and any subsequent, time bin leads to an additional contribution to 〈N t{S,A}〉 from the left-over
spin-wave Bˆin,t = Bˆout,t−1. As a result, 〈N t{S,A}〉 changes dynamically as a function of t, leading
to the visible noise increase over successive control pulses in fig. 6.7. The predictions for the
noise levels in each of these pulse time bins are obtained by recursive application of eq. D.6
and its counterpart for the AS channel, using Bˆin,t = Bˆout,t−1 as the only non-constant input
parameter.
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Predicted influence of spin-wave on noise floor Similar to the g(2) prediction, the dif-
ference between the thermal (setting c) and spin-polarised ensemble (setting cd) lies in the
population inversion w. Assuming perfect optical pumping for the calculation, we have set
wc = 0 for the former and wcd = 1 for the latter case to obtain the theory data in fig. 6.7. Since
Bˆin,1 = |vac〉 for the 1st control pulse (t = 1), any non-trivial spin-wave dynamics necessitates
w 6= 0, i.e. some population imbalance between the Cs ground states, as can bee seen33 in
eqs. 2.22, where w connects the spin-wave dynamics with the optical input fields in the S and
AS channel. In contrast to the spin-polarised Cs ensemble, all spin-wave dynamics are frozen for
thermally distributed population, i.e. ∂ωBˆ = 0→ Bˆ(ω) = const. = Bˆin,1. With 〈Bˆin,1〉 → 0, we
expect no spin-wave dynamics for setting c and hence no spin-wave related noise floor alteration,
for instance caused by dephasing. Moreover, eqs. 2.22 give ∂zSˆ = const. and ∂zAˆ
† = const., im-
plying that the noise floor N ti,c should be approximately time bin independent. This explains the
radically different noise behaviour between the two experimental configurations we have seen
so far. In terms of the underlying noise process, fig. 6.3 illustrates that without a pre-existing
spin-wave, each FWM step just corresponds to SRS into the respective noise channel. FWM in
setting cd thus reduces to SRS for setting c.
Comparison of the model prediction to the measurement The noise prediction is plot-
ted in fig. 6.7 by grey bars. Likewise to the g(2) predictions in fig. 5.4, it resembles the
measurement astonishingly well, not only in describing the functional behaviour over time, but
also predicting the exact noise numbers. In light of the residual deviations with the experiment,
it is important to emphasis again, that this is prediction of absolute numbers, obtained by a
fundamental set of equations without any fitting parameters. Similarly, the experimental data
are also absolute numbers. Without taking ratios to eliminate efficiency factors, the numbers
33 The equation reads: [∂ω + iS]Bˆ = iw[CSSˆ + CASAˆ†]
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for N ti,k contain, for instance, ηdet, which is only an estimate based on the manufacturer’s spec-
ifications. Leaving ηdet as a free fitting parameter to optimised the measured data with respect
to the theory prediction yields an even better resemblance, shown in fig. E.1 of appendix E.2.
The resulting fitted value of ηdet = 37.6 % is also a reasonable detector efficiency estimate
34. Im-
portantly, these theory predictions also motivate our implicit assumption about the dominance
of FWM over SRS in the 1st control field time bin of the S channel for spin-polarised Cs. This
cannot be proven experimentally, because, to distinguish both, we have to look at spin-wave
dephasing. As with our magnetic field measurements, such experiments will however only show
that any noise in excess of the N t=1S,cd level originates from spin-wave coherence and thus must be
FWM. Yet, the same is not possible for N t=1S,cd itself. In this regard, the good agreement between
theory and experiment for τ = 0 ns can be regarded as evidence for the predominance of FWM
S noise in N t=1S,cd.
6.7 Photon statistics of the noise
Anti-Stokes noise photon statistics To conclude our noise study, we now take another look
at the noise’s photon statistics. Since the FWM interaction can be envisaged as a two-mode
squeezing operation, one would expect each output channel to show thermal noise statistics [175],
resulting in g(2) → 2. However, as we have seen in chapter 5, we measure g(2)S,in = 1.63±0.05 and
g
(2)
S,out = 1.7± 0.02 for the S channel in the first 2 time bins of our control pulse train. While our
theory model predicts a noise g(2) reasonably close to this value, it however does not include any
incoherent contributions from fluorescence noise, which we have found to contribute by ∼ 15 %
to the total noise floor (see section 6.2.2). However, we have also seen that noise is effectively
absent in the AS channel. So, AS noise should be clean FWM noise with a more representative
34 We have not measured the detection efficiency directly and assume, for historic reasons, the specified value
of ηdet ≈ 50 % throughout this work.
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photon statistics than the values observed in the S channel. Hence we measure the g(2) of the
AS noise, using the same experimental setup and procedure as described in chapter 5. We again
probe the spin-polarised (setting cd) and the thermally distributed (setting c) Cs ensemble,
observing the read-in and the τS = 12.5 ns read-out time bin. Both configurations give rise to
g(2)-values of
g
(2)
AS,cd,in = 1.936± 0.028 g(2)AS,cd,out = 1.943± 0.024
g
(2)
AS,c,in = 1.932± 0.051 g(2)AS,c,out = 1.988± 0.051. (6.2)
Clearly, the numbers for the prepared ensemble differ significantly from the noise g(2) data in
the S channel. Furthermore, unlike the S channel, where settings cd and c resulted in different
outcomes35, the g(2) in the AS channel is nearly independent of the atomic state preparation.
The last point can be expected, firstly, because the initial step of FWM is SRS into the AS
channel. We have seen (fig. 6.2), that SRS, as the first step in the FWM process for setting
cd, accounts for a significant amount in both time bins, so it is not surprising for the g(2) to be
similar to setting c. Additionally, SRS represent thermal noise and thermal noise should show [81]
g(2) = 2, unless it is multi-modal. Generally, if K modes of a multi-modal signal (here the noise)
are observed, the g(2) reduces to [81,217] g(2) = 1 + 1K . Yet, the analysed SRS and FWM noise
is not only SMF-coupled at the memory output, but it is also emitted into the control field’s
spectral-temporal mode, which in turn matches the spectral mode selected by the signal filter
stage. Hence, both noise types should be single mode (K = 1) and g(2) = 2. The measured
AS g(2) data agrees with this notion and predicts K ≈ 1.06 modes for setting cd and for the
input bin of setting c, as well as K = 1.01 for the output bin of setting c. Therefore the AS
leg behaves exactly as expected for one mode of a two-mode squeezed state. Since there is no
35 g
(2)
S,c,in = 1.92± 0.01
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immediate reason to suspect the collection of a different number of modes for the S channel, the
deviations between S and AS g(2) could results from fluorescence noise, which is incoherently
added to the FWM noise.
Photon statistics of the fluorescence noise Fluorescence noise, which is also observed
in a single spatial mode, will be temporally multi-mode, because it originates from incoherent
Cs emissions at different times36. The number of temporal modes, that can, in principle, be
analysed, is set by the FPGA coincidence window ∆tFPGAcoinc = 5 ns. Since the coincidence window
is aligned to the centre of the control pulses in each time bin, and fluorescence noise is emitted
predominantly after the control (see fig. 6.2), only a window of
∆tFPGAcoinc
2 = 2.5 ns is relevant for
resolving the temporal modes of emitted fluorescence. This window corresponds to an observable
bandwidth of ∆νcoinc ≈ 2∆tFPGAcoinc ≈ 400 MHz. Because any detected light has to pass through
the signal filter, its bandwidth of ∆νfilt ≈ 1 GHz defines the resolution of each temporal mode
to ∆tfilt ≈ 1∆νfilt ≈ 1 ns. So, in total, K ≈
∆tFPGAcoinc
2·∆tfilt ≈ 2.5 modes can be resolved, leading to
g
(2)
fluor ≈ 1.16 for the fluorescence noise.
Photon statistics for the two-photon transition noise in the Stokes channel To ob-
tain an estimate for the S noise g(2) without the fluorescence contribution, we use eq. 5.10 to
express the incoherent addition [226] between fluorescence and FWM according to the fluores-
cence’s fractional contribution RtS,FL (see section 6.2.2) to the total noise floor N
t
noise (eq. 5.8).
The measured data g
(2)
meas,t = g
(2)
S,t and g
(2)
fluor take the role of g
(2)
tot and g
(2)
noise in eq. 5.10, which we
36 This argument is similar to indistinguishability between SPDC photons. In SPDC, spatial walk-off between
signal and idler photons needs to be compensated to allow for their indistinguishability, when using them for
entanglement studies [188]. In the absence of such compensation, the signal and idler wave packets are distinguish-
able, because they occupy separate temporal modes, due to different group velocities. The same happens here,
only that the wave-packets are created in different temporal modes to begin with, which the broadband filtering
cannot make to overlap.
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solve for g
(2)
sig to obtain:
g˜
(2)
S,t =
(
1 + r2
)
· g(2)meas,t − 2 · r − g(2)fluor with r =
(1−RtS,FL) ·N tnoise
RtS,FL ·N tnoise
, (6.3)
where g˜
(2)
S,t now corresponds to the actual g
(2) of pure FWM noise in the S channel. This
yields g˜
(2)
S,in ≈ 1.88 and g˜(2)S,out ≈ 1.93, in both time bins, which approaches the observed photon
statistics in the AS channel and agrees significantly better with two-mode squeezing expectation.
These values suggest approximately single mode noise, with mode numbers of KS,in ≈ 1.13 and
KS,out ≈ 1.07.
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Figure 6.8: Comparison of the directly measured g(2) data (open markers) from fig. 5.4 with
the g(2)-values obtained when taking out contributions from fluorescence noise (filled markers).
Solid lines are the predictions by our theory model (appendix D.1), which is also fluorescence-
free. (a) & (b) show the read-in and read-out time bin for spin-polarised Cs, respectively. (c)
shows the read-in time bin for thermally distributed Cs atoms. All other colour coding is equal
to fig. 5.4.
The effect size of the fluorescence noise g(2) on the overall noise g(2) immediately raises the
question, by how much it affects the measured values when signal is added into the memory.
We answer this by re-calculating the photon statistics, shown in fig. 5.4, taking into account
the fluorescence contribution to the measured unconditional noise floor N tnoise. To this end, we
extract the g(2), expected without the fluorescence noise present, from the measured g(2)-values,
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following the same procedure as eq. 6.3 for g˜
(2)
S,t . Fig. E.4 shows the results for all data contained
in fig. 5.4. The extracted, fluorescence-noise-free g(2) is indicated by filled markers. Comparison
with the directly measured g(2)-values (data from fig. 5.4), depicted by open markers, shows,
that the differences are smaller when signal photons are inserted. Here, the g(2) data without
fluorescence noise still agrees well with the predictions by our theory model, with a noteworthy
improvement in the memory read-out time bin. The reason for the difference between the theory
model prediction and the fluorescence-free data for pure FWM (cyan points) is however not clear
yet. Importantly, the drop between c.s. and HSP g(2) in the memory read-out does not change
with respect to the observations discussed in chapter 5.
6.8 Conclusion
To summarise, in this chapter, we have studied the composition of the memory noise floor,
investigated the behaviour of the noise constituents under different experimental conditions,
and compared the measured noise levels with the expectations from our theory model.
As the first main take away message, we were able to categorise the Raman memory noise floor,
identifying its two main contributors. For the spin-polarised ensemble, used for the Raman mem-
ory protocol, FWM noise contributes the lions share of ∼ 85% to the noise in the Stokes channel,
which is the relevant mode, occupied by the memory signal, with fluorescence accounting for
the remaining ∼ 15 %. The noise increases over successive control pulses, due to the build-up of
a FWM-induced spin-wave coherence in the ensemble, which is not retrieved completely within
a single control pulse. We furthermore demonstrated that the FWM process can, in principle,
be stimulated (i.e. seeded) by an input signal, supplied in its Stokes (or anti-Stokes) channel.
However, for Stokes channel input signals at the single photon level, the resulting additional
noise was found to be negligible compared to the overall memory noise floor.
6.8 Conclusion 238
Secondly, we identified SRS as the dominant noise process for a thermally distributed ensemble;
fluorescence still contributes the remainder37. Due to the absence of any spin-wave dynamics,
this noise process results in an approximately constant noise level over a train of control pulses.
With further g(2)-measurements we determined the number of modes, each noise component is
occupying. FWM and SRS were found to be pretty much mono-modal, occupying ∼ 1.1 and
∼ 1.01 modes, respectively, whereas ∼ 2.5 modes contribute to the observed fluorescence noise.
Lastly, we calculated the noise level we would expect to see at the memory output, using our
theory model. The resulting numbers are in good agreement with the measurements, particularly
considering that the prediction is an ab-initio calculation without any fitting parameters. This
adds further confidence into the appropriateness of our model. Its predictions do not only
approximate well the g(2)-data, which are relative observables, but it also yields reasonable
values for the absolute numbers of noise photons per control pulse.
The final, remaining question is, whether we can do any better than the noise floor of∼ 0.05 γ/pulse
and ∼ 0.15 γ/pulse we observe at present in the read-in and the 12.5 ns read-out time bins of
the memory’s signal (Stokes) channel? To answer this question, we have conducted a detailed
study of the experimentally accessible parameters, which are the control pulse energy Epc , the
detuning ∆S, the memory storage time τS, the Cs ensemble temperature, as well as the control
beam focussing. To this end, we have compared the scalings of memory efficiency, noise as well
as resulting SNR for all of these experimental parameters. While these measurements do not
add any new insights to the problem in terms of the underlying physics, they will nevertheless
be of use to the technically oriented reader. Due to page limitation, this material is presented
in appendix E.6. The measurements reveal that it is impractical to reduce the noise floor any
further. Obviously, with our initial aim to build a memory, capable of temporal multiplexing,
37 SRS contributed ≈ 97 % and ≈ 91 % of the total noise floor in the read-in time bin and the 12.5 ns read-out
time bin of the Stokes channel, respectively.
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still prevailing, this result is not very encouraging for our present system. In turn, it means,
we will have to modify our memory system somehow to achieve this overarching goal. After a
short summary of the total material, we have presented in this thesis, we will use the following
conclusion chapter to give a thought to such possible improvements.
Chapter 7
Conclusion
FauĆ: Das war also des Pudels Kern!
7.1 Summary of the work presented in this thesis
In this thesis, we have presented several steps towards the application of quantum memories in
photonic quantum information processing networks. While quantum memories can perform var-
ious tasks in such networks [14], one key network element is a joint single photon source - memory
building block, capable to perform temporal multiplexing tasks [36]. When using single photons,
produced by probabilistic sources, as quantum information carriers temporal multiplexers can be
employed to synchronise successful single photon generation events. Synchronisation allows, for
instance, the production of high photon numbers resource states, whose creation would other-
wise suffer from prohibitively low probabilities [85]. Raman quantum memories are an interesting
technology for such temporal multiplexing devices, thanks to their large time-bandwidth prod-
ucts [52]. The resulting capability to store spectrally broadband, i.e. temporally short, photons
for long periods of time enables many synchronisation trials across several sources, or over mul-
tiple emission rounds of the same source, while storing the successfully generated outputs. To
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implement a Raman memory, warm atomic vapours are a promising platform that may facilitate
the transfer from the optical bench to real-world applications.
Our work evaluated the potential of the Raman memory protocol, implemented in 70◦C-warm
atomic Cs vapour in this regard. The main advance was the development of an interfaced quan-
tum memory - single photon source system, which represents a temporal multiplexer prototype.
To this end, we carried out four series of experiments, each focussing on a particular aspect
that is relevant for the viability of our Raman memory in quantum information processing
applications.
Polarisation storage: In the first series of experiments, we researched the possibility of stor-
ing polarisation encoded information in the Raman memory. Choosing a dual-rail memory
architecture inside a polarisation interferometer, we analysed the storage of polarisation infor-
mation encoded on coherent state input signals, using quantum process tomography. For the
polarisation storage process, we observed fidelities and purities of F ≈ 92 % and P ≈ 83 %,
respectively. These were also found to be independent of the storage time τS, whose half-life
duration is τS ≈ 1.5 µs. Faithful operation with real single photon input signals can however
not be expected in the presence of the observed memory noise floor.
Single photon source: Thereafter, we shifted our focus to the construction of an interfaced
photon source - quantum memory system. Our first step was the design of an experimen-
tally simple heralded single photon source, based on the workhorse technology of spontaneous
parametric down-conversion. The nonlinear medium was a periodically-poled KTP waveguide,
operated in travelling wave configuration. The waveguide’s well defined spatial mode structure
permitted high quality collection of the down-converted photon pairs, leading to a single pho-
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ton preparation efficiency of ηher ≈ 24 % upon heralding1. Spectrally engineering the signal
photons, sent into the memory, by filtering the heralding idler photon, tailored their FWHM
spectral bandwidth of ∆νHSP ≈ 1.69 GHz to our broadband memory acceptance bandwidth of
∆νmem ≈ 1 GHz.
Single photon storage in the Raman memory: Subsequently, we interfaced the single
photon source with our Raman memory, operating the system in feed-forward mode. This
means, probabilistically occurring heralding events did not only announce the presence of a
single photon going into the memory, but also triggered the storage and retrieval processes.
Such on-demand storage and retrieval with random triggers is the key operating mode for using
the system as a temporal multiplexer. Single photons were stored in the Raman memory with
a total memory efficiency of ηmem ≈ 21 %, which, due to residual mode-mismatch, was slightly
below the storage efficiency for coherent states of ηmem ≈ 30 %. To test the preservation of
the single photon character during storage, we evaluated the photon statistics of the signal,
contrasting single photon input signals with coherent state inputs. While we were able to detect
an influence of the input’s quantum character in the retrieved signal, the noise background of
the memory pushed the photon statistics for all input signal types into the classical regime, with
g(2) ≈ 1.59 for heralded single photons and g(2) ≈ 1.69 for coherent states.
Memory noise analysis: Finally, we characterised the processes underlying the memory
noise floor. In a series of experiments, we separated the possible noise processes in the memory
and identified FWM as the dominant noise source. To this end, we studied the noise’s spin-wave
dynamics and its dependence on the experimental parameter set, whose optimisation was also
investigated. We attributed ∼ 86 % of the total memory noise floor to FWM, with the remainder
1 Note: the heralding efficiency backs out the detection efficiency for the heralded single photons, which we
assume as 50 %.
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generated by collisional-induced fluorescence. Using the predictions of a simple model, which we
developed and that matched well with our experimental observations, we concluded that FWM
noise is the only substantial challenge left in the development of Raman quantum memories for
quantum information processing applications.
Significance of our findings for the Raman memory research community: On the
one hand, the presented material is a prototype for the assembly of an interfaced single photon
source - quantum memory system. On the other hand, it provides a thorough performance
analysis of the Raman memory, which serves as a benchmark for future improvements. Most
importantly however, our results leave us with a holistic understanding of the Raman memory
and its performance limitations due to FWM. These findings do not only enable us to identify
possible noise mitigation strategies but also allow us to quantify the improvements in memory
performance we can expect for a given degree of noise floor reduction. Our results thus form a
cornerstone along the development path of temporal multiplexers based on the Raman memory
protocol.
7.2 The future of the Raman memory
Clearly any improvement of the Raman memory needs to overcome the challenge imposed by
FWM in the memory read-out time bins. This noise needs to be reduced with respect to the
retrieved signal. To conclude, we will take a brief look at the next steps that could be undertaken
to reduce this FWM noise contamination.
What improvements are required? Prior to our experiments, we expected operation in
the quantum regime would be possible utilising sources with high heralding efficiencies, highly
efficient detectors and some improvements in the memory efficiency, while operating the Ra-
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man memory with the noise floor we have achieved here (appendix E). Particularly for sources
and detectors, technological progress has pushed source heralding efficiencies up to ∼ 80 % in
the near-IR [184], while highly efficient detectors, such as transition edge sensors with up to
ηdet ∼ 80 % detection efficiency [249], have also become available. Moreover, our group has re-
cently found that different buffer gases and buffer gas pressures can increase the total memory
efficiency up to ηmem ≈ 60 %. However, our photon statistics measurements (section 5.4) in com-
bination with our theoretical description (appendix D.1) proves that these engineering solutions
are insufficient. In order to tackle FWM in the Raman memory protocol, we must actively sup-
press the underlying FWM noise process. Because FWM noise generation and Raman storage
are intrinsically linked via one of the two Λ-level systems the Raman memory control pulses can
couple to, any fruitful noise mitigation strategy needs to aim at diminishing the Raman coupling
in the Λ-system that is not shared with the Raman memory protocol. In our case this is the
anti-Stokes system2. To answer the question, how this can be done, we consider three different
potential solutions. During the writing process of this thesis, the Raman memory community
has already begun to research these.
Storage media with large Stokes shifts: One possibility is a change in storage medium,
choosing a material with a larger ground state splitting. This results in a detuning increase for
the undesired Λ-system, leading to a lower transition probability and thus suppressing the initial
FWM step. Such systems can, for instance, be found in solid state materials. Particularly dia-
mond has a level structure with a ground state splitting at an optical frequency (δνgs ∼ 40 THz).
While in Cs vapour the undesired anti-Stokes Raman coupling amounts to ∼ 62 % of the mem-
ory’s Stokes Raman coupling constant, it can be suppressed by orders of magnitude in diamond.
2 As a reminder for the reader, the two Λ-level systems are the Stokes leg, which is the Λ-system shared with
the Raman memory protocol and the anti-Stokes leg, that is solely relevant for the FWM process (see fig. 2.2).
The Raman coupling constants CS and CAS for the respective transitions are linked by the ratio of their excited
state detunings ∆S and ∆AS to CS =
∆AS
∆S
CAS.
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This yields a much improved signal to noise ratio and allows signals with non-classical statistics
to be retrieved from the Raman memory [53]. However, this particular choice comes at the cost
of prohibitively short storage times, which currently prevent actual system applications, apart
from proof-of-principle experiments.
Ladder-type energy state systems: Another solution could be a change in the level struc-
ture, choosing a ladder system, rather than a Λ-system. Here, the ground state would represent
the initial state, while the intermediate state replaces the excited state in the Λ-system and the
storage state is the highest energetic state. The latter state should not decay radiatively. If the
transitions to either side of the intermediate state have a frequency difference that is by itself
an optical frequency, any undesired noise can easily be spectrally filtered. While Cs does not
have the required level structure, Rb vapour could be a promising candidate. For this reason,
our group started to investigate this system as a contingency to the Cs memory.
Intra-cavity Cs Raman memory: Given our Λ-system in Cs vapour, the most promising
noise mitigation approach is to place the memory inside an optical cavity. When resonant with
the Stokes frequency but anti-resonant with the anti-Stokes channel in our protocol, the cavity
will reduce the density of states at the anti-Stokes frequency and therewith prevent anti-Stokes
noise emission into the cavity mode. Conversely, thanks to resonance with the cavity, the Stokes
frequency will not be suppressed. Accordingly, the memory input signal can be coupled into
the cavity for storage in the Cs ensemble. The suppression of the anti-Stokes noise emission
terminates the onset of the FWM noise process and, in turn, also reduces the amount of Stokes
noise emitted into the Raman memory’s signal mode.
To enable operation in the quantum regime with g(2) . 1, our analysis shows that we require a
noise suppression factor of x ≈ 2.5 (fig. 5.6 in section 5.5). For faithful operation with a single
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photon g(2) . 0.1 in the memory retrieval time bin we need x ≈ 10. For an intra-cavity memory
this suppression factor is determined by the round-trip losses of signal (µs) and anti-Stokes noise
(µa), according to
[88] x = 1−µs1+µa . Apart from absorption losses in the Cs cell, these factors are
determined by the cavity’s mirror reflectivities and its length. In other words, they are set by the
cavity finesse F = FSR∆ν , where ∆ν is the cavity’s spectral acceptance bandwidth at the Stokes
frequency. In the absence of memory bandwidth restrictions, arising from a finite control pulse
spectral bandwidth, this acceptance bandwidth now determines the spectral bandwidth of the
storable signal. Notably, for broadband signal storage, low-finesse cavities are required. This is
different from cavity QED experiments, which employ high-quality resonators [22], since, for our
kind of application, we do not seek operation in the strong coupling regime. Instead, we only
aim to suppress spontaneous anti-Stokes scattering into the cavity mode.
Recently, our group started to investigate this route and constructed a cavity that is double
resonant for the Stokes signal and the memory control, but anti-resonant for the anti-Stokes
noise. A first, promising set of results [88] demonstrates the capability to suppress FWM by a
factor of x ≈ 0.24, which corresponds to an improvement in the SNR by a factor of ∼ 2.9. This
has been achieved with a cavity of length Lcav ≈ 40.8 mm, corresponding to an FSR≈ 7.36 GHz,
and acceptance bandwidth ∆νcav ≈ 0.95 GHz. Accordingly, the cavity finesse was F ≈ 7.
Similar to the other solutions, this system is however also not totally caveat-free. The above
performance numbers already demonstrate the two main trade-offs: Firstly, there is the exper-
imental complexity and the requirement to build cavities of short lengths, which nevertheless
have to house a macroscopic Cs ensemble. For a first order cavity with its resonance at the
Stokes frequency and the immediately adjacent anti-resonance at the anti-Stokes frequency, the
cavity length would have to be as short as Lcav =
c
δνgs
≈ 3 mm, requiring a monolithic construc-
tion. Secondly, with the achieved noise suppression, we can expect a retrieved single photon g(2)
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just at the borderline between the classical and the quantum regime. To enable faithful storage
of the quantum characteristics, noise suppression still has to be improved. In this regard, there
is the trade-off between the necessary high noise extinction ratio and the desire for a broad
signal bandwidth. Both are inversely related through the cavity finesse. Consequently, better
noise suppression has to be achieved by sacrificing some of the signal bandwidth. The next
generation of Cs-based Raman memories, our group is currently planning, will thus move to
signals of ∼ 300 MHz spectral bandwidth. For such a system, the signal will still be broadband
enough to allow for single photon production using SPDC sources. Moreover, we can realistically
expect to still achieve reasonable time-bandwidth products if we can extend the memory lifetime
appropriately, which means a reduction of decoherence due to magnetic dephasing and diffusive
atom loss [42]. The required improvements should be feasible with enhanced magnetic shielding,
different beam geometries and changes in Cs cell design, such as paraffin coated cell walls and
a different buffer gas [250]. Extending the lifetime to τs ≈ 5 µs, in order to maintain the current
time-bandwidth product of B ∼ 1000, is a reasonable expectation and has been exceeded by
orders of magnitude in similar atomic vapour systems [33]. This way our memory will maintain
its applicability for temporal multiplexing tasks, making warm Cs vapour Raman memories
still an attractive candidate technology for a faithful quantum memory in optical information
processing networks.
Appendix A
Appendix: Experimental apparatus
A.1 The Ti:Sa laser system
A.1.1 Operating principles and parameters
The master laser for preparation of the memory pulse sequence is a titanium sapphire (Ti:Sa)
oscillator (Spectra Physics Tsunami), which is passively mode-locked, generating pulses with an
80 MHz repetition rate. An intra-cavity acousto-optic modulator (AOM) facilitates the mode-
lock, introducing side-bands at 80 MHz that coincide with the laser cavity resonances. Its
external controls enable tuning of the sideband phase. Phase modification enables fine tuning of
the output pulse duration on a time scale of several tens of pico-seconds. By itself, such a system
would fall into the category of standard pico-second lasers, producing pulse with durations on
the order of 10 ps. To confine the spectral bandwidth to approximately 1 GHz, as required for
the Raman memory, a Gires-Tournois interferometer (GTI) is inserted into the cavity. This
thermally controlled Fabry-Perot etalon has a larger free-spectral range (FSR) than the Ti:Sa
cavity. Thus, some of the cavity resonances fall in between the GTI resonances, which terminates
their gain and narrows the output spectral bandwidth through elimination of the respective Ti:Sa
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frequency comb modes. Therewith, pulse durations of ∼ 300 ps are possible.
The central wavelength λ of the output spectrum is tuneable on two different scales: Firstly,
coarse adjustment on the geometric orientation of the GTI moves the spectrum on the order of
nano-meters. Secondly, fine tuning on the order of GHz is possible by thermal control of the
GTI. The fine tuning allows continuous scanning of the central wavelength λ over the entire
FSR of the GTI, which corresponds to ≈ 50 GHz, without the laser dropping out of mode-lock.
This feature is key for the alignment of the memory experiments. The easy frequency tuning
from the Cs resonances all the way to the idler frequency of our SPDC photons (detuning:
∆ = 24.4 GHz, see chapter 4) allows, on the one hand, to distinguish the Cs resonances and
therefore to determine the exact frequency of the Ti:Sa. On the other hand, it enables convenient
alignment of the extensive frequency filtering stages used in the experiments. The Fabry-Perot
etalons, contained in these stage, are aligned on the transmission signal of the Ti:Sa pulses,
which are picked with a Pockels cell (P.C.) to yield the memory control. Notably, this tuning
capability is not a manufacturer specification, but rather a lucky coincidence.
The oscillator is pumped by a 5.2 W diode laser at 532 nm. It produces pulses at 852 nm central
wavelength of up to 1.5 W average output power. The output mode of the Ti:Sa has M2 = 1.1.
Over the course of the projects presented in this thesis, the Ti:Sa laser has been moved between
labs, which made repositioning of the intra-cavity AOM and realignment of the cavity mode
necessary. Unfortunately, these modifications changed the output power down to 1.2 W. The
decrease in power coincides with a broadening of the pulses from originally 300 ps to 360 ps.
Notably, the former number has been determined before my arrival in 2005. In between, the
laser cavity mode has been re-optimised many times, so the pulse duration might have been
different from the quoted 300 ps for the experiments discussed in chapter 3.
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A.1.2 Stabilisation
Changes in the laboratory temperature and thermal heating during operation result in drifts of
the Ti:Sa centre frequency. For the long measurement durations required for our experiments,
such drifts are a severe challenge. Initially, for the work described in chapter 3, manual stabili-
sation onto the resonance of one of the FP frequency filtering etalons has been used to at least
have a frequency reference and enable semi-stable conditions. However, such manual resetting
is not sufficient, since the FP etalon resonances themselves drift over time. After moving to a
different laboratory, we have implemented an active scheme based on the Cs D2-line, onto which
also the diode laser is stabilised. Here, the Ti:Sa laser is locked to the frequency of the diode
laser. Experimentally low intensity pick-offs of both lasers are inserted into a scanning FP etalon
(FSR=10 GHz), whose transmission is monitored by a fast photodiode. Its output, together with
a voltage ramp signal applied to the scanning FP, are digitalised for computer processing. The
resulting scanning FP spectrum trace defines the Ti:Sa’s frequency within a multiple of 10 GHz
intervals relative to the diode laser1. Its absolute value is determined by simultaneously also
sending the Ti:Sa through an auxiliary Cs vapour cell. After initial calibration of the absolute
frequency with respect to one of the two D2-transitions
2 through observation of fluorescence
in the cell, a software PID-loop controls the Ti:Sa’s frequency fine adjustment to maintain a
constant detuning with respect to the diode laser line, using the scanning FP spectrum traces.
The control software has been written by Michael Sprague [251]. Therewith the detuning can be
set appropriately as required for the specific experimental needs and a Ti:Sa frequency stability
of approximately 100− 200 MHz can be obtained.
Besides the need to stabilise its frequency, the tunability of the Ti:Sa comes at the price of
1 In other words, νTi:Sa = n ∗ FSR + (νTi:Sa − νd), whereby the integer n is unknown. Here νd and νTi:Sa are
the centre frequencies of the spectral modes of the diode and the Ti:Sa laser, respectively,
2 62S 1
2
F = 3→ 62P 1
2
F = {3, 4}, and 62S 1
2
F = 4→ 62P 3
2
F = {2, 3, 4, 5}.
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changes in the beam pointing of its output mode. These are caused by the GTI: tuning the Ti:Sa
frequency modifies the cavity mode and therewith also the pointing of the emitted light. Given
that memory alignment requires changes in the Ti:Sa frequency3, this spatio-spectral coupling
can be particularly troublesome, if not cancelled by a beam pointing stabilisation system in the
Ti:Sa output. For experiments in chapter 3, such a stabilisation was not yet available, for which
reason experimental realignment was necessary and constituted a challenging, time consuming
task. During the memory system’s re-built, a commercial beam pointing stabilisation system,
based on software from KLM Labs, has been installed. As shown in fig. 5.1, two CMOS cameras
observe the Ti:Sa pulse leakage through two dielectric mirrors in the near and far field. Beam
steering is applied through two motorised mirror mounts, positioned in front of two mirrors
whose leakage is collected by the cameras. The mirror positioning is controlled by a software-
based PID feedback loop.
A.1.3 Pulse duration measurements
After the lab move, the Ti:Sa pulse duration has been measured directly with the method
of interferometric autocorrelation [169] based on second-harmonic generation (SHG) in a bulk
ppKTP crystal (see section A.2 below). Frequency conversion produces 426 nm radiation, which
is separated from the 852 nm pump pulses by a dichroic filter and detected with a standard slow
photodiode4. The experiment requires two copies of the Ti:Sa pulses, separated by a variable
time τ , which are generated by a non-stabilised Michelson interferometer. By also detecting the
separated fundamental at 852 nm with another slow photodiode, one can additionally record
the g(1) interferogram. It yields the FT-limited pulse duration, whose information content is
3 Filter alignment uses the bright control pulses, whose frequency has to be tuned to ∆ = 6 GHz detuning for
the signal filter stage and ∆ = 24.4 GHz for the herald filter stage, assuming the memory is to be operated at
∆ = 15.2 GHz detuning.
4 Slow refers to a diode response time which is larger than the Ti:Sa pulse duration.
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equivalent to the spectrum of the Ti:Sa pulses. In contrast, the g(2) is sensitive to spectral
phase and thus a metric for the real pulse duration. Both correlation functions are given by the
functions [211]
g(1) =
∞∫
−∞
|E1(t) + E2(t− τ)|2dt
∞∫
−∞
|E1(t)|2dt+
∞∫
−∞
|E2(t− τ)|2dt
(A.1)
g(2) =
∞∫
−∞
| (E1(t) + E2(t− τ))2 |2dt
∞∫
−∞
|E1(t)2|2dt+
∞∫
−∞
|E2(t− τ)2|2dt
, (A.2)
whereby E1,2(t
′) are the electric field amplitudes at time t′ of pulses coming from either inter-
ferometer arm. In the experiment, there is residual spatial mode overlap mismatch, reducing
the interference visibility. For this reason, a multiplicative factor a is introduced in the above
equations, taking into account the reduced interference visibility and degradation in the peak
to background ratios [252]. The interferometer does not have to be stabilised. Monitoring the
amplitude of the fluctuation in the detected signal as a function of τ , gives both correlation
traces, which are shown in fig. A.1 a and b for the g(1) and g(2) measurements, respectively.
In order to extract the pulse duration, one has to assume a pulse model for the electric fields
E1 and E2. We assume two pulse types, Gaussian pulses and sech-shaped pulses, whose electric
fields, centred at time t0, are given by
E(t, t0) = E0 · exp
(
− t− t0
2 · (∆t)2
)
,
E(t, t0) = E0 · sech
(
− t− t0
∆t
)
, (A.3)
A.1 The Ti:Sa laser system 253
respectively, with a pulse width parameter ∆t. For both types we obtain the envelope functions
g
(1)
Sech =1±
2 · a
1 + a2
·
τ−τ0
∆t
sinh
(
τ−τ0
∆t
) , (A.4)
g
(2)
Sech =1 + 18 ·
a2
1 + a4
·
τ−τ0
∆t · cosh
(
τ−τ0
∆t
)
− sinh
(
τ−τ0
∆t
)
sinh3
(
τ−τ0
∆t
)
± 3 · a+ a
3
1 + a4
·
sinh
(
2·(τ−τ0)
∆t
)
− 2·(τ−τ0)∆t
sinh3
(
τ−τ0
∆t
) ,
g
(1)
Gauss =1±
2a
1 + a2
· exp
(
−(τ − τ0)2
4 ·∆t2
)
, (A.5)
g
(1)
Gauss = 1 + 6 ·
a2
1 + a2
· exp
(
−(τ − τ0)
2
2 ·∆t2
)
± 4 · a+ a
3
1 + a4
· exp
(
−3(τ − τ0)
2
8 ·∆t2
)
,
where the ± signs represent the upper and lower pulse envelopes. Fig. A.2 exemplifies their fits
onto the respective datasets. Here, the visibility of the interferogram a, as well as its width have
been fitted via the parameters a and ∆t. Notably, to a account for the reduced interference
visibility, the amplitudes of the two interfering pulses have been set to E0 and a · E0 for pulses
E1(t) and E2(t), respectively
[252].
The optimised parameter ∆t for the g(2)-functions determines the full-width-half-maximum
(FWHM) pulse duration, which is given as a function of ∆t by τGauss = 2 ·
√
ln (2) · ∆t and
τSech = 2 · arcsech
(
1√
2
)
·∆t, respectively. Equally, the optimised parameter ∆t for fitting the
g(1)-correlation functions determines the FWHM spectral bandwidth ∆ν of the pulses. In turn,
∆ν enables to determine the FT limited pulse duration τFT via the time-bandwidth-products
for the respective pulse model. Both relations read:
∆νsech =
√
ln(2)
pi ·∆t , ∆νsech · τ
FT
sech =
2 · ln (2)
pi
= 0.441 (A.6)
∆νGauss =
2 · arcsech
(
1√
2
)
pi2 ·∆t , ∆νGauss · τ
FT
Gauss =
4 · arcsech2
(
1√
2
)
pi2
= 0.315 (A.7)
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The pulse spectra follow from Fourier transform of the underlying pulse modes, which yields [211]:
Ssech(ν) = sech
(
pi2∆t(ν − ν0)
)
, SGauss(ν) = exp
(
−4pi2(∆t)2(ν − ν0)2
)
. (A.8)
The values for pulse duration ∆τ and spectral bandwidth ∆ν, obtained by the data in fig. A.1
for both models, are stated in table A.1.
Gaussian pulses are slightly longer than their sech counterparts. Given the soliton propagation
dynamics of pulses inside the laser cavity, the sech-model is the more appropriate one to use for
the Ti:Sa output. For this reason, we assume a pulse duration of τTi:Sa = 323 ps and a spectral
bandwidth of ∆νTi:Sa = 0.97 GHz. Moreover, the pulses are also longer than their FT-limited
duration. This means, the intra-cavity GTI, which is the most dispersive element in the system,
chirps the pulses.
λ [nm] Pulse model ∆t [ps] ∆ν [GHz] τ [ps] Data for τ
852 Sech 183 0.97 323 g(2)
852 Gauss 249 1.06 415 g(2)
426 Sech 150 1.19 264 g(1)
426 Gauss 205 1.29 338 g(1)
Table A.1: Pulse durations and spectral bandwidths obtained from g(1)- and g(2)-interferograms
of the Ti:Sa output pulses and the SH, generated thereof, by frequency doubling.
A.2 The second harmonic source
A.2.1 Experimental lay-out
To pump the SPDC source, described in chapter 4, frequency-doubled radiation of the Ti:Sa
pulses at 426 nm central wavelength is required. Since the single photon source has to run
in parallel to the Raman memory, sufficient pump power at 426 nm has to be available, while
also maintaining the highest possible pulse energy for the 852 nm pulses which are to be used
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Figure A.1: (a): g(1) measurement of Ti:Sa pulses. (b): g(2) measurement of Ti:Sa pulses. Solid
lines are fits for a sech pulse profile.
as the memory control pulses. The best compromise between both requirements is to use an
inefficient SHG source pumped by the full Ti:Sa output power, rather than constructing a
highly efficient SHG pumped by a split-off fraction of the Ti:Sa. For this reason, we place the
SHG source as the first significant element behind the stabilised Ti:Sa oscillator output (see
fig. 5.1). The unconverted fraction of the Ti:Sa pump pulses, separated from the produced
second-harmonic (SH) by a high-pass transition edge filter (Semrock BLP01-532 ), is used to
prepare the memory control field and the coherent state signal input, as described in chapter 5.
To achieve sufficient electric field amplitudes for SHG, the Ti:Sa pump has to be focussed into
the crystal, which introduces a degradation in the spatial mode quality of the unconverted light
at 852 nm wavelength. This ultimately limits the single-mode fibre (SMF) coupling efficiency
of the memory control pulses, produced from the transmitted fraction by pulse picking with
a Pockels cell, to ηcntrlSMF ≈ 53 %. No increase in the coupling efficiency was possible by beam
shaping, using for instance a pair of cylindrical lenses or an anamorphic prism pair, placed in
the output arm of the Pockels cell.
To produce the SH, we use a bulk periodically-poled KTP (ppKTP) crystal, with dimensions of
2 mm×1 mm×2 mm. One of the larger, 2 mm-long sides is oriented along the optical propagation
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axis. The crystal is optimised for type-I phase matching and is coated for 852 nm and 426 nm
radiation to reduce the, otherwise quite substantial, Fresnel reflection of R(426 nm) ≈ 10 %
R(852 nm) ≈ 8 % per KTP-air interface down to R ≤ 1 % for both wavelengths. Generated SH
is collimated by a f = 50 mm focal length lens, positioned in the common beam path of SHG
and IR fundamental. After separation it is SMF-coupled with ηSHSMF ≈ 72 %, to enable a stable
beam pointing for the UV pump, when sent into the ppKTP waveguide for SPDC.
A.2.2 Characterisation of the second harmonic generation
The main, tuneable experimental parameters for optimising the SHG process are the focussing
into the crystal, the crystal temperature and pump power. By using the phase-matching con-
dition of SHG (type I), the pump power is adjustable by polarisation of the fundamental IR
input beam. Temperature tuning is possible via a Peltier heater element, which is positioned
below the crystal mount. The mount itself sits on an x-y-z translation stage, which does not
only enable transverse crystal positioning but also crystal displacement along the focus of the
f = 100 mm lens that is uses to focus the IR pump into the ppKTP crystal.
The temperature tuning is used to achieve phase matching [253]. The corresponding nonlinear
conversion efficiency as a function of temperature, expressed by the IR power independent
measure of ηSHG =
PSH
P 2IR
(see section C.2.1), is shown in fig. A.2 a. Optimal SHG is achieved
for T optSHG = 44.5
◦C with a FWHM temperature tuning range of ∆T ≈ 16 K. Stabilising the
crystal temperature at T optSHG, the actual amounts of SH light, produced for the available Ti:Sa
input powers, are displayed in fig. A.2 b. The solid lines are fits onto the data using the
expected proportionality PSH ∼ αP 2IR for the produced SH (PSH) as a function of the power in
the fundamental (PIR). The measurement is conducted thrice: twice with the crystal positioned
in the focus of the f = 100 mm lens (black and grey), and a third time with the crystal slightly
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moved out of focus (red). The latter is investigated because the amount of SH power, produced
by the crystal, actually exceeds the requirements for the UV pump power of the SPDC process.
As discussed in chapters 4 and 5, the necessary UV power is limited firstly by the photon number
purity of the heralded SPDC signal photons, and secondly by the repetition rate limitations of the
Pockels cell. In light of these two conditions, production of PSH ≈ 2 mW is actually sufficient5.
When running the SHG source on a day-to-day basis, the IR pump power is consequently
reduced by polarisation, but the crystal is also moved to the out-of-focus position. This is
done for reasons of precaution, since we want to avoid possible damages on the crystal from
high power densities. While these should neither structurally damage the crystal itself, nor
its coating, the imperfect lab conditions can lead to dust particles being fried onto the optical
surfaces6; a risk we aim to avoid. Additionally, at high-power, ppKTP starts to show signs of
grey-tracking [190], which reduces the SHG efficiency through the formation of colour centres in
the crystal. While the effects of most amounts of grey-tracking are temporary and anneal when
the crystal is heated, they can result in an undesired tail-off in the SHG efficiency over the
course of our measurements. We can see these effects when operating the SHG in the focus of
the f = 100 mm lens and inserting the full IR pump power. For illustration purposes, fig. A.2 c
shows ηSHG(PIR) as a function of power in the fundamental (PIR) for the crystal positions of
fig. A.2 b. While the out of focus position is independent of PIR, as expected for ηSHG, the
in-focus efficiency shows signs of tail-off at high powers. Notably, moving the crystal out of focus
does not introduce any noticeable deterioration, neither in the spatial mode profile nor in the
SMF-coupling efficiencies.
5 The difference with respect to the number of PSH ≈ 1 mW, quoted for the SPDC UV pump in chapter 5 is
due to the SMF-coupling efficiency ηSHSMF and transmission losses of the UV-optics in front of the waveguide input
coupler.
6 The usual avoidance strategy of blowing air onto the crystal introduces beam pointing fluctuations, for which
reason we did not adopt it.
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Figure A.2: (a): SHG efficiency in our bulk ppKTP crystal as a function of crystal temperature.
The solid line represents a linear interpolation between the data points. (b): SH, generated in
our bulk ppKTP crystal, as a function of Ti:Sa power for different longitudinal crystal positions.
Grey and black represent the crystal sitting in the focus of the f = 100 mm focal length lens,
used to send the collimated Ti:Sa pump beam into the crystal. Red corresponds to a crystal
positioning that is slightly moved out of focus, which is the configuration used for our experi-
ments. (c): SHG efficiency versus Ti:Sa input power for the crystal positions shown in panel
(b) with equal colour coding.
A.2.3 Pulse duration and spectral bandwidth of the second harmonic
Similar to the IR pulse, we require to know the spectral bandwidth ∆νSH, expressed as the
FWHM, of the generate SH radiation in order to estimate the spectra of the heralded SPDC
signal photons in chapter 4. In general, one expects the spectrum of the SH to be proportional to
the convolution of the fundamental’s electric field envelope with itself. The underlying reason is
the proportionality of the electric field for the SH, produced by a nonlinear medium with suscep-
tibility χ(2), to the square of the IR electric field, ESH ∼ χ(2)·E2IR, which holds in the time and the
frequency domain. For a simple Gaussian pulse, with pulse envelope EIR(ν) = E˜0 exp
(
− (ν−ν0)2
σ2
)
and bandwidth (variance) σ2, the spectrum of the SH would thus have a variance σ2SH = 2 · σ2IR,
yielding a FWHM bandwidth of ∆νSH = 2
√
ln(2) · σUV =
√
2 · 2√ln(2)σ2IR = √2 ·∆νIR.
To measure the actual UV bandwidth, we record a g(1)-interferogram, using the same technique
as presented for the IR in section A.1.3 above. To this end, the SMF-coupled SH is inserted into
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Figure A.3: g(1) measurement of SH generated by Ti:Sa pulses. The solid red and blue lines
represent the fitted g(1) correlation functions for sech- and Gaussian-shaped UV pulses, respec-
tively.
a Michelson interferometer, whose output is observed by a slow photodiode. Data, representing
the envelope of the g(1)-interferogram, is shown in fig. A.3. Similar to the Ti:Sa pulses, we
again assume a sech (red) and a Gauss (blue) pulse model and fit the measured points with the
functions stated in eq. A.4.
The results for both pulse models are also stated in table A.1. For sech-shaped pulses the
extracted bandwidth is ∆νSH = 1.19 GHz, which is synonymous for a FT-limited pulse duration
of τFTSH = 264 ps. So, SHG spectrally broadens the pulses by a factor of 1.22, which is a bit below
the expected factor of 1.41.
A.3 Optical pumping of the caesium vapour
A.3.1 Frequency stabilisation of the diode laser for optical pumping
To implement optical state preparation in the Cs ensemble and to simultaneously have a reliable
frequency standard for stabilisation of the Ti:Sa master laser’s central frequency, we employ
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a home-built external-cavity diode laser system. A schematic representation of the set-up is
presented in fig. A.4 a, which follows the designs of MacAdam et. al [254] and Hori et. al. [255].
The output of its 852 nm laser diode is frequency stabilised with respect to the Cs D2-line, using
the 62S 1
2
F = 3→ 62P 3
2
transition to deplete the Raman memory’s storage state.
The stabilisation mechanism is based on Doppler-free saturation spectroscopy [244]. To this
end the laser’s output frequency is locked onto an error signal, generated by modulations in
the driving current and by angular variations of a grating in the external cavity, adjusting
the frequency component back-coupled into the active medium. The error signal derives from
observing the Doppler-free spectrum of the Cs atoms, shown in fig. A.4 b, which is obtained
by sweeping the laser frequency over the full 62S 1
2
,F = 3 → 62P 3
2
F′ = {2, 3, 4, 5} resonance
manifold. The detected intensity comprises small peaks within a larger trough, corresponding
to resolved hyperfine transitions and cross-over resonances in the Doppler profile [244]. To obtain
the error signal, a fraction of the diode laser’s intensity is split off and transmitted through a
Cs gas cell. The initially strong, horizontally polarised beam (pump) is attenuated and back-
reflected with the polarisation rotated to vertical (probe). The transmitted probe is detected on
a photodiode and the obtained voltage signal is mixed with the dithering signal, which is used
to modulate the laser frequency initially, in a lock-box7, generating the error signal.
For the laser’s application in Raman memory state preparation, it is not necessary to lock it
to one of the sub-Doppler features, due to Doppler broadening in the 70◦C warm Cs vapour.
Since the equipment incorporated in this set-up is an old, abandoned piece of kit, left-over
from a previous cold atom experiment, locking it to narrow resonances is challenging. When
stabilising its frequency on the sub-Doppler peaks, the locking signal become very fragile. This
severely limits the timescales, over which the laser stays in lock. To obtain better and longer
7 A lock-box basically consists of phase-sensitive detection and subsequent frequency filtering plus phase
shifting, providing a negative feed-back signal of which the high frequency part modulates the diode current and
the low frequency part the grating position via a piezo-electric crystal.
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Figure A.4: (a): External cavity diode laser and Doppler-free spectroscopy set-up. (b):
Doppler-free spectroscopy absorption spectrum of the 62S 1
2
F = 3 → 62P 3
2
F′ = {2, 3, 4, 5} Cs-
resonances, used for locking the diode laser. (c) Cs atomic Λ-level system, used for estimating
the optical pumping efficiency.
term stability, it is therefore stabilised with respect to the bottom of the Doppler absorption
profile. The flatness of the Doppler profile around its maximum introduces residual frequency
uncertainty in stability of the Ti:Sa laser, since it follows any drifts in the diode laser frequency
(see section A.1).
The majority of diode laser pump power, which is not used for stabilisation means, is SMF-
coupled and sent into the Cs memory cell for optical pumping, as illustrated in fig. 5.1. In front
of the SMF, an AOM is placed to turn the pumping beam on and off, as described in chapter 5.
The maximum amount power, delivered to the memory is Pmaxdiode ≈ 3 mW.
A.3.2 Optical pumping efficiency
We can now estimate the actual pumping efficiency ηpump the diode laser achieves in the Cs
ensemble. The numbers we calculate here hold for the experimental configuration used for
chapter 4 - 6. For the work in chapter 3, no explicit measurement has been conducted. However
the diode laser power and its focussing into the Cs cell were similar, so a similar ηpump can be
expected.
The pumping efficiency is defined as the population difference between the two Cs hyperfine
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ground states 62S 1
2
F= 3 (state 1) and F= 4 (state 3) of the Λ-level system. The population in
each state is denoted as N1 and N3, respectively, whereby the total population Ntot = N1 +N3
is the number of Cs atoms in the active volume of the Raman memory, i.e. the volume covered
by the signal, control and diode beams. Therewith ηpump =
N3−N1
Ntot
= N3−N1N3+N1 . In case of
thermally distributed population (N3 = N1 = Ntot/2), ηpump = 0, and ηpump = +1 for total Cs
spin-polarisation in N3.
One possibility to determine ηpump is by absorption measurement for the Ti:Sa signal pulses.
Generally, the signal power P is attenuated to Pout = Pin · exp (−d˜j), whereby d˜j is the optical
depth for the optical pumping on/off, with j ∈ {on, off}. It can be obtained from the measured
intensities as d˜j = ln
(
Pin
Pout
)
.
During propagation through the cell, the signal couples to both ground states, i.e. 62S 1
2
F = 3→
62P 3
2
and 62S 1
2
F = 4 → 62P 3
2
transitions can occur with detunings of ∆1 and ∆3 = ∆1 + δνgs,
respectively (see fig. A.4 c); δνgs = 9.2 GHz is the ground state hyperfine splitting. The total
optical depth, including both transitions, is d˜j = d1 ·N1 ·
(
γ
∆1+γ
)2
+d3 ·N1 ·
(
γ
∆3+γ
)2
, whereby γ
is the excited state linewidth of the 62P 3
2
state and di is the coupling constant to state i ∈ {1, 3}.
For warm Cs, γ is limited by the collisional broadening (O(500 MHz)). The constants di include
the Rabi-frequency Ω =
~µ· ~Esignal
~ , with oscillator strength ~µ and a signal electric field amplitude
of ~Esignal, as well as the sum over the Clebsh-Gordan coefficients for all allowed transitions
between Zeeman-states.
The absorption measurements use the Ti:Sa signal on resonance, i.e. ∆1 = 0 GHz. Since
δνgs  γ, the increased detuning ∆3 reduces the 2nd term by a factor of ∼ 181 with respect to
the 1st term. To good approximation, the optical depth hence only depends on the population
N1 in the F= 3 ground state: d˜j ≈ d1 ·N1 ·
(
γ
∆1+γ
)2
= α ·N1.
Optical pumping results in most of the atoms being transferred to the F= 4 level. In the
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aforementioned approximation, the absorption d˜on of the transmitted Ti:Sa signal is only sen-
sitive to N1, so N1 ∼ d˜on. Without the optical pumping, thermal distribution results in equal
populations between both hyperfine ground states, such that N1 =
Ntot
2 , from which follows
Ntot ∼ 2 · d˜off, again using d˜off ∼ N1. Finally, the population in F= 4 can be written as
N3 = Ntot −N1 ∼ 2 · d˜off − d˜on, and the pumping efficiency can be expressed as:
ηpump =
N3 −N1
N3 +N1
=
2 · d˜off − 2 · d˜on
2 · d˜off
= 1− d˜on
d˜off
= 1− ln
(
P onout/P
on
in
)
ln
(
P offout/P
off
in
) . (A.9)
On resonance (∆1 = 0 GHz), the large optical depth of the warm Cs makes it experimentally
challenging to measure P offout precisely. In fact, sending a low intensity signal, with an average
input power of P offin = 330µW, through the cell results in complete absorption. For this reason,
the background reading of the power meter will be taken as P offout. This is on the oder of
O(100 nW) but depends on the collected background light. We use a conservative estimate8 and
assume a background of P offout ≈ 3µW to obtain d˜on = 4.7.
Direct measurement of transmitted power with optical pumping (P onout) will contain two reduction
effects: on the one hand linear absorption from Cs, and on the other hand losses from optic
components. The total transmission of the cold cell9 yields Tloss ≈ 75 %. To show that this
number is pretty much only determined by the transmissions of the optical components, we also
estimate it from a transmission measurement with pumped atoms at 15 GHz detuning. Here,
we can determine the amount of linear absorption separately, by using the single photon level
measurements discussed in chapter 5. To this end, we calculate the ratio between the count
rates csd and cs for settings sd and s, respectively. For both settings the signal is subject to
the same set of optics. A difference between the counts can thus only be caused by linear
8 This is the precision with which the output power of the MMF leading to the APD detectors in the signal
filter stage can be determined during signal filter stage alignment (see fig. 5.1), when sending P onin = 330µW into
the cold Cs cell.
9 Note, the transmission has been improved for the measurement in chapter 5 and 6 to T ≈ 80 %.
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absorption in the Cs atoms, which we can determine to Labs = 1 − cscsd ≈ 10 %. The total,
bright signal power transmission (Ttot,warm) through the warm Cs cell at this detuning is again
a product between linear absorption and transmission loss in optics. The measured value of
Ttot,warm = Tloss · (1 − Labs) ≈ 68 % can thus be used in combination with Labs ≈ 10 % to
arrive at a transmission loss of the optical components of Tloss ≈ 75 %, which is the same as the
transmission of the cold cell. On resonance, P onin ≈ 210µW are transmitted for P onin = 330µW
input power. Backing out losses from optics Tloss, a transmitted power of P
on
in ≈ 271µW is to
be expected, which yields a slightly larger amount of linear absorption of Labs ≈ 16 % and an
optical depth of d˜off ≈ 0.2.
Both optical depth figures lead to an estimated optical pumping efficiency of ηpump ≈ 96 %.
A.4 Spatial alignment of signal and control in the caesium cell
Fig. 2.3 illustrates the spatial arrangement of signal and control, which are collinear as they
propagate through the storage medium. Similarly, the diode laser is also collinear with both
beams, but propagates through the Cs cell in the reverse direction. While the latter represents
experimental convenience, collinear signal and control fields can in general help to achieve high
optical depth and long spin-wave coherence times. For our ∼ 1 GHz pulse bandwidth, the
second point is of greater importance. Yet, we briefly consider both, as each one relates to
the effects, caused by the thermal motion of the Cs atoms, when there is an angle θ between
signal and control. Firstly, such an angle introduces a Doppler shift between the signal and
the control frequency. When considering for instance atoms that counter-propagate the control
beam path with velocity V cCs, their velocity component along the signal beam path will be
V sCs = V
c
Cs · cos (θ). So the signal frequency they experience is shifted by ∆ν ∼
V cCs(1−cos (θ))
λCs
.
This effective one-photon detuning reduces the atomic number density, as signal and control do
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not address exactly the same Cs velocity classes. However, the effect is rather small for our
parameters. For an expected velocity10 of V cCs ≈ 250 ms , we get ∆ν → 300 MHz, as θ → 90◦,
while for realistic angles11 of θ ≤ 20◦, ∆ν ≈ 18 MHz. So this shift is negligible compared
to spectral bandwidths of signal and control. Note however, an angle would also reduce the
effective volume, covered by both beams. Because both beams also have diameters w  1 µm,
the resulting decrease in atoms, illuminated by the two beams, reduces the amount of read-in
signal substantially.
Secondly, even without any effects on the read-in efficiency, an angle would influence the mem-
ory lifetime. Spin-wave excitation with angled signal and control leaves the spin-wave with a
transverse wave-vector k⊥B =
2pi
λ⊥B
∼ kc sin (θ), orthogonal to the optical axis, whereby kc ≈ 2piλCs .
Atomic motion along this transverse direction can move atoms, excited into the spin-wave at a
peak of λ⊥B to a trough in λ
⊥
B. Therewith they would have dephased and the information ini-
tially stored in the spin-wave would be lost. The resulting dephasing time tdp =
λ⊥B
2VCs
would then
limit the memory storage time. Again it is proportional to the atomic velocity. Assuming the
absence of any viscosity increase from the Ne buffer gas, Cs atoms would dephase in τdp ≈ 5 ns
for θ ≈ 20◦. Even for θ ≈ 1◦, the expected storage times of τdp ≈ 100 ns are a lot shorter
than the τs ≈ 1.5 µs, which we currently achieve in the collinear configuration with moderate
experimental effort (see figs. 3.8 and E.2).
For these reasons, we implement a collinear set-up. Note however, this also means, that FWM
noise will be emitted into the same spatial mode. While FWM is not phase-matched [256] at our
10 In these approximative calculations, we assume the absence of Ne buffer gas. The Cs atoms are Maxwell-
Boltzmann distributed, with an expectation value for the velocity of VCs =
√
3kBT
mCs
= 253 m
s
, where kB is Boltz-
mann’s constant, T = 70◦C, and mCs ≈ 2.21 · 10−25 kg.
11 We consider cases, where we do no want to send in the signal through the Cs cell’s side-walls. So the largest
possible angle occurs, when the displacement, orthogonal to the optical axis, between signal and control equals
the cell’s optical aperture of D = 12.5 mm, as both beams traverse the cell of length LCs = 7.5 cm. This yields
an angle of ϑ = cos−1
(
D
LCs
)
≈ 10◦. Since both beams can enter from opposite sides on the entrance aperture,
their respective angle is θ = 2ϑ.
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detuning of ∆ = 15.2 GHz, there is nevertheless still a finite amplitude for collinear Stokes and
anti-Stokes emission. Noise from both channels, Stokes and anti-Stokes, can thus occupy the
spatial mode of the memory signal. In the experiment, the anti-Stokes noise can be eliminated
by frequency filtering12, but any Stokes noise will not separable from the signal.
12 To this end, we will use two Fabry-Perot filter etalons with a free-spectral range of FSR=103 GHz (see
fig. 5.1)
Appendix B
Appendix: Polarisation storage in
the Raman memory
B.1 Polarisation storage analysis with quantum process tomog-
raphy
To analyse the polarisation storage quality, we use the framework of quantum process tomog-
raphy (QPT). QPT is a well developed tool for analysing processes operating on polarisation
encoded quantum bits. While qubits consist of only a single quantum information carrier, e.g.
a single photon, our experiment uses coherent states containing many photons. Yet, the de-
scription of their polarisation degrees of freedom is similar, for which reason the framework of
polarisation encoded information can be applied to coherent states as well. For this reason,
we can use the significant experimental simplification of probing the memory’s storage capabil-
ities with coherent states. In this section, we will briefly review the theoretical properties of
polarisation qubits and the concept of QPT, covering the aspects necessary to understand our
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experiment1.
B.1.1 Encoding, manipulating and analysing polarisation information
Polarisation qubits Polarisation information is usually encoded in the computational basis,
which uses the horizontal (|H〉) and vertical (|V 〉) directions of the light’s electric field vector
as the basis states for the polarisation vector space. Any arbitrary superposition of both basis
states represents one possible information state |φ〉 = aH |H〉 + aV |V 〉, with aH , aV ∈ C and
〈φ|φ〉 = |aH |2 + |aV |2 = 1, forming a polarisation qubit. A convenient way to represent these
states is the Bloch sphere [4], shown in fig. B.1 a. All pure states |φ〉 lie on the surface of
this sphere. Its equator line contains all linearly polarised states. States positioned in the
northern and southern hemispheres are elliptically polarised, with the poles representing right-
and left-handed circularly polarised light. The location of a qubit on the Bloch sphere can
be determined by spherical coordinates with respect to a Cartesian coordinate system, whose
origin is located at the centre of the sphere. The state |φ〉 is thus given by |φ〉 = cos( θ2)|H〉 +
sin ( θ2) exp (iφ)|V 〉. Here θ and φ are the angles with respect the cartesian system’s z- and x-axis,
respectively. The intercepts of the coordinate axes with the sphere define the poles of the Bloch
sphere. The polar states are the 3 standard polarisation basis states |φH,V 〉 ∈
{|H〉, |V 〉},
|φ+,−〉 ∈
{
1√
2
(|H〉 ± |V 〉)} and |φR,L〉 ∈ { 1√2 (|H〉 ± i · |V 〉)}, which correspond to linear
horizontal or vertical, diagonal or anti-diagonal, and right- or left-circular electric field vectors
in the light’s polarisation plane. Defining the coordinate system in this manner is convenient,
as the projections of any state |φ〉 onto the cartesian axes are determined by its expectation
value under application of the one of the Pauli operators σX =
0 1
1 0
, σY =
0 −i
i 0

1 The presented discussion is by no means complete and assumes prior basic knowledge of polarisation optics
and quantum information processing. More details can be obtained from references [4,135,257], which are the basis
for the following overview.
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Figure B.1: (a) Bloch sphere with cartesian coordinates given by the Pauli matrices
{σX , σY , σZ}. Each qubit state, represented by a Bloch vector ~r, is completely determined
by its projections onto the coordinate axis as well as by the spherical coordinate angles θ and φ.
Bloch vectors of pure states point onto the sphere’s surface, mixed states are located inside the
sphere. (b) Illustration of a unitary transformation, rotating an |H〉-polarised state to |R〉 po-
larisation. The rotation by angle ω happens in the plane orthogonal to the rotation vector Uωθ,φ
(eq. B.1), whose orientation in the Bloch sphere is given by the angles θ and φ. The displayed
example corresponds to a rotation by a λ/4-plate at a laboratory angle of ϑ = 45◦ with respect
to the linear input polarisation. (c): Bloch sphere representation of the Berry phase picked up
by a signal transmitted through the polarisation interferometer. The undesired rotation 1 → 2
is compensated by a λ/4-plate, 2→ 3 and a λ/2-plate, 3→ 4, whereby the full solid anlge Ω1−4
is the picked-up Berry phase.
and σZ =
1 0
0 −1
 for x-, y- and z-axis, respectively. Since the location of |φ〉 is completely
defined by knowing these projections, measuring a polarisation qubit reduces to determining
〈σj〉 = 〈φ|σj |φ〉, ∀j ∈ {X,Y, Z}. The resulting values 〈σj〉 ∈ [−1, 1] determine how far along the
coordinate axis the state is positioned, e.g. 〈φ|σZ |φ〉 = +1 corresponds to |H〉-polarised light.
We will see this mathematically below when discussing density matrices. These measurements
of the Pauli-spin operators are the basis of state tomography [258,259].
Polarisation rotations The question is now, how the states |φ〉 can be encoded experi-
mentally in the first place and further, how the expectation values for σj can be measured.
Experimentally, arbitrary qubit states are encoded by starting out in one of the computational
basis states, e.g. with horizontally-polarised light, and subsequently rotating the polarisation
using waveplates. Waveplates [135,212] are birefringent uni-axial crystals [260], whose refractive
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index ellipsoid is oriented such that the ordinary (~no) and extraordinary (~ne) axes both lie in
the transverse plane of the transmitted light. The refractive index contrast between the two
orthogonal axes results in a phase shift ω between the components of light polarised along either
axis. For λ/2- and λ/4-waveplates ω = pi and ω = pi/2, respectively. The observed phase shift
depends on the rotation angle ϑ of the waveplate’s ~no-~ne-coordinate system with respect to the{|H〉, |V 〉}-coordinate system of the light polarisation. The maximum phase shift ω is expe-
rienced if linearly polarised input light is oriented at ϑ = 45◦ with respect to the waveplate’s
~no and ~ne axes. Mathematically, polarisation rotations correspond to unitary transformations
Uωθ,φ, whose operators satisfy
(
Uωθ,φ
)† · Uωθ,φ = 1. For single qubits the operators Uωθ,φ are 2× 2-
matrices. One possible basis set for the vector space
{
Uωθ,φ
}
of all such matrices is the Pauli
matrices {1, σX , σY , σZ}. Arbitrary polarisation rotations Uωθ,φ can thus be expressed as a linear
combination of Pauli-matrices [212], with
Uωθ,φ = i cos(ω/2)1 + sin(ω/2)σθ,φ (B.1)
σθ,φ = cos(θ)σZ + cos(φ) sin(θ)σX + sin(φ) sin(θ)σY . (B.2)
In the Bloch sphere picture, the state |φ〉 is rotated by an angle ω around an axis oriented at
angles θ and φ with respect to the Bloch sphere’s Cartesian axes (see fig. B.1 b). With the
above equations, the effects of experimental rotations by waveplates can be predicted. In our
experiments φ = 0, so the rotation axis is located in the equatorial plane2. Its angle θ with
respect to the σZ-axis is given by the experimental angular settings ϑ as θ = 2 ·ϑ. For example,
a λ/4-plate at ϑ = 45◦ has its rotation axis along the σX direction and all states on the Bloch
sphere are rotated by ω = 90◦. In the particular case shown in fig. B.1 b, the angle ω coincides
2 Generally, the waveplate’s ~no-~ne coordinate system is expressed as a superposition of the electric fields
coordinate system in the
{|H〉, |V 〉}-basis. Since the waveplate can only be rotated around the optical propagation
axis of the light, i.e. in its transverse plane, the coefficients in the superposition must be real numbers, so φ
!
= 0.
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with the angle φ. Using the following settings, computational basis states can be mapped to all
3 standard bases, i.e. to all poles of the Bloch sphere:
• λ/2-plate at ϑ = 45◦: |H〉 ↔ |V 〉, Upiθ=pi/2,0 = σZ =
1 0
0 −1
,
• λ/2-plate at ϑ = 22.5◦: |H〉 ↔ |+〉, |V 〉 ↔ |−〉, Upiθ=pi/4,0 = 1√2 (σX + σZ) =
1√
2
1 1
1 −1

• λ/4-plate at ϑ = 45◦: |H〉 ↔ |R〉, |V 〉 ↔ |L〉, Upi/2θ=pi/2,0 = 1√2 (i · 1 + σX) =
−i√
2
1 i
i 1
.
To prepare a polarisation state |φ〉, we use an arrangement of optics consisting of a PBS, for
initial state preparation in |H〉, followed by a λ/2- and a λ/4-plate as a polarisation preparation
set-up. Therewith, any arbitrary polarisation state can be generated, particularly the 6 pole
states B =
{|H〉, |V 〉, |+〉, |−〉, |R〉, |L〉}. Reversing the optics allows mapping of any state |φ〉
onto the computational basis. In fact, it allows to measure any observable 〈σθ,φ〉 of state |φ〉.
Detecting the fraction of the signal at each output port of the PBS with respect to the input
yields the probability of observing each eigenvalue of the observable σθ,φ. This is expressed by
the projector P±θ,φ = |φθ,φ〉〈φθ,φ| = 12
(
1± σθ,φ
)
, where ± denotes transmittance of either one of
the eigenstates of σθ,φ through the PBS. Notably, |φθ,φ〉 is the state on the Bloch sphere that
would be produced by going through the analyser backwards3. With the above stated waveplate
settings, a qubit’s projection onto each of the 3 Bloch sphere coordinate axes can be analysed.
3 Going through the analyser backwards means, in a Gedankenexperiment, the analyser is used as a polarisation
preparation stage, which produces |φθ,φ〉 from an |H〉 -polarised input state. Here the |H〉 -polarisation would first
be transmitted through the PBS and then rotated by the λ/2- and λ/4- plate onto |φθ,φ〉. The waveplate settings
applied in this case will correspond to the required angles for mapping the incoming state |φθ,φ〉 onto |H〉, when
using the system as a polarisation analyser in the actual experiment.
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Density matrix So far qubits have been expressed as pure states |φ〉. Since we aim to study
their storage in a memory, any shortcomings in the storage process will degrade the polarisation
information by introducing statistical mixtures between polarisation states. For this reason, we
need to describe |φ〉 by its density matrix
ρ = |φ〉〈φ| = |aH |2|H〉〈H|+ aHa∗V |H〉〈V |+ aV a∗H |V 〉〈H|+ |aV |2|V 〉〈V | =
 |aH |
2 aHa
∗
V
aV a
∗
H |aV |2
 .
Its diagonal terms are the state populations, i.e., the probabilities of observing φ in either one
of the basis states. Since these must sum to unity the process matrix must have Tr(ρ) = 1.
The population probabilities also cannot be negative, for which reason ρ has to be positive
semi-definite, i.e., its eigenvalues must be positive real numbers. The off-diagonal elements are
called coherences. They describe interference effects between the populated states which can
appear when they are superimposed. Reducing the coherences will result in the state becoming
increasingly mixed. This is illustrated by the following example, where decoherence reduces a
diagonal state to white noise:
ρ+ = |+〉〈+| = 1
1
1 1
1 1
 coh→0−−−−→ 12
1 0
0 1
 = 12 |H〉〈H|+ 12 |V 〉〈V | = 12ρH + 12ρV . (B.3)
A mixed state ρmix is thus separable into a sum of different states ρi, each observable with
probability pi, such that ρi =
∑
i
piρi. Expectation values of operators O are given by 〈Oρ〉 =
〈OρO†〉 = Tr(Oρ).
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B.1.2 State tomography
Since the density matrix describes the polarisation qubit it also represents a state on the Bloch
sphere. Simultaneously, the density matrix is also an operator, whose form for a single qubit is
a 2 × 2-matrix, irrespective of the chosen basis. Consequently, it can be expressed as a linear
combination of the Pauli-matrices, just as the unitary transformations Uωθ,φ:
ρ =
1
2
1 + ~r · ~σ = 1
2
1 + rXσX + rY σY + rZσZ =

1
2 + rZ rX − i · rY
rX + i · rY 12 − rZ
 (B.4)
Here ~r is the Bloch vector [4], whose entries are the projections of the density matrix onto the
coordinate axes of the Bloch sphere. Eq. B.4 is the mathematical counterpart to fig. B.1,
illustrating that the state of a single qubit is completely defined by knowing ~r. Measurements
of the expectation values for each Pauli-matrix 〈σi〉 = Tr(σiρ) yields the respective component4
ri. Thus, measuring the projectors on all three axes (∀i ∈ {X,Y, Z}), on multiple copies of the
polarisation qubit, allows direct reconstruction of its density matrix ρ. This is called quantum
state tomography (QST). Notably, density matrices cannot be determined with a single-shot
measurement, since the non-zero commutation relation [4]
[
σi, σj
]
= i·i,j,k ·σk prevents accurate,
simultaneous recording of all terms in eq. B.4. We will see below, that QST is an integral part
of QPT. In fact, QPT characterises a quantum system by performing state tomography on the
system’s output for a set of input states, which form a complete basis set. Since density matrix
reconstruction for QST is simpler to understand, we will briefly outline the algorithm we use to
4 Written as projectors onto the Cartesian coordinate system in the Bloch sphere, these are:
rX = 〈σX〉 = Tr(σXρ) = 〈+|ρ|+〉 − 〈−|ρ|−〉
rY = 〈σY 〉 = Tr(σY ρ) = 〈R|ρ|R〉 − 〈L|ρ|L〉
rZ = 〈σZ〉 = Tr(σZρ) = 〈H|ρ|H〉 − 〈V |ρ|V 〉 (B.5)
(B.6)
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obtain the state ρ from the experimental data. Extending this concept will then enable to find
the process matrix χ (see appendix B.1.3).
From counts to projectors The expectation values 〈σi〉 are determined by projective mea-
surements P±θ,φ with the polarisation analysis set-up, using waveplate settings θ, φ to project
onto all basis states in B. The resulting eigenvalue of 〈σθ,φ〉 can either be ±1. Experimentally,
each analysis setting leads to a count rate cθ,φ on a detector at the output of the polarisation
analysis set-up. When used to observe actual single photon states, one records the number of
detection events cθ,φ per measurement time ∆tmeas. For our bright coherent state signals, the
detected pulse intensity on the Menlo PD is the equivalent to this count rate. The intensity is
proportional to the integrated pulse areas Aθ,φ := A
x,y
k,t of the scope traces, where we momen-
tarily drop the indices k and t for the measurement setting and the time bin5. Assigning with
+ and − the results that correspond to either eigenvalue of 〈σθ,φ〉, i.e. the expectation value
when applying the respective projector P±θ,φ to the output state ρ to measure along an axis at
i = {X,Y, Z} in the Bloch sphere (under the respective andlges {θ, φ}, we obtain the probability
for either eigenvalue6 p±i = 〈P±i 〉 = Tr
(
P±i ρ
)
≈ A
±
i
A+i +A
−
i
and ri = 〈σi〉 = (+1) · p+i + (−1) · p−i .
Assuming a constant photon flux, i.e., A+i +A
−
i = const.∀i, ~r can be determined with only the
four settings [4,258,261] B1 =
{|H〉, |V 〉, |+〉, |R〉}, since A−{X,Y } = (A+Z +A−Z) − A+{X,Y }. How-
ever this assumption is not good here, due to experimental instabilities causing count rate
drifts during the measurement sequence (see section 3.3). For this reason, the full, over-
complete measurement set [85,212] B is used. With the over-complete set, we can additionally
set 〈1〉 = ∑
i
1
3
(
A+i +A
−
i
)
.
5 Indices x and y corresponds to the settings of the polarisation preparation and analysis stages, respectively,
as defined in section 3.2.
6 The experimentally determined values for p are frequencies of occurrence for a specific measurement outcome.
They are only estimates of the actual probability one would obtain for projection of ρ. In the limit of infinite
measurement time and under absence of measurement errors, both values would be identical.
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Maximum likelihood reconstruction The direct reconstruction for ρ described thus far
is still sensitive to experimental uncertainties from fluctuations and drifts in A±i between mea-
surements on different polarisation settings. This can lead to density matrices ρ, which are not
necessarily positive and therefore unphysical. A remedy is to fit a theory prediction for the
projection probabilities p±i = 〈P±i 〉 = Tr
(
P±i ρth
)
, obtained by assuming a density matrix ρth, to
the actually observed probabilities p±i . The optimisation for ρth runs over the set of all physical
density matrices. This means, we look for the physical density matrix that describes the ob-
served data the closest. For this purpose a maximum likelihood algorithm [262] is used, built on
the assumption of normally distributed datapoints A±i with a standard deviation
7 σAi =
√
A±i .
The algorithm first calculates a set of count rates A±i = Atoti · p±i , which one would expect to
observe with the assumed density matrix ρth. Here, A
tot
i = A
+
i + A
−
i represents the total num-
ber of counts for each analysis basis σi. These are combined to a likelihood function
[135,262] L,
describing the probability that the predicted count rates A±i correspond to the measured rates
A±i :
L(p|ρth) ∼ Π
i,j
exp
−
(
Aji −Aji
)2
2
(√
Aji
)2
 = Πi,j exp
−Atoti
(
pji − pji
)2
2pji
, (B.7)
with i ∈ {1, X, Y, Z}, j ∈ {+,−}. The algorithm maximises this likelihood function. To
start the optimisation process, an initial guess value for ρth is required, for which the density
matrix, obtained by direct reconstruction, is used [263]. In this case its potential unphysicality
is irrelevant, because it is only used as a starting point. To allow for efficient reconstruction,
the applied numerical algorithm [135,263] employs convex8 optimisation [264] with semi-definite
programming [265], where the constraints imposed on to the maximisation function are the three
7 The Poissonian error assumption arises from the origins of the code used here. Since the algorithm was
originally designed for single photon measurements, it assumes Poissonian counting statistics.
8 Note L ∼ exp (x) is a convex function since d2
dx2
L = const. > 0.
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physicality requirements [4] for density matrices ρ (see appendix B.1.1 above). The algorithm
has been developed by Nathan Langford [4,261,266,267], who thankfully made it available for the
analysis of our data. It has not been modified during the course of this work, for which reason
further details are left to the listed references.
Purity White noise states, i.e., absolutely mixed states, such as eq. B.3, have ~r = 0 and are
positioned at the origin of the Bloch spehere9, while pure states lie on the surface of the Bloch
sphere. Consequently, the distance between the sphere’s origin and surface is a measure for the
purity of a state. Mathematically, the purity is defined as P = Tr(ρ2), whereby P = 1 for pure
states and P = 1d for white noise, where d is the dimensionality of the system (d = 2 for the
example in eq. B.3). Accordingly, every physical density matrix has Tr(ρ2) ∈
[
1
d , 1
]
.
Fidelity Another benchmark for a quantum state is the fidelity, which is a distance mea-
sure [268] for determining how far a quantum state |φ〉 is away from a target state |ψ〉 within the
same underlying Hilbert space. The definition of fidelity is very simple and instructive in the case
of pure states. Here it just corresponds to the projection onto the target state, i.e., F = |〈φ|ψ〉|2.
For mixed states with density matrices ρφ and ρψ, the expression becomes more complicated.
It can be shown [268,269] that the fidelity is generally given by [270] F =
(
Tr
(√√
ρφρψ
√
ρφ
))2
.
The fidelity is bounded by 0 ≤ F ≤ 1, with F = 1, if both states are identical.
In order to operate in the quantum regime, a memory must preserve the input signal. The fi-
delity between input and read-out must overcome [141] FB = 2/3. Importantly, this boundary is
only valid for single qubits in a Fock state, stored in a noise-free memory, with unity efficiency.
As far as real-world systems are concerned, both of these assumptions do not hold and the
boundary fidelity needs to be modified [70]. Appendix B.4 discusses the relevant modifications
9 This can readily be seen for the state ρmix =
1
2
(ρH + ρV ) in eq. B.3, where ρH = |H〉〈H| and ρV = |V 〉〈V |.
Here, 〈σX〉 = 〈σY 〉 = 0 because ρmix has no off diagonal elements; 〈σZ〉 = 0 since both diagonal elements are 1.
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and establishes FB for the dual-rail Raman memory under the presence of noise. In section 3.5
below, we will utilise these updated bounds to test our memory’s performance and to derive the
noise level required for faithful operation in the quantum regime.
B.1.3 Quantum process tomography (QPT)
QPT describes the operation of a quantum system, e.g. the memory, as a linear map E of an
input state ρin onto an output state ρout, so ρin
E→ ρout. This type of black-box approach is
a method to treat open quantum systems, where a principal system, comprising the signal of
interest ρsig, interacts with an environment ρenv, whose state changes are ignored. Including the
environment results in a closed system, within which the process is represented by a unitary
transformation10 U , operating on the state ρ = ρin ⊗ ρenv in the combined Hilbert space of
both systems. Subsequent restriction to observations on the principle system will result in
an open quantum system, i.e., all states of the environment are traced out of the combined
system’s output state after the unitary process dynamics. In our case, ρin corresponds to the
polarisation state of the input signal, while the memory medium and control represent the
environment. Using this black-box mapping formalism is an ex-post description of the storage
process, neglecting time dynamics of the Raman interaction. Storage and read-out in each
time-bin are consequently treated as unrelated events, resulting from independent processes
acting on the input signal ρin. So, effects measured on the transmitted signal cannot be used to
infer any properties of the retrieved signal. The same applies between the read-out time bins.
Consequently, the map E is determined separately for all time bins t. Assuming an orthonormal
basis
{|ek〉} for the environment, which is initially prepared in ρenv = |e0〉〈e0|, the process can
10 Since no information leaves the combined system, the effects of the process can be considered as state
rotations between the principal system and the environment. These are reversible, for which reason the process
is unitary.
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be written as
ρout = E(ρin) = Trenv
(
U (ρin ⊗ ρenv)U †
)
=
∑
k
〈ek|U (ρin ⊗ ρenv)U †|ek〉
=
∑
k
EkρinE†k =
∑
k
pkEk (ρin) , (B.8)
where the resulting operation elements Ek, acting on the principal system, are given by Ek =
〈ek|U |e0〉. Ignoring the environment leads to a mixed output state ρout, even for a pure input
state, because each operation Ek occurs with probability pk = Trsys
(
EkρinE†k
)
. Eq. B.8 is
referred to as the operator sum representation or Kraus representation [271]. If no signal infor-
mation is lost, the process is trace preserving with Trsys (ρout) = 1, i.e., all probabilities sum to
one with
∑
k
p(k) = 1 and the set of operators is complete such that
∑
k
E†kEk = 1. In our case,
the process is not necessarily trace preserving, because individual photons can be lost from the
coherent state input signal. This can, e.g., be due to resonant absorption by the Cs atoms or
just by residual signal leakage into the control spatial modes on the output PBD. Assigning
N = | {Ek} |, there can generally be up to 1 ≤ N ≤ d2 operation elements in total for an input
signal of dimensionality d, leading to N Kraus operators11. For a single qubit, there are thus
four linearly independent Ek, each of which is a 2× 2 matrix.
Measurement Similar to state tomography, there is unitary freedom [268] in the choice for a
basis representation of the operators Ek. So they can be expressed in terms of the Pauli-matrices
{σi}, i.e., Ek =
∑
i
µk,iσi. In the resulting operator sum representation
E (ρin) =
∑
k,k′
∑
i
µk,iµ
∗
i,k′σkρinσ
†
k′ =
∑
k,k′
χk,k′ · σkρinσk′
11 Since the dimensionality d of the principle system’s Hilbert space is the same before and after the interaction,
there can at most be d linearly independent projectors for each one of the basis states in the principle system’s
Hilbert space onto another basis state. In tracing out all environment dimensions, each summand in eq. B.8
corresponds to one such projection, for which reason there are at most d2 summands and operators Ek.
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we are now left with the process matrix χ, whose elements represent the probability pk for a
specific Bloch sphere rotation to occur on the input state. Since the rotations σk are defined,
knowledge of χ is sufficient to characterise the process completely. For any input state, we can
determine these probabilities by just performing polarisation analysis with the same settings B
used in QST. Moreover, the linearity of E allows to determine the map for any arbitrary input
state by knowing E for a linearly independent basis set of input states. Since we are investigating
single qubits, for which ρ is a 2× 2-matrix and hence in the span of {σi}, the polarisation states
in B are one such set. Therewith, the process map can be established using each pure polar
state of the Bloch sphere as a memory input signal.
In summary, single qubit QPT can be performed by sending in all Bloch sphere pole states and
analysing each of the respective outcomes with the basis settings B, which also correspond to
all Bloch sphere pole sates. These measurements suffice to determine χ and therewith E . In
other words, we perform state tomography on the output states ρout for all input states ρin ∈ B.
This amounts to a total sequence of 36 measurements, each yielding a pulse area A±k,k′ for input
polarisation state k ∈ B and analysis polarisation basis k′ ∈ B.
Notably, usage of the integrate pulse areas A±k,k′ without any normalisation to the Ti:Sa repe-
tition rate frep, i.e. the number of conducted experiments, effectively makes us conduct mea-
surements in post-selection. Post-selection means that experimental trials are considered only if
they have resulted in the registration of an output event; here the detection of a photon on the
Menlo PD. Experimental trials corresponding to signal photons which were lost, for instance,
due to memory loss or the finite transmission of the signal path between memory and detector,
are disregarded. If our experiment was a photon counting measurement, post-selection would
translate into the direct usage of the detected number of photons, without transforming these
into a detection rate through normalisation by the number of experimental trials (see chapter 5).
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For the bright coherent states used here, this is equivalent to usage of the integrated pulse areas
A±k,k′ .
In contrast to QST, data evaluation is not concerned about trying to determine the output state
ρout. The tomography rather aims to reconstruct the elements of χ which cause the observed
events A±k,k′ under input of a density matrix ρin,k. Notably, the process matrix must satisfy
similar physicality constrains as state density matrices. It must be Hermitian, positive and,
in case E is trace preserving, it must have unit trace12 Tr(χ) = 1. Direct reconstruction from
count rate data [257,268] can thus once again return unphysical process matrices. Similar to QST,
the directly reconstructed matrix serves instead as an initial guess for fitting a physical matrix
χ to the measured values A±k,k′ , using the same maximum likelihood approach as outlined for
QST in appendix B.1.2 above. Using the same notation, the theoretical expectation values are
given by Ak = Atotk · χk,k′ · 〈σkρinσk′〉, with the total measured pulse area Atotk = A+k + A−k and
k ∈ {X,Y, Z,1}. The important difference to QST is, that here the χk,k′ are the fit variables and
the expectation values 〈σkρinσk′〉 are constants, since the states ρin are known with certainty.
These quantities enter the maximum likelihood algorithm using the cost function L of eq. B.7.
Again the problem is solved by convex optimisation with semi-definite programming, where the
constraints are the physicality conditions of χ.
Process purity Thanks to their similarity to density matrices [268], the definitions of purity
and fidelity can be applied analogously [263] to process matrices χ. Here, the process purity
P = Tr{χ2} measures how much mixture the quantum process adds to an input state. A purity
of P = 1 means, that pure input states ρin = |φ〉〈φ| remain pure at the output. Conversely, for
12 E is basis invariant and χ Hermitian, so there is a basis in which χ is diagonal. Here each diagonal element,
i.e. each eigenvalue, corresponds to the probability of the process returning one of the eigenstates of χ as the
output. For this reason, χ must be positive. If no signal information is lost, i.e. E is trace preserving, there must
be a process output ρout for each trial of sending in an input. So the probabilities for different operations Ek must
sum to one and Tr(χ)
!
= 1.
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a purity of P = 1/2 the output of a process, operating on a single qubit, will be white noise,
irrespective whether the input state was pure.
Process fidelity The fidelity [263] F (χ, χ˜) =
(
Tr
(√√
χχ˜
√
χ
))2
is a distance measure be-
tween two processes. Analogously to the state fidelity, it describes to which degree a process χ
resembles a benchmark process χ˜. For the memory, negligible influence from the storage process
is desired. So optimal performance corresponds to a process matrix that is the identity, i.e.,
χ˜ = χideal = 1. Besides the storage itself, the propagation of light through the polarisation
interferometer can also result in a modification of the polarisation state. Interferometer trans-
mission may thus also be a non-ideal process. Hence, comparing the process matrix χscd for
setting scd, i.e. when the Raman interaction is turned on, with χsd, obtained for light transmit-
ted through the interferometer under setting sd, is representative for the quality of polarisation
storage. This gives the best performance one can obtain when turning on the memory. We
reconstruct both matrices from experimental data and express the memory process fidelity as
F =
(
Tr
(√√
χscdχsd
√
χscd
))2
.
Errors Propagating the errors in the observed pulse intensities ∆Ak,k′ through the tomo-
graphic reconstruction is already complicated for QST [258] and becomes prohibitively complex
for QPT. Stochastic error estimation using Monte-Carlo simulations of the reconstructed matri-
ces χ under variation of the experimental input parameters A±k,k′ on the other hand is reasonably
straight forward. Using the latter technique, we run the numerical algorithm 1000 times for each
tomography measurement by drawing the input parameters A±k,k′ to eq. B.7 from a normal dis-
tribution, whose mean and standard deviation are set to the experimentally measured average
pulse area A±k,k′ and error ∆A
±
k,k′ , respectively (see 3.2). From the resulting set of process ma-
trices, we calculate the distribution of fidelity values. Their respective standard deviation is
B.2 Shortcomings in experimental setup 282
used as error onto the process fidelities. Note that the value for F is obtained from reconstruc-
tion using the mean pulse areas Ak,k′ , which avoids small deviations from the finite number of
Monte-Carlo samples.
B.2 Shortcomings in experimental setup
The experimental lay-out for the polarisation storage experiment differs from that used in chap-
ters 5 & 6. As polarisation storage was the first major experiment, conducted just after the
initial proof-of-principle demonstration of our Cs-based Raman memory, the experimental ap-
paratus naturally still suffered from insufficiencies that were resolved in the second generation
of Raman memory experiments, described in chapters 5 & 6. Most notably, the active beam
and frequency stabilisations of the Ti:Sa laser were not yet implemented. On the one hand,
this meant that the Ti:Sa frequency was drifting continuously; an effect which was magnified by
the temperature instability of the lab environment. On the other hand, also the beam pointing
of the Ti:Sa output changed, whenever the Ti:Sa frequency was modified. While the size of
these effects were not completely known yet when performing these experiments, the free-space
arrangement for the control meant that the overlap between signal and control drifted. Further-
more, the P.C. system had not been optimised yet, for which reason the spatial mode coming
out of the P.C. was distorted, due to having too large a beam diameter inside the crystal. While
the SMF-coupling of the signal cleaned up its mode and stabilised the signal’s beam path fur-
ther downstream, it reduced the mode overlap with the still distorted control. Unfortunately,
SMF-coupling the control was not possible due to the associated power loss, which would have
severely reduced the obtainable memory efficiencies. For budget reasons, at the time of con-
ducting the experiment, there was no possibility of getting the required active stabilisation. The
results were a measurement time, which was limited by system drifts and the requirement to
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completely realign the entire experimental apparatus on a daily basis.
B.3 Pockels cell alignment
The P.C. setup during the polarisation storage experiment differs from the system employed
in chapters 5 and 6. At the time when performing the former experiment, the P.C. had not
yet been characterised thoroughly, but was just taken over from the initial proof-of-principle
demonstration of the Raman memory [34,52]. As it turned out later on, there existed unnoticed
inefficiencies, which were corrected only when the experiment was rebuilt during a laboratory
move. In this section, we briefly describe the issues that were found with the initial P.C. setup.
It is intended for the benefit of someone, who plans to rebuild the experimental apparatus and
tries to avoid running into similar problems.
1. The P.C. was used in single pass, although it is designed only for λ/4 phase retardation.
Using the maximum available voltage of 5.2 kV, applied to the P.C. crystal, pulses could
only be picked with < 90 % efficiency. The remedy for this problem was to move to
the double pass configuration used in chapters 5 and 6. There the P.C. performs a λ/4
phase rotation upon every pass, which together with the pi-phase shift, picked up by
light reflected off a dielectric surface of higher refractive index, amounts to a 90◦ rotation
of linearly polarised input light. In this configuration, only the quarter-wave voltage of
∼ 3 kV needs to be applied across the P.C. crystal. Notably, when using such a double-pass
configuration in the same spatial mode, i.e. reflecting the beam path back into itself with
a mirror, all non-picked pulses are sent straight back into the Ti:Sa laser cavity. This
breaks up the mode locking. Both paths in the P.C. crystal must nevertheless be parallel.
For this reason the double-pass is implemented using a retro-reflecting prism instead of
a mirror, which introduces a constant displacement between the beams going in either
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direction. Also the beam divergence between both passes should be small, so the prism
needs to be placed closely behind the P.C. output face.
2. There was rotational misalignment between the P.C. crystal axes and the pair of crossed
polarisers surrounding the P.C. in single pass configuration. This means, the uniaxial P.C.
index ellipsoid was not aligned with respect to the coordinate system (|H〉-|V 〉 -system)
defined by the two polarisers. Without any voltage applied, the ellipsoid needs to lie
along the optical axis, i.e. the refractive index corresponds to the ordinary index no and
is rotationally symmetric in the transverse polarisation plane of the transmitted light.
Voltage application tilts the ellipsoid with respect to the optical axis, leading to a non-
circularly symmetric index profile in the transverse plane. As a result, one polarisation
component of the transmitted light sees the extraordinary index (direction ~ne) while the
orthogonal direction still experiences the ordinary index (direction ~no). To achieve pulse
picking, the ~ne-~no coordinate system must be rotated by 45
◦ with respect to the |H〉-
|V 〉system, such that a linearly polarised input state sees the maximum index contrast
between its two components polarised along ~ne and ~no, respectively. In practice, rotational
misalignment between both coordinate systems cannot be avoided, since the P.C. crystal
mount offers no rotational control. For this reason, λ/2 waveplates need to be inserted at
either end of the P.C., when it is used in single pass. The first plate rotates linear input
polarisation from the |H〉-|V 〉system into the appropriate orientation in the ~ne-~no system,
whereby the second plate reverses the rotation. In double pass, only one λ/2 waveplate is
required behind the input polariser (see fig. 5.1).
3. The original P.C. arrangement suffered from too large a beam diameter when going through
the crystal. It used the Ti:Sa output mode (beam waist w0 ≈ 1 mm, M2 ≈ 1.1) directly,
i.e. without any telescopes, in combination with a P.C. crystal of a 1/2 ” diameter. Having
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large beam diameters in the P.C. crystal bears the problem, that electric field inhomo-
geneities distort the spatial mode profile of the picked pulses. This can be avoided the
closer the input beam’s confocal parameter b =
2piw20
λ , with the light’s wavelength λ, equals
the P.C. crystal length LPC. Since LPC is small, on the order of 2 cm, exact matching
b = LPC would require a beam waist ∼ 50µm, resulting in too much beam divergence in
front and behind the P.C. crystal. The strong divergence would, for instance, significantly
degrade the polarisation extinction ratios obtained by the polarisers. Hence a compro-
mise needs to be found between good spatial mode quality and polarisation extinction.
When moving to the double-passed arrangement in chapters 5 and 6, we simplified these
requirements by using a P.C. cell with a larger aperture of 1”.
4. To provide good polarisation extinction, the experiment contained Glen-Laser polarisers.
These separate orthogonal polarisations by multi-pass Brewster reflection between glass-air
interfaces. To this end they contain two prisms with an air gap in between. While enabling
40 dB intensity extinction of the undesired polarisation component, Fresnel reflection limits
their transmission to TGL ≈ 88 %, which is an undesirable loss in control pulse energy for
the Raman memory. Such losses can be avoided when using polarising beam displacers
(PBD), which have comparable extinction ratios, instead of the Glen-laser polarisers. Since
it is non-trivial to build a double-pass P.C. setup with a PBD, a simple PBS is used to
separate picked from non-picked pulses. Picked pulses are subsequently polarisation filtered
using the PBD positioned in the reflected arm of the PBS.
5. The crystal had a wrong anti-reflection (AR) coating for 1064 nm, which must have gone
unnoticed in previous experiments. When this was realised during a characterisation
measurement, following the polarisation storage experiment, the P.C. crystal was replaced
by a version AR-coated for 852 nm.
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B.4 Fidelity boundaries
In the following, we will briefly describe how to calculate the boundary state fidelities FB that
have to be overcome in order to claim memory operation in the quantum regime. The arguments
presented here are a summary of published material [22,70,272], applied to the parameters of the
Raman memory. Additionally, we also discuss the fidelities one has to expect at the memory
output under consideration of the memory noise floor, introduced in chapters 5 and 6. From
this we can estimate the noise reduction required to show quantum storage of polarisation
information in the memory.
B.4.1 Boundary fidelities
The boundary fidelity FB is the state fidelity a qubit, retrieved from the quantum memory, must
at least posses in order to certify that this qubit could not have been prepared by a classical
memory. The classical memory follows the strategy of performing measurements on the input
qubit to firstly determine its state. Subsequently, it uses this knowledge to prepare a new qubit,
which it releases as the retrieved signal. Due to the no-cloning theorem [4], such a classical
measure and prepare strategy [139,140] is insufficient to reproduce a quantum state, for which
reason the state fidelity Fcl of the classically prepared state must be < 1. The largest value
for Fcl equals FB, since any state with higher fidelity can only be obtained from a quantum
memory. To demonstrate that a memory truly operates in the quantum regime, the fidelity of
the retrieved signal thus has to exceed FB.
Fock state fidelities For a single input qubit, a Fock state with Nin = 1, three projection
measurements are necessary to completely determine its state, one onto each Bloch sphere axis
(see appendix B.1.2). Yet only one measurement can be made, so only one component of the
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Bloch vector ~r can be determined with certainty. This component can be prepared with fidelity
F = 1. The other two components require guessing and will, on average, be prepared with the
fidelity of white noise, Fns = 1/2. Consequently, the whole cloned qubit will show a fidelity of
F = 2/3. In case Fock states with larger Nin are sent into the memory, a classical memory could
split up the state and perform simultaneous measurements on individual qubits. Thereby it can
retrieve more information about the state and prepare a better clone in the output. Hence the
boundary fidelity increases to [141] FB = FFock = Nin+1Nin+2 .
Coherent state fidelities [22,70,272] Contrary to Fock states, coherent states have a distri-
bution P (µ, n) = exp {−µ}µ
n
n! of the probability to observe a photon number n around a mean
photon number µ, whose variance is µ. If coherent states are used instead of Fock states for
testing a memory’s performance, a classical memory could obtain additional information about
the input state. This added information comes from times, when the coherent state input signal
is found to contain more photons n than its mean µ, which is interpreted as a Fock state of
input photon number Nin = n. As a result, the classically reproduced fidelity needs to take into
account the probabilities of obtaining all different values of n in a coherent state. This is done
by averaging over all Fock state fidelities FFock(n), weighing them by the probabilities P (µ, n) to
observe the respective photon number n. We only look at post-selected fidelities, i.e., fidelities
of states for which an actual photon detection event has occurred. The total probability of
observing a photon is thus 1− P (µ, 0) and we obtain a classical boundary fidelity of
FB = Fcoh =
∑
n≥1
FFock · P (µ, n)
1− P (µ, 0) =
∑
n≥1
n+ 1
n+ 2
· P (µ, n)
1− P (µ, 0) .
The fidelity bound now depends on the strength of the coherent state µ and converges towards
FB = 1 for states with O(µ) ∼ 100. Its dependence on µ is illustrated by the grey line in
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fig. 3.9 a of section 3.5.
Imperfect memory efficiency If an input signal with a photon number distribution of non-
zero variance, such as coherent states, is sent into the memory, there is additional leeway for
classical state reproduction. For an observed memory efficiency of ηmem < 1, a classical memory,
which can be assumed to have an internal efficiency of ηclass = 1, does not have to release an
output signal upon every retrieval trigger. An output only has to be generated on average
with a probability of Pout = ηmem(1 − P (µ, 0)), for which reason the classical memory can, in
principle, wait and observe the remaining proportion of (1 − ηmem)(1 − P (µ, 0)) storage trials.
This means the classical memory has additional trials available. It can use these trials to
selectively pick signals which have a high photon number. From these, it can gain additional
information by following the above described methodology that led to Fcoh. Assuming coherent
state signals of mean photon number µ, a classical output is thus generated from all inputs with
a photon number above a threshold nmin, i.e., the memory releases an output with probability
Pout =
∑
n≥nmin+1
P (µ, n). Since the output probability of the classical system must mimic that of
a quantum memory operating at ηmem, the minimum photon number is bound by the quantum
memory’s retrieval probability and nmin is found as
nmin = min.
({n˜}) : ∑
n≥n˜
P (µ, n) ≤ ηmem
(
1− P (µ, 0)) (B.9)
Any memory only retrieves photons when there is an input, i.e.
(
1− P (µ, 0)) > 0. So there
is always a solution with the minimum threshold min (nmin) = 0, in which case no additional
information would be gained and the fidelity bound would equal Fcoh. For stronger input signals,
nmin increases. However, photon numbers are discrete, so the above equation can me made
smaller than Pout = ηmem
(
1− P (µ, 0)), but not necessarily equal. To achieve exact equality
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in eq. B.9 for values of ηmem for which no nmin can be found, the classical memory also has
to produce outputs at input photon numbers of nmin or below some of the time. This adds an
additional probability [70] γ = αP (µ, nmin) to
∑
n>nmin
P (µ, n). It is a fraction of the probability
P (µ, nmin) for input photons at nmin, such that both sides of eq. B.9 are matched up. The size
of this ”fudge” factor is thus determined by:
γ+
∑
n≥nmin+1
P (µ, n) = ηmin
(
1− P (µ, 0))⇐⇒ γ = ηmem (1− P (µ, 0))− ∑
n≥nmin+1
P (µ, n) (B.10)
As before, with both numbers nmin and γ determined, the classical memory will be able to
reproduce input states with a fidelity given by FFock(n) for each respective photon number n in
the input coherent state, with appropriate weights for each photon number n ≥ nmin. We thus
obtain a boundary fidelity of:
FB = Fimp =
nmin+1
nmin+2
γ +
∑
n≥nmin+1
n+1
n+2P (µ, n)
γ +
∑
n≥nmin+1
P (µ, n)
. (B.11)
The functional behaviour of Fimp is shown in fig. 3.9 a by dashed lines for memory efficiencies
ηmem of η
coh
1 mem = 29 % (blue) and η
coh
2 mem = 5 % (red), as experimentally obtained for our single
mode and dual-rail Raman memory. Similar to Fcoh, the fidelity boundary converges against
FB = 1 for large coherent state inputs with O(µ) ∼ 100. However, its convergence against
FB = 2/3 is a lot slower, due to the additional information the classical memory can obtain by
waiting for the occasional larger input photon numbers. Since lower efficiency ηmem allows for
longer waiting times, the fidelity bound increases as ηmem decreases.
In a real-world system, the memory output signal is also transmitted through additional optics
prior to any detection (see figs. 3.2 & 5.1), whose finite transmission Tsig < 1 adds photon loss.
Additionally, photon detection is also inefficient with efficiencies ηdet < 1. In a conservative
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scenario, these additional components could be attributes of the memory system. Moreover,
a classical memory could be assumed, which does not suffer from both loss mechanisms. The
classical memory could, for instance, optically detect the input states and generate appropriate
electronic output pulses, which feed directly into the electronic detection systems, rather than
synthesising output photons for subsequent detection on a photodiode. Such a classical memory
would be able to use any additional reduction in signal count rates to increase waiting times
and therewith the probability of receiving input states with higher photon numbers. In this
case the memory efficiency ηmem in eqs. B.9 and B.10 will be reduced to the total efficiency
ηtot = ηdet · Tsig · ηmem  ηmem, increasing Fimp even further. Fig. 3.9 a displays the updated
fidelity curves (dotted lines) for ηcoh1 mem and η
coh
2 mem, using the parameters of Tsig = 0.1 and
ηdet = 0.5 obtained for single photon storage in a single mode memory (see chapter 5). Already
at the sub single photon level, with µ ≤ 1, these parameters result in a noticeable increase for
the boundary FB for the output state.
Notably, no advantage can be obtained from waiting for Fock state input signals, since these
always have the same photon number Nin with zero variance. Heralded single photons from
SPDC, whose g(2) values are sufficiently small, such that higher order terms can be ignored,
fall into this category. Post-selection eliminates any vacuum components from an imperfect
heralding efficiency
(
ηher < 100 %
)
. Single photons from our source, prepared with a heralding
efficiency of ηher = 22 % and g
(2) = 0.016, can hence be regarded as Fock state inputs with
FB = FFock = 2/3 boundary fidelity (see chapters 4 & 5).
B.4.2 Effect from noise
As discussed in chapters 5 & 6, the memory has a non-zero noise floor. At the single photon
level, where the number of noise photons is not negligible compared to the number of signal
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photons, the noise admixture into the retrieved signal has to be taken into account. We assume
the noise to be in a completely mixed state with a density matrix of white noise ρwn, with fidelity
Fns = 1/2. It will hence reduce the obtained fidelities at the single photon level. Following the
argument of section 3.5, the signal fraction at the single photon level is furthermore assumed
to possess the same fidelity of Fsig ≈ 0.9 as for bright coherent state pulses, whose fidelities
are also assumed to be independent of the input photon number Nin. The mixing mechanism
between this signal and the noise depends on the memory configuration in terms of the number
of spatial modes in the memory and, therewith, the control field pulse energy. For polarisation
storage with the dual-memory configuration (see section 3.1), both memories can contribute to
the noise floor. If a single mode configuration is sufficient [273–277], e.g. for investigating the
signal’s Wigner function or its photon number distribution, the signal to noise ratio (SNR) of
the memory can be used to obtain F for the noisy output. For both cases, we consider a constant
noise floor of Noutnoise = 0.15 γ/pulse as obtained during heralded single photon storage in our
system (see chapter 5).
In chapter 6 we show that signal and control have the same dependance on the control pulse
energy. Hence we can expect the SNR for a single mode memory with ηcoh1 mem = 29 % efficiency to
also approximate that of each memory in the dual-rail configuration. The efficiency reduction to
ηcoh2 mem = 5 %, through splitting of the control pulse energy, will also reduce the FWM noise. To
obtain a worst case scenario, we also investigate the dual-rail configuration with 5 % efficiency
but with unmodified noise floor at Noutnoise = 0.15 γ/pulse. Since mode mismatch reduces the
memory efficiency for heralded single photons from SPDC to ηSPDC1 mem = 21 % (see section 5.3),
this lower value is used for fidelity calculations.
For coherent state input, the number of input photonsNin is given by the average photon number
µ. Using heralded single photons, Nin equals the heralding efficiency ηher = 0.22 γ/pulse (see
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chapter 4).
Single-mode memory configuration If the output signal of only one memory is observed,
the signal-to-noise ratio, with SNR=
Noutsig
Noutnoise
(see section 5.3.5) represents the respective proba-
bilities, with which signal or noise photons are detected in the output state. The mixed state
fidelity is given by [2]
F1 mem =
Noutsig Fsig +NoutnoiseFnoise
Noutsig +N
out
noise
=
ηmemN
in
sigFsig +NoutnoiseFnoise
ηmemN insig +N
out
noise
. (B.12)
The solid blue line in fig. 3.9 b shows the expected F1 mem for coherent states as a function of
µ with ηcoh1 mem = 29 % efficiency. Its counterpart for single photons, with η
SPDC
1 mem and Nin = ηher,
is given by the open pink circle. The best possible result can be achieved assuming a perfect
single photon source, which generates a heralded single photon upon every demand trigger, i.e.,
ηher = 1. Such an ideal system would give F1 mem, drawn by the filled purple symbols in fig. 3.9
b.
Dual-rail memory configuration [34] To obtain a signal output with two independent mem-
ories, photon storage has to happen in both memories simultaneously. We consider this process
to be successful, whenever no noise photon is generated by the memory, corresponding to a
probability of (1−Noutnoise)2. However not every such noise free trial actually leads to a retrieval
of a signal photon. These events only occur, when photons are sent into the system and are
successfully stored, which happens in ηmem ·Nin of all cases. Hence signal retrieval occurs with
a probability psig = ηmem ·Nin · (1−Noutnoise)2.
To obtain a probability for noise detection, we assume that only states with exactly one photon
are detected. While simplifying the expressions for the noise term, experimentally this would
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require photon number resolving detectors. The noise value is thus a lower bound, which means
the obtained fidelity values are the best possible numbers that can be expected. Noise output
occurs, whenever one of the memories does not store the signal photon, but emits a noise
photon instead. Since this can happen in either of the two memories, the probability for noise
detection is pnoise = 2N
out
noise
(
1−Noutnoise
)
(1− ηmem). Again averaging over both contributions to
the detected signal yields the expected fidelity [34]:
F2 mem =psig · Fsig + pnoise · Fnoise
=
ηmemNin · (1−Noutnoise)2Fsig + 2Noutnoise
(
1−Noutnoise
)
(1− ηmem)Fnoise
ηmemNin · (1−Noutnoise)2 + 2Noutnoise
(
1−Noutnoise
)
(1− ηmem)
(B.13)
Analogue to the single mode memory, the expected fidelities F2 mem are shown in fig. 3.9 b for
coherent states (red solid line) and for single photons from our SPDC source (purple symbols).
For both input signal types, the memory efficiency is reduced to ηmem = 5 %, while the noise
level remains at Noutnoise = 0.15 γ/pulse.
Required noise floor In both memory configurations the current noise level is too high to
unambiguously proof memory operation in the quantum regime. With eqs. B.12 and B.13, we
can however determine the size of the noise level required to obtain an expected fidelity that
equals the boundary fidelity FB for the respective input signals. Solving for Noutnoise yields:
• For the single mode configuration:
Noutnoise =
ηmem ·Nin ·
(Fsig −FB)
FB −Fnoise (B.14)
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• For the dual-rail configuration:
Noutnoise =
ηmem ·Nin ·
(FB −Fsig)
2FB(ηmem − 1) + 2Fnoise(1− ηmem) + ηmemNin(FB −Fsig) . (B.15)
Fig. 3.9 d displays these noise levels for coherent states by the blue line for the single mode
and the red line for the dual-rail memory. The levels for heralded single photons are again
displayed by circles for the former and by triangles for the latter memory configuration. Noise
floor levels below these values are mandatory to be able to expect any non-classical fidelities
from the memory.
Model validity By investigating the preservation of the signal’s photon statistics in chapter
5, we find that signal storage and noise generation are not two independent processes in the
Raman memory. For this reason, the linear addition of the noise fidelities in eqs. B.12 and
B.13 will, most likely, not accurately describe the system; in the same way as an independent
superposition of the photon statistics of signal and noise fails to describe the photon statistics
of the combined output (see section 5.4.3). To obtain a thorough prediction, one would have to
use the coherent model introduced in sections 5.4.3 and D.1 instead. Here, the output density
matrices ρ ∼ TrAS
(
S†out,2Sout,2
)
for the signal output mode (eq. D.6), traced over all states
in the anti-Stokes leg of the FWM noise, which are lost through filtration behind the memory,
needs to enter the fidelity operator F (ρout, ρin) (see appendix B.1.2). The input state would
be given by ρ ∼ TrAS
(
S†out,1Sout,1
)
(eq. D.3 in appendix D.1), whereby Sout,1 and Sout,2 are
the annihilation operators for the signal transmitted through the memory in the read-in time
bin and the retrieved signal from the memory in the first read-out time bin, respectively. The
independent treatment discussed here is thus only an approximation for the fidelities that can
be expected from the memory at single photon level.
Appendix C
Appendix: Single photon source in a
ppKTP waveguide
C.1 Spectral shaping by idler filtering
Here a brief description of spectrally multi-mode SPDC emission is provided. We first show,
how the description of the SPDC emission in section 4.2.4 can be extended to include multiple,
correlated spectral modes of the SPDC signal and idler photons. Thereafter, the effects of
heralding are introduced and we show, how filtering of the idler photon can be used to modify
the state of the HSP.
SPDC into multiple spectral modes Fig. 4.3 a - c show, that the SPDC emission can
span a frequency bandwidth of several GHz. To incorporate these spectral components into the
SPDC quantum state |ψSPDC〉 (eq. 4.5), it can be rewritten in terms of broadband creation
operators [278]. To this end, the JSA is first decomposed into a set of orthonormal eigenmodes{
hs(νs)
}
for the signal, and
{
gi(νi)
}
for the idler subsystem. This corresponds to a Schmidt
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decomposition [279], which is applicable because f(νs, νi) is a continuous function
1 of νs and νi. In
the Schmidt-mode basis
{
hs(νs), gi(νi)
}
, the JSA takes the form f(νs, νi) =
∑
j λj · gj(νi) · hj(νs),
where the Schmidt coefficients λj satisfy
∑
j λ
2
j = 1 and j runs over all Schmidt-mode combi-
nations between the signal and idler sub-systems. The sum expresses the correlation between
different eigenmodes of both sub-systems. Correlations are absent only for a pure single photons
state [202–204], for which the JSA reduces to a single term f = λ1 · g1(νi) · h1(νs). Here, the joint
spectral intensity (JSI), defined as i(νs, νi) = |f(νs, νi)|2, has the shape of a circle [203] in the
νs-νi space
2. We now introduce the aforementioned broadband mode operators as the set of all
frequencies, which are included in each Schmidt-mode, i.e.
Aˆ†j =
∫
dνigj(νi)aˆ
†
i and Bˆ
†
j =
∫
dνsgjx(νs)aˆ
†
s ,
whereby aˆ†i and aˆ
†
s are the creation operators for idler and signal photons (see eq. 4.5). Accord-
ingly, the JSA and the SPDC state reduce to:
f(νs, νi) =
∑
j
λjAˆ
†
jBˆ
†
j |0〉 ⇒ |ΨSPDC〉 = |0〉+
∑
j
λjAˆ
†
jBˆ
†
j |0〉. (C.1)
Heralding on spectrally multi-mode idler photons When heralding the presence of an
SPDC signal photon, APD DT detects the idler photon. Therewith it projects the SPDC
state onto a single photon3 in the idler arm |1〉〈1|. Since our APDs have a constant detec-
tion efficiency ηAPD over the spectral region of the SPDC photons, the projection operator
piAPD =
∫
νi
dνiηAPD|1, νi〉〈1, νi| considers all idler frequencies νi. Heralding on the direct output
1 In terms of the discretised maps shown in fig. 4.3, f(νs, νi) is a rectangular 2-D matrix in the νs ⊗ νi space,
which can be decomposed by singular-value decomposition (SVD).
2 As the phase-matching and pump maps in fig. 4.3 a & c show, this cannot be expected for the SPDC state
of our source.
3 In fact, the APD projects onto any photon number n ≥ 1, because it is not photon number resolving. This
is important for the g(2) of the HSPs, but not critical for the spectral shaping argument.
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state |ΨSPDC〉 of the ppKTP waveguide would consequently result in a marginalised signal state
of [73]
ρs =
1
N Tri
(
piAPD|ΨSPDC〉〈ΨSPDC|
)
=
ηAPD
N
∫ ∫
dνsdν
′
s
(∫ ∫
dνidν
′
if(νs, νi)f
∗(ν ′s, ν
′
i)
)
|νs〉〈ν ′s|
=
ηAPD
N
∫ ∫
dνsdν
′
si(νs, ν
′
s)|νs〉〈ν ′s|, (C.2)
where normalisation constant N is given by the probability of detecting an idler photon with
our inefficient APD. Eq. C.2 includes all possible frequencies νs in the overlap region of the
pump map α(νp) and the phase matching map Φ(νs, νi) in the marginal SPDC signal spectrum
i(νs, ν
′
s). Figs. 4.3 a & c show, that this region is lot wider than the Ti:Sa pulse bandwidth.
Narrowband idler filtering This frequency range can be reduced by frequency filtering the
idler photon [178]. For a completely monochromatic filter, transmitting only a single mode νi,
herald filtering would reduce the signal state into pure state [73,178], whose spectrum equals the 1-
D cut through the JSI map along the νs-dimension. If we consider Gaussian pulses with spectra
S(ν) = exp
{
− (ν−ν0)
σ2UV
}
for our system, the SPDC spectral bandwidth variance σ2s =
√
2 · σ2UV
would solely be determined by the pump variance σ2UV, since the pump map has a 45
◦ angle to
the νs-νi-coordinate axes (see fig. 4.3 c). Additionally, σ
2
UV = 2·σ2Ti:Sa, because SHG of the Ti:Sa
pulses convolves the Ti:Sa spectrum with itself. So the FWHM bandwidth ∆νs = 2
√
ln (2) · σs
of the marginal SPDC spectrum would be double the Ti:Sa pump ∆νs = 2∆νTi:Sa ∼ 2 GHz.
Idler filtering with a broadband filter stage In practice however, σUV ≤
√
2 · σTi:Sa
(see appendix A.2), and idler filtering selects more than one mode. To include this effect we
follow the argumentation presented by Braniczyk et. al. [178] for the heralded SPDC state with
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idler filtering. A broadband filter can be described by an intensity transmission function T (ν),
as discussed in section 4.3.3. Placing our broadband filter stage into the idler arm results in
the transmission of all idler photons, whose frequencies fall into the filter’s transmission line.
Everything else is reflected with a reflectivity of R(νi) = 1−T (νi). The effect of the filter is thus
equal to a beam-splitter interaction, transforming the idler photon’s creation operator according
to aˆ†(νi) → t(νi)cˆ†(νi) + r(νi)dˆ†(νi), with the electric field transmittance and reflectance of
t(νi) =
√
T (νi) · √ηAPD and r(νi) =
√(
1− T (νi)
) · ηAPD. In this definition, the sub-unity APD
detection efficiency has already been included, which is possible, because inefficient detection can
also be modelled by a beam-splitter transformation in the photon number basis [81]. Accordingly,
filtering selects only a subset of the idler Schmidt modes. This loss of modes is incorporated in
the broadband creation operator for idler photons by applying the above beam-splitter rotation
and substituting: Aˆ† → Tgk(νi)Cˆ†tgk(νi) + Rgk(νi)Dˆ
†
tgk(νi)
, with
Cˆ†tgk(νi) =
1
Tgk(νi)
∫
dνit(νi) · gk(νi)aˆ†i Tgk(νi) =
√∫
dνi|t(νi) · gk(νi)|2 and (C.3)
Dˆ†tgk(νi) =
1
Rgk(νi)
∫
dνir(νi) · gk(νi)aˆ†i Rgk(νi) =
√∫
dνi|r(νi) · gk(νi)|2 (C.4)
Here, the spectral modification is incorporated into the rotated creation operators Cˆ†tgk(νi) and
Dˆ†tgk(νi), whereby normalisation constant Tgk(νi) and Rgk(νi) represent the transmission and re-
flection of the Schmidt mode gk(νi).
Notably, the multiplication of the Schmidt modes with the filter transmittance in eq. C.3
corresponds to the multiplication of the JSA with the herald filter map in fig. 4.3 d. Because
the filter function t(ν) is not necessarily a Schmidt mode itself, it is not diagonal in the Schmidt
mode basis
{
gk(νi)
}
. In other words, filtering introduces a mixture between different idler modes,
which makes the functions tk(νi) = t(νi) · gk(νi) and rk(νi) = r(νi) · gk(νi) non-orthogonal. This
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can be fixed by another application of the Schmidt orthogonalisation to find an orthonormal
basis sets {φn} for the transmitted spectral modes
{
tk(νi)
}
and {ψm} for the reflected modes{
rk(νi)
}
. Accordingly, the broadband creation operators in eqs. C.3 & C.4 for transmitted and
reflected idler photons can be expressed as a linear combination of these basis functions:
Tgk(νi)Cˆ
†
tgk(νi)
|0〉 =
∑
n
uk,nCˆ
†
φn
|0〉 with uk,n =
∫
dνiφ
∗
n(νi)gk(νi)t(νi) (C.5)
Rgk(νi)Dˆ
†
tgk(νi)
|0〉 =
∑
m
vk,mDˆ
†
ψm
|0〉 with vk,m =
∫
dνiψ
∗
m(νi)gk(νi)t(νi). (C.6)
These result in a beam-splitter transformation of the original broadband creation operators Aˆ†gk
given by Aˆ†gk →
∑
l
uk,lCˆ
†
φl
+ vk,lDˆ
†
ψl
. Finally, the state vector for the SPDC photon pair after
idler filtering becomes
|ΨfiltSPDC〉 = |0〉+
∑
k
λk
(∫
dνit(νi) · gk(νi) + r(νi) · gk(νi)
)
aˆ†i Bˆ
†
k|0〉
= |0〉+
∑
k
λk
∑
l
uk,lCˆ
†
φl
+ vk,lDˆ
†
ψl
 Bˆ†k|0〉, (C.7)
where the first line explicitly shows the multiplication between the filter line and the idler
frequencies in the JSA.
Since ηAPD has been included in the transformation already, idler detection is now described by
the projection operator p˜iAPD =
∫
νi
dνi|1, νi〉〈1, νi|. The quantum state of the heralded SPDC
signal photons is again given by applying p˜i on |ΨfiltSPDC〉 and tracing over all idler modes. Notably,
when doing so, all reflected frequencies ∼ r(νi) · gk(νi) are traced out, since they cannot be
detected. This loss is already included in the definition of r(νi). It can be shown
[178], that the
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density matrix of the marginalised SPDC signal photons is now given by
ρfilts =
1
N˜ Tr
(
p˜i|ΨfiltSPDC〉〈ΨfiltSPDC|
)
=
1
N˜
∑
k,k′
λkλ
∗
k′
∑
l
uk,lu
∗
k′,l · |1i, hk〉〈1i, hk′ |
=
1
N˜
∑
k,k′
λkλ
∗
k′ · |1i, hk〉〈1i, hk′ |·√∫ dνi|t(νi) · gk(νi)|2 ·
√∫
dνi|r(νi) · gk(νi)|2
 〈1i, t · gk′ |1i, t · gk〉︸ ︷︷ ︸
Ss(νs)
, (C.8)
whereby |1i〉 and |1s〉 are states in the photon number basis, representing a single signal or idler
photon, and N˜ is again a normalisation constant to make ρfilts a physical density matrix, which
includes the detection probability of an idler photon. Eq. C.8 shows, how the selection of idler
modes by frequency filtering with a filter function T (νi) can be used to manipulate the marginal
spectrum Ss(νs) of the HSP.
Spectral purity The spectral purity of the heralded single photon state is given by
P = Tr(ρfilts )2 =
∑
k
λ2k =
1
K
, (C.9)
and results in the sum over all Schmidt coefficients λ2k. It is equal to the inverse of the Schmidt
number K. For a separable state, described by a single Schmidt mode, i.e. λ1 = 1 and λk>1 = 0,
we get a Schmidt coefficient K = 1 and perfect purity P = 1. With any higher number of
Schmidt modes, the SPDC state is spectrally entangled and the purity falls below 1.
Experimentally [200], the Schmidt decomposition can be obtained using the JSI map, shown in
fig. 4.3 e, represented by the matrix Fνs,νi that describes the discretised JSA f(νs, νi). Employing
a singular-value decomposition (SVD), a general JSA matrix can be written as Fνs,νi = G ·D ·H,
whereby the matrices G and H contain the discretised Schmidt modes for idler and signal in
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their rows and columns, respectively. The diagonal matrix D carries the Schmidt coefficients λk,
which need to be normalised such that
∑
k λ
2
k = 1. The purity of the state P = Tr
(∑
k
(λ2k)
)
is
determined by summing the diagonal elements of the square of D.
C.2 Nonlinear frequency conversion
C.2.1 Second-harmonic generation
When setting up an SPDC source, the first step is to operate the system with the inverse process
of SHG. Unlike spontaneous parametric fluorescence, requiring single photon counting, due to
its inherent weakness, the bright fields in SHG simplify system characterisation and alignment
considerably. Apart from day-to-day alignment, one important application for SHG is the iden-
tification of the appropriate waveguide channel to be used. Due to the waveguide geometry,
the wavevector of guided light shows a dependence on the exact spatial mode that is excited
in the waveguide [73,194], which influences its effective refractive index [192] and therewith the
phase-matching condition for frequency conversion (see section 4.2.3 and eq. 4.6). With the
refractive index geometry fixed, the temperature dependence [197] of ppKTP’s refractive indices
is used to cancel phase-mismatch (temperature critical phase-matching [253]). Experimentally,
the modification range of the chip’s temperature is limited, at the low end, by water condensa-
tion on the chip and, at the high end, by the power of the employed Peltier heater element (see
appendix C.5). We thus need to find the correct set of channels that allow for frequency con-
version within the temperature range T ∈ [8◦C, 55◦C]. Apart from good conversion efficiency,
the channel also has to enable single spatial mode operation (see section 4.5.1).
Unfortunately our present chip suffers from several scratches, running across parts of the waveg-
uide surface (see appendix C.5). Fig. 4.1 f shows one of these. Amongst the three poled
waveguide families, we thus choose channel set 3 (blue circles in fig. 4.1 b & d) , which is the
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least affected family. The temperature response for SHG in the first 4 of channels of family 3
is shown in fig. C.1 a. These guides have widths of w3.1 = 2µm, w3.2 = 3µm, w3.3 = 4µm,
w3.4 = 2µm, respectively.
The IR pump power, available inside the waveguide, depends on the waveguide coupling efficiency
ηIR (see also section 4.2.3), which is shown in fig. C.1 b. ηIR is reasonably similar for all channels
and also temperature independent, as expected for negligible thermal expansion of the channels.
Higher ηIR values for the 2µm wide guides result from simultaneous coupling into multiple
spatial modes (see appendix C.4.5).
To benchmark the conversion efficiency, it is desirable to use a definition for the SHG efficiency
ηSHG that is independent of the actual IR power coupled into the guide. To this end, we
set ηSHG =
P transSH
(P transIR )
2 . It is determined by measuring the non-converted IR and the generated
λSHG = 426 nm UV light behind the output coupling lens, for which we use the aspheric lens
shown in fig. 4.5 a to limit UV transmission loss.
The available temperature range is insufficient to phase-match the conversion in guides 3.3 and
3.4, so only channels 3.1 and 3.2 show sizeable ηSHG-values
4. These have their optimal phase-
matching temperatures at T 3.1opt = 9
◦C and T 3.2opt = 29.5◦C, respectively. Guide 3.2 displays about
twice the nonlinear conversion efficiency of guide 3.1 and better spatial mode quality, for which
reason we choose it for running the SPDC.
C.2.2 Spontaneous parametric down-conversion - temperature tuning
Pumping with UV pulses reverses up- to down-conversion. In order to phase-match SPDC,
the UV-pump pulses must be polarised along the ppKTP crystal’s y-axis, which translates into
4 Note that each waveguide family consists of 6 channels, whereby the first and the last 3 have increasing
widths of 2µm, 3µm and 4µm, respectively. The difference between both subsets is their poling period Λ. For
this reason, the 2µm-wide channel 3.1 phase-matches at T = 9◦C, while the same-sized channel 3.4 remains
unresponsive.
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Figure C.1: (a): SHG efficiency ηSHG as a function of temperature for the first 4 waveguides in
family 3. (b): Coupling efficiency for D-polarised IR pump pulses into the waveguide channels
shown in panel (a). (c): Temperature dependence of SPDC and single photon fluorescence
noise within a spectral range of (852 ± 10) nm generated in waveguide channel 3.2. Red points
represent the waveguide emission for H-polarised UV pump, with a Gauss-fit thereon denoted
by the solid red line. Blue points are the emission for V-polarised pump pulses, with their mean
as the blue solid line. (d): Single photon spectrum of the emission from waveguide 3.2. The
spectrum is cut-off by a low-pass filter at 532 nm.
H-polarisation in the laboratory frame and an electric field vector parallel to the waveguide
surface (see fig. 4.2 a). Besides the creation of SPDC pairs, the UV pump can also cause single
photon fluorescence in the near-IR regime. So despite filtering for wavelengths below 532 nm at
the waveguide output (see fig. 4.5 a), a broadband noise background can be expected around
the 852 nm SPDC emission [202,280]. This single photon fluorescence relates to grey-tracking
and originates from the formation of colour-centre in ppKTP [190]. We investigate the entire
single photon level emission spectrum of the waveguide by inserting its SPDC output into a
single photon spectrometer (Andor SR163 and DV420A). The observed count rate histogram,
presented in fig. C.1 d, displays the SPDC emission peak at 852 nm, which is surrounded by a
broadband background5, typical for waveguide SPDC sources [181]. With this broadband noise
background present, the SPDC signal clearly requires filtering. Most of the undesired noise is
5 Note, that SPDC collection has not been optimised for this measurement, so the ratios between the back-
ground intensity and the SPDC peak are not indicative for the signal-to-noise ratio of the SPDC process.
C.2 Nonlinear frequency conversion 304
eliminated placing several bandpass filters with 10 nm FWHM spectral transmission windows
into the output path (fig. 4.5 a).
To analyse the remaining signal we image the output mode of the waveguide on an EM-CCD
camera, as shown in fig. 4.5 b. As discussed section 4.5.1 of the main text, we image the
SPDC mode at the waveguide exit face. These are exemplarily shown in figs. 4.8 of the main
text and fig. C.2 below. Since the camera also records the number of counts each CCD-
pixel registers within a set integration time, one can effectively estimate the photon count
rate in the output by integrating over the imaged mode. By recording these mode images
for different chip temperatures, the temperature dependence of the SPDC’s phase-matching
condition can be measured6, whereby SPDC pair creation will seize upon moving the temperature
far enough away from T 3.2opt. Unlike SPDC, single photon fluorescence does not underly any
phase-matching restrictions and will consequently show no temperature dependence. When
inserting H-polarised UV light, SPDC and fluorescence occur simultaneously. Rotating the
pump polarisation to vertical however spoils the phase-matching and essentially turns off the
SPDC process7; a method we will refer to as frustrating the down-conversion. This firstly allows
to separate the noise background from the SPDC and also verifies, that the emission peak in the
single photon spectrum of fig. C.1 d is in fact SPDC. The temperature tuning measurements
for both pump polarisations are shown in fig. C.1 c. Clearly, V-polarised UV pulses (blue) only
result in an approximately constant background. Contrary, for the H-polarised pump, a clear
temperature dependence is observable, which resembles the central lobe of the expected sinc2-
functional form of critical phase-matching [253] (see eq. 4.4). Towards high temperatures, the
6 The same is not possible when coupling the waveguide output into SMF, as illustrated in fig. 4.5 a. Because
our waveguide chip is glued into its mount (see appendix C.5), temperature variation dislocates the waveguide
position, which results in alignment walk-off for SMF-coupling. Coupling of the pump into the waveguide is thus
re-optimised for every datapoint shown in fig. C.1 c.
7 Other, not phase-matched non-linear processes, such as type-I down-conversion, can potentially also con-
tribute to this background. Such contributions cannot be excluded concisely by subtracting 852 nm emission for
V-polarised pump from that obtained with H-polarised pump.
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count rate converges against the background level observed for V-polarised UV input. We can
thus conclude that the surplus over this background is indeed SPDC pair emission. Fitting it
with a Gaussian distribution8 (solid line) yields a FWHM temperature bandwidth of ∆TSPDC =
35.8 K. The broader width compare to ∆TSHG = 2.5 K for SHG results from the broader phase-
matching bandwidth of the SPDC process9(see section 4.2.4 of the main text).
C.3 Measurements of the heralded single photon spectrum
In addition to the characterisation measurement of the signal and idler filter stages in section
4.3.3 and the HSP spectrum in the section 4.6 of the main text, we provide here the summary of
the results for different filter stage arrangements and both pulse models, sech and Gauss pulses.
C.3.1 Filter measurements
In table C.1, we list the results for the measurements of the signal and idler frequency filter
stages, using configurations other than the 4 etalon idler filter and the 5 etalon signal case,
discussed in section 4.3.3 of the main text. We also consider Gaussian shaped pulses here,
whose pulse intensity spectrum is given by [211]:
S(ν,∆tg) = exp
(
−4pi2(∆tg)2(ν − ν0)2
)
, τ gTi:Sa = 2
√
ln (2)∆tg, ∆ν
g
Ti:Sa =
√
ln (2)
pi∆tg
, (C.10)
with a pulse duration parameter ∆tg = 414 ps (see appendix A.1).
8 A Gaussian distribution I = I0 · exp
(
−T−T
3.2
opt
σ2
)
is a good approximation [202] to the central lope of the
sinc2-function.
9 SHG is expected to have a FWHM phase-matching bandwidth of ∆λ ≈ 0.08 nm, which corresponds to
∆ν ≈ 34 GHz at 852 nm.
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Filter Etalon numbers Filter model Ti:Sa pulse ∆νfilt [GHz]
signal 2× 18 GHz, 2× 103 GHz Gauss Sech 1.06
signal 2× 18 GHz, 2× 103 GHz Gauss Gauss 1.10
signal 2× 18 GHz, 2× 103 GHz Ideal FP etalons - 0.59
signal 2× 18 GHz, 2× 103 GHz Real FP etalons - 0.83
idler 2× 18 GHz, 2× 103 GHz Gauss Sech 0.94
idler 2× 18 GHz, 2× 103 GHz Gauss Gauss 0.96
idler 2× 18 GHz, 2× 103 GHz Ideal FP etalons - 0.68
idler 2× 18 GHz, 2× 103 GHz Real FP etalons - 0.94
idler 1× 18 GHz, 2× 103 GHz Gauss Sech 1.01
idler 1× 18 GHz, 2× 103 GHz Gauss Gauss 1.04
idler 2× 18 GHz Gauss Sech 1.18
idler 2× 18 GHz Gauss Gauss 1.21
Table C.1: FWHM filter line widths ∆νfilt for signal and idler, obtained by direct measurement
under the assumption of sech and Gaussian Ti:Sa pulses. Additionally, the expected linewidths
for the etalon filter chains, considering perfect and imperfect etalons, are listed.
Idler filter The idler filtering is also conducted by firstly taking out one of the 18 GHz etalons.
In a second experiment, the 103 GHz etalons is by-passed10. The values for the fitted width
∆νidler are stated in table C.1 for all herald stage configurations and both pulse models.
C.3.2 Heralded single photon spectra for different idler filters
In addition to the measurements of the HSP spectrum, discussed in section 4.6 of the main text,
we present here the results for different idler filter stage configurations and also for Gaussian
shaped pulses. To this end, we conduct the experiment described in section 4.6 for a total of
three idler filter modifications, containing the following etalon sequences (note, the holographic
grating filter is always present in the filter stage):
1. Two 18 GHz etalons, two 103 GHz etalons
2. One 18 GHz etalon, two 103 GHz etalons
3. Two 18 GHz etalons
10 This will lead to an effective increase of false heralds, due to the additional resonances of the remaining
two 18 GHz etalons falling into the 100 GHz reflection band of the holographic grating filter. However, this is
unproblematic for the SPDC spectral measurements conducted here and in section 4.2.4.
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It is interesting to see, how ∆νHSP changes upon modifying the idler frequency filtering. As
outlined in section 4.2.4 of the main text and appendix C.1 above, for an infinitely narrow
herald filter and ideal SHG and SPDC processes, involving Gaussian pulses, we would expect11
∆νHSP = 2 · ∆νTi:Sa. Broader idler filters should increase ∆νHSP, as the selected part of the
pump function |α(νp)|2 in the JSI also increases. This enlarges the post-filtering JSI ellipse
(see fig. 4.3), stretching its projection onto the νs-axis, which is commensurate with a higher
∆νHSP-value.
Experimentally, we can see this effect, when taking either the one of the 18 GHz or the double-
passed 103 GHz etalon out of the idler filter stage. In both cases, ∆νidlfilt increases (see table C.1).
Correspondingly, also the HSP bandwidth increases, as expected. The measured values are
stated in table C.2. The data reproduces the general trend in the dependence on ∆νidlfilt, however
the absolute amounts by which ∆νmeasHSP is modified are not exactly linear with broadening ∆ν
idl
filt.
While increasing ∆νidlfilt from 0.9 GHz → 1 GHz broadens ∆νmeasHSP by ∼ 200 MHz, further ∆νidlfilt
broadening to 1.2 GHz only adds ∼ 200 MHz to ∆νmeasHSP , although ∼ 400 MHz would be expected
from the first iteration. Note however that our measurement technique has quite a limited
precision and is hence error sensitive, because it uses of a broadband signal to measure small
bandwidth changes in another broadband signal. Moreover, since experimentally determined
filter bandwidth are required for the deconvolution of eq. 4.18 any errors thereon multiply. It
is thus not unreasonable to assume that the variation in the heralded single photon bandwidth
lies within the precision of the measurement.
11 This follows from geometry, considering that the JSA of the unfiltered SPDC output is dominated by the
UV pump pulse map α(νs + νi), which forms a stripe under a 45
◦ angle in the νs-νi coordinate system (see fig.
4.3 and appendix C.1).
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Pulse model Data source ∆νHSP [GHz] Idler filter ∆ν
idl
filt [GHz]
Sech JSA 1.54 2× 18 GHz, 2× 103 GHz 0.94
Sech Meas. 1.69 2× 18 GHz, 2× 103 GHz 0.94
Sech Meas. 1.88 1× 18 GHz, 2× 103 GHz 1.01
Sech Meas. 2 2× 18 GHz 1.18
Gauss JSA 1.61 2× 18 GHz, 2× 103 GHz 0.96
Gauss Meas. 1.78 2× 18 GHz, 2× 103 GHz 0.96
Gauss Meas. 1.98 1× 18 GHz, 2× 103 GHz 1.04
Gauss Meas. 2.13 2× 18 GHz 1.21
Table C.2: Spectral bandwidth of the heralded SPDC signal photons for different idler filter
configurations. JSA refers to the expected FWHM bandwidth by marginalising the JSA (see
section 4.2.4)
C.4 Spatial modes in the waveguide
With the telescopes and the O40X input coupler objective shown in fig. 4.5 a, we achieve input
beam sizes for the IR and the UV pump pulses, that give good control over the waveguide mode
structure. Here, we investigate the modes structure for the 852 nm Ti:Sa radiation coupled into
the employed waveguide channel 3.2, the SH this IR-light generates, as well as the modes for
the 426 nm UV-pump transmitted through the guide. We also look at the H- and V-polarised
components of the SPDC modes, discussed in section 4.5.1 of the main text, and their coupling
into SMF. Furthermore, we present the SPDC mode structure for waveguide 3.1, which has a
smaller channel width of 2 µm.
The actually excited waveguide modes are analysed using the test set-up depicted in fig. 4.5 b.
The waveguide exit face is imaged onto the EM-CCD camera using the L40X microscope ob-
jective as output coupler and an fi = 200 mm focal length imaging lens. Observed modes on
the camera are consequently magnified by Mi ≈ 43.5 with respect their actual size inside the
waveguide. Thanks to the achromatic O40X objective, used as waveguide input coupler, col-
limated IR and UV pump beams can be coupled into the waveguide simultaneously with only
minor longitudinal objective repositioning. This makes it easy to approximate the correct UV
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coupling conditions for SPDC by running SHG first. Different modes can be excited by vertical
repositioning of the input coupler. Notably, the objective positioning that yields the highest
SPDC emission is commensurate to the best mode. However it does not correspond to the
position for greatest pump coupling efficiency. Fig. C.2 depicts the modes in guide 3.2, when
the input coupler position is optimised for coupling to the fundamental pump mode.
Horizontal position [µm]
Ve
rti
ca
l p
os
itio
n 
[µm
]
Transmitted IR pump D−pol.
−200 −100 0 100 200
−200
−150
−100
−50
0
50
100
150
200
Horizontal position [µm]
Ve
rti
ca
l p
os
itio
n 
[µm
]
Transmitted IR pump H−pol.
−200 −100 0 100 200
−200
−150
−100
−50
0
50
100
150
200
Horizontal position [µm]
Ve
rti
ca
l p
os
itio
n 
[µm
]
Transmitted IR pump V−pol.
−200 −100 0 100 200
−200
−150
−100
−50
0
50
100
150
200
Horizontal position [µm]
Ve
rti
ca
l p
os
itio
n 
[µm
]
Transmitted UV pump
−200 −100 0 100 200
−200
−150
−100
−50
0
50
100
150
200
Horizontal position [µm]
Ve
rti
ca
l p
os
itio
n 
[µm
] Produced SHG
−200 0 200
−200
−100
0
100
200
a) b) c) e)
d)
Figure C.2: Modes excited in the waveguide. (a) - (c): Modes for the IR pump, coupled into
the waveguide to produce SH, showing D-, H- and V-polarisation, respectively. (d): SH mode
produced by D-polarised IR pump, for which the SHG-process is phase-matched. (e): Mode of
the H-polarised UV pump, coupled into the waveguide for SPDC.
C.4.1 Spatial modes for IR radiation at 852 nm wavelength
Because type-II phase-matching is used, SHG requires D-polarised IR, such that one H- and one
V-polarised IR photon can convert to one H-polarised UV photon, yielding the inverse mode
triplet of SPDC [182,195]. The mode for D-polarisation is shown in fig. C.2 a, while fig. C.2 b & c
illustrate its decomposition into H- and V-polarised components, respectively. Most of the
intensity is located inside the lowest order mode, whose slight horizontal eccentricity contrasts
the small vertical eccentricity of the predicted mode (see fig. 4.2 c & e). A small fraction of
the IR is also guided in the first order mode, characterised by a 2nd intensity lobe further inside
the channel. Higher order mode components are located on opposite sides of the fundamental
mode for H- and V-polarisations. Since more light is coupled into the first order mode for the
H component (fig. C.2 b), the D-polarised mode is slightly asymmetric.
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However the intensity of these higher order mode contaminations is small, such that the gener-
ated SH (fig. C.2 d) occupies the fundamental mode12. As expected, the UV mode is highly
elliptical. It has approximately only half the size of its IR counterparts, which are smaller than
the simulated modes (see table 4.1).
To obtain the modes in fig. C.2 a - d the input coupler position was adjusted for the highest
quality SH mode. At this position, the IR coupling efficiency, η3.2IR =
P transIR
P inIR
, defined by the input
and transmitted IR intensities P inIR and P
trans
IR through the waveguide, yields η
3.2
IR (D) ≈ 27 % on
average. The SHG generation efficiency for these conditions is η3.2SHG(TCs = 29.5
◦C) ≈ 542 %W on
average.
To obtain the FWHM diameters of all modes in fig. C.2, their intensity distributions are fitted
by 2-D Gaussians. The resulting FWHM values are stated in table C.3. To determine the
degree of matching with the simulated modes, the mode overlap between both is calculated. To
this end, we determine the electric field distributions Eji (x, y) =
1
Nj
√
Iji (x, y) for the simulated
(j = theo) and the measured (j = exp) mode intensity distributions Iji (x, y) of each signal
type (i) in the table C.3, which are normalised such that
∑
x,y
|Eji (x, y)|2 = 1. For j = exp this
corresponds to normalisation by the total number of counts Nj , registered on the EM-CCD. The
overlap Ai is give by Ai =
∑
x,y
(
Etheoi (x, y)
)∗ · (Eexpi (x, y)). Here {x, y} run over all points in the
image in a 4µm2 area around the mode centre. The overlaps Ai for all modes i are also stated
in table C.3. Clearly, the smaller than expected SH mode reduces the mode overlap between the
measured and the expected SH mode to ASH,H ≈ 67 % compared to the transmitted IR with a
measurement to expectation overlap of AIR,D ≈ 76 %.
12 Due to the quadratic scaling [179] of SHG with the IR pump power, any low intensity, higher order IR mode
components are suppressed in the SH mode.
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C.4.2 Spatial modes for UV pump of SPDC
To achieve SPDC emission into the fundamental waveguide mode, the UV must be coupled
into the mode of the SH (fig. 4.2 d). To resembles the SH mode, the input coupler has to
focus the collimated UV input down to a beam waist size w0 ∈ [0.77µm, 1.1µm]13. We measure
the size of the UV pump at the waveguide input face by removing the waveguide and placing
the output coupler objective in confocal configuration with the O40X input coupler objective.
The combination of the L40X objective and the fi = 200 mm lens behind the SPDC source
images the beam waist, obtained in the focus of the O40X objective, onto the EM-CCD camera
(see fig. 4.5 b). With the empirically optimised UV input beam collimation (fig. 4.5 a), the
focussed beam has a FWHM mode size of FWHMUV ≈ 1.5µm in the horizontal and the vertical
dimension. When reinserting the waveguide and optimising the UV coupling for the best SPDC
mode, the transmitted UV intensity shows the mode profile illustrated in fig. C.2 e.
Clearly, the mode quality is worse compared to the SH mode (fig. C.2 d). The 2nd intensity
lobe below the fundamental, which represents higher order mode contributions, carries more
intensity than for IR input (fig. C.2 a). As mentioned above, the circular-symmetric UV input
is not mode matched and can couple to higher order modes. Additionally, light initially in the
fundamental can be scattered into higher order modes at the location of the scratches on the
chip surface (see fig. 4.5 f).
Despite this higher order component, the mode overlap of the transmitted UV pump with the
expected UV mode (fig. 4.2 d) is AUV ≈ 61 %, which is not too much below ASH,H. With the
input coupler set for the best SPDC mode, the coupling efficiency for the H-polarised UV pump
η3.2UV =
P transUV
P inUV
through guide 3.2 is η3.2UV ≈ 12 % on average, which is similar for V-polarised UV
13 In table C.3 the SH mode is quoted as the FWHM, whereas here the beam waist w0 = w(z = 0) in the
focus of the input coupler lens system is used. For a Gaussian spatial mode with intensity distribution [281]
I(r, z) = I0 · w
2
0
w(z)2
· exp
(
− 2·r2
w(z)2
)
, and w(z) = w0 ·
√
1 + λ·z
pi·w20
, the waist size w0 and the FWHM mode diameter
are related by w0 =
√
2 ln (2) · FWHM.
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input. As expected η3.2UV < η
3.2
IR . Similar to the IR coupling, higher throughput can be achieved
upon changing the input coupler position to couple into more modes.
Signal FWHM on EM-CCD FWHM in guide 3.2 Overlap A
hor. [µm] ver. [µm] hor. [µm] ver. [µm] [%]
D-pol IR pump 92± 7 87± 12 2.11± 0.17 1.99± 0.28 76.4
H-pol IR pump 84± 8 91± 17 1.94± 0.19 2.09± 0.38 75.5
V-pol IR pump 102± 12 101± 16 2.35± 0.27 2.31± 0.37 77.3
SH gen. by IR 56± 8 39± 7 1.3± 0.19 0.91± 0.16 66.4
SPDC gen. by UV 90± 4 83± 6 2.08± 0.09 1.9± 0.13 73.2
Fluor. gen. by UV 112± 15 131± 36 2.58± 0.35 3.01± 0.83 64.9
SPDC backg. subtr. 79± 16 66± 16 1.82± 0.37 1.52± 0.38 94.2
Table C.3: Mode sizes of guided light measured by imaging the waveguide output facet onto the
EM-CCD with a 43.5 : 1-magnifying telescope. Also stated are the mode overlaps between the
measured with the simulated modes (table 4.1).
C.4.3 H- and V-polarised components of SPDC mode
Besides the SPDC mode, shown in fig. 4.8, which contains signal and idler photons, the indi-
vidual modes of signal and idler have also been observed individually. To this end, the config-
uration in fig. 4.5 c is used, where the collimated SPDC output mode of the waveguide is first
polarisation-split on a PBS and then imaged with a fi = 200 mm lens onto the EM-CCD camera,
positioned in front of the signal SMF. Each polarisation component of the SPDC pair, i.e. signal
and idler, is accessible by rotation of a λ/2-waveplate in front of the PBS. The spatial modes
obtained after polarisation separation, are shown in fig. C.3 a - c for D-polarised, H-polarised,
and V-polarised transmission through the PBS, respectively. D polarisation contains signal and
idler photons and is thus directly comparable to fig. 4.8 a (i.e. it is the same mode). Each
polarisation component can furthermore be contrasted with the modes of the transmitted IR
pump when running SHG, as shown in fig. C.2 a - c.
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C.4.4 SPDC mode matching to single-mode fibre
Determining the mode size on the CCD camera allows to estimate the required focussing optics
for SMF coupling. Using the relation w0 =
λfi
piwi
between the Gaussian beam waists (w0) at
the focus of the imaging lens (fi), and the collimated input beam waist (wi), the FWHM
mode sizes at the lens input are14: FWHMD = 781µm for the combined mode, FWHMH =
789µm for signal photons and FWHMV = 789µm for idler photons. The optimal focal length
fSMF of an aspheric lens, used for SMF-coupling, can be determined by matching the input
mode convergence upon focussing to the SMF to15 fSMF = 0.61 ·
√
2·FWHMin√
ln (2)·NASMF
, with the SMF
numerical aperture NASMF ∈ [0.1, 0.14]. These beam diameters predict a focal length16 of
f signalSMF ∈ [5.8, 8.2] mm for the SPDC signal photons. Since the idler contains a 2 : 1 telescope
in its actual beam path (see fig. 4.5 a), its input mode is expanded prior to SMF-coupling,
so the focal length of the coupling lens needs to be longer, requiring f idlerSMF ∈ [11.6, 17.1] mm.
Note, the beam expansion is a result of experimental optimisation of the coupling efficiency.
Testing aspheric lenses with different focal lengths17, optimal coupling has been achieved with
f signalSMF = 7.5 mm and f
idler
SMF = 18.4 mm for signal and idler, respectively.
14 These are the geometric averages over the FWHM beam diameters in horizontal and vertical direction, i.e.
FWHM=
√
FWMhor · FWMver. For Gaussian beams, the FWM is related to the beam waist w via: FWHM=√
2 · ln (2) · w.
15 The constant 0.61 is a mode overlap factor, which is introduced because the optical input mode is expressed
in terms of its beam waist diameter 2 · win, which contains the mode up to intensities of 13.53 % of the on-axis
peak intensity, whereas the NA in SMF is defined for mode diameters reaching out to intensity values of 5 % of
the on-axis peak intensity.
16 Alternatively, the required focal lengths can be estimated by matching the beam waist diameter in the focus
of fSMF to the mean-field diameter in SMF MFDSMF, requiring a focal length of fSMF =
√
2pi·FWHMin·MFDSMF
4
√
ln (2)λ
.
For the SPDC signal and idler modes, this yields f signalSMF ∈ [4.6, 6.8] mm and f idlerSMF ∈ [9.3, 13] mm, which are similar
to the values obtained by matching the NA.
17 The empirical tests on the coupling efficiency included aspheric lenses with the following focal lengths
fSMF ∈ {4.5 mm, 6.25 mm, 7.5 mm, 8 mm, 11.2 mm, 15.3 mm, 18.4 mm}.
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Figure C.3: Modes for SPDC, observed with the apparatus shown in fig. 4.5 c behind PBS, (a):
D pol, (b): H pol, (c): V pol. (d): Multiple SPDC modes excited in waveguide 3.1
C.4.5 Spatial modes of waveguide 3.1
In addition to the analysis of the spatial modes in waveguide channel 3.2, we also briefly in-
vestigate SPDC in waveguide 3.1. Besides guide 3.2, this guide also allows phase-matched
frequency conversion in a temperature regime accessible with the current Peltier heater element
(see fig. C.1). The SPDC output mode, measured with the EM-CCD camera directly behind
the waveguide output coupler (see fig. 4.5 b), is shown in fig. C.3 d. This corresponds to a
higher order mode, which is excited because the mode measurements are performed with the
same set of focussing optics used to couple into channel 3.2 (see fig. 4.5 a). For this reason,
the beam waist sizes of the IR and UV pump beams in the focus of the O40X input coupling
objective match the 3µm wide guide 3.2. Channel 3.1 has a narrower width of only 2µm, so the
diameters of the supported modes are smaller than for guide 3.2. Consequently, the input beam
waist is too large to excite solely the fundamental mode. Likewise to the intensity distribution
between the fundamental and higher order SPDC modes of guide 3.2 (see fig. 4.8), the top lobe’s
intensity distribution can be used to estimate the shape of the fundamental mode. Thanks to
its circular symmetry, the horizontal FWHM3.1hor = 1.66µm should also be a good approximation
for its vertical dimension.
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C.5 Experimental insufficiencies
There are a few design flaws in the waveguide mount, which shall briefly be mentioned. These are
relevant for our experimental results, as they limit performance, and are of concern to someone,
who wishes to run the system in the future.
• The Al finger, in which the waveguide sits (see fig. 4.1 a) is too long, such that the
waveguide is positioned too far away from the mounting base. This makes the waveguide
positioning sensitive to vibrations. In turn, these cause misalignment of light coupling into
the waveguide as well as in the SMF-coupling of light collected at the waveguide output.
• The Al mount is also too large for the heating capacity of the Peltier heater element used
to temperature tune the ppKTP chip. The waveguide and the Peltier are unfortunately
positioned on opposite sides of the mount, which limits the available temperature range.
While the guide itself can be heated sustainably to T˜maxKTP ≈ 150◦C, the maximally achiev-
able temperature is TmaxKTP ≈ 55◦C. This is too low to achieve phase-matching in some
channels. The guides affected are X.3 and X.4 in each of the three families X (see fig.
C.1), making them useless for frequency conversion. Moreover, the waveguide positioning
shows an oscillatory positioning misalignment, which is likely to originate from the tem-
perature stabilisation cycle. Over the course of ∼ 20 min the waveguide position changes
between an initially set optimum and a slightly shifted position, which causes an oscillatory
variation in SPDC pair collection and therewith in the production rates of HSP.
• Another set of problems arises due to some initial negligence in handling the waveguide
chip, resulting in it falling onto the optical table. Aiming to prevent such accidents, the
guide has unfortunately been glued into the mount. The glue introduced a rotational tilt
and fixed the guide with its optical facets angled with respect to the optical beam path
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defined by straight line propagation through the two coupling lenses. This complicates
the coupling into the channels, making an additional tip and tilt stage necessary for the
input coupler to achieve the excitation of the fundamental waveguide mode. Due to glue
expansion with temperature changes, the absolute waveguide position is also sensitive
to the set temperature TKTP. This does not only result in the aforementioned oscillatory
drifts, it also prevents the possibility to optimise any SMF-coupled signal at the waveguide
output with respect to TKTP, since any change therein results in immediate misalignment
of the SMF-coupler position with respect to the waveguide.
• Lastly, the dropping accident caused scratches on top of the waveguide chip. Four such
scratches run transversely over the entire chip surface, illustrated in fig. 4.1 f. Each scratch
cuts into the top of the waveguide channels, introducing scattering spots for the guided UV
and IR light, which in turn result in transmission loss. This is doubly troublesome. Not
only does it reduce the effectively available pump powers, but, more importantly, photons
from the SPDC pairs, generated before the scratches, can be lost. Fig. 4.1 g shows UV
light guided in one of the channels, where bright spots along the propagation path (arrow
in fig. 4.1 g) coincide with the scratch locations. Scattering losses of SPDC signal photons,
whose idler partner photons are still transmitted, reduce the heralding efficiency. We cur-
rently assume, that these losses are limiting the achievable heralding efficiency. However,
they are unfortunately challenging to quantify, and a precise investigation of transmission
losses has not been undertaken. Nevertheless, the existence of an intra-waveguide loss
mechanism is already clear from the manufacturer specification, which quotes a conserva-
tive bound on the IR transmission of T 5.1IR ≈ T 5.2IR ≈ 40 % in the fundamental mode (for
guides in family 5). The same transmission can be expected for the respective channels in
the other two guide families. In our experiments, the transmission is however limited to
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T 3.1IR ≈ 22− 32 % and T 3.1IR ≈ 32 % (see fig. C.1), which clearly falls short.
Unfortunately, fixing the waveguide onto the mount does neither allow to solve the problems
with the Al mount nor to replace the waveguide. For this reason, the experiments in this thesis
had to deal the situation as it was. As mentioned in section 4.2.1, meanwhile a 2nd waveguide
has been purchased. On this occasion, also a new mount has been manufactured18, whose Al
extension arm, reaching from 3-axis stage into the optical beam path, forms the heat sink. The
waveguide sits in a smaller cooper piece, on top the Peltier element, whereby both are located
at the far end of the Al piece, i.e. at the position of the optical beam path. The waveguide is
helt in place, by generating an under-pressure environment inside a channel within the cooper
piece. The channel sits underneath the waveguide groove with small holes connecting it to the
surface. These allow to fix the waveguide position in the groove by sucking the waveguide chip
onto the groove’s bottom. Both, the replacement waveguide and the mount, were available too
late in the day to be used for the experiments presented in this thesis.
18 This piece of work has been carried out by Krzysztof Kaczmarek with input on the design from my end.
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Appendix: Single photon storage
D.1 Coherent model for g(2)
D.1.1 Derivation of the g(2) prediction from the Maxwell-Bloch equations
Here we provide a brief overview of the coherent interaction model. The model has been devel-
oped by Joshua Nunn, and is based on his previous work on the theory for the noise free Raman
memory [51], which has been extended [34,78] to include the effects of FWM noise. Since I have
not contributed personally to the development of the model, I will only present a summary of
its main results, such that the reader can understand where the prediction of the g(2) values in
section 5.4.2 come from.
The description will start from the Maxwell-Bloch equations, including FWM noise, which we
have already introduced in section 2.2.2 of the main text. Using the notation of chapter 2, the
final, most simplified version of these equations read:
[∂z + iK]Sˆ = i · CS · Bˆ
∂zAˆ
† = −i · CAS · Bˆ,
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[∂ω + iS]Bˆ = i · w · [CSSˆ + CASAˆ†]. (D.1)
Here, we use the annihilation operators for photons in the Stokes channel (Sˆ), the anti-Stokes
channel (Aˆ) and the spin-wave coherence (Bˆ). The constants in eqs. D.1 represent the dynamic
Stark shift S = 1α∆S +
1
α∆AS
, the Raman coupling constants for the anti-Stokes (AS) and the
Stokes (S) channels, CAS =
√
dγ
α∆2AS
and CS =
√
dγ
α∆2S
= R ·CAS, as well the population inversion
w = p1 − p3. The constant α = 1W = 0.31 ns is the inverse of the integrated Rabi-frequency,
introduced in chapter 2. In the expression for w, the expectation values pi = 〈
(|i〉〈i|)〉 denote
the total atomic population in the higher (F= 4) and the lower (F= 3) lying Cs hyperfine ground
state (see fig. 2.3). With these parameter, the experimental configuration (see section 5.4.1)
can be accounted for. Accordingly, this is where the atomic state preparation enters the model:
When the diode laser is sent into the Cs cell and the ensemble is optically pumped, we have
w = 1. For absent optical pumping, we have thermally distributed Cs atoms with roughly equal
populations in both ground states, and w = 0.
The Maxwell-Bloch equations in eqs. D.1 can either be solved analytically [87] or numerically.
Here, the numeric solution is implemented, whose version for the noise free case is presented in
detail in Joshua Nunn’s D.Phil. thesis [37]. It uses a second order Runge-Kutta solver, where
the PDE is solved on a grid in τ -z space. See chapter 2 for an explanation about the time and
space dimensions of eqs. D.1. Since the PDEs are linear, irrespective of the solution method,
the solutions can be written in terms of Greens functions. Knowing the Greens functions, the
output fields after the interaction can be obtained from integration of the product between
the respective Greens function and an input field. This means the Greens functions Gi,j link
the input field j to the output field i, with both i, j ∈ {A,B, S}. For example, the spin-
wave excitation created by Raman storage is given by the Greens function GB,S and the input
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signal field Sˆ0(τ): Bˆ(z) =
∫
GB,S(z, τ
′) · Sˆ0(τ ′)dτ ′. Note that this notion of Greens functions is
equivalent to the memory kernel functions K and L, introduced in section 2.1.3, whereby GB,S
corresponds1 to Kˆ(z, ω′) in chapter 2.
With the aid of the Gi,j we can immediately see how the term CASAˆ
† in eqs. D.1 adds noise
to the signal mode S. Having only vacuum present at the memory input, the spin-wave term is
Bˆ(z) ∼ ∫ GB,A(z, τ)Aˆ†0(τ)dτ , which leads to a Stokes output mode of Sˆ(τ) ∼ ∫ GS,BBˆ(z)dz ∼∫
GS,B
(
GB,SSˆ0(τ) +GB,AAˆ
†
0(τ)
)
dτ ∼ ∫ GS,BGB,AAˆ†0(τ)dτ . With MS,A = GS,BGB,A the ex-
pected number of photons in the Stokes mode turns out as
Nout =
〈∫
Aˆ†out(τ)Aˆout(τ)dτ
〉
=
∫
dτ
∫
dτ ′
∫
dτ˜M †S,A(τ, τ
′)MS,A(τ, τ˜) · 〈Aˆ0(τ ′)Aˆ†0(τ˜)〉︸ ︷︷ ︸
=δ(τ ′−τ˜)
=
∫
dτ
∫
dτ ′|MS,A(τ, τ ′)|2︸ ︷︷ ︸
6=0
. (D.2)
So even without any signal input, the presence of the anti-Stokes creation operator in eqs. D.1
results in noise added to the system. Importantly, the noise comes from spontaneous anti-Stokes
scattering induced by the control, whose coupling strength to the 62S 1
2
F = 4 ground state enters
through ∼ CAS. If this can be prevented, eqs. D.1 reduce to the noise free case [51], given by
eqs. 2.13, where no more noise photons are emitted into the Stokes mode because GB,A → 0.
The Greens functions are impulse response functions. For this reason, they can be obtained
by probing the system with a set of successively displaced δ-functions as inputs2, i.e. solving
eqs. D.1 with Oˆ = δ(τ − τ0), ∀τ0, whereby Oˆ ∈
{
Aˆ, Bˆ, Sˆ
}
. In the numerical solution, the Greens
functions Gi,j are matrices with rows and columns running over the grids of the respective
1 For the remainder of this section, we drop the operator hats for the Greens functions Gi,j as we consider it
understood, that these represent operators acting on the optical fields and the spin-wave.
2 Or indeed any other complete set of orthogonal input functions.
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variables for i and j, i.e. time τ (or ω, as introduced in chapter 2) and space z. The above
equation thus has the following vector form:
~B = GA,B · ~A0 ←→

B
↓
z

=

→ τ
↓ GB,A
z

·

A0
↓
τ

With this method, the numerical solution can be computed by solving eqs. D.1 using input
vectors ~O0 with moving ones along the vector elements as the initial condition:

~A0 =

1
0
...

, ~A0 =

0
1
...

, . . .

Once the complete set of Greens functions Gi,j is obtained, the Maxwell-Bloch equations reduce
to a set of coupled equations, whose coefficients are matrices3. For the input time bin, these are
~Aout,1 = GA,A · ~Ain,1 +GA,B · ~B†in,1 +GA,S · ~S†in,1 (D.3)
~Sout,1 = GS,A · ~A†in,1 +GS,B · ~Bin,1 +GS,S · ~Sin,1 (D.4)
~Bout,1 = GB,A · ~A†in,1 +GB,B · ~Bin,1 +GB,S · ~Sin,1, (D.5)
where the number 1 signifies the input time bin, given that the index “out” here refers to the
field after the Raman interaction. The expressions for the output time bin are more complicated.
Here, the input parameter ~Bin is given by the spin-wave excited during read-in, i.e., Bin,2 has
to be substituted with the output Bout,1 from the above set of equations. The retrieved signal
3 In case of an analytical solution, each matrix-vector product corresponds to an integral over the appropriate
variable τ or z of the field, which is multiplied by the Greens function.
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from the memory is thus given by:
~Sout,2 = GS,A · ~A†in,2︸ ︷︷ ︸
∗
+GS,S · ~Sin,2 +GS,BGB,A · ~A†in,1︸ ︷︷ ︸
∗∗
+GS,BGB,S · ~Sin,1︸ ︷︷ ︸
∗∗∗
+GS,BGB,B · ~Bin,1︸︷︷︸
∗∗∗∗
(D.6)
Notably, this expression contains two noise terms: while (*) is the noise generated by the control
during retrieval, (**) represents residual noise from the read-in process, where a FWM spin-wave
has been excited in the Cs, and is now read-out simultaneously with the signal (***). In terms
of the possible noise reduction strategies, mentioned in section 5.5, eq. D.6 illustrates how the
scheme [229] of using a circularly polarised read-out control pulse, which is interacting with an
initially Zeeman polarised atomic ensemble, leads to reduction of the term (*), but would not
influence (**). The term denoted by (****) contains the information about the measurement
configuration, i.e., whether the atomic ensemble has been prepared by optical pumping. Since
B ∼ |3〉〈1|, the expectation value 〈B†in,1Bin,1〉 ∼ nthermal ∼ w is proportional to the fraction of
the population initially located in the upper hyperfine ground state |1〉 (see fig. 2.1).
With the expressions for Sout,k, k ∈ {1, 2}, the expected g(2) can be determined as
g
(2)
out,k =
∫
dτ
∫
dτ ′〈S†out,k(τ ′)S†out,k(τ)Sout,k(τ)Sout,k(τ ′)〉∫
dτ ′〈S†out,k(τ ′)Sout,k(τ ′)〉 ·
∫
dτ〈S†out,k(τ)Sout,k(τ)〉
, (D.7)
where the vector signs have been dropped and the integrals over τ and τ ′ take into account the in-
tegration time of our slow detectors4. Substitution of the Stokes signal Sout,k into eq. D.7 results
in a rather complicated, lengthy expression. However some of these terms simplify or cancel en-
tirely, when considering the actual states the operators are applied to. Firstly, using the fact that
all involved operators satisfy bosonic commutation relations, i.e.
[
O(x),O†(x′)
]
= δ(x− x′),
with O ∈ {S,A}, and
[
B(x),B†(x′)
]
= wδ(x − x′), with x ∈ {τ, z}, all terms in eq. D.7 can
4 Slow here means a long integration time with respect to the pulse duration of the signal.
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be transferred into normally ordered products. Secondly, in the output time bin, there is no
signal field applied to the memory, i.e. Sin,2 = Svac is operating on the vacuum state. So terms
with normally ordered products, involving the expression ∼ 〈S†vacSvac〉, drop out. For the initial
spin-wave in the read-in time bin, we have already seen that the expectation value of the nor-
mally ordered operators 〈B†in,1Bin,1〉 will be given by the ground state population inversion w.
There are also no anti-Stokes photons inserted into the memory within either time bin. Hence
A†in,k = A
†
vac also operates on the vacuum state. While application of the bosonic commutator
eventually results in normally ordered products ∼ 〈A†vacAvac〉 → 0, some terms with δ-functions
remain to produce the noise contributions from FWM, as we have seen above. Integrating out
all δ-functions, resulting from the application of the bosonic commutators, will leave products
between the Greens function matrices Gi,j remaining.
We can furthermore also define the input signal state |Ψ〉 at the Stokes frequency. In numeri-
cal form it describes the temporal shape of the pulse, which is to be multiplied by the Greens
function matrices Gi,S , and the quantum state of the input light [81]: S(|Ψ〉) = ~ψ(τ)|ψ〉. For
HSP input this would be a single photon Fock state, S(|ψ〉) ∼ |1〉, whereas for c.s. inputs, with
|ψ〉 = |α〉, we have α(τ) = ψ(τ). To simplify the resulting expressions from eq. D.7 further, the
following set of projection operators are introduced for the read-in time bin:
Π1 = ~φ×~φ∗, with ~φ = GS,S ~ψ , Π2 = GA,S ·G†A,S , Π3 = GB,S ·G†B,S and P = ΣjΠj . (D.8)
The definition of |Ψ〉 also allows to determine the number of Stokes photons obtained after
the Raman interaction, given by nout = 〈Ψ|Ψ〉. This is the number of non-stored, transmitted
signal photons plus the noise in the read-in time bin. Besides w, which takes account of the
experimental configuration (see section 5.4.1), and the Raman coupling strengths {CS, C ′AS},
nout is the only experimental parameter going into the coherent model. Notably, to predict the
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noise g(2), nout can just be set to 0 in the resulting expression for the g
(2), which reads
g(2) = 1 +
tr{P2} −
(
2− g(2)in
)
· n2out
Tr
{
P2
} . (D.9)
For the output bin, the expressions are more complicated, requiring a modification of the pro-
jection operators in eq. D.8. With the updated set of operators
Π1 = |Φ〉〈Φ| , with |Φ〉 = GS,BGB,S |Ψ〉
Π2 = M2 ·M†2 , with M2 = GA,BGB,S ,
Π3 = M3 ·M†3, with M3 = GB,SGB,S ,
Π4 = M4 ·M†4, with M4 = GA,S ,
P = ΣjΠj , (D.10)
the g(2) in the output time bin can also be expressed by eq. D.9. For both time bins, eq. D.9
contains g
(2)
in , which represents the g
(2) of the input signal. For the model predictions, we assume
the theoretical values g
(2)
in,SPDC = 0 and g
(2)
in,coh = 1 for HSP and c.s. input signals, respectively.
D.1.2 Monte-Carlo error estimations
We used a Monte-Carlo approach to generate the shaded error regions around the theoretical
predictions plotted in fig. 5.4 of the main text. To this end we computed the theory predictions
1000 times, with each input parameter drawn from a Gaussian distribution with a standard de-
viation set to match its experimental uncertainty. For each value of Nin, the standard deviations
of the predictions were then used to set the vertical width of the error regions in the plots. The
errors on the various input parameters were estimated as follows:
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Variable Error Variable Error
Optical depth d 100 Natural linewidth γ 0.5 MHz
Detuning ∆S 200 MHz Ti:Sa pulse duration ∆tTi:Sa 20 ps
Peak Rabi frequency Ωmax 100 MHz
D.2 Single photon storage in the memory
D.2.1 Observation of single photon storage with the FPGA data
To allow comparison of the memory efficiency results from the TAC/MCA count rate histograms,
discussed in section 5.3 of the main text, with the outcomes of the count rate measurements
by the FPGA, we briefly summarise the FPGA measurement here. It follows the same logic as
the count rate measurements in section 4.5.2, using the notation for count rates, introduced in
section 4.4.
The FPGA accumulates the number of APD photon detection events registered within an in-
tegration time window of ∆tFPGAint = 10 sec. We display the FPGA count rate data as a time
series, plotting detected events over measurement time, such that each point represents the
counted events in a time bin of size ∆tFPGAint . To observe storage and determine the memory
efficiency, the relevant channels to observe are coincidence events between the trigger pulses on
DT and signal detection events on APDs DH and DV. The resulting count rate time series are
illustrated in fig. D.1 for all four settings. Each point cti(tm) in fig. D.1 represents the accumu-
lated coincidences, registered for setting i in the input or output time bin (t) at time tm, which
represents an interval of size ∆tFPGAint in the total measurement time ∆tmeas (see section 4.4).
Note, fig. D.1 represents the counts registered within one measurement run j. All count rates
cti(tm) = c
t
i,(H,T )(tm) + c
t
i,(V,T )(tm) are the sum of the DT–DH and DT–DV coincidences. Storage
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Figure D.1: FGPA coincidence count rates cti(tm) for the both time bins (t) and all four measure-
ment settings (i), recorded for HSP input signals. The data shows the sum of the coincidence
counts between the herald APD DT and the two signal APDs DH and DV, respectively. (a) rep-
resents the input and (b) the output time bin. The inset (c) displays the experimental trigger
rates ci,T for each setting, which corresponds to the singles counts registered by DT, with the
same colour coding. The colour coding for the measurement settings shows setting sd in green,
scd in blue, cd in red and d in grey. Each setting has been measured for ∆tmeas = 10 min except
d, for which ∆tmeas = 5 min.
and retrieval is observed by the vertical displacement of count rate lines: Read-in leads to a count
rate drop, for which reason the scd line lies below the sd line in fig D.1 a. Conversely, read-out
is visible by the scd line, lying above the sum5 of the cd and the sd lines. For calculating the
efficiency, the average over all recorded points m of the
{
cti(tm)
}
is taken, yielding c¯ti with the
standard error ∆c¯ti. In contrast to the TAC-data, there is no need for count integration here,
since all cti(tm) have been integrated for ∆t
FPGA
int = 10 sec already, irrespective how long each
setting has actually been measured for, i.e. how many samples | {m} | were recorded. Longer
measurement durations ∆tmeas only contribute to a reduction in the standard error ∆c¯
t
i, but
should not affect c¯ti. Thus no scaling factors ti are required. Notably, the errors ∆c¯
t
i implicitly
assume a normal distribution for the average count rates c¯ti. The validity of this assumption is
demonstrated in appendix D.3.
5 Setting sd only has a small number of counts in the output time bin, which come from residual EOM
modulation in case of c.s. inputs or uncorrelated SPDC pair generation for HSP inputs. Counts from d are
negligible, otherwise these would have to be subtracted from cd + sd.
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D.2.2 Pulse durations in TAC/MCA arrival time histograms
Reasons for different pulse durations in the histograms Besides revealing the memory
interaction, the histogram traces in fig. 5.2 of the main text also show a slight broadening in
the pulse durations for HSP input with respect to c.s. inputs. The difference originates from
two sources: Firstly from the spectral mismatch between the HSP and the Ti:Sa pulses (see
section 4.6.2). Since the SPDC signal spectrum is broader than the Ti:Sa spectrum, the HSP
pulses in the read-in bin should be shorter. Yet, this is not the case, since, secondly, the timing
jitter of the TAC start trigger broadens the histogram pulses. For c.s. inputs the TAC start
trigger has a deterministic repetition rate as it is derived from the Ti:Sa-oscillator clock signal.
In feed-forward operation, the TAC trigger is subject to the timing jitter involved in SPDC
idler detection. This jitter results from the pulse duration of the idler photon and the inherent
timing jitter [282] of APD DT. The pulse durations in the HSP histograms are thus convolutions
between this start trigger timing jitter and the signal photon arrival times, which are, in turn,
proportional to the duration of the measured signal pulses. Thus pulses in fig. 5.2 a are longer
than in b, although the marginal SPDC signal spectrum is broader than the Ti:Sa spectrum.
Moreover, the different settings can also be used to estimate the bandwidth difference between
HSP and the Ti:Sa pulses. To this end the histograms in fig. 5.2 have been fitted with Gaussian
pulse shapes, with detailed results stated below. The fit shows that settings sd and cd for
c.s. inputs have nearly equal widths, i.e., the FWM noise has the same temporal profile as the
control pulses. The noise pulses can thus be used as a proxy to determine the broadening from
feed-forward operation, which widens the pulses by a factor of6 ftrig ≈ 1.37. Yet, the signal
input pulse (setting sd) for HSP has a width which is only broadened by fsd ≈ 1.11. Hence
we can conclude that the SPDC signal photons only have 0.82 times the duration of the Ti:Sa
6 For an idler photon with a pulse duration equal to that of the Ti:Sa laser pulses, and noise pulses with pulse
durations also equal to Ti:Sa pulse duration (see chapter 6), we would expect a factor of
√
2.
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pulses, which means their spectrum, observed after transmission through the signal filter stage,
is broadened by a factor fSPDC = 1.23 with respect to that of the control pulses. This coincides
well with the experimental value of fexp = 1.25 for the measured spectral bandwidth of the HSPs
in section 4.6. Furthermore, the pulse duration of the read-in pulse for setting scd, which is
1.13 times longer for feed-forward operation, equals the expectation from a superposition of the
transmitted, not-stored signal and the noise pulses, mixed by the signal-to-noise ratio (SNRtrans
in section 5.3.5 of the main text). On the other hand, the retrieved signal has the same duration
as the control pulses [136].
Pulse broadening by feed-forward operation To determine the durations of TAC his-
togram pulses, shown in fig. 5.2 for HSP and c.s. inputs with Nin = 0.21 γ/pulse and Nin =
0.23 γ/pulse, respectively, we fit these with a Gaussian intensity profile I(t) = I0·exp
{
− (t−t0)2
σ2
}
.
The aim is to determine the pulse duration σ. Since TAC measurements are performed con-
stantly alongside the recording of FPGA data, we calculate the average duration σti for each
measurement setting i and time bin t, over all recorded TAC traces for the particular input
signal type. These yield σti as stated below, where HSP inputs are listed in the feed-forward
mode column and c.s. signals in the Ti:Sa clock trigger column:
Setting Time bin Feed-forward (HSP): σti,SPDC [ps] Ti:Sa clock trigger (c.s.): σ
t
i,coh [ps]
scd in 719± 6 642± 5
sd in 683± 3 613± 3
cd in 834± 4 611± 2
scd out 822± 7 608± 3
cd out 838± 5 614± 2
From these values, the following conclusions can be drawn:
• σincd,coh ≈ σinsd,coh: The pulse shapes of the FWM noise produced by the control and those of
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the Ti:Sa pulses, which produce the control and the c.s. input signal, are similar. σcd is thus
representative of the Ti:Sa pulse duration and can be used to determine the broadening
factors arising from feed-forward triggering.
• The pulse broadening from the additional timing jitter in the TAC start trigger for feed-
forward operation can be determined by comparing the pulse durations of the noise pulses
between the two triggering configurations. A broadening factor of ftrig =
σincd,SPDC+σ
out
cd,SPDC
σincd,coh+σ
out
cd,coh
≈
1.37 is obtained when going from the Ti:Sa clock rate to triggering off SPDC idler detec-
tion.
• The SPDC input photons only show a broadening factor of fsd =
σinsd,SPDC
σinsd,coh
= 1.11. The
reduction is due to the spectral mode mismatch between heralded SPDC signal photons
and the Ti:Sa pulses. From this one can determine the mismatch factor, i.e. the factor by
which the pulses of SPDC photons are shorter, as: fmis =
σinsd,SPDC
ftrig·σinsd,coh
= 0.82. This means,
the spectrum of the SPDC signal photons is broadened with respect to the Ti:Sa spectrum
by fSPDC =
1
fmis
= 1.25.
To compare this broadening with the measured HSP spectral bandwidth of section 4.6,
one needs to consider the spectrum of the HSPs and the control pulses after trans-
mission through the signal filter. Similar to chapter 4, we assume sech-shaped spectra
SHSP(ν) and Sctrl(ν) for the HSPs and the control, as well as a Gaussian filter function
T (ν), with the parameters stated in section 4.3.3, respectively. The transmitted signal
S˜HSP(ν) = SHSP(ν) · T (ν) and control intensity profile S˜ctrl(ν) = Sctrl(ν) · T (ν) spectrum
are fitted by the normalised Gaussian intensity profile I(t) from above to yield width pa-
rameters σHSP and σctrl. Their ratio f
exp
mis =
σHSP
σctrl
corresponds to the spectral mismatch
factor fSPDC, obtained from the count rate histograms. With f
exp
mis = 1.25, the broadening
observed in the input time bin of fig. 5.2 a agrees well with the expectation from the
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measured HSP pulse spectra.
• The broadening of the not-stored signal pulses, transmitted through the memory in the
read-in bin, is fscd =
σinscd,SPDC
σinscd,coh
= 1.12, and lies in between the duration of the input signal
and the noise. We can model, whether this is the expected pulse duration for a combination
of the input signal pulse (with σinsd,SPDC) and the noise pulse (with σ
in
cd,SPDC), assuming
a mixing ratio set by the signal to noise ratio in the read-in bin SNRtrans = 2.184 (see
section 5.3.5 of the main text). The expected pulse has an intensity profile given by
Iscd(t) = SNRtrans · exp
−
t2(
σinsd,SPDC
)2
+ exp
−
t2(
σincd,SPDC
)2
. (D.11)
Fitting Iscd(t) with the initial pulse model I(t) = I0 · exp
{
− t2
σ2exp
}
, whereby I0 = 1 +
SNRtrans, gives σexp = 758 ps and a ration with respect to the pulses observed for Ti:Sa
triggering of fscd,exp =
σexp
σinscd,coh
= 1.13. This expected broadening of fscd,exp is nearly identi-
cal with the observed value for fscd. The observed difference between fscd and ftrig is thus a
result from supplying an input signal with the shorter pulse duration of the SPDC signal
photons.
• The same procedure can be applied to the output time bin for setting scd. Here the
interesting question is, whether the control bandwidth limits the amount of signal band-
width, that was stored in the memory. One would expect this limitation [51,136], as the
bandwidth of the stored signal is limited by the bandwidth of the induced virtual Raman
resonance, which, in turn, is determined by the spectral width of the control. When using
eq. D.11 with the parameters σoutcd,SPDC and SNRout for the output bin, one should find
σoutexp < σ
out
scd,SPDC. This means the output pulses from a combination of input pulse and
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noise should be shorter in duration than the observed pulse width, whose signal fraction
has been spectrally narrowed by storage. Yet, the low value of SNRout = 0.296 strongly
limits the contribution from the input signal duration, yielding an expected pulse duration
of σoutexp = 881 ps > σ
out
cd,SPDC and f
out
exp,scd = 1.39 ≈ ftrig. So, with these measurements, we
cannot unambiguously determine the spectral projection onto the control field spectrum
during Raman storage and retrieval (see chapter 2).
D.2.3 Coherent state storage with and without optical pumping
In the HSP storage experiment, feed-forward operation has been implemented without a trigger
for switching-off the diode laser, which results in continued optical pumping during storage. By
contrast, when operating the experiment with the Ti:Sa clock-rate trigger, the diode laser has
been turned off during the storage of c.s. input signals. To ensure that this difference does not
alter the observed photon statistics, a test measurement was conducted on c.s. input signals at
Nin = 0.23 γ/pulse , where the photon statistics and the memory efficiency have been evaluated
for both optical pumping configurations, i.e., one measurement was taken with the diode pump-
ing on and another one with it off during the storage time. Both configurations were measured
in series within the same day to minimise effects from systematic setup changes. Measurements
with active diode laser switching were performed first. Since there is still a residual degrada-
tion in the memory performance present over time, despite continuous alignment checks of the
system, there is a systematic reduction in the memory efficiency values for the measurements
without diode switching. We have quantified this effect by checking the memory efficiency with
bright coherent state inputs on the Menlo Systems photodiode (see fig. 3.2) for both config-
urations at the end of the measurement. Observation on the Menlo Systems photodiode is
preferred, as bright c.s. measurements [34,52,128] do not require long integration times and can
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be conducted in quick succession (∼ 30 sec), for which reason there are no system drifts during
data acquisition. To allow comparison between the Menlo PD data and the efficiencies obtained
by photon counting, efficiency measurements using the Menlo PD have also been conducted
after measuring each setting sequence for both optical pumping experiments7. All efficiencies
are quoted in the table below, where the first part contains the averaged efficiencies from the
FPGA, TAC and Menlo photodiode. The second part shows the control measurements with
bright coherent states at the end of the data acquisition.
Memory efficiency for optical pumping on/off
Detector ηin [%] ηret [%] ηmem [%]
Pump on Pump switched Pump on Pump switched Pump on Pump switched
FPGA 47± 0.31 48.82± 0.24 48.36± 0.64 63.84± 3.85 22.73± 0.26 31.16± 0.27
TAC 46.19± 0.31 48.39± 0.26 52.09± 0.78 64.72± 0.72 24.06± 0.32 31.32± 0.31
Menlo PD 47.29 50.19 53.99 59.67 25.53 29.95
Efficiencies with pumping on/off on Menlo PD at the end of the measurement
Menlo PD 50.21 53.35 79.06 81.96 23.61 25.73
As expected, the results show, that there is little effect from optical pumping on the read-in
efficiency ηin , while a significant effect ∼ 8 − 9 % can be seen on the total efficiency ηmem .
However, comparison with the final cross check on the Menlo PD shows, that there is a drift
reducing the memory efficiency during the measurement time. This leads to a reduction of
approximately 4 % in total efficiency over the entire measurement duration and of ≥ 2 % over
the course of measuring the configuration with the optical pump on. Taking this into account,
the observed difference between both configurations ends up in the region of ∼ 4 − 7 %. This
is roughly what is observed when comparing the difference in retrieval efficiency between HSP
7 In fact, this has been the standard procedure for all measurements. This means, every time the system
alignment has been checked for a measurement going into the g(2) analysis, the bright coherent state efficiency
has been determined on the Menlo photodiode.
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and c.s. storage (see section 5.3.4).
Despite the difference in memory efficiency, the change in the optical pumping configuration
does not have any effect on the g(2)-values, observed for the scd setting. If there were any
influence, one would expect an increase in the g(2) of the retrieved signal, since the lower memory
efficiency reduces the amount of signal in the output. This would mean a larger fraction of the
output would be contributed by noise, for which reason it should show a value closer to the g(2)
observed for the cd setting. The table below contains the g(2) results for both optical pumping
configurations. It also contains the g(2)-values of the noise (setting cd) for comparison.
Config. Sett. g
(2)
in g
(2)
out
Pump on scd 1.36± 0.05 1.63± 0.05
Pump off scd 1.44± 0.04 1.67± 0.04
Pump on cd 1.69± 0.13 1.65± 0.050
Pump off cd 1.52± 0.17 1.74± 0.07
Overall avg.(∗) cd 1.62± 0.04 1.71± 0.02
Here the overall average ((∗)) represents the g(2)-results for the noise over all contributing mea-
surement runs, i.e. not just during this comparison measurement (see section 5.4.2 of the main
text and appendix D.3.4 below). All quoted numbers for g(2) are obtained from summation over
all counts (see appendix D.3 below).
D.2.4 Memory efficiency results
Here we quote the average memory efficiency values for each input photon number Nin , shown
in fig. 5.3 of the main text. Following the explanation in section 5.3.4, each efficiency is obtained
by calculating the weighted average over the memory efficiencies observed in each measurement
run. The weighing factors are the fractional measurement times for setting scd with respect to
the total measurement time for all runs contributing to the measurement of a particular input
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photon number Nin .
Type Nin [
γ
pulse
] ηin [%] ηmem [%]
TAC FPGA TAC FPGA
HSP 0.22 39.10± 3.53 38.08± 2.5 21.13± 1.87 21.23± 1.57
c.s. tot. avg. 50.57± 2.27 48.52± 2.21 29.02± 0.85 28.01± 2.67
c.s. 0.23 50.57± 2.27 48.52± 2.21 29.02± 0.85 28.01± 2.67
c.s. 0.49 40.11± 1.96 39.72± 1.28 19.08± 0.94 19.49± 1.16
c.s. 0.91 43.98± 1.33 43.54± 1.42 25.08± 0.96 25.05± 1.01
c.s. 1.66 42.53± 2.62 41.60± 1.51 19.74± 2.46 20.11± 2.11
c.s. 2.16 44.63± 1.31 44.3± 1.42 19.85± 3.16 20.41± 2.71
D.3 g(2) measurements
D.3.1 Measurement details and count rate aggregation for g(2)-measurement
Coincidence probabilities As introduced in section 4.4.2 of the main text, the coincidence
probabilities ptj,k,i(tm), with k ∈ {(H,V )|T,H|T, V |T}, are used to determine the g(2) (eq. 4.16).
They are obtained from the coincidence counts ctj,k,i(tm) between trigger T and signal arms
H & V, H or V, respectively, which are observed for setting i in time bin t ∈ {in, out}. The prob-
abilities represent the coincidence counts ctj,k,i(tm) normalised by the number of trigger events
cj,T,i(tm) = frep, which are the same for both time bins. As described in section 5.3 of the main
text, we measure sequences of all measurement settings i ∈ {sd, scd, cd, d}, which we refer to
measurement runs. We alternate through all settings, recording data for measurement times
of ∆tmeas,sd ≈ 5− 10 min, ∆tmeas,scd & 30 min, ∆tmeas,cd & 30 min, ∆tmeas,d ≈ 5 min. The re-
sulting data for each measurement setting thus forms a time series, whose index tm denotes
the time within each run j, when the respective datapoint was recorded. Each such point con-
tains the FPGA counts, integrated over ∆tFPGAint = 10 sec. All of this is similar to the g
(2)
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analysis in section 4.5.4. For all measurements, the FPGA coincidence window time is set to
∆tFPGAcoinc. = 5 ns.
Measurement time The P.C. sets an upper limit on the repetition rate frep for memory
experiments, since its pulse picking windows start to get distorted and lose contrast at too high
a repetition rate (frep & 15 kHz). The resulting control leakage outside the pulse picking window
is undesirable, as it, e.g., increases the noise floor by building up FWM spin-wave excitations
(see section 6.3). To avoid this problem, experiments were conducted with frep = 5.3− 7.3 kHz
for HSP and frep = 5.722 kHz for c.s. inputs. Besides setting an upper bound on the bright-
ness requirement of the SPDC source, these rates also limit the observable coincidence rates
ctj,k,i(tm). Particularly the triple coincidences in the read-out time bin show low rates. For
instance HSPs retrieved from the memory yield c¯outscd,(H,V,T ) = 0.229± 0.004 countssec , while noise
counts are even lower with c¯outcd,(H,V,T ) = 0.12± 0.001 countssec . Tables with the average count rates
obtained over the full measurement time ∆tmeas for all settings i and values of Nin are stated in
the appendix D.3.2. As described in section 5.4.2 of the main text, the g(2)-values, particularly
for the memory interaction setting scd, require high precision to enable observation of effects
from the non-classical statistics of the HSP input. Consequently, small error bounds on the g(2)
are necessary, which means small errors on the coincidence rates cti,k. In turn, these translate
into long measurement times, which is immediately obvious when applying Poissonian counting
statistics to the coincidence rates ctj,i,k =
∑
m c
t
j,i,k(tm), whose errors are ∆c
t
j,k =
√
ctj,k. Since
the rates c¯outj,cd,(H,V,T ) are in the sub-Hz regime, the integration times required to achieve sufficient
statistical significance on the respective g(2)-values end up on the order of several hours in total
(see also appendix D.3.2). To facilitate these integration times, the experiment has to run over
several days for each Nin, because photon source and memory must perform at their optimal
parameters ηher and ηmem to enable the observations presented below. Moreover, systematic
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changes in the experiment have to be absent between different settings and within the datasets
contributing to the measurement for each individual setting. These constraints limit the amount
of tolerable drift for the apparatus and thereby the available daily measurement time. Data was
aggregated until sufficient precision in the g(2) had been reached. The stability requirements
were one of the most challenging aspects in performing this experiment, with the precise system
alignment resulting in a daily adjustment time of 5 − 8 h prior to any data taking. To certify
a constant and reproducible performance level, we followed a fixed alignment procedure. Fur-
thermore all settings for a given Nin have been measured in alteration, as described in section
5.3.4, to simultaneously also allow for measurements of the memory efficiency. The result is a
series of measurement runs m, with each containing data recorded for all settings i. Between
each run, the spatial overlap between signal, control and optical pumping was optimised for
maximum memory efficiency. Additionally, the source heralding efficiency (for HSP inputs), the
signal filter stage alignment and the SMF-coupling into the signal filter stage were inspected
and re-optimised, if required. This procedure minimised systematic drifts in the experimental
apparatus.
Data aggregation The resulting fragmentation of data into sub-sets for individual runs ne-
cessitates its posterior combination. Since the effects in the g(2) we aim to measure are small
(see section 5.4.2), the statistics applied to data processing needs to be sound. For this reason,
a detailed description is given based on the three datasets: c.s. with Nin = 0.23 γ/pulse (setting
scd, fig. D.2), HSP (setting scd, fig. D.3) and noise (setting cd, fig. D.4). The data processing
is best understood when examining the c.s. case, since here the experimental repetition rate is
constant at frep = 5.722 kHz (fig. D.2 d). Starting from the count rates c
t
j,k,i(tm), detected in
each ∆tFPGAint = 10 sec FPGA integration window time bin tm (fig. D.2 a - c), firstly the total
number of counts per measurement run j, ctj,k,i =
∑
m c
t
j,k,i(tm), is computed. As a reminder,
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Figure D.2: Count rates for the measurement setting scd with a c.s. input at Nin = 0.23 γ/pulse.
(a): coincidence count rates in the read-in time bin, measured by the FPGA, as a function of
time tm. Red and blue lines are coincidences c(H,T )(tm) and c(V,T )(tm), respectively. (b):
analogue coincidence count rates observed in the read-out time bin, colour coding as in (a).
(c): triple coincidence rates c
in/out
(H,V,T )(tm) as a function of time tm in both time bins, with the
read-in time bin shown in red and the read-out time bin in blue. The inset (d) displays the
constant experimental repetition rate frep = cT = 5.722 kHz. Grey vertical lines in (a) - (c)
mark the boundaries between different measurement runs j. (d) - (f): histograms of the count
rate traces of (a) - (c), showing the count rate distributions; same colour coding as in (a) - (c).
t ∈ {in, out} is the time bin, j is the measurement run number, k ∈ {(H,T ), (V, T ), (H,V, T )} is
the coincidence type and i ∈ {scd, sd, cd, d} is the measurement setting. The summation relies
on the applicability of Poissonian count rate statistics. So the inherent Poissonian count rate
fluctuations are the main source of variation in the count rates within each run j. In particular
no other systematic effects, such as changes in experimental parameters or drifts, are dominat-
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ing the variation in count rate. For the data in fig. D.2 this is a good assumption. Moreover,
thanks to the alignment and continuous re-optimisation of the experiment, this argument also
holds true reasonably well throughout the entire measurement, i.e., the rates ctj,k are approxi-
mately dominated by Poissonian fluctuations over all measurement runs j. In fact, due to the
constant number of experiments cT (fig. D.2 d), the count rates can be used to tell how well
the experimental conditions can be reproduced on a daily basis. For the example measurement
in fig. D.2, the rates in the input time bin (a) are approximately constant, besides 3 runs
showing an offset that is nevertheless within the Poissonian fluctuation of the dataset. In the
output bin (b) there are small count rate oscillations. However, the count rate distributions
(histograms in fig. D.2 e - g) are clearly uni-modal, i.e., there is only one mean around which
events are distributed. This is a different formulation of the aforementioned requirement about
the dominance of Poissonian fluctuations. Due to the high number of coincidence counts, the
distributions are normal, while the triple coincidences still follow a Poisson-distribution. Thanks
to the uni-modal distributions, we can calculate the overall number of counts ctk,i = Σ
Nr
j=1c
t
j,k,i,
where Nr denotes the total number of measurement runs. The same is done for the trigger
pulses cT,i =
∑Nr
j=1 cj,T,i =
∑Nr
j=1
∑
m cj,T,i(tm). Errors are simply given by the Poissonian errors
∆ctj,k,i =
√
ctj,k,i for the individual runs and ∆c
t
k,i =
√
ctk,i overall.
Notably, in applying the summation over Nr, the dataset is confined to a single input photon
number, as different values for Nin naturally result in jumps in the count rates, and consequently
multi-modal count rate distributions. For this reason, summation over Nr can be applied to all
measurements with the exception of the c.s. input photon statistics (setting i =sd). Here, data
is aggregated over all Nin, since the input statistics of c.s. is independent of their mean photon
number.
With the summed-up counts, the coincidence probabilities ptk,i =
ctk,i
cT,i
are obtained, with errors
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∆ptk,i =
√
ctk,i
cT,i
. Importantly, these do not contain any errors from cT,i, since cT,i represents
the total number of experiments conducted, which is a constant8. Finally, using eq. 4.16, the
probabilities are used to get the g(2) for setting i and time bin t at the input photon number
Nin, according to
g
(2)
i,t (Nin) =
pt((H,V )|T ),i
pt(H|T ),i · pt(V |T ),i
. (D.12)
Its measurement error follows from Gaussian error propagation and is given by
∆g
(2)
i,t (Nin) =
√√√√√√√
(
∆pt(H,V )|T,i
)2
(
ptH|T,i · ptV |T,i
)2 +
(
pt(H,V )|T,i ·∆ptH|T,i
)2
((
ptH|T,i
)2 · ptV |T,i)2
+
(
pt(H,V )|T,i ·∆ptV |T,i
)2
(
ptH|T,i ·
(
ptV |T,i
)2)2 . (D.13)
In contrast to c.s. input signals, the measurements for HSPs have a varying repetition rate cT .
The rate is subject to the following sources of fluctuation:
1. Poissonian count rate fluctuations in idler detection.
2. Variations in the coupling efficiency of the SPDC source’s UV pumping beam into the
ppKTP waveguide.
3. Systematic drifts due to changes in the SPDC generation efficiency, relating to phase-
matching by temperature tuning the ppKTP waveguide.
The corresponding variations in the number in experimental trials translate into variations of
the detected coincidence rates ctj,k,i(tm), shown for setting scd in fig. D.3 e - f. As a result
these rates contain jumps coinciding with the step changes in the repetition rate frep, displayed
in fig. D.3 d. Correspondingly, their count rate distributions (fig. D.3 j & k) are no longer
8 For HSP inputs, cT,i also contains contributions from dark counts of DT. These must not be subtracted,
because the false P.C. triggers from dark counts still represent conducted experimental trials.
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Figure D.3: Count rate and detection probability data for the setting scd with HSP input.
(a) Detection probabilities pin(H/V |T ) for the read-in time bin, derived from the detected coinci-
dence count rates cin(H/V,T ), shown in the inset (e), divided by the experimental repetition rate
frep = cT , displayed in the inset (d). Red and blue lines indicate coincidences between arms
H & T and V & T, respectively. (b): Analogous probabilities for the read-out time bin, with the
corresponding coincidence count rates in inset (f). (c): Triple coincidence probabilities for the
read-in (red) and the read-out (blue) time bin. (g): Distribution of the detection probabilities
pin(H/V )|T for the read-in time bin; the inset (j) shows the distribution for the corresponding coin-
cidence count rates cin(H/V,T ). (h) & inset (k): Same datasets for the read-out time bin. Colour
coding for (g), (h), (j), (k) as in (a). (l): Distribution of the triple coincidence probability
pt(H,V )|T ; inset (l) shows the triple coincidence count rates c
t
(H,V,T ). Colour coding as in (c).
uni-modal but contain two regimes associated with the two different repetition rate regimes
frep ≈ 6.8 kHz and frep ≈ 5.8 kHz. To process the data one has to look at the rates without
the effects from changes in cT . For this reason, the coincidence probabilities per registered
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FPGA datapoint ptj,k,i(tm) =
ctj,k,i(tm)
cj,T,i(tm)
are required, which are displayed in fig. D.3 a - c. These
rates are approximately constant and, once more, dominated by Poissonian fluctuations. The
distribution of the probabilities is thus again reasonably uni-modal (fig. D.3 g - i). This makes
the probabilities comparable to the c.s. data in fig. D.2, whose coincidence probabilities are just
a rescaled version of their count rates. It is thus again justified to sum first over all data points
tm per run j and second over all Nr runs, with the g
(2) obtained by using eqs. D.12 & D.13.
The numerical outcomes for all g(2) measurements are stated in appendix D.3.4.
Notably, the results obtained by this summation of counts are the same as one would obtain
if the mean of all detection probabilities over the entire dataset Nr was computed, i.e., the
variables p¯tj,k,i =
Σ
j,m
ptj,k,i(tm)
Σ
j,m
1 were used in eq. D.12 instead. Errors are comparable to the results
from count summation, yet they slightly differ as the standard error9 derives from the variance
of the counts around their mean. These numbers are also presented in the appendix D.3.4.
There is another way to process this data, which has less stringent requirements on experimental
reproducibility. This method uses the somewhat more standard procedure of taking the mean
over the g(2)-values for the individual runs j. Notably, these are also needed for the hypothesis
tests performed to determine the statistical significance of the g(2) results in appendix D.3.3. We
still utilise the dominance of Poissonian fluctuations within each measurement run and sum the
count rates over all recorded points tm for each run j. The resulting c
t
j,k,i are used to compute
individual g(2)-values per run j via
g
(2)
j,i,t(Nin) =
ptj,((H,V )|T ),i
ptj,(H|T ),i · ptj,(V |T ),i
=
ctj,(H,V,T ),i · cj,T,i
ctj,(H,T ),i · ctj,(V,T ),i
. (D.14)
Errors are calculated by applying eq. D.13 to the individual count rate errors ∆ctj,k,i. To get
9 The calculation of the standard error implicitly uses the applicability of the central limit theorem to the
dataset. This will be discussed in the text below and is explicitly shown in the appendix D.3.4 for the noise
data (setting cd), where the convergence of the triple coincidence detection probability ptj,(H,V )|T,i to a normal
distribution is illustrated in fig. D.6.
D.3 g(2) measurements 342
the overall g(2) for the setting i, the mean of the individual g
(2)
j,i,t is determined, g¯
(2)
i,t =
∑Nr
j=1 g
(2)
j,i,t
Nr
.
As the averaging works on the g(2)-values of individual runs, it is not sensitive to parameter
changes between runs, as long as the investigated signal has the same statistical properties. For
this reason, it is the method utilised to determine the g(2) of the c.s. input (setting i = sd), where
the combined data for all Nin are used. The overall error is obtained as the standard error on the
mean as ∆g¯
(2)
i,t =
σi,t√
Nr
, with the sample standard deviation (std) σi,t =
√∑Nr
j=1
(
g
(2)
j,i,t−g¯(2)i,t
)2
Nr−1 . The
standard error takes into account the spread of the different g
(2)
j,i,t-values around their mean g¯
(2)
i,t .
However it does not account for the individual errors on the g
(2)
j,i,t. This means it weighs every
datapoint equally, irrespective of the underlying integration time and associated precision of the
count rates going into eq. D.14. To address their varying significance, we can apply weighing
factors to each g
(2)
j,i,t, which can be based on the Poissonian error or the measurement time of
the respective run (see appendix D.3.4).
Irrespective of weighing, the calculation rests on the important condition that the central limit
theorem (CLT) is applicable10 to the g
(2)
j,i,t. This is not immediately clear, as not all distributions
of all variables pj,k,i, entering eq. D.14, are normal. As fig. D.3 shows, the normality is obvious for
the coincidence terms, whose count rates are high enough to have their Poissonian distributions
converge to Gaussians. Yet, the triple coincidences are still Poissonian distributed. For them,
the normality comes from the CLT11: Since we use the sum of the count rates ctj,k,i(tm), over all
tm, each factor going into eq. D.14 is in fact a sum of random variables, for which reason these
sums ctj,k,i are normally distributed. Fig. D.6 in appendix D.3.4 illustrates this explicitly for the
cj,(H,V,T ),cd triple coincidences of the noise measurements. However, since the denominator of
10 This is also a requirement for the applicability of the statistics tests, used in appendix D.3.3.
11 The central limit theorem states that the sum Sm =
∑
m xm of random variables xm, each with the same
distribution, converges to a normal distribution in the limit of large m. For the theorem to hold, the xm must have
a finite mean and variance, which is fulfilled for Poissonian and normal distributions. Convergence can usually
already be observed after summation of ∼ 5 variables [74]. In our case, each measurement run j contains at least
10 data points. The major part of the runs was integrated for & 30 min and thus has at least 180 data points,
i.e. |{m}| ≥ 180, which is more than sufficient.
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the g
(2)
j,i,t in eq. D.14 contains a product of two normal distributions it is described by a modified
Bessel function of 2nd kind [74], while the numerator is Poissonian distributed. Irrespective of
what the exact distributional form of the resulting g
(2)
j,i,t is, it must not have fat tails
12. We
certify this by running a Shapiro-Wilk test [227] on the g
(2)
j,i,t for all settings i (appendix D.3.3).
With the Null hypothesis H0 that the g
(2)
j,i,t are normally distributed, the test cannot reject H0
with & 95 % confidence for all i in both time bins t. While this does not prove normality of the
g
(2)
j,i,t, it excludes fat tails. Hence, the CLT applies and the means g¯
(2)
i,t are normally distributed.
An illustration of the g
(2)
j,i,t data is provided in fig. D.4, where a - b contain plots of the g
(2)
j,cd,t
of the noise for each run j as a function of measurement time. Subplot c shows their resulting
distributions as histograms. It is difficult to guess the distributional form graphically. Yet, one
can nicely see that g(2)-values, obtained from eq. D.12 through count summation over the entire
measurement and plotted by vertical lines, coincide well with the centres of the histograms.
Equally, also the g
(2)
j,scd,t data for HSP and c.s. inputs, which are displayed in fig. D.4 c & d
for the read-in and read-out time bins, respectively, distribute nicely around the g
(2)
scd,t values.
Hence, the g
(2)
i,t are good expressions for the g
(2) of the whole sample, as are the means g¯
(2)
i,t .
Both methods are applicable and yield similar numerical g(2) values (see appendix D.3.4). In a
final step, we demonstrate that this graphical impression is actually correct, by running Student
T-tests (appendix D.3.3) on the data samples {g(2)j,i,t} of individual g(2)-values. These are tests
against the g
(2)
i,t data, obtained by count summation from using eq. D.12, which are treated as
the assumed means of the populations. To this end, a double-sided, one-sample T-test [227] is
applied, where the Null hypothesis H0 is that the g
(2)
i,t are the mean of the individual
{
g
(2)
j,i,t
}
.
The T-test cannot reject H0 with at the least 95 % confidence for all settings and time bins (see
appendix D.3.3). It is hence fair to use g
(2)
i,t (Nin), obtained by eq. D.12 through summation of
12 The Cauchy or Lorentzian distribution has the functional form f(x) ∼ 1
x2
, which leads to a diverging variance
σ2, since σ2 ∼ 〈x2〉−〈x〉2 = ∫ x2f(x)dx+(∫ xf(x)dx)2, giving the distribution fat tails. The central limit theorem
however only holds for random variables with finite mean and variance.
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all counts under Poissonian statistics, to benchmark the photon statistics of the signal and noise
fields.
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Figure D.4: Comparison between the g(2)-values obtained from Poissonian summation (eq. D.12)
and the individual g
(2)
j,i,t for each measurement run j (eq. D.14). The former values are illustrated
by constant vertical lines, with grey shaded areas accounting for the error on the g(2)-value. The
individual g
(2)
j,i,t values are displayed as data points. Pink and blue points represent the noise in
the input and output time bins, respectively. Red points represent HSP data and green points
c.s. data. (a) and (b) show the noise g(2)-values in the input and output time bins, whose g
(2)
j,cd,t
distributions are depicted in the inset (c). The histogram in (c) also contains the g(2)-values
from Poissonian summation as dotted lines, where the grey and blue lines represent its value for
the input and output time bin, respectively. (d) and (e) contrast the data for HSP and c.s.
inputs, when transmitted through and retrieved from the memory, respectively (setting scd).
Note here the drop in g(2) between c.s. and HSPs. It illustrates the effect from the quantum
nature of the HSP input, when storing the signal in the memory.
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Figure D.5: Histogram of number of experiments cT , derived from idler detection, for the mea-
surement of setting sd with HSP input. (a): the count rates cT as observed during the total
measurement time ∆tmeas ≈ 110 min, where the vertical lines separate the data belonging to
different measurement runs. Regimes of the same systematic conditions are marked by colour
(red and blue). (b): Histogram of the total count rate trace shown in (a). (c): Histogram of
the count rate regime 1 (red in (a)). (d): Histogram of the count rate regime 2 (blue in (a)).
D.3.2 Coincidence rates observed during g(2) measurements
The following tables list the coincidence count rates observed during the measurements of the
g(2) data, presented in section 5.4.2. Listed count rates cti,k represent the average over all count
rate data points ctj,i,k(tm); as usual t is the time bin, k ∈ {(H,T ), (V, T ), (H,V, T )} denotes the
coincidence type and i indicates the measurement setting i ∈ {scd, sd, cd}. As introduced in
section 4.4 of the main text, the ctj,i,k(tm) are the counts registered by the FPGA in one 10 sec
integration time bin tm for each measurement run j. The errors on the c
t
i,k are given by the
standard error of the cti,k(tm).
The standard error can be used as an error metric thanks to the applicability of the central
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limit theorem, which results in a normal distribution for the sum Si =
∑
j,m
ctj,i,k(tm), while
the individual count rates ctj,i,k(tm) are Poisson distributed. Thus c
t
k =
Nr∑
j=1
∑
m
ctj,i,k(tm)
Nr
is also
normally distributed with a sample standard deviation σtk =
√
Nr∑
j=1
∑
m
(
ctj,i,k(tm)−cti,k
)2
Nr−1 , which leads
to a standard error of ∆cti,k =
σtk,i√
Nr
. Here, Nr is the number of measurement runs j per input
photon number Nin.
Besides the coincidence rates, the tables below also contain the experimental repetition rates
frep = cT . For c.s. inputs, these correspond to the Ti:Sa clock signal, divided-down by the
Pockels cell (see section 5.2). Consequently, the signal is stable with a negligible error (∆cT ) on
the order of mHz, which is therefore not quoted. For HSP, cT is the number of detected idler
photons13. This number is subject to systematic errors. These are mainly oscillations in the
UV coupling efficiency into the ppKTP waveguide and, more importantly, changes in the SPDC
generation efficiency, originating from a drift in the optimal phase matching temperature of the
waveguide (see appendix C.5). The latter effect causes count rate offsets on a daily time scale.
As fig. D.5 shows, this leads to step-changes in cT and in turn to a much greater variation in
count rate than expected from a statistical error. The error ∆cT can thus not be computed by
statistical means only. Instead it is the sum of the statistical count rate fluctuation and the size
of the systematic variation. The latter is determined by separating the data into regimes with
equal systematic conditions and then taking the difference between the mean count rates of the
regime with highest and the one with lowest rates. Fig. D.5 illustrates the procedure by the
example of the data for setting sd. The count rates cT (tm) (a) are not normally distributed, as
observable from their histogram (b). Rather there are two regimes, separated by the size of the
count rate step change. Each regime shows approximately normally distributed rates14 cT (c
13 With a few counts lost due to the delay settings of DDG 1, used to temporally filter false triggering on dark
counts (see sections 4.3 & 5.2.2.)
14 As one would expect for a Poissonian distribution with a large mean.
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and d) with standard deviation σ1,2 and mean µ1,2. The statistical error ∆c
stat
T =
√
σ21+σ
2
2√
Nr
and
the systematic error ∆csyst =
|µ1−µ2|
2 give the total error ∆c
tot
T = ∆c
stat
T + ∆c
sys
T , quoted in the
following tables.
The tables furthermore state the total measurement time ∆tmeas for recording all runs Nr, con-
tributing to the respective set of numbers cti,k. The rates are split according to the settings i
and combine the rates for all recorded input photon numbers Nin for the three measured signal
types HSP, c.s. and noise.
• Active Raman memory: Experimental configuration with optical pumping, i.e. Cs
state preparation in 62S 1
2
, F = 4.
Memory interaction setting scd
HSP Coherent states
Coinc. Nin = 0.22 Nin = 0.23 Nin = 0.49 Nin = 0.91 Nin = 1.66 Nin = 2.16
cT [kHz] 5.9± 0.5 5.722 5.722 5.722 5.722 5.722
cinH,T [Hz] 28.37± 0.08 26.49± 0.05 51.91± 0.09 80.8± 0.15 127.7± 0.35 169.4± 0.4
cinV,T [Hz] 28.6± 0.08 25.8± 0.05 51.4± 0.1 80.6± 0.17 130± 0.4 170± 0.4
coutH,T [Hz] 29.1± 0.1 32.49± 0.07 34.4± 0.1 55.9± 0.2 61.7± 0.2 80± 0.3
coutV,T [Hz] 29.4± 0.1 32.31± 0.07 34.1± 0.1 55.5± 0.2 62.6± 0.2 80.4± 0.2
cinH,V,T [Hz] 0.126± 0.003 0.166± 0.003 0.567± 0.008 1.29± 0.01 3.11± 0.03 5.38± 0.03
coutH,V,T [Hz] 0.229± 0.004 0.309± 0.004 0.325± 0.006 0.84± 0.01 0.95± 0.01 1.54± 0.02
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Input signal setting sd
HSP Coherent states
Coinc. Nin = 0.22 Nin = 0.23 Nin = 0.49 Nin = 0.91 Nin = 1.66 Nin = 2.16
cT [kHz] 5.91± 0.53 5.722 5.722 5.722 5.722 5.722
cinH,T [Hz] 30.51± 0.13 33.35± 0.1 74.17± 0.14 128.87± 0.28 209.97± 0.56 290.32± 0.48
cinV,T [Hz] 30.56± 0.14 33.22± 0.1 73.45± 0.16 128.35± 0.28 214.2± 0.74 292.11± 0.54
coutH,T [Hz] 0.23± 0.01 0.34± 0.01 0.65± 0.01 1.09± 0.02 1.82± 0.02 3.05± 0.03
coutV,T [Hz] 0.25± 0.01 0.35± 0.01 0.65± 0.01 1.09± 0.02 1.85± 0.02 3± 0.03
cinH,V,T [Hz] (26± 7) · 10−4 0.2± 0.005 0.97± 0.01 2.87± 0.02 7.84± 0.06 14.91± 0.07
coutH,V,T [Hz] 0± 0 0± 0 0± 0 0± 0 (5± 4) · 10−4 (11± 6) · 10−4
Noise setting cd
Coinc. HSP Coh. states HSP & c.s.
cT [kHz] 4.22± 1.88 5.72± (6 · 10−4) 5.14± 1.88
cinH,T [Hz] 6.33± 0.03 8.35± 0.02 7.57± 0.02
cinV,T [Hz] 6.16± 0.04 7.94± 0.017 7.25± 0.02
coutH,T [Hz] 15.23± 0.09 21.51± 0.04 19.07± 0.05
coutV,T [Hz] 15.15± 0.09 21.27± 0.04 18.89± 0.05
cinH,V,T [Hz] (14.7± 0.6) · 10−3 (18.9± 0.6) · 10−3 (17.3± 0.4) · 10−3
coutH,V,T [Hz] (93.9± 1.6) · 10−3 (135.7± 1.5) · 10−3 (119.5± 1.1) · 10−3
The above table for the noise setting shows the detected count rates first split up according
to the input signal type (HSP or c.s.), and secondly for the combination of both datasets.
The latter corresponds to the average over the two previous rates. The separation is done,
because the experimental repetition rate frep = cT is different between both signal input
types, with a fluctuating rate for HSP inputs and a constant rate for c.s..
• Raman memory off: Experimental configuration without optical pumping, i.e. the Cs
population is approximately evenly distributed between the 62S 1
2
, F = 3 and the 62S 1
2
, F =
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4 ground states.
Signal and control setting sc
HSP Coherent states
Coinc. Nin = 0.22 Nin = 0.23 Nin = 0.49 Nin = 0.91 Nin = 1.66 Nin = 2.16
cT [kHz] 11.97± 0.1 5.722 5.722 5.722 5.722 5.722
cinH,T [Hz] 144.58± 0.21 72.65± 0.13 106.56± 0.16 171.7± 0.2 230.67± 0.36 310.24± 0.41
cinV,T [Hz] 144.5± 0.21 72.5± 0.13 107.89± 0.15 170.84± 0.18 237.21± 0.41 312.02± 0.41
coutH,T [Hz] 86.12± 0.16 40.52± 0.08 39.42± 0.11 51.59± 0.14 41.02± 0.09 46.94± 0.15
coutV,T [Hz] 85.16± 0.16 40.42± 0.08 39.9± 0.12 50.87± 0.13 42.1± 0.09 47.14± 0.15
cinH,V,T [Hz] 2.65± 0.02 1.58± 0.02 3.07± 0.02 7.33± 0.03 12.15± 0.05 20.9± 0.07
coutH,V,T [Hz] 1.0± 0.01 0.512± 0.008 0.49± 0.01 0.82± 001 0.54± 0.01 0.69± 0.01
Input signal setting s
HSP Coherent states
Coinc. Nin = 0.22 Nin = 0.23 Nin = 0.49 Nin = 0.91 Nin = 1.66 Nin = 2.16
cT [kHz] 11.85± 0.06 5.722 5.722 5.722 5.722 5.722
cinH,T [Hz] 59.34± 0.2 32.66± 0.11 68.32± 0.18 122.82± 0.28 201.37± 0.44 270.65± 0.56
cinV,T [Hz] 58.8± 0.18 32.72± 0.11 69.5± 0.19 122.56± 0.26 207.05± 0.52 270.51± 0.54
coutH,T [Hz] 0.45± 0.01 0.3± 0.01 0.62± 0.02 1.07± 0.02 1.74± 0.02 2.75± 0.04
coutV,T [Hz] 0.52± 0.02 0.3± 0.01 0.64± 0.01 1.09± 0.02 1.81± 0.03 2.78± 0.03
cinH,V,T [Hz] 0.008± 0.002 0.19± 0.01 0.84± 0.02 2.59± 0.03 7.28± 0.06 12.94± 0.08
coutH,V,T [Hz] 0± 0 0± 0 (0.3± 0.3) · 10−3 0± 0 (0.3± 0.3) · 10−3 (1.6± 0.8) · 10−3
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Noise setting c
Coinc. HSP Coh. states HSP & c.s.
cT [kHz] 11.86± 0.09 5.722 6.57± 3.1
cinH,T [Hz] 83.16± 0.14 41.66± 0.09 47.36± 0.21
cinV,T [Hz] 82.59± 0.13 41.36± 0.09 47.02± 0.21
coutH,T [Hz] 85.51± 0.14 40.31± 0.08 46.52± 0..22
coutV,T [Hz] 84.89± 0.15 40.26± 0.08 46.39± 0.22
cinH,V,T [Hz] 1.11± 0.01 0.579± 0.004 0.652± 0.005
coutH,V,T [Hz] 1.12± 0.01 0.504± 0.004 0.588± 0.005
D.3.3 g(2) statistic tests
The three statistical tests used in section 5.4 and appendix D.3.1 for aggregating the g(2) data
are hypothesis tests. These operate on the principle of testing against a Null Hypothesis H0,
which may or may not be excluded given the statistical properties of the data. Here H0 can
either be a qualitative statement, e.g. the distribution of the data (Shapiro-Wilk test), or a
quantitative statement, e.g. the mean of the data (Student T-test). In either case, the first step
is the appropriate formulation of H0, which in itself is one of the main difficulties in running
hypothesis tests. Once H0 is established, the data are used to calculate a test statistic y.
Depending on the test statistic, particularly for quantitative tests, information from H0 may
also determine y. The test statistic follows a known probability density distribution (pdf) y(x).
The exact form of the pdf depends on the test in use, e.g. y(x) for a Student T-test follows a
T-pdf. Knowing the functional behaviour y(x), the x-coordinate x˜, belonging to the value of
t := y˜ = y(x˜) calculated from the sample data, can be determined. Once x˜ is known, one can
define the p-value, which corresponds to the probability of obtaining a value for the test statistic
t at least as extreme as the one actually obtained from the sample data.
What this means is, that p is the probability of getting values y˜ for the test statistic with x-
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coordinates at least as far away from the centre of the pdf as x˜. Since the pdf has a total area∫∞
−∞ y(x)dx = 1, the p-value is the area of the pdf for all x-values with |x| ≥ |x˜|. Depending on
whether a double-sided or one-sided test is to be performed, one either takes into account the pdf
tails in the first and second quadrant (double-sided test), with p =
∫ x˜
−∞ y(x)dx +
∫ +∞
x˜ y(x)dx,
or only in the first (right-sided test), with p =
∫ x˜
−∞ y(x)dx, or second (left-sided test) quadrant,
with p =
∫ +∞
x˜ y(x)dx, respectively. The p-value is thus the probability for events as extreme
as y under the condition that H0 is correct. It is similar to the Value-at-Risk measure used in
finance [227]. Notably, since information about H0 is included in the test statistic t, y(x˜) is based
on the assumptions that H0 holds true.
If the p-value is large, i.e. x˜ lies close to the origin, it is likely that H0 can explain the observed
data. But, if p is very small, i.e. x˜ is far away from the pdf centre, it is very unlikely that H0
is a good hypothesis to be made about the data. Naturally the question arises: when can a
hypothesis H0 be rejected? To this end, the statistical significance level is used. It is commonly
denoted by variables α or σ. The latter refers to the case of a normal pdf, where it corresponds
to the number of standard deviations x˜ is away from x = 0, i.e. for a statistical significance
of n · σ, n is given as n = |x˜−x0|σ and x0 is the centre of the pdf. The significance level n · σ
is commonly used to describe a probability P (n), which refers to the probability of the test
statistic lying within the central area of the pdf bounded by x˜, i.e. for the right-sided test
P (n) =
∫ x˜=nσ
0 y(x)dx and for a double-sided test P (n) =
∫ nσ
2
nσ
2
y(x)dx. The level α describes
the complementary area of the pdf, i.e.
∫∞
x˜=nσ y(x)dx or
∫ nσ
2
−nσ
2
y(x)dx for the right- and the
double-sided tests. Thus one gets P (n · σ) = 1− α. Commonly used confidence levels are:
• 1σ: P (1 · σ) = 0.6828; α = 0.32
• 2σ: P (2 · σ) = 0.9545; α = 0.046
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• 3σ: P (3 · σ) = 0.0027; α = 0.997
• 4σ: P (4 · σ) = 6.3 ∗ 10−5; α = 0.9999
With these definitions it is straight forward to see, that α and p both describe the same quantity,
namely the cumulative probability distribution function (cdf) outside the interval [−x˜, x˜], [−x˜, 0],
or [0, x˜], again depending on which sides the test is performed. Thus, through specification of a
significance level α one can exclude H0 if p < α. If p > α, i.e. the test statistic x-coordinate x˜
lies closer to the origin than xα, where xα satisfies α =
∫
x′ y(x)dx with |x′| ≥ x˜, H0 cannot be
rejected.
Importantly, the hypothesis test can only determine if H0 can be rejected. It cannot establish,
whether H0 is actually true. For this reason one usually tries to formulate two complementary
hypotheses H0 and H1, where the aim of the test is to exclude H0, which simultaneously means
that H1 is true. However if p > α, H0 is as good as any other hypothesis that cannot be rejected
given the data.
Below, each of the employed hypothesis tests is described briefly and results are stated for the
noise, HSP and c.s. datasets. For c.s. inputs, numbers are quoted for Nin = 0.23 γ/pulse, whose
g(2) is to be contrasted with the ones obtained from the HSP and noise data. The other c.s. input
photon numbers do not require the same amount of care in data evaluation as their differences
in g(2) with respect to the noise are immediately obvious from fig. 5.4.
Shapiro-Wilk test [227]
Description The Shaipro-Wilk test is used to test if a sample of data {xi} is normally dis-
tributed, for which reason it is an example for a qualitative test. Its particular advantage over
similar tests, such as the χ(2)-test [283] or the Kolmogorow-Smirnow-test [227], is good perfor-
mance for small sample sizes, particularly for nx ≤ 30 observations. It also does not suffer from
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binning effects, which are a problem in using the χ(2)-test. The test is by default based on the
Null hypothesis H0 that the data follows a normal distribution, whereby the test statistic uses a
comparison between the variance obtained from the data and the expected variance the dataset
would show, if it were normally distributed:
tSW =
β2
(nx − 1) · σ2x
(D.15)
Here nx is the sample size |{xi}|, σ2x =
∑
i(xi−µx)
n−1 , with the mean µx =
∑
i xi
nx
, is the variance of
the data and β2 is the expected variance. The latter represents the gradient of a linear fit of the
data in a QQ-plot [227]. Thus, if the sample were normally distributed, both variances would be
approximately equal. In this regard, larger values of tSW render H0 more likely, such that no
rejection of H0 is obtained if it is above a critical, sample size dependent value t
crit
SW
15.
Application We use the Shapiro-Wilk test as a demonstration of the applicability of the cen-
tral limit theorem on the samples {g(2)j,i,t} of individual g(2)-values obtained for each measurement
run j (see section 5.4.2 & appendix D.3.1). The central limit theorem needs to hold firstly for
our error calculation on the mean of the {g(2)j,i,t} and furthermore for the T-tests. The aim is to
show that a normal distribution is not rejected straight away for the {g(2)j,i,t}, which means the
data do not exhibit fat tails. Notably, the central limit theorem fails particularly for fat tailed
distributions, whose variances are undefined, e.g. the Cauchy/Lorentz distribution. If the data
did have such tails, this would spoil the argumentation by the central limit theorem in appen-
dices D.3.1 and D.3.4. The Shapiro-Wilk test allows to conclude their absence for the {g(2)j,i,t}
distributions, as these would, most likely, lead to a rejection of H0. The associated divergence of
the variance with σ2x →∞ in the denominator of eq. D.15, would lead to tSW → 0, which means
15 The actual calculation of β from the sample data and the subsequent determination of the p-value from the
test statistic are reasonably involved. Since we utilise pre-made computer code in MatLab to perform the test,
details are not provided here.
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a rejection of H0 as tSW < t
crit
SW. Why is this important? Because the distribution of the {g(2)j,i,t}
is given by the ratio of a normal distribution over the product of two normal distributions (see
appendix D.3.4). Since the ratio of two normal distributions is Cauchy distributed, it would
have fat tails and the central limit theorem would fail. Hence the argumentation in appendix
D.3.4 would be flawed. Moreover also the T-test would not be applicable to the {g(2)j,i,t}. The
Shaprio-Wilk test is run on all sets {g(2)j,i,t}, leading to the following results:
Signal type Setting α Read-in time bin Read-out time bin
H0 rejected p-value H0 rejected p-value
HSP scd 0.0455 7 0.84 7 0.25
HSP sd 0.0455 7 0.09 - -
HSP sc 0.0455 7 0.48 - -
HSP s 0.0455 7 0.26 - -
c.s. @ Nin = 0.23 scd 0.0455 7 0.22 7 0.56
c.s. @ Nin = 0.23 sd 0.0455 3 0.02 - -
c.s. @ Nin = 0.23 sc 0.0455 7 0.77 - -
c.s. @ Nin = 0.23 s 0.0455 7 0.71 - -
noise cd 0.0455 7 0.29 3 0
noise c 0.0455 7 0.09 7 0.07
Student T-test [227]
Description The Student T-test is used to test datasets for their mean values and, as such,
is a test with a quantitative Null hypothesis H0. The test can either be conducted on a single
set of data samples or on two samples. In case of a single sample with n datapoints xi, it is
tested whether an assumed mean value µ˜, which is provided a priori, is consistent with the
mean of the sample data µx. H0 states that the two means are the same, i.e. H0 : µ˜ = µx.
For the two sample version, the mean values µx, µy of the two samples {xi}, {yi} are tested for
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disagreement. Analogously, H0 assumes both means are equal, i.e. H0 : µx = µy. In both cases,
the test requires either that the data in the samples are normally distributed or that they, at
least, contain sufficient data points for the central limit theorem to apply. This means the sum
Si = Σixi is normally distributed, which is true for our g
(2) data.
While we do not want to present the calculation of the measurement statistics in detail [227], a
quick look at the test statistics for the one sample T-test is instructive. It explains in a simple
way the normality condition and the resulting distribution of the test statistic. We consider to
have sample data {xi} with n samples, which are drawn from an arbitrary distribution. The
test statistic is given by
t =
√
n · µx − µ˜
σx
, (D.16)
where µ˜ is the assumed mean of the sample. The variable µx =
1
n
n∑
i=1
xi is the mean of the data
and σx =
√∑n
i=1(xi−µx)2
n−1 is the sample standard deviation. Thanks to the central limit theorem
the variable µx is normally distributed. The variable σ is χ
(2)-distributed; a property which is
at the heart of the χ(2) statistics test for normal distributions [283]. Since the test statistic is the
quotient of both values, it is described by a T-distribution with n− 1 degrees of freedom, which
is centred around the assumed mean µ. It is easy to see, that eq. D.16 simply tests how far the
assumed mean µ˜ is actually displaced from the proper mean of the sample data µx. The same
information can be obtained, e.g., from graphical investigation of the data. This illustrates that
statistics tests do no add information, but rather provide a quantitative framework to formalise
conclusions, which could also be drawn by other means (e.g. visually). For this reason, our
analysis in appendix D.3.1 only uses these tests to check, whether the conclusion we draw from
the g(2) data are reasonable, and to make a quantitative statement about the g(2) differences
between HSP and c.s. (see section 5.4.2).
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Application In appendix D.3.1 the double-sided, one-sample T-test is used to test whether
the g
(2)
i,t , obtained by summing all double and triple coincidence counts over the entire measure-
ment, can be regarded as the mean of
{
g
(2)
j,i,t
}
, representing the g(2)-values obtained for each
measurement run j. The used H0 states that the mean of the set {g(2)j,i,t} is equal to g(2)i,t , which
results from summation of events over all runs j (see eq. D.12). We run the test for the settings
{scd, cd} in both time bins t ∈ {in, out}, and for sd in the read-in time bin. The results are as
follows:
Signal type Setting α Read-in time bin Read-out time bin
H0 rejected p-value H0 rejected p-value
HSP scd 0.0455 7 0.88 7 0.31
HSP sd 0.0455 7 0.84 - -
HSP sc 0.0455 7 0.8 - -
HSP s 0.0455 7 0.81 - -
c.s. @ Nin = 0.23 scd 0.0455 7 0.41 7 0.88
c.s. @ Nin = 0.23 sd 0.0455 7 0.91 - -
c.s. @ Nin = 0.23 sc 0.0455 7 0.92 - -
c.s. @ Nin = 0.23 s 0.0455 7 0.71 - -
noise cd 0.0455 7 0.9 7 0.05
noise c 0.0455 7 0.68 7 0.67
As mentioned above, the formulation of H0 aims at achieving no rejection, Thus it does not
allow to conclude that g
(2)
i,t is actually the mean of {g(2)j,i,t}. However the data does not lead to
a rejection. Based on the good visual agreement, shown in fig. D.4, we can regard g
(2)
i,t as the
mean of the {g(2)j,i,t}.
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Welch test [227]
Description To determine the statistical significance of the difference between the g(2) for HSP
and c.s. input signals, a Welch test is used in section 5.4.2. The Welch test is a variant of the
two-sample T-test, for data samples {xn}, {ym} of unequal sizes Nn 6= Nm, with Nn = |{xn}|,
Nm = |{ym}|, and with different variances σ2x 6= σ2y . Its test statistic is a modified version of eq.
D.16:
tW =
µx − µy −
(
µ˜x − µ˜y
)√
σ2x
n +
σ2y
m
,
where µ{x,y} are the means of the samples x and y, and µ˜x − µ˜y is the difference between the
two a priori assumed means. The test statistic is again approximately T-distributed, however
following a T-distribution with
ν =
(
σ2x
n +
σ2y
m
)2
(
σ2x
n
)2
n−1 +
(
σ2y
m
)2
m−1
degrees of freedom. Further details about the methodology can be found in Statistics and
Finance: An Introduction by D. Ruppert [227].
Application For our purposes, this test is chosen since, on the one hand, the g(2) measure-
ments on HSPs, c.s. and noise are clearly independent of one another and have a different number
of recorded runs. On the other hand, the variances of the {g(2)j,i,t} are different as well; both of
these features are illustrated by the data points in fig. D.4. We are performing 3 tests, where
the individual g(2) values {g(2)j,i,t} of the following datasets are involved:
1. HSPs vs. c.s. with Nin = 0.23 γ/pulse
2. HSPs vs. noise
3. c.s. vs. noise
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4. HSPs vs. c.s. with Nin = 0.49 γ/pulse
In all cases, the Null hypothesis H0 is the assumption that the means µ˜x and µ˜y of the two
datasets involved are equal. The aim is rejection of H0, which proves that there is a g
(2)
difference with at least the chosen confidence level α. Using P (n · σ) = 1 − α, the confidence
levels, quoted in section 5.4.2, are obtained in terms of standard deviations. The test is laid out
as a left-hand side test, whereby we test, whether the g(2)-values of the first-named signal type
in the above list has a lower mean than the second signal type. Having observation numbers
of n = 13 for HSP, n = 14 for c.s. and n = 70 for the noise measurements, the sample sizes
are sufficient. The only problematic point is the greater number of noise data points, which can
influence the test’s reliability. Hence the results obtained when testing HSP or c.s. g(2)-values
against those of the noise have to be taken with a pinch of salt. Running the test yields the
following results:
Sample 1 Sample 2 α Read-in time bin Read-out time bin
H0 rejected p-value H0 rejected p-value
HSP c.s. @ Nin = 0.23 0.0027 3 1.2 cot 10
−10 3 8.7 · 10−4
HSP noise 0.0455 3 2.5 · 10−20 3 4.5 · 10−3
HSP c.s. @ Nin = 0.49 0.3172 3 2.3 · 10−7 7 0.38
c.s. @ Nin = 0.23 noise 0.3172 3 1.6 · 10−3 7 0.42
The above results justify the statements made in section 5.4.2. The HSP g(2)-values lie below
those of noise and c.s. input signals at Nin = 0.23 γ/pulse. The values for this c.s. input photon
number are not distinguishable from the noise. Notably, it is sufficient to choose a large α for
demonstration, since the associated p-value is so large. The test cannot yield any rejection of
H0 with higher confidence levels, if it cannot do it with 1 · σ. Moreover, as fig. 5.5 shows, the
g(2) for HSPs is approximately equal to that of c.s. at Nin = 0.49 γ/pulse, so no rejection of H0
is obtained for these two samples.
D.3 g(2) measurements 359
D.3.4 Further details about g(2) data aggregation
Normal distribution of coincidence detection probabilities Here we show, how the
central limit theorem (CLT) causes the detection probabilities ptj,k,i to converge to Gaussian
distributions, despite the fact that the measured coincidence counts ctj,k,i(tm), contributing to
these numbers, are Poissonian distributed. The normality arises because we are using detection
probabilities ptj,k,i, which are the sum of the detection probabilities p
t
j,k,i(tm) over all tm in a run j,
where each of these numbers corresponds to one datapoint recorded by the FPGA . The ptj,k,i are
thus each a sum of random variables. The CLT states, that a sum Sm =
∑n
m=1 xm of n random
variables xm, each with the same arbitrary distribution, converges to a normal distribution in
the limit of large n, as long as the distribution of {xm} has finite mean and variance. Usually,
the convergence can already be observed after summation of n ∼ 5 elements [74]. In our case,
each measurement run j contains at least 10 datapoints (which is the minimal number of FPGA
points recorded to determine the memory efficiency). Yet, most runs are integrated for & 30 min
and consequently have at least 180 data points, i.e. n & 180. This is more than sufficient for
the CLT to hold, and the distribution of the ptj,k,i = Σmp
t
j,k,i(tm) = Σmc
t
j,k,i(tm)/cj,T,i thus
converges against a normal distribution.
Fig. D.6 illustrates this argument for the noise measurements (setting cd), which contain the
largest number of runs, Nr = 70, and hence display the effects most clearly. These data runs
have been recorded constantly alongside the measurements of all input signal types, so they
are representative for the experimental conditions throughout the entire g(2) experiment. The
triple coincidence probabilities ptj,((H,V )|T ),cd(tm) are shown as a time trace over all measurement
runs j in fig. D.6 c. Their histograms, plotted in figs. D.6 b & d for the read-in and read-out
time bin, respectively, are Poissonian distributed. However, when looking at the histograms
of the probabilities ptj,((H,V )|T ),cd, summed over all points tm per run j, the plots in figs. D.6
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e & g reveal how these converge to a normal distribution, as expected from the CLT. The
same of course holds true for the coincidence probabilities ptj,((H/V )|T ),cd, whose time traces
ptj,((H/V )|T ),cd(tm) are displayed in fig. D.6 a along with the summed probabilities per run
ptj,((H/V )|T ),cd in figs. D.6 f & h.
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Figure D.6: Distributions for detection probabilities for measurements on the noise (setting
cd). (a) shows the data points for the coincidence probabilities p
in/out
(H/V )|T (tm) = p
in/out
H|T (tm) +
p
in/out
V |T (tm) for the input time bin (red) and output time bin (blue). Vertical lines delimit the
measurement runs j. (b) and (d) show the Poissonian distributions of the probabilities for
triple coincidences p
in/out
(H,V )|T (tm) for FPGA data in the read-in and read-out bins, respectively.
(c) depicts their rates as a function of measurement time tm, with vertical lines analogous to
(a). (e) and (g) illustrate the normal distributions that are obtained for the triple coincidence
probabilities when summing over the p
in/out
(H,V )|T (tm) for all points tm per run j. (f) and (h) show
the analog distributions for the summed coincidence probabilities p
in/out
(H/V )|T =
∑
m
p
in/out
(H/V )|T (tm).
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g(2)-values from averaging all counts Besides data aggregation based on the summation
of all coincidence counts, explained in appendix D.3.1, we have also validate the g(2) results by
determining the mean coincidence count detection probability over the entire dataset, i.e., over
all measurement runs j contributing to a specific input photon number Nin . To this end, the
variables going into eq. D.12 for the g(2) are ptk,i =
ΣNrj=1
(
Σmptj,k,i(tm)
)
ΣNrj=1(Σm1)
, where the denominator
is the total number of datapoints collected. The g(2)-values are exactly the same, as the tables
in D.3.4 below show. However the errors are slightly different. While eq. D.13 is still used to
obtain the g(2) error, the factors ∆ptk,i, entering the equation, are now obtained by taking the
standard error ∆ptk,i =
σti,k√
ΣNrj=1(Σm1)
, with σtk,i =
√
ΣNrj=1
(
Σmptj,k,i(tm)−ptk,i
)2
ΣNrj=1(Σm1)
as the sample standard
deviation of each dataset. Calculating the standard error implicitly relies on the applicability of
the CLT. From the argument above, illustrated by fig. D.6, it follows that the ptk,i are normally
distributed. Notably, the usage of mean count rates still depends on the absence of systematic
errors throughout the dataset (see discussion in appendix D.3.1). Likewise to the summation of
coincidence counts, averaging fails to obtain sensible results particularly when different Nin are
applied, which is the case for settings sd and s with c.s. inputs.
Averaging method of g(2)-values from individual measurement runs In calculating
the mean g¯
(2)
i,t over all individual g
(2)
j,k,i, performed in appendix D.3.1, there is no recognition of
the precision with which each g
(2)
j,k,i has been determined. In other words, the measurement time
∆tmeas of each measurement run j, which is inversely proportional to the Poissonian error on
each of these g(2)-values, is not included in the standard formulae
g¯
(2)
i,t =
ΣNrj=1g
(2)
j,i,t
Nr
, ∆g¯
(2)
i,t =
1√
Nr
·
√√√√ΣNrj=1 (g(2)j,i,t − g¯(2)i,t )2
Nr − 1 (D.17)
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for calculating the mean and the standard error. As fig. D.4 illustrates, there is however a
significant difference in the measurement times ∆tmeas between the runs j. The inclusion of the
runs with ∆tmeas = 10 min, which were primarily intended for determining the memory effi-
ciency, into the g(2) calculation is the main contributor to the varying precision of the individual
datapoints. It is thus sensible, to extend the calculation and include a weighted average and a
weighted standard deviation, given by:
g˜
(2)
i,t =
∑Nr
j=1 wj · g(2)j,i,t∑Nr
j=1 wj
(D.18)
∆g˜
(2)
i,t =
1√
Nr
·
√√√√√√√
∑Nr
j=1 wj(∑Nr
j=1 wj
)2 −∑Nrj=1 w2j︸ ︷︷ ︸
=:α
·
Nr∑
j=1
(
wj ·
(
g
(2)
j,i,t − g˜(2)i,t
)2)
(D.19)
The pre factor α in eq. D.19 results from the usage of the sample standard deviation, i.e.
using an unbiased estimator for the sample variance. It is the counterpart to the factor 1√
N−1 in
eq. D.17. The weighing factors wj are, on the one hand, obtained from the error of the individual
data points for each run as w∆g2j =
1(
∆g
(2)
j,k,i
)2
Nr∑
j=1
1(
∆g
(2)
j,k,i
)2
, which is one standard approach for weighted
averages [227]. On the other hand, we can also use weights that scale linearly with measurement
time and are defined by w∆tmeasj =
∆tmeas,j∑Nr
j=1 ∆tmeas,j
.
g(2) measurement results Here we state the g(2)-values obtained by all five calculation meth-
ods:
1. Poissonian sum: count summation over all measurement runs assuming Poissonian statis-
tics.
2. Avg. all counts: taking the mean and standard error over the coincidence count rates for
the whole dataset obtained for each setting.
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3. Avg. without weights: taking the mean and standard error for the individual g
(2)
j,k,i-values
without weighing factors.
4. Avg. weights w∆g2j : taking the means and standard errors for the individual g
(2)
j,k,i-values,
using the Poissonian error of individual g(2)-values as weighing factors.
5. Avg. weights w∆tmeasj : taking the means and standard errors for the individual g
(2)
j,k,i-values,
using the setting measurement times as weighing factors.
Note: the crossed-out values in the tables below mark results from methods 1 and 2, which are
not sensible. These numbers are nevertheless stated, to demonstrate that both methods do not
work when data from multiple measurements at different Nin are combined.
Memory on, input time bin
Signal Nin Poisson. sum Avg. all counts Avg., no weights Avg., weights w
∆g2
j Avg., weights w
∆tmeas
j
HSP, sd 0.22± 0.03 0.016± 0.004 0.016± 0.004 0.017± 0.004 0.013± 0.003 0.013± 0.003
c.s., sd 0.23− 2.16 1.565± 0.005 1.565± 0.049 1.015± 0.009 1.001± 0.004 1.017± 0.004
noise cd − 1.618± 0.038 1.618± 0.04 1.626± 0.042 1.552± 0.033 1.588± 0.032
HSP, scd 0.22± 0.03 0.917± 0.02 0.917± 0.02 0.912± 0.031 0.907± 0.026 0.913± 0.026
c.s., scd 0.23± 0.02 1.392± 0.024 1.392± 0.024 1.364± 0.032 1.38± 0.026 1.387± 0.025
c.s., scd 0.49± 0.02 1.217± 0.017 1.217± 0.017 1.206± 0.023 1.213± 0.019 1.215± 0.019
c.s., scd 0.91± 0.04 1.136± 0.01 1.136± 0.011 1.138± 0.01 1.133± 0.01 1.134± 0.009
c.s., scd 1.66± 0.1 1.075± 0.007 1.075± 0.01 1.086± 0.015 1.069± 0.015 1.07± 0.012
c.s., scd 2.16± 0.08 1.069± 0.005 1.069± 0.008 1.061± 0.005 1.064± 0.004 1.065± 0.004
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Memory on, output time bin
Signal Nin Poisson. sum Avg. all counts Avg., no weights Avg., weights w
∆g2
j Avg., weights w
∆tmeas
j
noise cd − 1.705± 0.015 1.705± 0.018 1.672± 0.022 1.673± 0.015 1.679± 0.016
HSP, scd 0.22± 0.03 1.586± 0.025 1.586± 0.028 1.553± 0.032 1.566± 0.028 1.569± 0.028
c.s., scd 0.23± 0.02 1.685± 0.021 1.685± 0.023 1.683± 0.016 1.672± 0.014 1.67± 0.014
c.s., scd 0.49± 0.02 1.582± 0.029 1.582± 0.03 1.567± 0.031 1.572± 0.027 1.574± 0.026
c.s., scd 0.91± 0.04 1.546± 0.017 1.546± 0.021 1.533± 0.017 1.524± 0.017 1.524± 0.016
c.s., scd 1.66± 0.1 1.414± 0.018 1.414± 0.02 1.418± 0.018 1.406± 0.018 1.409± 0.017
c.s., scd 2.16± 0.08 1.374± 0.012 1.374± 0.015 1.362± 0.02 1.363± 0.022 1.367± 0.023
Memory off, input time bin
Signal Nin Poisson. sum Avg. all counts Avg., no weights Avg., weights w
∆g2
j Avg., weights w
∆tmeas
j
HSP, s 0.22± 0.03 0.026± 0.006 0.026± 0.006 0.028± 0.007 0.022± 0.009 0.026± 0.007
c.s., s 0.23− 2.16 1.495± 0.006 1.495± 0.057 0.997± 0.009 1.003± 0.004 0.998± 0.003
noise c − 1.922± 0.01 1.922± 0.02 1.882± 0.013 1.892± 0.011 1.887± 0.011
HSP, sc 0.22± 0.03 1.520± 0.011 1.520± 0.011 1.518± 0.007 1.519± 0.007 1.518± 0.007
c.s., sc 0.23± 0.02 1.717± 0.016 1.717± 0.017 1.714± 0.027 1.714± 0.027 1.715± 0.027
c.s., sc 0.49± 0.02 1.529± 0.011 1.529± 0.012 1.537± 0.017 1.528± 0.014 1.528± 0.014
c.s., sc 0.91± 0.04 1.43± 0.006 1.43± 0.007 1.43± 0.017 1.429± 0.017 1.429± 0.017
c.s., sc 1.66± 0.1 1.27± 0.005 1.27± 0.006 1.27± 0.012 1.269± 0.012 1.27± 0.012
c.s., sc 2.16± 0.08 1.236± 0.003 1.236± 0.005 1.234± 0.009 1.235± 0.009 1.234± 0.009
Memory off, output time bin
Signal Nin Poisson. sum Avg. all counts Avg., no weights Avg., weights w
∆g2
j Avg., weights w
∆tmeas
j
noise c − 1.789± 0.01 1.789± 0.02 1.735± 0.018 1.762± 0.015 1.743± 0.016
Appendix E
Appendix: Noise characterisation
and memory performance
E.1 Fluorescence noise contribution
Table E.1 below lists the fraction Rti,FL,k of the fluorescence noise contribution to the total noise
level N ti,k in time bin t for the S and AS channels (i ∈ {S,AS}). Numbers are calculated using
the dataset shown in fig. 6.2 and are stated for the spin-polarised Cs ensemble (k = cd) as well as
the thermally distributed ensemble (k = c) for both storage times τS = 12.5 ns and τS = 312 ns.
E.2 Theory noise level prediction versus experiment
In section 6.6 of the main text, we compare the prediction for memory noise N ti,k from our
theory model (appendix D.1) against the measured noise levels over a train of 9 consecutive
control pulses (t). The noise floor is compared for both, spin-polarised and thermally distributed
ensembles (k ∈ {cd, c}) as well as for S and AS channels (i ∈ {S,AS}) . Since this is a comparison
of an absolute prediction with an absolute number from a measurement, all efficiency factors,
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τS [ns] Control pulse (n) R
n
S,FL,cd [%] R
n
S,FL,c [%] R
n
AS,FL,cd [%] R
n
AS,FL,c [%]
12.5 1 16± 0.4 3.69± 0.09 0.62± 0.04 1.2± 0.08
12.5 2 14± 0.2 8.9± 0.1 2.39± 0.08 2.2± 0.1
12.5 3 14.4± 0.2 12.6± 0.2 2.31± 0.07 2.9± 0.1
12.5 4 14.6± 0.2 15.1± 0.2 2.35± 0.07 3± 0.1
12.5 5 15.5± 0.2 17± 0.2 2.41± 0.07 3.3± 0.1
12.5 6 15.9± 0.2 17.9± 0.2 2.75± 0.08 3.6± 0.1
12.5 7 16.3± 0.2 18.9± 0.2 2.5± 0.08 3.6± 0.2
12.5 8 17± 0.2 19.6± 0.2 2.7± 0.08 3.6± 0.1
12.5 9 17.9± 0.2 20.6± 0.3 2.9± 0.08 4± 0.1
312 1 17.5± 0.43 3.28± 0.08 0.85± 0.07 1.7± 0.1
312 2 6.8± 0.2 3.39± 0.09 0.75± 0.06 2± 0.2
312 3 11.3± 0.2 8.6± 0.1 2.5± 0.1 2.9± 0.2
Table E.1: Fluorescence noise fraction Rtj,FL,k of total noise level N
t
j,k.
relevant for the experiment, need to be known with certainty. For
N ti,k =
a˜ti,k
frep ·∆tmeas · Tsig · ηdet (E.1)
(see section 6.6), which is analogue the definition of the input photon number (eq. 5.1)
Nin =
c¯insd
c¯sd,T · Tsig · ηAPD, H/V
,
this is not the case for the detector efficiency ηdet = ηAPD, H/V. For the work presented in
this thesis, the detector efficiency of 50 % for both APDs DH and DV (fig. 5.1) has only been
assumed. However, we have observed experimentally, that DH is in fact slightly less efficiency
than DV, whereby all measurements on the memory noise floor in chapter 6 were conducted
using DH. It is thus reasonable, to fit the experimentally observed noise levels {N ti,k} onto their
theory counterparts, using ηdet as a free fitting parameter. To this end, we use eq. E.1 with the
experimental data for the integrated, fluorescence noise subtracted count rates a˜ti,k, as obtained
from fig. 6.2, alongside the experimental parameters frep = 4 kHz, ∆tmeas = 10 min, Tsig,S = 9 %
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and Tsig,AS = 8.97 %. The fit is simultaneously optimised over all time bins t, both ensemble
configurations i and noise channels k. It yields a value of η˜det = 37.58 %. Fig. E.1 shows the
noise levels predicted by our theory model in comparison with the updated experimental noise
levels N ti,k(η˜det), obtained under utilisation of this fitted efficiency. The resemblance between
theory and experiment is even better for almost all configurations with the exception of the AS
channel in the thermally distributed ensemble.
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Figure E.1: Absolute noise levels obtained by prediction of the theory model for the Cs memory
(grey bars) and from the experiment (grey bars). The measured data assumes an APD detection
efficiency of η˜det = 37.6 %, which yields the best fit between observation and theory prediction.
Panel content and colour codings are the same as in fig. 6.7 of the main text.
The detector efficiency η˜det is a reasonable result and might indeed be the actual detection
efficiency of DH. To maintain consistency within this thesis and with respect to published
work [100], which all utilise the assumption ηdet ≈ 50 %, the noise data has not been re-evaluated
using this estimated detector efficiency.
E.3 Anti-Stokes seeding by the input signal
Here we estimate an upper bound on the amount of noise gain in the S channel, which can falsely
be attributed to the memory efficiency ηmem (eqs. 5.5 - 5.7). Since the dynamics of our system
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corresponds to a beam-splitter interaction for the Raman memory, and a two-mode squeezer
for the FWM noise, we can obtain the upper bound in neglecting the memory component in
our coherent interaction model (see appendix D.1). In this case, the Cs vapour system reduces
to an optical parametric amplifier for FWM noise, which is a well studied system in atomic
gases [94,96,256,284,285].
Using the notation of appendix D.1 for Stokes (~S) and anti-Stokes ( ~A) annihilation operators,
the solutions for the optical parametric amplifier [81,94] yields photon number expectation values
of [93]:
NS,out = 〈~S†out~Sout〉 ∼ 〈~S†in~Sin〉
(
cosh (P))2 + (〈 ~Ain ~A†in〉) (sinh (P))2
= 〈~S†in~Sin〉
(
cosh (P))2 + (1 + 〈 ~A†in ~Ain〉) (sinh (P))2
= NS,in
(
cosh (P))2 + (1 +NA,in) (sinh(P))2
NA,out = 〈 ~A†out ~Aout〉 ∼ NA,in
(
cosh (P))2 + (1 +NS,in) (sinh(P))2 ,
where the coupling constant P contains the details of the atomic response function and the
memory control pulse parameters [93,242,286]. This is similar to the solution for the Maxwell-Bloch
equations in our coherent model (eqs. D.3 - D.5, appendix D.1), where the Greens functions
have been simplified to GA,S = GS,A ∼ sinh (P), GS,S = GA,A ∼ cosh (P) and GB,{S,A} = 0.
Looking at the last term for the anti-Stokes noise level NA,out first, we can see that, apart
from any anti-Stokes input (term ∼ (cosh (P))2 · NA,in) and a fixed noise background (term
∼ (sinh (P))2), the noise number is also linearly proportional to the amount of memory input
signal at the Stokes frequency (term ∼ sinh (P)NS,in). This is the relationship we use for the
seeding experiments described in section 6.4 of the main text. It allows us to monitor the
dependence of the anti-Stokes noise on the memory input signal NS,in.
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To obtain an upper limit for the amount of noise gain in the S channel, we use the equation
for NS,out. Since no anti-Stokes signal is inserted, NA,in = 0, we obtain a Stokes noise photon
number for setting scd where NS,in 6= 0, of
Nscd = NS,out =
(
cosh (P))2NS,in + (sinh (P))2 .
For setting cd, where NS,in = 0, we obtain
Ncd = NS,out|NS,in=0 =
(
sinh (P))2 .
The additional contribution to the signal in the Stokes mode, produced by FWM gain, is thus
given by:
GS =
Nscd −Ncd
NS,in
=
(
cosh (P))2 = 1 + (sinh (P))2 = 1 +Ncd = 1 +Noutnoise.
For GS = 1, the signal at the Cs cell output is equal to the input signal, in which case the
memory efficiency ηmem would be exactly determined by eq. 5.2. With our finite, unseeded
noise floor of Noutnoise = 0.15 γ/pulse (eq. 5.8), this increases to G = 1.15. So at most 15 %
of signal entering the memory efficiency calculation, i.e. the signal obtained after subtracting
the cd background noise from the counts for scd, can come from FWM Stokes gain. The most
conservative bound on ηmem is thus given by η
obs
mem = G · ηrealmem, whereby ηobsmem and ηrealmem are
the experimentally observable (eq. 5.2) and the real memory efficiency. This means, the actual
memory efficiency for HSP storage would be ηrealmem ≈ 18 % instead of ηobsmem ≈ 21 % (section 5.3.4).
For c.s. storage at similar Nin, we would have η
real
mem ≈ 24 %, rather than ηobsmem ≈ 28 %.
It is important to note that this is a maximum bound. After all, the system is a memory and the
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interaction is not pure two-mode squeezing. In fact the Raman memory process dominates. The
gain G will consequently be much better approximated by the experimental values in section
6.4, where the contribution to the memory signal is small. Ultimately, this expectation is also
backed-up when comparing the memory efficiencies, obtained at the single photon level (fig. 5.3),
with those for bright coherent states, measured on the Menlo PD. For the latter measurements,
FWM noise is irrelevant. The values tend to coincide for both regimes. Particularly, the single
photon level data does not consistently exceed the bright light numbers, as would be expected
for significant noise gain.
E.4 Expected memory efficiency increase from signal seeding
To obtain a quantitative estimate about how much of the measured memory efficiency is due to
noise, the normalised memory efficiency and noise curves in fig. 6.5 d are used as follows:
From the definition of the memory efficiency in chapter 5, we obtain the real memory efficiency
in terms of the observed coincidence rates for settings scd and cd to (eq. 5.2; for simplicity
we ignore diode laser and signal leakage, and assume a constant experimental repetition rate):
ηrealmem =
coutscd−coutcd
cinsd
. Noise seeding by the signal will lead to an artificially increased number of
coutscd counts, which contains the additional counts c
t
seeded = c
t
scd,S(Nin) − ctcd,S(Nin = 0) due to
seeding. With the assumption of section 6.4 that these equal the increase in AS counts, we
obtain ctseeded = c
t
scd,AS(Nin)− ctcd,AS. Division by ctcd,AS yields
ctseeded
ctcd,AS
=
ctscd,AS(Nin)
ctcd,AS
− 1 = N tAS,norm(Nin)−N tAS,norm(0),
which are the blue lines in fig. 6.5 c. The overestimated memory efficiency reads ηobsmem =
coutscd+c
out
seeded−coutcd
cinsd
. From both expressions, the relative amount of overestimation is ∆ηmem =
E.5 Population flow model for SRS in Stokes channel 371
ηobsmem − ηrealmem = c
out
seeded
cinsd
, which in turn yields the relative amount of efficiency overestimation of
δηmem =
∆ηmem
ηobsmem
=
coutseeded
ηobsmem · cinsd
=
coutseeded
coutscd + c
out
seeded − coutcd
=
coutseeded+c
out
cd
coutcd
− 1
coutscd+c
out
seeded
coutcd
− 1
=
NoutAS,norm(Nin)− 1
NoutS,norm(Nin)− 1
.
In the last step, the definitions for the normalised AS noise level and the normalised scd signal
level in the S channel of Ni,norm(Nin) =
cti(Nin)
cti(0)
=
cti(Nin)
ctcd
have been used, whereby i ∈ {S,AS}
and Ni,norm(0) = 1. The values for N
out
S,norm(Nin) lie on the read lines in fig. 6.5. Notably, as
stated in eq. 5.1, photon numbers Nin correspond to the detected coincidences, scaled by signal
filter transmission and detector efficiency. Hence both quantities are used interchangeably.
Observing the 1st read-out time bin for the largest c.s. input signal photon number, involved in
the g(2) measurements of chapter 5, and for the measured seeding value closest to Nin for HSP
input, the following numbers are obtained:
• Nin ≈ 2.23 γ/pulse:
cout1scd,S(Nin) = 4.88, c
out1
scd,AS(Nin) = 1.39⇒ coutseeded = 0.22, ηobsmem = 3.88, and δηmem = 9.93 %.
• Nin ≈ 0.38 γ/pulse:
cout1scd,S(Nin) = 1.66, c
out1
scd,AS(Nin) = 1.047 ⇒ coutseeded = 0.047, ηobsmem = 0.657, and δηmem =
7.1 %.
E.5 Population flow model for SRS in Stokes channel
When discussing the noise emission from the memory without optical pumping in section 6.3.2,
we have seen that the Stokes emission for setting c decreases over a consecutive train of control
pulses. In a naive model, one could assume that this is due to population reshuffling between the
F= 3 and F= 4 hyperfine ground states, caused by the larger Raman coupling constant CS =
α
∆S
for S scattering than for AS scattering with C ′AS =
α
∆AS
. If we consider a classical model and
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neglect any other efficiency factors, which should influence both FWM channels equally, the
population transfer ratios into and out of the F= 3 storage state (N|s〉) can be expressed as:
• Population transfer from F= 4 to F= 3 by SRS into the AS channel: ddtN|s〉 = (C ′AS)2N|i〉
• Population transfer from F= 3 to F= 4 by SRS into the S channel: ddtN|s〉 = −(CS)2N|s〉,
whereby N|i〉 is the population of F= 4. Initially, half of the total population Ntot is located in
N|s〉. This will be changed by the imbalance between the above transfer rates and eventually
converge against a steady-state population determined by:
d
dt
N ss|s〉 = (C
′
AS)
2N ss|i〉 − (CS)2N ss|s〉 = (C ′AS)2
(
Ntot −N ss|s〉
)
− (CS)2N|s〉 = 0⇒ N ss|s〉 =
Ntot
(CS)2
(C′AS)2
+ 1
Over the course of the control pulse sequence, the population decrease has a ration of R
p9/p1
c,S =
Np9|s〉
Np1|s〉
. Here Np1|s〉 =
Ntot
2 is the initial population in F= 3, that gives rise to the first S noise pulse
in fig. 6.2 c, whereby Np9|s〉 is the population giving rise to the 9
th pulse at which the S noise
level has reached its steady state. Using N ss|s〉, we obtain
R
p9/p1
c,S =
Np9|s〉
Np1|s〉
=
N ss|s〉
Ntot
2
=
2
(CS)2
(C′AS)2
+ 1
=
2
(∆AS)2
(∆S)2
+ 1
= 0.5591.
Since the SRS intensity ISRS is linearly proportional to the population N of the state it couples
to [90], the ratio R
p9/p1
c,S can also be expressed in terms of the count rates observed in pulses 1 and
9 of the S noise emission: R
p9/p1
c,S =
Ip9SRS
Ip1SRS
=
cp9c,S
cp1c,S
. The data has a ratio of R
p9/p1
c,S ≈ 0.62, which
does not agree with the theoretical expectation. Balance of population transfer therefore cannot
explain the decrease in S scattering for setting c. One can expect a steady state pump flow
model not to describe the real situation closely, since SRS in both channels is a weak process,
which should not result in any significant reshuffling of population. The exemplification of this
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fact are the low count rates for S and AS emission. Moreover, in convergence against the steady
state, population would be moved from the storage state |s〉 into the initial state |i〉, which, in
turn, should increase the amount of SRS into the AS channel. Yet, as fig. 6.2 shows, this rate
is constant.
E.6 Parameter dependences of memory efficiency and noise
When we varied some of the experimental parameters during the characterisation of the noise
sources in chapter 6 of the main text, we did not see a substantial improvement in the SNR over
the values quoted in chapter 5. One can thus ask, whether any of the main setup parameters
(see chapter 2), including storage time, control field energy, detuning, cell temperature and
spatial mode size, can result in a better performance. For our specific set-up, the short answer
to this is negative; otherwise such changes would have been implemented prior to the g(2)
measurements of chapter 5. Nevertheless, interesting information has been collected when we
tested these additional parameters to see if there was any improvement. These findings are
particularly relevant for the experimental set-up of the bulk cell Cs memory and might be of
use to the reader, who seeks to reproduce some of our results. For this reason, we will discuss
these measurements in the following:
E.6.1 Lifetime
As the first one of these parameters we analyse the lifetime properties. Here, we evaluate the
memory efficiency and noise lifetimes at the single photon level.
Decoherence and memory lifetime The functional dependence of both observables on
the storage time τS firstly enables to further distinguish between FWM and SRS processes.
Secondly, it can be used to estimate the decoherence mechanism, that currently limits memory
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performance. In general, memory efficiency and noise level reduction for longer storage times
τS predominantly originate either from spin-wave dephasing or atomic diffusion. The former is
analogue to the magnetic dephasing (section 6.5), induced by stray magnetic fields. As we have
seen in fig. 6.6, magnetic dephasing will lead to a Gaussian-shaped decoherence function [247].
Diffusion reduces the number of Cs atoms that are excited in the spin-wave superposition as
these just move outside the active volume defined by the overlap region of the signal and control
pulses. Resulting atomic loss lowers the atomic number density entering the optical depth of the
Raman memory [37], leading to lower retrieval efficiencies for memory signals and FWM noise
from the Cs spin-wave. Through its influence on the optical depth, diffusion decoherence leads
to exponential lifetime decay, as Chrapkiewicz et. al. have shown [105]. Another decoherence
channel is spin-changing Cs-Cs collisions, which we expect to be unlikely (see section 2.2.3).
Notably, diffusive decoherence can be expected to yield different lifetimes between the memory
efficiency and noise level. This is due to the different mode sizes of both beams in the current
set-up1. With a FWHM mode size of FWHMsig ≈ 95µm the signal is focussed tighter than the
control, whose mode size equals FWHMctrl ≈ 238µm (see fig. E.6). Despite a larger diffraction
angle, the signal mode is smaller than the control mode over the entire length of the Cs cell. For
the memory efficiency, the mode overlap between control and signal is critical, which in this case
is limited by the signal mode. Moreover, the signal collection into SMF behind the memory (see
fig. 5.1) is optimised on the signal mode. Memory retrieval from any atoms that have travelled
outside the overlap region between signal and control will couple into the collecting SMF with
reduced efficiency. One can see this in the SMF coupling efficiencies for signal and control pulses
transmitted through the memory: while the signal mode has ηsignalSMF ≈ 85 %, only ηcontrolSMF ≈ 45 %
1 This set-up was used for the work presented in chapters 5 and 6. The mode sizes were different for the work
in chapter 3, as these experiments had been conducted on a previous incarnation of the memory experiment.
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of the control couple into the SMF2. The loss from atomic diffusion thus reduces the amount of
observable retrieved signal and therewith the memory efficiency. Importantly, this loss cannot
be balanced by the inflow of atoms into the signal and control overlap region, since these atoms
are not part of the spin-wave coherence.
In contrast, the relevant spatial mode for the memory noise is solely set by the control itself.
Observed noise will still be limited to the mode selected by SMF coupling, which mainly equals
the mode of the signal. FWM spin-wave coherence is however established amongst the atoms
in the volume covered by the control. As a result, the net outflow of atoms from the volume
covered by the signal mode can be balanced by the inflow of Cs atoms from the surrounding
region, which is still covered by the control. Thus, the net amount of atoms in the signal mode
volume, which participate in the FWM spin-wave, decreases slower for larger times τS than the
memory signal.
Measurement Determining the memory lifetime at the single photon level is similar to the
measurement for bright Cs input signals, presented in section 3.4.3. During the measurement,
the 1st pulse picking window of the P.C. is closed to select only a single pulse to define the read-in
bin. The fully opened 2nd P.C. window is delayed to sequentially increasing times τS, setting the
memory storage time. Note, τS is defined as the time between the first pulses in both P.C. pulse
picking windows. The exception to this procedure is τS = 12.5 ns. Here the 1
st pulse picking
window is opened fully, with the 1st and 2nd pulse therein defining the read-in and read-out bin,
respectively. For each value of τS the memory settings {scd, sd, cd, d} are measured, whereby, in
contrast to experiments with bright c.s. inputs, setting cd is now required to subtract the noise
background in ηmem (eq. 5.2).
The more complicated task is the measurement of the noise lifetime. We expect decoherence to
2 For determining the control SMF coupling efficiency, the deflection of signal and control are reversed on the
PBD behind the memory (see fig. 5.1).
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occur only for the fraction of noise that arises from coupling to a previously excited spin-wave.
This equals the amount of noise exceeding the level generated by the 1st control pulse in P.C.
window 1 (see fig. 6.2). However the unseeded portions of S and AS noise build up over a
sequence of ∼ 5 consecutive pulses. For the above described memory control pulse sequence,
the noise increase caused by the 2nd control pulse would thus counteract decoherence decay
leading to a larger noise level upon retrieval, even if the read-out control pulse is delayed by
a time τS  12.5 ns. For this reason, we instead apply a control sequence with the two P.C.
windows fully opened to select 9 consecutive pulses in each window. Therewith, the noise level
is built-up to saturation in the first window, as shown in fig. 6.2 a. The first pulse of the 2nd
window, applied at τ˜S > 12.5 ns after the last pulse in the first window, now retrieves the noise
spin-wave that is still present. Requiring the noise build-up, the effectively probed storage times
τ˜S = τS − 112.5 ns are shorter than the memory storage times τS for the same P.C. window
timings. With this control sequence the relative amount of noise dephasing N reli,k =
Np10i,k
Np9i,k
probes
the change in the noise due to spin-wave coupling (i ∈ [S,AS]). It is determined by the noise
levels Np10noise of the 1
st pulse in picking window 2 (overall this is the 10th pulse) and Np9noise for the
9th pulse of P.C. window 1. Again τ˜S = 12.5 ns is an exception: here, the 8
th and 9th pulse in
P.C. window 1 take the roles of pulses 9 and 10 to determine the reference level and the retrieved
noise levels. Note that without spin-wave coupling, as for SRS, or without any decoherence, the
10th pulse would just lead to the same noise level as the 9th, yielding N reli,k = 1.
The retrieval pulse p10 still generates noise within the pulse itself, so the limit of N reli,k for τ˜S →∞
will be
Np1i,k
Np9i,k
, where Np1{AS/S},cd is the noise for the 1
st control pulse in P.C. window 1. To access
solely the decoherence of the spin-wave related fraction, this instantaneous noise needs to be
subtracted. This gives Nnormi,k =
Np10i,k −Np1i,k
Np9i,k−Np1i,k
, which can directly be compared to the memory
efficiency lifetime.
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Figure E.2: Lifetime measurements. (a): Noise decoherence expressed in terms of the relative
noise levels N reli,k (τS). Noise emitted by the thermally distributed ensemble (setting c) is shown
in dark red for the S and dark blue for the AS channel. Light red and light blue denote the noise
for the spin-polarised ensemble when probed with the control (setting cd), while green marks
increased AS noise from S seeding, which is scaled down by a factor of 2. (b): Memory read-in
efficiency ηin (grey) and read-out efficiency ηmem (black). (c): Decoherence for the normalised
memory efficiency ηnormmem (black), the background subtracted normalised S noise N
norm
S,cd (red) and
the fraction of seeded AS noise NnormAS,seed (green).
Since the major part of AS noise originates from SRS, the better method to probe decoherence
of spin-wave related AS noise lies in investigating seeded AS noise. To this end, the procedure
of section 6.4 is implemented on a control sequence with only 1 pulse in P.C. window 1, which
is also the time bin for the S signal input with Nin ≈ 6.3 γ/pulse. The relative noise level is
defined by N relAS,scd =
Np2AS,scd
Np2AS,cd
, whereby p2 is the retrieval pulse after τS. The contribution to
Np2AS,scd purely due to seeding is accessed by subtracting the amount of noise obtained without
S signal input (Np2AS,cd). By normalising the difference to the level observed for τS,0 = 12.5 ns,
a normalised decoherence curve NnormAS,seed(τS) =
Np2AS,scd(τS)−Np2AS,cd(τS)
Np2AS,scd(τS,0)−Np2AS,cd(τS,0)
is obtained, which can
be contrasted directly with the normalised memory efficiency ηnormmem (τS) =
ηmem(τS)
ηmem(τS,0)
and the
unseeded noise NnormS,cd (τS).
Results Fig. E.2 a shows the results for the noise in the first read-out bin. Plotting the
relative noise levels N reli,k (τS), allows for direct comparison between the noise in both channels,
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S and AS, for both optical pumping configurations.
If the Cs ensemble is thermally distributed (setting c), neither S (dark red) nor AS (dark blue)
noise show any dependence on τS. This ties in with our expectation for SRS, where the control
addresses incoherent Cs population in each ground state. It is therefore not sensitive to any loss
of atoms that were previously excited into a spin-wave coherence. Decoherence by dephasing
has no influence, as the absence of magnetic dephasing in section 6.5 has also shown. Diffusion
is irrelevant as well because, without optical state preparation, all Cs atoms are, by default,
thermally distributed. Diffusion inflow from outside the active volume balances atom loss, such
that the population numbers of the ensemble, probed by the control, remain constant.
Contrary, noise emitted by the spin-polarised ensemble decreases for larger storage times τS.
All relative levels, N relS,cd for the S channel (light red), N
rel
AS,cd for the unseeded AS (light blue)
and N relAS,scd for seeded AS (green), have a similar τS dependence. Since N
rel
AS,scd ≥ 1 it has been
rescaled for comparison with the background noise.
Displayed in fig. E.2 b, the memory read-out efficiency ηmem equally decays for longer τS, while
the read-in efficiency ηin remains unaffected. The functional dependences on τS do not display a
Gaussian shape for either process, which implies that magnetic dephasing is unlikely to limit the
current performance3. We have already seen similar results for the bright c.s. memory in fig. 3.8.
These measurements displayed exponential decoherence, while the curves in fig. E.2 appear more
linear. However this could also relate to the inability to observe the limit τS →∞ at the single
photon level. The maximum storage time τS ≈ 2.5µs in fig. E.2 is set by the dynamic range of
the TAC, for which reason the observed τS range could still fall into the approximately linear
3 Particularly having observed Gaussian shaped decoherence in fig. 6.5, when applying a B-field, backs this.
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initial region of an exponential decrease4. It is therefore more reasonable to assume that atomic
diffusion rather than magnetic dephasing limits the storage time.
In this regard, a comparison of the memory decoherence to the decoherence of the purely spin-
wave dependent noise in the S and AS channel is interesting. To this end, the normalised values
ηnormmem , N
norm
S,cd and N
norm
AS,seed are displayed in fig. E.2 c.
Memory efficiency and seeded AS noise have an approximate equal half-lifetime5, while the S
noise decays a bit slower, with lifetime numbers as follows:
Memory efficiency: τHLmem ≈ 1.3µs
Anti-Stokes noise: τHLAS ≈ 1.5µs
Stokes noise: τHLS ≈ 2.5 µs
As discussed above, for decoherence by diffusion, one would expect τHLmem < τ
HL
S,cd, given the
smaller signal mode size. Importantly, the volumes of the Cs cell containing the spin-wave of
the seeded AS noise is also defined by the signal mode, because only atoms in the overlap region
of signal and control can experience seeding. So one expects the observed similarity τHLAS ≈ τHLmem
for a diffusion limited lifetime.
In conclusion, these findings confirm our previous identification of the relevant noise sources and
indicate, that atomic diffusion [34] most likely limits the lifetimes of the memory efficiency and
the FWM noise.
4 In this case the 1/e lifetime in the current memory configuration would however have to be longer than in
the previous version used for the measurements in chapter 3. This is unlikely for pure atomic diffusion, since the
signal beam waist is smaller in the current experiment. However, another possibility could be the presence of
additional drift currents between cold and hot spots in the Cs cell. Improved thermal insulation would cut these
down, reducing atom loss rates and increasing the memory lifetime.
5 These times are longer than the equivalent time of τHL ≈ 0.9µs for the bright c.s. memory in chapter 3,
which supports the notion regarding atomics drift currents.
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E.6.2 Control pulse energy dependence
The next parameter to investigate is the energy content in the control pulses. Here we test the
scaling of the noise with the power in the control field and contrast it with the behaviour of
the Raman memory efficiency. To obtain a rough idea of the behaviour one should expect, we
conceive the different processes in terms of a sequence of Raman transitions, emitting S and AS
photons. The transition probability for each Raman transition is proportional to the Raman
coupling constant |C|2 (see appendix D.1). In turn, C is proportional to the control field Rabi-
frequency Ωc =
~dg,e· ~Ec
~ of the transitions the control field Ec couples to
[51]. For simplicity6, these
have been denoted by a single transition dipole moment ~dg,e between ground state g and excited
state e. Therewith the photon production rates d〈ni〉dt = ci ∼ Ic for emitted S or AS photons
(i ∈ {S,AS}), which are proportional to the experimentally observed photon count rates ci,
are linearly dependent on the control intensity Ic =
1
20c| ~Ec|2. Another way [75,86,91] to express
this uses the Raman scattering cross section dσdΩ ∼ Ω2c , which determines the Raman intensity
Ii ∼ dσdΩ ∼ I2c of emitted light in channel i. Therewith we can estimate the scaling of the memory
efficiencies and the noise:
• Raman memory storage corresponds to a single Raman transition, stimulated by a weak
signal field. The read-in efficiency should thus scale as ηin ∼ Ic.
• Memory retrieval happens via a 2nd Raman transition, whose signal input (S channel) is
in the vacuum state, such that ηret ∼ Ic. The total memory efficiency ηmem is the product
of ηin and ηret, so it scales as ηmem ∼ I2c .
• SRS, as expected for the thermally distributed Cs ensemble (setting c), is also a Raman
transition with the vacuum state as the signal input [91]. Again we expect Ni,c ∼ Ic for
6 Since our experiments are not Zeeman state selective and far detuned, in reality we have a sum running over
all dipole allowed transitions with appropriate Clebsh-Gordan coefficients [75,82].
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both channels i ∈ {S,AS}.
• The same holds for AS emission in the 1st control pulse time bin (read-in) with spin-
polarised Cs (setting cd). As long no previously excited spin-wave exists, the first leg of
the FWM interaction is SRS into the AS channel. AS emission should hence also show the
proportionality Np1AS,cd ∼ Ic. However, due to the possibility of FWM spin-wave read-out
within the same control pulse, AS can be stimulated by seeding from the S noise emission,
following the mechanism discussed in section 6.4. In this case the exponent of Ic would be
expected to exceed 1.
• FWM S noise emission resembles memory retrieval, since it can only occur after generation
of a spin-wave. Like the memory read-out efficiency ηmem, S noise is a product of two
Raman transitions and should hence follow NS,cd ∼ I2c . Similar to the AS channel, multiple
transitions within the same or subsequent control pulses can lead to variations in the scaling
(i.e. the exponent). The approximation should hold best for the first pulse in a control
sequence (read-in bin).
Notably, these arguments for the scaling behaviour with Ic are very simple. In fact, they are too
simple to describe the experimental observations accurately. For instance, the dynamic Stark
shift [51,52,287], introduced by the large electric field strengths of the control pulses, is completely
ignored. It will reduce the exponents in the scaling with Ic, because it shifts the atomic levels out
of two-photon resonance with signal and control7. Another possible reduction can result from
saturation effects, which are, for example, expected for ηmem at large control pulse energies
[52].
In reality, the scaling will thus be sub-linear or sub-quadratic for processes involving single or
double Raman transitions, respectively. Importantly, the ratio between the exponents for both
processes should nevertheless be conserved. So we expect count rates from processes involving
7 The same argument applies to SRS, where the Stark shift also changes the effective detuning.
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two Raman transitions to scale with an exponent twice as large as those originating from a single
Raman transition.
Measurement Experimental determination of the scaling with control intensity is straight
forward. We use the same control pulse sequence for τS = 312 ns storage time as shown in figs.
6.2 (insets) and 6.4. Therewith, the memory efficiency and the noise levels in both channels, S
and AS, are probed. Besides these noise measurements on the spin-polarised ensemble (setting
cd), the AS noise characteristics are tested on the thermally distributed Cs atoms (setting c).
Stimulated AS emission (setting scd), seeded by sending input signal into the S channel in
the read-in bin, is also investigated. Likewise to the lifetime measurements in section E.6.1,
we expect a different behaviour for the seeded fraction of the noise (setting scd) than for the
unseeded AS noise background, generated solely by the control (setting cd). To obtain the
seeded fraction N tAS,seed = N
t
AS,scd − N tAS,cd, the background noise level N tAS,cd is subtracted
from the observed level N tAS,scd when noise is seeded.
To avoid having to define a specific measurement location along the Cs cell at which Ic is
calculated, we instead refer to the control pulse energy Epc =
P¯c
Np·frep , which is defined by the
average power of the control pulse train P¯c, the control sequence repetition rate frep = 4 kHz,
and the number Np of control pulses in each sequence
8. P¯c is measured on a power meter at the
input window of the Cs cell. It ignores any linear absorption of the control during propagation
through the Cs. To furthermore minimise the contribution of leakage pulses that are not selected
by the P.C., power measurements are conducted with both P.C. pulse picking windows open fully
to select Np = 18 pulses per sequence.
8 The average intensity I¯c(z) =
P¯c
pi(w0(z))2
changes over the length of the Cs, as it is dependent on the control’s
beam waist w0(z). The instantaneous intensity additionally depends on the pulse shape, whereby, for ideal
sech-shaped pulses, a peak intensity of Ipeakc (z) ≈ 0.88 · 1τp · 1pi(w0(z))2 ·
P¯c
Np·frep is reached.
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Figure E.3: Memory efficiency and noise dependence on control pulse energy. (a) & (b): S
channel measurements, showing the memory read-in (ηin, green) and the read-out (ηmem, blue)
efficiencies, as well as FWM noise, emitted by the spin-polarised ensemble, in the input (N inS,cd,
orange) and the τS = 312 ns output (N
out
S,cd, magenta) time bin. (c) & (d): AS channel, showing
FWM noise emitted by the spin-polarised ensemble, with the background noise N tAS,cd in orange,
the total noise N tAS,scd, observed when seeding, in light blue, and the purely seeded fraction
N tAS,seed in dark blue. Also shown is SRS N
t
AS,c from the thermally distributed ensemble in red.
Dashed lines and × mark the input, solid lines and ◦ mark the τS = 312 ns output bin. For both
channels, the main panels show data with linearly scaled axes, insets have logarithmic scaling
to illustrate the pulse energy dependence. Lines in the main panels correspond to the linear fits
on the logarithmically scaled data in the insets.
Results Memory efficiency and noise level in the S channel are shown in fig. E.3 a. The read-
in efficiency data ηin (green) increases sub-linear and with a lower gradient than the read-out
efficiency ηmem (blue), which is super-linear as a function of E
p
c . Similarly, S noise N tS,cd for
the pumped ensemble also increases super-linear in the read-in (orange) and 312 ns read-out bin
(magenta). Since we are interested in the exact exponents x of the scaling of all our observables
y ∈
{
ηin, ηmem, N
t
i,k
}
, whereby t ∈ {in, out1}, i ∈ {S,AS} and k ∈ {scd, cd, c}, we can take the
logarithm of the functional dependences y ∼ (Epc )x. Plotting the data double-logarithmically in
fig. E.3 b visualises x as the gradient of a simple, straight line fit ln(y) = β+x · ln(Epc ). Clearly,
we can see that ηin has a shallower gradient than ηmem, whose dependence on E
p
c approximately
equals that of the noise N tS,cd in both time bins.
Performing the same analysis on the AS channel and plotting the data with linear axes scaling
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in fig. E.3 c first, yields a similar, linear increase with Epc for the noise levels N tAS,cd of the
spin-polarised ensemble (orange) and N tAS,c for thermal Cs (red). N
t
AS,scd (light blue) also grows
linearly in the read-in time bin (dotted lines), where the additional noise from seeding is small.
However, in the read-out bin (solid lines) the increased influence of the seeded fraction N tAS,seed
results in super-linear growth of NoutAS,scd. Taking N
t
AS,seed by itself (dark blue) resembles the
above-linear functional dependence of N tS,cd, observed in fig. E.3 a.
The double-logarithmic plot in fig. E.3 d illustrates the scaling exponents. Straight line fits
on the unseeded noise N tAS,cd and N
t
AS,c are collinear for both Cs preparation methods, while
NoutAS,scd has a larger gradient in both time bins. The part from purely seeded noise N
t
AS,seed
therein clearly increases much stronger with ln(Epc ), i.e. x > 1.
Phenomenologically, these observations tie in with our assumptions based on the number of
Raman transitions involved to generate each signal type. Looking at the numbers for the fitted
exponents x, stated in table E.2, we find all values to lie below the expectations for pure Raman
transitions. As mentioned above, other effects, such as control field induced Stark shifts, are
likely to have caused this discrepancy. For the read-out time bin data, decoherence within the
τS = 312 ns storage also reduces the exponent slightly.
x = (ln(y)− β))/ ln(Epc ) Mem. eff. S noise AS noise
Time bin ηin, ηmem N
t
S,cd N
t
AS,cd N
t
AS,c N
t
AS,scd N
t
AS,seed
Input bin 0.66 (1) 1.19 (2) 0.84 (1) 0.74 (1) 0.93 (∈ [1, 2]) 1.18 (2)
Output (τS = 312 ns) 1.34 (2) 1.41 (2) 0.92 (1) 0.75 (1) 1.09 (∈ [1, 2]) 1.27 (2)
Table E.2: Scaling exponents (x) of memory efficiency and noise level dependence on control
pulse energy (∼ (Epc )x) obtained by straight line fits on double-logarithmic data shown in fig.
E.3 b & d. Exponents expected for a decomposition of each process into a series of Raman
transitions are denoted in brackets behind the fit value.
Rather than looking at absolute values, we focus on the relations between the exponents of the
different observables to find the following:
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• For processes relating to single Raman transitions the scaling is roughly reduced by factor
x ∼ 0.7 from linearity in Epc . These are the observables ηin, N inS,cd, N tAS,cd and N tAS,c, whose
fitted gradients lie in the interval x1 ∈ [0.6, 0.8]. Their double transition counterparts ηmem
and NoutS,cd have exponents x1 ∈ [1.3, 1.4], showing a reduction of 2 · x with respect to the
expectation of 2. This is in line with the assumptions made for an increasing number of
successive Raman transition.
• We obtain the expected similarity x(ηin) ≈ x(N inAS,c) ≈ 12 · x(ηmem). Since the processes
for both observable ηin and N
in
AS,c do not involve any spin-wave coherences, they can only
be based on a single Raman transition. Thus they should scale equally and with half the
exponent than memory read-out.
• S noise emission, which in FWM can only occur after prior AS emission, shows the expected
exponents of a double transition process. This means, it scales similar to ηmem, with
x(N inS,cd) ≈ x(NoutS,cd) ≈ x(ηmem).
• Similarly, seeded AS noise must involve at least 2 Raman transitions, where the 1st leg is
the stimulated FWM spin-wave read-out and the 2nd leg is subsequent AS scattering. We
find the anticipated similarity for its exponents x(N inAS,seed) ≈ x(NoutAS,seed) with those of S
noise and memory efficiency: x(N tAS,seed) ≈ x(N tS,cd) ≈ x(ηmem).
• Lastly, we get x(N inAS,c) < x(N inAS,cd) < x(N inAS,scd). We already know that x(N inAS,scd)
involves multiple FWM transitions within the control pulse, i.e., AS scattering produces a
FWM spin-wave that is immediately read-out by S scattering, leading to another round of
AS scattering. If this was not the case, the noise level N inAS,scd would not exceed N
in
AS,cd in
figs. 6.2, 6.5 and E.3. Multiple FWM cycles within the same control pulse consequently
increase x. Having x(N inAS,cd) > x(N
in
AS,c) thus indicates, that even without seeding multiple
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FWM cycles occur within the same control pulse.
The relative scalings with control pulse energy between the different noise processes and the
Raman memory behave as expected from our analysis.
E.6.3 Detuning
The next experimental parameter is quite an easy one to modify, namely the detuning ∆ of
the Raman resonance from the Cs excited state 62P 3
2
. Once more, we start by outlining the
measurement methodology, followed by an interpretation of the results.
Measurement Running the memory with different detunings requires realignment of the sig-
nal filter stage for every datapoint. Stage alignment is conducted with bright coherent states,
sending the full Ti:Sa pulse energy into the EOM (see fig. 5.1). When turning down the signal
intensity to the single photon level afterwards, the signal input photon numbers Nin are not
reproduced between the measurements for different detunings. Even for constant memory effi-
ciency (ηin, ηmem) and noise background N
t
S,cd, different values for Nin would change the SNR.
To benchmark the performance, we thus resort to using the ratio of memory efficiency over noise
Rt =
ηin/mem
NtS,cd
instead, which is insensitive to Nin. We run this experiment with the control pulse
sequence for τS = 12.5 ns storage time (fig. 6.2), using only the 1
st P.C. window to select a train
of 9 consecutive Ti:Sa pulses.
Notably, this measurement predates the addition of aluminium foil sheets to the Cs cell’s thermal
insulation, which at the time was also lacking end caps on the insulation tube (see fig. 3.4).
The memory efficiency was therefore still drifting during the measurement time, which was
particularly noticeably when recording the ∆ = 15 GHz datapoint during the first hour of
operating the memory. This systematic insufficiency results in an artificially elevated value for
ηmem at ∆ = 15 GHz. The efficiency drift is a result of cold spots reducing the Cs density (see
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section E.6.4), which also influences the noise level N tS,cd, leaving R
t approximately unaffected.
Moreover, this experiment was conducted at a time, when the EOM switching was still set to
active high. In contrast to the active low switching (see section 5.2.2), residual signal intensity
leakage is present in the 2nd time bin after τS = 12.5 ns. Usage of the τS = 12.5 ns control pulse
sequence thus causes the presence of a small amount of input signal in the first read-out time
bin9. The presence of this leakage signal results in a mixture between memory read-in of this
pulse and retrieval of the signal read in 12.5 ns beforehand, which, in turn, reduces ηmem in this
time bin. We thus focus on the retrieved signal in the 2nd read-out bin after τS = 25 ns instead.
To obtain sufficient memory read-out signal ηout2mem, we slightly loosen the control focussing,
maximising ηout2mem. As we will see in section E.6.6, changing the control focussing influences
ηmem. A looser control focus reduces the retrieval efficiency η
out1
ret in the 1
st read-out time bin.
Over the control pulse train, a trade-off in the control focussing can be found that maximises
ηmem in the 2
nd read-out bin10.
Results Figure E.4 a and b show the observed values for ηin, N
in
S,cd in the input time bin, and
ηmem, N
out
S,cd in the τS = 25 ns read-out time bin, respectively. Both, the Raman memory and the
noise generation efficiency decrease as a function of detuning, which is the expected behaviour
for a sequence of Raman processes [37,51] (see appendix D.1).
Here, the creation and annihilation operators for the signal mode Sˆ and the spin-wave Bˆ are
coupled by the Raman coupling constant CS ∼ 1∆ , with Sˆ ∼ CS · Bˆ and Bˆ ∼ CS · Sˆ. In the
read-in time bin, ηin is proportional to the number of photons stored from the signal field,
9 This is an effect of the finite rise time of the rf-switch (fig. 5.1), whose falling flank suffers from exponential
capacitor discharge behaviour. If used in the active high configuration, the residual decay voltage still allows fre-
quency modulation of some small fraction of the signal after 12.5 ns, which causes signal leakage in the subsequent
Ti:Sa pulse train time bin. When reversing the polarity, the attenuation in the subsequent Ti:Sa pulse train time
bin is substantially improved and the amount of signal leakage is negligible.
10 The trade-off is easily understood by considering the increased amount of spin-wave left in the memory upon
reduction of ηout1ret , that can subsequently be retrieved by η
out2
ret . This spin-wave increase counter-balances the
reduction in Raman coupling for ηout2ret , leading to a focus regime where η
out2
mem is maximised.
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Figure E.4: Memory efficiency and noise level as a function of detuning: (a): Memory read-in
efficiency ηin (blue) and noise level in read-in time bin N
in
noise. (b): Memory read-out efficiency
in 2nd output bin (τS = 25 ns) η
out2
mem (blue) and noise level N
out2
noise. (c): Memory efficiencies nor-
malised to the noise level in the respective time-bin,with Rin = ηin
N innoise
in blue and Rout2 = η
out2
mem
Nout2noise
in red.
which in turn is proportional to the number of spin-wave excitations Bˆ†in generates. Hence
ηin ∼ 〈Bˆ†inBˆin〉 ∼ C2S ∼ 1∆2 .
The memory read-in efficiency is, in turn, determined by the number of signal photons retrieved
from the spin-wave. We thus yield ηret ∼ 〈Sˆ†outSˆout〉 ∼ C2S · 〈Bˆ†inBˆin〉 ∼ C4S ∼ 1∆4 . The same
scaling results by considering the Raman memory interaction as a sequence of Raman transitions
(see also section E.6.2). Each Raman transitions has an interaction cross section [75,91] dσdΩ ∼ 1∆2 .
Since ηin and ηmem effectively correspond to a sequence of a single and a double Raman transition,
respectively, their success probabilities scale as ηin ∼ dσdΩ and ηmem ∼
(
dσ
dΩ
)2
, leading to the same
behaviour with ∆ as obtained from our model.
The S leg of the FWM noise should show the same proportionality. S noise emission is initi-
ated by SRS in the AS channel, which itself scales as N tAS,cd ∼ dσdΩ . This process is followed
by retrieval of the generated spin-wave, which behaves similar to the memory signal, namely
〈Sˆ†outSˆout〉 ∼ C2S · 〈Bˆ†inBˆin〉. Since the S noise generation probability is the product of the prob-
abilities, one expects N tS,cd ∼ 1∆4 .
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Besides FWM, the noise floor displayed in fig. E.4 a and b also includes the fluorescence noise
fraction in the 5 ns pulse integration time windows. Towards smaller ∆, this contribution starts
to increase substantially over the levels discussed in section 6.2. Its growth leads to the rapid
increase in noise from 13 GHz to 11 GHz detuning and prevents experiments at any smaller
∆ values by saturating the APD11. Experimentally, the fluorescence noise increase sets a lower
bound on the detuning range. Towards large ∆, the memory efficiency becomes too small. Here,
the amount of retrieved signal approached the size of the Poissonian count rate fluctuations of
the noise, making it difficult to measure and requiring long acquisition times for settings scd and
cd to minimise uncertainty ranges. In practice, this sets an upper bound on the detuning. While
for the 2nd retrieval bin, the fraction of coincidence counts from the retrieved signal becomes
too small at ∆ = 21 GHz , switching the EOM polarity and using the 1st read-out bin might
allow investigation at larger ∆.
Fig. E.4 c displays the ratio Rt. The data is normalised to the maximum value of R
t for each
trace t ∈ {in, out2}. Besides the fluorescence-based reduction at ∆ = 11 GHz, Rout2, which
determines SNRout, reduces for larger ∆. So a smaller detuning appears beneficial. Contrary,
Rin does not show a trend. ∆ = 15 GHz displays good R
t-values in both time bins, for which
reason it is chosen as the detuning for the measurements in chapter 5 & 6.
Notably the proportionality with ∆ for memory efficiency and noise are only valid in the far
off-resonance regime where our protocol is operating. For a narrowband Raman-type protocol
close to resonance, e.g. GEM, the relative magnitude between the coupling strengths for Stokes
(CS ∼ 1∆) and anti-Stokes (CAS ∼ 1∆AS = 1∆+δνgs ) emissions are dominated by the ground state
hyperfine splitting δνgs, i.e.,
CAS
CS
= ∆∆+δνgs =
1
1+
δνgs
∆
∆→0−→ 0. FWM noise can be suppressed for
11 Saturation is caused by the large amount of singles counts, which are detection events that do not coincide
with the P.C. trigger signal. Once the singles rate exceeds the detector dead time of τAPD ≈ 60 ns, detection
events are lost and the observable count rate saturates at csingles =
1
τAPD
. The resulting blinding of the APD in
turn also limits the detectable coincidences, which are used in this measurement.
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these protocols, when tuning closer to resonance [79,277]. For our far-detuned protocol operation
closer to resonance would, in principle, be possible by reducing the absorption linewidth in
our cell. The linewidth is determined by the large Neon (Ne) buffer gas pressure of 20 Torr,
whose reduction would enable to reduce ∆ further. However, even for low buffer gas pressures,
the Raman interaction still has to be operated in the adiabatic regime [37], where ∆  Ωmax.
Consequently, ∆ is also constrained by the peak Rabi-frequency Ωmax, which is, in turn, set
by the control pulse focussing parameters (see appendix E.6.6). For our system, a detuning in
the range of several GHz remains necessary. It thus excludes the possibility to eliminate FWM
by moving towards a smaller detuning, as it has been used in the demonstration of the GEM
protocol [79,277].
E.6.4 Temperature of the Cs vapour
Similar to the test performed in section 6.3.3 on the AS channel for the unheated Cs cell,
we can investigate the memory efficiency and noise level in the S channel as a function of Cs
cell temperature. The cell heater is stabilised on the readings of a resistive thermal sensor,
positioned at the middle of the cell and inserted between the heater belt and the outside of
the glass tube (see fig. 3.4). Because the heater belt cannot cover all parts of the cell, most
notably the optical windows, parts of the cell have a lower temperature than the set-point of
the heater circuit. Firstly this requires the introduction of an artificial cold-spot, mentioned
in section 3.3.1, to avoid Cs condensation on the windows. Secondly, it prevents a thermal
equilibrium to establish over the whole cell volume. Besides the possibility of introducing drift
currents, the resulting temperature gradients reduce the atomic number density nCs in the
vapour. This happens because nCs is proportional to the partial pressure pCs, which can be
approximated by a Boltzman distribution [37,82] pCs ∼ exp
(−1/(kBT )) above 25◦C. Since the
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optical depth, and therewith the Raman coupling constants CS and CAS, are proportional to
nCs, the actual Cs vapour density will lie below the value expected from the heater’s set-point.
This opens two possibilities to influence the systems performance with temperature: On the one
hand, the set-point of the heater can be modified to change the maximally achievable vapour
density. In the following, we will investigate this degree of freedom first. On the other hand,
the cold spot temperature can be used to modify the average optical depth seen by signal and
control. This will be covered in section E.6.5.
Measurement The response of the S channel to the heater temperature was recorded along-
side the detuning experiments in E.6.3, i.e. the EOM was not yet operated with active low
switching. The control sequence consisted of 9 consecutive pulses for τS = 12.5 ns storage time
memory (see fig. 6.2) and c.s. input signals of varying Nin were used. For these reasons, we
again measure the memory efficiency in the 2nd read-out bin after τS = 25 ns and refer to the
metric Rt =
ηin/mem
NtS,cd
to test for memory operation with respect to noise. The experiment is run
at frep = 10.5 kHz repetition rate and the noise background is measured for the spin-polarised
(setting cd) and the thermally distributed ensemble (setting c).
Results As expected for decreasing vapour density, memory efficiency and noise reduce sub-
stantially and disappear when the heater set-temperature T h.p.Cs approaches room-temperature.
Fig. E.5 a shows the functional dependence on T h.p.Cs for all three signal types, memory efficiency
(blue lines), N tS,cd (red lines) and N
t
S,c (magenta lines). All signals decay exponentially towards
small values of T h.p.Cs . At hot temperatures they more (ηmem, N
t
S,cd) or less (ηin, N
t
S,c) display a
saturation behaviour with the gradient tailing off.
This ties in with the expected response, determined by the temperature dependence of the
Raman coupling coefficients CS,AS. As we have seen in appendix E.6.2 already, our coherent
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model (chapter 2) predicts [51] that count rates for single Raman transition processes (ηin and
N inS,c) are proportional to C
2
S. Memory read-out needs a 2
nd S channel transition, such that
ηmem ∼ C4S, while FWM involves one Raman transition in the S and the AS channel with
N tS,cd ∼ C2S ·C2AS. The Raman coupling’s dependence on the optical depth12 C ∼
√
d introduces
the sensitivity to temperature via the atomic vapour density nCs, which in turn is determined by
the Cs vapour pressure pCs ∼ exp (−1/TCs). The ideal gas law yields nCs = pCskB·TCs ∼
exp
(
− 1
TCs
)
TCs
,
and, in turn, CnS,AS ∼
exp
(
− n
2TCs
)
(TCs)
n
2
, which matches the T h.p.Cs dependence of the data.
The equal scaling with T h.p.Cs of signal and noise also leads to a roughly flat ratio
13 Rout, illustrated
in fig. E.5 b. The reduction ηmem(T
h.p.
Cs = 80
◦C) < ηmem(T
h.p.
Cs = 70
◦C), that can be seen in
fig. E.5 a, can also be a result of memory efficiency drift, caused by the cell insulation, which did
not yet contain aluminium foil sheets when this data was recorded. In conclusion, experimentally
no SNR improvement can be obtained with cell temperature changes.
In fig. 6.2 a we have seen the saturation of FWM noise over a train of successive control pulses.
Since the same control pulse sequence is employed here, we can calculate the relative increase
∆at+1,tS between the integrated areas a˜
t
i of consecutive noise pulses, in the same manner as in
section 6.2.2. Normalising them to the area of the first pulse a˜p1S , ∆a
t+1,t
S,norm =
∆at+1,tS
a˜tS
, enables
comparability between the different temperatures TCs. Therewith, the saturation speed, i.e. the
convergence rate against the saturated FWM S noise level, can be tested. To this end ∆at+1,tS,norm
is plotted14 for t = 1 (blue), t = 2 (green) and t = 3 (red) in fig. E.5 c. All three traces show the
largest increase between their respective pulses for the temperature range of T h.p.Cs ∈ [60◦C, 70◦C]
12 The optical depth is defined [37] as d =
|~d∗i,e·~es|2ωsnCsLCs
2γ0~c , where
~di,e is the dipole moment of the signal
transition, ~es is the polarisation vector of the signal electric field, ωs is the signal frequency, nCs is the atomic
vapour density of Cs, LCs is the vapour cell length, and γ is the spontaneous emission rate of the excited state.
13 In the temperature range with significant vapour density, T h.p.Cs ∈ [60◦C, 80◦C], Rin decreases, which can be
a result of fluctuations in ηin and N
in
S,cd between measurements. R
out is however approximately independent of
T h.p.Cs .
14 These are the relative increases between the 1st and the 2nd, the 2nd and the 3rd, as well as the 3rd and the
4th pulse in the FWM noise pulse train of fig. 6.2 a.
E.6 Parameter dependences of memory efficiency and noise 393
after which the increase reduces towards 0. This means, the noise increase over successive control
pulses is lower because the first pulse already contains a higher noise level. Noise elevation is
expected since the larger Raman coupling coefficients CS,AS can give rise to multiple FWM
cycles within the same control pulse. Additionally, due to its proportionality with both coupling
constants
(∼ C2AS · C2S), S noise experiences a double boost by a larger density. This observation
is interesting because, with proper calibration, the convergence rate of N tS,cd, as a function of
t, could be used as an indirect estimate for the optical depth, which is challenging to measure
directly [235].
Estimation of control leakage Using the T h.p.Cs = 35
◦C value in the cold temperature region
of our scan offers us another possibility to estimate the residual amount of control field leakage.
Here, contrary to the experiments on the AS channel in section 6.3.3, FWM noise is the weaker
process compared to SRS from the unprepared ensemble. The amount of FWM that still occurs
can be estimated from the TAC count rate histograms, which are shown for settings cd (red)
and c (black) in fig. E.5 d for a total TAC integration time of ∆tmeas = 100 s. While SRS
(setting c) still results in S noise emission for all 9 control pulses, the FWM S noise is only
visible after saturation for control pulses 4 − 9. We can therefore use Np1S,cd, corresponding to
the integrated area of the cd noise in 1st control pulse time bin, to directly establish a bound
on control field leakage. The resulting value Nleak = N
p1
S,cd = (1.3± 0.2) · 10(−3) γ/pulse is about
half of the number estimated from the AS channel noise in section 6.3.3. Since the setup for
control filtering, as well as the control beam path are the same here as they are for the g(2)
measurements, the amount of control field leakage, contributing to the total memory noise
floor in the 12.5 ns read-out bin of Noutnoise = 0.15 ± 0.05 γ/pulse (eq. 5.8), can be estimated to
0.8± 0.3 %, which is negligible compared to fluorescence and FWM.
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Figure E.5: Temperature dependence of memory efficiency and noise. (a): Memory efficiency
(blue), FWM S noise (red), generated in the spin-polarised ensemble (setting cd), and SRS
into the S channel (magenta) by thermally distributed Cs population (setting c). Time bins
are denoted by dotted lines and × markers for the read-in bin, dashed lines and 4 markers
for the 1st read-out bin, and solid lines with ◦ markers for the 2nd read-out bin. (b) Memory
efficiency to noise ratio for the read-in, Rin (green), and the read-out bin Rout (blue). (c) Relative
increases in FWM S noise over the control pulse train, showing ∆ap2,p1S,norm (blue), ∆a
p3,p2
S,norm (green)
and ∆ap3,p4S,norm (red), with superscript p assigning the pulse number along the train. (d) TAC
count rate histograms for FWM (red, setting cd) and SRS (black, setting c) for a heater point
temperature of T h.p.Cs = 35
◦C. (e): Memory read-in efficiency ηin (blue bars) and read-out
efficiency ηmem (red bars) as a function of T
c.s.
Cs . (f): FWM noise levels N
in
S,cd for the read-in
(blue bars) and NoutS,cd for the read-out (red bars) bin as a function of T
c.s.
Cs . (g) & (h): Memory
efficiency to noise ratios Rin = ηin/N
in
S,cd (g) and R
out = ηmem/N
out
S,cd (h) as a function of T
h.p.
Cs .
In panels (e) - (f) different heater point temperatures T h.p.Cs are marked by the bar colour, as
stated in the legends of panels (e) and (f).
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E.6.5 Cold-spot influence
The interest in investigating different cold spot temperatures lies in the prevention of Cs con-
densation elsewhere in the cell, particularly on the optical windows. While the reduction in
optical depth from Cs condensation somewhere along the cell can, in principle, be balanced by
increasing T h.p.Cs , Cs depositions on the optical windows ultimately terminates experiments, as it
acts like a mirror for the input optical fields. For small temperature differences between T h.p.Cs
and cold spots in the cell, deposition rates are low, leading to a gradual decrease in memory effi-
ciency on time-scale of several hours. The resulting experimental instability can be troublesome
for measurements15, as discussed in sections E.6.3 and E.6.4. One thus needs to find the region
of cold-spot temperatures, where the loss in memory efficiency from reducing nCs is balanced
by the gain in stability.
Measurement Temperatures are determined along the Cs cell body by placing additional
temperature sensors at both optical surfaces, the cell’s entrance (T inCs) and exit (T
out
Cs ) windows,
at the introduced cold spot16 (T c.s.Cs ) and half-way between the cell centre and one of the windows
(T
1/2
Cs ). With these in place, the memory performance in terms of efficiency and noise level are
investigated for different combinations of heater point (T h.p.Cs ) and cold spot temperatures. T
h.p.
Cs
is changed by modifying the flow rate of pressured air, that blows onto the Cs cell sealing
nozzle where the cold spot is created (see fig. 3.4 b). Taking the readings of all temperature
sensors yields the values stated in table E.3. These are recorded after thermalisation of the
system. Fig. E.5 e - f shows all combinations by different columns for each T c.s.Cs setting, where
colour coding represents T h.p.Cs . The times ∆tmeas in table E.3 denote the intervals of the total
15 Since the SNR is approximately constant as a function of temperature (see fig. E.6.4 b), such drifts do not
adversely affect the g(2) measurements, which rely on experimental stability due to long integration times.
16 As shown in fig. 3.4 b, the cold spot, generated at the sealing nozzle of the Cs cell, is positioned half-way
along the cell’s cylindrical axis.
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measurement time, during which data has been taken for each temperature combination. To
good approximation the temperatures T inCs, T
out
Cs and T
1/2
Cs are stable. They obviously depend on
the heater point setting T h.p.Cs , however they are independent of T
c.s.
Cs . Modifications of T
c.s.
Cs can
thus be expected to have a smaller influence on nCs than changes in T
h.p.
Cs , enabling fine tuning
of the memory efficiency to particular values. This might be of potential use for multiplexing
applications of quantum memories [36] and the generation of bespoke read-out pulse trains [99].
T h.p.Cs [
◦C] T c.s.Cs [
◦C] T 1/2Cs [
◦C] T inCs [
◦C] T outCs [
◦C] ∆tmeas [min.]
70 64.8 69 68.5 69 0− 22
70 63 69.2 68.7 68.4 57− 73
70 61 69.5 68.9 69.1 101− 119
70 66.7 68.8 68 67.4 139− 156
70 65.2 69 68.2 67.6 172− 179
67.5 62.8 66.5 65.8 65.3 206− 216
67.5 61 66.8 66.1 65.9 219− 236
67.5 59 67 66.4 66.7 249− 272
67.5 65 66.4 65.5 64.5 287− 304
65 60 63 63.5 63 337− 348
65 62 63.8 63 62.2 357− 372
Table E.3: Temperatures measured along the Cs cell for different combinations between cell
heater set-point T h.p.Cs and cold spot T
c.s.
Cs temperatures. ∆tmeas denotes the time period of the to-
tal measurement time used for measurements with the respective temperature pair
{
T h.p.Cs , T
c.s.
Cs
}
.
The measurements were performed after improving the cell insulation, with a storage time
τS = 312 ns, running experiments at frep = 4 kHz repetition rate. Similar to the measurements
in section E.6.3 & E.6.4, the photon number of the Cs input signal was not kept constant
during the measurements, for which reason memory performance with respect to noise is again
evaluated by the efficiency-noise ratios Rt.
Results From the experience gained in working with the system and taking the measurements
presented in chapters 5 & 6, a cold spot temperature of T c.s.Cs ≈ T in/outCs − 2 K has been found
to result in sufficient experimental stability. At higher cold spot temperatures, Cs starts to
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condensate on the windows. This can, for instance, be observed visually; it looks like an oil-film,
which makes the cell appear cloudy when looking through it. Thanks to the relatively short
measurement time ∆tmeas (see table E.3), required to record data for the cold spot scan, the
measurements at high T c.s.Cs values, shown in fig. E.5 e & f, are not affected by Cs condensation
17.
Hence the levels for both observables, memory efficiency and noise, increase when T c.s.Cs → T h.p.Cs .
In terms of the memory efficiency, fig. E.5 e shows that both, ηin (blue bars) and ηmem (red bars),
can be tuned on the %-level by modification of T c.s.Cs on the Kelvin-level. Comparing the dynamic
range, achieved by modification of T c.s.Cs , with the effect size of changes in T
h.p.
Cs , we estimate a
change of ∆T c.s.Cs ≈ 6 K to influence the Cs density nCs by as much as a ∆T h.p.Cs ≈ 2.5 K change
of the heater temperature. This demonstrates the ability to fine tune the memory operation by
the cold spot temperature T c.s.Cs .
For the temperature setting T h.p.Cs = 70
◦C, the empirically found requirement for T c.s.Cs ≈ T in/out.Cs −
2 K necessitates that T c.s.Cs ≤ 65◦C. This has very little effect on ηmem, reducing it from ∼ 18 %
to 17.5%. Similarly, also the noise level NoutS,cd remains essentially constant at N
out1
S,cd ≈ 10.9 ·
10−2 γ/pulse. Fortunately, preventing Cs condensation does not come at any significant cost in
terms of memory performance.
On the flip-side, likewise to T h.p.Cs , T
c.s.
Cs also does not suffice as a parameter to significantly
change the SNR for the memory output. In the input bin small improvements can be obtained,
as shown by the values for Rin in fig. E.5 g. Yet, similar to Rout(T h.p.Cs ), R
out(T c.s.Cs ) is approx-
imately constant with T c.s.Cs . Fig. E.5 h displays R
out(T h.p.Cs , T
c.s.
Cs ) for both degrees of freedom,
which demonstrates that there is little change in the values (i.e. bar heights) for the different
combinations of T h.p.Cs and T
c.s.
Cs .
17 Note, as mentioned earlier, Cs deposition on the glass walls could, in principle, also be avoided using paraffin
coated spectroscopy cells [111,112].
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Conclusion Temperature tuning is important to achieve long-term stability in memory op-
eration. Moreover, it is also a useful parameter to achieve specific efficiency levels. But, just
like the detuning, it is not suitable for improving the performance with respect to noise. In the
end, there is only one set of experimental parameters for which we can observe any significant
change of the output SNR. These are the spatial modes, particularly the focussing parameters
of the control field with respect to the signal field, whose influence is subject of the next section
E.6.6.
E.6.6 Control focussing
The last experimental parameter set to look at are the transverse beam sizes for signal and
control in the memory. In the following, we analyse their influence on the memory efficiency
and the noise level. Note, we use the full control pulse energy to do this. So, when changing
the control mode size, we implicitly change the electric field amplitude of the control pulses.
In terms of a fundamental parameter scan, this somehow mixes two effects, namely the control
pulse energy and mode size dependence. However, its benefit lies in finding the most appropriate
experimental layout for the memory system, when one has already decided to use the full control
pulse power, which is the situation we are facing. As we have seen in table E.2, the scaling for
the memory efficiency and the noise with control pulse energy are approximately the same.
Accordingly, we do not achieve an optimum when changing this parameter. It thus makes sense,
in our case, to run the experiment at the highest control pulse energy we have available, as
this ultimately reduces the measurement times and relaxes the requirements on the apparatus
stability.
Changing the control beam waist During the experiment, only the control’s spatial mode
properties are changes, while those of the input signal and the diode laser are kept constant.
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Field Telescope Waist w0 [µm] FWM at w0 [µm] Conf. par. [cm]
Signal 81 95 4.78
Diode 276 325 56
Control 1 f1 = 175 mm f2 = 150 mm 202 238 30.1
Control 2 f1 = 100 mm f2 = 150 mm 119 141 10.5
Control 3 f1 = 250 mm f2 = 150 mm 245 288 44.3
Control 4 None None 140 165 14.4
Table E.4: Table with beam parameters for signal, diode and control. The different control
beams are produced by changing the telescope used to collimate the control before overlapping
it with the signal at the memory input. Here f1 and f2 are the 1
st and 2nd lens trespassed by
the control, respectively.
As illustrated in fig. 5.1, the collimated signal and control beams are overlapped on a PBS and
focussed into the Cs cell by the same f = 500 mm focal length lens. To change the control
mode, we expand its beam diameter by collimating it with different telescopes beforehand.
Four different configurations are investigated. The telescopes used in preparation of all three
optical fields (signal, control and diode) are listed in table E.4 alongside the corresponding beam
waists and confocal parameters. The beam parameters for signal and diode are constant for all
measurements. The number of control mode sizes is constrained by the space on the optical
table and the availability of lenses with appropriate focal lengths. Amongst the control telescope
configurations, the lens set with f1 = 175 mm and f2 = 150 mm is used in all other experiments
(chapters 5 and 6).
Fig. E.6 a illustrates the actual Gaussian modes of all three beams, including the 4 control
configurations, as they propagate through the Cs cell. The signal’s focus is positioned at the
cell’s centre, whereby its confocal parameter b =
2piw20
λ = 4.78 cm approximately stretches over
half18 of the Cs cell length of LCs = 7.5 cm. Signal field collection behind the cell is optimised for
this mode, coupling approximately ηSMF,sig ≈ 86 % of the signal field into the SMF leading to the
filter stage. With a b = 55 cm long confocal parameter, the diode laser is essentially collimated
18 Despite the mismatch between b and LCs, we have not seen a significantly different memory efficiency than
with a configuration where b = LCs.
E.6 Parameter dependences of memory efficiency and noise 400
along the entire line of optics surrounding the Cs cell. Hence, the positioning of its focal point
close to the cell exit face does not matter greatly. Control telescopes 1 and 2 also achieve focus
locations at cell centre. For the larger beam diameters, produced with telescope 3 and without
any telescope, the control was focussed in front of the cell. However, in all cases, the control
mode is consistently larger than the signal mode over the length of the Cs cell. Consequently,
the Cs cell volume covered by the signal is also always covered by the control and all of it can, in
principle, contribute to the Raman memory. This excludes the possibility that any of the effects
we see by changing the telescopes originate from an effective reduction of the mode overlap by
uncovering parts of the signal’s spatial mode.
Expected effects from changes in the control focussing Because the energy per control
pulse is fixed to Ec ≈ 8.6 − 8.9 nJ during the experiment, alterations of the control mode sizes
change the control intensity Ic(z, t). In turn, these also modify the Rabi-frequency going into
the Raman coupling constants CS and CAS, as outlined in section 2.2. Moreover, we have seen
in appendix E.6.2, that both, the memory efficiency ηmem and the S noise level N
t
S,cd scale
similarly with Ic. Therefrom, changes in the control focussing should influence both observables
equally, leaving the SNR in the memory read-out approximately unaffected. This however
ignores the spatial mode selection made by SMF coupling, which differs between the control
mode configurations. The mode matching to the SMF defines the effective volume inside the
Cs cell, whose signal and noise emission can be observed. This volume approximately coincides
with the spatial mode of the signal field, because, firstly, SMF coupling is optimised for the
signal. Secondly, the Raman memory spin-wave can only be excited at locations where signal
and control are present simultaneously19; a restriction that does not hold for the FWM noise.
19 Since the control field has a larger mode than the signal, the spatial mode of the Raman spin-wave will be
limited by the signal’s spatial mode. Note, this ignores mode convolution between signal and control during the
Raman process as well as atomic diffusion.
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Figure E.6: Influence of control focussing on the memory efficiency and the noise level. (a):
Mode sizes along the Cs cell for the input signal (green), the optical pumping beam (black)
and the four control telescopes defined in table E.4 (telescope 1: dark red ; telescope 2: light
red ; telescope 3: magenta; no telescope: gold). Lines are fits for a Gaussian beam waist with
w(z) = w0
√
1 +
(
λz
piw0
)2
; solid lines and × mark the horizontal, dashed lines and ◦ mark the
vertical direction. Vertical lines indicate the Cs cell ends. (b): SNR and noise level for the
4 telescopes determined by the counts detected on APD DH. Colour coding: SNRin in black,
SNRtrans green, SNRout blue with marker colours indicating the modes in panel (a); N
in
S,cd and
NoutS,cd in light red with black markers, with dashed lines and × for the input and solid lines and
◦ markers for the output bin; N tS,c in dark red with grey markers and otherwise the same as for
N tS,cd. (c): SMF coupling efficiency ηSMF,ctrl of the control for the 4 telescopes. (d): Memory
efficiencies (blue) for ηin (× markers) and ηmem (◦ markers) and noise levels NCs,tS,k , expected by
backing-out ηSMF,ctrl. Colour coding for N
Cs,t
S,k as in (b). (e): Noise levels N
Cs,t
S,k (same as in
panel (d)) and SNRs, following from these, as a function of control intensity on axis at the cell
centre. Colour coding as in (a) & (b). Waist sizes w0 on the x-axes of panels (b) - (d) refer to
the minimum waist at the focus of the Gaussian beams.
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The S noise emitted in the forward direction is instead generated within the volume covered by
the control. Since this exceeds the SMF-coupled signal volume, an estimate on the fraction of
the total noise volume coupled into the SMF, which approximates the detected fraction of the
noise emission, can be obtained using the SMF-coupling efficiency of the control. It is measured
by maximising the control transmission into the signal output port of the PBD behind the
memory (see fig. 5.1). The four control telescope configurations in table E.4 show efficiencies of
ηtele1SMF,ctrl = 45 ± 3 %, ηtele2SMF,ctrl = 78 ± 1 % ηtele3SMF,ctrl = 24 ± 3 % and ηno teleSMF,ctrl = 41 ± 3 %. These
are displayed as a function of control beam waist size in fig. E.6 c.
With an approximately constant collection efficiency for the signal, the different values for the
observable noise fraction can result in an SNR improvement by loosening the control focussing,
which, in turn, reduces ηSMR,ctrl. Such improvements are counteracted by a simultaneous reduc-
tion in the control intensity, leading to a lower Raman coupling CS(Ic) and memory efficiency
ηmem. Hence there is a trade-off, which allows for some optimisation for the SNR.
Measurement To find the optimal trade-off between both effects, we measure the memory
efficiency and the noise level behind the signal filter stage for the 4 telescope configurations.
We can firstly use the count rates detected on the signal APD DH (see fig. 5.1) to determine
the noise levels N tS,k for the spin-polarised and the thermally distributed ensemble (settings
k ∈ {cd, c}, time bin t), as well as the SNR. This includes any noise reduction from SMF mode
selection. With the above stated coupling efficiencies for ηiSMF,ctrl, we estimate the noise levels
NCs,tS,k = N
t
S,k/η
i
SMF,ctrl, expected behind the Cs cell. Calculating the SNR with N
Cs,t
S,k assumes
that all noise in the control mode is collected. Comparison with the results after SMF-coupling
indicates where SMF mode selection improves memory performance.
Notably, in the calculation of the signal input photon number Nin (eq. 5.1), the signal’s SMF-
coupling efficiency ηSMF,sig is also backed out to arrive at a photon number as it would be
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observed without spatial mode selection in the memory output. The memory efficiency, which
also enters the SNR (eq. 5.9), is independent of ηSMF,sig/ctrl (eq. 5.2).
Finally, this SNR and the noise levels NCs,tS,k are tested as a function of control intensity. Since
the peak intensity on-axis and the beam waist are inversely proportional, Ic =
2·Ec
pifrepw(z)2
, with
the control pulse energy Ec and the beam waist w(z), that is diffracting along the cell, intensities
are determined using the mode size at the centre of the cell, i.e. at position 0 in fig. E.6 a.
The experiment is conducted with a control pulse sequence for τS = 312 ns storage time at
frep = 5.722 kHz, observing only the S channel. The input signal is set to N
tele1
in = 1.12 γ/pulse,
N tele2in = 1.15 γ/pulse, N
tele3
in = 1.18 γ/pulse and N
no tele
in = 1.02 γ/pulse. To avoid any influences
from fluorescence noise, it is subtracted from the noise count rates for both, the spin-polarised
(setting cd) and the thermally distributed ensemble (setting c). The fluorescence contribution
is measured separately, using polarisation to turn-off the two-photon transition based processes
in the Cs (see section 6.2.2).
Results Fig. E.6 b shows the observed noise levels and SNRs after SMF-coupling, i.e. behind
the signal filter stage. The noise levels for both optical pumping configurations (black points
for setting c, grey points for setting cd) are decreasing with larger control waist sizes w0, as ex-
pected from the double reduction by lower peak intensities Ic and lower SMF-coupling efficiencies
ηSMF,ctrl. SNRin (black line) and SNRtrans (green line) increase, while SNRout (blue line) remains
approximately constant. Importantly, it shows a maximum for the 2nd smallest control diameter
produced with telescope 1, containing the f1 = 175 mm focal length lens (w
tele1
0 = 202µm). The
smaller control size for telescope 2 (f1 = 100 mm, w
tele2
0 = 119µm), which matches the signal
mode more closely (fig. E.6.6 a), results in a worse SNRout. This results from two sources: In-
specting the memory efficiencies ηin (× markers) and ηmem (◦ markers), displayed in fig. E.6.6 d
(blue lines), these decrease with looser control foci, which ties in with the expectation for lower
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Rabi-frequencies20. Note, for the larger beam waists the reduction in memory efficiency and
noise level NCs,tS,cd can be reinforced by the misplacement of the control focus to a position in
front of the Cs cell for telescopes 3 and 4. Operating the memory with only the diverging flank
of the beam reduces the control intensity further over telescopes 1 and 2, whose foci are aligned
with that of the signal. The important point to note is the flat behaviour in ηmem for small
waist sizes. Control mode reduction
(
wtele10 = 202µm→ wtele20 = 119µm
)
does not significantly
improve the memory efficiency. Thus, matching the control’s Rayleigh range with that of the
signal is not beneficial. Instead, it increases the SMF coupling efficiency of the FWM noise
(fig. E.6.6 c) and actually reduces the SNRout, as we have seen in fig. E.6.6 b.
Backing out ηSMF,ctrl, the expected noise levels without SMF mode selection, N
Cs,t
S,k , are also
shown in fig. E.6.6 d. Larger control beam diameters still reduce NCs,tS,cd , due to reduced control
intensity and Raman coupling. For this reason, the decrease of NCs,tS,cd displays a similar gradient
to that of the memory efficiency. Conversely, SRS actually increases with a lower control intensity
Ic for larger control diameters. This is counter-intuitive since it should also scale with the
coupling constant CS, following N
Cs,t
S,c ∼ CS. The reason for this discrepancy is currently still
unclear.
Fig. E.6.6 e shows the noise levels as a function of intensity Ic (evaluated at the control focus).
It also displays the SNRs, expected without SMF mode selection. As we can see, for telescopes 1
and 2, where the control focus location matches the signal’s location at the cell centre, SNRout is
approximately independent of the control focussing. While this matches the initial expectation
from the equal scaling with their Rabi-frequency, the comparison with fig. E.6.6 b demonstrates
that the different SMF coupling efficiencies for the FWM noise reduce the measured SNR for
the largest control intensity point (telescope 2), compared to the values for telescope 1, which
20 For an ideal theoretical scenario, the control’s confocal parameter b equals the cell length. In this case, it can
be shown [37] that the spatial mode dependence drops out of the Raman coupling, which reduces to C ∼ LCs
piw(z)2
∼
1
λ
. As table E.4 shows, we however investigate b LCs, so this approximation does not hold and C ∼ 1piw(z)2 .
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is the configuration used for all the other experiments of chapters 5 & 6.
Conclusion The memory performance can indeed be optimised with respect to noise by using
the control focussing in combination with signal mode selection by a SMF. Potential improve-
ments could still be gained with better control over the focussing locations and waist sizes,
producing larger beams that focus at the Cs cell centre. However the improvements in SNRout
are not sufficient to facilitate single photon storage under g(2) preservation.
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