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Abstract
In this paper polynomial maps are represented by the use of matrices whose entries are numbered by
pair of multiindices. A new product of such matrices is introduced. By the use of this and ordinary product
of matrices the matrix representation of composition of polynomial maps is given. In the case of real and
complex numbers different kind of norms of such matrices are introduced. Properties of these norms with
respect to the ordinary and new products are investigated. A generalization of Bombieri’s inequality is
offered.
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In this paper we are going to offer a matrix representation for polynomial maps and their compositions. For this
purpose a new product of matrices, whose entries are numbered by pair of multiindices, is introduced. The matrix
representation of composition of two polynomial maps is given. In the case of real and complex numbers different kind
of norms of such matrices are introduced. Properties of these norms with respect to the ordinary and new products are
investigated. A generalization of Bombieri’s inequality is offered.
For a positive integer n let In stand for all row n-tuples with nonnegative integer entries with the following linear
order: β = (β1, β2, ..., βn) < α = (α1, α2, ..., αn) if and only if |β| < |α| or |β| = |α| and β1 > α1 or |β| = |α|, β1 = α1
and β2 > α2 etcetera, where |α| stands for α1 + α2 + ...+ αn.
It is clear that for α, β, γ ∈ In one has α < β if and only if α + γ < β + γ. We write β ≪ α if βi ≤ αi for all
i = 1, 2, ..., n,
(
α
β
)
stands for α!
β!(α−β)!
, α! = α1!α2!...αn!.
In the case of n = 0 it is assumed that In = {0}.
In future we use the following result.
Proposition 1. If |α| = p+ q, where p, q are nonnegative integer numbers,then
∑
β≪α,|β|=p
(
α
β
)
=
(
p+ q
p
)
In future n, n′ and n′′ are assumed to be any fixed nonnegative integers.
For any commutative, associative ring R containing the field of rational numbers and nonnegative integer numbers
p, p′ let Mn,n′(p, p
′;R) = M(p, p′;R) stand for all ”p × p′” size matrices A = (Aα,α′)|α|=p,|α′|=p′ (α presents row,α
′
presents column and α ∈ In, α
′ ∈ In′) with entries from R. Over such kind matrices in addition to ordinary sum and
product of matrices we consider the following ”product” as well:
Definition 1. If A ∈M(p, p′;R) and B ∈M(q, q′;R) then A
⊙
B = C ∈M(p+q, p′+q′;R) that for any |α| = p+q,
|α′| = p′ + q′, where α ∈ In, α
′ ∈ In′ ,
Cα,α′ =
∑
β,β′
(
α
β
)
Aβ,β′Bα−β,α′−β′
1
, where the sum is taken over all β ∈ In, β
′ ∈ In′ , for which |β| = p, |β
′| = p′, β ≪ α and β′ ≪ α′.
Let us agree that h (H , v, V ) stands for any element of M(0, 1;R) (respect. M(0, p;R), M(1, 0;R), M(p, 0;R) ,
where p may be any nonnegative integer). We use Ek for ”k × k” size ordinary unit matrix from Mn,n(k, k;R). For the
sake of convenience it will be assumed that Aα,α′ = 0 (α! =∞) whenever α /∈ In or α
′ /∈ In′ (respect. α /∈ In).
Proposition 2. For the above defined product the following are true.
1. A
⊙
B = B
⊙
A.
2. (A+B)
⊙
C = A
⊙
C +B
⊙
C.
3. (A
⊙
B)
⊙
C = A
⊙
(B
⊙
C)
4. (λA)
⊙
B = λ(A
⊙
B) for any λ ∈ R
5. If R is an integral domain then A
⊙
B = 0 if and only if A = 0 or B = 0.
6. A(B
⊙
H) = (AB)
⊙
H
7. (Ek
⊙
V )A = A
⊙
V
Proof. Let us show only that if R is an integral domain then C = A
⊙
B = 0 if and only if A = 0 or B = 0.
Assume that A 6= 0, B 6= 0 and let β0 (γ0) be the least multiindex for which the corresponding row of A (respec. B) is
nonzero. Similarly, let β′0 (γ
′
0) be the least multiindex for which Aβ0,β′0 (respec. Bγ0,γ
′
0
) is not zero. Consider α = β0+γ0,
α′ = β′0 + γ
′
0 and Cα,α′ . It is easy to see that Cα,α′ =
(
α
β0
)
Aβ0,β′0Bγ0,γ
′
0
6= 0. It is the needed contradiction to
complete the proof.
Proofs of the following two propositions are not difficult.
Proposition 3. If Ai ∈M(pi, qi;R) for i = 1, 2, ..., m, |α| = p1 + p2 + ...+ pm, |α
′| = p′1 + p
′
2 + ...+ p
′
m then
(A1
⊙
A2
⊙
...
⊙
Am)α,α′ =
∑
α!
β!γ!...δ!
A1β,β′A2γ,γ′ ...Amδ,δ′ ,
where the sum is taken over all β, γ, ..., δ ∈ In;β
′, γ′, ..., δ′ ∈ In′ for which β + γ + ...+ δ = α, β
′ + γ′ + ...+ δ′ = α′.
In future A(m) means the m-th power of matrix A with respect to the new product.
Proposition 4. If h = (h1, h2, ..., hn) ∈M(0, 1;R), v = (v1, v2, ..., vn) ∈M(1, 0;R), then
(h(m))0,α′ =
(
m
α′
)
hα
′
, (v(m))α,0 = m!v
α
, where hα stands for hα11 h
α2
2 ...h
αn
n
Proposition 5. For any nonnegative integers p, q, p′, q′ and matrices A ∈ Mn,n′(p, p
′;R), B ∈ Mn,n′(q, q
′;R),
h = (h1, h2, ..., hn) ∈Mn,n(0, 1;R), v = (v1, v2, ..., vn′) ∈Mn′,n′(1, 0;R) the following equalities
(
h(p)
p!
A)
⊙
(
h(q)
q!
B) =
h(p+q)
(p+ q)!
(A
⊙
B), (A
v(p
′)
p′!
)
⊙
(B
v(q
′)
q′!
) = (A
⊙
B)
v(p
′+q′)
(p′ + q′)!
are true.
Proof.
((
h(p)
p!
A)
⊙
(
h(q)
q!
B))0,α′ =
∑
β′
(
h(p)
p!
A)0,β′(
h(q)
q!
B)0,α′−β′ =
∑
β′
∑
ξ
(
h(p)
p!
)0,ξAξ,β′
∑
η
(
h(q)
q!
)0,ηBη,α′−β′ =
∑
β′
∑
ξ
hξ
ξ!
Aξ,β′
∑
η
hη
η!
Bη,α′−β′ =
∑
β′
∑
ξ,η
(
ξ + η
ξ
)
hξ+η
(ξ + η)!
Aξ,β′Bη,α′−β′ =
∑
|ξ|=p+q
(
h(p+q)
(p+ q)!
)0,ξ
∑
|η|=p,β′
(
ξ
η
)
Aη,β′Bξ−η,α′−β′ =
∑
|ξ|=p+q
(
h(p+q)
(p+ q)!
)0,ξ(A
⊙
B)ξ,α′ = (
h(p+q)
(p+ q)!
A
⊙
B)0,α′
2
The proof of the second identity is similar.
Remark 1. Due to the ”duality” of two equalities in Proposition 5 in future we will consider only results dealing
with the first equality. Analogies of the presented results dealing with the second equality can be obtained in a similar
way.
From Proposition 5 the following more general result can be derived.
Proposition 6. For any nonnegative integers p, q, p′, q′, k and matrices A ∈ Mn,n′ (k, 1;R), B ∈ Mn′,n′′(p, p
′;R),
C ∈Mn′,n′′(q, q
′;R), the following equality
(
A(p)
p!
B)
⊙
(
A(q)
q!
C) =
A(p+q)
(p+ q)!
(B
⊙
C)
is true.
Proof. Due to Proposition 5 for h′ ∈Matn,n′(0, 1) one has the equality
(
h′(p)
p!
B)
⊙
(
h′(q)
q!
C) =
h′(p+q)
(p+ q)!
(B
⊙
C)
Substitution h
(k)
k!
A for h′, where h ∈Mn,n(0, 1;R) into this equality implies that
(
(h
(k)
k!
A)(p)
p!
B)
⊙
(
(h
(k)
k!
A)(q)
q!
C) =
(h
(k)
k!
A)(p+q)
(p+ q)!
(B
⊙
C)
The left side of this equality equals to
(
h(kp)
(kp)!
A(p)B
p!
)
⊙
(
h(kq)
(kq)!
A(q)C
q!
) =
h(k(p+q))
(k(p+ q))!
(
A(p)B
p!
⊙ A(q)C
q!
)
, the right side equals to
h(k(p+q))
(k(p+ q))!
A(p+q)
(p+ q)!
(B
⊙
C)
Therefore the conclusion of Proposition 6 is true.
In future let F stand for the field of real or complex numbers, ρ ≥ 1 be any fixed real number and ̺ stand for the
real number for which 1
ρ
+ 1
̺
= 1. We consider the following ρ-norm of elements A ∈M(p, p′;F ):
Definition 2.
‖A‖ = ‖A‖ρ = (
∑
α,α′
|Aα,α′ |
ρ
α!(p!p′!)ρ−1
)1/ρ
Theorem 1. 1. If A,B ∈Mat(p, p′;F ) and λ ∈ F then
a)‖A‖ = 0 if and only if A = 0,
b)‖λA‖ = |λ|‖A‖,
c) ‖A+B‖ ≤ ‖A‖+ ‖B‖.
2. For any nonnegative integer numbers p, p′, q and q′ there is such positive number λ(p, p′, q, q′) that for any
A ∈Mat(p, p′;F ), B ∈Mat(q, q′;F ) the following inequality is valid:
λ(p, p′, q, q′)‖A‖‖B‖ ≤ ‖A
⊙
B‖ ≤ ‖A‖‖B‖
Proof. Here is a proof of part 2. First let us show the inequality ‖A
⊙
B‖ ≤ ‖A‖‖B‖.
Due to the Ho¨lder inequality for A
⊙
B = C one has
|Cα,α′ | = |
∑
β<<α,β′<<α′
(
α
β
)
Aβ,β′Bα−β,α′−β′ | ≤ α!
∑
β<<α,β′<<α′
|Aβ,β′Bα−β,α′−β′ |
(β!(α− β)!)1/ρ
1
(β!(α− β)!)1−1/ρ
≤
α!(
∑
β<<α,β′<<α′
|Aβ,β′Bα−β,α′−β′ |
ρ
β!(α− β)!
)1/ρ(
∑
β<<α,β′<<α′
(
1
(β!(α− β)!)1−1/ρ
)̺)1/̺ =
3
α!(
∑
β<<α,β′<<α′
|Aβ,β′ |
ρ
β!
|Bα−β,α′−β′ |
ρ
(α− β)!
)1/ρ(
∑
β<<α
1
β!(α− β)!
∑
β′<<α′
1)1/̺ ≤
α!(
∑
β<<α,β′<<α′
|Aβ,β′ |
ρ
β!
|Bα−β,α′−β′ |
ρ
(α− β)!
)1/ρ(
(
p+ q
p
)
1
α!
(
p′ + q′
p′
)
)1/̺
as far as according to Proposition 1 one has
∑
β<<α
1
β!(α−β)!
=
(
p+ q
p
)
1
α!
and
∑
β′<<α′
1 ≤
(
p′ + q′
p′
)
. Therefore
‖C‖ = (
∑
α,α′
|Cα,α′ |
ρ
α!((p+ q)!(p′ + q′)!)ρ−1
)1/ρ ≤
(
∑
α,α′
1
α!((p+ q)!(p′ + q′)!)ρ−1
(α!)ρ
∑
β<<α,β′<<α′
|Aβ,β′ |
ρ
β!
|Bα−β,α′−β′ |
ρ
(α− β)!
(
(
p+ q
p
)
1
α!
(
p′ + q′
p′
)
)ρ/̺)1/ρ =
(
∑
ββ′
|Aβ,β′ |
ρ
β!(p!p′!)ρ−1
)1/ρ(
∑
γγ′
|Bγγ′ |
ρ
γ!(q!q′!)ρ−1
)1/ρ = ‖A‖‖B‖
due to ρ/̺ = ρ− 1
To show the inequality λ(p, p′, q, q′)‖A‖‖B‖ ≤ ‖A
⊙
B‖ let us consider
X = {(A,B) : A ∈Mat(p, p′;F ), ‖A‖ = 1, B ∈Mat(q, q′;F ), ‖B‖ = 1}
, which is a compact set in the corresponding finite dimensional vector space, and the continuous map (A,B) 7→ A
⊙
B.
The image of X with respect to this map is a compact set which doesn’t contain zero vector due to Proposition 2. Let
λ(p, p′, q, q′) > 0 stand for the distance between zero vector and this image set with respect to the corresponding ρ-
norm. So λ(p, p′, q, q′) ≤ ‖A
⊙
B‖ for any (A,B) ∈ X and due to Proposition 2 one has
λ(p, p′, q, q′)‖A‖‖B‖ ≤ ‖A
⊙
B‖
for any A ∈Mat(p, p′;F ), B ∈Mat(q, q′;F )
With respect to the ordinary product of matrices a result similar to ‖A
⊙
B‖ ≤ ‖A‖‖B‖ is not valid. But one can
have the following result.
Proposition 7. The following inequality
‖A(p, q)B(q, q′)‖ ≤ (p!)2−1/ρ(q′!)2/ρ−1‖A‖‖B‖̺
is true.
Proof. Indeed due to the Ho¨lder inequality one has
‖A(p, q)B(q, q′)‖ρ =
∑
α,α′
1
α!(p!q′!)ρ−1
|
∑
β
Aα,βBβ,α′ |
ρ ≤
∑
α,α′
1
α!(p!q′!)ρ−1
∑
β
|Aα,β |
ρ(
∑
γ
|Bγ,α′ |
̺)ρ/̺ =
∑
α,β
|Aα,β |
ρ
α!(p!q!)ρ−1
(
∑
γ,α′
|Bγ,α′ |
̺
γ!(q!q′!)̺−1
γ!)ρ/̺(q!)ρ(q′!)2−ρ ≤ ‖A‖ρ‖B‖ρ/̺̺ (q!)
2ρ−1(q′!)2−ρ
as far as γ! ≤ q!.
In particular case the following estimation is also true.
Proposition 8. For any nonnegative integer numbers m, k, q′ and h ∈Matn,n(0, 1;F ),
A ∈Matn,n′(m+ k, q
′;F ) the following inequality
‖(
h(m)
m!
⊙
Ek)A‖ ≤
(
m+ k
k
)
‖h‖m̺ ‖A‖
4
is valid.
Proof. Indeed
‖(
h(m)
m!
⊙
Ek)A‖
ρ =
∑
α,α′
1
α!(k!q′!)ρ−1
|((
h(m)
m!
⊙
Ek)A)α,α′ |
ρ =
∑
α,α′
1
α!(k!q′!)ρ−1
|
∑
β
(
h(m)
m!
⊙
Ek)α,βAβ,α′ |
ρ =
∑
α,α′
1
α!(k!q′!)ρ−1
|
∑
β
hβ−α
(β − α)!1/̺
Aβ,α′
(β − α)!1/ρ
|ρ
as far as
(
h(m)
m!
⊙
Ek)α,β =
hβ−α
(β − α)!
Due to the Ho¨lder inequality
(
∑
β
|
hβ−α
(β − α)!1/̺
Aβ,α′
(β − α)!1/ρ
|)ρ ≤
∑
β
|Aβ,α′ |
ρ
(β − α)!
∑
β
|h̺(β−α)|
(β − α)!
ρ/̺
=
∑
β
|Aβ,α′ |
ρ
(β − α)!
(
‖h‖m̺̺
m!
)ρ/̺
Therefore
‖(
h(m)
m!
⊙
Ek)A‖
ρ ≤
∑
β,α′
|Aβ,α′ |
ρ
β!((m+ k)!q′!)ρ−1
(
m+ k
k
)ρ−1∑
α
(
β
α
)
‖h‖mρ̺ =
∑
β,α′
|Aβ,α′ |
ρ
β!((m+ k)!q′!)ρ−1
(
m+ k
k
)ρ
‖h‖mρ̺ = ‖A‖
ρ
(
m+ k
k
)ρ
‖h‖mρ̺
In future Matn,n′(R) = Mat(R) stands for the set of all block matrices A = (A(p, p
′))p,p′ with blocks A(p, p
′) ∈
Mn,n′(p, p
′;R) for all nonnegative integers p, p′. In future it is assumed that M(p, p′;R) is a subset of Mat(R) by
identifying each A(p, p′) ∈ M(p, p′;R) as the element of Mat(R) which’s all blocks are zero, may be, except for (p, p′)
block which is A(p, p′).
For any A,B ∈Mat(R) we define A
⊙
B = C ∈Mat(R), where for all nonnegative integers p, p′
C(p, p′) =
∑
q,q′
A(q, q′)
⊙
B(p− q, p′ − q′)
The above Propositions show that (Mat(R);+,
⊙
) is an integral domain, when R itself is an integral domain. Its
identity element will be 1 ∈Mat(R) whose all blocks are zero except for (0, 0) block which is 1 -the identity element of
R.
In the case of R = F we define ρ- norm ‖A‖ = ‖A‖ρ of A = (A(p, p
′))p,p′ ∈ Mat(F ), whenever it has meaning, in
the following form.
Definition 3.
‖A‖ =
∑
p,p′
‖A(p, p′)‖
Theorem 1’. If A,B ∈Mat(F ) and λ ∈ F then
a)‖A‖ = 0 if and only if A = 0,
b)‖λA‖ = |λ|‖A‖,
c) ‖A+B‖ ≤ ‖A‖+ ‖B‖.
d) ‖A
⊙
B‖ ≤ ‖A‖‖B‖
Proof. Here is a proof of d). Due to Theorem 1 one has
‖A
⊙
B‖ =
∑
p,p′
‖(A
⊙
B)(p, p′)‖ =
∑
p,p′
‖
∑
q≤p,q′≤p′
A(q, q′)
⊙
B(p− q, p′ − q′)‖ ≤
∑
p,p′
∑
q≤p,q′≤p′
‖A(q, q′)
⊙
B(p− q, p′ − q′)‖ ≤
∑
p,p′
∑
q≤p,q′≤p′
‖A(q, q′)‖‖B(p− q, p′ − q′)‖ ≤
5
∑
q,q′
‖A(q, q′)‖
∑
p,p′
‖B(p, p′)‖ = ‖A‖‖B‖
In future the expression Exp(A), whenever it has meaning, stands for
E +
1
1!
A+
1
2!
A(2) +
1
3!
A(3) + ... =
∞∑
i=0
1
i!
A(i)
, R[x] is the ring of polynomials in variables x1, x2, ..., xn over R, x = (x1, x2, ..., xn) ∈Mn,n(0, 1;R[x]).
Now one can easily derive the following result from Proposition 6.
Corollary 1. If B and C are such matrices from Mn′,n′′(R) that each column of them has only finite number
nonzero elements then for any A = A(k, 1) ∈Mn,n′(k, 1;R), the following equality
Exp(A)B
⊙
Exp(A)C = Exp(A)(B
⊙
C)
is true.
If n′ 6= 0 and
ϕ(x) = (ϕ1(x), ϕ2(x), ..., ϕn′(x)) =
x(0)Mϕ(0, 1) +
1
1!
x(1)Mϕ(1, 1) +
1
2!
x(2)Mϕ(2, 1) + ... ∈Mn,n′(0, 1;R)
then one can screen it in the form
ϕ(x) = Exp(x)Mϕ
, where Mϕ ∈ Mat(R) with blocks Mϕ(p, p
′) such that Mϕ(p, p
′) = 0 whenever p′ 6= 1 and only finite number of blocks
Mϕ(p, 1) are not zero. We call Mϕ the matrix of the polynomial map ϕ(x). Of course, if n
′ = 0 then
ϕ(x) = x(0)Mϕ(0, 0) +
1
1!
x(1)Mϕ(1, 0) +
1
2!
x(2)Mϕ(2, 0) + ... ∈Mn,0(0, 0;R)
Now to understand the meaning of the product
⊙
let us assume that n′ = 0. Consider homogenous polynomials
P =
∑
aαx
α and Q =
∑
bβx
β of degree m and l, respectively. It is not difficult to see that in this case
MPQ = MP
⊙
MQ
The Bombieri’s norm of a polynomial P (t) =
∑m
i=0
ait
i is defined (in [1]) by [P ]2 = (
∑m
i=0
(
m
i
)−1
a2i )
1
2 . Let
us evaluate our 2-norm of the matrix MP of the corresponding homogeneous polynomial
∑m
i=0
ait
ism−i = (t,s)
(m)
m!
MP ,
where MP is the column matrix with entries (aii!(m− i)!):
‖MP ‖2 = (
m∑
i=0
1
i!(m− i)!m!
(aii!(m− i)!)
2)
1
2 = [P ]2
that is in this case our 2-norm and Bombieri’s 2-norm are same.
The most remarkable feature of Bombieri’s 2-norm states that for any polynomials P , Q the inequality
(
m+ k
k
)1/2
[PQ]2 ≥ [P ]2[Q]2
is true, where m = degP , k = degQ.
With respect to the corresponding matrices this inequality is nothing than
(
m+ k
k
)−1/2
‖MP ‖2‖MQ‖2 ≤ ‖MP
⊙
MQ‖2
6
Therefore we can say that in Theorem 1 we have a generalization of Bombieri’s inequality.
Theorem 2. The following equality
Exp(Exp(x)Mϕ) = Exp(x)Exp(Mϕ)
is valid.
Proof. Indeed taking into account the above Propositions one has
Exp(Exp(x)Mϕ) =
∞∑
m=0
1
m!
(Mϕ(0, 1) +
1
1!
x(1)Mϕ(1, 1) +
1
2!
x(2)Mϕ(2, 1) + ...)
(m) =
∞∑
m=0
1
m!
∑
α=(α0,...,αk,...),|α|=m
m!
α0!α1!...αk!...
(Mϕ(0, 1))
(α0)
⊙
(
1
1!
x(1)Mϕ(1, 1))
(α1)
⊙
...
⊙
(
1
k!
x(k)Mϕ(k, 1))
(αk)
⊙
... =
∞∑
i=0
x(i)
i!
∑
(α0,...,αk,...),1α1+...+kαk...=i
Mϕ(0, 1)
(α0)
α0!
⊙ Mϕ(1, 1)(α1)
α1!
⊙
...
⊙ Mϕ(k, 1)(αk)
αk!
⊙
...
=
∞∑
i=0,j=0
x(i)
i!
(Exp(Mϕ(0, 1))
⊙
Exp(Mϕ(1, 1))
⊙
...
⊙
Exp(Mϕ(k, 1))
⊙
...)(i, j) =
∞∑
i=0,j=0
x(i)
i!
(Exp(Mϕ))(i, j) = Exp((x))Exp((Mϕ))
Consider ψ(y) = (ψ1(y), ψ2(y), ..., ψn(y)) = Exp(y)Mψ, where Mψ(i, 1) ∈Mn′′,n(i, 1;R) and
(ϕ ◦ ψ)(y) = (ϕ1(ψ(y)),ϕ2(ψ(y)), ..., ϕn′(ψ(y))) = Exp(y)Mϕ◦ψ
The following result is about the matrix representation of the composition ϕ ◦ ψ of polynomial maps ϕ and ψ
Theorem 3. The following equality
Mϕ◦ψ = Exp(Mψ)Mϕ
is valid.
Proof.
(ϕ ◦ ψ)(y) = Exp(y)Mϕ◦ψ = ϕ(ψ(y)) = Exp(ψ(y))Mϕ =
Exp(Exp(y)Mψ)Mϕ = (Exp(y)Exp(Mψ))Mϕ = Exp(y)(Exp(Mψ)Mϕ)
which implies that
Mϕ◦ψ = Exp(Mψ)Mϕ
Remark 2. The equality Mϕ◦ψ = Exp(Mψ)Mϕ indicates that in our case the real generalization of the ordinary
product of matrices should be the following binary operation ∗:
Mψ ∗Mϕ = Exp(Mψ)Mϕ
as far as Mψ ∗Mϕ coincides with the ordinary product of matrices MψMϕ whenever ψ, ϕ are linear maps.
In a simple case, when ϕ(x) = x
(k)
k!
A(k, 1),ψ(x) = x
(l)
l!
B(l, 1) are homogenous polynomial maps then due to Propo-
sition 5 one has
ϕ(ψ(x)) =
(ψ(x))(k)
k!
A(k, 1) =
(x
(l)
l!
B(l, 1))(k)
k!
A(k, 1) =
x(lk)
(lk)!
B(l, 1)(k)
k!
A(k, 1)
that is in this case
Mϕ◦ψ =
B(l, 1)(k)
k!
A(k, 1)
Therefore the following result is valid.
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Corollary 2. For any natural m and ϕ(x) = x
(k)
k!
A(k, 1), where A(k, 1) = A ∈Matn,n(k, 1), the following equality
Mϕ(m) =
1
km−1!
A(k
m−1)...
1
k2!
A(k
2) 1
k!
A(k)A
is true, where ϕ(m)(x) = ϕ(ϕ(...ϕ(x)...))
The next result can be considered as a generalization of Theorem 1.
Theorem 4. The following equality
Exp(Exp(Mψ)Mϕ) = Exp(Mψ)Exp(Mϕ)
is valid.
Proof. Consider any polynomial map ξ(z) = (ξ1(z), ξ2(z), ..., ξn′(z)) = Exp(z)Mξ ∈ Mn′,n′′′ (0, 1;R). Due to
(ξ ◦ ϕ) ◦ ψ = ξ ◦ (ϕ ◦ ψ) and Theorems 1,2 one has
M(ξ◦ϕ)◦ψ = Exp(Mψ)Mξ◦ϕ = Exp(Mψ)(Exp(Mϕ)Mξ) = (Exp(Mψ)Exp(Mϕ))Mξ,
Mξ◦(ϕ◦ψ) = Exp(Mϕ◦ψ)Mξ = Exp(Exp(Mψ)Mϕ)Mξ
and therefore
Exp(Exp(Mψ)Mϕ) = Exp(Mψ)Exp(Mϕ)
Corollary 3. For any A = A(p, 1) ∈Matn,n′(p, 1) and B = B(q, 1) ∈Matn′,n′′(q, 1) the following equality
Exp(
A(q)
q!
B) = Exp(
A(q)
q!
)Exp(B)
is true, in particular, if A = A(1, 1) ∈Matn,n(1, 1) is a nonsingular matrix then
(Exp(A))−1 = Exp(A−1)
Remark 3. Usage of the introduced product makes power series in many variables similar to the power series in
one variable. It allows to consider analogous problems for them considered in the case of the power series in one variable
and may be useful in exploring analytical maps in many variables. For example, due to Proposition 8 power series∑∞
m=0
x(m)
m!
Am converges whenever ‖x‖̺ <
1
r
, where Am ∈Matn,n′(m, q
′;F ) and r = limm→∞‖Am‖
1
m
ρ .
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