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Abstract
Modelling relations between multiple entities
has attracted increasing attention recently, and
a new dataset called DocRED has been col-
lected in order to accelerate the research on
the document-level relation extraction. Cur-
rent baselines for this task uses BiLSTM to
encode the whole document and are trained
from scratch. We argue that such simple base-
lines are not strong enough to model to com-
plex interaction between entities. In this paper,
we further apply a pre-trained language model
(BERT) to provide a stronger baseline for this
task. We also find that solving this task in
phases can further improve the performance.
The first step is to predict whether or not two
entities have a relation, the second step is to
predict the specific relation 1.
1 Introduction
The task of relation extraction aims to automat-
ically identify relationships between entities. It
has been proven to be essential for many down-
stream applications such as question answering
(Yih et al., 2015; Yu et al., 2017). Previous re-
search (Socher et al., 2012; Zeng et al., 2014a,
2015; dos Santos et al., 2015; Xiao and Liu, 2016;
Cai et al., 2016; Lin et al., 2016; Wu et al., 2017;
Qin et al., 2018; Han et al., 2018; Wang et al.,
2019) on relation extraction mainly focuses on
sentence-level, i.e., predicting the relation for en-
tities in a given sentence. Recently the large-
scale document-level relation extraction dataset
DocRED (Yao et al., 2019) was published, which
requires the model to predict a relation for ev-
ery pair of entities in a document. This setting
is more challenging, since a large number of re-
lational facts are expressed across multiple sen-
1Code can be found in https://github.com/
hongwang600/DocRed
tences, and modeling of complex interactions be-
tween entities is required.
In (Yao et al., 2019) several baselines for the
document-level Relation Extraction (RE) task are
presented. The best model uses a BiLSTM
(Hochreiter and Schmidhuber, 1997) to encode the
whole document, entities are represented by their
average word embedding. A BiLinear layer is then
applied to predict the relation for a given entity
pair. However, we argue that a pre-trained lan-
guage model, such as BERT (Devlin et al., 2019),
can provide a further boost in performance, since it
already captures important language features and
may capture some common sense knowledge.
In this paper, we use BERT to encode the docu-
ment. A BiLinear layer is applied to predict the
relation between entity pairs. We fine-tune the
whole model using annotated data in the DocRED
dataset, which increases the F1 score by about 2%.
We also found that modeling the document-level
relation extraction through a two-step process can
further improve the performance. The first step is
to predict whether a pair of entities has a relation
or not. The second step is to predict the specific re-
lation for a given entity pair. Note that the model
we use in the second step is trained with pairs that
have relations annotated in DocRED.
2 Model
In this section, we will first introduce the BERT
model for document-level RE, then we will ex-
plain how to use the two-steps training process to
further improve the performance.
2.1 BERT Model
Let [x1, x2, · · · , xn] denote the document input,
and [e1, e2, · · · , em] denote the m entities in the
document. We use BERT to encode the document
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Figure 1: BERT model for DocRED.
as follows:
[h1, h2, · · · , hn] = BERT([x1, x2, · · · , xn]),
from which we can get the embeddings
[he1 , he2 , · · · , hem ]. Then for each pair of
entities (ei, ej), we use BiLinear layer to predict
its relation:
ri,j = BILINEAR(hei , hej ).
The whole model structure is represented in Figure
1. We use BERT-base in our experiments.
2.2 Two-step Training Process
In the DocRED dataset, there is no relation for
most entity pairs, which causes a large label im-
balance, i.e., most entity pairs belong to the N/A
relation. To alleviate this problem, we use a two-
step training process.
In the first step, we only identify whether or not
there exists a relation between a given entity pair,
i.e., we simplify the problem to a binary classi-
fication problem. We use BERT for this step as
mentioned above, where all of the annotated data
is used to train the model. Sub-sampling is applied
to balance relational and N/A pairs in each batch.
In the second step, we learn a model to iden-
tify the specific relationship between a given pair
of entities. The model structure is the same BERT
model as in the first step. The difference lies in
the training data and labels: We only use these re-
lational facts (i.e., entity pairs with relations) to
train the model, so that the model can learn to dis-
tinguish between these different relations. Empir-
ically we found that the second step is relatively
easy, as we achieve about 90% accuracy. The bot-
tleneck of the problem lies in the first step, which
is to distinguish whether there is a relation or not.
After the two-step training, the testing process
is straight forward. For a given pair of entities, the
model from the first step is first applied to predict
Setting # Doc # Rel # Inst #Fact
Train 3,053 96 38,269 34,715
Dev 1,000 96 12,332 11,790
Test 1,000 96 12,842 12,101
Table 1: Statistics of the dataset. # Doc, # Rel, # Inst,
#Fact denote the number of documents, the number of
relations, the number of relation instances and the num-
ber of relational facts respectively.
whether there is a relation between them. If it pre-
dicts a relation, then the model from the second
step is applied to predict a specific relation.
3 Experiments
In this section, we will introduce the DocRED
dataset, our implementation details of the BERT
model, and the experimental results.
3.1 DocRED Dataset
The DocRED dataset is collected through distant
supervision (Mintz et al., 2009) on Wikipedia doc-
uments and Wikidata. The named entity recogni-
tion is performed first on each document. Then
the identified entities are linked to Wikidata items,
and entities with same Knowledge Base (KB) ID
are merged. Finally, the relations for entity pairs
are obtained by querying Wikidata. Further pro-
cessing, like named entity and coreference anno-
tation, entity linking, and relation and supporting
evidence collection, is conducted based on the col-
lected distantly supervised data. We refer the read-
ers to the original paper (Yao et al., 2019) for more
details.
The DocRED dataset has wide coverage over a
variety of topics. The entity types include person,
location, organization, time, number and miscel-
laneous entity names. The relation types include
science, art, time, personal life, etc. In order to
be successful on this dataset, a variety of reason-
ing types are required, including pattern recogni-
tion, logical reasoning, coreference reasoning, and
common-sense reasoning. The DocRED dataset
provides both annotated training data (sampled
from collected distantly supervised and humanly
labeled data) and distantly supervised data. In
our experiments, we only use the annotated data.
Statistics about the dataset are listed in Table 1.
Model Dev Test
CNN 43.45 42.26
LSTM 50.68 50.07
BiLSTM 50.94 51.06
Context-Aware 51.09 50.70
BERT 54.16 53.20
BERT-Two-Step 54.42 53.92
Table 2: Comparison of the BERT model with other
baselines. We report F1 score on the Dev and Test set.
3.2 Implementation Details
We use BERT-base in our experiments. The learn-
ing rate is set to 10−5. The embedding size
of BERT model is 768. A transformation layer
is used to project the BERT embedding into a
low-dimensional space of size 128. In the low-
dimension space, a BiLinear layer is applied to
predict the relation for a given entity pair.
In the first step, we set the relation label for all
relational instances to be 1, while the label for all
N/A relations to be 0. We randomly sample N/A
relations at a ratio 3 : 1 within a batch. In the
second step, we train a new model using only re-
lational instances, and the specific relation label is
kept in this step.
3.3 Results
We compare the BERT model with several base-
lines presented in (Yao et al., 2019) including
a CNN (Zeng et al., 2014b), LSTM (Hochre-
iter and Schmidhuber, 1997), bidirectional LSTM
(BiLSTM) (Cai et al., 2016) and Context-Aware
models. The first three models differ from the
BERT model in the encoder, i.e., they use CNN,
LSTM, and BiLSTM as encoder respectively. De-
tails about Context-Aware model can be found in
(Sorokin and Gurevych, 2017).
The main results are presented in Table 2. We
can see that we obtain a 2% F1 improvement by
using the BERT encoder, which indicates that it
may contain useful information such as common-
sense knowledge in order to solve this task. By
using the two-step training process, performance
is improved further improve. In our experiments,
we find that the accuracy for the second step is
above 90%, which means the bottleneck lies in the
first step, e.g., predicting whether a relation exists
for a given entity pair.
Model F1 AUC
BiLSTM 50.94 50.26
SentModel 50.97 49.31
Table 3: Comparison of the BiLSTM baseline with
SentModel which encode the document sentence by
sentence. We report the F1 score and AUC on the Dev
set here.
3.4 Complex interaction modeling
To test whether current model can capture the
complex interaction between entities, we use a
SentModel which encodes the document sentence
by sentence. Then we locate each entity within a
specific sentence and compute its embedding by
averaging the word embedding of the entity name.
In this way, there will be no interaction between
sentences since we encode the whole document
sentence by sentence. We present the results in
Table 3. Surprisingly, the SentModel can achieve
very similar performance compared to the BiL-
STM model which encodes the whole document as
a sequence. Therefore, the current model fails to
capture complex interactions among entities, and
only local information around each entity is used
to predict a relation.
4 Conclusion & Discussion
In this paper, we investigate the usage of BERT
for document-level RE. We find that BERT can
improve the performance significantly, which we
think may benefit from the common sense knowl-
edge learned during pre-training. We also find
that using a two-step training process can further
improve the performance. The difficulty of this
dataset is to distinguish whether there exists a rela-
tion between a pair of entities, while identifying a
specific relation seems to be less challenging. An-
other discovery is that current models fail to model
complex interaction between entities, which we
think is the key to solve the problem of document-
level RE.
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