ABSTRACT We study the problem of structured output prediction. Some methods such as structured output support vector machines (SSVM) and conditional random fields (CRFs) are state-of-the-art in dealing with the structured data. However, these classical methods have some limits in scalability because of high memory requirements and slow training speed. Recently, the method joint kernel support estimation (JKSE) has been proposed based on one-class SVM which can be trained efficiently. However, JKSE is not as powerful as those classical methods from the point of prediction performance. To improve the performance of JKSE, we introduce privileged information into it. Learning using privileged information (LUPI) is an advanced machine learning paradigm by taking advantage of some elements of human teaching that are only available at the training stage, not at testing. Motivated by the LUPI, we propose three new models based on JKSE by considering three forms of privileged information. The resulting optimization problems are convex quadratic programming that can be easily solved. Our new models not only persist the advantage of JKSE but also improve its performance. The experimental results show the superiority of new models over the JKSE when solving object detection and multi-class classification problems.
I. INTRODUCTION
This paper deals with the structured learning problems which learn function: f : X → Y, where the elements of X and Y are structured objects such as sequences, trees, bounding boxes, strings. Structured learning arises in lots of real world applications including multi-label classification, natural language parsing, object detection, and so on. Recently, a lot of attention are paid to structured output learning [1] - [3] . Conditional random fields [4] , [5] , maximum margin markov networks [6] and structured output support vector machines(SSVM) [7] and their extensions have been developed as powerful tools to predict the structured data. The common approach of these methods is to define a linear scoring function based on a joint feature map over inputs and outputs. There are some drawbacks in these methods. On the one hand, to apply them one requires clearly labeled training sets. Experiments show that some incorrect or
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incomplete labels can reduce their performance. On the other hand, training these models is computationally cost. So it is difficult or infeasible to solve large scale problems except for some special output structures.
To overcome these drawbacks, a method called Joint Kernel Support Estimation(JKSE) has been proposed in [8] . JKSE is a generative method as it relies on learning the support of the joint probability density of inputs and outputs. This makes it robust in handling mislabeled data. At the same time, the optimization problem is convex and can be efficiently solved because the one-class SVM is used in it. However, JKSE is not as powerful as SSVM [9] . So we focus on the following problem: How to improve the performance of JKSE? To answer this question, we introduce privileged information into JKSE.
In computer vision, one of the most difficult challenges is to bridge the gap between the appearance of image contents and high-level semantic concepts [10] . Basic information derived from the images only may not always resemble the recognition abilities of humans. Therefore, it is important to incorporate extra sources of information into the learning procedure. Privileged information provides useful highlevel knowledge that is used only at training time, not at test time. For example, in the problem of object detection, these informations include the object's parts, attributes and segmentations. Learning using privileged information(LUPI) is an advanced learning paradigm by taking advantage of some elements of human teaching. References [11] , [12] proposed an SVM-based implementation of LUPI namely SVM + , in which the slack variables are modeled as a correcting function of privileged information. Some theoretical and practical analysis have been explored in [13] and [14] . Existing work has verified that SVM + gets better performance for classification than the classical learning paradigm. Recently, more reliable models [14] - [20] have been learned by extending LUPI in the setting of unsupervised learning, multi-view learning and structured learning, etc.
In this paper, motivated by the LUPI paradigm, we propose three novel algorithms base on JKSE by considering three specific forms of privileged information. The resulting optimization problems are convex and can be efficiently solved by the classical quadratic programming solver. Besides, we conduct some experiments on object detection and multiclass classification problems to show the superiority of our new methods over JKSE.
Our contributions are summarized as follows. 1) We first incorporate the LUPI paradigm into JKSE and propose three new models: JKSE + , JKSE +part and JKSE +different which deal with three cases of privileged information respectively; 2) For multi-class problems, we propose the taxonomy-based JKSE + approach that depends on the joint feature map. 3) We conduct experiments on object detection and image classification problems. The results validate that our new models outperform JKSE.
The rest of this paper is organized as follows. We first review the method JKSE in section 2, Then we introduced the proposed new methods JKSE + , JKSE +part and JKSE +different . The experimental results are presented in section 4.
II. RELATED WORK
This section considers the following structured learning problem: given the training set: x 1, y 1 , . . . , (x l , y l ) , where x i ∈ X , y i ∈ Y. X and Y are the space of inputs and outputs with some structures respectively. Assume that the input-output pairs (x, y) follow a joint probability distribution p (x, y). Our goal is to learn a mapping: g : X → Y such that for a new input x ∈ X , the corresponding label y ∈ Y can be determined by maximizes the posterior probability p (y|x).
As we all know, the discriminative method directly models the conditional distribution p (y|x), and the generative method directly models the joint distribution p (x, y). Two methods are equivalent:
, and Z is a normalization constant. We can ignore Z during training and testing. The JKSE method translates the task of learning a joint probability distribution p (x, y) into a one-class SVM problem to estimate the joint probability distribution p (x, y).
In training phase, JKSE solves the following problem:
To get its solution, JKSE solve its dual problem:
where K (x, y) , x , y ≡ φ (x, y) , φ x , y is a joint feature kernel function. If α * is the solution to the above problem (3), then the solution to the primal problem (2) for w is given as follows:
Furthermore, in the inference step, for a new input x ∈ X , the corresponding label y is given by:
III. JKSE USING PRIVILEGED INFORMATION
In the following, we will introduce three new algorithms based on three specific forms of privileged information and JKSE. Given a training set
., l, our goal is to find a mapping: g : x → y, such that the label of y for any x can be predicted by y = g (x).
Below we will show how privilege information can be used to improve our predictions. Suppose that there exists the best but unknown function: arg max y∈Y w 0 , φ (x, y) . The function ξ (x) of the input x is defined as follows:
If we know the value of the function ξ (x) on each input
However, in reality, we don't know the value of ξ (x i ). Instead we use a correcting function to approximate the function ξ (x). Similar to one-class SVM with privileged information in [16] , we replace ξ i by a mixture of values of the correcting function ψ x * i = w * , φ * x * i , y i + b * and ζ i , we proposed the model JKSE + , and the optimization problem is as follows:
In order to understand clearly the mechanism of JKSE + , we give the following explanations:
(1) ||w|| 2 and ||w * || 2 are regularization terms. They aim at avoiding overfitting by restricting the capacities of the sets of classifers in feature space and privileged information space respectively.
(2) w * , φ * x * i , y i + b * is the correcting function that approximates ξ i . ζ i is the nonnegative slack variables corresponding to w * , φ * x * i , y i + b * . (3) γ and C are nonnegative trade-off parameters. In order to get the solution of (7), we derive its dual problem in the following theorem.
Theorem 1: The dual of Eq. (7) is a convex quadratic programming problem (QPP) with respect to the Lagrange multipliers
By introducing nonnegative Lagrange multipliers α i , β i , µ i , we can obtain the following Lagrangian function for Eq. (7):
According to the dual theory, the minimum of the primal problem in Eq. (7) with respect to the original variables is equal to maximize the Lagrangian function over α i , β i , µ i . Setting the derivatives w.r.t. the original variables to zero, we yield the following KKT conditions for minimum of Eq. (9) with respect to w, w * , b * , ρ,
Since
By substituting Eq. (10)∼Eq. (15) into Eq. (9), the dual problem of Eq. (7) is Eq. (9) as shown. This completes the proof.
Obviously, Eq. (8) has an elegant formulation similar to SVM. By letting z = (α 1 , . . . , α l , δ 1 , . . . , δ l )
T , Eq. (8) can VOLUME 7, 2019 be further reformulated as :
where
T E l is the l × l identity matrix, O l is the l × l matrix with all entries be 0, and 1 1×l is the 1 × l matrix with all entries be 1.
If we solve the dual problem Eq. (16), then the solution to the primal problem Eq. (7) can be derived in the following theorm 2. By the KKT conditions, it is easy to get the following conclusion without proof, which is similar to the conclusion in [21] . 
Given the input x, we predict its label by the following equation:
Here, the function f (x, y) is equivalent to a matching function. For example in object detection, when the overlap of an object and a bounding box is higher, the value of the function is greater. Therefore, we output y that maximizes the value of f (x, y). FIGURE. 1 shows the algorithmic framework of our new model JKSE + . The procedure of JKSE + is summerized in Algorithm 1.
B. NEW MODEL WHERE PRIVILEGED INFORMATION IS AVAILABLE ONLY FOR APART OF THE TRAINING DATA
In the real world, we may not have privileged information about all samples, in which case we still hope to make full use of privileged information. We propose a structured Data set:
Decision functions as in Eq. (19); 1: Choose two appropriate kernels K (u, v), K * u , v and initialize the kernel parameters; 2: Construct and solve the quadratic programming Eq. (16) by using cross-validation to choose the best parameters; 3: For any input x, we output the label y by Eq. (19) learning model that utilizes partial privileged information. Now we consider the following privileged structured learning problem: given a training set y 1 ) , . . . , (x n , y n )} and T 2 = x n+1 , x * n+1 , y n+1 , . . ., x l , x * l , y l , where x i ∈ X , i = 1, . . . l, x * i ∈ X * , i = n + 1, . . . , l, y i ∈ Y, i = 1, .., l. Our optimization problem is as follows: 
We use K (x i , y i ) , x j , y j and K * x * i , y i , x * j , y j to replace the inner product φ (x i , y i ) , φ x j , y j and φ * x * i , y i , φ * x * j , y j . The proof of Theorem 3 is similar to that of Theorem 1, so we omit it here. The new model is concluded in Algorithm 2.
Algorithm 2 QP Algorithm for JKSE +part

Input:
Data set:
Decision functions as in Eq. (19); 1: Choose two appropriate kernels K (u, v), K * u , v and initialize the kernel parameters; 2: Construct and solve the quadratic programming Eq. (21) by using cross-validation to choose the best parameters; 3: For any input x, we output the label y by Eq. (19)
C. NEW MODEL WHERE PRIVILEGED INFORMATION BELONGS TO DIFFERENT SPACES
Suppose all our samples have privileged information, but these privileged information belongs to different feature spaces. Without loss of generality we consider two spaces: X * and X * * . Given a training set
Here, X * and X * * are two different privileged information spaces.
We map inputs x ∈ X into space Z, privileged information x * ∈ X * into space Z * , and privileged information x * * ∈ X * * into space Z * * , and consider the linear functions: w, z +b, w * , z * +b * and w * * , z * * +b * * . Our optimization problem is as follows:
Similar to Theorem 1, we can get the following conclusion.
Theorem 4: The dual of Eq. (22) is a convex quadratic programming problem (QPP) with respect to the Lagrange multipliers
Our new model is concluded in Algorithm 3.
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Algorithm 3 QP Algorithm for JKSE +different Input:
Decision functions as in Eq. (19); 1: Choose three kernel functions K (u, v), K * u , v , K * * u , v and initialize the kernel parameters; 2: Construct and solve the quadratic programming Eq. (23) by using cross-validation to choose the best parameters; 3: For any input x, we output the label y by Eq. (19)
IV. NUMERCIAL EXPERIMENTS
In this section, we evaluate the performance of our new models on two tasks: object detection, multi-class classification problems.
A. OBJECT DETECTION
The task of object detection is to predict object localization: the inputs are images, and the outputs are the coordinates of the bounding box of objects. Obviously, it is a typical one of structured learning and can be solved by our new methods. Some experiments are made in this section. 
1) DATA SETS
We use the dataset Caltech-UCSD Birds 2011 (CUB-2011) [22] to evaluate our three models. We randomly selected 30 species of birds (see TABLE 2) in this dataset, each of which has sixty pictures. Each category selected 50 pictures as the training set and 10 pictures as the testing set. Each picture contains only one bird, the bird's position in the picture is indicated by a bounding box. In addition, this dataset provides privileged information, including the bird's attribute information for each image described as a 312-dimensional vector(see TABLE 3 ) and segmentation masks (see FIGURE 2).
Let's introduce the privileged information used by these models. For the JKSE + model, all images have privileged information during training, and privileged information is segmentation information and attribute information. For the JKSE +different model, all pictures have privileged information, half of which use attribute information as privileged information and the other half use segmentation as privileged information. Obviously, attribute information and segmentation information belong to different feature spaces separately. For JKSE +part , not all pictures have privileged information. We divide the privilege information into two parts. The first part of the picture has no privilege information, and the second part of the picture uses attribute information and segmentation information as privileged information.
2) MEASURES
To measure the performance of different methods, we use the IOU (Intersection over Union).
IOU =
Area of overlap Area of union Area of overlap is the intersection of ground truth and the prediction of the bounding box, Area of union is the union of ground truth and the prediction of the bounding box. TABLE 4 shows the IOU of our new models compared with JKSE. It is easy to see that our new models outperform JKSE in the datasets. Although the performance of our new models in some datasets is slightly worse, they are close to the best results. As can be seen, JKSE + gets the highest average accuracy. Furthermore, JKSE + performs better than JKSE +part and JKSE +different in some datasets, i.e. 21 out of 30. This implies that we should use valid privileged information as much as possible.
B. MULTICLASS CLASSIFICATION
In this section, we apply our models to deal with multi-class classification. Different from the above object detection problems, there is prior knowledge such as taxonomical relations between classes. Reference [23] presented a generalization of the SVM classification architecture that directly incorporates prior knowledge about class relations. Similarly, we propose a taxonomy-based JKSE + approach that is dependent on the definition of the joint feature map. Now we use the following example to illustrate how this approach works. 
1) DATA SETS
Animals with Attributes: The Animals with Attributes (AwA) 1 consists of 30475 images of 50 animals classes with six pre-extracted feature representations for each image. We randomly selected 6 categories: whale, otter, bear, sheep, cat, rat and 200 samples for each category as the training set.
Similar to [24] , a joint feature map is constructed as follows: φ (x, y) = x ⊗ ψ (y), where x is the surf feture of an image, and ψ (y) defined by a directed graph (U , E) (see FIGURE 3) where U = (u 1 , u 2 , . . . , u 11 )
T , and labels are represented by leaf nodes. The j-th element of ψ (y) is given by 1, if u j belongs to the set of nodes on the path from the root node to a leaf node y, otherwise given by 0. For example, ψ (bear) = (1, 0, 1, 0, 0, 1, 0, 1, 0, 0, 0) We use SURF as the original information and select 252-dimensional HOG features and 2000-dimensional RGSIFT features as privileged information, respectively. At the same time, we also consider whether the tree structure based on taxonomy can improve the prediction.
2) MEASURES
To measure the performance of different methods, we use precision, recall and F1 score. The tables from TABLE 5 to TABLE 7 show the results of JKSE and JKSE + dealing with multi-classification problems. The confusion matrixes of the classification results are shown in FIGURE 4 to FIGURE 11. We conclude that adding as much effective privilege information as possible can significantly improve the predictions, especially in the class ''Bear'' and ''Rat''. We can see that the results are significantly improved by introducing tree structure into joint mapping. We also found that the selection of privileged information is very important. How to select the appropriate privileged information is worth further study.
V. CONCLUSION
In this paper, we propose three new learning models that introduce human elements of teaching. There are two advantages of our methods. On the one hand, the resulting optimization models can be easily solved because they are quadratic convex programs. On the other hand, the prediction performance can be improved by using privileged information compared with the classical method JKSE. Experiments on object detection and multi-class classification problems are made and the results verify the superiority of our methods. For future work, we will consider how to use more complex forms of privileged information such as graphs and how to improve the prediction accuracy of structured learning methods. 
