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ABSTRACT 
The nature and dynamics of the bound charge transfer (CT) state in the exciton dissociation 
process in organic solar cell is of critical importance for the understanding of these devices. It 
was recently demonstrated that this state can be probed by a new experiment where an infrared 
(IR) push-pulse is used to dissociate charges from the bound excited state. Here we proposed a 
simple quantum dynamics model to simulate the excitation of IR pulse on the bound CT state 
with model parameters extracted from quantum chemical calculations. We show that the pulse 
dissociates the CT state following two different mechanisms: one, fairly expected, is the direct 
excitation of higher energy CT states leading to charge separation; the other, proposed here for 
the first time, is a rebound mechanism where the negative charge is transferred in the opposite 
direction to form the neutral Frenkel exciton state from where it dissociates.  
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The mechanism of exciton dissociation into free charge carriers at the donor/acceptor interface of 
an organic photovoltaic device is still under dispute.1-5 A number of mechanisms have been 
proposed to describe the process of generating free charges from an excitation residing in the 
donor material and these include the delocalization of ‘hot’ charge transfer (CT) state,6-9 the role 
of interfacial polarization,10-13 the contributions of entropy and disorder7,14-16 with electron 
dynamics ranging from coherent2,17-21 to incoherent.19,22-24  A somewhat disconnected line of 
investigation involves the study of the bound CT state, i.e. the state where hole and electron in 
the donor and acceptor materials are close to the interface between the two. The accepted 
viewpoint seemed to be that the most likely fate of the bound CT state is the charge 
recombination to the ground state, which is essentially the main dissipation process. However, it 
was also demonstrated experimentally that the lowest-energy CT state could also generate free 
carrier with a very high (~90%) quantum yield.25,26 This prompted a number of studies into the 
nature and dynamics of the bound CT state which can help elucidating the basic mechanism of 
charge separation in organic solar cell.1,12,21,22,27-38  
Recently, Friends and his group introduced the pump-push-photocurrent experiments on some 
organic solar cell devices, in which the pump pulse leads to bound CT states and the push pulse 
is used to probe these states and give them a second chance to dissociate.6,39,40 The bound CT 
states were found to separate into free carriers with the push of IR pulse being followed by an 
increase of charge collected at the electrodes. The renewed interests in the importance of the CT 
states prompted a number of theoretical works15,31,37 focusing for example on the efficient charge 
separation of cold CT states,22 the nonradiative recombination of the lowest CT state,29 and the 
coexistence of bound localized CT states with thermally accessible delocalized space-separated 
states.41 Building a quantum dynamics model for CT states and considering a CT state with 
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intermediate range electron-hole separation provide a good model for the competition between 
charge separation and recombination.42   
These past theoretical studies, however, did not consider the effect of probing 
spectroscopically the bound CT states and cannot be used to interpret the pump-probe 
experiments. In this letter, we carried out a quantum dynamics simulation of the excitation of the 
bound CT state with an IR pulse by building a simple one-dimensional model Hamiltonian. The 
influences of different parameters were explored to investigate the role of push-pulse and find 
the critical factors determining the fate of bound CT state and the charge separation mechanism 
in this particular experiment. 
A one-dimensional phenomenological model was constructed as shown in Figure 1, in which 
hole is localized at the donor and electron can transfer between the acceptors. Each charge 
transfer state (CTn) corresponds to the electron reaching the nth accepter, wherein the hole and 
electron are bound by the Coulombic interaction. Thus, the CT states in this model can be 
marked by the acceptor sites where the electron is localized.  
The total Hamiltonian consists of system Hamiltonian ?̂?𝑠 and the system-field interaction term 
(the influence of push pulse) ?̂?𝑆𝐹. The system Hamiltonian can be described as follows: 
               (1) 
wherein , and  represent the i-th CT state, Frenkel exciton (FE) state, and the excited 
state of CT1 state (CT1*), respectively;  is the electronic site energy of acceptor i (FE, 
CT1*); V is the electronic coupling between adjacent sites, assumed to be the same for all 
adjacent sites and controlling the bandwidth of the acceptor material; and N is the total number 
of acceptor sites. In equation (1), we added the states that could be excited with an IR push pulse, 
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i.e., not only CT2 but also FE state that can be formed optically as a charge transfer excitation 
and CT1*, which is obtained by exciting the anion in the bound hole-electron pair leaving a net 
electronic charge on site 1,  (CT1* turns out to be not important for the remainder of our 
discussion but it is present in the IR absorption of fullerene acceptors when their charge is 1). 
Therefore, the electronic couplings include not only the term between the nearest neighboring 
CT states ( 1i i  ) but also the ones between the FE and CT1 state ( 0 1 ) and between the 
CT2 and CT1* state ( 2 1* ). 
The experimental IR push-pulse was simulated by the interaction of system with an external 
laser field. It can be expressed in the electronic dipole approximation as  
                                                       (2) 
where  is the electric field of the pulse, represented in this work as  
           (3) 
where 
0E , 0t , p , L and p  are the field intensity, pulse center, pulse width, pulse frequency 
and the full pulse width at half maximum (FWHM), respectively. 
It is assumed that IR pulse reaches the system after it has relaxed to the lowest eigenstate 
which is therefore the initial states of the simulation,41,43,44 an assumption justified by the 
relatively long time delay between pump and push pulse, varying from tens to hundreds of 
picoseconds.  It can be clearly seen from the equations (1) - (3) that many physical parameters 
are involved in our model Hamiltonian, and their definition and setup are important to the 
results. The relative energy of FE state to CT1 state is set as 0.3 eV referred to the results of DFT 
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calculation on typical P3HT/PCBM interface, which is detailed in supporting information (SI). 
The transition dipole moment operator in equation (2) can be written by
1
1
ˆ= ' 1 0 '' 1 1* ''' 2 1* 1 . .
N
i
i i h c    


     , where '  is the transition dipole moment 
between the FE and CT1 state, '' / '''  is the transition dipole moment between the CT1* and 
CT1/CT2 state, and   is the transition dipole moment between the nearest neighbors. In our 
calculation we set all transition dipole moments to the same value, i.e.,  = ' = '' = ''' , based 
on the DFT calculation performed on two molecular models (see SI for details). We set
0E = 5 
meV, which leads to a few tenth of population transition from the initial state. The pulse center 
0t  and the FWHM p  were set to 0.1 and 0.15 ps, respectively.
38 The site energy  in equation 
(1) is determined by Coulomb binding energy, , where the relative dielectric 
constant  and the distance between neighboring acceptors (L) are set to 3.5 and 13 Å, 
respectively, which are close to the experimental values reported for typical organic photovoltaic 
devices. We explore the influence of important parameters, such as the pulse frequency ΩL and 
the electronic coupling V, where ΩL varies from 0 to 1.2 eV and V varies from 0.02 to 0.1 eV, 
initially ignoring the effect of the system-bath interaction, which is incorporated later.  
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Figure 1. Energy level diagram for an idealized system containing one donor and many acceptor 
molecules. The Frenkel excitonic state (FE) represents an excitation localized on the donor and 
the CT1, CT2, … states represent CT excitation with increasing separation between hole and 
electron. The states are localized (diabatic) to build the model Hamiltonian. It is assumed that the 
lowest eigenstate of this system is the initial state for the excitation by the IR push pulse. 
 
The energy levels involved in our quantum dynamics model are shown in Figure 1. The 
dynamics of CT states can be traced by the time evolution of the populations of all states, i.e., 
   
2
iP t i t , in which the time-evolution of the wavefunction can be obtained by
. Here Chebyshev polynomial expansion is used as a propagation method 
for the time evolution operator.45-47 
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Figure 2. Color-mapped population ( log iP ) for different pulse frequencies ΩL= 0.23 eV (a) and 
0.41 eV (b) (these two frequencies are chosen only to illustrate slow/fast charge separation) with 
V = 0.1 eV, where the vertical axis denotes a site index (the FE state is indexed as site 0).  
 
The charge separation initiated by the pulse field was studied by considering the population on 
each site as a function of time for different pulse frequencies. Figure 2 illustrates that, following 
the pulse, the charge density divides into two parts, one propagating outwards from the interface 
and the other localized either at the bound CT states or on the FE state. The near-linear 
relationship of the charge position with time indicates that the charge escapes with a near-
constant velocity following the pulse. The results with different pulse frequencies shown in 
Figure 2 suggest that the pulse frequency has a remarkable influence on the charge separation. 
The lighter and narrower red band for ΩL = 0.23 eV than the one for ΩL = 0.41 eV illustrates 
smaller separated charge and more localized charge for the former than the latter. Besides, the 
slope of the red band in Figure 2(a) displays smaller than the one in Figure 2(b), which also 
indicates the slower charge separation velocity of the former than the latter. (Note that we obtain 
charge dynamics for a full range of pulse frequency and present them in Figures 3 and 4.) 
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Figure 2 suggests some useful measures that can be used to probe the importance of the 
various parameters, e.g., what fraction of charge propagates outwards, how far charge can 
separate, and how fast the outgoing charge will be travelling. Therefore, we first define the 
outgoing charge as the sum of population on the sites from 4 to N (here the outgoing charge is 
averaged over the certain time window, i.e., P
out
=
1
Dt
dt P
i
t( )
i=4
N
å
æ
èç
ö
ø÷t0
t
0
+Dt
ò ). (Note that the total 
population, i.e., the sum of the population of the FE state, all CT states, and the CT1* state, is 
one.) It provides the information on what fraction of charge is leaving the interface on average in 
time, where charge is considered as “leaving the interface” in this work if it is populated on the 
acceptor sites with i>3. Second, the expectation value of the position of outgoing charge is 
defined in the unit of acceptor distance L as follows, 
4
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
                  (4) 
It provides an estimation on how far the outgoing charge can escape from the bound CT states. 
The escape velocity of outgoing charge can also be used to monitor charge propagation, which is 
defined as
out
/d x dt , obtained by the linear fit of
out
x .  
Figure 3 describes the averaged population of outgoing charge and the escape velocity with 
varying pulse frequency ΩL and different electronic coupling V. It clearly shows that both the 
population and the escape velocity of outgoing charge are strongly dependent on these 
parameters. Considering the pulse frequency first, both the population and the escape velocity of 
outgoing charge have two distinct peaks for every electronic coupling, i.e., one appears at lower 
ΩL region (around 0.15 eV for the population and around 0.25 eV for the velocity) and the other 
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appears at higher ΩL region (0.3~0.45 eV). For the population shown in Figure 3(a), the smaller 
peak at around 0.15 eV is related to the transition from the lowest eigenstate to CT2 state, while 
the larger peak is related to the transition from the lowest eigenstate to FE state, as we 
demonstrate below. Besides, the population exhibits sharper peaks than the velocity, suggesting 
that the amount of charge escaping the interface by the push pulse is more sensitive to the pulse 
frequency. We note that there is almost no outgoing charge above the pulse frequency ~0.6 eV 
(not shown in the figure) and therefore the CT1* state, which lies above 1 eV from the CT1 state 
in our simulation, does not play any role in the charge separation induced by the IR pulse. 
 
Figure 3. The time-averaged outgoing charge outP  (a) and the escape velocity of outgoing charge 
(b) as a function of pulse frequency ΩL for different electronic coupling values (the 
corresponding position of the transition energies of CT1→CT2 and CT1→FE are marked in Figure 
(a)). The time-average was over the interval 1-2 ps. 
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Figure 3 also illustrates the important influence of the electronic coupling V on the charge 
separation efficiency and the position of the peaks both for the population and the escape 
velocity. The increase of the electronic coupling up to 0.08 eV leads to the increase of the 
outgoing charge, while further increase (V=0.1 eV) does not lead to more charge separation. On 
the other hand, charge separation occurs faster with the increase of the coupling. In contrast to 
the slight shift to the left of the smaller peak with the increase of the electronic coupling, the 
larger peak in the high ΩL region shows a prominent shift to the right. It is ascribed to the 
enlarged energy difference between the lowest eigenstate and FE state with the increase of the 
electronic coupling. Accordingly, the range of pulse frequency with efficient charge separation 
depends on the electronic coupling. Therefore, the electronic bandwidth of the acceptor material 
also strongly affects the charge separation. It should also be noted that the outgoing population 
for the larger peak at high ΩL region with respect to the outgoing population for the smaller peak 
at low ΩL region increases with increasing the coupling up to V=0.08 eV. For a realistic system, 
however, the absolute magnitude also depends on other parameters, e.g. the transition dipole 
moments. Our work establishes that the two charge-separation mechanisms indicated by the two 
distinct peaks are expected to be of similar importance. 
We next demonstrate the existence of two separate mechanisms of IR-induced charge 
dissociation. To this end, we obtain the population of the outgoing charge for V=0.06 eV (i) with 
the transition dipole moment 𝜇 between the CT1 and FE state set to zero and (ii) with the 𝜇 
between the CT1 and CT2 state set to zero (see Figure 4). (The intermediate coupling V=0.06 eV 
is chosen for the best demonstration of two different mechanisms.) Compared with the two 
separate peaks at each low and high ΩL region with non-zero transition dipole moment, we find 
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that the peak in low ΩL region (0.1 ~ 0.2 eV) disappears when the 𝜇 between the CT1 and CT2 
state is set to zero and the peak in high ΩL region (0.3 ~ 0.4 eV) disappears when the 𝜇 between 
the CT1 and FE state is set to zero. This result clearly demonstrates the promotion effect of the 
CT2 and FE state on the charge separation in low and high ΩL region, respectively. Therefore, the 
pulse dissociates the CT states following two different mechanisms. One, fairly expected, is the 
excitation to higher CT states leading to charge separation in low ΩL region. The other is the 
excitation of the neutral Frenkel state, followed by the dissociation of this state into free charges 
in high ΩL region. Considering that the experimental pulse of ref. 39 (~ 0.5 eV) is close to 
resonance to the CT1FE transition, our model suggests that the latter mechanism is more likely 
to occur in that experiment.   
We point out that there are only two important transition dipole moments, the 𝜇 between the 
CT1 and CT2 state and the 𝜇 between the CT1 and FE state, and the results only slightly change 
when the 𝜇 between all other adjacent CT states is set to zero (see the dashed line in Figure 4). In 
this work the 𝜇CT1,CT2 and the 𝜇CT1,FE were set to the same value based on our quantum chemistry 
calculation. In realistic situation, however, they will be different possibly in different regions of 
the same material and therefore two mechanisms cannot be compared exactly. However, they are 
expected to be of a similar magnitude because, in a single-electron picture, they can be seen as a 
transfer from the LUMO of the orbital in site 1 to the LUMO orbital in site 2 (CT1CT2) or to 
the LUMO orbital on the donor site (CT1FE), i.e. a transfer between orbitals in adjacent sites. 
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Figure 4. The time-averaged outgoing charge outP , with the transition dipole moment 𝜇 between 
the CT1 and FE (or CT2) state set to zero, is compared to outP with the non-zero 𝜇 for V=0.06 eV. 
Dashed line in orange indicates the outP with the 𝜇 between all CT states set to zero except for 
𝜇CT1,CT2. 
For a more realistic description of the donor-acceptor interface, we additionally obtained 
charge dynamics for a two-dimensional (2D) quantum dynamics model as described in SI and 
found a similar trend of charge dynamics as a function of pulse frequency, i.e., two distinct peaks 
at higher and lower ΩL region (see Figure S4 in SI). In addition, we consider the scenario, where 
the couplings have a Gaussian distribution rather than being a constant, and obtain charge 
dynamics for different pulse frequencies (see Figure S5 in SI).  We still find two different 
charge-separation mechanisms (direct / rebound) in the case of disordered couplings and that the 
charge separation via direct mechanism becomes less sensitive to the pulse frequency. 
In the model described so far the charge propagates coherently while in reality the interaction 
with the environment will cause dephasing and relaxation. To estimate the potential effect of the 
environment, we studied the same model using Redfield theory48-50 and Drude-Lorentz bath 
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spectral density    2 22 /c cJ       for the description of the system-bath interaction, 
where  and 1c

 represent the system-bath coupling strength and the characteristic time scale of 
the bath correlation function, respectively. For simplicity we switch on the bath when the electric 
field intensity becomes negligible (at 
0t t ) and increase the system-bath coupling strength 
gradually with time, i.e.,    t f t 
, 
where    
2
0
0 1 exp
t t
f t t t

   
            
. (Here the 
parameter  controls how fast system-bath coupling strength increases and Θ(𝑡) is the Heaviside 
step function.) Figure 5 illustrates that the charge propagation slows down and eventually charge 
starts to relax toward the CT1 state as the system-bath interaction comes into effect. As well, the 
oscillatory behavior of charge dynamics gradually disappears. It is seen that, however, the 
interaction with the thermal environment does not alter the overall trend of charge dynamics, 
e.g., how it evolves with time for different values of the electronic coupling. Our results 
therefore suggest that the coupling to the reasonable bath does not change the basic physics of 
charge dynamics promoted by the IR pulse excitation. 
 
Figure 5. Outgoing charge (left) and expectation value of the position (right) for two different 
values of V (0.05 and 0.06 eV) and L = 0.33 eV, where bath parameters are set to  =0.01 eV, 
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and 
1
c

=100 fs. Dashed line on the left panel indicates the gradual increase of the system-bath 
coupling strength with time. 
 
In conclusion, a quantum dynamics model was built to simulate the excitation of CT1 state by 
an IR pulse, which has been employed to investigate the properties of bound CT states in 
experiments. We found that the IR pulse can induce the separation of charges following two 
different mechanisms: a direct mechanism where the system is directly excited in the CT states 
manifold and a rebound mechanism where the electron travels in the opposite direction, forming 
a Frenkel exciton state in the donor, and subsequently the exciton dissociates into free charges 
from there. The exact path followed depends on the energy of the pulse and the exact energy 
alignment of the CT and FE states. In our minimalist model, lower energy pulses promote the 
dissociation via the direct mechanism and higher energy pulses promote the dissociation via the 
rebound mechanism although in more realistic situation one expects a distribution of FE and CT 
state energies in proximity of a disordered interface. As a consequence, while IR pulses remain 
possibly the best probe of the property of CT states, the interpretation of the experimental results 
can be complicated by the presence of multiple interaction paths.   
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The Supporting Information contains DFT calculations, 2D quantum dynamics model, the effect 
of disordered couplings, and the system-bath interaction model in details. 
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