Many organisms exhibit temporal rhythms in gene expression that propel diurnal cycles in 25 physiology. In the liver of mammals, these rhythms are controlled by transcription-translation 26 feedback loops of the core circadian clock and by feeding-fasting cycles. To better understand the 27 regulatory interplay between the circadian clock and feeding rhythms, we mapped DNase I 28 hypersensitive sites (DHSs) in mouse liver during a diurnal cycle. The intensity of DNase I 29 cleavages cycled at a substantial fraction of all DHSs, suggesting that DHSs harbor regulatory 30 elements that control rhythmic transcription. Using ChIP-seq, we found that hypersensitivity 31 cycled in phase with RNA polymerase II (Pol II) loading and H3K27ac histone marks. We then 32 combined the DHSs with temporal Pol II profiles in wild-type (WT) and Bmal1 -/livers to 33 computationally identify transcription factors through which the core clock and feeding-fasting 34 cycles control diurnal rhythms in transcription. While a similar number of mRNAs accumulated 35 rhythmically in Bmal1 -/compared to WT livers, the amplitudes in Bmal1 -/were generally lower.
Introduction 44
Circadian clocks provide mammals with cell-autonomous and organ-based metronomes that relay 45 diurnal environmental cues to temporal gene expression programs [1, 2] . In particular, diurnal 46 rhythms in mRNA transcription result from the combined actions of the autonomous circadian 47 oscillator, systemic signals and other temporal cues such as feeding-fasting cycles [3] [4] [5] [6] . While it 48 is commonly assumed that around 10% of genes exhibit cyclic mRNA levels in the liver [7] , this 49 number increases to nearly 50% when only considering liver-specifically expressed genes [8] .
50
Moreover, these mRNA rhythms cover a continuum of peak times [9, 10] . Although mRNAs can 51 also rhythmically accumulate due to post-transcriptional regulation [6, [11] [12] [13] [14] , it is of interest to 52 obtain a more comprehensive view on transcriptional regulators and mechanisms underlying 53 time-specific diurnal transcription. In a light-dark (LD) cycle, two main waves of transcription 54 are found, one during the day (at around ZT10) and the other towards the end of the night (around 55 ZT20), accompanied by dynamic chromatin state modifications [6, 11, 12] . 56 57 Current models of time-specific transcription in the liver involve the core clock transcription 58 factors (TFs) BMAL1/CLOCK that activate transcription maximally at ZT6 [15] [16] [17] , as well as 59 the nuclear receptors RORs and REV-ERBs, whose targets are maximally transcribed around 60 ZT20 [18, 19] . Rhythmically active TFs also include clock-controlled outputs, notably the PAR-61 bZIP proteins (DBP, TEF, HLF), maximally active near ZT12 [16, 20] . Furthermore, diurnally 62 fluctuating systemic signals may drive rhythmic TF activities, for example, HSF1 shuttles to the 63 nucleus and activates transcription at ZT14 [21, 22] , and similarly, SRF shows activity at the 64 night-day transition [23] . Moreover, regulators controlled by feeding-fasting cycles include
Identification of regulatory elements and transcription factor footprints in mouse liver
133 DHSs 134 To comprehensively map putative regulatory elements genome-wide, we merged our DNase I 135 hypersensitivity time points and performed peak finding (Methods). This revealed 62'418 DHS 136 sites, covering around 2% of the mappable genome (considering a width of 600 bp for each DHS 137 site), which is comparable to previous studies across mouse tissues [39] (all sites and associated 138 signals in Table S2 ). Because we aimed at associating DHSs with nearby genes to infer regulatory 139 relationships, we first discarded transcripts from ENSEMBL annotations that were not expressed 140 in our samples. For this, we used histone modifications, Pol II profiles, and now also DNase I 141 signals at transcription start and end sites of annotated transcripts to train a supervised learning 142 method (support vector machine) that distinguishes expressed (active) from non-expressed genes, 143 similar to our previous work [12] (Methods). To infer putative regulatory relationships, we then 144 annotated each DHS to the nearest active TSS. Distances between DHSs and TSSs followed a 145 bimodal distribution, with a first mode around 100 bp from the TSSs and a second 10 kb from the 146 TSS ( Fig S2A) . Consistent with previous reports [40, 41] , one third of our DHSs were found 147 within 1kb of TSS, while almost half were located more than 10kb from a TSS ( Fig S2B) . At 148 TSSs, the genomic distributions of DNase I cuts, Pol II, and H3K27ac signals (centered on TSSs) 149 were consistent with accessibility of DNA being determined by nucleosome displacement and Pol 150 II complex assembly ( Fig S2C) [42] . At distal DHSs, profiles of H3K27ac showed a dip in the 151 peak center, consistent with occupation by TFs and nucleosome displacement ( Fig S2D) , while 152 the weaker Pol II signals could reflect distal assembly of the transcriptional complex [43] , or 153 interactions between enhancer regions and the TSS through DNA looping [44, 45] .
155
To determine whether DHSs reflected DNA-bound transcription regulators, we searched for short 156 windows protected from cleavage, or footprints [46] within a +/-300 bp window around the 157 center of each DHS. This identified previously reported footprints, as illustrated for the well-158 characterized promoter of the Albumin (Alb) gene [47] ( Fig S2E) . In the promoter region of Rev-159 erbα (Nr1d1), the detected footprints coincided with E-boxes and high BMAL1 ChIP-seq signals 160 ( Fig 2A) . Overall, the majority (70%) of DHSs within 1 kb of a TSS contained at least one 161 footprint, while this proportion dropped to one half for proximal (defined as DHSs within 1-10kb 162 of a TSS) or distal (>10kb of a TSS) DHSs ( Fig 2B) . Since transcribed DNA is known to be 163 DNase I sensitive [48] , the DHSs without footprints might reflect transcription. To test this, we 7 analyzed the number of footprints in DHSs outside of promoter regions and further marked with 165 H3K36me3, a mark coinciding with transcribed gene bodies [12, 49] . Indeed, DNase I 166 hypersensitive regions without footprints were frequently (90%) linked with highly transcribed 167 genes ( Fig 2C) . Thus, DHSs at TSS seemed to contain more footprints than distal DHSs, and 168 transcription elongation explains why some DNase I hypersensitive regions did not exhibit a Fig 3A) . To select rhythmically active regions, we assessed the 178 combined rhythms of the three marks at each DHS as previously using Fisher's combined test 179 [12, 50] , which yielded 4606 DHSs (7.3%, FDR<0.05). For all three signals, the amplitude of the 180 oscillations was larger at distal DHSs (the median peak-to-trough amplitude was two-fold for 181 DNase I and H3K27ac, and higher for Pol II) compared to TSSs, and Pol II had larger amplitudes 182 than either DNase I or H3K27ac ( Fig 3B) . Moreover, the peak times of the oscillations in DNase 183 I signals were, except for some small deviations, similarly distributed as peak times in gene 184 transcription and H3K27ac [6,11,12], with a weak evening peak around ZT10 and a marked late 185 night peak around ZT22 ( Fig 3C) . We next considered the relationships of peak times in the 186 DNase I, Pol II and H3K27ac rhythms. It is known that many chromatin marks exhibit diurnal 187 rhythms that are tied to transcription [6, 11, 12, 16] , and similarly, enhancer RNAs (eRNAs) were 188 shown to be transcribed in sync with their cognate transcripts [28] . We observed that DNase I 189 cuts, Pol II, and H3K27ac displayed synchronous oscillations at DHSs ( Fig 3D) . Such 190 relationships were maintained after removing DNase I sensitive regions situated in the transcribed 191 region of active genes ( Fig S3) To understand how the circadian clock and the feeding-fasting cycle control diurnal gene 204 expression in liver, we studied mRNA expression and Pol II loading at TSSs in WT and Bmal1 -/-205 mice subject to the same, night restricted, feeding regimen ( Fig S4) . First, we observed that a 206 similar number of genes oscillated in the WT and Bmal1 -/genotypes (p < 0.05), however, with an 207 overlap of about 30% for Pol II and 50% for mRNA. This indicates that genes with a diurnal 208 expression differ between WT and Bmal1 -/mice ( Fig S4A) . While such comparisons are based on 209 cutoffs, stratifying by peak-to-trough amplitudes clearly showed that high amplitude rhythms are 210 more abundant in WT as compared to Bmal1 -/mice ( Fig S4B) , and that this was more 211 pronounced for mRNA than for Pol II loading at TSSs. For example, we found twelve genes with 212 greater than ten-fold mRNA amplitudes in WT, and only three in Bmal1 -/mice. Genes with Pol II 213 or mRNA rhythms in both genotypes showed highly correlated phases, with a tendency for a 214 slight average delay (~1 hour in Pol II and less in mRNA) in the absence of a circadian clock (Fig   215   S4C ).
217
Functional annotation using KEGG and Reactome pathways and comparison between mRNA 218 rhythms in WT and Bmal1 -/animals showed that genes annotated for circadian rhythm as well as 219 lipid and sugar metabolism were enriched in the WT condition. In Bmal1 -/mice, we observed 220 that pathways related to sugar and lipid metabolism were still oscillating, notably SREBP and 221 ChREBP signaling (Table S3) DHSs. This enabled us to take into account, in addition to the proximal promoter, a collection of 232 9 putative regulatory regions that may control the expression of a given gene ( Fig 4A) . Specifically, 233 we considered motifs in DHSs located within a certain window from active promoters, and first 234 estimated the optimal window size according to the quality of the fit. We found that the inclusion 235 of DHSs up to 50kbp was improving the fits in both genotypes ( Fig 4B) , suggesting that 236 enhancers (represented by distal DHSs) contribute to circadian gene transcription. In WT mice 237 ( Fig 4C, Table S4 ), our modeling confirmed that known circadian transcription factors showed 238 the strongest activities, as reflected by the emergence of ROR responsive elements (RREs) 239 [18, 55] 
244
In Bmal1 -/mice ( Fig 4D, Table S4 ), activities of E-Box, RRE, and D-Box motifs were not 245 detected or greatly reduced, as expected in the absence of a functional circadian oscillator. On the 246 other hand, transcription factors linked with metabolic functions, notably those associated with 247 feeding rhythms (e.g. FOX, CREB, SREBP) were identified among the strongest contributors in 248 the absence of a functional clock. Similarly, transcription factors whose activity depends on 249 systemic signals (e.g. GR and HSF1) were also found with peak activity times that were similar in 250 the WT and Bmal1 -/mice. Interestingly, CREB was found among the most delayed transcription 251 factor activities, with a predicted delay of six hours (Table S4) . To test this prediction, we 252 measured nuclear levels of CREB and pCREB using Western blots of nuclear extract from four 253 independent livers every two hours in WT and Bmal1 -/mice ( Fig 4E and Fig S5) . On average, we 254 observed a phase delay of approximately two hours in Bmal1 -/mice. Although this was not 255 significant (p=0.5, Chow test), presumably owing to inter-individual variability in the feeding 256 patterns, it is consistent with predictions by our model. Of note, similar inter-individual 257 variability has been reported for the rhythmic activation of the TORC1 and AMPK pathways 258 [ the Rev-erbα locus, was markedly decreased in Bmal1 -/mice, whereas control (unbound) regions 265 like the Gsk3 promoter showed no difference ( Fig 5A) . Overall, we observed a clear shift in 10 DNase I hypersensitivity at DHSs with BMAL1 binding sites. Regions bound by BMAL1 in the 267 WT [17] showed fewer DNase I cuts in Bmal1 -/as compared to WT animals, indicating that 268 BMAL1 binding specifically impacts DNA accessibility at its target sites ( Fig 5B) . These 269 findings are consistent with the proposed pioneering function of the BMAL1-CLOCK complex 270 [36] . While DNase I signals at those sites were also significantly lower at minimal BMAL1 271 activity in the WT (ZT18), the Bmal1 -/mice showed even lower signals ( Fig 5C) 
290
Moreover, the footprint at ZT18 was undistinguishable from that in the Bmal1 -/mice, suggesting 291 that other transcription factors bind BMAL1 sites when BMAL1 activity is low. The estimated 292 proportion of E1E2-sp6 motifs showing a footprint indicative of two BMAL1/CLOCK dimers 293 varied across time points, with a maximum of 65% at ZT10, and minimum of 20% in the Bmal1 -/-294 animals ( Fig 6B) . Also, the binding dynamics of BMAL1 at E1-E2-sp7 (tandem E-boxes 295 separated by 7bp) was largely similar to that for E1-E2-sp6, though E1-E2-sp7 had both E-boxes 296 predominantly protected only at ZT6, suggesting spacer-specific binding dynamics ( Fig S7) . In 297 contrast, the footprints at BMAL1 binding sites with single E-boxes did not show significant 298 changes in time or in the Bmal1 -/mice ( Fig S8) , again suggesting that other bHLH transcription 299 factors can also bind at BMAL1 sites. In fact, footprints at DNA regions bound by the bHLH 300 11 transcription factor USF1 in ChIP-seq [73] were largely similar to that of BMAL1 sites with 301 single E-boxes, though the fraction of sites with clear footprints was reduced for USF1 compared 302 to BMAL1 ( Fig S9) .
303
To better understand the time-dependent footprint at BMAL1 sites and to gain insight into how 304 the CLOCK:BMAL1 heterodimer occupies its tandem E-box-containing target sites, we used 305 recently established 3D protein structures of single BMAL1/CLOCK complexes combined with 306 molecular modeling (Methods). Our models strongly support formation of CLOCK:BMAL1 307 heterodimers in a hetero-tetramer configuration at peak activity of these factors, and residual 308 binding of the dimer or other transcription factors during low activity times. Two 3D models of 309 the hetero-tetramer configuration were constructed. In the first model, the spacing between the 310 two E-boxes was 6 bp (sp6) ( Fig . We then superimposed the two single CLOCK:BMAL1 E-box models, with the sp6 317 DNA and the sp7 DNA, forming the respective symmetric hetero-tetramer models. We found that 318 the 6 bp spacing between the two E-Boxes was optimal to establish favorable interactions 319 between the two CLOCK:BMAL1 heterodimers, involving mainly residues (e.g., K335, Y338, 320 Q352, E380 and E384) located in the PAS-B domain of the CLOCK in a dynamic H-bond 321 network [82] . Similarly, the 7 bp spacing seemed also able to favor a hetero-tetramer 322 conformation, producing only a minor twist of 10° in the three interval base pairs. However, a 323 conformation with base pair spacing less than 6 or more than 7 would make complex formation enrichment. This likely reflects that turnover of histone acetylation is faster than that of histone 382 methylation [86] . We then used these temporal datasets to explore the involvement of putative 383 enhancer regions in the cyclic recruitment of Pol II at the TSSs and subsequent transcription of 384 the respective target genes. Our findings were consistent with a previous study on enhancer RNA 385 (eRNA), which showed that eRNAs cluster in specific circadian phases and are correlated with 
401
In this study, we accumulated compelling evidence for the contribution of distal regulatory 402 elements in circadian transcription regulation. In fact, we observed that about 47% of DHS are 403 located at more than 10 Kb from the closest active TSS. Using penalized regression models, we 404 predicted a collection of transcription factor binding motifs that best explain diurnal variation in 
417
We also found CREB to be among the most delayed transcription factor activities inferred by the 418 generalized linear model in Bmal1 -/mouse liver. CREB is implicated in the nutrient response 419 cycle and it regulates hepatic gluconeogenesis [62,63,68,89]. We were able to replicate the 420 pattern of CREB activity, as measured by its phosphorylation on Ser 133, in WT mice [89] and 421 we showed that CREB activity is still oscillating in Bmal1 -/mice. Thus, our results confirm that 422 CREB is regulated by food-related signaling in clock-deficient mice subjected to a night-423 restricted feeding regimen. The phase delay of two hours thereby suggests that the circadian clock 424 is implicated in the fine-tuning of hepatic glucose metabolism. Consistently, CREB activity 425 during fasting was shown to be modulated by CRY1 and CRY2, which are rhythmically Table S4 ). Radial scale for activities is arbitrary but 725 comparable in C and D. 726 E. Quantification of Western blots for pCREB and CREB in WT and Bmal1 -/genotypes (log 2 727 (pCREB/CREB)). Nuclear extracts from four independent livers were harvested every two hours. 
