We present observational constraints on the initial-final mass relation (IFMR) using wide double white dwarfs (DWDs). We identify 65 new candidate wide DWDs within the Sloan Digital Sky Survey, bringing the number of candidate wide DWDs to 142. We then engage in a spectroscopic follow-up campaign and collect existing spectra for these objects; using these spectra, we derive masses and cooling ages for 54 hydrogen (DA) WDs in DWDs. We also identify one new DA/DB pair, four candidate DA/DC pairs, four candidate DA/DAH pairs, and one new candidate triple degenerate system. Because wide DWDs are co-eval and evolve independently, the difference in the pre-WD lifetimes should equal the difference in the WD cooling ages. We use this to develop a Bayesian hierarchical framework and construct a likelihood function to determine the probability that any particular IFMR fits a sample of wide DWDs. We then define a parametric model for the IFMR and find the best parameters indicated by our sample of DWDs. We place robust constraints on the IFMR for initial masses of 2-4 M . The WD masses produced by our model for stars within this mass range differ from those predicted by semi-empirical fits to open cluster WDs. Within this mass range, where there are few constraining open cluster WDs and disagreements in the cluster ages, wide DWDs may provide more reliable constraints on the IFMR. Expanding this method to the many wide DWDs expected to be discovered by Gaia may transform our understanding of the IFMR.
the open clusters must have accurate ages, member WDs must be identified and separated from contaminating objects, and these often faint WDs must be observed with high-resolution spectrographs. Furthermore, most accessible open clusters are < ∼ 600 Myr old, so that only stars with M i > ∼ 3.5 M have evolved into WDs (there has been some recent work to identify WDs in older clusters; e.g., Kalirai et al. 2008 Kalirai et al. , 2014 . Finley & Koester (1997) used a different approach. The co-eval WDs in the wide double WD (DWD) PG 0922+162 can be considered to have evolved independently. By comparing the more massive WD to massive WDs with accurate M i determinations in open clusters, these authors assigned PG 0922+162B a M i of 5.5-7.5 M . Adding the corresponding main-sequence lifetime to the massive WD's τ cool , Finley & Koester (1997) derived a system age of ≈320±32 Myr. Finally, these authors calculated the pre-WD lifetime of the less massive WD by subtracting its τ cool from the system age, and, using stellar evolution codes, found M i = 3.8±0.2 M for this WD. The uncertainty on this point in the initial-final mass plane is comparable to that for the best open cluster data.
While promising, this study has not been widely replicated. Until recently, there were only ≈35 known wide DWDs, and many were poorly characterized. Most lacked spectra, and even those with spectra were illsuited to this analysis because of large uncertainties in their τ cool . Furthermore, it has not been clear how to convert observations into robust constraints on the IFMR. 5 We have found three other instances where this method was applied to a wide DWD. It was first used by Greenstein et al. (1983) on Gr 576/577, but one of the WDs in this pair is composed of an unresolved double degenerate (Maxted et al. 2000) . Because of the potential for mass transfer within the unresolved binary system, -(u − g) versus (g − r) for ≈4×10 4 SDSS objects with σugr < 0.15 mag, σ iz < 1.0 mag, µ > 35 mas yr −1 , and σµ < 10 mas yr −1 . The plot boundaries define the box in color space within which we sought to identify new WDs. The sickle-shaped band corresponds to the DA cooling sequence, with hotter, younger WDs toward the upper left, and cooler, older WDs toward the bottom right. The width of the band is primarily due to variations in the DA masses: for example, WDs slightly more massive than the canonical 0.6 M have slightly higher surface gravities, and therefore slightly bluer (u − g). The band of objects with bluer (u − g) for a given (g − r) is the cooling sequence for non-DA WDs. Hot DB WDs lie at the upper left of this band; as they cool to < ∼ 12,000 K they appear as DC WDs with featureless blackbody spectra. The red circles are the candidate WDs in 23 new candidate wide DWDs identified here; the green squares are candidate WDs in four additional new candidate systems, while the cyan triangles are the WDs in the 13 known systems we re-detect.
In this work, we develop a statistical model that allows any well-characterized wide DWD to constrain the IFMR. We first construct a likelihood function to determine the probability that any particular IFMR fits a sample of wide DWDs, while taking into account observational uncertainties by marginalizing over the underlying parameters from the observables. We then develop a four-parameter piecewise-linear model for the IFMR, and iterate over the model parameters using a Markov Chain Monte Carlo technique to find the best parameters indicated by our wide DWDs.
In Andrews et al. (2012, hereafter Paper I) we presented the results of a search for new DWDs in the SDSS Data Release 7 (DR7; Abazajian et al. 2009 ). Here, we begin by describing in Section 2 the results of a search for DWDs in the larger SDSS Data Release 9 (DR9; Ahn et al. 2012 ). We assemble a catalog of 142 candidate and confirmed DWDs that includes new systems, those found in Paper I and in the literature, and those recently published by Baxter et al. (2014) . In Section 3, we discuss our spectroscopic follow-up observations of a subset of WDs in these binaries, and present the results of our model fits to these spectra. In Section 4, we revisit the Finley & Koester (1997) result and develop our hithis is not a good system for constraining the IFMR. Girven et al. (2010) applied the method to PG 1258+593 to constrain the initial mass of its magnetic companion SDSS J130033.48+590407.0. While of use for studying the origin of magnetic WDs (e.g., Dobbie et al. 2012) , this is another instance where the system does not place useful constraints on the IFMR. Recently, Catalán (2015) developed her own form of this method. Although promising, it has generated meaningful constraints for only four systems so far.
erarchical Bayesian model. We test our model on mock data, then apply it to a well-characterized subset of wide DWDs. In Section 5 we discuss our resulting constraints on the IFMR; we conclude in Section 6.
SEARCHING FOR WIDE DWDS

Common Proper Motion Pairs
We first search for DWDs by matching proper motions of WD candidates in SDSS, which requires accurate photometry and astrometry. Although the SDSS Data Release 8 is nearly triple the size of the DR7 photometric catalog, the astrometric solutions are not calibrated against the USNO CCD Astrograph Catalog data (Zacharias et al. 2004) , causing a systematic shift of ≈50 mas yr −1 (Munn et al. 2008 ). DR9, however, includes an expanded photometric catalog and improved astrometric solutions (with a precision of a few mas yr −1 ), which allowed us to expand the search for DWDs described in Paper I. From the >9×10 8 primary photometric objects in DR9, we selected those classified as stars (ptype = 6) and matching our photometric and proper motion (µ) quality constraints (σ ugr < 0.15 mag, σ iz < 1.0 mag, µ > 35 mas yr −1 , σ µ < 10 mas yr −1 ). In Paper I, we used the color-color regions defined by Girven et al. (2011) to identify WDs in (u − g) versus (g − r) space (the regions are shown in Figure 4 ). To include helium-atmosphere DB WDs in this search, we used a more liberal color constraint, selecting those stars with −0.7 < (g − r) < 0.4 and −0.7 < (u − g) < 0.75. Figure 1 shows the (u − g) versus (g − r) colors of the ≈4×10 4 SDSS objects that met our quality constraints and fell within this region of color space.
Quasars (QSOs) are by far the biggest contaminant in this region of color-color space. Munn et al. (2004) found that requiring µ > 10 mas yr −1 eliminated 95% of QSOs with r < 20 mag. Our µ > 35 mas yr −1 criterion should eliminate nearly all QSOs. Contaminating main-sequence stars and halo subdwarfs (metal-poor, Population II main-sequence stars) are more difficult to remove, as these objects may overlap with WDs in color and may have µ > 35 mas yr −1 . As shown in Kilic et al. (2006) , however, WDs can be effectively separated from blue stars in a reduced proper motion (H r ) diagram.
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Figure 2 is H r versus (g − i) for the objects in our sample. Because of their smaller radii, WDs are clearly separated from main-sequence stars and halo subdwarfs. We used the dashed line in Figure 2 , adapted from Smith et al. (2009) , to separate halo subdwarfs from WDs, thereby reducing our sample to ≈34,000 objects.
Next, we searched for common proper motion matches within these data. We defined a match as occurring when two WDs had an angular separation θ < 5 , and, following Dhital et al. (2010) , that their proper motions have a matching parameter Σ 2 < 2. 7 Among our ≈34,000 objects, we thus identify 57 candidate DWDs.
Some of these candidate pairs may contain WDs at different distances and with different radial velocities, which, when projected on the sky, happen to result in 6 Hr = r + 5 log µ + 5. 7 Σ 2 = ∆µα/σ ∆µα 2 + ∆µ δ /σ ∆µ δ 2 , where ∆µ is the difference in µ measured in right ascension (α) and declination (δ), and σµ is the error in µ. Σ 2 < 2. Since the probability of finding a randomly aligned pair depends on the volume of phase space being searched, the random alignment likelihood should scale linearly with θ, and a critical θ should separate pairs more likely to be real from those more likely to be contaminants. In Paper I, we found that pairs with θ < 1 are most likely real. However, because our selection criteria have changed, we re-estimate this critical θ. Figure 3 shows a clear excess in the number of candidate pairs with θ < 100 . We determine a linear fit to the distribution of systems with θ > 100 , those that are most likely to be random alignments. Extrapolating this fit to those pairs with smaller θ suggests that < ∼ 2 of the systems with θ < 100 are likely to be random alignments. We conclude that the 36 pairs with θ < 100 are high-probability DWD candidates (13 are re-detections of previously known systems).
The likelihood of random alignments drops dramatically as µ becomes larger. We therefore also searched for pairs with µ > 80 mas yr −1 , requiring only that Σ 2 < 10. We identified an additional four pairs in this manner, bringing the total number of newly identified candidate common proper motion DWDs to 27.
Astrometrically Close Pairs
The population synthesis simulations described in Paper I predicted that the population of wide DWDs should have a minimum orbital separation of a few 10 2 AU. At typical distances to photometrically identified WDs, this corresponds to θ ≈ 1 , within the resolving limit of SDSS photometry. There should therefore be a substantial population of wide DWDs in SDSS with θ ≤ 7 , the Figure 1 . The locus at (g − i) ≈ 2.5 is of main-sequence stars, while that at (g − i) ≈ 1 is of halo subdwarfs. The spectroscopically confirmed WDs in the Kleinman et al. (2013) SDSS catalog with a measured µ are shown by the contours peaking at (g − i) ≈ −0.5. We used the dashed line, adapted from Smith et al. (2009) , to separate halo subdwarfs from candidate WDs. The solid lines represent the locations of WDs for transverse velocities V T = 30 km s −1 (corresponding to the disk population) and 150 km s −1 (the halo population), and show that our candidates are likely in the Galactic disk. The symbols are the same as in Figure 1 . Our candidates have systematically larger Hr because we require that they have relatively large µ and because the SDSS photometric catalog extends to fainter magnitudes than the spectroscopic catalog used by Kleinman et al. (2013) to identify WDs. -Angular separation (θ) distribution of our candidate common proper motion DWDs. The four pairs with Σ 2 > 2 but µ > 80 mas yr −1 are shown in gray. The probability that a given pair is due to a random alignment should increase roughly linearly with θ. The dashed line shows the best fit line to the distribution beyond 100 , where the noise dominates, assuming N(θ) ∝ θ and that the line goes through the origin. Extrapolating this fit to smaller θ suggests that pairs with θ < 100 are real pairs, while pairs at larger θ are physically unassociated. minimum separation identifiable through proper motion matching to the USNO-B photometric plates. Can these pairs be identified through other means? Dhital et al. (2015) search for photometrically resolved pairs of low-mass stars in SDSS with small θ. These authors identify >40,000 binaries with θ of 0. 4−10 and argue that wide pairs can be efficiently identified without having to match proper motions. Similarly, Baxter et al. (2014) identified a set of wide DWDs with θ < ∼ 30 in DR7 based exclusively on photometry.
To identify such pairs in DR9, we again started with the photometric catalog and extracted a sample of candidate WDs. Since µ measurements are generally unavailable for objects with nearby companions in SDSS, halo subdwarfs and QSOs are now significant sources of contamination. To reduce the contamination due to halo subdwarfs, we applied a more stringent color-color cut to our sample, selecting only those objects in the photometric catalog that fall in the Girven et al. (2011) DA WD region (cf. discussion in Paper I). Girven et al. (2011) estimated that 17% of the objects falling within this color-color region are QSOs. However, this was based on a g < 19 mag sample of objects with SDSS spectra. Our sample extends to g = 21, and we expected QSOs to be a more significant contaminant.
To determine the extent of the overlap between QSOs and WDs, we examined the distribution in ugrizHK color space of spectroscopically confirmed SDSS QSOs (Schneider et al. 2010) and WDs (Kleinman et al. 2013) . While QSOs and WDs can be cleanly separated using SDSS+infrared colors (see bottom right panel of Figure  4 ), the majority of the SDSS photometric catalog lacks UKIDSS counterparts and infrared photometry. 8 The UKIRT Infrared Deep Sky Survey (UKIDSS) project is defined in Lawrence et al. (2007) . UKIDSS uses the UKIRT Wide Field Camera (WFCAM; Casali et al. 2007) . The photometric system is described in Hewett et al. (2006) , and the calibration is described in Hodgkin et al. (2009) . The pipeline processing and Of the ugriz color-color pairings, the least overlap between QSOs and WDs occurs in (u − g) versus (g − r). The bottom panels of Figure 5 show that, in this color combination, the number of QSOs falling in the Girven et al. (2011) region increases at fainter magnitudes, but primarily at redder (g − r). In addition to using the Girven et al. (2011) color-color regions to identify candidate WDs, for objects with g > 18 we added the additional requirement that (u − g) < −0.1. There are 67,640 objects in DR9 that satisfy these photometric constraints.
We searched for pairs of objects within this sample with θ < 2 , removing pairs within crowded fields. Figure 6 is a histogram of the resulting θ distribution. For θ > ∼ 20 , the rate of matches increases linearly with θ, as expected for random alignments. We fit a line through the origin to the θ distribution for pairs with θ > 50 . When extrapolating to smaller θ values, the line suggests that < ∼ 5 of the systems with θ < 10 are likely to be random alignments. Accordingly, we selected the 43 pairs with θ < 10 as high-confidence candidate DWDs. Five of these were previously known, so that we have 38 new candidate DWDs.
Among the previously known wide DWDs are the 11 systems identified in Paper I and 36 systems identified elsewhere in the literature. To that sample we add 27 systems identified by common proper motions and 38 Fig. 4 .-Distribution in color space of spectroscopically confirmed QSOs (contours) and WDs (black dots) from SDSS (Schneider et al. 2010; Kleinman et al. 2013 ). The Girven et al. (2011) WD regions are overplotted. Blue dots indicate WDs from the 43 candidate wide DWDs that pass the selection criteria described in Section 2.2. The objects in both SDSS catalogs with UKIDSS (Lawrence et al. 2007 ) counterparts are also plotted in (z − H) versus (H − K) in the bottom right panel. The dashed line in that panel is (z − K) = 1.3 mag. While this line cleanly separates WDs from QSOs, the majority of our candidate WDs lack UKIDSS counterparts. Using SDSS photometry alone, (u − g) versus (g − r) colors provide the best constraints to separate QSOs from WDs. science archive are described in Hambly et al. (2008) . We used the Eighth Data Release.
identified by their small astrometric separations. Baxter et al. (2014) found 53 wide DWDs in SDSS and spectroscopically confirmed 26 of these (one additional pair was found to be a contaminant). Thirty of the 53 DWDs are new, and 11 of these are spectroscopically confirmed. In Table 2 we provide positions, g magnitudes, and µ α and µ δ , when available, for the combined catalog of 142 candidate and confirmed wide DWDs, including the 19 candidate and 11 spectroscopically confirmed pairs from Baxter et al. (2014) . Figure 7 shows µ versus θ for our new DWDs, as well as for pairs from the literature, including the Baxter et al. (2014) DWDs. Our pairs are very different from those in the literature, and in particular from the DWDs identified by Baxter et al. (2014) , despite similar source catalogs (SDSS DR9 here, DR7 for Baxter et al. 2014) .
Comparison with Previous Samples
These differences are largely due to the search methods employed: Baxter et al. (2014) initially used a less restrictive color-color region to select photometric WD candidates. These authors then searched for candidate wide DWDs by finding nearby pairs of blue objects without proper motion matching, similar to the astrometric . To identify fainter candidate WDs, we therefore added the constraint that for g > 18 mag, (g − r) < −0.1, resulting in the regions described by the solid line in the middle right and bottom two panels. ∼ 20 , the number of matches increases linearly with θ, as expected for random alignments. The dashed line shows the best fit line to the distribution of random alignments beyond 50 where random alignments dominate, again assuming N(θ) ∝ θ and that the line goes through the origin. Extrapolating this fit to smaller θ shows that pairs with θ < 10 are excellent candidates for follow-up.
approach described above. Compared to our candidates, these candidate DWDs have smaller θ and µ values. But the small overlap between the two samples argues for the value of both approaches.
We recover all of the new wide DWDs found in Paper I in this search. Another 21 wide DWDs from the literature fall within the SDSS DR9 footprint; we recover eight of these pairs. The reasons we fail to re-detect the other 13 DWDs are given in Table 1 . Most are not recovered because one or both of the WDs are cool enough to have colors too red to fall within our WD photometric region. This suggests that our detection algorithm is insensitive to the wide DWDs that contain cooler WDs, but these WDs have such large τ cool that they are less useful for constraining the IFMR than the hotter WDs we do find.
3. ASSEMBLING A SPECTROSCOPIC SAMPLE 3.1. Observations and Reductions, and Spectra From the Literature Identifying a large number of DWDs is only the first step toward constraining the IFMR. While the WDs' effective temperatures (T eff ) can be derived from SDSS photometry to within a few 100 K, typical SDSS photometric errors are large enough to create uncertainties 0.5 dex in the derived surface gravities (log g). As a result, photometry alone is insufficient to determine the mass of a given WD with an accuracy better than ≈50%. Furthermore, without a precise mass (and therefore radius), τ cool estimates must be based on T eff alone and are uncertain by a factor of two or larger.
We therefore engaged in a campaign to obtain spectra for WDs in DWDs. Our targets included the new systems identified in Paper I, those photometrically selected from DR9, and WDs from pairs in the literature that lacked spectroscopy.
9 Roughly 50 systems have g ≤ 19 mag, 9 The Baxter et al. (2014) systems were published too recently to be included in our spectroscopic campaign, although as we discuss below several of these DWDs were also in our sample. for candidate DWDs identified in our search for common proper motion pairs (filled circles), in Baxter et al. (2014, open circles) , and in the literature (pluses). Although the Baxter et al. (2014) DWDs were also identified in SDSS, the overlap with our sample is small due to differences in the search techniques. Compared to other searches, we find systems with larger θ and µ.
making them ideal targets for the 3.5-m telescope at Apache Point Observatory (APO), NM. Note. -Objects with low T eff have (u − g) and (g − r) colors outside our photometric selection region for WDs. a J0926+1321 was identified by Dobbie et al. (2012) as a wide DWD based on these authors' µ calculations. b The SDSS pipeline classified both stars as galaxies.
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Over 13 half nights between 2012 Sep and 2013 Sep, we observed 34 pairs with the Dual Imaging Spectrograph in its high-resolution mode (R ≈ 2500 at Hβ), which provides coverage from 3800 to 5000Å on the blue CCD. The slit was rotated so that spectra were taken simultaneously of both candidate WDs in each pair. The spectra were therefore not obtained at the parallactic angle. Under ideal conditions, objects with separations as small as 2 could be distinguished for reduction. References. Note. -The full table may be found in the online edition of the journal. The WDs in each pair are ordered by RA, regardless of the "A" or "B" designation that may exist in the literature.
All the spectra were trimmed, bias-corrected, cleaned of cosmic rays, flat-fielded, extracted, and dispersioncorrected using standard IRAF tasks.
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The spectra were flux calibrated using bright WD spectrophotometric standards in the IRAF database. To improve the final signal-to-noise ratio (S/N), spectra were co-added using the IRAF routine scombine. Occasionally, the spectra to be combined were taken at different epochs, but the observing setup was identical across all observations. Wide DWDs identified in Paper I, as well as a few WDs from our photometric search in DR9, have at least one SDSS spectrum (R ≈ 1800), and we add these ≈30 SDSS spectra to our sample. Additionally, high-resolution Very Large Telescope (VLT; R ≈ 15,000) spectra for ≈10 WDs from the Supernova Progenitor Survey ) were provided by D. Koester (priv. communication) . In total, we have 114 spectra for 97 WDs in wide DWDs; see Figure 8 for sample spectra. The contamination by non-WDs is extremely low: only one of the 97 objects for which we obtained spectra is not a WD (J2124−1620A is an A star).
Atmospheric Model Fits to Our Spectra
To obtain T eff and log g for these WDs, we used the spectroscopic technique developed by Bergeron et al. (1992) and described in Gianninas et al. (2011, and references therein) , which incorporates model atmospheres for WDs with 6.5 ≤ log g ≤ 9.5. The observed and theoretical spectra are normalized to a continuum set to unity, and the observed Hβ to H8 lines are fit simultaneously to the synthetic spectra (see Figure 9 ). The uncertainties in these quantities are a combination of the internal uncer- Fig. 8 .-Sample VLT, APO, and SDSS WD spectra. These DAs have T eff of 10,000−15,000 K. The top two spectra were taken with the VLT (R ≈ 14,000) and are not flux calibrated. The middle two were taken at APO (R ≈ 2500) and the bottom two by SDSS (R ≈ 1800). These WDs range from g ≈ 16 (HS 2240+1234B) to ≈19 mag (J0859+3306B). The spectra here and in Figure 24 have been smoothed using a boxcar average of width 5.
tainties, derived from the covariance matrix of the fitting functions, and external uncertainties of 1.2% in T eff and 0.038 dex in log g, derived from multiple observations of the same object (cf. Liebert et al. 2005) .
These solutions are based on one-dimensional (1D) models using a standard mixing-length parameter ML2/α = 0.8 (Tremblay et al. 2010) . Tremblay et al. (2013) produced a new suite of WDs models and solved the radiation-hydrodynamics equations in three dimensions. These authors find that using this approach rather than mixing-length theory to approximate WDs with convective atmospheres leads to substantial differences in the derived masses for WDs with 7000 < T eff < 12,000 K. We applied the fitting formulas Tremblay et al. (2013) provide to the T eff and log g solutions for all of the WDs in our sample. In the relevant region of parameter space, these adjustments tend to shift our WD solutions to lower T eff and log g (or to older and less massive WDs) compared to mixing-length models.
Next, we used the Wood (1995) and Fontaine et al. (2001) models, depending on T eff , to map our T eff and log g values to τ cool and masses (M WD ) for each of our WDs. Our fits also provide distances to the WDs which are determined by comparing photometric magnitudes with absolute magnitudes from the spectroscopic solutions. The resulting quantities for the DA+DA DWDs with spectra are given in Table 3. 3.3. Our Spectroscopic Sample Our sample includes 27 DA/DA pairs. Table 3 shows that lower S/N spectra result in larger T eff and log g uncertainties, and hence in the derived τ cool and M WD (for the dependence of these uncertainties on S/N, see figure 12 , Gianninas et al. 2005) . We therefore divided the sample into high-fidelity and low-fidelity pairs. We labeled systems with mass uncertainties >0.1 M in at least one WD as low-fidelity. These pairs have spectra good enough to identify objects as DAs, but too poor to obtain accurate fits to model atmospheres.
As a further test, we considered the spectroscopic distances to each WD in these candidate DWDs. We designated systems with a distance difference >25% as lowfidelity. These distances do not necessarily identify these systems as random alignments, but instead reflect the accuracy of the spectral fits. After identifying eight sys- Baxter et al. (2014) with the values from our spectroscopic fits to the eight systems contained in both spectroscopic data sets. The dashed line shows the 1:1 correspondence. While the T eff values are broadly consistent, our values appear to be slightly higher in most cases. By contrast, the log g values are well-matched for only half of the WDs and differ significantly for the other half, with no obvious trend in the differences.
tems as low-fidelity, we are left with 19 high-fidelity pairs as a starting point for our analysis below.
Our spectroscopic campaign also uncovered a number of pairs that, while interesting, cannot be used to constrain the IFMR. These include the detection of two systems containing a helium-atmosphere (DB) WD (one of which was already reported by Baxter et al. 2014) . We also identify seven pairs that include a candidate magnetic (DAH) WD and six pairs with a (DC) WD too cool to show significant Balmer absorption features. Finally, we obtained spectra of the two known triple degenerate systems, G 21-15 and Gr 576/577, and identified PG 0901+140 as a candidate triple degenerate. These systems are discussed in greater detail in the Appendix. Note. -When multiple spectra were available, we list the fit to the DA's best spectrum, which we define as the fit that produces a distance that best matches its companion's. For previously identified systems, we label the WDs "A" and "B" as in the literature. We order newly identified systems by their RA as opposed to e.g., their relative brightnesses. a Entries with more than one listed S/N indicate that multiple spectra were used to fit for the WD parameters. b Given its anomalously low mass, PG 0901+140A may be an unresolved triple system. c Despite its low mass, J1703+3304A (CDDS40-B) is unlikely to be an unresolved double degenerate (cf. discussion in the Appendix), because the discrepant distances indicate a poor fit.
Comparison to the Baxter et al. (2014) Fit Results
Baxter et al. (2014) identified 53 DWDs, and 12 are included in our spectroscopic sample. Baxter et al. (2014) obtained spectra for eight of these pairs. In Figure 10 , we compare the log g and T eff values these authors derived to ours. Half the WDs have T eff and log g values in agreement; the other half have significantly different spectroscopic solutions, particularly in log g. This is similar to what Baxter et al. (2014) found when comparing their spectroscopic results to the SDSS-derived results of Kleinman et al. (2013) : of the five Kleinman et al. (2013) WDs for which Baxter et al. (2014) have spectra, two have significantly differing log g values.
We show the WD masses derived from these spectral solutions for the 16 WDs in both spectroscopic samples in Figure 11 . We find that our M WD estimates are systematically larger by ≈0.05 M . We ascribe these differences to the combination of observations made with instruments with different resolutions and of spectral fitting done with different techniques and atmospheric models.
As the Baxter et al. (2014) spectroscopic sample represents a significant addition to our own, we include the WDs in our analysis below. For systems in both the Baxter et al. (2014) spectroscopic sample and our own, we use the values derived from our spectra.
3.5. Our DWD Sample for Constraining the IFMR Standard stellar evolution theory predicts that the more massive WDs in DWDs are also the older WDs: more massive stars evolve faster, becoming more massive WDs with larger τ cool than their less massive companions. Of the 20 high-fidelity systems in Table 3 , PG 0901+140 may be a triple system (see discussion in the Appendix) and five appear to host a more massive WD that is younger than its companion: J1231+5736, J1552+4731 (CDDS36), J2222−0828 (CDDS48), HS 2220+2146, and LP 128-254/255. We remove these and use the remaining 14 systems for our analysis.
We then consider the 10 Baxter et al. (2014) systems for which we have poor or no spectroscopic data. We remove five of these systems from our analysis. One of the WDs in CDDS16 has poor S/N; the higher-order Balmer lines are particularly noisy, which impacts the determination of log g. Baxter et al. (2014) identified CDDS30 as a possible triple system. CDDS31 has a projected separation of ≈100 AU and could therefore have had previous mass-transfer episodes. The more massive WD in CDDS26 appears to be younger than its companion. Finally, SDSS spectra are available for both WDs in CDDS7, but the spectra are very poor. We add the remaining five pairs to our sample, so that we now have 19 DWDs with which to constrain the IFMR (see Table 4 ).
CONSTRAINING THE IFMR WITH DWDS
We begin by examining several of the basic assumptions that allow one to use DWDs to constrain the IFMR. These are that the two WDs are co-eval and have not been subjected to significant mass transfer during their lifetimes, that our DWD progenitors did not vary significantly in metallicity, and that the pre-WD lifetimes produced by stellar evolution codes for stars of a given mass are relatively insensitive to the parameters one uses in these calculations. We then revisit Binary star formation theory suggests that the collapse of gas clouds in multistellar systems occurs on a dynamical timescale (Shu et al. 1987) ; for typical binaries, this is <1 Myr. This expectation has been borne out by observations of binaries in the Taurus-Auriga cluster by Kraus & Hillenbrand (2009) , which suggest that the age difference of the stars in binaries is even smaller than that of stars within an open cluster. Since the probability that field DWD progenitor systems formed through gravitational capture is extraordinarily small, we can safely assume the stars in a wide binary are born together through fragmentation (Boss 1988) .
Wide binaries with small enough separations could have interacted in the past, potentially through wind-fed mass transfer. Indeed, below some critical (but still relatively large) separation, some amount of mass transfer is unavoidable, and may impact the system's evolution. For example, Mira, with a separation of ≈70 AU, shows mass accretion at a rate of ≈10 −10 M yr −1 (Sokoloski & Bildsten 2010) , high enough to potentially induce periodic nova eruptions on the WD surface every ≈Myr, which would affect its derived τ cool .
Such mass accretion could be due to so-called wind Roche lobe overflow (Mohamed & Podsiadlowski 2007 , 2012 . These authors argue that when an AGB donor is emitting a slow wind, a companion at tens of AU can channel a substantial fraction of the lost mass. Abate et al. (2013) suggest that wind Roche lobe overflow can occur when the companion is at a separation less than the AGB's dust formation radius, because at larger separations the increased opacity due to dust means that radiation pressure will quickly push the wind to escape the system. Observations suggest that this radius is also ≈tens of AU (Höfner 2009; Karovicova et al. 2013 ).
More work is needed to determine the spatial separation at which the effects of wind-fed mass transfer can be ignored. However, since the smallest projected binary separation of the wide DWDs in our sample is hundreds of AU (see Table 4 ), we expect mass accretion to be negligible, even in prior evolutionary states when the binaries may have had somewhat smaller separations.
Metallicity of the DWD progenitors
In their analysis of WDs in the open cluster M37, Kalirai et al. (2005) found that their data were consistent with stars of a given M i producing higher mass WDs than in previous studies. These authors suggested that the lower metallicity of M37 might result in less mass loss on the AGB and, therefore, more massive WDs.
Theory supports this interpretation: Renedo et al. (2010) found that metal-poor stars undergo more thermal pulses on the AGB, resulting in more massive WDs. Variations in metallicity should result in WD masses varying by ≈0.1 M for a given M i . However, for nearsolar metallicities, the IFMR does not vary much (Marigo & Girardi 2007; Meng et al. 2008; Romero et al. 2015) .
Fortunately, the WDs in our sample should have roughly similar, near-solar metallicities. We cannot directly test for the metallicity of a WD progenitor, but there are indications that most disk stars born in the past several Gyr likely have similar metallicities. For example, in a study of local F and G type stars, Fuhrmann (1998) As shown in Figure 2 , our subset of candidate WDs with measured proper motions almost all have transverse velocities consistent with being in the Galactic disk. Furthermore, since we selected relatively hot WDs for the spectroscopic follow-up described in Section 3, all of the wide DWDs in our sample are relatively young. We therefore expect the progenitors of the WDs in our sample to have had a metallicity close to z = 0.02.
Robustness of the Pre-WD Lifetime Function
We obtain a pre-WD lifetime function, F , by running models from MESA. MESA is a suite of modules that includes integrated equations-of-state tables, opacity tables, nuclear reaction networks, and elemental diffusion rates. The stellar evolution module, MESA star, solves the stellar structure equations using a 1D, adaptive Lagrangian algorithm. Built with state-of-the-art prescriptions, MESA star has been extensively tested and compared to observations and other stellar evolution codes (Paxton et al. 2011 (Paxton et al. , 2013 (Paxton et al. , 2015 . The parameters and prescriptions used in our fiducial model are given in Table 5 . Stars begin as gas clouds on the pre-main-sequence. Once fusion begins, the reaction network tracks the concentrations of isotopes. Convection is treated as an exponential diffusive process, with -Pre-WD lifetime (approximated by the age at the 1TP) as a function of initial mass. The solid line shows ages produced by our fiducial model, while the triangles show the results of MESA models generated varying a number of prescriptions. The lower panel shows that the pre-WD lifetimes produced by these tests are robust, as they typically vary by less than 5% even for very different models.
a diffusive constant and adjustable scale length based on the pressure scale height; semi-convection is not included in our fiducial model. Exponential mixing near the convective boundary due to overshooting is included (Freytag et al. 1996; Herwig et al. 1997) .
We stop our model at the first thermal pulse (1TP), the start of the thermally pulsing AGB (TP-AGB). We set the star's age here as its pre-WD lifetime, as evolution through the TP-AGB is quick (10 5 to 10 6 yr, or <1% of its lifetime), with higher mass stars evolving faster (Vassiliadis & Wood 1993) .
We run simulations for our fiducial model for M i = 0.6-8.0 M in 0.2 M steps. To determine the pre-WD lifetime for an arbitrary M i , we linearly interpolate over the values in this grid. The resulting pre-WD lifetime function is indicated by the solid line in Figure 12 .
In comparing MESA to other stellar evolution codes, Paxton et al. (2011) found that the derived stellar lifetimes agreed within ≈5%. However, Paxton et al. (2013) showed that the choice of parameters and prescriptions may have a stronger impact on the stellar lifetime. We therefore tested 19 MESA models in addition to our fiducial model, varying the metallicity, atmospheric models, opacity tables, mixing length, and also included rotation and semi-convection. A detailed discussion of how each parameter affects the stellar lifetime is outside the scope of this work; we used these models to gauge the level of uncertainty in the stellar lifetimes.
The symbols in Figure 12 show how the lifetimes we obtain vary from model to model for 2 ≤ M i ≤ 7 M . The bottom panel shows that the majority of our 19 models produce lifetimes within a few percent of those obtained using our fiducial model. The largest differences in the lifetimes occur when changing the opacity tables (which are calculated based on different elemental abundances) and metallicities. Models run with the Asplund et al. (2009) opacity tables lead to lifetimes longer by ≈10% than those from models run with the fiducial Grevesse & Noels (1993) tables. Conversely, models with sub-solar metallicities lead to shorter lifetimes (e.g., by ≈10% for z = 0.01). In principle, these stellar evolution uncertainties should be included in a comprehensive model. However, as they are relatively minor and since we expect our DWD progenitors to have had similar, approximately solar metallicities, we ignore these uncertainties in our analysis below. Finley & Koester (1997) constrained the IFMR using the wide DWD PG 0922+162. These authors compared the more massive WD ( > ∼ 1.10 M ) to similarly massive WDs in open clusters for which M i had been published, thereby obtaining M i = 6.5±1.0 M for this WD.
Revisiting the Finley & Koester (1997) Result
12 Finley & Koester (1997) converted this mass into a pre-WD lifetime of 42-86 Myr, to which they added the τ cool of the massive WD to derive a system age of 320±32 Myr. These authors then used the less massive WD in PG 0922+162 (M WD = 0.8 M ) to constrain the IFMR: they derived a pre-WD lifetime for this WD of 231±34 Myr by subtracting its τ cool from the system age and obtained M i = 3.8±0.2 M for its progenitor. In Figure 13 we reproduce one of the key steps in this analysis, the conversion of pre-WD lifetimes into initial masses. Because the relation between lifetime and mass is steeper for longer-lived, lower-mass stars, even relatively large uncertainties in the assumed M i for the more massive WD in PG 0922+162 results in stringent constraints on the M i of the less massive WD. Indeed, the Finley & Koester (1997) result is one of the most stringent constraints on the IFMR, and is one of the reasons why Weidemann (2000) anchored his semi-empirical IFMR at M i = 4 M and M WD = 0.8 M .
A New Parametric Model for the IFMR
While the Finley & Koester (1997) result indicates that DWDs can be powerful systems for constraining the IFMR, these authors' approach cannot be replicated for a generic set of wide DWDs such as the one we have assembled. We therefore develop a new method for constraining the IFMR with wide DWDs by constructing a parametric model for the IFMR. Our approach is presented in schematic form in Figure 14 .
We begin by considering the observables: the cooling ages, τ cool,1 and τ cool,2 , and WD masses, M WD,1 and M WD,2 . If the WDs are indeed co-eval and evolved independently, the difference in the cooling ages must be equal to the difference in the pre-WD lifetimes, τ 1 and τ 2 . If WD 1 is the more massive, older WD and therefore had the shorter pre-WD lifetime,
While τ cool,1 and τ cool,2 are observed, τ 1 and τ 2 are obtained by a functional transformation from M WD :
where F is the pre-WD lifetime function, and we have applied the inverse IFMR, G −1 to obtain M i from the observed WD masses. Combining these, we obtain:
Since F M i can be determined with accuracy from stellar evolution codes (see Section 4.1.3), we now need to find the best G −1 that satisfies Equation 5. Below, we construct a likelihood function that evaluates the ability for any G −1 to account for the observations. We then define a parametric model for G, and iterate over these model parameters, Θ, to find the highest likelihood set. As discussed below, because of the functional form of the IFMR, finding the best G −1 is directly equivalent to finding the best G and therefore constraining the IFMR.
Bayesian Framework
We calculate a likelihood function for a particular IFMR, using a Bayesian hierarchical model to account for measurement uncertainties. We begin with Bayes' rule:
where D is the set of observed wide DWDs, 13 and I represents our prior information and assumptions about the data and model. For instance, observational uncertainties are contained within I. P (Θ | D, I) is the posterior probability we are looking for, P (D | I) is a constant dependent only on the data, P (Θ | I) are the priors on our 14.-A schematic summary of our method. Gray boxes indicate observed quantities. We convert each M WD into a M i using a candidate IFMR, and then find the corresponding pre-WD lifetime, τ , using the function shown in Figure 12 . The difference of these lifetimes should be equal to ∆τ cool , which we obtain from the two observed τ cool . Our problem is then reduced to iterating over our model parameters to find the IFMR that makes this equality true for our set of wide DWDs.
model, and P (D | Θ, I) is the likelihood. The posterior probability over the set of data is a product over individual measurements:
We now substitute in the individual observables:
To construct our likelihood function, we first marginalize over τ 1 , τ 2 , and ∆τ :
Hereafter, primed quantities refer to observed values and unprimed quantities refer to true values. Because observations of each WD and of ∆τ cool are all independent, we can factor this probability:
where here we also factored I into individual observational uncertainties. The conditional probability over ∆τ is a delta function:
and the conditional probability over ∆τ cool is a Gaussian distribution:
where the negative sign is from Equation 1. After reducing the innermost integral, Equation 10 simplifies to:
Evaluating Equation 13 is unnecessarily computationally expensive, since only a small region of the domain has any contributing probability. We therefore use a Monte Carlo method to approximate the double integral as a single sum over randomly drawn τ 1 and τ 2 . We make this approximation with a single rather than double sum because the first two terms in the integrand, the observed WD masses, are independent of each other:
where there are N random draws of τ 1k and τ 2k from the distributions:
Here, we have applied Bayes' theorem to make the equalities on the right side of these equations. To generate these random distributions:
We determine the derivatives numerically, and the observational uncertainties in WD mass are Gaussian:
Equations 7, 14, 16, and 17 define the model likelihood. For a given model, finding the model parameters, Θ, implied by our set of wide DWDs involves maximizing the likelihood function in Equation 14.
We are interested in determining the precision of the constraints we can place on our model parameters, and therefore chose a Monte Carlo technique rather than a maximum-likelihood calculation. Specifically, we used the Markov Chain Monte Carlo algorithm emcee (Foreman-Mackey et al. 2013) , which implements an affine invariant, ensemble sampler algorithm to search the parameter space (Goodman & Weare 2010) .
Parametric Model
We define our model by first including a parametrization that determines P (τ 1 | Θ) and the corresponding quantity for the second WD. To keep the dimensionality of the problem low, our likelihood function (Equation 14) marginalizes over all possible pre-WD lifetimes.
Standard stellar evolution precludes the existence of WDs more massive than the Chandrasekhar mass (≈1.35 M ). At the other end, the Galaxy is not old enough to produce isolated WDs less massive than < ∼ 0.45 M (Kilic et al. 2007) , except in cases of extremely high metallicity. We therefore use a truncated Gaussian to describe the WD mass distribution, 0.45 M < M WD < 1.35 M , which we can model using the mean mass µ WD and standard deviation σ MWD as parameters.
We set flat priors on µ WD and σ MWD , limiting their ranges:
More complex models may better represent the WD mass distribution, but for our purposes, this Gaussian model is sufficient. This allows us to add to our model two hyperparameters that weigh τ 1 and τ 2 :
Next, we choose a parametric form for the IFMR, G. Observational IFMR constraints (such as those from open clusters) are traditionally fit with a linear relation (e.g., Williams et al. 2009 ). Here we opt for a more complex model based on our expectation that the IFMR has three distinct regimes: for M i < ∼ 2 M , stars undergo a degenerate helium flash (Sweigart & Gross 1978) . For 2 < ∼ M i < ∼ 4 M , stars will undergo stable, non-degenerate helium burning. Finally, second dredge-up becomes important for stars with M i > ∼ 4 M (Dominguez et al. 1999) .
Theoretical IFMRs from stellar evolution codes indicate roughly linear IFMRs for each of these regimes, with pivots at M p,1 = 2 and M p,2 = 4 M . Assuming a continuous IFMR, we therefore construct a threecomponent, piecewise linear model with four free parameters: three separate slopes for each regime and a yintercept that translates the relation vertically. Figure 15 demonstrates the parameterization of G. We follow the recommendation of Hogg et al. (2010) to parametrize linear relations in terms of the angle each line makes with the horizontal and the perpendicular distance of the line from the origin (φ and b ⊥ ), instead of the slope and intercept (m and b):
To ensure the model is continuous, we have:
Combined with our two WD mass distribution parameters, the piecewise function can then be expressed in terms of our four IFMR model parameters:
where b ⊥ = b 1 cos φ 1 . We include priors on our model parameters to ensure that the model IFMR is an increasing function:
Finally, we add a prior to our model so that G intercepts the y-axis between 0 and 0.5 M , and a second prior that ensures that a 7.0 M star produces a WD with a mass between 1.0 and 1.4 M :
These two constraints are shown by the gray regions in Figure 15 .
Testing the Model with Mock Data
We generate a set of mock observations using a test IFMR, then compare the derived constraints obtained from our model to the input IFMR. We first choose a test set of parameters for our IFMR and generate a mock sample of 20 wide DWDs. Table 6 summarizes the distributions these mock data are drawn from.
The first WD in the pair is randomly assigned a mass from a truncated Gaussian distribution. The second WD's mass is then obtained based on a mass ratio, q, randomly generated from another Gaussian distribution. We determine M i using the model IFMR, then the pre-WD lifetimes for each WD with the function shown in Figure 12 .
τ cool for the less-massive, slower-evolving WD is selected from a flat distribution in log space between 10 Myr and 1 Gyr. Following Equation 2, we then assign the more massive WD the τ cool of its companion plus the difference in pre-WD lifetimes.
The WDs are then "observed." Masses and cooling ages are randomly selected from Gaussian distributions centered on the true (mock) values, with standard deviations of 0.03 M in WD mass and 10% in τ cool (these uncertainties are typical of WD spectral fits). Finally, the observed WD masses and τ cool and their associated uncertainties are used as inputs for our Bayesian model.
We use 32 separate chains in emcee, running for 10,500 steps, the first 500 steps are a "burn-in," which we throw away then check to make sure the chains have converged. Figure 16 shows our input model (black, dashed) and 50 randomly drawn samples (gray) from the posterior distribution of model parameters. Importantly, the posterior samples are evenly distributed around the input IFMR. The spread in the posterior samples indicate the constraints these mock systems place on the IFMR. data can constrain φ 2 , the second piecewise linear component of our model). For the set of mock wide DWDs shown here, the constraints are most stringent between roughly 2 and 3 M .
The top panel of Figure 18 shows the covariance between the two model parameters describing the WD mass distribution. Although our model is too simple to exactly reproduce the input WD masses, the bottom panel shows that posterior samples from our model (lines) approximate the input WD mass distribution (histogram).
Applying the Model to Wide DWDs
We applied our parametric model to our sample of wide DWDs using emcee. We check the 32 separate Markov chains to make sure they have converged. Here again, we throw away the first 500 steps and run the model for another 50000 steps. We make samples from our posterior distribution publicly available for download.
14 Figure 19 shows selected samples from the posterior distribution of model parameters. The posterior samples converge between 2 and 4 M .
Reassuringly, this mass range corresponds to ≈0.5-0.8 M WDs, roughly the masses of the WDs in our sample (see Table 4 ). Smaller M i produce WDs too lowmass to be found in our sample, and our method is not as sensitive to the small differences in the pre-WD lifetimes of more massive stars. The covariances between the different model parameters are shown in Figure 20 . These confirm that the parameters have converged. In particular, the slope of the second piecewise linear component of our model, φ 2 , is well constrained, and the covariance between b ⊥ and φ 1 indicates that the model is well constrained near the pivot point at M i = 2 M .
A Test of the Number of Model Parameters
To test the dependence of our results on our model, we extend our model by allowing the pivot points to vary. 
, and M p,2 . We keep the same priors on the first six parameters in Equations 18, 24, and 25, and add flat priors on the pivot masses: Figure 21 shows the results when we apply this eightparameter model. Even with this more flexible model, the posterior distribution converges to a narrow distribution in M WD for M i = 2-4 M , suggesting that this convergence is not a result of our original choice to fix the pivot points.
In model parameter space, however, the masses at which the IFMR pivots do not converge. This can be seen in Figure 21 : the pivot points vary across the whole allowed range. Perhaps with a future, larger data set, this model will be able to constrain M p,1 and M p,2 , but the current sample of wide DWDs cannot.
Because our original six-parameter model reasonably represents the constraints from our DWD sample and the Markov chains converge to a region in parameter space, we choose that model as our fiducial model for the remainder of our analysis.
DISCUSSION
Comparison to Theoretical Predictions
While stellar evolution codes still disagree significantly on the functional form of the IFMR, major divergences typically occur after the first thermal pulse, and codes general produce similar core masses at the 1TP (Kalirai et al. 2014) . Furthermore, one of the primary expectations from theory is that the core mass will not diminish on the TP-AGB (e.g., Karakas et al. 2002) . This provides a significant sanity check for any observationally derived IFMR: for a given M i , the resulting WD should be at least as massive as the 1TP core mass.
We compared samples from the posterior distribution from our fiducial model to the 1TP core masses obtained from the theoretical relations of Dominguez et al. (1999) , Ferguson (2009), and Kalirai et al. (2014) . Reassuringly, between 2 and 4 M , our fiducial model constrains the IFMR to be above these relations.
Evolving from the 1TP to produce a WD is computationally challenging. The pulses that give the TP-AGB phase its name are due to thermal instabilities in the helium-burning shell of the AGB star (Schwarzschild & Härm 1965) . These pulses are suspected to form a temporary convective zone within the He inter-shell region. This leads to the so-called third dredge-up, in which the convective envelope extends into the inter-shell region, mixing heavier elements into the outer envelope (Iben 1975) . This sequence of successive dredge-up events and overshooting naturally explain the observed C abundances in AGB stars (cf. discussion in Herwig 2000) .
Although convective overshooting has been seen in three-dimensional numerical simulations, such calculations are currently only possible for small regions of a stellar atmosphere over small timescales (e.g., Freytag et al. 2012) . For now, stellar evolution predictions are typically limited by the ability of 1D models, which rely on some form of mixing-length theory (Böhm-Vitense 1958) combined with a prescription for convective overshooting (cf. Herwig 2000, and references therein), to calculate accurately the energy transport during these pulses. This can cause problems. For example, 1D approximations can lead to large radiation pressures developing at the base of the convective envelope, which can in turn lead to unphysically large (supersonic) radial velocities. One way to deal with this involves decreasing the opacity profiles by hand in these regions (e.g., Renedo et al. 2010; Pignatari et al. 2013) .
With these caveats in mind, we present in Figure 22 three IFMRs produced by different stellar evolution codes; the major differences between them stem from the treatments of dredge-up and wind mass loss. Renedo et al. (2010) argue, based on the theoretical results of Canuto (1998) and observations of s-process abundances by Lugaro et al. (2003) , that the third dredge-up should be suppressed. In this scenario, the He core grows continuously, its mass only limited by the reduction of the envelope due to stellar winds, as described using the prescription of Vassiliadis & Wood (1993) .
The Kalirai et al. (2014) IFMR uses the AGB models of Marigo et al. (2013) , which improve the treatment of the onset of the third dredge-up and the calculation of opacities. However, the resulting IFMR is still dependent upon a prescription for the dredge-up efficiency (Kalirai et al. (2014) use the prescription of Karakas et al. 2002) and the wind mass loss. Kalirai et al. (2014) calibrate their prescriptions by defining ignorance parameters and then finding the best fit ignorance parameters to match the observed open cluster constraints.
Finally, Weiss & Ferguson (2009) use the exponential overshooting prescription of Herwig et al. (1997) . On the AGB, these authors use the wind mass loss prescription of Wachter et al. (2002) for C-rich AGB stars and the prescription of van Loon et al. (2005) for O-rich AGB stars. The Weiss & Ferguson (2009) simulations show little core growth on the TP-AGB, resulting in less massive WDs for a given M i compared with the models produced by Renedo et al. (2010) and Kalirai et al. (2014) . Figure 22 includes our posterior samples with these three theoretical IFMRs. For M i = 2-4 M , our model converges to a region of parameter space that suggests that the IFMR may lie between the higher final-mass models of Renedo et al. (2010) and Kalirai et al. (2014) and the lower final-mass model of Weiss & Ferguson (2009) . We may not yet be able to place stringent constraints on wind-mass-loss models and dredge-up efficiencies with the available data, but Figure 22 suggests that DWDs may eventually provide important new observational tests for stellar evolution codes. The most commonly used method for constraining the IFMR is that pioneered by Sweeney (1976) . Here, the WDs are members of open clusters for which reliable ages can be obtained from e.g., isochrone fitting. There are at least two important limitations to consider when discussing this method. The first is that even for the nearby, well-studied open clusters that are generally used in these studies, significant disagreements about the stars' ages are not unusual. Furthermore, the techniques employed to obtain these ages differ, so that the constraints on the IFMR depend on different sets of systematic effects.
The second is that most easily accessible open clusters are young, with ages <<1 Gyr, so that only the most massive stars have evolved off the main-sequence. There are four notable exceptions: NGC 6819, NGC 7789, the Hyades, and Praesepe are all old enough for their ≈2-4 M members to have evolved into WDs. Kalirai et al. (2014) recently re-analyzed the 18 WDs identified in these four clusters using improved WD atmospheric models. These data are shown in the top panel of Figure 23 . Our results are consistent with those derived from WDs in the Hyades, but the initial masses for WDs in NGC 7789 and Praesepe are systematically lower than our posterior samples.
15
Various authors have pointed out that metallicity could lead to a natural spread in the IFMR (e.g., Kalirai et al. 2005) . However, the four clusters hosting the WDs in Figure 23 all have near-solar metallicities, 16 while we 15 We ignore the WDs in NGC 6819, since these evolved from <2 M stars, outside the mass range to which we are sensitive. also expect the DWDs in our sample to have roughly solar metallicity (see Section 4.1.2). While Meng et al. (2008) and Romero et al. (2015) showed that metallicitydependent mass-loss rates can result in WDs with masses varying by as much as 0.2 M , the range is principally due to cases of extremely low or high metallicities. For metallicities near solar, variations in M WD 0.05 M (see figure 1 in Meng et al. 2008 and figure 4 in Romero et al. 2015) . Metallicity differences are therefore unlikely to explain the discrepancy between our constraints and the WDs in these open clusters.
Instead, the difference could stem from uncertainties in the cluster ages. Kalirai et al. (2014) followed Claver et al. (2001) in adopting the Hipparchos-derived Hyades age of 625 Myr (Perryman et al. 1998) for Praesepe.
17 By contrast, when fitting metallicity-specific isochrones to Praesepe, Salaris et al. (2009) found an age ranging from ≈450-650 Myr. The inclusion of convective overshooting, which extends stellar lifetimes, accounts for the difference. If, instead of 625 Myr, the Hyades and Praesepe are 550 Myr, the corresponding data points in Figure 23 would all shift right, toward higher M i , by ≈0.2-0.3 M . These constraints would then be consistent with samples from our posterior distribution.
18
The discrepancy with the two WDs in NGC 7789 could also be due to an inaccurate cluster age. Kalirai et al. (2014) adopt the age of 1.4 Gyr obtained by Kalirai et al. (2008) from isochrone fits. However, isochrone-derived ages for this cluster vary noticeably in the literature, ranging from 1.1 Gyr (Mazzei & Pigatto 1988 ) to 1.6 Gyr (Gim et al. 1998) . A modestly younger age of 1.2 Gyr for NGC 7789 increases the derived M i by ≈0.2 M , enough that these data also become consistent with samples from our posterior distribution.
There are a number of other possibilities for the differences we see in Figure 23 . Our piecewise-linear model might be inappropriate because there is significant structure in the IFMR for M i = 2-4 M . Some of the WDs in either the open cluster or wide DWD data may have unresolved binary companions that affected their evolution, and therefore should not be used to constrain the IFMR. To identify the source(s) of this discrepancy, progress needs to be made with both methods: we need more complex models than that presented here for the IFMR, combined with larger sets of wide DWDs, as well as new WDs in older open clusters.
The bottom panel of Figure 23 shows that our posterior samples lie significantly below the semi-empirical IFMRs of Catalán et al. (2008) , Kalirai et al. (2008) , and Williams et al. (2009) . These authors use somewhat different WD samples and spectroscopic solutions in generating their linear fits, but for M i = 2-4 M , the constraints are obtained predominantly with the WDs shown in the top panel of Figure 23 .
Considering the uncertainties in the ages of the clusters hosting these WDs, we suggest that these semi-empirical relations be used with caution for M i = 2-4 M . Samples from the posterior distribution from our model may be 17 For a recent discussion of the evidence that the two clusters are indeed the same age, see Douglas et al. (2014) .
18 Brandt & Huang (2015) recently argued that if stellar models accounting for rotation are used in the isochrone fitting, both clusters are ≈800 Myr, illustrating just how much uncertainty remains about the age of two of the nearest, best-studied open clusters. more accurate within this M i mass range.
CONCLUSIONS
In an effort to provide new, independent constraints on the IFMR, we began by conducting a comprehensive search for wide DWDs in the SDSS DR9 photometric catalog. Using two separate methods, we identified 65 new candidate systems. By combining these pairs with those already in the literature, we assembled a sample of 142 candidate and confirmed wide DWDs.
To confirm the WD nature of the stars in these pairs, and to obtain accurate mass and τ cool measurements for them, we engaged in a spectroscopic campaign using the 3.5-m APO telescope (and also collected spectra from the literature). Our targets included new systems identified in Andrews et al. (2012) , those photometrically selected from DR9, and literature pairs that lacked spectroscopy. The contamination by non-WDs was extremely low: only one of the 97 objects for which we obtained spectra was not a WD. Fitting WD model atmospheres to our spectra gave us log g and T eff values; these were then converted to M WD and τ cool for each star.
In addition to 27 DA/DA pairs, our campaign identified a number of interesting systems that cannot be used to constrain the IFMR. We confirmed the nature of the second known DA/DB system, SDSS J0849+4712 (CDDS15), and identified SDSS J2355+1708 as the third DA/DB DWD. DBs may evolve from H-deficient post-AGB stars (Althaus et al. 2005) , and it is unclear whether the same IFMR applies to these stars as to DA WDs and their progenitors. We found four new DC WDs with DA companions (we also confirm the nature of another previously identified DA/DC system); the lack of absorption features makes it impossible to determine the mass of the DCs from spectra alone. We identify four new candidate DA/DAH pairs, and confirm the nature of three previously known systems; the DAH spectra cannot be fit with DA atmospheric models, and in general require higher-resolution and/or better S/N spectra to confirm their nature.
Finally, we identify two candidate triple systems: PG 0901+140 (based on the anomalously low mass of one of its components, this system could be a triple degenerate) and J2047+0022B (which was previously identified by Silvestri et al. (2006) as an unresolved DQ+K7 binary). Because of the potential for mass transfer in the unresolved pair, candidate triple systems such as these had to be excluded from our efforts to constrain the IFMR.
We divided our double DAs into high-and lowfidelity pairs, labeling the DWDs with mass uncertainties >0.1 M in at least one WD as low-fidelity. These pairs have spectra good enough to identify objects as DAs, but too poor to obtain accurate fits to model atmospheres. We also considered the spectroscopic distances to each WD in these candidate DWDs, and designated pairs with a distance difference >25% as low-fidelity. Finally, we removed from our high-fidelity sample DWDs for which the more massive WD appeared to have a shorter τ cool than its less-massive companion, as this goes against standard expectations from stellar evolution. Combining our highfidelity pairs with DWDs from Baxter et al. (2014) for which we lacked spectroscopic data, we obtained a sample of 19 DWDs with which to constrain the IFMR.
Because the members of wide binaries are co-eval and evolve independently (i.e., without mass transfer affecting their evolutionary pathways), the age of each WD in a DWD is the same and is the sum of each WD's τ cool and pre-WD lifetime. Using this as a starting point, we developed a hierarchical Bayesian framework that tests the likelihood that any particular IFMR accounts for the observed masses and cooling ages, and corresponding uncertainties, of a wide DWD. We then constructed a parametrized form of the IFMR, choosing a continuous, piecewise-linear function with pivot points at 2 and 4 M . We also included a model for the underlying WD mass distribution, which we varied simultaneously with the IFMR parameters.
We first tested our model on a set of mock wide DWDs and successfully recovered our input IFMR. We then applied our model to our 19 high-fidelity DWDs, using a Markov Chain Monte Carlo approach to find the region of parameter space implied by the data. We make samples from our posterior distribution of parameters available for download. The resulting constraints are comparable to previous constraints on the IFMR obtained using WDs in open clusters. However, our results produce larger M i than previous observations (or alternatively, we found that stars of a given M i produce less massive WDs). Importantly, our constraints are most sensitive to M i = 2-4 M , a regime that the open cluster data have difficulty testing. We found no improvement when we tested an expanded model in which the pivot points vary; our original model with fixed pivot points is sufficient to describe our current set of DWDs.
Our model can be expanded to include other constraints, including those from open cluster WDs, globular cluster WD cooling tracks, and Sirius-like binaries. Because each of these methods has their own associated systematic uncertainties, including these in a statistically responsible way is not straightforward, however.
Our three-component, piecewise linear model is only an approximation for the true, physical IFMR. Ultimately, we would like to be able to constrain physically meaningful stellar evolution parameters. Kalirai et al. (2014) recently performed such an analysis using the WDs presented in Figure 23 . Our method here could similarly be expanded to constrain stellar evolution directly. For example, the form of the IFMR within the M i = 2-4 M range is sensitive to physics on the TP-AGB. DWD data may be precise enough to place important constraints on uncertain dredge-up and overshooting physics. We leave this to future work.
In our search for new DWDs, we relied on SDSS photometry combined with proper motion measurements to identify WD candidates, while masses and τ cool were derived from fits to WD template spectra. With precision astrometry from the Gaia space telescope, identifying WDs and matching them with common proper motion companions will be significantly easier. Furthermore, as pointed out by Carrasco et al. (2014) , data from the BP and RP spectrophotometers, combined with distance measurements and a mass-radius relation, will provide T eff and M WD for every WD identified. These authors estimate Gaia will find some 250,000 to 500,000 WDs. We do not know the space density of wide DWDs in the Galaxy, but it is hard to escape the conclusion that Gaia will identify hundreds to thousands of new wide DWDs. With a measured T eff and M WD for the WDs in each of these pairs, these wide DWDs will potentially revolutionize our understanding of the IFMR.
7.
Finally, while it is possible to form single WDs with masses as low as 0.45 M (Kilic et al. 2007) , observations of WDs with M WD < 0.45 M indicate a binary fraction 80% (Brown et al. 2011) , suggesting that the low-mass WDs in several of our systems are in fact unresolved binaries. These systems are listed as candidate triple systems in Table 7 . This list includes the two known systems, G 21-15 (Farihi et al. 2005) and Gr 576/577 (Maxted et al. 2000) , which are hierarchical triples composed of a close pair of WDs with a degenerate tertiary body in a larger orbit. In both systems, our spectroscopic fits return ≈0.45 M for the unresolved close pair. Additionally, PG 0901+140A (with M WD = 0.47 ± 0.04 M ) may be an unresolved degenerate pair. Because of the potential for mass transfer in the unresolved pairs, these systems cannot be used to constrain the IFMR and were excluded from our analysis. We note here that our spectroscopic solutions for PG 0901+140 differ substantially from those of Farihi et al. (2005) , who find that both WDs in the system are approximately 0.8 M .
For completeness, we also include in Table 7 those systems for which we had only one spectrum and our one spectroscopic contaminant, the DA/A-star pair SDSS J2124−1620. 
