We present Stytra, a flexible, open-source software package, written in Python, that we designed to cover all the general requirements involved in larval zebrafish behavioral experiments. It allows timed stimulus presentation, interfacing with external devices and simultaneous real-time tracking of position, tail and eye motion in both freely-swimming and head-restrained preparations. It logs in standardized formats all recorded quantities, metadata, and code version to allow full provenance tracking, from data acquisition through analysis to publication. The package is modular and expandable for different experimental protocols and setups. Current releases can be found at https://github.com/portugueslab/stytra. We also provide complete documentation with examples for extending the package to new stimuli and hardware, as well as a schema and parts list for behavioral setups. We showcase Stytra by reproducing two previously behavioral protocols, one with head-restrained and the other with freely-swimming larvae, as well as an experiment in which the software is used in the context of a calcium imaging experiment, where it can trigger and communicate with other acquisition devices. Our aims are to help laboratories with little or no experience in the field to start implementing behavioral experiments and to provide a platform for sharing stimulus protocols to enable easy reproduction of experiments and straightforward validation. In addition, Stytra can easily serve as a base platform to design behavioral experiments in other model organisms.
The central goal of systems neuroscience is to explain the neural underpinnings of 2 behavior. To investigate the link between sensory input, brain activity and animal 3 behavior, relevant behavioral variables have to be recorded and quantified. Moreover, 4 the same experimental paradigm has to be reproduced in different experimental setups 5 in order to be combined with different recording or stimulation techniques, and it needs 6 to be reproducible across different laboratories. However, the setups generally rely on 7 heterogeneous hardware and custom-made software tailored to the specific requirements 8 of one experimental apparatus. Often, the code used is based on expensive software 9 packages (such as LabView or Matlab), with open-source options for hardware control 10 generally limited to one particular type or brand of devices. As a consequence, the same 11 experimental protocol has to be implemented many times, thus wasting time and user interface which can be used with no knowledge of Python. At the core of the 48 Stytra package lies the Experiment object, where all the components that may be used 49 in an experiment -from the monitor, to a camera, to the image analysis functions -are 50 added in a modular way. 51 This organization enables composing different experimental paradigms with full code 52 reuse. Improvement of different modules (e.g. the user interface, plotting or tracking) is 53 therefore reflected in all experimental setups, and support for a new piece of hardware 54 or tracking function can be added with minimal effort and interference with other parts 55 of the project. Online image processing is organized along a sequence of steps: first, tracking calibration camera stimulation estimator logs & metadata triggering Fig 1. The software architecture of the system. Communication between different parts of a Stytra experiment. Each color represents a separate process in which the module(s) are running. Data flow between modules is depicted by arrows, and communication between processes is depicted as double arrows. The user interface, the stimulus update and related functions such as the screen calibration and data saving are performed in the main process, colored in green. The stimulation can be triggered by a triggering process (in yellow) that listens for an external triggering signal. Frames can be acquired from a camera process (in blue), analyzed by a tracking function (in purple), and the result can be streamed to the main process for data saving and used in closed loop-experiments via the estimator.
( Fig 1) . Moreover, for every experimental session all changeable properties impacting 64 the execution of the experiment are recorded and saved. Finally, as the software 65 package is version-controlled, the version of the software used is saved as well, ensuring 66 the complete reproducibility of the experiment. 67 Building and running an experiment in Stytra
68
The Experiment object binds all the different components required in an experiment. 69 The most basic Experiment object performs the presentation of a succession of stimuli, 70 saving the experiment metadata and the stimulation log. Subclasses like 71 TrackingExperiment add features such as acquiring frames from a camera and 72 performing online image analysis of the posture or position of the fish. Each
73
Experiment is associated with a user interface to run the stimulation protocol, insert 74 metadata, control parameters, and calibrate the stimulus display. 
Usage examples
Creating a new Stimulus In an experiment it might be necessary to have a stimulus type not available in the existing library. To make a new stimulus, a Stimulus subclass has to be created and its Stimulus.start() and Stimulus.update() methods should be overwritten. In the following piece of code, we create a closed loop stimulus which turns the screen red when the fish is swimming. To achieve this, we redefine the Stimulus.update() to change the color attribute, and the Stimulus.paint() to paint the screen red. The Protocol.stytra config dictionary in the protocol defines the video source (a Ximea camera), and the tracking functions (tail tracking with vigor as a velocity estimator): A key feature of Stytra is the extraction of relevant behavioral features in real time from 118 video inputs. The Camera object provides an interface for grabbing frames and setting 119 parameters for a range of different camera types. Currently supported models include 120 those by XIMEA, AVT, PointGray/FLIR and Mikrotron but others can be added as 121 long as a Python or C API exists. Moreover, previously-recorded videos can also be 122 processed, allowing for offline tracking. Frames are acquired from the original source in 123 a process separated from the user interface and stimulus display. This ensures that the 124 acquisition and tracking frame rate are independent of the stimulus display.
125
Image processing pipeline 126 Fish coordinates and posture are tracked by several modules through multiple processes 127 (represented in Fig 1) . A dedicated process receives frames from the image acquisition 128 process, applies a tracking function (as well as pre-processing functions for smoothing or 129 background subtraction), and streams its results to the main process to save and swimming, require different sequences of contractions [3] . The tail of the larvae can be 141 easily skeletonized and described as a curve discretized into 7-10 segments [6] ( Fig 3A) . 142 The tail tracking functions work by finding the angle of a tail segment given the 143 position and the orientation of the previous one. The starting position of the tail, as 144 well as a rough tail orientation and length need to be specified beforehand using start 145 and end points, movable over the camera image displayed in the user interface (as can 146 be seen in Fig 2A) .
147
To find the tail segments, two different functions are implemented. The first one 148 looks at pixels along an arc to find their maximum (or minimum, if the image is 149 inverted) where the current segment would end (as already described in e.g. [6] ). On the 150 other hand, to obtain continuous tail angles, we use a different method, based on centers 151 of mass of sampling windows ( Fig 3A) . The image contrast and tail segment numbers Eye tracking. Zebrafish larvae move their eyes to stabilize the gaze in response to 156 whole field motion, perform repositioning saccades, and converge their eyes to follow a 157 potential pray in hunting maneuvers [7] . Naso-temporal eye movements can be 158 described by the eye orientation with respect to the fish axis. Given the ellipsoidal 159 shape of the eyes when seen from above, to find their orientation it is sufficient to fit an 160 ellipse to the eye pixels and consider its axis [7] . In Stytra, a movable and scalable The image is first pre-processed by inverting, downscaling, blurring and clipping, resulting in the image on the right, where the fish is the only object brighter than the background. Then, tail tracing starts from a user-defined point, and in the direction determined by another user-defined point at the end of the tail at rest. For each segment, a square in the direction of the previous segment is sampled (in red), and the direction for the next segment is chosen as the vector connecting the previous segment end and the center of mass of the sampled square (in yellow). Below: a heatmap showing the angles of the tail segments from the start to the end of the tail during a bout, and a trace representing the cumulative curvature sum from a behaving animal. The curvature sum is just the difference in angle between the first and last tail segment. B) Eye tracking. Above: eyes are detected by fitting an ellipse to the connected components of the image of the fish head after thresholding. Below: example trace of eye motion in response to a full-field rotating background.
As eyes are usually much darker than the background, with proper illumination 163 conditions it is sufficient to binarize the image with an adjustable threshold which 164 selects the pixels belonging to the eyes. Then, functions from the OpenCV library [5] 165 are used to find the two largest connected components of the binarized region and 166 fitting an ellipse to them. The absolute angle of the major axis of the ellipse is recorded 167 as the eye angle ( Fig 3B) . A live preview of the binarized image and the extracted 168 ellipses helps the user to adjust the parameters. The subsequently processed image is the negative difference between the current frame 177 and the threshold (pixels that are darker than the background are active). This image is 178 first thresholded and regions within the right area range are found. Both eyes and the 179 swim bladder are found as darker parts inside of these regions, and the center of mass of 180 the three objects (two eyes and swim bladder) is taken as the center of the fish head.
181
The direction of the tail is found by searching for the point with the largest difference 182 from the background on a circle of half-tail radius. This direction is subsequently 183 refined in the course of tail tracking, as described in the tail tracking section. The Stimuli whose state depends on the behavior of the fish (position and orientation for 201 freely swimming fish, and tail or eye motion for embedded fish) are controlled by linking 202 the behavioral state logs to stimulus display via Estimator objects (see Fig 1) . An
203
Estimator receives a data stream from a tracking function (such as tail angles), and 204 uses it together with calibration parameters to estimate some quantity online. For 205 example, a good proxy for fish velocity is the standard deviation of the tail curvature 206 over a window of 50 ms [8] , which we refer to as vigor. Fig 5 shows an example of how 207 vigor can be used in a closed-loop optomotor assay. When presented with a global 208 motion of the visual field in the caudal-rostral direction, the fish tend to swim in the 209 direction of perceived motion to minimize the visual flow, a reflex known as the 210 optomotor response [3, 9] . The visual feedback during the swimming bout is a crucial 211 cue that the larvae use to control their movements. In this closed-loop experiment, we 212 use the vigor-based estimation of fish forward velocity, together with a gain factor, to forward swimming fish. The gain parameter can be changed to experimentally 215 manipulate the speed of the visual feedback received by the larvae [8] (see below).
216
Closed-loop stimuli may be important for freely swimming fish as well, for example 217 to display patterns or motion which always maintain the same spatial relationship to 
Synchronization with external devices 220
Stytra is designed to support the presentation of stimuli that need to be synchronized 221 with a separate acquisition program, e.g. for calcium imaging or electrophysiology. behavioral experiments in head-restrained and freely swimming fish ( Fig 6) . In general, 253 the minimal setup for tracking the fish larvae requires a high-speed camera (a minimum 254 of 100 Hz is required, but we recommend at least 300 Hz to describe the details of the 255 tail kinematics). The camera must be equipped with a suitable objective: a macro lens 256 for the head-restrained tail tracking or a normal lens for the freely swimming recordings, 257 where a smaller magnification and a larger field of view are required. More detailed 258 camera and lens guidelines can be found in the documentation. Infrared illumination is 259 then used to provide contrast without interfering with the animal's perception. Since 260 fish strongly rely on vision and many of their reflexes can be triggered by visual 261 stimulation, the setup is usually equipped with a projector to present the visual 262 stimulus to the fish. Although in our setups stimuli are projected below the fish, a 263 lateral projector would be fully compatible with Stytra.
264
Most of our rig frames consist of optomechanical parts commonly used for building 265 microscopes. These parts are convenient but not strictly necessary to build a 266 well-functioning rig. Replacing them with simple hardware-store and laser-cut 267 components can significantly reduce the costs. Therefore, we also provide instructions 268 for a head-embedded setup build inside a cardboard box, where the most expensive item 269 is the high-speed camera, putting the price of the whole setup without the computer 270 under 700 euros. We created and described in the documentation such a setup, where 271 we were able to elicit and record reliable optomotor responses in larval zebrafish (Fig 6) . 272 A complete description of all the above-mentioned versions of the setup along with 273 an itemized list of parts is included within the Stytra hardware documentation. One of the most widely-used frameworks is Bonsai [1] , a very flexible system built in the 281 language C# that enables defining custom acquisition and stimulation pipelines using a 282 dataflow-based visual programming interface. In principle, all functions of Stytra can be 283 implemented in Bonsai. However, they would require a large amount of graphical The software solution described in [11] covers a small subset of Stytra functionality -eye 316 tracking and eye-motion related stimulus presentation. It is implemented in LabView 317 and Matlab, which adds two expensive proprietary software dependencies. Running an 318 experiment requires launching separate programs and many manual steps as described 319 in the publication. The tracking frame rate is limited to 30 Hz in real-time while Stytra 320 can run eye tracking at 500 Hz, and the performance is mainly limited by the camera 321 frame rate.
322
As far as we are aware, none of the solutions described above offers fully automated 323 data and metadata management, which is enforced by the design of Stytra.
324

Results
325
Triggering Stytra from a scanning two-photon microscope 326 We demonstrate the communication with a custom-built two-photon with a functional 327 calcium imaging experiment. We performed two-photon calcium imaging in a 7 days 328 post fertilization (dpf), head-restrained fish larva pan-neuronally expressing the calcium 329 indicator GCaMP6f (Tg:elavl3:GCaMP6f, [12] ). For a complete description of the 330 calcium imaging protocol see [13] . These and following experiments were performed in 331 accordance with approved protocols set by the Max Planck Society and the Regierung 332 von Oberbayern. 333 We generated in Stytra a simple protocol consisting of either open-or closed-loop 334 forward-moving gratings, similar to the optomotor assay described in the closed-loop 335 section with gain either 0 or 1. At the beginning of the experiment, the microscope 336 sends a ZeroMQ signal to Stytra, as described in the previous section. This triggers the 337 beginning of the visual stimulation protocol, as well as the online tracking of the fish 338 tail, with a 10-20 ms delay. To match behavioral quantities and stimulus features with 339 their evoked neuronal correlates, we used the data saved by Stytra to build regressors 340 for grating speed and tail motion (for a description of regressor-based analysis of 341 calcium signals, see [6] ). Then, we computed pixel-wise correlation coefficients of 342 calcium activity and the two regressors. Fig 7 reports the results obtained by imaging a 343 wide area of the fish brain, covering all regions from the rhombencephalon to the optic 344 tectum. As expected, calcium signals in the region of the optic tectum are highly 345 correlated with motion in the visual field, while events in more caudal regions of the 346 reticular formation are highly correlated with swimming bouts. The Stytra script used 347 for this experiment is available in stytra/example/imaging exp.py. observations and a backward velocity proportional to the expected forward velocity was 370 imposed over the forward grating speed. In one crucial experiment (Fig 3 of [8] ) the 371 authors demonstrated that reducing or increasing the magnitude of this velocity by a 372 factor of 1.5 (high gain) or 0.5 (low gain) resulted in modifications of the bout 373 parameters such as bout length and inter-bout interval (temporal distance between two 374 consecutive bouts). Fig 8A shows the inter-bout interval along the protocol, where the 375 three gain conditions were presented in a sequence that tested all possible gain 376 transitions. When gain increased the fish was consistently swimming less (higher 377 inter-bout interval), and vice-versa when gain increased. Therefore, as expected, fish 378 adapted the swimming parameters to compensate for changes in visual feedback. 379 We reproduced exactly the same protocol within Stytra, and we used Stytra modules 380 for closed-loop control of a visual stimulus to compare whether it could replicate the 381 findings from [8] . Cumulative angle of the extracted tail segments were used with a gain 382 factor to estimate fish velocity as described in [8] . The gain factor was changed in a 383 sequence matching the protocol in [8] . The replication with Stytra yielded the same 384 result ( Fig 8B) , that inter-bout interval decreased in low gain conditions and increased 385 in high gain conditions. 386 D Gain: 
Grating velocity regressor
Closed loop phototaxis assay 387
To test the freely swimming closed-loop performance, we replicated the protocol 388 from [14] . The fish is induced to perform phototaxis by keeping half of its visual field 389 bright while the other is dark. The fish is more likely to turn to the bright side. The 390 stimulus is constantly updated so that the light-dark boundary is always along the 391 midline of the fish. We replicated the qualitative trends observed in [14] , however the 392 ratios of forward swims to turns are notably different (Fig 9) . The variability of fish 393 responses and differences in the stimulus presentation setup (e.g. projector brightness) 394
November 29, 2018 15/18 could contribute to these differences. Also, to reduce duration of the experiments, we 395 included a radially-inward moving stimulus that brings the fish back into the field of the nascent open hardware movement [4] and are providing a complete description of 403 the hardware used for conducting behavioral experiments. Finally, we provide a set of 404 example analysis scripts for the experiments described in this manuscript, which can be 405 easily modified for other experimental questions.
406
The current version of the software supports all experimental paradigms currently 407 running in our lab. Other setups with multiple screens or cameras would require some 408 extensions in the architecture. Also, obtaining millisecond-level or higher temporal 409 precision in stimulation, for optogenetics for example, would require rewriting the 410 stimulation module in a language other than Python.
411
The modular and open-source nature of the package (licensed under the GNU GPL 412 v3.0 licence) facilitates contributions from the community to support an increasing 413 number of hardware devices and experimental conditions. Moreover, the simplicity of 414 the implementation of an experiment within Stytra facilitates the collaboration between 415 laboratories, since complex experimental paradigms can be run and shared with simple 416 Python scripts. We will also make use of the community features of Github to provide 417 support in adopting the package in other labs. Althugh Stytra has been developed with 418 zebrafish neuroscience in mind, it can provide a good foundation for Python-based 419 behavioral experiment control in other animals. In conclusion, we hope that Stytra can 420 be a resource for the neuroscience community, providing a common framework to create 421 shareable and reproducible behavioral experiments.
