This paper investigates existing methods for local 3-D feature description with special regards to their suitability for object classification based on 3-D point cloud data. We choose five approved descriptors, namely Spin
INTRODUCTION
Latest advances in image based object recognition, e. g., deep convolutional neural networks may suggest that the problem of object classification is solved. However, it is still possible to list many situations in which deep learning approaches based on image data fail. This happens mainly if the objects are translucent or if they have no or an arbitrary texture, respectively. This is often the case for non-natural human-made objects. Figure 1 illustrates one of these cases. To address these problems, it is helpful to regard the 3rd dimension for object classification. It allows to reduce the mentioned problems at least in some cases. The sofa shown in Figure 1 , for example, could certainly be recognized using a threedimensional representation.
A description of 3-D objects can be divided into two broad categories: global and local. Global descriptors define a representation of an object which effectively and concisely describes the entire 3-D object. In most cases, these methods require an a priori segmentation of the scene into object an background and are not suitable for partially visible objects from cluttered scenes. Furthermore, it has to be considered that objects might have different poses or might be deformed. Local descriptors allow robust and efficient recognition approaches that can operate under partial occlusion and are invariant to different poses and deformation.
Beginning with the introduction of Microsoft Kinect in 2010, even research groups with a small budget were enabled to easily generate 3-D data on their own. As a consequence a lot of research regarding local 3-D feature descriptors was done in recent years. This paper investigates five approved local 3-D feature descriptors of 3-D point clouds with a focus on their suitability for object classification. The text is structured as follows. In Section 2, existing evaluations and the evaluated local 3-D feature descriptors are presented. In Section 3 the used classification pipeline is introduced in detail. In Section 4 the five local 3-D feature descriptors are applied and evaluated in context of the classification pipeline. Finally, Section 5 and Section 6 discuss the results and give a short conclusion.
Existing Evaluations
There is a number of publications that deal with evaluations of 3-D feature descriptors in the last five years. A survey and evaluation of local shape descriptors (Heider et al., 2011) divides existing local descriptors into three classes. Focus of the evaluation are 3-D meshes and only local shape descriptors for meshes are examined.
The evaluation of local shape descriptors for 3-D shape retrieval (Tang and Godil, 2012 ) is similar to the work of (Heider et al., 2011) , with the difference that they perform the tests of 6 simple mesh descriptors on the SHREC 2011 Shape Retrieval Contest of Non-rigid 3D Watertight Meshes dataset (Lian et al., 2011 ).
An evaluation from Alexandre with focus on local 3-D descriptors for object and category recognition (Alexandre, 2012) is the publication that is thematically most similar to our work. The tested algorithms are the same ones as those examined in this paper. However, the pipeline proposed by Alexandre is unsuitable for a larger amount of data.
The evaluation of local 3-D feature descriptors for a classification of surface geometries in point clouds (Arbeiter et al., 2012) investigates how local 3-D feature descriptions can be used to classify primitive local surfaces such as cylinders, edges, or corners in point clouds. Arbeiter et al. compare a small selection of three local 3-D feature descriptors.
The goal of the evaluation of 3-D feature descriptors in the work of (Kim and Hilton, 2013 ) is a multimodal registration of 3-D point clouds, meshes, and images. Although the descriptors used in this work are the same as in this paper, conclusions regarding a classification of 3-D point clouds can hardly be derived from their results.
Finally, a survey on 3-D object recognition in cluttered scenes with local surface features (Guo et al., 2014) provides a good overview of the available descriptors and divides them with a taxonomy into different descriptor types. In addition, there is an informal comparison of the performance of each descriptor, which, however, is based on the statements given in each individual publication and not on an own evaluation.
Local 3-D Feature Descriptors
The goal of local 3-D feature descriptors is the description of particularly "interesting" local areas of a 3-D object. The advantages of local representations consist in their robustness with respect to noise, and their variability concerning object shape and partial occlusions. A wide variety of methods exists (Guo et al., 2014) , but not all are suitable for 3-D point clouds, but rather meshes or depth images. The following five local 3-D feature descriptors are suitable for the local description of 3-D point clouds and are evaluated in this paper.
The Spin Image (SI) descriptor (Johnson and Hebert, 1998; Johnson and Hebert, 1999) is arguably the most cited and approved local 3-D descriptor. It is a histogram based method that requires a normal vector as a rotation axis. In a nutshell, all 3-D points of the local environment are collected while the 2-D histogram is rotated around the normal vector.
The Point Feature Histogram (PFH) (Rusu et al., 2008a ) is a histogram based approach as well. Rusu et al. compute Darboux frames (Rusu et al., 2008a) for each 3-D point of a local spherical environment. The three angles of each Darboux frame are subdivided into 5 intervals and filled in a histogram with 125 bins.
Since the computational complexity for the determination of Darboux frames at each point within a k-neighborhood is O(k 2 ), the computation of PFH is relatively slow. For this reason, Rusu et al. proposed a simplified version of PFH named Fast Point Feature Histogram (FPFH) (Rusu et al., 2009) . They preserved the basic characteristics of the descriptor, but replaced the computation of the Darboux frame with an approximation of it.
Tombari et al. propose a descriptor called Signatures of Histograms of Orientations (SHOT) (Tombari et al., 2010b; Salti et al., 2014) . A spherical neighborhood is divided into several segments. For each segment a histogram is filled with the cosine values of the angles between the z-axis of the local reference frame and the normal vectors of all points that are part of the currently considered segment.
Another local 3-D feature descriptor introduced by Tombari et al. is Unique Shape Context (USC) (Tombari et al., 2010a) . It is an extension of the 3-D Shape Context (3DSC) (Frome et al., 2004) , which essentially consists of a spherical histogram divided into radial, elevation, and azimuth divisions. Tombari et al. determine a unique local reference frame to ensure that the histogram has unique orientation.
Bag of Words Classification 
CLASSIFICATION PIPELINE
At a conceptual level, a 3-D classification pipeline is based on four main steps. These are the keypoint selection (Salti et al., 2011; Dutagaci et al., 2012; Filipe and Alexandre, 2013) , the extraction of local feature descriptions (Alexandre, 2012; Guo et al., 2014) , a bag-of-words model (Wu and Lin, 2011; Cholewa and Sporysz, 2014) , and a machine learning method for the classification task for which support vector machines (Toldo et al., 2010) are widely used. Figure 2 depicts these steps with a conceptual illustration of such a pipeline. The individual steps and their parameters are discussed in detail in the next subsections.
Point Clouds
The dataset used in the context of this work is the RGB-D Object Dataset (Lai et al., 2011) . The dataset contains 51 object classes, e. g., banana, calculator, glue stick, or sponge. Each object class comprises several different objects of the same object class. The object class coffee mug, for example, contains 8 different types of coffee cups. In summary, the datasets contains 300 different objects where each object was captured in different poses. This results in 207841 distinct point clouds. The mean point cloud resolution (pcr) of these point clouds is ≈ 0.001295.
As not only the complete set of object classes, but also a part of it will be used in context of this evaluation, a subset is specified in the following. It consists of 10 randomly selected object classes, namely cap, coffee mug, food bag, greens, hand towel, keyboard, kleenex, notebook, pitcher, and shampoo. These 10 object classes contain approx. 36500 3-D point clouds from 53 distinct objects (cf. 
Keypoint Selection
Keypoints, also referred to as interest points, are points in images or 3-D point clouds that distinctively describe an interesting region. They are supposed to be stable under varying conditions. To ensure that our evaluation results are independent of the choice of a keypoint selection algorithm, two different keypoint selection algorithms are used throughout this paper.
The first method is the keypoint algorithm introduced in context of the Intrinsic Shape Signature (ISS) (Zhong, 2009 ). According to (Salti et al., 2011) and (Filipe and Alexandre, 2013 ) the ISS keypoint algorithm yields the best scores in terms of repeatability and is the fastest of the tested algorithms. All relevant parameter values for the Intrinsic Shape Signature keypoint algorithm have been determined in the evaluation of (Salti et al., 2011) . Based on their results we use a radius of 6 · pcr for our evaluation.
Considering the fact that there are still many current pipelines that rely on sparse sampling (Guo et al., 2014) , sparse sampling is used as a second option. The distance of points using sparse sampling varies significantly depending on the approach (Johnson and Hebert, 1998; Frome et al., 2004; Drost et al., 2010; Aldoma et al., 2012b) . Thus, we use a radius of 6 · pcr for sparse sampling, as well.
Feature Description
In this subsection we discuss the individual parameters of the five local 3-D feature descriptors (cf. Subsection 2.2) we compare in our evaluation.
Spin Image
There are three main parameters to configure Spin Image (SI): the height, the width, and the radius used for the determination of the normal vector. The height and the width of SI histograms described in (Johnson and Hebert, 1998) is 20 × 10. In a later work they propose a size of 15 × 15 (Johnson and Hebert, 1999) , while (Aldoma et al., 2012a ) prefer a size of 17 × 9. In contrast to Johnson and Hebert, who use meshes in their experiments, Aldoma et al. use point clouds. Furthermore, they use an uneven number of square bins with an edge length equal to the point cloud resolution to take account of the sparse distribution of point clouds. Therefore, we decided to follow Aldoma et al. and use spin images with a size of 17 × 9 = 153 bins for our evaluation. The normal vector will be calculated based on the same radius used to compute the histogram: 9 · pcr.
Point Feature Histogram
PFH requires two radii, the spherical support area and a radius to approximate the normal vectors of the Darboux frames. The size of the spherical support areas, i. e., the k-neighborhoods, are given by (Rusu et al., 2008a) in meters and centimeters within an interval of [2.0 cm, 3.5 cm] for an indoor kitchen scene and [50 cm, 150 cm] for an outdoor urban scene. Our test data mainly includes household objects with a size of at most 30 cm. Thus, we can assume that local features can be limited to a size of 5 cm or a kneighborhood with a radius of 2.5 cm, which fits to the radii that are used by Rusu et al. for the kitchen scene and is approximately equivalent to 19.3 · pcr.
An indication of the size of the area used for the approximation of the normal vectors is given by (Alexandre, 2012) . He proposes a radius of 1cm which is ≈ 7.7 · pcr in our dataset. Therefore, we use a radius of 20 · pcr for the spherical support area, and a radius of 8 · pcr to approximate the normal vector.
Fast Point Feature Histogram
As the Fast Point Feature Histogram (Rusu et al., 2009 ) is based on the Point Feature Histogram and follows the same mechanism, we use the same radii as for the Point Feature Histogram. (Tombari et al., 2010b) recommend histograms with 11 bins and a segmentation of the spherical environment with 8 azimuth divisions, 2 elevation divisions, and 2 radial divisions. Additionally, Tombari et al. specify the size of the support area with 15 · pcr. We will use all these parameter values for our evaluation, too.
Signatures of Histograms of Orientations

Unique Shape Context
All required parameter values for USC are given by (Tombari et al., 2010a) : 10 radial divisions, 14 azimuth divisions, and 14 elevation divisions. The outer radius of the spherical histogram is 20 · pcr, the inner radius of the spherical histogram is 2 · pcr, the radius to approximate the normal vector is 20 · pcr, and the density radius is 2 · pcr. We use these values in our evaluations as well.
Bag-of-words
A bag-of-words model is used to count the occurrences of words of a text in a histogram. In the same way a bag-of-words model can be used to count the occurrences of local feature descriptions. In this context it is often called a bag-of-features.
The only parameter required in advance is the number of bins of the histogram. For each bin, a representative local 3-D feature description is required. These descriptions are taken from the centers of each cluster determined by k-means clustering on precomputed local 3-D feature descriptions. The initial centers of the clusters are chosen at random by using a k-means variant named k-means++ (Arthur and Vassilvitskii, 2007) . The distance measure used is the Euclidean distance.
Depending on the referred source, the selected number of clusters k differs by orders of magnitude. (Yi et al., 2014) . For this reason, 7 different histogram sizes, i. e., 10, 20, 50, 100, 200, 500, and 1000 will be compared in this evaluation.
Classification
Most of the classification approaches in (Toldo et al., 2009; Toldo et al., 2010; Knopp et al., 2010; Madry et al., 2012; Madry et al., 2013; Seib et al., 2013; Yi et al., 2014) use support vector machines as underlying technique. Only the approach proposed by Yi is based on a different concept using a language model. Rusu et al. state , that support vector machines have already been used for a classification based on a bag-of-features model for color images with great success (Rusu et al., 2008b; Rusu, 2010) . In the referenced works, Rusu et al. test support vector machines, k-nearest neighbor searches, and k-means clustering in different configurations against each other. The best results are achieved using an SVM with a radial basis function (RBF) as kernel. There are some other approaches, e. g., the work presented by (Lai et al., 2011) , where in some cases an alternative machine learning approach leads to slightly better results. However, since SVMs are the most widely used classification method in this problem domain, the evaluation presented here will also use SVMs as binary classifier for each object class. Accordingly, a Gaussian radial basis function is used as kernel.
Summary
In summary, for a given 3-D point cloud we extract a set of keypoints with ISS and sparse sampling. For each keypoint we compute a local 3-D feature description based on one of the five selected algorithms and determine the nearest representative to count the feature description in the corresponding bin of the bag-of-features histogram. Finally, the bag-offeatures histogram is used as input vector for the SVM of each object class and the best matching object class is selected based on the SVM responses.
EVALUATION
In this section the evaluation of local 3-D feature descriptors is presented in detail. Initially, the most appropriate keypoint algorithm, the optimal size of a bag-of-features histogram, and the best SVM training parameters are determined. This is done in Subsection 4.1, 4.2, and 4.3. In these subsections, all pipeline parameters are optimized to maximize the correct assignment of an object corresponding to object class C to C. Subsequently, Subsection 4.4 merges these optimizations to an overall classification. Subsection 4.5 examines the computation times required to classify 3-D point clouds this way.
SVM-parameters
A Gaussian radial basis function
requires the specification of a single parameter γ which has to be determined depending on the data which is used to train the support vector machine. Additionally, the support vector machine requires a parameter C > 0, which is the penalty parameter of the error term, i. e., a multiplier of the distance of misclassified samples to their region.
A Note on SVM Training Histograms:
The following subsections contain small SVM training histograms with the size of 4 × 4 bins. All these histograms have the same axes and labels. To retain readability, the axes and labels are not included for each histogram. Instead, the labels and axes of all histograms are shown only once in Figure 4 . The values of C increase from left to right, while the values of γ increase from top to bottom. 
Sparse Sampling vs. ISS
To select the more appropriate keypoint algorithm, the achieved classification rates for both methods, sparse sampling and ISS, are compared. Figure 5 illustrates the mean binary classification rates in excerpts for FPFH. Each column represents a bag-of-features size. The upper row illustrates results that can be achieved with keypoints determined by the ISS algorithm, while the lower row contains the results based on sparse sampling. The mean binary classification rates for both methods have nearly the same values shifted by one γ-step. In order to complement the visual interpretation, Table 1 contains the values for ISS with gamma = 0.008 (second row of each ISS histogram) and sparse sampling with gamma = 0.001 (first row of each sparse sampling histogram). The differences in classification rates between ISS and sparse sampling are always less than 0.5%. This cannot be denoted as significant. For this reason, the number of keypoints should be considered with respect to the computation time. The average number of approx. 355 keypoints per point cloud identified by sparse sampling is more than two and a half times higher, than the average number of approx. 132 keypoints determined by ISS. Accordingly, sparse sampling will not be used due to the larger number of features to be calculated. Table 2 summarizes the best configuration of parameters for each of the evaluated local 3-D feature descriptors, as well as the corresponding classification rates. 
Local 3-D Feature Descriptors
Overall Classification Results
The mean binary classification rates shown so far, consider only how well an object corresponding to object class C is correctly assigned to C. In practice, however, it is decisive how often an object corresponding to object class C is incorrectly assigned to another objects class C . This value is relatively high due to the fact that the shapes of many objects are very similar. Thus, the overall classification rate is by far lagging behind the mean binary classification rate of approx. 96%. In fact, an exact assignment (a point cloud is only assigned to the correct object class and all other SVMs reject the point cloud) can neither be achieved considered all 51 object classes, nor while using the subset of 10 object classes (see Section 3.1). However, when choosing only that object class where the corresponding SVM returns the highest distance between the input vector (i. e., the bag-offeatures histogram) with respect to the separating hyperplane, the classification rates shown in Table 3 can be achieved. Above that, the classification rates that can be achieved for 10 object classes are only slightly lower than those that were achieved by (Alexandre, 2012) . 
Computation Times
The computation times of the five local 3-D feature descriptors may be of particular interest to select one of these algorithms depending on the requirements. Table 4 gives a brief overview of the system used for all computations. The average computation times to classify a 3-D point cloud with one of the five local 3-D feature descriptors are shown in Table 5 . The values reflect the Table 6 shows the mean computation times of a single local 3-D feature description and a factor that enables a quick comparison of the computation times with respect to the fastest algorithm SI. 
DISCUSSION
Our evaluation of five local 3-D feature descriptors with a focus on 3-D object classification shows, that it is possible to achieve approx. 60% to 65% correct class assignments with PFH, FPFH, and USC (cf. Table 3). The two other algorithms, SI and the SHOT achieve classification rates of only 22% and 23%. In case of SI the mean binary classification rate of 92.80% is considerably lower compared to the other algorithms. The reason for the bad results of SHOT remains unclear. Considering the algorithms with respect to the computation and classification times, SI and SHOT are by far the fastest methods (cf . Table 5 and 6). However, the classification rates of these two algorithms are so low that the two algorithms should not be used in this context. Of the remaining three algorithms FPFH is the fastest and best method, i. e., the method with the highest classification rate at the same time. However, considering the classification results of all local 3-D feature descriptors in context of the full test dataset using all 51 object classes (cf. Table 3) it turns out that a classification of 3-D objects, that are almost indistinguishable in terms of shape, is in fact not possible. For this reason, the use of local 3-D features can only be seen as a complement to colorbased object classification. This is in particular the case when ambiguous textures or bad lighting conditions complicate a color image based method.
CONCLUSION
Summarizing, the Fast Point Feature Histogram provides the best results in terms of computation time and classification rate. However, it has to be taken into account that an object classification on the sole basis of 3-D representations only works when the classes are sufficiently different.
