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a b s t r a c t
In this paper, a fixed design regression model where the errors follow a strictly stationary
process is considered. In this model the conditional mean function and the conditional
variance function are unknown curves. Correlated errors when observations are missing
in the response variable are assumed. Four nonparametric estimators of the conditional
variance function based on local polynomial fitting are proposed. Expressions of the
asymptotic bias and variance of these estimators are obtained. A simulation study
illustrates the behavior of the proposed estimators.
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1. Introduction
In recent years, the estimation of the conditional variance function in regression models has gained interest. In the
nonparametric approach, the regression function and the corresponding conditional variance function play a crucial role,
both being totally unknown. In this article we will focus only on the estimation of the conditional variance function. This
estimation is important in many contexts, primarily the estimation itself, or any contrast about its form, for example, a
contrast of homoscedasticity. Its estimation is also important in the construction of confidence intervals for the regression
function, in the estimation of any smoothing parameter, etc., where a pilot estimation of the conditional variance is generally
required. In the literature there are several basic references of interest on the nonparametric estimation of the variance, for
example the book of Carrol and Ruppert [1], and someworks of Dette et al. [2,3]. Of course, there are numerous applications,
extending from the classical examples of quality control (Box, [4]) to the more recent works in finance, where the variance
function is referred to as a volatility function (see for example Shephard, [5]).
In the nonparametric context estimation, two major classes can be distinguished: estimators based on the differences
and those based on the residuals.
Examples of difference-based kernel estimators are found in the works of Rice [6], Gasser et al. [7], Müller and
Stadtmüller [8], Hall et al. [9], etc. Dette et al. [2], among others, compare several of these variance estimators in
nonparametric regression. In the literature there are also contributions of other types of smoothers, like in the work of
Antoniadis and Lavergne [10], where, based on previous work of Müller and Stadtmüller [8], the nonparametric estimation
is generalized to wavelet-type methods.
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Examples of the alternative residual-based kernel estimators are found in Hall and Carrol [11], Neumann [12], Ruppert
et al. [13] and Fan and Yao [14], among others.
Recently, new ideas have been found in the literature. The papers of Ziegelman [15] for the volatility function estimation,
or the studies based on ideas of local likelihood assuming independent and identically distributed Gaussian errors, as in Yu
and Jones [34], are clear examples of interest in the topic.
However, most of the statistical methods are designed for complete data sets, and problems arise when missing
observations are present, which is a common situation in biomedical, environmental or socioeconomic studies, for example.
Classic examples ofmissing observations are found in the field of social scienceswith the problemof non-response in sample
surveys (Särndal and Lundström, [16]), in clinical studies (Molenberghs and Kenward, [17]), in genetics (Meng, [18]), etc.
The statistical inference with missing data has received special interest in recent years; in the nonparametric context, there
are the papers of González Manteiga et al. [19–21] and Pérez González et al. [22]; in semiparametric modelling, there is the
recent work of Tsiais [23], in longitudinal data that of Daniels and Hogan [24], in small-area estimation that of Longford [25],
etc.
Heteroscedastic regression models are important in practice because many scientific studies with local variability of
the data can be explained by these regression models. In this case, the estimation of the conditional variance function is
important and this is the objective of this article. Nonparametric methods are appropriate tools used to estimate a function
and the Local Polynomial Regression (LPR) estimator is an attractive technique used to estimate the regression function
with good theoretical and practical properties. There are many studies on local polynomial fitting; an extensive study can
be found in Fan and Gijbels [26].
In many situations, the independence of data assumption cannot be assumed: for example, in regression models that
arise in economic studies, in the analysis of growth curves and usually in situations in which data are collected sequentially
over time, for example, in the study of time series with deterministic tendency.
In this paper, the heteroscedastic regression model with fixed design is considered and the aim is to introduce
nonparametric estimators of the conditional variance function using local polynomial fitting when the errors are correlated
and there are missing observations in the response variable.
Two nonparametric variance function estimation methods in a regression model are worth noting. Take the regression
model
Y = m(x)+ s(x)ε,
where ε is the error of zero mean. The first method uses the decomposition Var (Y | x) = E (Y 2∣∣ x)− (E (Y | x))2 to estimate
the conditional variance applying nonparametric estimators to the regression functions: m(x) = E (Y | x) and g(x) =
E
(
Y 2
∣∣ x). The secondmethod is based on the relation Var (Y | x) = E ( (Y −m (X))2∣∣ x). Thus, the terms r = ((Y −m (X))2)
are estimated from a nonparametric fit
(
rˆt
)
, and then the variance estimator is defined as the nonparametric estimator of the
regression function E ( r| X) from the sample {(xt , rˆt) : t = 1, . . . , n}. These nonparametric estimations can be obtained, for
example, by using the Local Polynomial Regression estimator, although they can also be generalized to any linear smoother
(e.g., smoothing splines, kernel estimator, wavelet, etc.).
These two techniques have been used for dependent data byHärdle and Tsybakov [27] and Fan and Yao [14], respectively,
in a context of random design with complete data. Later, Vilar-Fernández and Francisco-Fernández [28] studied the
asymptotic behavior of both methods using the Local Polynomial Regression estimator in a fixed design.
However, when the sample has missing observations in the response variable, two strategies can be followed mainly.
The first one only uses complete observations, giving a simplified estimation. The second one is based on the techniques
of simple imputation already used by Chu and Cheng [29] or González-Manteiga and Pérez-González [19]. This estimation
method, which we will refer to as imputed estimation, consists in using the simplified estimator to estimate the missing
observations of the response variable and then applying the estimator for complete data to the completed sample. Recently,
Pérez-González et al. [22] studied local polynomial regression with imputation in a context of fixed design with correlated
errors and missing data in the response variable.
By combining the two methods to estimate the conditional variance function (Härdle and Tsybakov [27] and Fan and
Yao [14]) with the two strategies to follow in the estimation with missing observations (simplified and imputed), four
estimators of the conditional variance function are obtained. These estimators are studied in this paper from an asymptotic
statistical viewpoint.
The organization of the work is as follows. In Section 2, four estimators for the conditional variance v(x) = s2(x)
are introduced. In Section 3, expressions of the asymptotic bias and variance of the defined estimators are obtained. The
extension to the multivariate case is studied in Section 4. A simulation study is shown in Section 5. The conclusions are
presented in Section 6, and finally, a sketch of the proofs of the asymptotic results is given in Section 7.
2. The nonparametric estimators
Let us consider the fixed regression model where the functional relationship between the design points, xt,n, and the
responses, Yt,n, can be expressed as
Yt,n = m(xt,n)+ s(xt,n) εt,n, 1 ≤ t ≤ n,
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wherem(x) and s(x), with s(x) > 0, are ‘‘smooth’’ functions defined in [0, 1], without any loss of generality. The errors εt,n,
1 ≤ t ≤ n, are a sequence of unobserved random variables with E(εt,n) = 0 and E(ε2t,n) = 1. We assume, for each n, that{
ε1,n, ε2,n, . . . , εn,n
}
have the same joint distribution as {ε1, ε2, . . . , εn}, where {εt , t ∈ Z} is a strictly stationary stochastic
process. Hence, it is assumed that the errors of the model can be in general dependent.
Also, it is assumed that the design points xt,n, 1 ≤ t ≤ n, follow a regular design generated by a density f ; that is, for
each n, the design points are defined by∫ xt,n
0
f (x)dx = t − 1
n− 1 , 1 ≤ t ≤ n,
where f is a positive function, defined in [0, 1], and its first derivative is continuous. To simplify the notation, we will not
use n in the subindexes; that is, we will write xt , Yt and εt .
The response variable Y can have missing data. To check whether an observation is complete
(
(xt , Yt) ∈ R2
)
or not
((xt , ?)), a new variable δ is introduced into the model as an indicator of the missing observations. Thus, δt = 1 if Yt is
observed, and zero if Yt is missing for t = 1, . . . , n.
Following the patterns in the literature (see Little and Rubin [30]), we need to establish whether the loss of an item of
data is independent or not of the value of the observed data and/or the missing data. In this paper we suppose that the data
are missing at random (MAR), i.e.
P (δt = 1/Yt , xt) = P (δt = 1/xt) = p(xt), (1)
where p is a positive function, defined in [0, 1], and its first derivative is continuous. We suppose that the variables {δt}
with 1 ≤ t ≤ n, are independent.
In this section, four estimators of the conditional variance function are introduced. Each uses LPR techniques, although
different approaches are followed for their construction. Due to the simple decomposition v(x) = E (Y 2∣∣ x) − m2(x), an
estimator of v(x) is defined by
vˆn(x) = gˆn(x)−
{
mˆn(x)
}2
, (2)
where gˆn(x) is an estimator of
g(x) = E (Y 2∣∣ x) ,
and mˆn(x) is an estimator ofm(x) = E (Y | x). The first estimator arises from using estimators, mˆn(x) and gˆn(x), based on the
LPR estimator computed from only complete observations.
So, assuming that the (p1 + 1)th derivatives of m(x) and g(x) exist and are continuous, local polynomial fitting
permits estimating the parameter vectors β(x) = (β0(x), β1(x), . . . , βp1(x))T, where βj(x) = m(j)(x)/(j!), and γ(x) =(
γ0(x), γ1(x), . . . , γp1(x)
)T, where γj(x) = g(j)(x)/(j!), with j = 0, 1, . . . , p1, by minimizing, respectively, the functions
Ψ1(β(x)) =
(
Yn − X1,nβ(x)
)T Wδ1,n (Yn − X1,nβ(x)) ,
and
Ψ2(γ(x)) =
(
Y2n − X1,nγ(x)
)T Wδ1,n (Y2n − X1,nγ(x)) ,
where
Yn =
Y1...
Yn
 , Y2n =
Y
2
1
...
Y 2n
 , X1,n =
1 (x1 − x) · · · (x1 − x)
p1
...
...
...
...
1 (xn − x) · · · (xn − x)p1
 ,
Wδ1,n = diag
(
n−1K1,h1 (x1 − x) δ1, . . . , n−1K1,h1 (xn − x) δn
)
with K1,h1(u) = h−11,nK
(
h−11,nu
)
, K1 being a kernel function and h1,n the smoothing parameter.
Assuming the invertibility of the matrix XT1,nW
δ
1,nX1,n, the following estimators are obtained:
βˆS,n(x) =
(
XT1,nW
δ
1,nX1,n
)−1 XT1,nWδ1,nYn, (3)
and
γˆS,n(x) =
(
XT1,nW
δ
1,nX1,n
)−1 XT1,nWδ1,nY2n. (4)
In the calculation of βˆS,n(x) and γˆS,n(x) given (3) and (4), respectively, the missing terms of Yn and Y2n can be substituted by
0.
Now, the estimator vˆS1,n(x) of v(x) is defined as
vˆS1,n(x) = eT1γˆS,n(x)−
{
eT1βˆS,n(x)
}2
, (5)
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where e1 is the (p1 + 1) × 1 vector having 1 in the first entry and all other entries being 0. For the case of complete data
(p(x) = 1), this estimator was studied by Härdle and Tsybakov [27] with the random regression model and by Vilar-
Fernández and Francisco-Fernández [28] with fixed design.
The estimator mˆS,h1(x) = eT1βˆS,n(x) is the simplified estimator of the regression function studied by Pérez-González et al.
[22] in the context of correlated errors when observations are missing in the response variable.
Using the relation (2), the second estimator (imputed estimator) is computed in two steps. In the first step, the simplified
estimator of m(x) with degree p0, kernel K0 and smoothing parameter h0,n, mˆS,h0(x), is used to estimate the missing
observations. Thus, the sample
{(
xt , Yˆt
)}n
t=1
is completed, where Ŷt = δtYt + (1− δt) mˆS,h0 (xt). Now, the simplified
estimator computed in (5) is applied to the data
{(
xt , Yˆt
)}n
t=1
with degree p1, kernel K1 and smoothing parameter h1,n.
The expression of this estimator is
vˆI1,n(x) = eT1γˆI,n(x)−
{
eT1βˆI,n(x)
}2
, (6)
where
βˆI,n(x) =
(
XT1,nW1,nX1,n
)−1 XT1,nW1,nYˆn,
and
γˆI,n(x) =
(
XT1,nW1,nX1,n
)−1 XT1,nW1,nYˆ2n,
withW1,n = diag
(
n−1K1,h1 (x1 − x) , .., n−1K1,h1 (xn − x)
)
and Yˆ2n =
(
Yˆ 21 , . . . , Yˆ
2
n
)T
.
In those points xwhere v(x) is close to 0, the estimators defined in (5) or (6) could be negative. In those cases, vˆS1,n(x) or
vˆI1,n(x) is defined as 0.
Following Fan and Yao [14], an alternative method of estimation of the volatility function v(x) is based on the relation
v(x) = E ( r| x), where r = (Y −m(X))2 and one estimator of v(x) can be computed in two steps. First, nonparametric
residuals are obtained (using, for instance, mˆS,h0 , the LPR estimator, with degree p0, kernel K0 and bandwidth h0,n); squaring
them results in
rˆt =
{{Yt − mˆS,h0(xt)}2, if δt = 1
is not observed, if δt = 0. t = 1, 2, . . . , n. (7)
In a second step, the estimator of v(x) is defined as the LPR estimator with degree p1, kernel K1 and bandwidth h1,n, using{
rˆt
}n
t=1 as the response variables. So, the new estimator of the volatility function considered is defined by
vˆS2,n(x) = eT1
(
XT1,nW
δ
1,nX1,n
)−1 XT1,nWδ1,nRˆn, (8)
where Rˆn =
(
rˆ1, . . . , rˆn
)T. The missing terms of Rˆn can be substituted by 0 in the calculation of the estimator vˆS2,n(x), given
in (8).
The estimator vˆS2,n(x), for the case of complete data, was studied in a setup of dependence by Fan and Yao [14] with a
random regression model and by Vilar-Fernández and Francisco-Fernández [28] with fixed design.
The fourth proposed estimator of v(x) is obtained using the same method but, in this case, in a first step, the missing
nonparametric residuals are estimated. For this, once the nonparametric residuals are calculated (30), the unobserved
residuals are imputed using LPR with degree p1, kernel K1 and bandwidth h1,n in the sample
{
(xt , rˆt) : δt = 1
}
. Then, it
is obtained that
r˜t = δt rˆt + (1− δt) vˆS2,n(xt), t = 1, 2, . . . , n.
Finally, the estimator of the conditional variance function is computed, applying LPR with degree p2, kernel K2 and
bandwidth h2,n to the data
{(
xt , r˜t
)}n
t=1. The expression of this estimator is
vˆI2,n(x) = eT2
(
XT2,nW2,nX2,n
)−1 XT2,nW2,nR˜n, (9)
where R˜n =
(
r˜1, . . . , r˜n
)T and e2, X2,n andW2,n are defined as e1, X1,n andW1,n, respectively, changing p2, K2 and h2,n to
p1, K1 and h1,n, respectively.
3. Asymptotic properties
In this section, asymptotic expressions for the bias and variance of the four estimators of the conditional variance function
defined in (5), (6), (8) and (9) are obtained.
We assume that the (p + 1)th derivatives of m(x) and g(x) exist and are continuous, where p = max {pr : r = 0, 1, 2},
and we also assume the invertibility of the matrices XTr,nWr,nXr,n and X
T
r,nW
δ
r,nXr,n, r = 0, 1, 2.
The following Assumptions will be needed in our analysis.
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A.1. The kernel functions Kr , r = 0, 1, 2, are symmetric densities, with bounded support, and are Lipschitz continuous.
A.2. The bandwidth hr,n satisfies that hr,n > 0 , hr,n ↓ 0, nhr,n ↑ ∞, where r = 0, 1, 2.
A.3. The errors {εt} satisfy E
(
ε2t
) = 1, E (εt) = E (ε3t ) = 0, and E (ε4t ) < ∞. Moreover, denoting c (k) = Cov(εt , εt+k),
k = 0,±1, . . ., then
∞∑
k=1
k |c (k)| <∞, and d(ε) =
∞∑
k=−∞
Cov(ε2t , ε
2
t+k) <∞.
The following notation will be used. Let Sr and S˜r , r = 0, 1, 2, (pr + 1) × (pr + 1) be arrays whose (i+ 1, j+ 1)th
elements are, respectively, µi+j(Kr) and γi+j(Kr), 0 ≤ i, j ≤ pr , with µi(Kr) =
∫
uiKr(u)du and γi(Kr) =
∫
uiK 2r (u)du.
By Assumption A.1, Sr and S˜r are positive definite, and therefore, non-singular. Also, we denote µr = (µpr+1(Kr),
. . . , µ2pr+1(Kr))T and µ˜r = (µ0(Kr), . . . , µpr (Kr))T, r = 0, 1, 2.
Let
K˜r(u) = (pr ! |Mr(u)| / |Sr |) Kr(u), r = 0, 1, 2, (10)
whereMr(u) is the same array as Sr , except that the (pr + 1)th row is replaced by (1, u, . . . , upr )T. K˜r is the pr th-order kernel
as defined by Gasser et al. [31].
Theorem 1. If Assumptions A.1, A.2 and A.3 are fulfilled, for every x ∈ (h1,n, 1− h1,n), we have
E
(̂
vS1,n (x)− v (x) |δ
) = hp1+11,n
(p1 + 1)!
(
v(p1+1)(x)+ (m2(x))(p1+1) − 2m(x)m(p1+1)(x))µp1+1(K˜1)+ op (hp1+11,n ) , (11)
and
Var (̂vS1,n (x) |δ) = 1nh1,n
v2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜1)+ op
(
1
nh1,n
)
, (12)
where δ = (δ1, . . . , δn)t , dδ (ε) = p(x)2d (ε)+ p(x)q(x)E
(
ε4t
)
and q(x) = 1− p(x).
In Theorem 2, asymptotic expressions for the bias and variance of estimator v̂I1,n are obtained.
Theorem 2. If Assumptions A.1, A.2 and A.3 are fulfilled, for every x ∈ (sn, bn) where sn = max{h0,n, h1,n} and
bn = min{1− h0,n, 1− h1,n}, we have
E
(̂
vI1,n (x)− v (x) |δ
) = hp1+11,n
(p1 + 1)!
(
v(p1+1)(x)+ (m2(x))(p1+1) − 2m(x)m(p1+1)(x))µp1+1(K˜1)
+ h
p0+1
0,n q(x)
(p0 + 1)!
(
v(p0+1)(x)+ (m2(x))(p0+1) − 2m(x)m(p0+1)(x))µp0+1(K˜0)µ0(K˜1)
+ op
(
hp0+10,n + hp1+11,n
)
. (13)
In the asymptotic expression for the variance, three cases are considered.
• If h1,n = ξh0,n,
Var (̂vI1,n (x) |δ) = 1nh1,n
v2 (x)
f (x)
dδ (ε)
×
(
γ0(K˜1)+ ξ 2 q(x)
2
p(x)2
∫
A01(v)2dv + 2ξ q(x)
p(x)
∫
K˜1(v)A01(v)dv
)
+ op
(
1
nh1,n
)
, (14)
where A01(v) =
∫
K˜1(u)K˜0 ((v − u) ξ) du.
• If h0,nh1,n → 0,
Var (̂vI1,n (x) |δ) = 1nh1,n
v2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜1)+ op
(
1
nh1,n
)
. (15)
• If h0,nh1,n →∞,
Var (̂vI1,n (x) |δ) = 1nh1,n
v2 (x)
f (x)
dδ (ε) γ0(K˜1)+ op
(
1
nh1,n
)
. (16)
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To establish the asymptotic bias and variance of estimators v̂S2,n (x) and v̂I2,n (x), the following additional Assumptions
are necessary.
A.4.
∑∞
k=1 c (k)
2 <∞.
A.5. The process of the random errors {εt} has amoving averageMA(∞)-type dependence structure, εt =∑∞i=0 φiet−i, with
kurtosis of the white noise {et} being equal to 0.
A.6. i.
(
h2(p0+1)0n + (nh0n)−1
)
= o
(
hp1+11n
)
.
ii.
(
h2(p0+1)0n + (nh0n)−1
)
= o
(
hp2+12n
)
.
Theorem 3. If Assumptions A.1–A.5 and A.6.i are fulfilled, for every x ∈ (sn, bn) where sn = max{h0,n, h1,n} and
bn = min{1− h0,n, 1− h1,n}, we have
E
(̂
vS2,n (x)− v (x) |δ
) = hp1+11,n
(p1 + 1)!v
(p1+1)(x)µp1+1(K˜1)+ op
(
hp1+11,n
)
, (17)
and
Var (̂vS2,n (x) |δ) = 1nh1,n
v2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜1)+ op
(
1
nh1,n
)
. (18)
The asymptotic bias and variance of the imputed estimator obtained by the second method are established in the
following theorem.
Theorem 4. If Assumptions A.1–A.5 and A.6.ii are fulfilled, for every x ∈ (s˜n, b˜n) where s˜n = max
{
h0,n, h1,n, h2,n
}
and
b˜n = min{1− h0,n, 1− h1,n, 1− h2,n}, we have
E
(̂
vI2,n (x)− v (x) |δ
) = hp2+12,n
(p2 + 1)!v
(p2+1)(x)µp2+1(K˜2)+
hp1+11,n q(x)
(p1 + 1)! v
(p1+1)(x)µp1+1(K˜1)+ op
(
hp1+11,n + hp2+12,n
)
. (19)
In the asymptotic expression for the variance, three cases are considered:
• If h2,n = ηh1,n,
Var (̂vI2,n (x) |δ) = 1nh2,n
v2 (x)
f (x)
dδ (ε)
×
(
γ0(K˜2)+ η2 q(x)
2
p(x)2
∫
A12(v)2dv + 2η q(x)
p(x)
∫
K˜2(v)A12(v)dv
)
+ op
(
1
nh2,n
)
, (20)
where A12(v) =
∫
K˜2(u)K˜1 ((v − u) η) du.
• If h1,nh2,n → 0,
Var (̂vI2,n (x) |δ) = 1nh2,n
v2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜2)+ op
(
1
nh2,n
)
. (21)
• If h1,nh2,n →∞,
Var (̂vI2,n (x) |δ) = 1nh2,n
v2 (x)
f (x)
dδ (ε) γ0(K˜2)+ op
(
1
nh2,n
)
. (22)
Remarks
• The conditions of dependence given in Assumption A.3. and A.4. are very general, and a large class of stationary processes
have MA (∞) representation and satisfy these conditions (see Brockwell and Davis, [32]).
• As observed in Theorems 1–4, the existence of missing observations has no influence on the bias of simplified estimators,
v̂S·,n, but it has an influence on the bias of imputed estimators, v̂I.,n, through the term q(x). The existence of missing
observations has an influence on the variance of the four proposed estimators: on the variance of simplified estimators,
v̂S·,n, through the term d
δ(ε)
p(x)2
, and on the variance of imputed estimators, v̂I·,n, through terms of the type dδ (ε)
(
q(x)
p(x)
)j
,
j = 0, 1, 2. The asymptotic variance of the simplified estimators, v̂S·,n, decreaseswhen p(x) increases and takes the lowest
value when p(x) = 1, that is, for the case of complete data. For the imputed estimators, v̂I1,n and v̂I2,n, this property is
verified directly for the case h0,nh1,n → 0 and
h1,n
h2,n
→ 0, respectively. In the cases h1,n = ξh0,n and h2,n = ηh1,n, the behavior
is more complex and depends on the values of parameters ξ and η and of the convolutions of the kernels.
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• The expressions of bias and variance of simplified estimators, v̂S·,n(x), given in Theorems 1 and 3 generalize those
obtained by Vilar-Fernández and Francisco-Fernández [28] for the case of complete data (p(x) = 1) under dependence.
• The dependence of the observations has an influence on the leading term of the variance of the four proposed estimators,
but not on the leading term of the bias. This influence is caused by the term dδ (ε) = p(x)2d (ε)+ p(x)q(x)E (ε4t ). When
the errors follow an AR(1) process, εt = ρεt−1 + et , with normal distribution, the value of d (ε) has the following form:
d (ε) =
∞∑
k=−∞
Cov
(
ε2i , ε
2
i+k
) = 21+ ρ2
1− ρ2 .
So, the asymptotic variance of the four estimators, v̂··,n, increases when the dependence increases, that is, when |ρ| goes
to 1.
• From Theorems 1 and 3, a comparison between v̂S1,n(x) and v̂S2,n(x) is possible if the same bandwidth (hn) and kernel
(K) are used in both estimators, v̂S1,n(x) and v̂S2,n(x) have the same asymptotic variance but the bias of v̂S1,n(x) has one
more term than the bias of v̂S2,n(x). This is,
Bias(̂vS1,n(x))− Bias(̂vS2,n(x)) = h
p+1
n
(p+ 1)! · µp+1(K˜) ·∆,
with
∆ = (m2(x))(p1+1) − 2m(x)m(p1+1)(x).
For the case of p = 1, its follows that ∆ = 2 (m′(x))2 > 0. Therefore, the bias of v̂S1,n(x) is greater than the bias of
v̂S2,n(x).
From Theorems 2 and 4, the same comparison between v̂I1,n(x) and v̂I2,n(x) can be done. As a consequence, it can be
deduced that it is preferable to use type 2 estimators, v̂2,n(x), based on Fan and Yao [14] than type 1 estimators, v̂1,n(x),
based on Härdle and Tsybakov [27].
The same thing was happening in the case of complete data, in the work of Vilar-Fernández and Francisco-
Fernández [28].
• From Theorem 4 it is deduced that the two smoothing parameters, h1,n and h2,n, used to calculate the imputed estimator
v̂I2,n(x) have an influence on the expressions of the bias and asymptotic variance. In the case
h1,n
h2,n
→ 0, if p1 = p2, the
second summand of the bias of v̂I2,n(x) is asymptotically null with respect to the first since h1,n = ◦(h2,n). Hence, in this
case, the imputed estimator v̂I2,n(x) and the simplified estimator v̂S2,n(x) have the same asymptotic mean squared error
(AMSE).
In the case h1,nh2,n → ∞, if p1 ≤ p2, the first summand on the right-hand side of Eq. (19) is the dominant term of the
bias, and there, the bias of estimator v̂I2,n(x) is greater than that of v̂S2,n(x), but in this case the variance of v̂S2,n(x) is
greater than that of v̂I2,n(x). In the case of the bias being negligible, the imputed estimator is better than the simplified
estimator. In other cases, the behavior depends on the bias–variance trade-off.
From the above, it is deduced that the imputed estimator v̂I2,n(x) gives good results if h2,n = ηh1,n is chosen. From
Theorems 1 and 2, the same argument can be used to compare the two type 1 estimators, v̂S1,n(x) and v̂I1,n(x).
• From Theorems 1–4 the AMSE of the four estimators proposed can be computed. Using pr = 1 and Kr = K , r = 0, 1, 2,
the following expressions are obtained.
For v̂S1,n (x), we have
AMSE
(̂
vS1,n (x) |δ
) = (h21,n
2
(
v(2)(x)+ (m2(x))(2) − 2m(x)m(2)(x))µ2(K˜))2 + 1nh1,n v
2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜). (23)
For v̂I1,n (x), making h1,n = ξh0,n, we have
AMSE
(̂
vI1,n (x) |δ
) = (h21,n
2
((
v(2)(x)+ (m2(x))(2) − 2m(x)m(2)(x))µ2(K˜)(1+ q(x)
ξ 2
µ0(K˜)
)))2
+ 1
nh1,n
v2 (x)
f (x)
dδ (ε)
(
γ0(K˜)+ ξ 2 q(x)
2
p(x)2
∫
A01(v)2dv + 2ξ q(x)
p(x)
∫
K˜(v)A01(v)dv
)
. (24)
For v̂S2,n (x), we have
AMSE
(̂
vS2,n (x) |δ
) = (h21,n
2
v(2)(x)µ2(K˜)
)2
+ 1
nh1,n
v2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜). (25)
1130 A. Pérez-González et al. / Journal of Multivariate Analysis 101 (2010) 1123–1142
For v̂I2,n (x), making h2,n = ηh1,n,
AMSE
(̂
vI2,n (x) |δ
) = (h22,n
2
v(2)(x)µ2(K˜)
(
1+ q(x)
η2
))2
+ 1
nh2,n
v2 (x)
f (x)
dδ (ε)
(
γ0(K˜)+ η2 q(x)
2
p(x)2
∫
A12(v)2dv + 2η q(x)
p(x)
∫
K˜(v)A12(v)dv
)
. (26)
• In the context of independence of the observations, the results of Theorems 1–4 and the expressions obtained in (23)–(26)
are valid with dδ (ε) = p(x)E (ε4t ).• From expressions (23)–(26), plug-in selectors of smoothing parameter can be obtained. For instance, using the estimator
v̂I2,n (x) with pr = 1 and Kr = K , r = 0, 1, 2 and h2,n = ηh1,n and considering h1,n = ϕn−1/5 as the usual selection,
plug-in selections of η and ϕ can be obtained as values that minimize one estimation of function AMSE
(̂
vI2,n (x) |δ
) =
AMSE (η, ϕ). This estimation ÂMSE (η, ϕ) is obtained when substituting in (26) the values of v(2) (x), cδ (ε), p(x) and f (x)
for estimations of these (for more details, see Pérez-González et al. [22]). Similar reasonings can be used in the remaining
estimators.
• It is interesting to study the effect of themean on nonparametric estimators for the variance function, in particular, when
the mean is rough (see Wang et al. [33]). In this paper two estimators for the variance have been considered, vˆ1,n(x) and
vˆ2,n(x). From Theorems 1–4 it can be observed that the rates of convergence are affected neither by the dependence of
the observations nor by the imputation in the important case of the two bandwidth parameters are of the same order
(h1,n = ξh0,n). So, we discuss the case of the simplified estimators.
Whenm is not differentiable, the first estimator, vˆS1,n(x), based on the expression Var (Y | x) = E
(
Y 2
∣∣ x)− (E (Y | x))2 =
g(x)− (m(x))2, cannot be computed because it is not possible to use the local linear (or polynomial) smoother.
For the second estimator, vˆS2,n(x), based on the expression Var (Y | x) = E
(
(Y −m (X))2∣∣ x), one approximation of the
same order can obtained using equivalent kernels:
v̂ (x) =
n∑
t=1
ωt (x) (Yt − mˆS,h0 (xt))2,
where ωt are the weights of the equivalent kernel. The lack of smoothness could lead to a estimator with minimal bias
for m (mˆS,h0 ), for example, mˆS,h0 (xt) = Yt+1. This estimator achieves the rate of minimax squared error, as was pointed
out in Wang et al. [33].
• Recall that the correlation does not change the rates of convergence. If the usual selection of bandwidths h1,n = ξh0,n
and h2,n = ηh1,n for v̂I1,n and v̂I2,n is considered, then a unique bandwidth hn fixes the rate of convergence. For pr = 1
and Kr = K , r = 0, 1, 2, we obtain
AMSE(̂v (·) |δ) ≈ h4nC1 +
1
nhn
C2,
where C1 and C2 are constants.
The optimal bandwidth that minimizes the AMSE leads to the rate n−
4
5 . If the regression function (m) and the variance
function (v) have two derivatives, the minimax rate is max{n−4α, n −2β2β+1 } = max{n−8, n−45 } = n−45 , as can be seen in
Wang et al. [33].
4. Extension to the multivariate design case
In this section we extend the previous results to the multidimensional setting. Therefore, consider now that the design
points of the regression model xt,n are Rd-valued.
In order to extend the variance nonparametric estimators defined in Section 2, we will use multivariate local polynomial
kernel regression with fixed design and correlated errors. Masry [35,36] analyzed the estimation of the multivariate
regression function for time series by local polynomial fitting with complete data. On the other hand, González-Manteiga
and Pérez-González [19] studied the asymptotic behavior of multivariate local linear regression with missing data in the
response variable and random design.
We consider the following regression model:
Yt = m(xt)+ s(xt)εt = m(x1,t , . . . , xd,t)+ s(x1,t , . . . , xd,t)εt , 1 ≤ t ≤ n,
wherem is d-dimensional (d ≥ 1) defined in I1 × I2 × · · · Id ⊂ Rd.
The design points xt =
(
x1,t , . . . , xd,t
)
, 1 ≤ t ≤ n, follow a regular design generated by a multidimensional density f .
So, for each n, the design points are defined by∫ x1,t
0
· · ·
∫ xd,t
0
f (u1, . . . , ud)du1 . . . dud = t − 1n− 1 , 1 ≤ t ≤ n,
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where f is a positive function, defined in I1 × I2 × · · · Id, and its first partial derivatives are continuous.
In this section, we consider the local linear estimators, i.e. pi = 1 for i = 0, 1, 2. The extension to a local polynomial
estimator with degree greater than one could be obtained using similar techniques to those used in Masry [35,36].
The extension to the multivariate case of the estimators vˆS1,n(x) and vˆI1,n(x), given in (5) and (6), respectively, can be
obtained in the following way.
Let
Xn =
1 (x1 − x)
T
...
...
1 (xn − x)T

n×(d+1)
and
Wδ1,n = diag
(
n−1KH1,n (x1 − x) δ1, . . . , n−1KH1,n (xn − x) δn
)
, (27)
with KH1,n(u) =
∣∣H1,n∣∣−12 K (H−121,nu), where the kernel function K is d-dimensional and H1,n is the bandwidth matrix,
which is assumed to be invertible. Assuming the invertibility of XTnW
δ
1,nXn, the multidimensional estimators ofm and g are,
respectively,
m̂S,H1,n(x) = eT1
(
XTnW
δ
1,nXn
)−1 XTnWδ1,nYn
ĝS,H1,n(x) = eT1
(
XTnW
δ
1,nXn
)−1 XTnWδ1,nY2n.
Then, the multivariate estimator vˆS1,n(x) of v(x) is defined as in (5):
vˆS1,n(x) = ĝS,H1,n(x)−
{
m̂S,H1,n(x)
}2
. (28)
For the imputed version, we use the multivariate simplified estimator of m(x) with kernel K0 and smoothing matrix
H0,n, mˆS,H0,n(x), to estimate the missing observations. Thus, the sample
{(
xt , Yˆt
)}n
t=1
is completed, where Ŷt = δtYt +
(1− δt) mˆS,H0,n (xt). Finally, themultivariate simplified estimator is applied to the completed data
{(
xt , Yˆt
)}n
t=1
with kernel
K1 and smoothing matrix H1,n. The expression of the imputed estimator is
vˆI1,n(x) = ĝI,H1,n(x)−
{
m̂I,H1,n(x)
}2
, (29)
where
m̂I,H1,n(x) = eT1
(
XTnW1,nXn
)−1 XTnW1,nYˆn,
and
ĝI,H1,n(x) = eT1
(
XTnW1,nXn
)−1 XTnW1,nYˆ2n,
withW1,n is the same asWδ1,n with δi = 1 ∀i.
Now, the extension to the multivariate case of the estimators vˆS2,n(x) and vˆI2,n(x), given in (8) and (9), respectively, is
considered.
First, nonparametric residuals are obtained (using, for instance, mˆS,H0,n , the multivariate estimator of m, with degree 1,
kernel K0 and bandwidth matrix H0,n),
rˆt =
{{
Yt − mˆS,H0,n (xt)
}2
, if δt = 1
is not observed, if δt = 0 , t = 1, 2, . . . , n. (30)
As in the univariate case, the estimator of v(x) is defined as the LLR estimator with kernel K1 and bandwidth matrixH1,n,
considering
{
rˆt
}n
t=1 as the response variable. The multivariate estimator of the variance function is defined by
vˆS2,n(x) = eT1
(
XTnW
δ
1,nXn
)−1 XTnWδ1,nRˆn (31)
where Rˆn =
(
rˆ1, . . . , rˆn
)T.
For the imputed version, the unobserved residuals are imputed using the multivariate estimator vˆS2,n(x)with kernel K1
and bandwidth matrix H1,n in the sample
{
(xt , rˆt) : δt = 1
}
. That is,
r˜t = δt rˆt + (1− δt) vˆS2,n(xt), t = 1, 2, . . . , n.
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Now, the estimator of the conditional variance function is computed by applying LLR with kernel K2 and bandwidth
matrix H2,n to the data
{(
xt , r˜t
)}n
t=1. The expression of this estimator is
vˆI2,n(x) = eT1
(
XTnW2,nXn
)−1 XTnW2,nR˜n, (32)
where R˜n =
(
r˜1, . . . , r˜n
)T andW2,n is defined asW1,n, changing K2 and H2,n to K1 and H1,n, respectively.
Our next task is to investigate the asymptotic mean squared error of the four multivariate estimators presented before.
In this section we use the same notation as in Section 3, but taking into account that the kernel functions, Ki, are
multidimensional and that LLR estimators are used in all smoothing processes.
We assume that the second partial derivatives of m(x) and g(x) exist and are continuous, and that the first partial
derivatives of f (x) and p(x) exist and are continuous. Also the following Assumptions will be needed in our study.
MA.1 Kernel functions Kr , r = 0, 1, 2 are multidimensional symmetric densities, with bounded support, and are Lipschitz
continuous. Furthermore,
∫
uuTK˜r(u)du = µ2(K˜r)I, where I is the identity matrix and µ2(K˜r) is a non-null scalar.
MA.2. The successions of Hi,n(i = 0, 1, 2) matrices are such that n−1
∣∣Hi,n∣∣−12 and each element of Hi,n tend to zero as
n→∞, where Hi,n is symmetric and positively defined.
Denote by tr [A] the trace of matrix A, i.e. the sum of the diagonal elements, and by Hm (x) the Hessian matrix of m,
composed of the second-order partial derivatives ofm.
If AssumptionsMA.1, MA.2 and A.3 are verified, then the AMSE of themultivariate estimators of the conditional variance,
v̂S1,n (x) and v̂I1,n (x) defined in (28) and (29), respectively, are obtained.
For the multivariate simplified estimator, v̂S1,n, we have
AMSE(̂vS1,n (x) /δ)
=
(
1
2
(
tr
[
H1,nHv+m2 (x)
]− 2m(x)tr [H1,nHm (x)])µ2 (K˜1))2 + 1
n
∣∣H1,n∣∣ 12
v2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜1).
For the multivariate imputed estimator, v̂I1,n, we have to distinguish three cases according to the asymptotic behavior of
the smoothing matrices.
• If ∣∣H1,n∣∣ 12 = ξ ∣∣H0,n∣∣ 12 ,
AMSE
(̂
vI1,n (x) /δ
) = (1
2
(
tr
[
H1,nHv+m2 (x)
]− 2m(x)tr [H1,nHm (x)])µ2 (K˜1)+ q(x)2 (tr [H0,nHv+m2 (x)]
− 2m(x)tr [H0,nHm (x)])µ2 (K˜0)µ0 (K˜1))2 + 1
n
∣∣H1,n∣∣ 12
v2 (x)
f (x)
dδ (ε)
×
(
γ0(K˜1)+ ξ 2 q(x)
2
p(x)2
∫
A01(v)2dv+ 2ξ q(x)
p(x)
∫
K˜1(v)A01(v)dv
)
.
• If H−121,nH
1
2
0,n → 0,
AMSE
(̂
vI1,n (x) /δ
) = (1
2
(
tr
[
H1,nHv+m2 (x)
]− 2m(x)tr [H1,nHm (x)])µ2 (K˜1)
+ q(x)
2
(
tr
[
H0,nHv+m2 (x)
]− 2m(x)tr [H0,nHm (x)])µ2 (K˜0)µ0 (K˜1))2
+ 1
n
∣∣H1,n∣∣ 12
v2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜1).
• If H−121,nH
1
2
0,n →∞,
AMSE
(̂
vI1,n (x) /δ
) = (1
2
(
tr
[
H1,nHv+m2 (x)
]− 2m(x)tr [H1,nHm (x)])µ2 (K˜1)
+ q(x)
2
(
tr
[
H0,nHv+m2 (x)
]− 2m(x)tr [H0,nHm (x)])µ2 (K˜0)µ0 (K˜1))2
+ 1
n
∣∣H1,n∣∣ 12
v2 (x)
f (x)
dδ (ε) γ0(K˜1).
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To establish the AMSE of the multivariate estimators of the conditional variance based on Fan and Yao [14], v̂S2,n and
v̂i2,n, defined in (31) and (32), respectively, the following additional Assumption is necessary:
MA.3. i.
(
O(tr(H0,n)2)+
(
n|H0,n| 12
)−1) = o(tr(H1,n)2).
ii.
(
O(tr(H0,n)2)+
(
n|H0,n| 12
)−1) = o(tr(H2,n)2).
If AssumptionsMA.1,MA.2,MA.3.i, A.3, A.4 and A.5 are fulfilled, the following expression for the AMSE of themultivariate
simplified estimator v̂S2,n is obtained:
AMSE
(̂
vS2,n (x) /δ
) = (1
2
tr
[
H1,nHv (x)
]
µ2(K˜1)
)2
+ 1
n
∣∣H1,n∣∣ 12
v2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜1).
Finally, for the multivariate imputed estimator v̂I2,n, three cases are considered as in the one-dimensional case.
Under Assumptions MA.1, MA.2, MA.3.ii, A.3, A.4 and A.5, we have:
• If ∣∣H2,n∣∣ 12 = η ∣∣H1,n∣∣ 12 ,
AMSE
(̂
vI2,n (x) /δ
) = (1
2
tr
[
H2,nHv (x)
]
µ2(K˜2)+ q(x)2 tr
[
H1,nHv (x)
]
µ2(K˜1)
)2
+ 1
n
∣∣H2,n∣∣ 12
v2 (x)
f (x)
dδ (ε) ·
(
γ0(K˜2)+ η2 q(x)
2
p(x)2
∫
A12(v)2dv+ 2η q(x)
p(x)
∫
2
K˜2(v)A12(v)dv
)
.
• If H−122,nH
1
2
1,n → 0,
AMSE
(̂
vI2,n (x) /δ
) = (1
2
tr
[
H2,nHv (x)
]
µ2(K˜2)+ q(x)2 tr
[
H1,nHv (x)
]
µ2(K˜1)
)2
+ 1
n
∣∣H2,n∣∣ 12
v2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜2).
• If H−121,nH
1
2
2,n →∞,
AMSE
(̂
vI2,n (x) /δ
) = (1
2
tr
[
H2,nHv (x)
]
µ2(K˜2)+ q(x)2 tr
[
H1,nHv (x)
]
µ2(K˜1)
)2
+ 1
n
∣∣H2,n∣∣ 12
v2 (x)
f (x)
dδ (ε) γ0(K˜2).
Remark.
The smoothing matrix selection is a very interesting problem in this context. Therefore it is important to dispose of an
automatic selection method of H0,n and H1,n to compute the imputed estimator v̂I1,n (29), of H1,n and H2,n in v̂I2,n (32), or
for the simplest cases of the simplified estimators v̂S1,n and v̂S2,n.
One possibility is to choose Hi,n using a generalized bootstrap method extending the paper of González-Manteiga
et al. [20].
For example, the algorithm to obtain H1,n and H0,n for v̂I1,n, would be as follows.
(a) Calculate the standardized residuals:
ε̂t =
Yt − m̂I,H˜1,n,H˜0,n (xt)√
v̂I1,n,H˜1,n,H˜0,n (xt)
when δt = 1,
H˜1,n and H˜0,n being pilot bandwidth parameters and m̂I,H˜1,n,H˜0,n the imputed estimator of the regression function.
(b) Complete the residuals series {̂εt}. For this, the known information about the dependence of {εt} is used. See, for
example, Alonso and Sipols [37] for ARMA processes.
(c) Bootstrap observations are obtained using the following relation: Y ∗t = m̂I,H˜1,n,H˜0,n (xt) +
√
v̂I1,n,,H˜1,n,H˜0,n (xt) ε
∗
t , if
δt = 1 and Y ∗t is missing if δt = 0.
The bootstrap error term, ε∗t , is drawn using the estimated dependence structure of the completed residuals {̂εt}; see, for
example, Alonso and Sipols [37] or Vilar-Fernández and González-Manteiga [38].
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Table 1
Optimal global bandwidth approximated by Montecarlo for Model 1.
ρ Comp. Simp. Imput.
vˆC1,n vˆC2,n vˆS1,n vˆS2,n vˆI1,n vˆI2,n
h1 h0 h1 h1 h0 h1 h0 h1 h1 h2
−0.5 0.16 0.24 1 0.37 0.36 1 0.71 0.15 1 1
−0.25 0.16 0.26 1 0.35 0.34 1 0.79 0.15 1 1
0.0 0.14 0.28 1 0.33 0.36 1 0.83 0.15 1 1
0.25 0.14 0.32 1 0.33 0.38 1 0.81 0.15 1 1
0.5 0.06 0.40 1 0.35 0.42 1 0.77 0.15 1 1
The bootstrap sample is thus
(
xt , Y ∗t , δt
)
, t = 1, 2, . . . n.
(d) The bootstrap selectors of H1,n and H0,n are obtained minimizing the Bootstrap Mean Squared Error (MSE∗):
MSE∗
(
x,H1,n,H0,n
) = E∗ [(̂v∗I1,n,H1,n,H0,n (x)− v̂I1,n,H˜1,n,H˜0,n (x))2] .
The study of the properties of this bootstrap selector of the smoothingmatrix and anewsimulation study are undoubtedly
of great interest in future research.
5. A simulation study
In this section, we compare the performance of the four estimators of the conditional variance function defined in
Section 2. In particular, we are interested in comparing the simplified and imputed versions of the estimators vˆ1,n(vˆS1,n
and vˆI1,n) and vˆ2,n(vˆS2,n and vˆI2,n). For this purpose, we use the complete data estimators as reference (vˆC1,n and vˆC2,n). The
simulation study was carried out using a local linear smoother (pr = 1 for r = 0, 1 and 2) in all cases.
We consider a fixed design model in the interval [0, 1], with equispaced data and with random errors following an AR(1)
process
εt = ρεt−1 + et ,
with et following a N(0, 1) distribution. The regression function considered is m (x) = sin (pix), and the variance function
considered is s (x) = 0.5x for Model 1 and s (x) = sin (pix) for Model 2. The missing data model (1) is p (x) = 0.8 exp (−x2).
The kernel function used is the quartic kernel in any case, K(u) = Kr(u) = 1516
(
1− u2)2 if |u| ≤ 1 for r = 0, 1 and 2.
(a) The effect of dependence
To study the influence of the dependence of the observations, different degrees of dependence were considered;
specifically, the following correlation coefficient values were used for ρ: ρ = −0.5,−0.25, 0, 0.25, and 0.5.
In the first part of the study the global smoothing parameters needed for the estimatorswere estimated. For this, theMean
Integrated Squared Error, MISE, was considered as an error criterion. Three hundred samples, of size 100, of the previous
models were generated, and the MISE value was approached by Montecarlo technique for each smoothing parameter value
taken over a grid of size 50 of interval (0,1). For the estimator vˆI2,n(x) defined in (9) we need three bandwidth parameters;
in these simulations we use the bandwidth h0 obtained to estimate the residuals in the simplified estimator, vˆS2,n(x). So,
for the imputed estimator, vˆI2,n(x), only the columns of bandwidths h1,n and h2,n appear. Once the optimal bandwidths are
obtained, the estimation of the conditional variance function was carried out on another 1000 different samples. For these
samples, the Mean Squared Error and the MISE were estimated. To compare the simplified and the imputed estimators we
computed the efficiency of the latter in the following way:
Eff .(%) = MISESIMP −MISEIMPUT
MISESIMP
× 100,
obtaining the values of the last column of Tables 2 and 4.
First, Table 1 shows the values obtained for the optimal global smoothing parameters approximated by Montecarlo, for
each correlation coefficient value (ρ) for Model 1.
For this model, the variance function is close to being linear in (0, 1); we use local linear smoothers and, therefore, the
bandwidth is 1 for the estimators vˆS2,n(x) and vˆI2,n(x). It is apparent how themissing data imply an increase in the smoothing
parameter for the estimators vˆ1,n(x) and for the bandwidth of the residuals (h0). Since we use local linear smoothers, for this
model, the bias is nearly negligible; hence, for the imputed estimator, the best case is when h1,n/h0,n tends to zero, because
here the variance of the imputed estimator is lower than that of the simplified estimator.We can see this bandwidth selection
for the imputed estimator vˆI1,n(x).
Observing the values obtained for theMISE, we see that as |ρ| increases, the value of theMISE increases drastically for the
four estimators defined. In this case the estimators based on the second method, vˆ2,n(x), behave better than the estimators
based on the firstmethod, vˆ1,n(x). But the imputed estimator vˆI2,n(x) does not improve the results of the simplified estimator
vˆS2,n(x) because the conditional variance function is close to being linear.
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Table 2
Approximated MISE by Montecarlo for Model 1 with 1000 samples. The first three columns correspond to the complete data, simplified and imputed
estimators, respectively. The last column gives the efficiency of the imputed estimator with respect to the simplified estimator.
ρ Comp. Simp. Imput. Efficiency (%)
−0.5 vˆ1,n 0.00703 0.01203 0.01029 14.4057
vˆ2,n 0.00345 0.00355 0.00364 −2.3712
−0.25 vˆ1,n 0.00274 0.00709 0.00576 18.7024
vˆ2,n 0.00112 0.00186 0.00190 −2.0864
0.0 vˆ1,n 0.00216 0.00621 0.00505 18.6358
vˆ2,n 0.00090 0.00178 0.00181 −1.7059
0.25 vˆ1,n 0.00258 0.00714 0.00602 15.6606
vˆ2,n 0.00101 0.00190 0.00194 −1.8868
0.5 vˆ1,n 0.00427 0.01173 0.01021 12.9850
vˆ2,n 0.00229 0.00298 0.00304 −1.9863
Table 3
Optimal global bandwidth approximated by Montecarlo for Model 2.
Comp. Simp. Imput.
vˆC1,n vˆC1,n vˆS1,n vˆS2,n vˆI1,n vˆI2,n
ρ h1 h0 h1 h1 h0 h1 h0 h1 h1 h2
−0.5 0.62 0.28 0.58 0.59 0.36 0.55 0.45 0.63 0.39 0.53
−0.25 0.38 0.32 0.36 0.41 0.36 0.39 0.45 0.37 0.37 0.33
0.0 0.30 0.34 0.30 0.35 0.38 0.33 0.45 0.29 0.21 0.31
0.25 0.34 0.40 0.32 0.37 0.42 0.35 0.47 0.33 0.23 0.33
0.5 0.56 0.48 0.52 0.51 0.52 0.51 0.45 0.59 0.43 0.47
Table 4
Approximated MISE by Montecarlo for Model 2 with 1000 samples. The first three columns correspond to the complete data, simplified and imputed
estimators respectively. The last column gives the efficiency of the imputed estimator with respect to the simplified estimator.
ρ Comp. Simp. Imput. Efficiency (%)
−0.5 vˆ1,n 0.04522 0.06137 0.04787 22.00205
vˆ2,n 0.03332 0.04705 0.03880 17.52891
−0.25 vˆ1,n 0.02418 0.03347 0.03124 6.65985
vˆ2,n 0.02101 0.03105 0.03059 1.50046
0.0 vˆ1,n 0.02268 0.03259 0.03151 3.29535
vˆ2,n 0.02109 0.03178 0.03169 0.31098
0.25 vˆ1,n 0.02509 0.03566 0.03341 6.29961
vˆ2,n 0.02130 0.03201 0.03170 0.98444
0.5 vˆ1,n 0.04446 0.06081 0.04956 18.49156
vˆ2,n 0.02911 0.04270 0.03716 12.98186
What follows are the results obtained for Model 2. In this case, we observe how the bandwidth increases as long as the
value of |ρ| increases (Table 3). For this model the imputation method shows good performance, in all cases being better
than that of the simplified estimator. This is due to the fact that the conditional variance function is far from being linear
and previously using an adequate imputation improves the estimations. It is very important to note than the efficiency of
the imputed estimators grows as long as the value of |ρ| increases (Table 4).
As in the context of having complete data, the estimators based on the second method, vˆ2,n(x), have better behavior
than the estimators based on the first method, vˆ1,n(x). The MISE values of vˆ2,n(x) are lower than those of vˆ1,n(x). Hence,
in the following figures, we focus on the estimators based on the second method: vˆS2,n(x) (simplified version) and vˆI2,n(x)
(imputed version).
Fig. 1 shows the quotient between theMean Squared Errors for imputed (vˆI2,n(x)) and simplified (vˆS2,n(x)) estimators, for
Model 2with correlation ρ = −0.5, 0, and 0.5. It is interesting to observe that, in thismodel, in the case of uncorrelated data
(ρ = 0), the behavior of both estimators, simplified and imputed, is very similar. However, in the other two cases (under
dependence) the estimator vˆI2,n(x) considerably improves the estimator vˆS2,n(x).
Figs. 2–4 show the boxplots of theMSE for the estimators the estimators vˆS2,n(x) and vˆI2,n(x) for Model 2 with ρ = −0.5,
0, and 0.5. As expected, as the correlation, |ρ|, increases, theMSE also increases. The complete data case has the best behavior
in all cases and the imputed estimator performs better than the simplified estimator when there is dependence, ρ = −0.5,
and 0.5, and the behavior is similar when ρ = 0.
(b) The effect of the missing data model
We were also interested in studying the behavior of the estimators for different missing data models. Hence, we
performed more simulations for Model 2 with the following missing data models (1):
p1 (x) = 0.8 exp
(−x2)
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Fig. 1. Quotient between the MSE for the imputed estimator and simplified estimator, vˆI2,n and vˆS2,n for Model 2, with ρ = −0.5, 0, and 0.5.
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Fig. 2. Boxplots of the MSE for estimators: complete data case (vˆC2,n), simplified (vˆS2,n) and imputed (vˆI2,n) estimators for Model 2 and correlation equal
to−0.5.
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Fig. 3. Boxplots of the MSE for estimators: complete data case (vˆC2,n), simplified (vˆS2,n) and imputed (vˆI2,n) estimators for Model 2 and correlation equal
to 0.
p2 (x) = 0.8 exp
(−x2)+ 0.1
p3 (x) = 0.8 exp
(−x2)+ 0.15
p4 (x) = 0.6.
Table 5 shows the efficiency of the imputed version with respect to the simplified version of Härdle and Tsybakov [27] (vˆ1,n)
and Fan and Yao [14] estimators (vˆ2,n), for the previous missing data models.
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Fig. 4. Boxplots of the MSE for estimators: complete data case (vˆC2,n), simplified (vˆS2,n) and imputed (vˆI2,n) estimators for Model 2 and correlation equal
to 0.5.
Table 5
Efficiency of the imputed with respect to the simplified of Härdle and Tsybakov [27] estimators (vˆ1,n) and Fan and Yao [14] estimators (vˆ2,n), for Model 2
and for missing data models p1 , p2 , p3 and p4 .
ρ 0.0 0.25 0.5
vˆ1,n vˆ2,n vˆ1,n vˆ2,n vˆ1,n vˆ2,n
Mod.p1 3.29535 0.31098 6.29961 0.98444 18.49156 12.98186
Mod.p2 2.79466 0.08452 4.50573 0.40050 11.79889 9.46944
Mod.p3 3.18058 −0.15095 5.35687 0.10124 10.01095 7.98276
Mod.p4 2.99882 −0.93283 5.46679 0.23748 9.50883 8.34091
We can see that, as the probability of to be observed (p (x)) decreases, the efficiency of the imputed estimator increases.
Even when the data are missing completely at random (p4), the behavior of the imputed estimator is better with respect to
the simplified one for the estimators obtained by the two methods proposed under dependence. These results corroborate
the hypothesis that an adequate imputation improves the estimation.
6. Conclusions
In this article we have proposed four nonparametric estimators of the variance function when there are missing
observations in the response variable. We derived the asymptotic results when the errors are correlated. The proofs for
the context of independence can be obtained as a particular case. The estimators have been obtained using the complete
subsample (simplified) and the completed sample (imputed) in the Härdle and Tsybakov [27] and Fan and Yao [14]
estimators.
The estimators based on Fan and Yao [14] perform better than those of Härdle and Tsybakov [27]. This also happened in
the complete data case (Vilar-Fernández and Francisco-Fernández [28]). The dependence has an influence on the variance
of the proposed estimators: the imputed versions perform better as long as the dependence grows. However, the missing
data model (1) has an influence on the bias and on the variance of the estimators. The simulation results for the estimators
based on Fan and Yao [14] show that the imputed estimator improves with respect to the simplified estimator as long as
the probability of being observed decreases.
The four estimators are consistent, but the good performance in the simulations of the imputed version of Fan and Yao
[14] estimator leads us to believe this estimator to be the best choice to estimate the variance function when there are
missing responses.
7. Proofs
In this section, we sketch proofs of the results presented in Section 3. Throughout this section, the notation A ≈ B denotes
A = B(1+ ◦(1)).
Proof of Theorem 1. From (5), we deduce that
v̂S1,n (x)− v (x) = eT1
(
γˆS,n(x)− γ(x)
)− 2eT1β(x)eT1 (βˆS,n(x)− β(x))− (eT1 (βˆS,n(x)− β(x)))2 . (33)
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From (33) and Theorem 1 of Pérez-González et al. [22], we obtain
E
[̂
vS1,n (x)− v (x) |δ
] ≈ E [eT1 (γˆS,n(x)− γ(x)) |δ]− 2eT1β(x)E [eT1 (βˆS,n(x)− β(x))∣∣∣ δ] . (34)
Again, using Theorem 1 of Pérez-González et al. [22] and the same type of arguments as in the proof of this theorem, we
obtain
E
[̂
vS1,n (x)− v (x) |δ
] ≈ hp1+11,n
(p1 + 1)!
(
v(p1+1)(x)+ (m2(x))(p1+1) − 2m(x)m(p1+1)(x)) eT1S−11 µ1. (35)
From the definition of the pr th-order kernel K˜r , given in (10), we have
eTr S
−1
r µr = µpr+1(K˜r), r = 0, 1, 2. (36)
Using (35) and (36), we obtain the bias of v̂S1,n (x) given in (11).
Taking into account (33) to obtain the variance of v̂S1,n (x), we need to compute Var(βˆS,n(x)|δ), Var(γˆS,n(x)|δ) and
Cov(βˆS,n(x), γˆS,n(x)|δ). Using Proposition 2 of Pérez-González et al. [22] and similar arguments, we deduce that
Var(H1βˆS,n(x)|δ) =
1
nh1,n
v (x) cδ (ε)
p(x)2f (x)
S−11 S˜1S
−1
1 + op
(
1
nh1,n
1
)
, (37)
with 1 =(1, . . . , 1)T, H1 = diag(1, h1,n, . . . , hp11,n), cδ (ε) = p(x)2c (ε)+ p(x)q(x) and c (ε) =
∑∞
k=−∞ Cov(εt , εt+k).
Var(H1γˆS,n(x)|δ) =
1
nh1,n
v (x)
(
dδ (ε) v (x)+ 4cδ (ε)m2 (x))
p(x)2f (x)
S−11 S˜1S
−1
1 + op
(
1
nh1,n
1
)
, (38)
Cov(H1βˆS,n(x),H1γˆS,n(x)|δ) =
2
nh1,n
v (x)m (x) cδ (ε)
p(x)2f (x)
S−11 S˜1S
−1
1 + op
(
1
nh1,n
1
)
. (39)
Finally, taking into account
eTr S
−1
r S˜rS
−1
r er = γ0(K˜r), r = 0, 1, 2, (40)
from (33) and (37)–(40) we obtain the variance of v̂S1,n (x) given in (12). 
Proof of Theorem 2. From the definition of the estimator v̂I1,n (x) given in (6), we have
v̂I1,n (x)− v (x) = eT1
(
γˆI,n(x)− γ(x)
)− 2eT1β(x)eT1 (βˆI,n(x)− β(x))− (eT1 (βˆS,n(x)− β(x)))2 . (41)
Using Theorem 3 of Pérez-González et al. [22], we obtain that the third summand of the right-hand side of (34) is
asymptotically null with respect to the other summands. Then, taking into account that βˆI,n and γˆI,n are imputed estimators
of regression functions and their derivatives, using this theorem and similar arguments, we have
H1E
(
βˆI,n(x)− β(x)|δ
)
= h
p1+1
1,n
(p1 + 1)!m
(p1+1)(x)S−11 µ1 +
hp0+10,n q(x)
(p0 + 1)!m
(p0+1)(x)S−11 µ˜1e
T
0S
−1
0 µ0
+ oP
(
1(hp0+10,n + hp1+11,n )
)
. (42)
H1E
(
γˆS,n(x)− γ(x)|δ
) = hp1+11,n
(p1 + 1)!g
(p1+1)(x)S−11 µ1 +
hp0+10,n q(x)
(p0 + 1)! g
(p0+1)(x)S−11 µ˜1e
T
0S
−1
0 µ0
+ oP
(
1(hp0+10,n + hp1+11,n )
)
. (43)
From (41)–(43), and using (36), the bias of v̂I1,n (x) given in (13) is obtained.
To obtain Var
(̂
vI1,n (x) |δ
)
, we will use the following asymptotic equality:
v̂I1,n (x)− v (x) ≈ eT1
(
γˆI,n(x)− γ(x)
)− 2m(x)eT1 (βˆI,n(x)− β(x)) . (44)
Therefore, it is necessary to obtain Var(βˆI,n(x)|δ), Var(γˆI,n(x)|δ) and Cov(βˆI,n(x), γˆI,n(x)|δ).
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For this, the same method as that used in the proof of Theorem 3 of Pérez-González et al. [22] is followed. For simplicity,
only the most important case in which h1,n = ξh0,n will be considered. The other cases follow similar calculations. In this
case, we have
Var(H1βˆI,n(x)|δ) =
1
nh1,n
v (x)
f (x)
cδ (ε)4+ op
(
1
nh1,n
1
)
, (45)
where 4 = S−11
(˜
S1 + ξ 2 q(x)2p(x)2 Z+2ξ q(x)p(x) Z˜
)
S−11 and let us denote Z and Z˜ as the arrays whose (i, j)th elements, i, j =
1, . . . , p1 + 1, are zi,j =
∫
Ii−1(v)Ij−1(v)dv and z˜i,j =
∫
vi−1K1(v)Ij−1(v)dv, respectively, with
Ij(v) =
∫
ujK1(u)K ∗0
(
h1,n
h0,n
(v − u)
)
du and K ∗0 (v) = eT0S−10 (1, v, . . . , vp0)TK0(v).
Var(H1γˆI,n(x)|δ) =
1
nh1,n
(
dδ (ε) v (x)+ 4cδ (ε)m2 (x)) v (x)
f (x)
4+ op
(
1
nh1,n
1
)
. (46)
Cov(H1βˆS,n(x),H1γˆS,n(x)|δ) =
2
nh1,n
v (x)m (x) cδ (ε)
f (x)
4+ op
(
1
nh1,n
1
)
. (47)
From (44)–(47), and using the following equations
eT1S
−1
1 ZS
−1
1 e1 =
∫
A01(v)2dv, (48)
eT1S
−1
1 Z˜S
−1
1 e1 =
∫
K˜1(v)A01(v)dv, (49)
the expression of the asymptotic variance of the imputed estimator, v̂I1,n (x) (14), is obtained.
Proof of Theorem 3. The proof is similar to that of Theorem 3.3 of Vilar-Fernández and Francisco-Fernández [28], where
the asymptotic properties of the estimator v̂S2,n (x) are obtained for the case of complete data. The basic idea is the following:
let ui be the n× 1 vector having 1 in the ith entry, with all other entries being 0. Proposition 1 of Pérez-González et al. [22]
and simple calculations lead to
v̂S2,n (x)− v (x) =
n∑
i=1
ω1(xi)
(
rˆi − v (x)
) ≈ Υ1 + Υ2 − 2Υ3 + Υ4,
where ω1(xi) =
(
XT1,nW
δ
1,nX1,n
)−1 XT1,nWδ1,nui are the weights associated to a local polynomial fitting with degree p1, and
Υ1 = 1nh1,nf (x) p(x)
n∑
i=1
K˜1
(
xi − x
h1,n
)
δi
(
v(p1+1) (x)
(p1 + 1)! (xi − x)
p1+1 + o ((xi − x)p1+1)) ,
Υ2 = 1nh1,nf (x) p(x)
n∑
i=1
K˜1
(
xi − x
h1,n
)
δiv (xi)
(
ε2i − 1
)
,
Υ3 = 1nh1,nf (x) p(x)
n∑
i=1
K˜1
(
xi − x
h1,n
)
δis (xi) εi
(
mˆS,h0,n(x)−m (xi)
)
,
Υ4 = 1nh1,nf (x) p(x)
n∑
i=1
K˜1
(
xi − x
h1,n
)
δi
((
m (xi)− mˆS,h0,n(x)
)2)
.
The term Υ1 provides the bias of v̂S2,n (x), Υ2, its variance and terms Υ3 and Υ4 are asymptotically negligible.
Using Taylor expansions, typical approximations of sums by integrals and Markov’s inequality, we obtain
Υ1 =
hp1+11,n
(p1 + 1)!v
(p1+1)(x)µp1+1(K˜1)+ op
(
hp1+11,n
)
,
E(Υ2|δ) = 0,
Var(Υ 22 |δ) ≈
1
nh1,n
v2 (x)
p(x)2f (x)
dδ (ε) γ0(K˜1),
Υ3 = oP(hp1+11,n ).
Using the consistency of estimator mˆS,h0 (xt) and Assumption A.6 i., we obtain
Υ4 = oP(hp1+11,n ). 
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Proof of Theorem 4. From (9), we obtain
v̂I2,n (x) =
n∑
i=1
ω2(xi)r˜i ≈ 1nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)
r˜i. (50)
Developing r˜i = δi rˆi + (1− δi) vˆS2,n(xi) and substituting in (50), we obtain the following decomposition of v̂I2,n (x)− v (x):
v̂I2,n (x)− v (x) = Γ1 + Γ2 + Γ3,
where
Γ2 = 1nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)
δi
(
m (xi)− mˆS,h0 (xi)
)2
+ 1
nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)
(1− δi)
∑
j
ω1 (xi)
(
m
(
xj
)− mˆS,h0 (xj))2 ,
Γ3 = 2nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)
δis (xi) εi
(
m (xi)− mˆS,h0 (xi)
)
+ 2
nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)
(1− δi)
∑
j
ω1 (xi) s
(
xj
)
εj
(
m
(
xj
)− mˆS,h0 (xj)) ,
and
Γ1 = 1nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)(
δiv (xi) ε2i + (1− δi)
(∑
j
ω1 (xi) v
(
xj
)
ε2j
)
− v (x)
)
= Γ11 + Γ12 + Γ13,
with
Γ11 = 1nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)
(v (xi)− v (x)) ,
Γ12 = 1nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
) (
v (xi)
(
ε2i − 1
))
,
and
Γ13 = 1nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)
(1− δi)
(∑
j
ω1 (xi)
(
v
(
xj
)
ε2j − v (xi) ε2i
))
= Γ131 − Γ132 + Γ133,
where
Γ131 = 1nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)
(1− δi)
(∑
j
ω1 (xi)
(
v
(
xj
) (
ε2j − 1
)))
,
Γ132 = 1nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)
(1− δi)
(∑
j
ω1 (xi)
(
v (xi)
(
ε2i − 1
)))
,
Γ133 = 1nh2,nf (x)
n∑
i=1
K˜2
(
xi − x
h2,n
)
(1− δi)
(∑
j
ω1 (xi)
(
v
(
xj
)− v (xi))) .
Terms Γ11 and Γ133 provide the bias of v̂I2,n (x), terms Γ12, Γ131, Γ132 its variance and the two remaining terms Γ2 and Γ3
are asymptotically negligible.
Following a similar approach to that used in the proof of Theorem 3, we can deduce that
Γ11 ≈
hp2+12,n
(p2 + 1)!v
(p2+1)(x)µp2+1(K˜2), (51)
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and
Γ133 =
q(x)hp1+11,n
(p1 + 1)! v
(p1+1)(x)µp1+1(K˜1)+ op
(
hp1+11,n
)
. (52)
From (51) and (52), the expression of asymptotic bias of the estimator v̂I2,n (x), given in (19), is obtained.
The term Ψ = Γ12 + Γ131 − Γ132 provides the variance of v̂I2,n (x). We have
Ψ ≈ 1
nh2,nf (x)
n∑
i=1
δi
(
v (xi)
(
ε2i − 1
)) (
K˜2
(
xi − x
h2,n
)
+ 1
nh1,n
n∑
j=1
(
1− δj
)
f
(
xj
)
p
(
xj
) K˜2 (xj − xh2,n
)
K˜1
(
xi − xj
h1,n
))
.
Therefore, E(Ψ |δ) = 0.
Using Taylor expansions, typical approximations of sums by integrals and similar calculations, we can deduce that
Var(Ψ |δ) = E(Ψ 2|δ) ≈ v
2 (x) dδ (ε)
nh2,nf (x)
(
γ0(K˜2)+
h22,n
h21,n
q(x)2
p(x)2
∫
A12(v)2dv + 2h2,nh1,n
q(x)
p(x)
∫
K˜2(v)A12(v)dv
)
. (53)
Finally, using the consistency of estimator mˆS,h0 (xt) and Assumption A.6., we obtain
Γ2 ≈ Γ3 ≈ oP(hp2+12,n ).
Now, from (53) the asymptotic variance of v̂I2,n (x) is obtained. 
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