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HETEROSTRUCTURES 
 
by David John English 
 
 
This  thesis  presents  experimental  investigations  of  the  electron  spin  dy- 
namics  (i.e.    the  spin  relaxation  rate,  Γs,  and  the  g-factor,  g ∗ )  in 
GaAs 
/ AlGaAs based semiconductor heterostructures and the effect of symme- 
try breaking perturbations such as; an applied external electric field, shear 
strain or graded alloy composition in the barriers. Spin-polarised electron 
populations are generated and detected using optical methods. 
 
Quantum wells grown on a (001) zinc-blende substrate display isotropic in- 
plane spin dynamics. The above perturbations act to lower the symmetry 
and therefore the spin dynamics are allowed to show in-plane anisotropy. 
However, the microscopic origin of the anisotropy of Γs is different to that 
of g∗ .  This thesis contains a full study of the anisotropy of both Γs and g∗  
for all of the above perturbations. This reveals the microscopic effects on 
the band edges of the perturbations. 
 
 
It has previously been shown theoretically that strain applied in the plane 
of (110) or (111) oriented quantum wells can act to cancel the spin-orbit 
field from bulk inversion asymmetry. In this thesis, we study the effect on 
the spin dynamics of of strain applied to a (110) quantum well and also 
investigate a (111) sample for its suitability in such experiments.  i 
 
 
 
 
 
 
 
For Alaine ii  
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Chapter 1 
Introduction 
 
With the ever increasing demand for new more ’powerful’ electronic devices 
the limits of tried and tested technologies are being reached. If the current 
rate of increase of the processing powers of such devices is to be maintained 
new more exotic technologies need to be developed. Use of the intrinsic 
spin of the electron could prove to be a route towards these advances by 
producing devices based on spin transport electronics or ’spintronics’ [1]. 
These devices would use the spin and the associated magnetic moment of 
an electron in combination with the charge to process information. Whilst 
the work within this thesis will most likely not lead directly to a specific 
device, it aims to lay groundwork for their future development. In particular 
we investigate how electron spin behaviour can be influenced and controlled 
by the application of external perturbations such as voltage bias, strain and 
by heterostructure symmetry. The most important outcome is the advance 
in understanding of the fundamental physics of electron spin dynamics in 
semiconductors. 
 
 
 
 
 
 
 
 
1 2  CHAPTER 1.   INTRODUCTION   
 
1.1  Historical Perspective 
 
 
 
What  follows  in  this  chapter  is  a  brief  outline  of  the  origin  of  the  idea 
of electron spin and how the study of this phenomenon in semiconductors 
began. A review of the relevant physics will be made in chapter 2. 
 
 
 
 
1.1.1  The Pauli Exclusion Principle 
 
 
 
The Pauli exclusion principle was one of the most important advances in 
modern physics.  In order to explain phenomena like the atomic electron 
shell structure exhibited in the periodic table and the Zeeman effect, Pauli 
proposed in 1925 that only one electron could inhabit any given quantum 
state.  This quantum state could be described by four principle quantum 
numbers. The fourth being a new, two-valued quantum number [2]. This 
new quantum number was later explained to be a result of the electron 
spinning about its axis. While the true nature of this additional quantum 
number is more complex than this, it can be described mathematically as 
quantised angular momentum. As such, it was named the Spin quantum 
number. The complication arises from the fact that half integer numbers can 
be taken for this number and so it does not quite conform with the angular 
momentum in classical mechanics. However, this was the introduction of the 
idea that an electron, and subsequently any elementary particle, possessed 
a quantity that would come to be know as its intrinsic spin. 
 
 
 
 
1.1.2  Hanle Effect 
 
 
 
A series of experiments performed by Wood and Ellett between 1923 and 
1924 found that the degree of polarisation of mercury vapour fluorescence 
showed a large discrepancy between sets of experiments separated in time  
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[3].  It  was  subsequently  realised  that  the  orientation  of  the  experiment 
had changed with respect to the laboratory. They had discovered that by 
changing the orientation of a weak magnetic field (in this case that of the 
Earth) with respect to the vapour they could significantly alter the degree 
of polarisation of the fluorescence. This effect was then studied in detail 
by Wilhelm Hanle who provided the physical theory for this phenomenon 
which was to become known as the Hanle Effect [4]. He used the newly 
conceived idea of particle spin to explain these results. 
 
The reason he gave for the depolarisation of fluorescence in a transverse 
magnetic  field  is  that  the  spin  of  the  particle  begins  Larmor  precession 
about the magnetic field. This leads to fewer spins oriented in the direction 
of observation and hence a reduction of the measured polarisation degree. 
A detailed study of the magnetic field dependence of depolarisation under 
continuous wave illumination reveals both the spin dephasing time (the time 
in which the original spin polarisation information is lost) and the precession 
frequency  of  the  spins  in  the  system  under  study.  Eventually  this  effect 
formed the basis of most of the early research into the spin dynamics of 
semiconductors  [5].  However,  it  was  not  until  1949  that  the  implications 
of this began to be fully realised when Brossel and Kastler performed their 
pioneering work on optical pumping. 
 
 
 
 
 
1.1.3  Optical Orientation 
 
 
 
Brossel and Kastler developed the technique of optical pumping whereby 
light  is  used  to  raise  electrons  from  a  lower  state  to  a  higher  state  [6]. 
This was used to develop a non-equilibrium distribution of atomic angular 
momenta  which  were  subsequently  manipulated  by  applying  fields.  The 
resulting  polarisation  of  the  luminescence  could  then  be  investigated  to 
reveal the dynamics of the system. 4  CHAPTER 1.   INTRODUCTION   
 
These ideas were used by Georges Lampel in 1968 to optically pump silicon 
and generate spin-polarised populations in semiconductors for the first time 
[7]. The work employed to study the optical orientation of atoms in a gas 
had been adapted and put to use to study the electrons in semiconductors. 
Thus, the foundations of the majority of optical research of spin dynamics 
in semiconductors had been laid [8]. 
 
 
 
 
1.2  Recent  Developments 
 
 
 
The ultimate goal of any research in this field is to develop practical, power- 
ful spintronics devices. There are many proposals for these such as spin-FET 
(field  effect  transistor),  spin-LED  (light-emitting  diode),  spin  RTD  (reso- 
nant  tunneling  device),  optical  switches  operating  at  terahertz  frequency 
and  quantum bits for quantum computation and communication [9]. Most 
of the proposed devices require electrical injection of spins and spin trans- 
port.  However,  the  all-optical  techniques  discussed  in  this  thesis  are  an 
extremely powerful and robust method of studying the physics that lies be- 
hind spin dynamics in semiconductors [8].  As discussed above, the optical 
orientation and detection of electron spins in semiconductors was developed 
in the late 1960’s.  With forty years of progression it is now a relatively ma- 
ture discipline. As such, more emphasis can be placed on an understanding 
of the physics of electron spin dynamics rather than the experimental dif- 
ficulties  of  electrical  injection  and  detection. It  is  therefore  a  very  good 
method of investigating the fundamental physics of the spin-orbit interac- 
tion in semiconductors. The advent of pulsed laser technology has made 
all-optical measurements even more powerful. It is now a matter of course 
to perform time resolved measurements that can directly measure the time 
evolution of spin polarisation in semiconductor structures [10, 11, 12]. 
 
Over the last forty years increasingly sophisticated semiconductor growth 1.3.    THESIS  OUTLINE  5   
 
techniques have opened the door to new and exciting physics. One advance 
was the doping of samples to introduce an excess of electrons or holes. An- 
other  major  advance  was  heterostructure  growth,  i.e,  growing  thin layers 
of alternating band-gap materials which allowed the production structures 
like  quantum  wells.  This  has  been  combined  with  growth  along  different 
crystallographic directions leading to the study of the effects of reduced di- 
mensionality in a number of crystal axes.  The move from silicon into direct 
gap semiconductors like Gallium Arsenide (GaAs) and Indium Antimonide 
(InSb) has also been a significant advance. With a direct gap semiconduc- 
tor low temperature dynamics can be studied more easily because, unlike 
silicon samples, there is no need for phonons in order for recombination or 
absorption to occur.  A further advantage of these material systems is that 
they have a zinc-blende crystal structure which lacks inversion symmetry 
and therefore has a much richer spin-orbit interaction than silicon. 
 
 
 
 
1.3  Thesis Outline 
 
 
 
The research in this thesis is concerned with electron spin dynamics in GaAs 
/ AlGaAs based heterostructures and the effect that perturbations like an 
applied  electric field, applied  strain,  or an in-built potential gradient  have 
on them.  The next Chap. (Chap.  2)  will  discuss the  background  physics 
required for this work.  This will include the behaviour of electrons in semi- 
conductors and the process of optical orientation of electron spins and the 
subsequent decay of non-equilibrium spin-polarised populations. It will also 
cover what is meant by the term heterostructure and the various types that 
are studied in this thesis. 
 
The  experimental  techniques  used  for  this  research  will  be  discussed  in 
Chap. 3. Particular emphasis will be placed on the method of spin quantum 
beat spectroscopy as this is the most important experimental technique in 6  CHAPTER 1.   INTRODUCTION   
 
this thesis. 
 
 
An electric field applied along the z  axis of a quantum well will produce 
an  additional  contribution  to  the  spin-orbit  field.  This  will  be  the  focus 
of Chap. 4 where there is a detailed discussion of measurements performed 
on  the  dependence  of  the  spin  dynamics  of  (001)  quantum  wells  on  an 
applied electric field. The electric field produces an in-plane anisotropy of 
the  spin  relaxation  rate  and  the  g  factor.  This  is  the  first  time  that  the 
anisotropy of both of these quantities has been measured simultaneously in 
such systems. 
 
A gradient in the potential barrier of a (001) quantum well induced by 
graded alloy concentration has the same symmetry transformations as an 
external electric field along the z axis. Therefore, there should also be 
anisotropy of the spin relaxation rate and the g factor in these systems. 
However, while the anisotropy of g has been observed, all previous measure- 
ments have failed to detect anisotropy of the spin relaxation rate. In Chap. 5 
our recent measurements on the temperature dependence of anisotropy in 
asymmetrically grown (001) quantum wells are discussed. It is shown that 
for temperatures below 80 K an anisotropy of the relaxation rate devel- 
ops. 
 
The application of strain to GaAs / AlGaAs quantum wells can produce a 
contribution to the spin-orbit field. The effects of strain applied to quantum 
wells of various growth directions is discussed in Chap. 6. Shear strain ap- 
plied to a (001) quantum well has the same symmetry transformation as an 
electric field along the z axis. Therefore, anisotropy of the spin relaxation 
rate and the g factor should be observed. This effect is discussed in Sec. 6.1. 
Interestingly, anisotropy of the spin relaxation rate is observed while the 
g factor remains isotropic. This is the opposite of the high temperature 
anisotropy of an asymmetric (001) quantum well where g is anisotropic and 
the relaxation rate is isotropic. It has been theorised that the strain term 1.3.    THESIS  OUTLINE  7   
 
of the spin-orbit field is aligned parallel to the bulk term in (110) quantum 
wells.  It should therefore be possible to directly cancel the spin-orbit field 
in these samples by tuning the strain to compensate the bulk contribution. 
This  is  investigated  in  Sec.  6.2.  Finally,  the  strain  contributions  to  the 
spin-orbit field for (111) quantum wells are discussed in Sec. 6.3 and mea- 
surements are performed to characterise a possibly suitable sample. 
 
The final chapter (Chap. 7) is a summary of the experiments and results 
covered in this thesis. The important findings are highlighted and discussed 
and then some  suggestions are  made for future work  that  could answer 
questions that were left unanswered in this investigation. 8  CHAPTER 1.   INTRODUCTION   
  
 
 
 
 
 
 
 
 
 
 
 
Chapter 2 
 
 
 
 
Charge Carriers and Spin 
 
 
 
 
 
 
2.1  Electronic Band Structure 
 
 
 
To study the physics of the electrons in semiconductors it is of fundamental 
importance to understand the electronic band structure of such materials. 
Below is a description of this that first looks at the origin of the electronic 
bands using the simplified case of a single electron shared between two 
protons. This is then extended to the more complex system of crystalline 
solids. 
 
 
 
 
2.1.1  Molecular Hydrogen 
 
 
 
Solids are formed when atoms come into close proximity to each other and 
there  is  an  attractive  force  between  the  atoms.  The  attractive  force  can 
take different forms and these are generally described as a bond between the 
atoms. In the case of semiconductor materials these bonds are formed when 
some of the outer electrons are shared in orbitals between the atoms. 
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To understand this it is helpful to begin with a hydrogen molecular ion, 
which is the simplest case and consists of two protons and one electron. The 
Schr¨ odinger equation can first be solved for an electron in the potential of 
a single proton [13]. Set the solution for the electron to Ψ1 in the potential 
of the first proton and Ψ2 for the second proton.  The solution for the 
electron wavefunction when the two protons are brought close to each other 
is a linear combination of these two solutions. They can be combined by 
addition (symmetric) or subtraction (anti-symmetric) in the forms 
 
Ψsym = Ψ1 + Ψ2 
Ψanti = Ψ1 − Ψ2. 
 
(2.1) 
The symmetric combination results in a large probability that the electron 
will be between the two protons, while the anti-symmetric combination has 
a zero probability of the electron being between them.  In the symmetric 
state the energy is lower due to the negative charge of the electron po- 
sitioned between the two protons holding them together.  The energy of 
the system varies as a function of the separation of the protons, R. As R 
decreases the energy also decreases until it reaches a minimum when the 
electrostatic repulsion of the protons is larger than the electron binding 
energy. This minimum is a stable point where the negative charge of the 
electron holding the protons together and the repulsive force between the 
protons balances. For this reason the symmetric state is called the bonding 
orbital. For the anti-symmetric state the energy always increases with de- 
creasing separation and has no stable minimum and is therefore called the 
anti-bonding orbital. 
 
The addition of one more electron to the system turns it into molecular 
hydrogen, H2, and changes the energy levels slightly but leaves them in 
essentially the same form. A diagram of the energy of the system, E, as 
a function of the proton separation, R is displayed in Fig. 2.1. Both of 
the electrons can be in the bonding orbital if they have opposite spin as 
they still obey the Pauli exclusion principle.  An electron can be excited  
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Figure 2.1: Energy as a function of the separation, R, of two protons in an 
H2  molecule. 
 
 
into the higher-energy anti-bonding orbital if it gains the energy difference 
between the two states, ∆E [14]. This is the origin of the band structure 
in semiconductors as will be discussed in the next section. 
 
 
 
 
2.1.2  Crystalline Solid 
 
 
 
A crystalline solid consists of a large number of atoms arranged together in a 
regular pattern. The bonds are formed in a similar process to that described 
above for molecular hydrogen. The bonding orbitals are localised between 
two atoms and it is electrons in these orbitals that make up the valence 
band electrons. Electrons in the anti-bonding orbitals are not localised and 
are the free electrons that share the bulk space of the material and make 
up the conduction band [15]. Due to the Pauli principle shared electrons in 
the lattice cannot occupy the same energy value as another electron unless 
it has opposite spin and so there is a splitting of the energy levels [16]. 
As the number of atoms becomes extremely large the energy levels form a 
continuous band. A simplified band diagram of the conduction and valence 
bands can be seen in Fig. 2.2. 12  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
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Figure 2.2: Simplified band diagram of a semiconductor 
 
 
In GaAs each Ga atom bonds with four As atoms and vice versa. Ga has 
three outer electrons that go into shared orbits whilst As has five. A GaAs 
crystal made up of N atoms therefore has 4N outer electrons in shared 
orbits and 2N bonds.  As each bonding orbital can hold two electrons of 
opposite spin it is therefore energetically favourable in GaAs for all of the 
electrons to be in bonding orbitals [17]. Therefore, in intrinsic GaAs at 
low temperature the valance band is completely full and the conduction 
band is empty. Electrons that gain enough energy are promoted to the 
conduction band [14]. This can be achieved as a result of the absorption 
of a photon or phonon. These excited states will eventually relax back into 
the valence band via the emission of a photon with the relevant energy. 
The energy difference between the maximum of the valence and minimum 
of the conduction band is the amount of energy required for a transition of 
an electron between these bands and is called the band-gap [14]. 
 
 
 
 
2.2  Effective Mass Approximation 
 
 
 
The description of the motion of electrons in periodic crystal structures 
can be greatly simplified by the introduction of an effective mass. For 
undoped direct gap semiconductors the conduction band electrons will be 
confined to a small region of the dispersion curve around p = 0 [14]. This  
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Figure 2.3: Dispersion curve for a free electron in vacuum and an electron 
in GaAs 
 
 
is due to the density of the carriers being very small compared with the 
density of states. It is has been shown that for electrons with p close to the 
conduction band minimum the electron can be treated as a free electron 
with an effective mass as a way to simplify the calculations of the effect of 
the periodic potential. The motion of such an electron in an external field 
can be calculated using the standard Schr¨ odinger equations replacing the 
mass of the electron for the effective mass. The dispersion relation should 
be parabolic in momentum in the region of interest and is given by; 
 
p2 
E = 
2m∗  
 
(2.2) 
 
where m∗  is the effective mass [17].This approximation has proved extremely 
effective  and  has  been  repeatedly  verified  experimentally.  An  interest- 
ing  point  to  note  is  that  for  many  semiconductors  the  effective  mass  is 
anisotropic. This  is  due  to  the  fact  that  the  crystal  potential  is  not  the 
same along all crystal axes [15].  The effective mass of an electron is often 
much  smaller  than  that  of  a  free  electron.  For  example  it  is  0.067m0 in 
GaAs, where m0 is the free electron mass. Figure 2.3 shows the dispersion 
curves for a free electron and an electron with effective mass 0.067m0 in 
GaAs. 14  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
 
2.3  Charge Carriers 
 
 
 
When  an  electron  is  excited into  the  conduction  band  an  empty  state is 
left behind. The electron becomes a charge carrier in the conduction band. 
It  would  be  difficult  to  track  the  interactions  of  all  of  the  electrons  left 
in the valence band and therefore a quasiparticle is used to describe the 
empty state. This quasiparticle is known as the electron hole or simply the 
hole. The combined motion and interactions of the remaining valence band 
electrons can be described by the hole that is left behind. The hole becomes 
the charge carrier in the valence band and has a charge equal to +e [8]. It 
also possesses an effective mass which is generally much larger than that of 
the electron effective mass. 
 
 
 
 
2.3.1  Light and Heavy Holes 
 
 
 
Due to spin-orbit coupling the orbital momentum, L, and the electron spin, 
S are no longer conserved separately but only the total angular momentum, 
J = L + S is conserved [13]. From the eigenvalues of J 2 it can be shown 
that |l − s| ≤ j ≤ l + s [8].  The first conduction band state is s-type and 
so the atomic orbital angular momentum, l = 0. The conduction band is 
therefore doubly degenerate with j = s = 1/2 where the projection of j 
on the z axis is jz = sz = ±1/2. However, the valence band is p-type and 
therefore has l = ±1 so that at p = 0 j is split into two states of j = 3/2 or 
1/2. The state with j = 1/2 is split from j = 3/2 by an amount E∆ and like 
the conduction band is doubly degenerate as l = 0 so that jz = sz = ±1/2. 
This band is known as the split-off (so) band.  The band with j = 3/2 is 
four fold degenerate with jz = ± 1/2 and ± 3/2.  The energy degeneracy 
is lifted for these states away from p = 0 and they split into two distinct 
bands for jz = ± 1/2 and jz = ± 3/2. The curvature of the bands is directly 
related to the effective mass of the particles as can be seen in Eq. 2.2. They 2.4.    HETEROSTRUCTURES  15   
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Figure 2.4: Dispersion of GaAs around p = 0 showing the conduction band 
and the valence light hole, heavy hole and split-off bands. 
 
 
are therefore referred to as the light hole (lh) band and the heavy hole (hh) 
band which has a larger hole effective mass. A diagram of the dispersion 
relation for these bands can be seen in Fig. 2.4. 
 
 
 
 
2.4  Heterostructures 
 
 
 
The one-dimensional Schr¨ odinger equation under the effective mass approx- 
imation is as follows 
!t2  ∂2 
− 
2m∗  ∂z2 Ψ(z) = EΨ(z)  (2.3) 
 
where !t is Planck’s constant divided by 2π and Ψ is the electron wavefunc- 
tion.  Different  materials  will  have  different  values  for  the  band-gap  and 
effective mass. Two materials can be brought into contact to form a het- 
erojunction.  Equation  2.3  still  holds  in  each  material  but  with  a  different 
effective mass [17]. The Schr¨ odinger equation for the junction can then be 
described by adding a position-dependent potential term to represent the 
difference in the band-gaps of the two materials and a position-dependent 16  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
 
 
1 
2 
 
effective mass given as 
 
!t2  ∂2 
− 
2m∗ (z) ∂z2 Ψ(z) + V (z) = EΨ(z).  (2.4) 
 
A diagram of the band structure can be seen in Fig. 2.5, where a mate- 
rial with band-gap Eg1 and effective mass m∗   is brought into contact with 
a material where the band-gap and effective mass are Eg2 and m∗  respec- 
tively. 
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Figure  2.5: Materials  with  different  band-gap  and  effective  mass  brought 
into  contact  with  each  other.  In  this  example,  which  represents  GaAa / 
AlGaAs, the electron affinities of the materials are such that the band-gaps 
are aligned with in the same energy range as shown. 
 
 
With the high standard of sample growth via molecular beam epitaxy 
(MBE) it is possible to very accurately grow samples with alternating layers 
of material that can be of the order of a few nm thick [8]. These different 
materials can be chosen to have the same lattice parameters so that there 
is no strain in the sample but that have very different band-gaps. Samples 
with many layered structures can be designed to have certain band prop- 
erties and are known as Heterostructures. They can be engineered to have 
a number of interesting functions but the main structures that will be of 
concern for this thesis are quantum wells and PIN devices. 2.4.    HETEROSTRUCTURES  17   
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2.4.1  Quantum  Wells 
 
 
 
A quantum well is created when a material is sandwiched between two layers 
with a higher band-gap. This creates a thin layer where the energy is much 
lower than the surrounding material and it is hence energetically favourable 
for any free carriers to remain in the middle layer [17]. These conduction 
electrons can only escape if they gain enough energy to excite them out of 
the barriers, e.g., through the absorption of a photon or phonon. If the 
barrier is of finite thickness it is also possible for the electrons to escape 
via quantum tunnelling through the barrier.  A band diagram of a typical 
quantum well is shown in Fig. 2.6. 
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Figure  2.6:  A  quantum  well  formed  by  two higher  band-gap  materials 
sandwiching  a  lower  band-gap  material. This  causes  excited  carriers  to 
be trapped within the two dimensional plane of the quantum well. 
 
The quantum wells discussed in this thesis are made using GaAs as the 
lower band-gap material in the centre. By adding amounts of aluminium 
(Al) to GaAs the band-gap of the resulting alloy (AlGaAs) can be increased 
with respect to plain GaAs. The percentage of Al determines by how much 
the band-gap is increased [18]. AlGaAs has the same lattice parameters as 
GaAs and hence there is no in-built strain in such samples. It is possible 
to design a variety of exotic heterostructures for example varying potential 
well depths, multiple quantum wells and even graded interfaces that produce 18  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
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asymmetric quantum well barriers. The width of the central region can also 
be  varied  from  a  few  nanometers  upwards.  When  the  width  of  the  well 
is on the same order as the wavelength of the electron wavefunction then 
quantum confinement effects will occur.  This has the effect that the motion 
of the free carriers is quantised in the direction perpendicular to the plane of 
the well, the z axis. This produces two-dimensional subbands in the energy 
spectrum of the electrons.  They are unrestricted in the plane of the well 
and quantised along  the  z  axis  with  the form,  En(p) = E0 + p2/2m∗  
where 
n are the one-dimensional sublevels in the z direction and p is the two- 
dimensional momentum in the xy plane [8].  For low carrier concentrations 
in the well only the lowest, n =1, band is occupied and the motion of the 
electron is purely two-dimensional. 
 
 
 
 
 
2.4.2  PIN Structures 
 
 
 
During the growth of semiconductor samples it is possible to introduce im- 
purities.  The pure sample is referred to as intrinsic, whilst the introduction 
of impurities makes the sample doped or extrinsic.  The process of doping 
a sample involves introducing atoms with one more or one fewer outer shell 
electrons. In an intrinsic semiconductor the only way to produce carriers is 
to excite an electron-hole pair and hence the number of electrons and holes 
is always equal and is therefore the material is electrically neutral [14].  In 
an extrinsic material with an extra electron per impurity there will be an ex- 
cess of electrons making it n-type, for negative. For each impurity atom an 
electron will be added to the conduction band. These impurities are called 
donors as each donates an electron. An acceptor impurity is the opposite 
case where an atom has one fewer electron in the shell.  This results in an 
empty state in the valence band, or in other words, a hole. The resultant 
material then has positive mobile charges and is called p-type. The binding 
energy for the electron (hole) to the donor (acceptor) atoms is very low in 2.4.    HETEROSTRUCTURES  19   
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Figure 2.7:  The Fermi level of a semiconductor with respect to its energy 
bands for intrinsic, n-type and p-type materials. 
 
 
comparison to the thermal energy above ≈ 20 K. The associated electron 
(hole) is therefore ionised as a free carrier above T ≈ 20 K. However, at low 
temperatures these extra carrier states may be ’frozen out’, that is, they 
become bound to the impurity atom via electrostatic forces. 
 
The addition of carriers like this shifts the Fermi energy due to the filling 
of extra states. In the case of donor impurities being added the Fermi level 
shifts  further  up  towards  the  conduction  band.  The  higher  the  impurity 
concentration the higher the Fermi level goes [14]. This means that less 
energy is required to excite electrons into the conduction band. The reverse 
is true of acceptor impurities whereby the Fermi level approaches the valence 
band. A schematic diagram of this can be seen in Fig. 2.7. 
 
Interesting structures can be made from these materials, e.g, a PN junction 
is  produced  when  an  n-type  layer  is  grown  next  to  a  p-type  layer. The 
Fermi levels, or chemical potentials, in the two materials are different.  This 
leads to an unstable state and as a result carriers flow from one side to 
the  other.  Electrons  flow  out  of  the  n-type  region  and  holes  flow  out  of 
the  p-type region. They annihilate each  other at the interface  of the two 
materials in a region known as the depletion zone leaving no free carriers 
in  this  zone.  Each  electron-hole  pair  that  annihilates  leaves  a  positively 
charged donor atom in the n region and a negatively charged acceptor atom 20  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
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in the p region.  This results in a  potential difference in the two  sides of 
the depletion zone. Once enough electron-hole pairs have annihilated an 
equilibrium is reached where no more charge flows which corresponds to 
a constant Fermi level across the junction. In order to gain more control 
over the width of the insulating layer and hence the built-in electric field an 
insulating region can be inserted between the p-type and n-type layers. The 
PIN structure investigated later in this thesis is produced with a quantum 
well as the insulating layer. 
 
 
 
2.4.3  Envelope Approximation 
 
 
 
The  effective  mass  approximation  was introduced  in  Sec.  2.2  to  simplify 
the calculation of the motion of carriers in external fields. This was then 
developed for solving the Schr¨ odinger equation in heterostructures whereby 
the system can be described by different effective masses in the different 
materials and by using a position-dependent potential as in Eq. 2.4. This 
method is the envelope approximation where the slowly-varying envelope 
of the wavefunction of the system is used rather than the full wavefunction 
which will vary rapidly on the scale of the lattice parameters.  As a reminder 
Eq. 2.4 was as follows 
!t2  ∂2 
− 
2m∗ (z) ∂z2 Ψ(z) + V (z)Ψ(z) = EΨ(z)  (2.5) 
where V(z) is the heterostructure potential, 2m∗ (z) is the position-dependent 
effective mass and Ψ(z) is the envelope function [17]. 
 
 
To  solve  this  equation  for  the  envelope  function  of  a  quantum  well  the 
standard boundary conditions need to be satisfied, which are [17] 
∂ 
Ψ(z) → 0  and  Ψ(z) → 0,  as  z → ±∞.  (2.6) 
 
Because the potential is finite the wavefunction can penetrate into the bar- 
rier.  This means that in addition to the standard boundary conditions there 2.4.    HETEROSTRUCTURES  21   
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Figure 2.8: The potential for an 8 nm GaAs/Al0.4Ga0.6As quantum well 
(solid black line) with the solution to the Schr¨ odinger equation for n = 1 
(solid red line). 
 
 
also need to be a set of boundary conditions for the interface between the 
well and barrier materials.  That is 
 
both  Ψ(z)  and  1   ∂ 
Ψ(z)  are continuous.  (2.7) 
m∗  ∂z 
 
In the subsequent chapters this equation will be solved for various situations 
to calculate the electron wavefunction in the z direction of the heterostruc- 
tures investigated. In some simple situations it can be solved analytically. 
However, in most of the structures investigated in this thesis numerical 
methods must be employed to find solutions. 
 
We developed a Python script using methods defined in Ref. [17] and 
Ref. [19] to solve this equation numerically. The input parameters to this 
script are the quantum well width, temperature, position-dependent alloy 
concentration and applied external electric field. These parameters allow 
the potential to be calculated using material parameters from Ref. [18]. The 
numerical solution then gives the normalised wavefunction in the confine- 
ment direction, Ψ(z). We are generally only interested in the lowest n = 1 
state because for the low carrier concentrations in the samples we investigate 
this is the only populated state, although other higher states can also be 
calculated. Figure 2.8 displays the calculated potentials (solid red line) and 
the wavefunction solutions to the Schr¨ odinger equation (solid black line) at 
a temperature of 25 K for three different situations.  The left plot is for a 22  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
 
symmetric 17.5 nm GaAs quantum well with AlxGa1−xAs barriers with x 
= 0.4 (Fig. 2.8a) ). The middle plot is for the same quantum well with an 
external electric field of 50 kV/cm applied parallel to the z axis which tilts 
the potential (Fig. 2.8b) ).  The right plot is an 8 nm GaAs quantum well 
with AlxGa1−xAs type barriers.  The alloy concentration is x = 0.4 in the 
left barrier and the right hand barrier has graded alloy concentration where 
x is varied linearly from 0.04 to 0.4 over 30 nm (Fig. 2.8c) ). 
 
 
The  script  can  then  be  used  to  calculate  the  expectation  values  for  the 
electron position and momentum along the z  axis,  which will be needed 
for the analysis of results in later chapters.  The calculation of expectation 
values is a standard procedure, an example of the expectation value for the 
electron position along the z axis is 
r ∞ 
(z) =  Ψ
∗ (z) z Ψ(z) dz.  (2.8) 
−∞  
 
 
 
2.5  Spin-Orbit Interaction 
 
 
 
The main interest of this thesis is the spin of the charge carriers in semi- 
conductors. The carriers involved can be electrons, holes or in some cases 
excitons but the point of emphasis in this thesis will be the spin of the con- 
duction electrons.  Of fundamental importance is the way in which the spin 
and the motion of a charge carrier couple due to the spin-orbit interaction. 
When a charge moves in an electric field it experiences a magnetic field 
which is perpendicular to both the electric field E  and the velocity v  [8]. 
The magnetic field is given by 
1 
B = 
c 
E × v  (2.9) 
 
where c is the velocity of light. The magnetic field induced by the motion 
of the electron acts on the electrons magnetic moment. It is this effect that 
couples an electric field to the spin of a moving electron. In semiconductor  
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heterostructures the electric field experienced by an electron in the structure 
is not only dependent on the velocity but also on the crystal structure and 
the symmetry of the confinement potential. These combine to produce an 
effective magnetic field that is dependent on the direction of motion in the 
crystal. It is the spin-orbit interaction that allows the optical orientation 
and detection of electron spins and is also the cause of the spin relaxation 
mechanism that this thesis will concern itself with; the Dyakonov-Perel (DP) 
mechanism. 
 
 
 
 
2.6  Optical Spin Polarisation 
 
 
 
In order to study the dynamics of spin-polarised electron populations in 
semiconductor heterostructures, one must first be able to generate spin- 
polarised electrons. There are a number of ways to do this by the applica- 
tion of electric or magnetic fields or via illumination with polarised light. 
All of the experiments described within this thesis use optical means to 
generate and detect electron spin polarisation. The method of optical ori- 
entation of electron spins relies upon the fact that for the absorption of 
circularly-polarised light the angular momentum is conserved and is passed 
onto the excited electron-hole pair [5]. A single photon from a right (left) 
circularly-polarised light source will have a spin of +1 (-1). By illuminating 
a semiconductor with a light source that is circularly-polarised and reso- 
nant with the transition from the light-hole (LH)/ heavy-hole (HH) band 
to the conduction band, a spin-polarised population can be generated [5]. 
Figure 2.9 shows the optical transitions that occur when right circular po- 
larised light is absorbed from the j = 3/2 valence band [8]. The optical 
alignment of the conduction band electron spins is in the opposite direction 
for the LH and HH transition. The numbers that accompany the transition 
lines in the figure denote the relative probability of the transitions. It can 
be seen that the HH transition is 3 times more likely than the LH transition 24  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
 
 
j = 1/2 
 
 
 
 
 
 
j = 3/2 
+1/2  -1/2 
 
 
 
1 
3 
 
 
 
+3/2  +1/2  -1/2  -3/2 
Conduction 
Band 
 
 
 
 
 
 
Valence 
Band 
 
Figure 2.9: Interband optical transition between the j = 3/2 (light-hole and 
heavy-hole) states and the j = 1/2 states in the conduction band. The 
numbers next to the transition line are the relative probabilities of the 
transitions. 
 
which results in an electron spin polarisation of -50%, the minus indicates 
that the polarisation is opposite to that of the absorbed light [5].  Some time 
after absorption, of order hundreds of picoseconds or more, the excited elec- 
trons will decay back to the valence band annihilating the hole population 
and  emitting  partially  circularly-polarised  light.  Spin  polarisation  informa- 
tion of the hole populations is lost on the order of a few picoseconds and so 
the electrons recombine with a practically unpolarised hole population. The 
recombination follows the same rules as the excitation and if no electron spin 
relaxation takes place the emitted light has a circular polarisation of 25%. 
More commonly, electron spin relaxation before recombination means that 
the actual degree of circular polarisation will be less than this. Please note 
that this is a slightly simplified description of optical orientation of electron 
spins and has been considered more completely using the k.p method in ref 
[20]. 
 
 
 
 
2.7  Spin Relaxation 
 
 
 
A spin-polarised population in a semiconductor is a non-equilibrium state. 
That is to say, that after some time the polarisation of the population will 2.7.   SPIN RELAXATION  25   
 
decay. This can happen through a number of different channels. The most 
significant contribution to spin relaxation  for  all  systems  studied  within 
this thesis is the Dyakonov-Perel relaxation mechanism. This will be dis- 
cussed in the next section. For completeness the other two main relaxation 
mechanisms  will  be  discussed  briefly  although  their  contributions  to  our 
experiments are negligible [8]. 
 
 
 
2.7.1  Relaxation Mechanisms 
 
 
 
Dyakonov-Perel[21] 
 
 
Zinc-blende semiconductors do not possess inversion symmetry of their bulk 
crystal lattice. Inversion asymmetry in a semiconductor will cause a spin- 
orbit  splitting  of the  conduction  band. An  electric  field  is  induced  by  the 
inversion  asymmetric  lattice  ions  and  an  electron  will  ”feel”  an  effective 
magnetic field. This results in an additional term in the electron Hamilto- 
nian 
!t 
σ.Ω(p)  (2.10) 
2 
here σ is a vector in the basis of Pauli spin matrices and Ω(P) describes the 
spin precession vector which will cause spins with perpendicular components 
to precess about it. The form of Eq. 2.10 is the same as that of a magnetic 
moment  in  a  magnetic  field.  The  magnitude  and  orientation  of  Ω(p)  is 
momentum dependent with components 
 
Ωx =  γ px(p
2 − p
2),  Ωy =  γ py (p
2 − p
2 ),  Ωz =  γ pz (p
2 − p
2 )  (2.11) 
!t2  y  z  !t2  z   x  !t2  x  y 
where γ is a constant and x, y and z correspond to the crystallographic [001], 
[010] and [001] axes respectively. Due to random thermal motion each elec- 
tron senses a rapidly fluctuating effective field.  With each scattering event 
the  momentum is  randomised and therefore so is the effective magnetic 
field.  In a strong scattering regime where the momentum relaxation time 26  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
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is much shorter than the precession period the electron will undergo small 
spin rotations between scattering due to the effective magnetic field. Be- 
cause of the random nature of the small rotations the spin polarisation of a 
thermal electron population will be lost. If the momentum scattering time 
becomes shorter, the random spin rotations will be reduced in magnitude 
leading to a slower loss of spin polarisation.  On the other hand, when the 
scattering time is increased there will be a faster loss of spin polarisation. 
As the momentum scattering time is increased further the system will go 
from a strong scattering to a weak scattering regime where the momentum 
scattering time is large compared to the precession period. At this point the 
time evolution of the spin polarisation becomes oscillatory as was observed 
in  Ref.—[22].  All  the  experiments  contained  in  this  thesis  are  performed 
in the strong scattering regime.  The Dyakonov-Perel mechanism therefore 
plays a large role in the relaxation of the electron spins and as mentioned 
above is in fact the dominant relaxation mechanism. 
 
The rate of relaxation for a particular component of the spin-polarisation, 
i, can be described in the strong scattering regime by 
 
Γ
s  2  ∗   ∗   1 
i = (Ω⊥)τp  for  τp « |Ω⊥
| 
(2.12) 
 
where (Ω2 ) is the mean square component of Ω(p) in the plane perpendic- 
ular to the direction i and τ  ∗  is the momentum scattering time. 
 
 
 
 
Bir-Aronov-Pikus  [23] 
 
 
 
The exchange interaction between the electrons and an unpolarised popu- 
lation of holes acts to cause electron spin flips. This relaxation mechanism 
is hence proportional to the density of holes in a semiconductor and whilst 
it can become a dominant mechanism in p doped systems it is relatively 
inefficient in undoped samples like those considered in this thesis. 2.7.   SPIN RELAXATION  27   
 
Elliott-Yafet [24, 25] 
 
 
 
Phonons or charged impurities have an associated electric field and spin- 
orbit interactions with these fields via scattering events can mean that the 
electron spins can flip during a collision.  Phonon interactions causing spin 
relaxation are normally weak especially at low temperatures. This mech- 
anism has the opposite dependence on scattering rate as compared to the 
DP mechanism and becomes more important as the impurity concentration 
increases. 
 
 
 
 
 
 
 
2.7.2  Spin Relaxation in Quantum Wells 
 
 
 
As previously stated, the dominant spin relaxation mechanism in the struc- 
tures investigated within this thesis is the Dyakonov-Perel mechanism.  For 
bulk and isotropic systems this is described by the expression in Eq. 2.12 and 
gives an intuitive understanding of the process in lower symmetry situations 
such as quantum wells.  In a heterostructure based upon III-V compounds 
there can be several contributions to Ω(p) corresponding to different sources 
of inversion asymmetry [26, 8]. 
 
For convenience in the description of quantum wells we adopt a system of 
”laboratory axes” in which the growth direction perpendicular to the plane 
of the well is designated z, while the x and y axes are mutually perpen- 
dicular  in  the  plane  of  the  quantum  well.  The  relationship  of  laboratory 
and crystallographic axes for the three orientations of substrate is shown in 
Tab. 2.1.  For wells grown on (001) oriented substrates the laboratory and 
crystallographic axes coincide, but for (110) and (111) oriented substrates 
the relationship is transformed as indicted. 28  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
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z 
z  z 
 
Bulk Inversion Asymmetry (BIA) 
 
 
 
The intrinsic inversion asymmetry of the zinc blende crystal structure yields 
the Dresselhaus or bulk inversion asymmetry contribution ΩBIA (Eq. 2.10). 
However, in a quantum well the momentum in the growth direction (per- 
pendicular to the quantum well plane), which we denote as z, is quantised 
and fixed. If we take the case where the growth direction is along the (001) 
crystal axis the values pz  and p2  in Eq.  2.11  must  be replaced  by their 
quantum mechanical averages in the lowest subband, which are 0 and (p2) 
and assuming that (p2) >> p2 or p2 [8]. This results in the components of 
 
ΩBIA 
z  x  y 
 
 
Ωx = 
γ 
!t2 
 
(p
2) (−px),  Ωy = 
γ 
!t2 
 
(p
2) py ,  Ωz = 0  (2.13) 
 
 
where the components x, y and z refer to the axes [100], [010] and [001] 
respectively. The  equivalent  components  for  the  growth  directions  (110) 
and (111) can be seen transformed to the laboratory axes in Tab. 2.1 . 
 
 
 
 
 
 
Structural Inversion Asymmetry (SIA) 
 
 
 
From Eqs. 2.9 and 2.10 it can be seen that an applied electric field E will 
induce a component of Ω of form E × p.  In a quantum well, any inversion 
asymmetry of the structure (SIA) which induces a gradient in the potential 
can be represented to lowest order as a vector, transforming in the same way 
as E and thus induces components of ΩSIA [26]. These are shown in Tab. 2.1 
for the case of E directed along the growth axis z. This SIA component of 
spin splitting was first considered by Rashba and is alternatively called the 
Rashba spin splitting. The components of ΩSIA are unchanged by growth 
direction as can be seen in Tab. 2.1. 2.7.   SPIN RELAXATION  29   
 
Natural Interface Asymmetry (NIA) 
 
 
 
Heterostructures produced using materials in the well and barrier that do 
not share a common atom can have an asymmetry in the chemical bonds at 
the interface which will cause a spin splitting. However, for AlGaAs/GaAs 
quantum wells this term is zero due to the fact that the two sides of the 
interface share a common atom and we do not need to consider it further 
[27]. 
 
 
 
Strain Induced Asymmetry (STR) 
 
 
 
The application of strain to semiconductor crystals can have considerable 
impact  on  the  symmetry  and  band  structure  and  therefore  on  the  spin 
relaxation rate.  In a bulk zinc-blende crystal biaxial strain gives a significant 
contribution to the spin precession vector [28]. Strain components along the 
main crystallographic axes [100], [010] and [001] corresponding to the strains 
terms Exx, Eyy and Ezz have been shown to make a contribution to the spin 
precession vector. However, these terms are ≈ 80 times smaller than those 
for the shear terms Exy , Exz and Eyz [28, 29]. Therefore, it is only the shear 
terms considered here. In the symmetry group of the zinc blende lattice the 
shear strain components transform in the same way as vector components 
i.e. yx → z, yz → x, zx → y. Thus there is a direct link, through the 
symmetry, between ΩSIA and ΩST R with substitution of shear strains for 
electric field components. 
 
The STR contributions to the spin precession vector for the different growth 
directions and in terms of the laboratory axes can be found in Tab. 2.1 for 
the case of strain applied in the quantum well plane. They show a number 
of interesting features. For the (001) case Exy transforms as a vector along 
z and consequently the form of ΩST R  is the same as that of ΩSIA.  For the 
(110) case uniaxial strain lies along y ≡ [¯ 110] (corresponding to a shear 30  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
 
strain in the crystallographic system) and will generate an STR component 
of the same form as ΩBIA. Similarly for the (111) case uniaxial strain along 
the growth direction will generate an STR component of the same form to 
both BIA and SIA components [30]. 
 
 
 
 
 
2.7.3  Spin  Precession  Vector 
 
 
 
In heterostructures the different terms combine to give a total spin preces- 
sion vector Ω(p) 
 
Ω(p) = ΩBIA + ΩSIA + ΩSTR.  (2.14) 
 
 
The different contributions in general each have a different dependence on p 
and can be varied independently of one another by design of the heterostruc- 
ture [31, 32, 33] or by application of external perturbations [30, 34, 35, 36]. 
Consequently the interplay of the contributions that make up the resul- 
tant  effective  magnetic  field,  Ω(p)  =  ΩBIA  + ΩSIA + ΩSTR offers  many 
possibilities for external control of the spin dynamics. The values of these 
different contributions can be seen in Tab. 2.1 for the most common growth 
directions.  It can be seen from this table that it is theoretically possible 
to produce structures where the components interfere to produce complete 
cancellation of one or more Cartesian components of Ω(p) [34, 30] A re- 
cent example of this was performed through the application of an electric 
field parallel to the growth axis of a (111) quantum well [37]. It can be 
seen in Tab. 2.1 that ΩBIA has the opposite dependence on momentum to 
that of ΩSIA. Therefore, by tuning the applied electric field it was pos- 
sible to balance these two fields and cancel all spin relaxation due to the 
Dyakonov-Perel mechanism. 2.7.   SPIN RELAXATION  31   
Growth 
Plane 
[x] [y] [z] 
 
(001) 
 
 
[100] [010] [001] 
 
(110) 
 
 
[00¯ 1] [¯ 110] [110] 
 
(111) 
 
 
[¯ 110] [11¯ 2] [111] 
ΩBIA  γ(p2 )/!t2{−px, py , 0}  γ/2(p2 )/!t2{0, 0, py }  2γ 
√
3(p2 )/!t2{py , −px, 0} 
/ 
ΩSIA  α/!t2{py , −px, 0}  α/!t2{py , −px, 0}  α/!t2{py , −px, 0} 
 
 
ΩSTR 
 
 
 
C3Exy /!t2{py , −px, 0} 
 
C3/2!t2 
{0, 0, (Eyy − 
Ezz )py − Exy px} 
C3/!t2√
6 
{−(Exx + Eyy − 2Ezz )py , 
(Exx + Eyy −  2Ezz )px, 
2Exy px + (Exx − Eyy )py } 
 
 
 
 
 
 
 
 
 
z  z  z 
 
 
 
 
 
 
 
 
 
Table 2.1:  Contributions for spin-orbit field due to the BIA, SIA and strain 
terms for quantum wells grown in the (001), (110) and (111) crystallographic 
directions where α, γ and C3 are the Rashba, Dresselhaus and strain coef- 
ficients respectively, px,y,z  are the components of the electron wave vector. 
 
2.7.4  Effects of an External Magnetic Field 
 
 
 
All of the experiments under discussion in this thesis begin with the excita- 
tion of electrons with circularly-polarised light generating a spin-polarised 
electron population in the conduction band as discussed in Sec. 2.6. The 
excitation beam is parallel to the growth direction z  and hence the spin- 
polarised  population  will  also  have  their  spins  oriented  parallel  to  z. Ap- 
plication  of  an  external  magnetic  field  in  the  plane  of  the  quantum  well, 
will cause the z aligned spins to perform coherent rapid Larmor precession 
perpendicular to this field [8]. The frequency of this Larmor precession is 
given by 
ΩL = g
∗ µB B/!t  (2.15) 
 
where  µB is  the  Bohr  magneton,  B  is  the  magnetic  field  and  g∗  is  the 
effective electron g factor. The z component of an experimental spin signal 
with  an  in-plane  magnetic  field  applied  will  thus  have  a  beat  frequency 
overlaid on the exponential decay described by the spin relaxation rate, Γs 
as can be seen in Fig. 2.10.  If the Larmor precession is sufficiently rapid 32  CHAPTER 2.   CHARGE CARRIERS AND SPIN   
 
 
D
e
g
r
e
e
 
o
f
 
p
o
l
a
r
i
s
t
a
t
i
o
n
 
 
 
 
0.08 
 
0.04 
 
0 
 
-0.04 
 
-0.08 
 
0  200  400  600  800  1000  1200 
Time (ps) 
 
 
Figure 2.10: Typical spin signal for NU2713 10 nm quantum well at 25 K 
with a 4 T in-plane magnetic field aligned along the (110) axis. Spin quan- 
tum beats are overlaid on top of the exponential decay of the polarisation 
of the spin population. 
 
 
the  measured  relaxation  rate  with  an  external  magnetic  field  applied  is 
the average  of the  relaxation  rate parallel to the growth direction and  of 
the relaxation rate in the plane of the quantum well perpendicular to the 
external  magnetic  field,  Γs  = 1/2(Γs + Γs ).  We see from Eq. 2.12 that 
m  I  ⊥  
the spin relaxation rate along a particular axes is determined by the mean 
square  component  of  Ω  perpendicular  to  the  axis.  Thus,  measurements 
of the  spin  relaxation  rate for  magnetic  fields  applied  at  different  angles 
in the  xy  plane  can  allow  a  characterisation  of  all of the  components  of 
Ω. The effective g factor describes the precession of an electron within a 
crystal potential as opposed to the free electron g factor.  Because of this 
an  electron  in  an  anisotropic  crystal  can  have  different  values  for  g ∗  
along 
different directions in the crystal. Therefore,  as the angle of the in-plane 
magnetic field is varied the measured beat frequency will yield the value of 
g∗  for that crystal direction. Ultimately, both Ω and  g∗  originate from the 
spin-orbit coupling and their values can be related to each other as we shall 
see.  
 
 
 
 
 
 
 
 
 
 
 
Chapter 3 
 
 
 
 
Experimental  Techniques  and 
Samples 
 
 
 
 
 
The study of electron spin dynamics in GaAs based quantum wells requires 
both the characterisation of samples and the measurement of several proper- 
ties under varying conditions.  This chapter will discuss the techniques and 
methods employed in this thesis to characterise samples and to measure and 
manipulate electron spin dynamics . 
 
 
 
 
 
3.1  Photoluminescence Spectroscopy 
 
 
 
The process of photoluminescence can reveal much about semiconductor 
samples and is an important characterisation tool.  Photoluminescence oc- 
curs when a material absorbs photons of an energy higher than its band-gap 
by exciting electron-hole pairs into higher energy states. The electrons and 
holes in the excited states then relax via non-radiative channels like phonon 
emission and other scattering events into a point on the conduction or va- 
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Figure  3.1:  A  photon  with  an  energy  higher  than  the  band-gap  initially 
excites an electron-hole pair. The electron and hole decay via non-radiative 
means  to  the  conduction  and  valence  band  minimum  respectively.  The 
electron-hole pair then recombine emitting a photon at the band-gap energy 
in the process. 
 
 
 
 
lence  band  where  they  can  then  recombine.  The  recombination  releases 
energy as a photon with an  energy  equal  to  the  band-gap  of  the  mate- 
rial. A  simplified  diagram  of  the  photoluminescence  process  can  be  seen  in 
Fig.  3.1. 
 
Samples investigated in this thesis were characterised using this method. 
The confinement energy (and hence the well thickness) and the locations 
of the light and heavy hole can be measured. The broadening of the peaks 
reveals the quality of the sample; in general a narrow peak means high- 
quality quantum wells of uniform thickness while broadening of the emission 
peak can be due to inhomogeneity of the quantum well thickness. 3.2.  SPIN QUANTUM BEAT SPECTROSCOPY  35   
 
3.2  Spin  Quantum  Beat  Spectroscopy 
 
 
 
 
Figure .3.2. shows a schematic diagram of the set up for the time resolved PL 
experiment.  A continuous-wave diode laser operating at 10 W and 532 nm 
is used to pump a mode locked Ti:Sapphire laser to generate picosecond 
pulses at a repetition rate of 80 MHz with a wavelength range of 700 nm - 
850 nm.  The beam is passed through a linear polariser to improve the po- 
larisation quality. A Soleil-Babinet compensator is used to produce circular 
polarisation  at  the  location  of  the  sample.  The  sample  is  mounted  on  a 
rotation stage in a cryostat cooled by flowing liquid helium and positioned 
in a superconducting solenoid. The temperature can be continuously varied 
in  the  range ≈  4.2 K − 300 K and  a  magnetic  field  of  up to 8 T can  be 
applied.  The sample is mounted in Voigt geometry i.e.  the field is applied 
in the quantum well plane and the excitation pulse is normal to the plane 
of the well. The rotation stage allows the sample to be rotated relative to 
the magnetic field about an axis parallel to its growth axis and that of the 
excitation beam.  A diagram of this can be seen in Fig. 3.3 This is used to 
measure the dependence of the electron spin dynamics with respect to the 
in-plane orientation of the magnetic field. 
 
The circularly-polarised pulses are used to pump the sample parallel to the 
growth direction below the band-gap.  Absorption of the circularly-polarised 
light creates a spin-polarised population of electrons and holes in the con- 
duction band and valence band as discussed in Sec. 2.6. The momentum 
distribution of the excited electrons rapidly thermalises after excitation via 
the emission of phonons and other scattering events. The generated hole 
population will also quickly thermalise losing spin polarisation on the mo- 
mentum  relaxation  time  scale  due  to  strong  valence  band  mixing  and  p 
dependent spin splitting. The photoluminescence is collected and recorded 
using a synchroscan streak camera imaging system to resolve both spectral 
and temporal information of the PL with a resolution of 0.5 nm and 8 ps, 36  CHAPTER 3.   EXPERIMENTAL TECHNIQUES AND SAMPLES   
 
 
 
 
 
 
 
Figure 3.2: Experimental set up for time resolved photoluminescence 
 
 
 
 
 
 
 
 
Figure 3.3:  Schematic diagram of the relative orientation of the sample, 
rotation mount and pump laser. 3.2.  SPIN QUANTUM BEAT SPECTROSCOPY  37   
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Figure 3.4: Streak images for NU2713. A 10 nm quantum well at a temper- 
ature of 25 K with a 4 T external magnetic field applied along the [110] axis. 
The left top plot shows the streak image for the LCD retarder set to collect 
σ+  PL and the right image is for σ−.  Integrated intensity line profiles are 
extracted for wavelengths between the vertical white lines and are displayed 
in  the  bottom  plot. 38  CHAPTER 3.   EXPERIMENTAL TECHNIQUES AND SAMPLES   
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Figure  3.5:  The  total  PL  intensity  for  the  streak  images  in  figure  3.4  is 
displayed in the left plot and is the sum of the σ+ and σ− signals.  The right 
 
plot shows the measured spin polarisation signal (open red circles) along 
the z axis.  A fit to Eq. 3.1 is overlaid (solid black line). 
 
respectively. The σ+ and σ−  components of the PL are alternately selected 
using  a liquid  crystal  retarder  and a  polariser.  The  time  evolution  of the 
total optical circular polarisation can be extracted from these components 
using the following formula [10] 
σ+ − σ−  
Pσ = 
σ+ + σ− .  (3.1) 
 
This directly gives the spin polarisation, PS (t) of the conduction electrons 
as a function of time which can be modeled as 
 
 t 
Ps(t) = aM .e  τs .cos(ΩLt)  (3.2) 
 
where aM is the initial degree of polarisation, t is the time, τs is the spin 
polarisation lifetime and ΩL is the Larmor precession frequency given as 
ΩL = g∗ µB B/!t as in Eq. 2.15. 
 
 
An  example  of  the  streak images  measured  in  this  way  can  be  seen in 
Fig. 3.4.  These were taken from NU2713 at 25 K with a 4 T external mag- 
netic  field  applied  along  the  [110]  axis.  The  excitation  beam  was  set  to 
750 nm which corresponds to a photon energy well above the band-gap of 
the quantum well.  The two images are taken consecutively with all exper- 
imental parameters equal except that the the LCD retarder and polariser  
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are set such that the σ+ PL is collected for the top left image and σ− 
is collected for the top right. A wavelength-integrated intensity profile is 
then  extracted from the two complementary streak images which are 
displayed in the bottom plot. The left plot of Fig. 3.5 displays the total 
PL  signal which is calculated as the sum of the σ+ and σ− signals. A 
feature of these measurements at low temperature (< 50K) is that hot 
electron-hole pairs are injected so that there is a spread of energies in 
the excited electron population and it takes some time for the electrons 
to thermalise to p = 0 where they can decay. This manifests itself in the 
time-resolved PL signal shortly after the initial excitation as an increasing 
PL signal, in this case for about the first 200ps. It is therefore sensible to 
start fitting Eq. 3.2 to the z axis spin polarisation signal at a time after the 
electrons have thermalised. The degree of spin polarisation along the z 
direction is then extracted us- ing Eq. 3.1 and is displayed in the right 
plot of Fig. 3.5 (solid red circles). This curve is fitted using Eq. 3.2 (solid 
black  line)  for  times  after  200 ps. The  fitting  parameters  to  the  spin 
signal  curves  give  directly  the  spin  re- laxation rate and the electron 
Land´ e g factor for the various experimental settings. 
 
 
 
 
3.3  Applying Strain to Quantum Wells 
 
 
 
Chapter 6 of this thesis will be dedicated to the study of electron spin dy- 
namics  in  quantum  well  structures  with  applied  mechanical  strain.  What 
follows is a description of how the strain is applied to these samples.  The 
sample substrate is thinned to ≈ 100 µm to allow the efficient transmission 
of  strain  to  the  quantum  well.  It  is  then  glued  to  one  side  of  a  stacked 
PbZrTiO3 (PZT)  piezo  rod  using  a  specially  formulated  epoxy  resin,  M 
Bond 600 from Vishay micromeasurements. The surfaces of the transducer 
and the sample must be roughened with fine sand paper and then thor- 
oughly cleaned with isopropanol and wiped dry with lint free gauze or lens 40  CHAPTER 3.   EXPERIMENTAL TECHNIQUES AND SAMPLES   
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Figure 3.6:  Processed piezoelectric transducer.  A quantum well sample is 
attached to the front side and a T-rosette strain gauge is attached to the 
back. The T-rosette strain gauge simultaneously measures the strain of the 
transducer along the perpendicular directions of the long and short axis. 
 
 
tissues.  The  cleaning  process  must then  be  repeated  first  with  the  con- 
ditioner  solution  and  then  with  the  neutraliser  solution  provided  with  the 
adhesive.  A fine  coat of  the epoxy is then applied to the  surface of the 
transducer where the sample is to be attached. The sample is placed using 
PTFE tipped tweezers in position with the crystal axes aligned parallel to 
the transducer axes as desired. The sample is covered with a protective 
layer of PTFE tape with a square of silicone with the same surface area 
as the transducer on top. This is then placed in a clamping system that 
maintains a uniform pressure across the sample while the epoxy is cured by 
baking at 100◦C for a minimum of 2 hours. 
 
 
A T-Rosette strain gage is attached to the opposite side of the transducer 
using the same epoxy by the method outlined above. The T-Rosette strain 
gauge has two strain gauges mounted at 90 degrees to each other on the 
same wafer to measure the strain applied in two perpendicular directions 
simultaneously  i.e.   the  long  and  short  axis  of  the  piezo  transducer.   A  
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diagram of the piezo with the sample and strain gauge attached can be seen 
in Fig. 3.6. This method of applying strain to quantum well samples has 
been detailed in Shayegan, et al [38]. 
 
In a separate test of this method using a similar piezo and a dummy sam- 
ple, we found that the strain recorded by a strain gauge attached directly 
to the piezo stack was very close to that recorded by a second strain gauge 
glued to the top of the dummy sample, indicating that the strain was effi- 
ciently transmitted to the quantum wells.  This reproduced equivalent tests 
reported by Shayegan et al. 
 
A positive bias applied to the transducer causes expansion along the long 
axis and contraction along the short  axis approximately equal to 40% of 
the long axis expansion.  The strain available from the piezo transducer at 
a given applied voltage falls markedly as the temperature is reduced while 
the PL signal increases. All the strain measurements within this thesis were 
conducted at 180 K which represents a compromise between maximal strain 
and  satisfactory  signal  to noise ratio of the time resolved PL. At  helium 
temperatures these transducers become bipolar so that a negative bias will 
cause contraction equal to the expansion that a positive bias will produce. 
However, this feature declines rapidly as the temperature is increased and 
at 180 K a negative bias of ≈ 30% of the maximum bias will depolarise the 
transducer. Therefore it is not possible to apply full tensile strain and an 
equal compressive strain to the same sample. 
 
 
 
 
 
3.4  Crystallographic Axes Identification 
 
 
 
All of the experiments contained within this thesis contain some detail about 
the in-plane optical anisotropy of quantum well heterostructures.  The sam- 
ples investigated in this thesis are quantum wells grown in three different 42  CHAPTER 3.   EXPERIMENTAL TECHNIQUES AND SAMPLES   
 
planes of the crystal; the (001), (110) and (111) plane. A diagram of these 
different growth planes can be seen in Fig. 3.7. 
 
(1)  Plane  (110) Plane  (111)  Plane 
 
[001] 
 
[001]  [001] 
[110] 
 
 
 
 
 
 
[100] 
 
 
 
[010]  [¯ 110] 
 
Figure 3.7: Diagram of the different growth axis within a unit cube of a zinc- 
blende crystal. The cube indicated by the black lines is the unit cube of the 
crystal and the shaded regions indicate the growth plane of the quantum 
well. 
 
GaAs zinc-blende crystals have certain preferred cleave planes along axes 
of [110] type, i.e., [110], [¯ 110], etc. Knowledge of how the samples cleave 
for  the  various  growth  planes  allow  the  crystallographic  directions  to  be 
determined.  The profile of the straight edges that remain after cleaving a 
(110) sample can be analysed to determine the crystal axes.  A schematic 
diagram of this can be seen in Fig. 3.8. 
 
 
 
 
3.5  Samples 
 
 
 
This section provides  a table  (Tab. 3.1) of the samples  used throughout 
this thesis for easy reference. The table states the sample name in the first 
column and the growth plane in the second column.  The third column with 
the heading  of ”QW  Type”  refers  to  the  quantum  well type  and  denotes 
whether  the  QW  has  a  symmetrically  grown  confinement  potential  or  an 
asymmetric potential.  These are stated as either ”S” or ”AS” respectively.  
[1¯ 10] 
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[ 001] 
(110) Unit Cube 
[011] 
(110) Plane 
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[1¯ 1 ¯ 1] Type Edge 
[001] Type Edge 
35.26° 
[1¯ 1 ¯ 1] 
[1¯ 1 ¯ 1] 
 
 
Figure 3.8:  Diagram of the cleave planes for a (110) quantum well. Solid 
lines indicate the main crystallographic axes, dashed lines indicate the cleave 
planes and the doted lines show the projection of the cleave planes on the 
sample. The edge on view shows the difference between types of cleaved 
edges. 
 
Table 3.1: A list of all samples used in this thesis. The third column headed 
”QW Type” refers to the quantum well potential. The letter ”S” denotes a 
symmetric confinement potential while ”AS” refers to an asymmetric con- 
finement potential. 
 
 
The fourth and fifth columns record the widths of the quantum wells and 
the type of heterostructure of the sample. The samples that have the prefix 
”NU” in their name were produced in The School of Physics and Astronomy, 
University of  Nottingham  by  M.  Henini  and  D. Taylor. The growth details 
of sample G55 can be found in Ref. [39].  The (111) sample was produced 
by D. Schuh at the Universit¨ at Regensburg. 
 
Sample Name  Growth Plane  Type  Well Widths  Structure 
NU2713  (001)  S  5, 10, 17.5 nm  PIN 
NU2662  (001)  AS  12 nm  Undoped 
G55  (001)  S  11.2 nm  Undoped 
NU2284  (110)  S  7.5 nm  Undoped 
D090819B  (111)  S  7.5 nm  Undoped 44  CHAPTER 3.   EXPERIMENTAL TECHNIQUES AND SAMPLES   
  
 
 
 
 
 
 
 
 
 
 
 
Chapter 4 
 
 
 
 
Effects of An External Electric 
Field 
 
 
 
 
 
This chapter discusses the use of spin quantum beat spectroscopy [10, 40] 
to investigate the effect on the spin dynamics of a variable potential gradi- 
ent produced by an external electric field applied along the growth axis of 
a PIN heterostructure where the insulating region contains undoped (001)- 
oriented GaAs/Al0.4Ga0.6As quantum wells of four different widths; 17.5 nm 
, 10 nm, 5.5 nm and 2.5 nm. The method gives the spin relaxation rates for 
spin components along the growth axis, Γs , and in the quantum well plane, 
I 
Γs   , and also the in-plane Land´ e g-factor of the photoexcited conduction 
⊥ 
electrons as discussed in Sec. 3.2.  In symmetric (001) quantum wells Γs 
⊥ 
and g are usually isotropic in the plane of the well. However, external per- 
turbations  (e.g. electric  field  or  strain)  can  reduce  the  symmetry  of  the 
system and produce an in-plane anisotropy of these quantities. The micro- 
scopic mechanisms by which the anisotropy occurs for these two parameters 
is different. As we shall see, an investigation of the in-plane anisotropy that 
occurs can reveal the effect on the band edges of the perturbation. We find 
that a non-zero potential gradient produces significant in-plane anisotropy 
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of both Γs 
⊥ and of g-factor. 
 
 
 
 
 
 
 
 
 
 
 
4.1  Symmetry Transformation of an Electric 
Field 
 
 
 
 
Bulk  GaAs  crystals  have  the  symmetry  point  group  Td which  is  reduced 
for  (001)-oriented  quantum  wells  with  symmetrical  confinement  potential 
and  no  applied  electric  field  to  D2d [26].  A  further  perturbation  of  this 
system through the application of an external electric field along the z axis 
reduces the point symmetry further to C2v .  For C2v  point symmetry both 
Γs   and g∗   may acquire a two-fold in-plane anisotropy.  However, the ob- 
⊥ 
served anisotropy and its strength depends on the microscopic mechanisms 
involved [41].  In the case of Γs , application of an electric field produces 
⊥ 
an SIA component of the spin splitting vector which interferes with the 
intrinsic BIA component and generates the anisotropy as predicted origi- 
nally by Averkiev and Golub [33]. It has been shown that the magnitude of 
the SIA component is determined by the expectation value of the valence 
band potential gradient over the conduction electron wavefunction [26, 42]. 
By contrast, the in-plane anisotropy of the g-factor in (001)-oriented quan- 
tum wells is directly proportional to asymmetry of the conduction electron 
wavefunction which is generated by the conduction band potential gradient 
[43, 44]. It has been shown both theoretically and experimentally that two 
competing spin precession vectors can cause interference that produces an 
in-plane anisotropy of the spin relaxation rate [33, 36, 45, 46]. However, in 
all these references the in-plane anisotropy of g∗   has been neglected.  
p   
z 
 
2   
 
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4.2  Spin  Relaxation  Anisotropy  in  a  (001) 
Quantum  Well 
 
 
In the case of a symmetric (001) quantum well the BIA term in Ω(p) is in the 
plane of the well. The SIA component induced by an external electric field 
in the growth direction is also in the plane but it has a different dependence 
upon the momentum as can be seen in Tab. 2.1. 
 
The DP spin relaxation rate give in Eq. 2.14 is proportional to (Ω2) where 
Ω = ΩBIA(p) + ΩSTR(p) and to lowest order in electron momentum 
 
   
β 
−px   
py  
  α  ΩBIA(p) =   
py   
  ΩSIA(p) = 

−  x

  (4.1) 
!t2 
   
0  !t   
 
0 
 
with   
 
β = (p
2)γ/!t
2  (4.2) 
 
where γ is known as the Dresselhaus coefficient and 
 
α = α
te Ez  (4.3) 
 
where αt is the Rashba coefficient, e is the charge of an electron and Ez is 
the electric field in the z direction.  The axes x, y, and z refer to the cubic 
axes of the zinc blende structure. Both components of Ω are oriented in the 
quantum well plane but their interference results in a two-fold anisotropic 
spin relaxation rate [33]. 
 
 
We can see from the work of Averkiev and Golub [33] that the DP relaxation 
rate derived from Eq. 2.12 for a spin component making angle ϕ to the [110] 
axis in the quantum well plane is 
 
Γ
s (ϕ) = 
C 
(α
2 + β
2 − 2αβ cos(2ϕ))  (4.4) 
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α 
g  + g 
 
where C is a constant determined by the momentum scattering time τ  ∗ . 
They also showed that the relaxation rate for spin component along the 
growth direction is 
Γ
s = C(α
2 + β
2)  (4.5) 
I 
 
In our experiment a magnetic field is applied in the quantum well plane 
causing rapid Larmor precession of the spins about the field. We measure 
the dynamics of the z-component of the electron spins for magnetic field at 
angle θ to [110]. The latter is taken to be the average 1/2(Γs + Γs (ϕ)). The 
I  ⊥ 
spins precess in a plane perpendicular to θ and the measured spin relaxation 
rate projected on the growth axis becomes 
 
Γ
s(θ) = 
1 
Γ
s + Γ
s (θ + 
π 
)
 
 
2 
I  ⊥  2 
3Cβ2 (
 
= 
4  1 + 
(  \2 
+
 
β 
2α 
 
 
cos(2θ) 
3β 
(4.6) 
 
 
 
4.3  Electron Land´ e g Factor Anisotropy in a 
 
(1)  Quantum Well 
 
 
 
The time inversion symmetry is lifted by the application of an external 
magnetic field to an electron system and introduces a finite Zeeman energy 
splitting to the electron Hamiltonian given as ∆E = g∗ µB B , where g∗  
is the effective g factor which can have a significantly different value to 
that of the free electron g factor, g0 = 2 [26]. 
 
 
In D2d symmetry the g-tensor has two independent components, i.e., gxx = 
gyy and gzz . Reduction of the symmetry to C2v allows in-plane anisotropy 
of the g-factor which can by specified by non-zero off-diagonal elements of 
the g-tensor[44, 41] gxy = gyx /= 0. Thus 
I    
g
∗ (θ) = 
− 
2  2 
xx  xy + 2gxxgxy cos(2θ),  (4.7) 4.4.   SAMPLE NU2713  49   
 
where θ is the angle of the magnetic field in the quantum well plane with 
respect to the [110] direction. For the width of quantum well used here it is 
known that gxx is negative [40] which is the origin of the minus sign in Eq. 
4.7.  Microscopic analysis gives [43] 
 
 
gxy = gyx = 
( 
2γe   (  (p
2)(z)  − (p
2z)
)
  
(4.8) 
!t3µB 
z  z 
 
 
where () denotes an expectation value over the electron wavefunction. The 
second bracket vanishes if the electron wavefunction is symmetrical  with 
respect to reflection in a plane perpendicular to the growth direction.  Thus 
the g-factor anisotropy in the plane is determined by the asymmetry of the 
electron wavefunction and the pre-factor contains the Dresselhaus coefficient 
γ. 
 
 
 
 
4.4  Sample NU2713 
 
 
 
The sample used in the investigation of the effects of an electric field on the 
spin dynamics of (001) quantum wells is NU2713. This is a PIN heterostruc- 
ture with three sets of five intrinsic GaAs quantum wells of different well 
widths (2.5 nm, 5 nm, 10 nm and 17.5 nm) with symmetric square poten- 
tial profiles located in the insulating region.  The barriers and p-type region 
are Al0.4Ga0.6As while the quantum wells and the n-type region are GaAs 
.  The wafer is processed into a commonly used patterned mesa structure 
with evaporated gold contacts on the top of each of the mesas. The reverse 
side of the sample next to the substrate also has a gold layer evaporated 
onto it to allow electrical contact to be made. The sample is mounted in 
a chip and microbonding is used to wire up the mesas so that they can be 
individually addressed with a known applied bias voltage across the sample. 
A schematic diagram of this PIN structure can be seen in Fig. 4.1, which is 
not to scale. 50  CHAPTER 4.   EFFECTS OF AN EXTERNAL ELECTRIC FIELD   
 
 
 
 
 
 
 
 
Figure 4.1: A schematic diagram of NU2713 (not to scale). 
 
 
 
 
SEM images can be seen in Fig 4.2 of a quantum well sample patterned 
using this technique into mesa structures. The top gold contact does not 
completely fill the surface of the mesa which allows optical access to the 
quantum well at the same time as applying a bias voltage. 
 
 
 
 
Gold Contacts 
 
 
Quantum Well 
Region 
 
 
 
 
 
 
 
 
 
 
 
 
Figure  4.2:  SEM  images  of  etched  mesas  with  gold  contacts  deposited  on 
surface.  Right image  is zoomed in  on the indicated  region. 4.4.   SAMPLE NU2713  51   
 
4.4.1  Current-Voltage  Characteristics 
 
 
 
Current-voltage (IV) measurements are performed to ensure that the mesas 
investigated display good PIN characteristics and have not been damaged 
by the processing of the wafer. . The current-voltage curves at 25 K for the 
mesa investigated can be seen in Fig. 4.3. The open black circles display 
the points for the dark IV curve, i.e., for no illumination, and the red solid 
circles show the IV curve for the same mesa under experimental conditions, 
i.e., illuminated with a 3mW average power 750 nm, 80 MHz pulsed laser. 
This mesa was selected because it shows characteristics that define a good 
quality  PIN  structure.  The  desired  characteristics  are  as  follows;  under 
dark  conditions there  should  be  a  negligibly  small  current  under  reverse 
bias which then increases exponentially once forward bias is applied. Once 
illuminated there should be a photocurrent that increases with increasing 
negative bias that should not exceed ≈ 1 µA for a negative bias of < |3 V |. 
The  current  is  restricted  to  this  value  so  that  we  can  be  sure  that  the 
current is a genuine photocurrent and is not due to electrons escaping from 
the wells.  The current should pass through zero as the bias is switched to 
forward bias and again increase exponentially with forward bias. In Fig. 4.3 
the illuminated IV curve does not begin its exponential increase for forward 
bias. This is to  prevent damage to the sample. A large photocurrent will 
break down the device and it will no longer work as a true PIN structure. 
The photocurrent is therefore limited and these forward bias points could 
not be measured. 
 
 
 
 
4.4.2  Calculation of Electric Field 
 
 
 
It is assumed that the energy band-gaps of Al0.4Ga0.6As and GaAs are 1.9eV 
and 1.52 eV and that the Fermi energies of the degenerate doped layers 
coincide with the band edges. Because the n doped layer is GaAs and the 52  CHAPTER 4.   EFFECTS OF AN EXTERNAL ELECTRIC FIELD   
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Figure 4.3: Current-Voltage curves for the mesa on NU2713 under investi- 
gation in this section at 25 K. The open blacks circles show the dark current 
with no illumination and the solid red circles show the current under the 
illumination used for the experiments of 3mW average power from a 750nm 
laser. 
 
 
p type layer  Al0.4Ga0.6As the  built-in potential gradient in  conduction and 
valence bands are slightly different and stand at 28 kV/cm and 25.6 kV/cm 
respectively. Therefore an average value of 26.8 kV/cm is used. The nominal 
total thickness of the insulating region of the sample is 669 nm; that is the 
thickness  of  all  the  quantum  wells  and  barriers.  This  gives  a  potential 
gradient per applied volt of 14.9 (kV/cm)/V  and  the  potential  gradient, 
PG, is given as 
 
P G =  26.8 − (14.9 × V ) kV /cm  (4.9) 
 
 
where  V  is  the  applied  bias  in  volts. This  calculation  assumes  that  the 
growth  sheet for the  sample is  correct  and  explicitly  estimates  all  of the 
necessary values from these data. If the actual sample varies from that on 
the growth sheet then the calculation from Eq. 4.9 will be incorrect. This 
applies  to  both  the  value  of  the  in-built  potential  gradient  in  the  sample 
and the thickness of the insulating region.  While this results in a relatively 4.5.   MEASUREMENT OF ANISOTROPY INDUCED BY AN ELECTRIC FIELD53   
 
crude calculation it is more than sufficient for our requirements. 
 
 
 
 
 
4.5  Measurement of Anisotropy Induced by 
an Electric Field 
 
 
The sample was mounted on a rotation stage in a continuous flow liquid 
helium cryostat with a superconducting magnet that can apply a field of up 
to 8 T. The growth axis of the sample coincided with the rotation axis of the 
mount and was aligned perpendicular to the horizontal variable magnetic 
field. A mode locked Ti:Sapphire laser with 80 MHz repetition rate, 2 ps 
pulse length, tuned to 750 nm and incident parallel to the growth direction 
was used to excite photoluminescence (PL) from the sample. The light was 
circularly-polarised and focused onto the sample with an excitation density 
of ≈ 2 × 108cm− 2.  The spin dynamics of the sample are then investigated 
using time resolved photoluminescence spectroscopy as discussed in Sec. 3.2 
to extract the information from the spin quantum beats.  Fig.  4.4 displays a 
typical streak image for NU2713 at a temperature of 25 K with a magnetic 
field of 4T aligned with θ = 90◦ which is parallel to the [1¯ 10] axis and a po- 
tential gradient of 11.1kV/cm.  The photoluminescence is collected with the 
liquid crystal retarder set to allow σ+ to pass through the linear polariser. 
The PL peaks from left to right are for the 5 nm, 10 nm and 17.5 nm quan- 
tum well widths. We concentrated on the widest of the wells due to the fact 
that the electric field has a greater impact on the spin dynamics of wider 
wells.  The solid red lines superimposed on the image are intensity profiles 
for the PL from each of the well widths. It can be seen from this image 
that the g factors and lifetimes vary between the different well widths.  The 
oscillations of the Larmor precession are significantly faster for the 17.5 nm 
well widths and continue until ≈ 700 ps. The oscillations are much slower 
for the 10 nm wells and vanish after ≈ 300 ps while no oscillations can be 54  CHAPTER 4.   EFFECTS OF AN EXTERNAL ELECTRIC FIELD   
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Figure 4.4: Streak image for NU2713 with a magnetic field of 4T aligned 
with  θ  =  90◦  and  a  potential  gradient  of  11.1kV/cm.   Traces  show  line 
 
profiles for the different well widths. 
 
 
seen with the naked eye for the 5 nm well width. 
 
 
 
 
4.5.1  Quantum Confined Stark Effect 
 
 
 
The streak images also give spectral information about the PL signals col- 
lected.  An electric field applied parallel to the growth axis effects the 
PL spectrum of a quantum well system. Figure 4.5 shows the time in- 
tegrated spectra for various external electric fields. The field is varied from 
11.1kV/cm up to 55.8kV/cm which is indicated in the traces as a colour 
change from black for 11.1kV/cm, then through the spectrum from blue 
to red for the highest field of 55.8kV/cm.  It can be seen that for all well 
widths an increasing electric field pushes the peak PL position to higher 
wavelengths. This is caused by the quantum confined Stark effect whereby 
an electric field tilts the bands of the quantum well pushing the conduction 4.5.   MEASUREMENT OF ANISOTROPY INDUCED BY AN ELECTRIC FIELD55   
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Figure 4.5:  Photoluminescence spectra for NU2713 showing the 5.5, 10 and 
17.5 nm well widths.  The potential gradient varies from 11.1 - 55.8 kV/cm 
indicated by a change in line colour from black then through the spectrum 
from blue to red. 
 
 
electron wave function to lower energies while the hole wavefunction shifts 
to higher energies. The electron or hole energy shift is a quadratic function 
of the applied field given as 
 
 
δE1 ≈ −C 
(eF  a)2 
E1 
 
(4.10) 
 
where C is a constant, e is the charge of an electron, F is the applied field, a 
is the well width and E1 is the energy of the n = 1 subband in the quantum 
well [47].  The above statement holds true for low electric fields in the z 
direction where, |eF |a « (!t2/2m∗ )(π/a)2. It can be seen in Fig. 4.5 
that 
the wider well widths display a more pronounced energy shift. 
 
 
The PL peak positions are displayed in Fig 4.6 versus the potential gradient 
for the 5 nm (Fig 4.6a) ), 10 nm (Fig 4.6b) ) and the 17.5 nm(Fig 4.6c) ) 
well widths. The solid lines show a quadratic fit to the data. 56  CHAPTER 4.   EFFECTS OF AN EXTERNAL ELECTRIC FIELD   
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Figure 4.6:  Extracted peak positions from the photoluminescence spectra 
for NU2713 a) 5.5 nm , b) 10 nm and c) 17.5 nm well widths as a function 
of potential gradient. 4.5.   MEASUREMENT OF ANISOTROPY INDUCED BY AN ELECTRIC FIELD57   
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Figure 4.7: a) Extracted intensity profiles for wavelength slices correspond- 
ing to the 5.5 nm (red), 10 nm (black) and 17.5 nm (blue) quantum well 
widths and a potential gradient of 11.1 kV/cm.  Both σ+  and σ− are dis- 
played. b) The spin signals, which correspond to (σ+ − σ−)/(σ+ + σ−), 
are plotted with an arbitrary offset for the 5.5 nm (red), 10 nm (black) and 
17.5 nm (blue) quantum well widths. The g factor and decay time are 
indicated for each of the well widths. 58  CHAPTER 4.   EFFECTS OF AN EXTERNAL ELECTRIC FIELD   
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4.5.2  Spin Signals 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7 a) displays the time evolution of the intensity profiles of the PL 
collected for both the σ+ and σ− signals for the three well widths; 5 nm (red), 
10 nm (black) and 17.5 nm (blue). Figure 4.7 b) shows the time evolution 
of the spin polarisation parallel to the z axis for these three well widths 
measured at a temperature of 25 K for a potential gradient of 11.1 kV/cm 
and a 4T magnetic field applied parallel to the [110] axis. Due to the varia- 
tion in the confinement energy, each of these well widths will have different 
values of g∗  and Γs. An arbitrary offset has been applied to the degree 
of  polarisation  for  each  well  width  for  viewing  ease.  All  the 
measurements in this chapter were conducted at 25 K which ensured a 
high PL intensity and thus improved signal to noise. The observed spin 
signal is fitted to A · cos(ωLt) e−Γ  t, with A, ωL = (gµB /!t)B  and Γs as 
free parameters as discussed in Sec. 3.2. It is well documented that Γs 
and g∗  show a strong dependence on well width and this can be seen in 
Fig. 4.7 where the spin signals displayed were measured simultaneously 
and hence under identical conditions. The 17.5 nm quantum well signal 
has a spin lifetime of 612.2 ps and a g-factor of -0.325 whilst the 10 nm 
quantum well signal has has a spin lifetime of 132 ps and a g-factor of -
0.155. The spin lifetime of the of the 5 nm quantum well is so short that 
it  is  comparable  to  the  temporal resolution of the streak system. The 
fitting parameters give values of a spin lifetime of 23.7 ps and a g-factor of 
-0.152 but the uncertainties on these parameters for such short timescales 
are so large that no sensible discussion of these properties can be made. 
For this reason the data for the 5 nm well widths will be ignored for the 
rest of this chapter. 4.6.   DISCUSSION  59   
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Figure 4.8: Spin quantum beats for the 10 nm quantum well at 25 K, and 
an applied electric field of 55.8kV/cm and with the magnetic field of 4 T 
aligned parallel to the [110] axis (closed circles) and at 90 degrees to the 
[110] axis (open circles). 
 
 
4.6   Discussion 
 
 
 
Figure 4.8 shows the spin quantum beats for the 10 nm quantum well width 
at 25 K with the maximum potential gradient of 55.8kV/cm applied and a 
4 T magnetic field aligned parallel (closed circles) and perpendicular (open 
circles) to the [110] axis. It can be clearly seen that both the g factor indi- 
cated by the oscillation frequency and the relaxation rate are significantly 
different for the two cases. This is highlighted in Fig. 4.9 which displays the 
variation of both g∗   (open circles) and Γs (closed circles) as a function of 
the in-plane angle of the magnetic field B to the [110] crystal axis. Fig. 4.9 
a) displays the data for the 10 nm well widths with a potential gradient of 
55.8kV/cm which shows the maximum anisotropy of both Γs and g∗   while 
Fig. 4.9b) displays the data for the 17.5 nm wells with a potential gradient 
of 38.7kV/cm  which is the point where α/β ≈ 1 and there is still a large 
anisotropy  of  g∗   .    It  can  be  seen  that  the  anisotropy  of  g∗   is  far 
greater 60  CHAPTER 4.   EFFECTS OF AN EXTERNAL ELECTRIC FIELD   
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Figure  4.9:   The  variation  of  both  g∗   (open  circles)  and  relaxation  rate 
(closed circles) are displayed as a function of the angle of a 4 T magnetic 
field B to the [110] axis at a temperature of 25 K for a) the 10 nm quantum 
well  widths  with  a  negative  bias  of  2 V  applied  and  for  b)  the  17.5 nm 
quantum well widths with a negative bias of 0.8 V applied. 
 
 
 
for the 17.5 nm wells and whilst the anisotropy of Γs does not appear to be 
very different the absolute value of the relaxation rate is much lower for the 
17.5 nm wells with the minima at ≈ 0.5 ns−1.  The solid lines indicate fits 
to Eq.  4.6 and 4.7 which give values of α/β, gxy  and gxx. 
 
The extracted values of gxy are shown in Fig. 4.10a) for both the 10 nm 
(closed circles) and the 17.5 nm (open circles) well widths.  The solid lines 
show  fits  to  the  data  of  the  form  y  = 
√
x,  which  is  the  expected  trend 
calculated from the asymmetry term, ((p2)(z) − (p2z)), in Eq.  4.8.  Figure  z  z 
4.10b) displays extracted values of gxx as a function of potential gradient 
for the 10 nm (closed red squares) and the 17.5 nm (open black squares). 
A clear linear trend of decreasing |g| for increasing potential gradient can 
be seen in the 17.5 nm data. This is also present in the 10 nm well width 
data but is much less pronounced. The value of the material parameter γ in 
Eq.  4.8 can be extracted from the measurements of gxy by calculating the 
asymmetry term and rearranging the equation in terms of γ.  This can then 
be used to calculate β from Eq. 4.2 and α can be extracted by multiplying 
through  with  α/β  which  is  obtained  as  a  fitting  parameter  in  Eq.   4.6. 4.6.   DISCUSSION  61   
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Figure  4.10: a)  Dependence  of  gxy on the  potential  gradient for the  17.5 
nm well width (open circles) and 10 nm well width (closed circles).  Solid 
lines show fits to the data of the form y = 
√
x.  b) Dependence of gxx on 
the potential gradient for the 17.5 nm well width (open squares) and 10 nm 
well width (closed squares).  Note:  All error bars are present on the above 
plots. However, some are too small to see on this scale. 
 
 
 
Figure 4.11 shows these parameters plotted versus the potential gradient 
for  the  17.5 nm  (Fig.  4.11a)  and the  10 nm  (Fig.  4.11b)  well  widths.  As 
expected from Eq. 4.3, α is linearly dependent on the external electric field. 
The solid lines show the linear fit to these data, the gradient of which gives 
the value for the Rashba coefficient αtwhich is calculated to be 0.055 nm2 ± 
0.002 for the 17.5 nm quantum wells and 0.007 nm2 ± 0.001 for the 10 nm 
well widths. The values of αt for the 17.5 nm wells is in good agreement to 
previous experiments [48].  However, the αt extracted for the 10 nm well is 
significantly lower than those previously measured in similar systems. This 
discrepancy could be explained by the wavefunction penetrating further into 
the barrier for the narrower wells and hence the full effect of the potential 
gradient is not experienced by the electrons. 
 
It has been shown that there is a measurable anisotropy of both g∗  and 
Γs  which increases  with increasing  applied  electric field.   It can  also be 62  CHAPTER 4.   EFFECTS OF AN EXTERNAL ELECTRIC FIELD   
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seen  that  the  anisotropy  of  both  quantities  tends  to  zero  for  decreasing 
potential  gradient.  However, it  would  be  expected  that  gxy and  α  should 
pass through zero at zero potential gradient but they all pass through zero 
at  a  calculated  potential  gradient  of  ≈  10 kV/cm.  This  implies  that  the 
calculation  of  the  potential  gradient  is  slightly  off.  This  could  be  due  to 
the simplistic method used for calculating the potential gradient or because 
the real structure varies from the values given in the growth sheet for the 
sample. 
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Figure 4.11:  Dependence of the Rashba coefficient on the applied reverse 
bias for NU2713 a) 17.5 nm well width and b) 10 nm well width.  Solid line 
shows a linear fit to the data. 
 
 
 
 
4.7    Conclusions 
 
 
 
The effect of an external electric field applied parallel to the growth axis of 
(001) symmetric GaAs/AlGaAs quantum wells has been investigated using 
spin quantum beat spectroscopy.  The sample contained four different well 
widths of which two were suitable for this type of measurement; the 10 nm 
and 17.5 nm  wells.  The  quantum  wells  are in the insulating  region  of a 
PIN heterostructure which allowed control of the applied electric field. An 
electric field applied along the growth axis acts to reduce the point group  
4.7.                                                                                    CONCLUSIONS 
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symmetry from D2d to C2v so that both the spin relaxation rate and the g 
factor are permitted by symmetry arguments to show a two fold anisotropy. 
Spin quantum beat spectroscopy enables the effective electron Land´ e g fac- 
tor and the spin relaxation rate to be measured simultaneously and therefore 
the anisotropy induced in each of these quantities can be separated. It was 
observed that both the in-plane spin relaxation rate and the g factor be- 
come  anisotropic. The  former  indicates  that  a  linear  contribution  to  the 
spin-splitting is induced by the field while the latter requires an asymmetry 
of the electron wavefunction in the conduction band.  In the 17.5 nm quan- 
tum well a ratio of α/β = 1 is achieved.  This results in full cancellation of 
the Dyakonov-Perel relaxation mechanism along the [110] axis producing a 
spin lifetime of ≈ 2 ns for spins oriented in this direction.  This finite lifetime 
is presumably due to other relaxation mechanisms that play a role once DP 
is canceled. 64  CHAPTER 4.   EFFECTS OF AN EXTERNAL ELECTRIC FIELD   
  
 
 
 
 
 
 
 
 
 
 
 
Chapter 5 
 
 
 
 
Effects of an Asymmetric 
Potential 
 
 
 
 
The  Rashba  contribution  to  the  spin  splitting,  !t|ΩSIA|,  originates  from  an 
asymmetry of the confining potential of the QW, as discussed in Sec. 2.7.2. 
The potential can become asymmetric in the presence of an external ap- 
plied bias voltage or as the result of an inbuilt field generated by graded 
alloy  concentration  in  the  barrier.  In  the  previous  chapter  (Chap.  4)  the 
effects on the spin dynamics of a (001) quantum well were investigated for 
an applied external electric field. This chapter will focus on the effects of an 
asymmetrically grown barrier potential.  To lowest order any gradient in the 
potential can be represented as an electric field and, as discussed in Chap. 4, 
an electric field parallel to the growth axis reduces the symmetry of a (001) 
quantum well to C2v . [26] Therefore, both Γs and g∗  have a 2-fold in-plane 
symmetry and are allowed to be anisotropic in the plane of the well as was 
observed in Chap. 4 for an external electric field. Please refer to Sec. 4.2 
for a description of the theory of in-plane relaxation rate anisotropy and to 
Sec. 4.3 for the theory of the in-plane g factor anisotropy. Previous work on 
GaAs/AlGaAs has shown that for systems with an asymmetric barrier po- 
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tential only the g factor develops a detectable in-plane anisotropy while the 
relaxation rate Γs remains isotropic, to good approximation [44, 49]. How- 
ever, because Γs is allowed by symmetry considerations to be anisotropic 
it is expected that measurements with sufficient sensitivity should reveal a 
small but measurable Rashba spin splitting. 
 
The remainder of this chapter will first discuss the theoretical reasons for the 
remarkably small Rashba spin splitting in asymmetrically grown quantum 
wells as indicated by previous measurements that found anisotropy of g but 
an isotropic Γs [44, 49]. It will then describe new measurements we have 
performed using spin quantum beat spectroscopy that show a small but 
finite anisotropy of Γs below 80 K. 
 
 
 
 
 
5.1  Isomorphous  Band  Edges  of  an  Asym- 
metric  (001)  Quantum  Well 
 
 
The effect of structural inversion asymmetry on the spin-orbit splitting has 
long been controversial. Symmetry considerations, such as those first given 
by Rashba [50], indicate that any SIA will generate a splitting and it was 
initially assumed that the expectation value of the conduction band poten- 
tial gradient over the electron wavefunction must determine its magnitude. 
However it was soon pointed out that this could not be correct because a re- 
quirement of Ehrenfest’s theorem, which expresses the fact that there can be 
no net force acting on a bound electron, is that this expectation value must 
be zero. In other words the electron wavefunction will adjust and become 
asymmetric in response to any asymmetry of the conduction band potential 
so that the expectation value vanishes [42]. Eventually, it was demonstrated 
by Lassnig et.al. that the SIA term is proportional to the expectation value 
of the gradient of the valence band and not that of the conduction band 5.2.  MEASURING ANISOTROPY IN A NEARLY ISOMORPHOUS STRUCTURE67   
 
[51].  This leads to the conclusion that in an inversion-asymmetric situation 
an SIA splitting will occur unless the spatial variation of the valence band 
edge  happens  to  be  proportional  to  that  of  the  conduction  band.  In  the 
latter event the band edges are described as ’isomorphous’ and Ehrenfest’s 
theorem indicates that the splitting will be zero. 
 
In the case of an external electric field the band edges acquire an equal gra- 
dient and are therefore not isomorphous leading to a non-zero spin-splitting 
term. The same is true in an doped sample where the combined effect of the 
free carriers introduced by the doping can be described by a Hartree poten- 
tial which acts to bend the bands in an isomorphous way.  However, if one 
grows an asymmetric quantum well structure with graded alloy composition 
from a material system where the band edge offset ratio is independent of 
composition, the band edges of the quantum wells will be isomorphous and 
the SIA splitting will be zero [42]. The band offset ratio of GaAs/AlGaAs 
is very nearly independent of Al concentration [52] and therefore the SIA 
splitting  is  very  small  and  consequently  for  (001)-grown  structures  Γs is 
isotropic. Of course any asymmetry of the conduction band potential will 
result in asymmetry of the electron wavefunction and so cause anisotropy of 
the g-factor as discussed in Sec. 4.3. Figure 5.1 shows schematic diagrams 
of the band structure for both non-isomorphous bands (Fig 5.1 a) )and for 
isomorphous bands (Fig 5.1 b) ). 
 
 
 
 
 
5.2  Measuring Anisotropy in a  Nearly Iso- 
morphous Structure 
 
 
We use quantum beat spectroscopy as discussed in Sec. 3.2 to measure the 
relaxation  rate  Γs and  the  g  factor  of  an  asymmetrically  grown  quantum 
well. The sample used is NU2662, an undoped GaAs/AlGaAs (001) multiple 68  CHAPTER 5.  EFFECTS OF AN ASYMMETRIC POTENTIAL   
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Figure  5.1: A  schematic  diagram  of  the  potential  profile  for  a)  a  non- 
isomorphous band structure where the valence band and conduction band 
potential are not related by a constant factor as is the case for an external 
electric field or an internal Hartree potential and b) an isomorphous band 
structure where the bands are related by a constant factor as is the case for 
a sample with graded alloy concentration. 
 
 
quantum well produced by molecular beam epitaxy. There are 5 repeats 
of the following sequence; a 12 nm GaAs/Al0.4Ga0.6As barrier followed by 
an 8 nm quantum  well with the remaining  barrier  comprised  of a 30 nm 
GaAs/AlxGax− 1As  alloy  where x  is  varied linearly  from  0.04 to  0.4.  A 
schematic diagram of this potential profile can be seen in Fig. 5.2 overlaid 
with the calculated spatial part of the conduction electron wavefunction at 
25 K  in  this  potential.  The  potential  gradient  is  approximately  equal  to 
an  external  electric  field  of  100 kV/cm. This  is  one  of  the  samples  that 
was used in Ref [44] for measurements above 100 K and named sample A 
therein. 
 
Spin quantum beat spectroscopy was performed on the sample using the 
method outlined in Sec. 3.2. The sample is mounted in the cryostat on a 
rotation mount so that the dependence of the spin dynamics can be mea- 
sured with respect to the in-plane angle that the magnetic field makes to 
the [1¯ 10] to allow the degree of anisotropy to be determined. The excitation 
laser was tuned to a wavelength of 750 nm and was focused to a spot size 5.2.  MEASURING ANISOTROPY IN A NEARLY ISOMORPHOUS STRUCTURE69   
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Figure  5.2: Conduction  band  potential  profile  for  NU2662 (red  solid  line) 
and calculated spatial component of the electron wavefunction at 25 K in 
this  potential. 
 
of 100 µm. Typical decay curves for NU2662 can be seen in Fig. 5.3 which 
show the  spin quantum beats  at a temperature of 20 K with a  magnetic 
field of 3 T applied in the plane of the well parallel to the [1¯ 10] axis (open 
black circles) and at 90◦ to the [1¯ 10] axis (closed red circles). It can be seen 
by eye that the precession frequency, and hence g, is very different between 
the two perpendicular directions and that the relaxation rates appear to be 
almost equal.  The values for Γs and g were extracted by fitting the data to 
Eq. 3.2 as discussed in Sec. 3.2. As we shall see, the measurements show a 
small anisotropy of Γs which develops below 80 K and indicates a non-zero 
Rashba spin splitting. As the effect is small the analysis of the data requires 
a careful discussion. 
 
 
 
 
5.2.1  Anisotropy of Γs 
 
 
 
As specified in Eq. 4.6 the BIA and SIA terms of the spin splitting interfere 
with  each  other  and  produce  an  anisotropy  of  the  relaxation  rate  given 70  CHAPTER 5.  EFFECTS OF AN ASYMMETRIC POTENTIAL   
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Figure  5.3:  Typical  decay  curves  of  NU2662  at  a  temperature  of  20 K  with 
a  3 T  magnetic  field  oriented  at  θ  =  0◦ (open  circles)  and  θ =  90◦ (closed 
circles) to the [1¯ 10] axis. 
 
 
by 
Γ
s(θ) = 
3Cβ
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(  (  α  \2
 
1 + 
β 
 
 
2α 
 
 
+    cos(2θ)  (5.1) 
3β 
 
with, β = (p2)γ/!t2 where γ is the Dresselhaus coefficient, α is the Rashba 
coefficient  and  C  is  a  constant  determined  by  the  momentum  scattering 
time τ ∗ . It can be seen in this equation that as the ratio α/β tends to zero, 
Γs(θ) tends to a constant and is isotropic. Because this type of experiment 
gives a direct measurement of the ratio of α/β it is extremely sensitive and 
should allow the predicted small values of α to be observed. 
 
 
 
 
 
5.2.2  Anisotropy  of  g 
 
 
 
Below is a recap of Eq. 4.7 which describes the in-plane anisotropy of g that 
can by specified by non-zero off-diagonal elements of the g-tensor as 
 
I    
g(θ) = −  2  2 
xx  xy + 2gxxgxy cos(2θ),  (5.2) 5.2.  MEASURING ANISOTROPY IN A NEARLY ISOMORPHOUS STRUCTURE71   
 
where θ is the angle of the magnetic field in the quantum well plane with 
respect to the [110] direction. For the width of quantum well used here it 
is know that gxx is negative [40]. As before in Eq. 4.8, microscopic analysis 
gives[43] 
 
 
gxy = gyx = 
( 
2γe   (  (p
2)(z)  − (p
2z)
)
  
(5.3) 
!t3µB 
z  z 
 
 
 
where () denotes an expectation value over the electron wavefunction. The 
second bracket vanishes if the electron wavefunction is symmetrical  with 
respect to reflection in a plane perpendicular to the growth direction.  Thus 
the g-factor anisotropy in the plane is determined by the asymmetry of the 
electron wavefunction and the pre-factor contains the Dresselhaus coefficient 
γ. 
 
 
 
 
 
 
 
5.2.3  Dependence  of  Anisotropy  on  External  Param- 
eters 
 
 
 
As discussed above, a GaAs/AlGaAs heterostructure with an asymmetric 
alloy concentration in the barrier is nearly isomorphous. Nonetheless, the 
symmetry allows a Rashba spin splitting and an associated anisotropy of 
the spin relaxation rate. Due to the sensitivity of measurements of the 
anisotropy of Γs it was surprising that the previous work displayed no re- 
laxation rate anisotropy, within the experimental uncertainties [44]. To 
ensure that a small Rashba splitting was not being concealed by other fac- 
tors, a series of measurements were conducted to test the dependence of 
the anisotropy for various parameters namely average excitation density, 
magnetic field and temperature. 72  CHAPTER 5.  EFFECTS OF AN ASYMMETRIC POTENTIAL   
 
Excitation Density 
 
 
It should be noted that in doped heterostructures an asymmetrically grown 
potential from graded alloy concentration can cause movement of the free 
charges. This generates a Hartree electric field and can produce an addi- 
tional spin splitting.  For an undoped sample under sufficiently high excita- 
tion densities it could be possible to produce enough free carriers for this to 
become important. The anisotropy of the sample was measured for a range 
of excitation powers from 2 mW up to 15 mW corresponding to excitation 
densities between ≈ 1.3 × 10−8 cm2 and 1 × 10−9 cm2. No discernible de- 
pendence was found so that concerns about this can be dismissed for these 
experiments. 
 
 
 
Magnetic Field 
 
 
 
Inhomogeneous broadening could act in a similar way to confuse the mea- 
surements of the spin dynamics. If the series of repeated quantum wells 
were non-identical then each individual well could have different values of 
g and hence precession frequencies. This would lead to an additional spin 
relaxation mechanism not of the D’yakanov-Perel type and could therefore 
obscure the anisotropy of Γs if it were dominant. However, this effect be- 
comes more important for larger magnetic fields as the precession frequency 
is linearly dependent on magnetic field, B. The anisotropy measurements 
were performed for a range of B from 1.5 T to 8 T and again no dependence 
was observed so this could also be ruled out. 
 
 
 
Temperature 
 
 
 
The previous experiments had all been performed at temperatures above 
100 K [44].  At lower temperatures a better signal to noise ratio is possible 5.2.  MEASURING ANISOTROPY IN A NEARLY ISOMORPHOUS STRUCTURE73   
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Figure 5.4:  Variation of g∗   (closed red circles) and relaxation rate (open 
black circles) with the in-plane angle of the magnetic field with respect to 
the [110] axis at a temperature of a) 125 K and b) 25 K. 
 
 
 
 
as the photoluminescence is much stronger and thus it should be possible 
to detect smaller values of the Rashba coefficient within experimental un- 
certainties.  Figure  5.4  displays  the  dependence  on the  angle  that  a  3 T 
in-plane magnetic field makes with the [001] axis for Γs (open black circles) 
and g  (solid red circles) for a temperature of 125 K (Fig. 5.4a) and 25 K 
(Fig. 5.4b). At 125 K it can clearly be seen that the g factor has a strong 
anisotropy while any variation in the relaxation rate is no larger than the 
random noise. However, for the data at 25 K the anisotropy of g is even 
larger and more interestingly, Γs has developed a small but clear anisotropy 
that is much larger than the level of the noise for both measurements. The 
solid lines show the fits to Eq. 5.2 for the anisotropy of g (black solid lines) 
and Eq. 5.1 for the anisotropy of Γs (solid red lines). Similar measurements 
were performed for a range of temperatures from 20 K to 125 K. From these 
fits the values of gxx, gxy and α/β  are extracted and are discussed in the 
following  sections.  The  values  obtained  for  different  magnetic  fields  and 
excitation densities at each temperature were averaged as there appeared 
to be no significant dependence on these parameters.  The values of these 
quantities are displayed in Figs. 5.5, 5.6 and 5.7 and are discussed in the 
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5.2.4  Temperature  Dependence  of  g 
 
 
 
The temperature dependence of both gxx and gxy can be seen in Fig. 5.5 a) 
and b) respectively. The absolute magnitude of both of the values increases 
linearly as the temperature decreases until a plateau is reached below about 
≈ 40 K. 
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Figure 5.5: Dependence of a) gxx and b) gxy on the temperature for NU2662. 
 
 
The dependence of gxx and gxy on the band-gap energy of (110) symmetric 
quantum wells has been studied in detail by Hu ¨bner et al. and an involved 
dependence was derived using the k.p theory [41]. The dependence of gxx 
and gxy observed in Fig. 5.5 is consistent with these results. A recent paper 
by Ye et al. has also studied the temperature dependence of gxx and gxy in 
asymmetrically grown (001) quantum wells but with a significantly smaller 
asymmetry than the sample measured here [49].  They detected no spin 
relaxation anisotropy but were able to accurately measure the temperature 
dependence of gxy . The asymmetry term in Eq. 5.3 should not show any 
temperature dependence and hence any dependence on the temperature can 
be attributed to γ which is related to the band-gap in k.p theory. We use the 
measured values of gxy to calculate γ by rearranging Eq. 5.3 which can then 
in turn be used to calculate β from the relation β = (p2)γ/!t2.  Figure 5.6 
displays the calculated values for β (solid red circles) and γ (black crosses) 
as a function of temperature. It can clearly be seen that β is directly propor- 5.2.  MEASURING ANISOTROPY IN A NEARLY ISOMORPHOUS STRUCTURE75   
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tional to γ as expected because (p2) should not be temperature dependent. 
Both the temperature dependence of gxx and gxy reported in Ref [49] are 
consistent with that observed here. The sample used Ref [49] had a built-in 
conduction band  potential gradient of ≈  50 kV/cm  which is half of the ≈ 
100 kV/cm in NU2662. This can explain why they detected no spin relax- 
ation  rate  anisotropy  while  significant  low  temperature  Γs anisotropy  was 
recorded for NU2662. 
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Figure 5.6: Dependence of β (solid red circles) and γ (black crosses) on the 
temperature for NU2662. 
 
 
 
 
5.2.5  Temperature Dependence of α/β 
 
 
 
Fig. 5.7 shows the measured temperature dependence of α/β for NU2662 
obtained by fitting Eq. 5.1 to the experimental data for Γs(θ). It can be 
seen that above about 80 K α/β is zero within experimental uncertainty, 
as was previously reported [44], but increases with reduced temperature to 
a plateau value of about 0.1 at very low temperatures. On the one hand, 
a non-zero value of α/β is expected as it is allowed on symmetry grounds 
yet, on the other hand the observed temperature dependence of α/β is 
unexpected and calls for explanation. 
 
One possibility is temperature dependence induced by higher order terms 76  CHAPTER 5.  EFFECTS OF AN ASYMMETRIC POTENTIAL   
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in the electron momentum dependence of the SIA and BIA spin splittings. 
This theoretical mechanism for temperature dependence was considered by 
Averkiev et al [53] and their formulae are directly applicable to our case. 
The expression Eq. 2.13 for the BIA components in a quantum well, Ωx and 
Ωy , are derived from Eq. 2.11 on the assumption that (p2) >> p2  or p2 . 
z  x  y 
Increasing temperature produces an increase of the in-plane kinetic energy of 
the electrons, which causes this approximation to break down and therefore 
the higher order terms must be considered in Eq. 2.13.  The SIA term is 
linear in electron momentum and no higher order terms have been similarly 
neglected in going from the 3D to the 2D situation. The main effect of 
higher order terms on α/β will therefore come from the BIA term β. The 
result of the numerical calculation using parameters for NU2662 and setting 
α/β = 0.1 at T = 0 K is shown as the black curve in Fig. 5.6. Clearly it 
fails to reproduce the observed temperature dependence and therefore rules 
out this mechanism. 
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Figure  5.7:  Measured  values  of  α/β  as  a  function  of  temperature  for 
NU2662 (closed red circles) and the calculated temperature dependence 
from Ref. [53] (solid black line). 
 
The first theoretical work that demonstrated the lack of Rashba spin split- 
ting in isomorphous heterostructures was performed by R. Winkler in Ref. [42]. 5.2.  MEASURING ANISOTROPY IN A NEARLY ISOMORPHOUS STRUCTURE77   
 
The calculation takes the difference of two extremely large eigenvalues relat- 
ing the conduction electron wavefunction and valence band potential gradi- 
ent which are then used to determine the Rashba splitting. If the difference 
of the two eigenvalues is zero this relates to isomorphous band edges and 
ΩSIA = 0. However, because the two eigenvalues are so large, a small de- 
viation from isomorphous bands may result in a significant Rashba term. 
Thus it seems most likely that the observed temperature dependence of 
alpha/beta results from a small temperature dependence of the band pa- 
rameters of the sample. 
 
GaAs / AlGaAs is the most common material system for zinc-blende het- 
erostructures and as such, there has been extensive research into the mate- 
rial parameters of these structures [18]. The dependence of the band offsets 
on the Gallium concentration, x, in GaAs / AlxGax−1As is generally consid- 
ered to be linear [52], but there is some evidence that points to a slight de- 
viation from linearity [54].  The equations that relate alloy concentration to 
the band offsets therefore have a bowing parameter that describes the non- 
linearity which is considered to be extremely small for GaAs / AlGaAs. In 
their comprehensive review paper on this subject Vurgaftman et al. assume 
that all of the bowing occurs in the conduction band offset [18]. Figure 5.8 
illustrates  this  situation  and indicates  that  with  bowing  the bands  are  no 
longer  isomorphous  and  alpha/beta  will  be  non-zero.  Although  the  best 
fits to experimental evidence so far suggest that there is no temperature 
dependence of the band offsets it seems likely that actually some small tem- 
perature dependence does exist which leads to the temperature dependence 
of alpha/beta observed here. 78  CHAPTER 5.  EFFECTS OF AN ASYMMETRIC POTENTIAL   
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Figure 5.8: Exaggerated schematic diagrams of quantum wells with asym- 
metric alloy concentration with a) a linear dependence of the band offset on 
alloy concentration and b) a non-zero bowing parameter that results in a 
non-linear dependence of the conduction band offset on alloy concentration. 
 
5.3    Conclusions 
 
 
 
The  effect  of  excitation  density,  magnetic  field  strength  and  temperature 
has been investigated for an asymmetric (001) GaAs / AlGaAs quantum well 
using spin quantum beat spectroscopy. No discernible effect was found for 
the excitation density or magnetic field strength.  However, for temperatures 
below 80 K a small but easily measurable anisotropy of the spin relaxation 
rate developed which was absent in previous work at higher temperatures 
[44]. The values of gxx and gxy also show a strong temperature dependence 
that falls in line with previous measurements of such systems [44, 49]. 
 
Anisotropy of the relaxation rate is dependent on there being a non-zero 
Rashba term.  The Rashba term is proportional to the expectation value of 
the valence band potential gradient over the electron wavefunction which 
is zero in isomorphous structures. There must therefore be a mechanism 
below 80 K which causes the bands to become non-isomorphous. This is 
attributed  to  a  temperature  dependence  of  the  bowing  parameter  of  the 
conduction  band  offset  with  alloy  concentration. At  low  temperatures  the 
conduction band is no longer linear in alloy concentration and a small but 
detectable anisotropy is observed.  
 
 
 
 
 
 
 
 
 
 
 
Chapter 6 
 
 
 
 
Effects of Applied Strain 
 
 
 
 
 
 
External strain applied to bulk zinc-blende semiconductors produces signif- 
icant changes to the symmetry and electronic band structure which in turn 
cause changes in the relaxation rate and effective g factor of the sample. 
In the systems under investigation here the Dyakonov-Perel mechanism is 
the dominant spin relaxation mechanism.  The additional terms in the total 
spin precession vector Ω(p) induced by strain can interfere with the BIA 
term that is already present. It has been shown that whilst strain along the 
principle axes ( [001], [010] and [001] ) does produce an effect it is much 
smaller than the effects produced by shear strain, i.e., strain parallel to the 
[110] or [111] type axes [28, 29]. Quantum well systems already have lowered 
symmetry compared to the bulk case and strain can act to further reduce 
the symmetry group.  The exact form of the extra terms in Ω(p) produced 
by strain depends upon the growth axis of the quantum well and upon the 
direction of the strain applied. These are summarised in Tab. 2.1 for strain 
applied in the quantum well plane. 
 
In  this  chapter  we  describe  experiments  using  spin  quantum  beat  spec- 
troscopy to investigate the effect of continuously tuneable shear strain ap- 
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plied in the plane of (001) and (110) grown GaAs / AlGaAs quantum wells 
(as described in Chap. 3). We also describe initial studies of a (111) sample 
which proved unsuitable for strain measurements. 
 
As discussed in Chap. 2 shear strain in the plane of a (001) sample trans- 
forms as a vector along the growth axis and should therefore induce a spin 
splitting which will manifest in the form of anisotropy of the in-plane spin 
relaxation  rate  and  g∗ .  For  a  (110)  grown  quantum  well  application  of 
uniaxial strain along the [¯ 110] axis can in principle lead to cancellation of 
the DP relaxation for all spin orientations while for (111) oriented wells a 
similar effect is possible for uniaxial strain along the growth axis. 
 
 
 
 
6.1  Strain in (001) Grown Quantum Wells 
 
 
 
To investigate the effect on the spin dynamics of continuously tuneable shear 
strain applied in the plane a (001) quantum well we used sample G55 [39] an 
undoped GaAs/Al0.4Ga0.6As multiple quantum well produced by molecular 
beam epitaxy. It has 60 repeats of 11.2 nm quantum wells with symmetric 
square potential profiles. We find that for zero strain both Γs 
⊥ and g∗   are 
isotropic.  According to the symmetry arguments application of strain may 
generate two-fold anisotropy in both Γs 
⊥ 
strain induces significant anisotropy of Γs 
⊥ 
and g.  We find that the applied 
we find no measurable anisotropy 
of the g-factor. 
 
 
 
 
6.1.1  Symmetry  Transformation  of  Strain  in  a  (001) 
Quantum  Well 
 
 
In a zinc-blende structure shear strain has the same symmetry transforma- 
tion properties as an electric field along the growth axis.   In the case of 6.1.   STRAIN IN (001) GROWN QUANTUM WELLS  81   
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Γs , application of strain induces an STR component of the spin splitting 
⊥ 
vector which interferes with the intrinsic BIA component and generates the 
anisotropy. This is exactly analogous to the interference of SIA and BIA 
components for applied electric field as predicted originally by Averikiev and 
Golub [33] and discussed in detail in Chap. 4. In that case it has been shown 
that the magnitude of the SIA component is determined by the expectation 
value of the valence band potential gradient over the conduction electron 
wavefunction [26, 42] and we may expect that the STR component is sim- 
ilarly determined by the valence band potential gradient. By contrast for 
the g-factor in (001)-oriented quantum wells, in-plane anisotropy is directly 
proportional to asymmetry of the conduction electron envelope function 
[43, 44]. Such an asymmetry is incompatible with D2d point symmetry but 
is allowed in C2v and can be induced by a gradient of the conduction band 
potential due to applied electric field or strain.  Thus the anisotropies of 
Γs   and g∗  have different microscopic mechanisms and give insight into the 
⊥ 
effect of the strain on the band edges of the heterostructure. 
 
 
 
 
6.1.2  Strain Induced Anisotropy of Γs  and g 
 
 
 
In the experiments described in this section the DP spin relaxation rate 
in Eq. 2.12 is proportional to (Ω2) where Ω = ΩBIA(p) + ΩSTR(p) and to 
lowest order in electron momentum 

−px
  β   
py  
  η  ΩBIA(p) =   
py
 
 
,  ΩSTR(p) = 

− x

 
!t2 
   
0  !t   
 
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with   
 
β = (p
2)γ/!t
2  (6.1) 
 
where γ is known as the Dresselhaus coefficient and 
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Figure  6.1:  Typical  decay  curves  of  G55  at  a  temperature  of  180K  with 
a  5T  magnetic  field  oriented  at  θ  =  0◦ (open  circles)  and  θ  =  90◦ (closed 
circles) to the (1¯ 10) axis.  a) Shows the decays for a sample not affixed to a 
transducer, whilst b) is a sample under an applied strain of Exy = 0.0021. 
 
 
where C3 is a constant. 
 
 
The same arguments that were used in the discussion of the anisotropy of the 
relaxation rate and the effective g factor in Sec. 4.1 apply to strain in a (001) 
quantum well. This is due to the fact that the form of the contribution to 
the spin-orbit field ΩSTR is the same as ΩSIA.  The measured spin relaxation 
rate projected on the growth axis from Eq. 4.6 becomes 
 
Γ
s(θ) = 
1 
Γ
s + Γ
s (θ + 
π 
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cos(2θ)  . 
3β 
(6.3) 
 
with α replaced by η. The discussion of the g factor anisotropy remains the 
same and Eq. 4.7 and Eq. 4.8 remain 
 
I    
g(θ) = −  2  2 
xx  xy + 2gxxgxy cos(2θ),  (6.4) 
 
 
and 
 
 
 
gxy = gyx = 
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Figure 6.2: Dependence of the electron g-factor (open circles) and the spin 
relaxation rate (solid circles) on the magnetic field orientation for G55 for 
a) zero applied strain and b) a shear strain of Exy = 0.0021. 
 
 
6.1.3  Measurement of Strain Induced Anisotropy 
 
 
The sample is mounted in a superconducting magnetic cryostat and time 
resolved PL measurements are performed as discussed in Sec. 3.2 at a tem- 
perature of 180 K. Figure 6.1 shows the time evolution of the polarisation of 
G55 with a 5T magnetic field oriented at θ = 0◦ (open circles) and θ = 90◦ 
(closed circles) to the (1¯ 10) axis. Figure 6.1a) is for a bare piece of G55 not 
affixed to a transducer, whilst Fig. 6.1b) is a sample under an applied strain 
of  Exy =  0.0021  the  maximum  value  achievable  at  this  temperature.  The 
time dependent spin signal of the sample under the different experimental 
settings is extracted from the streak images as described in Sec. 3.2. 
 
Figure 6.2 shows the measured spin relaxation rate (filled circles) and g- 
factor (open circles) for zero strain where the sample is not mounted on a 
transducer and for the maximum shear strain that can be applied at this 
temperature, Exy = 0.0021 , plotted versus the angle of magnetic field with 
respect to the [110] in-plane crystal axis. The curves in Fig. 6.2 show the 
fits of Eq. 6.3 and Eq. 6.4 for Γs and g∗  which give values of η/β and gxy 
, gxx respectively for different values of applied strain.  The value of η 
was extracted by calculating β from Eq. 6.1 taking the value of γ for this 
well  width  to  be  9.5  eV˚ A3  from  reference  [22].  Figure  6.3  shows  these 
parameters 84  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
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Figure 6.3: Variation with strain, Exy of b) gxy (solid circles) and gxx (open 
circles) and a) η and η/β for G55.  The gradient of linear fit (line) to the 
points in a) gives C3 = 4.7 ± 1.1 × 105ms−1. 
 
 
 
plotted versus applied strain. 
 
 
For zero strain (Fig. 6.2(a)) neither quantity shows a detectable anisotropy, 
as expected for an ideal quantum well with D2d symmetry.  When strain is 
applied (Fig. 6.2 (b)), the spin relaxation rate develops a significant two- 
fold anisotropy which is of the same form as that observed for application of 
electric field along the growth direction (see Chap. 4, Fig. 4.9), confirming 
the symmetry argument discussed above. The insets to Fig. 6.2(b) indicate 
the relative orientations of the magnetic field and the shear strain Exy  in the 
sample;  at 0 (90) degrees the magnetic field is oriented parallel (at right 
angles) to the applied tension.  From the figure one can see that extension 
of the sample parallel to the applied field increases the measured relaxation 
rate.  This corresponds to an increase of the component of Ω in the direc- 
tion of the tensile strain, i.e., Ω(110) as defined here. Even for the highest 
value of applied strain the g-factor remains isotropic within the experimen- 
tal  uncertainties. This  scenario  is  the  direct  complementary  case  to  the 
pure g-factor anisotropy without anisotropy of spin relaxation in a sample 
with asymmetric alloy composition but where the bands are isomorphous 
as discussed in Chap. 5 and in Ref [44]. Calculations based on Eq. 4.8 show 
that an applied electric field of ≈ 10kVcm− 1  would be required to generate 6.1.   STRAIN IN (001) GROWN QUANTUM WELLS  85   
 
an anisotropy of the g-factor detectable above the uncertainties in Fig. 6.2. 
This places an upper limit on the conduction band potential gradient gen- 
erated by the maximum value of applied strain in these measurements. It 
can be seen in Fig. 6.2 and Fig. 6.3(b) that the absolute value of the g- 
factor, gxx, is slightly reduced by the applied strain.  This trend is probably 
caused by an increase of the electron confinement energy as indicated by 
the observed increase in the photoluminescence energy. The variation of η 
with strain (Fig. 6.3(a) gives the value of the strain spin-splitting coefficient 
C3/!t = 4.7  ±  1.1  ×  105ms−1 in our 11.2 nm quantum well sample. This value 
is somewhat less than the 8 × 105ms−1 reported by Pikus et al.  for bulk 
GaAs[28]. It seems most likely that the difference represents a reduction 
of C3 associated with quantum confinement of the electrons and may be 
described by k · p theory, as is the case for other spin-splitting coefficients, 
i.e., the electron g-factor [26] and Dresselhaus coefficient γ [22]. 
 
 
 
 
 
6.1.4  Discussion 
 
 
 
Combined with the theoretical expectations outlined in Sec. 4.1 the results 
lead to the following conclusions regarding the effect of strain on the band 
structure. Firstly,  Fig.  6.3(b)  shows  that  within  the  experimental  error  gxy 
is essentially zero for all values of strain up to the maximum applied; the 
average is 0.0005 ± 0.015.  Referring to Eq. 6.5 this indicates that there 
is no  detectable  asymmetry of the electron  wavefunction  and,  for this to 
be the case, the conduction band potential remains in good approximation 
symmetrical up to the largest strain we can apply.  Secondly, the observed 
linear  strain-induced  spin-splitting  indicated  by  the  behaviour  of  η    (Fig 
6.3(a) shows that the strain acts primarily to generate an effective potential 
gradient in the valence band which gives a non-zero expectation value over 
the electron wavefunction. It seems likely that this is associated with the 
fact that shear strain will not modify the Γ6  conduction states while it has 86  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
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some impact on the Γ8  valence states. 
 
 
 
 
6.1.5  Conclusions 
 
 
 
We have used spin quantum beat spectroscopy to investigate the effect of 
in-plane shear strain on the conduction band spin-splitting and Larmor g- 
factor in undoped (001) grown symmetric GaAs/AlGaAs quantum wells of 
width 11.2 nm. The strain has the same symmetry transformation as a vec- 
tor along the growth axis and reduces the point group symmetry from D2d 
to  C2v .  The  in-plane  spin  relaxation  rate  becomes  anisotropic  indicating 
a  linear  strain-induced  contribution  to  the  spin-splitting.  At  its  maximum 
the measured value of ΩSTR is 15% of ΩBIA, indicating that in this sample 
approximately six times greater strain would be required to produce cancel- 
lation of Ω(1¯ 10)  and hence of Γs
  .  Such a cancellation might be achieved 
in a sample with wider quantum wells as ΩBIA varies linearly with electron 
confinement  energy.  By  contrast  the  in-plane  g-factor  remains  isotropic 
within  experimental  uncertainties  although  anisotropy  is  permitted  by  the 
strain-induced  symmetry reduction. 6.2.   STRAIN IN (110) GROWN QUANTUM WELLS  87   
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6.2  Strain in (110) Grown Quantum Wells 
 
 
 
An interesting feature of (110) grown quantum wells (see Tab. 2.1) is that 
the effective magnetic field due to the BIA spin splitting is oriented parallel 
to the  z  axis.  The  consequence  of this is  that  electron  spin  populations 
initially excited parallel or antiparallel to the z axis will have no component 
of their spins perpendicular to the spin precession vector Ω(p) and hence 
there will be no spin relaxation due to the Dyakonov-Perel mechanism [32]. 
In practice the relaxation time is very long, i.e, several nanoseconds, but 
not infinite.  This is due to other relaxation mechanisms, that are normally 
dominated  by  the  DP  mechanism,  becoming  important.  At  low  tempera- 
tures the BAP mechanism governs spin dephasing times whilst a novel spin 
relaxation mechanism due to the scattering of electrons between subbands 
was proposed by D¨ orhmann et al. for temperatures above 120 K [55]. 
 
 
 
 
6.2.1  Cancellation of Spin Splitting in (110) Quantum 
Wells 
 
 
The orientation of the effective magnetic fields in (110) grown quantum wells 
becomes even more interesting when the spin-orbit field induced by strain is 
taken into account. The DP spin relaxation rate in Eq. 2.12 is proportional 
to (Ω2) where Ω = ΩBIA(p) + ΩSTR(p). It can be seen in Tab. 2.1 that 
these terms are given as 
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where γ is known as the Dresselhaus coefficient and 
 
η = C3/2,  (6.8) 
 
where C3 is a constant. It can be seen in Eq. 6.6 that 
 
Ωx = Ωy = 0  (6.9) 
 
and   
 
Ωz = 
 
1 ( 
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β + η(Eyy − Ezz ) 
 
\ 
py − 
 
1 
!t2 
 
 
η Exy px.  (6.10) 
It is thus theoretically possible to cancel all components of the spin splitting 
for all electron momenta by applying strain such that Exy = 0 and η(Eyy − 
Ezz ) = −β.  These conditions can be satisfied if sufficient compressive or 
tensile strain is applied along [¯ 110] in the quantum well plane of a (110)- 
grown structure; for one sense of strain the STR term will cancel the BIA 
term and for the other it will augment it. 
 
Such a cancellation would be reflected in the DP spin relaxation rate for 
spins oriented in the quantum well plane (Γs  ).  This quantity is determined 
by the mean square value of Ωz  given , for Exy = 0, by 
 
(Ω
2) =    β + η(Eyy − Ezz ) /!t
2    (p
2 )  (6.11) 
z  y 
 
Where for non-degenerate electrons, (p2 ) is given by 2m∗ kB T. When η(Eyy 
−  Ezz )  =  −β  the  DP  relaxation  rate  will  vanish  for  all  orientations  of 
the  electron  spin. Note  also  that  for  small  values  of  applied  strain  the 
change of relaxation rate should be linear in strain; a reversal of the strain 
should reverse the associated change of spin relaxation rate. 
 
The spin dynamics in a (110) quantum well are not isotropic in the plane of 
the quantum well.  A quantum well with a growth direction of [110] reduces 
the  point group  symmetry  from  Td for the  bulk  case to  C2v .  This  means 
there is a two fold rotation symmetry in the plane of the quantum well and 
allows  the  relaxation  rate  and  g ∗   to  be  anisotropic.  Recent  work  has 
looked in detail at the g factor anisotropy and its temperature dependence 
for these systems. [41] 6.2.   STRAIN IN (110) GROWN QUANTUM WELLS  89   
 
6.2.2  Calculation of Strain in the Sample 
 
 
 
 
The sample under investigation in this section is NU2284, an undoped GaAs 
/  Al0.4Ga0.6As  multiple  quantum  well  sample  grown  along  the  [110]  axis 
produced  by  molecular beam epitaxy. It  has 20 repeats of 7.5 nm  wide 
quantum  wells  separated  by  12 nm  barrier  layers  with  symmetric  square 
potential profiles. It was glued to a piezo with a strain gauge on the reverse 
side of the piezo as described in Sec. 3.3 and the crystal axes were identified 
as discussed in Sec. 3.4. It can be seen in Eq. 6.6 that there are three terms 
of the strain tensor that contribute to the z oriented spin precession vector. 
These terms are Eyy , Ezz and Exy which relate to the [¯ 110] axis, the [110] 
axis and any in-plane shear strain respectively for this sample. Mounting 
the sample on the piezo with the [¯ 110] axis parallel to either one of the 
main piezo axes ensures that strain relating to the term Exy vanishes, as 
required  for  possible  cancellation  of  BIA  and  STR  terms. Two  samples 
were prepared in this way, one with the [¯ 110] axis parallel to the long axis 
of the transducer which results in Eyy being positive for a positive voltage 
as it experiences tensile strain. The other sample is mounted with the [¯ 110] 
axis parallel to the short axis so that undergoes compressive strain and Eyy 
is negative.  The values of Exx and Eyy can be directly read from the strain 
gauge and the value of Ezz is then calculated as 
 
 
 
 
 
 
2C12Eyy +  (C11 + C12 − C44)Exx 
Ezz = 
 
C11 
 
+ C12 
 
—  C
44 
(6.12) 
 
 
 
 
 
where C11, C12  and C44  are components of the elastic modulus tensor for 
GaAs as discussed in appendix A. 90  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
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Figure 6.4: A schematic diagram of the different orientations of the sample 
mounted on the piezo and the magnetic field. a) and b) show the sample 
mounted with the [¯ 110] axis aligned parallel to the long axis and b) and c) 
have the [¯ 110] axis parallel to the short axis.  a) and c) have the magnetic 
field aligned parallel to the [¯ 110] axis and b) and d) have the magnetic field 
aligned parallel to the [001] axis. 6.2.   STRAIN IN (110) GROWN QUANTUM WELLS  91   
 
6.2.3  Orientation of Strain in the Sample and the Ap- 
plied Magnetic Field 
 
 
Previous experiments have shown that the g factor anisotropy in the plane 
of the quantum well has a maximum and minimum along the [¯ 110] and [001] 
respectively [41]. For this reason two sets of measurements were performed, 
one set with the magnetic field aligned parallel to the [¯ 110] axis and one 
set with the field parallel to the [001] axis so that both extremes of the g 
factor anisotropy are measured. Any changes in the spin relaxation rate can 
therefore be separated from changes in the g factor anisotropy. For each 
measurement  there  are  four  different  combinations  of  sample  orientation 
on  the  transducer  and  direction  of  applied  magnetic  field. Fig.  6.4  is  a 
schematic diagram of these different orientations. Fig. 6.4 a) and b) have 
the sample mounted with the [¯ 110] axis aligned parallel to the long axis and 
hence Eyy is tensile strain. Fig. 6.4 c) and d) have the [¯ 110] axis parallel 
to the short axis thus producing compressive strain for Eyy . Fig. 6.4 a) and 
c) have the magnetic field aligned parallel to the [¯ 110] axis and thus show 
the maximum of g, while Fig. 6.4 b) and d) have the magnetic field aligned 
parallel to the [001] axis and hence display the minimum of g. 
 
 
 
6.2.4  Measurement of Strain Dependence of (110) Spin 
Dynamics 
 
 
The two prepared piezo transducers with the samples and strain gauges at- 
tached were mounted one at a time in a superconducting magnetic cryostat 
with  the  axis  of  rotation  parallel  to  the  growth  axis  of  the  sample.  Time 
resolved PL measurements were performed as discussed in Sec. 3.2 at a 
temperature of 180 K. The first measurements are taken with zero voltage 
applied to the piezo transducer and the voltage is subsequently increased to 
apply increasing strain to the sample for each successive measurement. The 92  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
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Figure 6.5: Typical decay curves of NU2284 at a temperature of 180 K with 
the sample mounted in the four positions given in Fig. 6.4 and denoted a, 
b, c and d. Both the lowest value of applied strain (solid red circles) and 
the maximal applied strain (open black circles) are displayed. 
 
 
 
 
 
 
 
 
change in the spin dynamics are measured as a function of strain. 
 
 
The time dependent spin signal of the sample is extracted from the streak 
images as described in Sec. 3.2. Fig. 6.5 shows the time evolution of the z 
axis degree of spin polarisation for the four different orientations of strain 
direction  and  magnetic  field  given  in  Fig.  6.4;  a, b  ,  c  and  d.  All  the 
displayed data are at 180 K with an 8 T magnetic field applied and show 
the measurements for the minimal (solid red circles) and maximal (open 
black circles) applied strain. It can be seen by eye that the application of 
strain increases the relaxation rate in all cases.  One can see that strain 
acts to increase g∗  when θ = 0 and decreases g∗  when θ = 90. The data 
are fitted to Eq. 3.2 to extract the relaxation rate and g∗   as discussed in 
Sec.3.2. 6.2.   STRAIN IN (110) GROWN QUANTUM WELLS  93   
/    
(Ω2) = 
Γ 
τ 
p 
p 
 
6.2.5  Strain Dependence of Relaxation Rate 
 
 
The  extracted  data  for  the  r.m.s  spin  splitting  as  function  of  the  strain 
calculated in Sec. 6.2.2 are displayed in Fig. 6.6 a). The data are displayed 
for the four orientations of the sample on the piezo transducer and magnetic 
field from Fig. 6.4. Data for the [¯ 110] axis aligned along the long transducer 
axis (Fig. 6.4 a) and b)) are displayed as solid markers (both triangle and 
circles) and with the [1 ¯ 10] along the short transducer axis (Fig. 6.4 c) and 
d))  is  shown  with  open  markers  (both  triangle  and  circles).  The  triangle 
markers have an 8 T magnetic field parallel to the [¯ 110] axis (Fig. 6.4 a) and 
c)) and the circles markers have the same 8 T field parallel to the [¯ 110] axis 
(Fig. 6.4 b) and d)). 
 
 
As  mentioned  in  the  previous  section  it  can  be  seen  that  for  all  direc- 
tions  of  strain  the  relaxation  rate  increases  with  increasing  strain.  It  is 
expected from the vectorial addition of the spin precession vectors discussed 
in Sec. 6.2.1 that if tensile strain increases the relaxation rate then the op- 
posite sign of strain, in this case compressive, should act to decrease the 
relaxation  rate.  The  fact  that  this  behaviour  is  not  observed  implies  a 
discrepancy  between theory  and  the experimental  results.  This needs to 
be addressed and will be discussed in detail later in Sec. 6.2.7. With this 
caveat in  mind  the  remainder  of this  section  will  use the existing  theory 
to extract the coefficients of strain from the data,  which are displayed in 
Fig. 6.6 b). 
 
The relaxation rate can be used as a measure of the r.m.s spin splitting, 
(Ω(p)2)!t.  Equation 2.12 can be rearranged to give 
 
 
       
s
  /  x,y 
z  ∗  
p 
 
 
(6.13) 
 
where τ  ∗  is the momentum scattering time. From previous work it has been 
found that τ  ∗  ≈ 2.3 × 10−13s−1 for this temperature.  [48] For a magnetic 94  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
eyy - ezz 
C 
3/ 
hb
ar 
 
(m
s 
 
1 
 
m 
C
3
 
 
/
 
ħ
 
(
1
0
5
 
 
m
s
-
1
)
 
r
.
m
.
s
 
s
p
i
n
 
s
p
l
i
t
t
i
n
g
 
(
m
e
V
)
 
r
.
m
.
s
 
B
I
A
 
s
p
i
n
 
s
p
l
i
t
t
i
n
g
 
(
m
e
V
)
 
 
 
0.19 
0.18 
a)  b)   2 
0.16 
0 
0.17 
0.16 
0.15 
0.14 
 
d 
 
 
 
c 
 
-2  -1 
b 
a 
 
 
 
 
0  1 
εyy - εzz 
 
 
 
 
 
 
-3 
2x10 
0.14 
 
0.12 
 
0.10 
 
-2 
 
-4 
 
 
a  b  c  d 
Sample orientation 
 
 
Figure 6.6: a) Dependence of the r.m.s spin splitting on the strain, Eyy − Ezz 
for the different sample orientations, i.e., with [¯ 110] axis aligned along the 
long  transducer  axis  (solid  markers)  and  with  the  [¯ 110]  along  the  short 
transducer axis (open markers). The measurements are performed with an 
8 T magnetic field parallel to the [¯ 110] axis (triangle markers) and parallel 
to the [001] axis (circle markers).   b) Extracted values of BIA r.m.s spin 
splitting (solid red circles) and C3 (open black circles) for the four different 
sample orientations; a, b, c, and d. 
 
field aligned along the x axis, [001], the electron precesses in a plane per- 
pendicular to this. If the average is taken of the full precession it can be 
assumed that the electron spin spends half of the time oriented along the 
z axis and half of the time oriented along the y axis, [¯ 110].  Therefore, the 
measured relaxation rate, Γs , with the field applied is the average of the 
relaxation rate in the z direction and the relaxation rate along the y axis, 
Γs  s  s  s 
m = (Γz + Γy )/2. The relaxation rate Γz , is measured when no magnetic 
field is applied. The in plane rate is given as 
 
Γ
s  s  s 
y = 2Γm − Γz .  (6.14) 
 
The data extracted for the r.m.s spin splitting as function of the strain are 
displayed in Fig. 6.6 a). 
 
As discussed, the total spin precession vector is the sum of the BIA and 
STR terms, Ω = ΩBIA + ΩSTR and both of these are parallel to the z axis. 
Therefore, a linear fit of the data for the total r.m.s spin splitting versus the 6.2.   STRAIN IN (110) GROWN QUANTUM WELLS  95   
 
strain, (Eyy − Ezz ) will reveal the BIA component of the r.m.s spin splitting 
as the point that the line intercepts the y axis at (Eyy − Ezz ) = 0 and the 
gradient of the line is given as 
 
Gradient = C 
py  (6.15) 
3 2!t 
 
and hence the value of C3 can be found.  Figure 6.6 b) shows the data for 
both  the  BIA  r.m.s spin splitting  and  C3.   The  BIA  r.m.s  spin  splitting 
for the sample in a,b and c orientations show good agreement with each 
other and these values are comparable to those from previous work which 
found an average value of ≈ 0.05(meV) [48]. The discrepancy is explained 
by the higher confinement energy on NU2284 yielding a higher BIA split- 
ting. The sample orientation c however, has a much lower value which can 
be attributed in part to these measurements having a lower signal to noise 
ratio  but this  will  not explain  all of  the deviation. Of  more  concern  how- 
ever,  is  the  discontinuity  between  the  data  for  tensile  (or  positive)  strain 
and compressive (or negative) strain in 6.6a) which appears unphysical and 
points  to  a  problem  with  the  interpretation  of  this  data.  The  theory  out- 
lined above requires that if the r.m.s spin splitting increases for increasing 
tensile strain, then as an increasing compressive strain is applied the r.m.s 
spin splitting should decrease with the same gradient. In this case the data 
for orientation d would be a continuation of the data for orientation b and 
the same would be true for the data for orientations a and c. This problem 
will be discussed in Sec. 6.2.7. 
 
 
 
 
6.2.6  Strain Dependence of g 
 
 
Figure 6.7 displays the extracted g factor as a function of strain for the four 
orientations of the sample and magnetic field alignment; a, b , c and d. In 
this case the value used is the volume dilation in the sample to represent 
the  change  in  the  band-gap  that  is  the  cause  of  the  change  in  g∗ .  As 
stated 96  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
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Figure  6.7:  Dependence  of  the  g∗  of  NU2284  on  volume  dilation  in 
the sample given as, Exx + Eyy + Ezz for a, b, c, and d orientations of the 
sample. Solid lines are linear fits to the data. 
 
previously  a (110)  quantum  well  has  point  group  symmetry  of  C2v which 
allows the effective g factor tensor, g ˆ∗  to be anisotropic. In Chap. 4 the case 
of a (001) quantum well with reduced symmetry is discussed whereby, the g 
tensor becomes anisotropic due to the appearance of the off-diagonal terms 
gxy . In contrast, for  a (110)  quantum  well  with  C2v symmetry  an in-plane 
anisotropy of g only requires the three diagonal terms of the g tensor such 
that 
 

gs  0  0 

 
g ˆ∗  = 
 
0  gs + ga 

     
0  0  gz 
(6.16) 
 
where gs is the in-plane g factor, ga is the in-plane g factor anisotropy and 
gz is the g factor in the z direction. The values of the symmetric, gs, and 
the  antisymmetric,  ga,  terms  in  the  g  tensor  can  be  extracted  from  the 
measured effective g factor g∗   as a function of the angle ϕ of the magnetic 
field B to the [¯ 110] axis and is given as 
m = ±
/
g2 + 2(gs + ga)ga(1 + cos(2ϕ)).  (6.17) 
g
∗  
s
 
 
 
To calculate ga for a particular strain, the values of g∗   need to be compared 
for the sample with the same applied strain for the magnetic field at zero 6.2.   STRAIN IN (110) GROWN QUANTUM WELLS  97   
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Figure 6.8: Calculated dependence of the g factor anisotropy term, ga, as a 
function of strain for the sample oriented with the [¯ 110] axis parallel to the 
long axis (dashed black line) and the short axis (solid red line) of the trans- 
ducer. The former corresponds to the anisotropy of a and b orientations 
while the latter is the anisotropy of c and d orientations. 
 
 
 
 
 
 
 
 
 
 
and 90◦ to the [¯ 110]. The values of strain measured are not identical between 
the different orientations and hence cannot be directly compared. However, 
by taking  linear  fits  of  the  g  data  as  a  function  of  the  strain  (solid  lines 
in Fig. 6.7) and comparing the extracted parameters ga can be calculated 
as a function of strain. The calculated dependence can be seen in Fig. 6.8 
for  the  two  different  orientations  of  the  sample  on  the  piezo  transducer; 
with  the  [¯ 110]  axis  parallel  to  the  long  axis  (dashed  black  line)  and  the 
short axis (solid red line) of the transducer. The former corresponds to the 
anisotropy of a and b orientations while the latter is the anisotropy of c and d 
orientations.  These results cause further concerns about the interpretation 
as the data are discontinuous when the strain changes sign. Neither the 
relaxation rate or g∗  as a function of strain agree with the theory and in 
fact seem unphysical. The following section will discuss this further. 98  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
 
6.2.7  Discussio
n 
 
 
 
 
The measurements have demonstrated that the spin splitting (and therefore 
the in-plane spin relaxation rate) increases for both positive and negative 
applied strain (Eyy − Ezz). This behaviour is contrary to theoretical expec- 
tations and at present has no clear explanation.  As a first possibility we 
considered mis-orientation of the crystallographic axes of the samples. This 
was however ruled out by Laue X-ray pictures (Fig. 6.9) which demonstrated 
unambiguously that the samples were correctly oriented. 
 
Another explanation has to do with the value of g∗  for NU2284. The depen- 
dence of the g factor on the quantum well thickness can be seen in Fig. 6.10. 
This plot has been taken from the recent work by Hu ¨bner et al. [41] and 
is supplied for illustrative purposes. It can be seen that for narrow quan- 
tum  well  widths  the  g  factor  starts  out positive  and  then  decreases  with 
increasing well widths. It passes through zero at a well width of ≈ 7 nm. 
The sample studied in this section is NU2284 which has a well width of 
7.5 nm. The g factor of this sample is negative, but very close to zero. This 
causes problems with fitting the decay curves to Eq .3.2 to extract the val- 
ues of Γs and g∗ . The decay curves in Fig. 6.5 show that there are very few 
complete oscillations before the spin polarisation is completely lost. This 
is especially true in Fig. 6.5 where gs is so small that there is not even one 
complete oscillation before the spin is fully relaxed. These data were taken 
with the maximum magnetic field of 8 T that can be applied by the mag- 
netic cryostat which is an indication of how close to zero gs is. When the 
spin lifetime and the oscillation period become approximately equal these 
fitting parameters can become coupled and difficult to separate from each 
other.  Another problem is that usually when fitting this kind of data it is 
best to ignore the first ≈ 100 ps of data as there can be interference from 
the laser pulse during this period. For the data collected from this sample 
this was impossible and this could be causing misleading fitting parameters 6.2.   STRAIN IN (110) GROWN QUANTUM WELLS  99   
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Figure 6.9: Reflection Laue images for the sample with the [¯ 110] axis aligned 
parallel to the long piezo axis (a) and the short piezo axis (b). c) A cal- 
culated Laue image for a (110) zinc blende crystal. The ellipses highlight 
the same region in the three images and demonstrate that the two samples 
were mounted as intended, with [¯ 110] axis at 90 degrees and 0 degrees to 
the extension axis of the piezo. 100  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.10:  Dependence of g∗   of a (110) quantum well as a function of well 
width. The data points taken are shown by the solid squares. Calculations 
are  shown  for  14  x  14  Hamiltonian  (solid  line)  and  a  2  x  2  Hamiltonian 
(dashed line). Image taken from [41]. 
 
 
to be  extracted.  There is  clearly  an  effect  on both the  effective  g  factor 
and the spin relaxation rate caused by the application of strain. But with 
this sample it appears impossible to reliably quantify that effect within the 
confines of the theoretical framework that has been shown to work well in 
other systems. 
 
The only logical solution is to take more data for a sample with a higher 
|gs| under  compressive  strain.  Compression  experiments  are  planned  on 
just such a sample with a 12 nm quantum well width.  It can be seen from 
Fig 6.10 that this would  yield a g  factor of gs ≈ −0.2 which would result 
in many full oscillations before the spin signal decays resulting in data of a 
similar quality to the spin signals in the previous section. 6.3.   STRAIN IN (111) GROWN QUANTUM WELLS  101   
 
6.3  Strain in (111) Grown Quantum Wells 
 
 
 
Quantum well structures grown on (111) substrates have a point symmetry 
of C3v , which means the spin relaxation rate and the g factor are allowed to 
show a three fold in-plane anisotropy. Perturbations to the system such as 
an external electric field or applied strain along the growth axis do not act 
to further reduce the symmetry so the anisotropy should remain the same. 
However, such perturbations will alter the total spin precession vector Ω(p). 
Referring to Table 2.1 it can be seen that ΩSIA for electric field along the 
growth axis has an identical form to ΩBIA and that therefore it should 
be possible to directly cancel spin relaxation for all momenta by applying 
an external electric field of the correct magnitude.  Recent experimental 
work has shown this to be the case [37]. It can also be seen in Table 2.1 
that an applied strain of the form, 2Ezz − (Exx + Eyy ), can cancel the BIA 
term. Such a strain would be generated by applying a uniaxial stress along 
the growth direction.  Experimentally, it would only be possible to apply 
compressive stress but in principle this could lead to a cancellation (rather 
than augmentation) of the BIA spin splitting and vanishing of the DP spin 
relaxation rates for all components of electron spin. 
 
 
 
 
6.3.1  Characterisation of Sample D090819B 
 
 
 
There are very few research establishments that produce (111) GaAs quan- 
tum  wells making them relatively rare  and exotic in  comparison  to  (001) 
and (110) quantum wells.  This rarity makes them of particular interest be- 
cause with so few samples there has been little research performed on the 
spin dynamics of such systems. However, in recent years there has been an 
increasing effort placed on the development of growing them.  For the pur- 
poses of these experiments sample D090819B was produced by molecular 
beam epitaxy, which is an undoped symmetric (111) GaAs/Al0.33Ga0.67As 102  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
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Figure 6.11: a) Photoluminescence spectra for D090819B at a range of 
temperatures; 25 K (dark blue line), 50 K (light blue line), 75 K (green line), 
100 K (orange line) and 140 K (red line). b) Dependence of the three major 
PL peaks with temperature. 
 
 
multiple quantum well sample.  It has 10 repeats of 7.5 nm quantum wells 
separated by 50 nm barrier layers. 
 
Photoluminescence spectroscopy was performed on the sample to charac- 
terise the emission and confirm that it behaves as expected for the type of 
sample grown. The PL spectra can be seen in Fig 6.11a) for a range of 
temperatures. The spectra were measured at 25 K (dark blue line), 50 K 
(light blue line), 75 K (green line), 100 K (orange line) and 140 K (red line). 
For low temperatures a single emission peak from the HH transition would 
be expected and then as the temperature is increased a secondary lower 
intensity peak should appear at higher energy relating to the LH transition. 
The observed emission spectra do not show this. There appear to be three 
main peaks at all temperatures with a further two possible lower intensity 
peaks that could be inferred from shoulders in the spectra. Figure 6.11b) 
shows a plot of the extracted peak positions as a function of temperature 
for the three main peaks. These all show a similar linear dependence on 
temperature but cannot be explained as a high quality quantum well struc- 
ture.  Thickness fluctuations in quantum wells can lead to additional states, 
i.e., if some sections of the sample are 8 nm think while the rest is 7.5 nm 6.3.   STRAIN IN (111) GROWN QUANTUM WELLS  103   
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Figure 6.12: Slip planes in a (311) quantum wells produce one-dimensional 
quantisation effects at the break points. The sample has areas of both two 
dimensional and one-dimensional quantisation shown as the shaded areas. 
 
 
thick which could be a possible explanation of the observed spectra.. It has 
also been observed for (311) quantum wells that due to slip planes within 
the sample, quantum wires can be formed [56], a diagram of which can be 
seen in Fig 6.12. The region along the slip plane of the sample forms an 
area where electrons are confined in two dimensions parallel to the break 
and an extra energy state is seen in the PL. It is possible that this is the 
cause of the additional states observed in D090819B, but it is not possible 
to conclusively show this from the available data. All that can be said for 
certain  about  D090819B  from  its  PL  is  that  it  is  not  of  sufficiently  high 
quality to be sure of the results of further experiments and that to perform 
measurements  of  the  effects  of  strain  in  (111)  quantum  wells  a  different 
sample of higher quality must be obtained. 
 
 
 
 
6.3.2  Spin Dynamics in D090819B 
 
 
 
It has been shown that D090819B is not of a suitable quality to perform 
conclusive measurements on the spin dynamics of (111) systems. However, 
as this is the first (111) sample grown for these measurements it is important 104  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
 
to measure the spin dynamics to provide feedback to group that produced it 
in the University of Regensberg to help with future growth.  Time resolved 
PL measurements were performed as discussed on Sec. 3.2 and can be seen 
in Fig. 6.13 a) for D090819B at 50 K with an 8 T magnetic field applied at 
30◦ (black circles) and at −30◦ (red circles) to the [11¯ 2] axis. It can clearly 
be seen that the spin lifetime is very short (≈ 25 ps) which is close to the 
resolution of the streak system which is ≈ 10 ps. It can also be seen that 
the precession period is close to the spin lifetime which results in the same 
fitting problems that occurred in Sec. 6.2.7 for NU2284. The quantum well 
width for D090819B is nominally to be 7.5 nm which would give a g of very 
close to zero referring to Fig. 6.10. The values extracted by fitting the data 
to Eq. 3.2 give g to be between -0.02 and -0.06, which is consistent with 
a quantum well of 7.5 nm.  In Table 2.1 it can be seen that the value of 
ΩBIA for a (111) quantum well will be 4/
√
3 times that of a (110) quantum 
well of a similar width.  The measured relaxation rate is slightly larger than 
this value but taking the fitting error into account the relaxation rates are 
consistent. 
 
Figure 6.13 b) displays the dependence of g on the in-plane angle to the 
[11¯ 2] axis of an 8 T magnetic field for D090819B at a temperature of 50 K 
(open circles) and 5 K (closed circles).  It can be seen that at 50 K there is 
no detectable anisotropy but that at 5 K g develops an in-plane anisotropy. 
However, the error bars on the 5 K measurements are large enough that the 
anisotropy could be an artifact. Figure 6.13 c) shows the dependence of the 
spin relaxation rate on the angle to the [11¯ 2] axis of an in-plane 8 T magnetic 
field for D090819B at a temperature of 50 K (open circles) and 5 K (closed 
circles).  There appears to be an in-plane anisotropy of the relaxation rate 
for both temperatures. However, with the timescales involved being so close 
to the resolution of the streak system and the questions about the quality of 
the sample, it is difficult to place too much weight on these findings. 6.3.   STRAIN IN (111) GROWN QUANTUM WELLS  105   
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Figure 6.13: a) Time evolution of the spin signal parallel to the z axis at 
50 K with an 8 T magnetic field applied at 30◦ (black circles) and at −30◦ 
(red circles) to the [11¯ 2] axis. Dependence of the b) g factor and c) the spin 
relaxation rate on orientation of the angle of an in-plane 8 T magnetic field 
to the [11¯ 2] axis at 50K (open circles) and 5K (solid circles) for D090819B. 106  CHAPTER 6.   EFFECTS OF APPLIED STRAIN   
 
6.3.3  Conclusions 
 
 
 
It is clear that the strain effects on the spin dynamics of (111) quantum wells 
are of importance. After the investigation of D090819B was completed, a 
high quality (111) sample has been provided by the University of Toulouse. 
It is produced by the same group that provided the sample for the recent 
work on the electric field effects on (111) quantum wells [37]. The PL 
characteristics of this sample are consistent with a high quality quantum 
well. Unfortunately, the sample arrived too late to be included in this thesis, 
but work will continue on this sample and hopefully provide useful insights 
into the effects of strain on (111) quantum wells.  
 
 
 
 
 
 
 
 
 
 
 
Chapter  7 
Conclusions 
 
The effects of various perturbations on the spin dynamics of electrons in 
GaAs / AlGaAs quantum wells have been investigated in this thesis. The 
application of perturbations to a quantum well system acts to modify the 
spin-orbit field experienced by the electrons and can also change the sym- 
metry of the system. The perturbations investigated are an external electric 
field in Chap. 4, an asymmetrically grown potential in Chap. 5 and an ap- 
plied strain in Chap. 6. 
 
The symmetry of (001) quantum wells was investigated for the various per- 
turbations in Chap. 4, Chap. 5 and in Sec. 6.1. A symmetric (001) quantum 
well with no external perturbations has the symmetry point group D2d which 
is effectively isotropic in the plane of the well. The spin relaxation rate and 
the g factor therefore are also isotropic in the plane of the well. All three 
of the investigated perturbations reduces the symmetry of a (001) quantum 
well to C2v .  The relaxation rate and g∗  can therefore acquire a two-
fold in-plane anisotropy under such perturbations.  However, the origin 
of the anisotropy is not the same for the spin relaxation rate as it is for the g 
factor. For the former, a non-zero expectation value of a valence band 
potential gra- 
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dient on the conduction band states is required whereas the latter requires 
the  conduction  band  electron  wavefunction  to  be  asymmetric.  Therefore, 
by contrasting the behaviour of the anisotropy of spin relaxation rate and 
g∗  under different perturbations insight into the microscopic mechanisms of 
the perturbation have been gained. 
 
 
The work in Chap. 4 shows that an electric field applied along the growth 
direction causes an in-plane anisotropy to develop in both g∗  and Γs. This 
is consistent with the fact that the electric field produces a gradient of both 
the  valence  band  and  conduction  band  which  not  only  means  that  the 
bands  become  non-isomorphous  but  also  induces  asymmetry  of  the 
conduction electron wavefunction. 
 
Previous  work  on  GaAs/AlGaAs  quantum  wells  has  shown  that  for  tem- 
peratures above 80 K, an asymmetrically grown potential will produce pure 
g-factor anisotropy [44]; an anisotropic g∗  while Γs remains isotropic.  This 
is due to the fact that in this system the conduction and valence bands are 
very nearly isomorphous. However, the work in Chap. 5 reveals that for tem- 
peratures below 80 K a small but measurable anisotropy of Γs develops. The 
most likely explanation of this is that below 80 K a temperature dependence 
of the band parameters becomes significant.  This could be due to the ap- 
pearance of a slight non-linearity in the relationship of the conduction band 
offset to alloy concentration which increases the degree of non-isomorphism 
of the bands so that a detectable Rashba term develops. 
 
In Sec. 6.1 spin relaxation rate anisotropy is observed for an applied shear 
strain while g∗  remains isotropic. It can be concluded then that shear 
strain  induces  a  non-isomorphous  gradient  of  the  valence  and 
conduction band whilst the electron wavefunction remains symmetric to a 
good approxima- tion.  It seems likely that  this is associated  with the 
fact that shear strain will not modify the Γ6 conduction states while it 
has an effect on the Γ8 valence states. A summary of whether anisotropy 
of g∗  or Γs is induced by 7.1.   FUTURE WORK  109   
 
 
Table 7.1:  A summary of the effects of the various perturbations on the 
anisotropy of g∗  and Γs  for a (001) quantum well. 
 
Perturbation  g   anisotropy  Γs   anisotropy 
Electric Field 
Asymmetric Potential 
Shear Strain 
YES 
YES 
NO (T = 180 K) 
YES 
NO (T > 80 K) YES (T < 80 K) 
YES 
 
 
the various perturbations can be found in Tab. 7.1. 
 
 
 
 
 
The remainder of Chap. 6 investigated strain applied to quantum wells 
with different growth directions. In Sec. 6.2 the effects of strain on a (110) 
quantum well were investigated. A linear dependence on applied strain was 
revealed as expected from the theoretical framework. However, the same 
dependence is found for both compressive and tensile strain which can not 
be explained by our current understanding. Further work is need to explain 
these effects fully. In Sec. 6.3 a (111) quantum well sample was characterised 
as a possible sample to study strain effects in. It was determined that the 
sample is not of a high enough quality to perform these measurements on 
but that these experiments should be followed up with a better quality 
sample. 
 
 
 
 
7.1   Future Work 
 
 
 
There is clearly more work to be performed  on the strain effects on the 
spin dynamics of (110) quantum wells discussed in Sec. 6.2.  As discussed 
at the end of that section, the first step will be to repeat the measurements 
already performed using a sample with wider wells. A well width of ≈ 12 nm 
would be a good compromise between having a large g∗  whilst keeping the 110  CHAPTER 7.    CONCLUSIONS   
 
 
 
 
Figure 7.1: A schematic diagram of the strain application device. 
 
 
Dresselhaus coefficient at a value that could be easily canceled.  It can be 
seen in Fig. 6.10 that a 12 nm well width would give a g factor of ≈ -0.2 which 
would be large enough to see many complete oscillations before the spin 
polarisation  decays  which  should  remove the  uncertainty  from  the fitting. 
To remove the problems of knowing exactly how the strain is transmitted to 
the sample a device has been designed and built to apply strain only along 
the growth axis of the sample. A schematic diagram of this can be seen 
in Fig. 7.1. The sample is held between a quartz plate and a load cell. A 
hydraulic system is used to apply pressure on the sample which is measured 
by the load cell. The quartz plate allows optical access to the sample for the 
measurements. To apply an external magnetic field to the sample there are 
holders on either side of the sample space for small neodymium magnets. 
The field measured from these magnets in this configuration using a hall 
probe is ≈ 1 T, which is ample to produce a number of complete oscillations 
before  the  spin  decays  for  g  =  −0.2.  The  benefit  of  this  system  is  that 
all of the strain is applied along one axis which removes the confusion of 
calculating the strain that occurs with the piezos.  This device has already 
been built and the experiments will proceed shortly. 
 
The measurements performed on the (111) sample discussed in Sec. 6.3 have 
left some unanswered questions. Now that a higher quality sample has been 
produced  the  in-plane  anisotropy  of  g∗  and  Γs can  be  fully  investigated. 
Strain measurements can be performed both using the piezo transducer 7.1.   FUTURE WORK  111   
 
method and the strain application device discussed above. 
 
 
Strain in narrow gap semiconductors like InSb or GaSb would be of interest. 
The spin-orbit field in these structures is much larger and the strength of 
the  effect  due  to  applied  strain  is  theoretically  up  to  20  times  larger  for 
InSb [28]. However, narrow gap semiconductors have much lower energy 
PL emission and so infra-red lasers are needed to probe these transitions. 
A  collaboration  with the  group  of  Prof. B.  Murdin from  The  University of 
Surrey has been started which will give access to the necessary samples and 
laser systems. 
 
The ultimate goal of this research activity is to utilise the fundamental 
physics revealed by the investigations to engineer material systems that can 
be used for spintronic applications. The knowledge gained of the effect of 
strain on (001) quantum wells could be used to grow strained layer materials 
that are close to the point of complete cancellation of spin relaxation along 
one crystallographic axis. It may be possible to implement these materials 
as an array of cells on a chip. By applying a voltage to induce a drift 
velocity across the cells and utilising existing electrical spin injection and 
detection techniques on opposite sides of the cell, spin information could be 
transmitted and recorded across the cell. Small piezo units attached to each 
cell could then apply strain on individual cells so that spin information was 
maintained or destroyed across the cell. 
 
For most spintronic applications a material with an ambient population of 
free carriers will be required. Therefore, the physics uncovered in this thesis 
will need to be applied to n-type materials.  An interesting point to note 
is that in n-type materials it is often the case that an applied electric field 
causes reorientation of the free electron population thus screening the field 
in the sample. We have shown that the effects of the application of strain 
are to produce spin-orbit terms that interfere with the BIA term in (001) 
quantum wells. It is possible that this strain term will not be screened by 112  CHAPTER 7.    CONCLUSIONS   
 
the reorientation of conduction electrons as we have shown that the effect 
of strain on the conduction band is minimal. 
 
Silicon is the most widely used industrial semiconductor for applications and 
as such the growth techniques and production methods are extremely well 
developed. This combined with the long intrinsic spin polarisation lifetimes 
(up to milliseconds) mean it would be of great benefit if techniques like those 
investigated within this thesis could be employed to control and manipulate 
electron spins in Silicon. However, due to the relatively light atomic mass 
of Silicon the spin-orbit field it exhibits is orders of magnitude lower than in 
GaAs based systems. Hence manipulation of electron spin via the spin-orbit 
field in Silicon is much more difficult. The next step in making spintronic 
devices based on these methods is therefore to cancel the intrinsic spin-orbit 
field in III-V and II-VI semiconductors, which has been shown to produce 
spin lifetimes of the same order of magnitude as intrinsic Silicon. Then the 
large spin-orbit coupling can be employed to gain complete control of the 
spin dynamics in such structures. It is this goal that the research activities 
contained within this thesis strive towards.  
ss  mm 
 
 
 
 
 
 
 
 
 
 
 
Appendix A 
 
 
 
 
Strain Calculations for (110) 
Quantum Wells 
 
 
 
 
 
In order to calculate the strain for the (110) quantum well in Sec. 6.2 in 
the z axis, the strain in the x and y axes must be related to the stiffness 
tensor C[110] and the stress tensor¯ τ as [57] 
 
 
   
τxx 
   
   
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   
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where  0  is  a  three-by-three  zero  matrix  and  C
[110]
  and C
[110] 
 
are  given 
by 
 
 
C
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  (A.2) 
ss  = 
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2C12  C11 + C12 + C44  C11 + C12 − C44     
2C12  C11 + C12 − C44  C11 + C12 + C44 
 
113  
E 
114APPENDIX A.  STRAIN CALCULATIONS FOR (110) QUANTUM WELLS 
 
 
 
 
C
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
C44  0  0 

 
   
mm  =     0  C44  0     
0  0  C11 − C22 
(A.3) 
 
with the x, y, and z axes as defined in Tab. 2.1. 
 
 
For the sample discussed here we know the stress in the z  axis is zero 
and  that  there  is  no  biaxial  stress  or  strain  so  that  Exy =  Exz =  Eyz =  0 
giving     
τxx 
   
  τyy        
τzz  = 0

 
   
Exx 
   
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There three unknowns τxx, τyy  and Ezz  and there equations. Solving for Ezz 
gives 
2C12Eyy + (C11 + C12 − C44)Exx 
Ezz = 
 
C11 
 
+ C12 
 
—  C
44 
.  (A.5)  
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