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ABSTRACT
Ryo Moore: Extensions of J. Bourgain’s Double Recurrence Theorem
(Under the direction of Idris Assani)
The study of multiple recurrence averages was pioneered by Furstenberg in 1977, when he
provided an alternative proof to Szemerédi’s theorem using ergodic theory, which states that a set of
integer with a positive density contains an arbitrary long arithmetic progression. Since then, many
convergence results of multiple recurrence averages have been obtained. Their norm convergence
have been studied by Conze and Lesigne (in 1984), Host and Kra (2005), Ziegler (2006), Tao (2008),
and the best result was obtained by Walsh (2012).
The results are much scarcer for pointwise convergence. In 1990, Bourgain answered Furstenberg’s
question by showing that some double recurrence averages converge pointwise. This deep result has
not been generalized since then, while some partial results on the pointwise convergence of multiple
recurrence averages are obtained by Derrien and Lesigne (1996), Assani (1998, 2005), and recently
announced by Huang, Shao, and Ye (2014), and Donoso and Sun (2015). Also, Assani and Buczolich
have shown that the pointwise convergence of double recurrence averages need not to hold when
both functions are in L1.
On the other hand, Brunel initiated the study of return times averages in his PhD thesis from
1966, where one concerns ergodic averages with weights that are generated randomly. In 2000, Assani
showed that the sequence appearing in the multiple recurrence averages can be a good universal
weight for multiple return times averages under some assumptions on the system.
We will show that one can extend Bourgain’s double recurrence result in numerous ways. We
will first show the Wiener-Wintner extension of the double recurrence theorem, which was a study
initiated by Duncan in his doctoral dissertation from 2001. Furthermore, we will show a polynomial
Wiener-Wintner result for the double recurrence theorem, extending the work of Lesigne (1990, 1993)
and Frantzikinakis (2006). Secondly, from the angle of the Wiener-Wintner extension, we will show
that the sequence appearing in the double recurrence averages can be a good universal weight for
iii
some nonconventional ergodic averages in norm, ultimately extending the work of Host and Kra,
and Ziegler.
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CHAPTER 1
Introduction
In this chapter, we will recall basic notions of ergodic theory as well as background and historical
developments on relevant topics, such as Wiener-Wintner ergodic theorem, multiple recurrence
averages, characteristic factors, good universal weights, and the return times.
1.1 Background on Ergodic Theory
1.1.1 Measure preserving systems
Here we recall the notions of measure-preserving systems, ergodicity, factors, conditional expec-
tations, and the classical ergodic theorems. The proofs of the results stated here can be found in
many references on ergodic theory (e.g. [51]).
We denote the quadruple (X,F , µ, T ) to be a (dynamical) system, where (X,F , µ) is a probability
measure space (i.e. µ(X) = 1), and T : X → X is a measurable transformation. We say that a
transformation T is measure-preserving if the measure µ is preserved under action of T on X, i.e. for
any A ∈ F , we have µ(T−1A) = µ(A). If a system (X,F , µ, T ) is equipped with a measure-preserving
transformation T , we say the system is measure-preserving. We say that a measure-preserving
transformation T is ergodic if a set A ∈ F is invariant under T , i.e. T−1A = A, then A is either
(almost) everything or (almost) nothing, i.e. µ(A) ∈ {0, 1}. Similarly, if T is ergodic, then we say
(X,F , µ, T ) is an ergodic system.
If we consider a dynamical system with multiple transformations (say, T1, T2, . . . , Tk), we list
each of them (i.e. (X,F , µ, T1, T2, . . . , Tk)). We say the system (X,F , µ, T1, T2, . . . , Tk) is measure-
preserving if each transformation T1, T2, . . . , Tk is measure-preserving. More generally, if Γ is a
group acting on (X,F , µ) in a measure-preserving way (i.e. if γ ∈ Γ, γ · x = Tγx for some µ-
measure-preserving action Tγ), then we denote (X,F , µ,Γ) to be the measure-preserving system. So
for instance, the system (X,F , µ, T ) can be written as (X,F , µ,Z), where we identify the action
n · x = Tnx for any n ∈ Z.
The transformation T may also be viewed as a linear operator on Lp(µ) for 1 ≤ p ≤ ∞, by
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identifying Tf = f ◦ T for any f ∈ Lp(µ). Furthermore, if T is measure-preserving, then T is an
unitary operator on L2(µ), since for any f, g ∈ L2(µ),
〈Tf, g〉 =
∫
X
f(Tx)g(x) dµ(x) =
∫
TX
f(x)g(T−1x) dµ(x) =
〈
f, T−1g
〉
,
so that T ∗ = T−1. Consequentially, if f is an eigenfunction of T , i.e. Tf = λf , then λ must lie on a
unit circle on C.
Let (X,F , µ,Γ) and (Y,G, ν,Γ) be two measure-preserving systems where the group Γ acts on
both X and Y . Suppose φ : X → Y is a measurable map. We say φ is measure-preserving if for
any A ∈ G, ν(A) = µ(φ−1A). We say a measure-preserving map φ is a homomorphism between the
systems (X,F , µ,Γ) and (Y,G, ν,Γ) if for any g ∈ Γ, φ(g · x) = g · φ(x) for µ-a.e. x ∈ X. If φ is
invertible, and φ−1 is a measurable map, we say the homomorphism φ is an isomorphism. When
such homomorphism exists, we say the system (Y,G, ν,Γ) is a factor of (X,F , µ,Γ).
We introduce a few examples of factors. For instance, given a measure-preserving system
(X,F , µ,Γ), a system (X, I, µ,Γ) is a factor of (X,F , µ,Γ) provided that I is sub-σ-algebra of F
that is Γ-invariant, i.e. for any γ ∈ Γ and A ∈ I, γ−1A ∈ I. In this case, the homomorphism φ is
simply the identity map on X. In particular, if (X,F , µ, T ) is a measure-preserving system with one
transformation T , then (X, I(T ), µ, T ), where I(T ) is the σ-algebra of T -invariant sets, i.e.
I(T ) = {A ∈ F : T−1A = A} ,
is a factor of (X,F , µ, T ).
Another important factor that we consider extensively is the Kronecker factor. We first follow the
notions explained in [6, §2.2]. Suppose (X,F , µ, T ) be an ergodic system, and consider K ⊂ L2(µ)
to be the closed linear span of the eigenfunctions of T (viewing T as a unitary operator on L2(µ)).
If T is ergodic, we observe the following facts:
1. From the definition of ergodicity, any T -invariant function (i.e. f ∈ L1(µ) for which Tf = f)
is a constant function.
2. If f ∈ Eλ := {f ∈ K : Tf = λf}, then f ∈ L∞(µ). This can be realized by the fact that |f |
is a constant function. To see this, suppose Tf = λf for some λ ∈ S1. Then T |f | = |Tf | =
2
|λ||f | = |f |, so |f | is a T -invariant function.
3. We note that Eλ is one-dimensional subspace of K. First, if λ = 1, then Eλ consists of all
the T -invariant functions, which are constants, so E1 is one-dimensional. To see this fact for
the case λ 6= 1, suppose f, g ∈ Eλ for some λ ∈ S1 − {1}. Then T (fg¯) = fg¯, which implies
that fg¯ = c for some constant c ∈ C. If c is a nonzero constant, then f = c(g/|g|), and
g/|g| ∈ Eλ. In fact, c = 0 if and only if f = 0 or g = 0. To see this, assuming that c = 0, we
have X = f−1({0}) ∪ g−1({0}). Since T−1f−1({0}) = f−1({0}), so µ(f−1({0})) is either 0 or
1. Because of this, either f or g is identically equal to 0 for µ-a.e. x ∈ X.
If (X,F , µ, T ) is separable, then the fact (3) tells us that K has a countable orthogonal basis of
eigenfunctions. Furthermore, because product of two eigenfunctions is an eigenfunction, it is an
L∞(µ) function. Thus, one can find a sub-σ-algebra K of F , that is the smallest σ-algebra for which
all the functions in K are measurable. We call the system (X,K, µ, T ) the Kronecker factor.
An alternative characteristic of Kronecker factors can be given as follows (cf. [53, §2]): Given an
ergodic system (X,F , µ, T ), there exists a group rotation system (Z,α) such that Z is a compact
abelian (additive) group, an element α ∈ Z that generates a dense cyclic subgroup in Z, a measure-
preserving map pi : (X,F , µ, T )→ (Z,B, ν, Rα) (where ν is the Haar measure on Z, B is the Borel
measure on Z, and Rα(z) = z+α that satisfies pi(Tx) = Rα(pi(x)) for µ-a.e. x ∈ X, and furthermore,
f is an eigenfunction of T if and only if f = cχ ◦ pi for some constant c and a character χ : Z → C.
This shows that (Z,B, ν, Rα) is a factor of (X,F , µ, T ). Furthermore, since L2(Z) is spanned by
characters on Z, so the lift of this space on L2(X) is a closed linear span of eigenfunctions. Hence,
this factor coincides with the Krocnecker factor that we discussed earlier.
Suppose (Y,G, ν,Γ) is a factor of (X,F , µ,Γ), where φ : X → Y is a homomorphism. We note
that Z = φ−1G = {A ∈ F : A = φ−1(B) for some B ∈ G} is a sub-σ-algebra of F . One can also
see that (X,Z, µ,Γ) is isomorphic to (Y,G, ν,Γ). If f ∈ Lp(G), then we see that fφ = f ◦ φ is
a function in Lp(Z). Since L2(Z) is a subspace of L2(F), we define P : L2(F) → L2(Z) to be
the orthogonal projection. For each factor G, one can define a conditional expectation operator
E(·|G) : L2(F)→ L2(Z) such that if f ∈ L2(µ), then E(f |G) ∈ L2(G) such that E(f |G)φ = Pf . In
an event where G is a sub-σ-algebra of F , then this notion of conditional expectation agrees with
the ones we see in a basic probability course. In fact, the following properties are true.
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Proposition 1.1.1 (cf. [51, Proposition 5.4]). Let (Y,G, ν,Γ) be a factor of (X,F , µ,Γ) with a
homomorphism φ. The conditional expectation operator E(·|G) : L2(F)→ L2(G) has the following
properties.
(i) The map f 7→ E(f |G) is a linear operator from L2(F) to L2(G).
(ii) If f ≥ 0, then E(f |G) > 0.
(iii) If g ∈ L2(G), then E(gφ|G) = g. In particular, E(1X |G) = 1Y .
(iv) If g ∈ L∞(G), then E(gφf |G) = gE(f |G).
(v) In particular,
∫
f dµ =
∫
E(g|G) dν.
We also note that the conditional expectation operator is a contraction.
Theorem 1.1.2 ([51, Theorem 5.6]). The conditional expectation map, f 7→ E(f |G), extends to a
map of L1(F) to L1(G) satisfying (i) - (v) of Proposition 1.1.1, and, in addition, it maps each Lp(F)
to Lp(G), 1 ≤ p ≤ ∞, with ‖E(f |G)‖p ≤ ‖f‖p.
If the isomorphism is known, we may sometimes write E(f |Z) instead of E(f |G). We note that
if f is a Z-measurable function, then E(f |Z) = f . In this case, we sometimes say that f is in Z, or
f ∈ Z. Conversely, if E(f |Z) = 0, then f is orthogonal to L2(Z). In such instances, we may say f
belongs to the orthogonal complement of Z, or simply write f ∈ Z⊥.
Here we recall a few convergence theorem in ergodic theory. The first one is due to von Neumann.
Theorem 1.1.3 (Mean ergodic theorem). Let H be a Hilbert space, and U be a unitary operator on
H. Then for any x ∈ H, we have
lim
N→∞
1
N
N∑
n=1
Unx = Px,
where P is a projection onto Ker(I − U) = {x ∈ H : Ux = x}.
Given a measure-preserving system (X,F , µ, T ), we let H = L2(µ), and U be a Koopman
operator of T i.e. Uf = f ◦T for any f ∈ L2(µ). Thus, the mean ergodic theorem above tells us that
lim
N→∞
1
N
N∑
n=1
f ◦ Tn = E(f |I(T )) in L2(µ.)
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The next result deals with the pointwise convergence of the same averages, which is due to G. D.
Birkhoff.
Theorem 1.1.4 (Pointwise Ergodic Theorem). Let (X,F , µ, T ) be a measure-preserving system.
Then for any f ∈ L1(µ), then for µ-a.e. x ∈ X, we have
lim
N→∞
1
N
N−1∑
n=0
f(Tnx) = E(f |I(T ))(x).
We observe that if T is ergodic, then I(T ) is trivial, so the conditional expectation on the right
becomes the integral
∫
fdµ.
1.1.2 The spectral theorem and ergodic theory
We will briefly recall some of the spectral properties of dynamical systems. Proofs are omitted
for most of the statements that are stated in here, since they are provided in the references, such as
[63] and [75].
We denote T = R/Z to be the torus. Suppose σ is a Borel measure on T. We say σˆ(n) =∫ 1
0 e(nt)dσ(t) to be the n-th Fourier-Stieltjes coefficient of the measure σ. One useful fact about
Fourier-Stieltjes coefficient of a positive measure is that we can associate them with a positive-definite
sequence. We say a numerical sequence (an) is positive-definite if for any choice of finite set of
complex numbers {zn}, one can show that
∑
n,m
an−mznz¯m ≥ 0.
Proposition 1.1.5 (Herglotz, cf. [63, §1.7.6]). A numerical sequence (an) is positive-definite if and
only if there exists a positive Borel measure σ on T such that an = σˆ(n).
This theorem allows us to establish the following spectral theorem for unitary operators.
Theorem 1.1.6 (The spectral theorem, cf. [63, §1.7.8]). Let H be a Hilbert space, and U a unitary
operator on H. Then for any f ∈ H, there exists a positive Borel measure σf on T such that
σˆf (n) = 〈U−nf, f〉 .
To illustrate the application of Proposition 1.1.5, we will provide the proof of this theorem.
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Proof. By Proposition 1.1.5, it suffices to show that the sequence an = 〈U−nf, f〉 is positive definite.
Since U is unitary, we know that an−m = 〈Um−nf, f〉 = 〈Umf, Unf〉. Hence, for any finite set of
complex numbers {zn}, we have
∑
n,m
an−mznz¯m =
〈∑
m
z¯mU
mf ,
∑
n
z¯nU
nf
〉
=
∥∥∥∥∥∑
k
z¯kU
kf
∥∥∥∥∥
2
H
≥ 0,
where ‖·‖H denotes the norm of the Hilbert space H induced by the inner product 〈·, ·〉.
This theorem is useful in the context of ergodic theory. Given a measure-preserving system
(X,F , µ, T ), one defines UT to be an operator on L2(µ) so that for any f ∈ L2(µ), UT f = f ◦ T . We
call the operator UT the Koopman operator of T . Clearly, UT is unitary, so one can use the spectral
theorem to find a measure σf associated to the transformation T and the function f . We call this
measure σf the spectral measure of f with respect to T .
We say a complex Borel measure σ on T is continuous if for any t ∈ T, σ({t}) = 0. The following
proposition associates a continuous measure and its Fourier coefficients.
Proposition 1.1.7 (cf. [63, §1.7.13]). Let σ be a complex Borel measure on T. Then the following
statements are true.
1. We have
σ({t}) = lim
N→∞
1
2N + 1
N∑
n=−N
σˆ(n)e(nt).
2. (Wiener’s Lemma) We have
∑
t∈T
|σ({t})|2 = lim
N→∞
1
2N + 1
N∑
n=−N
|σˆ(n)|2,
so in particular, σ is continuous if and only if
lim
N→∞
1
2N + 1
N∑
n=−N
|σˆ(n)|2 = 0.
We conclude our remarks on the spectral theorem by introducing the spectral family of a given
Hilbert space H and a unitary operator U . Let σh denote the spectral measure of h ∈ H with
6
respect to the operator U . Given f, g ∈ H, we set an = 〈Unf, g〉. We note that 〈Ung, f〉 = a¯−n, and
furthermore by the elementary identity (which is a variant of the polarization identity for a complex
inner product space), we have
an =
1
4
(〈Un(f + g), f + g〉 − 〈Un(f − g), f − g〉+ i 〈Un(f + ig), f + ig〉 − i 〈Un(f − ig), f − ig〉)
=
1
4
(σˆf+g − σˆf−g + iσˆf+ig − iσˆf−ig).
Thus, we observe that (an) are Fourier-Stieltjes coefficients of the complex Borel measure
σf,g :=
1
4
(σf+g − σf−g + iσf+ig − iσf−ig). (1.1)
We say (σf,g)f,g∈H is the spectral family of the operator U . One useful fact regarding the elements
of this spectral family is as follows:
Proposition 1.1.8 ([75, Proposition 2.4]). For any f, g ∈ H, σf,g is absolutely continuous with
respect to both σf and σg. More precisely, for any Borel set B of T, we have
|σf,g|(B) ≤ σf (B)1/2σg(B)1/2.
1.1.3 Van der Corput’s inequality and its variants
The following inequality, which is credited to van der Corput, it utilized quite frequently in
ergodic theory, especially when one wishes to show that a sequence of averages converges to zero.
Lemma 1.1.9 (van der Corput). If (an) is a sequence of complex numbers and if H is an integer
between 0 and N − 1, then
∣∣∣∣∣ 1N
N−1∑
n=0
an
∣∣∣∣∣
2
≤ N +H
N2(H + 1)
N−1∑
n=0
|an|2 (1.2)
+
2(N +H)
N2(H + 1)2
H∑
h=1
(H + 1− h)Re
(
N−h−1∑
n=0
anan+h
)
.
where Re(z) denotes the real part of the complex number z.
One may consult [65] for a proof. One immediate corollary of this lemma, which provides an
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control over the averages of the sequences an = une(nt), for some numerical sequence (un), is as
follows.
Corollary 1.1.10 (cf. [6, Corollary 2.1]). Given (un) a sequence of complex numbers, and if H is
an integer between 0 and N − 1, then
sup
t∈R
∣∣∣∣∣ 1N
N−1∑
n=0
une(nt)
∣∣∣∣∣
2
≤ 2
H + 1
N−1∑
n=0
|un|2 (1.3)
+
4
H + 1
H∑
h=1
∣∣∣∣∣ 1N
N−h−1∑
n=0
unun+h
∣∣∣∣∣ .
We note that the right hand side of this inequality does not depend on the parameter t. This
estimate will be useful when we study uniformity of Wiener-Wintner type averages.
The following inequalities, which will be useful when we evaluate the limit of some averages, can
be derived directly from Lemma 1.1.9 and Corollary 1.1.10.
Lemma 1.1.11. • There exists an absolute constant C such that for any sequence of complex
numbers (an) such that supn |an| ≤ 1 and any positive integer N, we have
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
an
∣∣∣∣∣
2
≤ C
H
+
C
(H + 1)2
H∑
h=1
(H + 1− h)Re
(
lim sup
N→∞
1
N
N∑
n=1
anan+h
)
(1.4)
for any H ∈ N.
• There exists an absolute constant C such that for any sequence of complex numbers (an) such
that supn |an| ≤ 1 and any positive integer N, we have
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
ane
2piint
∣∣∣∣∣
2
≤ C
H
+
C
H
H∑
h=1
∣∣∣∣∣ 1N
N−h∑
n=1
anan+h
∣∣∣∣∣ (1.5)
for 1 ≤ H ≤ N .
• There exists an absolute constant C such that for any sequence of complex numbers (an) such
that supn |an| ≤ 1 and any positive integer N, we have
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
ane
2piint
∣∣∣∣∣
2
≤ C
H
+
C
H
H∑
h=1
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
anan+h
∣∣∣∣∣ (1.6)
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for all H ∈ N.
Proof. To show (1.4), we take the limit supremum (as N → ∞) on both sides of (1.2). Then we
obtain
lim sup
N→∞
∣∣∣∣∣ 1N
N−1∑
n=0
an
∣∣∣∣∣
2
≤ 1
H
+
2
(H + 1)2
H∑
h=1
(H + 1− h)Re
(
lim sup
N→∞
1
N
N−h−1∑
n=0
anan+h
)
.
Let un be another sequence of complex numbers norms bounded by 1. Then, for fixed h, we have
1
N
N−h−1∑
n=0
un =
1
N
N∑
n=0
un − 1
N
N∑
n=N−h
un.
Since |un| ≤ 1, we know that for fixed h,
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=N−h
un
∣∣∣∣∣ ≤ lim supN→∞ hN = 0.
Therefore,
lim sup
N→∞
1
N
N−h−1∑
n=0
un = lim sup
N→∞
1
N
N∑
n=0
un . (1.7)
Now apply (1.7) to un = anan+h, we obtain
lim sup
N→∞
∣∣∣∣∣ 1N
N−1∑
n=0
an
∣∣∣∣∣
2
≤ 1
H
+
2
(H + 1)2
H∑
h=1
(H + 1− h)Re
(
lim sup
N→∞
1
N
N∑
n=0
anan+h
)
,
so set C > 2, and the claim holds.
To show (1.5), we utilize Corollary 1.1.10 and the fact that supn |an|2 ≤ 1 to see that
2
NH
N∑
n=1
|an|2 ≤ 2
H
.
Choose C > 4, and we obtain the desired inequality.
To show (1.6), we apply limit supremum (as N →∞) to both sides of (1.5), which gives us
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
ane
2piint
∣∣∣∣∣
2
≤ C
H
+
C
H
H∑
h=1
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n−1
anan+h
∣∣∣∣∣ .
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We apply (1.7) to un = anan+h, and we obtain the desired inequality.
1.2 Wiener-Wintner Ergodic Theorem
The study of Wiener-Wintner averages originally appeared in the work of N. Wiener and A.
Wintner from 1941, which is strengthens Birkhoff’s pointwise ergodic theorem (Theorem 1.1.4) in
the following way:
Theorem 1.2.1 (Wiener-Wintner Ergodic Theorem, [82]). Let (X,F , µ, T ) be a measure-preserving
system, and f ∈ L∞(µ). Then there exists a set of full measure Xf such that for any x ∈ Xf , the
limit
lim
N→∞
1
N
N−1∑
n=0
f(Tnx)e(nt)
exists for all t ∈ R (where e(α) := e2pitα).
We recall that the case t = 0 gives the pointwise ergodic theorem. The novelty of this claim is
that the set of full measure Xf does not depend on the real number t ∈ R; if one wishes to show the
averages converge almost everywhere for a particular value of t, one can simply apply the pointwise
ergodic theorem on the product space X×T with the transformation T ×Rt, where Rt is the rotation
on T by t. While there was an error in the original proof of Wiener and Wintner, the statement is
true, as numerous correct proofs were provided later, including the one by H. Furstenberg [49] in
1960.
In [31], Bourgain announced the following uniform Wiener-Wintner result.
Theorem 1.2.2 (Uniform Wiener-Wintner Theorem). Let (X,F , µ, T ) an ergodic system, and
f ∈ L∞(µ). Let K be the Kronecker factor of T . Then the following statements are equivalent.
1. The function f belongs to the orthogonal complement of K.
2. For µ-a.e. x ∈ X, we have
lim
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−1∑
n=0
f(Tnx)e(nt)
∣∣∣∣∣ = 0.
One may consult [6, Chapter 2] for multiple proofs the Wiener-Wintner theorem, and the uniform
Wiener-Wintner theorem. One of the key arguments in establishing this uniformity result is the
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characterization of a function in the orthogonal complement of the Kronecker factor and its spectral
measure.
Proposition 1.2.3 (Characterization of K⊥, cf. [6, Proposition 2.2]). Let (X,F , µ, T ) be an ergodic
system. A function f belongs to K⊥ if and only if its spectral measure σf is continuous.
One notices from the uniformity theorem that K is a (pointwise) characteristic factor for the
Wiener-Wintner averages, which means that we can characterize the limit of the averages by
projecting the function onto the factor K, i.e.
lim
N→∞
1
N
N∑
n=1
f(Tnx)e(nt) = lim
N→∞
1
N
N∑
n=1
E(f |K)(Tnx)e(nt).
So if one would finish the proof of the Wiener-Wintner Ergodic Theorem for an ergodic system
(X,F , µ, T ), one can decompose f = f1 + f2, where f1 = E(f |K), and f2 = f − f1. This means that
we have
lim
N→∞
1
N
N∑
n=1
f(Tnx)e(nt) = lim
N→∞
1
N
N∑
n=1
f1(T
nx)e(nt) + lim
N→∞
1
N
N∑
n=1
f2(T
nx)e(nt).
Since f2 ∈ K⊥, the uniform Wiener-Wintner theorem (Theorem 1.2.2) asserts that the second limit
of the averages on the right hand side of this equation is 0. Thus, it remains to show that the limit
of the first averages exist. But since f1 ∈ K, and since K is the closed linear span of eigenfunctions
of T in L2(µ), one can prove the existence of the limit by assuming that f1 is an eigenfunction of T .
The way of showing the convergence of ergodic averages by decomposing a function into a sum
of two functions, where one function is the orthogonal projection to a factor, and the other to its
orthogonal complement, is sometimes called the method of characteristic factor decomposition. This
method was pioneered by Furstenberg [50], and made more explicit in the work of Furstenberg and
Weiss [53]. The goal of this method is to show that (1) if the functions belongs to the factor, use the
structure of the factor to show the convergence, and (2) if the functions belongs to the orthogonal
complement of the factor, show that the averages converge to zero by applying certain estimates on
the averages. More on this will be discussed in the next section.
The Wiener-Wintner theorem has been extended in various directions, and we will discuss some
of them. Recently, G. Hong and M. Sun has announced an operator-algebraic extension of the
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Wiener-Wintner result to noncommutative trace preserving dynamical system [57], which provides a
multi-parameter version of Bellow and Losert’s Wiener-Wintner type ergodic theorem [26].
1.3 Multiple recurrence, Host-Kra-Ziegler factors, and Gowers-Host-Kra semi-
norms
In 1990, Bourgain utilized Theorem 1.2.2 to establish the double recurrence theorem, which is
stated as follows:
Theorem 1.3.1 (Bourgain’s Double Recurrence Theorem, [31]). Let (X,F , µ, T ) an ergodic system,
and f1, f2 ∈ L∞(µ). Then for any distinct nonzero integers a, b ∈ Z, the averages
1
N
N−1∑
n=0
f1(T
anx)f2(T
bnx) (1.8)
converge for µ-a.e. x ∈ X as N →∞.
In fact, the averages above converge if f1 ∈ Lp(µ) and f2 ∈ Lq(µ) for any p, q ∈ [1,∞], provided
that 1/p+ 1/q ≤ 1 (here we treat 1/∞ = 0). We note that the convergence does not need to hold
when p = q = 1, as it was shown by Assani and Buczolich [14, Theorem 3].
The averages seen in (1.8) is an example of multiple recurrence averages, which are averages of
the form
1
N
N−1∑
n=0
k∏
i=1
fi(T
n
i x), (1.9)
where x is an element of a measure space (X,F , µ), f1, . . . , fk ∈ L∞(µ), and T1, . . . , Tk are measure-
preserving transformations on X. These averages are also commonly referred to as multiple ergodic
averages or nonconventional ergodic averages. In 1977, H. Furstenberg provided an ergodic theoretic
proof of Szemerédi’s theorem, which states that a subset of Z with positive upper density has an
arbitrarily long arithmetic progression, by studying structures behind multiple recurrence averages
[50]. More precisely, he has shown that there is a correspondence, often referred to as Furstenberg’s
correspondence principle, between the structure of arithmetic progressions and a measure preserving
system (X,F , µ, T ), and Szemerédi’s theorem can be proven by showing that for any measurable set
B with positive measure and for any positive integer k, one has
µ(B ∩ T−nB ∩ T−2nB ∩ · · · ∩ T−(k−1)nB) > 0
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for any nonzero integer n (cf. [50, Theorem 1.4]). In fact, Furstenberg showed something stronger in
a sense that one has
lim inf
N→∞
1
N
N−1∑
n=0
µ(B ∩ T−nB ∩ · · ·T−(k−1)nB) > 0 (1.10)
for any positive integer k and any set B with a positive measure. This result was later generalized by
Furstenberg and Katznelson [52, Theorem A] for the case when one has a measure-preserving system
with commuting transformations (X,F , µ, T1, T2, . . . , Tk), and B ∈ F with a positive measure, and
k a positive integer, one has
lim inf
N→∞
1
N
N−1∑
n=0
µ(T−n1 B ∩ T−n2 B ∩ · · ·T−nk B) > 0, (1.11)
and they used this result to prove the multidimensional version of Szemerédi’s theorem. Later, (1.11)
was generalized by Bergelson and Leibman to the case of polynomial actions [28, Theorem A], and
furthermore by Leibman to the case where the group of transformations generate a nilpotent group
[66, Theorem NM’].
Since Furstenberg’s study on multiple recurrence, the averages on (1.9) have been studied
extensively. The problem regarding L2(µ)-norm convergence of these averages has been settled. In
1984, Conze and Lesigne showed this for the case for k = 2, and also for k = 3 if each Ti is a power
of a single measure-preserving transformation [35]. Zhang later showed that the norm convergence
holds for the case k = 3 while assuming that each Ti and Ti ◦ T−1j were ergodic, for i 6= j in 1996
[83], and under the same assumptions, Frantzikinakis and Kra showed the convergence for any k ≥ 1
in 2004 [48]1. In 2005, Host and Kra showed that the averages in (1.9) converge in norm for the case
when Ti = T i where T is a measure-preserving transformation, for each i = 1, 2, . . . , k [59]; this result
was also obtained by Ziegler independently [84]. In 2008, Tao showed that (1.9) converge in norm
when the transformations commute, without assuming any ergodicity on the transformations [79].
Shortly after, alternative proofs of Tao’s result were provided by Austin [24], Host [58], and Towsner
1One of the key ingredients of the proof of this result was to show that when T1 and T2 are two commuting ergodic
transformations and T1 ◦ T−12 is ergodic, then their Host-Kra-Ziegler factors Z(T1) and Z(T2) are identical, and one
can use an appropriate Gowers-Host-Kra seminorm to obtain an upper bound of the averages [48, Propositions 3.1
and 3.2]. These results were obtained by Assani independently, and communicated to the authors.
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[80]. In 2012, Walsh showed that those averages converge in norm provided that T1, . . . , Tk generate
a nilpotent group, and in a view of the counterexamples provided by Bergelson and Leibman in
2002 [29] when the transformations generate a solvable group, Walsh’s result is considered to be the
complete result for the norm convergence of multiple recurrence averages. An alternative proof to
Walsh’s result that uses coupling was later given by Austin in 2013 [25], assuming the result regarding
finite complexity of a system with nilpotent group action that was shown by Walsh [81, Theorem
4.2]. Also, some extensions of Walsh’s result were provided by Zorin-Kranich [86] (for amenable
group actions onto a nilpotent group) and by Mesón and Vericat [74] (for the spherical averages
of Markov group actions onto a nilpotent group)—we remark both of these work used elements of
Walsh’s work, regarding the Hahn-Banach theorem as well as the notion of the complexity of the
system.
For the a.e. convergence avenue of the multiple recurrence averages, however, the results are
much scarcer. In fact, Bourgain’s double recurrence theorem (Theorem 1.3.1) remains to be the best
result in this direction. However, there are some significant partial results when one assumes more
about the dynamical system and/or the transformations. For instance, Assani has shown that if the
system (X,F , µ, T ) is a weakly-mixing space for which the restriction of T on its Pinsker algebra
(i.e. the maximal sub-σ-algebra of F for which T has zero entropy), then the multiple recurrence
averages (1.9) for the case Ti = T for each i converge for µ-a.e. x ∈ X [2, Theorem 2]. Furthermore,
when k = 2, Assani has shown that the averages in (1.9) converge a.e. under certain assumptions [8,
Proposition 5, Theorem 6], answering some of the questions raised by Furstenberg. Other pointwise
convergence results were obtained by Derrien and Lesigne [39], where they have shown for the case
where they have Ti = T , where T is an exact automorphism or K-automorphism, and each exponent
in is replaced by a integer-valued polynomial qi(n) with rational coefficients. Recently, Huang,
Shao, and Ye announced that (1.9) converge for the case each Ti = T , and (X,F , µ, T ) is a distal
system [62, Theorem C], using some of the matters discussed in Assani’s attempts on the pointwise
convergence of some averages in the form of (1.9) [11, 13]. Furthermore, Donoso and Sun have
recently announced a pointwise convergence result for the case k = 2, and T1 and T2 commuting,
provided that (X,F , µ, T1, T2) is a distal system [41].
It is worth mentioning that much simpler proof of the double recurrence theorem is available if
we assume the system to be a Wiener-Wintner dynamical system, which is a collection of dynamical
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systems introduced by I. Assani that contains many types of dynamical systems, such as K-systems,
systems with discrete spectrum, and some skew products (see [6, Theorem 6.3] for this simple proof,
and see [5, 7] for more information on Wiener-Wintner dynamical systems).
In the works of Conze-Lesigne, Host-Kra, and Ziegler, (norm) characteristic factors were identified
in order to show the convergences. An advantage of this strategy is that one can use nice algebraic
structure of such factor to show convergence for the case where each function is measurable with
respect to this factor. Once this is accomplished, the remaining task is to show that the averages
converge to zero when one of the function belongs to the orthogonal complement of such factor.
Here, we will focus on the factors that appeared in the work of Host-Kra and Ziegler, which we
shall refer to as Host-Kra-Ziegler factors. We remark that these characteristic factors were for mean
convergence, as the pointwise characteristic factors may not coincide with the mean characteristic
factors (these differences of notions were mentioned explicitly by Assani in [10]).
1.3.1 Averages along cubes
While the results regarding pointwise convergence of the multiple recurrence averages are scarce,
the story is quite different for the pointwise convergence of averages along cubes. Given a positive
integer k, we let V ∗k = Vk − {0}, where we recall Vk = {0, 1}k and 0 = (0, 0, . . . , 0) ∈ Vk. Note that
V ∗k has 2
k − 1 elements. Suppose a probability measure space (X,F , µ) is equipped with 2k − 1
bounded functions {f}∈V ∗k ⊂ L
∞(µ), and 2k − 1 measure-preserving transformations {T}∈V ∗k .
Suppose n = (n1, n2, . . . , nk) ∈ Zk, and  = (1, 2, . . . , k) ∈ Vk. We define n ·  :=
∑k
i=1 nii to be
the usual dot product. Finally, we define the k-term averages along cubes to be the averages of the
form
1
Nk
∑
n∈[1,N ]k
∏
∈V ∗k
f(T
n·
 x). (1.12)
For instance, when k = 2, the averages can be written as
1
N2
N∑
n,m=1
f1(T
n
1 x)f2(T
m
2 x)f3(T
n+m
3 x),
and when k = 3, the averages can be written as
1
N3
N∑
n,m,p=1
f1(T
n
1 x)f2(T
m
2 x)f3(T
n+m
3 x)f4(T
p
4 x)f5(T
n+p
5 x)f6(T
m+p
6 x)f7(T
n+m+p
7 x).
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The averages of these forms arise naturally in the study of multiple ergodic averages and arithmetic
progressions. Furthermore, these averages can be viewed as discrete versions of the continuous
averages introduced by T. Gowers [54].
For the case T = T is a single measure-preserving transformation on (X,F , µ), the L2(µ)-norm
convergence of the averages in (1.12) was shown by Host and Kra for k = 3 in [61, Theorem 3], and
later for any k ∈ N in [59, Theorem 1.2]. For pointwise convergence, Assani has shown in 2003 that
the averages in (1.12) converge for any k ∈ N when each T commute [10]. In 2007, he has also
shown that the averages converge for six bounded functions when the transformations T1, T2, . . . , T6
do not necessarily commute [9]. Later, by using Assani’s matter, Chu and Frantzikinakis have shown
that the averages in (1.12) converge for any k ∈ N for noncommuting transformations.
For k = 2 and T1 = T2 = T3, the cubic averages are known to converge pointwise for the case
fi ∈ Lpi(µ) for i = 1, 2, 3, when 1/p1 + 1/p2,+1/p3 ≤ 5/2. This result was shown by Demeter, Tao,
and Thiele [38]. In 2014, Donoso and Sun have shown that the averages
1
N2
N∑
n,m=1
f1(S
nx)f2(T
mx)f3(S
nTmx)
converge for µ-a.e. x ∈ X, where S and T are measure-preserving transformations on (X,F , µ) that
commutes with each other [40].
1.3.2 Gowers-Host-Kra seminorms
Following the work of Host and Kra [59], we define a class of seminorms on a set of bounded and
measurable functions. We recall that given a measure space (X,F , µ), the map |||·||| : L∞(µ)→ [0,∞)
is a seminorm if it satisfies
1. If a ∈ C and f ∈ L∞(µ), then |||af ||| = |a||||f |||, and
2. If f, g ∈ L∞(µ), then |||f + g||| ≤ |||f |||+ |||g|||.
In other words, a seminorm satisfies all of the properties of norms, except that it is possible for
|||f ||| = 0 even for a nonzero function f ∈ L∞(µ).
Let (X,F , µ, T ) be an ergodic system. For each nonnegative integer, we denote X [k] = X2k , and
F [k] = F2k . The coordinate on X [k] will be denoted in terms of a k-dimensional vector of 0’s and
1’s, i.e. an element of Vk := {0, 1}k, and in particular, we denote 0 = (0, 0, . . . , 0) ∈ Vk.
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By following [59, §3], we construct measure µ[k] on X [k] inductively. First, µ[0] = µ. Next, we
construct µ[1] from relative products (cf. [51, Definition 5.7]) of µ[0] as follows: Given f0, f1 ∈ L∞(µ),
we define
∫
X[1]
f0 ⊗ f1(x0, x1)dµ[1](x0, x1) :=
∫
X
E(f0|I(T ))(x)E(f1|I(T ))(x)dµ(x).
Note that, in this special case where T is ergodic, I(T ) is a trivial σ-algebra, so E(fi|I(T )) =
∫
fidµ
for both i = 0, 1.
Now to define µ[2] from µ[1], we consider four functions f00, f01, f10, f11 ∈ L∞(µ). Then we define
∫
X[2]
⊗
∈V2
fdµ
[2] =
∫
X[1]
E
⊗
η∈V1
fη0|I(T × T )
E
⊗
η∈V1
fη1|I(T × T )
 dµ[1],
and similarly, for any positive integer k, we define µ[k] to be a measure on X [k] such that
∫
X[k]
⊗
∈Vk
fdµ
[k] =
∫
X[k−1]
E
 ⊗
η∈Vk−1
fη0|I [k−1]
E
 ⊗
η∈Vk−1
fη1|I [k−1]
 dµ[k−1],
where where I [k−1] denotes the collection of sets in X [k] that are invariant under the transformation
T × T × · · · × T (2k times).
Using these measures, we construct the following seminorms on L∞(µ) as follows: For any
f ∈ L∞(µ), we define
|||f |||k =
∫
X[k]
∏
∈Vk
f(x) dµ
[k]
1/2k =
∫
X[k−1]
E
 ⊗
∈Vk−1
f |I [k−1]
2 dµ[k−1]
1/2
k
. (1.13)
Since the value inside the integral of the third expression of (1.13) is nonnegative, |||f |||k is nonnegative
for each positive integer k and f ∈ L∞(µ). In fact, one can understand from [59, Lemma 3.9] that
|||·|||k is indeed a seminorm for each k, and furthermore, |||f |||k ≤ |||f |||k+1 for every f ∈ L∞(X).
If one works with a complex-valued function, one makes the following modification to the
seminorms above. First if  = (1, 2, . . . , k) ∈ Vk, we define || :=
∑k
i=1 i. We also let C : C→ C
to be the complex conjugate map, i.e. Cz = z¯. In particular, Cmz = z if m is even, and Cmz = z¯ if
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m is odd. So if f ∈ L∞(X,C), then we define
|||f |||k =
∫
X[k]
⊗
∈Vk
C ||f dµ[k]
1/2k . (1.14)
Another way to characterize these seminorms is by using the ergodic averages, which is much more
convenient for our purposes. When k = 1,the fact that T is ergodic tells us that
|||f |||21 =
∫
E(f |I(T ))2dµ =
(∫
fdµ
)2
.
Next, for k = 2, we use the fact that the conditional expectation is operator is an orthogonal
projection to see that
|||f |||42 =
∫
E(f ⊗ f |I [1])2dµ[1] =
∫
f ⊗ f(x0, x1) · E(f ⊗ f |I [1])(x0, x1)dµ[1].
By the pointwise ergodic theorem as well as the dominated convergence theorem, we have
|||f |||42 = lim
H→∞
1
H
H∑
h=1
∫
(f · f ◦ T h)(x0)(f · f ◦ T h)(x1)dµ[1] = lim
H→∞
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f · f ◦ T h∣∣∣∣∣∣∣∣∣2
1
.
We note that one can express |||f |||24 in terms of the limit of the Cesàro averages of
∣∣∣∣∣∣f · f ◦ T h∣∣∣∣∣∣2
1
.
Indeed, we can express these seminorms recursively for any positive integer k. To demonstrate this,
we denote ⊗[k]f = f ⊗ f ⊗ · · · ⊗ f (2k times), and we compute
|||f |||2kk =
∫
E(⊗[k−1]f |I [k−1])2 dµ[k−1] =
∫
⊗[k−1]f · E(⊗[k−1]f |I [k−1]) dµ[k−1] ,
and again, by the pointwise ergodic theorem, we obtain
|||f |||2kk = lim
H→∞
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f · f ◦ T h∣∣∣∣∣∣∣∣∣2k−1
k−1
. (1.15)
We remark here that if X is a finite cyclic group (i.e. X = Z/NZ for some positive integer N), and
if T is a transformation for which T (a) = a+ 1, then these seminorms are the same ones that were
used in the work of W. T. Gowers [54]. Henceforth, we refer to these seminorms as Gowers-Host-Kra
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seminorms (or "GHK seminorms" for short).
If f is a complex-valued function, one can derive from (1.14) that
|||f |||2kk = lim
H→∞
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f¯ · f ◦ T h∣∣∣∣∣∣∣∣∣2k−1
k−1
. (1.16)
1.3.3 Host-Kra-Ziegler factors
Let (X,F , µ, T ) be an ergodic system. In [59, §4], Host and Kra constructed factors of the
system that are characterized by the Gowers-Host-Kra seminorms, which are also norm characteristic
factors for the multiple recurrence averages for the case one has a single ergodic transformation (i.e.
(1.9) for the case when Ti = T ). In [84], T. Ziegler independently obtained characteristic factors
for the same averages, and while the method of constructing them was different (in particular, the
seminorms were not used), these factors correspond to the ones obtained by Host and Kra. Here, we
refer to these characteristic factors as Host-Kra-Ziegler factors.
In [59, §4], Host and Kra have shown that there exists a factor of (Zk,Zk, µk, T ) such that given
f ∈ L∞(µ), one has
E(f |Zk) = 0 if and only if |||f |||k+1 = 0 (cf. [59, Lemma 4.3]).
The factor Zk−1 turns out to be a norm characteristic factors for the averages of the form
1
N
N−1∑
n=0
f1(T
nx)f2(T
2nx) · · · fk(T knx) (1.17)
for any f1, f2, . . . , fk ∈ L∞(µ). In fact, they have shown that if ‖fi‖L∞(µ) ≤ 1, then
lim sup
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
k∏
i=1
fi ◦ T in
∥∥∥∥∥
L2(µ)
≤ min
1≤l≤k
(l · |||fl|||k) (cf. [59, Theorem 12.1]).
1.3.4 Nilsystems, nilsequences, and the structure theorem
We recall the notions of nilsystems that appear in numerous results of ergodic theory briefly. Let
G be a k-step nilpotent Lie group for some positive integer k, and Γ be its co-compact subgroup.
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We say the homogeneous space X = G/Γ is a k-step nilmanifold. Given g ∈ G, we let Tg to be the
left group action on X by g (i.e. for any x ∈ X, Tgx = g · x. Since X is a compact manifold, there
exists a unique probability Haar measure µ. We call the system (X,B, µ, Tg) a k-step nilsystem,
where B is the Borel σ-algebra.
One of the remarkable features of the Host-Kra-Ziegler factors is that they are inverse limits of
nilsystems of the same degree. More precisely,
Theorem 1.3.2 (The structure theorem, [59, Theorem 10.1]). The k-th Host-Kra-Ziegler factor
(Zk,Zk), for k ≥ 1, can be expressed as an inverse limit of a sequence of k-step nilsystems.
Combined with the fact that Zk is a norm characteristic factor of the averages (1.17), the
structure theorem and a density argument will show that it is sufficient to show that the averages
converge on a k-step nilsystem. The study of ergodic averages on nilmanifolds have been done
extensively by, for instance, E. Lesigne [72] and A. Leibman (e.g. [67, 68, 69, 70]). The following
result is of our interest is due to Leibman.
Theorem 1.3.3 ([68, Theorem A]). Let Y = G/Γ be a nilmanifold. If g : Z → G such that
g(n) =
∏k
i=1 a
pi(n)
i for some a1, . . . , ak ∈ G and integer-valued polynomials p1(n), . . . , pk(n), then
for any continuous function F on Y , and for any y ∈ Y ,
lim
N→∞
1
N
N∑
n=1
F (g(n)y) exists.
We remark that the limit exists for all y ∈ Y , rather than for almost every y ∈ Y . To apply
Leibman’s result to show the convergence of (1.17), we first assume thatX = G/Γ is a k-step nilsystem,
and f1, f2, . . . , fk are continuous functions on X. We set F := f1 ⊗ f2 ⊗ · · · ⊗ fk to be a continuous
function on Y = Xk = (G/Γ)k, which is a k-step nilmanifold, and then we define y = (x, x, . . . , x),
and g(n) =
∏k
i=1 a
in
i , where a1 = T × Id×· · ·× Id, a2 = Id×T ×· · ·× Id, . . . , ak = Id× Id× . . . Id×T
are all elements of Gk. Now we apply Theorem 1.3.3, and the norm convergence of (1.17) holds
after standard approximation arguments (first so that the convergence holds for L∞ functions on a
nilsystem, and then to the original space given using the structure theorem).
We conclude this section with a summary of nilsequences. Let G/Γ be a k-step nilmanifold. We
say a sequence (an) is a basic k-step nilsequence if there exists a continuous function f on G/Γ,
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a group element τ ∈ G and x ∈ G/Γ, one has an = f(τnx). We say a sequence (bn) is a k-step
nilsequence if it is a uniform limit of basic k-step nilsequence. Nilsequences have been studied and
utilized in various contexts of ergodic theory (e.g. [27, 60]), and the interests in these sequences also
appear in number theory, as one can see in the work of Green, Tao, and Ziegler (e.g. [55, 56]).
1.4 Weighted averages and return times
1.4.1 Good universal weights
In some literatures (e.g. [6, Definitions 3.1-3.3]), the sequence (an) is called a good universal
weight for the pointwise ergodic theorem if for any probability measure preserving system (Y,G, ν, S)
and any g ∈ L∞(ν), the averages
1
N
N−1∑
n=0
ang(S
ny) (1.18)
converge for ν-a.e. y ∈ Y . Similarly, the sequence (an) is called a good universal weight for the mean
ergodic theorem if the averages in (1.18) converge in L2(ν).
In this paper, we will extend these classical notions of good universal weights to discuss the case
where the sequence (g ◦ Sn)n in (1.18) is replaced by other sequences of bounded and measurable
functions (Xn)n.
Definition 1.4.1. Let (Ω,S,P) be a probability measure space. We say (Xn)n is a process on
(Ω,S,P) if for all nonnegative integers n ≥ 0, Xn is a bounded and measurable function on (Ω,S,P).
For instance, a sequence of bounded and measurable functions (Xn)n = (g ◦ Sn)n for any
g ∈ L∞(ν) on any probability measure-preserving system (Y,G, ν, S) is a process. Another process
(Xn)n of our interest is the sequence that appears in the multiple ergodic averages (1.9), i.e. for any
measure-preserving system (Y,G, ν, S1, S2, . . . , Sk), one may have
Xkn(y) = g1(S
n
1 y)g2(S
n
2 y) · · · gk(Snk y),
for any positive integer k, where g1, g2, . . . , gk ∈ L∞(ν) on any measure-preserving system (Y,G, ν, S).
Definition 1.4.2. We denote by
M1 =
{
(an) : sup
N
1
N
N∑
n=1
|an| <∞
}
.
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We denote Π to be a collection of probability measure spaces, and X(Π) be a collection of processes
on a probability measure space (Ω,S,P) ∈ Π.
• We say a sequence (an) ∈M1 is a good universal weight for X(Π) (a.e.) pointwise, if for any
probability space (Ω,S,P) ∈ Π, and any process (Xn) ∈ X(Π) on Ω, the averages
1
N
N∑
n=1
anXn(ω)
converge for P-a.e. ω ∈ Ω.
• We say a sequence (an) ∈M1 is a good universal weight for X(Π) in norm, if for any probability
space (Ω,S,P) ∈ Π and any process (Xn) ∈ X(Π) on Ω, the averages
1
N
N∑
n=1
anXn(ω)
converge in L2(P).
For example, if (an) is a good universal weight for the pointwise ergodic theorem, one can
say that (an) is a good universal weight for X(Π) pointwise, where Π is a collection of all the
measure-preserving system (Y,G, ν, S), and X(Π) is a collection of sequences of the form (g ◦ Sn),
where (Y,G, ν, S) ∈ Π, and g ∈ L∞(ν).
1.4.2 History of the return times theorem
The studies of the return times theorem have shown that we can randomly generate good
universal weights. The basic principle of the return times theorem that has been initially studied
by A. Brunel in his Ph.D. thesis in 1966 [33] is as follows: Given a process Xn(ω) converging in
average (in norm or pointwise) and the characteristic function of a measurable set with positive
measure, 1A, do we still have the convergence of the averages along the subsequence given by the
return times of Tnx to the set A? In other words, is the sequence (1A(Tnx))n a good universal
weight (in norm or pointwise) for the averages of 1A(Tnx)Xn(ω)? In 1969, A. Brunel and M. Keane
answered this question positively for a particular class of dynamical systems for both pointwise and
norm convergence [34]. Krengel’s book highlights some of the generalization of their work [64].
One of the important results in ergodic theory is the proof of return times theorem by J. Bourgain
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[30], which was later simplified by J. Bourgain himself, along with H. Furstenberg, Y. Katznelson,
and D. Ornstein (this simplified proof is sometimes referred to as the "BFKO" argument, where
the first letter of of the last name of each author is taken) [32]. This result strengthens Birkhoff’s
pointwise ergodic theorem and generalizes the above-mentioned results on return times.
Theorem 1.4.3 (Bourgain’s Return Times Theorem). Let (X,F , µ, T ) be a probability measure-
preserving system and f ∈ L∞(µ). Then there exists a set Xf ⊂ X of full measure such that for any
other probability measure-preserving system (Y,G, ν, S) and any g ∈ L∞(ν),
1
N
N∑
n=1
f(Tnx)g(Sny)
converges ν-almost everywhere for all x ∈ Xf .
An alternative proof of this result was obtained by Rudolph, which uses the notions of joinings
[77]. It can be seen in Rudolph’s work that the return times theorem holds if f ∈ Lp(µ), g ∈ Lq(ν),
where 1 ≤ p, q ≤ ∞, and 1/p+ 1/q ≤ 1. But we note that I. Assani, Z. Buczolich, and R. D. Mauldin
have shown that the convergence need not hold when p = q = 1 [15, Corollary 3], answering Assani’s
question on the break of duality for the return times theorem that was raised in 1991 [23, §3]. On
the other hand, C. Demeter, M. Lacey, T. Tao, and C. Thiele have shown that the return times
theorem holds when 1 < p ≤ ∞ and q ≥ 2 [37, Theorem 3.1], which also answers Assani’s question
on the break of duality.
While the set of full measure Xf depends on the function f and the transformation T , it is
independent of every other ergodic system. We notice that the statement of the return times theorem
is in some way similar to that of the Wiener-Wintner theorem, in a sense that one can obtain a set
of full measure independent of uncountably many averages. In fact, by an application of the spectral
theorem (Theorem 1.1.6), one has the following norm convergence result.
Theorem 1.4.4 (cf. [6, Theorem 3.1]). Suppose (an) ∈ M1 (where M1 is as in Definition 1.4.2).
The sequence is a good universal weight for the mean ergodic theorem if and only if the averages
1
N
N∑
n=1
ane(nt)
converge for every t ∈ R.
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1.4.3 Extensions of the return times theorem
Much of the background, historical development, and current status of the return times can be
found in the survey paper prepared by I. Assani and K. Presser [23]. Here, we will focus on discussing
some of the developments on the return times theorem regarding mixing of multiple recurrence and
multi-term return times problems. Some new results that appeared since the emergence of the survey
paper are mentioned as well.
Since the result of Bourgain emerged, the return times theorem has been extended in multiple
direction. One way is to find a new universal weight in which the return-times averages converge.
For instance, Assani shows in [6, Proposition 5.3] that if (X,F , µ, T ) is a weakly-mixing, standard
uniquely ergodic system with Lebesgue spectrum, and f ∈ C(X), then (f(Tnx)) is a good universal
weight for the pointwise ergodic theorem for all x ∈ X. Recently, P. Zorin-Kranich announced the
extension of Bourgain’s return times theorem by showing that the double recurrence sequence is a
good universal weight for the pointwise ergodic theorem for µ-a.e. x ∈ X [87].
The return times theorem has also been extended to averages with more than two terms. One
example of such is the multiterm return times theorem that was obtained by D. Rudolph in 1998 [78],
which answers one of the questions raised by Assani in 1991. Rudolph’s proof utilized the method of
joinings and fully generic sequences, while the method of factor decomposition was absent, which
was one of the key tools in the BFKO argument of the return times theorem. Later, Assani and
Presser identified pointwise characteristic factors for the multiterm return times theorem [21, 22].
Furthermore, P. Zorin-Kranich provided a different proof of the multiterm return times theorem
based on these factor structures, and showed that multiterm return times averages can be extended
to Wiener-Wintner type averages with nilsequences [85]. Also, T. Eisner showed the convergence of
Wiener-Wintner type averages for multiterm return times theorem with linear sequences [43].
In another direction, the return times theorem has been extended by mixing weights from the a.e.
multiple recurrence and the multiterm return times theorem. This idea was introduced by Assani in
1998, in which he proved the following:
Theorem 1.4.5 ([3, Theorem 3]). Let (X,F , µ, T ) be a weakly mixing dynamical system such that
for all positive integers H, for all f1, f2, . . . fH ∈ L∞(µ), for all (b1, b2, . . . , bH) ∈ ZH where bi
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distinct and not equal to zero, the sequence
1
N
N∑
n=1
(
H∏
i=1
fi(T
binx)
)
converges a.e. to
H∏
i=1
∫
fidµ .
Then there exists a set of full measure X ′ for any other weakly mixing system (Y1,G1, S1, ν1) and
any g1 ∈ L∞(ν1), there exists a set of full measure Yg1 in Y1 such that if y1 ∈ Yg1, then . . . for
any other weakly mixing system (Yk−1,Gk−1, Sk−1, νk−1) and any gk−1 ∈ L∞(νk−1) there exists a set
of full measure Ygk−1 in Yk−1 such that if yk−1 ∈ Ygk−1, then for any other weakly mixing system
(Yk,Gk, Sk, νk), the sequence
ξn(x, y1, y2, . . . , yk) =
(
H∏
i=1
fi(T
binx)
) k∏
j=1
gj(S
n
j yj)

is a good universal weight for the pointwise ergodic theorem for νk-a.e. yk ∈ Yk.
For instance, if (X,F , µ, T ) is a weakly mixing system for which the restriction of T to its Pinsker
algebra has singular spectrum, then the hypothesis of the theorem above holds. This result was
proven by Assani in 1998 [2].
In terms of Definition 1.4.2, Theorem 1.4.5 says that for k = 1, there exists a set of full measure
Yg1 ⊂ Y1 such that for all y1 ∈ Y1, the sequence (
∏H
i=1 fi(T
binx))n is a good universal weight
for µ-a.e. x ∈ X for the process Xn(z) = Xn[y1, g1, S1](z) = g1(Sn1 y1)h(Rnz) pointwise, for any
measure-preserving system (Z,Z, η, R) and a function h ∈ L∞(η).
In 2009, B. Host and B. Kra showed that given an ergodic system (X,F , µ, T ) and f ∈ L∞(µ),
the sequence (f(Tnx)) is a good universal weight for µ-a.e. x ∈ X for the convergence in L2-norm
of the Furstenberg averages, i.e. they have shown that there exists a set of full measure X ′ ⊂ X
such that for any x ∈ X ′ and any other measure-preserving system (Y,G, ν, S) with functions
g1, . . . , gk ∈ L∞(ν), the averages
1
N
N∑
n=1
f(Tnx)
k∏
i=1
gi ◦ Sin, (1.19)
converge in L2(ν) [60, Theorem 2.25]. In particular, if f = 1A for some measurable set A ∈ F , then
they have shown that the averages of the sequence (
∏k
i=1 gi(S
iny))n along the subsequence of the
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return times of Tnx to the set A converge in L2(ν)-norm. In the language of Definition 1.4.2, for
µ-a.e. x ∈ X, the sequence (f(Tnx)) is a good universal weight for X(Π) in norm, where Π is a
collection of all the measure-preserving systems, and
X(Π) =
{
Xn =
k∏
i=1
gi ◦ Sin : (Y,G, ν, S) ∈ Π, g ∈ L∞(ν)
}
. (1.20)
This result extends their earlier work in [59], where they proved the result for f = 1X . To show this
result, they used the machinery of nilsequences; they showed that if a bounded sequence (an)n ∈ `∞
has a property that the Cesaro averages of anbn converge for any k-step nilsequence (bn)n, then
(an)n is a good universal weight for k-term multiple recurrent averages in the L2-norm. Then the
convergence of the averages in (1.19) follows from the fact that there exists a set of full measure
X ′ so that for any x ∈ X ′ and any nilsequence (bn)n, the Cesaro averages of f(Tnx)bn converge;
this is referred to as the generalized Wiener-Wintner theorem [60, Theorem 2.22]. Later, in the
work of T. Eisner and P. Zorin-Kranich, the generalized Wiener-Wintner theorem was extended to
any measure-preserving system (not necessarily ergodic) with uniform counterpart, and used this to
extend the result to a case with polynomial actions [45].
1.5 Conventions
Unless stated otherwise, the following conventions are assumed throughout this dissertation.
• If functions f ∈ L∞(µ) is given for some measure space (X,F , µ), we assume the function is
real-valued, and bounded above by 1.
• In certain computations, C denotes a universal constant. This constant may change from one
line to another.
• When we say A . B, this implies that there exists a universal constant C such that A ≤ CB.
If we say A .D1,D2,...,Dj B, then there exists a constant C that only depends on the quantities
D1, D2, . . . , Dj such that A ≤ CB.
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CHAPTER 2
Wiener-Wintner double recurrence I: Linear case
In this chapter1, as well as in Chapter 3, we will discuss the extension of the double recurrence
theorem to Wiener-Wintner type averages.
2.1 Background
In 2001, D. Duncan (a former PhD student of I. Assani) worked on extending Bourgain’s double
recurrence theorem (cf. Theorem 1.3.1) in his PhD thesis [42], and proved the following result.
Theorem 2.1.1 ([42]). Let (X,F , µ, T ) be a standard ergodic dynamical system (i.e. X is a compact
metrizable space, F is a Borelian sigma-algebra, µ is a probability Borel measure, and T is a self-
homeomorphism). Suppose f1 and f2 belong to L2(X). Let CL be the maximal isometric extension
(see, for example, [42, §1.3] or [53, §5] for a definition) of the Kronecker factor of T . Let
WN (f1, f2, x, t) =
1
N
N−1∑
n=0
f1(T
anx)f2(T
bnx)e(nt)
1. (Double Uniform Wiener-Wintner Theorem) If either f1 or f2 belongs to CL⊥, then there
exists a set of full measure Xf1,f2 such that for all x ∈ Xf1,f2,
lim sup
N→∞
sup
t∈R
|WN (f1, f2, x, t)| = 0
2. (General Convergence) If f1, f2 ∈ CL, then WN (f1, f2, x, t) converges for µ-a.e. x ∈ X for all
t ∈ R, provided that the cocycle associated with CL is affine.
Theorem 2.1.1 was proved in several stages. For (1), one first identifies the pointwise limit of the
1The material presented in this chapter originally appeared in [16], in the Ergodic Theory & Dynamical Systems. The
original citation is as follows: I. Assani, D. Duncan, and R. Moore. Pointwise characteristic factors for Wiener-Wintner
double recurrence theorem. Ergod. Th. and Dynam. Sys., 2015. Available on CJO 2015 doi:10.1017/etds.2014.99.
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double recurrence averages as an integral with respect to a particular Borel measure (disintegration).
Then one uses Wiener’s lemma on the continuity of spectral measures and van der Corput’s inequality
to show that the double recurrence average converges to 0. For the second part, one first shows that
the total ergodicity of T asserts that CL for every integer power of T are the same, which allows one
to assume that both functions lie in the same factor of L2(X,µ). Furthermore, the assumption that
the measurable cocycle associated with CL is affine allows one to use the homomorphism property
to simplify the computations.
A little was known about characteristic factors back then, especially for pointwise convergence.
Originally in [42], the factor CL is referred to as "Conze-Lesigne" factor, as they first appeared in
series of work by J.-P. Conze and E. Lesigne (see, for example, [35, 36] for details), and named so
by D. Rudolph [76]. But with the works of B. Host and B. Kra in [59, 61], the definition of the
Conze-Lesigne factor has been updated when the Host-Kra-Ziegler factors emerged in 2005. It is
noted that the updated Conze-Lesigne factor Z2, which is the second Host-Kra-Ziegler factor, is
smaller than CL, so more work is needed to prove the uniform double recurrence Wiener-Wintner
theorem for the case either f1, f2 ∈ Z⊥2 since CL⊥ ⊂ Z⊥2 .
2.2 Main results
The following double recurrence Wiener-Wintner result extends Theorem 2.1.1.
Theorem 2.2.1. Let (X,F , µ, T ) be a standard ergodic dynamical system, and f1, f2 ∈ L∞(X). Let
WN (f1, f2, x, t) =
1
N
N−1∑
n=0
f1(T
anx)f2(T
bnx)e(nt).
1. (Double Uniform Wiener-Wintner Theorem) If either f1 or f2 belongs to Z⊥2 , then there exists
a set of full measure Xf1,f2 such that for all x ∈ Xf1,f2,
lim sup
N→∞
sup
t∈R
|WN (f1, f2, x, t)| = 0
2. (General Convergence) If f1, f2 ∈ Z2, then for µ-a.e. x ∈ X, WN (f1, f2, x, t) converges for all
t ∈ R.
The preceding theorem is the extension of Duncan’s result in the following way:
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• We assume that the transformation T is ergodic, rather than totally ergodic.
• We show that Z2 is a characteristic factor for this Wiener-Wintner average, i.e. we will prove
the uniform double Wiener-Wintner result for the case either f1 ∈ Z⊥2 or f2 ∈ Z⊥2 rather than
CL⊥.
• We show that the convergence holds in general for case f1, f2 ∈ Z2 (i.e. we drop the assumption
regarding cocycles).
While we will show that Z2 is a pointwise characteristic factor of the double recurrence Wiener-Winter
averages, we will also consider other factors. In 2012, the I. Assani and K. Presser published an
update [22] of their earlier unpublished work [21] on characteristic factors and the multiterm return
times theorem. The following seminorms were discussed in their work:
Definition 2.2.2. Let (X,F , µ, T ) be an ergodic dynamical system on a probability measure space.
We define factors Ak in the following inductive way.
• The factor A0 is the trivial σ-algebra {X, ∅}.
• The factor A1 is the Kronecker factor of T . We denote N1(f) = ‖E(f |A1)‖2.
• For k ≥ 1, the factor Ak+1 is characterized by the following: A function f ∈ A⊥k+1 if and only
if
Nk+1(f)
4 := lim
H
1
H
H∑
h=1
‖E(f · f ◦ T h|Ak)‖22 = 0.
It was proven that the quantities Nk(f) are well-defined in [4], and they characterize factors Ak
of T which are successive maximal isometric extensions. These successive factors turned out to be
the k-step distal factors introduced by H. Furstenberg in [50].
In [22], it was shown that given an ergodic system (X,F , µ, T ) and f ∈ L∞(µ), there exists a set
of full measure Xf such that for any x ∈ Xf and for any measure-preserving system (Y,G, ν, S) and
g ∈ L∞(ν) such that ‖g‖L∞(ν) ≤ 1, the average
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f(Tnx)g(Sny)e2piint
∣∣∣∣∣ ≤ CN3(f)2
converges for ν-a.e. y ∈ Y for some absolute constant C independent of f1, f2, S, and y.
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It is known that Zk ⊂ Ak for each k (in fact, Z0 equals A0 and Z1 equals A1, but Z2 ( A2), so
Z⊥k ⊃ A⊥k . In [22], it was proven that Zk and Ak are both pointwise characteristic for the k-term
return times averages.
By Theorem 2.2.1, we now know that A2 is also a characteristic factor for the double recurrence
Wiener-Wintner averages. However, the uniformity part of this result can be obtained independently
of that particular theorem. In particular, we obtain the following pointwise estimate with the
N3-norm, which was not the case with the Gowers-Host-Kra seminorm (cf. [22, Remark (1), p. 359]).
Theorem 2.2.3. Let (X,F , µ, T ) be an ergodic system, and f1, f2 ∈ L∞(µ) for which ‖fi‖L∞(µ) ≤ 1
for both i = 1, 2. Then we have
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−1∑
n=0
f1(T
nx)f2(T
2nx)e(nt)
∣∣∣∣∣ ≤ mini=1,2[N2(fi)]2
for µ-a.e. x ∈ X.
2.3 Proof of (1) Theorem 2.2.1
The proof of the Wiener-Wintner double recurrence theorem can be obtained in multiple steps.
We first assume that either f1 or f2 belongs to the orthogonal complement of Z2, and show that the
averages vanish uniformly on t. Secondly, if both f1 and f2 are measurable with respect to Z2, we
will use the structures of nilsystems to show the convergence.
Our goal in this section is to find an upper estimate of the expression
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(nt)
∣∣∣∣∣
2
dµ(x).
We will first check that the function x 7→ supt∈R
∣∣∣ 1N ∑Nn=1 f1(T anx)f2(T bnx)e(nt)∣∣∣ is indeed mea-
surable. In a view of extending this result to the polynomial case (cf. Chapter 3), we will prove
something stronger, by showing that the function x 7→ supp∈Rk[ξ]
∣∣∣ 1N ∑Nn=1 f1(T anx)f2(T bnx)e(p(n))∣∣∣
is measurable, where Rk[ξ] is the set of all the degree-k polynomials with real coefficients.
Lemma 2.3.1. For each positive integers N and k, the map
x ∈ X 7→ FN,k(x) = sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N−1∑
n=0
f1(T
anx)f2(T
bnx)e(p(n))
∣∣∣∣∣
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is measurable.
Proof. If we denote p(n) =
∑k
j=0 cjn
j , then
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N−1∑
n=0
f1(T
anx)f2(T
bnx)e(p(n))
∣∣∣∣∣
= sup
(c0,c1,c2,...,ck)∈Rk+1
∣∣∣∣∣∣ 1N
N−1∑
n=0
f1(T
anx)f2(T
bnx)e
 k∑
j=0
cjn
j
∣∣∣∣∣∣
= sup
(c0,c1,c2,...,ck)∈Qk+1
∣∣∣∣∣∣ 1N
N−1∑
n=0
f1(T
anx)f2(T
bnx)e
 k∑
j=0
cjn
j
∣∣∣∣∣∣ ,
where the last equality follows from the fact that Qk+1 is dense in Rk+1, and the map
(c0, c1, c2, . . . , ck) 7→ e
 k∑
j=0
cjn
j

is a continuous one from Rk+1 to T for each n ∈ Z. Since Qk+1 is countable, it follows that the map
x 7→ FN,k(x) is measurable for each k and N .
One of the difficulties of the proof, which stems from the fact that we are no longer assuming
that T is totally ergodic, is that the transformations T a, T b, and T b−a are not ergodic (see [16, §4]
for the case when b− a = 1, which simplifies the matter significantly). This means that the limit of
the ergodic averages along these transformations will not be a constant, but rather a conditional
expectation onto the invariant set, i.e. for any f ∈ L∞(µ), we have
lim
N→∞
1
N
N−1∑
n=0
f(T (b−a)nx) = E(f |I(T b−a))(x)
for µ-a.e. x ∈ X. To overcome this difficulty, the following integral kernel will be useful. This kernel
appeared in the proof work of Furstenberg and Weiss [53, Proof of Theorem 2.1].
Lemma 2.3.2. Let T be an ergodic map, and s be a positive integer. Then there exist a positive
integer l, a disjoint partition of T s-invariant sets A1, . . . , Al such that every T s-invariant function f
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can be expressed as an integral with respect to the kernel
K(x, y) = l
l∑
k=1
1Ai(x)1Ai(y). (2.1)
Proof. If T s is ergodic, we are done, since f is a constant. If not, suppose A is a T s-invariant subset
of X such that 0 < µ(A) < 1. Define a function
fA := 1A + 1T−1A + 1T−2A + · · ·+ 1T−(s−1)A.
Observe that fA is T -invariant, and since T is ergodic, fA must be a constant. Therefore,
1A + 1T−1A + 1T−2A + · · ·+ 1T−(s−1)A =
∫
fAdµ = sµ(A).
Note that fA 6= 0, since µ(A) 6= 0. Similarly, fA 6= s, since µ(A) 6= 1. If fA = 1, then for µ-a.e.
x ∈ X, 1A + 1T−1A + 1T−2A + · · · + 1T−(s−1)A = 1, which implies that µ(T−iA ∩ T−jA) = 0 for
any 0 ≤ i < j ≤ s − 1. Hence, A, T−1A, . . . , T−(s−1)A are disjoint, and furthermore, µ(X) =
s−1∑
k=0
µ(T−kA) = 1, so A, T−1A, . . . , T−(s−1)A is a partition of X.
Now we show that A (and similarly, T−1A, . . . , T−(s−1)A) is an atom (of a collection of T s-
invariant sets). If B ⊂ A and B is T s-invariant, then
fB = 1B + 1T−1B + 1T−2B + · · ·+ 1T−(s−1)B = sµ(B) ≤ sµ(A) = 1.
The above holds only when µ(B) = 0 or µ(B) = 1/s = µ(A), which implies that B = A µ-a.e. For
k > 0, we note that if B ⊂ T−kA is T s-invariant, then T kB ⊂ A is also T s-invariant, so if µ(B) 6= 0,
then µ(B) = µ(T kB) = µ(A) = µ(T−kA), which proves that T−kA is also an atom for k > 0.
If f is a T s-invariant function, then we claim that
f =
s−1∑
k=0
(∫
T−kA fdµ
µ(T−kA)
)
1T−kA = s
s−1∑
k=0
(∫
T−kA
fdµ
)
1T−kA. (2.2)
First, we note that S, the σ-algebra generated by the sets A, T−1A, . . . , T−(s−1)A, is a collection
of finite union of sets A, T−1A, . . . , T−(s−1)A. We also know that f is S-measurable, since for any
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λ ∈ R,
{f > λ} =
s−1⋃
k=0
(
{f > λ} ∩ T−kA
)
,
and we note that {f > λ} ∩ T−kA is T s-invariant. Since T−kA is an atom for each k, we know
{f > λ} ∩ T−kA equals either T−kA or the empty set. This implies that {f > λ} ∈ S.
Since we know that f is S-measurable, we note that f can be expressed as the expression above
(a fact regarding conditional expectation). This proves (2.2), and if we denote T−kA = Ak, then we
have
f ◦ T s(x) = f(x) =
∫
s
s−1∑
k=0
1Ak(y)1Ak(x)f(y)dµ(y) =
∫
f(y)K(x, y)dµ(y),
which proves the lemma for the case fA = 1.
Now, suppose fA = k for 2 ≤ k ≤ s − 1. Let B = T−l1A ∩ T−l2A ∩ · · ·T−lkA, where
0 ≤ l1 < l2 < · · · < lk ≤ s− 1, and µ(B) > 0 (we know such B exists since fA = k). Define
fB = 1B + 1T−1B + · · ·+ 1T−(s−1)B
Note that fB is T -invariant, so it must be a constant function that equals to sµ(B). Since µ(B) > 0,
we know that fB > 0.
Also, note that each T−jB is disjoint for 0 ≤ j ≤ s − 1. Assume it is not. Then for some
0 ≤ i < j ≤ s − 1, there exists x ∈ T−iB ∩ T−jB such that fA(x) > k, which is a contradiction.
Therefore, we must have fB ≤ 1, and we can conclude that fB = 1. By letting Ai = T−iB, we have
proved the lemma.
We will use the preceding lemma to extend the uniform Wiener-Wintner theorem (Theorem
1.2.2) for the case where we have a power of an ergodic transformation.
Proposition 2.3.3 (Uniform Wiener-Wintner Theorem for a power of ergodic transformation). Let
(X,F , µ, T ) be an ergodic system. Suppose f ∈ Z⊥1 . Then there exists a set of full measure Xf such
that for any x ∈ Xf and for any integer a, we have
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f(T anx)e2piint
∣∣∣∣∣ = 0
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Proof. To show that the uniform convergence holds, we apply the inequality (1.6) for an = f(T anx)
pointwise, and use the pointwise ergodic theorem and the Cauchy-Schwarz inequality to obtain
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f(T anx)e2piint
∣∣∣∣∣
2
≤ C
H
+
C
H
H∑
h=1
∣∣∣∣∣ limN→∞ 1N
N∑
n=1
(f · f ◦ T ah)(Tnx)
∣∣∣∣∣
=
C
H
+
C
H
H∑
h=1
∣∣∣E(f · f ◦ T ah|I(T a))(x)∣∣∣
≤ C
H
+
(
C
H
H∑
h=1
∣∣∣E(f · f ◦ T ah|I(T a))(x)∣∣∣2)1/2 . (2.3)
The proof is complete if we can show that the last line of (2.3) converges to 0 for µ-a.e. x ∈ X. To
show this, we use the integral kernel from Lemma 2.3.2 so that for some positive integer l, we have
E(f · f ◦ T ah|I(T a))(x) = l
∫
1A(y)f(y)f(T
ahy)dµ(y)
where A is one of the sets of the partition of X given in Lemma 2.3.2 such that x ∈ A. Set
g(y) = 1A(y)f(y). Then we notice that
l−1E(f · f ◦ T ah|I(T a))(x) =
∫
g(y)f(T ahy)dµ(y) = σˆf,g,Ta(h),
where σf,g,Ta is the complex Borel measure on T defined in (1.1) for the functions f and g with
respect to the transformation T a. By Proposition 1.1.8, σf,g,Ta is absolutely continuous with
respect to σf,Ta . We claim that σf,Ta is a continuous measure. Since f ∈ Z⊥1 and σf,T is a
continuous measure, Wiener’s lemma (Proposition 1.1.7) tells us that lim
H→∞
1
H
H∑
h=1
|σˆf,T (h)|2 = 0.
Since
 1
|a|H
|a|H∑
h=1
|σˆf,T (h)|2

H
is a subsequence of
(
1
H
H∑
h=1
|σˆf,T (h)|2
)
H
, we have
lim
H→∞
1
H
H∑
h=1
|σˆf,Ta(h)|2 = lim
H→∞
1
H
H∑
h=1
|σˆf,T (ah)|2 ≤ lim
H→∞
|a|
 1
|a|H
|a|H∑
h=1
|σˆf,T (h)|2
 = 0,
and again, by Wiener’s lemma, σf,Ta is a continuous measure. Hence, σf,g,Ta is continuous, so we
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have
0 = lim
H→∞
1
H
H−1∑
h=0
|σˆf,g,Ta(h)|2 = l−2 · lim
H→∞
1
H
H−1∑
h=0
|E(f · f ◦ T ah|I(T a))(x)|2.
We will use the Gowers-Host-Kra seminorms in our arguments. While these seminorms (and the
associated characteristic factors )are defined for ergodic transformations, they are still useful tools
when we have a power of ergodic transformation, as one can see in the following lemma.
Lemma 2.3.4. Let (X,F , µ, T ) be an ergodic dynamical system, and a a nonzero integer. Then for
any positive integer k, we have
lim sup
H→∞
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f · f ◦ T ah∣∣∣∣∣∣∣∣∣2k
k
≤ |a||||f |||2k+1k+1 .
Proof. We note that
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f · f ◦ T ah∣∣∣∣∣∣∣∣∣2k
k
≤ 1
H
|a|H∑
h=1
∣∣∣∣∣∣∣∣∣f · f ◦ T h∣∣∣∣∣∣∣∣∣2k
k
= |a|
 1
|a|H
|a|H∑
h=1
∣∣∣∣∣∣∣∣∣f · f ◦ T h∣∣∣∣∣∣∣∣∣2k
k
 .
The sequence
 1
|a|H
|a|H∑
h=1
∣∣∣∣∣∣∣∣∣f · f ◦ T h∣∣∣∣∣∣∣∣∣2k
k

H
is a subsequence of
(
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f · f ◦ T h∣∣∣∣∣∣∣∣∣2k
k
)
H
, which
converges to |||f |||2k+1k+1 . By taking the limit supremum on both sides of the inequality above, we get
lim sup
H→∞
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f · f ◦ T ah∣∣∣∣∣∣∣∣∣2k
k
≤ |a|
 lim
H→∞
1
|a|H
|a|H∑
h=1
∣∣∣∣∣∣∣∣∣f · f ◦ T h∣∣∣∣∣∣∣∣∣2k
k
 = |a||||f |||2k+1k+1 .
By utilizing Lemma 2.3.4, we will make a series of statements that will allow us to overcome the
difficulty of the omission of the total ergodicity assumption. First, the following inequality applies
for any measure-preserving system.
Lemma 2.3.5. Suppose (Y,Y, ν, U) is a measure preserving system, and f ∈ L∞(ν). Then there
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exists a universal constant C such that for any positive integer H, one has
∫
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
f(Uny)
∣∣∣∣∣
2
dν ≤ C
 1
H
+
(
1
H
H∑
h=1
∣∣∣∣∫ f · f ◦ Uhdν∣∣∣∣2
)1/2 . (2.4)
Proof. We denote Fh(x) = f(x)f ◦ Uh(x). We apply the inequality (1.4) by setting an = f(Uny)
pointwise and the pointwise ergodic theorem to obtain
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
f(Uny)
∣∣∣∣∣
2
≤ C
H
+
C
(H + 1)2
H∑
h=1
(H + 1− h)
(
lim
N→∞
1
N
N∑
n=0
Fh(U
ny)
)
(2.5)
=
C
H
+
C
(H + 1)2
H∑
h=1
(H + 1− h)E(f · f ◦ Uh|I(U))(y).
Note that
∫
E(f · f ◦ Uh|I(U)) dν =
∫
f · f ◦ Uh dν. So if we take the integral on both sides of
the inequality (2.5), we would obtain the desired estimate (2.4) after applying the Cauchy-Schwarz
inequality.
The previous lemma allows one to prove the following inequality, which is an integral of the limit
superior of the square of the magnitude of the averages 1N
∑N
n=1 f1(T
anx)f2(T
bny) over the product
measure-preserving system (X2,F2, µ⊗ µ, T a × T b). While it may seem slightly peculiar to focus
on the product space and these averages considering that we are working with the double recurrence
averages (i.e. 1N
∑N
n=1 f1(T
anx)f2(T
bnx)), we remark here that this is where the strength of the
integral kernel seen in Lemma 2.3.2 can be observed: The double recurrence theorem (Theorem
1.3.1) and the dominated convergence theorem allows one to switch the limit and the integral, and
then one applies the pointwise ergodic theorem to obtain the conditional expectation, which can be
turned into a function that depends on both the first variable x and the second variable y.
Lemma 2.3.6. Suppose (X,F , µ, T ) is an ergodic dynamical system, and f1 and f2 be bounded and
measurable functions for which ‖fi‖ ≤ 1 for both i = 1, 2. Then for any nonzero distinct integers a1
and a2, there exists a universal constant C such that
∫
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
f1(T
a1nx)f2(T
a2ny)
∣∣∣∣∣
2
dµ⊗ µ(x, y) ≤ C min
i=1,2
|ai||||fi|||22.
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Proof. We denote F1,h(x) = f1(x)f1 ◦ T a1h(x), and F2,h(x) = f2(x)f2 ◦ T a2h(x). If U = T a1 × T a2 ,
then (X2,F ⊗ F , µ⊗ µ,U) is a measure preserving system. Hence, we can apply (2.4) in Lemma
2.3.5 to obtain, for any H ∈ N,
∫
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
f1 ⊗ f2(Un(x, y))
∣∣∣∣∣
2
dµ⊗ µ(x, y)
≤ C
H
+ C
(
1
H
H∑
h=1
∣∣∣∣∫ F1,h ⊗ F2,h(x, y) dµ⊗ µ(x, y)∣∣∣∣2
)1/2
≤ C
H
+ C
(
1
H
min
i=1,2
H∑
h=1
∣∣∣∣∫ fi · fi ◦ T aihdµ∣∣∣∣2
)1/2
.
As we let H →∞, we obtain the desired inequality by Lemma 2.3.4.
Next, we will extend the previous lemma to Wiener-Wintner type averages.
Lemma 2.3.7. Suppose (X,F , µ, T ) is an ergodic system, and f1, f2 ∈ L∞(µ) for which ‖fi‖∞ ≤ 1
for both i = 1, 2. Then for any distinct nonzero integers a1 and a2, there exists a universal constant
C for which
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
a1nx)f2(T
a2ny)e(nt)
∣∣∣∣∣
2
dµ⊗ µ(x, y) ≤ C min
i=1,2
|ai|1/2|||fi|||23.
Proof. We denote F1,h(x) = f1(x)f1 ◦ T a1h(x), and F2,h(x) = f2(x)f2 ◦ T a2h(x). By applying the
inequality (1.6) for an = f1(T a1nx)f2(T a2ny) pointwise, we obtain
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
a1nx)f2(T
a2ny)e(nt)
∣∣∣∣∣
2
≤ C
H
+
C
H
H∑
h=1
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1,h(T
a1nx)F2,h(T
a2ny)
∣∣∣∣∣ .
Again, if we set U = T a1 × T a2 , then (X2,F ⊗ F , µ⊗ µ,U) is a measure preserving system. Hence,
Birkhoff’s pointwise ergodic theorem asserts that the average
1
N
N∑
n=1
F1,h ⊗ F2,h(Un(x, y)) converges
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µ⊗ µ-a.e. By the Cauchy-Schwarz inequality, we have
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
a1nx)f2(T
a2ny)e(nt)
∣∣∣∣∣
2
dµ⊗ µ(x, y)
≤ C
H
+
C
H
H∑
h=1
∫
lim
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1,h(T
a1nx)F2,h(T
a2ny)
∣∣∣∣∣ dµ⊗ µ(x, y)
≤ C
H
+ C
 1
H
H∑
h=1
∫
lim
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1,h(T
a1nx)F2,h(T
a2ny)
∣∣∣∣∣
2
dµ⊗ µ(x, y)
1/2 .
By Lemma 2.3.6, we know that
∫
lim
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1,h(T
anx)F2,h(T
bny)
∣∣∣∣∣
2
dµ⊗ µ(x, y) ≤ C min
i=1,2
|ai||||Fi,h|||22.
Hence,
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bny)e(nt)
∣∣∣∣∣
2
dµ
≤ C
H
+ C min
i=1,2
(
|ai|
H
H∑
h=1
∣∣∣∣∣∣∣∣∣fi · fi ◦ T aih∣∣∣∣∣∣∣∣∣2
2
)1/2
≤ C
H
+ C min
i=1,2
(
|ai|2
H
H∑
h=1
∣∣∣∣∣∣∣∣∣fi · fi ◦ T aih∣∣∣∣∣∣∣∣∣4
2
)1/4
.
Let H →∞, and apply Lemma 2.3.4 to obtain the desired result.
We present one more inequality before we present the proof of (1) of Theorem 2.2.1. This
inequality, which is similar to the ones appeared in the work of Assani [10, Lemma 5]. In our proof
of the main result, we apply (the variants of) van der Corput’s lemma twice, which lead us to
have averages involving multiple integer parameters. The following estimate will be useful when
controlling those averages.
Lemma 2.3.8. Let an, bn, and cn, n ∈ N be three complex-valued sequences, norm of each bounded
above by 1. Then for each positive integer N ,
∣∣∣∣∣∣ 1H(H + 1)2
H−1∑
h,k=0
(H + 1− k)ah · bk · ch+k
∣∣∣∣∣∣
2
≤ sup
t
∣∣∣∣∣∣ 1H
2(H−1)∑
k′=1
ck′e
2piik′t
∣∣∣∣∣∣
2
(2.6)
Proof. This proof is a small modification of the proof provided in [10, Lemma 5]. By the Cauchy-
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Schwarz inequality, we have
∣∣∣∣∣∣ 1H(H + 1)2
H−1∑
h,k=0
(H + 1− k)ahbkch+k
∣∣∣∣∣∣
2
≤ ‖a‖2∞
 1
H
H−1∑
h=0
∣∣∣∣∣ 1(H + 1)2
H−1∑
k=0
(H + 1− k)bkch+k
∣∣∣∣∣
2
 .
Set Bk = bk
(H + 1− k)
H + 1
, and the inequality above becomes
∣∣∣∣∣∣ 1H(H + 1)2
H−1∑
h,k=0
(H + 1− k)ahbkch+k
∣∣∣∣∣∣
2
≤ ‖a‖2∞
 1
H
H−1∑
h=0
∣∣∣∣∣ 1H + 1
H−1∑
k=0
Bkch+k
∣∣∣∣∣
2

≤ ‖a‖2∞
1
H
H−1∑
h=0
∣∣∣∣∣∣
∫ (H−1∑
k=0
Bke
−2piikt
) 1
H + 1
2(H−1)∑
k=0
cke
2piikt
 e−2piihtdt
∣∣∣∣∣∣
2
,
where ‖an‖∞ = ‖an‖`∞ . We apply Parseval’s inequality to the integral above to obtain
∣∣∣∣∣∣ 1H(H + 1)2
H−1∑
h,k=0
(H + 1− k)ahbkch+k
∣∣∣∣∣∣
2
≤ ‖a‖2∞
1
H
H−1∑
h=0
∫ ∣∣∣∣∣
H−1∑
k=0
Bke
−2piikt
∣∣∣∣∣
2
∣∣∣∣∣∣ 1H + 1
2(H−1)∑
k′=0
ck′e
2piik′t
∣∣∣∣∣∣
2
dt
≤ ‖a‖2∞ sup
t∈R
∣∣∣∣∣∣ 1H + 1
2(H−1)∑
k=0
cke
2piikt
∣∣∣∣∣∣
2
1
H
H−1∑
h=0
∫ ∣∣∣∣∣
H−1∑
k=0
Bke
−2piint
∣∣∣∣∣
2
dt
≤ ‖a‖2∞ sup
t∈R
∣∣∣∣∣∣ 1H + 1
2(H−1)∑
k=0
cke
2piikt
∣∣∣∣∣∣
2
1
H + 1
H−1∑
h=0
|Bk|2.
Since |Bk| < 1, we know that 1
H + 1
H−1∑
h=0
|Bk|2 ≤ 1. Thus, (2.6) holds.
Proof of (1) of Theorem 2.2.1. We denote F1,h(x) = f1(x)f1 ◦ T a1h(x), and F2,h(x) = f2(x)f2 ◦
T a2h(x), where a1 = a and a2 = b. We apply the inequality (1.6) by setting an = f1(T a1nx)f2(T a2nx),
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we obtain the following for all H ∈ N:
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
a1nx)f2(T
a2nx)e(nt)
∣∣∣∣∣
2
≤ C
H
+
C
H
H∑
h=1
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1,h(T
a1nx)F2,h(T
a2nx)
∣∣∣∣∣
≤ C
H
+ C
 1
H
H∑
h=1
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1,h(T
a1nx)F2,h(T
a2nx)
∣∣∣∣∣
2
1/2 ,
where the second inequality is the consequence of the Cauchy-Schwarz inequality. Note that we can
apply the inequality (1.4) on the average
∣∣∣∣∣ 1N
N∑
n=1
F1,h(T
a1nx)F2,h(T
a2nx)
∣∣∣∣∣
2
to obtain the following
bound for 0 < K < N :
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1,h(T
a1nx)F2,h(T
a2nx)
∣∣∣∣∣
2
≤ C
K
+
C
(K + 1)2
K∑
k=1
(K + 1− k)
×
(
lim sup
N→∞
1
N
N∑
n=1
(
F1,h · F1,h ◦ T a1k
)
(T a1nx)
(
F2,h · F2,h ◦ T a2k
)
(T a2nx)
)
.
Note that the averages
1
N
N∑
n=1
(
F1,h · F1,h ◦ T a1k
)
(T a1nx) ·
(
F2,h · F2,h ◦ T a2k
)
(T a2nx)
converge for µ-a.e. x ∈ X as N →∞ by the double recurrence theorem (Theorem 1.3.1). Therefore,
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
a1nx)f2(T
a2nx)e(nt)
∣∣∣∣∣
2
dµ(x)
≤ C
H
+ C
∫  1
H
H∑
h=1
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1,h(T
a1nx)F2,h(T
a2nx)
∣∣∣∣∣
2
1/2 dµ(x)
≤ C
H
+ C
 1
H
H∑
h=1
∫
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1,h(T
a1nx)F2,h(T
a2nx)
∣∣∣∣∣
2
dµ(x)
1/2 (by Hölder’s inequality)
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≤ C
H
+ C
(
1
H
H∑
h=1
(
C
K
+
C
(K + 1)2
K∑
k=1
(K + 1− k)
(
lim
N→∞
∫
1
N
N∑
n=1
(
F1,h · F1,h ◦ T a1k
)
(T a1nx)
(
F2,h · F2,h ◦ T a2k
)
(T a2nx) dµ(x)
)))1/2
.
Since T a2−a1 is a measure preserving transformation, we can apply the mean ergodic theorem to
obtain
lim
N→∞
∫
1
N
N∑
n=1
(
F1,h · F1,h ◦ T a1k
)
(T a1nx)
(
F2,h · F2,h ◦ T a2k
)
(T a2nx) dµ(x)
= lim
N→∞
∫ (
F1,h · F1,h ◦ T a1k
)
(x)
(
1
N
N∑
n=1
(
F2,h · F2,h ◦ T a2k
)
(T (a2−a1)nx)
)
dµ(x)
=
∫ (
F1,h · F1,h ◦ T a1k
)
(x)E(F2,h · F2,h ◦ T a2k|I(T a2−a1))(x)dµ(x).
By Lemma 2.3.2, there exists a positive integer lb−a and partition A1, . . . , Alb−a of X such that
E(F2,h · F2,h ◦ T a2k|I(T a2−a1))(x) =
∫ (
F2,h · F2,h ◦ T a2k
)
(y)Ka2−a1(x, y)dµ(y),
where Ka2−a1(x, y) = la2−a1
la2−a1∑
i=1
1Ai(x)1Ai(y). Using this kernel expression and writing U =
T a1 × T a2 as a measure-preserving transformation on the product space (X2,F2, µ⊗ µ), we obtain
∫ (
F1,h(x) · F1,h ◦ T a1k
)
(x)
(
F2,h · F2,h ◦ T a2k
)
(y)Kb−a(x, y) dµ⊗ µ(x, y)
=
∫
f1 ⊗ f2(x, y)Kb−a(x, y)
×
[
f1 ⊗ f2(Uh(x, y)) f1 ⊗ f2(Uk(x, y)) f1 ⊗ f2(Uh+k(x, y))
]
dµ⊗ µ(x, y),
Let H = K. Note that, on the system (X2, µ⊗ µ,U), the inequality (2.6) tells us that we have
∣∣∣∣∣∣ 1H(H + 1)2
H−1∑
h,k=0
(H + 1− k)f1 ⊗ f2(Uh(x, y)) f1 ⊗ f2(Uk(x, y)) f1 ⊗ f2(Uh+k(x, y))
∣∣∣∣∣∣
2
≤ sup
t∈R
∣∣∣∣∣∣ 1H
2(H−1)∑
h=1
f1 ⊗ f2(Uh(x, y))e(ht)
∣∣∣∣∣∣
2
. (2.7)
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By Lemma 2.3.7, we know that
∫
lim sup
H→∞
sup
t∈R
∣∣∣∣∣ 1H
H∑
h=1
f1 ⊗ f2(Uh(x, y))e(ht)
∣∣∣∣∣
2
dµ⊗ µ(x, y)
=
∫
lim sup
H→∞
sup
t∈R
∣∣∣∣∣ 1H
H∑
h=1
f1(T
a1hx)f2(T
a2hy)e(ht)
∣∣∣∣∣
2
dµ⊗ µ(x, y)
≤ C min
i=1,2
|ai|1/2|||fi|||23.
Hence, by letting H →∞ and applying the Hölder’s inequality, we obtain
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e2piint
∣∣∣∣∣
2
dµ(x)
≤
(∫
f1 ⊗ f2(x, y)K(x, y)
× lim sup
H→∞
1
H(H + 1)2
H−1∑
h,k=0
(H + 1− k)
×
(
f1 ⊗ f2(Uh(x, y)) f1 ⊗ f2(Uk(x, y)) f1 ⊗ f2(Uh+k(x, y))
)
dµ⊗ µ(x, y)
)1/2
≤ C
∫ lim sup
H→∞
∣∣∣∣∣∣ 1H(H + 1)2
H−1∑
h,k=0
(H + 1− k)
×
(
f1 ⊗ f2(Uh(x, y)) f1 ⊗ f2(Uk(x, y)) f1 ⊗ f2(Uh+k(x, y))
∣∣∣2 dµ⊗ µ(x, y))1/4
≤ C
∫ lim sup
H→∞
sup
t∈R
∣∣∣∣∣ 1H
H∑
h=1
f1 ⊗ f2(Uh(x, y))e(ht)
∣∣∣∣∣
2
dµ⊗ µ(x, y)
1/4
≤ C min
i=1
|ai|1/8|||fi|||1/23 .
Since either f1 or f2 belongs to Z⊥2 , we know that either |||fi|||3 = 0. This completes the proof.
As a corollary of this proof, we have the following estimate, which will be useful later:
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−1∑
n=0
f1(T
anx)f2(T
bnx)e(nt)
∣∣∣∣∣
2
dµ(x) .a,b min
i=1,2
|||fi|||1/23 . (2.8)
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2.4 Proof of (2) of Theorem 2.2.1
Here we prove the convergence of double recurrence Wiener-Wintner averages for the case where
f1, f2 ∈ Z2. There are multiple ways of proving this part of the theorem. One way is to notice that
the sequence (f1(T anx)f2(T bnx)e(nt)) is a 2-step nilsequence when f1 and f2 are both measurable
with respect to Z2. Alternatively, one can view (T,m,Rt) is a one-step nilsystem, where m is a
normed Lebesgue probability measure, and Rt is a rotation by t (Rt(α) = t+ α), and use Leibman’s
convergence result (cf. Theorem 1.3.3); this method will be used later when we extend Theorem
2.2.1 to polynomials (cf. Lemma 3.2.6). In this section, we will present an elementary proof that
relies on the structure of the second Host-Kra-Ziegler factor Z2 in terms of the extension of Z1,
which is the Kronecker factor of T . Having done this, we apply Leibman’s convergence result.
Let (X,F , µ, T ) be an ergodic system. Recall that X is called a k-step nilsystem if X is a
homogeneous space of a k-step nilpotent Lie group G (such a manifold is called a nilmanifold). Let
Λ be a discrete cocompact subgroup of G such that X = G/Λ. The outline of the proof of the
following theorem, which is the special case of the structure theorem (Theorem 1.3.2), when Z2 was
referred to as the Conze-Lesigne system, is given in [61].
Theorem 2.4.1 ([61, Theorem 18]). If X is a Conze-Lesigne system, then it is the inverse limit of
a sequence of 2-step nilsystems.
In the outline of the proof, X is reduced to the case where X is a group extension of the Kronecker
factor Z1 and torus U , with cocycle ρ : Z1 → U . A groupG is defined to be a family of transformations
of X = Z1 × U , where U is a finite dimensional torus and Z1 is the Kronecker factor of X that
has the structure of compact abelian Lie group. If g ∈ G, (z, u) ∈ X, then g · (z, u) = (sz, uf(z))
where s ∈ Z1 and f : Z1 → U satisfy the Conze-Lesigne equation ρ(sz)ρ(z)−1 = f(Rz)f(z)−1c for
some constant c ∈ U . It can be easily verified that G is a 2-step nilpotent group, and T corresponds
to (β, ρ) ∈ G, where β ∈ Z1 such that if pi1 : Z2 → Z1 is a factor map, then pi1(Tx) = βpi1(x).
Furthermore, if G is given a topology of convergence in probability, then we know that G is a Lie
group.
The outline of the proof given in [61] concludes by stating that G acts on X transitively, and
X can be identified with the nilmanifold G/Λ, where Λ is a stabilizer group of a point x0 ∈ X
(hence it is a discrete cocompact subgroup of G). Furthermore, µ is a Haar measure on X, and T
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is a translation by the element (β, ρ) ∈ G. Hence, T acts on X by translation. We will use this
fact to prove the convergence of the double recurrence Wiener-Wintner average for the case when
f1, f2 ∈ Z2.
Proof of (2) of Theorem 2.2.1. In this proof, we will consider two cases: The case when t is rational,
and the case when t is irrational.
Case I: When t is rational. Fix t ∈ Q. Let St be a rotation on T by e2piit. Let (X×T, µ⊗m,U)
be a measure preserving system, where m is the Lebesgue measure on T, and U = T ⊗ St. Define
F1(x, y) = f1(x)e
2piiα1y, and F2(x, y) = f2(x)e2piiα2y, where α1, α2 ∈ R such that α1a + α2b = 1.
Then
1
N
N∑
n=1
F1(U
an(x, y))F2(U
bn(x, y)) =
e2piiy
N
N∑
n=1
f1(T
anx)f2(T
bnx)e2piint (2.9)
Note that the averages on the left hand side of (2.9) converges µ⊗m-a.e. as N →∞ by the double
recurrence theorem (Theorem 1.3.1). So there exists a set of full measure Vt ⊂ X × T such that the
average in (2.9) converges for all (x, y) ∈ Vt. If V =
⋂
t∈Q Vt, then V is a set of full measure such
that the average on (2.9) converges for all (x, y) ∈ V for all t ∈ Q. This implies that the claim holds
for µ-a.e. x ∈ X when t ∈ Q.
Case II: When t is irrational. First, we let X = Z2, the Conze-Lesigne system. Let β ∈ Z1
is an element such that for any (z, u) ∈ Z1 × U = X, T (z, u) = (βz, uρ(z)). In other words, T
acts on Z1 as a rotation by β (here, we let Z1 be a multiplicative abelian group). Then note that
B = 〈β〉, the cyclic subgroup generated by β, is dense in the Kronecker factor Z1. Define a character
φt : B → T such that φt(β) = e2piit. Such group homomorphism exists since t is irrational, and〈
e2piit
〉
generates a dense cyclic subgroup in T.
We claim that there exists a multiplicative character φ¯t : Z1 → T such that φ¯t|B = φt. Since B is
dense in Z1, for any z ∈ Z1, there exists a sequence (βnk)k such that limk→∞ βnk = z. So we define
φ¯t(z) = lim
k→∞
φt(β)
nk .
We must show that this limit converges, which would show that φt is well-defined by the continuity
of φ. Note that T is compact, so there exists a converging subsequence (φt(β)nkl ) ∈ T such that
liml→∞ φt(β)nkl = γ for some γ ∈ T. We will show that limk→∞ φt(β)nk = γ. Assuming on the
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contrary, suppose that there exists a subsequence (φt(β)nkm )m such that |φt(β)nkm − γ| >  for
all m ∈ N. This implies that, for sufficiently large l, we have |φt(β)nkm − φt(β)nkl | > /2. This
however contradicts the continuity of φt, since if dZ1 is the metric on Z1, then dZ1(β
nkl , βnkm )→ 0
as l,m → ∞, because both βnkl and βnkm converges to the same limit z. This proves that φ¯t is
well-defined for all z ∈ Z1. The fact that φ¯t is a multiplicative character is obvious from the way φ¯t
is defined in terms of φt.
We define a continuous function ft := φ¯t ◦ pi1, where pi1 : Z2 → Z1 is the factor map. We note
that
ft(T
nx) = φ¯t(pi1(T
nx)) = φ¯t(pi1(x)β
n) = ft(x)φt(β)
n = ft(x)e
2piint.
Therefore,
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)ft(T
nx) =
ft(x)
N
N∑
n=1
f1(T
anx)f2(T
bnx)e2piint.
To show the convergence of this average, let F (x1, x2, x3) = f1(x1)f2(x2)ft(x3) be a function on
X3 = G3/Λ3. Let T1 = T × Id× Id, T2 = Id× T × Id, and T3 = Id× Id× T . Note that an action of
T1 on X3 corresponds to g1 = ((β, ρ), e, e) ∈ G3 (where e is the identity element of G), and similarly,
T2 corresponds to g2 = (e, (β, ρ), e) ∈ G3, and T3 corresponds to g3 = (e, e, (β, ρ)) ∈ G3. Thus,
g(n) = gan1 g
bn
2 g
n
3
is a polynomial sequence. Furthermore, if ~x = (x, x, x) ∈ X3, then
1
N
N∑
n=1
F (g(n)~x) =
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)ft(T
nx)
converges by Theorem 1.3.3.
It remains to show that the averages converges for any f1, f2 ∈ L∞(µ)∩Z2. We actually postpone
this for now, since these approximation arguments are given later for more general case, where we
have e(p(n)), where p is a polynomial with real coefficient, instead of e(nt) (cf. Lemma 3.2.5).
2.5 Proof of Theorem 2.2.3: The pointwise estimate
In this section, we will show that we can obtain a pointwise estimate to the Wiener-Wintner
double recurrence averages using the seminorm of A2. This means that we can bound the Wiener-
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Wintner double recurrence averages using the seminorm N2(·) without taking the integral of the
norm of the averages. This was not the case when we used the Host-Kra seminorm |||·|||3, where we
obtained the norm bound
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
nx)f2(T
2nx)e(nt)
∣∣∣∣∣
2
dµ ≤ C|||f1|||1/23 .
We recall that (X,F , µ, T ) is an ergodic system, f1, f2 ∈ L∞(µ) real-valued functions such that
‖fi‖∞ ≤ 1 for both i = 1, 2. For the sake of simplicity, we will prove this result only for the case
a = 1 and b = 2.
First, we will show that the Kronecker factor A1 is a pointwise characteristic factor for the double
recurrence theorem.
Lemma 2.5.1. Suppose F1, F2 ∈ L∞(X) such that ‖F1‖∞, ‖F2‖∞ ≤ 1. If F1 ∈ A⊥1 , then for µ-a.e.
x ∈ X,
lim
N→∞
1
N
N∑
n=1
F1(T
nx)F2(T
2nx) = 0.
Thus, A1 is a pointwise characteristic factor for the double recurrence averages, i.e.
lim
N→∞
1
N
N∑
n=1
F1(T
nx)F2(T
2nx) = lim
N→∞
1
N
N∑
n=1
E(F1|A1)(Tnx)E(F2|A1)(T 2nx). (2.10)
Proof. Since
∣∣∣ 1N ∑Nn=1 F1(Tnx)F2(T 2nx)∣∣∣ is non-negative, we can prove this lemma by showing
∫
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1(T
nx)F2(T
2nx)
∣∣∣∣∣ dµ(x) = limN→∞
∫ ∣∣∣∣∣ 1N
N∑
n=1
F1(T
nx)F2(T
2nx)
∣∣∣∣∣ dµ(x) = 0
where the first equality holds by Bourgain’s double recurrence theorem and Lebesgue’s dominated
convergence theorem. Note that the Cauchy-Schwarz inequality asserts that
∫ ∣∣∣∣∣ 1N
N∑
n=1
F1(T
nx)F2(T
2nx)
∣∣∣∣∣ dµ(x) ≤
∫ ∣∣∣∣∣ 1N
N∑
n=1
F1(T
nx)F2(T
2nx)
∣∣∣∣∣
2
dµ(x)
1/2 .
We will proceed by applying the reverse Fatou’s lemma and the inequality (1.4) to the sequence
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F1(T
nx)F2(T
2nx) pointwise. We have
lim sup
N→∞
∫ ∣∣∣∣∣ 1N
N∑
n=1
F1(T
nx)F2(T
2nx)
∣∣∣∣∣
2
dµ(x)
≤
∫
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
F1(T
nx)F2(T
2nx)
∣∣∣∣∣
2
dµ(x)
≤ C
H
+
C
(H + 1)2
H∑
h=1
(H + 1− h)
∫
lim sup
N→∞
1
N
N∑
n=1
(F1 · F1 ◦ T h)(Tnx)(F2 · F2 ◦ T 2h)(T 2nx)dµ
≤ C
H
+
C
H
H∑
h=1
∣∣∣∣∣
∫
lim sup
N→∞
1
N
N∑
n=1
(F1 · F1 ◦ T h)(Tnx)(F2 · F2 ◦ T 2h)(T 2nx)dµ
∣∣∣∣∣ .
Note that the limit inside the integral exists by the double recurrence theorem. Hence, the dominated
convergence theorem tells us that
lim sup
N→∞
∫ ∣∣∣∣∣ 1N
N∑
n=1
F1(T
nx)F2(T
2nx)
∣∣∣∣∣
2
dµ(x)
≤ C
H
+
C
H
H∑
h=1
∣∣∣∣∣ limN→∞
∫
1
N
N∑
n=1
(F1 · F1 ◦ T h)(Tnx)(F2 · F2 ◦ T 2h)(T 2nx)dµ
∣∣∣∣∣
=
C
H
+
C
H
H∑
h=1
∣∣∣∣∣ limN→∞
∫
(F1 · F1 ◦ T h)(x) 1
N
N∑
n=1
(F2 · F2 ◦ T 2h)(Tnx)dµ
∣∣∣∣∣
Then we use the mean ergodic theorem and the Cauchy-Schwarz inequality to obtain
lim sup
N→∞
∫ ∣∣∣∣∣ 1N
N∑
n=1
F1(T
nx)F2(T
2nx)
∣∣∣∣∣
2
dµ(x) ≤ C
H
+
C
H
H∑
h=1
‖F2‖2∞
∣∣∣∣∫ (F1 · F1 ◦ T h)(x)dµ∣∣∣∣
≤ C
H
+ C
(
1
H
H∑
h=1
∣∣∣∣∫ (F1 · F1 ◦ T h)(x)dµ∣∣∣∣2
)1/2
=
C
H
+ C
(
1
H
H∑
h=1
|σˆF1(h)|2
)1/2
,
where σF1 is the spectral measure of F1 with respect to the transformation T . Now we let H →∞
to obtain
lim sup
N→∞
∫
1
N
N∑
n=1
∣∣F1(Tnx)F2(T 2nx)∣∣2 dµ(x) ≤ C ( lim
H→∞
1
H
H∑
h=1
|σˆF1(h)|2
)1/2
,
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and because F1 ∈ A⊥1 , the spectral measure σF1 is continuous, so the Wiener’s lemma implies the
limit of the right hand side of the inequality above equals 0.
Proof of Theorem 2.2.3. We first apply the inequality (1.6) to the sequence an = f1(Tnx)f2(T 2nx)
pointwise to obtain
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
nx)f2(T
2nx)e2piint
∣∣∣∣∣
2
≤ C
H
+
C
H
H∑
h=1
lim sup
N→∞
∣∣∣∣∣ 1N
N∑
n=1
(f1 · f1 ◦ T h)(Tnx)(f2 · f2 ◦ T 2h)(T 2nx)
∣∣∣∣∣ .
Our main task is to show that
lim sup
H→∞
1
H
H∑
h=1
lim
N→∞
∣∣∣∣∣ 1N
N∑
n=1
(
f1 · f1 ◦ T h
)
(Tnx)
(
f2 · f2 ◦ T 2h
)
(T 2nx)
∣∣∣∣∣ ≤ [N2(f1)]2 (2.11)
for µ-a.e. x ∈ X. By Lemma 2.2.3, it would be sufficient to show that
lim sup
H→∞
1
H
H∑
h=1
lim
N→∞
∣∣∣∣∣ 1N
N∑
n=1
E
(
f1 · f1 ◦ T h|A1
)
(Tnx)E
(
f2 · f2 ◦ T 2h|A1
)
(T 2nx)
∣∣∣∣∣ ≤ [N2(f1)]2.
So set F1,h = f1 · f1 ◦ T h, and F2,h = f2 · f2 ◦ T 2h. Denote
PN (F1,h, F2,h) =
1
N
N∑
n=1
E(F1,h|A1) ◦ Tn · E(F2,h|A1) ◦ T 2n.
Let {ej} be an eigenbasis of A1, where λj is the corresponding eigenvalue of ej . Then we would have
E(F1,h|A1) ◦ Tn =
∞∑
j=0
(∫
F1,he¯j dµ
)
λnj ej and E(F2,h|A1) ◦ T 2n =
∞∑
l=0
(∫
F2,he¯l dµ
)
λ2nl el
in the L2-norm. Hence,
lim
N→∞
PN (F1,h, F2,h) = lim
N→∞
1
N
N∑
n=1
∞∑
j=1
∞∑
l=1
(∫
F1,hej dµ
)(∫
F2,hel dµ
)
λnj λ
2n
l ejel
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in the L2-norm. Note that for each j and l,
lim
N→∞
1
N
N∑
n=1
λnj λ
2n
l =
 1 if λj = λ
2
l ,
0 otherwise.
Hence, if we denote R =
{
(j, lj) ∈ N2 : λj = λ2lj
}
, then
lim
N→∞
PN (F1,h, F2,h) =
∑
(j,lj)∈R
(∫
F1ej dµ
)(∫
F2,helj dµ
)
ejelj
in the L2-norm. Note that the sequence
BJ =
 ∑
(j,lj)∈R,j≤J
(∫
F1,hej dµ
)(∫
F2,helj dµ
)
ejelj

J
converges to lim
N→∞
PN (F1,h, F2,h) in the L2-norm as J →∞. Therefore, there exists a subsequence
(BJk)k that converges to lim
N→∞
PN (F1,h, F2,h)(x) for µ-a.e. x ∈ X. Thus,
lim
N→∞
1
N
N∑
n=1
E(F1,h|A1)(Tnx)E(F2,h|A1)(T 2nx)
= lim
k→∞
∑
(j,lj)∈R,j≤Jk
(∫
F1,hej dµ
)(∫
F2,helj dµ
)
ej(x)elj (x)
≤ lim
k→∞
 ∑
(j,lj)∈R,j≤Jk
∣∣∣∣∫ F1,hej dµ∣∣∣∣2
1/2 ∑
(j,lj)∈R,j≤Jk
∣∣∣∣∫ F2,helj dµ∣∣∣∣2
1/2
(by the Cauchy-Schwarz Inequality)
≤
 ∞∑
j=1
∣∣∣∣∫ F1,h ej dµ∣∣∣∣2
1/2( ∞∑
l=1
∣∣∣∣∫ F2,hel dµ∣∣∣∣2
)1/2
= ‖E(F1,h|A1)‖2‖E(F2,h|A1)‖2 ≤ min
i=1,2
‖E(Fi,h|A1)‖2,
where the last inequality follows from the fact that ‖f2‖∞ ≤ 1. Therefore,
lim sup
H→∞
1
H
H∑
h=1
lim
N→∞
1
N
N∑
n=1
(
f1 · f1 ◦ T h
)
(Tnx)
(
f2 · f2 ◦ T 2h
)
(T 2nx)
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≤ min
i=1,2
lim sup
H→∞
1
H
H∑
h=1
‖E(fi · fi ◦ T h|A1)‖2
≤ min
i=1,2
(
lim sup
H→∞
1
H
H∑
h=1
‖E(fi · fi ◦ T h|A1)‖22
)1/2
= min
i=1,2
[N2(fi)]
2,
where the second inequality holds by the Cauchy-Schwarz inequality.
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CHAPTER 3
Wiener-Wintner double recurrence II: Polynomial Case
In this chapter1, we will extend the result presented in Chapter 2.
3.1 Introduction
The Wiener-Wintner averages have also been generalized to the context of having a polynomial
as the exponent of the complex number, i.e. study of the averages of the form
1
N
N−1∑
n=0
f(Tnx)e(p(n)),
where p is a real-valued polynomial. The convergence result of these types of averages were first
obtained by E. Lesigne in 1990 [71]. Furthermore, if p is a degree-k polynomial, Lesigne has shown
that if f belongs to the orthogonal complement of the k-th Abramov factor (i.e. span of k quasi-
eigenfunctions) and T is totally ergodic (i.e. T a is ergodic for any a ∈ Z− {0}), then the averages
above converge to zero in 1993 [73]. With the same assumption, Lesigne’s work was extended
by N. Frantzikinakis to a uniformity result in 2006, but one cannot remove the totally ergodicity
assumption on T to obtain the similar uniformity result [46, Theorems 1.3 and 1.4].
On the other hand, B. Host and B. Kra extended Lesigne’s work to a nilsequence Wiener-Wintner
result in 2008 [60, Theorem 2.22]. In other words, they have shown that given an ergodic system
(X,F , µ, T ) and a function f ∈ L∞(µ), there exists a set of full measure Xf ⊂ X such that for any
x ∈ Xf , for any nilsequence (an), the averages
1
N
N−1∑
n=0
f(Tnx)an converge.
1The material presented in this chapter originally appeared in [18], an article to appear on Journal d’Analyse
Mathematique. The original citation is as follows: I. Assani and R. Moore. Extension of Wiener-Wintner double
recurrence theorem to polynomials. To appear in Journal d’Analyse Mathematique, arXiv:1409.0463, 2015.
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This result was later extended by T. Eisner and P. Zorin-Kranich in 2013, who showed that if we
assume the function f is orthogonal to the k-th Host-Kra-Ziegler factor Zk, then the uniformity
result for a k-step nilsequence (in particular, an = e(p(n)) may be obtained when T is ergodic [45,
Theorem 1.2].
Recently, T. Eisner and B. Krause obtained a uniform Wiener-Wintner results for averages with
weights involving Hardy functions and for "twisted" polynomial ergodic averages [44].
3.2 The main result
Throughout this section, we denote Rk[ξ] to be the set of all the k-th degree polynomials with
real coefficients, whereas R[ξ] denotes the set of all polynomials with real coefficients.
Theorem 3.2.1. Let (X,F , µ, T ) be an ergodic dynamical system, a and b be distinct nonzero
integers, and f1, f2 ∈ L∞(µ) for which ‖fi‖∞ ≤ 1 for both i = 1, 2. Let
WN (f1, f2, x, p) =
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n)),
where p is a polynomial with real coefficients. Then the following statements are true for any positive
integer k:
1. If either f1 or f2 belongs to Z⊥k+1, then there exists a set of full measure X1,kf1,f2 such that for
all x ∈ X1,kf1,f2,
lim sup
N→∞
sup
p∈Rk[ξ]
|WN (f1, f2, x, p)| = 0.
2. If f1, f2 ∈ Zk+1, then there exists a set of full measure X2,kf1,f2 such that for all x ∈ X
2,k
f1,f2
, the
averages WN (f1, f2, x, p) converge for all p ∈ Rk[ξ].
3. For any character φ : T → C, there exists a set of full measure Xf1,f2 such that for any
x ∈ Xf1,f2 , the averages
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)φ(p(n))
converge for any real polynomial p ∈ R[ξ].
Consequentially, there exists a set of full measure Xf1,f2 such that for any x ∈ Xf1,f2 and p ∈ R[ξ],
the averages WN (f1, f2, x, p) converge.
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Certainly, one can obtain the set of full measure Xf1,f2 mentioned in the theorem by taking the
intersection of the countable intersections of X1,kf1,f2 and X
2,k
f1,f2
, i.e.
Xf1,f2 =
2⋂
i=1
∞⋂
k=1
Xi,kf1,f2 .
Prior to this theorem, the author and I. Assani obtained a weaker version of the aforementioned
theorem. More specifically, we obtained convergence on a set of full measure that is independent of
a real parameter t as opposed to all the polynomials with real coefficients.
Theorem 3.2.2 ([17]). Let (X,F , µ, T ) be an ergodic dynamical system, a and b be distinct nonzero
integers, and f1, f2 ∈ L∞(µ) for which ‖fi‖∞ ≤ 1 for both i = 1, 2. Let
WN (f1, f2, x, p, t) =
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)e(tp(n)),
where p is a polynomial with real coefficients, and t a real number. Then the following statements
are true for any positive integer k:
1. If either f1 or f2 belongs to Z⊥k+1, then for any p ∈ Rk[ξ], there exists a set of full measure
X1,kf1,f2,p such that for all x ∈ X
1,k
f1,f2,p
,
lim sup
N→∞
sup
t∈R
|WN (f1, f2, x, p, t)| = 0.
2. If f1, f2 ∈ Zk+1, then for any p ∈ Rk[ξ], there exists a set of full measure X2,kf1,f2,p such that
for all x ∈ X2,kf1,f2,p, the averages WN (f1, f2, x, p, t) converge for all t ∈ R.
Consequentially, for any polynomial p ∈ R[ξ], there exists a set of full measure Xf1,f2,p such that for
any x ∈ Xf1,f2,p and t ∈ R, the averages WN (f1, f2, x, p, t) converge.
While this result follows immediately from Theorem 3.2.1, one can obtain an independent proof
by using Anzai’s skew product [1] (in addition to Theorem 2.2.1 and the Host-Kra-Ziegler factors).
In fact, this weaker theorem provided an angle to prove more general case, which is Theorem 3.2.1.
Furthermore, Theorem 3.2.2 is enough to show that the sequence (f1(T anx)f2(T bnx))n is a good
universal weight for X(Π) in norm, where Π is a collection of the measure-preserving systems, and
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X(Π) is collection of all the processes of the form Xn = g ◦ Sp(n), where (Y,G, ν, S) ∈ Π, g ∈ L∞(ν),
and p an integer-value polynomial. In other words,
Corollary 3.2.3. Let (X,F , µ, T ) be an ergodic theorem, and a and b be distinct nonzero integers.
Then there exists a set of full measure Xf1,f2 such that for any x ∈ Xf1,f2 and any integer-valued
polynomial p, and any other measure-preserving system (Y,G, ν, S) and g ∈ L∞(ν), the averages
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)g ◦ Sp(n)
converge in L2(ν).
Of course, if St is well-defined for any t ∈ R, the previous corollary holds for any real-valued
polynomial p ∈ R[ξ].
3.2.1 Proof of (1) of Theorem 3.2.1
In this section, we prove (1) of Theorem 3.2.1. To illustrate the proof better, we will first proceed
for the case where we have a second degree polynomial.
Proof for the case k = 2 Suppose that either f1 or f2 belongs to the orthogonal complement of
Z3. Then we apply van der Corput’s lemma and the Cauchy-Schwarz inequality to obtain
lim sup
N→∞
sup
α,β∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(αn2 + βn)
∣∣∣∣∣
2
≤ 2
H
+
4
(H + 1)2
H∑
h=1
(H + 1− h)
· lim sup
N→∞
sup
α,β∈R
Re
(
1
N
N∑
n=1
(f1 · f1 ◦ T ah)(T anx)(f2 · f2 ◦ T bh)(T bnx)e(−(αh2 + 2αhn+ βh))
)
≤ 2
H
+ 4
(
1
H + 1
H∑
h=1
lim sup
N→∞
sup
α∈R
∣∣∣∣∣ 1N
N∑
n=1
(f1 · f1 ◦ T ah)(T anx)(f2 · f2 ◦ T bh)(T bnx)e(−2αhn)
∣∣∣∣∣
2
1/2 .
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We integrate both sides of the inequality above (which can be done by Lemma 2.3.1), and by Hölder’s
inequality, we obtain
∫
lim sup
N→∞
sup
α,β∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(αn2 + βn)
∣∣∣∣∣
2
dµ(x)
≤ 2
H
+ 4
(
1
H + 1
H∑
h=1
(3.1)
∫
lim sup
N→∞
sup
α∈R
∣∣∣∣∣ 1N
N∑
n=1
(f1 · f1 ◦ T ah)(T anx)(f2 · f2 ◦ T bh)(T bnx)e(−2αhn)
∣∣∣∣∣
2
dµ(x)
1/2 .
Note that the inside of the integral on the right hand side of (3.1) is a double recurrence Wiener-
Wintner average (by setting t = −2αh) for each h. By (2.8), we have
∫
lim sup
N→∞
sup
α∈R
∣∣∣∣∣ 1N
N∑
n=1
(f1 · f1 ◦ T ah)(T anx)(f2 · f2 ◦ T bh)(T bnx)e(−2αhn)
∣∣∣∣∣
2
dµ(x)
.a,b min
{∣∣∣∣∣∣∣∣∣f1 · f1 ◦ T ah∣∣∣∣∣∣∣∣∣1/2
3
,
∣∣∣∣∣∣∣∣∣f2 · f2 ◦ T bh∣∣∣∣∣∣∣∣∣1/2
3
}
.
Therefore,
∫
lim sup
N→∞
sup
α,β∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(αn2 + βn)
∣∣∣∣∣
2
dµ(x)
.a,b
1
H
+ min

(
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f1 · f1 ◦ T ah∣∣∣∣∣∣∣∣∣1/2
3
)1/2
,
(
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f2 · f2 ◦ T bh∣∣∣∣∣∣∣∣∣1/2
3
)1/2
.a,b
1
H
+ min

(
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f1 · f1 ◦ T ah∣∣∣∣∣∣∣∣∣8
3
)1/32
,
(
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f2 · f2 ◦ T bh∣∣∣∣∣∣∣∣∣8
3
)1/32 ,
and by letting H →∞, we obtain
∫
lim sup
N→∞
sup
α,β∈R
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(αn2 + βn)
∣∣∣∣∣
2
dµ(x) .a,b min
{
|||f1|||1/24 , |||f2|||1/24
}
.
(3.2)
Since either f1 or f2 belongs to Z⊥3 , either |||f1|||4 or |||f2|||4 equals 0. This completes the proof for
the case where p(n) = αn2 + βn.
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The proof for any positive integer k One of the key inequalities (besides van der Corput’s
lemma) used for the case where k = 2 is (3.2), where we controlled the integral of the lim sup
of the averages by an appropriate Gowers-Host-Kra seminorm. We generalize this inequality for
polynomials with higher degree with induction (on k) and van der Corput’s inequality.
Lemma 3.2.4. Let (X,F , µ, T ) be an ergodic system, and f1, f2 ∈ L∞. Then
∫
lim sup
N→∞
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n))
∣∣∣∣∣
2
dµ(x) .a,b,k min
{
|||f1|||1/2k+2 , |||f2|||1/2k+2
}
. (3.3)
Proof of Lemma 3.2.4. We proceed by induction on k. The base case k = 1 is clear from the estimate
(2.8). Now suppose the claim holds for k = 1, 2, . . . , l. Let p(n) be a polynomial with degree l+ 1. If
qh(n) = p(n+h)−p(n), then qh(n) is a polynomial of degree less than or equal to l for all h, viewing
n as the variable. By van der Corput’s lemma and the Cauchy-Schwarz inequality, we know that
lim sup
N→∞
sup
p∈Rl+1[t]
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n))
∣∣∣∣∣
2
≤ 2
H + 1
+
4
H + 1
H∑
h=1
lim sup
N→∞
sup
qh∈Rl[t]
∣∣∣∣∣ 1N
N−h−1∑
n=1
(f1 · f1 ◦ T ah)(T anx)(f2 · f2 ◦ T bh)(T bnx)e(qh(n))
∣∣∣∣∣
≤ 2
H + 1
+ 4
(
1
H + 1
H∑
h=1
lim sup
N→∞
sup
qh∈Rl[t]
∣∣∣∣∣ 1N
N−h−1∑
n=1
(f1 · f1 ◦ T ah)(T anx)(f2 · f2 ◦ T bh)(T bnx)e(qh(n))
∣∣∣∣∣
2
1/2 .
By integrating both sides (which is possible by Lemma 2.3.1) and applying Hölder’s inequality, we
have
∫
lim sup
N→∞
sup
p∈Rl+1[t]
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n))
∣∣∣∣∣
2
dµ(x)
≤ 2
H + 1
+ 4
(
1
H + 1
H∑
h=1∫
lim sup
N→∞
sup
qh∈Rl[t]
∣∣∣∣∣ 1N
N−h−1∑
n=1
(f1 · f1 ◦ T ah)(T anx)(f2 · f2 ◦ T bh)(T bnx)e(qh(n))
∣∣∣∣∣
2
dµ
1/2 .
56
For any 1 ≤ h ≤ H, the inductive hypothesis tells us that
∫
lim sup
N→∞
sup
qh∈Rl[t]
∣∣∣∣∣ 1N
N−h−1∑
n=1
(f1 · f1 ◦ T ah)(T anx)(f2 · f2 ◦ T bh)(T bnx)e(qh(n))
∣∣∣∣∣
2
dµ
.a,b,l min
{∣∣∣∣∣∣∣∣∣f1 · f1 ◦ T ah∣∣∣∣∣∣∣∣∣1/2
l+2
,
∣∣∣∣∣∣∣∣∣f2 · f2 ◦ T bh∣∣∣∣∣∣∣∣∣1/2
l+2
}
.
Therefore,
∫
lim sup
N→∞
sup
p∈Rl+1[t]
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n))
∣∣∣∣∣
2
dµ(x)
.a,b,l
1
H
+ min

(
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f1 · f1 ◦ T ah∣∣∣∣∣∣∣∣∣1/2
l+2
)1/2
,
(
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f2 · f2 ◦ T bh∣∣∣∣∣∣∣∣∣1/2
l+2
)1/2
.a,b,l
1
H
+ min

(
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f1 · f1 ◦ T ah∣∣∣∣∣∣∣∣∣2l+2
l+2
)2−(l+4)
,
(
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣f2 · f2 ◦ T bh∣∣∣∣∣∣∣∣∣2l+2
l+2
)2−(l+4) ,
and if we let H →∞, we obtain
∫
lim sup
N→∞
sup
p∈Rl+1[t]
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n))
∣∣∣∣∣
2
dµ(x) .a,b,l min
{
|||f1|||1/2l+3, |||f2|||1/2l+3
}
.
Proof of (1) of Theorem 3.2.1. By our assumption, either f1 or f2 belongs to Z⊥k+1, which implies
that either |||f1|||k+2 or |||f2|||k+2 equals 0, hence the right hand side of the inequality (3.3) equals 0.
Thus, there exists a set of full measure Xf1,f2 such that for any x ∈ Xf1,f2 and p ∈ Rk[ξ], we have
lim sup
N→∞
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n))
∣∣∣∣∣ = 0.
3.2.2 Proofs of (2) and (3) of Theorem 3.2.1
In this section, we first prove (2) of Theorem 3.2.1. Then we use this, together with (1), to prove
(3) of the same theorem.
First, we prove the following approximation lemma that allows us to reduce our proof to the case
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where f1 and f2 are both continuous functions on an ergodic nilsystem. The following inequality will
be useful when dominating the averages in norm: Given a measure-preserving system (X,F , µ, T )
and F ∈ Lα(µ) for α ∈ (1,∞), we have
∥∥∥∥∥supN 1N
N∑
n=1
F (Tnx)
∥∥∥∥∥
α
≤ α
α− 1 ‖F‖α . (3.4)
This inequality can be obtained by using the maximal ergodic theorem (see, for example, [6, Theorem
1.8] for a proof).
Lemma 3.2.5. Let (X,F , µ, T ) be a measure-preserving system, and a and b be distinct integers.
Let f1, f2 ∈ L∞(µ). Suppose that there exist two sequences of functions (f i1)i and (f i2)i in L∞(µ)
such that
∥∥f i1∥∥L∞(µ) < M for some constant M > 0 for any i ∈ N, f ij → fj in L2(µ)-norm as i→∞
for each j = 1, 2, and for each i, there exists a set of full measure Xi such that for any x ∈ Xi and
any p ∈ Rk[ξ] for each k ∈ N, the averages
1
N
N∑
n=1
f i1(T
anx)f i2(T
bnx)e(p(n))
converge. Then there exists a set of full measure X∞ ⊂ X such that for any x ∈ X∞ and any
p ∈ Rk[ξ], the averages
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n))
converge for each k ∈ N.
Proof. For each j = 1, 2, we can write fj = (fj − f ij) + f ij for each i, so we can rewrite the averages
as follows:
WN (f1, f2, x, p) =
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n))
=
1
N
N∑
n=1
(f1 − f i1)(T anx)f2(T bnx)e(p(n)) +
1
N
N∑
n=1
f i1(T
anx)(f2 − f i2)(T bnx)e(p(n)) (3.5)
+
1
N
N∑
n=1
f i1(T
anx)f i2(T
bnx)e(p(n)).
Ultimately, we would like to show that there exists a set of full measure X∞ ⊂ X such that for any
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x ∈ X∞,
LR(WN (f1, f2, x, p)) (3.6)
= sup
p∈Rk[ξ]
(
lim sup
N→∞
Re(WN (f1, f2, x, p))− lim inf
N→∞
Re(WN (f1, f2, x, p))
)
= 0,
and
LI(WN (f1, f2, x, p)) (3.7)
= sup
p∈Rk[ξ]
(
lim sup
N→∞
Im(WN (f1, f2, x, p))− lim inf
N→∞
Im(WN (f1, f2, x, p))
)
= 0.
To show (3.6), we first note that the third term on the right hand side of (3.5) vanishes for µ-a.e.
x ∈ X for each i after applying LR since we know that the averages converge for all x ∈
⋂∞
i=1Xi,
which is a set of full measure, and for any p ∈ Rk[ξ] and i ∈ N. To show the remaining terms vanish,
we apply Hölder’s inequality as well as the inequality (3.4). For instance, for the first term of (3.5),
we have that
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
(f1 − f i1)(T anx)f2(T bnx)e(p(n))
∣∣∣∣∣ ≤ 1N
N∑
n=1
∣∣∣(f1 − f i1)(T anx)f2(T bnx)∣∣∣
≤ ‖f2‖L∞(µ)
1
N
N∑
n=1
∣∣f1 − f i1∣∣ (T anx) .
If we take supremum over N on both sides, we would have
sup
N≥1
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
(f1 − f i1)(T anx)f2(T bnx)e(p(n))
∣∣∣∣∣ ≤ ‖f2‖L∞(µ)
(
sup
N≥1
1
N
N∑
n=1
∣∣f1 − f i1∣∣ (T anx)
)
,
so we integrate both sides (which is possible by Lemma 2.3.1) and apply Hölder’s inequality for the
right hand side to obtain
∫
sup
N≥1
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
(f1 − f i1)(T anx)f2(T bnx)e(p(n))
∣∣∣∣∣ dµ(x)
≤ ‖f2‖L∞(µ)
∥∥∥∥∥supN≥1 1N
N∑
n=1
∣∣f1 − f i1∣∣ (T anx)
∥∥∥∥∥
L2(µ)
.
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We apply the inequality (3.4) for the case where α = 2 to the L2(µ)-norm on the right hand side to
obtain
∫
sup
N≥1
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
(f1 − f i1)(T anx)f2(T bnx)e(p(n))
∣∣∣∣∣ dµ(x) ≤ 2 ‖f2‖L∞(µ) ∥∥f1 − f i1∥∥L2(µ) . (3.8)
By the similar argument as in the first term of (3.5) (and recalling that
∥∥f i1∥∥L∞(µ) ≤M for all
i), we can also obtain an estimate for the second term:
∫
sup
N≥1
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
f i1(T
anx)(f2 − f i2)(T bnx)e(p(n))
∣∣∣∣∣ dµ(x) ≤ 2M‖f2 − f i2‖L2(µ) . (3.9)
We are now ready to verify (3.6). We note that
0 ≤ sup
p∈Rk[ξ]
(
lim sup
N→∞
Re (WN (f1, f2, x, p))− lim inf
N→∞
Re (WN (f1, f2, x, p))
)
≤ 2 lim inf
i→∞
(
sup
N≥1
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
(f1 − f i1)(T anx)f2(T bnx)e(p(n))
∣∣∣∣∣
+ sup
N≥1
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
f i1(T
anx)(f2 − f i2)(T bnx)e(p(n))
∣∣∣∣∣
)
.
According to the inequalities (3.8) and (3.9), the integral of each average in the right-hand side of
the inequality above is bounded by a constant multiple of either ‖f1 − f i1‖L2(µ) or ‖f2 − f i2‖L2(µ).
These norms converge to 0 as i → ∞. Using those inequalities together with Fatou’s lemma, we
obtain
∫
sup
p∈Rk[ξ]
(
lim sup
N→∞
Re (WN (f1, f2, x, p))− lim inf
N→∞
Re (WN (f1, f2, x, p))
)
dµ (3.10)
≤ 2 lim inf
i→∞
(∫
sup
N≥1
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
(f1 − f i1)(T anx)f2(T bnx)e(p(n))
∣∣∣∣∣ dµ(x)
+
∫
sup
N≥1
sup
p∈Rk[ξ]
∣∣∣∣∣ 1N
N∑
n=1
f i1(T
anx)(f2 − f i2)(T bnx)e(p(n))
∣∣∣∣∣ dµ(x)
)
= 0.
Since inside the integral of (3.10) is nonnegative, (3.6) is established for µ-a.e. x ∈ X. Therefore,
there exists a set of full measure XR ⊂
⋂∞
i=1Xi such that for any x ∈ XR and any polynomial
p ∈ Rk[ξ], the real part of the sequence (WN (f1, f2, x, p))N converge for any k ∈ N.
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Similarly, we can show that (3.7) holds for µ-a.e. x ∈ ⋂∞i=1Xi, so there exists a set of full measure
XI ⊂
⋂∞
i=1Xi such that for any x ∈ XI and any polynomial p ∈ Rk[ξ], the imaginary part of the
sequence (WN (f1, f2, x, p))N converge for any k ∈ N. So if we set X∞ = XR ∩XI , we obtain the
desired set of full measure.
To prove (2) of Theorem 3.2.1, we first prove this for the case where (X,F , µ, T ) is an ergodic
nilsystem, and f1 and f2 are both continuous functions on X; under these assumptions, the averages
converge for all x ∈ X. The key ingredient of this proof is Leibman’s pointwise convergence theorem
of polynomial actions on a nilsystem (Theorem 1.3.3), which is used to prove the following lemma.
Lemma 3.2.6. Let (X,F , µ, T ) be a (k+1)-step ergodic nilsystem. Suppose f1 and f2 are continuous
functions on X, and a, b ∈ Z such that a 6= b. Then for any x ∈ X and p ∈ Rk[ξ], the averages
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n)) (3.11)
converge as N →∞.
Proof of Lemma 3.2.6. Let t be any real number. Suppose first that we fix a polynomial q ∈ R[ξ].
Suppose also that X is a (k+1)-step nilsystem. Since we know that T = R/Z is a one-step nilmanifold,
the system (T,B,m,Rt) is a nilsystem, where B is a Borel σ-algebra of T, m is the usual Borel
probability measure, and Rt is a rotation by t i.e. for any α ∈ (0, 1], we have Rt(e(α)) = e(α+ t).
Thus, (X2 × T,F2 ⊗ B, µ2 ⊗m) is a k + 1-step nilmanifold. Suppose F : X2 × T→ C for which
F (x1, x2, e(α)) = f1(x1)f2(x2)e(α).
Then F is continuous on X2 × T. Hence, for any α ∈ [0, 1), we see that
1
N
N∑
n=1
F (T anx1, T
bnx2, R
q(n)
t e(α)) =
e(α)
N
N∑
n=1
f1(T
anx1)f2(T
bnx2)e(q(n)t).
Note that the left-hand side of the equation above converges by Theorem 1.3.3 for all (x1, x2, e(α)) ∈
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X2×T2, so the averages in (3.11) converge for all (x1, x2, e(α)) ∈ X2×T for any t ∈ R. In particular,
it converges when x1 = x2 = x and α = 0, so we have shown that for any x ∈ X, the averages
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)e(tq(n)) (3.12)
converge as N →∞.
Now we fix t ∈ (0, 1). Then for any k-th degree polynomial p, there exists another k-th degree
polynomial q such that p = tq (e.g. if p(n) =
k∑
l=0
cln
l, then we can set q(n) =
k∑
l=0
c′ln
l, where
c′l = cl/t). Thus, we have
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n)) =
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)e(tq(n)),
and we know that the averages in the right hand side is (3.12), so the averages on the left hand side
converge for all x ∈ X as N →∞ . Hence, we have shown that the claim holds for the case where
f1 and f2 are both continuous functions on an ergodic nilsystem.
Using the preceding lemma as well as Lemma 3.2.5, we are ready to prove (2) of Theorem 3.2.1.
Proof of (2) of Theorem 3.2.1. By the structure theorem [59, Theorem 10.1], the k + 1-th Host-Kra-
Ziegler factor is the inverse limit of a sequence of k + 1-step ergodic nilsystems that are factor of
(X,F , µ, T ). This implies that if f1 ∈ Zk+1, then for any k + 1-step ergodic nilsystem (N,N , µ, T )
that is a factor of (X,F , µ, T ), we have ‖E(f1|N )‖L∞(µ) ≤ ‖f1‖L∞(µ) by Theorem 1.1.2. Hence, by
Lemma 3.2.5, it suffices to show that the statement of the theorem holds for the case where f1 and
f2 are bounded and measurable with respect to a k + 1-step ergodic nilsystem (N,N , µ, T ) that is a
factor of (X,F , µ, T ). But since we know that if g1 and g2 are continuous functions on N , then the
averages
1
N
N∑
n=1
g1(T
anx)g2(T
bnx)e(p(n))
2In Leibman’s paper, the polynomial sequences are defined for polynomials with integer coefficients. However, the
cited theorems are proven for the case where one has a polynomial with real coefficients, as it is mentioned in [68,
§3.13], provided that this action makes sense. Since the element of the group corresponding to the rotation in T
belongs to the identity component of the group, a real polynomial exponential makes sense.
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converge for all x ∈ N and p ∈ Rk[ξ] by Lemma 3.2.6. Furthermore, by density, there exist sequences
of continuous functions (g˜i1)i and (g˜i2)i on N such that g˜ij → fj in L2(µ) as i→∞ for each j = 1, 2.
We can construct another sequence of continuous functions (gi1)i such that
gi1(x) =
 min
(
g˜i1(x), ‖f1‖L∞(µ)
)
if g˜i1(x) ≥ 0,
max
(
g˜i1(x),−‖f1‖L∞(µ)
)
if g˜i1(x) < 0,
so that gi1 → f1 in L2(µ) as i→∞, and
∥∥gi1∥∥L∞(µ) < ‖f1‖L∞(µ) for each i ∈ N. Thus, we can apply
Lemma 3.2.5 again (for the sequences (gi1)i and (g˜i2)i) to show that the statement of the theorem
holds for the case where f1 and f2 are bounded and measurable functions on N .
Now we are ready to prove (3) of Theorem 3.2.1 using (1) and (2).
Proof of (3) of Theorem 3.2.1. Since any continuous function φ on T can be approximated by a
linear combination of complex trigonometric functions, it suffices to prove this claim by showing
that the averages
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)e(p(n)) (3.13)
converge off a single null-set independent of p. First we find a single set of full measure independent
of p ∈ Rk[ξ] for which the averages converge. For each j = 1, 2, we write fj = E(fj |Zk+1) + f⊥j ,
where f⊥j ∈ Z⊥k+1. By (1) of Theorem 3.2.1, we merely need to show that the averages
1
N
N∑
n=1
E(f1|Zk+1)(T anx)E(f2|Zk+1)(T bnx)e(p(n)) (3.14)
converge on a set of full measure independent of p ∈ Rk[ξ]. By (2) of Theorem 3.2.1, we know
that there exists a set of full measure Xf1,f2,k such that for any x ∈ Xf1,f2,k, the averages in (3.14)
converges for all p ∈ Rk[ξ]. Thus, if we set
Xf1,f2 =
∞⋂
k=1
Xf1,f2,k,
then Xf1,f2 is a set of full measure independent for which the averages in (3.13) converge for all
x ∈ Xf1,f2 and for all polynomials p with real coefficients.
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CHAPTER 4
Weighted multiple ergodic averages: Powers of a single transformation
In this chapter1, we will show that given a measure-preserving system (X,F , µ, T ), bounded
functions f1, f2 ∈ L∞(µ), and distinct nonzero integers a and b, the sequence averaged in the double
recurrence theorem, (f1(T anx)f2(T bnx)), is a good universal weight for certain multiple recurrent
averages in norm. The key ideas behind this chapter is that one can obtain the norm convergence of
these averages using the Wiener-Wintner theorem.
4.1 The statement of the main result
In this chapter, we will prove the following:
Theorem 4.1.1. Let (X,F , µ, T ) be a probability measure-preserving system, with functions f1, f2 ∈
L∞(µ). Then for µ-a.e. x ∈ X, the sequence un = f1(T anx)f2(T bnx) is a good universal weight for
a k-term Furstenberg averages in norm for any positive integer k. More precisely, there exists a set
of full measure Xf1,f2 ⊂ X such that for any x ∈ Xf1,f2 , a, b ∈ Z and any positive integer k ≥ 1, and
any other probability measure-preserving system (Y,G, ν, S) with g1, . . . , gk ∈ L∞(ν), the averages
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)
k∏
i=1
gi ◦ Sin
converge in L2(ν).
In particular, if f1 = 1A and f2 = 1B for some measurable sets A,B ∈ F with positive measures,
then we see that the averages of the sequence (
∏k
i=1 gi(S
iny))n along the subsequence of the return
times of T anx to the set A and T bnx to the set B converge in L2(ν)-norm. This theorem mixes
1The material presented in this chapter originally appeared in [19], an article in Ergodic Theory & Dynamical Systems.
The original citation is as follows: I. Assani and R. Moore. A good universal weight for nonconventional ergodic
averages in norm. Ergod. Th. and Dynam. Sys. Available on CJO 2015 doi:10.1017/ etds.2015.76. Also available on
arXiv:1503.08863. Also available on arXiv:1503.08863., 2015.
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the weights from the a.e. double recurrent convergence result and the norm convergence of the
multiple recurrent theorem. In terms of Definition 1.4.2, we show that for µ-a.e. x ∈ X, the sequence
(f1(T
anx)f2(T
bnx))n is a good universal weight for the process (Xn)n of the form in (1.20) in norm.
Note that this theorem generalizes the result obtained by B. Host and B. Kra, since if a = 1 and
f2 = 1X , then the averages in the theorem become the averages seen in (1.19). We remark that in
the work of Host and Kra, it was shown that the sequence f(Tnx) is a good universal weight for
this process by noting that the sequence f(Tnx) satisfies the generalized Wiener-Wintner averages
(see [60, Theorem 2.22, Theorem 2.24]). Later, it was shown by Assani [12], and independently by
Zorin-Kranich [88], that the sequence (f1(T anx)f2(T bnx)) satisfies the nilsequence Wiener-Wintner
result as well.
We observe that the case k = 1 of the main result follows immediately from Theorem 2.2.1 and
Theorem 1.4.4. In fact, we will show that this is the key step required to establish the base case of
our inductive argument in the proof.
In the proof, we will assume that the systems (X,F , µ, T ) and (Y,G, ν, S) are ergodic, since we
can apply the ergodic decomposition to show that the result holds for general measure-preserving
systems. To prove the main result for k ≥ 2, we will first decompose the functions f1 and f2 into the
appropriate Host-Kra-Ziegler factor of (X,F , µ, T ), and treat the cases when either f1 or f2 belongs
to the orthogonal complement of this factor, or the case when both of them belong to the factor. For
the first case, we will proceed by induction on the number of transformations g1, g2, . . . , gk; to do so,
we will show that the L2(ν)-norm limit of the averages can be controlled by the limit of the double
recurrence Wiener-Wintner averages. For the second case, we will decompose the functions g1, . . . , gk
into an appropriate characteristic factor, and treat the sub-cases when either one of g1, . . . , gk belongs
to the orthogonal complement of this factor, and when all of them belong to the factor separately.
For the first sub-case, we will control the norm limit of the averages with the Gowers-Host-Kra
seminorm that characterizes this factor, and uses this to show that the norm averages converge to 0.
For the second sub-case, we will use the structure of nilmanifolds and Leibman’s convergence result
(Theorem 1.3.3) to prove the claim. The following theorem summarizes the steps required to prove
Theorem 4.1.1.
Theorem 4.1.2. Let (X,F , µ, T ) be an ergodic system, and f1, f2 ∈ L∞(µ) such that ‖fi‖L∞(ν) ≤ 1
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for both i = 1, 2. Fix a positive integer k ≥ 1. Then the following statements are true.
(a) Suppose either f1, f2 ∈ Zk+1(T )⊥. Then there exists a set of full measure X˜k ⊂ X such that
for any x ∈ X˜, any other measure-preserving system (Y,G, ν, S), and functions g1, g2, . . . , gk ∈
L∞(ν) where ‖gj‖L∞(ν) ≤ 1 for each 1 ≤ j ≤ k, the averages
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)
k∏
j=1
gj ◦ Sjn (4.1)
converge to 0 in L2(ν).
(b) For any f1, f2 ∈ L∞(µ), there exists a set of full measure Xˆk such that for any x ∈ Xˆ and any
other ergodic system (Y,G, ν, S), and functions g1, . . . , gk ∈ L∞(ν) with one of them belonging
to Zk(S)⊥, the averages in (4.1) converge to 0 in L2(ν).
(c) Suppose both f1, f2 ∈ Zk+1(T ). Then there exists a set of full measure X ′k ∈ X such that for any
x ∈ X ′, and for any other ergodic system (Y,G, ν, S) and functions g1, . . . , gk ∈ L∞(ν)∩Zk(S),
the averages in (4.1) converge in L2(ν).
Proof that Theorem 4.1.2 implies Theorem 4.1.1. Fix a positive integer k ≥ 1. Let f ′i = fi −
E(fi|Zk+1) for i = 1, 2. We rewrite the averages in (4.1) as follows:
1
N
N∑
n=1
f1(T
anx)f2(T
bnx)
k∏
j=1
gj ◦ Sjn (4.2)
=
1
N
N∑
n=1
E(f1|Zk+1)(T anx)E(f2|Zk+1)(T bn)
k∏
j=1
gj ◦ Sjn
+
1
N
N−1∑
n=0
E(f1|Zk+1)(T anx)f ′2(T bnx)
k∏
j=1
gj ◦ Sjn
+
1
N
N∑
n=1
f ′1(T
anx)E(f2|Zk+1)(T bnx)
k∏
j=1
gj ◦ Sjn
+
1
N
N∑
n=1
f ′1(T
anx)f ′2(T
bnx)
k∏
j=1
gj ◦ Sjn.
We know that, by Theorem 4.1.2(a), there exists a universal set of full measure X˜k such that for
all x ∈ X˜k, the last three averages of the right hand side of (4.2) converge to 0 in L2(ν). And by
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Theorem 4.1.2(b-c), the first averages also converge in L2(ν) for all x ∈ Xˆk ∩X ′k. So if we set
Xf1,f2,k = X˜k ∩ Xˆk ∩X ′k,
then Xf1,f2,k is a set full measure that only depends on f1, f2, the transformation T , and the positive
integer k, since it is a finite intersection of the sets of full measure, each only depending on the
functions f1, f2, and the transformation T . Thus, for any x ∈ Xf1,f2,k, a, b ∈ Z, and any other
ergodic system (Y,G, ν, S) with functions g1, . . . , gk ∈ L∞(ν), the averages in (4.1) converge in L2(ν).
This implies that the set
Xf1,f2 =
∞⋂
k=1
Xf1,f2,k
is a set of full measure that only depends on the functions f1, f2, and the transformation T , and
this is indeed the desired universal set for Theorem 4.1.1.
4.2 The case where either f1 or f2 belongs to Zk+1(T )⊥ (Proof of (a) of Theorem
4.1.2)
For pedagogical purposes, we will first prove the statement for the case k = 2. We first identify
the set of full measure for which the averages in (4.1) converges to 0; the fact that this is indeed a
set of full measure can be shown by using Fatou’s lemma and (2.8).
The key observation of the proof is the fact that S is a measure-preserving transformation allows
us to bound the L2(ν)-norm of the averages by the double recurrence Wiener-Wintner averages; to
do so, we apply van der Corput’s lemma, Hölder’s inequality, and the spectral theorem. This allows
us to show that the averages in (4.1) indeed converge to 0 when k = 2 for this set of full measure.
Then we will proceed for the case k = 3 to demonstrate that the claim can be proven inductively
for the case k > 2. Again we start by identifying the set of full measure. To show that the averages
converge to 0 on this set, we rely on the result obtained for the case k = 2.
Before we prove this part of the theorem, we will prove this for the case where k = 2, 3 to
demonstrate the inductive step for simple cases. For the case k = 2, we would like to show that
lim sup
N→∞
∥∥∥∥∥ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)g1 ◦ Sng2 ◦ S2n
∥∥∥∥∥
2
L2(ν)
= 0. (4.3)
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Consider a set
X˜2 =
{
x ∈ X : lim inf
H→∞
(
1
H
H∑
h=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)e2piint
∣∣∣∣∣
2
1/2 = 0
 . (4.4)
First we show that X˜2 is a set of full measure. To do so, we apply Fatou’s lemma and the inequality
(2.8) to obtain
∫
lim inf
H→∞
 1
H
H∑
h=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)e2piint
∣∣∣∣∣
2
1/2 dµ
≤ lim inf
H→∞
 1
H
H∑
h=1
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)e2piint
∣∣∣∣∣
2
dµ
1/2
.a,b min
i=1,2
lim inf
H→∞
(
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣fi · fi ◦ T h∣∣∣∣∣∣∣∣∣1/2
3
)1/2
≤ min
i=1,2
(
lim inf
H→∞
1
H
H∑
h=1
∣∣∣∣∣∣∣∣∣fi · fi ◦ T h∣∣∣∣∣∣∣∣∣8
3
)1/32
= min
i=1,2
|||fi|||1/24 .
Since either f1 or f2 belongs to Z3(T )⊥, either |||f1|||4 or |||f2|||4 equals zero. This shows that
µ(X˜2) = 1.
Now we claim (4.3) holds for all x ∈ X˜2. In fact, we show that for any 1 ≤ H < N , we have
∥∥∥∥∥ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)g1 ◦ Sng2 ◦ S2n
∥∥∥∥∥
2
L2(ν)
.a,b
1
H
+
 1
H
H∑
h=1
sup
t∈R
∣∣∣∣∣ 1N
N−h∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)e2piint
∣∣∣∣∣
2
1/2 . (4.5)
To do so, we proceed with van der Corput’s lemma; using the fact that S is a measure preserving
transformation, we obtain
∥∥∥∥∥ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)g1 ◦ Sng2 ◦ S2n
∥∥∥∥∥
2
L2(ν)
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≤ 2
H
+
4
H
H∑
h=1
∣∣∣∣∣
∫
1
N
N−h∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)
×(g1 · g1 ◦ Sh) ◦ Sn(g2 · g2 ◦ S2h) ◦ S2ndν
∣∣∣
=
2
H
+
4
H
H∑
h=1
∣∣∣∣∣
∫
1
N
N−h∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)(g1 · g1 ◦ Sh)(g2 · g2 ◦ S2h) ◦ Sndν
∣∣∣∣∣
≤ 2
H
+
4
H
H∑
h=1
∥∥∥∥∥ 1N
N∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)(g2 · g2 ◦ S2h) ◦ Sn
∥∥∥∥∥
L2(ν)
(by Hölder’s inequality)
≤ 2
H
+
16
H
H∑
h=1
∥∥∥∥∥ 1N
N∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)(g2 · g2 ◦ S2h) ◦ Sn
∥∥∥∥∥
2
L2(ν)
1/2 ,
where the last inequality follows from the Cauchy-Schwarz inequality. We apply the spectral theorem
to the square of the L2(ν)-norm in the last line to obtain
∥∥∥∥∥ 1N
N∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)(g2 · g2 ◦ S2h)
∥∥∥∥∥
2
L2(ν)
=
∫ ∣∣∣∣∣ 1N
N∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)e2piint
∣∣∣∣∣
2
dσg2·g2◦S2h(t)
≤ sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)e2piint
∣∣∣∣∣
2
,
which tells us that (4.5) holds. Thus, if x ∈ X˜2, and we let N →∞ (and consequently H →∞) in
(4.5), we obtain
lim sup
N→∞
∥∥∥∥∥ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)g1 ◦ Sng2 ◦ S2n
∥∥∥∥∥
2
L2(ν)
.a,b
lim inf
H→∞
1
H
H∑
h=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh(T bnx)e2piint
∣∣∣∣∣
2
1/2 = 0.
This proves the case for k = 2. Now we show that the holds for the case k = 3 using the fact that the
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convergence to 0 holds for k = 2. We let F1,h1 = f1 · f1 ◦T ah1 and F2,h1 = f2 · f2 ◦T bh1 . Then we set
X˜3 =
x ∈ X : lim infH1→∞
 1
H1
H1∑
h1=1
lim inf
H2→∞
1
H2
H2∑
h2=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
F1,h1 · F1,h1 ◦ T ah2(T anx)F2,h1 · F2,h1 ◦ T bh2(T bnx)e2piint
∣∣∣∣∣
2
1/4 = 0
 .
We first show that X˜3 is a set of full measure. To see that, we apply Fatou’s lemma twice to interchange
the integral and the lim inf’s, Hölder’s inequality, the inequality (2.8), and the Cauchy-Schwarz
inequality multiple times to obtain
∫
lim inf
H1→∞
 1
H1
H1∑
h1=1
lim inf
H2→∞
1
H2
H2∑
h2=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
F1,h1 · F1,h1 ◦ T ah2(T anx)F2,h1 · F2,h1 ◦ T bh2(T bnx)e2piint
∣∣∣∣∣
2
dµ(x)
1/4
≤ lim inf
H1→∞
 1
H1
H1∑
h1=1
lim inf
H2→∞
1
H2
H2∑
h2=1∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
F1,h1 · F1,h1 ◦ T ah2(T anx)F2,h1 · F2,h1 ◦ T bh2(T bnx)e2piint
∣∣∣∣∣
2
dµ(x)
1/4
.a1,a2 lim inf
H1→∞
 1
H1
H1∑
h1=1
lim inf
H2→∞
1
H2
H2∑
h2=1
min
i=1,2
∣∣∣∣∣∣∣∣∣Fi,h1 · Fi,h1 ◦ T aih2∣∣∣∣∣∣∣∣∣1/2
3
1/4 (where a1 = a, a2 = b)
≤ lim inf
H1→∞
 1
H1
H1∑
h1=1
lim inf
H2→∞
1
H2
H2∑
h2=1
min
i=1,2
∣∣∣∣∣∣∣∣∣Fi,h1 · Fi,h1 ◦ T aih2∣∣∣∣∣∣∣∣∣8
3
1/16

1/4
.a1,a2 lim inf
H1→∞
 1
H1
H1∑
h1=1
min
i=1,2
∣∣∣∣∣∣∣∣∣fi · fi ◦ T aih1∣∣∣∣∣∣∣∣∣
4
1/4
≤ lim inf
H1→∞
 1
H1
H1∑
h1=1
min
i=1,2
∣∣∣∣∣∣∣∣∣fi · fi ◦ T aih1∣∣∣∣∣∣∣∣∣16
4
1/64 .a1,a2 min
i=1,2
|||fi|||1/25 ,
and since either f1 or f2 belongs to Z4(T )⊥, either |||f1|||5 or |||f2|||5 equals zero. Hence, we know
that X˜3 is a set of full measure.
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Now we will show that the averages converge to 0 when x ∈ X˜3. To do so, we wish to show that
∥∥∥∥∥∥ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)
3∏
j=1
gj ◦ Sjn
∥∥∥∥∥∥
2
L2(ν)
.a,b
1
H1
+
 1
H1
H1−1∑
h1=0
(
2
H2
+
 16
H2
H2−1∑
h2=0
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
F1,h1 · F1,h1 ◦ T ah2(T anx)F2,h1 · F2,h1 ◦ T bh2(T bnx)e2piint
∣∣∣∣∣
2
1/4
Indeed, we apply van der Corput’s lemma and the Cauchy-Schwarz inequality to show that
∥∥∥∥∥∥ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)
3∏
j=1
gj ◦ Sjn
∥∥∥∥∥∥
2
L2(ν)
≤ 2
H1
+
4
H1
H∑
h=1
∣∣∣∣∣∣
∫
1
N
N−h1∑
n=1
f1 · f1 ◦ T ah1(T anx)f2 · f2 ◦ T bh1(T bnx)
3∏
j=1
(gj · gj ◦ Sjh1) ◦ Sjndν
∣∣∣∣∣∣
=
2
H1
+
4
H1
H1∑
h1=1
∣∣∣∣∣∣
∫
1
N
N−h1∑
n=1
f1 · f1 ◦ T ah(T anx)f2 · f2 ◦ T bh1(T bnx)
3∏
j=1
(gj · gj ◦ Sjh1) ◦ S(j−1)ndν
∣∣∣∣∣∣
≤ 2
H1
+
 16
H1
H1∑
h1=1∥∥∥∥∥∥ 1N
N−h1∑
n=1
f1 · f1 ◦ T ah1(T anx)f2 · f2 ◦ T bh1(T bnx)
3∏
j=2
(gj · gj ◦ Sjh1) ◦ S(j−1)n
∥∥∥∥∥∥
2
L2(ν)

1/2
We can now apply the inequality (4.5) and the Cauchy-Schwarz inequality to obtain
∥∥∥∥∥∥ 1N
N∑
n=1
f1(T
anx)f2(T
bnx)
3∏
j=1
gj ◦ Sjn
∥∥∥∥∥∥
2
L2(ν)
.a,b
1
H1
+
 1
H1
H1∑
h1=1
(
1
H2
+
 1
H2
H2∑
h2=1
sup
t∈R
∣∣∣∣∣ 1N
N−h1−h2∑
n=1
F1,h1 · F1,h1 ◦ T ah2(T anx)F2,h1 · F2,h1 ◦ T bh2(T bnx)e2piint
∣∣∣∣∣
2
1/4
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Therefore, we have shown that the averages converge to 0 in L2(ν) when x ∈ X˜3.
One of the key observations in showing that the case k = 2 implies the case k = 3 was the use
of the inequality (4.5). We will show that this can be done for k ≥ 4. For the following lemma,
we will use the following notations for our convenience: We shall denote a1 = a and a2 = b. Let
~h(l) = (h1, h2, . . . , hl) ∈ Nl. With this notation, we define the following functions recursively:
F
1,~h(1)
= f1 · f1 ◦ T a1h1 , F2,~h(1) = f2 · f2 ◦ T a2h1 ,
F
1,~h(2)
= F
1,~h(1)
· F
1,~h(1)
◦ T a1h2 , F
2,~h(2)
= F
2,~h(1)
· F
2,~h(1)
◦ T a2h2 ,
· · · , · · · ,
F
1,~h(k−1) = F1,~h(k−2) · F1,~h(k−2) ◦ T a1hk−1 , F2,~h(k−1) = F2,~h(k−2) · F2,~h(k−2) ◦ T a2hk−1 .
Lemma 4.2.1. Let everything as in (a) of Theorem 4.1.2. Then for each positive integer k ≥ 2, we
have
lim sup
N→∞
∥∥∥∥∥ 1N
N∑
n=1
f1(T
a1nx)f2(T
a2nx)
k∏
i=1
gi ◦ Sin
∥∥∥∥∥
2
L2(ν)
(4.6)
.a1,a2 lim inf
H1→∞
 1
H1
H1∑
h1=1
lim inf
H2→∞
1
H2
H2∑
h2=1
· · ·
lim inf
Hk−1→∞
1
Hk−1
Hk−1∑
hk−1=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
F
1,~h(1)
(T a1nx)F
2,~h(1)
(T a2nx)e2piint
∣∣∣∣∣
2
2−(k−1)
Proof. We will show this by using induction. The base case k = 2 has been treated by the estimate
(4.5) after we let N →∞ and H →∞. Now suppose the estimate holds when we have k − 1 terms.
By applying the van der Corput’s lemma and the Cauchy-Schwarz inequality, the left hand side of
the estimate (4.6) is bounded above by the universal constant depending on a1 and a2 times
lim inf
H1→∞
 1
H1
H1∑
h1=1
lim sup
N→∞
∥∥∥∥∥ 1N
N∑
n=1
F
1,~h(k−1)(T
a1nx)F
2,~h(k−1)(T
a2nx)
k∏
i=2
(gi · gi ◦ Sih1) ◦ S(i−1)n
∥∥∥∥∥
2
L2(ν)
1/2 ,
and we can apply the inductive hypothesis on this lim sup of the square of the L2-norm and the
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Cauchy-Schwarz inequality to obtain the desired estimate.
Proof of Theorem 4.1.2(a). The set X˜1 can be obtained from the double recurrence Wiener-Wintner
result [16] by applying the spectral theorem. For k ≥ 2, we consider a set
X˜k =
x ∈ X : lim infH1→∞
 1
H1
H1∑
h1=1
lim inf
H2→∞
1
H2
H2∑
h2=1
· · ·
lim inf
Hk→∞
1
Hk−1
Hk∑
hk=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
F
1,~h(k−1)(T
a1nx)F
2,~h(k−1)(T
a2nx)e2piint
∣∣∣∣∣
2
2−(k−1) = 0
 .
We will show that this set is the desired set of full measure. To show that µ(X˜k) = 1, we will show
that the integral
∫
lim inf
H1→∞
 1
H1
H1∑
h1=1
lim inf
H2→∞
1
H2
H2∑
h2=1
· · · (4.7)
lim inf
Hk−1→∞
1
Hk−1
Hk−1∑
hk−1=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
F
1,~h(k−1)(T
a1nx)F
2,~h(k−1)(T
a2nx)e2piint
∣∣∣∣∣
2
2−(k−1) dµ = 0,
which would show that the averages inside the integral equals zero for µ-a.e. x ∈ X since the averages
are nonnegative. To do so, we apply Fatou’s lemma and Hölder’s inequality to show that the integral
above is bounded above by
lim inf
H1→∞
 1
H1
H1∑
h1=1
lim inf
H2→∞
1
H2
H2∑
h2=1
· · ·
lim inf
Hk−1→∞
1
Hk−1
Hk−1∑
hk−1=1
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N∑
n=1
F
1,~h(k−1)(T
a1nx)F
2,~h(k−1)(T
a2nx)e2piint
∣∣∣∣∣
2
dµ
2−(k−1) .
Note that the integral above is bounded above by min
i=1,2
∣∣∣∣∣∣∣∣∣Fi,~h(k−1)∣∣∣∣∣∣∣∣∣1/23 by the estimate (2.8). By
applying lim infHj →∞ for each i = 1, 2, . . . , k − 1, we conclude that the integral on the left hand
side of (4.7) is bounded above by the minimum of |||f1|||1/2k+2 or |||f2|||1/2k+2. Since either f1 or f2 belongs
to Zk+1(T )⊥, we know that either |||f1|||k+2 = 0 or |||f2|||k+2 = 0. Thus, (4.7) holds, which implies
that X˜k is indeed a set of full measure.
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Now we need to show that if x ∈ X˜k, then the averages in (4.1) converge to 0 in L2(ν). But this
follows immediately from Lemma 4.2.1, since if x ∈ X˜k, the right hand side of (4.6) is 0.
4.3 When both f1 and f2 are in Zk+1(T ) (Proof of (b) and (c) of Theorem 4.1.2)
4.3.1 When one of the functions g1, g2, . . . gk belongs to Zk(S)⊥
We first consider the case where either one of the functions g1, . . . , gk belongs to Zk(S)⊥. In
fact, we will show that the averages can be controlled by a seminorm on L∞(ν) with respect to the
transformation S. We remark here that B. Host and B. Kra have obtained an estimate sharper than
the one we provide, using the tools of nilsequences (cf. [60, Corollary 7.3]). However, the less sharp
estimate that we provide here is sufficient to prove our claim. We will also achieve this estimate
without the machinery of nilsequences.
We prove this for the case (Y,G, ν, S) is an ergodic system, and the general case holds by applying
an ergodic decomposition on (Y, S).
Proposition 4.3.1 (See also: [60, Corollary 7.3]). Let (Y,G, ν, S) is an ergodic system, (an)n ∈ `∞
such that |an| ≤ 1 for each n, and functions g1, . . . , gk ∈ L∞(ν) such that ‖gi‖L∞(ν) ≤ 1 for each
i = 1, 2, . . . , k. Then there exists a nonnegative constant Ck (that depends only on k) for which
lim sup
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
an
k∏
i=1
gi ◦ Sin
∥∥∥∥∥
2
L2(ν)
≤ Ck min
1≤i≤k
i · |||gi|||2k+1. (4.8)
Proof. We proceed by induction on k. For the case k = 1, we apply van der Corput’s lemma and
the Cauchy-Schwarz inequality to obtain
lim sup
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
ang1 ◦ Sn
∥∥∥∥∥
2
L2(ν)
≤ lim inf
H→∞
(
2
H
+
4
H
H−1∑
h=0
lim sup
N→∞
∣∣∣∣∣
(
1
N
N−h∑
n=0
anan+h
)∫
g1 · g1 ◦ Shdν
∣∣∣∣∣
)
≤ lim inf
H→∞
 2
H
+ 4
(
1
H
H−1∑
h=0
∣∣∣∣∫ g1 · g1 ◦ Shdν∣∣∣∣2
)1/2 = 4|||g1|||22,
which proves the base case after setting C1 = 4.
Now suppose the statement holds for k = l − 1; i.e. we assume that for any (bn)n ∈ `∞ and
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G1, . . . , Gl−1 ∈ L∞(ν), we have
lim sup
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
bn
l−1∏
i=1
Gi ◦ Sin
∥∥∥∥∥
2
L2(ν)
≤ Cl−1 min
1≤i≤l
i · |||Gi|||2l (4.9)
To prove this for the case k = l, we again apply van der Corput’s lemma and the Cauchy-Schwarz
inequality to obtain
lim sup
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
an
l∏
i=1
gi ◦ Sin
∥∥∥∥∥
2
L2(ν)
≤ lim inf
H→∞
4
H
H−1∑
h=0
lim sup
N→∞
∣∣∣∣∣
∫
1
N
N−1∑
n=0
anan+h
l∏
i=1
(
gi · gi ◦ Sih
)
◦ S(i−1)ndν
∣∣∣∣∣
≤ lim inf
H→∞
4
 1
H
H−1∑
h=0
lim sup
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
anan+h
l∏
i=2
(
gi · gi ◦ Sih
)
◦ S(i−1)n
∥∥∥∥∥
2
L2(ν)
1/2 .
By setting bn = anan+h and Gi = gi−1 · gi−1 ◦ S(i−1)h for each h, we can apply the inequality (4.9)
to show that
lim sup
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
an
l∏
i=1
gi ◦ Sin
∥∥∥∥∥
2
L2(ν)
≤ 4C1/2l−1 min2≤i≤l lim infH→∞
(
1
H
H−1∑
h=0
∣∣∣∣∣∣∣∣∣gi · gi ◦ Sih∣∣∣∣∣∣∣∣∣2
l
)1/2
≤ 4C1/2l−1 min2≤i≤l i · lim infH→∞
(
1
H
H∑
h=0
∣∣∣∣∣∣∣∣∣gi · gi ◦ Sih∣∣∣∣∣∣∣∣∣2l
l
)2−l
= 4C
1/2
l−1 min2≤i≤l
i · |||gi|||2l+1 .
To keep |||g1|||2l+1, we compute
lim sup
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
an
l∏
i=1
gi ◦ Sin
∥∥∥∥∥
2
L2(ν)
≤ lim inf
H→∞
4
H
H−1∑
h=0
lim sup
N→∞
∣∣∣∣∣∣
∫
1
N
N−1∑
n=0
anan+h
∏
1≤i≤l,i6=j
(
gi · gi ◦ Sih
)
◦ S(i−j)ndν
∣∣∣∣∣∣
≤ 4C1/2l−1 min1≤i≤l,i 6=j i · |||gi|||
2
l+1
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for a fixed j. When these estimates are combined, we have
lim sup
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
an
l∏
i=1
gi ◦ Sin
∥∥∥∥∥
2
L2(ν)
≤ 4C1/2l−1 min1≤i≤l i · |||gi|||
2
l+1 , (4.10)
which completes the proof after we set Cl = 4C
1/2
l−1.
With the estimate (4.8), Theorem 4.1.2(b) can be proven immediately.
Proof of (b) of Theorem 4.1.2. Set an = f1(T anx)f2(T bnx) in Proposition 4.3.1. Since f1, f2 ∈ L∞,
there exists a set of full measure Xˆk for which the sequence an ∈ `∞. Because one of the functions
g1, . . . , gk belongs to Zk(S)⊥, we must have |||gi|||k = 0 for one of them. Hence, we know from (4.8)
that the averages must converge to 0 in L2(ν).
4.3.2 When all of the functions g1, . . . , gk belong to Zk(S)
Here we use Leibman’s pointwise convergence result on nilmanifold (i.e. Theorem 1.3.3) to show
that the averages converges if all the functions belong to the appropriate Host-Kra-Ziegler factors.
Proof of (c) of Theorem 4.1.2. With appropriate factors maps, we assume (X,F , µ, T ) and (Y,G, ν, S)
to be nilsystems, i.e. X = G1/Γ1, and Y = G2/Γ2, where G1 is a (k + 1)-step nilpotent Lie group,
G2 is a k-step nilpotent Lie group , and Γ1 and Γ2 are discrete co-compact subgroups of G1 and G2,
respectively. In this proof, we will assume that f1, f2 ∈ C(X), and g1, . . . , gk ∈ C(Y ). By taking the
product of X2 and Y k, we would have another nilmanifold:
X2 × Y k = (G1/Γ1)2 × (G2/Γ2)k ∼= (G21 ×Gk2)/(Γ21 × Γk2).
Let τ ∈ G1 such that the action of τ on an element of X is determined to be τ ·x = Tx. Similarly,
we define σ ∈ G2 so that σ · y = Sy. We define a polynomial sequence p on X2 × Y k as follows:
p(n) = (τan, τ bn, σn, σ2n, . . . , σkn).
Clearly, p(n) ∈ G21 ×Gk2 for all n ∈ Z, and it acts on X2 × Y k in a way that
p(n) · (x1, x2, y1, . . . , yk) = (T anx1, T bnx2, Sny1, . . . , Sknyk).
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Define a continuous function F ∈ C(X2 × Y k) such that
F (x1, x2, y1, . . . , yk) = f1(x1)f2(x2)
k∏
j=1
gj(yj).
Theorem 1.3.3 tells us that the averages
1
N
N∑
n=1
F (p(n) · (x1, x2, y1, . . . , yk)) = 1
N
N∑
n=1
f1(T
anx1)f2(T
bnx2)
k∏
j=1
gj(S
jnyj)
converge for all (x1, x2, y1, . . . , yk) ∈ X2 × Y k. So in particular, if the averages were taken a point
(x, x, y, . . . , y) ∈ X2 × Y k for any x ∈ X and y ∈ Y , the desired convergence result holds.
By a standard approximation argument, we can extend this result for the case f1, f2 ∈ L∞(µ) ∩
Zk+1(T ) and g1, . . . , gk ∈ L∞(ν)∩Zk(S). In this process, we neglect a null-set for which the averages
may not converge, which allows us to obtain a set of full measure X ′k ⊂ X that satisfies (c) of
Theorem 4.1.2.
Remark: I. Assani and the author have extended Theorem 4.1.1 to the case where we have
multiple commuting transformations [20]. In particular, we have shown the following:
Theorem 4.3.2 ([20, Theorem 1.3]). Let (X,F , µ, T ) be a measure-preserving system, and suppose
f1, f2 ∈ L∞(µ). Then there exists a set of full measure Xf1,f2 such that for any x ∈ Xf1,f2 , for any
a, b ∈ Z and any positive integer k ≥ 1, for any other measure-preserving system with k commuting
transformations (Y,G, ν, S1, S2, . . . Sk) for any k ∈ N, and for any g1, g2, . . . gk ∈ L∞(ν), the averages
1
N
N−1∑
n=0
f1(T
anx)f2(T
bnx)
k∏
i=1
gi ◦ Sni converge in L2(ν).
This is the first weighted ergodic averages result that involve multiple commuting transformations,
while extending both of the results of Bourgain [31] and Tao [79]. To prove this result, we used the
angle of the Wiener-Wintner theorem, as well as the magic systems that were introduced by Host
[58].
Later, Frantzikinakis and Host posted another result in this direction on arXiv [47].
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