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By integrating heterogeneous functional genomic datasets, we have developed a new framework for detecting combinatorial control of
gene expression, which includes estimating transcription factor activities using a singular value decomposition method and reducing
high-dimensional input gene space by considering genomic properties of gene clusters. The prediction of cooperative gene regulation
is accomplished by either Gaussian Graphical Models or Pairwise Mixed Graphical Models. The proposed framework was tested on
yeast cell cycle datasets: (1) 54 known yeast cell cycle genes with 9 cell cycle regulators and (2) 676 putative yeast cell cycle genes with
9 cell cycle regulators. The new framework gave promising results on inferring TF–TF and TF-gene interactions. It also revealed several
interesting mechanisms such as negatively correlated protein–protein interactions and low aﬃnity protein–DNA interactions that may be
important during the yeast cell cycle. The new framework may easily be extended to study other higher eukaryotes.
 2007 Elsevier Inc. All rights reserved.
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1.1. Biological background of gene regulation
A cell can control the proteins it makes by controlling
when and how often its genes are transcribed (transcrip-
tional control). For most genes, transcription is controlled
by a regulatory region of DNA relatively near the start site
of transcription [1]. The regulatory region contains short
sequence to which gene regulatory proteins (transcription
factors—TFs) bind. Thousands of TFs and their consensus
DNA recognition sequences have been identiﬁed. The con-
sensus sequence (TF binding motif) can be used to identify
candidate genes whose transcription might be regulated by
the TF of interest. However, more direct approaches, such
as the chromatin immunoprecipitation technique [2–5] (i.e.
ChIP-chip) can identify TF binding sites in living cells.1532-0464/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2007.02.003
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E-mail addresses: jw2256@columbia.edu, junbai.wang@rr-research.noWith the development of other hyphenate high-throughput
techniques such as microarray technology for measuring
genome-wide expression proﬁles [1], we are able to study
how TFs control genes in response to a variety of signals.
In eukaryotic genes, an individual TF can often participate
in more than one type of regulatory complex. Such forma-
tion of gene regulatory complexes suggests a mechanism
for the combinational control of gene expression [6]. In this
way, a single gene can respond to an enormous number of
combinatorial inputs. Therefore, identifying combinatorial
control in eukaryotes is a complex task.
1.2. Computational approach to the study of gene regulation
Several methods have been developed to identify combi-
natorial control of gene expression. For instance, Pilpel
et al. [7] looked for cooperatively binding TFs by combin-
ing pairs of computationally derived TF binding motifs
with gene expression data. In a more recent paper, Yu
et al. [8] applied the same motif-based method for identiﬁ-
cation of interactions between TFs. However, these strate-
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closely related gene regulatory proteins that recognize very
similar DNA sequences, and these approaches cannot dis-
tinguish between them. To overcome this limitation, Baner-
jee et al. [9] and Kato et al. [10] designed algorithms that
integrate ChIP-chip data, genome-wide expression, and
combinatorial TF-motif analysis to ﬁnd pairwise TF inter-
actions. Though these integrated approaches increase sta-
tistical power for detecting TF interactions, there are two
restrictions in their methods, which may bias the outcome
in higher eukaryotes: ﬁrst, the identiﬁcation of target genes
(promoters) or non-target genes of a given TF is only based
on ChIP-chip measurement with a manually deﬁned p-
value criteria. Such an approach may suﬀer from the loss
of low aﬃnity protein–DNA interactions which may be
functionally important [11]. Second, the proposed methods
are limited to identifying three-way interactions, which
excludes high-order phenomena. A number of other recent
methods such as Garten et al. [12], Change et al. [13] and
Tsai et al. [14] also suﬀer similar limitations. Although
Bar-Joseph et al. [15] described an algorithm that is able
to detect high-order TF interactions, their method treats
each gene module (gene battery) independently; that is, it
does not consider gene-gene interactions when learning
the TF–TF interactions. There is another school of
research that tries to design mathematical models for infer-
ring transcription factor activities (TFAs), for instance, Li
et al. [16], Boulesteix et al. [17], Yang et al. [18] and Kao
et al. [19]. Though genome-wide measurement of TFAs
remains diﬃcult [20], TFA proﬁles can be utilized to
deduce functional interactions between TFs and to identify
putative target genes of transcription factors that are
responsible for expression of a gene battery within certain
experimental conditions [18]. Therefore, the inferred TFAs
are very useful for detecting combinatorial regulation of
TFs.
1.3. A new framework to the study of gene regulation
In this work, we try to complement the limitations in the
early methods and develop a new framework (Fig. 1) for
identifying combinatorial regulation of transcription fac-
tors. This framework automatically reconstructs a gene
regulatory network that includes all possible TF–TF, TF-
gene and gene–gene interactions. Our new framework is
motivated by initial studies in mathematical modeling of
TFA proﬁles [16–19] and the reverse engineering of gene
regulatory networks from microarray expression data
[21,22]. We ﬁrst assume that genome-wide expression activ-
ities are the product of TFA proﬁles and TF-DNA aﬃni-
ties (ChIP-chip data) [23]. At the same time, we presume
that a cluster of co-expressed genes (gene battery) is con-
trolled by a single TF [1,24]. For that reason, we can use
the singular value decomposition method [25] to compute
the TFA proﬁles. Additionally, we utilize dimensional
reduction techniques such as the neural gas algorithm
and the stress function [26] to project the high dimensionalinput gene space onto a low dimensional gene battery
space. Subsequently, probabilistic graphical models [27],
for example, Gaussian Graphical Models (GGM) or Pair-
wise Mixed Graphical Models (PMGMS), are applied on
the integrated dataset (i.e. TFA proﬁles and gene battery
expression proﬁles). Thus, by considering both TF activi-
ties and gene expression activities in the same uniform
framework, all possible TF interactions and TF-Gene
interactions can be revealed. In addition, the new frame-
work avoids manual selection of a threshold p-value for
identifying protein–DNA binding in the ChIP-chip experi-
ments. Thus, weak TF–DNA interactions may be retained.
We suggest several useful features arising from framework:
for instance, a new clustering optimization method, visual-
ization of transcription factor activities, and functional
enrichment test of MIPS categories [28] for gene batteries.
The new features not only simplify the interrogation of
complex transcriptional regulations by studying heteroge-
neous datasets, but also enable us to investigate the
detailed mechanism of combinatory regulation of TFs.
To demonstrate that our suggested new framework can
be used to identify combinatory regulation of TFs, we
tested it in the yeast cell cycle system with gene expression
data from Spellman [29] and ChIP-chip occupancy data
from Simon [3]. We ﬁrst applied our framework on 54 yeast
genes and 9 transcription factors that are all known to be
regulated in the yeast cell cycle. Then, the same approach
was used to identify TF–TF and TF-genes interactions in
the yeast cell cycle by investigating 676 putative yeast cell
cycle genes and 9 TFs. Our results were validated by either
genomic sequence data (consensus sequence of protein
binding motifs) or literature evidence of cooperativity
among transcription factors. At the end of this work, we
discuss future improvement of this method.2. Material and methods
2.1. Sources of experimental data
Microarray experiments of the putative yeast cell cycle
regulated genes were obtained from the publication by
Spellman et al. [29] (676 out of 800, for which DNA
sequences of upstream non-coding region are available).
There are less than 20% of missing values in the whole
dataset. Missing values were imputed by LSimpute [30].
ChIP-chip experiments of nine yeast cell cycle transcrip-
tional regulators were taken from the publication of Simon
et al. [3]. DNA-binding motifs of nine yeast cell cycle tran-
scriptional regulators were selected from the publications
of Yu et al. [8] and Banerjee et al. [9]. Regulatory Sequence
Analysis tools [31] were used to extract upstream DNA
sequence and to search for occurrences of protein binding
sites (strings) within the upstream region. De novo motif
discovery software MotifSampler [32] was used to identify
putative binding motif of direct target genes that are regu-
lated by corresponding transcriptional regulators. A full
Fig. 1. Diagram of our proposed new framework for identifying combinatorial control of transcription factors: an integration of gene expression proﬁles,
ChIP-chip data, DNA sequence information and transcription factor activities.
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lators are shown in Table 1.
2.2. Dimensional reduction and gene battery assignment
We used a neural gas algorithm [34] to reduce a high-
dimensional input gene space n, (n 2{g1, . . . ,gn}) into a
low-dimensional ‘‘gene battery’’ space w, (w 2 {c1, . . . ,cC}),
where reference vector w represents center of each ‘‘gene
battery’’. The ‘‘gene battery’’ describes a set of functionally
linked genes expressed together for a speciﬁc reason that
their cis-regulatory systems respond to common trans-reg-
ulatory inputs [24,33]. To estimate the boundary of ‘‘gene
battery’’ space w, we applied a modiﬁed version of forward
search algorithm with stress function [26] to ﬁnd the best
neuron size. To assign each gene into the best class (gene
battery), we utilized fuzzy nearest prototype algorithm
(FNP) [35] to solve this problem. A detailed description
of each method can be found in the web supplement [36].
2.3. Estimating transcription factor activity proﬁles: singular
value decomposition
Gene expression is controlled by many steps in a cell (for
example, transcriptional control, RNA processing control,
RNA transport and localization control and protein activ-
ity control etc). Here we only focus on genes that are reg-
ulated by gene regulatory proteins and the speciﬁc DNA
sequences (cis-regulatory elements) that these proteinsrecognize. We assume that the expression of gene batteries
with their cis-regulatory systems respond to common trans-
regulatory inputs is a linear system [23], which can be writ-
ten compactly in terms of matrices as follows: the gene
expression proﬁle E (n rows (genes) and c columns (exper-
imental conditions)) is obtained from the transcription fac-
tors (TFs) activation A (t rows (TFs) and c columns
(experimental conditions)) by a linear operation,
E ¼ MA ð2Þ
where M (n rows (genes) and t columns (TFs)) is either the
over-representation of cis-regulatory motif or the ChIP-
chip measurement of TFs occupancy. The TFs activation
matrix A is obtained by operation:
A ¼ M1  E ð3Þ
where the inverse of matrix M is computed by the singular
value decomposition (SVD) method [25]:
½u; s; v ¼ SVDðMÞ;M ¼ u  s  vT ð4Þ
then
A ¼ v  ðsT  sÞ1  sT  uT  E ð5Þ
In Eqs. (4) and (5), the superscript T means that matrices
are transposed.
Generally, transcription factor activation proﬁles A
describe the activity of TFs in a series of experimental
conditions. Those conditions are often used by microarray
experiments to measure the gene activities E. If we carefully
Table 1
Functional category of 54 yeast cell cycle genes and their known transcription regulators
Gene name Functional
category
Gene description Known
regulator
Literature
evidences
MIP enric ent Nm/Nt p-value
cln1, cln2, gic1, msb2, rsr1, bud9, mnn1,
och1, psa1, gin4 , exg1, kre6, cwp1,
cis3, scw4
Budding Genes involved in budding and in
cell wall biogenesis.
Swi4, Swi6,
Mbp1
Simon et al. 43.01.03.0 budding, cell polarity and
ﬁlament f mation
7/314 2.34e-06
01.05.01.0 02 polysaccharide
degradati
3/19 8.93e-06
40.01 cell owth/morphogenesis 5/190 4.39e-05
42.01 cell all 5/215 7.94e-05
clb5, pds5, mcm2, lrr1, cdc45, dun1,
mcd1, clb6, rad51
DNA replication
& repair
Genes involved in replication,
repair, and sister chromatin
cohesion.
Swi4, Swi6,
Mbp1
Simon et al. 10.03.01.0 09 G2/M transition of
mitotic ce cycle
4/50 3.53e-07
10.03.04.0 chromosome
condensat n
3/22 2.64e-06
10.03.02 m iosis 4/148 2.77e-05
htb1, htb2, hta1, hta2, hho1, hhf1, hht1,
tel2, hos3, arp7, ctf18
Chromatin Genes encoding histones, chromatin
modiﬁers and telomere length
regulators.
Mbp1, Swi6,
Swi4, Fkh1
Simon et al. 10.01.09.0 DNA conformation
modiﬁcati (e.g. chromatin)
8/185 4.92e-11
16.03.01: A binding 8/159 1.44e-11
11.02.03.0 transcriptional control 8/424 3.69e-08
clb2, ace2, swi5, cdc20, apc1, tem1 Cell cycle control Mitosis control Fkh1, Fkh2,
Ndd1, Mcm1
Simon et al. 10.03.01.0 11 mitosis 3/51 8.48e-06
cts1, egt2 Cytokinesis Ace2, Swi5,
Mcm1
Simon et al. 10.03.03 c okinesis (cell division)/
septum fo ation
2/71 1.13e-
04*
mcm3, mcm6, cdc6, cdc46 Pre-replication
complex
formation
Ace2, Swi5,
Mcm1
Simon et al. 10.01.03.0 ori recognition and
priming c plex formation
4/25 1.58e-10
16.19.03 A P binding 4/191 6.72e-07
10.01.03.0 DNA topology 3/54 2.04e-06
ste2, ste6, far1, mfa1, mfa2, aga1, aga2 Mating Ace2, Swi5,
Mcm1
Simon et al. 34.11.03.0 pheromone response,
mating-ty determination, sex-
speciﬁc pr eins
7/189 1.39e-11
30.05 tran embrane signal
transduct
3/27 2.10e-06
This table is based on publication of Simon et al., where 7 gene clusters are analyzed for functional enrichment of MIPS categories [28] (FunCat sc me version 2.0, March 19th, 2004); p-values with
represents *P > 0.05 after correction for multiple testing; Nt is the total number of yeast genes belonging to a speciﬁc MIPS category; Nm is the numbe f genes in a speciﬁc gene cluster belonging to this
category; Simon et al. from [3].
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and target genes then we can deﬁne whether a transcription
factor is a relevant regulator of the target [1]. Consequently,
we may identify combinatorial regulation of TFs (for exam-
ple, TF–TF interactions and TF-gene interactions).2.4. Using continuous transcription factor activity proﬁles to
identify combinatorial regulation of transcription factors:
Gaussian graphical models
By integrating the estimated activities A of transcription
factors and measured expression patterns E of putative tar-
get genes into a uniform framework, we can apply reverse
engineering techniques such as Bayesian networks, Boolean
networks, the S-system, and the probabilistic graphical
models [37–39] to reveal the associations among DNA-
binding proteins and their target genes. Here we used
Gaussian graphical models with forward search algorithm
(GGMF) [22] to identify combinatorial regulation of TFs
because there are feedback loops in the yeast cell cycle net-
work. In addition, GGMF is not so sensitive to the rank
order of input matrix and the estimated protein activation
proﬁles are continuous. A short description of GGMF will
be shown below (please refer to [21,22] for detailed algo-
rithm): given an independence graph G that is deﬁned by
pairwise Markov properties and an input matrix X (for
example matrices A and E) with a multivariate normal dis-
tribution, we use a covariance selection model [21,22] to
ﬁnd out the best independence graph consistent with the
data, where two variables (gene or TF) are independent
given remaining variables when their corresponding ele-
ment of the partial correlation coeﬃcient matrix is zero
[21,22]. Then, we use an iterative forward search algorithm
to search for the potential zero elements in matrix and
update partial correlation coeﬃcient matrix with maximum
likelihood estimates. The signiﬁcance level (p-values) of our
selection is 0.05, and p-values are adjusted by Bonferroni
correction (the normal p-value is multiplied by the number
of genes and TFs being tested).2.5. Using continuous transcription factor activity proﬁles to
ﬁnd the optimal size of gene batteries
Usually, it is diﬃcult to identify the optimal subspace
from a high dimensional input gene space. Though we
can use the stress function and FNP method to estimate
the best cluster size, it is better that we apply a method that
not only considers the statistical signiﬁcance of the number
of clusters but also dependents on the genomic property of
the gene such as mRNA expression pattern, ChIP-chip
occupancy data and DNA sequence. Thus, we developed
a new clustering optimization method that takes into
account the mechanism of control gene expression in a cell:
transcription is controlled by short stretches of DNA
sequence near the start site of transcription and gene regu-
latory proteins that recognize and bind to them. These twocomponents operate to turn genes on and oﬀ in response to
a variety of signals.
Based on the similar consideration, we had demon-
strated that there is a linear relationship (E =MA) between
the gene expression patterns E (mRNA expression data)
and the protein–DNA binding aﬃnity M (ChIP-chip data)
in the early section. Now, we make the second assumption
that protein binding motifs contribute independently to the
binding, such that the total binding aﬃnity (ChIP-chip
data M) of protein–DNA interaction is equivalent to the
mere sum of the numbers of the individual binding motifs
(motif counts C). This additivity assumption may provide a
good approximation of true protein–DNA interactions
[40,41]. Thus, we can predict the gene expression activities
E 0 (E 0 = CA) if transcription factor activity A and its bind-
ing motif counts C are known. The predicted gene expres-
sion proﬁles E 0 may closely resemble the observed gene
expression patterns E if the additivity rule of protein–
DNA interactions is adequate and the partition of gene
batteries is optimal.
Following those assumptions, a new clustering optimiza-
tion algorithm is described as: start with two neurons, during
the each iteration, one neuron is added and the FNP is used
to assign genes into proper clusters. Then, we compute col-
umn sum of ChIP-chip occupancy data M and the corre-
sponding column sum of motif count C in each cluster.
The newmatricesM 0 andC 0 have c rows (neurons) and t col-
umns (TFs).New activity proﬁlesA can be obtained through
operation A =M
01 W, where matrices W are trained neu-
rons with c rows (neurons) and k columns (conditions). Con-
sequently, we use motif counts C 0 to predict the expression
patterns of gene batteries (neurons) W 0 = C 0A. The error
rate of predicted neurons W 0 is recorded, which is deﬁned
as: 1—the number of clusters that have positive correlation
coeﬃcients betweenW andW 0 and the p-value to their cor-
relations are less than a threshold value (e.g. p < 0.05 after
correction for multiple testing) divided by the total number
of clusters. Optimal neuron size can be determined (mini-
mum error rate) when maximum number of iteration is
reached. We tested the new method at a small dataset (54
yeast genes with 9 yeast cell cycle regulators; Table 1). The
test is repeated ten times with 0% replacement of true motif
counts C, 30% random replacement of C, 50% random
replacement of C and 100% random replacement of C,
respectively. The median result of ten tests is recorded.
According to the new searching algorithm, if the number
of gene clusters (neurons) reﬂects the true activities of gene
expression patterns then the aggregation of motif counts
and ChIP-chip occupancy data in each cluster may work
interchangeably through a linear operation. To further test
the robustness of such assumption, we tried it at a large
dataset (676 putative yeast cell cycle genes with 9 transcrip-
tion factors). Here we used a slightly modiﬁed test proce-
dure: (1) randomly delete 1% of 676 genes; (2) and use
the neural gas algorithm to learn the prototypes W of gene
batteries; (3) then, we estimate the transcription factor
activity proﬁles A through a linear operation W =MA
712 J. Wang / Journal of Biomedical Informatics 40 (2007) 707–725(M is the ChIP-chip measurements); (4) ﬁnally, we predict
the prototype W 0 of gene batteries with the same linear
operationW 0 = C 0A but aggregated motif counts C 0 is used
instead ofM. The same test is repeated ten times with both
genuine protein binding motif counts and randomly sam-
pled motif counts. The error rate of the test is deﬁned the
same as the early one. Based on the same test data (676
putative yeast cell cycle genes), the new clustering optimiza-
tion method was also evaluated against the stress function
[26] and the Davies–Bouldin clustering evaluation index
[42]. A description of the Davies–Bouldin index can be
found in the web supplement [36].
2.6. Using discrete transcription factor activity proﬁles to
identify combinatorial regulation of transcription factors:
Pairwise mixed graphical models
In the early section, we proposed a simple method
(SVD) to estimate the transcription factor activities
(TFAs) A. In literature, there are a number of
approaches that can be used to infer the continuous
TFAs (for example, the network component analysis
[43], the dynamic modeling [44], the partial least square
[17] and the regression method [23].) The outcome of
these approaches can be directly inputted into our
GGMF methods (Fig. 1) for identifying combinatorial
regulation of transcription factors. Nevertheless, there
are other methods such as state-space model [16] that
only provides TFAs with binary results (either on or
oﬀ). The binary state of TFAs may also be acquired
from the prior knowledge of researchers. For instance,
all nine yeast cell cycle regulators that were used in this
work have well characterized binary TFAs in the litera-
ture [3]. Therefore, we developed an alternative model
(Pairwise Mixed Graphical Models; PMGM) that is able
to interrogate a data set with the join distribution of p
(TFs) discrete and q (genes or gene batteries) continuous
variables. To search for TF–TF and TF-gene interac-
tions, we apply the PMGM on a pair of TFAs with
all available gene batteries such search stops when all
pairwise TF comparisons are ended.
The mixed graphical models were originally proposed
by Lauritzen [45]. In this study, we applied a modiﬁed
mixed graphical association model—hierarchical interac-
tion models) [27]. The description of hierarchical interac-
tion models is provided below: we deﬁne that the sets of
discrete (TFs) and continuous (genes) variables are
denoted as D and C, respectively, and a typical observa-
tion is written (i,y), where i = (i1, . . . , ip) is a p-tuple con-
taining the values of the discrete variables and y is a q
vector with real values. Hierarchical interaction models
are deﬁned through a parameterization of the condition
Gaussian (CG) distribution. This distribution states that
the conditional distribution of C given D is Gaussian
(i.e. multivariate normal), and that the marginal distribu-
tion of D is arbitrary. Thus the joint density of D and C
is of the form:f ði; yÞ ¼ pið2pÞðq=2Þ

X
i

ð1=2Þ
expf1=2ðy uiÞT

X1
i
ðy uiÞg ð6Þ
In Eq. (6) (i,y) belong I (discrete data) and R (continuous
data), and pi,ui,
P
i are, respectively, the probability, mean
and covariance of y for ‘cell’ i (i.e. conditional on D = i).
Thus {pi} are positive scalar parameters such that
P
i 2I
pi = 1, {ui} are q vectors and {
P
i} are positive deﬁnite
symmetric q · q matrices. To re-parameterize above equa-
tion we rewrite it in the form
f ði; yÞ ¼ expðai þ bTi y 1=2yTXiyÞ ð7Þ
where {ai}are scalar parameters, {bi} are q vectors and {Xi}
are positive deﬁnite symmetric q · qmatrices.We call {ai, bi,
Xi} and {pis, ui,
P
i}, the canonical and moment parameter-
ization, respectively. The relations between the two parame-
terizations can be found in the web supplement [36].
Hierarchical interaction models are constructed by
restricting the canonical parameters of Eq. (7) in a similar
fashion to hierarchical log-linear [21] models, where the
canonical parameters are expanded as sums of interaction
terms and models are deﬁned by setting higher-order inter-
action terms to zero. In other words, if an interaction term
is set to zero then all interaction terms that ‘include’ it are
also set to zero. The model parameters subject to these con-
straints are estimated by a modiﬁed iterative proportional
scaling algorithm [27]. The signiﬁcance level (p-values) of
model selection is deﬁned the same as Gaussian graphical
models.
2.7. A new framework for identifying combinatorial
regulation of transcription factors
In the new framework, we ﬁrst reduce a high dimen-
sional input gene space (mRNA expression data) into a
low dimensional feature space (gene batteries) by apply-
ing the Neural Gas, the FNP, and the clustering optimi-
zation methods. Here each feature vector (gene battery)
represents a cluster of co-expressed genes that may share
the same functional category or may be controlled by the
same transcription factors in a series of experimental
conditions. At the same time, we also apply the SVD
method on above input data for estimating the transcrip-
tion factors activities in conditions relevant to gene
expression proﬁles. We can then integrate both protein
activities and gene expression proﬁles into a uniform
dataset because they share the same conditional varia-
tion. Consequently, the combined dataset is directly
input into reverse engineering algorithms such as the
Mixed Graphical Models and the Gaussian Graphical
Models for identifying TF–TF and TF-gene interactions.
The workﬂow of this new framework is shown in Fig. 1.
It is able to investigate cooperative gene regulation by
considering either qualitative or quantitative protein
activities.
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3.1. Using continuous transcription factor activity proﬁles to
identify combinatorial regulation of transcription factors:
Gaussian Graphical Models with Forward Search Algorithm
3.1.1. Deﬁning gene batteries
From the paper of Simon et al. [3], we selected 54 genes
that were known to be regulated in the yeast cell cycle. A
detailed description of genes and nine transcription regula-
tors are listed in Table 1. We ﬁrst used the neural gas algo-
rithm and stress function [26] to reduce the high
dimensional input gene space into an optimal subspace
(11 neurons; please refer to methods section and Fig. 1 for
detailed description). Then, the fuzzy nearest prototype
method [35] was used to ﬁnd the best gene cluster (battery)
for each neuron in which genes were assigned with fuzzy
membership values. From this result (Fig. 2 and Table 2)
we found that genes with the same functional category are
often tightly clustered together such as mitosis control
(P = 6.30e-05) in cluster 5, mating (P = 6.44e-07) in cluster
7, budding (P = 3.07e-05, P = 3.38e-05) in cluster 8 and 9,
cytokinesis (P = 1.13e-04) in cluster 10 and chromatin
(P = 3.00e-09) in cluster 11. However, there are several clus-
ters that contain genes that are involved in diverse func-
tional categories. For instance, genes in each of clusters 1,
2, 4, and 6 belong to at least two functional classes accord-
ing to the functional categories in Table 1. We also found
that several genes having the same biological functions dis-
played distinct expression patterns and were assigned to dif-
ferent clusters (Table 2). For example, both cluster 8 and
cluster 9 contain budding genes. Such biases of gene activity
may be accounted for by biological phenomena, measure-
ment error, or gene expression noise [46,47].
3.1.2. Identifying TF–TF and TF-genes interactions with 54
yeast genes and 9 TFs
In this work, the singular value decomposition method
was used to estimate transcription factor (TF) activities.
We expected TF activity proﬁles to explain the contribu-
tion of transcription factors in every experimental condi-
tion. Thus, after integrating protein binding activities
with gene expression proﬁles (e.g. Fig. 2, prototypes of ele-
ven gene batteries), we applied Gaussian Graphical Models
(GGM) on this combined dataset for identifying putative
target genes that might be regulated by corresponding tran-
scription factors (TF). A complete transcriptional regula-
tory network that is predicted by GGM is shown in
Fig. 3. Detailed description of this network is listed in
Tables 3a and b), where most of the putative TF-gene inter-
actions can be supported by evidence from both literature
[3] and DNA sequence (protein binding motif is presented
upstream non-coding region) [8,9]. However, for some
putative target genes (such as MCM1- Cluster 3, ACE2-
Cluster 4, ACE2-Cluster 8, MBP1-Cluser 5, SWI4-Cluster
7, and SWI6-Cluster 10), we cannot ﬁnd protein binding
motifs of corresponding regulators within the promotersequences. These TF-gene interactions might be generated
by indirect transcriptional regulations (e.g. protein–protein
interactions) in the yeast cell cycle because no direct evi-
dence of physical contact between protein and DNA are
found. One example is protein NDD1’s association with
protein SWI6; protein NDD1’s putative target gene is clus-
ter 10. Therefore, we could expect an indirect association
between SWI6 and cluster 10. For another example, pro-
tein ACE2 and protein SWI4 are known to be co-regulated
in the yeast cell cycle [3]; protein SWI4 is a part of the
DNA binding component of the SBF complex (SWI4-
SWI6). In this manner, protein ACE2 could interact with
cluster 4 and cluster 9 if these gene batteries are directly
regulated by SWI6. In Table 3a, there are a number of indi-
rect protein–DNA interactions such as MCM1-SWI4-Clus-
ter 7-Cluster 3 and MBP1-FKH2-Cluster 5. Those results
suggest that protein–protein interactions may play key
roles in protein–DNA interactions, such as in the case of
two gene regulatory proteins with a weak aﬃnity for each
other cooperating to bind to a DNA sequence, neither pro-
tein having a suﬃcient aﬃnity for DNA to eﬃciently bind
to the DNA site on its own. Once two such proteins bind to
DNA, the protein dimer creates a distinct surface that is
recognized by a third protein carrying an activation
domain, stimulating transcription [1,48]. Results of identi-
fying TF–TF and TF-genes interactions with 676 yeast
genes and 9 TFs can be found in the web supplement [36].
3.1.3. Comparison with previous work for TF–TF
interactions among 54 yeast genes and 9 TFs
Combinatorial regulation by multiple transcription fac-
tors is an important problem, and several papers address-
ing this issue have previously been published before.
Three types of methods have been suggested to solve this
problem: a method based on co-occurrence of TF binding
motifs [8]; a method integrating genome-wide expression
data and ChIP-chip data [9]; and the Genetic Regulatory
Modules (GRAM) method [15]. In Table 3b, we present
a comparison between the TF–TF interactions predicted
by our new framework and the TF complexes discovered
using above three representative methods, respectively.
As can be seen in this table, most of our predicted TF inter-
actions were recovered by the motif-based technique Yu
et al. [8], except for Mbp1-Swi5. However, the Mbp1-
Swi5 interaction was only found in a genetic regulatory
module (Ace2-Mbp1-Ndd1-Swi5) by GRAM [15]. It is
clear that the motif-based method cannot identify genetic
interactions when there is no physical evidence in the
DNA sequence. In the same table, we also found that
results by Banerjee et al. [9] are highly dependent on
the value of the PB parameter which is a P-value for TF
binding to chromatin [2]. For example, with PB < 0.0001
(high binding aﬃnity), Banerjee et al. detected only 4
TF–TF interactions, but they recovered 8 interactions
when a less stringent 0.01 P-value threshold was used. This
tells us that the low aﬃnity protein–DNA interactions may
play signiﬁcant roles in controlling combinatorial gene reg-
Fig. 2. Results of the Neural Gas algorithm and Fuzzy Nearest Prototype method that classifying 54 yeast cell cycle genes into 11 gene batteries: subplots
(a–k); a red-green heat map represents log2 transferred gene expression activities (red means up regulation, green means down regulation and the color is
scaled to 2 to 2); in each heat map, the last 9 columns are binding aﬃnities (ChIP-chip data) of transcription factors and the last row is the prototype
(neuron) of gene battery; in the low panel of each subplot, a red dashed line represents prototype of gene battery, blue smooth lines represent measured
gene expression proﬁles and black smooth lines represent ChIP-chip binding data of nine transcription factors. (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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Table 2
Enrichment of MIPS functional categories (FunCat scheme version 2.0, March 19th, 2004) in 11 gene batteries
Cluster No. Gene names Functional category MIP enrichment Nm/Nt p-value
C_1 Arp7, hos3, tel2, gic1, kre6, msb2 Chromatin and budding 42.04 cytoskeleton 2/114 4.21e-03*
C_2 Bud9, cdc45, clb5, ctf18, dun1,
gin4, irr1, och1, pds5, rsr1
Budding, DNA replication
and repair
10.03.01.01.09 G2/M transition of mitotic
cell cycle
4/50 5.85e-07
10.03.04.03 chromosome condensation 3/22 3.77e-06
C_3 Mfa1 Mating 30.05 transmembrane signal transduction 1/27 4.08e-03*
C_4 Apc1, cwp1, scw4, tem1 Mitosis control and budding 10.03.01.01.11 mitosis 2/51 3.46e-04*
C_5 ace2, cdc20, clb2, swi5 Mitosis control 10.03.01.01.01 G1 phase of mitotic cell cycle 2/22 6.30e-05*
C_6 Cdc46, cdc6, far1, mcm2, mcm3,
mcm6, ste6
Pre-replication complex
formation and mating
10.01.03.03 ori recognition and priming
complex formation
5/25 1.05e-11
16.19.03 ATP binding 6/191 3.65e-09
10.01.03.01 DNA topology 4/54 1.36e-07
C_7 Aga1, aga2, mfa2, ste2 Mating 34.11.03.07 pheromone response,
mating-type determination,
sex-speciﬁc proteins
4/189 6.44e-07
C_8 clb6, cln1, cln2, mcd1, mnn1, rad51 Budding 18.02.01 enzymatic activity regulation/
enzyme regulator
3/78 3.07e-05
C_9 cis3, exg1, psa1 Budding 42.01 cell wall 3/215 3.38e-05
C_10 cts1, egt2 Cyokinesis 10.03.03 cytokinesis (cell division)/
septum formation
2/71 1.13e-04*
C_11 hhf1, hho1, hht1, hta1, hta2, htb1, htb2 Chromatin 16.03.01 DNA binding 7/159 4.05e-12
10.01.09.05 DNA conformation modiﬁcation
(e.g. chromatin)
6/185 3.00e-09
11.02.03.04 transcriptional control 7/424 4.22e-09
In this table, expression activities of 54 yeast genes are represented by 11 gene batteries. These gene batteries are analyzed for functional enrichment of MIPS categories [28]; p-values with * represents
P > 0.05 after correction for multiple testing; Nt is the total number of yeast genes belonging to a speciﬁc MIPS category; Nm is the number of genes in a speciﬁc gene battery belonging to this category.
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Fig. 3. Result of Gaussian Graphical Model with forward search
algorithm: a network representation of interactions among 11 gene
batteries and 9 transcription regulators in the yeast cell cycle; the gene
regulatory network is visualized by Cytoscape software [56] where
transcription factor is marked by the cycle and gene battery (cluster) is
shown as the square; for detailed description of each gene battery please
refer to Table 2.
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identifying target or non-target genes of a given TF is a
major drawback of the Banerjee et al. approach. In Table
3b, Bar-Joseph et al. [15] identiﬁed more transcription fac-
tor complexes than Banerjee et al. because GRAM allows
the PB cutoﬀ be relaxed if there is suﬃcient supporting
evidence from expression data. However, GRAM missed
4 of our predictions (Ndd1-Fkh1, Mbp1-Fkh1, Swi6-
Fkh2 and Swi6-Ndd1) due to a lack of consideration of
gene-gene interactions in the Bar-Joseph et al. algorithm.
Overall, the current comparison (Table 3b) suggested that
the new framework not only overcomes the limitations in
the previous methods, but also provides a simple and
straightforward way of identifying combinatorial regula-
tion of transcription factors.3.1.4. Investigating estimated transcription factor activity
proﬁles
In Fig. 4, we show transcription factor activities of 14
predicted TF–TF interactions. Approximately 70% of these
putative TF–TF interactions are negative. Among these
negatively associated transcription factors, 70% of them
display signiﬁcant correlation (P < 0.05 after correction
for multiple testing); for example, NDD1-MCM1
(P = 6.0e-03), FKH2-MBP1 (P = 3.0e-05), MCM1-SWI4
(P = 1.1e-06), ACE2-SWI4 (P = 4.1e-10), FKH2-SWI6
(P = 5.0e-05), NDD1-SWI6 (P = 5.6e-08) and SWI4-
SWI6 (P = 2.2e-16). Only a few of the positive correlations
were signiﬁcant such as FKH1-NDD1 (P = 1.5e-05) andSWI5-MPB1 (P = 9.1e-07). In Fig. 4, we also detected sev-
eral transcription factors such as MCM1 and FKH1 that
have much weaker activation proﬁles than their co-regula-
tors (SWI4 and FKH2) but nevertheless have signiﬁcant
correlations. It seems that the shape of transcription factor
activity proﬁles is more important than the magnitude of
TF activities in the combinatorial regulation of transcrip-
tion. Particularly, negative TF–TF interactions may be
the cornerstone for controlling the cooperation of transcrip-
tion factors in the yeast cell cycle. Such a mechanism would
involve a competitive interaction between two gene regula-
tory proteins, each of which represses the synthesis of the
other; this could create ﬂip-ﬂop switch that switches a cell
between two alternative patterns of gene expression [1,49].
3.1.5. Using direct putative target genes regulated by the
corresponding TF to predict protein-binding Motif
Through our proposed framework in Fig. 1, we pre-
dicted many putative target genes to be directly regulated
by nine yeast cell cycle regulators (detail, Tables 3a and b).
Based on these putative target genes, protein-binding
motifs of nine transcription factors may be recovered from
the upstream non-coding region [31,50]. Thus, to validate
our predictions, we extracted 800-bp upstream DNA
sequences of the putative target genes from Regulatory
Sequence Analysis Tools [31] (RSAT) and applied a motif
discovery tool (e.g. MotifSampler [32]) on the DNA
sequences. Our predicted DNA-binding motifs of nine
yeast cell cycle regulators are listed in Table 4. All putative
binding sites closely resemble known motifs, supporting
our putative TF-gene interactions. From Table 4, we also
observed that one transcription factor usually controls sev-
eral gene batteries. These gene batteries generally show dis-
tinct expression patterns (Fig. 2). This is can be explained
by the dynamic nature of TF-DNA interactions. Therefore,
putative target genes of the same transcription factor might
not have the same expression activities.
To further explore the sequence common to putative
target genes, we used RSAT [31] to build feature maps
based on known transcription factor binding motifs (Table
4). Each map represents a DNA sequence located upstream
of a given gene and each perfect match of the transcription
factor binding site constitutes a feature. A full list of motif
occurrences can be found in the web supplement[36]. This
analysis shows that not every promoter sequence of the
putative target genes contains the DNA-binding motifs
of corresponding transcriptional regulators. It further
supports our hypothesis that interactions between TFs
and genes may be caused by indirect recruitment of tran-
scription factors such as protein–protein interactions.
3.1.6. Using continuous transcription factor activity proﬁles
to estimate the optimal size of gene batteries
We ﬁrst tested our assumption that transcription fac-
tor motif count is equivalent to its corresponding
ChIP-chip occupancy data, in the new clustering optimi-
zation method. We used the neural gas and fuzzy nearest
Table 3
(a) Results of Gaussian Graphical Models: predicted TF-gene interactions among 11 gene batteries and 9 regulators
Transcriptional
factor
Regulated cluster or
transcriptional
factor
MIP enrichment Literature evidences
Fkh1 C_1 42.04 cytoskeleton Simon et al.; o
C_11 16.03.01 DNA binding Simon et al.; o
10.01.09.05 DNA conformation modiﬁcation (e.g. chromatin)
11.02.03.04 transcriptional control
Fkh2 C_1 42.04 cytoskeleton Simon et al.; o
C_5 10.03.01.01.01 G1 phase of mitotic cell cycle Simon et al.; o
C_6 10.01.03.03 ori recognition and priming complex formation Simon et al.; (indirect ), o
16.19.03 ATP binding
10.01.03.01 DNA topology
C_11 16.03.01 DNA binding Simon et al.; o
10.01.09.05 DNA conformation modiﬁcation (e.g. chromatin)
11.02.03.04 transcriptional control
Ndd1 C_5 10.03.01.01.01 G1 phase of mitotic cell cycle Simon et al.; o
C_6 10.01.03.03 ori recognition and priming complex formation Simon et al.; (indirect), o
16.19.03 ATP binding
10.01.03.01 DNA topology
C_8 18.02.01 enzymatic activity regulation/enzyme regulator Simon et al.; (indirect), o
C_10 10.03.03 cytokinesis (cell division)/septum formation Simon et al.; (indirect), o
Mcm1 C_3 30.05 transmembrane signal transduction Simon et al.; x
C_5 10.03.01.01.01 G1 phase of mitotic cell cycle Simon et al.; o
C_6 10.01.03.03 ori recognition and priming complex formation Simon et al.; o
16.19.03 ATP binding
10.01.03.01 DNA topology
C_7 34.11.03.07 pheromone response, mating-type determination, sex-speciﬁc
proteins
Simon et al.; o
Ace2 C_4 10.03.01.01.11 mitosis Simon et al.; (indirect), x
C_8 18.02.01 enzymatic activity regulation/enzyme regulator Simon et al.; (indirect), x
C_10 10.03.03 cytokinesis (cell division)/septum formation Simon et al.; o
C_11 16.03.01 DNA binding Simon et al.; (indirect), o
10.01.09.05 DNA conformation modiﬁcation (e.g. chromatin)
11.02.03.04 transcriptional control
Swi5 C_4 10.03.01.01.11 mitosis Simon et al.; (indirect), o
C_6 10.01.03.03 ori recognition and priming complex formation Simon et al.; o
16.19.03 ATP binding
10.01.03.01 DNA topology
C_7 34.11.03.07 pheromone response, mating-type determination, sex-speciﬁc
proteins
Simon et al.; o
C_9 42.01 cell wall Simon et al.; (indirect), o
Mbp1 C_2 10.03.01.01.09 G2/M transition of mitotic cell cycle Simon et al.; o
10.03.04.03 chromosome condensation
C_5 10.03.01.01.01 G1 phase of mitotic cell cycle Simon et al.; (indirect), x
C_6 10.01.03.03 ori recognition and priming complex formation Simon et al.; (indirect), o
16.19.03 ATP binding
10.01.03.01 DNA topology
C_8 18.02.01 enzymatic activity regulation/enzyme regulator Simon et al.; o
Swi4 C_7 34.11.03.07 pheromone response, mating-type determination, sex-speciﬁc
proteins
Simon et al.; (indirect), x
C_11 16.03.01 DNA binding Simon et al.; o
10.01.09.05 DNA conformation modiﬁcation (e.g. chromatin)
11.02.03.04 transcriptional control
Swi6 C_4 10.03.01.01.11 mitosis Simon et al.; o
C_6 10.01.03.03 ori recognition and priming complex formation Simon et al.; (indirect), o
16.19.03 ATP binding
10.01.03.01 DNA topology
C_8 18.02.01 enzymatic activity regulation/enzyme regulator Simon et al.; o
C_10 10.03.03 cytokinesis (cell division)/septum formation Simon et al.; (indirect), x
(continued on next page)
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Table 3 (continued)
(b) Comparison with previous work for TF–TF interactions among 11 gene batteries and 9 regulators predicted by Gaussian Graphical Models
GGM
Predicted
TF–TF
Yu et al.
Predicted
TF–TF
Banerjee et al. Predicted
TF–TF (PB < 0.0001)
Banerjee et al. Predicted
TF–TF (PB < 0.001)
Banerjee et al. Predicted
TF–TF (PB < 0.01)
Bar-Joseph et al.
Predicted TF–TF
Literature
evidences
Fkh2,
Fkh1
Fkh2,Fkh1 Fkh2, Fkh1 Fkh2, Fkh1 Fkh2, Fkh1 Simon et al.;
Manke et al.
Ndd1,
Fkh1
Ndd1,
Fkh1
Ndd1, Fkh1 Ndd1, Fkh1 Simon et al.
Ndd1,
Fkh2
Ndd1,
Fkh2
Ndd1, Fkh2 Ndd1, Fkh2 Ndd1, Fkh2 Ndd1, Fkh2 Simon et al.;
Manke et al.
Mcm1,
Ndd1
Mcm1,
Ndd1
Mcm1, Ndd1 Mcm1, Ndd1 Mcm1, Ndd1 Mcm1, Ndd1 Simon et al.;
Manke et al.
Mbp1,
Fkh1
Mbp1,
Fkh1
Mbp1, Fkh1 Simon et al.
Mbp1,
Fkh2
Mbp1,
Fkh2
Mbp1, Fkh2 Simon et al.;
Manke et al.
Mbp1,
Swi5
Mbp1, Swi5 Simon et al.
Swi4,
Ndd1
Swi4,
Ndd1
Swi4, Ndd1 Simon et al.;
Manke et al.
Swi4,
Mcm1
Swi4,
Mcm1
Swi4, Mcm1 Simon et al.;
Manke et al.
Swi4,
Ace2
Swi4, Ace2 Swi4, Ace2 Simon et al.
Swi6,
Fkh2
Swi6,
Fkh2
Swi6, Fkh2 Simon et al.;
Manke et al.
Swi6,
Ndd1
Swi6,
Ndd1
Simon et al.;
Manke et al.
Swi6,
Mbp1
Swi6,
Mbp1
Swi6, Mbp1 Swi6, Mbp1 Swi6, Mbp1 Swi6, Mbp1 Simon et al.;
Manke et al.
Swi6,
Swi4
Swi6, Swi4 Swi6, Swi4 Swi6, Swi4 Swi6, Swi4 Swi6, Swi4 Simon et al.;
Manke et al.
(a) In this table, Simon et al. means that evidence of protein–DNA interactions is available in publication [3]; indirect means that indirect evidence of
protein–DNA interactions is available in publication [3]; o means that binding motif of transcription regulator is found in upstream no-coding region (web
supplement[36]); x means that binding motif of transcription regulator is not found in upstream no-coding region; threshold p-value for Gaussian
Graphical models is P < 0.05 after correction for multiple testing.
(b) In this table, GGM means results predicted by the Gaussian Graphical Models where threshold p-value to GGM is P < 0.05 after correction for
multiple testing; Yu et al. means pair of protein binding motif is frequently appeared in upstream no-coding region according to early study [8]; Banerjee
et al. means results predicted by cooperativity P-value [9] and PB is P-value for TF binding to chromatin as described in Lee et al. [2]; Bar-Joseph et al.
represents results predicted by GRAM modules [15]; Simon et al. from [3]; Manke et al. from [57].
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gene batteries, where the optimal size of gene batteries
was decided by the stress function and the prototype
W of gene batteries was estimated from raw measure-
ments. Then, we computed a new prototype W 0 through
a linear operation W 0 = C 0A, where C 0 is the TF motif
counts and A is the TF activities. TF activities A were
estimated from W =MA, where M is the ChIP-chip
measurement. Both W and W 0 are shown in Fig. 5,
where the red smooth line represents predicted proto-
types W 0 and the black dashed line represents trained
prototypes (neurons) W. From Fig. 5, we found that
our estimated W 0 are similar to the trained centers W.
P-values to their correlation coeﬃcients are signiﬁcant
(P < 0.05 after correction for multiple testing). This
result shows that additive TF motif counts of each gene
battery can be used interchangeably with their relevant
transcription factor occupancy data (ChIP-chip measure-
ment) through a linear operation. Such approximation
may achieve the best performance when the optimal sub-space of input genes space is found and the estimation of
transcription factor activities is reasonable.
To test our new clustering optimization method, we ﬁrst
used the stress function to determine the best subspace (11
neurons) of 54 yeast genes. Then, we applied the new
method on the same dataset. The median result of our
ten tests is presented in Fig. 6 (marked by the blue
smoothed line), where neuron size ranges from 8 to 50.
In this test, a clear peak of the best predictions appeared
when the neuron size was 11. This is in good agreement
to the early boundary estimation (marked by the red verti-
cal line in Fig. 6) of the stress function. However, the accu-
racy of our new method dramatically declined when
random noise was introduced into the motif counts C 0
(red and green lines in Fig. 6). This tells us that the new
clustering optimization method only accepts the true
sequence properties of the gene batteries. With genuine
motif counts, our new optimization method is capable of
identifying the optimal feature space from the high dimen-
sional input gene space.
Fig. 4. Predicted transcription factor activation patterns of 14 pairwise TF–TF interactions: r represents correlation coeﬃcient of pairwise TF activities
and p is p-value to the correlation coeﬃcient; in each subplot, the ﬁrst TF of subtitle is marked by a red smooth line and the second TF of subtitle is
marked by a black dashed line; TF–TF interactions and TF activities are computed by the Gaussian Graphical models and singular value decomposition
method, respectively. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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zation method, we applied it on a large data set (676 poten-
tial yeast cell cycle genes and 9 transcription factors). The
median performance of ten tests is shown in Fig. 7. It is
worth noting that the result of genuine protein binding
motif counts (blue smoothed line with square) is at least
two times better than the outcome of random motif counts
(blue smoothed line with cycle). The random motif counts
were generated from a normal distribution which has the
same minimum and maximum counts as genuine motif
counts. In Fig. 7, we noticed that stress value continuouslydecayed as the size of neurons increased from 8 to 100
(black smoothed line with cross). Davies–Bouldin index
(normalized by maximum index threshold value 10 and
marked by black smoothed line with triangle) has the same
decay tendency as the stress value but it starts oscillating
frequently after the size of clusters over 60. Such oscilla-
tions may indicate the size of neurons over-ﬁts the data.
Though it is diﬃcult to estimate the optimal subspace
through either the stress function or the Davies–Bouldin
index alone, it is easy to identify the best subspace (in this
cases 28 neurons, marked by red vertical line in Fig. 7)
Table 4
Results of MotifSampler: predicted protein binding motifs on putative target genes of nine transcription factors
Transcription
factors
Predicted motifs
(MotifSampler)
Rank order in
MotifSampler
Known binding motifs Literature evidences
Fkh1 TTGTTTwynT 2 TTGTTTACST Yu et al.
Fkh2 TTnTTTnTTT 1 TTGTTTACST Yu et al.
Ndd1 AGGnAAA 1 GTAAACA Banerjee and Zhang
Mcm1 TTwCCynAwnrGGwAA 1 TTWCCCnWWWRGGAAA Yu et al.
Ace2 TACCAC 2 GCTGGT Yu et al.
Swi5 wGCwGC 4 KGCTGR Yu et al.
Mbp1 CGCGTynn 3 ACGCGTnA Yu et al.
Swi4 nrACGCG 3 TTTTCGCG Yu et al.
Swi6 nCGCGys 1 ACGCGT Yu et al.
Yu et al. means that the known binding motif is selected from publication [8]; Banerjee and Zhang mean that known binding motif is obtained from
publication [9]. In this table, protein binding motif is represented by IUPAC sequence.
720 J. Wang / Journal of Biomedical Informatics 40 (2007) 707–725from 676 yeast genes after we considered the information
from the new clustering optimization method. Therefore,
by integrating heterogeneous datasets (i.e. the motif count,
the ChIP-chip occupancy data, the TF activity and the
gene expression data) with a linear system, our new cluster-
ing optimization method demonstrated superior results on
identifying an optimal low dimensional subspace from high
dimensional input gene space when compared to two previ-
ous independent approaches.3.2. Using discrete transcription factor activity proﬁles to
identify combinatorial regulation of transcription factors:
Pairwise Mixed graphical models
The model we have described predicts combinatorial
regulation of transcription factors in the yeast cell cycle
using the GGM method on an integrated dataset such as
the combination of transcription factor activities and gene
expression proﬁles. Our results are promising, but GGM
models are restricted only to continuous variables. In real-
istic problems, we may encounter binary transcription fac-
tor activities [16]. Therefore, we developed a new Pairwise
Mixed Graphical Model (PMGM) that considers both con-
tinuous and discrete variables in the identiﬁcation of tran-
scription factors cooperativity. From the data of Simon
et al. [3], we collected ON or OFF information of 9 tran-
scription factors in four phases (G1, S, G2 and M) of the
yeast cell cycle. Then, we integrate binary protein activities
with the same gene expression proﬁles that we had used
previously. Subsequently, PMGM was used to identify
putative TF–TF and TF-gene interactions.
In Table 5, we list all of predicted putative TF–TF inter-
actions where the threshold value for the model selection
was P < 0.05 after correction for multiple testing. Among
those predicted 22 TF–TF associations, 41 percent of them
had been identiﬁed by GGM, such as FKH-1-FKH2,
FKH2-MBP1, FKH2-NDD1, FKH2-SWI6, NDD1-
SWI4, NDD1-SWI6, MBP1-SWI6, MCM1-SWI4 and
SWI4-SWI6 (Table 3b). Among the remaining putativeTF–TF interactions (Table 5), a number were supported
by literature evidences [3]; for example, MCM1-FKH2
and NDD1-MCM1 are known to be co-regulated during
the G2 phase of the yeast cell cycle. They also contribute
to the activation of other co-regulators (i.e. ACE2-SWI5,
MCM1-ACE2 and MCM1-SWI5) in the M phase. All
three M phase transcription factors (MCM1, ACE2 and
SWI5) regulate CLN3, which activates the protein complex
SWI4-SWI6 and MBP1-SWI6 during G1 phase. Thus,
these three M phase TFs initiate the subsequent co-regula-
tion of MBP1-SWI4, MCM1-MBP1 and MCM1-SWI6.
Additionally, SWI4 and MBP1 are active during late G1
and both of them regulate NDD1. Protein FKH2 is bound
to SWI4 promoter through-out the cell cycle. Therefore, it
is not surprising that MBP1-NDD1 and FKH2-SWI4 are
co-regulated during G1 to G2 phase. Protein FKH1is
strongly coupled with FKH2 [51] which in turn actives
SWI5/ACE2/MCM1 in M/G1 phase. Therefore, FKH1-
ACE2, FKH1-SWI5 and FKH1-MCM1 are co-regulated
in M phase [3,52]. For detailed information of gene batter-
ies and putative TF-gene interactions, please refer to the
web supplement [36].
From PMGM analysis, we recovered more putative TF–
TF interactions than from GGM. It may be that literature
information [3] about transcription factor activities pro-
vides a better description of protein activities than the lin-
ear estimation of corresponding patterns. Though the noise
from experimental measurements potentially dilutes the
eﬃciency of GGM, the overall predictions by GGM are
comparable to PMGM. As a result, our new PMGM is a
useful option for identifying combinatory regulation of
transcription factors when one only has discrete informa-
tion about protein activities [16].4. Discussions and conclusions
In this work, we proposed a new framework for identi-
fying combinatorial control by transcription factors. Our
suggested approach is applicable to feature selection, pro-
Fig. 5. Prototypes of 11 gene batteries: a black dashed line represents neurons W that were learned from 54 yeast genes; a red smooth line represents
estimated W 0 that was obtained from a linear operation W 0 = C 0A, where C 0 is the additive motif counts of gene batteries and A is the protein activities
that was calculated by A =M
01 W in whichM 0 is the additive ChIP-chip occupancy data of gene batteries; the similarity betweenW andW 0 is measured
by correlation coeﬃcient r and its p-value p. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of
this article.)
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visualization, and network reconstruction. For feature
selection, we have developed a new clustering optimization
method to reduce high dimensional input gene space into a
low dimensional prototype subspace. Our new optimiza-
tion method searches for balance between cis-regulatory
motif counts and corresponding protein–DNA aﬃnity data
through a linear operation, where we assume that the geneactivities are controlled by transcription factors. We then
optimize gene battery size. The new clustering optimization
method was tested on 54 known yeast cell cycle genes and
676 putative yeast cell cycle genes with 9 cell cycle regula-
tors, respectively. Results of this analysis are promising
(Figs. 6 and 7). For very high dimensional input gene space
(i.e. 676 putative cell cycle genes), our new clustering opti-
mization method perform much better than pure statistical
Fig. 6. Using the new clustering optimization method to identify the
optimal gene battery size from 54 yeast genes (the median result of ten
tests):a blue smooth line with cycle is the result of 0 percent random
replacement of DNA binding motif counts; a red smooth line with square
is the result of 30 percent random replacement of DNA binding motif
counts; a red dashed line with triangle is the result of 50 percent random
replacement of DNA binding motif counts; a green smooth line with
triangle is the result of 100 percent random replacement of DNA binding
motif counts; red vertical line is the ﬁnal result of the stress function. (For
interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
Fig. 7. Using the new clustering optimization method to identify the
optimal gene battery size from 676 yeast genes (the median result of ten
tests): a blue smooth line with square is the result of genuine DNA binding
motif counts; a blue smooth line with cycle is the result of randomly
sampled DNA binding motif counts; a black smooth line with cross is the
outcome of stress function; a black smooth line with triangle is the
Davies–Bouldin index; red vertical line is the ﬁnal result of optimal
subspace to 676 genes. (For interpretation of the references to colour in
this ﬁgure legend, the reader is referred to the web version of this article.)
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Davies–Bouldin index.
To estimate transcription factor activation proﬁles, we
utilize the same linear relationship that was used in the fea-ture selection and presume that gene expression proﬁles are
the product of protein activities and protein–DNA interac-
tions. Then, we compute the transcription factor activities
through a linear operation by using the experimental mea-
surements of gene expression activities and protein–DNA
aﬃnities. In the current framework, we need not select a
threshold p-value [2] for ﬁltering weak protein–DNA inter-
actions. We believe that the low-aﬃnity transcription fac-
tor-DNA interactions are important in inferring protein
activities. This was also suggested in a recent paper [11]
that demonstrating abundant low-aﬃnity transcriptional
interactions in vivo. Such weak protein–DNA interactions
may be important both evolutionarily and functionally.
Therefore, by taking into account all possible protein–
DNA interactions, we can avoid potential biases that
may be generated by manual selection of p-value criteria
for identifying transcription factor-DNA interactions.
For the reverse engineering of gene regulatory networks
or the identiﬁcation of cooperation of transcription factors,
we used prototypes of gene batteries with estimated tran-
scription factor activation proﬁles. This combined dataset
signiﬁcantly simpliﬁes the computation of gene networks
through probabilistic graphical models such as GGM and
PMGM, because the number of unknown parameters is
largely reduced. In addition, we can investigate the mecha-
nism of gene expression activities within each gene battery
and the protein activities of pairwise TF–TF interactions
(Figs. 2, 4 and the web supplement [36]). To verify the
putative target genes of each gene battery, we applied the
hypergeometric test and MotifSampler program to evalu-
ate functional enrichment and to discover putative protein
binding motifs of corresponding regulators, respectively
(Tables 2 and 4). Our method not only predicts pairwise
protein–protein interactions but also suggests higher order
protein–protein interactions that contribute to the com-
plexity of gene regulation. In addition, at each step of the
workﬂow, the new framework is able to accommodate
alternative methods to the ones proposed; for example,
another protein activity estimation method or dimensional
reduction technique could be substituted.
Nevertheless, there are three limitations in the current
framework. First, the new clustering optimization method
requires prior knowledge of protein binding motifs and
such information is not always available. However, dat-
abases [53,54] and computational tools [55,11] can provide
suﬃcient putative protein binding sites in model organisms.
Second, the prediction of TF–TF and TF-gene interactions
is based on static probabilistic graphical models (i.e. GGM
and PMGM) that identify interactions among proteins and
genes but do not predict when or how such interactions
happen. Such information will deﬁnitely enhance the inter-
pretation of complex gene regulatory networks. Therefore,
we are going to extend our current static graphical models
to dynamical graphical models in the future. Finally,
though we obtained promising results after testing the
new framework on the yeast cell cycle data, our present
framework does not guarantee to provide the same good
Table 5
Results of Pairwise Mixed Graphical Models: predicted TF–TF interactions among 11 gene batteries and 9 regulators
Transcription factor Regulated transcription factor Literature evidences
Fkh1 Ace2 Ihop [PMID: 10894548]
Fkh2 Simon et al.; Pic et al.; Manke et al.; Kumar et al.; Banerjee and Zhang.
Mcm1 Simon et al.; Kumar et al; Tsai et al.
Swi5 Simon et al.; Ihop [PMID: 10894548]
Fkh2 Mbp1 Simon et al.; Manke et al; Tsai et al.
Mcm1 Simon et al.; Manke et al; Kumar et al; Tsai et al.; Banerjee and Zhang; Pic et al.
Ndd1 Simon et al.; Manke et al.; Banerjee and Zhang; Tsai et al.
Swi4 Simon et al.; Manke et al.; Tsai et al.
Swi6 Simon et al.; Tsai et al.
Ndd1 Mbp1 Simon et al.; Manke et al.
Mcm1 Simon et al.; Kumar et al.; Manke et al.; Tsai et al.; Banerjee and Zhang.
Swi4 Simon et al.; Manke et al.; Tsai et al.
Swi6 Simon et al.;
Ace2 Swi5 Simon et al.; Manke et al.; Banerjee and Zhang.
Mbp1 Swi4 Simon et al.; Manke et al.
Swi6 Simon et al.; Manke et al.; Banerjee and Zhang; Tsai et al.
Mcm1 Ace2 Simon et al.; Pic et al.
Mbp1 Simon et al.
Swi4 Simon et al.
Swi5 Simon et al.
Swi6 Simon et al.;
Swi4 Swi6 Simon et al.; Kumar et al.; Manke et al.; Banerjee and Zhang; Tsai et al.
In this table, Ihop means that evidence of interaction is available in the literature network [58]; Banerjee and Zhang from [9]; Kumar et al. from [59];
Manke et al. from [57]; Pic et al. from [60]; Simon et al. from [3]; Tsai et al. from [14]; threshold p-value for Pairwise Mixed Graphical Models is P < 0.05
after correction for multiple testing. The full list of interactions can be found in the web supplement [36].
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such as Caenorhabditis elegans and Drosophila melano-
gaster. We plan to reﬁne our proposed framework to meet
the challenge of other higher eukaryote systems.
In conclusion, we have suggested a new framework for
detecting combinatorial regulation of transcription factors.
This framework is capable of reconstructing gene regula-
tory networks by including both continuous and discrete
variables. In addition, we have developed several external
features such as a new clustering optimization method,
transcription factor activity analysis and functional enrich-
ment test of MIPS categories, to assist the integration of
heterogeneous data for interrogating gene networks. The
proposed framework was tested successfully on yeast cell
cycle data, and revealed many known TF–TF and TF-gene
interactions. Particularly, we discovered several interesting
network features: for example, there are large negatively
correlated protein–protein interactions in the yeast cell
cycle; protein–protein interactions may play key roles in
protein–DNA interactions; low aﬃnity protein–DNA
interactions my be important in controlling combinatorial
gene regulations; and gene expression with spiky oscilla-
tions may make genes very sensitive to the cell cycle system
and respond diﬀerently in spite of being controlled by the
same transcription factor (please refer to the web supple-
ment [36] for detailed description.) A future development
of our approach will be to design a dynamic probabilistic
graphical model to investigate transcriptional networks inhigher eukaryote systems, where the model will show that
at which times and under what conditions the protein–
DNA interactions are triggered.
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