Abstract-We consider the distributed estimation problem, where a set of nodes is required to collectively estimate some parameter vector of interest with unknown or variable tap-length. In practice, a sufficiently large filter length is utilized in such contexts to avoid a large excess mean square error at steady state, thereby resulting in slower convergence rate and increased computations. In this work we motivate and propose a new diffusion-based variable tap-length algorithm, which is able to track tap-length changes during the convergence process. Theoretical analyses are provided in terms of steady-state performance and convergence performance, which are verified by simulation results. Some general criteria for parameter selections are also given according to the performance analyses. Numerical simulations demonstrate the efficiency of the proposed algorithm as compared with existing techniques, and robustness to parameter settings provided the parameter choice guidelines are satisfied.
I. INTRODUCTION

D
ISTRIBUTED algorithms have been proposed for a wide variety of applications, including precision agriculture, environmental monitoring, military surveillance, and the modeling of self-organization in biological networks, since they remove the need for a fusion center and reduce the amount of communication compared to centralized solutions [1] .
In the problem of distributed estimation over adaptive networks, a set of nodes is required to collectively estimate some parameters of interest from noisy measurements. Each node in the network is allowed to share information locally with its neighbors, and processing is distributed among all nodes in the network [1] , [2] . Distributed processing schemes were firstly proposed in [3] - [5] based on incremental strategies. Several variations have been developed afterwards, including incremental least mean square (LMS) [6] and incremental recursive least squares (RLS) [7] . However, the incremental approach has the disadvantage of being non-robust to node and link failure, since data are transmitted and processed in a cyclic manner [8] . In a diffusion protocol, every node has access to the measurements and estimates from a subset of adjacent nodes, which is called the neighborhood of the node, and assigns different weights to information received from the nodes in this neighborhood. As a result, the estimate at each node is a function of both its temporal data as well as the spatial data across the neighbors, and furthermore an adaptive network is obtained that is able to respond in real-time to the temporal and spatial variations in the statistical profile of the data [9] . Diffusion-based distributed algorithms include diffusion LMS [2] , [9] , [10] , diffusion RLS [11] , and diffusion Kalman filters and smoothers [12] . Other research works focus on the performance analysis of diffusion strategies [8] , [13] - [15] and the study of optimal combination weights [16] . Moreover, in schemes [1] and [17] , a temporal dimension is added to the processing at the nodes in addition to the spatial dimension. This results in a lower steady-state error, but additional computations and extra memory slots are required [1] , [17] . All of these distributed algorithms use a common assumption that the tap-length or the dimension of the unknown parameter vector is known a priori.
However, in some contexts, the optimal tap-length is always unknown or variable. For example, in the application of system identification, for a given set of channel conditions, no rules exist to exactly predict how many taps the filter should have to attain the lowest possible mean square error (MSE) level, particularly with a time-varying system [18] . Thus in most practical designs, unfortunately, the tap-length is usually fixed at a sufficiently large value to avoid a large excess mean square error (EMSE) arising from under-modeling. However, that may cause slower convergence rate and increased computations. Therefore, an optimum tap-length is required to best balance the steady-state error and the convergence rate. This problem has been previously referred to in stand-alone adaptive strategies [18] - [21] . Among these, the fractional tap-length normalized LMS (FTNLMS) algorithm in [19] is of particular interest, in that the concept of FT facilitates tap-length update and that good performance is confirmed for stationary input signals [21] . Several related works have further been proposed based on the FTNLMS algorithm [22] - [26] . Recently, the tap-length estimation problem has been studied in the context of a distributed network in [27] and [28] , where an incremental protocol and a diffusion protocol are utilized respectively. Unfortunately, in Fig. 1 . Representation of the diffusion strategy for distributed estimation [13] . [28] only a global cost function is proposed to attain the optimal tap-length estimate. In addition, a combine-then-adapt (CTA) policy is used in the diffusion strategy in [28] , where during the combination step, tap-length estimates are combined directly in the neighborhood, but this is not based on an explicit cost function; during the adaptation step, only data from the node itself are exploited to update the tap weights and tap-length. Finally, comparisons are needed to select the largest tap-length within the neighborhood. The tap-weight vectors are then combined and updated based on the chosen tap-length, thus, large computation complexity is required.
The purpose of this paper is therefore to motivate and develop a new distributed strategy that is able to seek the optimal tap-length estimator in real-time through local interactions and rely on a single time-scale (namely, the observation time-scale). Thus, consider a set of nodes that are distributed over a certain region in space, as shown in Fig. 1 [13] . The set of nodes that is connected to node (including node itself) is called the neighborhood of node and is denoted by . At time instants , each node is assumed to acquire a scalar measurement , a regression vector and an intermediate estimate for the unknown parameter vector based on the data from its neighborhood. The objective is for each node in the network to estimate a length parameter vector of interest, where the tap-length is also unknown to us, by exploiting the data and estimates from its neighboring nodes.
In this work, we propose a global as well as a distributed scheme to collectively estimate the unknown parameter vector with undefined tap-length over adaptive networks. The former is theoretically optimal by exploiting the data across the entire network, while the latter is practically effective by only utilizing the data from the neighbors at each node. In the proposed distributed strategy, based on the cost function of minimum distributed MSE, the tap-length estimate is adapted in real-time on the basis of FT, by following the adapt-then-combine (ATC) policy. That is, during the adaptation step, each node collects measurements and regression vectors from its neighborhood and uses them to update its current filter tap-length. The tap-weight vector is then adapted with the improved tap-length; and during the combination step, each node collects tap-weight vectors from its neighbors and fuses deviations between its own weight estimate and its neighbors to further renew its tap-length. Finally, the tapweight vectors are updated with the new filter tap-lengths following the ATC diffusion normalized LMS (NLMS) algorithm in [2] . Thus it is evident that our work is very different from the previous diffusion version in [28] . Furthermore, steady-state expressions for the mean square deviation (MSD) as well as tap-length, and mean convergence conditions for the tap-length update process are derived and formulated in this paper and found to match well with simulation results. Parameter choice guidelines are also provided to facilitate practical applications. It is also confirmed in simulations that the learning curves of the proposed spatial diffusion variable tap-length algorithm converge to those of the global approach. The proposed diffusion version additionally outperforms the diffusion algorithm with fixed filter tap-length in [2] and the existing diffusion variable tap-length algorithm in [28] when the unknown tap-length is variable. Ultimately, theoretical findings and simulation results verify the robustness of the proposed schemes to parameter selections provided the parameter choice criteria are satisfied.
The remainder of the paper is organized as follows: In Section II we formulate the cost function for the tap-length update. In Section III we motivate and derive the spatial diffusion FT variable tap-length NLMS (SDFTNLMS) algorithm and the global FT variable tap-length NLMS (GFTNLMS) algorithm. These algorithms are analyzed in Section IV and Section V respectively in terms of tap-weight and tap-length convergence. General guidelines for parameter selections are provided in Section VI. Section VII presents simulation results, and Section VIII concludes the paper.
Notation: For convenience of description and analysis, all the variables used in this paper are assumed to be real. Boldface small and capital letters are used for vectors and matrices respectively; normal font is utilized for scalars; all calligraphic fonts are used for matrices by default. All the vectors in this paper are deemed as column vectors by default. and refer to the absolute and Euclidean norm operations.
denotes statistical expectation and denotes trace of a matrix. The superscript represents the transpose of a matrix or a vector. The notations and denote a column vector and a diagonal matrix respectively. Operation rounds the embraced value to the nearest integer, denotes the Kronecker product, and is the Hadamard product. The operator stacks the columns of a matrix argument on top of each other, and represents a weighted vector norm for any positive-definite matrix . For a vector, the first subscript refers to the node, the second to the size, and to the time index by default, e.g.,
. For a scalar, the first subscript denotes the node, and the second denotes the time index by default, e.g., .
II. COST FUNCTION FORMULATION
Assume that there are nodes in the network. At each time instant and node , the data are assumed to satisfy a linear regression model of the form [2] : (1) where , and are the desired signal, regression vector and measurement noise respectively; denotes the optimal tap-weight vector of size , which is the same for all nodes. We further define the estimate error based on the weight estimate and tap-length estimate as (2) As is shown in Fig. 1 , in practical networks, node may have access only to the data from its neighbors . In that case, the local MSE at node is defined as the weighted sum of the MSEs at its neighbors [2] : (3) where and respectively are the weight estimate and taplength estimate at node obtained by exploiting data from its neighbors. The non-negative real coefficients give different weights to the data from the neighbors of node . The adaptation matrix with entries satisfies: (4) in which denotes the -vector with unit entries. Furthermore, the Metropolis rule is generally used to calculate coefficients [9] : if are linked if and are not linked if (5) where respectively denote the cardinality of the networks and ;
represents all nodes in the network except for node .
Before we proceed, several assumptions are made for convenience of analysis:
Assumption 1: The processes and are assumed to be jointly wide-sense stationary (WSS).
Assumption 2: Both the regressors and measurement noises are assumed to be zero-mean white over time and independent over space with variances and respectively. Assumption 3: The noise process and the regression data are assumed to be independent of each other for all . By utilizing Assumption 1, the optimal local estimate at node for is denoted as follows when the filter tap-length is (6) Note that the local estimates may differ from node to node, in that only measurements from each neighborhood are utilized.
We further define the distributed MSE at node as the sum of local MSEs at all nodes in the network , based on Assumptions 2-3 and (3) and (6) [2] : (7) in which the first item on the right-hand side (RHS) represents the local MSE at node defined in (3) , and the second denotes the sum of approximate local MSEs at the other nodes , with the weighted sum of measurement noise variances at the neighbors being omitted. Coefficients give different weights to the estimate deviations at the neighbors, and the diffusion matrix with entries satisfies
The relative-degree rule is generally utilized to calculate , that is [11] if otherwise.
In the definition in (7), not only the data, but also the estimates from the neighbors are exploited, which means that at node the data from all the neighboring nodes of its neighbors are utilized, thus accuracy is guaranteed if we seek estimates based on definition (7) .
We continue to define the optimal tap-length estimate at node based on the definition of the distributed MSE: (10) where is the steady-state distributed MSE at node , namely as . Notation represents the first entries of an -vector, and we use for convenience below. Positive integer avoids suboptimal tap-length estimates and is a small positive value that is predetermined according to system requirements [19] . In the following sections, we will provide choice guidelines for parameters and in adaptive networks, which facilitate practical use. Note that the tap-length , is constrained to be not less than a lower floor value , where , during its evolution. It is necessary since is used as a tap-length [24] .
Remark 1: It is verified that the minimum MSE (MMSE) is a monotonically non-increasing function of the tap-length. Moreover, a constant level of misalignment can be obtained under different scenarios by utilizing the NLMS algorithm [19] . Thus, we can conclude that the steady-state MSE of a single node as well as the steady-state distributed MSE defined in (7) are monotonically non-increasing relative to the filter length. By following the cost function in (10), we intend to find the filter length at node that corresponds to the minimum steady-state distributed MSE. To be explicit, decrease of the steady-state distributed MSE at node becomes negligible (depending on the parameter ) when a larger tap length is utilized.
In addition, the cost function defined in (10) is more suitable for the case where the unknown parameter vector is non-sparse or only suffers from a low degree of sparseness, otherwise the resulting tap-length estimates can be affected by local minima of the distributed MSE.
Next, a spatial diffusion variable tap-length algorithm is proposed based on the cost function (10).
III. SPATIAL DIFFUSION FT VARIABLE TAP-LENGTH NLMS ALGORITHM
Based on the cost function (10), we proceed to update the taplength in a style similar to that used in the leaky LMS algorithm [29, p. 314] . A leakage factor is introduced in the adaptation rule at node , , thus, the concept of FT [19] is also adopted for application needs: (11) and if otherwise (12) where is the FT; positive integer is the tap-length estimate; we have . The leakage factor aims to prevent the tap-length from wandering about a certain value;
is the step-size for the tap-length adaptation and satisfies ; parameter is a small integer [19] , [24] . Replacing the estimates and in (10) by the current estimates and at node , we arrive at recursion (11) based on (10), given the choice (13) Furthermore, by exploiting definition (7) we obtain: (14) where the last term on the RHS of (14) can be simplified as: (15) in which subscript represents the last entries of an -vector. Combining (14) and (15), the difference in (14) is the sum of two terms, namely, in which the first term is named the adaptation term and the second is called the combination term. If we split the update equation in (11) into two steps, with only one term above being utilized in each step, then by ordering the manner in which these terms are combined to evaluate the difference in (14), we can motivate two combinations of adaptive diffusion strategies, namely the ATC policy and the CTA policy. Generally, the ATC strategy performs better than the other version in that more data in the network are fused [2] , thus we proceed in that manner. In the recursion from to in (11), the following two steps are performed in succession by generating an intermediate estimate :
where the local MSE is replaced by its instantaneous approximation in (16) . One problem that remains in (17) is that the estimates are unknown a priori. Equation (6) is not a good solution, since node is required to have access to the statistical information of the data at the neighbors. Note that the weight estimate is updated as well following the ATC diffusion NLMS algorithm at each node as the measurements and regressors from its neighborhood arrive, by generating the intermediate estimate [2] : (18) where is the step-size for the weight adaptation, ensures that the denominator is not zero. Note that in (18) the NLMS algorithm is utilized to keep the system stable when the tap-length varies [19] . We thus replace estimates in (17) We therefore replace tap-lengths and in recursions (18) and (19) with and respectively, namely, (19) is rewritten as (21) The filter tap-length at time is given by if otherwise.
Finally, the ATC diffusion NLMS algorithm in [2] is applied with the new filter tap-length at each node to offer an estimate of the parameter vector of interest. Fig. 2 shows schematically the proposed SDFTNLMS algorithm at node , . Similarly, we can obtain the GFTNLMS algorithm by defining the entire network as the neighborhood, namely, in the GFTNLMS algorithm, we choose the adaptation matrix , and the diffusion matrix [2] , where is a unit matrix. That is because in the global approach the measurements and regressors from all nodes in the network are conveyed to a central processor, where equal weights are given to the data from different nodes to estimate the unknown parameter vector. After that, the estimate information is transmitted back to each node from the central processor. We proceed further to take this algorithm as a basis to evaluate the SDFTNLMS algorithm, since the information from the entire network is fused directly in the GFTNLMS algorithm.
IV. STEADY-STATE MEAN-SQUARE PERFORMANCE ANALYSIS
In this section, we will provide steady-state mean-square performance analysis of the proposed SDFTNLMS algorithm, and formulate the steady-state MSD at each node in the network. Compared to the performance analysis in the fixed tap-length case in [2] , the main difference in a variable tap-length case is that the steady-state filter length differs from each other across the nodes in the network. In the subsequent analysis, we will primarily deal with the varying filter lengths.
Before we perform the steady-state analysis, we shall assume that: For convenience of analysis, we use a vector to denote the unknown parameter vector by padding with zeros, where is an integer larger than both the optimal taplength and the maximum value of the variable tap-length sequence for all and . In the same way, we obtain length tap-weight vectors at all nodes in the time sequence. Thus the weight adaption in the SDFTNLMS algorithm at node becomes:
and (24) where is an matrix obtained by padding with zeros.
Remark 2: As is shown in our previous work in [24] , the approach that all the vectors are padded with zeros to a sufficiently large size of N facilitates further analysis significantly, since all the vectors in question are of an identical and constant size. Rewriting the tap-weights update equations for a variable tap-length case as in (23) and (24), we can follow the performance analysis for the fixed tap-length case in [2] by only redefining some of the following matrices.
At each time instant , and node , define the following deviation quantities based on the tap-length estimate : We also define the following based on Assumptions 2 and 5:
where the property in (4) is utilized in (38) for simplification, and Proof: See Section IV 1 in [2] for reference, by noting that the quantity on the RHS of (35) disappears at steady state based on Assumption 5.
Note that mean and mean square convergence conditions for the tap-weights update process can be obtained if one refers to [2] in Sections IV.B and IV.E.3 respectively, based on the results in this section. We proceed further to analyse the update process of the tap-length estimate.
V. PERFORMANCE ANALYSIS OF TAP-LENGTH UPDATE PROCESS
In this section, we will first formulate the steady-state expression for the tap-length estimate based on some convergence assumptions, then we will provide a sufficient mean convergence condition for the tap-length update process.
A. Problem Formulation
At each node , following a similar technique as in [24] , we split the unknown parameter vector into three parts:
where the notation is the part modeled by , is the part modeled by , and is the under-modeled part.
For convenience of description, at node the regression vectors from the neighboring nodes and deviation quantity are split similarly to that of . With the above notations, the terms in (16) at each node can be written as:
Next the terms in (21) will be analyzed for each node , . Using the definitions of the Euclidean norm and deviation quantity in (26), we get Next, a steady-state performance analysis of tap-length will be given based on this update equation.
Remark 3: Different from the steady-state tap-length analysis for the single-node FTNLMS algorithm in our previous work [24] , the diffusion step of the tap-length recursion results in a diffusion term in the proposed SDFTNLMS algorithm, which does not exist in the single-node version.
B. Steady-State Performance Analysis
To simplify the analysis, we make several further assumptions:
Assumption 7: At steady-state, and tend to be constants for each node , as . 2 
Assumption 8:
The tail elements of the unknown parameter vector can be deemed to be drawn from a random white sequence with zero mean and variance . This assumption is justified and discussed in [24] .
Assumption 9: At steady state, vector is independent of , for all . The justification of this assumption is that the update of only depends on the past regression vectors as is shown in (23) and (24) .
Theorem 2: Assume that Assumptions 1-9 hold. The taplength estimate at each node converges in the mean to 
Let (54) and (55) which means that equals to when we replace with a unit matrix of comparable size in (42), then we define (56)
Proof: Taking expectation of both sides of (50), we have the following under Assumption 7 (57) Based on our previous study on the single-node FTNLMS algorithm in [24] , the left hand side of (57) can be simplified as (58) where (59) and (60) In a manner similar to (47), the term becomes:
Recall the following steady-state relation in [2] (62) where for any positive-definite matrix which we are free to choose. Then the term can be obtained by choosing in (62), and (52) follows.
Based on (23) as , the weighted norm of for any positive-definite matrix is obtained under Assumptions 2-3, 9: We proceed to replace in (65) with the defined in (54), and combine (62) and (65) by choosing as in (62), then (56) follows. The steady-state expression for the tap-length estimate at node in (51) finally results from (57), (58) and (59).
Remark 4: Recall the result of the single-node FTNLMS algorithm, where the steady-state expression of the tap-length estimate is as follows [24] : (66) in which the first two and the last terms on the RHS are very similar to those in (51) respectively, and the third one is caused by the deviation from the last weights of the adaptive filter, as is modelled by the term in (51). Therefore, the only difference between these two steady-state expressions is in the last term in (51), which is caused by the diffusion step of the proposed algorithm. Intuitively, the numerator denotes the steady-state deviation between estimates in the neighborhood on the last tap-weights, thus the value of is relatively small compared with . Consequently, similar to the single-node case in [24] , the mean value of the steady-state tap-length estimate at each node in the network will be close to the value of . This indicates that we can set and in the RHS of (40) to evaluate the steady-state MSDs across the network.
Moreover, expression (51) also implies the robustness of the proposed algorithms to the parameter selections of and , resulting from their slight influence on the steady-state performance of the proposed algorithms, provided that the convergence conditions and parameter choice guidelines in the subsequent sections are satisfied. That will be also shown in the following simulations.
C. Mean Convergence Analysis
In view of Theorem 2, we know that in the proposed algorithms the mean value of the steady-state tap-length at each node is close to . In this section, we will provide sufficient conditions for the parameter selections to ensure theoretical mean convergence of the tap-length update process, under which the tap-length estimate at each node in the proposed algorithms converges in the mean to a value close to . For the convenience of analysis, we assume that Assumption 10: The value of is larger than the width of the suboptimum tap-length, which is defined as the number of successive suboptimum tap-lengths [19] . See Section VI for specific parameter choice guidelines.
The following lemma guarantees the tap-length estimate converges in the mean to a value close to the optimal tap-length estimate defined in cost function (10) .
Lemma 1: Assume that Assumption 10 and the relation in (13) hold. Then the tap-length at each node converges in the mean to within a range of , where is defined in cost function (10) [19] .
In view of Lemma 1, we proceed to seek conditions on parameter selections in the proposed algorithms under which the optimal tap-length estimate at each node defined in cost function (10) is exactly .
Let (67) and (68) where the subscript denotes a specific node, then we have
where inequality (69) holds in that the unknown parameter vector is under-modeled by , and is fully modeled by for any , thus the difference between the steady-state MSEs on the RHS of (67) will be positive. The inequality (70) holds due to the existence of adaptation noise.
Lemma 2: Assume that Assumption 10 and the relation in (13) hold. Then is the optimal tap-length estimate at node defined in cost function (10) . Assume that all other assumptions made in Theorem 2 hold, then Theorem 3 actually guarantees the tap-length estimate at each node converges in the mean to the value formulated by (51) in Theorem 2.
In the following section, we will provide some practical choice guidelines for the parameter settings in the proposed algorithms, which satisfy the mean convergence conditions in Theorem 3.
VI. PARAMETER CHOICE GUIDELINES
There are four extra parameters at each node , introduced by the tap-length estimation as compared with the diffusion NLMS algorithm with fixed tap-length, namely, , (as well as due to the relationship of ), and . In this section, we will provide some general guidelines for parameter choices of and , which are different from those designed for single-node tap-length adaptation in [24] , while for selections of the other parameters one can refer to [24] . To be specific, the parameters can be determined as follows:
1) The parameter is a very small positive number, and its value should be chosen based on the measurement noise level. Practically, can be set to the steady-state EMSE at node , which is defined as [30] : (73) To this end, we can weight in (62) with a block matrix that has at block and zeros elsewhere [2] , that is to select in (62), with being defined in (41). Specifically, is chosen as follows: (74) with the other terms in defined in (42) being neglected, since they will depend on . In practice, in order to estimate , we only need estimates of the input variance as well as the measurement noise variance, which are practically available or can be estimated [31] and obtained at each node through network transmission. Note that the values of in (74) will have slight influence on the value of , since we know that the steady-state EMSE of the NLMS algorithm will mainly depend on the measurement noise variance and the value of the step-size , if the steady-state filter length is larger than [30, p. 302] . Namely, in practice we can choose a sufficiently large value for to calculate , from which can be determined. We show in Appendix B that such selected values of satisfy the mean convergence condition in Theorem 3.
2) The parameter must be larger than the width of the suboptimum tap-length, so that the length adaptation can escape from local minima [19] . Whereas, should be much smaller than the estimate of , so that the steady-state tap-length formulated in (51) will not be significantly biased from . Generally, an integer around will be a good choice [24] . However, since is unknown a priori and may be varying, in practice, we can set to an integer that is close to 10 percent of the current tap-length estimate, with a minimum value chosen according to the estimate for the order of the magnitude of . Better performance can be achieved by adapting the parameter during the length adaptation [25] , in which the value of is large initially, contributing to a fast convergence rate, and then decreases gradually to ensure a small bias from the optimal tap-length at steady state. Remark 5: The parameter choice guidelines for and are different from those designed for the single-node FTNLMS algorithm in [24] , and more suitable for network adaptive filter application. In this work, we calculate step-sizes for taplength adaptation from the relation with being set to steady-state , which are obtained from our theoretical results. On the contrary, in our previous version for the single-node strategy, we provided lower and upper bounds for setting the parameter , by limiting the expectation and variance of the steady-state filter length respectively. As for the parameter , we set it to an integer that is close to 10 percent of the current tap-length estimate, with a minimum value chosen according to the estimate for the order of the magnitude of the optimum tap-length, which is more practical than our previous guideline that is set to be an integer around 10 percent of the optimal tap-length , which is unknown a priori. Note that only the steady-state mean value of the parameter is involved in the performance analyses of the tap-weights and tap-length update processes in Sections IV and V. Moreover, at steady state, the mean value of the parameter will be constant as the tap-length estimate converges in the mean to a constant. Consequently, the time-varying value of the parameter during adaptation will not affect the previous theoretical results. Furthermore, the steady-state expression of the tap-length estimate indicates that the tap-length will be slightly overestimated compared to the value of , provided the above parameter choice guidelines are satisfied.
In summary, the proposed SDFTNLMS algorithm is shown in Table I .
VII. SIMULATION RESULTS
In order to illustrate the performance of the proposed algorithms, we perform four simulations in this section. The steadystate performance is tested in the first simulation, followed by the test for mean convergence performance of the tap-length update process. The last two experiments are conducted to test tracking performance, where the optimum tap-length varies unpredictably under a low-noise condition and a high-noise condition respectively. The robustness to parameter settings is also tested in the last three simulations, according to the provided parameter choice guidelines.
A. Steady-State Performance
The setup of the simulation is as follows. The regressors and measurement noises across the network are uncorrelated zeromean Gaussian, independent in time and space with variances denoted by and respectively. Fig. 3 depicts the network topology with nodes, together with the network statistical profile showing how the signal power varies across the nodes. This network topology was firstly discussed in [9] . The unknown parameters, of size , are drawn from a white Gaussian sequence with zero mean and variance of 0.01. Matrices and are calculated by (5) and (9) respectively in the SDFTNLMS algorithm, while for the GFTNLMS algorithm, , . Moreover, in order to verify our theoretical analysis results in (40) and (51), in both the GFTNLMS and SDFTNLMS algorithms, is fixed at 6 during the convergence process, is 2, , , , and we calculate step-sizes through , where we set parameters to 0.008, and select according to (74) with a sufficiently large tap-length of 100. The TABLE II  THE STEADY-STATE TAP-LENGTHS FOR SDFTNLMS AND GFTNLMS,  SIMULATION VERSUS THEORY   TABLE III  THE STEADY-STATE MSDS FOR SDFTNLMS AND GFTNLMS, SIMULATION VERSUS THEORY simulation values are obtained over 6000 time samples (which ensures that the algorithms arrive at steady state) in each independent experiment. Table II and Table III show the simulated steady-state tap-lengths and MSDs respectively for both the SDFTNLMS and GFTNLMS algorithms, together with the theoretical results from expressions (51) and (40) where we set and . In both Table II and  Table III , the steady-state values of the diffusion algorithm are presented on the left, while those of the global version are on the right. Note that the simulation results are averaged over 100 Monte Carlo runs, thus an integral tap-length is not guaranteed. In the GFTNLMS algorithm, we use each node , to serve as the fusion center respectively, thus different signal variances are obtained, resulting in different parameter settings , leading to different steady-state tap-lengths in Table II; and slightly different MSDs are obtained  in Table III due to different runs.
Several conclusions can be drawn from Table II and Table III : firstly, theoretical results match well with simulation values in terms of MSD and tap-length, with the steady-state tap-lengths being all around ; subsequently, it is confirmed theoretically and practically that the SDFTNLMS algorithm drives the tap-lengths and the MSDs to converge to a similar value respectively across the nodes; ultimately, the tap-lengths and MSDs from the SDFTNLMS algorithm converge to those of the GFTNLMS algorithm at steady state, which indicates a similar steady-state performance of both algorithms, but the distributed scheme requires lower computations. 
B. Mean Convergence Performance
In this section, we will verify the theoretical results presented in Theorem 3, by using the same test environment as is shown in the steady-state performance simulation. Let and in (79) (in Appendix B), so that we can calculate the values of in Theorem 3 as is shown in Table IV . Setting according to (74) with a sufficiently large tap-length of 100, we can see from Table IV that . Let , then condition (72) in Theorem 3 is satisfied at each node for any . Moreover, Table IV also shows the values of and in the case when , which is the lower limit value for in [24] . Clearly we have . In this simulation, in the proposed SDFTNLMS algorithm we set step-sizes to , and for respectively, and for the robustness performance test we set , which is the upper limit value for in [24] , and . Table V shows steady-state network tap-lengths of the SDFTNLMS algorithms with these four sets of , where the values are averaged over 100 independent experiments, with 100,000 iterations in each experiment to ensure mean convergence of the tap-length estimates. The steady-state network tap-length is defined as: (75) It can be observed from Table V that by setting and in the proposed SDFTNLMS algorithm, which satisfy condition (72) in Theorem 3, the tap-length estimates across the network will converge in the mean to a value close to . However, the tap-length will be underestimated, on average, to some extent at steady state compared to , if the condition (72) is not met. This is because the ratios of and in the first two parameter settings in Table V will be higher than the values of , which are calculated from (74), thus the values of the optimal tap-length estimates under these parameter settings will be lower than .
C. Tracking Performance in a Low-Noise Case
The set up of this simulation is as follows. The unknown parameters are drawn from a white Gaussian sequence with zero mean and variance of 0.05, with a variable tap-length for otherwise . The regressors and measurement noises are the same as those in the previous simulations, except that the measurement noise variances are scaled to achieve high signal-to-noise ratios (SNRs) as is depicted in Fig. 4(a) .
In both the SDFTNLMS and GFTNLMS algorithms, at each node the tap-length updates with an initial value of ; the parameter is adjusted to be 10 percent of the current filter length, with a minimum . Moreover, to test the robustness of the proposed algorithms, we set parameters to 0.01 and 0.001 (upper and lower limit values respectively as is shown in [24] ). Parameters are calculated from (74) by using a sufficiently large tap-length of 500, and step-sizes are set to , which are different across the nodes due to different SNRs. We checked that convergence condition (72) was met. In the diffusion FTNLMS (DFTNLMS) algorithm proposed in [28] , leakage factors are set to 0.001 to ensure a fast convergence rate of the tap-length, step-sizes , parameters , with the parameter as well as the initial tap-length value being the same as those in the SDFTNLMS and GFTNLMS algorithms. We choose step-size for the DFTNLMS algorithm, while for all the other tested algorithms to obtain similar steady-state EMSEs in the first stage. The other parameters are unchanged from those in the previous simulations. Fig. 5 shows the evolution curves for different NLMS algorithms over adaptive networks, including the SDFTNLMS, and GFTNLMS algorithms with varying leakage factors of , ATC diffusion NLMS algorithms [2] with fixed tap-lengths of 100 and 300, and the DFTNLMS algorithm [28] . The results are averaged over 100 independent experiments. The network EMSE at time instant is defined as [2] : (76) and the definition for the network tap-length follows that in (75).
It is clear to see from Fig. 5 that the proposed SDFTNLMS algorithm provides a good trade-off between the convergence rate and the steady-state performance. The ATC diffusion NLMS algorithm with a filter tap-length of 100 suffers from a large steady-state EMSE when the optimal tap-length becomes 300. The ATC diffusion NLMS algorithm with a fixed tap-length of 300 has a significantly slower convergence rate when the optimal tap-length is smaller than its set tap-length. Compared with the diffusion variable tap-length algorithm in [28] , the proposed SDFTNLMS algorithms also show better tracking performance in the tested case, with a faster convergence rate in the first stage, and a smaller steady-state error in the second stage. Furthermore, the learning curves of the SDFTNLMS algorithms converge to those of the GFTNLMS algorithms for all the tested parameters. Fig. 5 also demonstrates the robustness performance of the proposed algorithms to leakage factors (as well as stepsizes , since ). As is analyzed above, varying values of (or ) have slight influence on the steadystate performance of the proposed algorithms, but will affect the transient performance to some extent. Small values for and are more suitable in the low-noise case as is shown in Fig. 5 , which avoid the tap-length overshoot, thus accelerating convergence. However, convergence rates of network EMSEs are very similar with different parameter settings of .
D. Tracking Performance in a High-Noise Case
In this simulation, a high-noise environment is utilized. The unknown parameters are the same as those in the low-noise case, which are drawn from a white Gaussian sequence with zero mean and variance of 0.05, but the tap-length changes at the 20000th time instant from 100 to 300. Measurement noise variances are scaled to achieve low SNRs as is depicted in Fig. 4(b) .
In both the SDFTNLMS and GFTNLMS algorithms, leakage factors are set to 0.01 and 0.001 respectively to test the robustness to parameter settings. We also calculate parameters based on (74) by using a sufficiently large tap-length of 500, and step-sizes are calculated from , which satisfy the convergence condition in (72). In the DFTNLMS algorithm, step-sizes are 1, and leakage factors are 0.001 to ensure a fast convergence rate during the tap-length update process. Moreover, we set the step-size in the DFTNLMS algorithm, while in all the other tested algorithms, with the other parameters being unchanged. Fig. 6 shows the evolution curves in this case for the SDFTNLMS, and GFTNLMS algorithms with varying leakage factors of , ATC diffusion NLMS algorithms with fixed tap-lengths of 100 and 300, and DFTNLMS algorithm. The results are averaged over 100 independent experiments, and definitions of network tap-length and network EMSE follow those in (75) and (76) respectively.
Again from Fig. 6 , the proposed SDFTNLMS algorithm provides a good trade-off between the convergence rate and the steady-state performance. The ATC diffusion NLMS algorithm with a filter tap-length of 100 still suffers from a large steadystate EMSE when the optimal tap-length becomes 300, resulting from a deficient tap-length. The ATC diffusion NLMS algorithm with a fixed tap-length of 300, on the other hand, suffers from a slow convergence rate at the first stage due to a too large filter tap-length. In addition, the DFTNLMS algorithm can still track the change of the unknown tap-length, but will suffer from inferior performance as is compared with the proposed SDFTNLMS algorithm with leakage factors , since less measurements are exploited. Similar learning curves are obtained in the proposed SDFTNLMS algorithms and the GFTNLMS algorithms.
Furthermore, Fig. 6 also illustrates that the proposed variable tap-length algorithms, in the high-noise case, still show good robustness performance to leakage factors (as well as step-sizes ). Varying values of and still have slight influence on the steady-state performance of the proposed schemes. However, in the high-noise case, a fast convergence rate of network tap-length is obtained if we choose large values for , but the convergence rates of network EMSEs won't change significantly.
VIII. CONCLUSION
We formulated two variable tap-length algorithms over adaptive networks. One of them was the GFTNLMS algorithm, which is theoretically optimal. The other was the SDFTNLMS algorithm that allows information to exchange spatially in local neighborhoods and is more practical. In the proposed SDFTNLMS algorithm, we followed the concept of pseudo fractional tap-length and adapt-then-combine diffusion policy. Steady-state performance in terms of MSD and tap-length was analyzed. Moreover, we derived the sufficient condition for tap-length convergence in the mean. These analyses matched well with simulation results. General guidelines for parameter selections were also provided to facilitate practical use. Tracking performance simulations demonstrate that the proposed strategies outperform the ATC diffusion NLMS algorithm with a fixed tap-length as well as the existing diffusion variable tap-length algorithm, and that learning curves of the SDFTNLMS algorithm converge to those of the GFTNLMS algorithm at steady state. In addition, the proposed strategies show robustness to parameter selections provided the parameter choice guidelines are satisfied.
APPENDIX A PROOF OF LEMMA 2
Assume that is the optimal tap-length estimate at node in cost function (10) . Then is the smallest value that satisfies the inequality on the RHS of (10) by definition, we can conclude that (77) (78) where and are defined in (67) and (68) respectively.
Recall that for any positive parameters , and , then from (77) we obtain relation (71). In view of relation (70), inequality (78) always holds for any . On the other hand, assume that for positive parameters and . Let , then , and by definition. Noting that the steady-state MSE (as well as the steady-state distributed MSE, , that is defined in (7)) is basically a convex function of the tap-length [19] , and that is larger than the width of the suboptimum tap-length by assumption, we can conclude that is the optimal tap-length estimate at node in cost function (10) . APPENDIX B Let in (58), the RHS gives the value of , by comparing (11), (50), (58) and (67). Combining (59) and (58), we get (79) where the values of the two right-most terms will be relatively small compared to the value of . Then the term can be approximately deemed as the EMSE in the case when one tail element of the unknown parameter vector is not modeled by the tap-weight vector. On the other hand, the term defined in (73) refers to the case when the unknown parameter vector is fully modeled. Thus intuitively we have . Let and , then Theorem 3 will be satisfied for any .
