We construct a simple, closed, continuously differentiable curve r: [0, 1] -» Ed (d > 3) whose tangent vector never points twice in the same direction of Sd~ ' yet sweeps out a set of directions equal to almost all of Sd~l.
1. Introduction. The circle is a simple, closed, continuously differentiable curve in F2 whose tangent vector points exactly once in every direction of S '. No curve in Ed (d > 3) can possess all of the analogous properties but there are examples which come surprisingly close to doing so. Theorem 1. There exists a simple, closed, continuously differentiable curve in Ed (d > 3) whose tangent vector points at least once in every direction of Sd~]. The tangent vector to any such curve must point at least d times in certain directions. In fact this is true independent of the curve being simple or closed.
Theorem 2. Consider the continuously differentiable curves in Ed (d > 3) whose tangent vector never points twice in the same direction of Sd~ ' and therefore omits certain directions. If the tangent vector to such a curve is forbidden to vanish, then its set of omitted directions must have positive (d -I)-dimensional measure. However, there exist simple closed curves of this type whose set of omitted directions has arbitrarily small (d -1)-dimensional measure. On the other hand, if the tangent vector is allowed to vanish countably often, there is a simple, closed curve whose set of omitted directions has (d -1)-dimensional measure zero.
It is natural to ask if there exists a simple, closed, differentiable curve in Ed (d > 3) whose discontinuously varying tangent vector points exactly once in every direction of Sd~l. This question remains open.
The construction for Theorem 1 is achieved by splicing integrals of Peano curves, and the remark about multiplicity is proved by applying a result of Lebesgue. The constructions for Theorem 2 are achieved by splicing integrals of Osgood curves, but here the splicing is more delicate and in the second case a preliminary application of the Vitali covering theorem is required.
Peano and Osgood curves are developed in §2. Theorem 1 is proved in §3 and Theorem 2 is proved in § §4 and 5. Related work is discussed in §6.
2. Peano and Osgood curves. In 1890, Peano [7] startled the mathematical community by constructing his continuous curves/): [0, 1]->[0, 1]" (n > 2 and especially n = 2, 3) which cover [0, 1]". The description of these curves was arithmetic in the sense that the first nm ternary "decimals" of t were manipulated to give the first m ternary decimals of each of the n components of p(t). In effect t was identified with a nest of closed sets in [0, 1], hence with a nest of closed sets in [0, 1]" and hence with p(t). In 1903, Osgood [6] showed that a Jordan curve q: Proof. The proof falls into 4 steps.
Step 1. Let B be a closed ball of radius r > 0 in E" (n > 2). Then there is a sequence of disjoint closed balls Bm of radius rm < \ r (m = 1, 2, . . . ) lying in the interior of B and covering almost all of B.
Proof. This is immediate from the Vitali covering theorem which is stated in §5 in connection with the application mentioned in the Introduction.
Step 2. Let B be a closed ball of radius r > 0 in E" (n > 2). Suppose that x and y are distinguished points on the boundary of B and y is a number satisfying 0 < y < 1. Then there is a finite chain of successively tangent, but otherwise disjoint, closed balls Bm of radius rm <\r (m = 1, 2, . . . , A) which lie in the interior of B, except that Bx touches x and BN touches y, and satisfy ZNm=xli"(Bm)>yp"(B).
Proof. Take Af, balls of total n-measure greater than y¡i"(B) from the beginning of the covering of Step 1. Draw a simple curve in the interior of B from x once through each of these Af, disjoint balls to v. Add Af2 small balls along the curve from x to y like beads on a string to complete the chain of A = Af, + Af2 successively tangent balls.
Step 3. Start with the given ball B = P, and apply the construction of Step 2 with x = xx and y = yx on the boundary of P, and y = y, satisfying 0 < y, < 1. This yields A = A, balls P,,, P12, . . . , BXN¡ which may be matched with a partition of [0, 1] = Z, into A, equal subintervals Z,,, Z12, . . . , IXN . This ends the first stage of an inductive construction.
At the beginning of they'th stage the balls and corresponding intervals carry /'-term indices. The range of a particular term in these indices may depend on the preceding terms so we avoid being pedantically explicit. The point is that the successively tangent balls and corresponding intervals are linearly ordered in the natural order of the intervals. The most elegant point of view may be to think of the balls as indexed by the intervals.
To carry out the jth stage, apply the construction of Step 2 to each ball using x = point of contact with predecessor and y = point of contact with successor and using a uniform y = y,. Each ball is replaced by a finite chain of new balls and the jth stage is completed by making appropriate equipartitions of the corresponding subintervals of [0, 1].
Step 4. After they'th stage of construction the size of each interval and ball has been reduced by a factor of at least 2~J and so the nests which they comprise converge to single points of [0, 1] and P respectively. If q is the natural correspondence between these points then q is obviously 1-1 and continuous. To guarantee fi"(q*) > ay¡."(B) it is enough to choose the y's so thatn~_i y, > a. If B" = {x E E": 11*11 < \/n/(n + 2) } is a ball of radius Vn/ (n + 2) Regard v as a velocity in Ed and obtain part of the space curve r: [0, 1] -» Ed as the trajectory of a particle moving with this velocity. That is, define r(t) = J'0v(r)dT. Then it is obvious that r: [0, 1] -» Ed is a continuously differentiable curve and, since r' = v, it points at least once in every direction belonging to the cap C".
To get a curve that points at least once in every direction, repeat the above construction d + 1 times, once for each face of the ¿/-simplex Td, and then link these pieces of curve together cyclically. If these splices are smooth, this leads to a continuously differentiable closed curve in Ed that points at least once in every direction. However the objective is to produce a simple curve with these properties, and a few remarks are required to prove that self intersections can be avoided.
Recall that r is the trajectory of a particle travelling for unit time with velocity v and v is a unit vector in the cap C" of angular radius arceos d~x lying in the southern hemisphere of S". This means that the particle has "downward speed" vD satisfying d~x < vD < 1 and "horizontal speed" vH satisfying 0 < vH < d~\d2 -1)1/2. The steady downward drift vD > d~l > 0 guarantees that r does not intersect itself, and the upper bounds vD < 1 and vH < d~x(d2 -1)1/2 guarantee that r is confined to a cylinder of length 1 and radius d~\d2 -1)1/2.
The d + 1 pieces of curve belonging to the different faces of the simplex Td are each simple curves. If their confining cylinders are translated so that they become mutually disjoint, then the different pieces of curve do not intersect one another. With this arrangement of the important pieces, it is easy to add the cyclic splices and produce a simple, closed curve as required. Let B" = {x E E": \\x\\ < 1 -e} where 0 < e < 1; let a satisfy 0 < a < 1; let x and y be diametrically opposite points of B" and let v0 and t>, be points outside of B" on the line xy such that ||t>0 -jc¡| = ||u, -y\\ = e. Let It follows that r is a continuously differentiable curve and r' = v never points twice in the same direction. Since v* includes s(q*), ¡x"(v*) ->\n"(S") as e -*0+ and a -> 1~. The velocities u(0) = v0 and u(l) = t>, = -v0 are horizontal but otherwise v points downward, so that r is a simple curve. The velocities v(t) and v(l -t), 0 < t < (1 -8)/2, have the same downward component, so a horizontal (¿/-l)-flat through the point ¿(r(0) + r(l)) separates the corresponding legs of the trajectory and cuts r* at r(t0) for some In §2, Lemma 1, Step 1 this theorem is used with X = B = {x E E": \\x\\ < r), [i = ju" and ÍF = family of all closed balls contained in B with radius < \ r. Strictly speaking it appears that some of the balls selected by the theorem might touch the boundary of B instead of lying in its interior. However the details of the Vitali proof show that this can be avoided.
In this section the Vitali covering theorem is used with X = S" -{z E F"+l: ||z|| = 1}, p. = ¡i" and f = {/*}, where the functions/: [0, 1] -» S" are constructed from Osgood curves much as in §4. A typical function of this type is/ = g ° s ° q, where q: [0, 1] -^ B", B" of radius r, is an Osgood curve with ¡x"(q*) > afi"(B"); s: B" -» S" is stereographic projection and g: S" -» S" is a rotation. If g ° s(B") = C"(0), a cap of angular radius 9, then f* C C"(9) and N(f*, 38(f*)) c C"(39). If a is close to 1, u"(/*) is close to H"(C"(9)) and it is safe to assume u"(/*) > \p"(C"(9)).
Under these circumstances the Vitali ratio satisfies li"(N(f*, 38(f*)))/n"(f*) < 2li"(C"(39))/p"(C"(9)) < 2 ■ 3" = k.
Moreover, if r is small, then 9 is small and 8(f*) is small, so that 5" = {/*} really does give a Vitali covering of S".
A Vitali covering is not spoiled by discarding its larger sets. Moreover, finitely many members of the disjoint sequence guaranteed by the theorem may be selected arbitrarily. Lemma 2 is proved by applying the Vitali covering theorem, strengthened by these remarks, to the cover 9 -{/*} of 5".
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (ii) ff* C Cj where Cj is a cap with centre Cj and angular radius 9j < n/2-arccos(n + l)-1.
(iii) For k = 1, 2, . . . , n + 2 the caps C2k and C2k_x of (ii) are contained in caps Ek with centre ek and angular radius \p where the ek are the centroids of the faces of a regular simplex inscribed in S". The first condition fulfills an obligation incurred in the preceding paragraph; the second condition insures that r is a closed curve because r(\) -r(0) = 2J1 ] 8jdj and the third condition is useful in arranging for r to be a simple curve. This last task will be accomplished by making r very close to the simple polygon P with vertices 0, ue,, u(e, + e^), . . ., u(e, + e2 + • • • + e"+2) = 0, where u = l/6(n + 2).
Let FA be the cap with centre ek and angular radius arceos (n + l)~\ the circumradius of a face of the regular (n + l)-simplex inscribed in S". Since the Fk cover S", it is possible to partition the positive integers/ = 1, 2, . . . into sets Jk (k = 1, 2, . . ., n + 2) in such a way that iîjEJk then e, G Fk. There is some choice in this partition, but when «p is small, 2k -\ and 2k must belong to Jk. Order the elements of each Jk by starting with 2k -1, finishing with 2k and taking the other elements in their natural order. Then order the positive integers by taking the Jk in their natural order. If the time intervals Z, are packed into [0, 1] in this order, r is a simple curve.
Figure 3
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use On the kth "edge" of r, where / G Jk, rj ■ ek > 0 because 0, < n/2-arccos (n + 1)_1 as specified in Lemma 2(ii). This means that there is steady drift in the ek direction and no chance for unwanted intersections. The first and last steps of this edge are 8,d, with I = 2k -1 and 2k respectively, and these become arbitrarily close to \\uek as \p -» 0 making d, -» ek/6 by (A)(i), (iii) and X -> oo making 8, -* l/(2n + 4) by (B)(i), (iii). The middle steps 2{ó}^: j E Jk -{2k -1, 2k}} have total length at most and so they fit into an arbitrarily small ball as A -» oo. This has the double benefit of making the total displacement on the kth. edge arbitrarily close to 82k-\d2k-\ + 82kd2k -» r*k and of keeping these middle steps out of the way of all other steps when the edges of r are put together in close approximation to P. Figure 3 illustrates the situation in dimension 3. The connection between the present paper and the first one mentioned above is somewhat more technical. Suffice it to say that the construction of c directions with c (d -l)-balls each depends on the construction of a Lipschitz function which assumes c values each of which is taken on c times. This construction can be effected by modifying the construction of Peano curves given in §2. Instead of interpreting x(t) = • txt3 ... in a lower scale to make it take on all values, we interpret it in a higher scale to smooth it.
