We consider the Cauchy problem for heat equation with fractional Laplacian and exponential nonlinearity. We establish local well-posedness result in Orlicz spaces. We derive the existence of global solutions for small initial data. We obtain decay estimates for large time in Lebesgue spaces.
Introduction
This paper concerns the Cauchy problem for the following heat equation          u t + (−∆) β/2 u = f (u), t > 0, x ∈ R n , u(0, x) = u 0 (x), x ∈ R n ,
where u is a real-valued unknown function, 0 < β ≤ 2, n ≥ 1, and f : R → R having an exponential growth at infinity ( f (u) ∼ e |u| p , p > 1, for large u) with f (0) = 0. Hereafter, · q (1 ≤ q ≤ ∞) stands for the usual L q (R n )-norm.
When f (u) = |u| p−1 u, the Lebesgue spaces are adapted to study our problem (cf. [3, 14, 15, 16] ). By analogy, we consider the Orlicz spaces [5] in order to study heat equations with exponential nonlinearities. The Orlicz space 
It is also know (see Ioku, Ruf, and Terraneo [9] , Majdoub et al. [10, 11] ) that
When β = 2 (i.e. the standard heat equation) and p = 2, Ioku [8] proved the existence of global solutions in exp L 2 (R n ) of (1.1) under the condition (1.4) below with m = 1 + 4 n . Later, Ioku et al. [9] studied the local nonexistence of solutions of (1.1) for certain data in exp L 2 (R 2 ), and the well-posedness of (1.1) in the subspace exp L 2 0 (R 2 ) under the condition (1.3) below. In [6] , Furioli et al. considered the asymptotic behavior and decay estimates of the global solutions of (1.1) in exp L 2 (R n ) when f (u) = |u| 4/n ue u 2 . Next, Majdoub et al. [10] proved the local wellposedness in exp L 2 0 (R n ) (if f satisfies (1.3) below with m ≥ 1 + 8 n ) and the global existence under small initial data in exp L 2 (R n ) (if f satisfies (1.4) below) for the biharmonic heat equation (i.e. u t + ∆ 2 u = f (u)). Finally, when β = 2, p > 1 and m ≥ 1 + 2p n , Majdoub and Tayachi [11] proved not only the local well-posedness in exp L p 0 (R n ) but also the global existence of solutions under small initial data in exp L p (R n ) of (1.1) and analyzed their decay estimates. We notice that Majdoub and Tayachi [11] considered just the case of when n(p−1) 2 > p. In this paper, we generalize the paper of [11] for the fractional laplacian case including the case when n(p−1) 2 ≤ p for the global existence.
In order to state our main results, we note that the linear semigroup e
−t(−∆)
β/2 is continuous at t = 0 in exp L p 0 (R n ) (see Proposition 2) which is not the case in exp L p (R n ) (cf. [9] in the case of β = 2), therefore, we have to define two kinds of mild solutions, the standard one where the space exp L p 0 (R n ) is used, and the weak-mild solution where we use the space exp L p (R n ). where e
β/2 is defined in (2.7) below.
Definition 2. (Weak-mild solution)
Given u 0 ∈ exp L p (R n ) and T > 0. We say that u is a weak-mild solution for the Cauchy problem (1.1) if u ∈ L ∞ ((0, T ); exp L p (R n )) satisfying the associated integral equation (1.2) in exp L p (R n ) for almost all t ∈ (0, T ) and u(t) → u 0 in the weak * topology as t → 0.
We recall that u(t) → u 0 in weak * sense if and only if
where
is a predual space of exp L p (R n ) (see [2, 12] ).
First, we interest in the local well-posedness. We assume that f satisfies
for some constants C > 0, p > 1, and λ > 0. Typical example satisfying (1.3) is:
Next, our second interest is the global existence and the decay estimate. In this case, the behaviour of f (u) near u = 0 plays a crucial role, therefore the following behaviour near zero will be allowed
More precisely, we suppose that 
Moreover, there exists a constant C > 0 such that
and
with (· ) + stands for the positive part. p ; contradiction. This paper is organized as follows: in Section 2, we present several preliminaries. Section 3 contains the proof of the local well-posedness theorem (Theorem 1). Finally, we prove the global existence theorem (Theorem 2) in Section 4.
Preliminaries

Orlicz spaces: basic properties
In this section we present the definition of the so-called Orlicz spaces on R n and some related properties. More details and complete presentations can be found in [1, 12, 13] .
endowed with the Luxemburg norm
On the other hand, we denote by
It can be shown (as in Ioku et al. [9] ) that
we can easy check by the definition of the infimum that
The following Lemmas summarize the embedding between Orlicz and Lebesgue spaces.
Similarly, we have
where we have used the interpolation inequality u r ≤ u q/r q u
which implies that
where Γ is the gamma function.
Next, we present some definitions and results concerning the fractional Laplacian that will be used hereafter. The fundamental solution S β of the usual linear fractional diffusion equation
can be represented via the Fourier transform by
This mean that the solution of (2.5) with any initial data u(0) = u 0 can be written as
where e
for all x ∈ R n and t > 0. Hence, using Young's inequality for the convolution and the following self-similar form
for all ∈ L r (R n ) and all 1 ≤ r ≤ q ≤ ∞, t > 0. In particular, using Young's inequality for the convolution and (2.8), we have e
for all ∈ L q (R n ) and all 1 ≤ q ≤ ∞, t > 0. The following proposition is a generalization of Proposition 3.2 in [11] and it is presented (without proof) by Furioli et al. [6, Lemma 3.1] .
Proposition 1.
Let 1 ≤ q ≤ p, 1 ≤ r ≤ ∞, and 0 < β ≤ 2. Then the following estimates hold.
(ii) e
Proof. We start by proving (i). For any λ > 0, using (2.10) and Taylor expansion, we have
and therefore
This proves (i). Similarly, to prove (ii), we use again (2.9) and Taylor expansion. For any λ > 0, we have
we conclude that
This proves (ii). Finally, to prove (iii), we use the embedding
, we conclude that
We will also need the following smoothing results.
Thus, by the linearity of the semigroup e −t(−∆) β/2 , it remains to prove the continuity at t = 0,
2), and estimation (i) of Proposition 1, we obtain
Since ϕ n ∈ C ∞ 0 (R n ), using the fact that e
for every n ∈ N. This finishes the proof of the proposition.
It is known that e
Lemma 4. [4, Lemma 4.1.5] Let X be a Banach space and g ∈ L 1 (0, T ; X), then
The following lemmas are essential for the proof of the global existence (Theorem 2).
Proof. Using the elementary inequality (z − 1)
where we have used (2.1) and the fact that e θs − 1 ≤ θ(e s − 1), 0 ≤ θ ≤ 1, s ≥ 0. This completes the proof.
Proof. By Proposition 1 (ii) with q = 1, we have
, while by Proposition 1 (iii) with q = 1, we obtain
Combining (2.11) and (2.12), we get
Due to the assumptions β <
for every t > 0. This proves Lemma 6.
We remark that 
Proof. On the one hand, by (2.9), we have
, where we have used the fact that e
hence,
14)
On the other hand, from (2.9) and the embedding
, where we have used the fact that β =
, we conclude from (2.14) and (4.2) that
, for all t > 0, where
We can easily check that κ ∈ L 1 (0, ∞). Therefore
for every t > 0. This proves Lemma 7.
Finally, the following proposition is needed for the local well-posedness result in the space exp L p 0 (R n ).
Proof of Theorem 1
In this section, we prove Theorem 1 i.e. the local existence and the uniqueness of a mild solution to (1.1) in
) for some T > 0. Throughout this section, we assume that the nonlinearity f satisfies (1.3). In order to find the required solution, we will apply the Banach fixed-point theorem to the integral formulation (1.2), using a decomposition argument developed in [7] and used in [9, 10, 11] . The idea is to split the initial data u 0 ∈ exp L p 0 (R n ), using the density of
where 0 := u 0 − 0 . Now, we split our problem (1.1) into the following two problems. The first one is the fractional semilinear heat equation with smooth initial data: 1) and the second one is a fractional semilinear heat equation with small initial data in exp
We notice that if is a mild solution of (3.1) and is a mild solution of (3.2), then u = + is a solution of our problem (1.2), where the definition of the mild solutions for problems (3.1)-(3.2) are defined similarly as in definition 1. We now prove the local existence result concerning (3.1) and (3.2).
for 0 exp L p ≤ ε, with ε ≪ 1 small enough, there exist a time T = T ( 0 , ε, ) > 0 and a mild solution
Proof of Lemma 8. In order to use the Banach fixed-point theorem, we introduce the following Banach space
We will prove that if T > 0 is small enough, then, Φ is a contraction from Y T into itself.
•
which implies, using again Lemma
) . It follows, by density and smoothing effect of the fractional semigroup e
. Moreover, using (2.10) and (3.3), we have
• Φ is a contraction. Let 1 , 2 ∈ Y T . For q = p or q = ∞, we have
By (2.10), it holds
This finishes the proof of Lemma 8.
Proof of Lemma 9. To prove Lemma 9, we need the following result.
where λ is given in (1.3)). Then, there exists a constant
For T > 0, we define the following Banach space
and we consider the map Φ defined, for ∈ W T , by
We will prove that if ε and T > 0 are small enough, then, Φ is a contraction from W T into itself.
• Φ is a contraction. Let 1 , 2 ∈ W T . Using Lemma 1, i.e. the embedding
Let r > 0 be an auxiliary constant such that r > max{p,
thanks to the L r − L ∞ estimate (2.9). Applying Lemma 10 with q = r and under the condition 2 p λr(2ε) p ≤ 1, we obtain
On the other hand, applying again the L p − L p estimate (2.10), and Lemma 10 with q = p under the condition 2 p λp(2ε) p ≤ 1, we obtain
Using (3.5) and (3.6) into (3.4), we infer, by choosing ε ≪ 1 small enough, that
where T ≪ 1 is chosen small enough such that Ce
• Φ :
Next, the estimates (3.5)-(3.6) with 1 = and 2 = 0, under the condition 2 p λr(2ε) p ≤ 1, show that the nonlinear term satisfies
. By the standard smoothing effect of the fractional semigroup e −t(−∆) β/2 (Lemma 4), it follows that
Moreover, using Proposition 1, and (3.7) with 1 = and 2 = 0 for T ≪ 1, we have
This proves that Φ( ) ∈ W T .
Proof of the existence part in Theorem 1. We choose T , ε, and T in the following order. Let r > max{p, n β } and fix ε > 0 such that 2 p λr(2ε) p ≤ 1.
Next, one can decompose
By Choosing T > 0 small enough such that T < T 1 and
and using Lemma 9, there exists a mild solution ∈ C([0, T]; exp L p 0 (R n )) to problem (3.2). We conclude that u : + is a mild solution of (
Proof of the uniqueness part in Theorem 1. Let us suppose that u, ∈ C([0, T ]; exp L p 0 (R n )) are two mild solutions of (1.1) for some T > 0, and with the same initial data u(0) = (0) = u 0 . Let
Let us suppose that 0 ≤ t 0 < T . Since u(t) and (t) are continuous in time, we have u(t 0 ) = (t 0 ). Let us denotẽ u(t) := u(t + t 0 ) and˜ (t) := (t + t 0 ). Thenũ,˜ ∈ C([0, T − t 0 ]; exp L p 0 (R n )) and satisfy (1.2) on (0, T − t 0 ] with u(0) =˜ (0) = u(t 0 ). We will prove that there exists a short positive time 0 <t ≤ T − t 0 such that
for some C(t) < 1, and soũ(t) =˜ (t) for any t ∈ [0,t]. Therefore u(t + t 0 ) = (t + t 0 ) for any t ∈ [0,t] which is a contradiction with the definition of t 0 . In order to establish inequality (3.8), we control both the L p -norm and
By (1.3) and Hölder's inequality, we get 
Moreover, using Proposition 3, we obtain sup 0<s<T −t 0 (e
In a similar way, using L r − L ∞ estimate (2.9), we obtain
for some r > max{p, n β }. By (1.3) and Hölder's inequality, we get 
Finally, the two inequalities (3.10) and (3.11) with the embedding relation
and for t small enough, we obtain the desired estimate (3.8).
Remark 2. The solution in Theorem 1 belongs to L
) be a mild solution of (1.1) i.e. a solution of the integral equation (1.2). Using L p − L ∞ estimate (2.9) and Lemma 3, we get
Thus it remains to estimate the nonlinear term. Fix
where we have used Corollary 1. This shows that u ∈ L
Remark 3. Using the uniqueness, the constructed solution u of (1.1) can be extended to a maximal interval [0, T max ) by well known argument (see cf. Cazenave et Haraux [4] ) where p . We will use the Banach fixed-point theorem. Let us first define the following Banach space
where ε > 0 is a positive constant, small enough, that will be chosen later such that u 0 exp
Our goal is to prove that Φ : E ε → E ε is a contraction map. (1.4) , we see
then, by Hölder's inequality, we obtain
where we have used Lemma 3 and m ≥ p. Next, using Lemma 5 and the fact that u ∈ E ε , we have
This implies, by choosing ε small enough, that
• Φ is a contraction. Let u, ∈ E ε , we have
for every r > n β > 1, where we have used Lemma 6. To estimate
, and
.
Using again Hölder's inequality, Lemma 3, and m ≥ p, we get
Then, using Lemma 5 and the fact that u, ∈ E ε , we have
for ε > 0 small enough. Similarly,
for ε > 0 small enough. We conclude that
Hence,
This completes the proof of the existence of global solution in Theorem 2 in the case of β <
p . To obtain the decay estimate (1.6), we follow the same calculation as in the part of contraction mapping in the Subsection 4.2 below where we consider, instead of the Banach space E ε , the following complete metric space
, for certain large constant M > 0, where 0 < ε ≪ 1 is a positive constant, small enough, that will be chosen later such that u 0 exp L p (R n ) ≤ ε. The new parameters σ and q are chosen as follows:
and p . As the last section, we will use a contraction mapping argument in an appropriate complete space. Let us define
Proof of global existence in
for certain large constant M > 0, where 0 < ε ≪ 1 is a positive constant, small enough, that will be chosen later such that u 0 exp L p (R n ) ≤ ε. Using Proposition 2.2 in [11] , we can check that B ε is a complete metric space with the distance d(u, ) := sup t>0 t σ u(t) − (t) L q (R n ) . For u ∈ B ε , we define, as above, Φ(u) by
β/2 f (u(s)) ds.
• Φ : E ε → E ε . Let u ∈ B ε . By Proposition 1, we have
Moreover, by choosing σ = ≥ p, and using Lemma 3, we get
To estimate the second term in Φ(u) on exp L p (R n ), we start to study the case of β =
for some C 1 , C 2 > 0, where φ(u) = e |u| p − 1 − |u| p . Therefore, it is enough to prove the two following inequalities:
We start to prove (4.2). As
where we have used (2.9) and Hölder's inequality, with 1 ≤ r ≤ p, and
Then, using Hölder's interpolation inequality and Lemma 3, we have 
where 1
By using the fact that u ∈ B ε , we get
where B is the beta function, under the following conditions:
It remains to prove the existence of θ = θ k , ρ = ρ k , k ≥ 0, and a. 
We note that
Moreover, for these choice of parameters,
where we have used the fact that B(x, y) = Γ(x)Γ(y) Γ(x+y) , for every x, y > 0. We notice also that
this implies, together with the property
Similarly to (4.8), using β > n(p−1) p and m > p, we have
On the other hand, using Proposition 1 (ii) and (4.7), we have
where 1 ≤ a ≤ p. Apply the same calculation done above to obtain (4.2) (with same conditions), we conclude that
This implies that 
in the case of t > b −β/n , therefore
It remains to prove that
for every t > 0, to conclude that Φ(u) ∈ B ε . This follows, as a particular case, from (4.9) below.
• Φ is a contraction. Let u, ∈ B ε . By (2.9), we obtain
for every 1 ≤ r ≤ q. From our assumption (1.4), we have
Using Hölder's inequality and Hölder's interpolation inequality, we get , and finally, we choose a > 0 such that 1
To ensure that σ < 1, we also suppose the following condition This implies that
for ε small enough. This completes the proof the existence of global solution in Theorem 2 in the case of β ≥ n(p−1) p .
Proof of the property (1.5) in Theorem 2
We now prove the continuity of solution at zero. Let q be a positive number such that q > max{ then, by Hölder's inequality, we obtain
where we have used Lemma 3 and 2mr ≥ mr ≥ m ≥ p. Next, using Lemma 5 and the fact that u ∈ E ε (or u ∈ B ε ), we have This completes the proof of (1.5).
4.4.
Proof of the weak * convergence in Theorem 2 We complete the proof of Theorem 2 by showing the continuity at t = 0 in the weak * sense. Let X := L 1 (ln L) 1/p (R n ) be the pre-dual space of exp L p . It is known that X is a Banach space and C ∞ 0 (R n ) is dense in X (cf. [1] ). Let ϕ ∈ X. By Hölder's inequality for the Orlicz space, we have This completes the weak * convergence.
