Some studies generate data that can be grouped into clusters in more than one way. Consider for instance a smoking prevention study in which responses on smoking status are collected over several years in a cohort of students from a number of different school. This yields longitudinal data, also cross-sectionally clustered in schools. The authors present a model for analyzing binary data of this type, combining generalized estimating equations and estimation of random effects to address the longitudinal and cross-sectional dependence, respectively. The estimation procedure for this model is discussed, as are the results of a simulation study used to investigate the properties of its estimates. An illustration using data from a smoking prevention trial is given.
INTRODUCTION
Methods for the analysis of longitudinally or cluster-correlated data are well established for both the continuous and discrete data cases. Neuhaus et al. (1991) indicate that most models can be categorized as population-averaged (PA) or clusterspecific (CS). Letting Y kj denote the j-th response in cluster k, PA models express the marginal mean of Y kj (averaged over the population) as a function of covariates x kj , whereas the CS approach models Y kj as a function of x kj as well as parameter(s) α k specific to each cluster. The interpretation of regression coefficients in each modelling framework, as well as the relationship between them, is discussed in Neuhaus et al. (1991) and Neuhaus & Segal (1997) .
In marginal formulations, the dependence between observations from the same cluster is taken into account by modelling intra-cluster correlation. This intracluster correlation increases standard errors of cluster-level covariates; thus the statistical significance of such covariates is overestimated when this correlation is ignored. For binomial responses, a popular choice for maximum likelihood estimation when cluster-level covariates are present, is the beta-binomial model (cf. Williams 1975 , Moore 1987 . A quasi-likelihood method based on a modification of iteratively reweighted least squares is described in Williams (1982) . Generalized estimating equations (GEE), as introduced by Liang & Zeger (1986) and extended by Prentice (1988) , provide a marginal framework for modelling longitudinally correlated data. GEE is a multivariate extension of quasi-likelihood in which the second moment of the responses from an individual or a cluster is specified in terms of the mean and additional correlation parameters, via a 'working' covariance matrix. Lipsitz et al. (1994) discuss issues of practical performance in the GEE approach.
Cluster-specific models typically belong to the class of generalized linear mixed models (Breslow & Clayton 1993 , McCulloch 1997 , containing both fixed and random effects. Responses are usually assumed to be conditionally independent within clusters, given the unobserved random effects; averaging over the random effects distribution induces correlation in a marginal sense between observations in the same cluster (cf. Sashegyi 1998) . Laird & Ware (1982) provide a discussion of such mixed models in the linear framework; Stiratelli et al. (1984) treat the nonlinear case, considering the analysis of binary responses. Parameter estimation in mixed effects models can be accomplished by empirical Bayes methods, wherein a prior distribution for the random effects is specified and the posterior distribution of the parameters and random effects is maximized, conditional on an estimate of the random effects variance; cf. Morris (1983) . MacGibbon & Tomberlin (1989) describe estimation for the logistic-normal model in particular.
The approaches described above generally deal with a single direction of clustering. One problem which has received less attention is the analysis of data which are correlated in more than one direction; for example, longitudinal data which are also cluster-correlated at each time point. Consider the Waterloo Smoking Prevention Project 3 (WSPP3), the third in a series of randomized, controlled smoking prevention trials, designed to develop, evaluate and disseminate an effective school-based social influences smoking prevention program (cf. Best et al. 1995 and Cameron 1997) . This study consisted of elementary and secondary school components, enrolling approximately 6000 students. Initially 100 Southern Ontario elementary schools were randomized to one of five study conditions within strata defined by level of school risk of smoking (in this case school-level smoking rates in older students), within school board. Four of these were treatment conditions, corresponding to the 4 combinations of the type of provider who administered the intervention curriculum (nurse or teacher) and the type of training the provider received (workshop or mediated training through printed material). The fifth was a control condition. Starting in grade 6, all students in the treatment schools were exposed to the smoking prevention curriculum each year until grade 8. A baseline measure of smoking status was taken prior to any intervention at the beginning of grade 6. Smoking status was subsequently measured on the same students at the end of grades 7 and 8, after which they moved on into secondary schools.
At any given time point in the WSPP3 study, students within the same school tended to be more similar with respect to smoking behaviour than students from different schools. The study design of WSPP3 therefore gives rise to repeated observations on students, which are simultaneously correlated cross-sectionally, with clusters defined by schools. Our goal is to facilitate longitudinal analyses of the data, incorporating random school effects into the model to capture the overdispersion due to unidentified school-level effects not included as fixed effects. The effect of schools is considered a nuisance here, but must be acknowledged to obtain asymptotically valid standard errors for the regression parameters. An additional complication is that some students change schools over time, hence the configuration of cross-sectional clusters varies from one time point to the next. Our modelling approach can accommodate this phenomenon.
A COMPOSITE MODEL
A composite analysis is proposed to address the above problem. The idea is to consider the generalized estimating equations as proposed by Liang & Zeger (1986) for a longitudinal analysis, and augment the linear predictor associated with each observation with a random effect for the school attended by that particular individual at a given time. As such, no joint distribution for the data is specified, a point we will return to later in this section. The approach is viewed as a multivariate extension of quasi-likelihood estimation, as discussed in Liang & Zeger (1986) . We only make assumptions regarding the first two moments of the response distribution, conditional on the school-level random effects. These random effects are estimated using empirical Bayes methods, as described in MacGibbon & Tomberlin (1989) .
Let the data consist of observations on N individuals each observed at T times. Let the subscripts i and t refer to an individual and a time point, respectively. Furthermore let the N ×T observations be collected in K schools, with the subscript k referencing schools. Vectors or matrices with a single subscript i or k refer to collections of observations on the corresponding individual or school, respectively. Consider the following composite model for the binary response indicating smoking status (Y = 1 indicating a smoker, Y = 0 a non-smoker): . . . , x itp(k) ) is a p × 1 covariate vector and b k is the random effect associated with the school attended by individual i at time t. This effect is included to account for the influence of unobserved covariates which help explain the variation in smoking rates across schools. The model assumes that the effect of school environment is common to all observations collected in a given school, not just those gathered at one specific time point. Observations from different individuals in the same school are taken to be independent conditional on the random effect for that school. There is no restriction on which school an individual attends at any given time. The model further assumes that the correlation between two observations on the same individual is only a function of time, conditional on the effect of the school(s) attended by that individual at the two time points. Due to the random effects structure of the model, the parameter estimatesβ are interpreted as school-specific estimates. That is, the effects of individual-level covariates on the estimated probability of smoking must be assessed within the same school, while the impact of school-level covariates, such as the effect of treatment condition, are investigated under the assumption of similar random effects for the schools under consideration. See also Section 4 for further discussion on this point. The random effects b k capture the extraneous school-to-school variability in smoking behaviour which is not explained by the covariates in the model. Such variation is due to a complicated combination of factors which cannot be captured in a parsimonious model using only fixed explanatory variables. Nevertheless its impact must be taken into account in assessing the effect of those covariates of interest which can be measured. The magnitude of this impact is seen in the estimateσ 2 and the variance inflation of the standard errors forβ under model (1) as compared to the fit of the simple logistic model.
The intra-individual correlation parameters ρ tt quantify the consistency in the smoking behaviour of a given student, over the course of time and having adjusted for the impact of school environment. It would be reasonable to expect, for instance, that ρ tt decreases as |t − t | increases. These correlation parameters may be considered a nuisance, or they might be of interest in their own right. In any case it is important to adjust for intra-individual correlation in order to achieve correct inferences for individual-level covariates. See Section 3 for further discussion.
This model formulation captures the key features of the type of data we are considering. It allows inclusion of both individual and cluster-level covariates in its fixed-effects specification. It addresses the fact that excess cluster-to-cluster variability can be expected even after adjusting for the impact of fixed effects. Finally, it respects the longitudinal component of the data, accounting for the correlation between the repeated observations made on the same individual. Notice that if ρ tt = 0 for all t, t , model (1) reduces to the standard logistic-normal random effects model, which can be estimated by the empirical Bayes techniques proposed by MacGibbon & Tomberlin (1989) . Alternatively, if σ 2 = 0, the model reduces to one which can be estimated using the GEE approach suggested by Liang & Zeger (1986) . Each of these approaches by themselves ignores one level of correlation in the data. The estimating equations presented below for the parameters in the proposed composite model are generalizations of the estimating equations for the logistic-normal random effects model which also account for the longitudinal component in the data. This generalization exactly parallels that used by Liang & Zeger (1986) to adjust the estimating equations for the standard logistic model to allow for data collected over time. The composite model combines both empirical Bayes and GEE methodology for parameter estimation, and is thus a hybrid approach.
Let S be an N × T matrix whose (i, t) element S(i, t) is k, reflecting the school attended by individual i at time t. Extending the approaches of Liang & Zeger (1986) and MacGibbon & Tomberlin (1989) , we propose the following set of estimating equations to estimate the model parameters:
where
) . The (·) notation leaves the school assignment unspecified, allowing students to change schools over time. For example, considering only two time periods, if the ith student attends school 4 at time 1 and school 7 at time 2, then
V i is the working covariance matrix A 1/2
i , where R i = R is the working correlation matrix with (t, t ) entry ρ tt . Further,
The entries of the corresponding correlation matrix R k are:
For a given value of σ 2 , equations (2) and (3) can be set to zero and solved using a Newton-Raphson algorithm. The matrix of negative second derivatives, approximating an information matrix, is given by
Moment estimates for the intra-individual correlation parameters ρ are computed after each iteration toward a solution to the estimating equations (cf. Liang & Zeger 1986). After the n-th estimation cycle conditional onσ 2 (n) , the prior variance is updated empirically using the formulâ
, evaluated at the n-th cycle. The estimation approach described above is "naive" in nature since standard errors of parameter estimates do not account for the variability arising from the estimation of σ 2 . One means of adjusting naive empirical Bayes estimates of variability in a simpler context is described by Farrell et al. (1997) . Specifically, these authors used bootstrap procedures proposed by Laird & Louis (1987) and a modification suggested by Carlin & Gelfand (1991) to adjust naive estimates of variability for estimators of small area proportions. They considered a data set that was correlated cross-sectionally, but not longitudinally. Nevertheless, these bootstrap procedures could be extended to this context to adjust the naive standard errors by applying them in conjunction with the data generation procedures described in the Appendix. However, since the naive standard errors were found to reasonably well reflect the variation in the estimators of the model parameters from sample to sample in a simulation study described in Section 3, no adjustments were made to the naive estimates from this composite approach.
On the issue of consistency of the estimates obtained under the proposed approach, note that it is possible to write a joint distribution for the data according to the Bahadur (1961) representation. The distribution is represented as a function of the marginal means of the binary responses, as well as the pairwise and higherorder correlations between the responses, and therefore becomes increasingly more difficult to work with as the number of repeated observations over time increases. In addition, application of the Bahadur representation to the present context would require the configuration of cross-sectional clusters to remain constant from one time point to the next. For these reasons we did not consider this approach here. Nevertheless, in simulation studies considered in Section 3, we demonstrate for a fixed sample size that there is little bias in the parameter estimates under the proposed approach.
RESULTS FROM SIMULATION

Model Specifications
In a simulation study carried out to examine the properties of the estimates obtained from the composite model (1), we considered two data scenarios, reflecting the structure of the WSPP3 study design. For each of these, we generated data sets consisting of three observations on each of 200 students, attending a total of 20 schools (10 students, or 30 observations, in each school). It was assumed that students did not switch schools over time.
The first case we considered models Y it(k) as a function of time as well as a dichotomous individual-level covariate, assumed to be time-independent. We assume that half of the students in each school belong to one group and half to the other. This simulates a variable indicating gender, for example. Defining
we have in this case
The second case models Y it(k) as a function of time as well as a dichotomous school-level covariate, also assumed to be time-independent. Here we assume that half of the schools under study belong to one group and half to the other. This simulates a variable indicating treatment condition, for example, where the intervention is applied at the level of the school. Defining g k as g k = 1 if school k belongs to the treatment group 0 if school k belongs to the control group we have
The data simulation procedure itself is described in the appendix. In each case, the following parameter values were used to generate the data:
This implies an increasing probability of response (Y = 1) with time, and the same effect size associated with the individual-level covariate as with the school-level covariate. Simulating data for three time points means that three intra-individual correlation parameters need to be specified. We chose
Results
We first simulated 300 data sets according to the composite model, expressing the response as a function of time as well as an individual-level covariate, as represented by (6) . That is, we solved equations (2) and (3) conditional on an initial estimate for σ 2 , then updated this estimate using (5) and repeated the estimation cycle until convergence in σ 2 was achieved. Table 1 gives a summary of the results. Shown are the averages of the parameter estimates across the 300 data sets and the averages of the "naive" (model-based) standard errors from the model. For comparison with the mean standard errors, the standard deviations of the parameter estimates across all data sets are also included. The bias in the fixed effects parameter estimates seems to be negligible and the mean standard errors and standard deviations are all roughly the same size. Examination of normal probability plots for these estimates revealed a pronounced linear pattern in each case, validating the assumption of asymptotic normality for the estimates. Hence we can expect the coverage properties of standard normal confidence intervals to be quite good. In Table 2 , we investigate the empirical coverage rates of such confidence intervals. The entries in this table correspond to the number of data sets (out of 300) for which the true parameter value was included in the intervalβ ±Z q ·s.e.(β), where Z q is the appropriate normal quantile, and s.e. refers to the model-based standard error for the particular estimateβ. The values in brackets express the coverage as a percentage. The results in Table 2 are favourable in that the nominal coverage rates are almost attained. There appears to be considerable bias in the estimates of ρ 12 , ρ 23 and ρ 13 ; in all cases the true value of the parameter is underestimated. This is perhaps not surprising. The estimatesρ tt are computed conditional on the estimates of the school-level random effects, which, in adjusting for the extraneous school-to-school variability, will tend to adjust for some of the correlation between observations on the same individual as well. This underestimation of ρ tt is not of great concern however, since interest here is focussed on the fixed effects estimates and their standard errors.
Next we generated 300 data sets according to the composite model, expressing the response as a function of time as well as a cluster-level covariate, as represented by (7). Table 3 gives a summary of the results, similar to Table 1 . As before, the model-based standard errors are in good agreement with the standard deviations. In this case the averages across the simulated data sets ofβ 1 ,β 2 ,β 3 andβ 4 suggest the possibility of some bias in these parameter estimates. The same remarks made above regarding ρ 12 , ρ 23 and ρ 13 apply here as well. Table 4 reports empirical coverage rates of the normal confidence intervals, using model-based standard errors, as before. The nominal coverage rates are again reasonably well approximated, although we note that the coverage rates for β 4 are lower than expected. One possible explanation for this is the fact that the covariate value combinations of x it1(k) , x it2(k) and x it3(k) from (7) (corresponding to β 1 , β 2 and β 3 ) occur multiple times in each cluster, whereas the cluster-level covariate g k takes on only two values and remains constant within a given school. We examined the fit of the composite model more closely for several particular cases. For each set of 300 simulations corresponding to models (6) and (7) we considered the five data sets giving estimates of the prior variance σ 2 which corresponded to the median, the quartiles and the largest and smallest values over the 300 data sets. For each of these, we compared the fit of the composite model to three other models, all special cases of the more general formulation: the logistic model, which ignores both levels of clustering in the data; a model which ignores the cross-sectional clustering, fit using a GEE approach; and a model which ignores the longitudinal correlation, fit using an empirical Bayes approach. In applying the GEE methodology, an unstructured working correlation matrix was assumed (that is, all three correlation parameters were individually estimated). Table 5 presents the results for the five data sets generated using model (6) . The results give a general indication of what one might expect in fitting these various models to data with two levels of clustering.
The model which ignores the longitudinal clustering in the data that is fit using empirical Bayes techniques improves on the logistic in that it more accurately reflects the variability in the estimates of the intercept parameters β 1 , β 2 and β 3 ; as the variance of the random effects (i.e. the overdispersion between schools) increases, so does the variance of these estimates, as one might expect. However this model does not show a substantial inflation in the variance of the estimate of β 4 , the parameter for the individual-level covariate, as compared to the logistic fit. This is due to the fact that standard empirical Bayes estimation neglects to account for the intra-individual correlations. Note also that since the estimation of β 4 is confined to comparisons between individuals within schools, its variability is largely unaffected by the size of σ 2 . In contrast, the model which ignores the cross-sectional correlation in the data that is fit using the GEE approach improves on the logistic in that by estimating the intra-individual correlations, it more accurately reflects the variability inβ 4 , as one would anticipate for an individual-level covariate. The increase in the standard error for this parameter over that estimated from the logistic model is roughly constant over the given range of σ 2 . The drawback with GEE is the fact that because it ignores the cross-sectional overdispersion, the standard errors ofβ 1 ,β 2 , andβ 3 are in each case understated (roughly in keeping with the estimates of the logistic model). The composite approach is the only one which properly adjusts for both forms of clustering in the data. The nominal standard errors of the time parameter estimates are duly inflated, as in the empirical Bayes fit, and that of the estimate for the individual-level covariate is also adjusted, as in the GEE fit.
Similar findings were observed when the five analogous data sets generated using model (7) were considered. Examining the effect of a cluster-level covariate, the results indicate that the logistic and GEE fits underestimate the standard error for the estimate, sayβ s , associated with such a covariate. The variability inβ s is driven by the size of the random effects variance and is insensitive to the magnitude of the intra-individual correlations, whereas the variability in the parameter estimate for an individual-level covariate is largely determined by ρ. Considering cluster-level covariates, then, the empirical Bayes and composite model fits produce similar point estimates and standard errors forβ s , even though the former assumes repeated observations on individuals to be independent.
These findings have the following important implication for studies such as the WSPP3: repeated observations over time do not have to be linked to the same student to be able to estimate a treatment effect, provided this effect can be specified in terms of a school-level covariate. A standard logistic-normal random effects model fit using empirical Bayes techniques, which ignores the fact that repeated observations come from the same student and only focuses on cross-sectional correlation, can be used to obtain essentially the same fixed effect parameter estimates and standard errors for school-level covariates as the composite formulation would give. This is significant, since a trial design in which students' responses do not have to be linked over time would not necessitate individual subject identification, a factor giving rise to ethical issues which greatly complicate study implementation. However, if smoking onset is to be related to student-level factors, ignoring the intra-individual correlation can lead to erroneous inferences, and therefore must be taken into account. Since this is the case in the WSPP3 study, data analyses should include results based on the composite approach.
DATA EXAMPLE
Here we present an example using data from the WSPP3 study, to illustrate the performance of the composite model.
We consider data from the first three years of the study, corresponding to the time the cohort of students spent in elementary schools. The subset of observations selected includes the responses in grades 7 and 8 (t = 1 and 2, respectively) of students who were non-smokers at baseline. Considering a complete-case analysis, this corresponded to 2 observations on each of 3380 students, attending a total of 99 schools. We examined a logistic model formulation expressing the probability of smoking at time t as a function of the following variables, which were found to be of most relevance:
Cond: study condition (Cond = 1 for schools in one of the four treatment conditions described in section 1, and 0 otherwise); Risk: an individual-level smoking risk score (Risk = 1 for students classified on the basis of external factors to be at low risk for smoking, Risk = 2 for students at medium risk and 3 for students at high risk); Gr8surv: a school-level risk score, coded as a continuous covariate ranging between 0 and 100, with larger values indicative of higher-risk schools; this score was derived from an examination of the proportion of smokers among the Grade 8 students in each school when the cohort was in grade 6;
Gr8: a grade effect (Gr8 = 1 for a grade 8 observation, 0 otherwise).
The interaction between Cond and Gr8surv (C×Gr8surv) was also taken into consideration. Since students' individual-level risk could change over time, the value reported at time t − 1 was used to predict the observation at time t. In this analysis we focussed on marginal smoking rates at each time point, relegating a student to the smoking state (Y it(k) = 1) if (s)he reported to be either an experimental or a regular smoker, and to the non-smoking state (Y it(k) = 0) otherwise. Letting x it(k) refer to the realization of the covariate vector (1, Cond, Risk, Gr8surv, Gr8, C×Gr8surv) for student i at time t attending school k, the results of fitting the composite model
are given in Table 6 , along with the estimates from the three approaches which are special cases of the more general formulation: the ordinary logistic fit, assuming independence between all observations; the GEE fit, ignoring the random school effects but estimating the (single) intra-individual correlation parameter; and the standard logisitc-normal random effects model fit using empirical Bayes techniques, assuming repeated observations on the same individual to be independent. As anticipated, the standard errors for the two school-level covariates Cond and Gr8surv are similar for the empirical Bayes and composite model fits, and appear to be underestimated in the other fits. The standard error for the individual-level covariate Risk is similar in the GEE and composite model fits; in this case it does not appear significantly understated by the other models, which is perhaps not surprising given the rather moderate estimate of ρ 12 and only two observations per subject. Nevertheless, given the simulation study discussed in section 3, the composite model seems most appropriate for this situation given its ability to accomodate both levels of correlation.
The composite model suggests that a student's individual risk score and the school risk score are highly predictive of smoking status, and that the risk of smoking is greater in grade 8 than in grade 7. It also indicates that there is a marginally significant interaction between Cond and Gr8surv (the strength of which is overstated by the logistic and GEE fits), suggesting that the intervention program may effect lower smoking rates in students, but only in the high-risk schools. A graphical representation of the results of fitting the composite model, illustrating this phenomenon, is shown in Figure 1 . 0.8
Figure 1: Estimated probability of smoking in grade 8, for high-risk individuals (risk = 3) -dotted line, and low-risk individuals (risk = 1) -solid line.
As indicated in Section 2, the composite model measures the change in the logit of the probability of response associated with a unit change in a given covariate, conditional on a school-level random effect. As such, the parameters of school-level covariates must be interpreted as cluster (school) specific estimates, as outlined in Neuhaus (1991) . The composite model does not provide data-supported estimates of the effects of cluster-level covariates which are interpretable without reference to a particular school or cluster, and hence are population-averaged. GEE approaches which use schools as clusters would provide such estimates, and should be considered as well. In this case it might to be reasonable to assume an exchangeable correlation structure (equi-correlated observations within the same school, with independence between observations from different schools), which is roughly analogous to the assumption of conditional independence in cluster-specific models. This would not, however, address the intra-individual correlation in the data. Nevertheless, in this context use of robust GEE variance estimates (cf. Liang & Zeger 1986) guards against incorrect or inadequate specification of the dependence structure. Indeed, users will often assume independence for the working correlation structure, relying on robust variance estimates to obtain appropriate standard errors.
Since the number of students changing schools over time is relatively small in the WSPP3 study, assuming that individual schools form independent clusters is not unreasonable, and therefore the GEE approaches described here are appropriate. Table 7 shows the results of estimation using the GEE approach, assuming a school-based exchangeable correlation structure and displaying both model-based and robust standard errors. The formulation assuming independence as the working correlation structure and using robust variance estimates is also shown. (As an aside, the reader is reminded that the standard errors reported for the GEE approach in table are model-based; no substantial difference was noted in this case when comparing with the robust standard errors, which is not surprising since this application of GEE dealt with only two observations per individual, thus removing the need to impose what might be an arbitrary correlation structure on the data). Interestingly, examining the robust standard errors from the formulation assuming independence shows little difference from the standard logistic model. The model-based standard errors under the assumption of exchangeable correlation, however, more closely resemble the empirical Bayes and composite model fits; (the corresponding robust standard errors seem to fall between the other two approaches). This indicates that perhaps the cross-sectional correlation structure in the WSPP3 data is neither ideally addressed by a cluster-specific approach which assumes a common random effect influencing each observation in a given school, nor by a population-averaged approach which assumes exchangeable correlation between two observations in the same school. The GEE approach assuming independence and using robust standard errors may be the most appropriate for drawing inferences in the PA framework, particularly in the absence of additional knowledge about the specific nature of the correlation structure in the data. Nevertheless, the importance of random effects formulations as described is clear from the CS perspective, and there is appealing and intuitive physical justification for their use in this context. They can also be extended in a reasonably straightforward manner to provide a more careful modelling of the correlation structure when data to support this is available (cf. Sashegyi et al. 1999 ). 
DISCUSSION
The composite model described in this paper combines empirical Bayes methods and generalized estimating equations in a useful and straightforward manner. It allows the modelling of more complicated correlation structures than either technique can reasonably support on its own, and can thus provide an analysis which better accommodates complex study or sampling designs such as that of the WSPP3. This modelling approach falls neither exclusively into the cluster-specific category, nor is it essentially population-averaged; it combines some features from both, with regard to the two directions of clustering in the data. However the framework which is the predominantly relevant one depends on the question of interest. For data-supported estimates of the effects of cluster-level covariates, a purely population-averaged approach is to be preferred. Initial simulation results suggest that the composite model will produce standard errors for coefficient estimates of both individual and cluster-level covariates which accurately reflect the true variability in these estimates. It would be useful to undertake a larger simulation study to further investigate the behaviour of this model, focusing on other covariate patterns and varying combinations of σ 2 and ρ. When modelling intra-individual correlation, we have assumed an unstructured working correlation matrix R; other choices, such as AR-1 or exchangeable correlation may also be appropriate; cf. Liang & Zeger (1986) .
As a final cautionary note, we must bear in mind that the results presented in Section 3.2 were based on the assumption that students (individuals) remain in the same school (cluster) over time. In practice this assumption may be violated and we pointed out that an advantage of the composite model is its flexibility in allowing individuals to change clusters over time. In applications where a substantial number of such switches occur, the results would have to be interpreted more carefully.
APPENDIX
Here we describe the simulation procedure for generating the data used in Section 3. In particular we discuss simulating data from model (6) for which the covariate structure includes indicators for time as well as an additional individual-level covariate. A very similar algorithm can be applied when this additional covariate is on the level of the cluster. Suppose that the individual-level covariate is an indicator for gender, with half the students in each school being males and half females. In general, the probabilities
must be recovered, which we can categorize as either p it(k) (1) or p it(k) (0), denoting probabilities associated with females and males, respectively. Therefore, this yields six distinct marginal probabilities for each school:
At the same time, we must ensure that the correct intra-individual correlations are recovered, i.e. ρ 12 = 0.3, ρ 23 = 0.4 and ρ 13 = 0.2. Consider the first two time points. Begin by obtaining a sample of 20 independent observations from N (0, σ 2 ) and using these as the random effects b 1 , . . . , b 20 , generate the observations for t = 1 according to
Correlation between observations on the same individual at times 1 and 2 is introduced by specifying a conditional probability of response at time 2 given the outcome at time 1. To ensure that the intra-individual correlations are the same for males and females, we must specify separate probabilities for each gender. Let
where ξ k = (ξ kF , ξ kM ) and γ k = (γ kF , γ kM ) are parameters specific to each school and gender, which can be chosen in such a way that for a given sample of random effects b 1 , . . . , b 20 , the correct marginal probabilities and pairwise intra-individual correlation for time points 1 and 2 are obtained. Consider for instance the case for females. We require that
Therefore ξ kF and γ kF must satisfy the equation
At the same time, we must ensure that 
Therefore, for each random effect b k we obtain two equations in two unknowns which can be solved for ξ kF and γ kF . Specifically, for a given value of b k and a fixed starting value of γ kF , say, γ kF0 , equation (3) can be solved for ξ kF1 . Substituting γ kF0 and ξ kF1 into equation (2) and keeping ξ kF1 fixed allows one to solve for γ kF1 , and the process of iteratively solving equations (2) and (3) in this manner is continued until the final solutions ξ kF and γ kF are reached. In principle, a solution to the set of equations (2) and (3) will always exist conditional on b k , though for values of b k which are very large in magnitude the system becomes numerically unstable. For example, as b k → ∞, ξ kF → −∞ and γ kF → ∞, so that the two terms in the numerator and the denominator of (2) all approach 0, but at a rate so as to yield 0.3 upon division. The left-and right-hand sides of (3) each approach 1. Similarly, as b k → −∞, ξ kF → −1.201 and γ kF → ∞, so that a similar result as above is seen in equation (2), and both sides of equation (3) approach 0. Choosing appropriate starting values for ξ kF and γ kF becomes increasingly important as |b k | increases. In our simulations with σ 2 = 2, however, we rarely generated a random effect larger than 6. Hence the simultaneous solution of (2) and (3) posed no difficulties. The development for males proceeds in exactly the same manner. From the conditions
we obtain two equations similar to (2) 
The Y i2(k) generated from this conditional model have the desired marginal mean and are appropriately correlated with Y i1 (k) . In a similar fashion, correlation between observations on the same individual at times 2 and 3 and at times 1 and 3 is introduced by postulating conditional gender-specific probabilities of response at time 3, given the outcomes at times 1 and 2. Let
where in a similar manner as before ζ k , ϑ 2k and ϑ 1k refer to parameters whose values can be chosen in such a way that given b 1 , . . . , b 20 , the correct marginal probabilities for time point 3 are recovered, as well as the intra-individual correlations for times 2 and 3 and times 1 and 3. Considering again the case for females, the conditions 
[P (Y i3(k) 
and
which can be solved for ζ kF , ϑ 2kF and ϑ 1kF . The simultaneous solution to (5), (6) and (7) is approached in a similar manner as previously described. Note that these equations each contain probabilities which depend on ξ kF and γ kF and therefore are solved conditional on b k , as well as the values ξ kF and γ kF obtained from (2) and (3). As before, one equation in this system is solved at a time for a single parameter, keeping the other two fixed; each equation is solved in turn using the most recent estimates from the previous cycle, and this iterative process is continued until convergence. The same remarks made previously apply here as well; while it is generally possible to find a solution to these equations for given b k , ξ kF and γ kF , this system is increasingly sensitive to starting values for ζ kM , ϑ 2kM and ϑ 1kM as |b k | increases. For most practical applications, however, this is not a concern. Again, the analogous equations for ζ kM , ϑ 2kM and ϑ 1kM are obtained in the same way. Simply replace all occurrences of ζ kF , ϑ 2kF and ϑ 1kF in (5), (6) and (7) with ζ kM , ϑ 2kM and ϑ 1kM , and the marginal probabilities p it(k) (1) with p it(k) (0). Having obtained the six values ζ kF , ϑ 2kF , ϑ 1kF , ζ kM , ϑ 2kM and ϑ 1kM , equation (4) is used together with the data from time points 2 and 1 to generate the time 3 observations:
Similar to the previous result, the Y i3(k) generated from this conditional model have the desired marginal mean and are appropriately correlated with both Y i1 (k) and Y i2(k) .
Hence we obtain the following algorithm for generating a data set, both longitudinally and cross-sectionally clustered, with indicators for time, as well as an individual-level covariate:
1. Generate a sample of 20 independent observations from N (0, σ 2 ), using these as the random effects b 1 , . . . , b 20 . 
Generate
