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Abstract
We propose a new renormalization procedure to all orders in perturbation theory, which is formulated 
on an extended position space. This allows us to apply methods from massless Quantum Field Theory 
to models of massive fields. These include the technique of homogeneous and associate homogeneous 
distributions for the extension problem contained in the renormalization theory on position space. This 
also makes it possible to generalize the notion of residues of Feynman amplitudes, which characterize the 
presence of additional scales due to renormalization, to the massive case.
© 2016 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
Locality, or (micro)causality, is one of the most important properties of quantum fields de-
scribing point particles and their interactions. It has led to many nontrivial theoretical develop-
ments in Quantum Field Theory (QFT), since it allows us not only to constrain significantly the 
variety of theories, but also to study their structure and even to classify them completely in some 
cases (e.g., two dimensional conformal field theories). On the other hand, locality is a source of 
many serious problems, chief among them being undoubtedly the presence of ultraviolet diver-
E-mail address: mitov@inrne.bas.bg.http://dx.doi.org/10.1016/j.nuclphysb.2016.07.002
0550-3213/© 2016 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
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gences in perturbative QFT. Fortunately, locality is not only the cause but also the cure of this 
problem. It has taken more than a decade until physicists realized completely the role of locality 
in renormalization theory (see e.g., [13,1,12,5,11,2,3]). All these ideas have led to a rigorous and 
nice mathematical formulation of the perturbative ultraviolet renormalization in position space 
as a problem for a global extension of distributions that are initially defined for noncoinciding 
arguments. Unfortunately, the mathematical beauty of these developments has been hidden by 
the accompanied nonconstructiveness of this approach. Recently, in [10], a constructive tech-
nique has been proposed for the extension problem, based on the theory of so called associate 
homogeneous distributions (cf. [10, Sect. 3.1]). The required homogeneity of the propagators in 
position space restricts the applications of this approach only to massless QFT. In the present 
work we propose a generalized version that is applicable also for massive QFT models.
A starting point for our approach is Dyson’s representation of the massive propagators∫
RD
1
p2 + μ˜2 − i0
eix · p dDp =
∫
RK
CD,K(
x2 + κ˜2 + i0
)D+K
2 −1
e
− i κ˜·μ˜ dKκ , (1)
where CD,K is a constant, x = (xα)D−1α = 0 and p = (pα)D−1α = 0 are the D-dimensional (Minkowskian/
Euclidean) vectors representing the position and momentum coordinates, respectively, while μ˜=
(μa)
K
a = 1 and κ˜= (κa)Ka = 1 are additional K-dimensional Euclidean vectors such that the value 
of the Euclidean square of μ˜ is restricted to the mass square, i.e., μ˜2 = m2. We see from Eq. (1)that by introducing the subsidiary vector variable μ˜ we gain a homogeneity of a rational type after an inverse Fourier transform in μ˜ (→ κ˜). We call μ˜ and κ˜mass and dual mass parameters, respectively. In a general Feynman diagram one has to introduce separate (dual) mass parameters 
for every edge (propagator). For example, in the case of the second order diagram in φ4-theory 
presented on Fig. 1, we introduce two (dual) mass parameters μ˜e (resp. κ˜e) – one for each of the two edges e = e12,1 and e12,2. Then, the Feynman amplitude in position space is obtained by a 
Fourier transform in each κ˜e (→ μ˜e) of the “generalized amplitude”∏
e = e12,1 , e12,2
1(
(x1 − x2)2 + κ˜2e + i0
)D+K
2 −1
(2)
followed by restrictions μ˜2e = m2 (for e = e12,1, e12,2). Note that amplitude (2) is a well defined distribution when x1 − x2 = 0 or some κ˜e = 0 (this is obvious in the case of Euclidean QFT, and it is also true in the Minkowskian case). In fact, the same phenomenon happens in the case a of 
Fig. 2 that presents fourth order diagrams in φ4-theory. One can see on these examples that the 
“superficial degree of divergence” in the (x, κ˜)-space1 is the same as those in the ordinary posi-tion space and in particular, the diagrams in Fig. 1 and Fig. 2 a are primitively and logarithmically 
1 This is minus the sum of the total degree of homogeneity in all x’s and κ˜’s and D(V − 1) + KE, where V is the number of vertices and E is the number of edges. When this superficial degree of divergence is nonnegative we speak 
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divergent in both, x-space and (x, κ˜)-space. However, the diagram in Fig. 2 b is not primitively divergent, which means that it contains divergent subdiagrams (again in both, the x-space and 
the (x, κ˜)-space) and we need to perform a certain recursive procedure in its renormalization.Based on this we introduce an extended position space, which includes together with the 
position coordinates xv associated with each vertex v of the diagram, also the dual mass param-
eters κ˜e associated to each edge e of the diagram (or shortly, this is the (x, κ˜)-space). We then formulate on this space factorization rules for Feynman amplitudes. The latter rules generalize 
the causal factorization caused by locality and allow us to construct inductively the renormalized 
Feynman amplitudes. In this paper we do not propose any physical interpretation for the extended 
position space that we use for our generalized renormalization procedure. At the present stage it 
is just a useful mathematical tool.
There are two immediate questions. First, how we choose the dimension K of the (dual) mass 
parameters? In particular, why not to chose K = 1, or can we fix K separately for each edge? In 
general, the answer is “yes” – one can do everything depending on the mathematical convenience 
(and possibly, on some further physical interpretation). We only mention here that it is convenient 
to work with rational amplitudes and this requires D + K to be even (so, if D is even then K is 
at least 2). Second, if K > 1 do we have a dependence on the choice of the representatives μ˜e
after restricting to the surface (sphere) μ˜2e = m2? 2 This problem can be positively solved: one can construct the extension (renormalization) procedure in the (x, κ˜)-space in such a way that it has a rotation invariance separately in each of the mass parameters. After that, the results will 
not depend on the choice of the representatives μ˜e . The latter problem is similar to the problem of imposing the covariance conditions on the renormalization procedure in the ordinary position 
space. The solution can be obtained by the same methods as those used in [10] and for this reason 
we shall not repeat it here.
The paper is organized as follows. The main construction is presented in the next section. It is 
based on a joint project and work with Raymond Stora. A further discussion on the applications 
of our approach is contained in a conclusion section.
We shall follow the conventions and notions of [10]. In fact, the present work may be regarded 
as a continuation of [10] and in particular, we recommend the reader to look at the introduction 
of [10] for further references. However, in order to facilitate the reader we shall not assume a 
detailed knowledge of [10] and we shall review the most important results for us from this paper.
about a (superficially) divergent amplitude, and in particular, when it is zero we have a logarithmic divergence. However, 
we shall not use these notions further in this work.
2 Note that even for K = 1 the equation μ˜2e = m2 does not fix uniquely μ˜e (μ˜e = ±m). Furthermore, in this case we treat again μe as a variable and perform in it a one-dimensional Fourier transformation in Eq. (1).˜
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2.1. Graphs
In this work we shall deal with oriented graphs. For the purposes of the renormalization theory 
the graph orientation is a redundant information, but it will be technically useful and we consider 
it as a subsidiary structure. Thus, an oriented graph  is a quadruple
 = (V,E, s : E → V, t : E → V)
specified by two sets, V and E , called the set of vertices and the set of edges, respectively, and 
two functions,
s : E → V , t : E → V , (3)
such that for every edge e ∈ E the vertices s(e) and t (e) are called its source and target, respec-
tively. The absence of tadpoles, which are usually excluded for Feynman graphs, means that for 
every edge e ∈ E we have
s(e) = t (e) .
Let us set
V := |V| , E := |E | ,
i.e., V and E are the numbers (cardinalities of the sets) of vertices and edges, respectively.
2.2. Propagators and unrenormalized (bare) Feynman amplitudes
To every edge e ∈ E in a Feynman graph  = (V, E, s, t) we assign a propagator that is 
generally of the form
Ge(xs(e) − xt (e)) = 1
(2π)
D
2
∫
G˜e(pe) eipe·(xs(e)−xt (e)) dDp
≡ −1F{G˜(pe)} ≡ −1Fpe → xs(e)−xt (e){G˜(pe)} , (4)
and furthermore, to the whole graph we assign an expression, which we call a Feynman ampli-
tude,
G
(
(xv)v ∈V
) := ∏
e ∈ E
Ge(xs(e) − xt (e)) . (5)
Several explanations are in order:
Remark 1. (a) The coordinates xv and momenta pe, assigned to each vertex v and edge e, 
respectively, are vectors in RD . We shall consider both cases, when RD is the Minkowski space 
corresponding to ordinary QFT, as well as, the case of Euclidean QFT, when RD is endowed 
with an Euclidean structure.
(b) In Eq. (4), 
−1
F stands for the inverse of the Fourier transformation F. Some times we shall 
consider only partial Fourier transformations, and then we shall put as a subscript the variables 
in which the transformation is taken.
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cases is as an integrand in a Feynman integral contribution to the perturbative expansion of the 
correlation functions in QFT. In the Epstein–Glasser theory ([2]) expressions like (5) also appear 
as function coefficients when we expand the time-ordered products of quantum fields in terms of 
normally ordered products of fields. In any case, the amplitude (5) needs to be defined, at the first 
place, as a distribution in the variables xv (in position space, or pe, when we work in momentum 
space). This procedure is the renormalization and we need it in order to be able to perform the 
further integrations in xv .
(d) In general, the propagators (3) may have several components and then the amplitude 
assigned to a Feynman graph is a (finite) sums of expressions of type (5). However, for the 
purposes of the renormalization theory this complication is not essential and we shall make 
further comments on this also in Remark 2 (c) below.
2.3. Causal factorization condition for the renormalized amplitudes
The product of propagators G (Eq. (5)), exists as a distribution, on the complement RDV \˜V
of the so called large diagonal ˜V in the V -th Cartesian power of RD ,
R
DV \˜V =
{
(xv)v ∈V
∣∣xv = xv′ if v = v′} . (6)
This statement is true in both, Minkowski and Euclidean cases, due to the general structure 
of singularities of the propagators in QFT (cf., [10, Proposition 2.10]).3 The renormalization 
procedure is the assignment of distributions’ extensions
G −→ Gext , (7)
which can be defined as a linear map from certain spaces of functions on RDV \˜V to globally 
defined distributions on RDV . The assignments (7) are called renormalization maps in [8] and 
[10] and they are constructed inductively in the number of points V (which is the number of 
vertices).
The most important condition in the recursive construction of renormalized amplitudes Gext
is the causal factorization condition. Remarkably, it can be formulated in one and the same way 
in both, Minkowski and Euclidean cases.
In order to formulate this condition in the settings of the present article let us introduce first 
some notations. Let  = (V, E, s, t) be a graph and4
V := V1 .∪V1
be a non-trivial splitting of its vertices into two disjoint subsets. According to this, we introduce 
the splitting of the graph  into a two complete subgraphs 1 and 2, i.e.,
k := (Vk,Ek, sk, tk) (k = 1,2) ,
Ek =
{
e ∈ E ∣∣ s(e), t (e) ∈ Vk} , sk := s∣∣Ek , tk := t∣∣Ek , (8)
3 The argument for this in sketch is that when all the points in the set (xv)v ∈V are distinct, then there is an order 
v1, v2, . . . , vV on the set of vertices V such that the point xvj is not in the future of the point xvk for every 1  j < k  V . 
It follows then that around (xv)v ∈V the product G (Eq. (5)) behaves like a product of two-point Wightman functions. 
Recall that the product of distributions that have the analytic properties of Wightman functions (i.e., which are boundary 
values of analytic functions over one and the same tube domain) always exists.
4 The symbol 
.∪ stands for a disjoint union, i.e., V = V1 .∪V1 means that V = V1 ∪ V1 together with the claim that 
V1 ∩V1 = ∅.
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E1,2 :=
{
e ∈ E ∣∣ s(e) ∈ Vj and t (e) ∈ Vk for j = k} ≡ E\(E1 ∪ E2) . (9)
As we have a disjoint union E = E1 .∪E2 .∪E1,2 then the unrenormalized Feynman amplitude G
(Eq. (5)) factorizes,
G = G1 G2 G1,2 , with
Gk :=
∏
e ∈ Ek
Ge , G1,2 :=
∏
e ∈ E1,2
Ge . (10)
Now, the causal factorization condition asserts first that the product G1,2 exists on the domain
C{V1,V2} =
{
(xv)v ∈V
∣∣xv1 = xv2 for all v1 ∈ V1 and v2 ∈ V2} (11)
and second, the extensions G → Gext , G1 → Gext1 and G2 → Gext2 obey the condition
Gext
∣∣∣C{V1,V2} = Gext1 Gext2 G1,2
∣∣∣C{V1,V2} . (12)
The necessary additional comments we put in the following list.
Remark 2. (a) According to [10, Proposition 2.10] the general structure of singularities of the 
propagators in the Minkowski case over the domain C{V1,V2} allows the existence of any prod-
uct F1 F2 G1,2 for every two distributions F1
(
(xv)v ∈V1
)
and F2
(
(xv)v ∈V2
)
over RD|V1| and 
R
D|V2|, respectively. This is also valid in the Euclidean case for much simpler reasons: in this 
case the propagators in G1,2 (Eq. (10)) are smooth functions over C{V1,V2}.
(b) In the Minkowski case there is a more primary version of the causal factorization con-
dition (12), which is equivalent to the above one (as it is proven in [10, Proposition 2.10]). In 
this version of (12), the condition is formulated on the causal domains C
(V1,V2). By definition, 
C
(V1,V2) ⊆ C{V1,V2} and C

(V1,V2) consists of those sets of points (xv)v ∈V belonging to C{V1,V2}(Eq. (11)) for which every point xv1 labeled by a vertex v1 ∈ V1 is not in the future of every point 
xv2 labeled by a vertex v2 ∈ V2. Over C(V1,V2) the product G1,2 (Eq. (10)) coincides with a 
product of two-point Wightman functions.
(c) An important feature of the causal factorization condition is that it can be formulated 
for algebras of functions (distributions) over the space RDV \˜V (Eq. (6)). These algebras are 
generated by two-point functions, which can appear in our theories under consideration. In [9] it 
is shown how the causal factorization condition for Feynman amplitudes can be used to construct 
time-ordered products of quantum fields for any QFT model.
(d) Using the causal factorization condition (12) we can define recursively the Feynman am-
plitude G outside the total diagonal V ⊂RDV ,
V :=
{
(xv)v ∈V ∈ RDV
∣∣ all xv are equal} . (13)
This is because
R
DV \V =
⋃
non-trivial splitting
V = V .∪ V
C{V1,V2} , (14)1 2
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correctness and possibility of gluing distributions on the covering (14) is proven in [10, Theo-
rem 2.8].
(e) After the inductive construction of the amplitude G outside the total diagonal V it 
remains to extend G from RDV \V to the whole space RDV . Due to the presence of transla-
tion invariance we can quotient by V and we end up with a problem of extending distribution 
defined outside the origin of RD(V−1). In massless QFT we start with homogeneous two-point 
amplitudes and under the above constructions we can stay within the class of so called associate 
homogeneous distributions. One of the main aims of the present work is to use this technique of 
extending associate homogeneous distributions also in the massive case.
2.4. The extended position space
The starting observation leading to the idea for the extended position space is the formula (for 
D > 2):∫
RD
1(
x2 + i0)D2 −1 e
−ix · p dDx = CD
p2 − i0 , (15)
where CD is some constant, x and p are vectors in RD endowed either with a Minkowskian 
structure, or with an Euclidean space structure (cf. [4, Sect. IV.2.4], [10, Example 2.2, Re-
mark 5.2 (b)]). In Minkowski case our signature conventions are
x2 = −(x0)2 + (x1)2 + · · · + (xD−1)2 ,
p2 = −(p0)2 + (p1)2 + · · · + (pD−1)2 ,
x · p = x0p0 + x1p1 + · · · + xD−1pD−1 , (16)
where x = (x0, x1, . . . , xD−1), p = (p0, p1, . . . , pD−1). Now let us replace in (15) the vectors 
x and p, respectively, with vectors (x, κ˜) and (p, μ˜) in RD+K , where κ˜= (κ1, . . . , κK) and 
μ = (μ1, . . . , μK) are vectors in RK endowed with a Euclidean structure,
κ˜2 = (κ1)2 + · · · + (κK)2 , μ˜2 = (μ1)2 + · · · + (μK)2 ,
κ˜ · μ˜ = κ1μ1 + · · · + κKμK . (17)
Then we can rewrite (15) as∫
RD+K
1(
x2 + κ˜2 + i0
)D+K
2 −1
e
−ix · p − i κ˜·μ˜ dDx dKκ = CD+Kp2 + μ˜2 − i0
. (18)
The (±i0)-prescriptions in (15) and (18) are redundant in the Euclidean case because 
both functions (x2 + κ˜2)−D+K2 +1 and (p2 + μ˜2)−1 are locally integrable on RD+K when the total dimension D + K is bigger than 2. In the case when x and p are D-dimensional 
Minkowskian vectors then (x2 +κ˜2)−D+K2 +1 and (p2 +μ˜2)−1 behaves like massless propagators in (D + K)-dimensional Minkowski space. Hence, when μ˜2 = m2 we obtain the scalar massive Feynman propagator (p2 +m2 − i0)−1 in momentum space and after a Fourier transformation in 
p we obtain the (scalar) massive propagator in position space,
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Fp → x (p
2 + μ˜2 − i0)−1 = Fκ˜→μ˜
−1
F
(p,μ˜)→ (x,κ˜) (p
2 + μ˜2 − i0)−1
= C′D+K Fκ˜→μ˜ (x
2 + κ˜2 + i0)−
D+K
2 +1 . (19)
In case of more general massive propagators we should take a Fourier transformation in κ˜ of fractions including higher powers of (x2 + κ˜2 + i0) and polynomial numerators P in x and κ˜,
Fκ˜→μ˜
P(x, κ˜)
(x2 + κ˜2 + i0)λ
.
Thus, in the massive case in QFT we need to define Feynman amplitudes of a form
G
(
(xv)v ∈V , (κ˜e)e ∈E
) := ∏
e ∈ E
Ge(xs(e) − xt (e), κ˜e) ,
Ge :=
Pe(xs(e) − xt (e), κ˜e)(
(xs(e) − xt (e))2 + κ˜2e + i0
)λe , (20)
as distributions on the extended position space RDV+KE( ((xv)v ∈V , (κ˜e)e ∈ E )). The physical Feynman amplitudes (5) are further obtained from (20) by a Fourier transformations in the dual 
mass parameters (κ˜e)e ∈ E , i.e.,
G
(
(xv)v ∈V
) (21)
= F((κ˜e)e ∈E )→ ((μ˜e)e ∈E )
{
G
(
(xv)v ∈V , (κ˜e)e ∈E
)}∣∣∣∣
μ˜2e = m2e for all e ∈ E
,
where me is the mass corresponding to the edge e.
2.5. Generalized factorization conditions
We would like to find a generalization of the causal factorization condition (12), which would 
allows us to construct recursively the generalized Feynman amplitudes G (Eq. (20)) on the 
complement of the generalized total diagonal V,E ⊂RDV+KE ,
V,E :=
{(
(xv)v ∈V , (κ˜e)e ∈ E
) ∈ RDV+KE ∣∣ all xv are equal,
all κ˜e vanish
}
. (22)
As in Sect. 2.3 we achieve this by finding a suitable covering of RDV+KE\V,E constructed as 
follows. Let us introduce the following open domains in RDV+KE :
C{V1,V2} =
{
((xv)v ∈V , (κ˜e)e ∈ E )
∣∣xv1 = xv2 for all v1 ∈ V1 and v2 ∈ V2} , (23)
Ce =
{
((xv)v ∈V , (κ˜e′)e′ ∈ E )
∣∣κ˜e = 0
}
. (24)
Then we have
R
DV+KE\V,E =
( ⋃
non-trivial splitting
V = V1
.∪ V2
C{V1,V2}
)
∪
(⋃
e ∈ E
Ce
)
(25)
(indeed, outside V,E there are either two distinct position vectors xv1 = xv2 or a nonzero dual 
mass vector κe = 0). Now, we introduce the following generalized factorization conditions:˜
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∣∣∣
C{V1,V2}
= Gext1 Gext2 G1,2
∣∣∣
C{V1,V2}
, (26)
Gext
∣∣∣
Ce
= Gext\e Ge
∣∣∣
Ce
, (27)
where 1 and 2 are as in (8), \e is the graph  with the edge e removed, G1 , G2 and G\e
are the generalized Feynman amplitudes for the graphs, 1, 2 and \e, respectively, and finally, 
G1,2 =
∏
e ∈ E1,2
Ge like in Eq. (10).
Note that after the passage to the physical Feynman amplitude G in Eq. (21) condition (26)
will ensure the causal factorization condition (12).
We need to prove now that the products in the right hand sides of conditions (26) and (27)
exist under the recursive process of constructing G .
Theorem 1. (a) In the domain C{V1,V2} (Eq. (23)) the product G1,2 =
∏
e ∈ E1,2 Ge exists to-
gether with every product F1F2G1,2 for arbitrary distributions F1
(
(xv)v ∈V1, (κ˜e)e ∈ E1
)
and 
F2
(
(xv)v ∈V2, (κ˜e)e ∈ E2
)
over RD|V1|+K|E1| and RD|V2|+K|E2|, respectively.
(b) If G\e satisfies the causal factorization condition (26) for every nontrivial splitting of the 
graph \e, then the product in the right hand side of (27) exists.
Before proving the theorem let us remind the reader about the wave front criterion for exis-
tence of a product of distributions (cf. [6, Theorem 8.2.10]). Recall first the notion of a wave 
front set: for a distribution φ(ξ) over an open set U ⊆ RN it is a subset of the cotangent bundle
T ∗U ∼= U ×RN , which sits over the singular support of φ (i.e., above the set of singular points 
for φ(ξ)). In more details, over each singular point ξ ∈ U of φ one defines a cone of singular rays 
(directions) in T ∗ξ U and the wave front set is the set of all the pairs (ξ, η) that include nonzero η
lying in the singular directions. For example, let us consider
φ(ξ) = (ξ2 + i0)−λ on RN\{0} , (28)
ξ2 := −(ξ0)2 + (ξ1)2 + · · · + (ξN−1)2 .
Then the singular support of φ(ξ) (28) is the light cone in RN\{0},
{ξ ∈ RN\{0} | ξ2 = 0} . (29)
Furthermore, for every ξ belonging to (29) the set of singular directions is
{η ∈ RN\{0} | η2  0 and sgn(η0) = sgn(ξ0)} ≡ sgn(ξ0)V +N \{0} , (30)
i.e., the closed future or past cones, V ±N ⊂RN , depending on the sign of ξ0.
Now, the wave front criterion for the existence of product of distributions φ1(ξ) · · ·φn(ξ)
claims that a sufficient condition for this is that for every point ξ there are no vectors η1, . . . , ηn
belonging to the intersections of the wave front sets of φ1, . . . , φn, respectively, with T ∗ξ (U), such 
that η1 +· · ·+ ηn = 0. In particular, for two distributions φ1 and φ2 the product φ1(ξ)φ2(ξ) exists 
if for every common singular point ξ for φ1 and φ2 there are no opposite singular directions. 
The key argument in the proof of Theorem 1 is that due to the structure of the wave front set of 
each Ge (Eq. (20)), coming from (28)–(30), it follows that over the domains C{V1,V2} (Eq. (23)) 
or Ce (Eq. (24)) the specified propagators Ge in (26) and (27) are admissible for multiplications.
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since if xs(e) = xt (e) or κ˜e = 0, then it follows that the propagator Ge (Eq. (20)) is a regular (smooth) function. So, we consider in what follows only the Minkowskian case.
We note next that part (b) follows easily from part (a). Indeed, if Ge is singular, then (xs(e) −
xt (e))
2 + κ˜2e = 0, and so, if κ˜e = 0 then xs(e) = xt (e). Hence, there is a nontrivial splitting V =V1 .∪V2 of the set of vertices V of the graph  such that s(e) ∈ V1 and t (e) ∈ V2. It follows that 
on C{V1,V2} we have in addition to (26):
Gext\e = Gext1 Gext2 G′1,2 with G′1,2 :=
∏
e′ ∈ E1,2\{e}
Ge′ ,
and since Ge is a part of the product G1,2 (in fact, G1,2 := G′1,2Ge) it will follow from 
part (a) of the theorem that Ge is admissible for a multiplication in (27).
Let us consider now part (a) of Theorem 1. We will follow the scheme of the proof of Propo-
sition 2.10 of [10]. As in the step 1 of the latter proof, for every point ((xv)v ∈V , (κ˜e)e ∈E
) ∈
C{V1,V2} there exists a partition (splitting)
V1 = I (1) .∪ I (3) .∪ · · · .∪ I (2−1) and V2 = I (0) .∪ I (2) .∪ · · · .∪ I (2) , (31)
such that x0v1  x
0
v2 if v1 ∈ I (j) and v2 ∈ I (k) for j < k. Hence, xs(e) − xt (e) + κ˜e /∈ V +D+K .As we mentioned in footnote 3 (page 42), it follows then that the product G1,2 = ∏
e ∈ E1,2
Ge
behaves like a product of Wightman functions, i.e., it exists (locally around the considered point (
(xv)v ∈V , (κ˜e)e ∈E
) ∈ C{V1,V2}) as it coincides with a product of distributions that are boundary 
values of analytic functions in a common tube domain.
It remains to argue why the products of a type F1F2G1,2 exist as it is stated in part (a) of 
Theorem 1. First, the product F1F2 exists as a product of distributions that depend on different 
sets of arguments (i.e., it is a tensor product of distributions). Next, why each propagator Ge
entering in the product G1,2 =
∏
e ∈ E1,2
Ge can multiply F1F2 in the domain C{V1,V2}? Let us fix 
some e ∈ E1,2. The key argument is again in the wave front set of Ge. To this end we choose a 
partition (31) for a given point ((xv)v ∈V , (κ˜e)e ∈E
) ∈ C{V1,V2} as above. Without lost of generality 
let us assume that xs(e) is not in the future of xt (e). Let us introduce new coordinates by setting 
x := xs(e) − xt (e) and choosing some basic set of coordinate differences y1 and y2 for the sets of 
points (xv)v ∈V1 and (xv)v ∈V2 , respectively (note that s(e) and t (e) does not belong to one and 
the same Vj ). In order to pass to the extended position space we need to add to (y1, y2, x) also 
the dual mass parameters (κ˜e′)e′ ∈E . Now, for a given singular point ξ :=
(y1, y2, x; (κ˜e′)e′ ∈E
)
there is a singular direction for G1,2 lying in Tξ (RD(V−1)+KE), whose part over (x, κ˜e) (recall, x = xs(e) − xt (e)) is due to Ge. But then the latter part cannot be canceled by F1F2 as they do not 
depend on (x, κ˜e) at all. This completes the proof Theorem 1.
2.6. Renormalization recursion
The renormalized, generalized Feynman amplitude Gext , i.e., the extension of G (Eq. (20)) 
as a distribution over the whole extended position space RDV+KE , is done by an induction in the 
total number V + E of vertices and edges of the graph . The base of the induction is the case 
of a single propagator, i.e., a one edge graph (V = 2 vertices, E = 1 edges). Next, for a given 
graph  the generalized factorization conditions (26)–(27) and Theorem 1 allow us to define Gext
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As in the case of the ordinary renormalization theory of Feynman amplitudes in position space 
(as presented in [10]) one needs to show that the expressions provided by the right hand sides 
of the generalized factorization conditions (26)–(27) are admissible for gluing over the open 
covering (25). This statement is proven analogously to Lemma 2.3 and Theorem 2.8 of [10] for 
the Euclidean and Minkowskian cases, respectively. The corresponding proofs are, in essence, 
combinatorial and we skip them here.
So, following an induction on the total number of vertices and edges of the graph we first 
construct Gext on the complement RDV+KE\V,E . In fact, due to the translation invariance we 
can work all the time on the extended position spaces quotient by translations of the position 
vectors xv ,{
((xv)v ∈V , (κ˜e)e ∈ E ) ∈ RDV+KE
}
translations (xv)v ∈V ∼ (xv + a)v ∈V
∼= RD(V−1)+KE .
Thus, the generalized amplitudes Gext are first constructed on
R
DV+KE\V.E
translations (xv)v ∈V ∼ (xv + a)v ∈V
∼= RD(V−1)+KE\{0}
and following the induction one obtains that they are associate homogeneous distributions on 
this domain. Hence, we can complete the inductive process by applying the general technique 
of extending associate homogeneous distributions from RN\{0} to RN as presented in Sect. 3 
of [10].
3. Concluding remarks and outlook
3.1. Comparison with the ordinary renormalization recursion
As we have already pointed out the first of the generalized factorization conditions, Eq. (26), 
immediately ensures that after the Fourier transformation (21) the obtained “physical Feynman 
amplitudes” G((xv)v ∈V ) will satisfy the ordinary causal factorization property. Hence, the 
deviation of the new renormalization scheme from the ordinary one is within the usual renor-
malization freedom (or ambiguity). Namely, at each order of perturbation theory (= number of 
the graph vertices V ) one may expect a correction with a total delta function or its derivatives, 
which is supported on the total diagonal V (Eq (13)). However, the coefficients of these delta 
functions are in general functions of the masses me. This leads us naturally to the next ques-
tion: what will be at the end the type of the dependence in the masses in renormalized Feynman 
amplitudes.
3.2. Smoothness in the mass
An important physical question is the smoothness or at least the continuity of the theoretical 
predictions from the initial parameters. This, in particular, includes the smoothness of the scat-
tering cross sections from the masses of the fundamental particles (or, the scale parameters). 
However, the latter is a rather complex problem and here we shall only discuss the mathe-
matically more simple and primary problem of the dependence of the renormalized Feynman 
amplitudes from the masses. Unfortunately, from this point of view our renormalization scheme 
has an obvious disadvantage. We stopped treating the masses as external parameters and instead, 
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ger that we can loose control after the renormalization on the type of mass dependences and even 
we could not be able to fix again the masses as external parameters. However, there is a way 
out of this problem if we return to the more traditional renormalization scheme based on the so 
called Steinman’s scaling degree of distributions. Here we will only sketch this solution.
Recall that the inductive renormalization of Feynman amplitudes in position space has two 
main steps: constructing the amplitudes outside the complement of the total diagonal V and 
a distribution’s extension beyond V . There is no renormalization ambiguity at the first step 
as the causal factorization conditions determine the result uniquely (cf. [10, Sect. 2]). The sec-
ond step can be performed in several ways. In the presence of homogeneity, as it is the case of 
massless QFT, one can use the extension theory of associate homogeneous distributions ([10, 
Sect. 3]). However, when the homogeneity is absent, as in massive QFT, one can subtract homo-
geneous pieces from the propagators in order to decrease the “strength” of the scaling behaviour 
at the origin. There is a precise characterization of the latter strength called Steinman’s scaling 
degree of a distribution (at the origin) and when it is sufficiently low (i.e., “better”) then there 
is a unique distribution extension. In the applications to renormalization theory one uses the fact 
that for every propagator Ge(x; me) we can subtract a finite number of associate homogeneous 
pieces G(j)e (x; me) in x (possibly of different degrees), so that the remainder
Ge(x;me) −
J∑
j = 1
G
(j)
e (x;me)
has a good scaling behaviour at the origin allowing a unique extension of the corresponding am-
plitude. This is an alternative way to reduce the renormalization of massive Feynman amplitudes 
to an extension problem for homogeneous distributions. Because of the uniqueness of the exten-
sion in the remainder part of the amplitude one can prove easily for it the desired smoothness in 
the mass parameters me. The subtracted homogeneous pieces contain an explicit dependence on 
me , which in general is polynomial in me and logme . The latter dependence is not affected by 
the extension process as it is acting now only on the x’s.
This is the final point of our joint work with Raymond Stora. It is an interesting problem to 
investigate the new renormalization scheme on the extended position space (proposed in Sect. 2) 
from the above point of view.
3.3. Residues of massive Feynman amplitudes and Feynman periods
According to our renormalization scheme we start with homogeneous unrenormalized (unex-
tended) Feynman amplitudes with respect to the overall dependence in the position coordinates 
and the (dual) mass parameters. However, after the extension (renormalization) the homogeneity 
may be lost. From physical point of view we say that the renormalization introduces a new scale. 
There are certain numbers that can be organized as a distribution supported at the origin (i.e., 
a linear combination of delta function and its derivatives). These are called residues of Feyn-
man amplitudes and they characterize the presence of renormalization scales. Vanishing residue 
means that the corresponding amplitude possess a homogeneous extension. As it was pointed 
out in [10] the latter phenomena may happen even for superficially divergent amplitudes and it 
provides a new point of view on the so called “cancelations of divergences”. Hence, it is possible 
now to use this point of view also in the case of massive QFT. Let us point out that the above 
50 N.M. Nikolov / Nuclear Physics B 912 (2016) 38–50generalization of residues to massive Feynman amplitudes provides new potentially interesting 
examples of periods associated with Feynman integrals (cf. e.g., [7] and references therein).5
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