Abstract-Due to architectural similarities, routing protocols designed for ad hoc networks have been applied to wireless mesh networks (WMNs). However, such routing protocols do not scale well in WMNs, requiring considerable research efforts for enhancing them. In order to scale up WMNs, this paper introduces a three-layered routing architecture designed for infrastructure WMNs, which explores a hybrid routing approach to reduce signaling overhead, power consumption and delay. The main strengths and innovations of the proposed architecture are the separation of routing concerns in three independent layers and the differentiation of routing strategies for static and mobile nodes.
INTRODUCTION
Nowadays, wireless networks play an important role in computer communications. In essence, wireless networks can operate in two modes: infrastructured and ad hoc [1] . In the infrastructured mode, a device node (called access point) is responsible for centralizing communications among all other nodes. In the ad hoc mode, no special device centralizes communications and mobile nodes can build a spontaneous network in which packets are forwarded among them. Thus, ad hoc networks are easy to deploy and have self-configurable and self-healing capabilities. In such a context, while a mobile node moves around, it breaks links but also makes new ones.
Despite such capabilities, ad hoc networks also have a key challenge: the need of routing protocols that detect fast topology changes and so keep updated routes. Ad hoc routing protocols are usually classified in: proactive, reactive and hybrid [2] . On the one hand, a proactive protocol has the advantage of keeping up-to-date routes to all destinations. However, it imposes an overhead of control messages to setup routes, even when most of them are never used or needed [3] .
On the other hand, a reactive protocol does not know routes to all destinations in advance. When routes are needed, the routing protocol starts a discovery procedure to build paths to required destinations. Compared to the proactive approach, the reactive one has the advantage of reducing the overhead of control messages. However, it imposes a delay to discover routes to destination nodes [3] .
As a mix of both approaches, a hybrid protocol combines the proactive and reactive strategies, trying to get their benefits of low overhead and small delay.
The advancements on wireless networks are moving from ad hoc towards wireless mesh networks (WMN), which defines a network architecture based on devices with distinct mobility restrictions [4] . The WMN's architecture defines two types of nodes: mesh client (MC) and mesh router (MR). Taking into account their roles, they can form three WMN types: client, infrastructure and hybrid [2] . A client WMN is just an ad hoc network. In an infrastructure WMN, several fixed and dedicated MRs build a wireless backbone, providing a coverage area for mobile MCs to keep connected, even when moving. In infrastructure WMNs, MCs cannot forward packets. In a hybrid WMN, the backbone is built by mobile and fixed devices. Hence, both MCs and MRs can forward packets, although only MRs can connect the backbone to other networks.
Due to similarities between ad hoc and wireless mesh networks, routing protocols designed for ad hoc networks have been applied to WMNs. However, such protocols do not scale very well in WMNs and the throughput drops as the number of nodes increases [2] . Therefore, considerable research efforts are still needed for designing routing protocols for WMNs.
In such a context, this paper introduces the design of a three-layered routing architecture, called IWMRA (Infrastructure Wireless Mesh Routing Architecture), which is specifically designed taking into account architectural features of infrastructure WMNs. The proposed architecture explores a hybrid routing approach to reduce signaling overhead, power consumption and delay, adopting proactive and reactive strategies for fixed and mobile MCs, respectively. The main strengths and innovations of the proposed architecture are the separation of routing concerns in three independent layers and the differentiation of routing strategies for static and mobile nodes.
The remainder of this paper is organized as follows. As the main contribution of the paper, Section 2 introduces the proposed three-layered routing architecture, briefly describing the main features of the constituting protocols in each layer. Subsequently, Section 3 presents ongoing work and what still needs to be done in order to achieve the expected goals.
A THREE-LAYERED ROUTING ARCHITECTURE
The proposed layered routing architecture is designed for infrastructure WMNs and is intended to reduce the routing message overhead and to find immediate routes for most of the destinations. An application scenario, depicted in Figure 1 , includes a set of fixed MRs, planned to provide a continuous coverage area, and also a set of fixed or mobile MCs. In the initial version of the architecture, all nodes have just one wireless interface and links are bidirectional. In order to achieve its goals, the proposed architecture splits the routing functionality into 3 layers ( Figure 2 ): neighborhood, topology and routing. The neighborhood layer detects the presence or absence of directly reachable neighbors. Based on a flooding approach, the topology layer disseminates neighborhood information all over the network. Then, adopting a proactive and a reactive approaches, the routing layer builds the best routes for all nodes. In each layer, an independent protocol has been designed to handle specific features of the presented scenario. Each protocol provides to the upper layer a couple of well defined services. By separating the functionality in layers, the architecture enables further adaptations.
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The Neighborhood Layer
As mentioned, the neighborhood layer is responsible for detecting neighbors' presence or absence for each node. Considering an infrastructure WMN scenario, the neighborhood layer is designed to reduce control message overhead by using a collaborative neighborhood discovery process among MRs and MCs. In such a collaborative process, only MRs, which are devices without power constraints, broadcast periodic HELLO messages to detect neighbors. Note that HELLOs are not forwarded by any receiving node.
When an MC receives a HELLO message sent by an MR, first, it includes the MR in its neighborhood table. Then, it replies with a HELLO message to notify the MR about the neighborhood discovery, which in turn includes the MC in its neighborhood table. Thus, the neighborhood between the MR and the MC is fully established.
Whenever an MC includes an MR in its neighborhood table, an expiration time is defined based on the HELLO emission interval, which by default is 2 seconds. Besides, when an MC receives a HELLO message from an already included MR, it just updates the expiration time, refreshing the neighborhood entry associated with the MR.
In a similar way, the neighborhood between two MRs is also established based on the exchange of a pair of HELLOs. Hence, each MR declares the other one as neighbor after receiving the first periodic HELLO from the other one.
Since only MRs periodically send HELLO messages, only MCs can detect a neighborhood loss between MR and MC. Thus, when the neighborhood with an MR is lost, the MC does not receive HELLOs from that MR anymore. Then, its neighborhood entry expires and the MC ought to notify the MR about the neighborhood that has been lost. To do that, the MC broadcasts a HELLO, including the notification that the neighborhood with the MR has been lost. However, since the connectivity between the MC and the lost MR is no longer available, the HELLO message must be received by other neighbor MRs, which in turn are responsible for forwarding the notification to the lost MR. Note that the forwarding does not generate additional messages because it piggybacks on periodic HELLOs of neighbor MRs. Figure 3 shows an example in which the neighborhood has been lost. In Figure 3 , when the MC-X leaves the MR-A's neighborhood area, the neighborhood entry associated with MR-A expires in MC-X. As a result, MC-X sends a HELLO including the notification that the neighborhood with MR-A has been lost (arrow 1). MR-B receives the HELLO message and forwards the notification in its next periodic HELLO (arrow 2). When MR-A receives the HELLO message from MR-B, it discovers that the neighborhood has been lost and then removes MC-X from its neighborhood table.
The Topology Layer
Once the neighborhood layer makes available neighborhood information, based on a flooding approach, the topology layer is responsible for disseminating such information (called link-state information) to all MRs over the network. In each MR, the link-state information flooded by all MRs is employed to derive the network topological database, which is identical for all MRs.
Note that only MRs publish link-state information adopting an event-driven strategy, in which each neighborhood change generates a link-state message to update the topological database in all MRs. Each link-state message has a sequence number to ensure that outdated and replicated messages can be identified and discarded. The event-driven strategy has been chosen to reduce convergence time, since there is no significant waiting time to flood linkstate information.
As already mentioned, infrastructure WMNs support mobile MCs. As a consequence, mobile MCs often cause changes of the MRs' neighborhood. Therefore, based on the event-driven strategy adopted by the topology layer, such neighborhood changes can drastically increase the overhead generated by link-state updates.
As a way to reduce such an overhead, the topology layer adopts a differentiated treatment for highly mobile MCs, in which neighborhood changes caused by them do not generate link-state updates. For simplicity, from this point onwards, highly mobile MCs are called mobile MCs, and static or slowly mobile MCs are called static MCs.
In order to detect mobile MCs, the topology layer adopts a mechanism based on the duration of their neighborhood time interval. Whenever an MR detects the neighborhood with an MC as lost, the MR compares the neighborhood time interval with a threshold defined by the topology layer. When the time interval is lower than the threshold, the MR designates the MC as mobile and then floods a link-state message to notify the entire network about the MC's mobile state. Thereafter, neighborhood changes caused by the mobile MC do not generate link-state updates. Note that, once defined as mobile, an MC will be only designated as static again when an MR detects that the mobile MC stays in its neighborhood for a time interval higher than the threshold employed to define the MC as mobile. Thus, the MR generates a link-state update to notify the entire network that the MC is not mobile anymore.
In order to reduce the consumed bandwidth, link-state messages are incremental and include only the lasts link-state updates. Therefore, each incremental message includes only the updates since the last message sent. Although reduces the size of link-state messages, incremental updates can result in outdated topology databases when link-state messages are lost. To solve such a problem, the topology layer implements an indirect acknowledgement mechanism to confirm the reception of link-state messages.
When an MR originates or forwards a link-state message, it waits for all neighbors to forward the message. If at least one of the forwardings is not detected, the MR resends the message until identify all of them. Figure 4 shows an example of how the indirect acknowledgement mechanism handles transmission faults. In Figure 4a , MR-B sends in broadcast a link-state message that is not received by MR-C due to collision. However, as MR-B only detects the MR-A forwarding (Figure 4b) , it resends the link-state message in unicast directly to MR-C (Figure 4c ) and then MR-C forwards the message (Figure 4d ).
The Routing Layer
In the routing layer, a multiple routing, hybrid protocol called IWMP (Infrastructure Wireless Mesh Protocol) is under refinement. To discover routes to static and mobile nodes, the topology and routing layers have to cooperate. As already mentioned, the topology layer is responsible for detecting and notifying all MRs that a given MC is a mobile node. When the MC is marked as mobile in the topological database, the routing layer includes an entry to the MC in the routing table of all MRs, but that entry has only the MC's address and an enabled mobility flag.
In IWMP, MCs adopt a reactive approach for discovering routes, while MRs adopt a hybrid approach, being proactive to configure routes to static nodes and reactive to discover routes to mobile nodes.
In order to proactively configure the best routes to static nodes, including MRs and MCs, an MR uses its network topological database provided by the topology layer to build a graph and to calculate the best paths using the SPF algorithm [5] . Therefore, all MRs proactively know the best routes to each other and to static MCs. However, they do not know routes to mobile MCs, except the neighbor MRs of each mobile MC.
Then, in order to reactively discover the best routes to target mobile MCs, a source MR starts a route request process, which implements a controlled flooding of route request messages in the backbone. During the flooding, only MRs can forward route request messages and all MCs discard them. When the flooding reaches a target MR, which is neighbor of the target mobile MC, the target MR sends in unicast a route reply message to the source MR, indicating a possible route. Note that, only neighbor MRs of a target mobile MC can send route reply messages to inform a route to the MC. Furthermore, the route request and route reply messages have a sequence number to identify outdated and replicated information.
In order to setup a bidirectional symmetric path across the backbone, the route request message includes a temporary route to the source MC in each MR in the forward path, and, in a complementary way, the route reply message includes a temporary route to the target MC in each MR in the backward path.
In intermediate MRs, the route to the target MC is the same as the route to the target neighbor MR of the MC, but with the MC as destination and an updated metric and expiration time. In each MR, the expiration time of a given route to a mobile MC is refreshed by every packet that the MR forwards using the route. Thus, the route stays in the route table as long as it is used and needed. Figure 5 shows the process adopted by MR-A for requesting a route to MC-Z using a hop count metric. In Figure 5a , MR-A sends in broadcast a route request message As already indicated, in IWMP, all MCs adopt a reactive approach. Thus, when an MC needs a route to static or mobile nodes, the MC requests in broadcast the route for its neighbor MRs. When a route to a static node is requested, neighbor MRs respond immediately in unicast because they already have the route proactively configured. For instance, as illustrated in Figure 6 , MC-Y requests in broadcast a route to MC-X and all neighbor MRs reply in unicast. When a route to a mobile node is requested by an MC, all neighbor MRs reactively start the route request process for discovering the route and subsequently return the route in unicast to the requesting MC.
CONCLUSION AND ONGOING WORK
In the current status of this work-in-progress research, the specifications of the routing layer and the topology layer are under final refinements. The neighborhood layer is fully specified and already implemented in the NS2 simulator.
A simulation-based performance evaluation has contrasted the neighborhood layer and the OLSR neighborhood discovery process [6] , revealing interesting outcomes in typical infrastructure WMNs scenarios, in which up to 500 MCs are stationary or move with a speed of up to 5 m/s. Considering the neighborhood detection and loss times, the neighborhood layer has performance similar to OLSR for the detection time, and a substantial gain of 63% for the loss time. In terms of signaling overhead, the neighborhood layer has a better performance than OLSR, obtaining an average gain between 83% and 53%. Due to the signaling overhead reduction, the neighborhood layer also has an expressive average power consumption gain for MCs, which have critical power supply restrictions. In simulated scenarios, the neighborhood layer has a power consumption gain between 87% and 66%.
Despite such expressive gains, it must be highlighted that, in scenarios in which MCs move with a speed superior to 20 m/s, the IWMRA neighborhood layer and the OLSR neighborhood discovery process show similar performance. However, it is also important to note that it is rare or even impossible to find a real scenario in which a large number of MCs moves with a high speed.
Therefore, considering the evaluated performance metrics, the IWMRA neighborhood layer has an excellent performance in typical infrastructure WMNs scenarios, becoming much more scalable than the OLSR neighborhood discovery process.
By detecting mobile nodes, the topology layer optimizes the overhead caused by link-state updates. However, some issues remain open and under investigation. For instance, to detect a node that moves around a given MR or repeatedly enters and leaves the coverage area of a given MR. In both cases, different MRs can have different notions about the node, that is, one declares the node as static and another one declares the node as mobile, causing inconsistencies in topological databases.
In the routing layer, the routing maintenance process for mobile MCs is also under enhancement. In the context of external networks, another issue is how to treat routes to gateways. Besides, special attention has to be given to support configurable routing metrics.
Upon concluding the specification and the NS2 implementation of the proposed layered architecture, a simulation-based performance evaluation ought to be conducted in order to contrast the proposed architecture against the proposed routing for 802.11s networks [7] and other routing protocols adopted in infrastructure WMNs.
