Introduction
Consider the problem of estimating copula density when the bivariate marginals are known. Let c be a copula density. Let W h be the space of tensor product linear B-splines on [0, 1] d with equally space knots, where h = (h 1 , . . . , h d ) and h i is the distance between two adjacent knots for the i-th dimension. Let B 1 , . . ., B k denote the tensor product B-spline basis functions for W h . Then, we consider c is approximated by
where α 1 , . . . , α k are coefficients. First, we state some notations and definitions as follows.
where
2 ) to be the linear mapping such that for f ∈ W and for 1
Methodology and main results
Suppose that we observe data X 1 , . . . , X n with copula density c, where
where α = (α 1 , . . . , α k ) T is the vector of B-spline coefficients. We estimate the copula density c usingĉ =α
under the constraints that α T B is nonnegative and the marginals of α T B are uniform density on [0, 1], where B = (B 1 , . . . , B k )
. Now, we show thatĉ is consistent for c under some mild conditions. Theorem 1 gives the approximation error of B-splines under a linear constraint and a nonnegativity consraint. Theorem 1. Suppose that η ∈ S and {f ∈ W h : Af = η} = ∅. Let V denote the set {f ∈ W : f ≥ 0} and V (0) be the interior of V . Suppose that g ∈ {f ∈ V (0) :
Using Theorem 1, we can establish the consistency ofĉ, and the result is given in Theorem 2. 
where h min = min(h 1 , . . . , h d ) . Then, ĉ − c → 0 in probability.
Proofs
We will provide the proofs of Theorems 1 and 2 in this section.
Proof of Theorem 1
The proof of Theorem 1 is based on Lemma 1, which is stated and proved below.
Lemma 1. Suppose that η ∈ S and {f ∈ W h : Af = η} = ∅. Then for f ∈ {f ∈ W : Af = η} andf w ∈ W h , there exists f w ∈ {f ∈ W h : Af = η} such that
where · denotes the L 2 norm.
Proof. First, we will prove Lemma 1 when η = (0, . . . , 0).
Af w = (0, . . . , 0) and
Here we have used the fact that µ 2 ≤ f i 2 ≤ f w − f 2 for i = 1, . . ., d. Next, we will prove Lemma 1 for a general η. From the assumption that {f ∈ W h : Af = η} = ∅, there exists a functionf in W h such that Af = η. Suppose that f ∈ {f ∈ W : Af = η} andf w ∈ W h . Then A(f −f ) = (0, . . . , 0). Apply Lemma 1 with η, f andf w replaced by (0, . . . , 0), f −f andf w −f respectively, then there exists g w ∈ W h such that Ag w = (0, . . . , 0) and
Take f w = g w +f , then f w ∈ W h , Af w = η and the above equation becomes
The proof of Lemma 1 is complete. Now, we will prove Theorem 1. Proof. The proof for Theorem 1 is adapted from the proof for Lemma 2.4 in Wong [1] . Suppose that the assumptions in Theorem 1 hold, f ∈ V ∩ {f ∈ W : Af = η} andf w ∈ W h . Then by Lemma 1, there existg w ,f w ∈ {f ∈ W h : Af = η} such that g w − g ≤ 2d ḡ w − g < ε 2 and
, then we will show that Theorem 1 holds with
which gives
Therefore, we have
Proof of Theorem 2
Before we provide the proof of Theorem 2, the Lemma2 and its proof are stated as follows.
Proof
, where F ℓ is the CDF for X i,ℓ , and
. . .
, where for 1 ≤ j ≤ d, |φ t,j | ≤ 1 and
we have
and
Therefore,
In addition, In addition,
Now, we will prove Theorem 2.
Proof. Suppose that there exists a α * such that (α * ) T B − c ≤ ∆ 1 , where (α * ) T B satisfies the constraints for a copula density. Then,
