Electrical Energy is an essential commodity which significantly contributes to the economic development of any country. Many non-linear factors contribute to the final output of electrical energy demand. In order to efficiently predict electrical energy demand, many time-series analysis and multivariate techniques have been suggested. In order for these methods to accurately work, an enormous quantity of historical dataset is essential which sometimes are not available, inadequate and inaccurate. To overcome some of these challenges, this paper presents an Artificial Neural Network based method for Electrical Energy Demand Forecasting using a case study of Lagos state, Nigeria. The predicted values are compared with actual values to estimate the performance of the proposed technique.
Introduction
Modern science and engineering studies use models to describe physical, biological and social systems and experimental data are used to verify and estimate such models. However, in many real life systems, the underlying systems are either unknown or sometimes the systems are too complex for concise mathematical representation. Coincidentally, increasing use of computers, continuous development in database technology and low cost sensors have made it possible to capture data generated from systems. These data can be used to derive system models by estimating relationship between the input and output components of the system. Examples of such complex systems include medical diagnosis, handwritten character recognition, and time series prediction. Developing models from data based on methodologies such as artificial neural network, fuzzy systems, genetic algorithms, expert systems and wavelet has been inspired by the learning capabilities of biological systems which learn through data-driven interaction with the environments. Specific learning tasks includes classification or estimation of class decision boundary, regression and probability density estimation from samples. Basically, there are two common types of the learning problems viz: supervised and unsupervised. In supervised learning, a set of target of interest is provided by an external teacher; this target may take the form of a desired input-output mapping which the network is required to approximate. Classification and regression tasks are typical examples of supervised learning. However, unsupervised learning or self organising system discovers significant patterns or features in the input data without a teacher. The learning algorithm is provided with a set of local rules which enables it to learn to compute an input-output mapping with specific desirable properties (Vladimir & Fillip, 2007; Haykin, 1999) . The are two main stages of a learning system viz: learning/estimation (from training samples) and operation/prediction-when predictions are made for future or test samples (Vladimir & Fillip, 2007) . Artificial Neural Network (ANN) have found great application in modelling unknown input-output relations in engineering and its use in critical mission applications is increasing by the day especially with the emergence of new network models and user friendly ANN software (Murata et al., 1994; Rodvold, 1999) . There are three main activities in deploying ANN viz. ANN model proposal, training the proposed ANN model with data, and verification, validation and evaluation of the trained ANN before deployment. This paper focuses on a numerical model of utility critical ANN for predicting electrical energy demand, the data format/structure for the training and a highlight of MATLAB implementation of the proposed model.
Neural Network Development Process
Although, deploying ANN can be tricky because of the experimental nature of its construction and the black box label concept associated with it, nevertheless, research efforts have produced software development process model for ANN development. This development process model is as shown in Fig 1. These phases are iterative until the requirements are met. The focus of this work is to derive a neural network architecture model for predicting electricity consumption in Lagos state based on the available data and, also to prepare the data in the required format for training the derived network model (Fig 1) . 
Fig. 1. Neural Network Development Process

Neural network model
A neural network is a collection of parallel distributed processors comprising of simple processing units that has a tendency to store experiential knowledge and making it available for use (Haykin, 1999) , (Jain & Mao, 1996) , (Fausett, 1994) . It resembles the brain in two aspects:
 Knowledge is acquired by the network from its environment through a learning process-this is equivalent to training the network.  Interneuron connection strengths known as synaptic weights are used to store the acquired knowledge-the acquired knowledge is used for generalization.
Neural network has capability to adjust its topology, which is equivalent to the fact that the human brain cells die, and new ones are born.
Structure of Neural Network
The neuron is the fundamental information processing unit in a neural network. It has three basic elements as shown in the Fig. 2 . A neuronal model includes an externally applied bias bk used to increase or decrease the net input of the activation function (Haykin, 1999 , Jain & Mao, 1996 Fausett, 1994; Mandic & Chambers, 2001 ).
i.
A set of synapses/connecting links characterised by a weight/strength of its own. A signal xj at the input of a synapse j connected to neuron k is multiplied by the synaptic weight wkj which lie in a range that includes both positive and negative values. ii. Combinational function: each processing unit in a neural network performs some mathematical operations on it input values via synaptic connections from other units. The result of this is known as activation potential. Commonly used combination functions are linear product combination functions used in multilayer perceptron and recurrent neural network, the Euclidean function used in radial basis function etc. Adder, multiplier and delay are commonly used to realise combination function. Eq. (1) is a mathematical representation of the combinational function. iii. Activationfunction: neural network map their activation potential provided by the combination function onto the output of a neuron using a scalar function called a nonlinear activation function. The entire functional mapping performed by a neuron i.e. the combination of combination function and a nonlinear activation function is called the transfer function of a neuron : → . Activation functions are also used to limit the amplitude of the neuron output. Non-linear activation functions with a bounded range are called squashing functions e.g. the tanhand logistic function. Activation function for neural network neurons must be non-linear to form universal approximator because neural networks are non-linear processors. The activation function must be centred round a certain value in the output space and in order to perform an efficient prediction, the range of the input data, mean, variance must match with the range of the chosen activation function. Activation function of a neuron may also defined by probability of the excitation of the state of the neuron. The output of the activation function is the output of a neuron and it is depicted in equation (2). Typical examples of activation functions include:  The hard-limiter heaviside (step) function defined as: 0, , 1, ,
 Sigmoid/Logistics function defined as: and  Gaussian sloped activation is a difference of two sigmoid activation functions and defined as: where x1, x2,…,xnare the input signals, wk1, wk2,…,wkn are the synaptic weight of the neuron, uk is the combination function due to input, bk is the bias, . is the activation function and yk is the output of the neuron. The relationship between the activation function vk and the output of the combination function uk, the weights due to the synapses and the bias bk are shown in equations (3) (4) . A fully connected feedforward network with one hidden layer is shown in fig. 3 and a recurrent network is shown in Fig. 4 .
Architecture of ANN Models for Prediction
The fundamental building blocks for linear predictors are adder, delays and multipliers while non-linear predictors also use zero memory non-linearity. An adder or a summer sums all the components at its input, a multiplier or a scaler outputs the product of its inputs while a delay acts as memory. Predictors that do not use feedback are known as moving average (MA) while those with feedback are known as autoregressive moving average structures (ARMA) (Mandic & Chambers, 2001 . Haykin, Adaptive Filter Theory, 1996 Cichocki & Amari, 2002) . Linear predictors defined in Eq. (5) can be used when the data source is from linear system and feedback is not required while Eq. (6) is suitable when feedback is required.
(5) (6) Eq. (6) is a constant difference equation (equations that recursively define a sequence) which is a general form of (ARMA q,p),where y(k) is the output, e(k) is the input; ai|i=1,2,…,p are the (AR) feedback coefficients and bj|j=0,1,2,…,q are the (MA) feedforward coefficients. If data are generated from non-linear system described by Eq. (7), the non-linear predictor can be derived from Eq. (6) to obtain Eq. (8)
where ̂ , 1,2, … , is the residual.
Therefore, a general form of non-linear ARMA (NARMA p,q) can be defined as Eq. (9) 9
. is the activation function and is the error due to unobservable input.
A (NARMAX p,q,r) models with exogenous inputs u(k-s), s=1,2,…,r defined by (10)has its associated predictor in Eq. (11).
(10)
Application of Artificial Neural Network in forecasting, signal processing and control require analysis of dynamics associated with the input data. Feedforward networks capture the dynamic by including past inputs in the input vector. However, dynamical modelling of complex system requires feedback in the form of recurrent neural network. Four general architecture of ANN for prediction have been identified in Eqs. (12-15) (Mandic & Chambers, 2001) , (Tsoi & Back, 1997) .
i. The output y(k) is a linear function of previous outputs and a non linear function of previous inputs defined as
where F(.) is a non-linear function. ii.
The output y(k) is a non-linear function of past outputs and a linear function of past inputs
iii. The output y(k) is a non-linear function of both past inputs and outputs. The functional relationship between the past inputs and outputs can be expressed in a separate manner as
iv. The output y(k) is a non-linear function of past inputs and outputs and is defined by
Recurrent Neural Network Architecture for Forecasting
Recurrent Neural Network (RNN) is a multilayer artificial neural network (ANN) with feedback loop. It makes use of unit delay elements z -1 which results in a non-linear dynamical behaviour as shown in fig.  4 . Presence of feedback loops, with delay introduces memory into the network and makes it appropriate for prediction (Mandic & Chambers, 2001; Fausett, 1994; Haykin, Neural Networks: A Comprehensive Foundation, 1999) . Due to this memory, at each time instant, the network is presented with the raw possibly noisy external input data
from the network output. This filtered input history offers an improved processing performance in RNN compared with feedforward NN. RNN is appropriately suitable to forecast electricity in a developing economy because there are no existing model structures; the electricity demand data are noisy and incomplete because of shortage in supply and the future may not necessary follow the past because developing economies lack institutional structures (Haykin, Neural Networks: A Comprehensive Foundation, 1999; Mandic & Chambers, 2001; Bhattacharyya & Timilsina, 2009 ). In the light of the fore going, a RNN based NARMA will be used in this study.
NARMAX RNN
This is a common Williams-Zipser type RNN consisting of only two layers (output and hidden layer), the input layer of feedforward and feedback signals. The general form of this model is approximately equal to equation (16) 1 , 2 , … , 1 , … ,
The non-linearity is dependent on both the non-linearity associated with the output neuron and nonlinearity in the hidden neuron.
The RNNTopology
There are two ways to implement recurrent connections in ANN viz. activation feedback and output feedback as shown in . 5a . activation feedback scheme
The output of a neuron for activation feedback scheme is
18 where wu,i and wv,j are the weights associated with u and v. The output feedback scheme can be defined as
(20) where wy,j is the weight associated with the delayed output.
Other available RNN topologies in literature include modular and hybrid architectures, pipelined RNN, Elman RNN, and Jordan RNN (Mandic & Chambers, 2001) , (Tsoi & Back, 1997) .
Size of ANN
Determining the size of Neural Network entails finding the number of hidden units in the network, optimal weight vector for the neurons and optimum network configuration required to estimate a function that best describes the available data to a high accuracy. The object is the size of network required for valid generalisation when m example of training data is provided and accuracy parameter ε is expected such that a feed forward neural network can predict correctly at least fraction 1 of future examples drawn from the same distribution (Lappas, 2007; Baum & Haussler, 1989; Murata et al., 1994) . The concept of capacity, measured as the maximum number of dichotomies that can be induced on m inputs has been shown to hold for the problem of valid generalisation for arbitrary learning problem. It is related to the number of training sample and the formula for the upper bound size S which is the computational units is defined in Eq. (21) as
This S has been found to be sufficient for small error rates where n is the number of bits required to enumerate all existing training data and is defined as Eq. (22) log| |
and SL is the number of the existing training data.
Theoretically, the lower and upper bound of Vapnik-Chervonenkis (VC) dimension, which is related to the number of weights (W), and computational unit (N) in a feed forward neural network architecture has been performed on some networks. The VC is bounded by Eq. (23) log 2 * * log *
The problem of estimating the smallest network in terms of hardware that can describe an arbitrary function given a set of m vectors in n dimension is the circuit complexity problem. The circuit complexity theory is used to classify Boolean function according to the amount of computational resources required to compute them in terms of size and depth where the size of a circuit is the number of non-input gate it has and the depth is the length of the longest path from an input gate to the output gate.
Data structure
Data structure is the format of representing data in a data set used for neural networks training (Beale et al., 2010) . There are two basic types: Concurrent and Sequential data vectors. Concurrent data vectors are data that have no particular time sequence and they are used in static network. They are usually presented to the network as a single matrix and the network produces a single matrix of concurrent vectors as output. The output results of these networks are equivalent to the output results of parallel networks with each network receiving only one of the input vectors. Sequential vectors however represent data whose time of occurrence is important when used in network training. Sequential inputs are therefore, presented to the network as elements of a cell array and the output is elements of cell array. When neural networks deal with data sets that contains several different sequences at the same time, a concurrent set of sequential vectors are used in which the data are presented as a cell of array where each element of the array contains elements of the sequence that occur at the same time.
Data Description, Preparation and Pre-processing
As shown in some earlier works (Vladimir & Fillip, 2007; Haykin, Neural Networks: A Comprehensive Foundation, 1999; Konstantinos, 2002; Kevin, 2001) , certain transformation or operations need to be carried out on the data to condition it for training a NN. The applicable processes are:
Data Description
Data collection includes assembling all the data that will be used in training the neural network and these data collected need to be analyzed before any training method is employed. Data analysis aims at answering important questions about the process under investigation with regards to the statistical parameters (mean, variance, standard deviation); nature of the process (random, chaotic, periodic, stable, linear or non-linear); data distribution in the problem space (clustered, sparse, uniformly distributed); and the problem of missing data etc. Data, which is also known as variable in a data set, is considered as an individual entity and the data set is considered as a whole noting the interactions and the interrelationships between individual data/variables. The data for this study is a time series data . The data consists of the energy audit variable represented by the Electric power consumption (kWh), Socio-economic variables (Gross Domestic Product GDP measured in local currency, GDP growth rate, Inflation rate as a measure of the rate of change of the purchasing power of the income), Demographic factors (total population of Lagos, population annual growth rate) and measure of the impact of climate or seasonality as represented by the daily temperature readings of Lagos.
Data Preparation: the data preparatory steps include
Outlier Removal: 95% of normally distributed data set lies within two standard deviations of mean. Discarding values outside the range is a simple method for removing outliers, which can have an effect on the network. Removing outliers can produce a network with smoother learning curve. Quantity Checks: the more variable a model contains, the more training data points are required. Problems of quantity check may be overcome by either enlarging the data set or reducing its dimensionality. In addition, missing data will be regressed or a moving average value substituted for it as the case may be. Quality Check: even distribution of training samples must be ensured in order to build a well-balanced model.
Data Pre-Processing
Data Normalization: is a type of data scaling in which data is transformed to an index of the range 0 to 1 by following the steps below: Dimensionality Reduction: Dimensionality Reduction is a process whereby a data space is transformed into a feature space that in theory has exactly the same dimension as the original data space such that the input data falls within the range of the activation function that will be employed before it is used for training. This transformation is such that the data set may be represented by a reduced number of effective features, which may be binary, categorical or continuous, however, it is domain specific and usually related to the available measurements. It may not alter the space dimensionality and others may enlarge it, however, it retains most of the intrinsic information content of the data. Dimensionality reduction enhances the accuracy of the data, speed up computation, reduces the problem of over fitting, enhances the understanding of data and reduces measurement and storage requirement. Dimensionality reduction techniques can be categorized into two classes: feature extraction and feature selection (Haykin, Neural Networks: A Comprehensive Foundation, 1999; Mandic & Chambers, 2001; Zaman & Fakhri, 2009; Guyon et al., 2006; Dy, 2008) .
Feature Extraction is the production of a new set of feature from the original features in the data through the application of some mapping techniques. The dominant feature extraction techniques are the principal component analysis (PCA) and the linear discriminant analysis (LDA).
Feature Selection selects the best subset of the original features. It reduces the number of features and removes irrelevant, redundant, or noisy data. Wrapper and filter technique are the most important feature selection schemes.
Model development
Data Preparation and Processing
The data for training the network is a data set of six variables containing population P, temperature T, energy consumption Ec, economy variable Ev as represented by the GDP and estimated energy demand Ed value. The sixth is the random variable Rv, which will be the error term found from the regression of P, T, Ec, Ev over Ed. Data for training is divided to three in ratio 14:3:3 for training, testing and validating.
The pre-processing and post processing stages are an integral part of any RNN architectural model (Tsoi & Back, 1997) , however data required for training must be tested for non-linearity and probably transform it to non-linear form. Theoretically, population models are represented by non-linear equations, weather are defined by basic hydrodynamic and thermodynamic non-linear equations representing the behaviour of the atmosphere. Economic value is dependent on many variables, which do not have linear relationships (Robert, 2006; Jose & Abraham, 1992) .
Outlier Removal: Only the temperature data contains outlier (-99) which are mainly because the data were not captured (a case of missing data). For this, the average of previous three years for the particular month and three years forward where applicable are used.
Missing data: the data available for electricity consumption applies to the whole country, but during the course of this work, data for Lagos state were obtained from Ikeja and Eko distribution companies. In addition, data were obtained from PHCN HQ in Abuja and National Control Centre (NCC) Oshogbo. These institutional data only cover from 1999-2008 in case of the PHCN HQ and NCC; data from Ikeja and Eko distribution are for only 2 years (2007) (2008) . Interpolating these data shows that Lagos accounts for consumption of 22.15% of the total consumption and this was subsequently used to approximate energy consumption in Lagos from the country consumption during the period.
According to Okoye (2007) , less than 40% of Nigerians are connected to the grid for electricity supply; and for the connected few, power supply is usually for less than 60% on the average. Also, the highest energy per capital of Nigeria in the last ten years is 27.88W/hr in 1999 against 297W/hr for the World in 2005
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. The total energy that should be demanded was calculated by simple proportion.
Data structure: MATLAB implementation
Each data set will be presented to the network as a cell array of sequential concurrent data and the output as sequential data such that training is carried out on a set at an instance. Dummy variables Dv, are introduced because MATLAB requires ten time step values for each data set.
MATLAB Implementation for Testing for Non-Linearity of Data
The data to be used for training was tested for non-linearity and non-linearly transform the data using the curve fitting curves toolbox in MATLAB.
Temperature: The temperature data was fitted with non-parametric model whose objective is to draw a curve through the data using the smoothing spline that minimizes equation ( 
0.01315
The residual also shows a good fit for the data because it displays a randomly scattered point evenly distributed around zero and equation (24) is a representative model for the data Lagos Population:
The exponential model fitting function was employed because the rate of change of biological population is a function of its initial value and the two-term exponential model of (25) was used. This is shown in Fig. 7 . (25) where the standard deviation of x is 11.4 with coefficients (with 95% confidence bounds): a = 4058 (-4.881e+004, 5.693e+004); b = -1.967(-9.675, 5.742) c = 5.773e+006(5.68e+006, 5.867e+006); d = 0.3232(0.3097, 0.3367) 1975 1980 1985 1990 1995 
with coefficients (with 95% confidence bounds): a1 = 3.115e+006 (-3.789e+009, 3.796e+009); b1 = 1999(903.5, 3095) c1 = 0.2874(-365.5, 366.1); a2 = 2.958e+006(2.292e+006, 3.623e+006) b2 = 2006(2006, 2007); c2 = 5.997(4.766, 7.227) a3 = 1.808e+00 (1.64e+006, 1.976e+006); b3 = 1994(1990, 1998) c3 = 17.05(13.11, 20.99) 1975 1980 1985 1990 1995 SSE: 6.79e+011; RMSE: 1.504e+005 Estimated Electricity Demand is necessary to determine the characteristic of expected output data. A Gaussian model described by Eq. (27) and shown in Fig. 9 was employed with 95% confidence bounds and coefficients (27) a1= 2.934e+007; b1= 1999; c1= 0.3273; a2= -3.444e+006; b2= 1999; c2= 2.488; a3= 1.665e+008; b3= 1993; c3= 0.2029; a4= 1.182e+007; b4= 2006; c4= 7.805; a5= 7.298e+006; b5= 1994; c5= 17.54; a6= 0; b6= 1989; c6= 0.03352 1975 1980 1985 1990 1995 
Recurrent Neural Network Architecture Model for Prediction
There are five set of inputs data (P, T, Ec, Ev and Rv) for the ANN and an estimated output (Ed) and four of these data have been shown to have non linear property using the curve fitting functions in MATLAB. The proposed network model is a multiple-input single-output (MISO) non-linear mapping using NARMAX RNN with an output feedback scheme(a non-linear auto regressive moving average with exogenous inputs recurrent neural network model). The choice of NARMAX is because of the presence of random variables in the input data set. The RNN is required to introduce feedback (of other input and output of order higher than those presented to the network in order to avoid under modelling) in the network because the present demand for electricity will depend on the past availability, which can be taken as a measure of previous demand. This is necessary because shortfall in electrical energy supply in the country has resulted in relocation of industries from Nigeria to other neighbouring countries with stable supply of electricity. In addition, economy analysts have commented that improvement in power infrastructure will lead to industrialisation because Nigeria has the market potential. The output y(k) of the RNN will be a non-linear combination of non-linear functions of previous output, previous input and present input as stated in the MISO model equation of (28) . It is a form of global/output feedback structure in which the output is fed back into the network as represented in equations (19) (20) . where is the input α is the zero memory non linearity function; , , are non-linear activation functions and e(k) is the random and unobservable input variables. 
All coefficients of Eqs. (24-27) apply. , , , , are Gaussian activation functions of the form
Approximation of Optimal Network Size
The number of neurons S to approximate an ANN with 40*6 training data according to Eqs. 
MATLAB Implementation of Neural Network Architecture
A dynamic network with the following network object is employed in MATLAB where the key objects of a network are defined in Table 1 .
The key objects of a network are: Name: Dynamic Recurrent Neural Network for Prediction Dimensions: shows the overall structure of a network like the input, number of layers, number of feedback layers, number of output, number of weight elements, bias.
The number of input =5 and Number of output = 1. The input is a cell array of sequential concurrent data with dummy variables and the output is a sequential data such that training is carried out on a set at an instance. Dummy variables are introduced because MATLAB requires ten time step values for each data set.
Number of feedback delays =1: an output feedback scheme according to equations (19-20) .
Number of weight elements is related to the number of neurons according to equation (23) . The proposed activation function is the Gaussian activation function because the output is a Gaussian distribution. This is implemented in MATLAB using the NARX (Non Linear Autoregressive with Exogenous Input).
After an ANN has been constructed, it must be setup such that network input and output sizes match the available data. Also, appropriate setting must be selected for the processing inputs and outputs in order to obtain optimum network performance. The setup may be done automatically or manually. 
Conclusion
This paper presents an Artificial Neural Network based method for Electrical Energy Demand Forecasting using a case study of Lagos state, Nigeria.The preliminary test on available data for NN training using the curve fitting toolbox shows that the processes generating the data are non-linear and this shows that the choice of ANN for this work is justified.
