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Abstract
Future human action forecasting from partial observa-
tions of activities is an important problem in many prac-
tical applications such as assistive robotics, video surveil-
lance and security. We present a method to forecast actions
for the unseen future of the video using a neural machine
translation technique that uses encoder-decoder architec-
ture. The input to this model is the observed RGB video,
and the target is to generate the future symbolic action se-
quence. Unlike most methods that predict frame or clip level
predictions for some unseen percentage of video, we predict
the complete action sequence that is required to accomplish
the activity. To cater for two types of uncertainty in the fu-
ture predictions, we propose a novel loss function. We show
a combination of optimal transport and future uncertainty
losses help to boost results. We evaluate our model in three
challenging video datasets (Charades, MPII cooking and
Breakfast). We outperform other state-of-the art techniques
for frame based action forecasting task by 5.06% on aver-
age across several action forecasting setups.
1. Introduction.
We humans forecast others’ actions by anticipating their
behavior. For example by looking at the video sequence in
figure 1, we can say “the person is going towards the fridge,
then probably he will open the refrigerator and take some-
thing from it”. Our ability to forecast comes naturally to us.
We hypotheses, humans analyze the visual information to
predict the plausible future actions, also known as the men-
tal time travel [27]. One theory suggests humans’ success
in evolution is due to the ability to anticipate the future [27].
Perhaps, we correlate prior experiences and examples with
the current scenario to perform mental time travel.
Recently, the human action prediction/forecasting prob-
lem has been extensively studied in Computer Vision and
AI community. The literature on this prediction topic can
be categorized as early action [8], activity [1, 13], and event
prediction [33]. In early human action prediction, meth-
ods observe an ongoing human action and aim to predict
What are the
future
actions?
Figure 1. Someone is going towards the fridge. What are the plau-
sible future sequence of actions?
the action in progress as soon as possible [9] before it fin-
ishes. This problem is also known as action anticipation in
the literature [23]. As these methods predict an on going ac-
tion before it finishes, they are useful for applications when
future planning is not a major requirement. In contrast, ac-
tivity prediction aims at forecasting future action as soon as
possible (not necessarily in the temporal order) and are use-
ful in many robotic applications, e.g., human robotic inter-
action. These methods can facilitate information for some
level of future planning [11]. In activity prediction, some
methods observe p% of the activity and then predict actions
for q% of the future frames in the video. Most interestingly,
these methods predict actions per-frame which limits their
practical application in many cases [1]. The most of these
methods make the assumption about length of the video im-
plicitly or explicitly [1]. Alternatively, some methods ob-
serve k number of actions in an activity and then predict
only the next future action [15]. However, we humans are
able to forecast the future series of actions which allows us
to plan for the future, (e.g. if some one is going to cook a
simple potato dish, probably we will see a sequence of ac-
tions such as peel  cut  wash  boil). We humans are
able to predict the future irrespective of video length or the
number of frames. We aim to solve this challenging prob-
lem of forecasting future sequence of actions to complete
an activity from the partial observations of the activity.
In this paper we observe only a handful of actions within
a long activity. Then we forecast the sequence of actions for
the future without making any assumptions on the length of
video. This type of problems arise in practice, specially
in robotics, e.g., robot assisted industrial maintenance, and
assistive robotics in health care. In contrast to majority of
action anticipation and activity prediction methods, ours is
trained to predict the future action sequence. To solve this
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problem, there are several challenges that we need to tackle.
First, our method needs to implicitly infer the goal of per-
son performing the activity. Second, it should learn to what
extent the person has completed the activity. Finally, it has
to infer what other actions are needed to accomplish the ac-
tivity.
We formulate our solution such that all of this is learned
in a data driven manner. Specifically, we make use of com-
plex relationship between observed video features and the
future actions to learn a complex mapping between them.
To facilitate that, we formulate it as a neural machine trans-
lation problem where the input is an observed RGB video
and the target is a symbolic sequence of future actions.
Specifically, We use a recurrent encoder-decoder architec-
ture. Each future action depends on the past observed fea-
ture sequence and interestingly, some of the observed fea-
tures are important in determining the future actions more
than others. For example, if our model predicts ”adding
sugar” as the future action, then it is more likely that our
model give a higher attention weight to frames having a cup
or a mug. Therefore, we make use of attention mechanism
that allows us to align-and-attend past features when gen-
erating future actions. Furthermore, the uncertainty of pre-
dictions increases with two factors; first the amount of ob-
served data model observe, and the second, how far into the
future our model predicts. If model observe more data, per-
haps the predictions are likely to be reliable. Moreover, if
model predicts far into the future, then predictions are likely
to unreliable. We develop a novel loss function that allows
us to consider these two factors and extend the traditional
cross-entropy loss to cater for these uncertainties.
Finally, we also make use of optimal transport loss which
allows us to tackle exposure bias issue of this challenging
sequence-to-sequence machine translation problem. Expo-
sure bias arises when we use cross-entropy loss to train neu-
ral machine translation models where it provides an indi-
vidual action-level training loss (ignoring the sequential na-
ture) which may not be suitable for our task. The optimal
transport loss is a more structured loss that aims to find a
better matching of similar actions between two sequences,
providing a way to promote semantic and contextual sim-
ilarity between action sequences. In particular, this is im-
portant when forecasting future action sequences from ob-
served temporal features.
In a summary, our contributions are as follows:
• To the best of our knowledge, we are the first to fore-
cast future action sequences from videos.
• We formulate this as a machine translation problem
and show that it can be effectively solved.
• We propose new loss functions that handles the uncer-
tainty in future action sequence prediction.
• We demonstrate the usefulness of optimal transport
and the uncertainty losses.
• We extensively evaluate our method on three challeng-
ing action recognition benchmarks and obtain state of
the art results for action forecasting.
2. Related work.
We categorize the related work into three, 1. early ac-
tion prediction and anticipation, 2. activity prediction and
3. machine translation.
Early action prediction and anticipation: Early action
prediction aims at classifying the action as early as possi-
ble from partially observed action video. Typically, exper-
iments are conducted on well segmented videos containing
a single human action. In most prior work, methods ob-
serve about 50% of the video and then predict the action
label [22, 10, 23]. In particular these methods can be cate-
gorize into four types. Firstly, there are methods that gener-
ate features for the future and then use classifiers to predict
actions using generated features [24, 30]. Feature genera-
tion for future action sequences containing a large number
of actions is a challenging task and therefore, not feasible
in our case. Secondly, the methods presented in [23, 7, 14]
develop novel loss functions to cater for uncertainty in the
future predictions. Our work also borrows some concepts
from these methods to develop loss functions but ours is ap-
plied over the future action sequence in contrast to applying
over an action as in [23, 7, 14]. Thirdly, some anticipa-
tion methods generate future RGB images [34, 31] and then
classify them into human actions using convolution neural
networks. However, generation of RGB images for the fu-
ture is a very challenging task specially for longer action
sequences. Similarly, some methods aim to generate future
motion images [20] and then try to predict action for the fu-
ture. However, we aim to forecast action sequences for un-
seen part of the human activity and is more challenging than
action anticipation. Therefore, action anticipation methods
can not be used to solve our problem.
Activity prediction: The most of the activity predic-
tion methods aim at predicting the next action in the se-
quence [15, 18] or focus on first person human actions [19,
3]. Some methods assume that the number of future frames
is given and they try to predict the action label for each fu-
ture frames [1, 6]. This method is similar to our work but
we aim to predict the future sequence of action (e.g. wash
clean  peel  cut) instead of assigning a label for each fu-
ture frame. Specifically, [15] used to predict the next action
using previous three actions using motion, appearance, and
object features with a two layered stacked LSTM. Authors
in [18] use stochastic grammar to predict the next action
in the video sequence. Even-though these methods can be
extended to predict the sequence of actions by recursively
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Observed Input Video 
Sequence
Future Video Sequence
GRU Encoder-
Decoder
Input Feature 
Sequence Xo
Future Action Sequence Yu = {yt+1 ,….. ,YN}
Action Sequence
1. Switch on lights
2. Sit down
3. Drink
4. Stand up
5. Take a box
Figure 2. A high level illustration of our action sequence prediction solution. Given an input video, we train a GRU-based sequence-
to-sequence machine translation model to predict future action sequence. Specifically, our method should know how to stop generating
actions for the future. In other words, we solve the problem of what steps (actions) are needed to finish the current activity the person is
performing?
applying their methods, we face two challenges. Firstly, er-
rors may propagate into the future making future actions
more wrong, and secondly it may not know when to stop
producing action symbols, which is important when the ac-
tions are part of some larger activity. Sequence-to-sequence
machine translations are naturally able to address both these
two issues [28].
Machine translation. Our method is also related to ma-
chine translation methods [28, 2, 29, 32]. However, none
of these works use machine translation for action sequence
forecasting from videos. Typically, machine translation is
used for language tasks [28, 2]. To the best of our knowl-
edge, we are the first to use neural machine translation for
translating a sequence of RGB frames (a video) to a se-
quence of future action labels. Indeed, machine transla-
tion has been used for unsupervised learning of visual fea-
tures [26] in prior work which is related to us. But they did
not use it for predicting future action sequences.
3. Future action sequence prediction.
3.1. Problem
We are given a video in which a human is performing
an activity. Our model only observe the initial part of the
video containing initial sequence of actions. The objective
of this work is to train a model to predict the future un-
seen sequence of actions. A visual illustration of this model
is shown in figure 2. Let us denote the observed RGB
video by Xo =
〈
xo1, x
o
2, x
o
3, · · · , xop
〉
where xop is the p
th
frame. The observed action sequence is denoted by Y o =
〈yo1, yo2, · · · yoP〉 (note that p 6= P) and the future unseen
ground truth action sequence by Y u = 〈yu1 , yu2 , · · · yuN 〉
where each action y ∈ Y and Y is the set of action classes
and the start time of each action yi is before or equal to the
start time of yi+1.
In contrast to other action forecasting methods that op-
erates at frame level (or clip level), we do not know the
label of each observed RGB frame xop. Our model has ac-
cess to frame sequence Xo only. We train a model φ(,Θ)
that predicts unseen action sequence Y u from seen RGB
sequence Xo where Θ are the parameters of the model, i.e.
Y u = φ(Xo,Θ). We do not make use of ground-truth ac-
tion sequence Y o during training or inference. Our objec-
tive is to predict the future action sequence Y u. Therefore,
our method does not need any frame level action annota-
tions as in prior action forecasting methods [1, 6].
3.2. High level solution
We formulate this problem as a sequence-to-sequence
machine translation problem [28, 2, 29, 32] where we use
observed rgb sequence Xo as the input sequence. Then the
symbolic unseen action sequence Y u is the target sequence.
Specifically, we use an GRU-based encoder-decoder archi-
tecture. Our hypothesis is that the encoder-decoder machine
translation would be able to learn the complex relationship
between seen feature sequence and future actions. To fur-
ther improve the model predictive capacity, we also use at-
tention over encoder hidden state when generating action
symbols for the future and use novel loss functions to tackle
uncertainty. Next we describe our model in detail.
3.3. GRU-encoder-decoder
We use GRU-based encoder-decoder architecture for
translating video sequence into future action sequence. Our
encoder consists of a bi-directional GRU cell. Let us first
define the encoder GRU cell which takes the seen feature
sequence Xo =
〈
xo1,x
o
t , · · ·xop
〉
which consists of p ele-
ments as input. We define the encoder GRU by fe() for
time step t as follows:
−→
h t,
←−
h t = fe(x
o
t ,
−→
h t−1,
←−
h t−1) (1)
where
−→
h t,
←−
h t ∈ RD are the forward and backward hidden
states at time t. The initial hidden state of the encoder GRU
is set to zero. Then we make use of a linear mapping We ∈
R2D×D to generate a unified representation of both forward
and backward hidden states for each time step
−→
h t,
←−
h t as
follows:
ht = [
−→
h t−1,
←−
h t−1]×We (2)
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where [·, ·] indicates the concatenation of forward and back-
ward hidden states. Therefore, the outcome of the en-
coder GRU is a sequence of hidden state vectors denoted
by H =
〈
ho1,h
o
2, · · ·hop
〉
. The bi-directional GRU encode
more contextual information which might inherently enable
the model to infer the intention of person doing the activity.
The decoder is a forward directional GRU fd(), that gen-
erates the decoder hidden state gq ∈ RD at decoding time
step q define as follows:
gq = fd([cq−1, yˆq−1],gq−1) (3)
where yˆq−1 is the predicted target action class score vec-
tor at step q-1. The input to decoder GRU fd() at time
step is a concatenation of the context vector cq−1 and the
previously predicted action score vector yˆq−1 denoted by
[cq−1, yˆq−1]. We obtain the action score vector at step q of
the decoder using following linear mapping:
yˆq = gq × U (4)
where U ∈ RD×|Y| is a learnable parameter. Note that the
output symbol at step q of the decoder is obtain by argmax
operator, i.e., yˆq = argmax yˆq. The decoder is initialized
by the final hidden state of the encoder (i.e. g0 = hop where
hop is the final hidden state of the encoder). The initial sym-
bol of the decoder is set to SOS (start of sequence sym-
bol) during training and testing. The decision to include the
previous predicted action yˆq−1 as an input in the decoder
is significant as now the decoder model has more seman-
tic information during the decoding process. Once choice
would be to simply ignore the previously prediction action
symbol. However, that would hinder the predictive capac-
ity of the decoder as decoder is not explicitly aware of what
it produced in the previous time step. Conceptually, now
the decoder is trying to find the most likely next symbol
P (yq|yq−1,gq−1) using both previous symbol and the con-
textual information.
Next we describe how to generate the context vector
cq−1 which summarizes the encode-decoder hidden states
using attention mechanism.
3.4. Attention over encoder hidden state
It is intuitive to think that not all input features con-
tributes equally to generate the output action symbol yˆq at
decoder step q. Therefore, we propose to make use of atten-
tion over encoder hidden states H to generate the context
vector cq−1 which serves as an input to the decoder GRU.
Specifically, to generate cq−1, we linearly weight the en-
coder hidden vectors H =
〈
ho1,h
o
2, · · ·hop
〉
, i.e.,
cq =
∑
i
exp(αqi )∑
j exp(α
q
j)
hoi (5)
where αqi is the weight associated with the encoder hidden
state hoi to obtain q-th context vector define by following
equation.
αqi = tanh([h
o
i ;gq]×Watt)× V (6)
Here Watt ∈ R2D×D and V ∈ D are learnable parameters
and αqi depends on how well the encoder-decoder hidden
states hoi ,gq are related. This strategy allows us to attend
all encoder hidden states H =
〈
ho1,h
o
2, · · ·hop
〉
when gen-
erating the next action symbol using decoder GRU. During
training we make use of teacher forcing strategy to learn the
model parameters of the encoder-decoder GRUs where we
use yq instead of yˆq in equation 3 half of the time. This
is to make sure that, the inference strategy is not too far
away from the training strategy. During inference, given the
input features sequence, we pass it thorough the encoder-
decoder to generate future action sequence until we hit the
end-of-sequence symbol (EOS). The model is also trained
with start-of-sequence (SOS) symbol and EOS.
3.5. Tackling the uncertainty
Correctly predicting the future action sequence from a
partial video is challenging as there are more than one plau-
sible futures action sequences. This uncertainty increases
with respect to two factors; 1. to what extent we have ob-
served the activity, (more we observe, more information
we have to make future predictions) 2. how far into the
future we are going to predict using observed data (if we
predict too far into the future, there are more possibilities
and more uncertainty). To tackle these two factors, we pro-
pose to modify cross-entropy loss which is typically used in
sequence-to-sequence machine translation1. Let us assume
that we have observed P number of actions, and we are pre-
dicting a total of N number of action symbols. Let us de-
note the cross-entropy loss between the prediction (yˆq) and
the ground truth (yq) by L(yˆq,yq). Then our novel loss
function that handles the uncertainty (Lun(Yˆ u, Y u)) for a
given video Xo, Y u is define by
Lun = (1− exp(−PN ))
N∑
q=1
exp(−q)L(yˆq,yq) (7)
where the term (1 − exp(−P/N )) takes care of shorter
observations and makes sure that longer action observa-
tions contributes more to the loss function. If the observed
video contains less actions (information), then predictions
made by those are not reliable and therefore does not con-
tribute much to the overall loss. Similarly, the second in-
ner term exp(−q)L(yˆq,yq) makes sure that the predictions
that are too far into the future make only a small contribu-
tion to the loss. If our model makes a near future predic-
tion, then possibly model should do a better job and if it
1This strategy may be applicable to other loss functions as well.
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makes an error, we should penalize more. During training,
we make use of sequential data augmentation to better ex-
ploit the above loss function. In-fact, for given a training
video consist ofM actions (i.e. Y = 〈y1, y2, · · · yM〉), we
augment the video to generateM− 1 observed sequences
where Y o = 〈yo1, yo2, · · · yot 〉 and Y u =
〈
yot+1, · · · yoM
〉
for
t = {1, · · · ,M − 1}. Then we train our networks with
these augmented video sequences with the uncertainty loss.
3.6. Optimal Transport Loss (OT)
Optimal transport defines a distance measure between
probability distributions over a metric space. We want to
exploit the metric structure in the action sequence space, but
using cross entropy loss alone does not account for the met-
ric structure between the actions of a sequence. The issue
with using the cross-entropy loss is that the loss at step-q in
the decoder only relies on the ground-truth action at step-q.
However, overall encoder-decoder model should generate
the target future action sequence and we should consider it
as a structured task. Unfortunately, the element-wise cross-
entropy loss does not take this sequence-to-sequence struc-
tural nature of the task.
We propose to make use of optimal transport loss of [17]
defined by
Dc(µ, ν) = inf
γ∈Π(µ,ν)
E(x,y)∼γ [c(x,y)] (8)
where Π(µ, ν) is the set of all joint distributions γ(x,y)
with marginals µ(x) and ν(y) and c(x,y) is the cost func-
tion for moving x to y in the sequence space.
Specifically, we consider the optimal transport distance
between two discrete action distributions µ, ν ∈ P(A) of
the action sequences where A is the action space. The dis-
crete distributions µ, ν can be written as weighted sums
of Dirac delta functions i.e. µ =
∑n
i=1 uiδxi and ν =∑m
j=1 vjδyj with
∑n
i=1 ui =
∑m
j=1 vj = 1. Given a cost
matrix C ∈ Rn×m+ where Cij is the cost from xi to yj , the
optimal transport loss is equivalent to
Lot(µ, ν) = min
P∈Π(u,v)
∑
i,j
PijCij (9)
where Π(u,v) = {P ∈ Rn×m+ |P1m = u,P>1n = v}
and 1n is a n-dimensional vector of all ones.
We use the Sinkhorn algorithm implementation proposed
in [5] to compute the optimal transport loss between the pre-
dicted and ground-truth action sequences. Let us denote the
optimal transport loss by Lot(Yˆ u, Y u). The combination of
both losses is given by the following
L(Yˆ u, Y u) = Lun(Yˆ
u, Y u) + β × Lot(Yˆ u, Y u) (10)
where β is the trade-off parameter.
4. Experiments.
In this section we extensively evaluate our model us-
ing three challenging action recognition datasets, namely
the Charades [25], MPII Cooking [21] and Breakfast [12]
datasets. Next we give a brief introduction to these datasets.
MPII-Cooking Dataset has 65 fine grained actions, 44 long
videos with a the total length of more than 8 hours. Twelve
participants interact with different tools, ingredients and
containers to make a cooking recipe. We use the standard
evaluation splits where total of five subjects are permanently
used in the training set. Rest six of seven subjects are added
to the training set and all models are tested on a single sub-
ject and repeat seven times in a seven fold cross-validation
manner. In this dataset, there are 46 actions per video on
average.
Charades dataset has 7,985 video for training and 1,863
videos for testing. The dataset is collected in 15 types of
indoor scenes, involves interactions with 46 object classes
and has a vocabulary of 30 verbs leading to 157 action
classes [25]. On average there are 6.8 actions per video
which is much higher than other datasets having more than
1,000 videos.
Breakfast dataset [12] consist of 1,712 video where 52
actors making breakfast dishes. There are 48 fine-grained
actions classes and four splits. On average each video con-
sists of 6.8 actions per video.
There are no overlapping actions in Breakfast and Cook-
ing datasets. Charades has handful of videos with overlap-
ping actions. To generate ground truth action sequences, we
sort the list of actions by start times, ignoring the end time
of the actions.
Performance evaluation measures:
We measure the quality of generated future action se-
quences using BLEU-1 and BLEU-2 scores [16]. These are
commonly used in other sequence evaluation tasks such as
image captioning. We use the standard BLEU score defini-
tion proposed in the Machine Translation and Natural Lan-
guage Community [16] which is also publicly implemented
in Python nltk toolbox. We also report sequence-item clas-
sification accuracy which counts how many times the pre-
dicted sequence elements match the ground truth in the ex-
act position. Furthermore, we also report the mean average
precision (mAP) which does not account for the order of
actions. To calculate mAP, we accumulate the action pre-
diction scores of the unseen video and compare it with the
ground truth. BLEU-1, BLEU-2 and sequence-item clas-
sification accuracy reflects the sequence forecasting perfor-
mance while the mAP only accounts for holistic future ac-
tion classification performance discarding the temporal or-
der of actions.
Feature extraction and implementation details:
Unless specifically mentioned, we use effective I3D fea-
tures [4] as the video representation for all datasets. First,
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Figure 3. Qualitative results obtained with our method on MPII Cooking dataset. Correctly predicted actions are shown in green and the
wrong ones in red.
we fine-tune I3D networks for video action classification
using provided video level annotations. Afterwards, we ex-
tract 1024-dimensional features to obtain a feature sequence
for each video.
4.1. Evaluating our model
In this section we evaluate various aspects of our model
aiming to provide some insights to the reader.
How well it performs in action forecasting?
In this section we evaluate our main contribution using all
three datasets. During training, for each given video X and
the action sequence Y = 〈y1, y2, · · · , yN 〉, our model take
feature sequence Xo corresponding to observed action se-
quence Y o = 〈yo1, · · · , yoi 〉 and then predict future action
sequence Y u =
〈
yui+1, · · · , yuN
〉
for all i values (i.e. for
i = 1, · · · , N − 1). Note that the i−th action symbol is
denoted by yoi , and corresponds to a real action e.g. ”open-
ing fridge”. We use the same action sequence sampling
strategy to evaluate on test videos for all possible i values.
Unless otherwise specified, we use this strategy for train-
ing and testing which we call as the Action Forecasting
Setup. With this augmentation strategy, we obtain much
larger dataset for training and evaluation.
We report results using our GRU-based encoder-decoder
model trained with attention and traditional cross-entropy
loss for action sequence forecasting. As a baseline, we re-
port results for random performance. In this case, for a
given video, we randomly generate the next score vector
to obtain the next action symbol for the unseen sequence.
As the second baseline, we report results using the entire
video sequence to classify the full action sequence denoted
by Classification Setup. Our sequence classification model
uses the same sequence-to-sequence machine translation
model trained with attention and cross-entropy loss. Re-
sults obtained by sequence classification model serves as a
soft upper bound for the action forecasting model. As there
are no prior work to compare with, we report results only
with our method.
From the results shown in table 1, first, our model per-
forms significantly better than the random performance. Se-
quence item classification accuracy (which is a strict mea-
sure) reflects the difficulty of action sequence forecasting
task. In the forecasting setup, we obtain item classification
accuracy of 2.60, 4.50, and 21.29 where the random perfor-
mance is 0.28, 0.47, and 0.70 on Charades, MPII cooking
and Breakfast respectively. The random performance indi-
cates the difficulty of forecasting task. Our model is 10-30
times better than random performance.
The difference in results between classification and fore-
casting setups is not too drastic, specially for Breakfast and
Charades. Our classification model obtains seq. item ac-
curacy of 5.35 while our forecasting model reach 2.60 on
Charades. Similarly for MPII cooking dataset, the clas-
sification model obtains 14.86 and our action forecasting
model’s performance is 4.50. Interestingly, seq. item clas-
sification accuracy of 26.35 and 21.29 is obtained for clas-
sification and forecasting models respectively on Breakfast.
For action forecasting task, the Charades dataset is the most
challenging and the least is Breakfast dataset. Interestingly,
for BLEU-2, the classification model obtains 2.78 while
future action forecasting model performs better on Cha-
rades dataset. These results indicate the effectiveness of our
method for future action sequence forecasting task. How-
ever, these results also suggests that there is more to do.
Later in the experiments, we show how to improve these
results.
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Table 1. GRU Encoder-Decoder performance on action sequence
forecasting
Dataset Setup BLEU-1 (%) BLEU-2 (%) Seq. Item. Acc (%) mAP
Charades Random 1.04 0.35 0.28 4.40
Charades Classification 15.26 2.78 5.35 28.40
Charades Forecasting with Att. 7.95 2.87 2.60 6.10
MPII-Cooking Random 1.28 0.48 0.47 6.53
MPII-Cooking Classification 25.74 14.34 14.86 20.60
MPII-Cooking Forecasting 8.70 4.10 4.50 10.80
Breakfast Random 1.33 0.49 0.70 7.53
Breakfast Classification 51.83 37.38 26.35 46.89
Breakfast Forecasting 34.56 21.15 21.29 30.24
Table 2. Performance comparison for predicting next action. MLP
is the multiple layered perceptron.
Charades MPII Cooking Breakfast
Method Acc. (%) mAP Acc. (%) mAP Acc. (%) mAP
MLP 3.9 1.7 7.1 4.1 16.2 8.8
LSTM 2.5 1.3 2.4 3.0 4.3 3.0
Our 6.8 3.0 11.0 9.2 16.4 11.8
How does it work for predicting the next action?
In this section, we evaluate the impact of our sequence-
to-sequence encoder-decoder architecture for predicting
the next action. For a given observed sequence Y o =
〈yo1, · · · , yoi 〉, the objective is to predict the next action yui+1
for all i values of the video. Once again yoi is the i-th ac-
tion of the video. As before, we generate all train and test
action sequences. For comparison, we also use two layered
fully connected neural network (MLP) which applies mean
pooling over the observed features and then use MLP as
the classifier. Similarly, we also compare with a standard
LSTM which takes the input feature sequence and then pre-
dict the next action only. For our method and two baselines
(LSTM, MLP), we use the same hidden size of 512 dimen-
sions. For all models, we use the same activation function,
i.e. tanh(). We report results in table 2.
First, we see that MLP obtains better results than LSTM.
Second, our sequence-to-sequence method with attention
performs better than both LSTM and MLP methods. MLP
obtains 1.7 mAP for predicting the next action indicating
features do not contain enough information about future and
more complicated mechanism is need to correlate past fea-
tures with the future action. Our method obtains far bet-
ter results than these two baselines indicating the effective-
ness of our sequence-to-sequence architecture for next ac-
tion prediction task. We conclude our model is better suited
for future action prediction than MLP and LSTM.
What is the impact of loss functions?
In this section we evaluate our method using the uncer-
tainty and optimal transport loss functions for action se-
quence forecasting setup. The uncertainty loss consist of
two parts in equation 7, 1. the effect of the fraction of past
observations (1 − exp(P/N )) denoted by Lun-past-only,
and 2. the extent of future predictions (exp(−q)) denoted
by Lun-future-only. First, we analyze the impact of these
two terms separately and then evaluate them jointly. We
Table 3. Evaluating the impact of uncertainty losses and the opti-
mal transport loss.
Loss BLEU-1 BLEU-2 (%) Seq. Item. Acc. (%) mAP (%)
Charade dataset.
Cross-entropy 7.95 2.87 2.6 6.1
Lun-past-only 8.11 2.98 2.6 6.1
Lun-future-only 8.61 3.11 2.8 6.4
Lun-both 8.80 3.30 2.9 7.2
Lot 7.73 3.06 3.4 7.2
Lot + Lun-future-only 9.59 3.92 4.0 8.2
MPII Cooking dataset.
Cross-entropy 8.70 4.10 4.50 10.80
Lun-future-only 9.22 5.00 5.64 10.36
Lot 8.20 4.75 6.15 11.30
Lot + Lun-future-only 11.43 6.74 8.88 12.04
also demonstrate the impact of optimal transport loss alone
(Lot). Finally, we evaluate combination of all losses where
we set the β of equation 10 to be 0.001. Results are reported
in table 3.
From the results in table 3, we see that both uncer-
tainty and optimal transport losses are more effective than
the cross-entropy loss which justifies our hypothesis about
these new loss functions. Interestingly, the loss term(Lun-
future-only), obtains the best results for BLEU scores while
OT loss obtain best action sequence classification accuracy
for an individual loss. The combination of two uncertainty
losses perform better than individual ones. Combination
of both Lot and Lun-future-only perform much better than
all others obtaining a significant improvement in BLEU-1
and BLEU-2 scores from best of 7.95 to 9.59 and 2.87 to
3.92 on Charades dataset. Similar trend can be seen for
MPII-Cooking dataset as well where we see consistent im-
provements. This interestingly shows that optimal transport
loss and Lun-future-only are complimentary to each other.
Though two uncertainty losses perform better than cross-
entropy loss, unfortunately, the combination of all three
losses do not seem to be useful. Perhaps we need a bet-
ter way to combine both uncertainty losses with the OT loss
which we leave for further investigation in the future.
We visualize some of the obtained results in figure 3. In-
terestingly, our method is able to generate quite interesting
future action sequences. In the first example, our method
accurately obtain four out of five actions. In the second
example, it predicts two actions correctly, however the pre-
dicted action sequence seems plausible though it is not cor-
rect.
What if we only rely on three previous actions?
In this experiment we evaluate the performance of our
model when we predict the next action using only the
three previous actions. Here we train and test our method
using all augmented action sequences. As before we
use I3D features from the seen three actions and aims to
predict the next action class. We also compare traditional
cross-entropy with (Lot + Cross-entropy) loss. Results are
reported on table 4. First, even for our method, we see a
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Table 4. Action forecasting performance for using only the fea-
tures from previous three actions on Charades.
Loss Accuracy (%) mAP (%)
Cross-entropy 3.54 1.7
Lot + Cross-entropy 6.25 2.3
drop in performance from the results reported in previous
experiment in table 2. When we predict the next action
using all previous action features, with the cross-entropy
loss, we obtain a classification accuracy of 6.8% in table 2
whereas, in table 4, our cross-entropy method obtains
3.54% only. This suggests that it is better to make use of
all available information from observed video features and
just let the attention mechanism to find the best features.
Analysis on the impact of attention is evaluated in the next
section and also in the supplementary material (Table 2 of
Supp. Mat.). Secondly, the optimal transport loss combined
with cross-entropy loss improve results indicating it is
complimentary even in this constrained case. For this
experiment there is no need to make use of uncertainty loss
as there is only one action to predict.
4.2. Comparison to other SOA methods.
The action forecasting problem we study in this paper
is different from what has been explored in the literature.
We focus on forecasting the future action sequence whereas
most recent methods in the literature take a somewhat dif-
ferent approach [1, 6]. These methods observe p% of the
video and aims to predict future actions for q% of the video
assuming length of video is known and frame level ac-
tion annotations (at least the start and end of each action
is known) are provided. In contrast, our default setting does
not make these assumptions and we just need the action se-
quence without precise temporal extent of each action. To
compare with these existing methods [1, 6], we train our
model (without using EOS symbol) to generate q% of pre-
dictions for a given video after observing p% of frames. We
compare our results with [1] and report mean per class ac-
curacy as done in [1]. Unfortunately, the method in [6] use
ground truth action sequence labels (the observed actions)
which is not a realistic setup (nevertheless, we also report
results using ground truth sequence in the supplementary
materials (Table 1) where our method outperforms [6]).
Here, we compare with [1] using mean-per class accuracy
and use features to forecast the future actions. This setup is
the most realistic in practice. Results are reported in table 5.
Interestingly, our method outperforms all baselines pre-
sented in [1] by a large margin, including larger prediction
percentages such as 0.5. On average, we obtain an improve-
ment of 5.06 over the prior best methods [1]. Specifically,
the biggest average improvement is obtained when we ob-
Table 5. Comparison of action forecasting methods using Break-
fast dataset only using features.
observation (%) 20% 30%
prediction (%) 10% 20% 30% 50% 10% 20% 30% 50%
Grammar [1] 16.60 14.95 13.47 13.42 21.10 18.18 17.46 16.30
Nearest Neighbor [1] 16.42 15.01 14.47 13.29 19.88 18.64 17.97 16.57
RNN [1] 18.11 17.20 15.94 15.81 21.64 20.02 19.73 19.21
CNN [1] 17.90 16.35 15.37 14.54 22.44 20.12 19.69 18.76
OUR - w/o Attention 23.38 21.07 18.72 17.20 24.91 22.03 20.41 20.29
OUR 23.74 22.98 22.23 21.95 25.47 25.02 23.92 23.71
Improvement +5.63 5.78 +6.29 +6.14 +3.03 +4.90 +4.19 +4.16
gt:
pr:
Figure 4. Illustration of ground truth and forecasted actions for
some random videos. Each color represents an action.
serve only the 20% of video. In this case, the average im-
provement is 5.96 across all prediction percentages. We
also see a consistent improvement over all (p%) percent-
ages. We also see that our attention mechanism helps to
improve results, specially for larger prediction percentages.
Visual illustration of some predictions are shown in figure 4.
Interestingly, most of the time our method is able to get the
action class correctly, although the temporal extent is not
precise. Furthermore, there is significant smoothness in the
prediction that we believe is due to the sequential learning
used in our method.
5. Conclusion.
In this paper we present a method to predict future action
sequence for a given video. To do that, we use a GRU-based
encoder-decoder sequence-to-sequence machine translation
technique. We show the effectiveness of regularizing the
cross-entropy loss for this task by catering the uncertainty
of future predictions. The optimal transport loss also allows
us to further improve results. We observe that condition-
ing on few past video frames is not sufficient to predict or
forecast future actions or action sequences accurately. It is
better to make use of all available information and use at-
tention mechanism to select the most relevant ones. This
also allows the model to better understand the context of
activity. By extending our method slightly, we also com-
pare with already existing action forecasting methods that
predict future actions for some potion of the video. In this
case, our method is able to outperform prior methods by
5.06% on average. We also demonstrate the effect of atten-
tion mechanism for this task.
Conceptually, we are the first to investigate action se-
quence forecasting problem for a given partial observation
of an activity. We believe our findings are insightful and
useful for the development of future methods.
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