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ABSTRACT
In many practical contexts, networks are weighted as their links
are assigned numerical weights representing relationship strengths
or intensities of inter-node interaction. Moreover, the links’ weight
can be positive or negative, depending on the relationship or in-
teraction between the connected nodes. The existing methods for
network clustering however are not ideal for handling very large
signed weighted networks. In this paper,we present a novel method
calledLPOCSIN (short for “LinearProgramming basedOverlapping
Clustering on Signed Weighted Networks") for ecient mining of
overlapping clusters in signed weighted networks. Dierent from
existing methods that rely on computationally expensive cluster
cohesiveness measures, LPOCSIN utilizes a simple yet eective
one. Using thismeasure, we transform the cluster assignment prob-
lem into a series of alternating linear programs, and further pro-
pose a highly ecient procedure for solving those alternating prob-
lems.We evaluateLPOCSIN and other state-of-the-art methods by
extensive experiments covering a wide range of synthetic and real
networks. The experiments show that LPOCSIN signicantly out-
performs the other methods in recovering ground-truth clusters
while being an order of magnitude faster than the most ecient
state-of-the-art method.
KEYWORDS
Signed network; weighted network; overlapping clustering
1 INTRODUCTION
1.1 Motivation
Recent advances in network science have made clustering on very
large networks a vibrant and important research topic. In many
real world applications, we require the clusters to be overlapping
[39]. For example, we sometimes want clusters in social networks
to be overlapping groups of friends and colleagues [9]. In citation
and collaboration networks, we dene clusters to be overlapping
sets of authors such that each set of authors share some common
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research interests [1]. In a protein interaction networks, sets of pro-
teins that perform a biological function together are overlapping
clusters of protein nodes [23].
In general, the task of network clustering consists of assigning
a network’s nodes into dierent cohesive groups, called clusters.
The cohesiveness of a cluster measures link strength among the its
nodes against the link strength between the its nodes and nodes of
other clusters. For unweighted networks, link strength is binary.
For weighted networks, link strength can be dened in a number
of ways, e.g., frequency of interactions between users, or duration
of collaboration between authors [9]. In addition, in many context,
the weight can be either positive or negative, depending on the re-
lationship and interaction between the nodes. For example, in so-
cial networks, a positive link represents friend or support relation-
ships, while a negative link represents foe or against relationships
[16, 20]. In trust networks, positive and negative links reect the
trust and distrust relationship respectively [19]. In protein interac-
tion networks, positive and negative links represent the activation
and inhibition relationships among the proteins respectively [31].
Despite a rich literature on network analysis, there are only few
works on mining clusters in signed weighted networks. Moreover,
the existing works most similar to ours suer from the following
shortcomings.
• Overlapping Clusters. Earlier works on signed network
clustering focus on non-overlapping clusters using heuris-
tic algorithms [8, 12, 35] or spectral clustering approaches
[5, 6, 14, 17, 41]. As spectral clustering employs K-means
algorithm [32], one may replace K-means by some overlap-
ping clustering algorithm (e.g., NEO method [33]) to get
overlapping clusters. However, the spectral analysis is de-
signed to nd high quality partitions of the input network,
which are non-overlapping sub-networks. Hence, such an
adaptation often gives poor results. We shall demonstrate
this later in our experiments.
• Scalability. There are few recent works that mine overlap-
ping clusters in signed networks, e.g.,[4, 25]. These methods
are however computationally expensive and therefore can-
not handle large networks with large number of clusters.
For example, the method proposed in [4] has complexity of
O (LK2) for each iteration in its optimization process where
L and K are the numbers of links and clusters respectively.
In our experiments, we found that this method takes more
than 10 minutes for a network of 1000 nodes and 50 clusters.
• WeightedNetworks.Although links’ weight providesmore
insights about the network structure [2], there are only very
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few clustering methods that leverage the weight for mining
overlapping clusters in weighted networks [10, 24]. More-
over, these methods do not consider negative links, hence
are not suitable for signed networks.
1.2 Research Objectives
In this work, we aim to address the shortcomings mentioned above
by developing a novel method of mining overlapping clusters in
signed networks. We seek to nd a simple method that can scale
up to very large networks.Wewould also want themethod capable
of handling both unweighted and weighted networks in a common
framework.
To meet the above objectives, we rst propose a new measure
for cluster cohesiveness. Thismeasure is able to consider both links’
existence between nodes and the links’ signed weights, while be-
ing computationally simple so that it allows us to eciently opti-
mize nodes’ cluster assignment using alternating optimization ap-
proach. We further propose an ecient algorithm for solving the
alternating problems to reduce the computational cost.
This paper focuses on nding social clusters instead of topical
clusters in signed networks. Examples of topical clusters include
groups of users sharing common interests, or adopting the same
product items [21, 27]. In contrast, our targeting social clusters are
formed by users developing pairwise relationships. Topical and so-
cial community structures of the same network can be signicantly
dierent [7]. For example, two users may dislike each others and
not in the same social clusters even though they may still share
some common interests or adopt the same items, belonging in the
same topical clusters [16, 20, 27].
1.3 Contribution and Paper Outline
Our contribution in this work consists of the following.
• We propose a new function to measure the cohesiveness of
overlapping clusters in signed networks. This function is
simple but yet capable of handling both weighted and un-
weighted networks, while considering both inter-node simi-
larity/ dissimilarity and cluster density.
• We develop an ecient method for nding the optimal clus-
ter assignment of nodes under the new cohesiveness mea-
sure. Our method is based on the alternating optimization
approach where each alternating step is a linear program-
ming problem. We further reduce the cost of solving those
alternating problems based on observations from their ana-
lytical forms.
• We conduct extensive experiments on both synthetic and
real datasets to verify the eectiveness of our proposedmethod
in recovering ground-truth clusters from dierent networks.
We also demonstrate that our proposedmethod is more scal-
able than state-of-the-art methods, while achieving better
results.
The rest of the paper is organized as follows. We discuss the re-
lated works in Section 2. We then describe our proposedmethod in
Section 3. Our experiments for evaluating the proposed method is
presented in Section 4. Finally, we conclude the paper and discuss
some directions for future works in Section 5.
2 RELATED WORK
There has been a number of prior research on analyzing signed
networks. For a comprehensive survey of these works, readers can
refer to the recent paper by Tang et al. [28]. In this section, we
briey review the works that are closely related to ours.
Doreian et al. [8] and Hassan et al. [12] proposed heuristic meth-
ods for clustering signed networks. These methods iteratively reas-
sign nodes into dierent clusters from a random assignment. The
reassignment of a node is determined based on optimizing a func-
tion localized to the node. Yang et al. [35] proposed a top-down
algorithm for dividing networks into clusters where the division is
determined using random walk based methods. These works how-
ever can only nd non-overlapping clusters and do not consider
link weight.
Later, Kunegis et al. [17], Hsieh et al. [14], Chiang et al. [5, 6],
and Zheng [41] proposed dierent spectral clustering based meth-
ods. These methods workwith both signed unweighted and signed
weighted networks. However they are not scalable due to the spec-
tral analysis step. Moreover, they can only nd non-overlapping
clusters. We could combine these spectral analysis methods with
an overlapping clustering algorithm. However, as mentioned in
Section 1, such a combination does not result in high quality clus-
ters since the features obtained from the spectral analysis step are
designed for non-overlapping clustering.
Using factorization approach, Chen et al. [4] proposed a prob-
abilistic method for modeling signed links based on hidden node
clusters. The proposed method is however not scalable and also
does not consider link weight. Similarly, Le et al. [25] proposed
a non-negative matrix factorization based method that considers
link weight. The method however requires ad-hoc parameters for
assigning nodes to clusters. Moreover it focuses on extracting sub-
networks with density exceeding a given threshold hence often
returns small communities. This is not practical since the commu-
nities in large networks may have size at dierent scales [39].
In thiswork, we also adopt the factorization approach.Ourmethod
however does not minimize the recovery error, nor maximize the
likelihood of observed data. Instead, we directly optimize a cohe-
siveness measure that balances between nodes’ similarity and clus-
ters’ density. To the best of our knowledge, there is no previous
work that considers both these two factors in a common measure.
3 LPOCSIN: OUR PROPOSED METHOD
In this section, we describe our proposed method for overlapping
clustering on signed weighted networks. We start by introducing
the notations, concepts, and the clustering problem. We then in-
troduce a new cluster cohesiveness measure. Next, we present an
alternating optimization method to nd the optimal clusters under
the new cohesiveness measure, and develop an ecient procedure
for solving the alternating problems. Finally, we analyze the com-
plexity of the entire proposed method.
3.1 Notations and Preliminaries
We summarize the main notations in Table 1. We denote a network
by G = (V ,E) where V is the set of N nodes, i.e., N = |V |, and
E is the edge set. The set of positive edges and the set of negative
edges are denoted by E+ and E− respectively. For the pair of nodes
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Table 1: Notations
G = (V ,E)
Input network with the node setV and
the edge set E
E+ Set of positive edges in the input network
E− Set of negative edges in the input network
N = |V | Number of nodes
sx,y Weight of the edge (x,y)
n+(x ) Set of positive neighbors of node x
d¯ Average positive degree of nodes
K Number of clusters
C Set of clusters
Cx,k Membership of node x in cluster k
Cx, ·
Cluster membership vector of node x ,
i.e., Cx, · = (Cx,1, · · · ,Cx,K )
Cn+ (x ) Set of clusters of positive neighbors of x
K¯
Average number of clusters the nodes are
assigned to
c(G,C) Clustering cohesiveness of C on networkG
x,y ∈ V , we use sx,y to denote the weight of the edge connecting
x and y if such an edge exists, and sx,y = 0 otherwise. In this
work, we assume that G is undirected. Without loss of generality,
we assume that the weights are symmetric and normalized into the
xed range [-1, 1]. That is, sx,y = sy,x ∈ [−1,1]. IfG is unweighted,
sx,y = 1 or −1 when a positive or negative edge exists between
x and y respectively, and = 0 otherwise. With the denition, we
consider |sx,y | as a kind of similarity or dissimilarity between x
and y when sx,y is positive or negative respectively.
The task of network clustering is essentially to nd an optimal
assignment of nodes to clusters such that cluster cohesiveness is
maximized. Here, we assume that the number of clustersK is given.
A cluster set is denoted by C, i.e., C = {C1, · · · ,CK } where each
Ck is a node cluster. The membership of node x in cluster k is
denoted by Cx,k . That is, Cx,k = 1 if x belongs to cluster k , and
= 0 otherwise. We then denote the vector of membership of x in
all the K clusters by Cx, ·, i.e., Cx, · = (Cx,1, · · · ,Cx,K ).
The form of Cx, · depends on the type of clusters we want to nd.
For non-overlapping clustering, Cx, · is an one-hot vector: only one
element in the vector equals to 1, and the rest are zeros. In this
work, we focus on overlapping clustering which allows multiple
elements in Cx, · to be ones, and the rest are zeros.
Formally, we dene the network clustering task as the optimiza-
tion problem below.
C∗ = arg.maxCc(G,C) (1)
subject to
Cx,k ∈ {0,1} for ∀x ∈ V , and ∀k = 1 · · · ,K (2)
In Equation 1, c(G,C) is a function that measures the cohesiveness
of C onG. The denition of c(G,C) varies with dierent clustering
methods. Nevertheless, c(G,C) should imply that nodes assigned
to the same cluster(s) should be similar, while nodes assigned to
dierent clusters are dissimilar.
3.2 A New Cohesiveness Measure
The choice of cohesiveness measure aects not only the nal clus-
tering outcome, but also the eciency of the clustering method.
Previous works have proposed dierent forms of c(G,C), e.g., nor-
malized cut [6], likelihood of observed data [4], and statistical signi-
cance [11]. Despite having elegant intuitions, the existing measures
are computationally expensive or stated in complicated forms, hence
making the objective function in Equation 1 dicult to optimize.
We now introduce a simple cohesiveness measure c(G,C) that al-
lows us to solve the optimization problem in Equation 1 eciently.
Our proposed cohesiveness measure is driven by the following
intuitions.
• Similar nodes should have similar cluster assignment, while
dissimilar nodes should have dierent cluster assignment.
• Nodes assigned to the same community should be densely
connected by positive edges.
Given nodes’ similarity and dissimilarity are dened by edges’
weight, we are left with dening inter-node cluster assignment
similarity and clusters’ density of positive edges. We dene the
cluster assignment similarity between node x and node y by the
similarity between their cluster membership vectors Cx, · and Cy, ·.
Cosine similarity is a possible choice but it is however not convex,
thus hard to optimize. Here, we adopt the simplest form of vector
similarity: the dot product CTx, ·Cy, · =
∑
k Cx,k · Cy,k . Lastly, the
density of cluster k is simply dened by the number of positive
edges among the nodes assigned to k .
Combining these similarity/dissimilarity and density denitions
together, we come up with the new cohesiveness measure as fol-
lows.
c(G,C) = β ·
∑
(x,y )∈E
sx,y · C
T
x, ·Cy, ·
+ (1 − β ) ·
∑
k
∑
x,y∈V
[
(1((x,y )∈E+) − 1) · Cx,kCy,k
]
(3)
In Equation 3, the rst term of the right hand side measures the
correlation between nodes’ cluster assignment similarity and their
similarity/dissimilarity, while the second term measures the clus-
ters’ density by positive edges. 1((x,y )∈E+) is the indicator func-
tion, i.e., 1((x,y )∈E+) = 1 if (x,y) ∈ E
+ , and = 0 otherwise. β ∈
[0,1] is a predened parameter used to moderate the weight of the
two terms. To maximize the rst term, CTx, ·Cy, · should be large
when sx,y is positive, and small when sx,y is negative. This means
similar nodes should be assigned to the same clusters, while dis-
similar nodes are assigned to dierent clusters. To maximize the
second term, there should be many positive edges between nodes
of the same cluster. In the other words, nodes of the same cluster
should be densely connected by positive edges.
Despite its simplicity, the above c(G,C) denition oers some
important advantages. Firstly, it considers both inter-node similar-
ity/ dissimilarity and cluster density, balancing between the two
componentswhenmeasuring cluster cohesiveness. Secondly, c(G,C)
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is now can be computed very eciently. Instead of iterating over
all pairs of nodes, we iterate over only the edges ofG. Lastly, c(G,C)
is a linear function of Cx, · if we x all Cy, · with y , x . This allows
us to solve Equation 1 eciently using alternating optimization
methods.
3.3 Optimization Method
We now present an ecient method for nding the optimal clus-
tering C∗ under the new cohesiveness measure dened in Equa-
tion 3. We name the method LPOCSIN - the abbreviation of Linear
Programming based Overlapping Clustering for Signed Weighted
Networks.
In LPOCSIN, we rst rewrite Equation 1 by adding conditions
and regularizations as follows.
C∗ = arg.minC
{
− c(G,C) + λ ·
∑
x ∈V
| |Cx, · | |1
}
(4)
subject to

Cx,k ∈ {0,1} ∀x ∈ V and ∀k = 1, · · · ,K
∑
k Cx,k ≥ θ ∀x ∈ V
(5)
In Equation 4, the term
∑
x ∈V | |Cx, · | |1 is l1-regularization and λ is
a predened parameter for weighting the regularization term. This
regularization is added to enforce sparsity in Cx, ·, i.e., we want
each node to be assigned to small number of clusters. On the other
hand, in Equations 5, θ is a positive integer used to enforce each
node to be assigned to some cluster(s).
The problemdened in Equation 4 (with c(G,C) dened in Equa-
tion 3) with conditions in Equation 5 is an integer program, which
does not have any ecient method to solve optimally. We there-
fore employ the alternating optimization method [3]. That is, we
iterate over all nodes of the network. For each node x , we perform
an alternating step to nd the optimal cluster assignment of x while
keeping cluster assignment of all other nodes unchanged. This pro-
cess is repeated until we reach a convergence or a pre-dened num-
ber of iterations. Specically, we rst rewrite the right hand side
of Equation 4 as a function of Cx, · as follows.
− c(G,C) + λ
∑
y∈V
| |Cy, · | |1 =
=
∑
k
Cx,k
[
λ +
[
(1 − β ) ×
∑
y :(x,y )<E+
Cy,k
]
−
−
[
β ×
∑
y :(x,y )∈E
sx,y · Cy,k
] ]
+ ∆x
where ∆x is a function that does not involve Cx, ·, and hence does
not have any eect onminimizing −c(G,C)+λ
∑
y∈V | |Cy, · | |1 with
respect to Cx, ·. Therefore, in each alternating step, our task is solv-
ing the following optimization problem.
C∗x, · = arg.minCx ,·
{∑
k
ak · Cx,k
}
(6)
subject to: 
Cx,k ∈ {0,1} ∀k = 1, · · · ,K
∑
k Cx,k ≥ θ
(7)
where
ak = λ +
[
(1 − β ) ×
∑
y :(x,y )<E+
Cy,k
]
−
[
β ×
∑
y :(x,y )∈E
sx,y · Cy,k
]
(8)
ak is called the coecient of cluster k .
The problem dened in Equations 6 - 7 is still an integer pro-
gram. However, since θ is a positive integer, the solution domain
dened by conditions in Equation 7 now consists of extreme points
of the following convex set.

Cx,k ∈ [0,1] for ∀k = 1, · · · ,K
∑
k Cx,k ≥ θ
(9)
Therefore, we can solve the alternating problemdened in Equa-
tions 6 - 7 by nding an extreme point solution of the linear pro-
gram formed by Equation 6 and the conditions in Equation 9 [3].
3.4 Ecient Procedure for Solving the
Alternating Linear Programs
As we have transformed the cluster assignment problem into a se-
ries of alternating linear programming problems, the overall com-
putational cost is now largely due to the cost of solving these al-
ternating linear programs. When the number of clusters K is large,
the simple methods for these linear programs are expensive since
they have K variables. Fortunately, the form of the linear programs
(i.e., Equations 6 and 9) allows us to quickly nd an extreme point
solution based on the following observations.
Firstly, let n+(x ) includes all positive neighbors of x , i.e., nodes
that are connected to x by positive edges. We note that, for any
node x and any cluster k such that no positive neighbor of x is
assigned to k , then the coecient ak (dened in Equation 8) is al-
ways positive. Hence, an optimal solution for Equations 6 and 9
must have Cx,k = 0 for such x and k as it makes the objective
function decreases. This can also obtained by arguing that a node
should only be assigned to cluster(s) of its positive neighbors. We
therefore can reduce the number of variables in Equation 6 from
K to |Cn+ (x ) | where Cn+ (x ) is the set of clusters that x’s positive
neighbors are assigned to. We call the clusters in Cn+ (x ) the candi-
date clusters for x . Often, |Cn+ (x ) | << K when K is large.
Secondly, if k is a candidate cluster for x and its coecient ak <
0, then the extreme point solutions for Equations 6 and 9must have
Cx,k = 1 as it reduces the objective function in Equation 6.
Thirdly, if we have only δ candidate clusters with negative coef-
cient and δ < θ , then the extreme point solutions of the problem
should consist of assigning x to θ − δ candidate clusters whose
coecients are the smallest among the remaining candidates.
From the above observations, we now can quickly nd an ex-
treme point solution for Equations 6 and 9 by the simple procedure
shown in Figure 1. We use the nk variables to record the clusters’
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1: procedure LPOCSIN(x)
2: for k that Cx,k > 0 do
3: Cx,k ← 0
4: nk ← nk − 1 ⊲ nk is the size of cluster k
5: end for
6: Cn+ (x ) ← ∅
7: for y ∈ n+(x ) do
8: for k that Cy,k > 0 do
9: if k < Cn+ (x ) then
10: Cn+ (x ) ← Cn+ (x ) ∪
{
k
}
11: ak ← λ + (1 − β ) · nk
12: end if
13: ak ← ak − β ·
[
sx,y · Cy,k
]
− (1 − β )
14: end for
15: end for
16: δ ← 0
17: for k ∈ Cn+ (x ) do
18: if ak < 0 then
19: Cx,k ← 1
20: nk ← nk + 1
21: Cn+ (x ) ← Cn+ (x ) −
{
k
}
22: δ ← δ + 1
23: end if
24: end for
25: if δ < θ then
26: for j ← 1 to θ − δ do
27: k ← arg.mink ∈Cn+ (x )
{
ak
}
28: Cx,k ← 1
29: nk ← nk + 1
30: Cn+ (x ) ← Cn+ (x ) −
{
k
}
31: end for
32: end if
33: end procedure
Figure 1: Procedure for the alternating step at node x .
size. We rst initialize membership of x in all clusters to 0 and re-
duce the clusters’ size accordingly (lines 2 - 5, Figure 1).We then de-
termine the candidate clusters and compute their coecient (lines
6 - 15). Next, we assign x to the candidate clusters having negative
coecients, update the clusters’ size, and remove the clusters from
the set of candidates (lines 16 - 24). Lastly, if there is not enough
such candidate clusters, we select more from the remaining can-
didate clusters the ones with smallest coecients and update the
chosen clusters’ size accordingly (line 25 - 32).
3.5 Complexity Analysis
As shown in Figure 1, the cost of solving an alternating linear pro-
gram at node x includes the following partial costs. The rst cost
is for determining the candidate clusters and computing their co-
ecients. This cost is O ( |n+(x ) | × K¯x ) where K¯x is the average
number of clusters a positive neighbor of x is assigned to. The sec-
ond cost is for assigning x to candidate clusters whose coecients
are negative. This cost is O ( |Cn+ (x ) |) as we have to iterate over all
the clusters in Cn+ (x ) . The third cost, if needed, is for selecting can-
didate clusters with smallest coecients among the remaining can-
didates. This cost is O (θ× |Cn+ (x ) |). Obviously, we have |Cn+ (x ) | ≤
|n+(x ) | × K¯ . The total cost is therefore O ( |n+(x ) | × K¯x ). Hence, the
cost of one iteration of alternating over all N nodes of the network
is O (N × d¯+ × K¯ ) where d¯+ and K¯ are the average number of pos-
itive neighbors of nodes and the average number of clusters the
nodes are assigned to respectively. Often, N × d¯+ = |E+ | < L
(where is number of edges in the input network: L = |E+ | + |E− |)
and K¯ << K . The LPOCSIN method is therefore scalable to both
very large networks and large number of clusters.
4 EXPERIMENTS
We now evaluate our proposed method by comparing it with the
state-of-the-art methods for overlapping clustering on signed net-
works. We examine the eectiveness of the methods in recovering
ground-truth clusters in a wide range of networks. We also evalu-
ate themethods’ scalability to network size and number of clusters.
4.1 Datasets
To get a comprehensive comparison of the clustering methods, we
conducted experiments on dierent types of data, including both
unweighted and weighted networks.
Synthetic data. The rst type of data includes unweighted net-
works that are synthetically generated. The data generating pro-
cess is designed such that: (i) both the nodes’ number of clusters
and the clusters’ size follow power law distributions, (ii) nodes are
more likely connected to other nodes within the same clusters than
to nodes of other clusters, and (iii) intra-cluster edges are more
likely positive while inter-cluster edges are more likely negative.
These properties follow the ndings of previous analysis [37, 40]
and does not follow any model closely. This is to ensure that we
obtain good datasets for fair comparison between the models.
Specically, we employ the following steps to generate a signed
network with N nodes, K clusters, intra-cluster density (i.e., like-
lihood of existing an edge between two nodes of the same clus-
ter) pintr a ∈ (0,1), inter-cluster density (i.e., likelihood of existing
an edge between two nodes of dierent clusters) pinter ∈ (0,1),
pinter << pintr a , and noise level ϵ ∈ (0,0.5).
• Generating nodes’ cluster membership C∗x, ·: We rst sam-
ple a bipartite graph between the “left nodes" are N nodes
and the “right nodes" consist of K clusters. The bipartite
graph is sampled such that the degree of both “left nodes"
and “right nodes" follow power law distributions. Please re-
fer to the implementation of Community-Aliation Graph
Model [36] for such a sampling method1. Then, C∗
x,k = 1 if
there is an edge between “left node" x and “right node" k on
the sampled bipartite graph, or = 0 otherwise.
• Generating intra-cluster edges: for each cluster k , for every
pair of nodes in k , with probability pintr a we construct an
edge between the pair. If the edge is constructed, it is as-
signed weight 1 or −1 with probability 1 − ϵ and ϵ respec-
tively.
1The implementation of Community-Aliation Graph Model can be found at
http://snap.stanford.edu/snap/description.html
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• Generating inter-cluster edges: for each pair of nodes that
do not share any common cluster, with probability pinter
we construct an edge between the pair. If the edge is con-
structed, it is assigned weight −1 or 1 with probability 1− ϵ
and ϵ respectively.
Real data. Existing real datasets of signed networks are either too
small (e.g., Slovene Parliamentary [8] and Highland Tribes [26]
datasets), or do not have social cluster information (e.g., Slashdot
and Epinions datasets [15, 19, 27]). We therefore conducted our ex-
periments on signed networks obtained from transforming multi-
label text datasets. By considering text documents as nodes and
their labels as clusters, the obtained networks are appropriate for
this work since similar documents having similar labels while dis-
similar documents are assigned with dierent labels. Precisely, we
employ the following processing steps to transform each multi-
label text dataset into a signed network.
• Performing latent semantic index [22] with the number of
dimensions is set to the number of labels in the dataset. This
give us amore concise representation for the document nodes
in the dataset.
• Computing cosine similarity of all pairs of document nodes.
Since the document nodes are already embedded in the la-
tent semantic space, their cosine similarity may be either
positive or negative.
• Selecting edges between document nodes: For each docu-
ment node x , we sample two numbers d
pos
x and d
neд
x from
the power law distributionswith exponential αpos and αneд
respectively. We then construct edges joining x to its top
d
pos
x similar nodes and top d
neд
x dissimilar nodes as mea-
sured by the cosine similarity computed in the previous step.
Hence, each node x has d
pos
x positive edges and d
neд
x nega-
tive edges. The edges’ weight are also set to the cosine sim-
ilarity between the nodes. The parameters αpos and αneд
are chosen so that, in total, the number of positive edges is
about three to four times the number of negative edges, as
suggested by [18, 19]
We applied the above transformation steps on multi-label text
datasets collected by Ueda et al. [30] and Tsoumakas et al. [29].
These datasets have sizes at dierent scales and cover a wide range
of domains, including webpage documents, medical free text, news
articles, social communication messages, and social bookmarks2.
We therefore obtain diverse networks which allow us to evaluate
the clustering methods accurately. Table 2 shows the basic sta-
tistics of the signed networks obtained from transforming these
datasets.
4.2 Baseline Methods and Experimental
Settings
We choose the followingmethods as baselines for evaluating LPOC-
SIN. These are the state-of-the-artmethods of dierent approaches.
2The datasets can be download from http://mulan.sourceforge.net/datasets-mlc.html
Table 2: Statistics of signed networks obtained from trans-
forming multi-label datasets.
Dataset #nodes
#positive #negative
#clusters
edges edges
medical 978 7,129 1,972 31
enron 1,702 12,568 3,320 51
rcv1subset1 6,000 44,460 13,086 99
rcv1subset2 6,000 44,446 13,446 101
rcv1subset3 6,000 44,110 13,276 99
rcv1subset4 6,000 44,204 13,542 97
rcv1subset5 6,000 44,778 13,496 98
yahoo.Science 6,428 51,318 15,048 40
bibtex 7,395 57,554 14,248 159
yahoo.Arts 7,484 61,008 17,762 25
yahoo.Reference 8,027 65,026 19,015 31
yahoo.Health 9,205 74,972 21,906 27
yahoo.Business 11,214 92,899 26,623 28
yahoo.Education 12,030 98,986 28,886 33
yahoo.Social 12,111 99,907 28,945 37
yahoo.Computers 12,444 101,104 29,320 33
yahoo.Entertainment 12,730 103,834 30,588 21
yahoo.Recreation 12,828 104,428 30,192 22
yahoo.Society 14,512 118,430 34,564 26
delicious 16,105 136,901 37,136 982
eurlex 19,348 149,367 45,238 372
tmc2007 28,596 226,870 57,154 22
• Spectral clustering based methods: These methods con-
sists of two steps. The rst step is to compute nodes’ fea-
tures using spectral analysis on signed networks. The sec-
ond step is to perform clustering using an overlapping clus-
tering algorithm. For the rst step, we choose the most re-
cently proposed spectral analysis methods by Kunegis et al.
[17], Chiang et al. [5, 6], and Zheng et al. [41]. These meth-
ods are denoted by jk, ck, and zx respectively. For the sec-
ond step, we useNEO algorithm [13, 33], which is the state-
of-the-art of overlapping clustering on vector data. We de-
note by jkNEO, ckNEO, and zxNEO the combinations of
NEO (in the second step) with jk, ck, and zx (in the rst
step) respectively.
• SPM method [4]: This is the state-of-the-art probabilistic
factorization based method. SPM however only works on
unweighted networks.
• NMFmethod [25]: This is themost recently proposedmethod
that is based on non-negative matrix factorization approach.
NMF can work with both unweighted and weighted net-
works.
For the methods requiring the number of clusters K (including
spectral clustering based methods, SPM, and LPOCSIN), we set K
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Figure 2: Average F1 score of comparative models on dierent synthetic datasets when varying (a) number of nodes N , (b)
number of clusters K , (c) intra-cluster density pintr a , (d) inter-cluster density pinter , and (e) noise level ϵ .
to the number of ground-truth clusters. For LPOCSINmethod, we
set θ = 1, i.e., each node is assigned to at least one cluster. Also, we
set λ to 2, and set β to 0.85. These values are empirically chosen
from trying out a large pool of values.
4.3 Evaluation Metrics.
Following the previous works (e.g., [24, 33, 34, 37, 38]), we adopt
a network level metric, F1 score, and a node level metric, ω-Index,
to evaluate the performance of dierent methods in recovering the
ground-truth clusters.
The F1 score measures the performance of the best matching
between ground-truth and recovered clusters. Formally, given C
andC∗ are two arbitrary clusters in the same network, the F1 score
of C in matching with C∗ is dened as follows.
F1 (C ,C
∗) = 2 ×
prec (C ,C∗) × rec (C ,C∗)
prec (C ,C∗) + rec (C ,C∗)
where
prec (C ,C∗) =
|C ∩C∗ |
|C |
and rec (C ,C∗) =
|C ∩C∗ |
|C∗ |
Now, let C = {C1, · · · ,CK } and C
∗
= {C∗1 , · · · ,C
∗
M
} be the sets of
recovered clusters and ground-truth clusters respectively, then the
F1 score of C in recovering C∗ is dened as follows.
F1 (C,C
∗ ) =
1
2
×
[ 1
K
∑
k maxmF1 (Ck ,C
∗
m )+
+
1
M
∑
m maxk F1 (Ck ,C
∗
m )
]
The ω-Index measures the performance of recovered clusters in
estimating the number of common clusters of all pairs of nodes.
Formally,
ω − Index (C,C∗) =
1
N 2
∑
x,y∈V
[
1(CTx ,·Cy,·=C
∗T
x ,· C
∗
y,· )
]
Both F1 (C,C∗ ) and ω − Index (C,C∗) are hence in [0,1]. The
methods having higher F1 (C,C∗ ) score and ω− Index (C,C∗) yield
better accuracy. These measures equal to 1 when the set of recov-
ered clusters is exactly the same with the set of ground-truth clus-
ters.
4.4 Results on Synthetic Networks
We rst generated 10 networks for each of the following settings
of dierent numbers of nodes and clusters, intra-cluster and inter-
cluster densities, and noise level. Here we keep the synthetic net-
works in moderate sizes since most of the baselines methods are
not scalable hence cannot cope with larger networks.
• Varying number of nodes: N ∈ {200,400, · · · ,1000}, while
keeping K = 10, pintr a = 10%, pinter = 0.5%, and ϵ = 10%.
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Figure 3: Average ω − Index of comparative models on dierent synthetic datasets when varying (a) number of nodes N , (b)
number of clusters K , (c) intra-cluster density pintr a , (d) inter-cluster density pinter , and (e) noise level ϵ .
• Varying number of clusters:K ∈ {10,20, · · · ,50},while keep-
ing N = 1000, pintr a = 10%, pinter = 0.5%, and ϵ = 10%.
• Varying intra-cluster density:pintr a ∈ {5%, · · · ,20%}, while
keeping N = 1000, K = 50, pinter = 0.5%, and ϵ = 10%.
• Varying inter-cluster density:pinter ∈ {0.1%, · · · ,1%},while
keeping N = 1000, K = 50, pintr a = 10%, and ϵ = 10%.
• Varying noise level: ϵ ∈ {5%,10%, · · · ,30%}, while keeping
N = 1000, K = 50, pintr a = 10%, pinter = 0.5%.
We then measure performance of the dierent methods on all the
generated networks, and obtain the average F1score and ω− Index
of each method across 10 networks of each setting above.
Figure 2 shows the average F1 scores of the comparative meth-
ods on synthetic networks with dierent settings. Similarly, Fig-
ure 3 shows the average ω − Index of the methods on the same
networks. The gures clearly show that, in most cases, LPOCSIN
outperforms the baselines by a large margin. Also, as we expected,
the SPM method performs the best for networks with small noise
level and small number of clusters since the synthetic data gener-
ating process is similar to that of SPM method except the noise
is added. These results hence illustrate both the outperformance
and the robustness of our proposed LPOCSIN method over the
baselines.
4.5 Result on Real Networks
Table 3 shows F1 scores of the comparative methods on the signed
weighted networks described in Section 4.1. Similarly, Table 4 shows
ω−Index of themethods on the same networks. In these tables, the
“-" notation in a cell denotes that the correspondingmethod cannot
perform clustering on the corresponding network within the time
budget of one day. As we expected, the spectral clustering based
methods and SPM method outperform the NMF method but they
cannot handle large datasets in the given time budget. Also the
NMF method is scalable to large networks but return poor perfor-
mance as it cannot recover large communities in those networks
(see Section 2). Lastly, the gure clearly shows that, in most cases,
our proposed method outperforms the baselines by a large margin.
4.6 Scalability
Wehave theoretically analyzed the complexity ofLPOCSINmethod
in Section 3.5. We now examine the empirical scalability of the
method in dierent input settings. To do that, we compare the ac-
tual running time of LPOCSINmethod with that of NMFmethod
since NMF is the only scalable method among the baselines. Fig-
ure 4 (a) shows the running time of the two methods on the same
synthetic networks with the number of nodes N varied from 1000
to 10,000 and the number of clusters is xed at K = 100. The gure
shows thatLPOCSINmodel is at least an order ofmagnitude faster
than NMF model. Similarly, Figure 4 (b) shows the running time
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Figure 4: Running time of comparative models when varying (a) number of nodes and (b) number of clusters.
Table 3: F1 score of comparative methods on real datasets. A
“-" denotes no result returned in one day.
Dataset jkNEO ckNEO zxNEO SPMNMF LPOCSIN
medical 0.14 0.19 0.14 0.27 0.20 0.31
enron 0.12 0.13 0.11 0.13 0.10 0.12
rcv1subset1 0.06 0.07 0.06 0.13 0.08 0.15
rcv1subset2 0.06 0.07 0.06 0.12 0.08 0.15
rcv1subset3 0.06 0.07 0.06 0.11 0.08 0.14
rcv1subset4 0.07 0.08 0.06 0.12 0.08 0.15
rcv1subset5 0.06 0.07 0.06 0.12 0.08 0.14
yahoo.Science 0.07 0.08 0.07 0.15 0.05 0.16
bibtex 0.03 0.07 0.04 0.20 0.07 0.22
yahoo.Society 0.06 0.06 0.06 0.16 0.01 0.16
yahoo.Social 0.05 0.05 0.05 0.13 0.02 0.13
yahoo.Entertainment 0.08 0.08 0.08 0.19 0.01 0.21
yahoo.Recreation 0.06 0.06 0.06 0.19 0.01 0.25
yahoo.Computers 0.06 0.07 0.06 0.12 0.01 0.13
yahoo.Reference 0.09 0.10 0.09 0.13 0.02 0.14
yahoo.Education 0.08 0.08 0.08 0.12 0.02 0.12
yahoo.Business 0.06 0.06 0.06 0.12 0.02 0.13
yahoo.Health 0.08 0.08 0.08 0.18 0.02 0.21
yahoo.Arts 0.07 0.07 0.07 0.18 0.03 0.18
delicious - - - - 0.07 0.10
eurlex - - - - 0.12 0.22
tmc2007 - - - - 0.01 0.34
of the two models on a same synthetic network with N = 10,000
nodes and the number of clustersK is varied from100 to 500.Again,
the gure shows that LPOCSIN model is much faster than NMF
Table 4: ω − Index of comparative methods on real datasets.
A “-" denotes no result returned in one day.
Dataset jkNEO ckNEO zxNEO SPMNMF LPOCSIN
medical 0.03 0.08 0.05 0.79 0.43 0.86
enron 0.19 0.23 0.13 0.39 0.16 0.40
rcv1subset1 0.08 0.09 0.05 0.77 0.25 0.80
rcv1subset2 0.08 0.09 0.04 0.79 0.25 0.81
rcv1subset3 0.07 0.08 0.04 0.79 0.25 0.81
rcv1subset4 0.09 0.09 0.04 0.78 0.23 0.80
rcv1subset5 0.10 0.10 0.05 0.76 0.23 0.77
yahoo.Science1 0.02 0.04 0.03 0.77 0.06 0.84
bibtex 0.01 0.03 0.02 0.83 0.17 0.94
yahoo.Society 0.01 0.03 0.02 0.61 0.01 0.67
yahoo.Social 0.02 0.04 0.05 0.68 0.01 0.72
yahoo.Entertainment 0.01 0.01 0.02 0.70 0.01 0.78
yahoo.Recreation 0.01 0.01 0.01 0.73 0.01 0.83
yahoo.Computers 0.01 0.02 0.02 0.61 0.01 0.64
yahoo.Reference 0.01 0.03 0.03 0.68 0.02 0.73
yahoo.Education 0.01 0.03 0.02 0.70 0.01 0.77
yahoo.Business 0.04 0.06 0.09 0.30 0.01 0.25
yahoo.Health 0.02 0.03 0.03 0.59 0.01 0.62
yahoo.Arts 0.01 0.02 0.02 0.71 0.02 0.78
delicious - - - - 0.12 0.32
eurlex - - - - 0.26 0.97
tmc2007 - - - - 0.01 0.53
model. Importantly, as expected from the analysis in Section 3.5,
the running time of LPOCSIN model only increases sub-linearly
with the number of clusters.
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5 CONCLUSION
We have developed a novel method for overlapping clustering on
singed networks based on a new clustering cohesiveness measure
and alternating optimization framework. Our proposed method
is able to handle both unweighted and weighted networks. Our
experiments on dierent set of synthetic and real datasets show
that our proposed method have better performance in recovering
ground-truth clusters in networks, and is more computationally
ecient than the state-of-the-art baseline methods.
The remaining issues for future work includes automatic set-
ting of the number of clusters and parameters. Particularly, we
would like to leverage insights from input network to set appropri-
ate minimum membership θ and sparsity regularization weight λ
specic to nodes.We would also like to investigate the applications
of the proposed method in more network clustering tasks, e.g., co-
clustering on multi-modal networks and incremental clustering
on dynamic networks. Other extensions include further reducing
the computational cost using multi-level clustering approaches, or
asynchronous distributed alternating optimization strategies.
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