Recent evidence on resting-state networks in functional (connectivity) magnetic resonance imaging (fcMRI) suggests that there may be significant spatial variability of activity foci over time. This study used a sliding time window approach with the spatial domain-independent component analysis (SliTICA) to detect spatial maps of resting-state networks over time. The study hypothesis was that the spatial distribution of a functionally connected network would present marked variability over time. The spatial stability of successive sliding-window maps of the default mode network (DMN) from fcMRI data of 12 participants imaged in the resting state was analyzed. Control measures support previous findings on the stability of independent component analysis in measuring sliding-window sources accurately. The spatial similarity of successive DMN maps varied over time at low frequencies and presented a 1/f power spectral pattern. SliTICA maps show marked temporal variation within the DMN; a single voxel was detected inside a group DMN map in maximally 82% of time windows. Mapping of incidental connectivity reveals centrifugally increasing connectivity to the brain cortex outside the DMN core areas. In conclusion, SliTICA shows marked spatial variance of DMN activity in time, which may offer a more comprehensive measurement of the overall functional activity of a network.
A nalysis of spontaneous fluctuations in brain activity in the absence of tasks (i.e., in the ''resting state'') has grown to be an effective tool in the evaluation of baseline brain activity and functional connectivity (Biswal et al., 1995; . Although initially the connectivity may have been assumed to be stationary, fairly recently it was noticed that the connectivity between functional regions is not by any means stable; rather, measures of functional connectivity oscillate considerably over time (Chang and Glover, 2010) . Correlation coefficients between two connected brain regions can vary from nearly + 1 to À1 as a function of time. Active brain loci can be phase locked, negatively correlated, or even in orthogonal phases in their oscillation activity with respect to each other.
Repeatability studies on brain activation also show considerable spatial variability in addition to temporal variability. Regional task-related brain activity shows extensive variability in both interindividual and intraindividual comparisons (Birn et al., 2001 , Fernandez et al., 2003 Neumann et al., 2003; Rombouts et al., 1998; Saad et al., 2003; Salli et al., 2001; Tjandra et al., 2005; van Gelderen et al., 2005; Yoo et al., 2007) . The intraindividual spatial variability of brain activity has been related to low-frequency physiologic effects (Birn et al., 2001; Kannurpatti et al., 2008; Kannurpatti et al., 2011; Mennes et al., 2010; Mennes et al., 2011; Saad et al., 2003) .
Spatial domain independent component analysis (ICA) can robustly detect resting state networks (RSNs) Beckmann et al., 2005; Damoiseaux et al., 2006; Greicius 2004; Long et al., 2008) . However, after increases in the model order, ICA has been shown to give more parceled spontaneous activity loci within networks (Abou Elseoud 2010; Kiviniemi et al., 2009; Smith et al., 2009) . This is possible because of better coverage of the total data variance with higher model orders, especially in group data. New multilevel bootstrap analysis of stable clusters reveals marked stability variations in RSNs both within and between individuals (Bellec et al., 2011) . The stability of the RSN clustering seems to be good in primary somatosensory cortices, but frontoparietal RSNs present clearly less stable connectivity matrices. The brain functions and their connectivity may be spatially less restricted in time during the resting state. One of the most dominant resting-state networks, the default mode network (DMN), in particular has been related to a multitude of different functions often targeted toward the monitoring of several functions, such as inner milieu, attention, and memory (Buckner 2008; Fox et al., 2005; Fox and Raichle 2007; Raichle et al., 2001) . Because the DMN has independent subregions in high model order studies and because it has marked time-frequency variability, the DMN network may not be stable spatially over time, but its subnetworks may present marked variability in time. The study hypothesis was that the spatial distribution of DMN network activity varies significantly over time. This hypothesis was tested by measuring spatial stability of the DMN maps obtained as a function of time. Spatial independent component analysis was modified with a sliding temporal window ICA (SliTICA) approach to obtain information about the spatial behavior of the DMN as a function of time.
Methods
The Ethical Committee of Oulu University Hospital, Finland, approved the study. Twelve healthy participants, who all gave written informed consent (six men; mean age, 29.9 years [range, 24-48 years]) were scanned with a GE Signa HDx 1.5-T whole-body system with an eight-channel receiver coil. Motion was minimized by using soft pads fitted over the ears, and hearing was protected. The session started with a T1-weighted three-dimensional fast spoiled gradient recalled (FSPGR) sequence (repetition time [TR] , 12.1 msec; echo time [TE], 5.2 msec; slice thickness, 1.0 mm; field of view, 24.0 cm; matrix, 256 · 256; and flip angle, 20°) to obtain anatomical images for co-registration of the functional magnetic resonance imaging (fMRI) data to standard space coordinates. After the anatomical scans, resting-state blood oxygen level-dependent (BOLD) data were collected by using an echo planar imaging gradient recalled echo sequence (TR, 1800 msec; TE, 40 msec; 280 time points; 28 oblique axial slices; slice thickness, 4 mm; interslice space, 0.4; whole brain coverage; field of view, 25.6 · 25.6 cm; matrix, 64 · 64; parallel imaging factor, 2; and flip angle, 90°). Participants were simply told to stay still and rest with their gaze fixed on a cross shown via mirrors onto a screen.
Data preprocessing
The BOLD data were preprocessed with a typical FSL (FMRIB, Oxford, United Kingdom)-preprocessing pipeline as described elsewhere (Abou Elseoud 2010; Kiviniemi et al., 2009) . Head motion was corrected by using motion correction linear image registration tool software ( Jenkinson et al., 2002) , and brain extraction was performed (Smith 2002 ) with parameters f = 0.5 and g = 0; for three-dimensional fast spoiled gradient recalled, f = 0.25 and g = 0 were used. The BOLD volumes were smoothed with a Gaussian kernel of 5 mm full width at half maximum, and time series were high-pass-filtered by using a 120-sec cutoff with an fslmaths tool. Multiresolution affine co-registration within FSL 4.1.4 linear image registration tool software ( Jenkinson et al., 2002) was used to co-register mean, nonsmoothed fMRI volumes to three-dimensional FSPGR volumes of corresponding participants, and to co-register three-dimensional FSPGR volumes to the Montreal Neurological Institute (MNI) standard structural space template.
ICA analysis
ICA analysis was carried out using FSL 4.1.4 MELODIC software implementing probabilistic ICA (PICA) (Beckmann and Smith, 2004) . The single-subject PICA (implementing a FastICA algorithm) was performed in two ways: 1) with a conventional whole time series (wtsICA) consisting of all 250 brain volumes imaged and 2) with SliTICA. The timedomain signals were variance-normalized, and automatic dimensionality estimation was used with default settings. Finally, a group PICA analysis, using dimensionality estimation, was also performed for comparison with individual ICA decompositions.
Pioneering ICA research teams have shown that the slidingwindow approach detects robust activation results even for real-time feedback of activity (Esposito et al., 2003; Karvanen and Theis, 2004) . SliTICA was performed by cropping the original 250 time point BOLD data set into time windows of 60 time points and sliding the 60 volume time window one volume at a time: 0-59, 1-60, 2-61,., 190-249 (Esposito et al., 2003; Karvanen and Theis, 2004) . This procedure yielded 190 time windows in total. All data were analyzed with PICA using model order estimation. The resulting IC source maps were thresholded using an alternative hypothesis test based on fitting a Gaussian/gamma mixed model to the distribution of voxel intensities within spatial maps (Beckmann and Smith, 2004; Beckmann et al., 2005) and controlling the local falsediscovery rate at a P < 0.5.
The DMN source was identified from the whole time series wtsICA using criteria identical to those previously reported, with low frequency fluctuation in the IC signal in the posterior cingulate cortex, the angular gyri bilaterally, and the ventromedial prefrontal cortex (Abou Elseoud et al., 2010; Greicius et al., 2004; Kiviniemi et al., 2009; Smith et al., 2009) . The identified default mode IC from wtsICA was then used as a spatial template against which successive maps of the default mode were identified from the successive 190 SliTICAs. The identification was based on two spatial measures: in the first step the spatial similarity was calculated by the correlation coefficient between the wtsICA DMN template and successive SliTICA ICs with FSL's spatial correlation analysis tool fslcc. The second step was visual verification of the SliTICA signal sources as a DMN source; there the emphasis was laid on the typical appearance of the DMN nodes and low frequency fluctuations in the IC signal. If two or more similar or unclear IC sources were detected, then the higher correlation value (more similar to the template wtsICA source) was primarily chosen.
Spatial analysis of SliTICA
The spatial stability of the DMN was analyzed as a function of time by measuring a spatial correlation of the detected DMN SliTICA sources using fslcc. The stability measures were performed in two ways by comparing 1) a commonly used wtsICA DMN template from every individual and 2) the first and last SliTICA source to the rest of the successive SliTICA DMN maps. This yielded a time domain signal of the spatial stability over the 190 windows. A phase and power spectrum of the spatial stability was calculated by 340 KIVINIEMI ET AL.
using OriginPro 8 (OriginLab Corp, Massachusetts) to obtain group-level estimates of the frequencies involved in spatial stability changes from the wtsICA comparison. The SliTICA maps were calculated in three ways: 1) mean z-score and 2) standard deviation of z-score maps over time, and 3) a cumulative map over all the 190 time windows of voxels (threshold jZj > 2.3) was counted with fslmaths and referred to as the cumulative incidence map. Individual maps were spatially registered to 2 mm MNI 152 T1-weighted images and summed into a group map showing general trends in the spatial pattern of the DMN over the 190 time windows. In addition, successive SliTICA maps of each individual were fused into DMN videos of the whole group over the 190 windows.
The group mean z-score maps reveal DMN activity as a function of time and space. Also, the explained variance percentage of the chosen IC was calculated with respect to the windows' own variance and total data variance.
Performance measurements of the SliTICA
The sliding-window ICA has been successfully verified by two pioneering ICA research groups for activation studies (Esposito et al., 2003; Karvanen and Theis, 2004) . Slidingwindow ICA has not been applied to resting-state studies, which do not have clearly controllable timing of detectable events. The spatial form or strength of a given source within the data may be unclear. The stability of the SliTICA approach was therefore estimated for the resting state in two ways. The first was to measure the variability of the sliding BOLD data windows with dimensionality estimation (default setting) in PICA, by which means model order was obtained as a function of the sliding-window point. The other way estimated the spatial stability of successive SliTICA maps on a glitch artifact detectable in the wtsICA in one slice of the BOLD data. The glitch is an occasionally occurring short-term electronic fault of the scanner and leads to a false formation of image k-space data in one or a few slices. As a technical problem it is separate from physiologic signal sources in the BOLD data but shares some of the noise properties of the scanner system and is clearly an independent source within the data. The glitch artifact was considered a data-derived model to test the sensitivity of the SliTICA method.
Results
As a control measure, a single slice glitch artifact was measured as a function of time. The artifact occurred as an independent component in the wtsICA and is present exactly in those data points within the 60 time points long SliTICA window frame in Figure 1 . The glitch artifact remained spatially stable over the whole 60-point SliTICA time range when compared with the wtsICA glitch map. When the data window was outside the point in time of the glitch artifact (73rd scan), no artifact images were found and the best fit spatial correlation coefficient falls to a noise level around 0.1. The spatial correlation of the detected glitch artifact within the Sli-TICA time window stays within a narrow range at 0.3 correlation coefficient and fluctuates considerably less compared with the DMN fluctuations described next (Fig. 2) .
The model order estimated by PICA from successive sliding windows shows that it remains relatively stable over time, the mean value being around 15 (range, 13-19; Fig.1 , middle). There is no clear variability in the successive windows at the mean or individual levels, and therefore the model order of the SliTICA is also not a factor that affects the DMN maps. On average, each DMN IC explained 6.7% -0.3% of the windows' data variance and 4.0% -0.17% of the total data variance. The explained variance of the DMN IC did not alter as a function of time (result not shown).
Spatial stability of the DMN
There is an exponential decay in the spatial stability of the DMN over time when compared with the first DMN map obtained from the sliding window of images (0-59; Fig. 1 , bottom). The average spatial similarity starts from around 0.8 and diminishes exponentially for around 60 time points The number of estimated independent components as a function of sliding-window number presents a stable mean model order around 15 independent components (range, 13-19). (Bottom) Spatial correlation coefficient with fslcc of successive SliTICA default mode network (DMN) maps compared with the first (black) and last (red) sliding window as a function of window number reveals exponential decay in DMN spatial similarity from the beginning of the scan. The last red window similarity curve is temporally reversed for easier comparability with the first black curve.
VARIABILITY IN SLIDING WINDOWS DEFAULT MODE NETWORK
before reaching a baseline similarity at around a level of 0.3. Nearly identical decay can be detected in reverse when successive images are compared to the last scan.
The spatial stability of DMN in SliTICA presented a low frequency fluctuation over time. Three examples of time domain evolvement of spatial similarity between the wtsICA and successive window images are shown in Figure 2 (top); a fourth participant is shown in Figure 3 (bottom) with representative network activity overlaid on individual T1-weighted images. The fluctuation detected in individual SliTICAs compared to wtsICA differs between participants and is not phase locked. The power spectrum of the spatial stability reveals 1/f behavior in the similarity of the spatial pattern of a DMN over time (Fig. 2, bottom) . Figure 3 presents examples of classic wtsICA maps and Sli-TICA maps with respect to the detected spatial similarity values over time. The commonly used wtsICA maps themselves seem to originate from relatively sparse periods of time during the whole scan and therefore may not resemble the classic DMN perfectly (see also Fig. 3 ). The successive SliTICA maps reveal spatial migration of independent DMN activity within the classic DMN nodes, literally back and forth in time. Intriguingly, there also appears to be incidental connectivity foci outside the DMN nodes. These short-lived connections cover a considerable area of the brain that grows centrifugally from the nodes when more maps are fused into a cumulative incidence map. The DMN activity itself shows a centripetal incidence pattern in total image incidence and averaged maps.
Mapping spatiotemporal variability
Mean group solicit maps shown as a function of time present the evolution of the DMN mean z-score over time within the whole group on a voxel-by-voxel basis. Based on previous literature, there should not be any temporal patterns in the mean solicit z-score maps; rather, the z-score should be fairly random (Chang and Glover, 2010) . However, the z-score time signals of the group map are not stable lines, nor are they similar in different nodes. An example voxel (Fig. 4) from the posterior cingulate cortex of the detected DMN maps presents a wide group mean z-score elevation after the onset of scanning while the ventromedial prefrontal cortex shows a sharper and shorter elevation of group mean z-scores, which declines out quickly. Notably, the bilateral activity at parietal regions near angular gyri presents a markedly different flattened temporal pattern with a lower group mean z-score as well, especially on the right side (Fig. 4 ).
An attempt to condense the spatial variability can be seen in the cumulative incidence group map. There, large portions of the brain cortex are incidentally connected to the DMN at least a few times within the 190-image timeframe. However, the Rolandic areas and some basal cerebral and cerebellar regions do not pass the threshold in any of the scans. After setting a threshold with jZj > 2.3, there is a striking finding in the summed group incidence map; no single voxel among the 12 participants was connected to the DMN in each of the 190 sliding windows, not even inside the highest mean z-score areas within the DMN core areas of the posterior cingulate cortex or ventromedial prefrontal cortex. The activity focus shifts so much that the maximum number is 155 out of the possible 190 (i.e., in standard MNI space, best-fit DMN-independent activity is present maximally in 82% of windows [Fig. 4] ). This finding shows that DMN activity varied spatially even among the core areas of the DMN over time. The standard deviation map of z-scores showed the most marked variation occurring in areas near the frontal and occipital edges of the brain and these overlap partly with the core areas of the DMN. These areas are in the posterior parts of the parietal DMN sources and were predominantly left sided.
Discussion
Sliding time window spatial ICA can detect clear, lowfrequency variability in the spatial distribution of default mode RSNs over time in a similar fashion to fluctuating connectivity patterns detected by Chang and Glover (2009) . The spatial similarity of successive DMN maps fluctuated markedly on low frequencies and showed a power spectral 1/f frequency distribution (Fig. 2) . Importantly, the independent brain activity of the DMN migrates considerably both within the DMN nodes with short-lived connectivity scatters outside the classic DMN nodes. The core activity of the functional nodes is centripetal in nature, whereas incidental connectivity grows centrifugally. The cumulative incidence map of the whole 12-participant group also shows that suprathreshold voxels (jZj > 2.3) were present in only maximally 82% of time windows. This finding suggests that no single brain area or even a voxel is continuously connected to one single default mode network activity but rather the activity captured by BOLD data is spatially heterogeneous in time.
Momentary interactions of segregated activity loci
According to Friston, a single brain function may involve many specialized brain areas whose union is mediated by the functional integration among them (Friston 2011) . Small-world network analyses on brain functional connectivity support the integration of widespread activity units with relatively few inter-unitary hubs (Achard et al., 2006) . On the same note, a recent meta-analysis showed that brain activity from over 1600 brain activation studies could be explained by 45 independent brain networks (Smith et al., 2009) . Markedly similar networks are also active in the resting state with ICA (Kiviniemi et al., 2009; Smith et al., 2009) .
The RSNs can be fractioned into several subunits because of the increased sensitivity of high model order ICA in detecting different spatial distributions of activity (Abou Elseoud 2010; Kiviniemi et al. 2009; Smith et al., 2009 ). However, splitting RSNs robustly into identifiable subunits has not been possible from single-subject data, typically measured over the whole time series. This could be due to the detection of sparse events, temporal averaging, or the fact that the PCA step used in ICA depicts only the subfunctions that produce most variance over the whole time and may miss subtle differences in the signal.
SliTICA, on the other hand, can reflect how multiple different default state subfunctions present themselves independently in space through time even in a single-subject measurement. The PCA dimension reduction step used in ICA may be more tuned toward subtle and more temporary activities within the sliding window. The ICA algorithms have the mathematical tendency to emphasize sparsity (Daubechies et al., 2009) . The results of this study are in agreement over this issue. It seems that the spatial ICA methods may (also) emphasize temporally sparse events with the highest spatial independence in time. Relatively few time windows have high spatial correlation between the best fit maps in Figures 2 and 3 . Importantly, the sliding-window approach at least partly overcomes the bias toward temporal sparsity by forcing the algorithm to search for more subtle sources from within a narrowed window. Thus, SliTICA can detect weaker or incidental connections beneath the stronger sources that dominate over longer time periods in wtsICA.
Interestingly, negative values (i.e., reverse/anticorrelation) are also picked up (Fig. 3) . That is nonstationary. This is important because global signal regression was not performed and the anticorrelations seem real and not mathematically induced. It is important to notice that because ICA rotates data freely, the adverse effects of global signal regression around the mean value are not so prominent. The study by Chang and Glover (2009) also seems to point toward nonstationary processes in anticorrelations as well.
FIG. 3. (Top)
A single-subject whole time series independent component analysis (wtsICA) is shown on the top right with the same participant's cumulative incidence, mean z-score, and standard deviation maps for comparison on the left. (Bottom) In the spatial similarity plotted as a function of window number shows that the spatial similarity compared to the wtsICA fluctuates markedly over time, which can be seen from the curve below. Window images portraying minimal and maximal local spatial correlation coefficients (CCs) are shown for visual comparison, with corresponding window numbers beneath. PICA, probabilistic independent component analysis; SliTICA, sliding time window independent component analysis.
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Spatial extent of functional connectivity
Data from repetitive scans of brain activation show that after averaging 22 scans an increase in the supra-threshold activation volume up to a factor of 13 can be achieved (Saad et al., 2003) . When one increases the number of repetitions, the activity seems to spread centrifugally from the most robust nodes of activity. The cumulative SliTICA incidence maps of this study show very similar centrifugal spread as a function of incidence number. In other words, both activation and resting-state activity convey very similar increases in the volume of brain activity with repetitive mapping. The DMN performs multiple tasks and collects information from multiple sources around the brain with different activity (Buckner 2008; Fox and Raichle 2007; Raichle, et al. 2001) . Our finding of centrifugally growing incidental connections outside the DMN core regions can be regarded as a sign of occasional functional cross-talk of a DMN to other brain regions.
Increasing evidence suggests that the variability of brain activation data may be related to low-frequency physiological phenomena of the brain, such as cardiorespiratory undulations, vasomotor waves, neuronal oscillations, and metabolic fluctuations (Kannurpatti et al., 2008; Kannurpatti et al., 2011; Mennes et al., 2010; Mennes et al., 2011; Saad et al., 2003) . The low-frequency spatio-temporal variance captured by the sliding-window ICA approach in this study may be related to the very same physiological effects. When compared with whole time series ICA, SliTICA detects low-frequency fluctuations at spatial similarity values in the same frequency range as those earlier detected in the connectivity measures. Interestingly, the power spectrum of the spatial similarity measure also reveals a 1/f nature. The 1/f behavior is a sign of a natural phenomenon that is fractal, as many things in nature are. This suggests that spatial variation of independent DMN activity in time has long-term memory in its processes (i.e., when the spatial patterns present repeating elements in multiple time scales).
Spatial boundaries vs. variance
Other parcellation methods have been able to separate the brain areas into multiple functional nodes as well (Bellec et al., 2010; Cohen et al., 2008; Yan et al., 2011) . The boundaries of those nodes have been shown to predict subject performance and task activation Mennes et al., 2011) . It is interesting that both in repeatability analyses of brain activity and in the SliTICA results of this study, the spatial variability/low connectivity incidence is most marked on the boundaries of the active network. Regional homogeneity and BOLD signal amplitude is also highest within the DMN core areas, including the posterior cingulate cortex and ventromedial prefrontal cortex, and they decrease toward external boundaries Long et al., 2008) .
Boundaries between default mode and task-positive networks overlap with the frontoparietal network that controls and monitors brain activity with DMN (Mennes et al., 2011) . The largest spatial variability with low incidence of functional connectivity is located at the edges of the DMN as well (Fig. 4) . The boundaries between the most robust activity centers of both strong functional connectivity and brain activation seem to be a functional ''no-man's-land.'' Boundaries may serve as areas belonging to no specific task but rather could be seen as interfunctional processing areas. Interestingly, as such they are detected in group PICA analyses as independent sources (Kiviniemi et al., 2009; Smith et al., 2009 ). An interesting new connected iterative scan mapping method seems to be able to incorporate such information into an adaptive analysis of the data (Yan et al., 2011) . It remains to be seen whether the detected short-term variance in connectivity at boundaries is related to functional crosstalk between network nodes.
Implications of DMN spatio-temporal variability
Most other functional connectivity approaches use measures of time domain connectivity, which are likely to suffer 
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from limited temporal sampling resolution of fMRI in the second range unless hours of scanning per subject are performed with the present methods (Smith et al., 2010) . SliTICA offers much detailed information about a brain network as a statistical measure in the spatial domain rather than time domain. As such, the method could also be seen as a way to increase the amount of information for statistical analyses of one single scan because averaging over time is minimized. In this sense SliTICA may be used as a way to increase statistical power for disease detectability, fcMRI is rapidly approaching diagnostic accuracy (Fox and Greicius 2010; Greicius et al., 2004; Greicius et al., 2008) . SliTICA may be used as a way to increase statistical power in order to increase sensitivity to disease related changes. In diagnostics, the single-subject-level analysis is mandatory; on the basis of the current results, however, a much more comprehensive analysis could be obtained by using the SliTICA approach instead of classic wtsICA. WtsICA seems to prefer temporal sparse activity patterns by taking only a few temporal events into account. This does not always produce a very comprehensive spatial activity pattern at the single-subject level (Fig. 3) . Using incidence maps as a cumulative measure could augment the clinical differentiation capability by detecting the related areas of activity more comprehensively. In addition, ICA separates noise sources and seems not to be so sensitive to global mean regression problematics or noise due to angle-free statistical analysis of the data distributions. The slidingwindow approach may reflect cortical neurophysiology more comprehensively by portraying rich moment-tomoment variability. Therefore the occasional connectivity scatters may actually be very fruitful for diagnostics. The most important improvement is the increase in sensitivity over the common wtsICA approach.
In the same vein, the anatomical selection of the region of interest used to derive reference time courses in classic correlation analyses may be influenced by the spatial variance of the ongoing brain activity. It was recently shown that region-of-interest selection alters functional connectivity results and that data-driven individual results outperform other measures (Marellec and Fransson, 2011) . The results of Marellec and Fransson are in excellent accordance with the current results. If the core baseline brain function or guided task process spatially shifts away from the region of interest, then brain activity measures such as functional connectivity values can alter in unexpected ways. One such unexpected result could be the incidental orthogonal correlation values in wavelet-based connectivity analyses with sliding-time windows (Chang and Glover 2010) . Data-driven methods sensitive to the spatial stability changes occurring over time are supported in the selection of regions of interest for functional connectivity analyses.
Auto-correlation of successive-window DMN
There was an invariant exponential drop in the spatial similarity of the DMN as a function of time from the beginning resting-state scan. This was first thought to be a physiological sign of loss of interest within the DMN on the visual fixation. However, after further analysis a near-identical decay could be identified in reverse when SliTICA maps were compared to the last window. This autocorrelation type pattern may be related to the overlap between a large portion (59/60) of the data from successive windows. Shorter windows and less overlap between successive windows might increase the sensitivity to even faster spatial alterations. The comparisons to wtsICA show slow fluctuations but also more rapid alterations in correlation can be detected. The rapid changes in similarity were often correlated to the emergence of two or three nearly similar patterns of DMN, which were not further analyzed in this study.
Technical issues
The sliding-window ICA approach is not completely new; it has been introduced to fMRI activation studies before. The Sli-TICA approach uses the abundant spatial domain information in detecting independent BOLD signal sources as a function of time (Beckmann et al., 2004; Calhoun et al., 2001; Greicius 2004; Kiviniemi et al., 2003; McKeown et al., 1998) . A comprehensive pioneering work by Esposito and colleagues (2003) showed that the fast ICA developed by Hyvä rinen (1999) can meet the requirement for fast processing required in real-time fMRI analysis by the sliding time window approach with good accuracy. They suggested that theoretically even two successive brain volumes could render enough information for spatial ICA to depict targeted activity. However, they preferred to use 10 images as a window. Karvanen and Theis (2004) showed marked spatial variability in their auditory cortex study using a 20 time point window length.
In this study, a significantly longer 60 time point window was chosen; this window has been used in earlier studies to cover adequate resting-state data variance. This may average out some of the fast-occurring variability effects; however, another study is currently analyzing the technical aspects of Sli-TICA in detail. The extended amount of information required new steps for visualization of the data and condensing of the results. One visualization issue is the splitting of DMN components into a few rather similar ones on the some occasions. Their relevance and behavior must be further analyzed because this study focused on just one DMN component at a time in order not to be too complex. Also, the autocorrelation structure of the time domain spatial similarity measures of overlapping time windows will be more thoroughly investigated in the future, as more information on the spatial variance of activity in time emerges.
The spatio-temporal accuracy of the SliTICA approach was measured in detecting a known BOLD glitch artifact of one data set. The measurements suggest that the SliTICA approach is spatially and temporally robust in detecting the artifact as a statistically independent signal source. In addition, the relatively stable exponential decays and, more important, the stable explained variance of the successive DMN maps suggest that the algorithm itself is stable, especially because the dimensionality of the data remains stable from window to window, based on model order estimates. Because the information on the combined spatio-temporal variability of brain activity is just starting to emerge, a plausible artificial data model for realistic testing of the SliTICA approach for resting-state brain activity is not yet possible. Another study is exploring the temporal accuracy limits of the window length for such ICA variables as model order; this study is also obtaining more information on spatio-temporal variability of resting-state source data. In addition, more robust computer-based identification methods for successive SliTICA components are needed to speed up the relatively time consuming and subjective visual verification. The establishment of individual SliTICA image thresholds requires more thorough statistical modeling of the partly overlapping data sets in SliTICA. However, at this stage the development of a valid model for spatiotemporal brain activity variance is just beginning.
Conclusion
Sliding-window ICA reveals marked spatial variance within the DMN over time. The spatial similarity of the DMN presents low-frequency fluctuations that show 1/f behavior compared with the whole time measurement. The commonly used whole time series spatial ICA is separated from temporally sparse events rather than comprehensive mapping of the network. Importantly, the temporal sparseness can be reduced by forcing ICA to detect DMN maps from short time windows. The detected spatial edges and relative strengths of activity within voxels of the DMN alter markedly over time. Of note, the incidental DMN connectivity to other areas seems to grow centrifugally from the DMN core in a manner similar to that of task activation repeatability. The lower the incidence threshold, the more widespread activity is mapped. The SliTICA approach can be used to produce a more comprehensive picture of the functional integrity of resting-state networks, such as the default mode. This may augment individual-level measurements and diagnostics.
