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ABSTRACT

Optimal solutions with neural networks (NN) based on an approximate dynamic
programming (ADP) framework for new classes of engineering and non-engineering
problems and associated difficulties and challenges are investigated in this dissertation. In
the enclosed eight papers, the ADP framework is utilized for solving fixed-final-time
problems (also called terminal control problems) and problems with switching nature. An
ADP based algorithm is proposed in Paper 1 for solving fixed-final-time problems with
soft terminal constraint, in which, a single neural network with a single set of weights is
utilized. Paper 2 investigates fixed-final-time problems with hard terminal constraints.
The optimality analysis of the ADP based algorithm for fixed-final-time problems is the
subject of Paper 3, in which, it is shown that the proposed algorithm leads to the global
optimal solution providing certain conditions hold. Afterwards, the developments in
Papers 1 to 3 are used to tackle a more challenging class of problems, namely, optimal
control of switching systems. This class of problems is divided into problems with fixed
mode sequence (Papers 4 and 5) and problems with free mode sequence (Papers 6 and 7).
Each of these two classes is further divided into problems with autonomous subsystems
(Papers 4 and 6) and problems with controlled subsystems (Papers 5 and 7). Different
ADP-based algorithms are developed and proofs of convergence of the proposed iterative
algorithms are presented. Moreover, an extension to the developments is provided for
online learning of the optimal switching solution for problems with modeling uncertainty
in Paper 8. Each of the theoretical developments is numerically analyzed using different
real-world or benchmark problems.
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1. INTRODUCTION
1.1. OVERVIEW
Optimal control of dynamical systems is, by nature, desirable as compared to any
other control method. The reason lies in providing a solution which ‘optimizes’ a
performance index. Features of such solutions are, for example, minimizing the
consumed energy while fulfilling the goal (e.g., path planning for an aircraft), minimizing
deviations from a set point (e.g., in the cruise phase of the flight when the aircraft is on
auto-pilot), and minimizing terminal errors (e.g., smooth automatic landing of an aircraft
on the runway). However, it is very challenging and sometimes impossible to find the
optimal controller in a feedback form for problems with nonlinear dynamics and/or
complexities including fixed-final-time, constraints on the control/states, and switching
nature. Considering the excellent potential of approximate dynamic programming (ADP)
framework in circumventing the problem of curse of dimensionality existing with the
dynamic programming approach to optimal control problems [1]-[10], the ADP is used in
this dissertation to solve the following two classes of problems.
1.1.1. Optimal Control with Fixed-final-time. Many control, guidance, and
path planning problems are classified as ‘terminal control’ problems [11]. A terminal
control problem is a finite-horizon problem with soft or hard constraints on the terminal
states. In other words, in terminal control problems the goal is supposed to be achieved in
a finite time. Examples of such problems are having an airplane to land at a given point
on the runway, a missile to hit the target, or a spacecraft to maneuver and position strictly
at a given point and time to dock with another spacecraft.
1.1.2. Optimal Control of Switching Systems. Switching systems are comprised
of several subsystems or modes, in which at each time instant, only one of the subsystems
is engaged, e.g., cars with manual transmission system. Many real-world problems, from
aerospace field to chemical processes, are categorized as switching systems [12]-[16]. In
such systems, the optimal control is not only a ‘control input’ to be applied on the system,
but also a ‘switching schedule’ to switch between the subsystems at the ‘best’ times. The
main issue is finding optimal switching instants, and once they are found, the problem
reduces to a conventional optimal control problem.

2
1.2. BACKGROUND
Within the last two decades many researchers have focused on using ADP for
solving different classes of problems emerging in different real-world systems [1]-[10].
ADP can be divided into two main classes, a) Heuristic Dynamic Programming (HDP)
and b) Dual Heuristic Programming (DHP) [1]. In HDP, the reinforcement learning is
used to learn the cost-to-go from the current state while in the DHP, the derivative of the
cost-to-go function with respect to the states, i.e. the costate vector is learnt by the neural
networks [3]. The convergence proof of DHP for linear systems is presented in [4] and
that of HDP for general case is presented in [5]. While [3]-[10] deal with discrete-time
systems, some researchers have recently focused on continuous time problems, [17]-[19].
ADP is usually carried out using a two-network synthesis called adaptive critic
(AC) [2], [3]. In the heuristic dynamic programming (HDP) class with ACs, one network,
called the ‘critic’ network, inputs the states to the NN and outputs the optimal cost and
another network, called the ‘action’ network, outputs the control with states of the system
as its inputs [5], [6]. In the dual heuristic programming (DHP) formulation, while the
action network remains the same as the HDP, the critic network outputs the costates with
the current states as inputs [2], [7], [8]. The single network adaptive critics (SNAC)
architecture developed in [9] is shown to be able to eliminate the need for the second
network and perform DHP using only one network. Similarly, the J-SNAC eliminates the
need for the action network in an HDP scheme [10]. Note that these developments in the
neural network literature have mainly addressed only conventional optimal control
problems with infinite-horizon, i.e., regulator type problems.
1.2.1. Terminal Control Problems. One approach to solving terminal control
problems of nonlinear systems is formulating the problem in an optimal control
framework. For this class of problems, the Hamilton-Jacobi-Bellman (HJB) equation is
very difficult to solve since the solution is time-dependent. An open loop solution is
dependent on the selected initial condition (IC) and the time-to-go [20]. Available
methods for solving terminal control problems can be classified as classical and
intelligent control methods.
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1.2.1.1. Classical approach to terminal control problems. One approach in
classical methods is calculating the open loop solution through a numerical method, e.g.,
the shooting method and then using techniques like Model Predictive Control for closing
the control loop as done in [21]. A limitation of this approach is the fact that it holds only
for one set of specified IC and time-to-go. Another method, called the Approximate
Sequence of Riccati Equation (ASRE) developed in [22] provides a closed form solution
to the problem but again only for a pre-specified IC and time-to-go. This method is based
on the calculation of a sequence of Riccati equations until they converge, and then using
the converged result for control calculation. Finite-horizon State Dependent Riccati
Equation (Finite-SDRE) method, developed in [23] and [24], offers a suboptimal closed
form solution to this class of problems. Finite-SDRE provides solutions for different ICs
and final times in real-time and shows a lot of potential in the applications, but can
accommodate only soft terminal constraints.
Series-based solutions to the optimal control problem with hard terminal
constraints were investigated in [25]-[27]. In [25], a closed form solution was found by
using a Taylor series expansion of the cost-to-go function. Series-based methods are
suitable for systems whose dynamics are given in a polynomial form and comprise only
weak nonlinearities. The series can diverge for problems with a large nonlinearity. This
limitation motivated the authors of [26] to propose a divide-and-conquer scheme. This
scheme is based on determining some waypoints to split the main problem into several
simpler problems for which the series based method does not produce significant
midcourse errors. However, this method requires some extra numerical optimization to
find suitable waypoints for each IC. Moreover, the number of required waypoints needs
to be selected through trial and error in order to avoid divergence. The generating
functions method proposed in [27] is a different series-based solution where the terminal
constraint is a given point. In [28] a Generalized Hamilton-Jacobi-Bellman equation [29]
was used with some modifications. Convergence of this method was proved for the
unconstrained case in [29], but not for the constrained problem.
1.2.1.2. Intelligent approach to terminal control problems. The use of
intelligent control for solving finite-horizon optimal control problems was considered in
[30]-[36]. Authors of [30] developed a neurocontroller for a problem with state
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constraints using AC scheme with time dependent weights. This controller is developed
for an agile missile maneuver. It is however, a scalar problem wherein the final state and
the control have a direct relationship. Hence, in a discrete formulation, the final state can
be achieved from any state at the previous step. Continuous-time problems are considered
in [31] where the time-dependent weights are calculated through a backward integration
of the HJB equation. The finite-horizon problem with unspecified terminal time and a
fixed terminal state was considered in [33]-[36]. The algorithms developed in these
papers lead to an infinite sequence of controls. Therefore, the control needs to be applied
for an infinite time horizon to optimize the cost-function and bring the states to the origin.
To overcome this problem, the authors suggested truncating the control sequence in order
to end up with the so called ߳-optimal solution, which will hence, have a finite horizon.
The truncation is done such that the remaining horizon is long enough in order for the
cost-to-go truncation error to be less than a given ߳  Ͳ. Moreover, the neurocontrollers
developed in [33] and [34] can only control one IC, and once the IC is changed, the
network needs to be re-trained to give the optimal solution for the new IC. The
neurocontrollers in [34] and [35] require the system to be such that the state can be
brought to the origin in one step, from any given state. Systems with invertible input gain
matrices in a control-affine discrete-time form satisfy this requirement. A newly
developed controller in [36] has removed the restrictions of fixed initial condition and
being able to go to the origin in one step.
1.2.2. Optimal Switching Problems. Methods developed so far for finding the
optimal solution to switching systems can be mainly divided into two groups; nonlinear
programming based methods and discretization based methods.
1.2.2.1. Nonlinear programming based approach to switching problems.
The first group is comprised of nonlinear programming based methods [37-42], in which
through different schemes, the gradient of the cost with respect to the switching
instants/points are calculated and then by using a nonlinear optimization method, e.g.,
steepest descent, the switching instants/points are adjusted to find the local optimum. It
should be noted that in many existing papers, the sequence of active subsystems, called
mode sequence, is selected a priori [37-41], and the problem reduces to finding the
switching instants between the modes. In [42], the first and last subsystems are pre-
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selected and a search is done initially to find all the possible mode sequences and for
every such sequence, the optimal switching instants are calculated using nonlinear
programming.
1.2.2.2. Discretization based approach to switching problems. The second
group includes studies that discretize the problem in order to deal with a finite number of
options. Having a finite number of candidate switching time sequences, authors of [43]
utilize a direct search to evaluate the cost function for different randomly selected
switching time sequences and select the best one in the sense of having less
corresponding cost. In [44] the discretization of the state and input spaces is used for
calculation of the value function for optimal switching through dynamic programming.
1.3. CONTENTS AND CONTRIBUTIONS OF THIS DISSERTATION
This dissertation is composed of eight research papers with the main theme of
developing new ADP-based algorithms and methods for solving difficult problems in
controls. Considering the literature survey presented in Subsection 1.2, the contents of the
papers and their contribution as well as their comparison with the state-of-the-art are
discussed in here.
1.3.1. Paper 1: Fixed-final-time Problems with Soft Terminal Constraints. A
single neural network based solution with a single set of weights, called Finite-horizon
Single Network Adaptive Critics (Finite-SNAC), is developed in Paper 1, to provide a
comprehensive solution to fixed-final-time optimal control problems with input-affine
nonlinear systems. The offline trained network can be used to generate online feedback
control for different ICs. Furthermore, a major advantage of the proposed technique is
that this network provides optimal feedback solutions to any different final time as long
as it is less than the final time for which the network is synthesized. In practical
engineering problems, the designer faces constraints on the control effort. In order to
facilitate the control constraint, a non-quadratic cost function [45], is used in this study.
Specifically, in this paper an ADP based controller for control-constrained finite-horizon
optimal control of discrete-time input-affine nonlinear systems is developed. This is done
through a SNAC scheme that uses the current states and the time-to-go as inputs.
Comparing the developed controller in this paper with the available controllers in
the literature, the closest one is [30]. The difference between this study and the [30] is
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developing a controller which uses only one network and one set of weights for the
purpose, as well as providing comprehensive convergence proofs. Despite [31] and [32]
the Finite-SNAC solves discrete-time problems and uses ADP to do so. Finally, [33]-[36]
solves unspecified terminal time problems while Finite-SNAC solves the problems with
given final times.
1.3.2. Paper 2: Fixed-final-time Problems with Hard Terminal Constraints.
The first part of the development in Paper 2 consists of formulating an approximate
dynamic programming (ADP) based neurocontroller for fixed-final-time optimal control
of systems with a soft terminal constraint. The main difference between Paper 1 and the
proposed scheme in the first part of Paper 2 is the use of the cost-function based ADP,
i.e., HDP. The development in Paper 1 is the costate based ADP, i.e., DHP. Another
difference which leads to major changes in the training algorithm proposed in Paper 2
with respect to the one given in Paper 1, is using NNs with time varying weights in Paper
2 to accommodate the time-dependency of the solution. After discussing the solution to
the problem with soft constraints, some modifications are performed in the network
structure and the training algorithm to handle hard terminal constraints. These
modifications are the main contributions of Paper 2. Another contribution of this study is
proving the convergence of the network weights through a novel idea. It is done for the
selected linear in the weights NN by showing that the successive approximation based
weight update is a contraction mapping [46] within the compact domain of interest.
As compared with [30], the controller developed in Paper 2 can be used in a
multivariable setting while the method presented in [30] is developed for the scalar
dynamics of an agile missile. Neurocontrollers developed in [31]-[32] do not admit hard
terminal constraint, which is the main contribution of this study. Finally, the method here
does not have the restrictions in [33]-[36] as the need for truncating the control in order to
end up with a finite-horizon solution and also the requirement of the terminal constraint
being a ‘point’. The proposed technique can handle terminal constraints that are a point, a
curve, or a surface which can be a nonlinear function of the state space elements.
Moreover, the selected approach in this study directly results in a finite sequence of
controls, hence, no truncation is required.
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The trained (linear in the weights) NN in this Paper 2 offers a feedback solution
though trained offline. Furthermore, notable features of the proposed technique include:
a) Optimal control of any set of initial conditions in a compact set, as long as the resulting
state trajectory lies within the domain on which the network is trained. b) Optimal control
for any final time not greater than the final time for which the network is trained
(Bellman principle of optimality [20]). c) Providing optimal control in a closed form
versus the terminal surface/curve/point. Therefore, if, for example, the terminal point is
changed, no retraining is needed for the network to give optimal solution for the new
terminal point. Interested readers are referred to [47] for an application of the method
developed in Paper 2 in solving spacecraft rendezvous problems.
1.3.3. Paper 3: Proof of Global Optimality of ADP for Fixed-final-time
Problems. Despite much published literature on adaptive critics, there still exists an
open question about the nature of optimality of the adaptive critic based results. Are they
locally or globally optimal? A contribution of Paper 3 is in proving that the AC based
solutions are globally optimal subject to the assumed basis functions. To help with the
development of the proof, the ADP based algorithm for solving fixed-final-time problems
developed in Paper 1 and Paper 2, included in this dissertation, is revisited first.
Afterwards, a novel analysis is presented on global optimality of the result in Paper 3. It
is shown that selecting any cost function with quadratic control penalizing term, if the
sampling time used for discretization of the original continuous-time system is small
enough, the resulting cost-to-go function will be convex versus the control at the current
time and hence, the first order necessary optimality condition [48] will lead to the global
optimal control. The second contribution of this paper is in showing that the ADP can be
used for functional optimization, specifically, optimization of non-convex functions.
Finally, through analytical and numerical discussions, it is shown that despite the gradient
based methods, selecting any initial guess on the minimum and updating the guess using
the control resulting from the actor, the states will move directly toward the global
minimum, passing any existing local minimum in the path.
1.3.4. Papers 4 and 5: Switching Problems with Fixed Mode Sequence. All
the cited methods in the literature of optimal switching numerically find the optimal
switching time for a specific initial condition; each time the initial condition is changed,
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new computations are needed to find the new optimal switching instants. If the function
that describes the optimal cost-to-go for every given switching time sequence is known
explicitly, then the optimal switching problem simplifies to minimization of the function
with respect to the switching instants. However, even in the case of general linear
subsystems with a quadratic cost function, this function is not available [38,49]. The main
contributions of Paper 4 and 5 are developing algorithms for switching problems,
respectively with autonomous and controlled subsystems, that learns the optimal cost-togo as a function of current state and the switching instants. An ADP based scheme, in an
HDP form is used to train an NN to learn the nonlinear mapping between the optimal
cost-to-go and the switching instants. Once this function is learned, finding the optimal
switching times reduces to minimization of an analytical function. Furthermore, a second
NN is trained in Paper 5 along with to generate optimal control in a feedback form.
Hence, once the optimal switching instants are calculated, one may use the control NN to
generate the optimal control to be applied on the system.
As compared to available methods in the literature, the proposed technique has
two advantages. They are: 1) the method developed in this paper gives global optimal
switching instants versus local ones resulting from nonlinear programming based
methods, 2) the learned function gives the optimal cost-to-go based on the switching
instants for a vast domain of initial conditions; hence, optimal switching times for
different initial conditions can easily be calculated using the same trained NNs.
Moreover, once the optimal switching instants are calculated, the method developed in
Paper 5 provides feedback optimal control, too. Convergence of the learning process is
also provided.
1.3.5. Papers 6 and 7: Switching Problems with Free Mode Sequence. In
Papers 6 and 7, two methods based on ADP are developed for solving optimal switching
problems with free mode sequence, for autonomous and controlled subsystems,
respectively. The idea is as simple as learning the optimal cost-to-go and the optimal
control for different active modes. It is shown that having these functions the optimal
mode can be found in a feedback form, i.e., as a function of the instantaneous state of the
system and the remaining time. The real-time calculation of the optimal mode
differentiates Papers 6 and 7 from Papers 4 and 5. Note that, after the training phase, the
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methods presented in Papers 4 and 5 require an offline function minimization based on
the selected initial condition, in order to end up with the optimal switching times.
The method developed in Papers 6 and 7 have several advantages over existing
developments in the field: a) They provide global optimal switching (subject to the
assumed neural network structure) unlike the nonlinear programming based methods
which could provide only local optimal solution. b) The order of active subsystems and
the number of switching are free. c) The neurocontroller determines optimal solution for
unspecified initial conditions, without needing to retrain the networks. d) Once trained,
the neurocontroller gives solution to any other final time as well, as long as the new final
time is not greater than the final time for which the network is trained. e) The switching is
scheduled in a feedback form, hence, it has the inherent robustness of feedback solutions
in moderate disturbance rejection. f) The proposed method provides optimal control as
well as optimal switching schedule for the control of the systems in Paper 7.
1.3.6. Paper 8: Switching Problems with Modeling Uncertainty. To the best of
author’s knowledge, the available switching developments in the literature require a
perfect model of the system ahead of the implementation time, for calculation of the
solution. In practice, however, modeling uncertainties are ubiquitous. This fact gives rise
to the need for developing a scheme for online calculation of the optimal switching
schedule based on the actual dynamics of the subsystems. This problem is investigated in
Paper 8. In order to extend the switching scheme developed in Paper 6 to systems with
modeling uncertainty, the idea proposed in Paper 6 for finite-horizon optimal switching is
extended to infinite-horizon problems initially. Afterwards, an online training phase is
proposed for capturing the effect of unmodeled dynamics on the cost-to-go approximator
and also for identifying the unmodeled dynamics, motivated by the work in [50] for
conventional optimal control problems. In other words, an NN is trained offline based on
imprecise models of the subsystems and then it is utilized in the online operation of the
system in which, the actual dynamics of the subsystems are captured and the network is
re-trained based on the system’s output to generate the optimal cost-to-go and hence, the
optimal switching schedule. Besides solving the problems with modeling uncertainty, an
important feature of this method is providing solution for different initial conditions.
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Moreover, the mode sequence and the number of switching are subject to be determined
optimally.
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PAPER
1. FINITE-HORIZON CONTROL-CONSTRAINED NONLINEAR OPTIMAL
CONTROL USING SINGLE NETWORK ADAPTIVE CRITICS
Ali Heydari and S. N. Balakrishnan
ABSTRACT
To synthesize fixed-final-time control-constrained optimal controllers for
discrete-time nonlinear control-affine systems, a single neural network based controller
called the Finite-SNAC is developed in this study. Inputs to the neural network are the
current system states and the time-to-go and the network outputs are the costates which
are used to compute optimal feedback control. Control constraints are handled through a
non-quadratic cost function. Convergence proofs of a) the reinforcement learning based
training method to the optimal solution, b) the training error, and c) the network weights
are provided. The resulting controller is shown to solve the associated time-varying
Hamilton-Jacobi-Bellman equation and provide the fixed-final-time optimal solution.
Performance of the new synthesis technique is demonstrated through different examples
including an attitude control problem wherein a rigid spacecraft performs a finite time
attitude maneuver subject to control bounds. The new formulation has a great potential
for implementation since it consists of only one neural network with single set of weights
and it provides comprehensive feedback solutions online, though it is trained offline.
I. INTRODUCTION
Among the multitude of researches in the literature that use neural networks (NN)
for control of dynamical systems, one can cite [1]-[6]. A few amongst them develop
neural network based optimal control based on an approximate dynamic programming
(ADP) formulation

[4], [7]-[17]. Two classes of ADP based solutions, called the

Heuristic Dynamic Programming (HDP) and Dual Heuristic Programming (DHP) have
emerged in the literature [4]. In HDP, the reinforcement learning is used to learn the costto-go from the current state while in the DHP, the derivative of the cost function with
respect to the states, i.e. the costate vector is learnt by the neural networks [7]. The
convergence proof of DHP for linear systems is presented in [8] and that of HDP for
general case is presented in [9]. While [7]-[16] deal with discrete-time systems, some
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researchers have recently focused on continuous time problems, [18]-[20].
Mechanism for ADP learning is usually provided through a dual network
architecture called the Adaptive Critics (AC) [7], [11]. In the HDP class with ACs, one
network, called the ‘critic’ network, maps the input states to output the cost and another
network, called the ‘action’ network, outputs the control with states of the system as its
inputs [9], [10]. In the DHP formulation, while the action network remains the same as
with the HDP, the critic network outputs the costates with the current states as
inputs.[11]-[13]. The Single Network Adaptive Critic (SNAC) architecture developed in
[14] is shown to be able to eliminate the need for the second network and perform DHP
using only one network. This results in a considerable decrease in the offline training
effort and the resulting simplicity makes it attractive for online implementation requiring
less computational resources and storage memory. Similarly, the J-SNAC eliminates the
need for the action network in an HDP scheme [15]. Note that these developments in the
neural network literature have mainly addressed only the infinite horizon or regulator
type problems.
Finite-horizon optimal control is relatively more difficult due to the time varying
Hamilton-Jacobi-Bellman (HJB) equation resulting in a time-to-go dependent optimal
cost function and costates. If one were to use a shooting method, a two-point boundary
value problem (TPBVP) needs to be solved for each set of initial condition for a given
final time and it will provide only an open loop solution. The authors of [21] developed a
method which gives closed form solution to the problem but only for some pre-specified
initial condition and time-to-go. Ref. [22] develops a dynamics optimization scheme
which gives an open-loop solution, then, optimal tracking is used for rejecting the online
perturbation and deviations from the optimal trajectory.
Using NN for solving finite-horizon optimal control problem is considered in
[16], [23]-[28]. Authors of [16] used the AC’s dual network scheme with time-dependent
weights for solving the problem. Continuous-time problems are considered in [23] and
[24] where the time-dependent weights are calculated through a backward integration.
The finite-horizon problem with unspecified terminal time and a fixed terminal state is
considered in [25]-[28]. In these researches the problem is called finite-horizon because
the states are required to be brought to the origin using a finite number of steps, but, the
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number of steps is not fixed which differentiates these works from the fixed-final-time
problem investigated in this study.
In this paper, a single neural network based solution with a single set of weights,
called Finite-horizon Single Network Adaptive Critics (Finite-SNAC), is developed
which embeds solutions to the discrete-time HJB equation. Consequently, the offline
trained network can be used to generate online feedback control. Furthermore, a major
advantage of the proposed technique is that this network provides optimal feedback
solutions to any different final time as long as it is less than the final time for which the
network is synthesized.
In practical engineering problems, the designer faces constraints on the control
effort. In order to facilitate the control constraint, a non-quadratic cost function [30], is
used in this study.
Comparing the developed controller in this paper with the available controllers in
the literature, the closest one is [16]. The difference between Finite-SNAC and the
controller developed in [16] is using only one network and only one set of weights for the
purpose. Despite [23] and [24] the Finite-SNAC solves discrete-time problems and uses
ADP to do so. Finally, [25]-[28] solves unspecified terminal time problems while FiniteSNAC solves the problems with given and fixed final time.
Specifically, in this paper an ADP based controller for control-constrained finitehorizon optimal control of discrete-time input-affine nonlinear systems is developed. This
is done through a SNAC scheme that uses the current states and the time-to-go as inputs.
The scheme is DHP based. For the proof of convergence, proof of HDP for the finitehorizon case is presented first. Then, it is shown that DHP has the same convergence
result as the HDP, and therefore, DHP also converges to the optimal solution. Finally,
after presenting the convergence proofs of the training error and the network weights for
the selected weight update law, the performance of the controller is evaluated. The first
example with a linear system allows easy comparison of the Finite-SNAC with known
exact optimal results. The second example is a discrete-time nonlinear problem, and as
the third example a more complex nonlinear spacecraft application, that is a fixed final
time attitude maneuver, is carried out to show the applicability of Finite-SNAC to
difficult engineering applications.
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Rest of the paper is organized as follows: the Finite-SNAC is developed in
Section II. Relevant convergence theorems are presented in Section III. Numerical results
and analysis are presented in Section IV. Conclusions are given in Section V.
II. DEVELOPMENT OF FINITE-SNAC
A single neural network, called Finite-SNAC, is developed in this study which
maps the relation between costates vector, used in the optimal control, and the states
vector along with the time-to-go. The mapping is described in a functional form as
ߣାଵ ൌ ܰܰሺݔ ǡ ܰ െ ݇ǡ ܹሻǡ Ͳ  ݇ ൏ ܰ െ ͳ,

(1)

where ߣାଵ  אԹ and ݔ  אԹ denote the system costates at time ݇  ͳ and the states at
time/stage ݇, respectively, and ܹ denotes the network weights. he dimension of the
state space is given by ݊. For developing discrete control sets as a function of time-to-go,
the specified final time is divided into ܰ stages. Note that ߣାଵ is a function of ݔ and the
time-to-go ሺܰ െ ݇ሻ.
The neural network ܰܰሺǤ ǡ Ǥ ǡ Ǥ ሻ in this study is selected to be of a form that is
linear in weights
ܰܰሺݔǡ ܰ െ ݇ǡ ܹሻ ߶ ் ܹ ؠሺݔǡ ܰ െ ݇ሻ,

(2)

where ߶ǣ Թ ൈ Թ ՜ Թ is composed of ݉ linearly independent basis functions and
ܹ  אԹൈ , where ݉ is the number of neurons.
Denoting the control vector by ݑ  אԹ , where ݈ is the number of controls, the
nonlinear control-affine system is assumed to be of the form
ݔାଵ ൌ ݂ሺݔ ሻ  ݃ሺݔ ሻݑ

(3)

where ݂ǣ Թ ՜ Թ and ݃ǣ Թ ՜ Թൈ are the system dynamics. A non-quadratic cost
function  ܬis used to incorporate the control constraints [30]. It is given by
ଵ

ଵ

ଶ

ଶ

்
 ܬൌ ݔே் ܳ ݔே  σேିଵ
ୀ ሺݔ ܳݔ  ܩሺݑ ሻሻ,

(4)

whereܩǣ Թ ՜ Թ is defined as
௩

்

ܩሺݒሻ  ؠ ߩିଵ ሺݓሻ ܴ݀ݓ

(5)

and ߩିଵ ሺǤ ሻ denotes the inverse of function ߩǣ Թ ՜ Թ which is a bounded continuous
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one-to-one real-analytic integrable saturating function which passes through the origin,
for example, a hyperbolic tangent function. Note that ܩሺǤ ሻ is a non-negative scalar and
ܳ  אԹൈ ǡ ܳ  אԹൈ and ܴ  אԹൈ the penalizing matrices for the final states, states,
and control vectors, respectively. Matrices ܳ and ܳ should be positive semi-definite or
positive definite while ܴ has to be a positive definite matrix.
The optimal cost-to-go at current state and time, denoted by  כܬሺݔ ǡ ݇ሻ, is given by
solving the discrete-time HJB equation [29]
ଵ

 כܬሺݔ ǡ ݇ሻ ൌ ௨ೖ ൬ ሺݔ் ܳݔ  ܩሺݑ୩ ሻሻ  ܬሺݔାଵ ǡ ݇  ͳሻ൰, Ͳ  ݇  ܰ െ ͳ.
ଶ

(6)

The optimal control, ݑ כ, is obtained from
ଵ

ݑ כൌ ௨ೖ ൬ ሺݔ் ܳݔ  ܩሺݑ୩ ሻሻ  ܬሺݔାଵ ǡ ݇  ͳሻ൰, Ͳ  ݇  ܰ െ ͳ.
ଶ

Define ߣ ؠ

డೖ
డ௫ೖ

(7)

as a column vector to get
ݑ ൌ െߩሺܴିଵ ݃ሺݔ ሻ் ߣାଵ ሻ, Ͳ  ݇  ܰ െ ͳ.

(8)

Replacing ݑ in (6) by ݑ כ, the HJB equation reads
ଵ

 כܬሺݔ ǡ ݇ሻ ൌ ሺݔ் ܳݔ  ܩሺݑ୩ כሻሻ   כܬሺݔାଵ ǡ ݇  ͳሻ,Ͳ  ݇  ܰ െ ͳ.
ଶ

(9)

Taking the derivative of both sides of (9) with respect to ݔ leads to the costate
propagation equation which the network training targets, denoted by ߣ௧ , are based on:
ߣ௧ାଵ ൌ ܳݔାଵ  ቀ

డሺሺ௫ೖశభ ሻାሺ௫ೖశభ ሻ௨ೖశభ ሻ ்

ቁ ߣାଶ , Ͳ  ݇ ൏ ܰ െ ͳ.

డ௫ೖశభ

(10)

Note that
ଵ

 כܬሺݔே ǡ ܰሻ ൌ ݔே் ܳ ݔே ,

(11)

ߣ௧ே ൌ ܳ ݔே .

(12)

ଶ

Hence,

In the training process, ߣାଶ on the right hand side of (10) is obtained by using the same
neural network as ܰܰሺݔାଵ ǡ ܰ െ ሺ݇  ͳሻǡ ܹሻ.
The network training should be done in such a way that along with learning the
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target given in (10) for every state ݔ and time ݇, the final condition (12) is also satisfied
at every step. In this study, this idea is incorporated by augmenting the training inputtarget pairs with the final stage costate. Define the following augmented parameters:
ߣҧ  ؠሾߣାଵ ߣே ሿ,

(13)

߶ത  ؠሾ߶ሺݔ ǡ ܰ െ ݇ሻ߶ሺݔேିଵ ǡ ͳሻሿ.

(14)

Now, the network output and the target to be learned are
ߣҧ ൌ ܹ ் ߶ത,

(15)

ߣ௧ҧ  ؠሾߣ௧ାଵ ߣ௧ே ሿ.

(16)

݁ ߣ ؠҧ െ ߣ௧ҧ ൌ ܹ ் ߶ത െ ߣ௧ҧ .

(17)

The training error is defined as

In each iteration, along with selecting a random state ݔ , a random time ݇,
Ͳ  ݇ ൏ ܰ െ ͳ, is also selected and ߣ௧ାଵ is calculated using (10) after propagating ݔ to
ݔାଵ . Then, to calculate ߣ௧ே through (12), another randomly selected state will be
considered as ݔேିଵ and propagated to ݔே and fed to (12). Finally ߣҧ௧ will be formed as in
(16). This process is depicted graphically in Fig. 1. In this diagram, the left side follows
(10) and the right side follows (12) for network target calculations.
Having

thus

calculated

the

input-target

pair

ሼሾሺݔ ǡ ܰ െ ݇ሻሺݔேିଵ ǡ ͳሻሿǡ

ሾߣ௧ାଵ ߣ௧ே ሿሽ, the network can now be trained using some training method. In this study,
the least squares method is used. In this method, in order to find the unknown weight ܹ
one should solve the following set of linear equations
݁ۃǡ ߶ത ۄൌ Ͳൈ ,

(18)



where ܺۃǡ ܻ ۄൌ ஐ ܻܺ ் ݀ ݔis the defined inner product on the compact set ȳ on Թ for the
functions ܺሺݔሻ and ܻሺݔሻǡ and Ͳൈ denotes an݊ ൈ ݉ null matrix. Denoting the ݅th row
of matrices ݁ and ߶ത by ݁ and ߶ത , respectively, (18) leads to following equations
݁ۃ ǡ ߶ത ۄൌ Ͳଵൈ ݅ǡ ͳ  ݅  ݊,

(19)

݁ۃ ǡ ߶ത  ۄൌ Ͳ݅ǡ ݆ǡ ͳ  ݅  ݊ǡ ͳ  ݆  ݉.

(20)

Substituting ݁ from (17) into (18) results in

20
݁ۃǡ ߶ത ۄൌ ܹ ் ߶ۃതǡ ߶ത ۄെ ߣۃҧ௧ ǡ ߶ത ۄൌ Ͳ,

(21)

ܹ ൌ ߶ۃതǡ ߶തିۄଵ ߶ۃതǡ ߣҧ௧ ۄ.

(22)

or

Eq. (22) is the desired weight update for the training process.

ݔ ǡ ܰ െ ݇

ݔேିଵ ǡ ͳ

Finite-SNAC

Finite-SNAC

ߣାଵ

ߣே

Optimal Control
Equation

Optimal Control
Equation

ݑ

ݑேିଵ

State Equation

State Equation

ݔାଵ ǡ ܰ െ ሺ݇  ͳሻ

ݔே

Finite-SNAC
ߣାଶ

ߣାଶ
Costate Equation
ߣ௧ାଵ

Optimal
Control
Equation

ݑାଵ

ߣ௧ே ൌ ܳ ݔே 

ߣ௧ே

Fig. 1. Finite-SNAC training diagram
Finally, for use in discrete formulations, the integral used in the inner products in
(22) is discretized by evaluating the inner products at  different points in a mesh
covering the compact set ȳ [23]. Denoting the distance between the mesh points by ȟݔ,
one has
ഥࣘ
ഥ ் ߂ݔ,
߶ۃതǡ ߶ത ۄൌ ԡ௫ԡ՜ ࣘ

(23)

ഥ ࣅത ் ߂ݔ,
߶ۃതǡ ߣ௧ҧ  ۄൌ ԡ௫ԡ՜ ࣘ

(24)

ഥ ൌ ൣ߶തሺݔଵ ሻ߶തሺݔଶ ሻǥ߶തሺݔ ሻ൧,
ࣘ

(25)

where
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ࣅത ൌ ൣߣ௧ҧ ሺݔଵ ሻߣҧ௧ ሺݔଶ ሻǥߣҧ௧ ሺݔ ሻ൧,

(26)

߶തሺݔ ሻ and ߣҧ௧ ሺݔ ሻ denote ߶ത and ߣҧ௧ evaluated on the mesh point ݔ , respectively.
Using (23) and (24), the weight update rule (22) is now simplified to the standard
least square form as
ഥࣘ
ഥ ் ሻିଵ ࣘ
ഥ ࣅത ் .
ܹ ൌ ሺࣘ

(27)

ഥࣘ
ഥ ் ሻ to exist, one needs the basis functions ߶ to
Note that for the inverse of the matrix ሺࣘ
be linearly independent and the number of mesh points  to be greater than or equal to
half of the number of neurons ݉.
Though (27) looks like a one shot solution for the ideal NN weights, the training
is an iterative process which consists of selecting different random states from the
problem domain and times and updating the network weights by repeated use of (27).
The reason for the iterative nature of the training process is the reinforcement learning
basis of ADP. To understand it better, one should note that ߣ௧ҧ used in the weight update
(27) is not the true optimal costate but its approximation with a current estimation of the
ideal unknown weight, i.e. ࣅത ሺܹሻ. Denoting the weights at the ݅th iteration of the weight
update by ܹ ሺሻ results in the following iterative procedure as
ഥࣘ
ഥ ் ሻିଵ ࣘ
ഥ ࣅത ൫ܹ ሺሻ ൯் .
ܹ ሺାଵሻ ൌ ሺࣘ

(28)

The weight training is started with an initial weight ܹ ሺሻ and iterated through (28) until
the weights converge. The initial weight can be set to zero or can be selected based on the
linearized solutions of the given nonlinear system.
Once the network is trained, it can be used for optimal feed-back control in the
sense that in the online implementation, the states and the time will be fed into the
network to generate the optimal costate using (1) and the optimal control will be
calculated using (8).
Remark 1: as seen in (7), the optimal control at time step ݇ depends on the state at the
next time step, i.e., ݑ is implicitly a function of ݔାଵ , but it is explicitly a function of
ߣାଵ as can be seen from (8). Now, we seek to synthesize a feedback control ݑ  in terms
of the current stateݔ and therefore, we use SNAC to capture the mapping between
ݔ and ߣାଵ through a reinforcement learning scheme.
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Remark 2: The reinforcement learning given by (10) can be categorized as a valueiteration method of dynamic programming. In value-iteration scheme, one uses (6) for
learning the cost-to-go [9], and the Finite-SNAC training uses the gradient of this
equation with respect to the state vector, i.e., Eq. (10).
III. CONVERGENCE THEOREMS
Convergence theorems for the proposed optimal controller are composed of three
parts: first, one needs to show that the reinforcement learning process, which the target
calculation is based on, will result in the optimal target, then it needs to be shown that the
weight update rule will force the error between the network output and the target to
converge to zero and finally the network weights should be shown to converge. It should
be mentioned that the results in [10] provide the framework that we extend to the finitehorizon case and the DHP scheme in this paper.
A. Convergence of the Algorithm to the Optimal Solution
The proposed algorithm for the Finite-SNAC training is DHP in which starting at
an initial value for the costate vector one iterates to converge to the optimal costate. The
iteration index is denoted by a superscript and the time index by a subscript. The learning
algorithm for finite horizon optimal control starts with an initial value assignment to ߣ
for all ݇’s, e.g., ߣ ൌ Ͳ݇, and repeating below three calculations for different ݅ s from
zero to infinity where Ͳ  ݇  ܰ,
 ାଵ



ݑೖ

ೖశభ
ൌ െߩ൫ܴିଵ ݃ሺݔ ሻ் ߣାଵ
൯ǡͲ  ݇  ܰ െ ͳ,

 ାଵ

ೖశభ
ൌ ܳݔ  ܣ൫ݔ ǡ ݑೖ ൯ ߣାଵ
ǡͲ  ݇  ܰ െ ͳ,

ߣೖ

 ାଵ ் 

ߣே ൌ ܳ ݔே .

(29)
(30)
(31)

Note that ݅ denotes the iteration number for stage ݇, Ͳ  ݇  ܰ. It needs the stage as a
subscript since different stages may take different iterations to converge. For example in
(30) the ሺ݅  ͳ)th version of ߣ is being calculated based on (݅ାଵ )th version of ߣାଵ . Eq.
(31) is the final condition of the optimal control problem. Note that,
 ାଵ
ܣ൫ݔ ǡ ݑೖ ൯


 శభ

ؠ

డቀሺ௫ೖ ሻାሺ௫ೖ ሻ௨ೖೖ

ቁ

(32)

డ௫ೖ
 ାଵ

ೖశభ
ߣାଵ
ߣ ؠ ೖశభ ሺݔାଵ ሻ ൌ ߣ ೖశభ ൫݂ሺݔ ሻ  ݃ሺݔ ሻݑೖ ൯.

(33)
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The problem is to prove that this iterative procedure results in the optimal value
for the costate ߣ and control ݑ. The convergence proof presented in this paper is based on
the convergence of HDP, in which the parameter subject to evolution is the cost function
 ܬwhose behavior is much simpler to discuss as compared to that of the costate vector ߣ.
In the latter, the cost function  ܬneeds to be initialized, e.g., ܬ ሺݔ ǡ ݇ሻ ൌ Ͳ݇, and
iteratively updated throught the following steps.
ଵ

 ାଵ

ܬೖାଵ ሺݔ ǡ ݇ሻ ൌ ቀݔ் ܳݔ  ܩ൫ݑೖ ൯ቁ  ܬೖశభ ሺݔାଵ ǡ ݇  ͳሻǡ Ͳ  ݇  ܰ െ ͳ, (34)
ଶ

 ାଵ

ݑೖ

ൌ ௨ ቀܬೖశభ ሺݔ ǡ ݇ሻቁ ൌ െߩ ቆܴିଵ ݃ሺݔ ሻ்



ೖశభ
߲ೖశభ

߲݇ݔͳ

ቇ ǡͲ  ݇  ܰ െ ͳ. (35)

For the finite horizon case, the final condition is given by
ଵ

ܬሺݔே ǡ ܰሻ ൌ ݔே் ܳ ݔே .
ଶ

(36)

Note that ܬ ܬ ؠሺݔ ǡ ݇ሻ and


 ାଵ

ೖశభ
ܬାଵ
ܬ ؠೖశభ ൫݂ሺݔ ሻ  ݃ሺݔ ሻݑೖ ǡ ݇  ͳ൯.

(37)

Convergence of the above mentioned reinforcement learning schemes are given
below and their proofs are presented in the Appendix.
Theorem 1: HDP convergence: The sequence of ܬೖ iterated through (34) to (36), in case
of ܬ ሺݔ ǡ ݇ሻ ൌ Ͳ converges to the fixed-final-time optimal solution.
Theorem 2: DHP convergence: Denoting the states and the control vector with ݏand ݒ,




respectively, consider sequences ߣೖ and ݒೖ defined by equations (38) to (40), where
 ାଵ


ݏାଵ
ൌ ݂ሺݏ ሻ  ݃ሺݏ ሻݒೖ . Note that ݅ is the index of iteration of the respective

parameter at time step ݇, where ݇ is the time index, and ܣሺݏ ǡ ݒ ሻ ؠ
 శభ

డቀሺ௦ೖ ሻାሺ௦ೖ ሻ௩ೖೖ
డ௦ೖ


డ௦ೖశభ

డ௦ೖ

ൌ

ቁ

.
 ାଵ



ݒೖ

ೖశభ
ൌ െߩ൫ܴିଵ ݃ሺݏ ሻ் ߣାଵ
൯,

 ାଵ

ೖశభ
ൌ ܳݏ  ܣ൫ݏ ǡ ݒೖ ൯ ߣାଵ
,

ߣೖ

 ାଵ ் 

ߣே ൌ ܳ ݏே .

(38)
(39)
(40)
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If ߣ ൌ Ͳ݇, then the sequence will converge to the optimal solution for the given




nonlinear affine system, i.e. ߣೖ ՜ ߣכ andݒೖ ՜ ݒ כas ݅ ՜ λ for different ݇s where ߣכ
and ݒ כdenote the corresponding optimal parameters.
Remark 3: In the learning laws given by (29) to (31) and also (34) to (36) it should be
noted that the time index ݇ is upper bounded by ܰ, while ݅ is the iteration index for the
parameters at time step ݇.
B. Convergence of the Error of the Training Law and the Weights
After having proved that the training target converges to the optimal solution, the
next step is proving the ability of the weight update law to force the error between the
network output and the target to converge to zero and the convergence of the weights.
The proofs of the below theorems are given in the Appendix, as well.
Theorem 3: Training error convergence: The weight update (18) will force the error (17)
to converge to zero as the number of neurons of the neural networks, ݉, tends to infinity.
Theorem 4: Neural network weight convergence: Assuming an ideal set of weights,
denoted by ܹ  כ, where
 ்כത
ߣҧ௧ ൌ σஶ
ୀଵ ܹ ߶ .

(41)

כ
כ
Then, using the weight update (18), one has ሺܹ െ ܹ௧௨
ሻ ՜ Ͳ where ܹ௧௨
is the

truncated first ݉ row of the ideal weight ܹ  כ.
IV. NUMERICAL ANALYSIS
In order to assess the performance of the proposed technique, three examples have
been chosen: first is a linear system to motivate the developed technique, the second is a
discrete-time nonlinear system, and the third is a complex nonlinear system to show its
broad applicability.
A. Example 1
A first order linear system with a quadratic cost is selected for which the exact
discrete-time optimal finite-horizon solution is known as given below:
ݔାଵ ൌ ݔ  ݑ ǡ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,
ଵ

ଵ

ଶ

ଶ

ଶ
 ܬൌ ݔேଶ  σேିଵ
ୀ ݑ .

(42)
(43)

Note that, the convergence results given in this paper are for a general form of penalizing
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the control in the cost function, hence, the results hold for the quadratic cost function as
well.
By solving discrete-time algebraic Riccati equation for the unknown ܲ , where
ߣ ൌ ܲ ݔ ǡ it is observed that the finite-horizon optimal solution for this system is given
by
ܲ ൌ

ଵ

,

(44)

ேିାଵ

hence,
ݑ ൌ െሺܴ  ܲ ்ܤ ܤሻିଵ ܲ ்ܤ ݔܣ ൌ െ

ଵ
 ݔ,
ேିାଶ 

(45)

or equivalently
ߣାଵ ൌ

ଵ
 ݔ.
ேିାଶ 

(46)

For the comparison purpose, Finite-SNAC is used for solving this problem. Two
separate set of basis functions are selected and the network is trained for both of them,
separately. The first set of basis functions is selected as
߶ሺݔǡ ߬ሻ ൌ ሾݔǡ ߬ǡ ߬ݔǡ ݔȀሺ߬  ʹሻሿ் .

(47)

which contains the term ݔଵ Ȁሺ߬  ʹሻ that was observed in Eq. (46) to be needed for the
optimal costate calculation, note that ߬ denotes the time-to-go, i.e., ܰ െ ݇. Using this
basis function set, the training was performed for 30 iterations where at each iteration 10
random states were selected from the interval ሾെͳͳሿ for the least squares operation
given in (27). The resulting weight history versus the training iteration is given in Fig. 2.
As seen in this figure, the weights have converged which is equivalent of convergence of
the costates. The resulting weights are
ܹ ൌ ሾͲǤͲͲͲǡ ͲǤͲͲͲǡ ͲǤͲͲͲǡ ͳǤͲͲͲሿ் ,

(48)

which leads to the Finite-SNAC of the form
ߣାଵ ൌ

ଵǤ
 ݔ,
ேିାଶ 

(49)

and it is identical to the exact solution given by (46).
In many cases the required basis functions are not known and the control designer
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needs to try different basis functions to end up with the best result. The second set of
basis functions are selected in such a manner, i.e., not including ݔȀሺ߬  ʹሻ, as given
below
߶ሺݔǡ ߬ሻ ൌ ሾݔǡ ߬ǡ ߬ݔǡ  ߬ݔଶ ǡ  ߬ݔଷ ǡ ݔ݁ ݔሺെ߬ሻሿ் ,

(50)

and the resulting weight evolution history is given in Fig. 3 which shows its convergence.
Moreover, Fig. 4 depicts the network output versus different initial states at different
training iterations, along with the optimal costate versus the state. As can be seen, the
costate generated through the network is converging to the optimal costate as the number
of iterations increases. Simulating the trained network using initial condition of  ݔൌ ͳ for
ܰ ൌ ͳͲ, the cost-to-go difference between the exact optimal solution (46) and the trained
network using the second set of basis functions turned out to be less than 0.001%. This
comparison shows that the Finite-SNAC controller has been able to generate optimal
control even if the basis functions do not include the desired functions given by the
analytical optimal solution.
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Fig. 2. History of weights for Example 1 with the first set of the basis functions.
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Fig. 3. History of weights for Example 1 with the second set of the basis functions.
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B. Example 2
As the second simulation, the discrete-time nonlinear system simulated in [25] is
adapted here.
ݔାଵ ൌ ݂ሺݔ ሻ  ݃ݑ
்

(51)

்

where ݔ ൌ ൣݔଵೖ ǡ ݔଶೖ ൧ , ݑ ൌ ൣݑଵೖ ǡ ݑଶೖ ൧ , and
݂ሺݔ ሻ ൌ ቈ

ͲǤʹݔଵ  ሺݔଶଶೖ ሻ
ͲǤ͵ݔଶଷೖ

 ǡ݃ ൌ ቂ

െͲǤʹ
Ͳ
ቃ.
Ͳ
െͲǤʹ

(52)

Selected cost function for this system is
ଵ

ଵ

ଶ

ଶ

்
்
 ܬൌ ݔே் ܳ ݔே  σேିଵ
ୀ ሺݔ ܳݔ  ݑ ܴݑ ሻ,

(53)

ܳ ൌ ܴ ൌ ݀݅ܽ݃ሺͳͲǡ ͳͲሻǡ ܳ ൌ ݀݅ܽ݃ሺͲͲǡ ͲͲሻ.

(54)

where

Denoting the inputs of the network by ݔ , ݅ ൌ ͳǡʹǡ and ߬, where ߬ is the
normalized time-to-go (through dividing the time-to-go by the total number of time
steps), the basis functions are selected as
߶ሺݔଵ ǡ ݔଶ ǡ ߬ሻ ൌ
ሾݔଵ ǡ ݔଶ ǡ ߬ǡ ݔଵ ݔଶ ǡ ݔଵ ߬ǡ ݔଶ ߬ǡ ݔଵଶ ǡ ݔଶଶ ǡ ݔଵଷ ǡ ݔଶଷ ǡ ݔଵ ݔଶଶ ǡ ݔଵଶ ݔଶ ǡ ݔଵ ݁ݔሺെ߬ሻ ǡ ݔଶ ݁ݔሺെ߬ሻሿ் .

(55)

The contributions of different network inputs in the basis functions are selected through
some trial and error such that the network error is small. This selection leads to 14 basis
functions.
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Selecting ܰ ൌ Ͷ, the network weights are initialized to zero and the training is
performed for 10 iterations, where at each iteration, 200 states are randomly selected in
the domain of interest of ݔ  אሾെͳǡ ͳሿ, ݅ ൌ ͳ and ʹ. The convergence of the weights can
be seen through Fig. 5 which shows the weights’ evolution versus the training iterations.
The trained network is then used for online control starting with an initial
condition of ݔሺݐ ሻ ൌ ሾͳǡ െͳሿ் . The results are shown in Fig. 6 using black plots. In order
to evaluate the optimality of the results, the open-loop optimal solution to the problem is
calculated using gradient based numerical methods and the results are shown in Fig. 6
using red plots. As seen in this figure, the Finite-SNAC result is very close to the optimal
solution, while, Finite-SNAC is a closed-form solution and once trained offline, can be
used for different initial conditions (as long as the state trajectory falls in the domain for
which the network is trained) and different time-to-gos (as long as the new time-to-go is
less than the one for which the Finite-SNAC is trained). To show this capability, the same
trained network is used for controlling the same initial condition, but with shorter horizon
of ܰ ൌ ʹ. The optimal numerical solution is also re-calculated for the new time-to-go and
the results are depicted in Fig. 7, where the black plots denote the Finite-SNAC results
and the red plots denote the open-loop numerical results. As seen, the Finite-SNAC is
pretty accurate in generating the optimal control for the shorter horizon as well.
Finally, the same trained network is used for controlling another set of initial
conditions, namely ݔ ൌ ሾͳǡ ͳሿ் . Note that each time that the initial condition changes or
the horizon changes the numerical solution obtained using gradient based methods loses
its validity and a new solution needs to be obtained. The Finite-SNAC results along with
the new numerical optimal solution are depicted in Fig. 8. It can be seen that the FiniteSNAC’s result is very close for the new initial condition too. These simulations show that
the Finite-SNAC has a great potential for calculating the finite-horizon optimal solution
in close-form and in real-time for different initial conditions and horizons.
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Fig. 6. State trajectories of Example 2 for initial condition of ሾͳǡ െͳሿ் and horizon of Ͷ
time steps. Black plots denote the Finite-SNAC results and red plots denote the optimal
open loop results.
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Fig. 7. State trajectories of Example 2 for initial condition of ሾͳǡ െͳሿ் and horizon of ʹ
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C. Example 3
As a real world application of the developed method, the problem of nonlinear
satellite attitude control has been selected. Satellite dynamics are represented as [32]
ௗఠ
ௗ௧

ൌ ି ܫଵ ሺܰ௧ െ ߱ ൈ ߱ܫሻ,

(56)

where ܫ, ߱, and ܰ௧ are inertia tensor, angular velocity vector of the body frame with
respect to inertial frame and the vector of the total torque applied on the satellite,
respectively. The selected satellite is an inertial pointing satellite; hence, one is interested
in its attitude with respect to the inertial frame. All vectors are represented in the body
frame and the sign ൈ denotes the cross product of two vectors. The total torque, ܰ௧ , is
composed of the control, ܰ௧ , and the disturbance torques, ܰௗ௦௧ .
ܰ௧ ൌ ܰ௧  ܰௗ௦௧

(57)

The control torque is the torque created by the satellite actuators. Since control torques
are bounded in practice, this problem is ‘control-constrained’.
Following [33] and its order of transformation, the kinematic equation of the
satellite is
߮
ͳ
 ߠ ൩ ൌ Ͳ
ௗ௧
߰
Ͳ
ௗ

ሺ߮ሻሺߠሻ
ሺ߮ሻ
ሺ߮ሻ Ȁ ሺߠሻ

ሺ߮ሻሺߠሻ ߱
െሺ߮ሻ  ߱ ൩,
ሺ߮ሻ Ȁ ሺߠሻ ߱

(58)

where ߮ǡ ߠǡ and ߰ are the three Euler angles describing the attitude of the satellite with
respect to ܺ, ܻ, and ܼ axes of the inertial coordinate system, respectively. Subscripts ܺǡ ܻǡ
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and ܼ denote the corresponding elements of the angular velocity vector ߱.
The three Euler angles and the three elements of the angular velocity form the
elements of the state space for the satellite attitude control problem and form the
following state equation as
ݔሶ ൌ ݂ሺݔሻ  ݃ሺݔሻݑ,

(59)

where
݂ሺݔሻ  ؠ

ܯଷൈଵ
൨,
െ ߱ ൈ ߱ܫሻ

ି ܫଵ ሺܰௗ௦௧
݃ؠ

 ݔൌ ሾ߮

Ͳଷൈଷ
൨,
ି ܫଵ

߰߱

ߠ

 ݑൌ ሾܰ௧ 

ܰ௧ 

(60)
(61)

߱

߱ ሿ் ,

ܰ௧  ሿ் ,

(62)
(63)

and ܯଷൈଵ denotes the right hand side of equation (58). The three-by-three null matrix is
denoted by Ͳଷൈଷ .
The moment of inertia matrix of the satellite is chosen as
ͳͲͲ
ܫൌ ʹ
Ǥͷ

ʹ
Ǥͷ
ͳͲͲ
ͳ ൩ ݇݃Ǥ ݉ଶ .
ͳ
ͳͳͲ

(64)

The different moments around different axes and also the non-zero off-diagonal elements
result in gravity gradient disturbance torques acting on the satellite.
The initial states are 60, -20, and -70 deg. for the Euler angles ߮ǡ ߠǡ and ߰,
respectively, and -0.001, 0.001, and -0.001 rad/s. for the angular rates around ܺ, ܻ, and ܼ
axes, respectively. The goal of the controller is to perform an attitude maneuver to bring
the states to zero, in a fixed final time of 800 sec by minimizing the cost function in (4).
The sampling time of 0.25 sec. is selected for discretizing the state equation using the
Euler method and the saturation limit of േͲǤͲͲʹܰǤ ݉ is selected for the actuators. The
orbit for the satellite is assumed circular with a radius of 20,000 km, and an inclination of
90 degrees.
The state and control weight matrices are selected as
ܳ ൌ ݀݅ܽ݃ሺͲǤʹͷͲǤʹͷͲǤʹͷʹͷʹͷʹͷሻ,

(65)
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ܳ ൌ ݀݅ܽ݃ሺͳͲଷ ͳͲଷ ͳͲଷ ͳͲହ ͳͲହ ͳͲହ ሻ,

(66)

ܴ ൌ ͳͲଷ ݀݅ܽ݃ሺʹͷʹͷʹͷሻ.

(67)

Note that the last three diagonal elements of matrix ܳ and ܳ correspond to the angular
rates with a unit of radians per second and are set to higher values relative to the first
three elements. This is because the objective in this study is to force the angles along with
the rates to go to close to zero and higher weights on angular rates helps this process.
Moreover, higher values for ܳ compared to ܳ are to stress the importance of minimizing
the terminal errors. A tangent hyperbolic function describes the saturating function ߩሺǤ ሻ
used in the performance index (4) and is scaled to reflect the actuator bounds.
The network weights are initialized to zero and the basis functions are selected as
polynomials ݔ , ݔଶ , ݔଷ for ݅ ൌ1 to 6 along with ݔ ݔ , ݔଶ ߬, ݔ ߬ ଶ , ݔ ߬ ଷ , ߬, ߬ ଶ , ߬ ଷ , and ݔ ݁ ିఛ
for ݅ǡ ݆ ൌ ͳ to 6 ݅ ് ݆, resulting in 60 neurons, where, ݔ is the ݅th state element, ݅ ൌ1 to
6, and ߬ is the time-to-go normalized through dividing it by the total number of time
steps. For the training process, in each iteration, 100 sets of initial states among a
previously selected interval of states are randomly selected to form a mesh and the weight
update rule (27) is used for training the neural network. The training is performed for 600
iterations, until the weights converge. Note that in this example, the state vector’s
dimension is large, i.e., it has 6 elements and only 100 random state is selected at each
iteration for the training, but, as long as these 100 states are randomly selected at each
iteration, where the number of iterations is 600, the network is provided with the chance
of experiencing different combinations of the states (namely 600ൈ100 different state
vectors,) to learn the whole domain of interest.
Initially, the simulation is performed with no disturbance torque, as the developed
theory of Finite-SNAC is based on, and the results are shown in Fig. 9 and Fig. 10. The
Euler angles as seen in Fig. 9 have nicely converged close to zero in the given final time
of 800 sec. Fig. 10 shows the applied control history, and as expected, it has not violated
the control bounds.
As mentioned earlier in Example 2, the converged Finite-SNAC will give
optimal solution for any initial condition set within the domain on which the training is
performed and any final time less than or equal to the final time chosen for training. To
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depict this capability, the new set of initial conditions of 30, -80 and 90 degrees for ߮ǡ ߠǡ
and ߰, respectively, is selected and the same trained network is used for performing this
maneuver. The results are shown in Fig. 11 and Fig. 12, and show that the controller
brings the states close to zero and does not violate the constraint on its limits.
To further demonstrate the versatility of the proposed controller, using the same
trained network, the first attitude maneuver is performed with a shorter time-to-go, i.e.
500 sec. and the results are superimposed with previous results and shown in Fig. 13 and
Fig. 14 in red. As can be seen, the controller has applied a different control sequence on
the satellite to accomplish the final goal. The control torques are higher at first (as
compared to the 800-second results), in order to accomplish the same mission in a shorter
final time of 500 sec. This illustrates the power of the Finite-SNAC technique that the
same controller will be optimal for all of the final times less than or equal to the trained
horizon by virtue of Bellman’s principle of optimality [29].
Finally, in order to analyze the effect of external disturbances on the controller,
the gravity gradient disturbance is modeled [32] and applied on the satellite and the
results are shown using the red plots in Fig. 15 and Fig. 16, super imposed with the
results of the (disturbance-less) first attitude control simulation. Note that even-though
this method is not developed to measure and cancel the effect of the disturbance, the
optimal control formulation and the generalization property of the neural networks are
robust enough to be able to get an acceptable trajectory even in the presence of some
unknown disturbances. This can be confirmed not only by looking at the Euler angles
trajectory and their final values, but also by analyzing the applied disturbance torque in
Fig. 17. Note that some big disturbance torques, as big as the actuators’ saturation limit,
are applied on the ܺ and ܻ axes of the satellite. Comparing the applied control in the
presence of the disturbance, with the case of no disturbance, in Fig. 16, shows that the
controller has quickly switched the control toques on those two axes in order to
compensate the effect of the excessive applied torque and accomplish the maneuver in
the same fixed horizon.
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Fig. 9. Euler angles trajectories for the final time of 800 seconds.
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Fig. 10. Control histories for the final time of 800 seconds.
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Fig. 11. Euler angles trajectories for a new set of initial conditions.
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Fig. 12. Control histories for a new set of initial conditions.
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Fig. 13. Euler angles trajectories for different final times. Red and black plots denote the
final times of 500 and 800 sec., respectively.
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Fig. 14. Control histories for different final times. Red and black plots denote the final
times of 500 and 800 sec., respectively.
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Fig. 15. Euler angles trajectories. Red and black plots denote the results with and without
the presence of the disturbance, respectively.
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Fig. 16. Control histories. Red and black plots denote the results with and without the
presence of the disturbance, respectively.
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Fig. 17. Applied gravity gradient disturbance.
V. CONCLUSIONS
A finite-horizon optimal neurocontroller, that embeds solution to finite-horizon
HJB equation, has been developed in this study. The developed neurocontroller has been
shown to solve finite-horizon input-constrained optimal control problem for discrete-time
nonlinear control-affine systems. Convergence proofs have been given. The numeric
simulations for the linear example, the nonlinear example and for the nonlinear satellite
control problem indicate that the developed method is very versatile and has a good
potential for use in solving the optimal closed loop control of control-affine nonlinear
systems.
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APPENDIX
The proofs of the theorems given in the paper are presented here.
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A. Convergence of the Algorithm to the Optimal Solution: Proofs
In [9] the authors have proved that HDP for infinite-horizon regulation converges
to the optimal solution. In this paper, that proof is modified to cover the case of
constrained finite-horizon optimal control. For this purpose following four lemmas are
required of which three are cited from [9] with some modifications to handle the time
dependency of the optimal cost function.
Lemma 1 [9]: Using any arbitrary control sequence of ߤ , and߉ೖ defined as
ଵ

߉ೖାଵ ሺݔ ǡ ݇ሻ ൌ ቀݔ் ܳݔ  ܩሺߤ ሻቁ  ߉ೖశభ ሺ݂ሺݔ ሻ  ݃ሺݔ ሻߤ ǡ ݇  ͳሻ,
ଶ

(68)

if ߉ ሺݔ ǡ ݇ሻ ൌ ܬ ሺݔ ǡ ݇ሻ ൌ Ͳ then ߉ೖ ሺݔ ǡ ݇ሻ  ܬೖ ሺݔ ǡ ݇ሻ ݅where ܬೖ ሺݔ ǡ ݇ሻ is iterated
through (34) and (35).
Proof: The proof given in [9] is applicable here also.ז
Lemma 2: The parameter ܬೖ ሺݔ ǡ ݇ሻ resulting from (34) and (35), is upper bounded by an
existing bound ܻሺݔ ǡ ݇ሻ.
Proof: As explained in Subsection III.A, the learning rule (34) to (36) is implemented by
randomly selecting a time index ݇ within the bounds, at each iteration ݅ , and updating
ܬೖ ሺݔ ǡ ݇ሻ to ܬೖାଵ ሺݔ ǡ ݇ሻ. Hence, as long as the ݇ selection is random, some ݇s might be
selected more than the others, e.g., for some ݇ the respective  ܬmight be iterated several
times while for some other ݇, the respective  ܬmay not have yet been iterated and hence it
is still zero because of being initialized at zero. However, note that even at consecutive
iteration of the same time index ݇, parameters ܬ and ݑ will be updated, because the
right hand side of Eq. (35) depends on ݔାଵ which itself is a function of ݑ , hence, even
if ܬାଵ is iterated only for ݅ାଵ times and kept constant afterward, by each iteration of ܬ
using the same ܬାଵ , one ends up with new ܬ and ݑ until they converge. Let ߟ be an
arbitrary control and let ܼ  ሺݔ ǡ ݇ሻ ൌ ܬ ሺݔ ǡ ݇ሻ ൌ Ͳ, where ܼ ೖ is updated through random
selection of time step ݇ at each iteration, Ͳ  ݇  ܰ െ ͳ, and using
ଵ

ܼ ೖାଵ ሺݔ ǡ ݇ሻ ൌ ቀݔ் ܳݔ  ܩሺߟ ሻቁ  ܼ ೖశభ ሺݔାଵ ǡ ݇  ͳሻ
ଶ

ଵ

(69)

ܼሺݔே ǡ ܰሻ ൌ ݔே் ܳ ݔே

(70)

ݔାଵ ൌ ݂ሺݔ ሻ  ݃ሺݔ ሻߟ .

(71)

ଶ
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Defining ܻሺݔ ǡ ݇ሻ as
ଵ

ଵ

ଶ

ଶ

்
ሺݔା
ܻሺݔ ǡ ݇ሻ ൌ ݔே் ܳ ݔே  σேିିଵ
ܳݔା  ܩሺߟା ሻሻ,
ୀ

(72)

and subtracting (72) from (69) results in
ܼ ೖାଵ ሺݔ ǡ ݇ሻ െ ܻሺݔ ǡ ݇ሻ ൌ ܼ ೖశభ ሺݔାଵ ǡ ݇  ͳሻ െ
ଵ

ଵ

ଶ

ଶ

்
ሺݔା
ቀ ݔே் ܳ ݔே  σேିିଵ
ܳݔା  ܩሺߟା ሻሻቁ,
ୀଵ

(73)

which is the equivalent of
ܼ ೖାଵ ሺݔ ǡ ݇ሻ െ ܻሺݔ ǡ ݇ሻ ൌ ܼ ೖశభ ሺݔାଵ ǡ ݇  ͳሻ െ ܻሺݔାଵ ǡ ݇  ͳሻ,

(74)

and hence
ܼ ೖశభ ሺݔାଵ ǡ ݇  ͳሻ െ ܻሺݔାଵ ǡ ݇  ͳሻ ൌ ܼ ೖశమ ሺݔାଶ ǡ ݇  ʹሻ െ ܻሺݔାଶ ǡ ݇  ʹሻ, (75)
where ݅ାଶ denotes the iteration index of ܼሺݔାଶ ǡ ݇  ʹሻ which has been used for
calculation of ܼ ೖశభ ሺݔାଵ ǡ ݇  ͳሻ. The propagation of term ܼ ೖାଵ ሺݔ ǡ ݇ሻ െ ܻሺݔ ǡ ݇ሻ from
݇toward ܰ can be performed step by step as seen in (74) and (75). In this propagation,
one of these two cases happens: a) at some time step, e.g., ݇, the iteration index of
ܼሺݔାଵ ǡ ݇  ͳሻ used in the right hand side for calculation of ܼሺݔ ǡ ݇ሻ reaches zero, i.e., in
ܼ ೖ ൫ݔభ ǡ ݇ଵ ൯ െ ܻ൫ݔ ǡ ݇൯ ൌ ܼ ೖశభ ൫ݔାଵ ǡ ݇  ͳ൯ െ ܻ൫ݔାଵ ǡ ݇  ͳ൯

(76)

one has ݅ାଵ ൌ Ͳ, hence ܼ ೖశభ ൫ݔାଵ ǡ ݇  ͳ൯ ൌ Ͳ, and
ܼ ೖ ൫ݔభ ǡ ݇ଵ ൯ െ ܻ൫ݔ ǡ ݇൯ ൌ Ͳ െ ܻ൫ݔାଵ ǡ ݇  ͳ൯ ൏ Ͳ.

(77)

b) the previous case doesn’t happen, i.e., the propagation toward ܰ is done completely
without ending up with ܼ ೖశభ ൫ݔାଵ ǡ ݇  ͳ൯ ൌ Ͳ for some ݇ and one has
ଵ

ଵ

ଶ

ଶ

ܼ ಿ ሺݔே ǡ ܰሻ െ ܻሺݔே ǡ ܰሻ ൌ ݔே் ܳ ݔே െ ݔே் ܳ ݔே ൌ ͲǤ

(78)

From (77) and (78) one has
ܼ ೖ ሺݔ ǡ ݇ሻ  ܻሺݔ ǡ ݇ሻ݇.

(79)

From Lemma 1 with ߤ ൌ ߟ one has ܬೖ ሺݔ ǡ ݇ሻ  ܼ ೖ ሺݔ ǡ ݇ሻ, hence,
ܬೖ ሺݔ ǡ ݇ሻ  ܻሺݔ ǡ ݇ሻ,

(80)
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which proves Lemma 2.ז
Lemma 3 [9]: If the optimal control problem can be solved, then there exists a least
upper bound  כܬሺݔ ǡ ݇ሻ,  כܬሺݔ ǡ ݇ሻ  ܻሺݔ ǡ ݇ሻ, which satisfies HJB equation (9) and
Ͳ  ܬೖ ሺݔ ǡ ݇ሻ   כܬሺݔ ǡ ݇ሻ  ܻሺݔ ǡ ݇ሻ where ܻሺݔ ǡ ݇ሻ is defined in Lemma 2.
Proof: The proof is given in [9].ז
Lemma 4 [9]: The sequence of ܬೖ ሺݔ ǡ ݇ሻ defined by HDP for every time step ݇, in case
of ܬ ሺݔ ǡ ݇ሻ ൌ Ͳ, is non-decreasing as ݅ grows from 0 to infinity.
Proof: The proof is similar to [9], with some required modifications. Assume ߤ , be an
arbitrary control and let Ȧ ሺݔ ǡ ݇ሻ ൌ ܬ ሺݔ ǡ ݇ሻ ൌ Ͳ, where ߉ೖ is updated through
ଵ

߉ೖାଵ ሺݔ ǡ ݇ሻ ൌ ቀݔ் ܳݔ  ܩሺߤ ሻቁ  ߉ೖశభ ሺݔାଵ ǡ ݇  ͳሻ.
ଶ

(81)

From Lemma 1, we have
ܬೖ ሺݔ ǡ ݇ሻ  ߉ೖ ሺݔ ǡ ݇ሻ, ݇

(82)

 ାଶ

Selecting ߤ ൌ ݑೖ , and using ሺ݅ାଵ െ ͳሻth version of ߉ሺݔାଵ ǡ ݇  ͳሻ in calculation of
߉ೖ ሺݔ ǡ ݇ሻ leads to
ଵ

 ାଵ

߉ೖ ሺݔ ǡ ݇ሻ ൌ ቀݔ் ܳݔ  ܩ൫ݑೖ ൯ቁ  ߉ೖశభ ିଵ ሺݔାଵ ǡ ݇  ͳሻ.
ଶ

(83)

From ߉ ሺݔ ǡ ݇ሻ ൌ Ͳ, one has
ଵ

ܬଵ ሺݔ ǡ ݇ሻ െ ߉ ሺݔ ǡ ݇ሻ ൌ ቀݔ் ܳݔ  ܩሺݑଵ ሻቁ  ܬೖశభ ሺݔ ǡ ݇ሻ  Ͳ.

(84)

ܬଵ ሺݔ ǡ ݇ሻ  ߉ ሺݔ ǡ ݇ሻ, ݇.

(85)

ଶ

Hence,

To use method of induction, assume
ܬೖ ሺݔ ǡ ݇ሻ  ߉ೖିଵ ሺݔ ǡ ݇ሻ, ݇,

(86)

and subtract (83) from (34) to get
ܬೖାଵ ሺݔ ǡ ݇ሻ െ ߉ೖ ሺݔ ǡ ݇ሻ ൌ ܬೖశభ ሺݔ ǡ ݇ሻ െ ߉ೖశభ ିଵ ሺݔ ǡ ݇ሻ,

(87)

using assumption (86), one has
ܬೖାଵ ሺݔ ǡ ݇ሻ െ ߉ೖ ሺݔ ǡ ݇ሻ  Ͳ, ݇,

(88)
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hence,
ܬೖାଵ ሺݔ ǡ ݇ሻ  ߉ೖ ሺݔ ǡ ݇ሻ, ݇,

(89)

and by induction (89) is proved. Finally, inequalities (82) and (89) prove the lemma.ז
Proof of Theorem 1: Using the results of Lemma 4 and Lemma 2 one has
ܬೖ ሺݔ ǡ ݇ሻ ՜ ܬஶ ሺݔ ǡ ݇ሻ as ݅ ՜ λ, ݇

(90)

for some ܬஶ ሺݔ ǡ ݇ሻ, where
ଵ

ଵ

ଶ

ೖశ ՜ஶ ଶ

ܬஶ ሺݔ ǡ ݇ሻ ݔ ؠே் ܳ ݔே  σேିିଵ
ቆ 
ୀ



ೖశ
்
ቀݔା
ܳݔା  ܩ൫ݑା
൯ቁቇ.

(91)

From Lemma 3
ܬஶ ሺݔ ǡ ݇ሻ   כܬሺݔ ǡ ݇ሻ.

(92)

Since ܬஶ ሺݔ ǡ ݇ሻ satisfies the HJB equation and the finite-horizon final condition one has
ܬஶ ሺݔ ǡ ݇ሻ ൌ  כܬሺݔ ǡ ݇ሻ

(93)

which completes the proof.ז
Proof of Theorem 2: This theorem is the DHP version of Theorem 1 and the result of
Theorem 1 will be used for proving convergence of this algorithm. The idea is to use the
method of induction to show that the evolution of the sequence in this algorithm is
identical to that of the HDP one. The systems considered are the same and assume the
same initial conditions. The states vector and control are denoted with another set of
letters to provide the ability to compare them along the iterations in both of the
algorithms.
From ܬ ሺݔ ǡ ݇ሻ ൌ Ͳ ݇and ߣ ൌ Ͳ ݇it follows that
ߣ ൌ

డబ ሺ௫ೖ ǡሻ
డ௫ೖ

݇.

(94)

One iteration of the HDP algorithm results in
ݑ ൌ െߩ ൬ܴିଵ ݃ሺݔ ሻ்
ଵ




ǡାଵ൯
డబ ൫௫ೖశభ

డ௫ೖశభ

൰


ܬଵ ሺݔ ǡ ݇ሻ ൌ ሺݔ் ܳݔ  ܩሺݑ ሻሻ  ܬ ሺݔାଵ
ǡ ݇  ͳሻ
ଶ

(95)
(96)

41
and one iteration of the DHP algorithm results in
ݒ ൌ െߩሺܴିଵ ݃ሺݏ ሻ் ߣାଵ ሻ

(97)

ߣଵ ൌ ܳݏ  ܣሺݏ ǡ ݒ ሻ் ߣାଵ .

(98)

If ݔ ൌ ݏ , from (94), (95) and (97) it follows that
ݑ ൌ ݒ .

(99)

The derivative of (96) with respect to ݔ is given by
డభ ሺ௫ೖ ǡሻ
డ௫ೖ

ൌ ܳݔ  ܣሺݔ ǡ ݑ ሻ்


ǡାଵሻ
డబ ሺ௫ೖశభ

డ௫ೖశభ

.

(100)

Considering (94) and (99), and by comparing (100) with (98), it can be seen that
ߣଵ ൌ

డభ ሺ௫ೖ ǡሻ
డ௫ೖ

.

(101)

Now assume
ݔ ൌ ݏ ,


(102)



ݑೖ ൌ ݒೖ ,


ߣೖ ൌ

డೖ ሺ௫ೖ ǡሻ
డ௫ೖ

(103)

, ݇,

(104)

and perform the ݅ th iteration with both of the algorithms:
 ାଵ

ݑೖ

ൌ െߩ ൬ܴିଵ ݃ሺݔ ሻ்
ଵ


ǡାଵ൯
డೖశభ ൫௫ೖశభ

డ௫ೖశభ

൰,

 ାଵ


ܬೖାଵ ሺݔ ǡ ݇ሻ ൌ ቀݔ ் ܳݔ  ܩ൫ݑೖ ൯ቁ  ܬೖశభ ሺݔାଵ
ǡ ݇  ͳሻ,
ଶ

 ାଵ



ݒೖ

ೖశభ
ൌ െߩ൫ܴିଵ ݃ሺݏ ሻ் ߣାଵ
൯,

 ାଵ

ೖశభ
ൌ ܳݏ  ܣ൫ݏ ǡ ݒೖ ൯ ߣାଵ
.

ߣೖ

 ାଵ ் 

(105)
(106)
(107)
(108)

The derivative of (106) with respect to ݔ is
డೖ శభ ሺ௫ೖ ǡሻ
డ௫ೖ


 ାଵ ் డೖశభ ሺ௫ೖశభ ǡାଵሻ
.

డ௫ೖశభ

ൌ ܳݔ  ܣ൫ݔ ǡ ݑೖ ൯

(109)

Again by comparing (109) with (108) and considering (102), (103) and (104), it can be
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shown that
 ାଵ

ߣೖ

ൌ

డೖ శభ ሺ௫ೖ ǡሻ

(110)

డ௫ೖ



Hence, by iteratively using equations (34) to (36) for calculating ݑೖ and ܬೖ and




equations (38) to (40) for calculating ݒೖ and ߣೖ , it is proved that equations (103) and


(104) are valid for all ݅ s. Since ݑೖ and ܬೖ , based on Theorem 1, converge to the optimal




values as ݅ ՜ λ for Ͳ  ݇  ܰ െ ͳ, ݒೖ and ߣೖ will also converge to the optimal
control and costates, and the proof is complete.ז
B. Convergence of the Error of the Training Law and the Weights: Proofs
The proofs of Theorem 3 and 4 are inspired by [31], but, since the error equation
and the dimension of the error are different compared to [31], the processes of the proofs
are different and given below.
Proof of Theorem 3: Using Lemma 5.2.9 from [31], assuming ߶ത to be orthonormal,
rather than being linearly independent, does not change the convergence result of the
weight update. Assume ߶ത is a matrix formed by ݉ orthonormal basis functions߶ത as its
ஶ

rows where ͳ  ݆  ݉ among the infinite number of orthonormal basis functions ൛߶ത ൟ .
ଵ
ஶ
ஶ
The orthonormality of ൛߶ത ൟ implied that if a function ߰ሺǤ ሻ belongs to ݊ܽݏ൛߶ത ൟ then
ଵ

ଵ

ത ത
߰ ൌ σஶ
ୀଵ߰ۃǡ ߶ ߶ۄ

(111)

and for any ߳ one can select ݉ sufficiently large to have
ത ത
ฮσஶ
ୀାଵ߰ۃǡ ߶ ߶ۄ ฮ ൏ ߳

(112)

whereԡǤ ԡ denotes norm operation. From (18) one has
݁ۃǡ ߶ത  ۄൌ Ͳ݆ǡ ͳ ൏ ݆ ൏ ݉

(113)

݁ۃǡ ߶ത  ۄൌ ܹ ் ߶ۃതǡ ߶ത  ۄെ ߣۃҧ௧ ǡ ߶ത ۄ

(114)

் ത ത
ҧ௧ ത
݁ۃǡ ߶ത  ۄൌ σ
ୀଵ ܹ ߶ۃ ǡ ߶  ۄെ  ߣۃǡ ߶ ۄ

(115)

and from (17)

which is equivalent to
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where ܹ is the ݅th row of weight matrix ܹ.
On the other hand, one can expand the error ݁ using the orthonormal basis
ஶ
functions ൛߶ത ൟ
ଵ

ത ത
݁ ൌ σஶ
ୀଵ݁ۃǡ ߶ ߶ۄ .

(116)


் ത ത ത
ҧ௧ ത ത
݁ ൌ σஶ
ୀଵ൫σୀଵ ܹ ߶ۃ ǡ ߶ ߶ۄ െ  ߣۃǡ ߶ ߶ۄ ൯.

(117)

Inserting (115) into (116) results in

But, from the weight update (113), the right hand side of (115) is also equal to zero.
Applying this to (117) results in

் ത ത ത
௧ҧ ത ത
݁ ൌ σஶ
ୀାଵ൫σୀଵ ܹ ߶ۃ ǡ ߶ ߶ۄ െ  ߣۃǡ ߶ ߶ۄ ൯.

(118)

Due to the orthonormality of the basis functions, one has
߶ۃത ǡ ߶ത  ۄൌ Ͳ݆ ് ݅.

(119)

ҧ௧ ത ത
݁ ൌ െ σஶ
ୀାଵ ߣۃǡ ߶ ߶ۄ .

(120)

Hence, (118) simplifies to

Using (112) for ߰ ൌ ߣ௧ҧ , as ݉ increases, ݁ decreases to zero.
՜ஶ ԡ݁ԡ ൌ Ͳ

(121)

This completes the proof.ז
Proof of Theorem 4: The training error is defined as
݁ ߣ ؠҧ െ ߣ௧ҧ .

(122)

் ത
 ்כത
כ
݁ ൌ ൫ܹ ் െ ܹ௧௨
൯߶ െ σஶ
ୀାଵ ܹ ߶ .

(123)

Hence

Note that ߶ത is a matrix formed by the first ݉ orthonormal basis functions ߶ത as its rows,
i.e. ͳ  ݅  ݉. The inner product of both sides of (123) by ߶ത results in
்
 ்כത ത
כ
݁ۃǡ ߶ത ۄൌ ൫ܹ ் െ ܹ௧௨
൯߶ۃതǡ ߶ത ۄെ σஶ
ୀାଵ ܹ ߶ۃ ǡ ߶ ۄ.

(124)

The last term on the right hand side of the above equation vanishes due to the
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orthonormality property of the basis functions. Considering߶ۃതǡ ߶ത ۄൌ ܫ, (123) simplifies
to
்
כ
݁ۃǡ ߶ത ۄൌ ܹ ் െ ܹ௧௨
.

(125)

Examining (125) further, the weight update implies the left hand side to be zero,
כ
.ז
hence, using the weight update (18) one has ܹ ՜ ܹ௧௨
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2. FIXED-FINAL-TIME OPTIMAL CONTROL OF NONLINEAR SYSTEMS
WITH TERMINAL CONSTRAINTS
Ali Heydari and S.N. Balakrishnan
ABSTRACT
A model-based reinforcement learning algorithm is developed in this paper for
fixed-final-time optimal control of nonlinear systems with soft and hard terminal
constraints. Convergence of the algorithm, for linear in the weights neural networks, is
proved through a novel idea by showing that the training algorithm is a contraction
mapping. Once trained, the developed neurocontroller is capable of solving this class of
optimal control problems for different initial conditions, different final times, and
different terminal constraint surfaces providing some mild conditions hold. Three
examples are provided and the numerical results demonstrate the versatility and the
potential of the developed technique.
I. INTRODUCTION
Many control, guidance, and path planning problems are classified as ‘terminal
control’ problems [1]. A terminal control problem is a finite-horizon problem with soft or
hard constraint on the terminal states. One approach to solving terminal control problems
of nonlinear systems is formulating the problem in an optimal control framework. For
this class of problems, the Hamilton-Jacobi-Bellman (HJB) equation is very difficult to
solve since the solution is time-dependent. An open loop solution is dependent on the
selected initial condition (IC) and the time-to-go [2]. Available methods in the literature
can be classified as classical and intelligent control methods.
A. Classical Approaches to Terminal Control Problems
One approach in classical methods is calculating the open loop solution through a
numerical method, e.g., the shooting method and then using techniques like Model
Predictive Control (MPC) for closing the control loop as done in [3]. A limitation of this
approach is the fact that it holds only for one set of specified IC and time-to-go. Another
method, called the Approximate Sequence of Riccati Equation (ASRE) developed in [4]
provides a closed form solution to the problem but again only for a pre-specified IC and
time-to-go. This method is based on the calculation of a sequence of Riccati equations
until they converge, and then using the converged result for control calculation. Finite-
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horizon State Dependent Riccati Equation (Finite-SDRE) method, developed in [5],
offers a suboptimal closed form solution to this class of problems. Finite-SDRE provides
solutions for different ICs and final times in real-time and shows a lot of potential in the
applications, but can accommodate only soft terminal constraints.
Series-based solutions to the optimal control problem with hard terminal
constraints were investigated in [6-8]. In [6], a closed form solution was found by using a
Taylor series expansion of the cost-to-go function. Series-based methods are suitable for
systems whose dynamics are given in a polynomial form and comprise only weak
nonlinearities. The series can diverge for problems with a large nonlinearity. This
limitation motivated the authors of [7] to propose a divide-and-conquer scheme. This
scheme is based on determining some waypoints to split the main problem into several
simpler problems for which the series based method does not produce significant
midcourse errors. However, this method requires some extra numerical optimization to
find waypoints for each IC. Moreover, the number of required waypoints needs to be
selected through trial and error in order to avoid divergence. The generating functions
method proposed in [8] is a different series-based solution where the terminal constraint
is a given point. In [9] a Generalized Hamilton-Jacobi-Bellman equation [10] was used
with some modifications. Convergence of this method was proved for the unconstrained
case in [10], but not for the constrained problem.
B. Intelligent Approaches to Terminal Control Problems
The use of intelligent control for solving finite-horizon optimal control problems
was considered in [11-18]. Authors of [11] developed a neurocontroller for a problem
with state constraints using ‘adaptive critics’ (AC) scheme [19,20] with time dependent
weights. This controller is developed for an agile missile maneuver. It is however, a
scalar problem wherein the final state and the control have a direct relationship. Hence, in
a discrete formulation, the final state can be achieved from any state at the previous step.
Continuous-time problems are considered in [12] where the time-dependent weights are
calculated through a backward integration of the HJB equation. In [13] a single neural
network (NN) with a single set of weights was proposed which takes the time-to-go as an
input along with the states and generates the fixed-final-time optimal control for discretetime nonlinear systems with soft terminal constraint. An adaptive critic based solution to
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optimal tracking problems with fixed-final-time was developed in [14]. The
neurocontroller provides the capability of tracking a single reference trajectory or a
family of reference trajectories with soft terminal constraints.
The finite-horizon problem with unspecified terminal time and a fixed terminal
state was considered in [15-18]. The algorithms developed in these papers lead to an
infinite sequence of controls. Therefore, the control needs to be applied for an infinite
time horizon to optimize the cost-function and bring the states to the origin. To overcome
this problem, the authors suggested truncating the control sequence in order to end up
with the so called ߳-optimal solution, which will hence, have a finite horizon. The
truncation is done such that the remaining horizon is long enough in order for the cost-togo truncation error to be less than a given ߳  Ͳ. Moreover, the neurocontrollers
developed in [15,16] can only control one IC, and once the IC is changed, the network
needs to be re-trained to give the optimal solution for the new IC. The neurocontrollers in
[16,17] require the system to be such that the state can be brought to the origin in one
step, from any given state. Systems with invertible input gain matrices in a control-affine
discrete-time form satisfy this requirement. A newly developed controller in [18] has
removed the restrictions of fixed initial condition and being able to go to the origin in one
step.
C. Contributions of This Study
The first part of the development in this paper consists of formulating an
approximate dynamic programming (ADP) based neurocontroller for fixed-final-time
optimal control of systems with a soft terminal constraint. The closest neurocontrollers
existing in the literature for such problems are [13,14]. The main difference between the
cited references and the proposed scheme in this study is the use of the cost-function
based ADP, known as Heuristic Dynamic Programming [20]. The developments in
[13,14] are the costate based ADP, known as Dual Heuristic Programming. After
discussing the solution to the problem with soft constraints, some modifications are
performed in the network structure and the training algorithm to handle hard terminal
constraints. These modifications are the main contributions of this paper. Another
contribution of this study is proving the convergence of the network weights through a
novel idea. It is done for the selected linear in the weights NN, by showing that the
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successive approximation based weight update is a contraction mapping [21] within the
compact domain of interest.
As compared with [11], the controller developed in here can be used in a
multivariable setting while the method presented in [11] is developed for the scalar
dynamics of an agile missile. Neurocontrollers developed in [12-14] do not admit hard
terminal constraint, which is the main contribution of this study. Finally, the method here
does not have the restrictions in [18] as the need for truncating the control in order to end
up with a finite-horizon solution and also the requirement of the terminal constraint being
a ‘point’. The proposed technique can handle terminal constraints that are a point, a
curve, or a surface which can be a nonlinear function of the state space elements.
Moreover, the selected approach in this study directly results in a finite sequence of
controls, hence, no truncation is required.
The trained (linear in the weights) NN in this work offers a feedback solution
though trained offline. Furthermore, notable features of the proposed technique include:
a) Optimal control of any set of initial conditions in a compact set, as long as the resulting
state trajectory lies within the domain on which the network is trained. b) Optimal control
for any final time not greater than the final time for which the network is trained
(Bellman principle of optimality [2]). c) Providing optimal control in a closed form
versus the terminal surface/curve/point. Therefore, if, for example, the terminal point is
changed, no retraining is needed for the network to give optimal solution for the new
terminal point.
The rest of this paper is organized as follows: The problem formulation is given in
section II. Solution to the linear problem is discussed in section III. Solution for the
nonlinear problem is developed in section IV. Analysis of results from numerical
simulations is presented in section V, and the conclusions are given in section VI.
II. PROBLEM FORMULATION
Consider the nonlinear system presented in the control-affine form
ݔሶ ሺݐሻ ൌ ݂൫ݔሺݐሻ൯  ݃൫ݔሺݐሻ൯ݑሺݐሻ,

(1)

where smooth functions ݂ǣ Թ ՜ Թ and ݃ǣ Թ ՜ Թൈ represent the dynamics of the
system. The system is assumed not to have a finite escape time. Vectors ݔሺݐሻ  אԹ and
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ݑሺݐሻ  אԹ represent the state and control vectors, respectively. Integers ݉ and ݊ denote,
respectively, the dimension of the state and control vectors. Initial conditions are given
by ݔሺݐ ሻ ൌ ݔ for some ݔ  אԹ . Assume cost function
ଵ

௧

 ܬൌ ߶ ቀݔ൫ݐ ൯ቁ  ௧  ቀܳ൫ݔሺݐሻ൯  ݑሺݐሻ் ܴݑሺݐሻቁ ݀ݐ,
ଶ
బ

(2)

where convex positive semi-definite functions ܳǣ Թ ՜ Թ and ߶ǣ Թ ՜ Թ penalize the
states error during the horizon and at the final time, respectively. The positive definite
matrix ܴ penalizes the control effort. Since function ߶ሺݔሺݐ ሻሻ puts a penalty on the
terminal state error, it is considered as a soft terminal constraint. Let the hard terminal
constraint be given by߰൫ݔሺݐ ሻ൯ ൌ ߰ for some smooth function ߰ǣ Թ ՜ Թ and
߰  אԹ , where ݈  ݊. The problem is determining some control ݑሺݐሻ,  א ݐሾݐ ǡ ݐ ሻ such
that not only cost function (2) subject to state equation (1) is optimized, but also the hard
terminal constraint is satisfied. The initial time and the fixed final time are denoted with
ݐ and ݐ , respectively.
III. SOLUTION TO LINEAR PROBLEMS
The controller developed in this study is motivated by the solution to the
corresponding discrete-time problem with linear dynamics and a linear terminal
constraint. Hence, it is instructive to study the solution process for the linear problem
first. Assume the linear discrete-time dynamics
ݔାଵ ൌ ݔܣ  ݑܤ ,
with a quadratic cost function
ଵ

ଵ

ଶ

ଶ

்ത
்ത
 ܬൌ ݔே் ܵݔே  σேିଵ
ୀ ሺݔ ܳ ݔ  ݑ ܴ ݑ ሻ,

(3)

and the linear hard terminal constraint ݔܥே ൌ ߰ for a given matrix  א ܥԹൈ . Subscripts
denote the discrete time indices ݇ ൌ Ͳǡͳǡ Ǥ Ǥ ǡ ܰ, where ܰ denotes the final time-step.
Constant matrices ܵ and ܳത are assumed to be positive semi-definite and matrix ܴത is
assumed to be positive definite.
To ensure the satisfaction of the hard terminal constraint, one may augment cost
function (3) by the term  ் ݒሺݔܥே െ ߰ ሻ where  א ݒԹ is a constant valued Lagrange
multiplier [22]. The optimal cost-to-go at each instant may be denoted with ܬ כሺݔ ሻ to
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emphasize its dependency on the current state, ݔ , and on the time-to-go, ܰ െ ݇. The
solution to the problem is given by the discrete-time HJB equation (Bellman equation)
[2]
ଵ

ܬே כሺݔே ሻ ൌ ݔே் ܵݔே ,

(4)

כ
ܬ כሺݔ ሻ ൌ ൫ݔ் ܳതݔ  ݑܴ ் כതݑ כ൯  ܬାଵ
ሺݔାଵ ሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

(5)

ଶ

ଵ
ଶ

כ

ሺ௫
ሻ
డ
ݑ כൌ െܴതିଵ  ்ܤೖశభ ೖశభ , ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

(6)

డ௫ೖశభ

כ
where the optimal control at time ݇ is denoted with ݑ כ, and the gradient ߲ܬାଵ
ሺݔାଵ ሻȀ

߲ݔାଵ is formed as a column vector. Adapting the assumed form for the optimal cost-togo of the respective continuous-time problem in [6] to the discrete-time problem at hand,
the form
ଵ

ଵ

ଶ

ଶ

ܬ כሺݔ ሻ ൌ ݔ் ܲ ݔ  ܹ ் ݒ் ݔ  ܶ ் ݒ  ݒെ ߰ ் ݒ

(7)

is selected for ܬ כሺݔ ሻ and it is shown that it satisfies HJB equation (5) subject to final
condition (4), where matrices ܲ  אԹൈ , ܹ  אԹൈ , and ܶ  אԹൈ are time-step
dependent unknowns and vector  ݒdepends on the selected IC. It should be noted that the
satisfaction of HJB equation (5) subject to final condition (4) provides the necessary and
sufficient condition for optimality [2]. Therefore, any function ܬǣ Թ ՜ Թ which satisfies
HJB equation (5) along with final condition (4), will be the optimal cost-to-go function
for the problem. In other words, even though the selected form given in (7) is just an
assumption, the satisfaction of the sufficient condition leads to the optimality of the
result. Moreover, the representation given in (7) is compatible with the assumed
representation for the costate vector in [22].
Evaluating ܬ כgiven in Eq. (7) at ݇  ͳ, leads to
ଵ

ଵ

ଶ

ଶ

כ
்
்
ܬାଵ
ൌ ݔାଵ
ܲାଵ ݔାଵ  ܹ ் ݒାଵ
ݔାଵ  ܶ ் ݒାଵ  ݒെ ߰ ் ݒ .

(8)

ݑ כൌ െܴതିଵ  ்ܤሺܲାଵ ሺݔܣ  ݑܤ כሻ  ܹାଵ ݒሻ.

(9)

Replacing ݔାଵ in (8) with ݔܣ  ݑܤ כ, and utilizing the result in equation (6), one has

Eq. (9), after some algebraic manipulations, leads to
ݑ כൌ െܻ ିଵ  ்ܤሺܲାଵ ݔܣ  ܹାଵ ݒሻ.

(10)
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where ܻ ܴ ؠത  ܲ ்ܤାଵ ܤ. Therefore,
ݔାଵ ൌ ሺ ܣെ ି ܻܤଵ ܲ ்ܤାଵ ܣሻݔ െ ି ܻܤଵ ܹ ்ܤାଵ ݒ.

(11)

כ
Substituting ܬ כ, ܬାଵ
, and ݑ כ, in Eq. (5) using Eqs. (7), (8) (in which ݔାଵ is substituted

using (11)), and (10), respectively, leads to
ͳ ்
ͳ
ݔ ܲ ݔ  ܹ ் ݒ் ݔ  ܶ ் ݒ  ݒെ ߰ ் ݒ
ʹ
ʹ
ͳ ்
ͳ
ൌ ݔ ܳതݔ  ݔ் ܲ ்ܣାଵ ି ܻܤଵ ܴതܻ ିଵ ܲ ்ܤାଵ ݔܣ
ʹ
ʹ
ͳ
்
்
 ܹ ் ݒାଵ
ି ܻܤଵ ܴത ܻ ିଵ ܹ ்ܤାଵ  ݒ ܹ ் ݒାଵ
ି ܻܤଵ ܴܻ ିଵ ܲ ்ܤାଵ ݔܣ
ʹ
ͳ
 ݔ் ሺ ܣെ ି ܻܤଵ ܲ ்ܤାଵ ܣሻ் ܲାଵ ሺ ܣെ ି ܻܤଵ ܲ ்ܤାଵ ܣሻݔ
ʹ
ͳ
்
 ܹ ் ݒାଵ
ି ܻܤଵ ܲ ்ܤାଵ ି ܻܤଵ ܹ ்ܤାଵ ݒ
ʹ
்
் ሺܣ
െܹ ் ݒାଵ
ି ܻܤଵ ܲ ்ܤାଵ ሺ ܣെ ି ܻܤଵ ܲ ்ܤାଵ ܣሻݔ  ܹ ் ݒାଵ
െ ି ܻܤଵ ܲ ்ܤାଵ ܣሻݔ
ଵ
்
െܹ ் ݒାଵ
ି ܻܤଵ ܹ ்ܤାଵ  ݒ ܶ ் ݒାଵ  ݒെ ߰ ் ݒ .
(12)
ଶ

Eq. (12) provides a relation between the time-varying unknown matrices ܲ , ܹ , and ܶ .
Note that this relation has to hold for every  א ݔԹ and every  א ݒԹ , therefore, terms
can be separated based on their dependency on  ݔand on ݒ. In other words, there are three
set of terms; 1) terms which depend only on ݔ, 2) terms which depend on both  ݔand ݒ,
and 3) terms which only depend on ݒ. Separating the three sets of terms leads to three
equations. In order for the equations to hold for every  ݔand every ݒ, one can remove the
 ݔand  ݒvariables and force the unknown matrices to satisfy the equations. This process
leads to the three difference equations given below
ܲ ൌ ܲ ்ܣାଵ  ܣ ܳത െ ܲ ்ܣାଵ ܤሺܴത  ܲ ்ܤାଵ ܤሻିଵ ܲ ்ܤାଵ ܣ, ݇ ൌ Ͳǡͳǡ Ǥ Ǥ ǡ ܰ െ ͳ, (13)
ܹ ൌ ሺ ܣെ ܤሺܴത  ܲ ்ܤାଵ ܤሻିଵ ܲ ்ܤାଵ ܣሻ் ܹାଵ , ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

(14)

்
ܶ ൌ ܶାଵ െ ܹାଵ
ܤሺܴത  ܲ ்ܤାଵ ܤሻିଵ ܹ ்ܤାଵ , ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

(15)

The final conditions for the difference equations can be found using (7) and ݔܥே ൌ ߰ in
Eq. (4). This process leads to ܲே ൌ ܵ, ܹே ൌ  ் ܥ, and ܶே ൌ Ͳ.
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Denoting the ݈-dimensional null vector with Ͳ , a necessary condition for
optimality of ܬ כwith respect to the Lagrange multiplier ݒ, to enforce the hard terminal
constraint, is
߲ܬ כሺݔ ሻȀ߲ ݒൌ Ͳ , ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ.

(16)

Using (7) in (16) provides
߲ܬ כሺݔ ሻȀ߲ ݒൌ ்ܹ ݔ  ܶ  ݒെ ߰ ൌ Ͳǡ
therefore,
 ݒൌ ܶିଵ ሺ߰ െ ்ܹ ݔ ሻ, ݇ ൌ Ͳǡͳǡ Ǥ Ǥ ǡ ܰ െ ͳ,

(17)

which gives the value of ݒ, providing ܶ is invertible for ݇ ് ܰ. If ܶ is not invertible the
problem is called abnormal [1]. Note that ܶே is singular, therefore,  ݒcannot be calculated
at the final time. But since  ݒis a constant vector, one may calculate it at another time
step, e.g., at ݇ ൌ Ͳ. Finally, as expected, the ‘difference’ equations (13) to (15)
correspond to similar ‘differential’ equations derived in [6]. Considering these results for
the linear problem, in the next section the solution to the nonlinear problem is sought.
IV. APPROXIMATE DYNAMIC PROGRAMMING APPROACH TO
NONLINEAR PROBLEMS
A RL scheme is proposed in an ADP framework [23] in this study as a solution
technique to the terminal control problem. First we motivate the utilization of this
approach for fixed-final-time optimal control with soft terminal constraint and then
proceed to using it for the problems with hard terminal constraints.
A. Adaptive Critics for Optimal Control with Soft Terminal Constraint
In a finite-horizon dual network implementation of the ADP called adaptive
critics (AC) for approximating the optimal control and the optimal cost-to-go, two NNs
named actor and critic need to be trained. The NNs capture the mapping between a given
state and the time-to-go (final time minus the current time,) as inputs, to the optimal
control and optimal cost-to-go, respectively, as outputs. The first step is to discretize
system (1) by selecting a small sampling time ȟݐ. The discretization using Euler
integrations leads to
ݔାଵ ൌ ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ ,݇ ൌ Ͳǡ ͳǡ ʹǡ ǥ ǡ ܰ,

(18)
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where ܰ ൌ ሺݐ െ ݐ ሻȀȟݐ, ݔ ݔ ؠሺ݇ȟ ݐ ݐ ሻ, ݂ ሺҧ ݔሻ  ݔ ؠ ȟ݂ݐሺݔሻ and ݃ҧ ሺݔሻ  ؠȟ݃ݐሺݔሻ.
The discretized cost function may be given by
ଵ

்ത
ത
 ܬൌ ߶ሺݔே ሻ  σேିଵ
ୀ ሺܳ ሺݔ ሻ  ݑ ܴ ݑ ሻ,

(19)

ଶ

where ܳതሺݔሻ  ؠȟܳݐሺݔሻ, and ܴത  ؠȟܴݐ. The terminal error penalizing function ߶ሺǤ ሻ, i.e.,
the soft terminal constraint, remains intact in the discretization.
By selecting ‘linear in the weights’ networks, the expressions for the actor
(control) and the critic (cost), can be written as
ݑ ሺݔ ሻ ൌ ்ܸ ߪሺݔ ሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

(20)

ܬ ሺݔ ሻ ൌ ்ܹ ߩሺݔ ሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ.

(21)

where ܬ ሺݔ ሻ denotes the approximate optimal cost-to-go at current state ݔ and time-togo ܰ െ ݇, and ݑ ሺݔ ሻ represents the approximate optimal control at current state ݔ and
time-to-go ܰ െ ݇. Matrices ܸ  אԹൈ and ܹ  אԹ are the unknown weights of the
actor and the critic networks at time step ݇, respectively. The selected basis functions are
given by ߪǣ Թ ՜ Թ and ߩǣ Թ ՜ Թ for  and  ݍbeing positive integers denoting the
number of neurons in the respective network. Note that the weight matrices are timedependent, in order to accommodate the time-dependency of the approximated ܬ ሺݔ ሻ
and ݑ ሺݔ ሻ. For simplicity in the notation, argument ݔ is omitted from ܬ ሺݔ ሻ and
ݑ ሺݔ ሻ in some places.
The discrete-time HJB equation for the nonlinear system and non-quadratic cost
function terms is given by
ଵ
כ
כ
ܬே כሺݔே ሻ ൌ ߶ሺݔே ሻ, ܬ כሺݔ ሻ ൌ ሺܳതሺݔ ሻ  ݑ כሺݔ ሻ் ܴതݑ כሺݔ ሻሻ  ܬାଵ
ሺݔାଵ
ሻ,
ଶ

݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ, (22)
ݑ כሺݔ ሻ ൌ െܴതିଵ ݃ҧ ሺݔ ሻ்

כ
డೖశభ

ቚ

డ௫ೖశభ ௫ כ
ೖశభ

, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ.

(23)

כ
כ
where ݔାଵ
 ݂ ؠሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ כሺݔ ሻ and gradient ߲ܬାଵ
Ȁ߲ݔାଵ is formed as a column

vector. The reinforcement learning scheme can be derived from the HJB equation for
learning these unknowns for the fixed-final-time problem once (23) is replaced with
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ݑାଵ ሺݔ ሻ ൌ െܴത ିଵ ݃ҧ ሺݔ ሻ்

כ
డೖశభ

ቚ

డ௫ೖశభ ௫ 
ೖశభ

, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

(24)


where ݔାଵ
 ݂ ؠሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ ሺݔ ሻ and superscript ݅ denotes the index of iteration. The

iteration starts with an initial guess on ݑ ሺݔ ሻ and ݑାଵ ሺݔ ሻ is calculated based on
ݑ ሺݔ ሻ using (24) for each selected ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ. The converged value of ݑ ሺݔ ሻ is
denoted with ݑ כሺݔ ሻ and is used in (22) for calculating ܬ כሺݔ ሻ. Note that in a dual
network AC scheme for finite horizon optimal control, ‘learning’ takes place in the
iteration based controller synthesis, as seen in (24). Once state-control relationship is
learned, optimal cost-to-go is obtained as a ‘mapping’ process as in (22).

 
Considering (21), one has ߲ܬାଵ
Ȁ߲ݔାଵ ൌ ߘߩሺݔାଵ ሻ் ܹାଵ
where the ߘ operator
்

denotes the gradient of a function with respect to ݔ. Note that ൫ߘߩሺݔାଵ ሻ൯ is denoted
with ߘߩሺݔାଵ ሻ் , which is an ݊ ൈ  ݍmatrix. Using (20) and (21) in (22) and (24) leads to
the weight update equations for the actor and the critic.
ܹே் ߩሺݔே ሻ ൌ ߶ሺݔே ሻ,

(25)
்

்
்

ܸାଵ ߪሺݔ ሻ ൌ െܴതିଵ ݃ҧ ሺݔ ሻ் ߘߩ ൬݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻܸ ߪሺݔ ሻ൰ ܹାଵ
,

݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ, (26)
ଵ
ଵ
்
்ܹ ߩሺݔ ሻ ൌ ܳതሺݔ ሻ  ߪሺݔ ሻ் ܸ ܴത்ܸ ߪሺݔ ሻ  ܹାଵ
ߩ ቀ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻ்ܸ ߪሺݔ ሻቁ,
ଶ

ଶ

݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳǤ (27)
The training should be done in a backward fashion from ݇ ൌ ܰ to ݇ ൌ Ͳ. At each time
step ݇, starting with an initial guess on ܸ , one iterates using (26) until the iteration
converges to some ܸ . It will then be used in (27) along with ܹାଵ , which is already
learned in the previous stage, to calculate ܹ in one shot. This process is detailed in the
algorithm given below.

Algorithm 1
Step 1: Train ܹே such that ܹே் ߩሺݔே ሻ ؆ ߶ሺݔே ሻ for different randomly selected
ݔே  אȳ, where compact set ȳ denotes the domain of interest.
Step 2: Set ݇ ൌ ܰ െ ͳ.
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Step 3: Set ݅ ൌ Ͳ, and select a guess on ܸ .
Step 4: Train ܸାଵ such that
்

்

்

 
ܸାଵ ߪሺݔ ሻ ؆ െܴതିଵ ݃ҧ ሺݔ ሻ் ߘߩ ൬݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻܸ ߪሺݔ ሻ൰ ܹାଵ

for different randomly selected ݔ  אȳ.
Step 5: Set ݅ ൌ ݅  ͳ. Repeat Step 4 until ԡܸାଵ െ ܸ ԡ converges to a small value for
different ݔ s.
Step 6: Set ܸ ൌ ܸ .
Step 7: Train ܹ such that
ଵ
ଵ
்
்ܹ ߩሺݔ ሻ ؆ ܳതሺݔ ሻ  ߪሺݔ ሻ் ܸ ܴത்ܸ ߪሺݔ ሻ  ܹାଵ
ߩ ቀ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻ்ܸ ߪሺݔ ሻቁ,
ଶ

ଶ

for different ݔ  אȳ.
Step 8: Set ݇ ൌ ݇ െ ͳ. Go back to Step 3 until ݇ ൌ Ͳ.
Remark 1: In Algorithm 1, the number of iterations is time-step dependent, i.e., each
time-step ݇ may be iterated for different number of iterations until the corresponding
weights converge. Once the weights converge, the iteration index ݅ resets to zero and the
iteration starts for another time-step.
Remark 2: In Steps 1, 4, and 7 of Algorithm 1, the method of least squares, detailed in
Appendix A, can be used in order to find the unknown weight versus the given
parameters.
Remark 3: The solution developed here is for fixed-final-time problems. Another set of
terminal control problems are free-final-time problems. However, free-final-time
problems can be transformed to a fixed-final-time problem by changing the independent
variable, providing the new independent variable changes monotonically with time and
has a fixed final value. Once transformed to a fixed-final-time problem, the method
developed here can be used for solving the problem. Interested readers are referred to
[24] for an automatic landing problem of an aerial vehicle in which the touch-down time
is free, but, the downrange (the travelled distance along the runway) is fixed and
monotonically changes with time. It is shown that the change of independent variable
from time to the downrange leads to a fixed-final-time problem.
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B. Adaptive Critics for Optimal Control with Hard Terminal Constraint
In this section, the network structure and the training algorithm are modified to
learn the optimal solution subject to the hard terminal constraint, i.e., condition ߰ሺݔே ሻ ൌ
߰ is enforced. This is the main contribution of this work, compared with the available
methods in the literature, including [12-14]. Motivated by the linear solution, where the
time-step dependent matrices used in (7) are calculated first and used in the subsequent
calculation of ݒ, the actor and critic networks are trained to approximate the optimal
control and cost-to-go, respectively, based on a given vector ݒ. In other words, the
networks approximate ݑ כሺݔ ǡ ݒሻ and ܬ כሺݔ ǡ ݒሻ. Once these relationships are learned, the
necessary condition given in (16) is enforced to find the optimal value for ݒ. Afterwards,
the optimal  ݒwill be fed to the networks to generate the optimal solution. For this
purpose, the following modified network structures are proposed:
ݑ ሺݔ ǡ ݒሻ ൌ ்ܸ ߪሺݔ ሻ  ܸത் ߠሺݔ ǡ ݒሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

(28)

ഥ் ߟሺݔ ǡ ݒሻ െ ߰ ் ݒ , ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ,
ܬ ሺݔ ǡ ݒሻ ൌ ்ܹ ߩሺݔ ሻ  ܹ

(29)

where ܸ  אԹൈ and ܹ  אԹ are prior network weights, and the new weights ܸത א
ഥ  אԹ௦ are the weights of the augmented terms to the actor and the critic
Թൈ and ܹ
networks at time step ݇, respectively. The new basis functions are given by ߠǣ Թ ൈ Թ ՜
Թ and ߟǣ Թ ൈ Թ ՜ Թ௦ for  ݎand  ݏbeing positive integers denoting the number of
neurons in the respective augmented networks.
The selected form for approximate optimal cost-to-go (29) is motivated by the
assumed representation for the cost-to-go in the linear problem, i.e., equation (7). The
first term in the right hand side of (29) is motivated by the existence of ሺͳȀʹሻݔ் ܲ ݔ in
(7). The second term in the right hand side of (29) is motivated by the terms ܹ ் ݒ் ݔ 
ሺͳȀʹሻܶ ் ݒ  ݒin (7). Considering this analogy, the basis functions ߟሺǤ ǡ Ǥ ሻ may be selected
such that
ߟሺݔǡ Ͳሻ ൌ Ͳǡ  א ݔԹ and ߟሺͲǡ ݒሻ ് Ͳǡ  א ݒԹ .

(30)

One natural selection for the basis functions is to form them as polynomials made up of
different combinations of the elements of the network inputs. This design is selected in
some of the simulation studies in this paper. In such a design, the conditions given by
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(30) mean that a) all the basis functions need to have an element of  ݒin them, and b)
there has to be some basis functions which does not contain any elements of ݔ. Given
characteristics (30), ߠሺǤ ǡ Ǥ ሻ should be selected such that
ߠሺݔǡ Ͳሻ ൌ Ͳǡ  א ݔԹ ,

(31)

because it is supposed to be used in learning a term which is proportional to the gradient
of ߟሺǤ ǡ Ǥ ሻ with respect to ݔ.
Using (28) and (29) in the learning equations given by (22) and (24) leads to the
new weight update equations for the actor and critic as
ഥே் ߟሺݔே ǡ ݒሻ െ ߰ ் ݒ ൌ ߶ሺݔே ሻ,
ܹே் ߩሺݔே ሻ  ܹ

(32)

்
்
்
்
 
 


ഥାଵ
ܸାଵ ߪሺݔ ሻ  ܸതାଵ ߠሺݔǡ ݒሻ ൌ െܴതିଵ ݃ҧ ሺݔ ሻ் ቀߘߩ൫ݔାଵ
൯ ܹାଵ
 ߘߟ൫ݔାଵ
ǡ ݒ൯ ܹ
ቁ, (33)

்
்
ഥ் ߟሺݔ ǡ ݒሻ ൌ ଵ ܳതሺݔ ሻ  ଵ ݑ் ܴത ݑ  ܹାଵ
ഥାଵ
்ܹ ߩሺݔ ሻ  ܹ
ߩሺݔାଵ ሻ  ܹ
ߟሺݔାଵ ǡ ݒሻ,(34)
ଶ

ଶ


in which parameters ݔାଵ
, ݔାଵ and ݑ , based on the weights, are given below
்
்

ݔାଵ
ൌ ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻ ൬ܸ ߪሺݔ ሻ  ܸത ߠሺݔ ǡ ݒሻ൰,

ݑ ൌ ்ܸ ߪሺݔ ሻ  ܸത் ߠሺݔ ǡ ݒሻ,
ݔାଵ ൌ ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻቀ்ܸ ߪሺݔ ሻ  ܸത் ߠሺݔ ǡ ݒሻቁ.

Note that the difference between ݔାଵ and ݔାଵ
is that in the calculation of the former the

converged values of ܸ and ܸത are used, whereas the latter is based on the current
version, actually, ݅th version of ܸ and ܸത .
In order to derive the independent weight update rules, starting with (32),
separating terms with and without the dependence on  ݒleads to two equations. They are
equation (25) and
ഥே் ߟሺݔே ǡ ݒሻ ൌ ߰ ் ݒሺݔே ሻ.
ܹ

(35)

This can be confirmed by evaluating (32) at  ݒൌ Ͳ, considering (30), also noting that
equation (32) needs to be valid for all ݔǡ  א ݒԹ , hence, it needs to be valid for  ݒൌ Ͳ, as
well, which leads to (25). Due to constraint ߰ሺݔே ሻ ൌ ߰ , equation (35) follows from the
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remaining terms in (32), i.e., the ݒ-dependent terms. Equations (25) and (35) provide us
ഥே .
with the weights ܹே and ܹ
Following the same scheme mentioned above for finding a separate weight update
ഥே , separate weight updates can be found for ܸ , ܸത , ܹ , and ܹ
ഥ ,
laws for ܹே and ܹ
݇ ൌ Ͳǡͳǡ Ǥ Ǥ ǡ ܰ െ ͳ, also. This is done through separating terms with and without
dependence on ݒ. This separation was done for the linear case too, where separating
terms in the form of  ் ݔሺǥ ሻ ݔfrom those of form  ் ݒሺǥ ሻ ݔled to (13) and (14). In here, an
easy way to separate the ݒ-independent terms from both sides of equations (33) and (34)
is setting  ݒൌ Ͳ because of (30) and (31). Note that, these equations need to hold for
every ݔǡ  א ݒԹ , hence, they need to be valid for  ݒൌ Ͳ,  א ݔԹ , as well. Doing so
simplifies (33) and (34) to (26) and (27), respectively. As for the weights of the ݒdependent basis functions, one may train the ݒ-independent weights, i.e., ܸ and ܹ , and
then bring all the ݒ-independent terms to the right hand sides of equations (33) and (34).
ഥ
This approach leads to the following equations to be used for learning ܸത and ܹ
்
்
்

 



ഥାଵ
ܸതାଵ ߠሺݔ ǡ ݒሻ ൌ െܴതିଵ ݃ҧ ሺݔ ሻ் ቀߘߩ൫ݔାଵ
൯ ܹାଵ
 ߘߟ൫ݔାଵ
ǡ ݒ൯ ܹ
ቁ െ ்ܸ ߪሺݔ ሻ,

(36)

்
்
ഥ் ߟሺݔ ǡ ݒሻ ൌ ଵ ܳതሺݔ ሻ  ଵ ݑ் ܴതݑ  ܹାଵ
ഥାଵ
ܹ
ߩሺݔାଵ ሻ  ܹ
ߟሺݔାଵ ǡ ݒሻ െ ்ܹ ߩሺݔ ሻ. (37)
ଶ

ଶ


Note that ݔାଵ
will now be different compared to (33), in the sense that it will be based
on the converged ܸ instead of ܸ , i.e.,
்

ݔାଵ
ൌ ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻ ൬்ܸ ߪሺݔ ሻ  ܸത ߠሺݔ ǡ ݒሻ൰.

ഥ .
In summary, one learns ܸ and ܹ first, and then, uses them in the learning of ܸത and ܹ
ഥ , ݇.
Algorithm 2 gives the training/learning process for finding ܸ , ܹ ,ܸത , and ܹ
Algorithm 2
Step 1: Using Algorithm 1, find optimal weights ܹ , ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ and ܸ , ݇ ൌ
Ͳǡͳǡ ǥ ǡ ܰ െ ͳ.
ഥ.
ഥே such that ܹ
ഥே் ߟሺݔே ǡ ݒሻ ؆ ߰ ் ݒሺݔே ሻ for different ݔே  אȳ and  א ݒȳ
Step 2: Train ܹ
Set ȳ denotes the compact set representing the domain of interest and
ഥ  אԹ is a compact set assumed the optimal  ݒto belong to.
ȳ
Step 3: Set ݇ ൌ ܰ െ ͳ.
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Step 4: Set ݅ ൌ Ͳ, and select a guess on ܸത .
Step 5: Train ܸതାଵ such that
்
்
்


 
 
ഥାଵ
ܸതାଵ ߠሺݔ ǡ ݒሻ ؆ െܴതିଵ ݃ҧ ሺݔ ሻ் ቀߘߩ൫ݔାଵ
൯ ܹାଵ
 ߘߟ൫ݔାଵ
ǡ ݒ൯ ܹ
ቁ െ ்ܸ ߪሺݔ ሻ,

ഥ , where ݑ ൌ ்ܸ ߪሺݔ ሻ 
for different randomly selected ݔ  אȳ and  א ݒȳ
்

ܸത ߠሺݔ ǡ ݒሻ and ݔାଵ
ൌ ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ .

Step 6: Set ݅ ൌ ݅  ͳ. Repeat Step 5 until ԡܸതାଵ െ ܸത ԡ converges to a small value for
different ݔ s and ݒs.
Step 7: Set ܸത ൌ ܸത .
ഥ such that
Step 8: Train ܹ
்
்
ഥ் ߟሺݔ ǡ ݒሻ ؆ ଵ ܳതሺݔ ሻ  ଵ ݑ் ܴതݑ  ܹାଵ
ഥାଵ
ܹ
ߩሺݔାଵ ሻ  ܹ
ߟሺݔାଵ ǡ ݒሻ െ ்ܹ ߩሺݔ ሻ,
ଶ

ଶ

ഥ , where ݑ ൌ ்ܸ ߪሺݔ ሻ  ܸത் ߠሺݔ ǡ ݒሻ and
for different ݔ  אȳ and  א ݒȳ

ݔାଵ
ൌ ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ .

Step 9: Set ݇ ൌ ݇ െ ͳ. Go back to Step 4 until ݇ ൌ Ͳ.
Remark 4: As detailed in Algorithm 2, one needs to select a domain to which vector  ݒis
ഥ . To have an estimate, one can solve for the linearized solution
supposed to belong, i.e., ȳ
first or select a large domain and proceed.
Remark 5: In Steps 2, 5, and 8 of Algorithm 2, the method of least squares, detailed in
Appendix A, can be used in order to find the unknown weight versus the given
parameters.
Weight updates (26) and (36) utilized in Algorithm 2 are converging successive
approximations. In order to prove the convergence, the following theorem whose proof is
given in Appendix B, is presented.
Theorem 1: Let the basis functions used in the actor and critic networks be smooth in
ഥ . There exists some sampling time ȟ ݐto be used in the discretization of
domains ȳ and ȳ
the smooth continuous dynamics given in (1) which using any sampling time smaller than
that, the iterations on ܸ and ܸത in Algorithm 2 converge for any finite initial guess on
ܸ  אԹൈ and ܸത  אԹൈ , ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ.
In Theorem 1 the role of the sampling time in discretization of a continuous-time
system is emphasized. It is worthwhile to discuss this issue in more details. Let’s consider
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the case of soft terminal constraint, for simplicity. Substituting (20) and (21) in optimal
control equation (23), leads to
்


்ܸ ߪሺݔ ሻ ൌ െܴത ିଵ ݃ҧ ሺݔ ሻ் ߘߩ ቀ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻ்ܸ ߪሺݔ ሻቁ ܹାଵ
.

(38)

Optimal weights ܸ at each time instant ݇ can be calculated from solving
nonlinear equation (38), without using the iteration given in (26). Eq. (38) is actually ݉
equations for  ൈ ݉ unknown elements of ܸ . Following the remedy of evaluating Eq.
(38) for  many random ݔ s, similar to what is explained in the least squares process in
Appendix A, one can end up with enough number of equations to find the  ൈ ݉
unknowns. However, there is no analytical solution to set of nonlinear equations (38) in
general. Therefore, one needs to resort to numerical methods for solving the set of
equations. Theorem 1 proves that for any given smooth dynamics and smooth basis
functions, if the sampling time is small enough, the iterations given in (26) converge to
the solution to the nonlinear equation (38). This convergence is proved for any initial
guess on ܸ and any selected weight matrix ܴ. However, if the sampling time is fixed,
certain conditions need to hold on ܴ and ݃ሺݔሻ in order for the iterations to converge.
These conditions can be easily derived from the proof of Theorem 1.
In solution to linear problems, discussed in Section III, a similar issue is observed.
To see this fact, one may consider optimal control equation (23) which leads to Eq. (9).
This equation is the equation corresponding to (38). Similar to (38), the unknown, ݑ כin
here, exists in both sides of the equation. However, equation (9) is linear and the
analytical solution can be calculated, which is given by (10). If solution (10) was not
available, one could use the following iterations, starting with any initial guess ݑ , to find
ݑ כ.
ݑାଵ ൌ െܴതିଵ  ்ܤ൫ܲାଵ ൫ݔܣ  ݑܤ ൯  ܹାଵ ݒ൯ .

(39)

Following the idea presented in proof of Theorem 1, it is straightforward to show that
(39) is a contraction mapping, and hence ݑ converges to the solution of (9), providing
the sampling time is small enough. Therefore, as long as one can solve the set of
equations (9) in the linear problem, or the set of equations (38) in the NN-based solution
to the nonlinear problem, no iterations and hence, no condition on the sampling time is
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required. In practical implementation however, since the training is being done offline,
one can always adjust the sampling time such that the convergence is achieved.
Considering Theorem 1, and the fact that the weight update rule was derived from
the HJB equation (22) and (23) the converged weights satisfy
ഥே் ߟሺݔே ǡ ݒሻ െ ߰ ் ݒ ൌ ߶ሺݔே ሻ  ߳ே ,
ܹே் ߩሺݔே ሻ  ܹ
ഥ் ߟሺݔ ǡ ݒሻ െ ߰ ் ݒ ൌ ଵ ܳതሺݔ ሻ  ଵ ݑ் ܴതݑ   ܬାଵ ሺݔାଵ ሻ  ߳ ,
்ܹ ߩሺݔ ሻ  ܹ
ଶ

ଶ



డ
்ܸ ߪሺݔ ሻ  ܸത் ߠሺݔ ǡ ݒሻ ൌ െܴത ିଵ ݃ҧ ሺݔ ሻ் ೖశభ  ߳ҧ ,
డ௫ೖశభ

where ߳ , ݇ ൌ ͳǡʹǡ Ǥ Ǥ ǡ ܰ, and ߳ҧ , ݇ ൌ ͳǡʹǡ ǥ ǡ ܰ െ ͳ, are the critic and actor network
reconstruction errors, respectively. Using the Galerkin method of approximation [10]
which simplifies to least squares for this problem [13,12] it has been shown that the
reconstruction errors can be made arbitrarily small once the number of basis functions
becomes large [10]. In the ideal case when ǡ ݍǡ ݎǡ  ݏ՜ λ which results in ߳ ൌ ߳ҧ ൌ
Ͳ,݇, the generated ܬ and ݑ through the NNs in (28) and (29) satisfy the HJB equation
(22) and (23) along with its final condition. Selecting  ݒsuch that the necessary condition
(16) is satisfied, the generated control ݑ will, hence, be the optimal control at time ݇ and
ܬ will be the optimal cost-to-go. In implementation, however, the number of basis
functions is finite and the resulting solution is an approximation of the optimal solution.
B.1. Calculating optimal Lagrange multiplier
Once the network weights are trained, one needs to calculate the optimal  ݒand
feed it to the networks in order for the networks to output optimal results. The optimal ݒ
is such that the necessary optimality condition given in (16) is satisfied. Taking the
gradient of ܬ , given by (29), with respect to  ݒand using it in (16) leads to
ഥ െ ߰ ൌ Ͳ .
ሺ߲ߟሺݔ ǡ ݒሻȀ߲ݒሻ் ܹ

(40)

The foregoing algebraic equation needs to be solved online based on the given IC to
calculate the optimal ݒ. Note that  ݒis a constant vector depending on IC ݔ . Therefore, in
case of selecting rich basis functions to avoid numerical errors due to the network
reconstruction errors, one needs to solve (40) only once for the selected IC. Errors may
occur, however, because a finite number of basis functions may not be able to completely
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and accurately capture the underlying nonlinear relationships. Therefore, in applications,
it may be desirable to compute the values of  ݒalong the trajectory at some intervals.
Differing values of  ݒwere observed in [6] with a Taylor series solution to the problem.
The known singularity of (16) exists at the final time for the linear problems [1,6] due to
the singularity of ܶே in (17). If the values of  ݒgrow too large, then updating should stop
close to the final time.
C. Adaptive Critics for Terminally Constrained Problems without State
Penalizing Terms
Not having the state penalizing terms (ܳሺǤ ሻ ൌ Ͳ and ߶ሺǤ ሻ ൌ Ͳ) simplifies
ഥ
Algorithm 2 considerably. The network weights ܸ and ܹ vanish and only ܸത and ܹ
remain. This can be confirmed by looking at the weight update rules (25)-(27) where
setting ߶ሺݔே ሻ ൌ ܳതሺݔ ሻ ൌ Ͳ gives the solution ܸ ൌ ܹ ൌ Ͳ, ݇. Hence, in such a case,
the actor and critic networks simplify to
ݑ ሺݔ ǡ ݒሻ ൌ ܸത் ߠሺݔ ǡ ݒሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

(41)

ഥ் ߟሺݔ ǡ ݒሻ െ ߰ ் ݒ , ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ.
ܬ ሺݔ ǡ ݒሻ ൌ ܹ

(42)

The training algorithm will be the same as Algorithm 2, except that one skips Step 1 in
the algorithm and sets ܸ ൌ ܹ ൌ Ͳ,݇, in the rest of the steps.
V. NUMERICAL ANALYSIS
A. Example 1: Scalar Problem with Soft Terminal Constraint
As the first example, a nonlinear scalar system given below is selected for
simulating the ‘soft’ terminal constraint controller discussed in section IV.A.
ݔሶ ൌ  ݔଶ  ݑ,
where  א ݔԹ and  א ݑԹ. Notation  ݔଶ denotes ‘square of  ’ݔand should not be mistaken
with the iteration index, as used in Eq. (24). The problem is defined as brining the given
state to close to the origin in 1 ݏ, i.e., ݐ ൌ Ͳ and ݐ ൌ ͳ ݏ. Cost function (2) with the
terms given below is selected
ଶ

߶ ቀݔ൫ݐ ൯ቁ ൌ ͳͲͲ ቀݔ൫ݐ ൯ቁ , ܳሺݔሻ ൌ Ͳ, ܴ ൌ ͳ.
In this example the following basis functions are used:
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ߩሺݔሻ ൌ ߪሺݔሻ ൌ ሾͳǡ ݊݅ݏሺݔሻ ǡ ܿݏሺݔሻ ǡ ݊݅ݏሺʹݔሻ ǡ ܿݏሺʹݔሻ ǡ ǥ ǡ ݊݅ݏሺ݇ݔሻ ǡ ܿݏሺ݇ݔሻሿ் ,
where ݇ is the highest order trigonometric function used in the basis functions. Note that
the basis function selection in the adaptive critics design is an important step. Typically,
one selects some set of basis functions, trains the network based on that, and evaluates
the result to observe if the selected basis function is rich enough. If not, a richer set is
selected.
Selecting the sampling time of ȟ ݐൌ ͲǤͲͲͷݏ, the continuous dynamics is
discretized to 200 steps. Parameter ݇ in the basis functions, is selected equal to 5. This
leads to 11 basis functions. The least squares process in Algorithm 1 is done using 50
random states at each iteration where ȳ ൌ ሼ א ݔԹǣ െʹ   ݔ ʹሽ. The learning iterations
were observed to converge in less than 5 iterations. Once the network is trained, it is used
for controlling different initial conditions ݔሺݐ ሻ  אሼെͳǤͷǡ െͲǤͷǡͳǡʹሽ. The resulting state
histories are given in Fig. 1. For the comparison purpose, the optimal open loop
numerical solutions for each one of the initial conditions, calculated separately using the
direct method of optimization, are also plotted in this figure. As seen, the results of the
developed neurocontroller are quite accurate through laying over the optimal results.
In order to evaluate the performance of the controller in providing optimal
solution for shorter final times, the same NN is used for controlling initial condition
ݔሺݐ ሻ ൌ ʹ, but with different final times ݐ  אሼͳǡͲǤͷǡͲǤͷǡͲǤʹͷሽ ݏ. The resulting state
histories are plotted in Fig. 2. Comparing the AC based solutions with the optimal
numerical solutions shows the versatility of the controller in approximating the optimal
solutions to the problems with shorter horizons. Note that, once the optimal weights are
calculated for time-indices ݇ ൌ Ͳ to ݇ ൌ ܰ, the optimal weights for the shorter horizon of
݇ ൌ Ͳǡͳǡ ǥ ǡ ܰଵ , where ܰଵ is an integer smaller than ܰ, are the weights with time indices
of ݇ ൌ ܰ െ ܰଵ to ݇ ൌ ܰ, based on Bellman principle of optimality [2].
Finally, in order to check the effect of using a less rich set of basis functions, two
other sets of basis functions are selected with ݇ ൌ ʹ and ݇ ൌ ͵. After training the NNs
with the new basis functions, their result in controlling initial condition ݔሺݐ ሻ ൌ ʹ are
depicted in Fig. 3. In this figure, the resulting state history for the case of ݇ ൌ ͷ and the
optimal numerical result are also plotted. As seen, as the order of the basis functions
increases, the results converge to the optimal solution. This analysis shows that selecting
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݇ ൌ ʹ or ݇ ൌ ͵ does not lead to a rich set of basis functions, compared with the case of
݇ ൌ ͷ.
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Fig. 1. State histories for different initial conditions (Example 1).
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Fig. 3. State histories for different basis functions selections (Example 1).
B. Example 2: Second Order Problem with Hard Terminal Constraint
The second example is a benchmark nonlinear system, namely, Van der Pol’s
oscillator:
ݔሶ ଵ ൌ ݔଶ
ݔሶ ଶ ൌ ሺͳ െ ݔଵଶ ሻݔଶ െ ݔଵ  ݑ
where the subscripts on the state vector denotes the respective element of the matrix. This
example is a problem with terminal hard constraint. The nonlinear terminal constraint is
selected as the curve given by ߰ሺݔሺݐ ሻሻ ݔ ؠଵଶ ൫ݐ ൯  ݔଶ ሺݐ ሻ ൌ ͳ, which leads to  ݒbeing
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a scalar. The sampling time is selected as ȟ ݐൌ ͲǤͲͳ ݏwith ݐ ൌ Ͳ, and ݐ ൌ ͳݏ. This
leads to ܰ ൌ ͳͲͲ, therefore, there will be 100 weight matrices for the actor and 100
weight matrices for the critic to be trained.
Cost function (2) with ߶ሺݔሺݐ ሻሻ ൌ Ͳ, ܳሺݔሻ ൌ Ͳ, and ܴ ൌ ͳ is selected. Because
of the selected cost function terms, the neurocontrollers will be of the forms given by (41)
and (42). Let the vector whose elements are all the non-repeating polynomials made up
through multiplying the elements of vector ܺ by those of vector ܻ be denoted with ܺ ٔ
ܻ. In this example the following basis functions are used:
ଶ

்

் ்

்

ߟሺݔǡ ݒሻ ൌ  ݒǡ ሺݔ ٔ ݒሻ ǡ ൫ ٔ ݒሺݔ ٔ ݔሻ൯ ǡ ቀ ٔ ݒ൫ ٔ ݔሺݔ ٔ ݔሻ൯ቁ ൨ ,
் ்

ߠሺݔǡ ݒሻ ൌ ቂݒǡ ሺݔ ٔ ݒሻ் ǡ ൫ ٔ ݒሺݔ ٔ ݔሻ൯ ቃ .
This selection leads to ͳͲ neurons for the critic and 6 neurons for the actor. Therefore,
the total number of weight elements will be ܰሺͳͲ  ሻ ൌ ͳͲͲ.
The least squares in Algorithm 2 is carried out using 200 random states at each
ഥ ൌ ሼ א ݒԹǣ െͳͲ   ݒ ͳͲሽ.
iteration where ȳ ൌ ሼ א ݔԹଷ ǣ െʹ  ݔ  ʹǡ ݅ ൌ ͳǡʹሽ and ȳ
The learning process converged in less than 5 iterations as seen in Fig. 4 which denotes
the evolution of the weights of the actor during the training iterations. Note that only
some of the actor weights, namely ܸത , ܸതହ and ܸതଽଽ are selected and presented in this
figure, to avoid having too many plots in the figure. The resulting optimal weights are
given in Fig. 5. This figure presents the value of each single weight element as a function
of time. In other words, the evolution of the optimal weight matrices versus  א ݐሾݐ ǡ ݐ ሻ is
depicted. Once the network is trained, it is used for controlling a variety of ICs where ݔଵ
varies between െͳǤͷ and ͳǤͷ in steps of ͲǤͷ, and ݔଶ varies between െͳ and ʹ in steps of
ͳ. This selection leads to 28 different ICs. During the simulation, at each time-step,
necessary condition (16) is enforced through updating scalar  ݒby solving a single linear
algebraic equation generated from (40). The resulting state trajectories are given in Fig. 6.
As can be seen, the neurocontroller has done an excellent job in satisfying the final
constraint through shaping the state trajectories to land on the curve representing the
terminal nonlinear constraint (denoted by a thick blue plot in this figure.)
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To evaluate the performance of the trained network for controlling the states in
bringing them to the terminal curve at different final times, nine separate simulations are
done for the different horizons of ͳ, ͲǤͻ, ͲǤͺ,…, ͲǤͳݏ. The resulting state trajectories for
the given IC of ݔሺݐ ሻ ൌ ሾͳǡ െͳሿ் are depicted in Fig. 7. This figure shows that the
controller has perfectly controlled different problems with different final times. Finally,
the same IC with the final time of ͳ  ݏis simulated for different ߰ s of ʹ, ͳ, Ͳ, െͳ, and
െʹ where ݔଵଶ ൫ݐ ൯  ݔଶ ሺݐ ሻ ൌ ߰ represents the terminal constraint curve. The resulting
state trajectories, given in Fig. 8, demonstrate the performance of the same trained
network in solving the problems with shifted terminal curves or different given terminal
states.
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Fig. 4. Evolution of the actor weights versus training iterations (Example 2).
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C. Example 3: Real-world Problem with Hard Terminal Constraint
As the last example, a practical problem is selected to show the applicability of
the method to real world problems with hard terminal constraints. The selected problem
is the detumbling of a rigid spacecraft in a given time, as investigated in [6]. In other
words, a rigid spacecraft is tumbling with some initial angular velocities about each one
of its three perpendicular axes. The controller needs to damp the angular velocities and
the selected terminal state enforces the terminal angular velocities to be zero. The
equations of motion are given by

70
ݔሶ ൌ ॴିଵ ሺॴ ݔൈ  ݔ ݑሻ,
where  א ݔԹଷ , ॴ  אԹଷൈଷ , and  א ݑԹଷ are the rigid body angular velocities, the moment
of inertia of the rigid body, and the applied mechanical torque, respectively. Sign ‘ൈ’
denotes matrix cross product. The design parameters are selected to be the same with [6]
in order to be able to compare the results with the series-based solution given to the same
problem

in

the

mentioned

reference.

Hence,

ݐ ൌ Ͳ,

ݐ ൌ ʹ

ݏ,

and

ॴ ൌ ݀݅ܽ݃ሺͺǤʹͶǡͺͷǤͲǡͳͳ͵Ǥͷͻሻ ݇݃݉ଶ .
Cost function (2) with the terms given below is selected
߶ ቀݔ൫ݐ ൯ቁ ൌ Ͳ, ܳሺݔሻ ൌ ݔ ் ݔ, ܴ ൌ ݀݅ܽ݃ሺͳǡͳǡͳሻ.
The terminal constraint is selected as ߰ ቀݔ൫ݐ ൯ቁ ݔ ؠ൫ݐ ൯ ൌ ሾͲǡͲǡͲሿ் , which leads to
 א ݒԹଷ . In this example the following basis functions are used:
் ்

ߩሺݔሻ ൌ ቂሺݔ ٔ ݔሻ் ǡ ൫ ٔ ݔሺݔ ٔ ݔሻ൯ ቃ ,
ߟሺݔǡ ݒሻ ൌ ሾሺݒ ٔ ݒሻ் ǡ ሺݔ ٔ ݒሻ் ǡ ሿ் ,
ߪሺݔሻ ൌ ሾ ் ݔǡ ሺݔ ٔ ݔሻ் ሿ் .
ߠሺݔǡ ݒሻ ൌ ݒ.
Selecting the sampling time of ȟ ݐൌ ͲǤͲʹ ݏthe continuous dynamics is
discretized to 100 steps. The least squares in Algorithm 2 are done using 500 random
ഥ ൌ ሼ א ݒԹǣ െʹ ൈ ͳͲସ 
states at each iteration where ȳ ൌ ሼ א ݔԹǣ െʹ   ݔ ʹሽ and ȳ
 ݒ ʹ ൈ ͳͲସ ሽ. The learning iterations were observed to converge in around 4 iterations.
Once the networks are trained, they are used for controlling the IC of ݔ ൌ ሾെͲǤͶǡͲǤͺǡʹሿ்
݀ܽݎȀݏ, as simulated in Ref. [6]. The resulting state and control histories are given in Figs.
9 and 10, respectively. For comparison, the optimal open loop solution, calculated in [6],
and the series based solution developed in the same reference are plotted in these figures.
As seen in Fig. 9, the adaptive critics solution developed in this study has done a nice job
in providing a solution which is very close to the optimal numerical solution, while the
series based solution is not as accurate as the adaptive critics solution. This fact can be
seen in Fig. 10, where the deviations of the series based solution form the optimal control
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can be easily observed, while the adaptive critics solution has accurately generated the
optimal solution. Comparing the adaptive critics solution with the open loop optimal
solution it should be noted that the adaptive critics solution has the advantages of
providing feedback solution to different initial conditions, different terminal points, and
different final-times, as examined in Examples 1 and 2. While, each time that one of
these parameters changes, the open loop numerical solution loses its validity and a new
solution has to be calculated.
In these simulations, for the best result, vector  ݒwas updated at each time-step
through solving a set of three linear algebraic equations resulting from (40). The resulting
histories for  ݒare plotted in Fig. 11. As seen in this figure, the elements of vector  ݒhave
been almost constant during the simulation. The changes in the elements are due to the
numerical error in approximating the optimal cost-to-go and optimal control using a finite
number of basis functions.
This example shows that the developed method has a promising performance in
real-world engineering problems. The real-time computational burden of the method is
limited to the evaluation of the NN outputs given the inputs, and solving the algebraic
equation (40), in real-time. Note that, Eq. (40) is not required to be solved at every single
time-step. It can be solved every, for example, ten time steps in order to update ݒ. Doing
so further decreases the real-time computational load. As for the storage requirement, it
ഥ , ܸ , and
should be noted that for online calculation of the control, one needs matrices ܹ
ܸത . The number of elements of these matrices is 27 for the selected basis functions.
Considering ܰ ൌ ͳͲͲ, the total number of ʹͲͲ real numbers are required to be stored
for online control. This number for a solution to the linearized problem, which is only
valid in a close vicinity of the origin by definition, is ʹͳͲͲ, to store matrices ܲ , ܹ , and
ܶ defined in Eq. (7). Comparing ʹͲͲ with ʹͳͲͲ, it can be seen that the storage
requirement of the developed method is not prohibitive, compared to the solution to the
linearized problem.
VI. CONCLUSIONS
A new algorithm was developed in the framework of approximate dynamic
programming for finding fixed-final-time optimal control of nonlinear systems subject to
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terminal nonlinear constraints. Convergence of the network weights was proved. From
the numerical results, it can be concluded that the developed technique is quite versatile.
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APPENDIX A
Equations (26), (27), (36), and (37), used in Algorithms 1 and 2, give the weight
ഥ , respectively. The least squares method can be used
update rules for ܸ , ܹ , ܸത and ܹ
for rewriting these equations such that the unknown weights are explicitly given in terms
of known parameters. In this appendix, the process for finding such an equation for ܸത is
explained and one can easily find the corresponding equation for the other weight
matrices.
To perform least squares for the weight update of ܸത , instead of one random  ݔand
random ݒ, ࣿ random ݔs and ࣿ random ݒs denoted with  ݔሺሻ and  ݒሺሻ , respectively, where
݅  אሼͳǡʹǡ ǥ ǡ ࣿሽ, are selected. Denoting the right hand side of equation (36) resulting from
each one pair of  ݔሺሻ and  ݒሺሻ with ࣳ൫ ݔሺሻ ǡ  ݒሺሻ ൯, the objective is finding ܸത such that it
solves
ሺଵሻ ሺଵሻ
ሺଵሻ ሺଵሻ
ത்
ܸ ۓ ߠ൫ ݔǡ  ݒ൯ ൌ ࣳ൫ ݔǡ  ݒ൯
ۖ ܸത ் ߠ൫ ݔሺଶሻ ǡ  ݒሺଶሻ ൯ ൌ ࣳ൫ ݔሺଶሻ ǡ  ݒሺଶሻ ൯


ڭ
۔
ܸۖത ் ߠ൫ ݔሺࣿሻ ǡ  ݒሺࣿሻ ൯ ൌ ࣳ൫ ݔሺࣿሻ ǡ  ݒሺࣿሻ ൯
 ە

.

Define
ࣂ  ؠൣߠ൫ ݔሺଵሻ ǡ  ݒሺଵሻ ൯ߠ൫ ݔሺଶሻ ǡ  ݒሺଶሻ ൯ǥ ߠ൫ ݔሺࣿሻ ǡ  ݒሺࣿሻ ൯൧,
ण  ؠൣࣳ൫ ݔሺଵሻ ǡ  ݒሺଵሻ ൯ࣳ൫ ݔሺଶሻ ǡ  ݒሺଶሻ ൯ǥ ࣳ൫ ݔሺࣿሻ ǡ  ݒሺࣿሻ ൯൧.

(A.1)
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Using the method of least squares, the solution to the system of linear equations (A.1) is
given by
ܸത ൌ ሺࣂࣂ் ሻିଵ ࣂण்

(A.2)

Note that for the inverse of matrixሺࣂࣂ் ሻ, which is an  ݎൈ  ݎmatrix, to exist, certain
conditions need to hold. These conditions are a) the elements of the basis functions
ߠሺǤ ǡ Ǥ ሻ need to be linearly independent, and b) ࣿ needs to be greater than or equal to the
number of the elements of the basis functions, i.e., ࣿ  ݎ.
APPENDIX B
Proof of Theorem 1: The proof of convergence for ܸത is detailed here and that of ܸ is
skipped, since it is straight forward by following the line of proof given for ܸത . The
iteration performed on ܸത , given in (36) and repeated here, is a successive approximation
to find a fixed point of a function
்
்
்


 
 
ഥାଵ
ܸതାଵ ߠሺݔ ǡ ݒሻ ൌ െܴതିଵ ݃ҧ ሺݔ ሻ் ቀߘߩ൫ݔାଵ
൯ ܹାଵ
 ߘߟ൫ݔାଵ
ǡ ݒ൯ ܹ
ቁ െ ்ܸ ߪሺݔ ሻ,

In other words, there exists a function ࣠ǣԹൈ ՜ Թൈ such that (36) is of the form
ܸതାଵ ൌ ࣠ሺܸത ሻ.

(B.1)

Therefore, the problem simplifies to whether (B.1) is a contraction mapping [21]. Since
Թൈ with the 2-norm denoted by ԡǤ ԡ is a Banach space, iterations given by (B.1)
converges to some ܸത ൌ ࣠ሺܸത ሻ if there is a Ͳ  ܿ ൏ ͳ such that for every ܷଵ and ܷଶ in
Թൈ , the following inequality holds [21]
ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ  ܿԡܷଵ െ ܷଶ ԡ.

(B.2)

Function ࣠ሺǤ ሻ can be formed by converting (36) to a least squares form discussed
in Appendix A. Rewriting Eq. (A.2), given in Appendix A with the notations defined
therein, leads to
࣠൫ܸ ൯ ؠ
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்

்

்

ഥೖ ǡሺଵሻ
ഥೖ ǡሺଵሻ ሺଵሻ


ۍ
ې
ሺଵሻ
ሺଵሻ ்
 
 
ഥାଵ
൭െܴതିଵ ݃ҧ ൫ݔ ൯ ቆߘߩ ൬ݔାଵ
൰ ܹାଵ
 ߘߟ ൬ݔାଵ
ǡ ݒ൰ ܹ
ቇ െ ்ܸ ߪ൫ݔ ൯൱
ێ
ۑ
ێ
ۑ
்
்
்


ێ
ۑ
்
ഥ
ഥ
ǡሺଶሻ
ǡሺଶሻ



ሺଶሻ
ሺଶሻ

ሺଶሻ

்
ೖ
ೖ
ത ିଵ
ഥ
ൈ ሺࣂࣂ் ሻିଵ ࣂ  ێ൭െܴ ݃ҧ ൫ݔ ൯ ቆߘߩ ൬ݔାଵ ൰ ܹାଵ  ߘߟ ൬ݔାଵ ǡ  ݒ൰ ܹାଵ ቇ െ ܸ ߪ൫ݔ ൯൱ ۑ,
ێ
ۑ
ڭ
ێ
ۑ
்
ێ
ۑ
்
்


்
ഥೖ ǡሺࣿሻ
ഥೖ ǡሺࣿሻ ሺࣿሻ


ሺࣿሻ
 
 
ഥାଵ
ێ൭െܴതିଵ ݃ҧ ൫ݔሺࣿሻ ൯ ቆߘߩ ൬ݔାଵ
൰ ܹାଵ
 ߘߟ ൬ݔାଵ
ǡ ݒ൰ ܹ
ቇ െ ்ܸ ߪ൫ݔ ൯൱ ۑ
ے
ۏ

(B.3)


ഥೖ ǡሺሻ

ҧ ሺሻ ቁ  ݃ҧ ቀ ݔሺሻ ቁ ൬்ܸ ߪቀ ݔሺሻ ቁ  ܸത ் ߠ ቀ ݔሺሻ ǡ  ݒሺሻ ቁ൰. One has
where ݔାଵ
 ݂ ؠቀݔ





ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ  ξࣿԡሺࣂࣂ் ሻିଵ ࣂԡ
்

்

்

ሺκሻ
భ ǡሺκሻ
భ ǡሺκሻ ሺκሻ
 
 
ഥାଵ
ൈ ԡܴതିଵ ݃ҧ ቀݔ ቁ ൬ߘߩ ቀݔାଵ
ቁ ܹାଵ
 ߘߟ ቀݔାଵ
ǡ ݒቁ ܹ
൰െ
்

்

்

ሺκሻ
మ ǡሺκሻ
మ ǡሺκሻ ሺκሻ
 
 
ഥାଵ
ܴതିଵ ݃ҧ ቀݔ ቁ ൬ߘߩ ቀݔାଵ
ቁ ܹାଵ
 ߘߟ ቀݔାଵ
ǡ ݒቁ ܹ
൰ ԡ,

(B.4)

where κ  אሼͳǡʹǡ ǥ ǡ ࣿሽ is such that
்

்

்

ሺሻ
భ ǡሺሻ
భ ǡሺሻ ሺሻ
 
 
ഥାଵ
κ ൌ ܽݔܽ݉݃ݎאሼଵǡଶǡǥǡࣿሽ ԡܴതିଵ ݃ҧ ቀݔ ቁ ൬ߘߩ ቀݔାଵ
ቁ ܹାଵ
 ߘߟ ቀݔାଵ
ǡ ݒቁ ܹ
൰
்

்

்

ሺሻ
మ ǡሺሻ
మ ǡሺሻ ሺሻ
 
 
ഥାଵ
െܴത ିଵ ݃ҧ ቀݔ ቁ ൬ߘߩ ቀݔାଵ
ቁ ܹାଵ
 ߘߟ ቀݔାଵ
ǡ ݒቁ ܹ
൰ ԡ.

In inequality (B.4), the following norm inequality is used
ݕଵ
ݕଶ
ቱ൦  ڭ൪ቱ  ξࣿԡݕκ ԡ,
ࣿݕ

(B.5)

where ݕ s are real-valued row-vectors and κ ൌ ܽ ݔܽ݉݃ݎԡݕ ԡ. Inequality (B.4) leads to
אሼଵǡଶǡǥǡࣿሽ

்

ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ  ξࣿԡሺࣂࣂ் ሻିଵ ࣂԡ ฯܴത ିଵ ݃ҧ ቀݔሺκሻ ቁ ฯ
 ǡሺκሻ

 ǡሺκሻ

 ǡሺκሻ

 ǡሺκሻ

்
்
భ
మ
భ
మ
ഥାଵ
ԡܹାଵ
ቁ െ ߘߩ ቀݔାଵ
ቁ൰  ܹ
ǡ  ݒሺκሻ ቁ െ ߘߟ ቀݔାଵ
ǡ  ݒሺκሻ ቁ൰ ԡ.(B.6)
൬ߘߩ ቀݔାଵ
൬ߘߟ ቀݔାଵ

The smoothness of basis functions ߩሺǤ ሻ and ߟሺǤ ǡ Ǥ ሻ leads to the smoothness of
ഥ , are Lipschitz
ߘߩሺǤ ሻ and ߘߟሺǤ ǡ Ǥ ሻ. Therefore, functions ߘߩሺǤ ሻ and ߘߟሺǤ ǡ ݒሻ,  א ݒȳ
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continuous on compact set ȳ with respect to ( ݔuniformly in [ )ݒ25]. In other words, for
ഥ , one has ԡߘߩሺݔଵ ሻ െ ߘߩሺݔଶ ሻԡ  ݇ఘ ԡݔଵ െ ݔଶ ԡ and
every ݔଵ and ݔଶ in ȳ and every  א ݒȳ
ԡߘߟሺݔଵ ǡ ݒሻ െ ߘߟሺݔଶ ǡ ݒሻԡ  ݇ఎ ԡݔଵ െ ݔଶ ԡ for some non-negative constants ݇ఘ and ݇ఎ
independent of ݒ. Using the Lipschitz continuity of ߘߩሺǤ ሻ and ߘߟሺǤ ǡ ݒሻ, inequality (B.6)
provides
்

ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ  ξࣿԡሺࣂࣂ் ሻିଵ ࣂԡ ฯܴത ିଵ ݃ҧ ቀݔሺκሻ ቁ ฯ
భ ǡሺκሻ
మ ǡሺκሻ
భ ǡሺκሻ
మ ǡሺκሻ
 ԡ
 ԡ
ഥାଵ
ൈ ሺ݇ఘ ԡܹାଵ
ቛቀݔାଵ
െ ݔାଵ
ቁቛ  ݇ఎ ԡܹ
ቛቀݔାଵ
െ ݔାଵ
ቁቛሻ,
 ǡሺκሻ

(B.7)

 ǡሺκሻ

భ
మ
and substituting ݔାଵ
and ݔାଵ
by their values leads to

்

ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ  ξࣿԡሺࣂࣂ் ሻିଵ ࣂԡ ฯܴത ିଵ ݃ҧ ቀݔሺκሻ ቁ ฯ
ሺκሻ
ሺκሻ
 ԡ
 ԡ൯
ഥାଵ
ൈ ൫݇ఘ ԡܹାଵ
 ݇ఎ ԡܹ
ቛ݃ҧ ቀݔ ቁቛ ԡߠቀݔ ǡ  ݒሺκሻ ቁԡԡሺܷଵ െ ܷଶ ሻԡ

(B.8)

Define
்

ሺκሻ
ܿ  ؠξࣿԡሺࣂࣂ் ሻିଵ ࣂԡ ฯܴത ିଵ ݃ҧ ቀݔ ቁ ฯ
ሺκሻ
ሺκሻ
 ԡ
 ԡ൯
ഥାଵ
ൈ ൫݇ఘ ԡܹାଵ
 ݇ఎ ԡܹ
ቛ݃ҧ ቀݔ ቁቛ ԡߠቀݔ ǡ  ݒሺκሻ ቁԡ,

(B.9)

which in terms of the continuous-time problem parameters, one has
ሺκሻ

்

ܿ ൌ ξࣿԡሺࣂࣂ் ሻିଵ ࣂԡ ฯܴ ିଵ ݃ቀݔ ቁ ฯ
ሺκሻ

ሺκሻ

 ԡ
 ԡ൯
ഥାଵ
ൈ ൫݇ఘ ԡܹାଵ
 ݇ఎ ԡܹ
ቛȟ݃ݐቀݔ ቁቛ ቛߠቀݔ ǡ  ݒሺκሻ ቁቛ. (B.10)

The defined ܿ simplifies inequality (B.8) to (B.2). One can always select sampling time
ȟݐ, in the discretization of the continuous dynamics (1), small enough such that condition
Ͳ  ܿ ൏ ͳ is satisfied. The reason is the fact that a smaller ȟ ݐdirectly results in a smaller
ሺሻ

ԡȟ݃ݐቀ݇ݔκ ቁԡ. Note that continuity of ݃ሺǤ ሻ and ߠሺǤ ǡ Ǥ ሻ in their domains (which follows from
ഥ [26], hence, the
their smoothness) results in being bounded in the compact sets ȳ and ȳ
ሺκሻ

 ԡ
 ԡ
ഥାଵ
ݔ dependent terms in (B.10) are upper bounded. Moreover, terms ԡܹାଵ
and ԡܹ

are already calculated in the previous time-step, therefore they are finite. Note that as
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ȟ ݐ՜ Ͳ, these two weights stay finite, because, they are the weights of NNs which
approximate the summation given in (19), whose limit as ȟ ݐ՜ Ͳ is the integral given in
(2). Since the horizon is finite, using finite controls, the cost-to-go will always stay finite,
except for systems with finite scape time which are ruled out of the investigation. This
completes the proof of convergence of ܸത to ܸത for Ͳ  ݇ ൏ ܰ െ ͳ using any sampling
time smaller than the one for which Ͳ  ܿ ൏ ͳ. ז
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3. GLOBAL OPTIMALITY OF APPROXIMATE DYNAMIC PROGRAMMING
AND ITS USE IN NON-CONVEX FUNCTION MINIMIZATION
Ali Heydari and S. N. Balakrishnan
ABSTRACT
This study investigates the global optimality of approximate dynamic programming
(ADP) based solutions using neural networks for optimal control problems with fixed
final time. Issues including whether or not the cost function terms and the system
dynamics need to be convex functions versus their respective inputs are discussed and
sufficient conditions for global optimality of the result are derived. Next, a new idea is
presented to use ADP with neural networks for optimization of non-convex smooth
functions. It is shown that any initial guess leads to direct movement toward the
proximity of the global optimum of the function. This behavior is in contrast with
gradient based optimization methods in which the movement is guided by the shape of
the local level curves. Illustrative examples are provided with single and multi-variable
functions that demonstrate the potential of the proposed method.
I. INTRODUCTION
In the last two decades, approximate dynamic programming (ADP) has been
shown to have great promise in solving optimal control problems with neural networks
(NN) [1-15]. In the ADP framework, the solutions are obtained using a two-network
synthesis called adaptive critics (ACs) [2-4]. In the heuristic dynamic programming
(HDP) approach with ACs, one network, called the ‘critic’ network, maps the input states
to output the cost-to-go and another network, called the ‘action’ network, outputs the
control with states of the system as its inputs [4,5]. In the dual heuristic programming
(DHP) formulation, the action network remains the same as in the HDP, however, the
critic network outputs the costates with the current states as inputs [2,6,7]. The
computationally effective single network adaptive critics (SNAC) architecture consists of
one network only. In [8], the action network was eliminated in a DHP type formulation
with control being calculated from the costate values.

Similarly, the J-SNAC [9]

eliminates the need for the action network in an HDP scheme. Note that the
developments in [1-9] are for infinite-horizon problems.
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The use of ADP for solving finite-horizon optimal control problems was
considered in [10-15]. Authors of [10] developed a time-varying neurocontroller for
solving a scalar problem with state constraints. In [11] a single NN with a single set of
weights was proposed which takes the time-to-go as an input along with the states and
generates the fixed-final-time optimal control for discrete-time nonlinear multi-variable
systems. An HDP based scheme for optimal control problems with soft or hard terminal
constraints was presented in [12]. Finite-horizon problems with unspecified terminal
times were considered in [13-15].
Despite much published literature on adaptive critics, there still exists an open
question about the nature of optimality of the adaptive critic based results. Are they
locally or globally optimal? A major contribution of this study is in proving that the AC
based solutions are globally optimal subject to the assumed basis functions. To help with
the development of the proof, the ADP based algorithm for solving fixed-final-time
problems developed in [11,12] is revisited first. After describing the algorithm, a novel
analysis is presented on global optimality of the result. It is shown that selecting any cost
function with quadratic control penalizing term, if the sampling time used for
discretization of the original continuous-time system is small enough, the resulting costto-go function will be convex versus the control at the current time and hence, the first
order necessary optimality condition [16] will lead to the global optimal control. The
second major contribution of this paper is in showing that the ADP can be used for
functional optimization, specifically, optimization of non-convex functions. Finally,
through numerical simulations, two examples with varying complexities are presented
and the performance of the proposed method is investigated. It is shown that despite the
gradient based methods, selecting any initial guess on the minimum and updating the
guess using the control resulting from the actor, the states will move directly toward the
global minimum, passing any possible local minimum in the path.
The rest of this paper is organized as follows: The problem formulation is given in
section II. The ADP-based solution is discussed in section III. The supporting theorems
and analyses are presented in section IV. The use of the method in static function
optimization is discussed in section V, and the conclusions are given in section VI.
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II. PROBLEM FORMULATION
Let the control-affine dynamics of the system be given by
ݔሶ ሺݐሻ ൌ ݂൫ݔሺݐሻ൯  ݃൫ݔሺݐሻ൯ݑሺݐሻ

(1)

where ݂ǣ Թ ՜ Թ and ݃ǣ Թ ՜ Թൈ . Positive integers ݊ and ݉, respectively, denote
the dimension of the state and the control vectors. The selected cost function,  ܬis fairly
general but quadratic in control:
௧

 ܬൌ ߰ ቀݔ൫ݐ ൯ቁ  ௧  ቀܳ൫ݔሺݐሻ൯  ݑሺݐሻ் ܴݑሺݐሻቁ ݀ݐ,
బ

(2)

where positive semi-definite smooth functions ܳǣ Թ ՜ Թ and ߰ǣ Թ ՜ Թ penalize the
states and positive definite matrix ܴ penalizes the control effort. The initial and final time
are denoted with ݐ and ݐ , respectively. Discretizing the time horizon to ܰ time steps
using sampling time ȟ ݐleads to the discrete-time dynamics and cost function as
ݔାଵ ൌ ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ ǡ ݇ ܭ א,

(3)

்ത
ത
 ܬൌ ߰ሺݔே ሻ  σேିଵ
ୀ ሺܳ ሺݔ ሻ  ݑ ܴ ݑ ሻ,

(4)

where  ؠ ܭሼͲǡ ͳǡ ʹǡ ǥ ǡ ܰ െ ͳሽ, ܰ  ؠ൫ݐ െ ݐ ൯Ȁȟݐ, ݔ ݔ ؠሺ݇ȟ ݐ ݐ ሻ, and ݂ሺҧ ݔሻ  ݔ ؠ
ȟ݂ݐሺݔሻ, ݃ҧ ሺݔሻ  ؠȟ݃ݐሺݔሻ, ܳതሺݔሻ  ؠȟܳݐሺݔሻ, and ܴത  ؠȟܴݐ. The problem is defined as
finding a control history ݑሺݐሻ  אԹ ,  א ݐሾݐ ǡ ݐ ሻ, such that cost function (4) is minimized
subject to the dynamics given in (3).
Assumption 1: The dynamics of the system do not have finite escape times. Also, the
functions ݂ሺݔሻ and ݃ሺݔሻ are smooth in ݔ.
Remark 1: In order to use ADP, the continuous-time problem is discretized. Moreover,
the assumption that discrete-time system (3) is obtained through discretizing a
continuous-time problem is utilized in convergence analysis of the algorithm.
III. APPROXIMATE DYNAMIC PROGRAMMING BASED SOLUTION
In this section, an ADP scheme called AC is used for solving the optimal control
problem in terms of the network weights and selected basis functions. The method is
adopted from [11,12]. In this scheme, two networks called critic and actor are trained to
approximate the optimal cost-to-go and the optimal control, respectively. It should be
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noted that the optimal cost-to-go at each instant is a function of the current state, ݔ , and
the current time, ݇, therefore, it is denoted with ܬ כሺݔ ሻ, i.e.,
்ത
ത
ܬ כሺݔ ሻ ൌ ߰ሺݔே ሻ  σேିଵ
ࣽୀ൫ܳ ሺ ࣽݔሻ   ࣽݑ ܴ ࣽݑ൯.

(5)

The solution to the problem is given by the Bellman equation [17] as
ܬே כሺݔே ሻ ൌ ߰ሺݔே ሻ,

(6)

 כሺ כ ݔሻ,
ܬ כሺݔ ሻ ൌ ܳതሺݔ ሻ  ݑ כሺݔ ሻ் ܴത ݑ כሺݔ ሻ  ܬାଵ
݇ܭא
ାଵ

(7)

ଵ
כ
כ
ݑ כሺݔ ሻ ൌ െ ܴതିଵ ݃ҧ ሺݔ ሻ் ߘܬାଵ
ሺݔାଵ
ሻ, ݇ ܭ א.

(8)

ଶ

כ
 כሺ כ ݔሻ
כ

where ݔାଵ
ൌ ݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ כሺݔ ሻ and gradient ߘܬାଵ
ାଵ ܬ߲ ؠାଵ ሺݔାଵ ሻȀ߲ݔାଵ 
כ
 כሺ כ ݔሻis
is evaluate at ݔାଵ
. Note that ߘܬାଵ
a column vector.
ାଵ

An iterative learning scheme can be derived from Bellman equation for learning
the solution to the fixed-final-time problem once Eq. (8) is replaced with [12]
ଵ
כ
ݑାଵ ሺݔ ሻ ൌ െ ܴതିଵ ݃ҧ ሺݔ ሻ் ߘܬାଵ
ሺ݂ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ ሺݔ ሻሻ, ݇ ܭ א.
ଶ

(9)

Superscript ݅ denotes the index of iteration which starts with an initial guess on ݑ ሺݔ ሻ,
݇ ܭ א. The converged value of ݑ ሺݔ ሻ in (9) is denoted with ݑ כሺݔ ሻ and used in (7).
Note that in a dual network AC scheme for finite horizon optimal control, ‘iterations’
takes place in the training of the actor, as seen in (9). Once state-control relationship is
learned, the optimal cost-to-go is obtained in a ‘one-shot’ process as given in (7).
Denoting the approximated optimal cost-to-go and the approximated optimal
control with ܬ ሺݔ ሻ and ݑ ሺݔ ሻ, respectively, and selecting linear in the weights NNs, the
expressions for the actor (control) and the critic (cost), can be written as
ݑ ሺݔሻ ൌ ்ܸ ߪሺݔሻ, ݇ ܭ א

(10)

ܬ ሺݔሻ ൌ ்ܹ ߶ሺݔሻ, ݇   ܭ אሼܰሽ

(11)

where ܸ  אԹൈ and ܹ  אԹ are the unknown weights of the actor and the critic
networks at time step ݇, respectively, and the selected smooth basis functions are given
by ߪǣ Թ ՜ Թ and ߶ǣ Թ ՜ Թ where  and  ݍdenote the number of neurons. The idea
כ
is using Eqs. (6), (7), and (9) to find the NN weights. Note that, once ܬାଵ
ሺǤ ሻ is known

one can use (9) to find ݑ כሺǤ ሻ and then (7) gives ܬ כሺǤ ሻ. Therefore, starting with (6) to find
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ܬே כሺǤ ሻ, all the unknowns can be calculated in a backward in time fashion, i.e., from
݇ ൌ ܰ െ ͳ to ݇ ൌ Ͳ. The learning process for calculating weights ܸ and ܹ , ݇, is
detailed through Algorithm 1. Note that ߘ߶ሺݔሻ ߶߲ ؠሺݔሻȀ߲ ݔis a column vector.
Algorithm 1
ሾࣼሿ

Step 1: Randomly select ࣿ state vectors ݔே  אȳ, ؠ ࣤ א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ, where ࣿ is a
selected large positive integer, and ȳ denotes a compact subset of Թ
representing the domain of interest.
ሾࣼሿ

ሾࣼሿ

Step 2: Find ܹே such that ܹே் ߶ ቀݔே ቁ ؆ ߰ሺݔே ሻ, ࣤ א ࣼ.
Step 3: For ݇ ൌ ܰ െ ͳ to ݇ ൌ Ͳ repeat
{
ǡሾࣼሿ

Step 4: Set ݅ ൌ Ͳ and select a guess on ݑ

 אԹ ,ࣤ א ࣼ.

ሾࣼሿ

Step 5: Randomly select ࣿ state vectors ݔ  אȳ,ࣤ א ࣼ.
ǡሾࣼሿ
ሾࣼሿ
ሾࣼሿ
ǡሾࣼሿ
Step 6: Set ݔାଵ ൌ ݂ ҧ ቀݔ ቁ  ݃ҧ ቀݔ ቁ ݑ , ࣤ א ࣼ.
ାଵǡሾࣼሿ

Step 7: Set ݑ

்

்

ଵ
ሾࣼሿ
ǡሾࣼሿ

ൌ െ ܴത ିଵ ݃ҧ ቀݔ ቁ ߘ߶ ቀݔାଵ ቁ ܹାଵ
,ࣤ א ࣼ.
ଶ

ାଵǡሾࣼሿ

Step 8: Set ݅ ൌ ݅  ͳ and repeat Step 7, until ቛݑ

ǡሾࣼሿ

െ ݑ ቛ ൏ ߚ, ࣤ א ࣼ,
ǡሾࣼሿ

where ߚ  Ͳ is a preset tolerance. Denote the converged value of ݑ
ሾࣼሿ

with ݑ , ࣼ.
ሾࣼሿ

ሾࣼሿ

Step 9: Find ܸ such that ்ܸ ߪ ቀݔ ቁ ؆ ݑ , ࣤ א ࣼ.
Step 10: Find ܹ such that
்

ሾࣼሿ
ሾࣼሿ
ሾࣼሿ
ሾࣼሿ
ሾࣼሿ
ሾࣼሿ
ሾࣼሿ
்
்ܹ ߶ ቀݔ ቁ ؆ ܳത ቀݔ ቁ  ݑ ܴതݑ  ܹାଵ
߶ ቀ݂ ҧ ቀݔ ቁ  ݃ҧ ቀݔ ቁ ݑ ቁ, ࣤ א ࣼ.

}
In Steps 2, 9, and 10 of Algorithm 1, the method of Least Squares, explained in
the Appendix, can be used for finding the unknown weights.
Remark 2: The capability of uniform approximation of neural networks [18,19] indicates
that once the network is trained for a large enough number of samples distributed evenly
throughout the domain of interest, the network is able to approximate the output for any
new sample of the domain with a bounded approximation error. This error bound can be
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made arbitrarily small once the network is rich enough. For the linear in the weight neural
networks selected in this study and the polynomial basis function utilized in the
numerical examples, Weierstrass approximation theorem [20] proves a similar uniform
approximation capability.
IV. SUPPORTING THEOREMS AND ANALYSES
A. Convergence Analysis
Theorem 1: The iterative relation given by Eq. (9), with any initial guess for ݑ  אԹ ,
ܭ א ݇, converges, providing the sampling time ȟ ݐselected for discretization of
continuous-time dynamics (1) is small enough.
Proof: Let the right hand side of (9) be denoted with function ࣠ǣԹ ՜ Թ where
ଵ
כ
࣠ሺݑሻ ൌ െ ܴതିଵ ݃ҧ ሺݔ ሻ் ߘܬାଵ
ሺ݂ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑሻ
ଶ

(12)

The proof is complete if it is shown that the relation given by the successive
approximation
ݑାଵ ൌ ࣠൫ݑ ൯

(13)

is a contraction mapping [21]. Since Թ with 2-norm denoted with ԡǤ ԡ is a Banach
space, the iterations given by (13) converges to some ݑ ൌ ࣠ሺݑ ሻ if there is a Ͳ  ߩ ൏ ͳ
such that for every  ݑand  ݒin Թ , the following inequality holds
ԡ࣠ሺݑሻ െ ࣠ሺݒሻԡ  ߩԡ ݑെ ݒԡ.

(14)

By Eq. (12) one has
ԡ࣠ሺݑሻ െ ࣠ሺݒሻԡ 
ଵ
ଵ
כ
כ
ቛ ܴതିଵ ݃ҧ ሺݔ ሻ் ߘܬାଵ
൫݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ൯ െ ܴതିଵ ݃ҧ ሺݔ ሻ் ߘܬାଵ
൫݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݒ൯ቛ(15)
ଶ

ଶ

כ
The optimal cost-to-go function, ܬାଵ
ሺݔାଵ ሻ, is smooth versus its input, ݔାଵ

since functions ߶ሺǤ ሻ, ܳሺǤ ሻ, ݂ሺǤ ሻ, and ݃ሺǤ ሻ are smooth. By considering Eq. (6), since
߶ሺݔே ሻ is a smooth function, function ܬே כሺݔே ሻ, and hence ߘܬே כሺݔே ሻǡ are smooth.
Smoothness of ݃ҧ ሺݔேିଵ ሻ and ߘܬே כሺݔே ሻ leads to the smoothness of optimal control function
כ
ሺݔேିଵ ሻ, by (8), which along with the smoothness of ܳതሺݔேିଵ ሻ lead to a smooth
ݑேିଵ
כ
ሺݔேିଵ ሻ, by (7). Repeating this argument backward from ܰ െ ͳ to ݇  ͳ, it follows
ܬேିଵ
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כ
that ܬାଵ
ሺݔାଵ ሻ is a smooth function. This smoothness leads to the Lipschitz continuity
כ
of ߘܬାଵ
ሺݔାଵ ሻ in the domain of interest ȳ [22]. In other words, there exists some
 כሺ ݔሻ
positive real number ߩ such that for every ݔଵ and ݔଶ in ȳ, one has ԡߘܬାଵ
ଵ െ
 כሺ ݔሻԡ
ߘܬାଵ
 ߩ ԡݔଵ െ ݔଶ ԡ. Using this characteristic, inequality (15) can be written as
ଶ
ଵ
ԡ࣠ሺݑሻ െ ࣠ሺݒሻԡ  ߩ ԡ ܴത ିଵ ݃ҧ ሺݔ ሻ் ԡԡ݃ҧ ሺݔ ሻԡԡሺ ݑെ ݒሻԡ

(16)

ଶ

By defining
ଵ
ߩ ߩ ؠ ԡ ܴതିଵ ݃ҧ ሺݔ ሻ் ԡԡ݃ҧ ሺݔ ሻԡ
ଶ

which is equivalent of
ଵ

ߩ ߩ ؠ ԡ ܴିଵ ݃ሺݔ ሻ் ԡԡ߂݃ݐሺݔ ሻԡ

(17)

ଶ

one can select the sampling time ȟ ݐin discretization of the continuous-time dynamics (1)
small enough such that the condition Ͳ  ߩ ൏ ͳ is satisfied. Note that the continuity of
݃ሺǤ ሻ in its domain result in being bounded in compact set Ȑ [23], hence, the statedependent terms in (17) are upper bounded. This completes the proof of existence of a
fixed point, denoted with ݑ , and the convergence of ݑ to ݑ , as ݅ ՜ λ, ݑ  אԹ and
 ܭ א ݇using successive approximation given by (9). ז
In Theorem 1 the role of the sampling time in discretization of a continuous-time
system is emphasized. It is worthwhile to discuss this issue in detail. Substituting (11) in
optimal control equation (8) leads to
ሾࣼሿ

ଵ

ሾࣼሿ ்

ሾࣼሿ

ሾࣼሿ

ሾࣼሿ ்


ݑ ൌ െ ܴିଵ ݃ ቀݔ ቁ ߘ߶ ቀ݂ ቀݔ ቁ  ݃ ቀݔ ቁ ݑ ቁ ܹାଵ
, ࣤ א ࣼ,
ଶ

(18)

which is the same as the iterative equation given in Step 6 of Algorithm 1 except that
ǡሾࣼሿ

ݑ

ାଵǡሾࣼሿ

and ݑ

ሾࣼሿ

on both sides are replaced with the converged value, i.e., ݑ . Optimal

ሾࣼሿ

control ݑ ,  ܭ א ݇and ࣤ א ࣼ, can be calculated by solving the set of ݉ nonlinear
ሾࣼሿ

equations given by (18) for the ݉ unknown elements of ݑ , without using the iteration
given in Step 6 of Algorithm 1. However, there is no analytical solution to the set of
nonlinear equations (18) in general. Therefore, one needs to resort to numerical methods
for solving the set of equations. Theorem 1 proves that for any given smooth dynamics
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and smooth basis functions, if the sampling time is small enough, the iterations given in
Step 6 of Algorithm 1 converge to the solution to the nonlinear equation (18). However,
if the sampling time is fixed, certain conditions on the dynamics or the cost function
terms need to hold in order for the iterations to converge. These conditions can be easily
derived from the proof of Theorem 1, i.e., from Eq. (17).
In the solution to linear problems with quadratic cost function terms, a similar
issue is observed. To observe this, one may consider optimal control equation (8). The
ଵ

cost-to-go function, for the linear problem, is assumed to be of form ܬ ൌ ݔ் ܲ ݔ for
ଶ

some ܲ  אԹ

ൈ

. Considering this assumption, optimal control equation (8) reads

ଵ
ଵ
ݑ ൌ െ ܴത ିଵ ܤത் ܲାଵ ݔାଵ ൌ െ ܴത ିଵ ܤത் ܲାଵ ሺܣҧݔ  ܤതݑ ሻ,
ଶ

(19)

ଶ

்

where the continuous problem given by ݔሶ ሺݐሻ ൌ ݔܣሺݐሻ  ݑܤሺݐሻ and  ܬൌ ݔ൫ݐ ൯ ܵݔ൫ݐ ൯ 
௧
௧ ൫ݔሺݐሻ் ܳݔሺݐሻ  ݑሺݐሻ் ܴݑሺݐሻ൯ ݀ ݐis discretized to ݔାଵ ൌ ܣҧݔ  ܤതݑ and  ܬൌ
బ

்ത
்ത
ݔே் ܵݔே  σேିଵ
ୀ ሺݔ ܳ ݔ  ݑ ܴ ݑ ሻ. Similar to (18), unknown ݑ exists in both sides of

equation (19). However, equation (19) is linear and the analytical solution can be
calculated as
ݑ ൌ െሺʹܴത  ܤത் ܲାଵ ܤതሻିଵ ܤത் ܲାଵ ܣҧݔ .

(20)

If solution (20) was not available, one could use the following iterations, starting with
any initial guess ݑ , to find ݑ
ଵ
ݑାଵ ൌ െ ܴത ିଵ ܤത் ܲାଵ ሺܣҧݔ  ܤതݑ ሻ .
ଶ

(21)

Following the idea presented in proof of Theorem 1, it is straightforward to show that
(21) is a contraction mapping if the sampling time used for discretization of the original
continuous-time linear problem is small enough. Hence ݑ converges to the solution of
(19). Another way of investigating the effect of the sampling time in the convergence of
Eq. (21) is considering the evolution of ݑ during the iterations as the evolution of the
state vector of a discrete-time system versus time. In other words, one can look at Eq.
(21) as a discrete-time system with the state vector at ‘time’ ݅ being denotes with ݑ and
the constant control to the system being ݔ . Then Eq. (21) can be written as
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ݑାଵ ൌ ࣛݑ  ࣜݔ

(22)

where the superscripts denote the ‘time’ index and
ଵ
ଵ
ࣛ  ؠെ ܴതିଵ ܤത் ܲାଵ ܤത ൌ െ ȟିܴݐଵ ܲ ்ܤାଵ ܤ
ଶ

ଶ

(23)

and
ଵ
ࣜ  ؠെ ܴത ିଵ ܤത் ܲାଵ ܣҧ.
ଶ

Selecting any bounded

ݑ ,

the system given in (22) is stable for a bounded ݔ and

converges to a steady state ݑ as ݅ ՜ λ, providing the eigenvalues of ࣛ are inside the
unit circle around the origin [24]. Considering (23), it is straight forward to show that for
any given ܴ, ܤ, ܣ, ܳ, and ܵ, (where the last three matrices affect the equation through
ܲାଵ ), selecting small enough sampling time ȟݐ, the eigenvalues of ࣛ can be made
arbitrarily close to the origin. Therefore, utilizing small enough sampling time, the
eigenvalues of ࣛ can be brought into the unit circle and hence, the system can be made
stable. This stability leads to the convergence of iterations given by (21).
B. Global Optimality Analysis
The objective is finding the ‘global’ optimal control, not a local optimum. Let the
cost-to-go given the state ݔ , time ݇, and the control ݑ at the current time and utilizing
the optimal control for ݇  ͳ to ܰ െ ͳ be denoted with ܬ ሺݔ ǡ ݑ ሻ. In other words,
כ
ܬ ሺݔ ǡ ݑ ሻ ൌ ܳതሺݔ ሻ  ݑ் ܴതݑ  ܬାଵ
൫݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ ൯.

(24)

This cost-to-go should be differentiated from the ‘optimal’ cost-to-go, which is only a
function of time and current state, as given in Eq. (5). In other words, ܬ כሺݔ ሻ ൌ
௨ೖאԹ ൫ܬ ሺݔ ǡ ݑ ሻ൯. The global optimal control is given by
ݑ כൌ ௨ೖאԹ ൫ܬ ሺݔ ǡ ݑ ሻ൯
כ
ൌ ௨ೖאԹ ቀܳതሺݔ ሻ  ݑ் ܴത ݑ  ܬାଵ
൫݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ ൯ቁ
כ
ൌ ௨ೖאԹ ቀݑ் ܴതݑ  ܬାଵ
൫݂ ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ ൯ቁ

(25)

כ
As shown in the proof of Theorem 1, the optimal cost-to-go function ܬାଵ
ሺݔାଵ ሻ

is smooth versus ݔାଵ , therefore, the smoothness of ܬ ሺݔ ǡ ݑ ሻ with respect to ݑ follows
from (24). If function ܬ ሺݔ ǡ ݑ ሻ is ‘convex’ in ݑ , then its global optimum could be
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found by comparing its value at its sole critical point as well as at the boundaries.
Smoothness of the function and its unboundedness at the boundaries of Թ leads to the
only candidate being the point at which the gradient vanishes. Therefore, if the function is
convex, the global optimum is given by
ଵ
כ
߲ܬ ሺݔ ǡ ݑ ሻȀ߲ݑ ൌ Ͳ ฺ ݑ כൌ െ ܴതିଵ ݃ҧ ሺݔ ሻ் ߘܬାଵ
ሺݔାଵ ሻ
ଶ

(26)

However, if the function is not convex, Eq. (26) which the Adaptive Critics are based on,
can lead to a ‘local’ minimum. Considering (25), even though the first term subject to
כ
minimization is convex in ݑ , the second term, i.e., ܬାଵ
ሺ݂ሺҧ ݔ ሻ  ݃ҧ ሺݔ ሻݑ ሻ, may not be

convex in ݑ . In other words, satisfying Eq. (26) is a ‘necessary’ condition for global
optimality [16]. This fact leads to the problem that there might be more than one ݑ
which satisfy (26). For example, the iteration given by (9) may converge to some ݑ
which satisfies (26), but it is not the global optimum.
Considering the result given in Theorem 1, this concern is addressed. Note that,
once it is shown that (9) is a contraction mapping in Theorem 1, the ‘uniqueness’ of the
converged value follows [21]. In other words, if (9) is a contraction mapping, there
cannot be any other ݑ which satisfy (26), except the one which can be found using the
iteration given by (9). This result might be unexpected because of claiming the global
כ
minimum without assuming convexity of ܬାଵ
ሺݔାଵ ǡ Ǥ ሻ or even assuming convexity of

cost function terms ܳሺǤ ሻ or ߰ሺǤ ሻ. It should be noted that even if the cost-function terms
are convex in their arguments, because of the arbitrary dynamics of the system, the costto-go may not be convex in control. Interested reader are referred to Mangasarian
Sufficient Condition Theorem [25] which requires the cost function terms as well as the
dynamics functions to be convex in  ݔand ݑ, and also requires that the resulting optimal
costates being non-negative for the entire horizon, in order to conclude the ‘global’
optimality of the solution to the optimal control problem. As for ADP, the authors of [26]
claim that the ADP is susceptible is getting stuck in local optimums.
כ
ҧ ሻ 
Note that we are interested in minimization of ܨሺݑ ሻ ݑ ؠ் ܴതݑ  ܬାଵ
ሺ݂ሺݔ

݃ҧ ሺݔ ሻݑ ሻ. Theorem 2 proves that, providing a certain condition holds, function ܨሺݑ ሻ is
convex. Therefore, Eq. (26) gives the global optimal solution. For this theorem, the
following Lemma is required. Before proceeding to the lemma, it should be noted that
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ഥ if ܨ௨௨ ሺݑሻ  ߲ ؠଶ ܨሺݑሻȀ߲ݑଶ  Ͳ,  א ݑȳ
ഥ.
function ܨǣ Թ ՜ Թ is convex in convex space ȳ
ഥ , then the function is called strictly convex. Moreover, if there
If ܨ௨௨ ሺݑሻ  Ͳ,  א ݑȳ
ഥ , then the functions is
exists some positive real number ܿ such that ܨ௨௨ ሺݑሻ  ܿܫ,  א ݑȳ
called strongly convex, where the ݉ ൈ ݉ identity matrix is denoted with ܫ, cf. [27], and
notations ܨ௨௨ ሺݑǡ ܽሻ  Ͳ and ܨ௨௨ ሺݑǡ ܽሻ  Ͳ, respectively, mean that ܨ௨௨ ሺݑǡ ܽሻ is positive
semi-definite and positive-definite.
Lemma 1: Define ܨሺݑǡ ܽሻ ݂ܽ ؠଵ ሺݑሻ  ݂ଶ ሺܽݑሻ, for twice differentiable functions
݂ଵ ǣ Թ ՜ Թ and ݂ଶ ǣ Թ ՜ Թ, where ܽ is a positive real number. Assume ݂ଵ ሺǤ ሻ is a
strongly convex function in a convex set ȳଵ containing the origin. Then, there exists
some positive real number ܽ which for any ܽ  אሺͲǡ ܽ ሻ function ܨሺݔǡ ܽሻ is strictly
convex with respect to  ݔin any bounded and convex set ȳଶ  ؿȳଵ .
Proof: Because of the twice differentiability of ݂ଵ ሺǤ ሻ and ݂ଶ ሺǤ ሻ, function ܨሺݑǡ ܽሻ is also
twice differentiable with respect to ݑ. If there exists some ܽ which for every ܽ  אሺͲǡ ܽ ሻ
one has ܨ௨௨ ሺݑǡ ܽሻ  Ͳ for every  ݑin a convex domain, then ܨሺǤ ǡ ܽሻ is strictly convex in
that domain and the proof is complete [27]. One has
ܨ௨௨ ሺݑǡ ܽሻ ൌ ݂ܽଵ ௨௨ ሺݑሻ  ܽଶ ݂ଶ ௨௨ ሺܽݑሻ.

(27)

The strong convexity of ݂ଵ ሺǤ ሻ leads to the existence of some positive real number ܿଵ such
that
݂ଵ ௨௨ ሺݑሻ െ ܿଵ  ܫ Ͳ,  א ݑȳଵ .

(28)

On the other hand, ݂ଶ ௨௨ ሺǤ ሻ in any convex and bounded set ȳଶ  ؿȳଵ is bounded, because
of the twice differentiability of ݂ଶ ሺǤ ሻ. Therefore, denoting the smallest eigenvalue with
ߣሺǤ ሻ, there exists some positive real number ܿଶ such that
௨אஐమ ߣ ቀ݂ଶೠೠ ሺݑሻቁ  െܿଶ .

(29)

Considering (28) and (29), there always exists some ܽ which for any ܽ  אሺͲǡ ܽ ሻ one has
ܨ௨௨ ሺݑǡ ܽሻ  Ͳ,  א ݑȳଶ . The reason is, because of the symmetricity of matrices ݂ଵೠೠ and
݂ଶೠೠ one has [28]
௨אஐమ ߣሺܨ௨௨ ሺݑǡ ܽሻሻ  ܽ ௨אஐమ ߣ ቀ݂ଵೠೠ ሺݑሻቁ  ܽଶ ௨אஐమ ߣ൫݂ଶೠೠ ሺܽݑሻ൯. (30)

91
Inequality (28) leads to
௨אஐమ ߣ ቀ݂ଵ ௨௨ ሺݑሻቁ  ܿଵ .

(31)

Using (29) and (31) in (30) leads to
௨אஐమ ߣሺܨ௨௨ ሺݑǡ ܽሻሻ  ܽܿଵ െ ܽଶ ܿଶ .

(32)

Therefore, selecting ܽ ൌ ܿଵ Ȁܿଶ , one has ௨אஐమ ߣ൫ܨ௨௨ ሺݑǡ ܽሻ൯  Ͳ, if ܽ  אሺͲǡ ܽ ሻ. This
shows that ܨ௨௨ ሺݑǡ ܽሻ is positive definite,  א ݑȳଶ , and  א ܽሺͲǡ ܽ ሻǡ hence, proves the
lemma. ז
In order to better understand the result given in Lemma 1, the following example
is helpful.
Example 1: Let ݂ଵ ሺݑሻ ൌ ݑଶ and
݂ଶ ሺݑሻ ൌ ʹǤͳ͵͵͵ݑସ  ͲǤͻ͵͵͵ݑଷ Ȃ ʹǤͳ͵͵͵ݑଶ Ȃ ͲǤͻ͵͵͵ ݑ ͳ.
Fig. 1 depicts the shapes of functions ݂ଵ ሺǤ ሻ and ݂ଶ ሺǤ ሻ. As seen in the figure, ݂ଵ ሺǤ ሻ is a
convex function, but, ݂ଶ ሺǤ ሻ is non-convex. Let ܨሺݑǡ ܽሻ ݂ܽ ؠଵ ሺݑሻ  ݂ଶ ሺܽݑሻ. Fig. 2
presents the shape of the resulting ܨሺݑǡ ܽሻ for the three values of ܽ ൌ ͳͲ, ͳ, and ͲǤͳ. This
figure shows that as ܽ becomes smaller, function ܨሺݑǡ ܽሻ changes toward becoming a
convex function. For example, ܨሺݑǡ ͳͲሻ is non-convex while ܨሺݑǡ ͲǤͳሻ is a convex
function. This behavior is compatible with the result given in Lemma 1.
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Fig. 1: Functions ݂ଵ ሺݑሻ and ݂ଶ ሺݑሻ.
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Fig. 2: Function ܨሺݑǡ ܽሻ for ܽ ൌ ͳͲ, ͳ, and ͲǤͳ.
Theorem 2: There exists some sampling time ȟݐ for discretization of the original
continuous problem, that selecting any sampling time smaller than that leads to the strict
convexity of the cost-to-go function given in (24) with respect to the control in any
bounded and convex subset of Թ .
Proof:

Rewriting

ଵ
כ
ҧ  ሻ  ݃ҧ ሺݔ ሻݑ ሻ
ܨሺݑ ሻ ݑ ؠ் ܴത ݑ  ܬାଵ
ሺ݂ሺݔ
ଶ

in

terms

of

the

parameters given in the continuous-time problem (before discretization) one has
כ
ܨሺݑ ǡ ȟݐሻ  ؠȟݑݐ் ܴݑ  ܬାଵ
ሺݔ  ȟ݂ݐሺݔ ሻ  ȟ݃ݐሺݔ ሻݑ ሻ

(33)

כ
ሺݔ  ȟ݂ݐሺݔ ሻ  ȟ݃ݐሺݔ ሻݑ ሻ, the
Defining ݂ଵ ሺݑ ሻ ݑ ؠ் ܴݑ and ݂ଶ ሺȟݑݐ ሻ ܬ ؠାଵ

strong convexity and twice differentiability of ݂ଵ ሺǤ ሻ follows from ݂ଵ ௨

ೖ ௨ೖ

ሺݑ ሻ ൌ ܴ  Ͳ.

כ
The smoothness of ܬାଵ
ሺǤ ሻ, derived in the proof of Theorem 1, leads to the twice

differentiability of ݂ଶ ሺǤ ሻ. Comparingܨሺݑ ǡ ȟݐሻ defined in (33) with ܨሺݔǡ ܽሻ defined in
Lemma 1, ȟ ݐhas the same role that ܽ has in Lemma 1. Therefore, there exists some small
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sampling time, which for any sampling time smaller than that, the cost-to-go is strictly
convex with respect to the control in any selected bounded and convex subset of Թ . ז
While the focus in this study is on optimal control problems with finite-horizon, it
can be seen that the result given in Theorem 2 holds for the use of ADP for infinite
horizon problems as well. Therefore, the application of the optimality condition leads to
global optimal control for such problems, also.
In order to better understand the effect of sampling time in making the cost-to-go
a convex function with respect to the control, the following example is helpful. In this
example, terminal cost ߰ሺǤ ሻ is selected as a non-convex function, and the relation
between the global minimum of ߰ሺǤ ሻ and that of the optimal control problem is
investigated.
Example 2: Let the fixed final time cost function with the horizon equal to ȟ ݐbe given by
௧

 ܬൌ ܿ߰൫ݔሺȟݐሻ൯   ݑሺݐሻ் ݑሺݐሻ ݀ݐ

(34)

for some positive real number ܿ. The discretized cost function will be
 ܬൌ ܿ߰ሺݔଵ ሻ  ȟݑݐ் ݑ .

(35)

Assume the dynamics be given by the single integrator ݔሶ ൌ  ݑdiscretized to ݔଵ ൌ ݔ 
ȟݑݐ . For simplicity assume that ݔ and ݑ are scalar. Let ܿ߰ሺݔሻ be the non-convex
function plotted in Fig. 3.
Let the selected initial condition be ݔ shown in the figure. As seen, the global
minimum of ߰ሺǤ ሻ is at  כ ݔ, while the selected ݔ is on a downslope toward a local
minimum. Denote the cost-to-go of applying no control and staying at ݔ with ܬ .
Assume that the optimal solution, with corresponding optimal cost-to-go of  כܬ, leads to
moving toward the left, i.e., toward the global minimum of ߰ሺǤ ሻ. The cost-to-go
difference denoted with ȟ ܬand defined as  כܬെ ܬ , needs to be negative, otherwise  כܬis
not optimal. However, looking at Fig. 3, it can be seen that unless ݔଵ , i.e., the terminal
point, is on the left side of ݔҧ , ȟ ܬwill not be negative. The reason is, if ݔଵ is somewhere
between ݔ and ݔҧ , then we have spent some control cost and have ended up at a place
with more terminal cost compared to staying at ݔ and spending no control cost. But, in
order to end up at some point on the left side of ݔҧ , we need a control which satisfies
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ȁݑ ȁ  ܽȀȟݐ, because of the selected dynamics, where ܽ  ؠȁݔ െ ݔҧ ȁ. In this case, the
control cost will be ȟݑݐଶ ൌ ሺܽȀȟݐሻଶ ȟݐ. But, the best thing which can be done in terms of
having less terminal cost is reaching point  כ ݔ, with the reward equal to ܾ, given in the
figure. Therefore, in moving toward left one has
ȟ ܬ ሺܽȀȟݐሻଶ ȟ ݐെ ܾ ൌ ܽଶ Ȁȟ ݐെ ܾ.

(36)

As ȟ ݐ՜ Ͳ, regardless of how deep the global optimum is, i.e., how large
parameter ܿ in the cost function is, which results in large ܾ, there always exists some ȟݐ
which for any sampling time smaller than that, one has ȟ ܬ Ͳ. Therefore, the global
optimal solution to the cost function is not toward the left of ݔ .
The global optimal solution is moving toward the right side of ݔ . The reason is,
߲߰ሺݔ ሻȀ߲ݔ ൌ െ݀ ൏ Ͳ, for some positive ݀. By definition, if ݔଵ is selected close to ݔ ,
one has ߲߰ሺݔ ሻȀ߲ݔ ؆ െܾത Ȁܽത. Therefore, ܾത ؆ ݀ܽത. Denoting the cost-to-go of moving
toward the right by כܬҧ , the cost difference ȟכܬ ؠ ܬҧ െ ܬ has to be negative in order to
move toward right, for example to the point denoted with ݔଵ . The control for this move is
ܽതȀȟݐ, and the control cost is ሺܽതȀȟݐሻଶ ȟ ݐൌ ܽതଶ Ȁȟݐ. Hence, ȟ ܬൌ ܽതଶ Ȁȟ ݐെ ܾത . Considering
ܾത ؆ ݀ܽത, one has
ȟ ܬൌ ܽതଶ Ȁȟ ݐെ ݀ܽത.

(37)

Looking at (37), regardless of how small ȟ ݐis, there always exists some small ܽത for
which one has ȟ ܬ൏ Ͳ. Such ܽത is given by ܽത ൏ ȟ݀ݐ. Therefore, the global minimum of
the optimal control problem is toward the right of point ݔ , despite the fact that the global
minimum of the terminal cost term is to the left of ݔ .
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control problem will be having ݔே ൌ  כ ݔ, as ܰ ՜ λ. This result confirms that the global
optimum of the optimal control problem coincides with the global optimum of the
terminal cost term ߰ሺǤ ሻ once the number of time steps goes to infinity.
The important fact which leads to this result, is the control cost being in a
quadratic form, therefore, we can always select a larger number of time-steps in order to
split the control and end up with less control cost. Note that a control equal to ݑത leading
to the control cost ȟݑݐതଶ , once split to ܰ equal parts will have the control cost of ܰȟݐሺݑതȀ
ܰሻଶ  ൌ ȟݑݐതଶ Ȁܰ. Therefore, for a fixed ȟݐ, as ܰ ՜ λ the control cost vanishes.
Finally, it should be noted that for the NNs trained based on Algorithm 1 to
provide the global optimal solution, beside the global optimality of the input-target
training pairs, another condition is also required. The condition is that the network
training law needs to avoid getting stuck in local minimums, in learning the mapping
between the input and the target. One way of fulfilling this requirement is using linear in
the weight NNs, as in this study, and using the method of Least Squares (explained in the
Appendix) for finding the weight. Note that lease squares problems are convex [27],
hence, their solution is the global optimum.
V. NON-CONVEX FUNCTION OPTIMIZATION
One of the applications of the global optimality results given in this study is using
ADP for finding the global optimum of smooth but possibly non-convex functions. In
other words, the ‘optimal control’ tool can be used for ‘convex or non-convex function
optimization’. Considering nonlinear programming based optimization methods [17,16],
for optimizing function ߰ሺݔሻ, one selects an initial guess, denoted with ݔ , and uses the
update rule
ݔାଵ ൌ ݔ  ߬ݑ ,

(41)

where ߬  אԹ̳ሼͲሽ is the update rate. Parameter ݑ is calculated based on the
gradient/Hessian of the function subject to minimization at point ݔ in gradient based
methods of optimization. Update rule (41) should be repeated until the minimum is
reached. It is well-known that nonlinear programming based methods are susceptible to
getting stuck in local minima. Therefore, they are suitable for optimization of smooth
convex functions, not for general smooth functions.
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Looking at (41) it resembles the discretized version of single integrator dynamics
ݔሶ ൌ ݑ, which is
ݔାଵ ൌ ݔ  ȟݑݐ .

(42)

Selecting cost function
௧

 ܬൌ ܿ߰ ቀݔ൫ݐ ൯ቁ  ௧  ݑሺݐሻ் ܴݑሺݐሻ ݀ݐ,

(43)

்
 ܬൌ ܿ߰ሺݔே ሻ  ȟ ݐσேିଵ
ୀ ݑ ݑ ,

(44)

బ

which is discretized to

minimizing the cost function for large ܿ results in approximately optimizing ߰ሺǤ ሻ. In
other words, solving the optimal control problem defined by cost function (44) subject to
dynamics (42) for large ܿ  Ͳ results in the (approximate) global minimum of function
߰ሺǤ ሻ, given by the state at the final time, i.e., ݔே . Therefore, the ADP method described
earlier may be used for minimization of non-convex smooth functions.
Remark 3: Even-though it is more intuitive to assume the terminal state penalizing term
in the cost function being positive semi-definite in the ADP problems, they are not
required to be so for the ADP to provide the optimal solution. Hence, in the development
in this section, no assumption on positive semi-definiteness of function ߰ሺǤ ሻ is made.
The simplicity of the dynamics given in (42) and the lack of presence of state
penalizing term ܳሺݔሻ in cost function (44) provide an interesting feature for the optimal
control problem. Defining the costate vector ߣ ܬߘ ؠ כሺݔ ሻ, the costate equation,
resulting from taking the derivative of the cost-to-go recursive equation given by (6) and
(7) with respect to ݔ, is
ߣே ൌ ߲߰ሺݔே ሻȀ߲ݔே ,

(45)

ߣ ൌ ߲ܳതሺݔ ሻȀ߲ݔ  ்ܣ ߣାଵ , ݇ ܭ א,

(46)

where ܣ ݔ߲ ؠାଵ Ȁ߲ݔ . The optimal control will then be given by
ଵ
ݑ כൌ െ ܴത ିଵ ݃ҧ ሺݔ ሻ் ߣାଵ , ݇ ܭ א.
ଶ

(47)

Considering dynamics (42) and cost function (44) for the problem at hand, the costate
equation simplifies to
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ߣ ൌ ߣ ൌ ߲߰ሺݔே ሻȀ߲ݔே ,   ܭ א ݇ሼܰሽ,

(48)

in other words, the costate vector will be a constant vector. Therefore, once the optimal
costate vector is found, the optimal control also will be constant and given by ݑ כൌ  כݑൌ
െߣ. This results in considerable computational simplicity, because, the approximate
global minimum ݔே , can then be simply calculated as
ݔே ൌ ݔ െ ܰȟߣݐ.

(49)

Note that, at the global minimum of a smooth function whose minimum is not at
the boundaries of its domain, the gradient has to be zero. Therefore, if the global
minimum is given by ݔே , it is needed to have ߲߰ሺݔே ሻȀ߲ݔே ൌ Ͳ. Considering (48), this
condition leads to ߣ ൌ Ͳ, and therefore  כݑൌ Ͳ and ݔே ൌ ݔ , which is of course not the
desired solution. Solving the defined optimal control problem will not give the solution of
 כݑൌ Ͳ, because it obviously does not optimize the selected cost function, unless the
selected initial condition ݔ coincides with the global optimum of ߰ሺǤ ሻ. In general, the
optimal control solution gives a non-zero control, which means that ߣ ൌ ߲߰ሺݔே ሻȀ߲ݔே ്
Ͳ. Therefore, this method will not give the exact global optimum of ߰ሺǤ ሻ, however, it will
provide an approximation of the global optimum. The reason is, looking at (49)
parameter ܰ is a design parameter. Selecting a fixed and finite initial condition ݔ , the
method will provide a finite ݔே , otherwise the solution is not the optimal solution to the
control problem. However, ܰ can be selected arbitrarily large. Therefore, the following
property holds
ே՜ஶ ߣ ൌ Ͳ.

(50)

In other words, as the number of time steps, denoted with ܰ grows for a given sampling
time ȟݐ, the optimal costate vector ߣ has to converge to zero, in order to cancel the effect
of the growth of ܰ and to lead to a finite ݔே . The global optimality of the ADP result
along with the property given in (50) show that if the number of time steps goes to
infinity, ݔே will converge to a point which has two features: 1) it globally optimizes the
selected cost function, 2) function ߰ሺǤ ሻ at this point has the slope of zero, that is ߲߰ሺݔሻȀ
߲ ݔൌ Ͳ. Selecting large ܿ  Ͳ, the only point which has these two features is the global
optimum of ߰ሺǤ ሻ.
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Once the optimal control problem is solved, looking at the value of ߣ provides us
with an insight into ‘how optimal the result will be’. As discussed above, as ߣ goes to
zero, the result will be closer to the global minimum of ߰ሺǤ ሻ. It should be noted that this
method is not limited to the case of one-dimensional ݔ, and can be used for  א ݔԹ , i.e.,
optimizing multi-variable functions. However, it is applicable to the problems which the
global optimum is finite and an estimate of the domain of interest, containing the global
optimum exists, in order to be used in Algorithm 1 for training the networks.
Further analyzing the property of constant costate vector, given in Eq. (48),
provides some interesting result given in Theorem 3.
Theorem 3: The optimal cost-to-go function ܬ כሺݔሻ, ܭ א ݇, resulting from minimizing
cost function (44) subject to dynamics (42) is a strongly convex function with respect to
 ݔin the domain of interest. More specifically, ܬ כሺݔሻ is a paraboloid with a unique
minimum.
Proof: Considering (49) and the fact that ߣ ൌ ߘܬ כሺݔሻ, ݇, one has
ߘܬ כሺݔሻ ൌ ሺ ݔെ ݔே ሻȀሺܰȟݐሻǡ ܭ א ݇,  א ݔȳ.

(51)

Calculating the gradient of (51) leads to the Hessian of ܬ כሺǤ ሻ
ܬ כ௫௫ ሺݔሻ ൌ ͳȀሺܰȟݐሻ ܫ Ͳǡ ܭ א ݇,  א ݔȳ.

(52)

The abovementioned relations proves that ܬ כሺǤ ሻ is strongly convex in ȳ [27]. Eq. (51)
provides the shape of function ܬ כሺǤ ሻ. It says that function ܬ כሺǤ ሻ is such that its gradient at
each point  ݔis proportional to the distance between  ݔand ݔே . Also, it says that the
function has a unique point with zero gradient located at ݔே . Such a function is a
paraboloid centered at ݔே . It can also be observed by integrating Eq. (51). From the
convexity of ܬ כሺݔሻ it follows that the paraboloid opens upward, i.e., point ݔே is its
‘minimum’. ז
Note that the convexity result given in Theorem 3, for the problem defined in this
section, does not assume any condition on the size of the selected sampling time, despite
the result given in Theorem 2. However, in order to use the ADP based algorithm
discussed in this study for solving the problem, the condition of small enough sampling
time is required to guarantee the convergence of the algorithm (Theorem 1).
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VI. NUMERICAL ANALYSIS
In order to numerically analyze the global optimality of ADP scheme and its use
in static minimization, a simple way is selecting a cost function with a non-convex
terminal cost term and evaluating the performance of the ADP in providing the global
optimum. To this end, two separate examples are selected; a single variable example and
a multi-variable benchmark example, namely Rosenbrock/Banana function.
A. Optimizing a Single Variable Function
The function subject to minimization is a single variable non-convex function
which has a local minimum as well as a global minimum. The function is
߰ሺݔሻ ൌ ʹǤͳ͵͵͵ ݔସ  ͲǤͻ͵͵͵ ݔଷ Ȃ ʹǤͳ͵͵͵ ݔଶ Ȃ ͲǤͻ͵͵͵ ݔ ͳ.
The function is plotted in Fig. 4. The global minimum is at  ݔൌ ͲǤ, while the local
minimum is at  ݔൌ െͲǤͻ. The cost function given in Eq. (43) and discretized to (44) is
selected with ܿ ൌ ͳͲͲ, in order to put a heavy weight on minimization of ߰ሺǤ ሻ as
opposed to the control cost. The selected dynamics is of form (42) and the sampling time
is selected as ȟ ݐൌ ͲǤͲͲͲͳ, where ݐ ൌ Ͳ and ݐ ൌ ͳ ݏ, therefore, ܰ ൌ ͳͲସ .
The basis functions are selected as polynomials given below
߶ሺݔሻ ൌ ሾͳǡ ݔǡ  ݔଶ ǡ ǥ ǡ   ݔሿ, ߪሺݔሻ ൌ ሾͳǡ ݔǡ  ݔଶ ǡ ǥ ǡ   ݔሿ.
The least squares, as explained in the Appendix, is carried out over 100 points from the
domain of interest selected as െʹ   ݔ ʹ. Fig. 5 shows the history of the converged
weights of the critic network. Once the training is done, the approximated optimal costto-go function ܬ ሺݔሻ is given by the critic network as
ܬ ሺݔሻ ൌ ்ܹ ߶ሺݔሻ ൌ െǤͶʹ ൈ ͳͲିଵ   ݔെ ǤͳͷͷͶ ൈ ͳͲି଼   ݔെ ǤͶͺͶʹ ൈ ͳͲି  ݔହ െ
Ǥͷͷͻʹ ൈ ͳͲିହ  ݔସ െ ǤͷͲͳͻ ൈ ͳͲିସ  ݔଷ  ǤͷͲͷͲ ݔଶ െ Ǥͻ͵ ݔ ʹͳǤ.
Neglecting terms with coefficients of order ͳͲିହ and less, the approximated ܬ ሺݔሻ is a
parabola, which confirms the results given in Theorem 3. This result can also be observed
through looking at the shape of ܬ ሺݔሻ as plotted versus  ݔin Fig. 6, without neglecting any
term. The roots of the derivative of ܬ ሺݔሻ turned out to be 0.6905, 71.223,
19.681േ78.812ࣻ, -71.211േ45.904ࣻ, where ࣻ  ؠξെͳ. Neglecting the roots which are out
of the problem domain and the imaginary roots, the remained root is 0.6905. Hence, the
minimum of ܬ ሺݔሻ is very close to the global optimum of ߰ሺݔሻ, as expected.
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Fig. 4: Function subject to minimization, ߰ሺݔሻ versus ݔ.
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Fig. 6: Optimal cost-to-go versus ݔ.
Five different initial conditions ݔ  אሼെʹǡ െͳǡͲǡͳǡʹሽ are selected and each one is
separately simulated using the dynamics given in Eq. (42), where the control is provided
by the actor network. The resulting state and control histories are presented in Figs. 7 and
8, respectively. As seen in Fig. 7, the ADP scheme has resulted in ݔே ؆ ͲǤͲͲ for
different initial conditions, which is very close to the global optimum of ߰ሺݔሻ, that is
ͲǤ. It should be noted that some of the initial conditions are selected to be on the left
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side of the local minimum of ߰ሺݔሻ. It shows that the method does not go towards the
local minimum. The controller, for such initial conditions, has passed the local minimum
and has reached to the proximity of the global minimum.
Considering the applied control histories given in Fig. 8, the controls have been
constant in the majority of the time as expected based on Eq. (48). However, some
anomalies are observed at the end of the horizon, which could be due to the numerical
errors of using NNs with finite number of basis functions. Instead of propagating the
initial conditions ݔ s to the terminal points ݔே using the dynamics given in (42), one can
use the relation given in (49) to fine ݔே in one shot. Doing so for the selected five initial
conditions leads to the terminal points ݔே varying between ͲǤͺ and ͲǤͳ which still
are very close to the global optimum.
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Fig. 7: State histories for different initial conditions ݔ  אሼെʹǡ െͳǡͲǡͳǡʹሽ
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Fig. 8: Control histories for different initial conditions ݔ  אሼെʹǡ െͳǡͲǡͳǡʹሽ
An interesting feature of developed ADP scheme is providing optimal solution for
every shorter horizon as well, without needing to retrain the networks. This is due to
Bellman’s principle of optimality [17] which says that every optimal policy for a given

103
horizon remains optimal for the shorter horizons as well. Let the shorter horizon be
ݐ ൌ ͲǤͷ s. Note that having the optimal control for  א ݐሾͲǡͳሻ, the optimal control for the
horizon of  א ݐሾͲǡͲǤͷሻ is given by utilizing the network weights corresponding to the last
ͲǤͷ s of the original horizon. In other words, if ܹ to ܹଵ give the optimal critic
weighs for  א ݐሾͲǡͳሻ, then, ܹହ to ܹଵ give the optimal weighs for  א ݐሾͲǡͲǤͷሻ.
Simulating the same five initial conditions using the shorter horizon of ݐ ൌ ͲǤͷ s leads to
the state and control histories given in Figs. 9 and 10, respectively. The resulting terminal
points are still ͲǤͲͲ, close to the global optimum of ߰ሺݔሻ. Comparing the applied
control histories given in Fig. 10 for the shorter horizon, ݐ ൌ ͲǤͷ s, with the applied
control histories resulted from the longer horizon of ݐ ൌ ͳ s, given in Fig. 8, it can be
observed that the actor has smartly applied almost twice larger controls in order to get to
point ݔே in half the time that the controls given in Fig. 8 were applied.
The plot of the optimal cost-to-go function, for the time-to-go of ͲǤͷ s, which is
்
given by ܹହ
߶ሺݔሻ, is supper-imposed on the plot of the same function for the time-to-

go of ͳ s, which is given by ்ܹ ߶ሺݔሻ, in Fig. 11. The minimum of the new parabola has
slightly moved, from ͲǤͻͲ in ݐ ൌ ͳ s case to ͲǤͻͷ in ݐ ൌ ͲǤͷ s case. This observation
is compatible with the theoretical result given in section V, i.e., as ܰ becomes larger, the
results get closer to the global minimum of ߰ሺǤ ሻ. Considering the mathematical formula
for the new cost-to-go function, given below, shows that the new parabola has almost
twice the slope that the previous parabola had, in order to generate twice larger controls
for the shorter horizon.
்
ܹହ
߶ሺݔሻ ؆ ͳǤͲʹͲ͵ ݔଶ െ ͳǤͶͲͺ ݔ ʹʹǤͲʹͲʹ, for ݐ ൌ ͲǤͷ s.
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Fig. 9: State histories for different initial conditions ݔ  אሼെʹǡ െͳǡͲǡͳǡʹሽ, with ݐ ൌ ͲǤͷ.
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Fig. 11: Optimal cost-to-go versus ݔ, for different ݐ s.
It is noteworthy that as discussed in Example 1 in section IV, if the horizon is
shortened too much without refining the sampling time, the method may fail to lead to the
global optimum of ߰ሺǤ ሻ. This is showed in Fig. 12, where, the very short horizon of
ݐ ൌ ͲǤͲͳ s with the sampling time used before, is utilized for propagating the five initial
conditions. As seen in this figure, some of the initial conditions are led to the proximity
of the global minimum of ߰ሺǤ ሻ, while, some other are absorbed by the local minimum of
the function at  ݔൌ െͲǤͻ. Re-training the network for the short horizon of ݐ ൌ ͲǤͲͳ s
but with smaller sampling time is seen to solve this issue and present the same behavior
observed in Figs. 7 and 9.
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Fig. 12: State histories for different initial conditions ݔ  אሼെʹǡ െͳǡͲǡͳǡʹሽ, with ݐ ൌ
ͲǤͲͳ.
B. Optimizing a Multi-variable Function
For the second example, a benchmark optimization problem is selected, namely,
the Rosenbrock (Banana) function [29].
߰ሺܺǡ ܻሻ ൌ ሺͳ െ ܺሻଶ  ሺܻ െ ܺ ଶ ሻଶ
The Rosenbrock function is a non-convex function with two independent variables (See
Fig. 13). It has a global minimum at ሺܺǡ ܻሻ ൌ ሺͳǡͳሻ. Defining the state vector as ؠ ݔ
ሾܺǡ ܻሿ் , the ADP scheme is utilized for solving the optimal control problem with the cost
function given in (44) and the discretized dynamics (42). The design parameters are
selected as ܿ ൌ ͷ, ݐ ൌ Ͳ, ݐ ൌ ͳͲ s, ȟ ݐൌ ͲǤͲͲͷ, hence, ܰ ൌ ʹͲͲͲ. Moreover, the basis
functions are selected as
߶ሺݔሻ ൌ ሾͳǡ ܺǡ ܻǡ ܻܺǡ ܺ ଶ ǡ ܻ ଶ ǡ ǥ ǡ ܺ ଼ ǡ ܻ ଼ ሿ
ߪሺݔሻ ൌ ሾͳǡ ܺǡ ܻǡ ܻܺǡ ܺ ଶ ǡ ܻ ଶ ǡ ǥ ǡ ܺ  ǡ ܻ  ሿ
The least squares method is done using ͳͲͲ randomly selected points from the
domain of interest ȳ  ؠሾെʹǡʹሿ ൈ ሾെʹǡʹሿ, which is a typical region selected for this
benchmark problem [30]. Once the network training is carried out, the approximated
optimal cost-to-go function ܬ ሺܺǡ ܻሻ is observed to be given by the paraboloid
ܬ ሺܺǡ ܻሻ ൌ ்ܹ ߶ሺݔሻ ؆ ͲǤͲͶͻͺܺ ଶ  ͲǤͲͶͺʹܻ ଶ െ ͲǤͲͲͳʹܻܺ െ ͲǤͲͻʹܺ െ
ͲǤͳͲͲʹܻ െ ͲǤͳͳͲ,
where the higher order terms with the coefficient less than ͳͲିହ are skipped. Function
ܬ ሺܺǡ ܻሻ, without neglecting the higher order terms, is plotted in Fig. 14. Finding the roots
of the jacobian of ܬ ሺܺǡ ܻሻ, which leads to the extrema of ܬ ሺܺǡ ܻሻ, gives the only real
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root of ሺܺǡ ܻሻ ൌ ሺͲǤͻͺͺǡͳǤͲͶͺሻ. It is seen that the sole minimum of the cost-to-go
function is very close to the global minimum of the Rosenbrock function.
In order to analyze the performance of the developed method in global
minimization of the cost function, 25 different initial conditions ݔ  אሼെʹǡ െͳǡͲǡͳǡʹሽ ൈ
ሼെʹǡ െͳǡͲǡͳǡʹሽ are selected and separately simulated using the controls provided by the
actor network. The resulting state trajectories are presented in Fig. 15. In this figure, the
level curves of the Rosenbrock function are also plotted. It can be seen, that each one of
the initial conditions has been directly led toward the global minimum, regardless of the
orientation of the level curves at the points. This behavior shows the advantage of the
method over, for example, steepest descent method, in which, the states move in the
direction that is perpendicular to the local level curves [17,16].
The state trajectories are super-imposed on the level curves of the optimal cost-togo function ܬ ሺݔ ሻ in Fig. 16. In this figure, however, one can see that the directions of
movement of the trajectories are (almost) perpendicular to the local level curves of the
cost-to-go function. This shows the analogy between the developed method and the
steepest descent method, with the difference that the ADP algorithm follows the gradient
of the cost-to-go function, not that of ߰ሺǤ ሻ. It should be noted that each ݑ , for different
݇s, will be selected to be perpendicular to the level curves of the respective ܬ ሺǤ ሻ, while,
only those of ܬ ሺǤ ሻ are plotted in Fig. 16. However, the level sets of the rest of ܬ ሺǤ ሻs also
were observed to have the same shape, i.e., circles/ellipses centered at a point close to the
global minimum point of ߰ሺǤ ሻ, as expected based on Theorem 3.
VII. CONCLUSIONS
The performance of approximate dynamic programming in finding the global
optimal solution to the fixed-final-time control problem was investigated. A sufficient
condition for global optimality of the result, regardless of the convexity or non-convexity
of the functions representing the dynamics of the system or the state penalizing terms in
the cost function, was derived. Moreover, an idea was presented in converting a static
function optimization to an optimal control problem and using ADP for approximating
the global minimum of the selected convex or non-convex function. Numerical results
showed that the proposed method results in a trajectory which directly goes to the
proximity of the global minimum, regardless of the shape of the local level curves. This
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is a promising feature which differentiates the method from many nonlinear
programming based optimization methods.
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APPENDIX
In Steps 2, 9, and 10 of Algorithm 1, the least squares method can be used for
calculating ܸ and ܹ . For example, considering Step 9 of the algorithm, the objective is
finding ܸ such that it solves
்

ሾଵሿ

ሾଵሿ

ܸ ۓ ߪ ቀݔ ቁ ൌ ݑ
ۖ ்
ሾଶሿ
ሾଶሿ
ܸ ߪ ቀݔ ቁ ൌ ݑ .
۔
ڭ
ۖ ்
ሾࣿሿ
ሾࣿሿ
ܸە ߪ ቀݔ ቁ ൌ ݑ

(53)

Define
ሾଵሿ

ሾଶሿ

ሾࣿሿ

  ؠቂߪ ቀݔ ቁ ߪ ቀݔ ቁǥ ߪ ቀݔ ቁቃ,
ሾଵሿ

ሾଶሿ

ሾࣿሿ

ह  ؠቂݑ ݑ ǥݑ ቃ.
Using the method of least squares, the solution to system of linear equations (53) is given
by
ܸ ൌ ሺ் ሻିଵ ह்

(54)

Note that for the inverse of matrixሺ் ሻ, which is a  ൈ  matrix, to exist, one needs the
basis functions ߪሺǤ ሻ to be linearly independent and ࣿ to be greater than or equal to the
number of the basis functions.
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4. OPTIMAL MULTI-THERAPEUTIC HIV TREATMENT USING A GLOBAL
OPTIMAL SWITCHING SCHEME
Ali Heydari and S. N. Balakrishnan
ABSTRACT
The problem of multi-therapeutic HIV treatment is posed in this study as a
switching problem to find the optimal switching time between the different therapies. To
solve the optimal switching problem with nonlinear subsystems an algorithm is
developed for learning the cost-to-go as a function versus different switching times and
different initial conditions. Once the function is obtained in a closed form, finding
optimal switching time for every given initial condition reduces to a function
optimization. Through numerical simulations of a model for the HIV problem, the
proposed algorithm is shown to be a useful tool for solving this class of problems.
I. INTRODUCTION
Modeling and control of HIV infection has been investigated by different
researchers and several models have been developed in the literature for describing the
progress of the HIV disease [1-8]. Optimal control methods have been shown in
numerical simulations to offer promising treatment for HIV [9-14]. There are different
therapies for HIV infection, but it is known that switching therapeutic options are useful
for better control of the HIV progress [14,15] due to certain factors including the existing
mutations between the viral strain types and their vulnerabilities toward each specific
therapy. References [10-13] investigated optimal control of HIV with a single therapy,
with the view of controlling the dosage/efficiency of the medicine in order to optimize
the performance index. In [14] however, different therapies were considered but with
fixed medicine dosages. The problem was defined as finding the optimal switching time
between the therapies. By assuming different therapies, the evolution of the disease under
each therapy, modeled by a scalar linear model for each viral strain type, was considered
as a mode. Afterward, the optimal time for switching between the modes, to have the best
result at the end of a specified time period, was sought. Hence, the problem reduced to
formulating a scheme to find optimal switching time for a switching system.
Switching systems, appearing in different fields [14,16-20], are comprised of
subsystems with different dynamics one of which is active at each time instant. Hence,
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controlling these processes involves not only applying a proper control to the system, but
also involves decision making to determine when to switch and what mode to switch to.
Note that if a fixed mode sequence is assumed, the main problem is to find optimal
switching instants, and once they are found, the problem reduces to a conventional
optimal control problem to find the control.
The developed methods for solving switching problems can be classified into two
categories; in the first category, through different schemes the gradient of the cost with
respect to the switching instants are calculated and used in a nonlinear programming
method to find the local optimal switching times/points [21-28]. In many of these
developments the sequence of active subsystems, called mode sequence, is selected a
priori [21-27], and the problem is finding the switching instants between the modes. A
depth search was done in [28] after freezing the first and last subsystems, to find the
entire possible mode sequences and for every such sequence, the optimal switching
instants are calculated using nonlinear programming. Using the iterative solution to the
nonlinear optimization problem along with ideas from model predictive control, the
authors of [25] developed the so-called crawling window optimal control scheme for the
optimal switching problem.
The second category includes studies that discretize the switching problem to deal
with a finite number of options. An optimization scheme was developed in [14] to find
the optimal mode sequence and switching time for positive linear systems with a prefixed initial condition. Some remedies were suggested to decrease the computational load
of the proposed algorithm which grows exponentially with the growth of the number of
time steps and the number of modes. Authors of [29] utilized a direct search to evaluate
the cost function for different randomly selected switching time sequences. In [30] the
discretization of the state and input spaces was used for calculation of the value function
for optimal switching through dynamic programming. As for the intelligent methods to
the problem, genetic algorithm and neural networks were used in [31] and [32],
respectively, to find the optimal switching for a preselected initial condition.
All the cited methods require a large amount of computations to numerically find
the optimal switching time for an a priori selected initial condition; each time the initial
condition is changed, a new set of computations needs to be performed to find the
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corresponding optimal switching instants. In [24] the switching parameter was found as
the local optimum in the sense that it minimizes the worst possible cost for all trajectories
starting in the selected set of initial states, in order to extend the validity of the results for
different initial conditions within a pre-selected set. Also, the derivative of the switching
parameters with respect to the initial conditions was sought through sensitivity analysis.
If the function giving the optimal performance index for every given switching
time sequence is known explicitly, then the problem simplifies to optimization of the
function with respect to the switching instants. However, even for the general linear
subsystems with a quadratic cost function, this function is not available [22,33].
The main contribution of this paper is presenting an algorithm by considering the
optimal HIV treatment problem as a forced switching system with autonomous
subsystem dynamics and learning the performance index as a function of current state
and the switching instants, i.e., the desired function. Forced switching systems are those
in which the switching between the modes is directly controlled and dictated. For existing
methods on optimal switching of systems with autonomous subsystem dynamics, one
may refer to [14,23-25]. The approach formulated in this paper is motivated by studies in
intelligent control as in [34-36]. This method involves training a neural network (NN) to
learn the nonlinear mapping between the optimal cost-to-go and the switching instants.
Once this function is learned, finding the optimal switching times simplifies to
minimization of an analytical function. As compared to available methods in the
literature for the HIV treatment and generally for switching systems, the proposed
technique has two advantages. They are: 1) the method developed in this paper gives
global optimal switching instants versus local ones resulting from nonlinear
programming based methods, 2) the learned function provides the optimal cost based on
the switching instants for a vast domain of initial conditions. Therefore, optimal
switching times for different initial conditions can be easily calculated using the same
trained NN. This means that switching instants for HIV therapies with different modes is
provided for a vast number of initial states through our method.
The rest of this paper is organized as follows: Modeling and formulation of the
HIV treatment problem are given in section II, the switching problem in the general form
is detailed in section III and the proposed solution is described in section IV. An example
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HIV infection control problem is solved in section V and the optimal switching scheme is
applied for finding the optimal drug prescription. Conclusions are presented in section
VI.
II. MODELING AND FORMULATION OF THE HIV TREATMENT PROBLEM
Any model used for describing the evolution of the HIV infection [4-8] and
control of the disease should at least incorporate three variables [12]; they are the number
of uninfected target cells (CD4+ T cells), denoted with ܶ, the number of target cells
infected by the virus ݒ , denoted with ܶ , and the population of ݒ , denoted with ܸ . The
subscript ݅ corresponds to the viral strain type. In this study, two viral strains, denoted
with ݒଵ and ݒଶ , are considered, hence, ݅  אሼͳǡʹሽ. In other words, the case of co-infection
by different viral strain types is considered. Different therapies will have different
effectiveness in controlling each strain. Moreover, due to the mutative nature of the
strains, each strain can generate the other strain by mutation.
The model given in [8,12] which is the multi-virion type version of the ones in
[4,6] is adapted here.
ܶሶ ൌ  ݏെ ݀ ் ܶ െ ߚଵ ܸଵ ܶ െ ߚଶ ܸଶ ܶ
ܶଵሶ ൌ ሺͳ െ ߤଵ ሻߚଵ ܸଵ ܶ  ߤଶ ߚଶ ܸଶ ܶ െ ߜܶଵ
ܶሶଶ ൌ ሺͳ െ ߤଶ ሻߚଶ ܸଶ ܶ  ߤଵ ߚଵ ܸଵ ܶ െ ߜܶଶ

(1)

ܸଵሶ ൌ ଵೕ ܶଵ െ ܸܿଵ
ܸሶଶ ൌ ଶೕ ܶଶ െ ܸܿଶ
where the constants used in the model are defined in Table 1. The listed values in the
table are in the range given in [7,8].
Assuming two different therapies for the HIV infection, following [14], different
viral production rate are assumed under different therapies. Indexing the therapies by ܽ
and ܾ, the selected values for the parameters are
ଵ  ൌ ʹ݀ܽି ݕଵ , ଵ್ ൌ ͳ݀ܽି ݕଵ , ଶೌ ൌ ͳ݀ܽି ݕଵ , ଶ್ ൌ ʹ݀ܽି ݕଵ .
hence, therapy ܽ performs better in controlling virion ݒଶ while therapy ܾ is better for
control of ݒଵ . Considering the definition of each parameter used in the model (1), it is
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straight forward to see the effect of each term on the right hand side of the differential
equations given in the model for different states. For example, the infection of the
healthy/uninfected target cells by each virus is proportional to the infection rate constant
ߚ , the total number of uninfected cells denoted with ܶ and the concentration of the
respective virus, denoted with ܸ . Hence, the terms െߚଵ ܸଵ ܶ and െߚଶ ܸଶ ܶ are listed in the
right hand side of the differential equation for ܶሶ, corresponding to the reduction of ܶ due
to the infection of healthy cells by ݒଵ and ݒଶ , respectively.
As seen in (1), the dynamics are autonomous with two modes corresponding to
the evolution of the disease under the two therapies. The problem is defined as finding
the optimal time for switching between the autonomous modes to have the highest
number of uninfected target cells at the end of a specified time period. In the next section,
the problem is posed as an optimal switching problem with autonomous subsystems and
in the subsequent section, the solution method is developed.
III. GENERAL PROBLEM FORMULATION
A switched autonomous system can be represented by the set of  ܯsubsystems
ݔሶ ሺݐሻ ൌ ݂ ൫ݔሺݐሻ൯

(2)

where ݂ ǣ Թ ՜ Թ , ݅  ؠ ܫ אሼͳǡ ʹǡ ǥ ǡ ܯሽ, and ݊ denotes the dimension of the state vector
ݔሺݐሻ. Optimal solution is defined as designing a switching sequence that allows the
operation of the system, from the initial time ݐ to the final time ݐ , i.e.,  א ݐሾݐ ǡ ݐ ሿ, to
switch between different subsystems such that the performance index, defined as the cost
or revenue, given below is optimized.
௧

 ܬൌ ߰ ቀݔ൫ݐ ൯ቁ  ௧  ܳ൫ݔሺݐሻ൯ ݀ݐ
బ

Table 1: The parameters of the HIV model.
Constant
Description
Value
Production rate of healthy cells.
ݏ
ͳͲ݉݉ିଷ ݀ܽି ݕଵ
Death rate of healthy cells.
்݀
ͲǤͲͳ݀ܽି ݕଵ
Rate of infection of healthy cells by virion ݒ ,
ߚ
͵ ൈ ͳͲିହ ݉݉ିଷ ݀ܽି ݕଵ
݅  אሼͳǡʹሽ.
ߤ
Rate of mutation of virion ݒ to ݒ , ݅ǡ ݆  אሼͳǡʹሽǡ ݅ ് ݆.
ͳ ൈ ͳͲିସ
Death rate of infected cells.
ߜ
ͲǤʹͶ݀ܽି ݕଵ
 
Production rate of virion ݅ under therapy ݆, ݆  אሼܽǡ ܾሽ. In the range 1 to 2 ݀ܽି ݕଵ
Death rate of virus.
ܿ
ͲǤʹͶ݀ܽି ݕଵ

(3)
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Convex functions ܳǣ Թ ՜ Թ and ߰ǣ Թ ՜ Թ correspond to the cost during the time
period and at the end, respectively. A switching sequence in time interval ሾݐ ǡ ݐ ሿ can be
defined as [22]
 ݏൌ ൫ሺݐ ǡ ݅ ሻǡ ሺݐଵ ǡ ݅ଵ ሻǡ ǥ ǡ ሺݐ ǡ ݅ ሻ൯
where ݐ  ݐଵ   ڮ ݐ  ݐ , Ͳ   ܭ൏ λ and ݅ ܫ א, for ݇ ൌ ͳǡʹǡ ǥ ǡ ܭ. In this
notation, ሺݐ ǡ ݅ ሻ means that the system switches from subsystem ݅ିଵ to ݅ at time ݐ .
Following [21-27], the order of the active subsystems is frozen, i.e., mode sequence, in
this study and therefore, the problem is to find optimal switching times. Since the mode
sequence is pre-selected, the unknowns in this problem will be the switching time
sequence given by
߬ ൌ ሺݐ ǡ ݐଵ ǡ ݐଶ ǡ ǥ ǡ ݐ ሻ
where ݐ  ݐଵ   ڮ ݐ  ݐ , and integer  ܭdenotes the number of switching, Ͳ   ܭ൏
λ.
IV. COST-TO-GO FUNCTION APPROXIMATION
In this section, two algorithms are proposed for learning the performance index,
or cost-to-go of the system for a given switching sequence and different initial conditions.
A NN is trained using the proposed algorithm as a universal function approximator.
A. Cost-to-go Approximation for a Conventional Problem
Assumption of a pre-selected switching time sequence reduces the switching
system to a conventional time-varying system where different modes are active at
different fixed switching times. The developed algorithm is motivated by the notion of
adaptive critics (AC) developments in implementation of Heuristic Dynamic
Programming (HDP) [35], where the critic network learns the cost-to-go and the actor
learns the optimal control. In this study the actor is skipped, and the critic is utilized to
learn the cost-to-go at each time step ݇, and state vector ݔ for the nonlinear time-varying
system. Discretizing the system in (2) by selecting a sampling time ȟ ݐresults in discretetime dynamics of the subsystems
ݔାଵ ൌ ݂ҧ ሺݔ ሻǡ݇ ൌ Ͳǡ ͳǡ ʹǡ ǥ ǡ ܰǡ ݅ ܫ א
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where ܰ ൌ ሺݐ െ ݐ ሻȀȟݐ, ݔ ൌ ݔሺ݇ȟ ݐ ݐ ሻ, and ݂ҧ ሺݔ ሻ  ݔ ؠ ȟ݂ݐ ሺݔሻ if Euler
integration is used. The discretized cost (or revenue) function is given by
ത
 ܬൌ ߰ሺݔே ሻ  σேିଵ
ୀ ܳ ሺݔ ሻ

(4)

where ܳതሺݔ ሻ  ؠȟܳݐሺݔሻ. Note that the cost-to-go, defined as the cost incurred by the
propagation of the states from current time to the final time, at each time step ݇ depends
on the current state ݔ and the time-to-go ܰ െ ݇, i.e.,
ത
ܬ ሺݔ ሻ ൌ ߰ሺݔே ሻ  σேିଵ
ୀ ܳ ሺݔ ሻ

(5)

Selecting a linear in the parameter NN as the function approximator, the expressions for
the critic (cost-to-go approximator), can be written as
ܬ ሺݔ ሻ ൌ ்ܹ ߶ሺݔ ሻǡ ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ
Vector ܹ  אԹ is the unknown weights of the network at time step ݇, and the basis
functions are given by ߶ǣ Թ ՜ Թ for ݉ being a positive integer denoting the number
of neurons.
Considering cost function (5), it can be seen that the cost-to-go satisfies the
following recurrence relation

ሺݔାଵ ሻǡ ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ
ܬே ሺݔே ሻ ൌ ߰ሺݔே ሻǡ ܬ ሺݔ ሻ ൌ ܳതሺݔ ሻ   ܬାଵ

(6)

which will be used for learning the cost-to-go. The training process may be detailed
through Algorithm 1.
Algorithm 1
Step 1: Train the network weight ܹே such that
ܹே் ߶ሺݔ ሻ ൌ ߰ሺݔ ሻ

(7)

for different ݔ  ߗ אwhere ߗ denotes the domain of interest.
Step 2: Set ݇ ൌ ܰ െ ͳ.
Step 3: Randomly select state vector ݔ ߗ א.
Step 4: Set ݔାଵ ൌ ݂ҧ ሺݔ ሻ (where ݆ denotes the index of the active subsystem at time ݇
based on the pre-selected switching time sequence.)
Step 5: Train the network weight ܹ such that
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்
்ܹ ߶ሺݔ ሻ ൌ ܳതሺݔ ሻ  ܹାଵ
߶ ቀ݂ҧ ሺݔ ሻቁ

(8)

Step 6: Repeat steps 3 to 5 until ܹ converges for different random ݔ ߗ א.
Step 7: Set ݇ ൌ ݇ െ ͳ and go to Step 3, until ݇ ൌ Ͳ.
As for the NN training method, in steps 1 and 5 of Algorithm 1, one may use the
least squares for finding the unknown ܹ in one shot, i.e., in the Batch training scheme.
Appendix A discusses this process.

Remark 1: The only requirement for ending up with the cost-to-go estimator of the
switching system with frozen switching times is utilizing the respective active subsystem
at each time index ݇ in the process of propagation of ݔ to ݔାଵ , in order to be used in the
weight update equation of ܹ .
B. Cost-to-go Approximation for the Switching Problem
As seen in the previous subsection, using a fixed switching time sequence, the
cost-to-go function can be found using Algorithm 1. In this subsection, the network
structure and the training algorithm is modified to find the optimal switching times. This
process is described in the next paragraph and the resulting algorithm is presented
subsequently.
In order to find the optimal switching times, the critic network is trained to
approximate the cost-to-go (or revenue) for every given switching time sequences.
Denoting the cost-to-go for a set of initial conditions ݔ and a switching time sequence ߬
as ܬ ሺݔ ǡ ߬ሻ, for different ߬s and different ݔ s function ܬ ሺݔ ǡ ߬ሻ is learned. Since the
mapping functions are selected to be analytical, finding the optimal ߬ for a given ݔ
simplifies to finding the minimum of ܬ ሺݔ ǡ ߬ሻ with respect to ߬. For example, if the
problem involves only one switch, then the only unknown of the optimal switching
sequence ߬ ൌ ሺݐ ǡ ݐଵ ሻ is ݐଵ , and finding it is as simple as calculating the roots of the
derivative of ܬ ሺݔ ǡ ߬ሻ with respect to ݐଵ and comparing the value of ܬ ሺݔ ǡ ߬ሻ at those
roots along with the value at the boundary points to find the global optimum. As
mentioned earlier, even for linear systems with a quadratic cost function, function
ܬ ሺݔ ǡ ߬ሻ is not known in a closed form, i.e., with respect to ݔ and ߬ [22,33].
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Here, Algorithm 1 is modified to learn ܬ ሺݔ ǡ ߬ሻ. For this purpose, the following
modified network structure is proposed:
ܬ ሺݔ ǡ ߬ሻ ൌ ்ܹ ߶ሺݔ ǡ ߬ሻ ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ
The inputs to the NN are selected as the current state and the given switching time
sequence on which the cost-to-go is dependent. In order to accommodate the extra input,
the new basis function is ߶ǣ Թ ൈ Թ ՜ Թ , where, the switching time sequence ߬ is
considered as a ܭ-vector ሾݐଵ ǡ ݐଶ ǡ ǥ ǡ ݐ ሿ் . By using this structure for the critic network
along with the recurrence relation (6), Algorithm 2 gives the training process to find ܹ ,
݇.
Algorithm 2
Step 1: Using least squares find ܹே such that
ܹே் ߶ሺݔ ǡ ߬ሻ ൌ ߰ሺݔ ሻ

(9)

for different random ݔ  ߗ אand different random switching time sequences.
Step 2: Set ݇ ൌ ܰ െ ͳ.
Step 3: Randomly select both state vector ݔ  ߗ אand switching time sequence ߬.
Step 4: Set ݔାଵ ൌ ݂ҧ ሺݔ ሻ (where ݆ denotes the index of the active subsystem at time ݇
based on the selected switching time sequence ߬ in Step 3.)
Step 5: Using least squares find ܹ such that
்
்ܹ ߶ሺݔ ǡ ߬ሻ ൌ ܳതሺݔ ሻ  ܹାଵ
߶൫݂ҧ ሺݔ ሻǡ ߬൯

(10)

Step 6: Repeat steps 3 to 5 until ܹ converges for different random ݔ  ߗ אand
switching time sequences.
Step 7: Set ݇ ൌ ݇ െ ͳ and go to Step 3, until ݇ ൌ Ͳ.
Remark 2: Comparing Algorithm 2 with Algorithm 1, it can be observed that the only
modification is selecting different random ߬s at each iteration and selecting the state
equation for propagation of ݔ to ݔାଵ based on the currently selected ߬.
Remark 3: As compared to the cited methods in the introduction, the advantages of the
method presented here are twofold: 1) global optimal switching time sequence is obtained
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rather than local ones given by [21-28], 2) the network provides the optimal switching
times for every other initial conditions as well while studies [14, 21-32] calculate optimal
solutions for only one pre-selected initial condition.
C. A Transformation for the Switching Problem
At the switching instants between the subsystems, the weight history ܹ may not
be smooth. In order to facilitate this issue with the selected controller design, a
transformation as used in [22] for a different purpose, is carried out. To motivate the
basic idea, let us assume that the number of subsystems is two with one switching instant
at ݐଵ . Define a new independent variable ݐƸ  אሾͲʹሿ as
ݐൌቊ

ݐ  ሺݐଵ െ ݐ ሻݐƸ ݂݅Ͳ  ݐƸ ൏ ͳ
ݐଵ  ൫ݐ െ ݐଵ ൯ሺݐƸ െ ͳሻ݂݅ͳ  ݐƸ  ʹ

one has  ݐൌ ݐ if ݐƸ ൌ Ͳ,  ݐൌ ݐଵ if ݐƸ ൌ ͳ, and  ݐൌ ݐ if ݐƸ ൌ ʹ. Using the new independent
variable ݐƸ , the state equations given in (2) can be expressed as
ݔԢሺݐƸ ሻ ൌ ሺݐଵ െ ݐ ሻ݂ଵ ൫ݔሺݐƸ ሻ൯
ݔԢሺݐƸ ሻ ൌ ሺݐ െ ݐଵ ሻ݂ଶ ൫ݔሺݐƸ ሻ൯
where ݔԢ denotes the derivative of  ݔwith respect to ݐƸ . The performance index (3)
converts to
ଵ
ଶ
 ܬൌ ߰൫ݔሺʹሻ൯  ሺݐଵ െ ݐ ሻ  ܳ൫ݔሺݐƸ ሻ൯ ݀ݐƸ  ሺݐ െ ݐଵ ሻ ଵ ܳ൫ݔሺݐƸ ሻ൯ ݀ݐƸ

(11)

As can be seen, the benefit of the transformed time is the fact that the switching
always happens at a fixed transformed time of ݐƸ ൌ ͳ. Note that the actual switching time
is still free and given by ݐଵ . This feature gives Algorithm 2 the capability of generating a
desired form in the history of the weights at the time instant of ݐƸ ൌ ͳ to account for the
subsystem switching at  ݐൌ ݐଵ . It should be noted that the transformation of the
independent variable does not incur any change in the main problem, i.e., the solutions to
the transformed problem and the original problem are identical.
For problems having more switches or more subsystems, e.g., number of
switching equal to ܭ, this solution can be extended where ݐƸ  אሾͲ ܭ ͳሿ and the switches
happen at ݐƸ ൌ ͳǡʹǡ͵ǡ ǥ ǡ ܭ. For implementation of Algorithm 2, after performing this time
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transformation, one needs to discretize the transformed performance index given in (11)
and compare it with the general form of the performance index given in (4), in order to
find the state penalizing term ܳതሺݔ ሻ for use in Algorithm 2.
V. NUMERICAL ANALYSIS
In this section, the proposed method for solving optimal switching problem of
autonomous systems is applied to the HIV treatment problem defined in Section II, i.e.,
optimal switching between the therapies to have the highest number of uninfected cells at
the end of an specific time period. The time period considered in this paper is three
months and it is assumed that in the beginning of the period, the disease
condition/progression is monitored at a clinical visit and an optimal prescription in the
sense of optimal drug switching is to be prescribed for the next ninety days. Without loss
of generality, assume that the drugs are supposed to switch not more than once. Later, the
extension of the method for the cases of more than one switching will be discussed.
Moreover, the sequence of the therapies, i.e., the mode sequence, is assumed to be given.
A. Utilizing the Optimal Switching Method for Solving the Problem
Considering the model given by (1), the performance index to be maximized is
defined as
 ܬൌ ܶே
i.e., the number of healthy cells at the end of the horizon. The time from  א ݐሾͲǡ ͻͲሿǡ with
the unit of ݀ܽݕ, is transformed to ݐƸ  אሾͲǡ ʹሿ, as explained in subsection IV.C, the problem
is discretized with a sampling time of ȟݐƸ ൌ ͲǤͲʹ, resulting in 100 time steps.
Assuming a mode sequence of ሼܽǡ ܾሽ, since there is only one switching, the
switching sequence simplifies to one unknown, namely, the switching time denoted with
ݐଵ . Consequently, the NN will have six inputs with five of them being the elements of the
state vector and the sixth being the switching time ݐଵ .
An important step in the design is the selection of the basis functions. The wellknown Weierstrass approximation theorem [37] proves that any continuous function on a
closed and bounded interval can be uniformly approximated on that interval by
polynomials to any degree of accuracy. Assuming the cost-to-go is a continuous function
of states and switching times, the basis functions are selected as polynomials


ܶ  ܶଵ ܶଶ ܸଵ ܸଶ ݐଵ where ݅ǡ ݆ǡ ݇ǡ ݈ǡ ݉  אሼͲǡͳǡʹǡ͵ሽ, ݅  ݆  ݇  ݈  ݉  ͵ and ݊  אሼͲǡͳǡ ǥ ǡͶሽ.
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Note that as mentioned in the theorem, the accuracy can be adjusted by selection of order
of the polynomials. In here, the mentioned orders are selected which showed good
accuracy as will be seen in the rest of this section. This selection results in 280 neurons.
Since the whole training is done offline, the number of neurons is not a barrier in the
solution process.
The least squares method as described in Algorithm 2 is used in training. 1000
random state value and switching times are selected for training each ܹ , ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ.
The domain of interested ߗ for the network training is selected as ܶ  אሾͲǡ ͳͲͲͲሿǡ ܶ א
ሾͲǡ ͳͲͲሿǡ ܸ  אሾͲǡͳͲͲሿ, for ݅ ൌ ͳǡʹ. During training, it was observed that normalizing the
network inputs to belong to the interval ሾͲǡ ͳሿ or even [0, 10] facilitates easier function
approximation of the network with the selected basis functions. Therefore, the network
inputs are normalized through dividing the state element ܶ by ͷͲͲ, the rest of the state
elements by the constant ͳͲ, and the switching time ݐଵ by constant 90 (to vary between 0
and 1). Notice that this is not a required step. The training process took ͵ͳ seconds using
MATLAB 2010 on a machine with Intel Core 2 Duo 2.66 GHz and 2 GB of RAM.
The resulting weight evolution versus the time is depicted in Fig. 1. As expected,
there is a corner in the history of some of elements of the weight matrix at the switching
time which is fixed at the transformed time step ͷͲ. Moreover, the weight values at the
final time are all zero except for the one corresponding to the normalized ܶ, which has
the final value of ͷͲͲ, since ܶ was normalized through division by the same number.
Hence, one will have ܬே ሺݔே ǡ ݐଵ ሻ ൌ ܹே் ߶ሺݔே ǡ ݐଵ ሻ ൌ ܶே , as expected.
The first simulation was performed with the initial conditions
ܶሺͲሻ ൌ ͳͲͲͲǡ

ܶଵ ሺͲሻ ൌ ͷǡ

ܶଶ ሺͲሻ ൌ ʹͷǡ

ܸଵ ሺͲሻ ൌ ͳͲǡ

ܸଶ ሺͲሻ ൌ ͷͲ

denoted with IC 1, where the unit of the numbers are ݉݉ିଷ . The performance index for
different switching times is calculated through exhaustive simulations of the model, i.e.,
simulating the system for the period of 90 days with every possible switching time, and
the results are depicted in Fig. 2 through the dash-dot plots. Using the trained network,
for this initial conditions, function ܬ ሺݔ ǡ ߬ሻ is approximated by ்ܹ ߶ሺݔ ǡ ߬ሻ given in
terms of ݐଵ as
ܬሺ߬ሻ ൌ െͶͶǤ͵ݐଵସ  ͳͳͶݐଵଷ െ ͳͲͶݐଵଶ  ͳͻǤͲݐଵ  ͺͶͶǤʹ

(12)
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which is plotted in Fig. 2. It can be observed in Fig. 2 that the NN approximator has been
able to approximate the performance index with very good accuracy. From exact results,
the optimal switching time was found to be the 40th day. The maximum of function given
by (12) gives the optimal switching time of 39th day which is quite close to the exact
optimal switching time. Fig. 3 depicts the histories of the healthy cells, infected cells, and
the viral population versus time for the case of therapy switching at 40th day. As seen,
therapy ܽ has done a good job in controlling virion ݒଶ and its respected infected cells, but
has not been able to do much for the virion ݒଵ , as expected, because of the values
assigned to ೕ parameters in the model. Interestingly, the controller has waited until a
suitable time to switch to therapy ܾ. The switching time is suitable when the population
of the cells infected by ݒଶ , i.e., variable ܶଶ , decreases till some value which switching to
therapy ܾ (which is not the ideal therapy for the viral strain type ݒଶ ,) does not void the
effect of the initial treatment. After the switching, therapy ܾ has controlled virion ݒଵ and
infected cells ܶଵ , such that the infected cells and the virion population are regulated to
zero and the healthy cells has started to grow after the initial decay due to the disease.
The biggest advantage of this method, i.e., approximating the function ܬ ሺݔ ǡ ݐଵ ሻ
versus different initial condition ݔ and switching time ݐଵ , is being able to find the
optimal switching time for different initial conditions. However, it should be noted that
the initial condition should be such that the resulting trajectory falls in the domain for
which the network is trained. To illustrate this capability, another set of initial conditions,
denoted with IC 2 is selected. Parameter values for IC 2 are:
ܶሺͲሻ ൌ ͺͲͲǡ

ܶଵ ሺͲሻ ൌ ͳͲǡ

ܶଶ ሺͲሻ ൌ Ͳǡ

ܸଵ ሺͲሻ ൌ ͳǡ

ܸଶ ሺͲሻ ൌ Ͳ

Feeding the new initial condition to the same trained network, gives the function
ܬሺ߬ሻ ൌ ͵͵Ǥʹݐଵସ െ ͷǤͷݐଵଷ  ͶͷǤʹʹݐଵଶ െ ͶǤʹݐଵ  ͻͳͷǤͶ
which is plotted in Fig. 4. The exact performance index versus switching times are
calculated through a new set of exhaustive simulations for the new initial condition and
the result is depicted in the same figure using dash-dot plots, which is observed to be very
close to the approximated value. One can see that for the patient with IC 2, the best
prescription is switching to therapy ܾ immediately by skipping therapy ܽ.
As the last simulation, the initial conditions
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ܶଵ ሺͲሻ ൌ ͳͲǡ

ܶሺͲሻ ൌ ͺͲͲǡ

ܶଶ ሺͲሻ ൌ ͷǡ

ܸଵ ሺͲሻ ൌ ͳǡ

ܸଶ ሺͲሻ ൌ ͳͲͲ

denoted with IC 3, are selected. Feeding IC 3 to the neural network gives
ܬሺ߬ሻ ൌ െͳͷͳǤʹݐଵସ  ͶͲǤͶݐଵଷ െ ͷͲͻǤͻݐଵଶ  ʹͲǤͳݐଵ  ͺ͵Ǥ
which is plotted in Fig. 5 along with the exact performance calculated using another
exhaustive simulation. Again, the results are quite similar and the optimal switching day
is found to be the 30th day which is exactly the same as the result obtained using
exhaustive simulations.
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Fig. 2. Performance index versus switching time for IC 1.
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Fig. 3. Evolution of disease parameters for IC 1.
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Fig. 4. Performance index versus switching time for IC 2.
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Fig. 5. Performance index versus switching time for IC 3.
In this example, we assumed a fixed mode sequence and selected the maximum
number of switching to be one but this technique can easily be generalized. As for the
number of switching in a problem, one can define more switching which results in more
number of unknowns. Of course, the network basis functions need to be rich enough to
capture the performance index function which instead of a curve will be a hyper-plane
depending on the number of unknowns.
VI. CONCLUSIONS
A new approach was developed for solving HIV problem. The developed method
was applied to an illustrative optimal drug switching in the HIV infection control
problem with excellent results. Compared to existing techniques, the developed method is
quite versatile in providing optimal switching in real-time for different initial conditions.
The proposed scheme can also be utilized for determining optimal drug switching times
for multi-therapeutic treatment of any other disease, as long as models for the evolution
of the disease under each therapy are available.
APPENDIX
In Algorithms 1 and 2, equations (7), (8), (9), and (10) give the weight update
rules for the weights. The least squares method can be used for rewriting this equation
such that ܹ is explicitly given based on the known parameters. In this appendix, the
process for finding such an equation for ܹ is explained. To perform least squares for the
weight update of ܹ , ࣿ random states and ࣿ random switching sequence denoted with
 ݔሺሻ and ߬ ሺሻ , respectively, where ݅  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽǡ are selected. Denoting the right hand
side of the equations resulting from each one pair of  ݔሺሻ and ߬ ሺሻ with ࣳ൫ ݔሺሻ ǡ ߬ ሺሻ ൯, the
objective is finding ܹ such that it solves
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ሺଵሻ ሺଵሻ
ሺଵሻ ሺଵሻ
்
ܹ ۓ ߶൫ ݔǡ ߬ ൯ ൌ ࣳ൫ ݔǡ ߬ ൯
ۖ ܹ ் ߶൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ൯ ൌ ࣳ൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ൯


ڭ
۔
ܹۖ ் ߶൫ ݔሺࣿሻ ǡ ߬ ሺࣿሻ ൯ ൌ ࣳ൫ ݔሺࣿሻ ǡ ߬ ሺࣿሻ ൯
 ە

(13)

Define
ࣘ  ؠൣ߶൫ ݔሺଵሻ ǡ ߬ ሺଵሻ ൯߶൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ൯ǥ ߶൫ ݔሺࣿሻ ǡ ߬ ሺࣿሻ ൯൧
ण  ؠൣࣳ൫ ݔሺଵሻ ǡ ߬ ሺଵሻ ൯ࣳ൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ൯ǥ ࣳ൫ ݔሺࣿሻ ǡ ߬ ሺࣿሻ ൯൧
Using the method of least squares, solution to the system of linear equations (13) is given
by
ܹ ൌ ሺ்ࣘࣘ ሻିଵ ࣘण்
Note that for the inverse of matrixሺ்ࣘࣘ ሻ, which is a ݉ ൈ ݉ matrix, to exist, one needs
the basis functions ߶ሺǤ ǡ Ǥ ሻ to be linearly independent and ࣿ to be greater than or equal to
the number of the basis functions.
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5. OPTIMAL SWITCHING AND CONTROL OF NONLINEAR SWITCHING
SYSTEMS USING APPROXIMATE DYNAMIC PROGRAMMING
Ali Heydari and S.N. Balakrishnan
ABSTRACT
The problem of optimal switching and control of switching systems with
nonlinear subsystems is investigated in this study. An approximate dynamic
programming based algorithm is proposed for learning the optimal cost-to-go function
based on the switching instants and the initial conditions. The global optimal switching
times for every selected initial condition are directly found through minimization of the
resulting function. Once the optimal switching times are calculated, the same
neurocontroller is used to provide optimal control in a feedback form. Proof of
convergence of the learning algorithm is presented. Three illustrative numerical examples
are given to demonstrate the versatility and accuracy of the proposed technique.
I. INTRODUCTION
From aerospace field to chemical processes, many examples exist in engineering
that can be categorized as switching systems [1-5], in which subsystems with different
dynamics exist and at each time instant, one of them is active. Hence, controlling these
processes involves not only applying a stabilizing control to the system, but also making
decisions on when to switch and what mode to switch to. Optimal switching and control
of a switching system is a challenging problem and some methods have been developed
to address the problem [6-18]. The main issue is to find optimal switching instants, and
once they are found, the problem reduces to a conventional optimal control problem.
Methods developed so far for finding the optimal switching instants can be mainly
divided to two groups: the first group comprises of nonlinear programming based
methods [6-13], in which through different schemes, the gradient of the cost with respect
to the switching instants/points are calculated and then by using a nonlinear optimization
method, e.g., steepest descent, the switching instants/points are adjusted to find the local
optimum. It should be noted that in many existing papers, the sequence of active
subsystems, called mode sequence, is selected a priori [6-12], and the problem reduces to
finding the switching instants between the modes. In [13], the first and last subsystems
are pre-selected and a depth search is done initially to find all the possible mode
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sequences and for every such sequence, the optimal switching instants are calculated
using nonlinear programming. Iterative solution to a nonlinear optimization problem is
suggested in [10] and using the combination of this control approach with ideas from
model predictive control, the authors developed the so-called crawling window optimal
control scheme.
The second group includes studies that discretize the problem in order to deal
with a finite number of options. Having a finite number of candidate switching time
sequences, authors of [14] utilize a direct search to evaluate the cost function for different
randomly selected switching time sequences and select the best one in the sense of having
less corresponding cost. In [15] the discretization of the state and input spaces is used for
calculation of the value function for optimal switching through dynamic programming.
In [16] genetic algorithm is used to find the optimal switching times. A neural
network (NN) is used for solving the optimal switching problem for a pre-specified initial
condition in [17]. A hierarchical decomposition is proposed in [18], with the lower-level
being the time-driven dynamics and the higher-level being the event-driven dynamics
representing the mode switching.
All the cited methods numerically find the optimal switching time for a specific
initial condition; each time the initial condition is changed, new computations are needed
to find the new optimal switching instants. In order to extend the validity of the results
for different initial conditions within a pre-selected set, in [9] the switching parameter is
found as the local optimum in the sense that it minimizes the worst possible cost for all
trajectories starting in the selected initial states set. Also, the derivative of the switching
parameters with respect to the initial conditions is sought through sensitivity analysis.
Note that that switching systems can be classified into externally switched
systems (ESS) and internally switched systems (ISS) [7]. An ESS is one in which the
switching between the modes is directly controlled and dictated, like changing the gears
in a manual transmission car, i.e., in ESS switching is forced. In ISS, however, the
switching happens once the states reach a certain condition, called a switching condition,
e.g., automatic change of the gears in an automatic transmission in a car. In the other
words, ISS is a system with autonomous switching. In the cited papers, [9,10,17,18] deal
with ISS, [6,8,11,12,13,14,16] consider ESS, and [7,15] consider both. The authors of [7]
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developed their method for ESS to find the desired switching times, and then, they extend
their work to ISS through forcing the state to satisfy the switching condition at the
dictated switching times.
Recently, the authors of this study proposed a NN based scheme in [20] for
optimal switching of systems with autonomous dynamics, i.e., where the subsystems do
not admit control inputs. Switching with controlled subsystem, which is the subject of
this study, makes the problem much more complicated due to the inter-coupling between
the effect of switching to different modes and inputting different controls once each mode
is active.
Within the last two decades, approximate dynamic programming (ADP) has
shown a lot of promise in obtaining solutions to conventional optimal control problems
with NN as the enabling structure [21-34]. ADP is usually carried out using a twonetwork synthesis called adaptive critics (ACs) [22-24]. In the heuristic dynamic
programming (HDP) class with ACs, one network, called the ‘critic’ network, inputs the
states to the NN and outputs the optimal cost and another network, called the ‘action’
network, outputs the control with states of the system as its inputs [24,25]. In the dual
heuristic programming (DHP) formulation, while the action network remains the same as
the HDP, the critic network outputs the costates with the current states as inputs
[22,26,27]. The single network adaptive critics (SNAC) architecture developed in [28] is
shown to be able to eliminate the need for the second network and perform DHP using
only one network. Similarly, the J-SNAC eliminates the need for the action network in an
HDP scheme [29]. Note that the developments in [21-28] are for infinite-horizon
problems. The use of ADP for solving finite-horizon optimal control of conventional
problems was considered in [30-34]. Authors of [30] developed a time-varying
neurocontroller for solving a problem with state constraints. In [31] a single NN with a
single set of weights was proposed which takes the time-to-go as an input along with the
states and generates the fixed-final-time optimal control for discrete-time nonlinear
systems. Finite-horizon problems with unspecified terminal times were considered in [3234].
As for optimal control of switching problems, if the function that describes the
optimal cost for every given switching time sequence is known explicitly, then the
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problem simplifies to minimization of the function with respect to the switching instants.
However, even in the case of general linear subsystems with a quadratic cost function,
this function is not available [7,19]. The main contribution of this paper is developing an
algorithm for ESS-type problems that learns the optimal cost as a function of current state
and the switching instants. An ADP based scheme, in an HDP form is used to train an
NN to learn the nonlinear mapping between the optimal cost-to-go and the switching
instants. Once this function is learned, finding the optimal switching times reduces to
minimization of an analytical function. Furthermore, a second NN is trained along with to
generate optimal control in a feedback form. Hence, once the optimal switching instants
are calculated, one may use the control NN to generate the optimal control to be applied
on the system.
As compared to available methods in the literature, the proposed technique has
two advantages. They are: 1) the method developed in this paper gives global optimal
switching instants versus local ones resulting from nonlinear programming based
methods, 2) the learned function gives the optimal cost based on the switching instants
for a vast domain of initial conditions; hence, optimal switching times for different initial
conditions can easily be calculated using the same trained NNs. Moreover, once the
optimal switching instants are calculated, this method provides feedback optimal control,
too. Convergence of the learning process is also provided.
The rest of this paper is organized as follows: The problem formulation is given in
section II, the proposed solution is described in section III, numerical analysis are given
in section IV, and some conclusions are made in section V.
II. PROBLEM FORMULATION
A control-affine switching system can be represented by a set of  ܯsubsystems
given by
ݔሶ ሺݐሻ ൌ ܨሺ௧ሻ ൫ݔሺݐሻ൯  ܩሺ௧ሻ ൫ݔሺݐሻ൯ݑሺݐሻ,

(1)

where ܨ ǣ Թ ՜ Թ and ܩ ǣ Թ ՜ Թൈ ,  ؠ ࣤ א ݆ሼͳǡ ʹǡ ǥ ǡ ܯሽ. Positive integers ݊ and
݉ denote the dimension of the state vector ݔሺݐሻ, and the control vector ݑሺݐሻ,
respectively. Moreover, switching function ݆ǣ ሾݐ ǡ ݐ ሿ ՜ ࣤ returns the index of active
subsystem at time  א ݐሾݐ ǡ ݐ ሿ. The technique developed in this study requires that the
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given systems are in a control-affine form. If they are not control-affine, some
mathematical construct (for example, defining a new control) is needed to convert the
given system to a control-affine system [35]. The controller design process of switching
systems includes not only selecting a history of control input ݑሺݐሻ, but also a switching
function ݆ሺݐሻ that allows the operation of the system to switch between different
subsystems. Following [7] the switching function can be given by a switching sequence
as
 ݏൌ ൫ሺݐ ǡ ݆ ሻǡ ሺݐଵ ǡ ݆ଵ ሻǡ ǥ ǡ ሺݐ ǡ ݆ ሻ൯

(2)

where ݐ  ݐଵ   ڮ ݐ  ݐ , Ͳ   ܭ൏ λ and ݆ࣽ ࣤ א, for ࣽ ൌ ͳǡʹǡ ǥ ǡ ܭ. In this
notation, ሺ ࣽݐǡ ݆ࣽ ሻ means that the system switches from subsystem ݆ࣽିଵ to ݆ࣽ at time  ࣽݐ,
and  ܭdenotes the number of switching. Considering switching sequence ݏ, switching
function ݆ሺݐሻ is given by ݆ሺݐሻ ൌ ݆ࣽ where ࣽ is such that ࣽݐ  ݐ൏ ࣽݐାଵ , ࣽ  אሼͲǡͳǡ ǥ ǡ ܭሽ.
The problem of optimal control of switching systems can be defined as
determining a switching sequence ( ݏwhich leads to a switching function ݆ሺݐሻ) and a
control ݑሺݐሻ,  א ݐሾݐ ǡ ݐ ሿ, such that the cost function given below is minimized.
ଵ

௧

 ܬൌ ߰ ቀݔ൫ݐ ൯ቁ  ௧  ቀܳ൫ݔሺݐሻ൯  ݑሺݐሻ் ܴݑሺݐሻቁ ݀ݐ
ଶ
బ

(3)

Convex positive semi-definite functions ܳǣ Թ ՜ Թ and ߰ǣ Թ ՜ Թ penalize the states
and positive definite matrix ܴ penalizes the control effort. Following [6-12] in this paper,
we freeze the order of the active subsystems, i.e., the mode sequence, and work on
finding the optimal switching times. Since the mode sequence is pre-selected, the
unknowns in this problem will be the switching time sequence and the optimal control. A
switching time sequence is given by
߬ ൌ ሺݐ ǡ ݐଵ ǡ ݐଶ ǡ ǥ ǡ ݐ ሻ

(4)

where ݐ  ݐଵ   ڮ ݐ  ݐ and switching happens at  ࣽݐs, ࣽ  אሼͲǡͳǡ ǥ ǡ ܭሽ. Note that
even for linear subsystems with quadratic cost functions, available methods in the
literature give only a local optimal solution to this problem and only for a single set of
initial conditions [6,7].
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Assumption 1: There exists a piecewise continuous optimal control solution  כݑሺݐሻ to the
problem where the discontinuous points of  כݑሺݐሻ are limited to the switching times.
Assumption 2: The dynamics of the subsystems do not have finite escape times. Also,
the functions representing the dynamics are smooth versus state and control vectors  ݔand
ݑ.
III. APPROXIMATE DYNAMIC PROGRAMMING APPROACH
An approximate dynamic programming framework is used in this study as a
solution technique to the optimal switching problem. First we motivate the utilization of
this approach for conventional optimal control problems and then proceed to using it for
switching systems.
A. Adaptive Critics for Conventional Optimal Control
In order to motivate the idea of using ADP for solving the switching problem, in
this subsection it is assumed that the switching time sequence is fixed and the unknown is
the optimal control  כݑሺݐሻ. This assumption reduces the switching problem to a
conventional optimal control with a given cost function, wherein different subsystems are
active at different ‘given’ time periods [7]. In other words, the switching system
simplifies to a system with time-varying dynamics. In the HDP scheme [23] with ADP,
two NNs named actor and critic can be trained for approximating the optimal control and
the optimal cost-to-go. Extending the idea of HDP to problems with finite-horizon cost
function, the optimal control and the optimal cost-to-go are functions of the time-to-go
(final time minus the current time) as well as the states [31]. Therefore, the actor and the
critic are trained to capture the mapping between a given state and the time-to-go as
inputs to the optimal control and the optimal cost-to-go as outputs for the actor and the
critic, respectively.
Considering a fixed switching time sequence, switching system (1) simplifies to
time-varying system
ݔሶ ሺݐሻ ൌ ݂ሺݔሺݐሻǡ ݐሻ  ݃ሺݔሺݐሻǡ ݐሻݑሺݐሻ,

(5)

where ݂ሺݔǡ ݐሻ ܨ ؠሺ௧ሻ ሺݔሻ and ݃ሺݔǡ ݐሻ ܩ ؠሺ௧ሻ ሺݔሻ. Note functions ݂ሺݔǡ ݐሻ and ݃ሺݔǡ ݐሻ are
smooth with respect to ݔ, but, they can have discontinuity with respect to  ݐat the fixed
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 ࣽݐs, due to the switching between the modes. Discretizing the system in (5) by selecting a
sampling time ȟ ݐresults in discrete-time dynamics of the subsystems
ݔାଵ ൌ ݂ ሺҧ ݔ ǡ ݇ሻ  ݃ҧ ሺݔ ǡ ݇ሻݑ ,݇ ൌ Ͳǡ ͳǡ ʹǡ ǥ ǡ ܰ,

(6)

where ݇ denotes the time index, ܰ ൌ ሺݐ െ ݐ ሻȀȟݐ, ݔ ൌ ݔሺ݇ȟ ݐ ݐ ሻ, and ݂ ሺҧ ݔǡ ݇ሻ ؠ
 ݔ ȟ݂ݐሺݔǡ ݇ȟ ݐ ݐ ሻ, ݃ҧ ሺݔǡ ݇ሻ  ؠȟ݃ݐሺݔǡ ݇ȟ ݐ ݐ ሻ if forward-in-time Euler integration is
used.
Let the cost function be discretized as
ଵ
்ത
ത
 ܬൌ ߰ሺݔே ሻ  σேିଵ
ୀ ሺܳ ሺݔ ሻ  ݑ ܴ ݑ ሻ
ଶ

(7)

where ܳതሺݔሻ  ؠȟܳݐሺݔሻ, and ܴത  ؠȟܴݐ.
Remark 1: Dynamic Programming [36] which is the back-bone of the method developed
here, gives solution to discrete-time problems. Therefore, the continuous problem is
discretized. Moreover, the assumption that discrete-time system (6) is obtained through
discretizing a ‘continuous-time’ problem is utilized in convergence analysis of the
developed algorithm in this paper. Note that almost all physical systems have subsystems
with continuous-time dynamics; therefore, this assumption does not impose a limitation
on the obtained results for such systems.
Let the optimal control and the optimal cost-to-go be denoted with superscripted
‘ ’כnotation. The optimal cost-to-go at each instant may be denoted with ܬ כሺݔ ሻ to
emphasize its dependency on the current state, ݔ , and on the left time, ܰ െ ݇. In other
words
ଵ

 כത כ
ത כ
ܬ כሺݔ ሻ ߰ ؠሺݔே ሻ  σேିଵ
ࣽୀሺܳ ሺ ࣽݔሻ   ࣽݑ ܴ ࣽݑሻ.
ଶ

(8)

Bellman equation [36] provides optimal solution to the problem of minimizing cost
function (7) subject to dynamics (6)
ܬே כሺݔே ሻ ൌ ߰ሺݔே ሻ,
ଵ
כ
כ
ܬ כሺݔ ሻ ൌ ൫ܳതሺݔ ሻ  ݑܴ ் כതݑ כ൯  ܬାଵ
ሺݔାଵ
ሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,
ଶ

כ

ሺ௫
ሻ
డ
ݑ כൌ െܴതିଵ ݃ҧ ሺݔ ǡ ݇ሻ் ೖశభ ೖశభ ቚ
డ௫ೖశభ

כ
௫ೖశభ

, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ.

(9)
(10)
(11)
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כ
כ
where ݔାଵ
ൌ ݂ ሺҧ ݔ ǡ ݇ሻ  ݃ҧ ሺݔ ǡ ݇ሻݑ כ. Gradient ߲ܬାଵ
ሺݔାଵ Ȁ߲ݔାଵ ሻ is forms as a column

vector.
Denoting the approximated optimal cost-to-go and the approximated optimal
control with ܬ ሺݔ ሻ and ݑ ሺݔ ሻ, respectively, an iterative learning scheme can be derived
from the Bellman equation for learning these unknowns for the fixed-final-time problem
as [31]
ܬே ሺݔே ሻ ൌ ߰ሺݔே ሻ,
ݑାଵ ሺݔ ሻ ൌ െܴത ିଵ ݃ҧ ሺݔ ǡ ݇ሻ்

כ
ሺ௫ೖశభ ሻ
డೖశభ

డ௫ೖశభ

ቚ


௫ೖశభ

(12)
, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

ଵ

ܬ ሺݔ ሻ ൌ ൫ܳതሺݔ ሻ  ݑ ሺݔ ሻ் ܴത ݑ ሺݔ ሻ൯  ܬାଵ
ሺݔାଵ ሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ.
ଶ

(13)
(14)


Superscript ݅ denotes the index of iteration. Moreover, in (13) one has ݔାଵ
 ݂ ؠሺҧ ݔ ǡ ݇ሻ 

݃ҧ ሺݔ ǡ ݇ሻݑ ሺݔ ሻǡ and the converged value of ݑ is denoted with ݑ . Note that in a dual
network AC scheme for finite horizon optimal control, ‘iteration’ takes place only in
training the actor, as seen in (13). In other words, one starts with an initial guess on ݑ ,
݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ, and iterates using (13). Once the converged control value is obtained,
optimal cost-to-go is calculated using (14), without any need for iteration.
By selecting linear in parameter networks, the expressions for the actor (control)
and the critic (cost), can be written as
ݑ ሺݔሻ ൌ ்ܸ ߪሺݔሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

(15)

ܬ ሺݔሻ ൌ ்ܹ ߶ሺݔሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ,

(16)

where ܸ  אԹൈ and ܹ  אԹ are the weights of the actor and the critic networks at
time step ݇, respectively. The linearly independent smooth basis functions are given by
ߪǣ Թ ՜ Թ and ߶ǣ Թ ՜ Թ for  and  ݍbeing positive integers denoting the number of
neurons. The objective is using Eqs. (12)-(14) in order to determine network weights ܸ
and ܹ , ݇. Considering Eqs. (12)-(14) unknowns ܬ ሺǤ ሻ and ݑ ሺǤ ሻ can be calculated in a
backward-in-time fashion. In other words, using (12) one can calculate ܬே ሺǤ ሻ. Then,
having ܬே ሺǤ ሻ one can calculate ݑேିଵ ሺǤ ሻ using the iterations given in (13). Having
calculated ܬே ሺǤ ሻ and ݑேିଵ ሺǤ ሻ, unknown ܬேିଵ ሺǤ ሻ can be found using (14). Repeating this
process from ݇ ൌ ܰ െ ͳ to ݇ ൌ Ͳ, all the unknowns can be calculated. This idea is used
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for training network weights ܸ and ܹ , ݇, as detailed in Algorithm 1. Note that the
superscript on ܸ denote the iteration index and ߘ߶ሺݔሻ ߶߲ ؠሺݔሻȀ߲ ݔis formed as a
column vector in the algorithm.
Algorithm 1
Step 1: Find ܹே such that ܹே் ߶ሺݔே ሻ ؆ ߰ሺݔே ሻ for different ݔே  אȳ where ȳ denotes a
compact subset of Թ representing the domain of interest.
Step 2: For ݇ ൌ ܰ െ ͳ to ݇ ൌ Ͳ repeat
{
Step 3: Set ݅ ൌ Ͳ and select a guess on ܸ .
ሺࣼሻ

Step 4: Randomly select ࣿ many different state vectors ݔ  אȳ, ࣼ א
ሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ, for ࣿ being a large positive integer.
ሺࣼሻ

்

ሺࣼሻ

Step 5: Set ݑ ൌ ܸ ߪቀݔ ቁ, ࣼ  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ .
ሺࣼሻ

ሺࣼሻ

ሺࣼሻ

ሺࣼሻ

ҧ
Step 6: Set ݔାଵ ൌ ݂ ቀݔ
 ǡ ݇ቁ  ݃ҧ ቀݔ ǡ ݇ቁݑ ,ࣼ  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.
Step 7: Find ܸାଵ such that
்

்

்
ሺࣼሻ
ሺࣼሻ
ሺࣼሻ

ܸାଵ ߪቀݔ ቁ ؆ െܴതିଵ ݃ҧ ቀݔ ǡ ݇ቁ ߘ߶ቀݔାଵ ቁ ܹାଵ
, א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.

Step 8: Set ݅ ൌ ݅  ͳ and repeat Step 7, until ԡܸାଵ െ ܸ ԡ converges to a
number less than a small preset tolerance.
Step 9: Set ܸ ൌ ܸ .
Step 10: Find ܹ such that
்

ଵ
ଵ
ሺࣼሻ
ሺࣼሻ
ሺࣼሻ
ሺࣼሻ
்ܹ ߶ ቀݔ ቁ ؆ ܳത ቀݔ ቁ  ߪ ቀݔ ቁ ܸ ܴത்ܸ ߪ ቀݔ ቁ 
ଶ

ଶ

்
ҧ ሺࣼሻ ǡ ݇ቁ  ݃ҧ ቀ ݔሺࣼሻ ǡ ݇ቁ்ܸ ߪቀ ݔሺࣼሻ ቁ൰,  א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.
ܹାଵ
߶ ൬݂ ቀݔ




}
In Steps 1, 7, and 10 of Algorithm 1, the method of Least Squares, explained in
Appendix A, can be used for finding the unknown weights in terms of the given
parameters.
Remark 2: If the switching time sequence is fixed and given, optimal control of the timevarying system is found by using the respective active subsystem at each time index ݇ in
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the process of propagation of ݔ to ݔାଵ , for use in the weight update equations of ܹ
and ܸ . This step is the main difference between this process and the non-switching
adaptive critic based finite-horizon optimal controllers given in [30,31].
Remark 3: Note that the number of iterations may vary for different time steps. The
iteration index, ݅, is reset to zero for the next time-step.
Remark 4: One can modify the algorithm in the sense that at each iteration of Step 7,
ሺࣼሻ

different random states ݔ being selected. For this purpose, one needs to repeat Steps 4
to 7 instead of only repeating Step 7 at each iteration. Note that as long as the number of
samples ࣿ is large enough, selecting new samples at each iteration of Step 7 is not
necessary.
Remark 5: Capability of uniform approximation of neural networks [37,38] indicates
that once the network is trained for a large enough number of samples from the domain of
interest, denoted with ࣿ, the network is able to approximate the output for any new
sample from the domain with a bounded approximation error. This error bound can be
made arbitrarily small if the network is rich enough. For the linear in weight neural
network selected in this study and the polynomial basis function utilized in the numerical
examples, Weierstrass approximation theorem [39] proves a similar uniform
approximation capability.
Remark 6: Considering the possible discontinuity of ݃ҧ ሺݔ ǡ ݇ሻ at the switching times (due
to the switching between ܩ s,) and the presence of this term in the optimal control
equation (11), it is natural to have discontinuity in the optimal control history at the
switching times, i.e., at  ࣽݐs. On the other hand, the uniform approximation property of
NN holds for approximating a ‘continuous’ function. However, since the NNs are
selected with time-varying weights, and the switching times are fixed and given, the
desired discontinuity can be formed using the discrete set of weights at different ݇s. To
make it clearer, one should note that the control is a function of two variables, the time
and the state. As long as function ݑ ሺݔሻ for each given ݇ is a continuous function versus
ݔ, it can be uniformly approximated using ்ܸ ߪሺݔሻ by the given ܸ .
B. Adaptive Critics for Switching Optimal Control
In this section, we modify the network structure and the training algorithm to find
the optimal switching times along with optimal control. In order to synthesize the ACs
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for switching systems, the critic network is trained to approximate the optimal cost-to-go
for different switching time sequences. It should be made clear that both the optimal costto-go and control are functions of the selected switching time sequence, ߬.
In this section, an approximation of ܬ כሺݔ ǡ ߬ሻ is learned in as a function of ݔ and
߬ and is denoted with ܬ ሺݔ ǡ ߬ሻ. Considering time ݇ ൌ Ͳ the approximate optimal cost-togo ܬ ሺݔ ǡ ߬ሻ for a set of initial conditions ݔ and a switching time sequence ߬ will be
learnt first. Since the NN mapping functions are analytical, once ܬ ሺݔ ǡ ߬ሻ is learned,
finding the global optimal ߬ for a given ݔ reduces to finding the minima of ܬ ሺݔ ǡ ߬ሻ with
respect to ߬. For example, if the problem involves only one switch, then the only
unknown of the optimal switching sequence ߬ ൌ ሺݐ ǡ ݐଵ ሻ is ݐଵ , and finding it is as simple
as calculating the roots of the derivative of ܬ ሺݔ ǡ ߬ሻ with respect to ݐଵ and comparing the
value of ܬ ሺݔ ǡ ߬ሻ at those roots along with the value at the boundary points to find the
global minimum. As mentioned earlier, even for linear systems with a quadratic cost
function, function ܬ ሺݔ ǡ ߬ሻ is not known in a closed form, i.e., with respect to ݔ and ߬
[7,19].
If the switching times are not fixed, the NNs fail to uniformly approximate
ݑ כሺݔ ǡ ߬ሻ, and hence ܬ כሺݔ ǡ ߬ሻ, due to possible discontinuity of ݑ כሺݔ ǡ ߬ሻ versus ݇ at the
free switching times. To remedy this problem a transformation is used. The idea is to
transform the independent variable  ݐto a new independent variable ݐƸ such that the
switching times are fixed in terms of ݐƸ [7]. To motivate the basic idea, assume that the
number of subsystems is two with one switching instant at ݐଵ . Define a new independent
variable ݐƸ  אሾͲʹሿ as
ݐൌቊ

ݐ  ሺݐଵ െ ݐ ሻݐƸ ݂݅Ͳ  ݐƸ ൏ ͳ
ݐଵ  ൫ݐ െ ݐଵ ൯ሺݐƸ െ ͳሻ݂݅ͳ  ݐƸ  ʹ

(17)

one has  ݐൌ ݐ if ݐƸ ൌ Ͳ,  ݐൌ ݐଵ if ݐƸ ൌ ͳ, and  ݐൌ ݐ if ݐƸ ൌ ʹ. Using the new independent
variable, ݐƸ , the state equations given in (1) can be expressed as
ሺݐଵ െ ݐ ሻ ቀܨଵ ൫ݔሺݐƸ ሻ൯  ܩଵ ൫ݔሺݐƸ ሻ൯ݑሺݐƸ ሻቁ ݂݅Ͳ  ݐƸ ൏ ͳ
 ݔᇱ ሺݐƸ ሻ ൌ ቐ
ሺݐ െ ݐଵ ሻ ቀܨଶ ൫ݔሺݐƸ ሻ൯  ܩଶ ൫ݔሺݐƸ ሻ൯ݑሺݐƸ ሻቁ ݂݅ͳ  ݐƸ  ʹ

(18)
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where the prime notation, ݔԢ, denotes the derivative of  ݔwith respect to ݐƸ . Cost function
(3) then becomes
ଵ
ଵ
 ܬൌ ߰൫ݔሺʹሻ൯  ሺݐଵ െ ݐ ሻ  ቀܳ൫ݔሺݐƸ ሻ൯  ݑሺݐƸ ሻ் ܴݑሺݐƸ ሻቁ ݀ݐƸ 
ଶ

ଵ
ଶ

ଶ
ሺݐ െ ݐଵ ሻ ଵ ቀܳ൫ݔሺݐƸ ሻ൯  ݑሺݐƸ ሻ் ܴݑሺݐƸ ሻቁ ݀ݐƸ

(19)

As can be seen, the benefit of the transformed time is the fact that the switching
always happens at the fixed transformed time of ݐƸ ൌ ͳ. Note that, the actual switching
time is still free and given by ݐଵ . This feature provides the capability to have
discontinuities in the history of the weights at ݐƸ ൌ ͳ to account for a possible
discontinuity in control at  ݐൌ ݐଵ , as mentioned in Remark 6. For problems having more
switches or more subsystems, e.g. number of switching equal to ܭ, this remedy can be
extended where ݐƸ  אሾͲ ܭ ͳሿ and the switches happen at ݐƸ ൌ ͳǡʹǡ ǥ ǡ ܭ.
After performing the transformation of  ݐto ݐƸ , one needs to discretize the resulting
transformed dynamics and the transformed cost function (respectively Eqs. (18) and (19)
if  ܭൌ ͳ,) to end up with the discrete-time problem suitable for the ADP scheme. Let the
transformed time ݐƸ be discretized to ܰ segments. Note that the initial time and the final
time for ݐƸ are Ͳ and  ܭ ͳ, respectively, therefore ܰ ൌ ሺ ܭ ͳሻȀȟݐƸ , where ȟݐƸ denotes
the sampling time for discretizing ݐƸ . The discretized dynamics read
ݔାଵ ൌ ݂ ሺҧ ݔ ǡ ߬ǡ ݇ሻ  ݃ҧ ሺݔ ǡ ߬ǡ ݇ሻݑ ,݇ ൌ Ͳǡ ͳǡ ʹǡ ǥ ǡ ܰ,
where

݂ ሺҧ ݔǡ ߬ǡ ݇ሻ  ݔ ؠ ȟݐƸ ሺࣽݐାଵ െ  ࣽݐሻܨሺ௧መ ା௧బሻ ሺݔሻ,

(20)

݃ҧ ሺݔǡ ߬ǡ ݇ሻ  ؠȟݐƸ ሺࣽݐାଵ െ

 ࣽݐሻܩሺ௧መ ା௧బሻ ሺݔሻ and ࣽ is such thatࣽ  ݇ȟݐƸ ൏ ࣽ  ͳ, ࣽ  אሼͲǡͳǡ ǥ ǡ ܭሽ. Note that
functions ݂ ሺҧ ݔǡ ߬ǡ ݇ሻ and ݃ҧ ሺݔǡ ߬ǡ ݇ሻ depend on the selected ߬ through the presence of  ࣽݐs in
their definition. For example ݂ ሺҧ ݔǡ ߬ǡ ݇ሻ denotes the internal dynamics at state ݔ, which is
active at time ݇ given the switching time sequence ߬. The discretized cost function will
be having time-varying penalizing terms as
ଵ
்ത
ത
 ܬൌ ߰ሺݔே ሻ  σேିଵ
ୀ ሺܳ ሺݔ ǡ ߬ǡ ݇ሻ  ݑ ܴ ሺ߬ǡ ݇ሻݑ ሻ
ଶ

(21)

where ܳതሺݔǡ ߬ǡ ݇ሻ  ؠȟݐƸ ሺࣽݐାଵ െ  ࣽݐሻܳሺݔሻ, and ܴത ሺ߬ǡ ݇ሻ  ؠȟݐƸ ሺࣽݐାଵ െ  ࣽݐሻܴ and ࣽ is such
thatࣽ  ݇ȟݐƸ ൏ ࣽ  ͳ, ࣽ  אሼͲǡͳǡ ǥ ǡ ܭሽ.
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An interesting point in minimizing cost function (21) subject to dynamics (20) is
the fact that it is just a conventional optimal control problem with time-varying dynamics
and cost function terms. The problem however, has free parameters ݐଵ ,ݐଶ ǡ …,ݐ which
form the switching time sequence ߬. In other words, the switching time sequence in terms
of the transformed time is given, but, the switching time sequence in term of the original
time is still free and appears as scaling parameters ݐଵ ,ݐଶ ǡ …,ݐ in (20) and (21). The
mapping between the scaling parameters and the optimal control/cost-to-go can be easily
learned using function approximation capability of NN. In the rest of this subsection, the
ADP scheme is used for learning the optimal control and the optimal cost-to-go as a
function of these scaling parameters. For this purpose, the following modified network
structures are proposed:
ݑ ሺݔǡ ߬ሻ ൌ ்ܸ ߪሺݔǡ ߬ሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳ,

(22)

ܬ ሺݔǡ ߬ሻ ൌ ்ܹ ߶ሺݔǡ ߬ሻ, ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ.

(23)

The inputs to the NNs are the current state and the switching time sequence ߬,
since the optimal control and optimal cost-to-go are dependent on these two parameters.
Let the switching time sequence ߬ be formed as a ܭ-vector. The new smooth basis
functions are ߪǣ Թ ൈ Թ ՜ Թ and ߶ǣ Թ ൈ Թ ՜ Թ , where, the switching time
sequence is formed as a ܭ-vector whose elements are the switching times.
Using these structures for the actor and critic networks along with dynamics (20)
and cost function (21) in the iterative learning scheme (12)-(14) which were derived
earlier based on Bellman equation, the weight update laws can now be determined. In this
ҧ  ǡ ݇ሻ, ݃ҧ ሺݔ ǡ ݇ሻ, ܳതሺݔ ሻ, and ܴത
process it should be noted that functions and parameters ݂ ሺݔ
ҧ  ǡ ߬ǡ ݇ሻ, ݃ҧ ሺݔ ǡ ߬ǡ ݇ሻ, ܳതሺݔ ǡ ߬ǡ ݇ሻ, and ܴത ሺ߬ǡ ݇ሻ,
in (12)-(14) need to be replaced with ݂ሺݔ
respectively. Algorithm 2 gives the details of the resulting training/learning process to
ഥ is defined as ȳ
ഥؠ
find ܸ and ܹ , ݇. In this algorithm, compact domain ȳ
൛߬ ൌ ሾݐଵ ǡ ݐଶ ǡ ǥ ǡ ݐ ሿ்  אԹ ǣ ݐ  ݐଵ   ڮ ݐ  ݐ ൟ
Algorithm 2
Step 1: Find ܹே such that ܹே் ߶ሺݔே ǡ ߬ሻ ؆ ߰ሺݔே ሻ for different random ݔே  ߗ אand
ഥ.
different random ߬  אȳ
Step 2: For ݇ ൌ ܰ െ ͳ to ݇ ൌ Ͳ repeat
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{
Step 3: Set ݅ ൌ Ͳ and select a guess on ܸ .
ሺࣼሻ

Step 4: Randomly select ࣿ many different state vectors ݔ  אȳ, and ࣿ many
ഥ , ࣼ  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ, for ࣿ being a
different switching time sequence ߬ ሺࣼሻ  אȳ
large positive integer.
ሺࣼሻ

்

ሺࣼሻ

Step 5: Set ݑ ൌ ܸ ߪቀݔ ǡ ߬ ሺࣼሻ ቁ, ࣼ  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ .
ሺࣼሻ
ҧ ሺࣼሻ ǡ ߬ ሺࣼሻ ǡ ݇ቁ  ݃ҧ ቀ ݔሺࣼሻ ǡ ߬ ሺࣼሻ ǡ ݇ቁݑሺࣼሻ .
Step 6: Set ݔାଵ ൌ ݂ ቀݔ




Step 7: Find ܸାଵ such that
்

ሺࣼሻ

ܸାଵ ߪቀݔ ǡ ߬ ሺࣼሻ ቁ ؆

்

்

ିଵ
ሺࣼሻ
ሺࣼሻ
 
െܴത ൫߬ ሺࣼሻ ǡ ݇൯ ݃ҧ ቀݔ ǡ ߬ ሺࣼሻ ǡ ݇ቁ ߘ߶ቀݔାଵ ǡ ߬ ሺࣼሻ ቁ ܹାଵ
.

(24)

Step 8: Set ݅ ൌ ݅  ͳ and repeat Step 7, until ԡܸାଵ െ ܸ ԡ converges to a
number less than a small preset tolerance.
Step 9: Set ܸ ൌ ܸ .
Step 10: Find ܹ such that
்

ଵ
ଵ
ሺࣼሻ
ሺࣼሻ
ሺࣼሻ
ሺࣼሻ
்ܹ ߶ ቀݔ ǡ ߬ ሺࣼሻ ቁ ؆ ܳത ቀݔ ǡ ߬ ሺࣼሻ ǡ ݇ቁ  ߪ ቀݔ ǡ ߬ ሺࣼሻ ቁ ܸ ܴത ൫߬ ሺࣼሻ ǡ ݇൯்ܸ ߪ ቀݔ ǡ ߬ ሺࣼሻ ቁ 
ଶ

ሺࣼሻ

ଶ

ሺࣼሻ

ሺࣼሻ

்
்
ሺࣼሻ
ሺࣼሻ
ሺࣼሻ
ሺࣼሻ
ҧ
ܹାଵ
߶ ቀ݂ ቀݔ
 ǡ ߬ ǡ ݇ቁ  ݃ҧ ቀݔ ǡ ߬ ǡ ݇ቁܸ ߪ ቀݔ ǡ ߬ ቁ ǡ ߬ ቁ,  א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ. (25)

}
Remark 7: By comparing Algorithm 2 with Algorithm 1, it can be seen that the main
modification is selecting random sets of parameters ߬ and training the networks to give
optimal solution for every given ߬.
The converged value, ܸ , in Step 7 can be used in Step 10 and a least squares

solution can be found for ܹ once ܹାଵ
and ܸ are given, see Appendix A. The

following theorem provides the sufficient condition for the convergence of iterative
equation (24).
Theorem 1: The iterations given by Step 7 converge for any selected initial guess on ܸ
for ݇ ൌ Ͳǡͳǡ ǥ ǡ ܰ െ ͳǡ providing the sampling time selected for discretization of the
continuous dynamics (1) is small enough.
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The proof is given in Appendix B.
In Theorem 1 the role of the sampling time in discretization of a continuous
system is emphasized. It is worthwhile to discuss this issue in detail. Substituting (22)
and (23) in optimal control equation (11), leads to
ିଵ

ሺࣼሻ

ሺࣼሻ

்

்ܸ ߪ ቀݔ ǡ ߬ ሺࣼሻ ቁ ؆ െܴത ൫߬ ሺࣼሻ ǡ ݇൯ ݃ҧ ቀݔ ǡ ߬ ሺࣼሻ ǡ ݇ቁ
ሺࣼሻ

ሺࣼሻ

ሺࣼሻ

்

்

ሺࣼሻ
ሺࣼሻ
ሺࣼሻ
ሺࣼሻ
ҧ
ൈ ߘ߶ ቀ݂ ቀݔ
 ǡ ߬ ǡ ݇ቁ  ݃ҧ ቀݔ ǡ ߬ ǡ ݇ቁܸ ߪቀݔ ǡ ߬ ቁǡ ߬ ቁ ܹାଵ

(26)

which is the same as (24) except that ܸାଵ and ܸ on both sides are replaced with ܸ .
Optimal weights ܸ , ݇  אሼͲǡͳǡ ǥ ǡ ܰ െ ͳሽ at each time instant ݇ can be calculated by
solving the nonlinear equation given in (26), without using the iteration given in (24).
However, there is no analytical solution to the set of nonlinear equations (26) in general.
Therefore, one needs to resort to numerical methods for solving the set of equations.
Theorem 1 proves that for any given smooth dynamics and smooth basis functions, if the
sampling time is small enough, the iterations given in (24) converge to the solution to the
nonlinear equation (26). However, if the sampling time is fixed, certain conditions on the
dynamics or the cost function weight terms need to hold in order for the iterations to
converge. These conditions can be easily derived from the proof of Theorem 1.
Once the network weights converge, they solve Bellman Eqs. (10) and (11) and
satisfy the final condition (9). Therefore, the resulting cost-to-go and control are optimal.
In practice, however, due to existence of NN approximation errors, the results will be an
approximation of the optimal solution.
When ܬ ሺݔ ǡ ߬ሻ is learned using Algorithm 2, calculating the optimal switching
time for any ݔ within the domain of interest reduces to a simple function minimization,
i.e., minimizing ܬ ሺݔ ǡ ߬ሻ versus ߬. Since the basis functions are smooth, they are of
ഥ
bounded variation [40] and hence, have a finite number of minima in the compact set ȳ
by definition [40,41]. Therefore, the resulting ܬ ሺݔ ǡ ߬ሻ ൌ ்ܹ ߶ሺݔ ǡ ߬ሻ also will have a
finite number of minima. Due to the smoothness of the function, the minima can be
calculated using first derivative test, i.e., through finding the stationary points which are
the real roots of ߲ܬ ሺݔ ǡ ߬ሻȀ߲߬ ൌ Ͳ. Once all of the stationary points are calculated,
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comparing the value of the function at the stationary point and at the boundary points, the
global minimum can be determined.
Note that, for the result to be global optimum, two other conditions also need to
hold, listed below:
1- Eqs. (12)-(14), and hence, Eqs. (24) and (25) provides globally optimal inputtarget pairs for network training.
2- The NN training provides globally optimal weights for approximating the
mapping between the given input-target pairs.
The proof that condition 1 holds follows from the proof of Theorem 1, once the
conditions given in Theorem 1 hold. In other words, once it is proved that (24) is a
contraction mapping, the uniqueness of fixed point ܸ to the iterative Eq. (24) follows
[42]. In other words, once the conditions given in Theorem 1 hold, ADP provides global
optimal solution. Details of this result are beyond the scope of this study and are given in
[43]. Condition 2, also, holds as long as the method of least squares is used for
calculating the NN weights. Because of the convexity of least squares problems, the
concern of getting stuck in a local minimum does not exist.
As compared to [6]-[12], the advantages of the method presented here are
twofold: 1) global optimal switching time sequence is obtained rather than local ones, 2)
the method provides optimal switching times for any initial conditions as long as the
resulting state trajectory lies within the domain on which the networks are trained, while
the other studies are solutions for a selected initial condition. Note that as seen in this
section, the approximated optimal control is given by Eq. (22). Once the network weights
are trained and the optimal switching time sequence ߬ is calculated, Eq. (22) can be
utilized for online calculation of the control in a feedback form.
IV. NUMERICAL ANALYSIS
A. Example 1
The first example is a switching nonlinear system with two subsystems and one
switch. The subsystem dynamics are
Subsystem 1:

ௗ
ௗ௧

ݔଵ
ቂ ݔቃ ൌ 
ଶ

ݔଵଶ

ݔଶ
Ͳ
൨  ቂ ቃݑ
െ ݔଶଶ
ͳ

(27)
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Subsystem 2:

ݔଵ
ݔଶ
Ͳ
ቂ ݔቃ ൌ ቂെ ݔቃ  ቂ ቃ ݑ
ௗ௧
ͲǤͷ
ଶ
ଶ
ௗ

(28)

where the elements of the state vector  ݔare denoted by ݔଵ and ݔଶ . A quadratic cost
function in the following form is selected
்

ଵ

௧

 ܬൌ ݔ൫ݐ ൯ ܵݔሺݐ ሻ   ൫ݔሺݐሻ் ܳݔሺݐሻ  ݑሺݐሻ் ܴݑሺݐሻ൯ ݀ݐ
ଶ

(29)

where ݐ ൌ ͵ sec, ܵ ൌ ݀݅ܽ݃ሺͳͲͳͲሻ, ܳ ൌ ݀݅ܽ݃ሺͳͳሻ, ܴ ൌ ͳ, and once the independent
variable  ݐis transformed to ݐƸ , a sampling time of ȟݐƸ ൌ ͲǤͲͲʹ sec is used for
discretization of the continuous dynamics.
Since there is only one switching, the switching time sequence simplifies to
finding the switching time ݐଵ . An important step in the design is the selection of the basis
functions. Considering Remarks 5 and 6 the basis functions for the actor and critic are
selected as polynomials made of different combinations of the two states and the
switching time ݐଵ . The selected basis functions for ߶ሺǤ ǡ Ǥ ሻ are ݐଵ ݔଵଶ , ݐଵ ݔଶଶ , ݐଵ ݔଵ ݔଶ , ݐଵ ݔଵଷ ,
ݐଵ ݔଶଷ , ݐଵ ݔଵ ݔଶଶ , ݐଵ ݔଵଶ ݔଶ , ݐଵ ݔଵସ , ݐଵ ݔଵସ , ݐଵ ݔଵ ݔଶଷ , ݐଵ ݔଵଷ ݔଶ , ݐଵ ݔଵଶ ݔଶଶ  for ܽ ൌ Ͳǡͳǡ͵ǡ ǥ ǡͺ. The
selections for ߪሺǤ ǡ Ǥ ሻ are ݐଵ ݔଵ , ݐଵ ݔଶ ,ݐଵ ݔଵଶ , ݐଵ ݔଶଶ , ݐଵ ݔଵ ݔଶ , ݐଵ ݔଵଷ , ݐଵ ݔଶଷ , ݐଵ ݔଵ ݔଶଶ , ݐଵ ݔଵଶ ݔଶ for
ܽ ൌ Ͳǡͳǡ͵ǡ ǥ ǡͺ. As with any linear in parameter networks, it is important to select
suitable basis functions to allow the NNs to capture the mappings accurately.
The domain of interest for the states is given by ȳ ൌ ሼሾݔଵ ݔଶ ሿ் ǣ ݔଵ א
ሾെͳǤʹͷͳǤʹͷሿǡ ݔଶ  אሾെͳǤʹͷͳǤʹͷሿሽ. Five hundred random states from ȳ are used in the
least squares process (ࣿ=500). The iterative learning of ܸ converged after less than five
iterations. For initial conditions ݔ ൌ ሾെͳͲǤͷሿ் , function ܬ ሺݔ ǡ ݐଵ ሻ which gives the
optimal cost is approximated by ்ܹ ߶ሺݔ ǡ ݐଵ ሻ given in terms of ݐଵ as
ܬ ሺݔ ǡ ݐଵ ሻ ൌ ͲǤͺͺ͵ െ ʹǤͳʹͲݐଵ  ͷǤͳͻͷݐଵଶ െ Ǥͺ͵ݐଵଷ  ͷǤͷͶͲݐଵସ െ ʹǤͺͷݐଵହ 
ͲǤͺͷݐଵ െ ͲǤͳͶ͵ݐଵ  ͲǤͲͳͲݐଵ଼ .

(30)

Taking the derivative of ܬ ሺݔ ǡ ݐଵ ሻ with respect to ݐଵ and setting it equal to zero gives
three real roots of ݐଵ ൌ ͲǤͷͷǡ ʹǤͺǡ and ʹǤͺͷ. Examining the roots and the boundary
points shows that the global minimum of the cost happens at ݐଵ ൌ ͲǤͷͷ sec with a
resulting cost-to-go of 0.53.
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In order to evaluate the preciseness of the estimated function ܬ ሺݔ ǡ ݐଵ ሻ, the
optimal cost-to-go for different preselected switching times is calculated using Algorithm
1 for which a separate pairs of networks are trained for 30 different switching times and
the results are given in Fig. 1 denoted by asterisks and compared with the approximated
cost-to-go, i.e., function ܬ ሺݔ ǡ ݐଵ ሻ. It is seen that the basis functions accurately describe
the cost function and therefore, optimal switch times. Once optimal ݐଵ is found, the actor
network can be used for the selected ݐଵ to give the closed loop optimal control for
propagation of the states.
An important feature of the developed method is learning the cost function
ܬ ሺݔ ǡ ݐଵ ሻ for different initial conditions in ȳ as a part of training the cost network. To test
this capability, the trained network is used for calculation of ܬ ሺݔ ǡ ݐଵ ሻ for the new initial
condition of ݔ ൌ ሾͲ െ ͳሿ் . Optimal cost (denoted by asterisks) and the outputs of the
cost network for different ݐଵ s are shown in Fig. 2. The results are quite identical.
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Fig 1: Actual and estimated cost-to-go versus switching times for initial condition of
ݔ ൌ ሾെͳͲǤͷሿ் , Example 1.
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Fig 2: The actual and estimated cost-to-go versus switching times for initial condition of
ݔ ൌ ሾͲ െ ͳሿ் , Example 1.
B. Example 2
A more complex problem is presented next. Example 2 is a switching system with
three linear subsystems and two switches. The subsystem dynamics are
Subsystem 1:

ݔଵ
Ͳ
ቂ ݔቃ ൌ ቂ
ௗ௧
ଶ
െͳ

Subsystem 2:

ݔଵ
Ͳ
ቂ ݔቃ ൌ ቂ
ௗ௧
Ͳ
ଶ

Subsystem 3:

ௗ

ௗ

ݔଵ
െǤͳ
ቂ ݔቃ ൌ ቂ
ௗ௧
Ͳ
ଶ
ௗ

Ͳ ݔଵ
Ͳ
ቃ ቂ ݔቃ  ቂ ቃ ݑ
െͳ ଶ
ͳ

(31)

ͳ ݔଵ
Ͳ
ቃቂ ቃ  ቂ ቃݑ
െͳ ݔଶ
ͲǤͷ

(32)

Ͳ ݔଵ
Ͳ
ቃቂ ቃ  ቂ
ቃݑ
െǤͳ ݔଶ
ͲǤͷ

(33)

where the elements of the state vector  ݔare denoted by ݔଵ and ݔଶ . Subsystem 1 is neither
controllable nor stabilizable, subsystem 2 is controllable, and subsystem 3 is not
controllable but it is stabilizable. The same quadratic cost function as in (29) is selected
where ݐ ൌ ͵ sec, ܵ ൌ ݀݅ܽ݃ሺͳͲͳͲሻ, ܳ ൌ ݀݅ܽ݃ሺͳͳሻ, ܴ ൌ ͳ, and once the independent
variable  ݐis transformed to ݐƸ , a sampling time of ȟݐƸ ൌ ͲǤͲͲʹ sec is used for
discretization of the transformed continuous dynamics. Note that Ͳ  ݐƸ  ͵, because of
two switches.
Switching sequence is composed of two switches here, with the mode sequence of
(Subsystem 1, Subsystem 2, Subsystem 3), and so the switching time sequence simplifies
to two unknowns ݐଵ and ݐଶ . Basis functions for the actor and critic are selected as
polynomials made up of different combinations of the two states and the switching times
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ݐଵ and ݐଶ . Assumed basis functions for ߶ሺǤ ǡ Ǥ ሻ are ݐଵ ݔଵଶ , ݐଵ ݔଶଶ , ݐଵ ݔଵ ݔଶ for ܽ ൌ Ͳǡͳǡʹǡ ǥ ǡͺ
and also ݐଵ ݐଶ ݔଵଶ , ݐଵ ݐଶ ݔଶଶ , ݐଵ ݐଶ ݔଵ ݔଶ for ܽ ൌ ͳǡʹǡ͵ǡͶ and ܾ ൌ ͳǡʹǡ͵ǡͶ excluding ܽ ൌ ܾ ൌ
Ͷ. For ߪሺǤ ǡ Ǥ ሻ the selections are ݐଵ ݔଵ , ݐଵ ݔଶ for ܽ ൌ Ͳǡͳǡʹǡ ǥ ǡͺ and ݐଵ ݐଶ ݔଵ , ݐଵ ݐଶ ݔଶ for
ܽ ൌ ͳǡʹǡ͵ǡͶ and ܾ ൌ ͳǡʹǡ͵ǡͶ excluding ܽ ൌ ܾ ൌ Ͷ. One could try other types of basis
functions too.
Domain of interest for the states in training is the same in Example 1. One
thousand random states from ȳ are used in the least squares process, i.e., ࣿ ൌ 1000. As
can be observed from the weight histories presented in Fig. 3, weights evolve smoothly
except at ݐƸ ൌ ͳ and ݐƸ ൌ ʹ where the switches happen. Note that in the weight history of
the actor, there are jumps at the switching times; consequently, control values show
jumps at the same instances. However, the weight history of the critic shows no jump, as
expected, since it reflects an integrated value (see (3)).
The optimal cost ܬ ሺݔ ǡ ݐଵ ǡ ݐଶ ሻ after the weight training for initial condition of
ݔ ൌ ሾͳͳሿ் is given by
ܬ ሺݔ ǡ ݐଵ ǡ ݐଶ ሻ ൌ ͶǤͶ െ ͳ͵Ǥͳݐଵ  ͻǤͶݐଶ  ͷͲǤͳݐଵଶ െ ͵ǤͲͲݐଶଶ െ ͺͷǤͻݐଵଷ െ ǤͺͶݐଶଷ  ͺǤ͵ݐଵସ
 ǤͲͳݐଶସ െ ͶǤͶݐଵହ െ ʹǤͻͷݐଶହ  ͳǤͳݐଵ  Ǥ͵ͺݐଶ െ ʹǤͻͷݐଵ െ ǤͲݐଶ
 Ǥʹʹͷݐଵ଼  ǤͲͲͶݐଶ଼ െ ʹǤͲݐଵ ݐଶ  ͵͵Ǥ͵ݐଵଶ ݐଶ  ͳͷǤ͵ݐଵ ݐଶଶ െ ʹͶǤͶݐଵଶ ݐଶଶ
െ Ǥͺݐଵଷ ݐଶ െ ʹǤͲݐଵ ݐଶଷ  ͵Ǥ͵Ͷݐଵଷ ݐଶଶ  ͷǤͷݐଵଶ ݐଶଷ  Ǥͷݐଵସ ݐଶ െ ǤͳͶͻݐଵ ݐଶସ
െ ͵ǤͲͶݐଵସ ݐଶଶ െ ǤʹͶ͵ݐଵଶ ݐଶସ  ǤͶݐଵସ ݐଶଷ െ ǤͳͺͶݐଵଷ ݐଶସ
In order to evaluate the accuracy of the learned optimal cost-to-go ܬ ሺݔ ǡ ݐଵ ǡ ݐଶ ሻ,
optimal costs for different preselected switching times ݐଵ varying from 0 to 3 with the
step size of 0.1 and ݐଶ varying from ݐଵ to 3 with the same step size, leading to 496
different switching time sequences, are calculated. The mean of the absolute value of the
error between the optimal cost and the approximated cost using ܬ ሺݔ ǡ ݐଵ ǡ ݐଶ ሻ turned out to
be 1.1% and the standard deviation of the absolute value of the error was 0.9%. These
results show that the proposed technique leads to fairly accurate optimal cost over a wide
region.
Fig. 4 depicts ܬ ሺݔ ǡ ݐଵ ǡ ݐଶ ሻ for different ݐଵ and ݐଶ where ݐଶ  ݐଵ . As seen,
ܬ ሺݔ ǡ ݐଵ ǡ ݐଶ ሻ is not convex versus ݐଵ and ݐଶ . Note that this technique results in a
polynomial expression of switching time and therefore, the global optimum can be found
using the first derivative test whereas existing methods assume a convex function and
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consequently, may end up with a local minimum. In other words, one can calculate all
the stationary points of the resulting ܬ ሺݔ ǡ ݐଵ ǡ ݐଶ ሻ and find the one which is the global
minimum. For this problem the globally optimal switching times turned out to be given
by ݐଵ ൌ ͳ sec, and ݐଶ ൌ ʹǤͻ͵ sec.
Fig. 5 shows the state trajectories and the control history from utilizing the actor
network and the calculated optimal switching times to control the system. As seen in the
control history, there are two jumps in the control at the switching instants. Optimal
switching time ݐଵ being equal to 1 means that the controller prefers to work with the
uncontrollable subsystem 1 for the first second and then switches to the controllable
subsystem 2. It is interesting to note how optimal switching has exploited the nature of
the dynamics of different subsystems. Initial positive values for ݔଶ in subsystem 2 leads
to the growth of ݔଵ , while in subsystem 1 it not only doesn’t alter ݔଵ but positive initial
values of ݔଵ help the controller decrease ݔଶ without much control effort, hence, the
controller has utilized subsystem 1 until it controls ݔଶ to find some negative value and
then switches to subsystem 2 to force ݔଵ converge to the origin along with ݔଶ . Lack of
controllability of subsystem 3 and its slow dynamics has caused the controller to prefer to
work with the other two subsystems instead of subsystem 3 for the most of the simulation
duration.
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Fig. 3: Weights histories for the actor and critic versus transformed time, Example 2.
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C. Example 3
As the last example, a switching system selected for simulation analysis in
[6,7,12,14,16] is selected to compare the results of the proposed method with the existing
ones. The system is a linear problem with one switching and subsystems dynamics of
Subsystem 1:
Subsystem 2:

ௗ
ௗ௧

ݔଵ
ͲǤ
ቂ ݔቃ ൌ ቂ
െͲǤͺ
ଶ

ௗ
ௗ௧

ݔଵ
Ͷ
ቂ ݔቃ ൌ ቂ
െͳ
ଶ

ͳǤʹ ݔଵ
ͳ
ቃ ቂ ݔቃ  ቂ ቃ ݑ
͵ǤͶ ଶ
ͳ
͵ ݔଵ
ʹ
ቃ ቂ ݔቃ  ቂ ቃ ݑ
Ͳ ଶ
െͳ

(34)
(35)

and the cost function
ଵ

ଵ

ଶ

 ܬൌ ሺݔଵ ሺʹሻ െ Ͷሻଶ  ሺݔଶ ሺʹሻ െ ʹሻଶ   ሺሺݔଶ ሺݐሻ െ ʹሻଶ  ݑଶ ሺݐሻሻ ݀ݐ
ଶ
ଶ

(36)

A sampling time of ȟݐƸ ൌ ͲǤͲͲͳ sec is used for discretization of the continuous dynamics
to apply the method developed in this paper.
The mode sequence is (Subsystem 1, Subsystem 2), hence, the switching time
sequence simplifies to one unknown ݐଵ . Basis functions for the actor and critic are
selected as polynomials made up of different combinations of the two states and the
switching time ݐଵ up to the seventh order, and for the training, five hundred random states
from the domain of interest are used in the least squares process (ࣿ=500). Once trained,
using the initial condition ݔሺͲሻ ൌ ሾͲʹሿ் , the optimal switching time is calculated as
ݐଵ ൌ ͲǤͳͺͶ sec. and the optimal cost-to-go turned out to be ͻǤͻʹ.
Table 1 lists the results of different methods for the same problem and initial
condition in order to be able to compare them with the method developed here. As seen
in this table, the results from the proposed technique are quite accurate. Note that the
method developed here has the advantage of solving the optimal switching problem for

Table 1: Comparison of results for Example 3 using different methods.
Method
Ref. [6]
Ref. [7]
Ref. [12]
Ref. [14]
Ref. [16]
Our method

Optimal switching time
0.1897
0.1897
0.1866
0.19
0.1912
0.1864

Optimal cost
9.7667
9.7667
9.7854
9.7686
10.0035
9.7792
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any unspecified different initial condition in the domain of training, while [6,7,12,14,16]
gives the optimal switching for a single initial condition only. Finally, Fig. 6 shows the
resulting state trajectory and the control history, which are quite similar to the ones given
in the cited papers with this example.
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Fig 6: State trajectory and control history for Example 3.
V. CONCLUSIONS
An algorithm was developed for learning the optimal cost-to-go as a function of
the current state and the switching time, for switching systems. Convergence of the given
iterative weight update law was proved. Numerical analyses showed that the estimated
function is accurate for the simulated switching systems with linear and nonlinear
subsystems. These results indicate that the proposed method has a lot of potential. The
fact that once the networks are trained, global optimal switching times for different initial
conditions can easily be obtained makes this method very versatile as compared to the
other existing methods in the field of control of switching systems.
APPENDIX A
In Algorithms 1 and 2, in different steps, different weight update rules for the
weights of the actor and critic networks, i.e., ܸ and ܹ , are given. The least squares
method can be used for rewriting these equations such that ܸ and ܹ are explicitly given
based on the known parameters. In this appendix, the process for finding such an
equation for ܸ from Eq. (24) is explained and one can easily find the corresponding
equation for ܹ .
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To perform least squares for the weight update of ܸ , ࣿ random states and ࣿ
random switching sequence denoted by  ݔሺࣼሻ and ߬ ሺࣼሻ , respectively, where ͳ  ࣼ  ࣿǡ are
selected. Denoting the right hand side of Eq. (24) resulting from each one pair of  ݔሺࣼሻ and
߬ ሺࣼሻ with ࣳ൫ ݔሺࣼሻ ǡ ߬ ሺࣼሻ ൯, the objective is finding ܸ such that it solves
ሺଵሻ ሺଵሻ
ሺଵሻ ሺଵሻ
்
ܸ ۓ ߪ൫ ݔǡ ߬ ൯ ൌ ࣳ൫ ݔǡ ߬ ൯
ۖ ܸ ் ߪ൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ൯ ൌ ࣳ൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ൯


(37)

ڭ
۔
ܸۖ ் ߪ൫ ݔሺࣿሻ ǡ ߬ ሺࣿሻ ൯ ൌ ࣳ൫ ݔሺࣿሻ ǡ ߬ ሺࣿሻ ൯
 ە
Define
  ؠൣߪ൫ ݔሺଵሻ ǡ ߬ ሺଵሻ ൯ߪ൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ൯ǥ ߪ൫ ݔሺࣿሻ ǡ ߬ ሺࣿሻ ൯൧
ण  ؠൣࣳ൫ ݔሺଵሻ ǡ ߬ ሺଵሻ ൯ࣳ൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ൯ǥ ࣳ൫ ݔሺࣿሻ ǡ ߬ ሺࣿሻ ൯൧

Using the method of least squares, solution to the system of linear equations (37) is given
by
ܸ ൌ ሺ் ሻିଵ ण்

(38)

Note that for the inverse of matrixሺ் ሻ, which is a  ൈ  matrix, to exist, one needs the
basis functions ߪሺǤ ǡ Ǥ ሻ to be linearly independent and ࣿ to be greater than or equal to the
number of the basis functions.
APPENDIX B
Proof of Theorem 1: The iteration performed on ܸ , given in (24) and repeated here, is a
successive approximation to find a fixed point of a function
்

ሺࣼሻ

ܸାଵ ߪቀݔ ǡ ߬ ሺࣼሻ ቁ
ିଵ

்

ሺࣼሻ

ሺࣼሻ

ሺࣼሻ
ҧ
؆ െܴത൫߬ ሺࣼሻ ǡ ݇൯ ݃ҧ ቀݔ ǡ ߬ ሺࣼሻ ǡ ݇ቁ ߘ߶ ቀ݂ ቀݔ
 ǡ ߬ ǡ ݇ቁ
ሺࣼሻ

்

ሺࣼሻ

்


 ݃ҧ ቀݔ ǡ ߬ ሺࣼሻ ǡ ݇ቁܸ ߪቀݔ ǡ ߬ ሺࣼሻ ቁǡ ߬ ሺࣼሻ ቁ ܹାଵ

i.e., there exists function ࣠ሺǤ ሻǣԹൈ ՜ Թൈ such that (24) is of form
ܸାଵ ൌ ࣠ሺܸ ሻ.

(39)
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The claim of the theorem is proved if it can be shown that (39) is a contraction mapping
[42]. Since Թൈ with 2-norm denoted by ԡǤ ԡ is a Banach space, iterations given by
(39), regardless of initial ܸ , converges to some ܸ כൌ ࣠ሺܸ כሻ if there is a Ͳ  ߩ ൏ ͳ such
that for every ܷଵ and ܷଶ in Թൈ , the following inequality holds [42]
ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ  ߩԡܷଵ െ ܷଶ ԡ.

(40)

Function ࣠ሺǤ ሻ can be formed by converting (24) to a least squares form
performed in Appendix A. Rewriting Eq. (38), given in Appendix A, leads to
࣠൫ܸ ൯  ؠሺ் ሻିଵ  ൈ
்

்

்

ିଵ
்
 
 ۍ൬െܴത൫߬ ሺଵሻ ǡ ݇൯ ݃ҧ ൫ݔሺଵሻ ǡ ߬ ሺଵሻ ǡ ݇൯ ߘ߶ ቀ݂ ҧ൫ݔሺଵሻ ǡ ߬ ሺଵሻ ǡ ݇൯  ݃ҧ ൫ݔሺଵሻ ǡ ߬ ሺଵሻ ǡ ݇൯ܸ ߪ൫ݔሺଵሻ ǡ ߬ ሺଵሻ ൯ǡ ߬ ሺଵሻ ቁ ܹାଵ
൰ ې
ێ
ۑ
்
 ێ൬െܴത൫߬ ሺଶሻ ǡ ݇൯ିଵ ݃ҧ ൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ǡ ݇൯் ߘ߶ ቀ݂ ҧ൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ǡ ݇൯  ݃ҧ ൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ǡ ݇൯ܸ  ் ߪ൫ ݔሺଶሻ ǡ ߬ ሺଶሻ ൯ǡ ߬ ሺଶሻ ቁ் ܹ   ൰ ۑ

ାଵ




ێ
ۑ
ڭ
ێ
ۑ
்
்
்
்
 ێത ሺࣿሻ ିଵ
ሺࣿሻ
ሺࣿሻ
ሺࣿሻ ሺࣿሻ
ሺࣿሻ ሺࣿሻ
ሺࣿሻ

  ۑ
ሺࣿሻ
ሺࣿሻ
ҧ
ۏ൬െܴ൫߬ ǡ ݇൯ ݃ҧ ൫ݔ ǡ ߬ ǡ ݇൯ ߘ߶ ቀ݂ ൫ݔ ǡ ߬ ǡ ݇൯  ݃ҧ ൫ݔ ǡ ߬ ǡ ݇൯ܸ ߪ൫ݔ ǡ ߬ ൯ǡ ߬ ቁ ܹାଵ ൰ ے

(41)
One has
ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ  ξࣿԡሺ் ሻିଵ ԡ ൈ
்

ିଵ
ሺκሻ
ҧ ሺκሻ ǡ ߬ ሺκሻ ǡ ݇ቁ
ԡܴത൫߬ ሺκሻ ǡ ݇൯ ݃ҧ ቀݔ ǡ ߬ ሺκሻ ǡ ݇ቁ ߘ߶ ቀ݂ ቀݔ

ሺκሻ

ሺκሻ

்

 
 ݃ҧ ቀݔ ǡ ߬ ሺκሻ ǡ ݇ቁܷଵ் ߪቀݔ ǡ ߬ ሺκሻ ቁǡ ߬ ሺκሻ ቁ ܹାଵ
െ
்

ିଵ
ሺκሻ
ҧ ሺκሻ ǡ ߬ ሺκሻ ǡ ݇ቁ 
ܴത൫߬ ሺκሻ ǡ ݇൯ ݃ҧ ቀݔ ǡ ߬ ሺκሻ ǡ ݇ቁ ߘ߶ ቀ݂ ቀݔ

ሺκሻ

்

ሺκሻ

 
݃ҧ ቀݔ ǡ ߬ ሺκሻ ǡ ݇ቁܷଶ் ߪቀݔ ǡ ߬ ሺκሻ ቁǡ ߬ ሺκሻ ቁ ܹାଵ
ԡ

(42)

where κ  אሼͳǡʹǡ ǥ ǡ ࣿሽ is such that
ିଵ

்

ሺࣻሻ

ሺࣻሻ

ሺࣻሻ
ҧ
κ ൌ ܽ ݔܽ݉݃ݎԡܴത൫߬ ሺࣻሻ ǡ ݇൯ ݃ҧ ቀݔ ǡ ߬ ሺࣻሻ ǡ ݇ቁ ߘ߶ ቀ݂ ቀݔ
 ǡ ߬ ǡ ݇ቁ
ࣻאሼଵǡଶǡǥǡࣿሽ

ሺࣻሻ

ሺࣻሻ

்

 
 ݃ҧ ቀݔ ǡ ߬ ሺࣻሻ ǡ ݇ቁܷଵ் ߪቀݔ ǡ ߬ ሺࣻሻ ቁǡ ߬ ሺࣻሻ ቁ ܹାଵ
െ
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்

ିଵ
ሺࣻሻ
ҧ ሺࣻሻ ǡ ߬ ሺࣻሻ ǡ ݇ቁ 
ܴത൫߬ ሺࣻሻ ǡ ݇൯ ݃ҧ ቀݔ ǡ ߬ ሺࣻሻ ǡ ݇ቁ ߘ߶ ቀ݂ ቀݔ

ሺࣻሻ

்

ሺࣻሻ

 
݃ҧ ቀݔ ǡ ߬ ሺࣻሻ ǡ ݇ቁܷଶ் ߪቀݔ ǡ ߬ ሺࣻሻ ቁǡ ߬ ሺࣻሻ ቁ ܹାଵ
ԡ

In inequality (42), the following norm inequality is used
ݕଵ
ݕଶ
ቱ൦  ڭ൪ቱ  ξࣿԡݕκ ԡ
ࣿݕ

(43)

where ݕ s are real-valued row-vectors and κ ൌ ܽ ݔܽ݉݃ݎԡ ࣻݕԡ.
ࣻאሼଵǡଶǡǥǡࣿሽ

Smoothness of ߶ሺǤ ǡ Ǥ ሻ leads to the Lipschitz continuity of ߘ߶ሺǤ ǡ Ǥ ሻ on compact set
ȳ [44]. Therefore, there exists some positive real number ߩథ , independent of ߬, such that
ഥ , one has ԡߘ߶ሺݔଵ ǡ ߬ሻ െ ߘ߶ሺݔଶ ǡ ߬ሻԡ  ߩథ ԡݔଵ െ ݔଶ ԡ.
for every ݔଵ and ݔଶ in ȳ and ߬  אȳ
Using this feature of ߘ߶ሺǤ ǡ Ǥ ሻ, inequality (42) can be written as
்

ିଵ
ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ  ߩథ ξࣿԡሺ் ሻିଵ ԡ ฯܴത ൫߬ ሺκሻ ǡ ݇൯ ݃ҧ ቀݔሺκሻ ǡ ߬ ሺκሻ ǡ ݇ቁ ฯ
ሺκሻ

ሺκሻ


ൈ ԡ݃ҧ ቀݔ ǡ ߬ ሺκሻ ǡ ݇ቁԡԡߪቀݔ ǡ ߬ ሺκሻ ቁԡԡܹାଵ
ԡԡሺܷଵ் െ ܷଶ் ሻԡ

(44)

By defining
்

ିଵ
ሺκሻ
ߩ ߩ ؠథ ξࣿԡሺ் ሻିଵ ԡ ฯܴത൫߬ ሺκሻ ǡ ݇൯ ݃ҧ ቀݔ ǡ ߬ ሺκሻ ǡ ݇ቁ ฯ
ሺκሻ

ሺκሻ


ൈ ԡ݃ҧ ቀݔ ǡ ߬ ሺκሻ ǡ ݇ቁԡԡߪቀݔ ǡ ߬ ሺκሻ ቁԡԡܹାଵ
ԡ

(45)

one can select the sampling time ȟݐƸ in discretization of the continuous dynamics (1)
small enough such that the condition Ͳ  ߩ ൏ ͳ is satisfied, since a smaller ȟݐƸ , directly
results

in
െͳ

a

smaller

ሺκሻ

ԡ݃ത ൫ ݇ݔǡ ߬ሺκሻ ǡ ݇൯ԡ

while

the

other

terms

including

ܶ

ሺ ሻ

ԡܴത ൫߬ሺκሻ ǡ ݇൯ ݃ത ቀ݇ݔκ ǡ ߬ሺκሻ ǡ ݇ቁ ԡ are not affected. Note that smoothness, and hence continuity,
ഥ
of ܩ ሺǤ ሻs and ߪሺǤ ǡ Ǥ ሻ in their domain result in being bounded in the compact sets ȳ and ȳ
ሺκሻ

[40], therefore, the ݔ and ߬ ሺκሻ dependent terms in (45) are upper bounded.
The expression given for the contraction mapping coefficient ߩ in (45) involves
ԡܹାଵ ԡ also. It should be noted that ܹାଵ is already learned from the previous step in
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the algorithm, therefore, it is bounded. In other words, starting from ݇ ൌ ܰ െ ͳ, one uses
the successive approximation given by (24) and once ܸ converges, it is used in (25) to
calculate the bounded ܹ . This process is repeated till ݇ ൌ Ͳ.
Note that if the selected sampling time ȟݐƸ is not small enough, at some ݇,
Ͳ  ݇  ܰ െ ͳ, the respective ߩ given in (45) does not satisfy condition Ͳ  ߩ ൏ ͳ,
therefore, ܸ does not converge as ݅ ՜ λ. In that case, one may select a smaller sampling
time and restart the algorithm, i.e., from ݇ ൌ ܰ െ ͳ to calculate the weights
corresponding to the smaller sampling time. Refining the sampling time leads to a change
in ܹାଵ as well. However, it can be shown that as the sampling time becomes smaller,
ܹାଵ remains bounded. This boundedness follows from looking at the definition of
ܹାଵ , which is the weights for the network that approximates a discretized cost-to-go. In
other words,
ଵ

்ത
்
ത
ܹାଵ
߶ሺݔାଵ ǡ ߬ሻ ؆ ߰ሺݔே ሻ  σேିଵ
ࣽୀାଵ ܳ ሺ ࣽݔǡ ߬ǡ ࣽሻ   ܴ ࣽݑሺ߬ǡ ࣽሻ ࣽݑ.
ଶ

(46)

As the sampling times go to zero, the value of the discretized cost-to-go
converges to the cost-to-go given by
ଵ ௧
ܬሺݔሺݐҧሻǡ ݐҧሻ ൌ ߰ ቀݔ൫ݐ ൯ቁ  ௧ҧ  ቀܳ൫ݔሺݐሻ൯  ݑሺݐሻ் ܴݑሺݐሻቁ ݀ݐ,
ଶ

(47)

where ݐҧ is the time corresponding to the transformed time ሺ݇  ͳሻȟݐƸ . On the other hand,
since the system does not have a finite-scape time (Assumption 1,) the finite-horizon
cost-to-go will be finite, using any finite control. Note that the control history included in
integration (47) correspond to the already converged time-steps, hence, they are bounded.
்
Therefore, as ȟݐƸ  ՜ Ͳ, the value of ܹାଵ
߶ሺݔାଵ ǡ ߬ሻ will be finite. Since the basis
்
functions ߶ሺݔାଵ ǡ ߬ሻ are linearly independent, a finite ܹାଵ
߶ሺݔାଵ ǡ ߬ሻ leads to a finite
்
ܹାଵ
, as seen in the least squares operation described in Appendix A. Therefore, term

ԡܹାଵ ԡ existing in the expression for ߩ in (45) remains bounded as the sampling time is
refined. This completes the proof of convergence of ܸ to ܸ for Ͳ  ݇ ൏ ܰ െ ͳ using
any initial guess on ܸ , for any small enough sampling time. ז
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6. OPTIMAL SWITCHING BETWEEN AUTONOMOUS SUBSYSTEMS
Ali Heydari and S. N. Balakrishnan
ABSTRACT
A novel scheme is presented for solving the problem of optimal switching with
nonlinear autonomous subsystems. This scheme approximately determines the global
optimal solution for different initial conditions in a feedback form. Restrictions, including
the need to enforce the mode sequence and/or the number of switching, do not exist for
the developed method. Performance is evaluated in several examples with different
complexities and the numerical simulation shows great promises for the controller.
I. INTRODUCTION
Optimal scheduling of systems with a switching nature has attracted many
researchers during the last decade [1-21]. A switching system is comprised of subsystems
with different dynamics which at each time instant only one of them is active. Hence,
controlling these systems includes determining both ‘when’ to switch and ‘what mode’ to
switch to. Systems with such a nature appear in different fields, from trajectory planning
to disease therapy [1-5].
The developments in the field of optimal switching can be divided to two main
categories: nonlinear programming based developments and discretization based
developments. The former utilizes the gradient of the cost with respect to the switching
instants to calculate the local optimal switching times [6-13]. In these developments, the
sequence of active subsystems, known as mode sequence, is typically selected a priori.
The problem is determining the switching instants between the modes. Among the
nonlinear programming based methods, some ideas are presented in [13,14] for admitting
free mode sequence conditions. In [13] a two stage optimization algorithm was developed
which in one stage the switching time is being updated and at another stage the mode
sequence is modified. In [14] the process was improved such that a single stage algorithm
which solely updates the mode sequence for the selected initial condition is utilized.
Discretization based developments include studies that discretize the switching
problem to deal with a finite number of options. An optimization scheme was developed
in [1] to find both the optimal mode sequence and the switching time for positive linear
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systems. A direct search has been utilized in [15] to evaluate the cost function for
different randomly selected switching time sequences. The discretization of both the state
and input spaces was used to calculate the value function for optimal switching through
dynamic programming in [16]. Genetic algorithm and neural networks were used in [17]
and [18], respectively, to determine the optimal switching for a preselected initial
condition within intelligent methods.
Each of these methods requires a large amount of computations to numerically
find the optimal switching time for an a priori selected initial condition. Each time the
initial condition is changed, a new set of computations must be performed to find the
corresponding optimal switching instants. In [9] the validity of the results was extended
for different initial conditions within a pre-selected set. This is done through determining
the switching parameter as the local optimum in the sense that it minimizes the worst
possible cost for all trajectories starting in the selected set of initial states. A neural
network based method for optimal switching was recently proposed in [19] by the authors
of this study for problems with fixed mode sequence. Once the network is trained based
on the algorithm given in [19], the optimal switching scheme for every selected initial
condition can be calculated through a static function minimization before the online
implementation. Some other researchers have focused on stabilization of switching
systems, for example [20,21]. Moreover, interested readers are referred to [22] for a
theoretical analysis on the properties of the value function for discrete-time switching
systems with linear dynamics and quadratic cost function terms.
The contribution of this work is developing a simple straightforward scheme to
solve the optimal switching problem for systems with nonlinear autonomous subsystems.
The only control to be determined, in switching problems with autonomous subsystems,
is the active mode at each instant. A number of papers, including [1,4,5,8-10,13,14],
focus on such problems. The scheme presented in this study is based on the Bellman
principle of optimality [23], providing optimal solution in real-time. To this goal, the
function representing the nonlinear mapping between the optimal cost-to-go as the
output, and the current state and time as the inputs, is required. An algorithm is
developed, motivated by studies in adaptive critics (AC) [24-26], to learn this function
with a desired degree of accuracy. This function approximation is done through utilizing
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a neural network (NN) as a global function approximator and training it using the
algorithm. The developed method has the following four advantages differentiating it
from methods available in the literature: 1) This method offers approximate global
optimal switching instants versus local optimal ones resulting from nonlinear
programming based methods. 2) This method does not require enforcing a mode
sequence or a number of switching. 3) The solution is calculated in a feedback form.
Hence, it will have the relative robustness of feedback controllers toward unmodeled
disturbances, compared with open loop solutions. 4) This method offers an optimal
solution for a vast domain of initial conditions. Thus, an optimal switching solution for
different initial conditions can be readily calculated using the same trained NN.
This article is organized as follows. Problem formulation is presented in section
II. The main idea of the proposed method is given in section III. The process of
approximating the cost-to-go function is discussed in section IV. Details regarding the
implementation of the method for online control are presented in section V. Simulation
studies are given in section VI, followed by concluding remarks.
II. PROBLEM FORMULATION
A discrete-time switching system with autonomous subsystems can be
represented by a set of  ܯsubsystems/modes:
ݔାଵ ൌ ݂ ሺݔ ሻǡ ݇ ܭ אǡ ݅ ܫ א,

(1)

where ݂ ǣ Թ ՜ Թ is a continuous function representing the dynamics of mode ݅,
 ؠ ܭሼͲǡ ͳǡ ʹǡ ǥ ǡ ܰ െ ͳሽ,  ؠ ܫሼͳǡ ʹǡ ǥ ǡ ܯሽ, and ݊ denotes the dimension of the state vector
ݔ . Subscript ݇ in ݔ denotes the discrete time index, and the final time is denoted by ܰ.
Moreover, subscript ݅ in ݂ denotes the index of the active subsystem. At each instant ݇,
only one subsystem can be active. A controller for the system is defined as a switching
sequence that allows the system to operate, from the initial time ݇ ൌ Ͳ to the final time
ܰ. The optimal solution, however, is defined as a switching schedule using which, the
performance index given below is optimized.
 ܬൌ ߰ሺݔே ሻ  σேିଵ
ୀ ܳሺݔ ሻ

(2)

Convex functions ܳǣ Թ ՜ Թ and ߰ǣ Թ ՜ Թ correspond to the cost during the time
period and at the end, respectively.
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Denoting the index of the active subsystem at time ݇ with ݅ , the optimal solution
may be denoted with ݅ܫ א כ, ܭ א ݇. Unlike studies that freeze either the mode sequence
or the number of switching [6-12], in this work, both the mode sequence and the number
of switching are free. The mode sequence, the number of switching, and the switching
instant are each subject to be determined such that the cost function is optimized.
III. MAIN IDEA
Denoting the cost-to-go at each time step ݇ and state vector ݔ by ܬ ሺݔ ሻ leads to
ܬ ሺݔ ሻ ൌ ߰ሺݔே ሻ  σேିଵ
ୀ ܳ൫ݔ ൯.

(3)

Note that, from the form of the cost function, it directly follows that
ܬே ሺݔே ሻ ൌ ߰ሺݔே ሻ, ܬ ሺݔ ሻ ൌ ܳሺݔ ሻ  ܬାଵ ሺݔାଵ ሻ, ܭ א ݇.

(4)

Based on the Bellman principle of optimality [23], regardless of what decisions are made
for the past, the optimal solution is a solution which optimizes the future. Therefore,
regardless of values selected for ݅ , ݆  אሼͲǡͳǡ ǥ ǡ ݇ െ ͳሽ, the optimal solution for the
remained time steps, i.e., ݆  אሼ݇ǡ ݇  ͳǡ ǥ ǡ ܰ െ ͳሽ is the solution which optimizes ܬ ሺݔ ሻ.
From (4), because term ܳሺݔ ሻ does not depend on the selection of ݅ , ݆  אሼ݇ǡ ݇ 
ͳǡ ǥ ǡ ܰ െ ͳሽ, optimizing ܬ ሺݔ ሻ is equivalent of optimizing ܬାଵ ሺݔାଵ ሻ. The main idea of
the method in this study is to approximate the optimal cost-to-go ܬ כሺݔ ሻ in a closed form
(i.e., versus parameters ݇ and ݔ ). Once this function is available, the optimal solution at
each instant ݇ and state vector ݔ is given by
כ
݅ כሺݔ ሻ ൌ ܽ݊݅݉݃ݎאூ ܬାଵ
൫݂ ሺݔ ሻ൯ǡ

(5)

hence, ݅ כǣ Թ ՜ ܫ.
For example, if the system has two subsystems, finding optimal solution at each
כ
instant ݇ simplifies to evaluating the scalar-valued function ܬାଵ
൫݂ ሺݔ ሻ൯ for ݅ ൌ ͳ and
כ
݅ ൌ ʹ and selecting the ݅ for which ܬାଵ
൫݂ ሺݔ ሻ൯ is smaller. This calculation needs to be

done online at each instant ݇ for ݇ ܭ א. Therefore, the optimal solution will be calculated
in real-time and in a feedback form.
The following section provides an algorithm for learning the desired function
ܬ כሺݔ ሻ. Before proceeding to the section, the following assumption is needed to guarantee
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the finiteness of the optimal cost-to-go. It should be noted that even though the horizon of
the problem subject to this study is finite, subsystems with finite escape time may lead to
an infinite cost-to-go.
Assumption 1: The method developed in this study assumes that there exists a switching
schedule for which the cost function remains finite.
IV. COST-TO-GO FUNCTION APPROXIMATION
In this section the process of learning the cost-to-go for a system is explained. In
order to motivate the idea, initially the case of conventional systems, i.e., non-switching
systems, is discussed and an algorithm is proposed for learning the cost-to-go function in
a closed-form. Afterward, the algorithm is modified to learn the cost-to-go function for
the switching system subject to this study.
A. Cost-to-go Approximation for a Conventional System
Let the dynamics of the system be
ݔାଵ ൌ ݂ሺݔ ሻǡ ݇ ܭ א,

(6)

where ݂ǣ Թ ՜ Թ is the sole mode of the system. Note that, the system does not include
a control or switching. However, the cost-to-go at each instant ݇ and state vector ݔ , i.e.,
ܬ ሺݔ ሻ can be calculated using cost function (2). The objective is approximating function
ܬ ሺݔ ሻ versus ݇ and ݔ .
An algorithm is suggested for learning the cost-to-go function. The algorithm
trains a NN as a global function approximator for the purpose. The concept is motivated
by the notion of AC developments in implementation of Heuristic Dynamic
Programming (HDP) [24,25] for infinite-horizon optimal control of conventional
systems. In the HDP scheme, the so called critic network learns the optimal cost-to-go,
and the so called actor learns the optimal control. In this study, the actor is skipped. The
critic is utilized to learn the cost-to-go at each time step ݇ and state vector ݔ for the
nonlinear system (6). Moreover, the training algorithm is modified in order to admit the
finite-horizon cost function (2) according to [26]. Selecting a linear in the parameter NN
as the function approximator, the expressions for the critic (cost-to-go approximator) can
be written as
ܬ ሺݔ ሻ ؆ ்ܹ ߶ሺݔ ሻǡ ݇   ܭ אሼܰሽ,

(7)
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where ܹ  אԹ is the unknown optimal weights of the network at time step ݇. The
selected smooth basis functions are given by ߶ǣ Թ ՜ Թ , with ݉ being a positive
integer denoting the number of neurons. The training process for determining weights
ܹ , ݇, is detailed in Algorithm 1. In this algorithm, the recurrence equation given by (4)
is used to learn the optimal cost-to-go in a backward fashion (i.e., from ݇ ൌ ܰ to ݇ ൌ Ͳ).
Algorithm 1
ሾࣼሿ

Step 1: Randomly select ࣿ different state vectors ݔே  אȳ,ࣼ  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ, for ࣿ
being a large positive integer.
Step 2: Train network weights ܹே (see the Appendix) such that
ሾࣼሿ

ሾࣼሿ

ܹே் ߶ ቀݔே ቁ ൌ ߰ሺݔே ሻ,  א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.

(8)

Step 3: Set ݇ ൌ ܰ െ ͳ.
ሾࣼሿ

Step 4: Randomly select ࣿ different state vectors ݔ  אȳ,ࣼ  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.
Step 5: Train network weight ܹ (see the Appendix) such that
ሾࣼሿ

ሾࣼሿ

ሾࣼሿ

்
்ܹ ߶ ቀݔ ቁ ൌ ܳ ቀݔ ቁ  ܹାଵ
߶ ൬݂ ቀݔ ቁ൰ ǡ  א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.

(9)

Step 6: Set ݇ ൌ ݇ െ ͳ. Go back to Step 4 until ݇ ൌ Ͳ.
Once the training is done, the cost-to-go function is approximated by ்ܹ ߶ሺݔ ሻ in
a closed form, i.e., versus the given ݇ and ݔ .
B. Cost-to-go Approximation for a Switching Problem
Considering the cost-to-go approximation method discussed in the foregoing
subsection, the same concept may be adapted for approximating the optimal cost-to-go of
the switching system (1). Note that once the ݅ כሺݔ ሻ, ݇, is found for a given initial
condition ݔ , system (1) simplifies to a conventional problem with a nonlinear timevarying system due to the frozen switching. Therefore, a NN can be used to learn its
optimal cost-to-go; the switching nature of the problem does not refrain one from being
able to use HDP to approximate the optimal cost-to-go.
Assuming the network structure (7), Algorithm 2 is proposed for learning the
optimal cost-to-go function in a closed form.
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Algorithm 2
ሾࣼሿ

Step 1: Randomly select ࣿ different state vectors ݔே  אȳ,ࣼ  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ, for ࣿ
being a large positive integer.
Step 2: Train network weights ܹே (see the Appendix) such that
ሾࣼሿ

ሾࣼሿ

ܹே் ߶ ቀݔே ቁ ൌ ߰ሺݔே ሻ,  א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.

(10)

Step 3: Set ݇ ൌ ܰ െ ͳ.
ሾࣼሿ

Step 4: Randomly select ࣿ different state vectors ݔ  אȳǡ ࣼ  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.
Step 5: Calculate
ሾࣼሿ

ሾࣼሿ

்
݅ כቀݔ ቁ ൌ ܽ݊݅݉݃ݎאூ ܹାଵ
߶ ൬݂ ቀݔ ቁ൰ ǡ ࣼ  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽǤ

(11)

Step 6: Train network weight ܹ (see the Appendix) such that
ሾࣼሿ

ሾࣼሿ

ሾࣼሿ

்
்ܹ ߶ ቀݔ ቁ ൌ ܳ ቀݔ ቁ  ܹାଵ
߶ ቆ݂  כሺ௫ ሾࣼሿ ሻ ቀݔ ቁቇ,  א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.
ೖ

ೖ

(12)

Step 7: Set ݇ ൌ ݇ െ ͳ. Go back to Step 4 until ݇ ൌ Ͳ.
Noting the backward nature of Algorithm 2, i.e., learning ܹ s form ݇ ൌ ܰ to
݇ ൌ Ͳ, at each instant ݇, the optimal ܹାଵ is already learned. Therefore, the optimal
݅ כሺݔ ሻ can be found using (11). As discussed earlier, having ݅ כ, ݆  אሼ݇ǡ ݇  ͳǡ ǥ ǡ ܰ െ ͳሽ,
the problem simplifies to a conventional problem with time-varying dynamics. Therefore,
an adapted version of Algorithm 1 can be used for learning ܹ , ݆  אሼ݇ǡ ݇ െ ͳǡ ǥ ǡͲሽ as
detailed in Algorithm 2.
Assuming the basis functions of the NN are selected rich enough to approximate
the cost-to-go function with the desired accuracy, the method developed here provides
optimal solution due to its basis on Dynamic Programming [23]. In other words, if ܬ כሺݔ ሻ
is approximated and available, the optimal mode will always be given through (5).
Therefore, an analysis on the approximation capability of the NN is required. It is well
known that NNs can provide uniform approximation within the domain of interest
providing the function subject to approximation in a continuous function. Interested
readers are referred to [27] and [28] for multi-layer NNs and linear in parameter NNs
with polynomial basis functions, respectively. Considering Eqs. (8), (9), and (10), the
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continuity of the functions subject to approximation, given in the right hand sides of these
equations, follows from the convexity of ߰ሺǤ ሻ and ܳሺǤ ሻ as well as the continuity of ݂ ሺǤ ሻs
and the basis functions. For Eq. (12), however, due to the switching between the modes,
i.e., the discontinuous nature of ݅ כሺǤ ሻ, the continuity of the right hand side is not obvious.
Theorem 1 proves the required continuity.
Theorem 1: If the active mode at each instant ݇ and state vector  ݔis given by
்
݅ כሺݔሻ ൌ ܽ݊݅݉݃ݎאூ ܹାଵ
߶൫݂ ሺݔሻ൯,

(13)

்
then, scalar-valued function ܹାଵ
߶ ቀ݂ೖכሺ௫ሻ ሺݔሻቁ is a continuous function versus  ݔat

every  א ݔȳ.
Proof: Let ݔҧ be any point in ȳ and set
ଓҧ ൌ ݅ כሺݔҧ ሻ.

(14)

Select an open set ߙ  ؿȳ such that ݔҧ belongs to the boundary of ߙ and limit
ଓƸ ൌ ԡ௫ି௫ҧ ԡ՜ ݅ כሺݔሻ

(15)

௫אఈ

exists. If ଓҧ ൌ ଓƸ, for every such ߙ, then there exists some open set ߚ  ؿȳ containing ݔҧ such
that ݅ כሺݔሻ is constant for all ߚ א ݔ, because ݅ כሺݔሻ only assumes integer values. In this
்
்
case the continuity of ܹାଵ
߶ ቀ݂ೖכሺ௫ሻ ሺݔሻቁ at ݔҧ follows from the fact that ܹାଵ
߶൫݂ ሺݔሻ൯ is

continuous at ݔҧ , for every fixed ݅ ܫ א. Finally, the continuity of the function subject to
investigation at every ݔҧ  אȳ, leads to the continuity of the function in ȳ.
்
Now assume ଓҧ ് ଓƸ, for some ߙ. From the continuity of ܹାଵ
߶൫݂పƸ ሺݔሻ൯ at ݔҧ , for the

given ଓƸ, one has
்
்
ܹାଵ
߶൫݂పƸ ሺݔҧ ሻ൯ ൌ ఋ௫՜ ܹାଵ
߶൫݂పƸ ሺݔҧ  ߜݔሻ൯.

(16)

If it can be shown that for every selected ߙ, one has
்
்
ܹାଵ
߶൫݂పҧሺݔҧ ሻ൯ ൌ ܹାଵ
߶൫݂పƸ ሺݔҧ ሻ൯,

(17)

்
then the continuity of ܹାଵ
߶ ቀ݂ೖכሺ௫ሻ ሺݔሻቁ at ݔҧ follows, because from (17) and (16) one

has
்
்
ܹାଵ
߶൫݂పҧሺݔҧ ሻ൯ ൌ ఋ௫՜ ܹାଵ
߶൫݂పƸ ሺݔҧ  ߜݔሻ൯,

(18)
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and (18) leads to the continuity by definition [29]. The proof that (17) holds is done by
contradiction. Assume that for some ݔҧ and some ߙ one has
்
்
ܹାଵ
߶൫݂పҧሺݔҧ ሻ൯ ൏ ܹାଵ
߶൫݂పƸ ሺݔҧ ሻ൯,

(19)

்
்
then, due to the continuity of ܹାଵ
߶൫݂పҧሺݔҧ ሻ൯ and ܹାଵ
߶൫݂పƸ ሺݔҧ ሻ൯ at ݔҧ , there exists an open

set ߛ containing ݔҧ , such that
்
்
ܹାଵ
߶൫݂పҧሺݔሻ൯ ൏ ܹାଵ
߶൫݂పƸ ሺݔሻ൯, ߛ א ݔ.

(20)

On the other hand, Eq. (15) implies that there exists a neighborhood of ݔҧ at which
ଓƸ ൌ ݅ כሺݔሻ, hence, because ݔҧ ߛ א, one has
்
்
߶൫݂పҧሺݔሻ൯  ܹାଵ
߶൫݂పƸ ሺݔሻ൯ǡ ߛ א ݔ.
ܹାଵ

(21)

But, (21) contradicts (20). Hence, (19) is not possible. The impossibility of
்
்
ܹାଵ
߶൫݂పҧሺݔҧ ሻ൯  ܹାଵ
߶൫݂పƸ ሺݔҧ ሻ൯

(22)

directly follows from (14). Because if (22) holds then ଓҧ ് ݅ כሺݔҧ ሻ, which is against (14).
்
Therefore, equality (17) holds and hence, ܹାଵ
߶ ቀ݂ೖכሺ௫ሻ ሺݔሻቁ is continuous at every

ݔҧ  אȳ. This completes the proof. ז
The point which leads to the result given in Theorem 1 is the fact that ݅ כሺǤ ሻ is
defined by the ‘argmin’ function given in (13). Even though ݅ כሺݔሻ could discontinuously
்
change as  ݔdoes, function ܹାଵ
߶ ቀ݂ೖכሺ௫ሻ ሺݔሻቁ will be continuous at the continuous and

discontinuous points of ݅ כሺݔሻ. In order to better understand this point, one may consider
the example of having two subsystems with scalar dynamics. Assume the cost-to-go of
்
utilizing each subsystem, given by ܹାଵ
߶൫݂ ሺݔሻ൯, ݅ ൌ ͳǡʹ, changes linearly versus  ݔas
்
given in Fig. 1. In this case, function ܹାଵ
߶ ቀ݂ೖכሺ௫ሻ ሺݔሻቁ will be given by the solid plots

in the figure. As seen, the jump of ݅ כሺݔሻ from one value to another, does not create any
்
discontinuity in ܹାଵ
߶ ቀ݂ೖכሺ௫ሻ ሺݔሻቁ.
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்
ሻቁ
ܹାଵ
 ߶ ቀ݂ೖ כሺ௫ሻ ሺݔሻ
்
ܹାଵ
߶൫݂ଶ ሺሺݔሻ൯

்
ܹାଵ
߶൫݂ଵ ሺݔݔሻ൯

ݔ

்
Fig. 1. Symbolic reepresentation
n of the conttinuity of ܹାଵ
߶ ቀ݂ೖכሺ௫ሻ ሺݔሻቁ at the
்
discontinuouss points of ݅ כሺݔሻ. Solid plots
p
represeent function ܹାଵ
߶ ቀ݂ೖ כሺ௫ሻ ሺݔሻቁ verssus ݔ.

V.
V IMPLEM
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hrough Algoorithm 2 cann be used foor online opptimal
co
ontrol/sched
duling of the system, oncce the NN w
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Algorithm 22. The
co
ontrol/sched
duling is don
ne in real-tim
me by feedinng the curreent state ݔ aat each timee step
݇ ܭ א, to eq
quation (13) to calculatee ݅ כሺݔ ሻ annd applying it on the syystem. Notee that
because  ܫhass a finite nu
umber of eleements, the m
minimizatioon given in ((13) simplifi
fies to
co
omparing th
he values off a scalar-vaalued functiion for diffe
ferent ݅  ܫ אto determinne the
op
ptimal ݅. Heence, the on
nline global minimizatioon can be eeasily conduucted. Unlikke the
nonlinear pro
ogramming based
b
metho
ods [6-14] w
which give a local optim
mum, this meethod
leeads to an approximatio
a
on of the gllobal optimaal solution1. Moreover, no restrictiion is
en
nforced on the
t order off the active subsystems and the num
umber of switching, whiich is
an
nother advan
ntage of thiss method com
mpared to m
many of the ddevelopmentts cited in seection
I. Finally, a great
g
potential of this method
m
is giiving the optimal switchhing for diffferent
in
nitial conditiions ݔ  אȳ as long as the resultinng state trajeectory lies iin the domain on
1

Notee that for thee resulting ݅ to be the gglobal optimuum, besides finding the gglobal

minimum
m
of equation
e
(13)) the respectiive network w
weights also need to be tthe global opptimal
weight.
w
Since NN training
g methods are susceptiblee to getting sstuck in a loocal minimum
m, the
method
m
of leasst squares disccussed in the Appendix is rrecommendedd for trainingg to end up wiith the
gllobal optimal weights for the
t NN.
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which the network is trained, i.e., ݔ  אȳ, ݇. The reason is the cost-to-go approximation
is valid when the state belongs to ȳ, therefore, one can always use (13) for finding the
optimal mode, as long as ݔ  אȳ. Note that, except [19], the cited methods in the
literature calculate the optimal switching only for a pre-specified initial condition.
Looking at Eq. (13), (‘the decision maker’ for switching,) one may observe high
frequency switching between the modes, in some problems. This behavior is observed in
Example 3 included in this study. The following two alternative remedies are suggested
to avoid high frequency switching:
1- The Minimum Dwell Time Remedy: Dictating a minimum dwell time after each
switching can eliminate high frequency switching. Once the optimal subsystem is
determined at ݇ ൌ Ͳ it will be applied. Afterward, throughout the horizon, one can
dictate a minimum dwell time before switching to another mode. That is, once a
switching occurs, one may skip the evaluation of Eq. (13) and instead stay with the
current active subsystem until the minimum dwell time is passed.
2- The Threshold Remedy: This method allows selecting a positive real number as the
threshold. When switching to another mode gives a reward (in the sense of less
cost-to-go) more than the selected threshold, the switching is applied. Otherwise,
the current active subsystem remains active. To be more specific, assume the active
subsystem is ݅ at the time instant ݇, and by evaluating Eq. (13) one realizes that
switching to subsystem ݆ leads to the cost-to-go less than the cost-to-go of staying
with subsystem ݅. In such a case switching to subsystem ݆ is allowed only if
்
்
ܹାଵ
߶ ቀ݂ ሺݔ ሻቁ ൏ ܹାଵ
߶൫݂ ሺݔ ሻ൯  ߬,

where the pre-selected threshold is denoted with ɒ.
Note that the same algorithm (Algorithm 2) may still be used in the offline
training stage of the NN. The above alternative remedies, however, can be used in the
online control. The alterations dictated by the remedies result in a ‘sub-optimal’ control
of the system. The result will remain sub-optimal because the neurocontroller calculates
the optimal solution in a feedback form and in real-time. More specifically, the
perturbation due to the applied remedy can be considered as a disturbance for the
controller. Providing suitable selection of the minimum dwell time or the threshold, the
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feedback nature of the controller can deal with the resulting disturbance without too
much performance degradation. This behavior is due to the inherent nature of feedback
controllers in moderate disturbance rejection.
VI. NUMERICAL ANALYSIS
Two different examples are presented in this section to evaluate the proposed
switching scheme. Before going through them, a preliminary example is discussed to
evaluate Algorithm 1 for cost-to-go approximation of non-switching systems.
A. Example 1
As the first example, the performance of Algorithm 1 in approximating the costto-go of a non-switching system is investigated. The selected systems is the nonlinear
scalar system
ݔሶ ൌ ݂൫ݔሺݐሻ൯  ؠെ ݔଷ ሺݐሻ,
with the cost function
ହ

 ܬൌ  ͳͲ ݔଶ ݀ݐ.
Note that the method developed in this study admits discrete-time dynamics and cost
function. Hence, one needs to discretize the abovementioned system. For this purpose,
Euler integration scheme with the sampling time of ͲǤͲͷ  ݏis used. Hence, ܰ ൌ ͳͲͲ.
In order to conduct Algorithm 1, an important step in the design process is the
proper selection of the basis functions. The well-known Weierstrass approximation
theorem [28] proves that any continuous function on a closed and bounded interval can
be uniformly approximated on that interval by polynomials to any degree of accuracy. In
this example, the role of the richness of the basis functions is investigated. For this
purpose, different sets of basis functions were selected and each one was used separately
for learning the cost-to-go using Algorithm 1. The selected basis functions for each NN
were polynomials  ݔଶ , where ݆  אሼͳǡ ǥ ǡ ሽ. Positive integer  relates to the highest order
of the included polynomials in the respective NN. It is selected as  ൌ ͳǡʹǡͶǡ and ͺ for
the selected four NNs. The NNs were trained separately and used for approximating the
cost-to-go for different initial conditions ݔ  אሾെʹʹሿ. The actual cost-to-go for each
selected initial condition is calculated by propagating the states and calculating the
summation representing the cost-to-go. The results are summarized in Fig. 2. As seen in
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this figure, the basis functions represented by  ൌ ʹ had a poor performance in
approximating the cost-to-go. As the order of the incorporated polynomials grows, the
approximation becomes more accurate. For example, the basis functions generated using
 ൌ ͺ, which include eights polynomial functions or neurons, is shown to be able to
approximate the cost-to-go with a suitable accuracy.
Considering these results, it should be noted that the richness of the basis
functions plays an important role in the function approximation, and hence, in the
performance of the method developed here for switching. If the basis functions are poor,
the result will not be reliable. Therefore, the designer needs to utilize different sets of
basis functions and compare the performance of the respectively trained networks to
choose the best one.

10
Actual Cost−to−go
Appr. with p = 1
Appr. with p = 2
Appr. with p = 4
Appr. with p = 8
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Fig. 2. Cost-to-go for different initial conditions, Example 1.
B. Example 2
Consider the continuous-time scalar problem with two modes,
ݔሶ ൌ ݂ଵ ሺݔሺݐሻሻ  ؠെݔሺݐሻ, ݔሶ ൌ ݂ଶ ሺݔሺݐሻሻ  ؠെ ݔଷ ሺݐሻ,

(23)

where  א ݐሾͲǡ ͷሿ denotes the time in seconds. The selected cost function is  ܬൌ ͷͲͲ ݔଶ ሺͷሻ.
For discretization, Euler integration, along with the sampling time of ͲǤͲͷ  ݏwas selected
which leads to ܰ ൌ ͳͲͲ. Considering the subsystems’ dynamics, both are stable.
Comparing the derivative of the state, however, subsystem 1 has a faster convergence
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rate for  א ݔሺെͳǡͳሻ. If ȁݔȁ  ͳ, subsystem 2 will be the optimal choice. Therefore, the
optimal solution is known as
ͳ
݅ כൌ ൜
ʹ

݂݅ݔ  אሺെͳǡͳሻ
.
݂݅ȁݔ ȁ  ͳ

(24)

The basis functions were selected as polynomials  ݔଶ , where ݆  אሼͳǡʹǡ ǥ ǡͷሽ. As
seen in Example 1 the accuracy of the approximation can be adjusted by the selection of
the order of the polynomials. In this example, the selected basis functions were observed
to provide the desired accuracy. For the training process, at each time step, 500 random
states were selected from ȳ ൌ ሾെʹʹሿ to train the network in a batch training scheme. The
training was conducted by solving the least squares detailed in the Appendix. The
resulting weight histories for the NN are plotted in Fig. 3. The time-dependency of the
weights represents the time-dependency of the cost-to-go.
Having trained the network, initial condition ݔ ൌ ʹ is simulated using the
developed method. The results are given in Fig. 4. Comparing both the resulting
switching instant and the mode sequence with the optimal solution (24), reveals that the
method has provided the optimal solution.
The controller is able to solve the optimal control problem for a vast variety of
initial conditions. More specifically, the same trained network can control different initial
conditions as long as the resulting state trajectory lies in ȳ. From the dynamics of the
subsystem it can be seen that selecting any ݔ  אȳ will produce ݔ  אȳ, ݇. Therefore,
the trained network can optimally control any initial condition ݔ  אȳ. The initial
conditions ݔ ൌ െͳǤͷ and ݔ ൌ ͳ are selected as the second and third simulations. The
results are presented in Figs. 5 and 6, respectively. As for ݔ ൌ െͳǤͷ, this method has
provided the optimal solution by picking the right subsystem at the beginning of the
simulation, switching at the right time, and switching to the right mode (see Fig. 5).
Figure 6 illustrates the performance of the method through selecting Subsystem 1 and not
switching at all, which is the optimal solution for initial condition ݔ ൌ ͳ.
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Fig. 4. Simulation results of Example 2 for ݔ ൌ ʹ.
2
1
0
−1
−2

State x
Active subsystem index i
0

0.5

1

1.5

2

2.5
3
Time (s)

3.5

4

4.5

Fig. 5. Simulation results of Example 2 for ݔ ൌ െͳǤͷ.

5

179

2
1
0
−1
−2

State x
Active subsystem index i
0

0.5

1

1.5

2

2.5
3
Time (s)

3.5

4

4.5

5

Fig. 6. Simulation results of Example 2 for ݔ ൌ ͳ.
C. Example 3
The second order system with three modes, presented in [13,30], is simulated as
the third example. The objective of this problem is controlling the fluid level in a twotank setup. The fluid flow into the ‘upper tank’ can be adjusted through a valve which has
three positions: fully open, half open, and fully closed. Each tank leaks fluid with a rate
proportional to the square root of the height of the fluid in the respective tank. The upper
tank leaks into the lower tank, and the lower tank leaks to the outside of the setup.
Representing the fluid height in the upper tank with ݔଵ and the lower tank with ݔଶ , the
dynamics of the state vector  ݔൌ ሾݔଵ ǡ ݔଶ ሿ் are given by the following three modes
െξݔଵ
െ  ݔ ͲǤͷ
െ  ݔͳ
ݔሶ ൌ ݂ଵ ሺݔሻ  ؠ
൨, ݔሶ ൌ ݂ଶ ሺݔሻ  ؠ ξ ଵ
൨, ݔሶ ൌ ݂ଷ ሺݔሻ  ؠ ξ ଵ
൨.(25)
ξݔଵ െ ξݔଶ
ξݔଵ െ ξݔଶ
ξݔଵ െ ξݔଶ
The objective is forcing the fluid level in the lower tank (i.e., ݔଶ ) to track constant
ହ

value 0.5. For this purpose, cost function  ܬൌ ͳͲ  ሺݔଶ െ ͲǤͷሻ݀ ݐwas used in [13] with a
final time of ͷ ݏ. The control is the position of the valve and can assume one of the three
discrete values 0, 0.5, and 1. Each of these values leads to one of the modes listed above.


The basis functions for this example were selected as polynomials ݔଵ ݔଶ , where nonnegative integers ݆ and ݈ are such that ݆  ݈  ͺ. This selection led to 45 neurons
(݉ ൌ Ͷͷ). The problem was discretized using sampling time of ͲǤͲͳݏ. Domain ȳ ൌ
ሼ א ݔԹଶ ǣ Ͳ  ݔ  ͳǡ ݅ ൌ ͳǡʹሽ was used for the training.
Once the network was trained, initial condition  ؠ ͳܥܫሾͲǤͺǡ ͲǤʹሿ் , simulated in
[13], was used to determine the optimal solution. The results are given in Fig. 7. The
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method did an excellent job controlling the fluid level of the lower tank by tracking the
desired value. Comparing the result with the result reported in [13] for the proposed
nonlinear programming based method, the tracking is done much more accurately using
the method developed in this study. The cost-to-go for the method given in [13] is 0.25,
while for our method it turned out to be 0.245. The lower cost-to-go represents the better
approximation of the optimal solution. This perfect tracking was achievable, however,
through high frequency switching between the three modes, as seen in Fig. 7. The
minimum dwell time of ͲǤͳ ݏwas selected and applied, according to the remedies
suggested in Section V for avoiding high frequency switching. Both the resulting state
trajectory and the switching are presented in Fig. 8. The alternative remedy for high
frequency switching presented as the threshold remedy was simulated as well. The
threshold was selected at ʹ ൈ ͳͲିସ . The results are given in Fig. 9. Considering Figs. 8
and 9, the state continues to closely track the desired value with far less switching. Using
either a longer minimum dwell time or a greater threshold, however, resulted in less
precise tracking. These results were expected. The cost-to-go resulting from applying
these remedies turned out to be around 0.246 for both remedies. As seen, it is still less
than the cost-to-go resulting from the method developed in [13].
Finally, a new initial condition, namely  ʹܥܫൌ ሾͲǡͲሿ் , was simulated using the
same trained network. Considering the dynamics of the three modes, it can be observed
that as long as the initial condition belongs to ȳ, regardless of what switching is applied,
the states will always stay in ȳ. Therefore, the trained network should produce an optimal
solution for any initial condition in ȳ. The simulation results for  ʹܥܫare given in Fig. 10.
This figure demonstrates the capability of the method in producing an optimal solution
for different initial conditions, as opposed to the other methods, including [13] whose
solution depends on a single initial condition.
VII. CONCLUSIONS
A new scheme was developed for optimal switching between autonomous modes.
This method is shown to provide optimal switching schedule without needing to enforce
either a mode sequence or a number of switching. It is observed that the neurocontroller
has attractive features that include providing optimal feedback solution for a vast variety
of initial conditions. These capabilities were illustrated through numerical analyses. The
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Fig. 7. Simulation results of Example 3 for ͳܥܫ.
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Fig. 8. Simulation results of Example 3 for  ͳܥܫwith applied minimum dwell time.
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developed method can be utilized in different real world applications for real-time
scheduling and control of switching systems.
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APPENDIX
In steps 2 and 5 of Algorithm 1 (or steps 2 and 6 of Algorithm 2) one may use the
method of least squares for finding the unknown optimal ܹ in a batch training scheme.
For this purpose, ࣿ random states, denoted with  ݔሾࣼሿ , ࣼ  אሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ, need to be selected
to perform the least squares. Denoting the right hand side of equations (8), (9), (10), or
(12) resulting from each  ݔሾࣼሿ with ࣳ൫ ݔሾࣼሿ ൯, the objective is finding ܹ such that it solves
்ܹ ߶൫ ݔሾଵሿ ൯ ൌ ࣳ൫ ݔሾଵሿ ൯
ቐ
ڭ
்
ሾࣿሿ
ܹ ߶൫ ݔ൯ ൌ ࣳ൫ ݔሾࣿሿ ൯
Define

ࣘ  ؠൣ߶൫ ݔሾଵሿ ൯ǡ ߶൫ ݔሾଶሿ ൯ǡ ǥ ǡ ߶൫ ݔሾࣿሿ ൯൧

both

(26)

and

ण  ؠൣࣳ൫ ݔሾଵሿ ൯ǡ ࣳ൫ ݔሾଶሿ ൯ǡ ǥ ǡ ࣳ൫ ݔሾࣿሿ ൯൧. Using the method of least squares, the solution to
the system of linear equations (26) is
ܹ ൌ ሺ்ࣘࣘ ሻିଵ ࣘण் .

(27)

Note that for the inverse of matrixሺ்ࣘࣘ ሻ, which is an ݉ ൈ ݉ matrix, to exist, one needs
the basis functions ߶ሺǤ ሻ to be linearly independent and ࣿ  ݉. The process of
calculating ܹ can be done in one shot. In this case, in order for the resulting ܹ to be
valid for the whole domain ȳ, it is required to select a very large ࣿ and randomly select
ሾࣼሿ

ݔ s within ȳ such that they represent the whole domain. Note that due to the convexity
of least squares problems, this method leads to global optimal ܹ and the issue of getting
stuck in a local minimum does not exist.
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7. OPTIMAL SWITCHING BETWEEN CONTROLLED SUBSYSTEMS WITH
FREE MODE SEQUENCE
Ali Heydari and S.N. Balakrishnan
ABSTRACT
The problem of optimal switching and control of systems with nonlinear
subsystems is investigated in this study where the mode sequence and the switching times
between the modes are unspecified. An approximate dynamic programming based
method is developed which provides an online solution for unspecified initial conditions
and different final times. The convergence of the proposed algorithm is proved.
Versatility of the proposed method and its excellent performance are illustrated through
different numerical examples.
I. INTRODUCTION
Examples of switching systems can be found in dynamical systems in different
fields, from aerospace to chemical engineering [1-5]. A switching system is characterized
by a group of subsystems with different dynamics of which one is active at each time
instant. Hence, in order to control such systems one needs a switching schedule along
with a control input to be applied. There are a few papers in this area [6-16], however,
still there are many open issues even for the case of linear subsystems with a quadratic
cost functions [7,17].
Development in the field can be mainly classified into two categories. In the first
category, the sequence of active subsystems, called mode sequence, is selected a priori
[6-12], and the problem, i.e., finding the switching instants between the modes, is solved
using nonlinear programming methods. In these papers, the gradient of the cost with
respect to the switching instants/points is calculated. Afterward, the switching
instants/points are adjusted to find the local optimum. Iterative solution to a nonlinear
optimization problem is suggested in [10] and using the combination of this control
approach with ideas from model predictive control, the authors developed the so-called
crawling window optimal control scheme for the optimal switching problem. The second
category is based on discretizing the problem in order to deal with a finite number of
options. Authors of [13] utilized a direct search to evaluate the cost function for different
randomly selected switching time sequences among the finite number of options to select
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the best sequence. In [14], state and input spaces are discretized for calculation of the
value function for optimal switching through dynamic programming. In [15] genetic
algorithm is used to find the optimal switching times among the choices. A hybrid neural
network (NN) is used for solving the optimal switching problem for a pre-specified initial
condition in [16].
All the cited methods work only with a specific initial condition; each time the
initial condition is changed, a new set of computations needs to be performed to find the
new optimal switching instants. In order to extend the validity of the results for different
initial conditions within a pre-selected set, in [9] a solution is found as the local optimum
in the sense that it minimizes the worst possible cost for all trajectories starting in the
selected initial states set. Also, the derivative of the switching parameters with respect to
the initial conditions is sought through a sensitivity analysis.
Recently, the authors of this study proposed a NN based scheme in [18] for
optimal switching of systems with fixed mode sequence and autonomous dynamics, i.e.,
where the subsystems do not admit control inputs. Two major contributions of the current
paper lie in the fact that the mode sequence is considered ‘free’ to be selected and that the
systems considered are non-autonomous. Investigation of controlled subsystem makes the
problem more complicated due to the inter-coupling that exists between the effect of
switching between the modes and applying different controls once a mode is active.
Furthermore, solving a free mode sequence problem is much more complicated than a
problem with a fixed number of changes.
In the past two decades, approximate dynamic programming (ADP) has been
shown to have a lot of promise in solving conventional optimal control problems with
NN as the function approximator [19-32]. ADP is usually carried out using a two network
synthesis called adaptive critics (ACs) [20-22]. In the heuristic dynamic programming
(HDP) class with ACs, one network, called the ‘critic’ network, maps the input states to
output the cost and another network, called the ‘action’ network, outputs the control with
states of the system as its inputs [22,23]. In the dual heuristic programming (DHP)
formulation, while the action network remains the same as the HDP, the critic network
outputs the costates with the current states as inputs [20,24,25]. The Single Network
Adaptive Critics (SNAC) architecture developed in [26] is shown to be able to eliminate
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the need for the second network and perform DHP using only one network. Similarly, the
J-SNAC eliminates the need for the action network in an HDP scheme [27]. Note that the
developments in [19-27] are for infinite-horizon problems. The use of ADP for solving
finite-horizon optimal control of conventional problems was considered in [28-32].
Authors of [28] developed a time-varying neurocontroller for solving a problem with
state constraints. In [29] a single NN with a single set of weights was proposed which
takes the time-to-go as an input along with the states and generates the fixed-final-time
optimal control for discrete-time nonlinear systems. Finite-horizon problems with
unspecified terminal times were considered in [30-32].
In this study, a method based on ADP is developed to solve optimal switching
problems. The idea is as simple as learning the optimal cost-to-go and the optimal control
for different active modes. It is shown that having these functions the optimal mode can
be found in a feedback form, i.e., as a function of the instantaneous state of the system
and the remaining time. An algorithm is developed which fits in the category of HDP for
learning the desired functions along with a proof of convergence. This method has
several advantages over existing developments in the field: a) It provides global optimal
switching (subject to the assumed neural network structure) unlike the nonlinear
programming based methods which could provide only local optimal solution. b) The
order of active subsystems and the number of switching are free. c) The neurocontroller
determines optimal solution for unspecified initial conditions, without needing to retrain
the networks. d) Once trained, the neurocontroller gives solution to any other final time
as well, as long as the new final time is not greater than the final time for which the
network is trained. e) The switching is scheduled in a feedback form, hence, it has
inherent robustness of feedback solutions in moderate disturbance rejection. f) The
proposed method provides optimal control as well as optimal switching schedule for the
control of the system.
The rest of this paper is organized as follows: The problem formulation is
presented in section II and the proposed solution is described in section III.
Approximations of the optimal cost-to-go and the optimal control with neural networks
are explained in section IV. Numerical analyses are given in section V. Conclusions from
this study are given in section VI.
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II. PROBLEM FORMULATION
A switching system with nonlinear input-affine subsystems can be represented by
a set of  ܯsubsystems or modes as
ҧ ൫ݔሺݐሻ൯  ݃ҧሺ௧ሻ ൫ݔሺݐሻ൯ݑሺݐሻǡ ݆ሺݐሻ ࣤ א,
ݔሶ ሺݐሻ ൌ ݂ሺ௧ሻ

(1)

where functions ݂ҧ ǣ Թ ՜ Թ , and ݃ҧ ǣ Թ ՜ Թൈ ,  ؠ ࣤ א ݆ሼͳǡ ʹǡ ǥ ǡ ܯሽ, represent the
dynamics of the subsystems and are assumed to be smooth. Integers ݊ and ݉ denote the
dimension of state vector  ݔand control vector ݑ, respectively. The continuous time is
denoted with  ݐand the initial and final times are denoted with ݐ and ݐ , respectively.
Controlling the switching systems requires a control input, ݑǣ ሾݐ ǡ ݐ ሻ ՜ Թ , and a
switching function, ݆ǣ ሾݐ ǡ ݐ ሻ ՜ ࣤ. The latter determines the active subsystem at time ݐ
and the former provides the input to the active subsystem. The optimal solution, however,
is a solution that minimizes cost function
௧
 ܬൌ ߰ ቀݔ൫ݐ ൯ቁ  ௧  ቀܳത൫ݔሺݐሻ൯  ݑሺݐሻ் ܴത ݑሺݐሻቁ ݀ݐ.
బ

(2)

Convex positive semi-definite functions ܳതǣ Թ ՜ Թ and ߰ǣ Թ ՜ Թ penalize the states
and ܴത  אԹൈ is a positive definite matrix penalizing the control effort, in the selected
cost function. The problem is to determine an input history ݑሺݐሻ and a switching history
݆ሺݐሻ such that cost function (2) subject to dynamics (1) is minimized.
III. PROPOSED SOLUTION
Approximate dynamic programming [19-22] framework which is the backbone of
the solution developed in this study is formulated with discrete-time dynamics.
Therefore, the dynamics and the cost function are discretized using small sampling time
ȟݐ:
ݔାଵ ൌ ݂ೖ ሺݔ ሻ  ݃ೖ ሺݔ ሻݑ ǡ ݇ ܭ אǡ ݆ ࣤ א,

(3)

்
 ܬൌ ߰ሺݔே ሻ  σேିଵ
ୀ ሺܳሺݔ ሻ  ݑ ܴݑ ሻ,

(4)

where ܰ ൌ ൫ݐ െ ݐ ൯Ȁȟݐ, ݔ ൌ ݔሺ݇ȟ ݐ ݐ ሻ, ݑ ൌ ݑሺ݇ȟ ݐ ݐ ሻ, and ݆ ൌ ݆ሺ݇ȟ ݐ ݐ ሻ.
Subscript ݇ denotes the discrete time index and  ؠ ܭሼͲǡͳǡ ǥ ǡ ܰ െ ͳሽ. If Euler integration
is used for discretization, one has ݂ ሺݔሻ  ݔ ؠ ȟ݂ݐҧ ሺݔሻ, ݃ ሺݔሻ  ؠȟ݃ݐҧ ሺݔሻ, ܳሺݔሻ ؠ
ȟܳݐതሺݔሻ, and ܴ  ؠȟܴݐത.
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Denoting the cost-to-go from each time step ݇ and state vector ݔ by ܬ ሺݔ ሻ one
has
்
ܬ ሺݔ ሻ ൌ ߰ሺݔே ሻ  σேିଵ
ࣽୀ൫ܳሺ ࣽݔሻ   ࣽݑܴ ࣽݑ൯.

(5)

From the form of the cost function, it directly follows that
ܬே ሺݔே ሻ ൌ ߰ሺݔே ሻ,
ܬ ሺݔ ሻ ൌ ܳሺݔ ሻ  ݑ் ܴݑ  ܬାଵ ሺݔାଵ ሻ, ܭ א ݇.

(6)

Based on Bellman principle of optimality [33], regardless of what decisions for ݆ࣽ ,
ࣽ  אሼͲǡͳǡ ǥ ǡ ݇ െ ͳሽ are made, the optimal solution for the remaining time steps, i.e.,
ࣽ  אሼ݇ǡ ݇  ͳǡ ǥ ǡ ܰ െ ͳሽ is the solution which optimizes ܬ ሺݔ ሻ. The method developed
in this study is based on approximating the optimal cost-to-go, denoted with ܬ כሺݔ ሻ, and
ǡכ

the optimal control ‘given’ the active subsystem ݆, denoted with ݑ ሺݔ ሻ, ࣤ א ݆. Once
these functions are learned, the optimal mode at current time, ݇, and current state, ݔ ,
denoted with ݆ כሺݔ ሻ, is given by
ǡ் כ

݆ כሺݔ ሻ ൌ ܽ݊݅݉݃ݎ ࣤאቆܳሺݔ ሻ  ݑ
ǡ் כ

ൌ ܽ݊݅݉݃ݎ ࣤאቆݑ

ǡכ

ǡכ

כ
ܴݑ   ܬାଵ
൫݂ ሺݔ ሻ  ݃ ሺݔ ሻݑ ൯ቇ

ǡכ

ǡכ

כ
ܴݑ   ܬାଵ
൫݂ ሺݔ ሻ  ݃ ሺݔ ሻݑ ൯ቇǤ

(7)

The minimization given in (7) is among the finite number of elements of ࣤ and
can be done online easily with relatively small number of computations. For example, if
the system has two subsystems, finding optimal active subsystem at each instant ݇
ǡ் כ

simplifies to evaluating scalar values ݑ

ǡכ

ǡכ

כ
ܴݑ   ܬାଵ
൫݂ ሺݔ ሻ  ݃ ሺݔ ሻݑ ൯ for ݆ ൌ ͳ

and ݆ ൌ ʹ and comparing the values to select the optimal ݆. This process needs to be done
at each instant ݇, ܭ א ݇. Once ݆ כሺݔ ሻ is calculated, the respective control approximator
can be used to output the control value. The next section gives an algorithm for learning
ǡכ

desired functions ܬ כሺݔ ሻ and ݑ ሺݔ ሻ, ࣤ א ݆.
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IV. APPROXIMATING OPTIMAL CONTROL AND OPTIMAL COST-TO-GO
In order to motivate the idea of using ADP for obtaining optimal control and
optimal cost-to-go for switching problems, the use of ADP for conventional optimal
control problems with fixed-final-time cost functions is discussed first.
A. Adaptive Critics for Conventional Optimal Control
Assume the conventional fixed-final-time optimal control problem
ݔାଵ ൌ ݂ሺݔ ሻ  ݃ሺݔ ሻݑ ǡ ܭ א ݇

(8)

where ݂ǣ Թ ՜ Թ and ݃ǣ Թ ՜ Թൈ along with the cost function given in (4). The
optimal solution to the problem of minimizing cost function (4) subject to dynamics (8) is
given by Bellman equation [33]
ܬே כሺݔே ሻ ൌ ߰ሺݔே ሻ,

(9)

כ
כ
ܬ כሺݔ ሻ ൌ ܳሺݔ ሻ  ݑݑܴ ் כ כ ܬାଵ
ሺݔାଵ
ሻ, ܭ א ݇,
ଵ

כ
ሺ௫ೖశభ ሻ
డೖశభ

ଶ

డ௫ೖశభ

ݑ כൌ െ ܴ ିଵ ݃ሺݔ ሻ்

ቚ

כ
௫ೖశభ

, ܭ א ݇,

(10)
(11)

כ
כ
where ݔାଵ
ൌ ݂ሺݔ ሻ  ݃ሺݔ ሻݑ כand gradient ߲ܬାଵ
ሺݔାଵ Ȁ߲ݔାଵ ሻ is forms as a column

vector.
In the HDP scheme [21] with ADP, two NNs named actor and critic are trained
for approximating the optimal control and the optimal cost-to-go, respectively, for
infinite-horizon problems. Ref. [29] extends the idea to fixed-final-time problems,
through approximating the optimal parameters versus the current state as well as the
time-to-go (remaining time). An iterative learning scheme can be derived from Bellman
equation for learning the optimal control and the optimal cost-to-go for the fixed-finaltime problem by utilizing Eqs. (9) and (10) and replacing with [29]
ሺାଵሻ

ݑ

ଵ

כ
ሺ௫ೖశభ ሻ
డೖశభ

ଶ

డ௫ೖశభ

ሺݔ ሻ ൌ െ ܴିଵ ݃ሺݔ ሻ்

ቚ

ሺሻ

௫ೖశభ

, ܭ א ݇,

(12)
ሺሻ

Superscript ‘ሺ݅ሻ’ denotes the index of iteration. Moreover, in (12) one has ݔାଵ ؠ
ሺሻ
ሺሻ
כ
݂ሺݔ ሻ  ݃ሺݔ ሻݑ ሺݔ ሻ, ݔାଵ
݂ ؠሺݔ ሻ  ݃ሺݔ ሻݑ כሺݔ ሻ, and the converged value of ݑ

is denoted with ݑ כ. Note that the iterations take place only in determining the optimal
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control, starting with an initial guess on ݑ . Once the converged control value is
obtained, the optimal cost-to-go is calculated using (10), without any need for iteration.
Denoting the approximated optimal cost-to-go and the approximated optimal
control with ܬ ሺݔ ሻ and ݑ ሺݔ ሻ, respectively, and selecting linear in parameter networks,
the expressions for the actor (control) and the critic (cost), can be written as
ݑ ሺݔ ሻ ൌ ்ܸ ߪሺݔ ሻ, ݇ ܭ א,

(13)

ܬ ሺݔ ሻ ൌ ்ܹ ߶ሺݔ ሻ, ݇ ڂܭ אሼܰሽ,

(14)

Functions ߪǣ Թ ՜ Թ and ߶ǣ Թ ՜ Թ represent the linearly independent smooth basis
functions, for  and  ݍbeing positive integers denoting the respective number of neurons.
Matrices ܸ  אԹൈ and ܹ  אԹ are the weights of the actor and the critic networks at
time step ݇, respectively. Utilizing different weights for different time steps provides the
network with the ability to learn the time-dependent behavior of the solution to fixedfinal-time problems. Eqs. (9), (10), and (12) may be used to find network weights ܸ and
ܹ , ݇. Substituting (13) and (14) in equations (9), (12), and (10) leads respectively to
ܹே் ߶ሺݔே ሻ ൌ ߰ሺݔே ሻ,
ሺାଵሻ ்
ߪሺݔ ሻ
ܸ

ଵ

ିଵ

ሻ்

ൌ െ ܴ ݃ሺݔ ߘ߶ ቆ݂ሺݔ ሻ 
ଶ

ሺሻ ்
݃ሺݔ ሻܸ ߪሺݔ ሻቇ

(15)
்

ܹାଵ
, ܭ א ݇,(16)

்
்ܹ ߶ሺݔ ሻ ൌ ܳሺݔ ሻ  ߪሺݔ ሻ் ܸ ்ܴܸ ߪሺݔ ሻ  ܹାଵ
߶ቀ݂ሺݔ ሻ  ݃ሺݔ ሻ்ܸ ߪሺݔ ሻቁ,

ܭ א ݇.
ሺሻ

where superscript ‘ሺ݅ሻ’ on ܸ

(17)

denote the iteration index and the converged value is

denoted with ܸ . Moreover, ߘ߶ሺݔሻ ߶߲ ؠሺݔሻȀ߲ ݔis formed as a column vector.
Unknowns ܹ and ܸ can be calculated in a backward-in-time fashion, considering Eqs.
(15)-(17). In other words, using (15) one can calculate ܹே . Then, having ܹே one can
calculate ܸேିଵ using the iterative relation given in (16). Having calculated ܹே and ܸேିଵ ,
unknown ܹேିଵ can be found using (17). Repeating this process from ݇ ൌ ܰ െ ͳ to
݇ ൌ Ͳ, all the unknowns weights can be calculated. This idea is detailed in Algorithm 1.
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Algorithm 1
Step 1: Find ܹே such that ܹே் ߶ሺݔே ሻ ؆ ߰ሺݔே ሻ for different ݔே  אȳ where ȳ denotes a
compact subset of Թ representing the domain of interest.
Step 2: For ݇ ൌ ܰ െ ͳ to ݇ ൌ Ͳ repeat
{
ሺሻ

Step 3: Set ݅ ൌ Ͳ and select a guess on ܸ .
ሾࣼሿ

Step 4: Randomly select ࣿ different state vectors ݔ  אȳ,ࣼ א
ሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ, for ࣿ being a large positive integer.
ሾࣼሿ

ሾࣼሿ

ሾࣼሿ

ሾࣼሿ

ሺሻ ்

ሾࣼሿ

Step 5: Set ݔାଵ ൌ ݂ ቀݔ ቁ  ݃ ቀݔ ቁ ݑ , where ݑ ൌ ܸ

ሾࣼሿ

ߪ ቀݔ ቁ,

 א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.
ሺାଵሻ

Step 6: Find ܸ
ሺାଵሻ ்

ܸ

such that
ሾࣼሿ ்

ଵ

ሾࣼሿ

ሾࣼሿ

்


ߪ ቀݔ ቁ ؆ െ ܴିଵ ݃ ቀݔ ቁ ߘ߶ ቀݔାଵ ቁ ܹାଵ
, א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.
ଶ

ሺାଵሻ

Step 7: Set ݅ ൌ ݅  ͳ and repeat Step 6, until ԡܸ

ሺሻ

െ ܸ ԡ converges

with a preset tolerance.
ሺሻ

Step 8: Set ܸ ൌ ܸ .
Step 9: Find ܹ such that
ሾࣼሿ

ሾࣼሿ

ሾࣼሿ ்

ሾࣼሿ

்ܹ ߶ ቀݔ ቁ ؆ ܳ ቀݔ ቁ  ߪ ቀݔ ቁ ܸ ்ܴܸ ߪ ቀݔ ቁ 
ሾࣼሿ

ሾࣼሿ

ሾࣼሿ

்
߶ ൬݂ ቀݔ ቁ  ݃ ቀݔ ቁ ்ܸ ߪ ቀݔ ቁ൰,  א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.
ܹାଵ

}
In Steps 1, 6, and 9 of Algorithm 1, the method of Least Squares, explained in
Appendix A, can be used for finding the unknown weights in terms of the given
parameters.
Remark 1: Uniform approximation capability of neural networks [34,35] in
approximation of continuous functions indicates that once the network is trained for a
large enough number of samples, denoted by ࣿ, distributed throughout the domain of
interest, the network is able to approximate the output for any new sample of the domain
with a bounded approximation error. This error bound can be made arbitrarily small if
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NNs’ activation functions are rich and the number of training samples, ࣿ, is large
enough. For the linear in weight neural network selected in this study and the polynomial
basis function utilized in the numerical examples, Weierstrass approximation theorem
[36] proves a similar uniform approximation capability.
Once the networks are trained offline, the optimal control will be given in a
feedback form by the actor and can be implemented for online control of the plant. The
critic network approximates the optimal cost-to-go as a function of the given state and
time. This feature of the critic will be used in the next subsection, along with the actor, to
find solution to the optimal switching problem.
B. Adaptive Critics for Switching Optimal Control
The idea presented in the previous subsection for optimal control of conventional
problems is extended to switching problems in this subsection. An algorithm is proposed
for learning the optimal cost-to-go and the controls, where ሺ ܯ ͳሻ neural networks are
utilized. In other words, one critic will be used to approximate ܬ כሺݔ ሻ, denoted with
ǡכ



ܬ ሺݔ ሻ, and  ܯactors will be used to approximate ݑ ሺݔ ሻ, denoted with ݑ ሺݔ ሻ,ࣤ א ݆.
்



ݑ ሺݔ ሻ ൌ ܸ ߪሺݔ ሻǡ ݆ ࣤ אǡ ݇ ܭ א,

(18)

ܬ ሺݔ ሻ ൌ ்ܹ ߶ሺݔ ሻǡ ݇ ڂܭ אሼܰሽ,

(19)



Note that the superscript ݆ on ܸ  אԹൈ relates the actor to the respective subsystem. In
other words, the approximated optimal control ‘given’ the active subsystem ݆ at time ݇ is


்

ݑ ሺݔ ሻ ൌ ܸ ߪሺݔ ሻ.
୨

As for the weight update laws for determining ୩ and ୩ ,  and , the iterative
learning scheme given in (9), (10), and (12) may be adapted as follows: The training
starts with (9). Equations (12) and (10), however, are adapted as follows. The new fixed
point iteration given by
ǡሺାଵሻ

ݑ

ଵ

డೖశభ ሺ௫ೖశభ ሻ

ଶ

డ௫ೖశభ

ൌ െ ܴିଵ ݃ ሺݔ ሻ்

ቚ

ೕǡሺሻ

௫ೖశభ

,  ܭ א ݇and ࣤ א ݆,

(20)
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ǡכ

can be used to find the optimal control given every active subsystem ݆, denoted with ݑ ,
ǡሺሻ

ǡሺሻ

ࣤ א ݆, where ݔାଵ ݂ ؠ ሺݔ ሻ  ݃ ሺݔ ሻݑ
ǡሺሻ

iteration and the converges value of ݑ
ǡ் כ

݆ כሺݔ ሻ ൌ ܽ݊݅݉݃ݎ ࣤאቆݑ

. Superscript ‘ሺ݅ሻ’ denotes the index of
ǡכ

is denoted with ݑ , ࣤ א ݆. Afterward, using

ǡכ

ǡכ

כ
ܴݑ   ܬାଵ
൫݂ ሺݔ ሻ  ݃ ሺݔ ሻݑ ൯ቇ ǡ ܭ א ݇,

the optimal mode at the current time and state, denoted with ݆ כሺݔ ሻ, will be calculated
and used in
  כሺ௫ೖ ሻǡכ

ܬ כሺݔ ሻ ൌ ܳሺݔ ሻ  ݑೖ

்

  כሺ௫ೖ ሻǡכ

ܴݑೖ

  כሺ௫ೖ ሻǡכ

כ
 ܬାଵ
ቀ݂ೖכሺ௫ೖሻ ሺݔ ሻ  ݃ೖכሺ௫ೖሻ ሺݔ ሻݑೖ

ቁǡ

ܭ א ݇

(21)

to find the optimal cost-to-go, ܬ כሺݔ ሻ. This process may continue in a backward form
from ݇ ൌ ܰ െ ͳ to ݇ ൌ Ͳ. By using the equations for the network structures (18) and
(19) in equations (9), (20), and (21), the desired weight update law can be obtained.
Algorithm 2 describes the detailed learning process.
Algorithm 2
Step 1: Find ܹே such that ܹே் ߶ሺݔே ሻ ؆ ߰ሺݔே ሻ for different ݔே  אȳ where ȳ denotes a
compact subset of Թ representing the domain of interest.
Step 2: For ݇ ൌ ܰ െ ͳ to ݇ ൌ Ͳ repeat Steps 3 through 11 below
{
ሾࣼሿ

Step 3: Randomly select ࣿ different state vectors ݔ  אȳ, ࣼ א
ሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ, for ࣿ being a large positive integer.
Step 4: For ݆ ൌ ͳ to ݆ ൌ  ܯrepeat Steps 5 through 9 below.
{
ǡሺሻ

Step 5: Set ݅ ൌ Ͳ and select a guess for ܸ
ǡሾࣼሿ

ሾࣼሿ

ሾࣼሿ

.
ǡሾࣼሿ

Step 6: Set ݔାଵ ൌ ݂ ቀݔ ቁ  ݃ ቀݔ ቁ ݑ
ǡሺሻ ்

ܸ

ሾࣼሿ

ǡሺାଵሻ

ǡሺାଵሻ ்

ሾࣼሿ

ൌ

ߪ ቀݔ ቁ,  א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.

Step 7: Find ܸ
ܸ

ǡሾࣼሿ

, where ݑ

ଵ

such that

ሾࣼሿ ்

ǡሾࣼሿ ்


ߪ ቀݔ ቁ ؆ െ ܴିଵ ݃ ቀݔ ቁ ߘ߶ ቀݔାଵ ቁ ܹାଵ
, א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.
ଶ

(22)
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ǡሺାଵሻ

Step 8: Set ݅ ൌ ݅  ͳ and repeat Step 7, until ԡܸ

ǡሺሻ

െ ܸ

ԡ

converges with a preset tolerance.
ǡሺሻ



Step 9: Set ܸ ൌ ܸ

.

}
ǡሾࣼሿ

Step 10: Set ݑ

்

ǡሾࣼሿ ்

ሾࣼሿ

ሾࣼሿ

ൌ ܸ ߪ ቀݔ ቁ,  א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ, ࣤ א ݆, and calculate

݆ כሺݔ ሻ ൌ ܽ݊݅݉݃ݎ ࣤאቆݑ

ǡሾࣼሿ

ܴݑ

ሾࣼሿ

ሾࣼሿ

ǡሾࣼሿ

்
  ܹାଵ
߶ ቀ݂ ቀݔ ቁ  ݃ ቀݔ ቁ ݑ

ቁቇ.

Step 11: Find ܹ such that
ሾࣼሿ
்ܹ ߶ ቀݔ ቁ

؆

ሾࣼሿ
ܳ ቀݔ ቁ



ሾࣼሿ

  כሺ௫ ሻǡሾࣼሿ
ݑೖ ೖ

ሾࣼሿ

்

ሾࣼሿ

  כሺ௫ೖ ሻǡሾࣼሿ

ܴݑೖ
ሾࣼሿ

ሾࣼሿ

  כሺ௫ೖ ሻǡሾࣼሿ

்
ܹାଵ
߶ ൬݂  כሺ௫ ሾࣼሿ ሻ ቀݔ ቁ  ݃  כሺ௫ ሾࣼሿ ሻ ቀݔ ቁ ݑೖ
ೖ

ೖ

ೖ



ೖ

൰,  א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ.

(23)

}
The iterative weight updates of Algorithm 2, i.e., Eq. (22) can be rewritten in
terms of the NN weights as
ሾࣼሿ
ǡሺାଵሻ ்
ܸ
ߪ ቀݔ ቁ

ଵ

؆െ ܴ
ଶ

ିଵ

ሾࣼሿ ்
݃ ቀݔ ቁ

ሾࣼሿ
ߘ߶ ቆ݂ ቀݔ ቁ



ሾࣼሿ
ሾࣼሿ
ǡሺሻ ்
݃ ቀݔ ቁ ܸ
ߪ ቀݔ ቁቇ

்

ܹାଵ
,

 א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ. (24)
ǡሺାଵሻ

Eq. (24) relates ܸ

ǡሺሻ

to ܸ



, i.e., it is an iterative equation. Its converged value, ܸ ,

will be used in Eq. (23), and a least squares solution can be found for ܹ , see Appendix
A. The following theorem provides the sufficient condition for the convergence of
iterative equation (24).
Theorem 1: The iterations given by (24) converge with any selected initial guess on
ǡሺሻ

ܸ

, ࣤ א ݆, and ܭ א ݇, providing the sampling time selected for discretization of

continuous dynamics (1) is small enough.
The proof is given in Appendix B.
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In Theorem 1 the role of the sampling time in discretization of a continuous
system is emphasized. It is worthwhile to discuss this issue in detail. Substituting (18)
and (19) in optimal control equation (20), leads to
ሾࣼሿ
்
ܸ ߪ ቀݔ ቁ

ଵ

؆െ ܴ
ଶ

ିଵ

ሾࣼሿ ்
݃ ቀݔ ቁ

ሾࣼሿ
ߘ߶ ቆ݂ ቀݔ ቁ



ሾࣼሿ
ሾࣼሿ
்
݃ ቀݔ ቁ ܸ ߪ ቀݔ ቁቇ

்

ܹାଵ
,

 א ࣼሼͳǡʹǡ Ǥ Ǥ ǡ ࣿሽ. (25)
ǡሺାଵሻ

which is the same as (24) except that ܸ


ǡሺሻ

and ܸ

on both sides are replaced with



ܸ . Optimal weights ܸ ,  ܭ א ݇and ࣤ א ݆, can be calculated by solving the nonlinear
equation given in (25), without using the iteration given in (24). Typically, one needs to
resort to numerical methods for solving the set of equations (25). Theorem 1 proves that
for any given smooth dynamics and smooth basis functions, if the sampling time is small
enough, the iterations given in (24) converge to the solution to the nonlinear equation
(25). However, if the sampling time is fixed, then certain conditions on the dynamics or
the cost function terms need to hold in order for the iterations to converge. These
conditions can be easily derived from the proof of Theorem 1.
Assuming the basis functions of the NN are selected rich enough to approximate
the cost-to-go and the optimal control functions with a desired accuracy, the method
developed here provides optimal solution due to its basis on dynamic programming [33].
ǡכ

In other words, if ܬ כሺݔ ሻ and ݑ ሺݔ ሻs are accurately approximated, the optimal mode
will always be given by (7). Therefore, an analysis on the approximation capability of the
NN is required. As mentioned in Remark 1, NNs can provide a uniform approximation
with any desired degree of accuracy providing the function subject to approximation in a
continuous function. Considering Eqs. (15)-(17) and (22), the continuity of the functions
subject to approximation, given in the right hand sides of these equations, follows from
the convexity of ߰ሺǤ ሻ and ܳሺǤ ሻ as well as the continuity of ݂ ሺǤ ሻs, ݃ ሺݔ ሻs and the basis
functions. For Eq. (23), however, due to the switching between the modes, i.e., the
discontinuous nature of ݆ כሺǤ ሻ, the continuity of the right hand side is not obvious.
Theorem 2 proves the required continuity.
Theorem 2: Let function ܨ ǣ Թ ՜ Թ, ࣤ א ݆, be defined as
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்

்

்
ܨ ሺݔሻ ߪ ؠሺݔሻ் ܸ ܴܸ ߪሺݔሻ   ܹାଵ
߶ ቆ݂ ሺݔሻ  ݃ ሺݔሻܸ ߪሺݔሻቇ.

If the active mode at each instant ݇ and state vector  ݔis given by
݆ כሺݔሻ ൌ ܽ݊݅݉݃ݎܨ ࣤא ሺݔሻ,

(26)

כ

then, function ܨೖሺ௫ሻ ሺݔሻ is a continuous function versus  ݔat every  א ݔȳ.
The proof is given in Appendix B.
C. Implementation and Control
Once the NNs’ weights are trained using Algorithm 2, one may use them for
online optimal control/scheduling of the system. This is done in real-time through feeding
the current state ݔ , at each time step ݇  ܭ אto equation (7), repeated below in terms of
the NNs, to calculated the optimal active mode, ݆ כሺݔ ሻ.


்

்

்
݆ כሺݔ ሻ ൌ ܽ݊݅݉݃ݎ ࣤא൭ߪሺݔ ሻ் ܸ ܴܸ ߪሺݔ ሻ   ܹାଵ
߶ ቆ݂ ሺݔ ሻ  ݃ ሺݔ ሻܸ ߪሺݔ ሻቇ൱.
  כሺ௫ೖ ሻǡכ

Having calculated ݆ כሺݔ ሻ, the optimal control ݑ כis given by ݑ כൌ ݑೖ
  כሺ௫ೖ ሻ

ܸ ೖ

்

؆

ߪሺݔ ሻ. Hence, the optimal solution can be found online in a feedback form. Note

that ࣤ has a finite number of elements and the minimization given in (7) is as simple as
comparing the scalar values of the argument subject to minimization for different ݆ ࣤ א
and selecting the optimal one.
As mentioned in the introduction, one of the features of this method is providing
approximate global optimal solution. A requirement for this characteristic is the learned
cost-to-go and controls being approximations of the global optimal cost-to-go and
controls. Using Algorithm 2, the global optimality of the trained networks follows from
the proof of Theorem 1. In other words, once it is proved that (24) is a contraction


mapping, the uniqueness of fixed point ܸ to the iterative Eq. (24) follows [37]. Details
of this result are beyond the scope of this study and are presented in [38]. As for the
weights of the critic, ܹ , using least squares leads to the global optimal weights, due to
the convexity of least squares problems [39].
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Looking at Eq. (7), which is ‘the decision maker’ for switching, one may observe
high frequency switching between the modes in some problems. In fact, this behavior is
observed in Example 2 in this study. The following two remedies are suggested to avoid
high frequency switching:
1- The Minimum Dwell Time Remedy: Dictating a minimum dwell time after
each switching can eliminate high frequency switching. After the first mode
selection, one can dictate a minimum dwell time before switching to another
mode at every change. That is, once a switching occurs, one may skip
evaluating Eq. (7) and instead stay with the current active subsystem until the
minimum dwell time is passed.
2- The Threshold Remedy: Selecting a positive real number as the threshold, the
switching is allowed once the cost difference between activating the new mode
and staying with the current mode is more than the threshold. To be more
specific, assume the active subsystem is ݅ right before time instant ݇, and by
evaluating Eq. (7) one realizes that switching to subsystem ݆ leads to the costto-go less than the cost-to-go of staying with subsystem ݅. In such a case
switching to subsystem ݆ is allowed only if
ǡ் כ

ݑ

ǡכ

ǡכ

்

כ
כ
ܴݑ   ܬାଵ
൫݂ ሺݔ ሻ  ݃ ሺݔ ሻݑ ൯ ൏ ݑǡݑܴ כǡ כ  ܬାଵ
൫݂ ሺݔ ሻ  ݃ ሺݔ ሻݑǡ כ൯  ߬,

where the pre-selected threshold is denoted with ߬.
The same algorithm (Algorithm 2) may still be used, in the offline training stage
of the NNs. The abovementioned alternative remedies, however, can be used in the online
control. The alterations created by the remedies result in a ‘sub-optimal’ control of the
system. The result will remain sub-optimal because the neurocontroller calculates the
optimal solution in a feedback form. More specifically, the perturbation due to the
applied remedy can be considered as a disturbance for the controller. Providing suitable
selection of the minimum dwell time or the threshold, the feedback nature of the
controller can deal with the resulting disturbance without too much performance
degradation. This behavior is due to the inherent nature of feedback controllers in
moderate disturbance rejection.
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V. NUMERICAL APPLICATIONS AND ANALYSIS
A. Example 1
First example is a scalar switching system with two modes, given below, is
selected
݂ ሺݔሻ  ݃ଵ ሺݔሻ ؠ ݑെ ݔ ݑ
ݔሶ ൌ ൜ ଵ
݂ଶ ሺݔሻ  ݃ଶ ሺݔሻ ؠ ݑെ ݔଷ  ݑ
ଶ

௧

The selected cost function is  ܬൌ ͳͲͲ൫ݔሺݐ ሻ  ʹ൯    ݑሺݐሻଶ ݀ ݐwhere ݐ ൌ ͳݏ.
Selecting the domain of interest of ȳ ൌ ሾെ͵͵ሿ the optimal switching function for the
given system can be analytically calculated as
݆  כሺݐሻ ൌ ൜

ͳ݂݅Ͳ  ݔሺݐሻ  ͳ ݎെ ʹ  ݔሺݐሻ  െͳ
.
ʹ݂݅ͳ  ݔሺݐሻ ݎെ ͳ  ݔሺݐሻ  Ͳݔݎሺݐሻ ൏ െʹ

(27)

For example, if ݔሺݐሻ  ͳ, utilizing subsystem 2 leads to a faster convergence toward the
origin with less control effort due to ȁ݂ଶ ሺݔሻȁ  ȁ݂ଵ ሺݔሻȁ, therefore, the optimal mode in
this case is subsystem 2. Note that if ݔሺݐሻ  אሾെʹǡ Ͳሿ, the optimal mode is the mode which
has smaller ȁ݂ ሺݔሻȁ in order to require less control effort to derive the state away from it
point of attraction, i.e., the origin, toward the desired terminal point of െʹ. The existence
of analytical optimal switching function (27) for this system makes it a suitable example
for investigating the performance of the developed method.
Polynomial functions  ࣻ ݔ, for ࣻ  אሼͲǡͳǡʹǡ ǥ ǡሽ and ࣻ  אሼͲǡͳǡʹǡ ǥ ǡͷሽ are selected
for the basis functions ߶ሺǤ ሻ and ߪሺǤ ሻ, respectively. Note that, as explained in Remark 1,
the resulting NNs will have the desired uniform approximation capability. The horizon is
discretized to ܰ ൌ ʹͲͲ time-steps, i.e., ȟ ݐൌ ͲǤͲͲͷݏ. The training steps detailed in
Algorithm 2 are carried out using ࣿ ൌ ͷͲ and the iterations were observed to converge in
less than 5 iterations. The history of the weights of the trained NNs is shown in Fig. 1. It
depicts the time-dependent behavior of the elements of the weights throughout the
horizon, i.e., from  ݐൌ Ͳ to  ݐൌ ͳݏ. The NNs are utilized for controlling initial condition
ݔሺͲሻ ൌ ʹ, once the networks are trained. The results, including the histories of the state,
the active mode, and the optimal control, are shown in Fig. 2. The state history shows that
the controller has successfully driven the initial state to close to the desired terminal state
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in the given time. The history of active modes shows that switching has happened exactly
at the optimal times, considering the analytical optimal switching function given in (27).
An important feature of the developed method is providing optimal solution for
different final times, without needing to retrain the networks. Let the new final time be
ݐ ൌ ͲǤͷݏ, i.e., the state should be brought to close to െʹ in half of the previously
selected final time. Note that once the optimal weights are available for ݇  אሾͲǡͳǡ ǥ ǡ ܰሿ,
the optimal weights for the horizon of ܰଵ steps, where ܰଵ ൏ ܰ, are the last ܰଵ set of


weights, i.e., they are given by ܹ , and ܸ s where ݇  אሾܰ െ ܰଵ ǡ ܰ െ ܰଵ  ͳǡ ǥ ǡ ܰሿ, due
to Bellman principle of optimality [33]. Fig 3 shows the result of controlling initial
condition ݔሺͲሻ ൌ ʹ with ݐ ൌ ͲǤͷݏ. Interestingly the neurocontroller has successfully
controlled the state to get to close to the desired terminal state in the shorter final time. To
do this, a different control history and a different switching schedule are selected. The
new active mode history, however, is still in accordance with the analytical ݆  כሺݐሻ given in
Eq. (27).
To further investigate the performance of the method, another initial condition,
i.e., ݔሺͲሻ ൌ ͲǤͷ is selected and controlled using the same trained networks. The results
are depicted in Fig. 4. Considering the resulting state history and the switching schedule
shows that the controller is able to solve the problem of optimal switching for different
initial conditions as well.
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Fig 1: History of NN weights, Example 1.
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Fig 2: Simulation results for ݔሺͲሻ ൌ ʹ and ݐ ൌ ͳ, Example 1.
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Fig 3: Simulation results for ݔሺͲሻ ൌ ʹ and ݐ ൌ ͲǤͷ, Example 1.
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Fig 4: Simulation results for ݔሺͲሻ ൌ ͲǤͷ and ݐ ൌ ͳ, Example 1.
B. Example 2
The second example is a fourth order linear system which models the planar
motion of a point mass in the absence of friction. The objective is moving the mass to the
origin. The force, however, is limited to be applied either in the X or in the Y direction,
where X and Y denote the perpendicular axis in the plane. Input ݑሺݐሻ denotes the applied
force and while its magnitude is subject to be calculated, its direction is limited to be
parallel to the X or the Y axes. This problem is modeled as a switching problem where
there are two modes; mode 1 in which the force steers the mass in the X direction and
mode 2 in which the force steers it in the Y direction. The state vector is formed as
 ݔൌ ሾݔଵ ǡ ݔଶ ǡ ݔଷ ǡ ݔସ ሿ் , where ݔଵ and ݔଶ , respectively, are the X and Y positions and ݔଷ and
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ݔସ are the rates of change of ݔଵ and ݔଶ , respectively. The model for the system is given
by
݂ሺݔሻ  ݃ଵ ሺݔሻ ؠ ݑሾݔଷ ǡ ݔସ ǡ ͲǡͲሿ்  ሾͲͲͳͲሿ் ݑ
ݔሶ ൌ ൜
݂ሺݔሻ  ݃ଶ ሺݔሻ ؠ ݑሾݔଷ ǡ ݔସ ǡ ͲǡͲሿ்  ሾͲͲͲͳሿ் ݑ
்

௧

Let the cost function be  ܬൌ ͳͷͲݔ൫ݐ ൯ ݔሺݐ ሻ    ݑሺݐሻଶ ݀ ݐwhere ݐ ൌ ʹݏ. The domain
of interest is selected as ȳ ൌ ሼ א ݔԹସ ǣ ȁ ࣻݔȁ ൏ ʹǤͷǡ ࣻሽ.
Let the vector whose elements are all the non-repeating polynomials made up
through multiplying the elements of vector ݔҧ by those of vector ݕത be denoted with ݔҧ ٔ ݕത.
In this example the following basis functions are used:
ߪሺݔሻ ൌ ሾͳǡ ݔǡ ሺݔ ٔ ݔሻ் ሿ் ,
் ்

߶ሺݔሻ ൌ ቂͳǡ ݔǡ ሺݔ ٔ ݔሻ் ǡ ൫ ٔ ݔሺݔ ٔ ݔሻ൯ ቃ .
Using sampling time of ȟ ݐൌ ͲǤͲͲͷ, the horizon is discretized to 400 steps. The
training is carried out using Algorithm 2 with ࣿ ൌ ʹͲͲ and the iterations were observed
to converge in 4 iterations. Selecting initial condition of ݔሺͲሻ ൌ ሾͲǡʹǡʹǡͲሿ் , the trained
network is used for switching and control of the system and the results are given in Fig.
5. It can be seen that the controller has been able to move the mass to toward the origin
through applying a history of force and performing a suitable switching between the
applied directions.
The same problem is solved with the shorter final time of ݐ ൌ ͳǤͷ and the results
are given in Fig. 6. As expected, the trained network has been able to solve the problem
with a new final time, as well. Fig. 7 shows the result of solving the problem with a new
initial condition of ݔሺͲሻ ൌ ሾʹǡʹǡͲǡʹሿ் and the final time of ݐ ൌ ʹ. Interestingly, the
controller has done a nice job in controlling the new initial condition, too.
Considering the switching schedule given in Fig. 5, it is observed that the
controller exhibits high frequency switching between the modes in order to steer in the
mass in the desired direction. If this behavior is unacceptable, one may apply one of the
suggested remedies in subsection IV.C. As an example, the threshold remedy is simulated
here to investigate its effect on the performance of the controller. The threshold was set
as ߬ ൌ ͲǤͲʹ. Results of the first simulated problem in Example 2 are given in Fig. 8.
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Comparing the state histories of Fig. 8 with those given in Fig. 5, it can be seen that the
controller was able to bring the mass to the origin, while the number of switching is much
less than in Fig. 5. Note that due to the coupling between the selected mode and the
applied input control history given in Fig. 8, is different than the one given in Fig.5
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Fig 5: Simulation results for ݔሺͲሻ ൌ ሾͲǡʹǡʹǡͲሿ் and ݐ ൌ ʹ, Example 2.
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Fig 6: State histories for ݔሺͲሻ ൌ ሾͲǡʹǡʹǡͲሿ் and ݐ ൌ ͳǤͷ, Example 2.
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Fig 7: State histories for ݔሺͲሻ ൌ ሾʹǡʹǡͲǡʹሿ் and ݐ ൌ ʹ, Example 2.
VI. CONCLUSIONS
A method in the framework of approximate dynamic programming was developed
for determining the optimal control and the optimal switching schedule for switching
systems with controlled nonlinear subsystems and unspecified mode sequence. The
performance of the method in solving problems with different initial conditions and
different final times was investigated both analytically and numerically. These results and
analyses lead one to conclude that the proposed method is versatile and is suitable for
solving different real-world systems including aerospace, mechanical, and chemical
problems.
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Fig 8: State histories for ݔሺͲሻ ൌ ሾͲǡʹǡʹǡͲሿ் , ݐ ൌ ʹ, and threshold ߬ ൌ ͲǤͲʹ, Example 2.
APPENDIX A
In Algorithms 1 and 2, in different steps, different weight update rules for the
weights of the actor and critic networks, i.e., ܸ and ܹ , are given. The least squares
method can be used for rewriting these equations such that ܸ and ܹ are explicitly given
based on the known parameters. In this appendix, the process for finding such an
equation for ܸ from Eq. (24) is explained and one can easily find the corresponding
equation for ܹ .
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To perform least squares for the weight update of ܸ , ࣿ random states denoted
with  ݔሾࣼሿ , where ͳ  ࣼ  ࣿǡ are selected. Denoting the right hand side of Eq. (24)


resulting from each  ݔሾࣼሿ with ࣳ൫ ݔሾࣼሿ ൯, the objective is finding ܸ such that it solves
்

ሾଵሿ
ሾଵሿ
ܸ ۓ ߪ൫ ݔ൯ ൌ ࣳ൫ ݔ൯
ۖ ்
ܸ ߪ൫ ݔሾଶሿ ൯ ൌ ࣳ൫ ݔሾଶሿ ൯
۔
ڭ
ۖ ்
ܸە ߪ൫ ݔሾࣿሿ ൯ ൌ ࣳ൫ ݔሾࣿሿ ൯

(28)

Define
  ؠൣߪ൫ ݔሾଵሿ ൯ߪ൫ ݔሾଶሿ ൯ǥ ߪ൫ ݔሾࣿሿ ൯൧
ण  ؠൣࣳ൫ ݔሾଵሿ ൯ࣳ൫ ݔሾଶሿ ൯ǥ ࣳ൫ ݔሾࣿሿ ൯൧
Using the method of least squares, solution to the system of linear equations (28) is given
by


ܸ ൌ ሺ் ሻିଵ ण்

(29)

Note that for the inverse of matrixሺ் ሻ, which is a  ൈ  matrix, to exist, one needs the
basis functions ߪሺǤ ሻ to be linearly independent and ࣿ to be greater than or equal to the
number of the basis functions.
APPENDIX B
This appendix includes the proofs of Theorems 1 and 2.
ǡሺሻ

Proof of Theorem 1: The iteration performed on ܸ

, given in (24) and repeated here,

is a successive approximation to find a fixed point of a function
ሾࣼሿ
ǡሺାଵሻ ்
ܸ
ߪ ቀݔ ቁ

ଵ

؆െ ܴ
ଶ

ିଵ

ሾࣼሿ ்
݃ ቀݔ ቁ

ሾࣼሿ
ߘ߶ ቆ݂ ቀݔ ቁ



ሾࣼሿ
ሾࣼሿ
ǡሺሻ ்
݃ ቀݔ ቁ ܸ
ߪ ቀݔ ቁቇ

்

ܹାଵ
,

i.e., there exists function ࣠ǣԹൈ ՜ Թൈ such that (24) is of form
ǡሺାଵሻ

ܸ

ǡሺሻ

ൌ ࣠ሺܸ

ሻ.

(30)

The claim of the theorem is proved if it can be shown that (30) is a contraction mapping
[37]. Since Թൈ with 2-norm denoted by ԡǤ ԡ is a Banach space, iterations given by
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ǡሺሻ

(30), regardless of initial ܸ





, converges to some ܸ ൌ ࣠ሺܸ ሻ if there exists a Ͳ  ߩ ൏

ͳ such that for every ܷଵ and ܷଶ in Թൈ , the following inequality holds [37]
ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ  ߩԡܷଵ െ ܷଶ ԡ.

(31)

Function ࣠ሺǤ ሻ can be formed by converting (24) to a least squares form
performed in Appendix A. Rewriting Eq. (29), given in Appendix A, leads to
ǡሺሻ

࣠ሺܸ

ሻؠ
்

்

ۍ
ଵ
ې
ሾଵሿ ்
ሾଵሿ
ሾଵሿ
ሾଵሿ
ǡሺሻ ்

ߪ ቀݔ ቁቇ ܹାଵ
൭െ ܴ ିଵ ݃ ቀݔ ቁ ߘ߶ ቆ݂ ቀݔ ቁ  ݃ ቀݔ ቁ ܸ
൱
ଶ
ێ
ۑ
ێ
ۑ
்
்
ێ
்
ۑ
்
ଵ ିଵ
ሾଶሿ
ሾଶሿ
ሾଶሿ
ሾଶሿ
ǡሺሻ

்
ିଵ
ܴ
݃
ቀݔ
ቁ
ߘ߶
ቆ݂
ቀݔ
ቁ

݃
ቀݔ
ቁ
ܸ
ߪ
ቀݔ
ቁቇ
ܹ
൭െ
൱
ێ
( ۑ32)



ାଵ





ሺ ሻ 
ଶ
ێ
ۑ
ڭ
ێ
ۑ
்
்
ێ
ۑ
்
்

ێ൭െ ଵ ܴ ିଵ ݃ ቀݔሾࣿሿ ቁ ߘ߶ ቆ݂ ቀݔሾࣿሿ ቁ  ݃ ቀݔሾࣿሿ ቁ ܸǡሺሻ ߪ ቀݔሾࣿሿ ቁቇ ܹାଵ
൱ ۑ
ଶ
ۏ
ے
One has
ሾκሿ ்

ଵ

ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ 
ሾκሿ

ሾκሿ

ሾκሿ

்


െ
ξࣿԡሺ் ሻିଵ ԡԡ ଶ ܴ ିଵ ݃ ቀݔ ቁ ߘ߶ ൬݂ ቀݔ ቁ  ݃ ቀݔ ቁ ܷଵ் ߪ ቀݔ ቁ൰ ܹାଵ
ଵ
ଶ

ܴ

ିଵ

ሾκሿ ்
݃ ቀݔ ቁ

ሾκሿ
ߘ߶ ൬݂ ቀݔ ቁ



ሾκሿ
ሾκሿ
݃ ቀݔ ቁ ܷଶ் ߪ ቀݔ ቁ൰

்


ܹାଵ
ԡ

(33)

where integer κ, Ͳ  κ  ࣿ, is given by
்
ͳ
ሾࣻሿ ்
ሾࣻሿ
ሾࣻሿ
ሾࣻሿ

κ ൌ ܽ ݔܽ݉݃ݎԡ ܴିଵ ݃ ቀݔ ቁ ߘ߶ ൬݂ ቀݔ ቁ  ݃ ቀݔ ቁ ܷଵ் ߪ ቀݔ ቁ൰ ܹାଵ
Ȃ
ʹ
ଵஸࣻஸࣿ
ଵ
ଶ

ሾࣻሿ ்

ሾࣻሿ

ሾࣻሿ

ሾࣻሿ

்


ܴ ିଵ ݃ ቀݔ ቁ ߘ߶ ൬݂ ቀݔ ቁ  ݃ ቀݔ ቁ ܷଶ் ߪ ቀݔ ቁ൰ ܹାଵ
ԡ.

In inequality (33), the following norm inequality is used
ݕଵ
ݕଶ
ቱ൦  ڭ൪ቱ  ξࣿԡݕκ ԡ
ࣿݕ
where ݕ s are real-valued row-vectors and κ ൌ ܽ ݔܽ݉݃ݎԡ ࣻݕԡ.
ଵஸࣻஸࣿ

(34)

212
Smoothness of ߶ሺǤ ሻ leads to the Lipschitz continuity of ߘ߶ሺǤ ሻ on compact set ȳ
[40]. Therefore, there exists some positive real number ߩథ such that for every ݔଵ and ݔଶ
in ȳ, one has ԡߘ߶ሺݔଵ ሻ െ ߘ߶ሺݔଶ ሻԡ  ߩథ ԡݔଵ െ ݔଶ ԡ. Using this feature of ߘ߶ሺǤ ሻ,
inequality (33) can be written as
ԡ࣠ሺܷଵ ሻ െ ࣠ሺܷଶ ሻԡ 

ሾκሿ ்
ߩథ ξࣿԡሺ் ሻିଵ ԡԡ ܴ ିଵ ݃ ቀݔ ቁ
ଶ
ଵ

ሾκሿ

ሾκሿ


ԡԡ݃ ቀݔ ቁ ԡԡߪ ቀݔ ቁ ԡԡܹାଵ
ԡԡሺܷଵ் െ ܷଶ் ሻԡ (35)

By defining
ଵ

ሾκሿ ்

ሾκሿ

ሾκሿ


ߩ ߩ ؠథ ξࣿԡሺ் ሻିଵ ԡԡ ܴ ିଵ ݃ ቀݔ ቁ ԡԡ݃ ቀݔ ቁ ԡԡߪ ቀݔ ቁ ԡԡܹାଵ
ԡ
ଶ

(36)

one can select the sampling time ȟ ݐin discretization of the continuous dynamics (1)
small enough such that the condition Ͳ  ߩ ൏ ͳ is satisfied, since a smaller ȟݐ, directly
ሾκሿ ்

ଵ

ሾκሿ

results in a smaller ԡ݃ ቀݔ ቁ ԡ while the other terms including ԡ ܴିଵ ݃ ቀݔ ቁ ԡ are
ଶ

not affected. Note that smoothness, and hence continuity, of ݃ ሺǤ ሻs and ߪሺǤ ሻ in their
ሾκሿ

domain results in being bounded in the compact set ȳ [41], therefore, the ݔ dependent
terms in (36) are upper bounded.
The expression given for the contraction mapping coefficient ߩ in (36) involves
ԡܹାଵ ԡ also. It should be noted that ܹାଵ is already learned from the previous step in
the algorithm, therefore, it is bounded. In other words, starting from ݇ ൌ ܰ െ ͳ, one uses
ǡሺሻ

the successive approximation given by (24) and once ܸ

converges, it is used in (23) to

calculate the bounded ܹ . This process is repeated till ݇ ൌ Ͳ.
Note that if the selected sampling time ȟ ݐis not small enough, at some ݇,
Ͳ  ݇  ܰ െ ͳ, the respective ߩ given in (36) does not satisfy condition Ͳ  ߩ ൏ ͳ,
ǡሺሻ

therefore, ܸ

does not converge as ݅ ՜ λ. In that case, one may select a smaller

sampling time and restart the algorithm, i.e., from ݇ ൌ ܰ െ ͳ to calculate the weights
corresponding to the smaller sampling time. Refining the sampling time leads to a change
in ܹାଵ as well. However, it can be shown that as the sampling time becomes smaller,
ܹାଵ remains bounded. This boundedness follows from looking at the definition of
ܹାଵ , which is the weights for the network that approximates a discretized cost-to-go. In
other words,
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்
்
ܹାଵ
߶ሺݔሻ ؆ ߰ሺݔே ሻ  σேିଵ
ࣽୀାଵ൫ܳሺ ࣽݔሻ   ࣽݑܴ ࣽݑ൯.

(37)

As the sampling times go to zero, the value of the discretized cost-to-go
ଵ

௧


converges to the cost-to-go given by ߰ ቀݔ൫ݐ ൯ቁ  ሺାଵሻ௧
ቀܳ൫ݔሺݐሻ൯  ݑሺݐሻ் ܴݑሺݐሻቁ ݀ݐ.
ଶ

On the other hand, since the system does not have a finite-scape time (which follows
from smoothness on the compact domain of interest,) the finite-horizon cost-to-go will be
finite, using any finite control. Note that the control history included in the integration
given in (37) correspond to the already converged time-steps, hence, they are bounded.
்
Therefore, as ȟ ݐ՜ Ͳ, the value of ܹାଵ
߶ሺݔሻ will be finite. Since the basis functions
்
்
߶ሺݔሻ are linearly independent, a finite ܹାଵ
߶ሺݔሻ leads to a finite ܹାଵ
, as seen in the

least squares operation described in Appendix A. Therefore, term ԡܹାଵ ԡ existing in the
expression for ߩ in (36) remains bounded as the sampling time is refined. This completes
ǡሺሻ

the proof of convergence of ܸ
ǡሺሻ

ܸ



to ܸ for Ͳ  ݇ ൏ ܰ െ ͳ using any initial guess on

, for any small enough sampling time. ז

Proof of Theorem 2: Let ݔҧ be any point in 1ȳ and set
ଔҧ ൌ ݆ כሺݔҧ ሻ.

(38)

Select an open set ߙ  ؿȳ such that ݔҧ belongs to the boundary of ߙ and limit
ଔƸ ൌ ԡ௫ି௫ҧ ԡ՜ ݆ כሺݔሻ

(39)

௫אఈ

exists. If ଔҧ ൌ ଔƸ, for every such ߙ, then there exists some open set ߚ  ؿȳ containing ݔҧ such
that ݆ כሺݔሻ is constant for all ߚ א ݔ, because ݆ כሺݔሻ only assumes integer values. In this
כ

case the continuity of ܨೖሺ௫ሻ ሺݔሻ at ݔҧ follows from the fact that ܨ ሺݔሻ is continuous at ݔҧ ,
for every fixed ݆ ࣤ א. Finally, the continuity of the function subject to investigation at
every ݔҧ  אȳ, leads to the continuity of the function in ȳ.
Now assume ଔҧ ് ଔƸ, for some ߙ. From the continuity of ܨఫƸ ሺݔሻ at ݔҧ , for the given ଔƸ,
one has
ܨఫƸ ሺݔҧ ሻ ൌ ఋ௫՜ ܨఫƸ ሺݔҧ  ߜݔሻ.
If it can be shown that for every selected ߙ, one has

(40)
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ܨఫҧ ሺݔҧ ሻ ൌ ܨఫƸ ሺݔҧ ሻ,

(41)

כ

then the continuity of ܨೖሺ௫ሻ ሺݔሻ at ݔҧ follows, because from (41) and (40) one has
ܨఫҧ ሺݔҧ ሻ ൌ ఋ௫՜ ܨఫƸ ሺݔҧ  ߜݔሻ,

(42)

and (42) leads to the continuity by definition [41]. The proof that (41) holds is done by
contradiction. Assume that
ܨఫҧ ሺݔҧ ሻ ൏ ܨఫƸ ሺݔҧ ሻ,

(43)

then, due to the continuity of ܨఫҧ ሺݔሻ and ܨఫƸ ሺݔሻ at ݔҧ , there exists an open set ߛ containing
ݔҧ , such that
ܨఫҧ ሺݔሻ ൏ ܨఫƸ ሺݔሻ, ߛ א ݔ.

(44)

On the other hand, Eq. (39) implies that there exists a neighborhood of ݔҧ at which
ଔƸ ൌ ݆ כሺݔሻ, hence, because ݔҧ ߛ א, one has
ܨఫҧ ሺݔሻ  ܨఫƸ ሺݔሻǡ ߛ א ݔ.

(45)

But, (45) contradicts (44). Hence, (43) is not possible. The impossibility of
ܨఫҧ ሺݔҧ ሻ  ܨఫƸ ሺݔҧ ሻ

(46)

directly follows from (38). Because if (46) holds then ଔҧ ് ݆ כሺݔҧ ሻ, which is against (38).
כ

Therefore, equality (41) holds and hence, ܨೖሺ௫ሻ ሺݔሻ is continuous at every ݔҧ  אȳ. This
completes the proof. ז
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8. OPTIMAL SWITCHING OF NONLINEAR SYSTEMS WITH MODELING
UNCERTAINTY
Ali Heydari and S. N. Balakrishnan
ABSTRACT
The problem of infinite-horizon optimal switching of nonlinear systems with
modeling uncertainty is investigated where the mode sequence as well as the number of
switching is free. An approximate dynamic programming based scheme is developed for
solving the problem. The proposed method utilizes a nominal model of the switching
system for offline training and once applied on the system, learns the unmodeled
dynamics in real-time. A numerical example demonstrates the capability of the developed
solution in a second order switching system with three subsystems.
I. INTRODUCTION
Many real-world systems are classified as switching systems in which different
modes of operation are available and the controller needs to decide between the modes to
activate one at each instant. As a short survey on the literature, formulating the problem
as a nonlinear programming problem with preselected initial conditions, mode sequence,
and number of switching was investigated in [1-7]. The discretization of both the state
and input space was used for optimal switching through dynamic programming in [8].
Genetic algorithm and neural networks were used in [9] and [10], respectively, to
determine the optimal switching for a preselected initial condition within intelligent
methods. Two approximate dynamic programming (ADP) based schemes were proposed
in [11] and [12] by the authors of this study, for finite-horizon optimal switching of
systems with fixed and free mode sequences, respectively. These developments provide
solution for a vast domain of initial conditions.
To the best of authors’ knowledge, the available methods in the literature require
a perfect model of the system ahead of the implementation time, for calculation of the
solution. In practice, however, modeling uncertainties are ubiquitous. This fact gives rise
to the need for developing a scheme for online calculation of the optimal switching
schedule based on the actual dynamics of the subsystems. This problem is investigated
here.
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The motivation for the solution proposed in this study comes from the studies in
ADP [13,14] in which the optimal cost-to-go is learned as a function of the states for
conventional optimal control problems. The idea proposed in [12] for finite-horizon
optimal switching is extended to infinite-horizon problems initially. It is shown that once
the optimal cost-to-go function is approximated, the optimal switching solution can be
determined in real-time through a simple equation that requires the model of the
subsystems as well as the cost-to-go function. Afterwards, an online training phase is
proposed for capturing the effect of unmodeled dynamics on the cost-to-go approximator
and also for identifying the unmodeled dynamics, motivated by the work in [15] for
conventional optimal control problems. In other words, a neural network (NN) is trained
offline based on imprecise models of the subsystems and then it is utilized in the online
operation of the system in which, the actual dynamics of the subsystems are captured and
the network is re-trained based on the system’s output to generate the optimal cost-to-go
and hence, the optimal switching schedule. Besides solving the problems with modeling
uncertainty, an important feature of the method is providing solution for different initial
conditions. Moreover, the mode sequence and the number of switching are subject to be
determined optimally.
This article is organized as follows. Problem formulation is presented in section
II. The solution for the case of no modeling uncertainty is given in section III. The idea
for handling modeling uncertainties is discussed in section IV. Simulation study is given
in section V, followed by concluding remarks in section VI.
II. PROBLEM FORMULATION
A discrete-time switching system with autonomous subsystems can be
represented by a set of  ܯsubsystems/modes:
ݔାଵ ൌ ݂ ሺݔ ሻǡ ݇ ܭ אǡ ݅ ܫ א,

(1)

where ݂ ǣ Թ ՜ Թ ,  ܭdenotes the set of non-negative integers,  ؠ ܫሼͳǡ ʹǡ ǥ ǡ ܯሽ, and ݊
denotes the dimension of the state vector ݔ . Subscript ݇ in ݔ denotes the discrete time
index. Moreover, subscript ݅ in ݂ denotes the index of the active subsystem. At each
instant ݇, only one subsystem can be active. A controller for the system is defined as a
switching sequence that allows the system to operate. The optimal solution, however, is
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defined as a switching schedule using which, the infinite-horizon cost function given
below is optimized.
 ܬൌ σஶ
ୀ ܳሺݔ ሻ

(2)

Convex positive semi-definite function ܳǣ Թ ՜ Թ penalizes the deviation of the states
from the desired values. Denoting the index of active subsystem at time ݇ with ݅ , the
optimal solution may be denoted with ݅ܫ א כ, ܭ א ݇. The mode sequence, the number of
switching, and the switching instant are each subject to be determined such that the cost
function is optimized.
III. SOLUTION PROCESS WITHOUT MODELING UNCERTAINTY
Denoting the cost-to-go at current state ݔ by ܬሺݔ ሻ leads to
ܬሺݔ ሻ ൌ σஶ
ୀ ܳ൫ݔ ൯.

(3)

Note that, from the form of the cost function, it directly follows that
ܬሺݔ ሻ ൌ ܳሺݔ ሻ  ܬሺݔାଵ ሻ, ܭ א ݇.

(4)

Based on the Bellman principle of optimality [16], regardless of what decisions are made
for the past, the optimal solution is a solution which optimizes the future. Therefore,
regardless of values selected for ݅ , ݆  אሼͲǡͳǡ ǥ ǡ ݇ െ ͳሽ, the optimal solution for the
remained time steps, i.e., ݆  אሼ݇ǡ ݇  ͳǡ ǥ ሽ is the solution which optimizes ܬሺݔ ሻ. From
(4), optimizing ܬሺݔ ሻ is equivalent of optimizing ܬሺݔାଵ ሻ, because term ܳሺݔ ሻ does not
depend on the selection of ݅ , ݆  אሼ݇ǡ ݇  ͳǡ ǥ ሽ. The idea is approximating the optimal
cost-to-go  כܬሺݔ ሻ versus ݔ . Once this function is available, the online optimal solution
can be calculated at each instant ݇ and state vector ݔ using
݅ כሺݔ ሻ ൌ ܽ݊݅݉݃ݎאூ  כܬ൫݂ ሺݔ ሻ൯Ǥ

(5)

For example, if the system has two subsystems, finding optimal solution at each
instant ݇ simplifies to evaluating the scalar-valued function  כܬ൫݂ ሺݔ ሻ൯ for ݅ ൌ ͳ and
݅ ൌ ʹ and selecting the ݅ for which  כܬ൫݂ ሺݔ ሻ൯ is smaller. This calculation needs to be
done online at each instant ݇ for ݇ ܭ א. Therefore, the optimal solution will be calculated
in real-time and in a feedback form. The following subsections provide the process for
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learning  כܬሺݔ ሻ. For the process, the following assumption is needed to guarantee the
finiteness of the optimal cost-to-go.
Assumption 1: The method developed in this study assumes that there exists a switching
schedule for which the cost function remains finite.
A. Cost-to-go Function Approximation
In this subsection the process of learning the cost-to-go for a switching system is
explained. In order to motivate the idea, initially the case of conventional systems, i.e.,
non-switching systems, is discussed and an algorithm is proposed for learning the cost-togo function. Afterward, the algorithm is modified to learn the cost-to-go function for the
switching system subject to this study.
A.1. Cost-to-go approximation for a conventional system
Let the dynamics of the system be
ݔାଵ ൌ ݂ሺݔ ሻǡ ݇ ܭ א,

(6)

where ݂ǣ Թ ՜ Թ is the sole mode of the system. Note that, the system does not include
a control or switching. However, the cost-to-go at current state ݔ , i.e., ܬሺݔ ሻ can be
calculated using cost function (2). The objective is approximating function ܬሺݔ ሻ as a
function of ݔ . An algorithm is suggested for learning the cost-to-go function in this
subsection. The algorithm trains an NN as a global function approximator for the
purpose. The concept is motivated by the notion of Heuristic Dynamic Programming
(HDP) [13,14] for infinite-horizon optimal control of conventional systems. In the HDP
scheme, the so called critic network learns the optimal cost-to-go, and the so called actor
learns the optimal control. In this study, the actor is skipped. The critic is utilized to learn
the cost-to-go versus ݔ for nonlinear system (6). Selecting a linear in the parameter NN
as the function approximator, the expressions for the critic (cost-to-go approximator) can
be written as
ܬሺݔ ሻ ؆ ܹ ் ߶ሺݔ ሻǡ ݇ ܭ א,

(7)

where ܹ  אԹ is the unknown optimal weight matrix of the network. The selected basis
functions are given by ߶ǣ Թ ՜ Թ , with ݉ being a positive integer denoting the number
of neurons. The training process for learning the optimal weight matrix ܹ is detailed in
Algorithm 1.

222
Algorithm 1
Step 1: Select an initial weight matrix for the NN.
Step 2: Randomly select state vector  א ݔȳ, where ȳ represents the domain of
interest.
Step 3: Calculate the training target ܬ௧ as
ܬ௧ ൌ ܳሺݔሻ  ܹ ் ߶൫݂ሺݔሻ൯.

(8)

Step 4: Train the weights based on the input-target pair (ݔǡ ܬ௧ ).
Step 5: Repeat Steps 2 to 4 until ܹ converges for different random ݔs.
A.2. Cost-to-go approximation for a switching problem
Considering the cost-to-go approximation method discussed in the foregoing
subsection, the same concept may be adapted for approximating the optimal cost-to-go of
switching system (1). Note that once the ݅ כ, ݇, is found for a given initial condition ݔ ,
system (1) simplifies to a conventional system with a nonlinear time-varying dynamics
due to the frozen switching. Therefore, a NN can be used to learn its cost-to-go.
Assuming the network structure (7), Algorithm 2 is proposed for learning the optimal
cost-to-go function in a closed form.
Algorithm 2
Step 1: Select an initial weight matrix for the NN.
Step 2: Randomly select state vector  א ݔȳ.
Step 3: Calculate
݅ כሺݔሻ ൌ ܽ݊݅݉݃ݎאூ ܹ ் ߶൫݂ ሺݔሻ൯Ǥ

(9)

Step 4: Calculate the training target ܬ௧
ܬ௧ ൌ ܳሺݔሻ  ܹ ் ߶ ቀ݂כሺ௫ሻ ሺݔሻቁ.

(10)

Step 5: Train the weights based on the input-target pair (ݔǡ ܬ௧ ).
Step 6: Repeat Steps 2 to 5 until ܹ converges for different random ݔs.
Assuming the basis functions of the NN are selected rich enough to approximate
the cost-to-go function with the desired accuracy, the method developed here provides
optimal solution due to its basis on Dynamic Programming [16]. In other words, if  כܬሺݔ ሻ
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is approximated and available, the optimal mode will always be given through (5).
Therefore, an analysis on the approximation capability of the NN is required. It is well
known that NNs can provide uniform approximation within the domain of interest
providing the function subject to approximation in a continuous function. Interested
readers are referred to [17] and [18] for multi-layer NNs and linear in parameter NNs
with polynomial basis functions, respectively. Considering Eq. (10), due to the switching
between the modes, i.e., the discontinuous nature of ݅ כሺǤ ሻ, the continuity of the right hand
side is not obvious. Theorem 1 proves the required continuity.
Theorem 1: If the active mode for the given state vector  ݔis given by (9), then scalarvalued function ܹ ் ߶ ቀ݂כሺ௫ሻ ሺݔሻቁ is a continuous function versus  ݔat every  א ݔȳ.
Proof: Let ݔҧ be any point in ȳ and set
ଓҧ ൌ ݅ כሺݔҧ ሻ.

(11)

Select an open set ߙ  ؿȳ such that ݔҧ belongs to the boundary of ߙ and limit
ଓƸ ൌ ԡ௫ି௫ҧ ԡ՜ ݅ כሺݔሻ

(12)

௫אఈ

exists. If ଓҧ ൌ ଓƸ, for every such ߙ, then there exists some open set ߚ  ؿȳ containing ݔҧ such
that ݅ כሺݔሻ is constant for all ߚ א ݔ, because ݅ כሺݔሻ only assumes integer values. In this
case the continuity of ܹ ் ߶ ቀ݂כሺ௫ሻ ሺݔሻቁ at ݔҧ follows from the fact that ܹ ் ߶൫݂ ሺݔሻ൯ is
continuous at ݔҧ , for every fixed ݅ ܫ א. Finally, the continuity of the function subject to
investigation at every ݔҧ  אȳ, leads to the continuity of the function in ȳ.
Now assume ଓҧ ് ଓƸ, for some ߙ. From the continuity of ܹ ் ߶൫݂పƸ ሺݔሻ൯ at ݔҧ , for the
given ଓƸ, one has
ܹ ் ߶൫݂పƸ ሺݔҧ ሻ൯ ൌ ఋ௫՜ ܹ ் ߶൫݂పƸ ሺݔҧ  ߜݔሻ൯.

(13)

If it can be shown that for every selected ߙ, one has
ܹ ் ߶൫݂పҧሺݔҧ ሻ൯ ൌ ܹ ் ߶൫݂పƸ ሺݔҧ ሻ൯,

(14)

then the continuity of ܹ ் ߶ ቀ݂כሺ௫ሻ ሺݔሻቁ at ݔҧ follows, because from (14) and (13) one has
ܹ ் ߶൫݂పҧሺݔҧ ሻ൯ ൌ ఋ௫՜ ܹ ் ߶൫݂పƸ ሺݔҧ  ߜݔሻ൯,

(15)

224
and (15) leads to the continuity by definition [21]. The proof that (14) holds is done by
contradiction. Assume that for some ݔҧ and some ߙ one has
ܹ ் ߶൫݂పҧሺݔҧ ሻ൯ ൏ ܹ ் ߶൫݂పƸ ሺݔҧ ሻ൯,

(16)

then, due to the continuity of ܹ ் ߶൫݂పҧ ሺݔҧ ሻ൯ and ܹ ் ߶൫݂పƸ ሺݔҧ ሻ൯ at ݔҧ , there exists an open set
ߛ containing ݔҧ , such that
ܹ ் ߶൫݂పҧሺݔሻ൯ ൏ ܹ ் ߶൫݂పƸ ሺݔሻ൯, ߛ א ݔ.

(17)

On the other hand, Eq. (12) implies that there exists a neighborhood of ݔҧ at which
ଓƸ ൌ ݅ כሺݔሻ, hence, because ݔҧ ߛ א, one has
ܹ ் ߶൫݂పҧሺݔሻ൯  ܹ ் ߶൫݂పƸ ሺݔሻ൯ǡ ߛ א ݔ.

(18)

But, (18) contradicts (17). Hence, (16) is not possible. The impossibility of
ܹ ் ߶൫݂పҧሺݔҧ ሻ൯  ܹ ் ߶൫݂పƸ ሺݔҧ ሻ൯

(19)

directly follows from (11). Because if (19) holds then ଓҧ ് ݅ כሺݔҧ ሻ, which is against (11).
Therefore, equality (14) holds and hence, ܹ ் ߶ ቀ݂כሺ௫ሻ ሺݔሻቁ is continuous at every ݔҧ  אȳ.
This completes the proof. ז
The point which leads to the result given in Theorem 1 is the fact that ݅ כሺǤ ሻ is
defined by the ‘argmin’ function given in (9). Even though ݅ כሺݔሻ could discontinuously
change as  ݔdoes, function ܹ ் ߶ ቀ݂כሺ௫ሻ ሺݔሻቁ will be continuous at the continuous and
discontinuous points of ݅ כሺݔሻ. In order to better understand this point, one may consider
the example of having two subsystems with scalar dynamics. Assume the cost-to-go of
utilizing each subsystem, given by ܹ ் ߶൫݂ ሺݔሻ൯, ݅ ൌ ͳǡʹ, changes linearly versus  ݔas
given in Fig. 1. In this case, function ܹ ் ߶ ቀ݂כሺ௫ሻ ሺݔሻቁ will be given by the solid plots in
the figure. As seen, the jump of ݅ כሺݔሻ from one value to another, does not create any
discontinuity in ܹ ் ߶ ቀ݂ כሺ௫ሻ ሺݔሻቁ.
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ܹ ் ߶ ቀ݂ כሺ௫ሻ ሺݔሻሻቁ
ܹ ் ߶൫݂ଶ ሺݔݔሻ൯

ܹ ் ߶൫݂ଵ ሺݔሻሻ൯

ݔ

Fig. 1. Symbo
olic represen
ntation of thee continuity of ܹ ் ߶ ቀ݂
݂ כሺ௫ሻ ሺݔሻቁ at tthe discontinnuous
pointts of ݅ כሺݔሻ. Solid
S
plots reepresent funnction ܹ ் ߶ ቀ݂כሺ௫ሻ ሺݔሻቁ vversus ݔ.
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Algorithm
A
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2
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traained

neuro
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be
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online

opptimal

co
ontrol/sched
duling of thee system. Th
he control/sc heduling is done in reall-time by feeeding
th
he current staate ݔ at eacch time step ݇ ܭ א, to eqquation (9) tto calculate ݅ כand applyying it
on
n the system
m. Note thatt because  ܫhas a finitee number off elements, tthe minimizzation
given in (9) simplifies
s
to
o comparing
g the values of a scalar-valued funcction for diffferent
݅  ܫ אto determ
mine the opttimal ݅.
In this method, no
n restriction
n is enforcedd on the ordder of the aactive subsysstems
an
nd the numb
ber of switcching. Moreo
over, a greaat potential of this methhod is givinng the
op
ptimal switcching for diifferent initiial conditionns ݔ  אȳ as long as thhe resulting state
trrajectory liess in the domain on which
h the networrk is trained,, i.e., ݔ  אȳ
ȳ, ݇. The reeason
iss the cost-to-go approxim
mation is vaalid when thhe state beloongs to ȳ, thherefore, one can
allways use (9
9) for finding
g the optimaal mode, as loong as ݔ  אȳ. Note thaat, except [111,12],
th
he cited meth
hods in the literature
l
callculate the opptimal switcching only foor a pre-speccified
in
nitial conditiion.
IV
V. SOLUTIION PROCE
ESS WITH MODELIN
NG UNCER
RTAINTY
The models
m
for th
he dynamicss of the subssystems are required in both the ‘offline
trraining’ and the ‘online implementaation’ stagess. The depenndency of thhe trained N
NN on
th
he models caan be seen through
t
the existence off ݂ (.)s in Stteps 3 and 4 in Algorithhm 2.
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Moreover, for the online implementation phase, the models are required for calculating
݅ כሺݔሻ as seen in Eq. (9) and discussed in Section III.B. Hence, if the models are not exact,
the NN will not provide a precise approximation of the cost-to-go and also the scheduler
given in Eq. (9) will not be able to find the optimal mode.
Let the actual dynamics of the subsystems be given by
ݔାଵ ൌ ݂ ሺݔ ሻ  ݀ ሺݔ ሻǡ ݇ ܭ אǡ ݅ ܫ א,

(20)

where ݀ ǣ Թ ՜ Թ is a smooth function representing the unmodeled uncertainty existing
in subsystem ݅. Based on the uniform approximation capability of NNs [17,18], there
exists weight matrix ܸ  אԹൈ , ܫ א ݅, and basis functions ߪǣ Թ ՜ Թ where ݈ is a
positive integer, such that the uncertainties of the subsystems can be approximated using
neural network ்ܸ ߪሺݔሻ, i.e.,
݀ ሺݔሻ ؆ ்ܸ ߪሺݔሻ, ܫ א ݅.

(21)

The networks weights, ܸ s, can be learned online based on the state measurement, i.e.,
such that network ்ܸ ߪሺݔ ሻ approximates input-output mapping ൫ݔ ǡ ݔାଵ െ ݂ ሺݔ ሻ൯, ݇.
The idea is using the nominal model of the subsystems, given in Eq. (1), for offline
training of the cost-to-go approximation network. The offline training is based on
Algorithm 2. Afterwards, the controller is implemented on the system and identifiers
்ܸ ߪሺݔሻs, whose weights are initially set to zero, are trained online to approximate the
uncertainties in the subsystems. As ܸ s are being learned, the weights of the cost-to-go
approximator also need to be updated based on the online information of the system
output. In this manner, the offline trained ܹ will be re-optimized to approximate the
optimal cost-to-go of the actual dynamics. The process in summarized in Algorithm 3
Algorithm 3 (Exploiting Actions)
Step 1: Measure current state ݔ Ǥ
Step 2: Calculate ݅ሺݔ ሻ ൌ ܽ݊݅݉݃ݎאூ ܹ ் ߶ ቀ݂ ሺݔ ሻ  ்ܸ ߪሺݔ ሻቁǤ
Step 3: Apply ݅ሺݔ ሻ on the system and wait for one time step.
Step 4: Measure system state ݔାଵ .

Step 5: Update ܸሺ௫
based on input-target pair ቀݔ ǡ ݔାଵ െ ݂ሺ௫ೖሻ ሺݔ ሻቁ.
ೖሻ
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Step 6: Calculate training target ܬ௧ using ܬ௧ ൌ ܳሺݔ ሻ  ܹ ் ߶ሺݔାଵ ሻ.
Step 7: Update ܹ using input-target pair (ݔ ǡ ܬ௧ ).
Step 8: Set ݇ ൌ ݇  ͳ and go back to Step 2 until ܹ and ܸ s converge for different ݅s.
As seen in Algorithm 3, the online learning is composed of both training ܸ s and
re-training ܹ. The actions, i.e., the ݅ሺݔ ሻ selections, are done in an exploiting fashion
[19], as seen in Step 2 of Algorithm 3. The reason for calling the actions as exploiting is
the fact that the available knowledge of cost-to-go and the dynamics of the subsystems
are exploited in Step 2 of the algorithm to take the actions that minimizes the cost-to-go.
However, since the utilized ܸ s are not precise yet, even if the weights of the cost-to-go
approximator, i.e. ܹ, is optimal, the selected ݅ሺݔ ሻs will not be optimal. Note that if a
particular subsystem is not selected in Step 2 of Algorithm 3 to be active, it will never get
the chance to be identified, based on Algorithm 3. As an example, assume there is a
subsystem whose nominal model is such that the ݔାଵ resulting from activating that
subsystem does not lead to the minimum cost-to-go for any ݇, compared to the case of
using other subsystems. However, the actual mode of this subsystem could be completely
different. Algorithm 3, however, will never give the chance to such a subsystem to be
active at any ݇, and hence, its actual dynamics will never be identified, regardless of how
desired or undesired it is. This behavior leads to the need for exploring actions [19] as
well as exploiting actions in many reinforcement learning schemes.
Exploring actions are those which are taken to explore the options, not necessarily
to minimize the cost-to-go. Such actions could be as simple as randomly selecting an
݅ሺݔ ሻ to give the chance to every subsystem to be active at some times and to be
identified. Algorithm 4 provides the training scheme based on exploring actions.
Algorithm 4 (Exploring Actions)
Step 1: Measure current state ݔ .
Step 2: Randomly select subsystem ݅ሺݔ ሻ to be active at time ݇.
Step 3: Apply ݅ሺݔ ሻ on the system and wait for one time step.
Step 4: Measure system state ݔାଵ .

Step 5: Update ܸሺ௫
using input-target pair ቀݔ ǡ ݔାଵ െ ݂ሺ௫ೖሻ ሺݔ ሻቁ.
ೖሻ

Step 6: Set ݇ ൌ ݇  ͳ and go back to Step 2 until ܸ s converge for different ݅s.
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As seen in Algorithm 4, the optimal cost-to-go approximator’s weight is not
updated after exploring actions. The reason is the fact that the resulting ݔାଵ in here is
not selected to be minimizing anything, hence, its resulting cost-to-go, that is ܬ௧ ൌ
ܳሺݔ ሻ  ܹ ் ߶ሺݔାଵ ሻ, is not suitable to be used as a training target for updating ܹ. For
implementation, the designer should set a balance between exploiting and exploring
actions, i.e., between utilizing Algorithms 3 and 4. As the models are being identified, the
balance could be updated in favor of utilizing more exploiting actions. Ideally, once the
models are completely identified, the actions could be limited to exploiting actions.
V. NUMERICAL ANALYSIS
The second order system with three modes selected in [20,22] is simulated as the
numerical example. The objective of this problem is controlling the fluid level in a twotank setup. The fluid flow into the ‘upper tank’ can be adjusted through a valve which has
three positions: fully open, half open, and fully closed. Each tank leaks fluid with a rate
proportional to the square root of the height of the fluid in the respective tank. The upper
tank leaks into the lower tank, and the lower tank leaks to the outside of the setup.
Representing the fluid height in the upper tank with ݔଵ and the height in the lower tank
with ݔଶ , the nominal dynamics of the state vector  ݔൌ ሾݔଵ ǡ ݔଶ ሿ் are given by the
following three modes
െξݔଵ
ݔሶ ൌ ݂ଵ ሺݔሻ  ؠ
൨,
ξݔଵ െ ξݔଶ
െ  ݔ ͲǤͷ
ݔሶ ൌ ݂ଶ ሺݔሻ  ؠ ξ ଵ
൨,
ξݔଵ െ ξݔଶ
െ  ݔͳ
ݔሶ ൌ ݂ଷ ሺݔሻ  ؠ ξ ଵ
൨.
ξݔଵ െ ξݔଶ
The objective is forcing the fluid level in the lower tank (i.e., ݔଶ ) to track the
ஶ

constant value 0.5. For this purpose, cost function  ܬൌ ͳͲ  ሺݔଶ െ ͲǤͷሻ݀ ݐis used. The
control is the position of the valve and can assume one of the three discrete values 0, 0.5,
and 1. Each of these values leads to one of the modes listed above. The basis functions


for this example were selected as polynomials ݔଵ ݔଶ , where non-negative integers ݆ and ݈
are such that ݆  ݈  . This selection led to 36 neurons (݉ ൌ ͵). The problem was
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discretized using sampling time of ͲǤͲͷݏ. The domain ȳ ൌ ሼ א ݔԹଶ ǣ Ͳ  ݔ  ͳǡ ݅ ൌ
ͳǡʹሽ was used for the training. The method of least squares [11] was conducted over 1000
random points and the evolution of the weights during the iterative training is plotted in
Fig. 2. As seen in this figure, the iterations converged in less than 80 iterations.
Once the network was trained, initial condition ͳ  ؠሾͲǤͺǡ ͲǤʹሿ் , simulated in
[20], was used to determine the optimal solution. Assuming the actual dynamics of the
system being identical to the nominal model, the initial condition is simulated and the
resulting state trajectories and mode sequence are given in Fig. 3 and 4, respectively. Fig.
3 shows that the network trained under Algorithm 2 did an excellent job controlling the
fluid level of the lower tank by tracking the desired value. An interesting feature of the
method is approximating optimal solutions for different initial conditions, without
needing to retrain the network, as long as the resulting state trajectories lie within the
domain of interest, ȳ. To evaluate the controller in this regard, a new initial condition,
namely ʹ ൌ ሾͲǡͲǤሿ , was simulated using the same trained network. Considering the
dynamics of the three modes, it can be observed that as long as the initial condition
belongs to ȳ, regardless of what switching is applied, the states will always stay in ȳ.
Therefore, the trained network should produce an optimal solution for any initial
condition in ȳ. The simulation results for ʹ are given in Fig. 5. This figure
demonstrates the capability of the method to produce an approximate optimal solution for
different initial conditions.
Note that so far the capability of the method using perfect model for the training
is demonstrated only, i.e., assuming the actual dynamics and the nominal model are
identical. Now, assume that the actual dynamics of the modes are different as given
below
ݔሶ ൌ ݂ଵ ሺݔሻ  ݀ଵ ሺݔሻ  ؠ

െͳǤʹξݔଵ
൨,
ͳǤʹξݔଵ െ ͲǤͺξݔଶ

ݔሶ ൌ ݂ଶ ሺݔሻ  ݀ଶ ሺݔሻ  ؠ

െͳǤʹξݔଵ  ͲǤͷ
൨,
ͳǤʹξݔଵ െ ͲǤͺξݔଶ

ݔሶ ൌ ݂ଷ ሺݔሻ  ݀ଷ ሺݔሻ  ؠ

െͳǤʹξݔଵ  ͳ
൨.
ͳǤʹξݔଵ െ ͲǤͺξݔଶ
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Utilizing the network trained based on the nominal model for controlling the
actual model, without utilizing any online retraining as discussed in Algorithm 3 and 4,
the resulting state trajectories are given in Fig. 6. As expected, the controller has not been
able to control the actual system. This can be seen through the steady state error in ݔଶ
which was supposed to track ͲǤͷ. The performance degradation shows the need for online
training based on Algorithm 3 and 4. For online training, the selection between
Algorithm 3 (exploiting actions) and Algorithm 4 (exploring actions) is carried out
randomly at each time step for the first 15 seconds and afterwards, only Algorithm 3
(exploiting actions) is implemented. The basis functions ߪሺǤ ሻ used for online model


identification is selected as polynomials ݔଵ ݔଶ , where non-negative integers ݆ and ݈ are
such that ݆  ݈  ͵.
Figs. 7 and 8 show the resulting state trajectories and the mode sequence with
online training. The random selection of the active mode in the exploring actions in the
first 15 seconds can be seen in Fig. 8. Considering Fig. 7, it is seen that once the actions
are switched to purely exploiting actions at time  ൌ ͳͷ s. the controller has nicely forced
ݔଶ to converge to the desired value. Figs. 9 and 10 depict the history of some of the
weight elements of the cost-to-go approximator and the identifiers. The figures show the
convergence of the weights during the exploring-exploiting phase, i.e., in the first 15
seconds. Note that the weights kept updating under this phase also, but, the rate of change
of the weights is much smaller compared to the rates in the first 15 seconds.
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Fig. 2. Offline training weights.

80

States

231
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2

x

1

x2

0

2

4

6

8

10

Time (s)

Fig. 3. State histories resulting from simulation with perfect models and ͳ.
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Fig. 4. Mode sequence resulting from simulation with perfect models and ͳ.
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Fig. 9. Evolution of weights of the optimal cost-to-go approximator during online
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VI. CONCLUSIONS
A method was proposed for optimal switching between subsystems with modeling
uncertainty based on offline training of a cost-to-go approximator and online reoptimization of the weights. As many identifiers as the number of subsystems are
required to be trained online, in order to capture the dynamic of the subsystems. The
balance between exploring actions which only leads to model identification and
exploiting actions which leads to both model identification and cost-to-go re-optimization
was discussed. Finally, the performance of the method was investigated through a
numerical example.
ACKNOWLEDGEMENT
This research was partially supported by a grant from the National Science
Foundation.
REFERENCES
[1]

Xu, X., and Antsaklis, P.J., “Optimal control of switched systems via non-linear
optimization based on direct differentiations of value functions,” International
Journal of Control, vol. 75 (16), pp. 1406-1426, 2002.

[2]

Xu, X., and Antsaklis, P.J., “Optimal control of switched systems based on
parameterization of the switching instants,” IEEE Trans. on Automatic Control,
vol. 49 (1), pp.2- 16, 2004.

[3]

Egerstedt, M., Wardi, Y., and Axelsson, H., “Transition-time optimization for
switched-mode dynamical systems,” IEEE Trans. on Automatic Control, vol. 51
(1), pp.110-115, 2006.

[4]

Axelsson, H., Boccadoro, M., Egerstedt, M., Valigi, P., and Wardi, Y., “Optimal
mode-switching for hybrid systems with varying initial states,” Nonlinear
Analysis: Hybrid Systems, vol. 2 (3), pp.765–772, 2008.

[5]

Ding, X., Schild, A., Egerstedt M., and Lunze J., “Real-time optimal feedback
control of switched autonomous systems,” Proc. IFAC Conference on Analysis
and Design of Hybrid Systems, pp.108-113, 2009.

[6]

Kamgarpoura, M., and Tomlin, C., “On optimal control of non-autonomous
switched systems with a fixed mode sequence,” Automatica, vol. 48, pp.1177–
1181, 2012.

[7]

Zhao, R., and Li, S., “Switched system optimal control based on
parameterizations of the control vectors and switching instant,” Proc. Chinese
Control and Decision Conference, pp. 3290-3294, 2011.

235
[8]

Rungger, M., and Stursberg, O., “A numerical method for hybrid optimal control
based on dynamic programming,” Nonlinear Analysis: Hybrid Systems, vol. 5 (2),
pp.254–274, 2011.

[9]

Sakly, M., Sakly, A., Majdoub, N., and Benrejeb, M., “Optimization of switching
instants for optimal control of linear switched systems based on genetic
algorithms,” Proc. IFAC Int. Conf. Intelligent Control Systems and Signal
Processing; Istanbul, 2009.

[10]

Long, R., Fu, J., Zhang, L., “Optimal control of switched system based on neural
network optimization,” Proc. Int. Conference on Intelligent Computing, pp.799806, 2008.

[11]

Heydari, A., and Balakrishnan, S. N., “Optimal multi-therapeutic HIV treatment
using a global optimal switching scheme,” Applied Mathematics and
Computation, Vol. 219, pp. 7872-7881, 2013.

[12]

Heydari, A., and Balakrishnan, S. N., “Optimal switching between autonomous
subsystems,” submitted to Journal of the Franklin Institute, 2013.

[13]

Al-Tamimi, A., Lewis, F.L., and Abu-Khalaf, M., “Discrete-time nonlinear HJB
solution using approximate dynamic programming: convergence proof,” IEEE
Trans. Systems, Man, and Cybernetics-Part B, Vol. 38, 2008, pp. 943-949.

[14]

Ding, J., and Balakrishnan, S. N., “Approximate dynamic programming solutions
with a single network adaptive critic for a class of nonlinear systems,” J Control
Theory Appl, vol. 9 (3), pp. 370–380, 2011.

[15]

Unnikrishnan N., and Balakrishnan S. N., “Dynamic reoptimization of a missile
autopilot controller in presence of unmodeled dynamics,” Proc. AIAA Guidance,
Navigation, and Control Conference, pp.1-15, 2005.

[16]

Kirk, D. E., Optimal Control Theory: An Introduction, Dover Publications, New
York, 2004, pp. 54.

[17]

Homik, K., Stinchcombe, M., and White, H., “Multilayer feedforward networks
are universal approximators,” Neural Networks, vol. 2, pp. 359-366, 1989.

[18]

Stone, M. and Goldbart, P., Mathematics for Physics - A Guided Tour for
Graduate Students, Cambridge, England, Cambridge University Press, p. 70,
2009.

[19]

Sutton, R. S., and Barto, A. G., Reinforcement Learning: An Introduction, 2nd
ed., MIT Press, London, pp. 26-27, 2012, available online at
http://webdocs.cs.ualberta.ca/~sutton/book/the-book.html.

236
[20]

Axelsson, H., Egerstedt, M., Wardi, Y., and Vachtsevanos, G., “Algorithm for
switching-time optimization in hybrid dynamical systems,” Proc. IEEE
International Symposium on Intelligent Control, Limassol, Cyprus, 2005.

[21]

Trench, W. F., Introduction to Real Analysis, available online at
http://ramanujan.math.trinity.edu/ wtrench/texts/trench_real_analysis.pdf, 2012, p.
309.

[22]

Malmborg J., and Eker, J., “Hybrid control of a double tank system”, Proc. IEEE
Conference on Control Application, Hartford, Connecticut, 1997.

237
SECTION
2. CONCLUSIONS
Several classes of problems with different challenges were investigated in this
dissertation. It was seen that solutions to terminal control problems are time dependent,
hence, in order to approximate the optimal solution in a feedback form, one needs to feed
both the state vector and the time-to-go into the network, as done in Paper 1. Once the
network is trained, it provides solution for different initial conditions and different final
times as long as the new final time is not larger than the final time for which the network
was trained. The convergence of the DHP-based iterative learning algorithm was proved
and it was shown that the training error converges using the proposed weight update law.
The time-dependency of the solution in the rest of the fixed-final-time
developments in this dissertation was accommodated using neural networks with timevarying weights. This structure leads to a straightforward algorithm which trains the
weights in a backward-in-time fashion. It was seen that using this scheme, the critic
training is as simple as learning a mapping, while, the actor requires an iterative learning
scheme to be trained. The convergence of the iterative algorithm for training the actor
was proved using contraction mapping theorem. In Paper 2, an idea was developed for
incorporating the hard terminal constraint which was motivated by the solution to the
respective linear problem. The network inputs were changed to the state vector as well as
a Lagrange multiplier resulting from adjoining the terminal constraint to the cost
function. It was seen that the Largrange multiplier can be calculated after the training
phase, to be fed to the network for the optimal control calculation. The neurocontroller
developed in Paper 2 was seen to be able to provide solution for different initial
conditions, different final times, and different terminal points/surfaces.
The performance of approximate dynamic programming in finding the global
optimal solution to the fixed-final-time control problem was investigated in Paper 3. A
sufficient condition for global optimality of the result, regardless of the convexity or nonconvexity of the functions representing the dynamics of the system or the state penalizing
terms in the cost function, was derived. Moreover, an idea was presented in converting a
static function optimization to an optimal control problem and using ADP for
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approximating the global minimum of the selected convex or non-convex function.
Numerical results showed that the proposed method results in a trajectory which directly
goes to the proximity of the global minimum, regardless of the shape of the local level
curves. This is a promising feature which differentiates the method from many nonlinear
programming based optimization methods.
The idea of training the critic to approximate the cost-to-go as a function of the
switching time, to be used in an offline optimization phase for the calculation of the
initial conditions was investigated in Paper 4 and 5, for switching systems with
autonomous and controlled subsystems, respectively. It was seen that the method leads to
global optimal switching times for different initial conditions.
The approximation of the cost-to-go utilized in Paper 4 and 5 was utilized in
Paper 6 and 7 with a new perspective. In Paper 6 and 7 the optimal cost-to-go at any
given current state vector was learned, without feeding the switching time to the
networks, and it was shown that having this function, the optimal mode for switching can
be calculated in real-time in a feedback form. This leads to a much more robust solution
to the switching problems and provides the ability to leave the mode sequence and the
number of switching free, unlike in papers 4 and 5 where they were enforced.
Finally, an online training algorithm in a reinforcement learning scheme was
proposed for learning the optimal switching solution for systems with modeling
uncertainties. The method is based on using the available knowledge on the system for
offline training and then using online state measurements for re-optimizaing the network
through the so called exploiting and exploring actions. It was seen that having a mix of
these two types of actions, the proposed method can adapt itself based on the actual
dynamics of the system and provide the (approximate) optimal solution.
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