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SHIFTED INVERSE CURVATURE FLOWS IN HYPERBOLIC SPACE
XIANFENG WANG, YONG WEI, AND TAILONG ZHOU
Abstract. We introduce the shifted inverse curvature flow in hyperbolic space. This is a family
of hypersurfaces in hyperbolic space expanding by f−p with positive power p for a smooth,
symmetric, strictly increasing and 1-homogeneous curvature function f of the shifted principal
curvatures with some concavity properties. We study the maximal existence and asymptotical
behavior of the flow for horo-convex hypersurfaces. In particular, for 0 < p ≤ 1 we show that
the limiting shape of the solution is always round as the maximal existence time is approached.
This is in contrast to the asymptotical behavior of the (non-shifted) inverse curvature flow, as
Hung and Wang [18] constructed a counterexample to show that the limiting shape of inverse
curvature flow in hyperbolic space is not necessarily round.
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1. Introduction
Let Σ0 be a smooth closed hypersurface in hyperbolic space H
n+1 parameterized by the
embedding X0 : Σ→ X0(Σ) = Σ0 ⊂ Hn+1 with n ≥ 2. We consider the following shifted inverse
curvature flow in Hn+1, which is a family of embeddings X : Σ× [0, T ∗) →֒ Hn+1 satisfying

∂
∂t
X(x, t) =
1
fp(x, t)
ν(x, t),
X(·, 0) = X0,
(1.1)
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ical behavior.
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where p > 0, ν is the outward unit normal of the evolving hypersurface Σt = X(Σ, t), and
f(x, t) = f(κ(x, t)) is a smooth, symmetric function of the shifted principal curvatures
(κ1, · · · , κn) = (λ1 − 1, · · · , λn − 1).
Here λ = (λ1, · · · , λn) are the principal curvatures of Σt which are defined by eigenvalues of the
Weingarten matrix W = (hji ). Therefore, the shifted principal curvatures are eigenvalues of the
shifted Weingarten matrix W − I.
A motivation to study the flow (1.1) with speed function depending on the shifted principal
curvatures is the notion of horo-convexity of a hypersurface in hyperbolic space. Recall that
a smooth hypersurface Σ in hyperbolic space Hn+1 is called to be horo-convex if it is convex
by horospheres, and equivalently if all of its principal curvatures are greater than 1. A horo-
convex hypersurface can be reparametrized by the horospherical support function s : Sn → R+
as described by the second author with Andrews and Chen [5, §5], and the horo-convexity is
characterized in terms of the positivity of a matrix Aij [s] (see (2.8) for the definition) on the
sphere Sn involving up to second derivatives of s:(
hki − δki
)
Akj[s] = e
−sσij, (1.2)
where σij denotes the canonical metric on the sphere. The identity (1.2) motivates the definition
of hyperbolic principal radii of curvature 1/|λi − 1|, which would play a similar role in Hn+1
of the Euclidean principal radii of curvature. A similar development related to the hyperbolic
principal radii of curvature 1/|λi − 1| was presented earlier by Espinar, Ga´lvez and Mira in
[10]. See §2.2 for more introduction on horo-convex hypersurfaces and the horospherical support
function.
Denote by Γ+ = {(κ1, · · · , κn) ∈ Rn : κi > 0} the positive cone in Rn. In this paper, we
always assume that f satisfies the following assumption.
Assumption 1.1. f is a smooth, symmetric, strictly increasing and 1-homogeneous function
on Rn satisfying f > 0 in Γ+ and f(1, . . . , 1) = n.
1.1. Main results.
We first prove the following result.
Theorem 1.2. Assume that f is a concave function satisfying Assumption 1.1 and f |∂Γ+ = 0.
Given a smooth, closed horo-convex hypersurface Σ0 in hyperbolic space, for any 0 < p <∞, we
have
(i) The flow (1.1) has a smooth solution Σt = X(Σ, t) which is defined on a maximal finite
interval [0, T ∗) and is horo-convex for any t ∈ [0, T ∗).
(ii) We introduce geodesic polar coordinate system with center in the domain enclosed by Σ0.
The leaves Σt can be written as graphs of a function u = u(ξ, t) over S
n and we have
that
lim sup
t→T ∗
max
Sn
u(·, t) =∞. (1.3)
Let θ(t) = θ(t, θ0) = θ(t, T
∗) be the radius of the spherical solution to flow (1.1) with
initial hypersurface given by a geodesic sphere of radius θ0 and with the same maximal
existence time T ∗. For any m ∈ N, we have |u− θ|Cm(Sn) ≤ cm for positive constants cm
depending on p,Σ0, and thus the rescaled graph funtion uθ
−1 converges to 1 smoothly.
(iii) The leaves Σt converge umbilically in the sense
c1Q(t)
−1 ≤ λi − 1 ≤ c2Q(t)−1, ∀ t ∈ [0, T ∗), (1.4)
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for all i = 1, · · · , n, where c1, c2 are some positive constants depending only on p and
Σ0, λi is the ith principal curvature of Σt, and Q(t) is defined by
Q(t) =
e2θ(t) − 1
2
(1.5)
which is the reciprocal of the shifted principal curvature of the geodesic sphere of radius
θ(t, T ∗).
Both the radius θ(t, T ∗) of the spherical solution to (1.1) and Q(t) defined in (1.5) converge to
infinity as t→ T ∗, so the estimate (1.4) means that all of the principal curvatures of Σt converge
to 1 as t→ T ∗. If we define a new time parameter τ = τ(t) by the relation
dτ
dt
= Q(t)p
with τ(0) = 0, by the flow equation (1.1) and the definition (1.5) of Q(t), we have
d
dτ
θ(τ(t)) =
d
dt
θ · dt
dτ
=
1
np
.
This implies that
θ(τ)− θ0 = n−pτ, (1.6)
and τ ranges from 0 to +∞. Then the estimate (1.4) is equivalent to that
C−1e−
2
np
τ ≤ λi − 1 ≤ Ce−
2
np
τ ,
which means that the shifted principal curvatures convergence to zero exponentially.
We compare the results in Theorem 1.2 for flow (1.1) with those for (non-shifted) inverse
curvature flow
∂
∂t
X(x, t) =
1
fp(x, t)
ν(x, t) (1.7)
in hyperbolic space, where f(x, t) = f(λ(x, t)) is a function of the principal curvatures λ =
(λ1, · · · , λn) satisfying Assumption 1.1. Assume further that f is concave and f |∂Γ+ = 0, the
flow (1.7) for hypersurfaces in hyperbolic space has been studied by Gerhardt [13] (for p = 1) and
Scheuer [27] (for p > 0). However, for p > 1 the convergence of flow (1.7) can only be proved
under strong assumptions that either the oscillation of the initial hypersurface is sufficiently
small [27] or the curvature of the initial hypersurface is sufficiently pinched [19], except that
in two dimensional case the convergence of flow (1.7) with f =
√
K (the square root of the
Gauss curvature) has been proved by Scheuer [28] for 0 < p ≤ 2 and by the third author and Li
[23] for all p > 0 under an extra assumption that the initial surface has positive intrinsic scalar
curvature. Our Theorem 1.2 says that the convergence of the shifted inverse curvature flow (1.1)
in hyperbolic space can be proved for all p > 0.
The inverse curvature flow (1.7) in Euclidean space has already been studied extensively,
see for instance [11, 14, 24, 22, 30, 31, 32]. It can be proved that the limiting shape of the
inverse curvature flow in Euclidean space is always round. If we write the solution Σt of flow
(1.7) in Euclidean space as graphs of radial function u(·, t) on Sn with respect to some origin
o, and let θ(t) be the corresponding spherical solution with initial sphere intersecting the initial
hypersurface Σ0 or with the same maximal existence time T
∗ (if T ∗ is finite). Then it is always
true that u/θ converges to the constant 1 as the maximal existence time is approached. Since
the induced metric on Σt = graph u(·, t) is given locally by gij = uiuj + u2gSn , this implies
that the rescaled metric θ(t)−2gij(t) converges to a round metric on the sphere. Moreover, an
improved asymptotical roundness of the inverse curvature flow in Euclidean space was obtained
by Schnu¨rer [30] and Scheuer [29], where they proved the existence of an optimal center o such
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that the oscillation of the graphical representation u(·, t) of Σt with respect to o converges to
zero exponentially and the flow becomes arbitrarily close to a flow of spheres.
However, the above mentioned asymptotical roundness is not always true for the solution to
the inverse curvature flow in hyperbolic space. Though the asymptotical umbilic behavior of the
solution Σt as t → T ∗ can be proved, this doesn’t imply that the limiting shape of Σt is round
in the sense that the circumradius minus inradius of Σt may not decay to zero as t → T ∗ and
the rescaled metric e−2θ(t)g(t) of the induced metric on Σt does not converge to a round metric.
In fact, it is already demonstrated by Neves [26] that the limiting shape of the inverse mean
curvature flow in an asymptotically hyperbolic space is not necessarily round, and therefore it’s
impossible to prove the hyperbolic Penrose inequality by the method of inverse mean curvature
flow. Later Hung and Wang [18] constructed an example to show the limiting shape of the inverse
mean curvature flow in hyperbolic space is not necessarily round as well. In a joint work with
Li [22], the first two authors showed that the construction in [18] also works for inverse powers
of mean curvature flow with power 0 < p < 1.
In the second part of this paper, we prove the asymptotical roundness of our shifted inverse
curvature flow (1.1) for 0 < p ≤ 1. This shows that our shifted inverse curvature flow behaves
better at infinity than the non-shifted inverse curvature flow (1.7). More precisely, we have
Theorem 1.3. Let f be a function satisfying Assumption 1.1. Assume further that either
(a) f is concave and f |∂Γ+ = 0; or
(b) f is concave and f is inverse concave, i.e.
f∗(κ1, · · · , κn) := 1
f( 1κ1 , · · · , 1κn )
(1.8)
is concave; or
(c) f is inverse concave and f∗|∂Γ+ = 0; or
(d) n = 2.
Given a smooth, closed horo-convex hypersurface Σ0 in H
n+1. For any 0 < p ≤ 1, the flow (1.1)
has a smooth solution Σt = X(Σ, t) which is defined on a maximal finite interval [0, T
∗). The
solution Σt preserves the horo-convexity, and converges smoothly and umbilically as in Theorem
1.2.
Moreover, there exists a point y ∈ Hn+1 such that for any β < (1 + 2n)p we have
|uy(·, t) − θ(t, T ∗)| ≤ CQ(t)−β
for some positive constant C = C(p, β,Σ0), where uy(·, t) is the graphical representation of Σt
in the geodesic polar coordinate centered at y. Equivalently, let St be the spherical solution of
(1.1) given by the family of geodesic spheres of radius θ(t, T ∗) and centered at y. Then for any
β < (1 + 2n)p, we have
dH (Σt, St) ≤ CQ(t)−β (1.9)
for some positive constant C = C(p, β,Σ0), where dH is the hyperbolic Hausdorff distance of
compact sets and Q(t) is defined in (1.5).
Remark 1.4. By introducing the new time parameter τ as in (1.6), the estimate (1.9) is equivalent
to
dH (Στ , Sτ ) ≤ Ce− 2np βτ (1.10)
for any β < (1+ 2n)p. Thus we have the exponential convergence of the solution to the spherical
solution as τ goes to infinity.
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In the end of this paper, we show by a concrete example that there exists a strictly horo-
convex initial hypersurface which develops a principal curvature less than 1 quickly. Precisely,
we obtain that for powers p > 1 of the shifted inverse mean curvature flow, the horo-convexity
might be lost. This indicates that the condition f |∂Γ+ = 0 in Theorem 1.2 (when p > 1) is
required, and that the results in Theorem 1.3 (cases (b) (c) (d)) cannot be generalized to the
case p > 1.
1.2. Organization of the paper.
This paper is organized as follows: In Section 2, we collect some properties of smooth sym-
metric functions and some preliminaries on horo-convex hypersurfaces in hyperbolic space. In
Section 3, we derive several evolution equations along the shifted inverse curvature flow (1.1).
In Section 4, we obtain a priori C0 and C1 estimates for smooth horo-convex solution to
flow (1.1). We first apply Alexandrov-reflection argument and a basic property of horo-convex
hypersurfaces to obtain the C0 estimate for smooth horo-convex solution Σt of flow (1.1). In
particular, we show that the oscillation of u(·, t) is uniformly bounded. This together with an
estimate in [12, Theorem 2.7.10] implies a uniform C1 estimate on Σt. However, this is not
sufficient for our purpose to study the asymptotical behavior of the flow. In stead, we explore
the horo-convexity of Σt and refine the argument in [12, Theorem 2.7.10] to obtain an improved
C1 estimate.
In Section 5, we prove Theorem 1.2. We first show that the solution Σt expands to infinity as
t→ T ∗. To study the asymptotical behavior of the solution, we consider the rescaled curvature
quantities fQ and κiQ. We prove uniform positive two-sides bounds on these quantities and
derive the estimate (1.4). We then apply parabolic regularity theory to show the uniform higher
regularity of the shifted defining function u(·, t) − θ(t) of Σt.
Theorem 1.3 is proved in Section 6 and Section 7. We first establish the pinching estimates
for the shifted principal curvatures of the solution in Section 6. Precisely, we show that the ratio
of the largest shifted principal curvature κn to the smallest one κ1 converges to 1 exponentially
as t → T ∗. The key tool is Andrews’ refined tensor maximum principle [4]. We also derive the
regularity estimate of the evolving hypersurfaces during their expansion to infinity. In Section
7 we first use the pinching estimates and the conformally flat parametrization to show the
Hausdorff convergence of Σt to a sphere, i.e., the outer-radius minus inner-radius of Σt decays to
zero exponentially. Combining this with the evolution of u(·, t)− θ(t), we prove the existence of
optimal oscillation minimizing center y ∈ Hn+1 with the property that osc(uy(·, t)) ≤ CQ(t)−ǫ
for some positive constant ǫ. Finally, we apply the linearization of the flow to improve the
convergence rate and complete the proof of Theorem 1.3.
In the last section, a counterexample is constructed to show the loss of horo-convexity for flow
(1.1) with power p > 1 and f given by the shifted mean curvature.
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rate of the flow in Theorem 1.3. The first author and the third author are also grateful to the
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2. Preliminaries
In this section, we collect some properties of smooth symmetric curvature functions and some
preliminaries on horo-convex hypersurfaces in hyperbolic space.
2.1. Symmetric functions.
Given a smooth symmetric function f on the positive cone Γ+ ⊂ Rn, a result of Glaeser [15]
implies that there is a smooth GL(n)-invariant function F on the space Sym(n) of symmetric
matrixes such that f(κ(A)) = F (A), where κ(A) = (κ1, · · · , κn) are the eigenvalues of A. We
denote by F˙ ij and F¨ ij,kl the first and second derivatives of F with respect to the components of
its argument. We also use the notations f˙ i(κ), f¨ ij(κ) to denote the derivatives of f with respect
to κ. At any diagonal A, we have
F˙ ij(A) = f˙ i(κ(A))δji .
If the eigenvalues of A are mutually different, the second derivative F¨ of F in direction B ∈
Sym(n) is given in terms of f˙ and f¨ by (see e.g., [4]):
F¨ ij,kl(A)BijBkl =
∑
i,k
f¨ ik(κ(A))BiiBkk + 2
∑
i>k
f˙ i(κ(A)) − f˙k(κ(A))
κi(A)− κk(A) B
2
ik. (2.1)
This formula makes sense as a limit in the case of any repeated values of κi. We have the
following properties for concave functions. See e.g., [4, 6] for the proof.
Lemma 2.1. A smooth symmetric function F on Sym(n) is concave in A if and only if f is
concave in κ(A) and (f˙ i − f˙k)(κi − κk) ≤ 0 for any i 6= k. Moreover, if f is concave, then∑
i
f˙ i ≥ f(1, · · · , 1), f ≤ f(1, · · · , 1)
n
∑
i
κi. (2.2)
The examples of concave symmetric functions include: (i) E
1/k
k ; (ii) (Ek/El)
1/(k−l) with k > l,
where
Ek =
(
n
k
)−1
σk(κ) =
(
n
k
)−1 ∑
1≤i1<···<ik≤n
κi1 · · · κik ;
and (iii) the power means Hr = (
∑n
i=1 κ
r
i )
1/r with r ≤ 1. Taking convex combinations or
geometric means of the above concave examples can produce more concave examples.
For any positive definite symmetric matrix A ∈ Sym(n), we define F∗(A) = F (A−1)−1. Then
F∗(A) = f∗(κ(A)), where f∗ is the dual function of f defined in (1.8). We say that a symmetric
function F is inverse-concave if F∗(A) is concave. The following lemma characterizes the inverse
concavity of f and F (see [4, 7]).
Lemma 2.2. (i) F∗ is concave if and only if f∗ is concave.
(ii) If f is inverse concave, then
n∑
k,l=1
f¨klykyl + 2
n∑
k=1
f˙k
κk
y2k ≥ 2f−1(
n∑
k=1
f˙kyk)
2 (2.3)
for any y = (y1, · · · , yn) ∈ Rn, and
f˙k − f˙ l
κk − κl +
f˙k
κl
+
f˙ l
κk
≥ 0, ∀ k 6= l. (2.4)
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(iii) If f is inverse concave and f(1, · · · , 1) = n, then
n∑
k=1
f˙kκ2k ≥ f2/n (2.5)
and
(
f˙kκ2k − f˙ lκ2l
)
(κk − κl) ≤ 0 for any k 6= l.
The examples (i) E
1/k
k ; (ii) (Ek/El)
1/(k−l) with k > l; and (iii) the power means Hr with
r ≥ −1 are smooth inverse-concave symmetric functions. Also, taking convex combinations or
geometric means of the inverse-concave examples can produce more inverse-concave examples.
2.2. Horo-convex hypersurface in Hn+1.
Let Σ be a smooth closed hypersurface in Hn+1. We denote by gij, hij and ν the induced
metric, the second fundamental form and unit outward normal vector of Σ. The Weingarten
map is denoted by W = (hji ), where hji = hikgkj . The principal curvatures λ = (λ1, · · · , λn) of
Σ are defined by the eigenvalues of W. We denote the shifted principal curvatures by
(κ1, · · · , κn) = (λ1 − 1, · · · , λn − 1),
which are eigenvalues of the shifted Weingarten matrix W − I. The hypersurface Σ is called
horo-convex if and only if it is convex by horospheres: The horospheres in hyperbolic space are
hypersurfaces with constant principal curvatures equal to 1 everywhere. In the Poincare disk
model Bn+1 of hyperbolic space, the horospheres are just spheres touching at the boundary point
of Bn+1. Given any point z ∈ Sn∞ = ∂Hn+1, there is a family of horospheres touching at z and
foliating the whole space Hn+1. A hypersurface Σ is horo-convex if for any point x ∈ Σ there
exists a horosphere enclosing Σ and touching Σ at x. Therefore Σ is horo-convex if its shifted
principal curvatures satisfy κi = λi − 1 > 0 for all i = 1, · · · , n.
Horo-convex hypersurfaces are important class of hypersurfaces in hyperbolic space. In [5,
§5], the second author with Andrews and Chen developed the theory of horospherical support
function. For a horo-convex hypersurface Σ in Hn+1, the horospherical support function s :
S
n → R is defined such that for each z ∈ Sn, s(z) is the geodesic distance of the smallest
horosphere that encloses Σ and touches Sn∞ = ∂H
n+1 at z to the origin of Hn+1. We can use
s(z) to parametrize Σ as the embedding X : Sn → Hn+1 by
X(z) =
(
−es∇¯s+
(
1
2
es|∇¯s|2 − sinh s
)
z,
1
2
es|∇¯s|2 + cosh s
)
, (2.6)
where the right hand side of (2.6) denotes a point (for each z) in the hyperboloid Hn+1 of
the Minkowski space Rn+1,1. Moreover, we derived the following identity to relate the shifted
Weingarten matrix of Σ to a positive matrix Aij on the sphere S
n (see [5, §5.4])(
hki − δki
)
Akj[s] = e
−sσij, (2.7)
where
Aij[s] = ∇¯i(es∇¯js)− 1
2
es|∇¯s|2σij + sinh sσij. (2.8)
Thus a smooth function s : Sn → R+ defines a horo-convex hypersurface in hyperbolic space
if and only if the matrix Aij is positive definite. The identity (2.7) is also a motivation for us
to consider the flows by functions of shifted principal curvatures. Moreover, we can rewrite the
flow (1.1) as a scalar parabolic equation of the horospherical support function on the sphere Sn:
∂
∂t
s = epsF p∗ (A
j
i [s]), (2.9)
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H
n+1
Ω
z ∈ ∂Hn+1
x
Figure 1. Horo-convex region Ω in Poinca´re disk ball
which implies the short-time existence of the flow (1.1). The equation (2.9) will also be used to
derive the C2,α estimate of the solution Σt in the case that F is inverse concave and 0 < p ≤ 1
in Section 6.
A horo-convex hypersurface Σ in hyperbolic space has a nice property that the outer-radius
of the domain Ω enclosed by Σ is controlled by its inner-radius. Recall that the inner-radius ρ−
and outer-radius ρ+ of a bounded domain Ω are defined by
ρ− = sup{ρ : Bρ(y) ⊂ Ω for some y ∈ Hn+1}
and
ρ+ = inf{ρ : Ω ⊂ Bρ(y) for some y ∈ Hn+1},
where Bρ(y) denotes the geodesic ball of radius ρ centered at y in H
n+1.
Theorem 2.3 ([8]). Let Ω be a compact horo-convex domain in Hn+1 and denote the center of
an inball by o and its inner radius by ρ−. Then the maximum of the distance dH(o, ·) between o
and the points on ∂Ω satisfies
max
p∈∂Ω
dH(o, p) ≤ ρ− + ln (1 +
√
tanh ρ−/2)
2
1 + tanh ρ−/2
< ρ− + ln 2. (2.10)
2.3. Radial graphical representation.
Let Σ ⊂ Hn+1 be a horo-convex hypersurface. We can choose a point o inside Σ such that Σ
is star-shaped with respect to o and Σ can be parametrized as a radial graph over Sn. We fix
o ∈ Hn+1 and consider geodesic polar coordinates centered at o, then the hyperbolic space Hn+1
can be regarded as a warped product space [0,+∞)× Sn with metric
g¯ = dr2 + sinh2 rσijdξ
idξj ,
where ξ = {ξi}ni=1 are local coordinates on Sn and (σij) = (gSn(∂ξi , ∂ξj )) is the canonical metric
of Sn. Then we can express Σ in the following form:
Σ = {(u(ξ), ξ) | u : Sn → R+, ξ ∈ Sn},
where u is a smooth function on Sn.
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We define ϕ : Sn → R by ϕ(ξ) = ψ(u(ξ)), where ψ is a positive function which satisfies
ψ′(r) = 1/sinh r. Let ϕi = ∇¯iϕ and ϕij = ∇¯i∇¯jϕ denote the covariant derivatives of ϕ with
respect to the metric σ on Sn. Then the tangential vectors on Σ are given by
Xi = ∂i + ui∂r = ∂i + sinhuϕi∂r,
and we can express the induced metric gij of the graph Σ = graph u as
gij = sinh
2 u(σij + ϕiϕj). (2.11)
Denote
v =
√
1 + |∇¯ϕ|2σ . (2.12)
Then the unit outward normal has the form
ν =
1
v
(∂r − u
i
sinh2 u
∂i),
where ui = ujσ
ij . It follows that the second fundamental form (hij) on Σ in the coordinates (ξ
i)
is given by
hij =
coth u
v
gij − sinhu
v
ϕij , (2.13)
and we have the Weingarten matrix
hji = g
jkhki =
coth u
v
δji −
sinhu
v
ϕikg
kj , (2.14)
=
coth u
v
δji +
cosh u
v3 sinh3 u
uiu
j − v−1gjk∇¯i∇¯ku, (2.15)
where (gij) = (gij)
−1 is given by
gij =
1
sinh2 u
(
σij − ϕ
iϕj
v2
)
. (2.16)
To obtain the equality in (2.15), we used the relation
gjkuk =
1
sinh2 u
(
σjk − u
juk
v2 sinh2 u
)
uk
=
1
sinh2 u
uk
(
1− |∇¯u|
2
v2 sinh2 u
)
=
uj
v2 sinh2 u
. (2.17)
In particular, a geodesic sphere Sn(r) of radius r in Hn+1 has principal curvatures λi = coth r,
i = 1, · · · , n.
3. Evolution equations
In this section, we derive the evolution equations along the flow (1.1). As in Section 2.1, we
can write the speed function f(κ) as a function F of the diagonalizable shfited Weingarten ma-
trix W − I, and equivalently we can view F as the function of the shifted second fundamental
form hˆij = hij − gij and the metric gij : F = F (hˆij , gij) = F (g−1/2hˆg−1/2, I) due to the GL(n)-
invariance of F . We write F˙ kl and F¨ kl,rs as derivatives of F with respect to the shifted second
fundamental form, and f˙ i, f¨ ij the derivatives of f with respect to the shifted principal curva-
tures. By Lemma 2.1 and Lemma 2.2, f and F have the same concavity and inverse concavity
properties.
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Set Φ(r) = −r−p for r > 0 and denote Φ′ = ddrΦ(r). Then the flow equation (1.1) is equivalent
to
∂
∂t
X(x, t) = −Φ(x, t)ν(x, t) = −Φ(F )ν(x, t). (3.1)
We first have the following evolution equations for gij , the unit normal vector field ν and the
shifted second fundamental form hˆij.
Lemma 3.1. Along the flow equation (3.1), we have
∂
∂t
gij = − 2Φhij , (3.2)
∂
∂t
ν = ∇Φ, (3.3)
∂
∂t
hˆij = ∇j∇iΦ− Φ(hˆ2)ij (3.4)
∂
∂t
hˆji = ∇j∇iΦ+ Φ((hˆ2)ji + 2hˆji ), (3.5)
where (hˆ2)ij = hˆ
k
i hˆkj.
Proof. The equations (3.2) and (3.3) are well-known. For the third equation, we apply the
evolution equation [1, Theorem 3-15] of hij along a curvature flow in hyperbolic space and
derive that
∂
∂t
hˆij =
∂
∂t
(hij − gij)
= ∇j∇iΦ− Φ((h2)ij + gij) + 2Φhij
= ∇j∇iΦ− Φ((h2)ij + gij − 2hij)
= ∇j∇iΦ− Φ(hˆ2)ij .
For the last equation (3.5), we combine equations (3.2) and (3.4):
∂
∂t
hˆji =
∂
∂t
(gjkhˆik)
= 2Φhjkhˆik + g
jk∇k∇iΦ− Φgjk(hˆ2)ik
= ∇j∇iΦ+ Φ((hˆ2)ji + 2hˆji ).

We define the operator L := Φ˙kl∇k∇l, then the equation (3.5) implies a parabolic equation
for the speed function Φ:
Lemma 3.2. The speed function Φ satisfies
(
∂
∂t
− L)Φ = ΦΦ˙kl(hˆ2)kl − 2pΦ2. (3.6)
We also derive a parabolic equation satisfied by the shifted second fundamental form.
Lemma 3.3. The shifted second fundamental form satisfies the following evolution equation
(
∂
∂t
− L)hˆij =Φ¨kl,rs∇ihˆkl∇jhˆrs + Φ˙kl(hˆ2)kl
(
hˆij + gij
)
+
(
(p− 1)Φ − Φ˙klgkl
)
(hˆ2)ij , (3.7)
SHIFTED INVERSE CURVATURE FLOWS IN HYPERBOLIC SPACE 11
and the shifted Weingarten matrix satisfies
(
∂
∂t
− L)hˆji =Φ¨kl,rs∇ihˆkl∇jhˆrs +
(
Φ˙kl(hˆ2)kl + 2Φ
)
hˆji + Φ˙
kl(hˆ2)klδ
j
i
+
(
(p+ 1)Φ − Φ˙klgkl
)
(hˆ2)ji . (3.8)
Proof. By the equation (3.4),
∂
∂t
hˆij = ∇j∇iΦ− Φ(hˆ2)ij
= Φ˙kl∇j∇ihˆkl + Φ¨kl,rs∇ihˆkl∇jhˆrs − Φ(hˆ2)ij . (3.9)
Combining the Gauss and Codazzi equations in hyperbolic space, we obtain the following gen-
eralized Simons’ identity (see e.g.,[1]):
∇(i∇j)hkl = ∇(k∇l)hij + (hpkhpl + gkl)hij − hkl(hpi hpj + gij),
where the brackets denote symmetrization. This implies that
∇(i∇j)hˆkl = ∇(k∇l)hˆij + (hˆrkhˆrl + 2hˆkl + 2gkl)(hˆij + gij)
− (hˆkl + gkl)(hˆri hˆrj + 2hˆij + 2gij)
= ∇(k∇l)hˆij + hˆrkhˆrl(hˆij + gij)− (hˆkl + gkl)hˆri hˆrj. (3.10)
The equation (3.7) follows by substituting (3.10) into (3.9) and using the fact Φ˙klhˆkl = −pΦ due
to the homogeneity of Φ. The second equation (3.8) follows by combining (3.7) and (3.2). 
Since the initial hypersurface Σ0 is horo-convex in H
n+1, we parametrize it as a graph of a
smooth function u0 on the sphere S
n in the geodesic polar coordinate system centered at some
point o inside Σ0. Suppose that Σt is a smooth horo-convex solution to (3.1), by adding a time-
dependent tangential diffeomorphism, we can ensure that Σt is a graph on the sphere centered at
o. Let ξ(z, t) be a family of diffeomorphisms of Sn, and Σt = (ξ
i(z, t), u(ξ(z, t))), where z ∈ Sn.
Since Σt solves the flow (3.1), we have
d
dt
u(ξ(z, t)) = − Φν · ∂r = −Φ
v
, (3.11)
d
dt
ξi(z, t) = − Φν · ∂i = Φu
i
v sinh2 u
. (3.12)
It follows that u satisfies the following scalar parabolic equation on Sn:
∂
∂t
u(ξ, t) =
d
dt
u(ξ(z, t)) − ui d
dt
ξi(z, t)
=− Φ
v
− Φ|Du|
2
v sinh2 u
=− vΦ, (3.13)
where v is the function defined in (2.12), and Φ is evaluated at (hˆji ) = (h
j
i − δji ) with hji given
by (2.15) in terms of functions of u.
If we regard u as a function on the hypersurface Σt and denote its covariant derivatives with
respect to the induced metric on Σt by∇iu and∇i∇ju, then the function u satisfies the following
equation.
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Lemma 3.4. The function u satisfies the following parabolic equation on Σt:
(
∂
∂t
− L)u =− (p+ 1)Φv−1 + Φ˙klgkl
(
v−1 − coth u)+ coth uΦ˙kl∇ku∇lu. (3.14)
Proof. First we have the relation (see e.g., [13])
hijv
−1 = −∇i∇ju+ coshu sinhuσij. (3.15)
In fact, since the induced metric on Σt is given by gij = sinh
2 σij + uiuj , we can compute the
Christoffel symbols of gij as follows
Γkij − Γ¯kij =uijgklul + sinhu cosh ugkl (uiσjl + ujσil − ulσij) ,
where ui, uij are derivatives of u with respect to the canonical metric σij on S
n and Γ¯kij are the
Christoffel symbols of σij . Then using (2.17) we have
∇i∇ju =uij + Γ¯kijuk − Γkijuk
=uij − uijukulgkl − sinhu cosh uukgkl (uiσjl + ujσil − ulσij)
=uij
(
1− |∇¯u|
2
v2 sinh2 u
)
− cothu
v2
(
2uiuj − |∇¯u|2σij
)
=
uij
v2
− coth u
v2
(
2uiuj − |∇¯u|2σij
)
. (3.16)
The equation (3.15) follows by substituting (3.16) into (2.13). By applying (3.15), we have
Lu =Φ˙kl∇k∇lu
=− v−1Φ˙klhkl + cosh u sinhuΦ˙klσkl
=− v−1Φ˙kl(hˆkl + gkl) + coth uΦ˙kl (gkl − ukul)
=pΦv−1 − (v−1 − coth u)Φ˙klgkl − coth uΦ˙kl∇ku∇lu.
The equation (3.14) now follows from the above equation and the total derivative (3.11) of u. 
To conclude this section, we include the tensor maximum principle, which was first proved by
Hamilton [17] and was generalized by Andrews [4].
Theorem 3.5 ([4]). Let Sij be a smooth time-varying symmetric tensor field on a compact
manifold Σ (possibly with boundary), satisfying
∂
∂t
Sij = a
kl∇k∇lSij + uk∇kSij +Nij,
where akl and u are smooth, ∇ is a (possibly time-dependent) smooth symmetric connection, and
akl is positive definite everywhere. Suppose that
Nijµ
iµj + sup
Γ
2akl
(
2Γrk∇lSirµi − ΓrkΓslSrs
) ≥ 0 (3.17)
whenever Sij ≥ 0 and Sijµj = 0. If Sij is positive definite everywhere on Σ at t = 0 and on ∂Σ
for 0 ≤ t ≤ T , then it is positive on Σ× [0, T ].
Remark 3.6. Theorem 3.5 is the main tool to prove the pinching estimates in Section 6.
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4. First estimates
In this section, we derive a priori C0 and C1 estimates for smooth horo-convex solution to
the flow equation (1.1). We only require that F satisfies Assumption 1.1. First we look at the
spherical solution of the flow. We fix a point o ∈ Hn+1 and consider geodesic polar coordinates
centered at o. For geodesic sphere of radius θ centered at o, the shifted principal curvatures are
given by
κi = coth θ − 1 = 2
e2θ − 1 .
Let θ(t, θ0) be the solution of 

d
dt
θ =
1
np
(
e2θ − 1
2
)p,
θ(0) = θ0.
(4.1)
It’s easy to see that St(θ0) := {(θ(t, θ0), ξ) | ξ ∈ Sn} is a solution of (1.1) with initial condition
S0 = {(θ0, ξ) | ξ ∈ Sn}.
Denote
Q(t) =
e2θ(t) − 1
2
.
Then Q(t) is the reciprocal of the shifted principal curvature of the spherical solution with radius
θ(t). By (4.1), we have
d
dt
Q(t) =
1
np
(2Q(t) + 1)Q(t)p. (4.2)
The equation (4.2) implies that Q(t) blows up in finite time, and therefore the spherical solution
St expands to infinity in finite time.
4.1. C0 estimate.
We write the initial hypersurface Σ0 as a radial graph on S
n centered at some point o ∈ Hn+1
and let r¯ = supΣ0 u and r = infΣ0 u. Since the flow (1.1) is parabolic, by the comparison
principle, the solution Σt of (1.1) is always contained in the domain bounded by the spherical
barriers St(r¯) and St(r) as long as the solution exists. Since the spherical solution expands to
infinity in finite time, we have that the maximal existence time T ∗ of Σt has to be finite. Now
we have the following oscillation estimate.
Lemma 4.1. Let Σt be a smooth, horo-convex solution of (1.1) on [0, T
∗) and write Σt as graphs
of the function u(·, t) on Sn centered at some point o. Then there exists a positive constant C
depending only on the initial hypersurface Σ0 such that
osc(u(·, t)) ≤ ln 2 + C, ∀ t ∈ [0, T ∗). (4.3)
Proof. As long as the solution stays horo-convex, by (2.10) we have
ρ+(t)− ρ−(t) < ln 2,
where ρ+(t) and ρ−(t) are the outer-radius and inner-radius of Σt. We denote o
+(t) and o−(t)
the center of the outer and inner ball, then there exist ξ1(t), ξ2(t) ∈ Σt such that
osc(u) =dH(ξ1(t), o) − dH(ξ2(t), o)
≤dH(ξ1(t), o+(t)) + dH(o+(t), o) − dH(ξ2(t), o−(t)) + dH(o−(t), o)
≤ρ+(t)− ρ−(t) + dH(o+(t), o) + dH(o−(t), o),
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Π = Hγ(s0)
γ(s)o
+(t)
ρ+(t)
Ωt
∂B
Ω0
Figure 2. Alexandrov reflection
where dH(·, ·) is the distance function in Hn+1. Though o+(t) and o−(t) may not be unique for
each Σt, we can choose them properly and prove the following claim by using the Alexandrov
reflection argument:
Claim. Let B be an outer ball of Σ0. Then for each Σt, we can find a pair of outer and inner
balls with centers o+(t) and o−(t) inside B. Therefore we have
dH(o
+(t), o) + dH(o
−(t), o) ≤ C(Σ0), ∀ 0 < t < T ∗. (4.4)
To prove the claim, we apply the Alexandrov-reflection argument as in [7, 9]. Let γ be a
geodesic line in Hn+1, and let Hγ(s) be the totally geodesic hyperbolic n-plane in H
n+1 which is
perpendicular to γ at γ(s), s ∈ R. We use the notation H+s and H−s for the half-spaces in Hn+1
determined by Hγ(s):
H+s :=
⋃
s′≥s
Hγ(s′), H
−
s :=
⋃
s′≤s
Hγ(s′).
For a bounded domain Ω in Hn+1, denote
Ω+(s) = Ω ∩H+s , Ω−(s) = Ω ∩H−s .
The reflection map across Hγ(s) is denoted by Rγ,s. We define
S+γ (Ω) := inf{s ∈ R | Rγ,s(Ω+(s)) ⊂ Ω−(s)}.
As in [7], for any geodesic line γ in Hn+1, S+γ (Ωt) is strictly decreasing along flow (1.1) unless
Rγ,s¯(Ωt) = Ωt for some s¯ ∈ R. In other words, if one can reflect the domain Ω0 bounded by
Σ0 at a hyperplane Hγ(s0) such that Rγ,s0(Ω
+
0 (s0)) ⊂ Ω−0 (s0), then for all t ∈ [0, T ∗), we can
reflect Ωt such that Rγ,s0(Ω
+
t (s0)) ⊂ Ω−t (s0). Then we choose Hγ(s0) as the hyperplane which is
tangential to ∂B, with γ(s0) ∈ ∂B, γ′(s0) point to the outer normal direction of ∂B at γ(s0). Let
Sρ+(t)(o
+(t)) be a circumscribed sphere of Ωt with center o
+(t). Since Rγ,s0(Ω
+
t (s0)) ⊂ Ω−t (s0),
we can always find an outball with center o+(t) lying inside H−s0 . Since Hγ(s0) is arbitrary, we
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conclude that we can always find an outer ball with center o+(t) lying inside the geodesic ball
B. Similarly, we can also find an inner ball with center o−(t) lying inside B. This completes the
proof of the claim and we conclude that osc(u) ≤ ln 2 + C(Σ0). 
In the next two sections, we shall show that the flow will remain smooth with uniform estimates
as long as it stays in a compact domain, and we will also prove that lim supt→T ∗ maxSn u(·, t) =
+∞. Let θ0 be such that T ∗ is the same maximal existence time of the spherical solution
θ(t) = θ(t, θ0), and we also denote θ(t) = θ(t, T
∗) if there is no confusion. For each t ∈ [0, T ∗)
there exists a point ξt ∈ Sn such that u(ξt, t) = θ(t). Then the estimate (4.3) implies that
θ(t)− c ≤ u(ξ, t) ≤ θ(t) + c, ∀ξ ∈ Sn
holds for all time t ∈ [0, T ∗) with some positive constant c depending only on the initial hyper-
surface.
4.2. C1 estimate.
The oscillation estimate in Lemma 4.1 together with a gradient estimate for convex graph
(see [12, Theorem 2.7.10 ]) implies that the function v defined in (2.12) satisfies
v ≤ exp (κ¯ osc(u)) ≤ exp (coth r osc(u)), (4.5)
where κ¯ denotes the upper bound of the principal curvatures of the geodesic spheres intersecting
Σt, and r = infΣt u. Since coth r(t) ≤ coth r(0) and osc(u(·, t)) ≤ C, the inequality (4.5) gives a
rough upper bound on the gradient of u:
|∇¯u|2
sinh2 u
≤ C (4.6)
for some positive constant C depending only on the initial hypersurface. However, this is not
sufficient for our purpose to show the asymptotical roundness of the Σt as t approaches the
maximal existence time. Since we are considering the horo-convex solution of the flow (1.1), we
can use the horo-convexity of the graph Σt = graph u to refine the argument in Theorem 2.7.10
of [12] and get an improved gradient estimate on the function u as follows.
Lemma 4.2. Let Σt = graph u be a smooth horo-convex solution to the flow (1.1). Then there
exists a positive constant C = C(Σ0) such that the function v defined in (2.12) satisfies the
estimate
v ≤ exp (Ce−2u) , ∀ t ∈ [0, T ∗). (4.7)
Proof. First we recall that
v2 = 1 +
|∇¯u|2
sinh2 u
= 1 + |∇¯ϕ|2, (4.8)
where |∇¯u|2 = σijuiuj . Inspired by the proof of Theorem 2.7.10 in [12], we define a function
G = ln(v)+ku, where k is a constant to be determined. At the maximum point ξ0 of G, we have
0 = Gi = v
−1vi + kui. (4.9)
Differentiating (4.8) and applying (4.9), we have
0 = ϕkϕki + kv
2ui, (4.10)
where ϕki is the second covariant derivative of ϕ with respect to the metric σij on S
n, and
ϕk = σklϕl. Multiplying (4.10) by u
i, taking the sum of i from 1 to n and by using the equation
(2.14), we obtain that
0 =
v
sinhu
ϕk
(
coth u
v
δji − hji
)
gkju
i + kv2|∇¯u|2. (4.11)
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We observe that
ϕkgkj =
uk
sinhu
sinh2 u
(
σkj +
ukuj
sinh2 u
)
=sinhu
(
uj +
|∇¯u|2uj
sinh2 u
)
=v2 sinhuuj .
Since Σt is horo-convex, we have h
j
i > δ
j
i . Then (4.11) implies that
0 ≤ (coth u− v + k) v2|∇¯u|2 (4.12)
holds at the maximum point ξ0 of G. Set r = infΣt u. By choosing k = − coth r+1, the inequality
(4.12) implies that
0 ≤ (coth r − v + k) v2|∇¯u|2 = −(v − 1)v2|∇¯u|2
holds at the maximum point ξ0 of G. Then we have |∇¯u|2(ξ0) = 0.
Hence
G ≤ max
Sn
G =G(ξ0) = ku(ξ0)
and
v(ξ) ≤ exp(k(u(ξ0)− u(ξ))
≤ exp((coth r − 1)osc(u))
≤ exp
(
C
e2r − 1
)
≤ exp (Ce−2u) (4.13)
for any ξ on Sn, where we used u− r ≤ osc(u) ≤ C from the proof of Lemma 4.1. 
Therefore, the estimate (4.7) implies that
|∇¯u| ≤ C, ∀ t ∈ [0, T ∗),
which is much better than (4.6), as we shall show in the next two sections that under the
assumptions of Theorem 1.2 and Theorem 1.3, we have
lim sup
t→T ∗
max
Sn
u(·, t) =∞.
5. Proof of Theorem 1.2
In this section, we prove Theorem 1.2. We first prove that the maximal existence time T ∗ is
characterized by the blow up time of the flow.
5.1. Maximal existence.
Proposition 5.1. Under the assumption of Theorem 1.2, the solution Σt = graph u(·, t) of the
flow (1.1) satisfies
lim sup
t→T ∗
max
Sn
u(·, t) =∞.
To prove Proposition 5.1, we first need the upper bound of the shifted principal curvatures of
Σt.
SHIFTED INVERSE CURVATURE FLOWS IN HYPERBOLIC SPACE 17
Lemma 5.2. Let F be a concave function satisfying Assumption 1.1 and Σt be a smooth horo-
convex solution to the flow (1.1) for t ∈ [0, T ) with T ≤ T ∗. Then there is positive constant C
determined by p and Σ0 such that the shifted principal curvatures satisfy that
κi ≤ C
along the flow (1.1) for all t ≤ T .
Proof. Define a function
ζ(x, t) = sup{hˆijηiηj : gijηiηj = 1}, (5.1)
which is the largest shifted principal curvature of Σt at (x, t). For any time t0 ∈ [0, T ), we assume
that the maximum of ζ(·, t) is achieved at the point x0 in the direction η = en, where we choose
an orthonormal frame {e1, · · · , en} at (x0, t0). Since F is concave, we have Φ = −F−p is concave.
The equation (3.8) implies that
(
∂
∂t
− L)ζ ≤
(
pF−p−1
∑
k
f˙kκ2k − 2F−p
)
ζ + pF−p−1
∑
k
f˙kκ2k
+
(
−(p+ 1)F−p − pF−p−1
∑
k
f˙k
)
ζ2. (5.2)
By the homogeneity of F and the definition of ζ, we have
f˙kκ2k ≤ ζf˙kκk = ζF
and
f˙kκ2k ≤ ζ2
n∑
k=1
f˙k.
Then the inequality (5.2) implies that
(
∂
∂t
− L)ζ ≤ (pF−pζ − 2F−p) ζ + pF−p−1ζ2∑
k
f˙k
+
(
−(p+ 1)F−p − pF−p−1
∑
k
f˙k
)
ζ2
=− F−pζ2 − 2F−pζ. (5.3)
Applying the maximum principle to (5.3), we obtain that ζ is uniformly bounded from above. 
Lemma 5.3. Let F be a concave function satisfying Assumption 1.1 and Σt be a smooth horo-
convex solution to the flow (1.1). Let T ∈ [0, T ∗) be arbitrary and assume that
u ≤ r¯, ∀ 0 ≤ t ≤ T.
Then there exists a constant C = C(p,Σ0, r¯) independent of T such that
F ≥ C > 0, ∀ 0 ≤ t ≤ T.
Proof. We write Σt as the graph of the function u and define
G = ln(−Φ) + keu,
where k is a positive constant to be determined later. We first calculate the evolution equation
of G:
∂
∂t
G =Φ−1
∂
∂t
Φ+ keu
∂
∂t
u
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∇iG =Φ−1∇iΦ+ keu∇iu
∇i∇jG =Φ−1∇i∇jΦ− Φ−2∇iΦ∇jΦ+ keu(∇i∇ju+∇iu∇ju)
=Φ−1∇i∇jΦ− (∇iG− keu∇iu)(∇jG− keu∇ju)
+ keu(∇i∇ju+∇iu∇ju).
Combining the above equations with (3.6) and (3.14), we have(
∂
∂t
−L
)
G =Φ−1
(
∂
∂t
− L
)
Φ+ keu
(
∂
∂t
− L
)
u
+ Φ˙ij(∇iG− keu∇iu)(∇jG− keu∇ju)
− keuΦ˙ij∇iu∇ju
=Φ˙kl(hˆ2)kl − 2pΦ+ keu
(
−(p+ 1)Φv−1 + Φ˙klgkl
(
v−1 − coth u)
+ coth uΦ˙kl∇ku∇lu
)
− keuΦ˙ij∇iu∇ju
+ Φ˙ij(∇iG− keu∇iu)(∇jG− keu∇ju). (5.4)
Looking at the increasing supremum point (x0, t0) of G, i.e., G(x0, t0) = sup
Σ×[0,t0]
G, we have
∇G = 0 and (∂t − L)G ≥ 0 at (x0, t0). Then
0 ≤
(
∂
∂t
− L
)
G ≤pF−p−1f˙kκ2k + 2pF−p + (p+ 1)keuF−pv−1
+ kpeuF−p−1
∑
k
f˙k
(
v−1 − coth u)
+ kpeuF−p−1F˙ ij∇iu∇ju (coth u− 1 + keu) (5.5)
holds at (x0, t0). The first line of (5.5) is bounded from above by C(p, r¯,Σ0)F
−p, since f˙kκ2k ≤
CF by Lemma 5.2, v ≥ 1 and we assumed that u ≤ r¯. By the definition (2.12) and the relation
(2.17), we can estimate that
F˙ ij∇iu∇ju ≤(
∑
k
f˙k)gijuiuj =
∑
k
f˙k
|∇¯u|2
v2 sinh2 u
=
∑
k
f˙k
v2 − 1
v2
. (5.6)
Substituting (5.6) into (5.5), we have
0 ≤ CF−p + kpeuF−p−1
∑
k
f˙k
(
v−1 − cothu+ v
2 − 1
v2
(coth u− 1 + keu)
)
=CF−p − kpeuF−p−1v−2(coth u− 1)
∑
k
f˙k
+ kpeuF−p−1(1− v−2)
(
keu − v
v + 1
)∑
k
f˙k (5.7)
holds at (x0, t0). Since u ≤ r¯ and v ≥ 1, we can choose k = 12e−r¯ such that
keu − v
v + 1
=
1
2
eu−r¯ − v
v + 1
≤ 1− v
2(v + 1)
≤ 0
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and therefore the last line of (5.7) is non-positive. Since F is concave, we have∑
k
f˙k ≥ n. (5.8)
Then we have that
0 ≤ CF−p − kpneuF−p−1v−2(coth u− 1)
= CF−p − knpF−p−1 1
v2 sinhu
≤ CF−p − CnpF−p−1 1
er¯ sinh r¯
(5.9)
at (x0, t0), which is equivalent to F ≥ C(p, r¯,Σ0) > 0 at (x0, t0). In the last inequality of (5.9),
we used the upper bound on v in Lemma 4.2. This implies that
F (x, t) ≥ F (x0, t0) exp
(
k
p
(eu(x,t) − eu(x0,t0))
)
≥ C(p, r¯,Σ0) > 0
for all (x, t) ∈ Σt × [0, T ]. 
Remark 5.4. In the proof of Lemma 5.3, the concavity of F is only used to show (5.8). If a
function F satisfies ∑
k
f˙k ≥ C > 0 (5.10)
for some positive constant C, then the conclusion of Lemma 5.3 is true for such speed function.
Now we can complete the proof of Proposition 5.1.
Proof of Proposition 5.1. For any T < T ∗, suppose that u ≤ r¯ for all t ∈ [0, T ]. We have proved
that F ≥ C(p, r¯,Σ0) > 0 for all t ∈ [0, T ]. By the upper bound on the shifted principal curvatures
in Lemma 5.2 and the assumption F |∂Γ+ = 0, we derive that κi ≥ C(p, r¯,Σ0) > 0 for all t ∈ [0, T ].
This gives us uniform C2 estimates on u. Then the scalar equation (3.13) is a nonlinear uniformly
parabolic equation with concave elliptic part. We can apply Krylov-Safonov’s theorem [20] to
yield the uniform Ho¨lder estimates on ut and ∇¯2u. The parabolic Schauder estimate [25] can be
applied to derive all higher order estimates on u. Then we can continue to expand u smoothly.
This is equivalent to that lim supt→T ∗ max u =∞. 
5.2. Asymptotical behavior.
Let θ(t) = θ(t, T ∗) be the radius of the spherical solution to the flow (1.1) with the same
maximal existence time T ∗. Recall the definition (1.5) of Q(t). We prove the following estimate
on the rescaled quantity FQ.
Lemma 5.5. Let F be a concave function satisfying Assumption 1.1. Then there exists a positive
constant C depending only on p and Σ0 such that
FQ ≥ C, ∀ t ∈ [0, T ∗)
along the flow (1.1).
Proof. We write Σt as the graph of the function u and define
G = ln(−Φ) + keu−θ − p ln(Q),
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where 0 < k is a constant to be determined later. By Lemma 4.1 we have that keu−θ is bounded.
Combining the equations (3.6), (3.14) and (4.2), we have(
∂
∂t
− L
)
G =Φ−1
(
∂
∂t
− L
)
Φ+ keu−θ
(
∂
∂t
−L
)
u− keu−θ d
dt
θ − pQ−1 d
dt
Q
+ Φ˙ij(∇iG− keu−θ∇iu)(∇jG− keu−θ∇ju)− keu−θΦ˙ij∇iu∇ju
=Φ˙kl(hˆ2)kl − 2pΦ+ keu−θ
(
−(p+ 1)Φv−1 + Φ˙klgkl
(
v−1 − coth u)
+ coth uΦ˙kl∇ku∇lu
)
− keu−θn−pQp − pQp−1n−p(2Q+ 1)
+ Φ˙ij(∇iG− keu−θ∇iu)(∇jG− keu−θ∇ju)− keu−θΦ˙ij∇iu∇ju.
For any (x0, t0) where a new space-time maximum of G is achieved at some point (x0, t0), i.e.,
G(x0, t0) = sup
Σ×[0,t0]
G, we have
0 ≤
(
∂
∂t
− L
)
G
=Φ˙kl(hˆ2)kl − 2pΦ+ keu−θ
(
(p+ 1)F−pv−1 + Φ˙klgkl
(
v−1 − coth u))
− keu−θn−pQp − pQp−1n−p(2Q+ 1) + pk2F−p−1e2u−2θF˙ ij∇iu∇ju
+ pkF−p−1eu−θ(coth u− 1)F˙ ij∇iu∇ju
≤pCF−p + (p+ 1)keu−θF−pv−1 − keu−θn−pQp − pQp−1n−p(2Q+ 1)
+ pF−p−1keu−θ
(
v−1 − coth u+ (keu−θ + coth u− 1)(1 − v−2)
)∑
k
f˙k
≤CF−p − pF−p−1keu−θ(coth u− 1)
∑
k
f˙k
+ pF−p−1keu−θ
(
v−1 − 1 + (keu−θ + coth u− 1)(1 − v−2)
)∑
k
f˙k, (5.11)
where we used (5.6). Since we only care about the asymptotical behavior of the flow, we may
focus on the flow with t0 sufficiently close to T
∗. We observe that
coth u− 1 = 2
e2u − 1 = O(e
−2θ) = O(Q−1),
where we used the fact that |u − θ| is bounded and the conclusion in Proposition 5.1. By the
concavity of F , we have
n∑
k=1
f˙k ≥ n.
Then the second term on the right hand side of (5.11) can be estimated as
−pF−p−1keu−θ(coth u− 1)
∑
k
f˙k ≤ −CkF−p−1Q−1.
We can choose k > 0 sufficiently small and depending only on Σ0 such that the bracket in last
term of (5.11) is negative: (
v−1 − 1 + (keu−θ + cothu− 1)(1− v−2)
)
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=
v2 − 1
v2
(
keu−θ + coth u− 1− v
v + 1
)
≤ 0
since v ≥ 1, coth u − 1 approaches zero as t0 sufficiently close to T ∗, and eu−θ is bounded by
Lemma 4.1. Hence we conclude that
0 ≤ 1
F p
− C
F p+1Q
holds at the maximum point (x0, t0) of G for some C > 0 depending only on Σ0 and p. Equiv-
alently, FQ ≥ C at (x0, t0). This together with G(x, t) ≤ G(x0, t0) for any x ∈ Σt with t ≤ t0
implies that
(FQ)|(x,t) ≥ (FQ)|(x0,t0) exp
(
k
p
(
eu(x,t)−θ(t) − eu(x0,t0)−θ(t0)
))
≥ C.
Since t0 is arbitrary, we conclude that FQ ≥ C > 0 for some positive constant C depending
only on p and Σ0 along the flow (1.1). 
Lemma 5.6. Let F be a function satisfying Assumption 1.1. Then there exists a positive constant
C depending only on p,Σ0 such that FQ ≤ C holds along the flow (1.1).
Proof. Define
G = − ln(−Φ) + ku− (k
2
− p) lnQ,
where k > max{2p, supΣ0 coth u} is a positive constant. Suppose that t0 < T ∗ is a time such
that a new space-time maximum of G is achieved at some point x0 ∈ Σt0 , i.e., G(x0, t0) =
supΣ×[0,t0]G. Then we have
0 ≤
(
∂
∂t
− L
)
G =− Φ˙kl(hˆ2)kl + 2pΦ+ k(1 + p)
F pv
− k2Φ˙kl∇ku∇lu
+ kΦ˙klgkl(v
−1 − coth u) + k coth uΦ˙kl∇ku∇lu
− (k
2
− p) 1
np
(2Q+ 1)Qp−1
≤ C
F p
− k(k − coth u)Φ˙kl∇ku∇lu− (k
2
− p) 2
np
Qp
≤ C
F p
− (k
2
− p) 2
np
Qp.
Hence at the maximum point (x0, t0) of G, FQ ≤ C for some positive constant C. Using the
definition of G, we conclude that FQ ≤ C holds along the flow. 
Lemma 5.7. Let F be a concave function satisfying Assumption 1.1. Along the flow (1.1), we
have κiQ ≤ C for some positive constant C depending on p,Σ0.
Proof. Recall the definition (5.1) of the function ζ. Here we consider the rescaled function ζ˜ =
ζQ. Combining (5.2) and (4.2), we have
(
∂
∂t
− L)ζ˜ ≤
(
pF−p−1
∑
k
f˙kκ2k − 2F−p
)
ζQ+ pF−p−1Q
∑
k
f˙kκ2k
+
(
−(p+ 1)F−p − pF−p−1
∑
k
f˙k
)
ζ2Q+ n−p(2Q+ 1)Qpζ.
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Since
∑
k f˙
k ≥ n, FQ ≤ C and ∑k f˙kκ2k ≤ Fζ, we have
(
∂
∂t
−L)ζ˜ ≤
(
−npCζ˜2 + Cζ˜
)
Qp. (5.12)
Applying maximum principle to (5.12), we conclude that ζ˜ is uniformly bounded from above. 
Now we have κiQ ≤ C and FQ ≥ C along the flow (1.1). By assumption F |∂Γ+ = 0, we
obtain the lower bound κiQ ≥ C > 0 for some constant C. This is equivalent to C2 bound on
u− θ: As in Section 1, we introduce a new time parameter τ = τ(t) by the relation
dτ
dt
= Q(t)p (5.13)
such that τ(0) = 0. Then by (4.1),
d
dτ
θ =
d
dt
θ · dt
dτ
=
1
np
, (5.14)
which means that
θ(τ)− θ0 = n−pτ (5.15)
and τ ranges from 0 to ∞. Consider u = u(·, τ) as a function on Sn × [0,∞), then
∂
∂τ
(u− θ) = v
F (hˆjiQ)
p
− 1
np
. (5.16)
The uniform bounds on κiQ implies that F (hˆ
j
iQ) is a uniformly elliptic differential operator for
the function u− θ. By Lemma 4.1 and Lemma 4.2, there exists a uniform constant C > 0 such
that
|u− θ| ≤ C, |∇¯(u− θ)|2 = sinh2 u|∇¯ϕ|2 ≤ C.
From (2.15) and the relation that ∇¯iϕ = ∇¯iu/ sinhu, one can compute that
∇¯i∇¯kugkjQ = −vhˆjiQ+ v−2 coth u∇¯iϕ∇¯jϕQ+ δji (coth u− v)Q. (5.17)
It’s not difficult to see that by using (2.11), (5.17), the bound on u − θ, v =
√
1 + |∇¯ϕ|2 and
κiQ, we have
|∇¯2(u− θ)| ≤ C
for some uniform constant C > 0. Since F is a concave function and p > 0, the right hand side
of (5.16) is concave with respect to the second spatial derivatives of u − θ. We can apply the
Krylov-Safonov estimate [20] to derive the Ho¨lder estimates on (u − θ)τ and ∇¯2(u − θ), and
the parabolic Schauder estimate [25] to derive the Ck,α estimates of u − θ for all k ≥ 2. This
completes the proof of Theorem 1.2.
6. Proof of Theorem 1.3: Pinching estimates
In this section, we prove the maximal existence of the solution to flow (1.1) under the as-
sumption of Theorem 1.3, and show that the ratio of the largest shifted principal curvature κn
to the smallest one κ1 converges to 1 as t→ T ∗.
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6.1. Pinching estimates.
Lemma 6.1. Under the assumptions in Theorem 1.3, there exists a positive constant C, such
that along the flow (1.1) we have
κn ≤ Cκ1 ∀ t ∈ [0, T ∗), (6.1)
where κ1 ≤ · · · ≤ κn are the shifted principal curvatures of Σt in the increasing order.
Proof. We consider the four cases of the function F separately. The main tool is the tensor
maximum principle in Theorem 3.5.
(a). F is concave and F |∂Γ+ = 0. The conclusion (6.1) in this case has been included in
Theorem 1.2. We give a direct proof of (6.1) here, and the calculation will be used in Lemma 6.3
again to obtain the improved pinching estimate. Consider the tensor Sij := ǫFgij − hˆij , where
ǫ ≥ 1/n is chosen such that Sij is positive definite initially. By the evolution equation (3.6), we
derive that (
∂
∂t
− L
)
F =− p(p+ 1)F−p−2F˙ kl∇kF∇lF − F−pF˙ kl(hˆ2)kl − 2F−p+1. (6.2)
Combining (3.2), (3.7) and (6.2), we have(
∂
∂t
− L
)
Sij =ǫ
(
∂
∂t
− L
)
Fgij + ǫF
∂
∂t
gij −
(
∂
∂t
−L
)
hˆij
=− p(p+ 1)ǫF−p−2F˙ kl∇kF∇lFgij − ǫF−pF˙ kl(hˆ2)klgij
− 2ǫF−p+1gij − 2ǫFΦ(−Sij + ǫFgij + gij)
− Φ¨kl,rs∇ihˆkl∇j hˆrs − Φ˙kl(hˆ2)kl (−Sij + ǫFgij + gij)
−
(
(p− 1)Φ − Φ˙klgkl
) (
(S2)ij + ǫ
2F 2gij − 2ǫFSij
)
=pF−p−1
(
(p+ 1)F−1
(
∇iF∇jF − ǫgijF˙ kl∇kF∇lF
)
− F¨ kl,rs∇ihˆkl∇jhˆrs
)
+
(
Φ˙klgkl − (p− 1)Φ
)
(S2)ij +
(
Φ˙kl(hˆ2)kl + 2ǫF (pΦ − Φ˙klgkl)
)
Sij
+ (p + 1)ǫF−p
(
ǫF 2 − F˙ kl(hˆ2)kl
)
gij
+ pF−p−1
(
ǫ2F 2F˙ klgkl − F˙ kl(hˆ2)kl
)
gij . (6.3)
We apply the tensor maximum principle to show that if Sij ≥ 0 initially, then it remains true for
all t ∈ [0, T ∗). Suppose that there exists a time t0 ∈ [0, T ∗) such that Sij ≥ 0 for all t ∈ [0, t0] and
Sij has a null eigenvector µ at some point x0 ∈ Σt0 , i.e., Sijµj = 0 at (x0, t0). If we choose normal
coordinates at (x0, t0) such that the shifted Weingarten matrix is diagonalized with eigenvalues
κ = (κ1, . . . , κn) in increasing order, then the null vector µ is the eigenvector en corresponding
to the eigenvalue κn. Hence, at (x0, t0), we have κn = ǫF . We first look at the zero order terms
of (6.3) at (x0, t0). The terms of the second line in (6.3) satisfy the null eigenvector condition,
so can be ignored. The terms in the third line of (6.3) are nonnegative at (x0, t0), since
ǫF 2 − F˙ kl(hˆ2)kl ≥ ǫF 2 − κnF˙ klhˆkl = ǫF 2 − ǫF F˙ klhˆkl = 0.
The concavity of F implies that F˙ klgkl ≥ n. Then the last line of (6.3) is also nonnegative at
(x0, t0) since
ǫ2F 2F˙ klgkl − F˙ kl(hˆ2)kl ≥ǫ(ǫn− 1)F 2 ≥ 0.
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To apply Theorem 3.5, we still need to show that
0 ≤ Q1 :=(p+ 1)F−1
(
∇nF∇nF − ǫF˙ kl∇kF∇lF
)
− F¨ kl,rs∇nhˆkl∇nhˆrs
+ 2 sup
Γ
F˙ kl(2Γik∇lSijµj − ΓikΓjlSij). (6.4)
With out loss of generality, we can assume that κ1 < κ2 < · · · < κn at (x0, t0) (cf. [4]). At
(x0, t0), we have Snn = ǫF − κn = 0, ∇kSnn = ǫ∇kF − ∇khˆnn = 0. Taking Γik = ∇kSniSii , the
supremum over Γ in (6.4) can be computed as follows:
2 sup
Γ
F˙ kl(2Γik∇lSijµj − ΓikΓjlSij) =2
n∑
k=1
n−1∑
i=1
f˙k
(∇kSni)2
Sii
= 2
n∑
k=1
n−1∑
i=1
f˙k
(∇nhˆki)2
κn − κi .
Using (2.1) to rewrite the terms involving second derivatives of F in (6.4), we have
Q1 =(p+ 1)κ
−2
n
(
F (∇nhˆnn)2 − κn
n∑
i=1
f˙ i(∇ihˆnn)2
)
−

f¨ ij∇nhˆii∇nhˆjj + 2∑
i>j
f˙ i − f˙ j
κi − κj (∇nhˆij)
2

+ 2 n∑
k=1
n−1∑
i=1
f˙k
(∇nhˆki)2
κn − κi
≥(p+ 1)κ−2n
(
F − f˙nκn
)
(∇nhˆnn)2
+
∑
i<n
(
−2 f˙
n − f˙ i
κn − κi −
(p + 1)
κn
f˙ i + 2
f˙n
κn − κi
)
(∇ihˆnn)2
=(p+ 1)κ−2n
n−1∑
i=1
f˙ iκi(∇nhˆnn)2 +
∑
i<n
f˙ i
(
2
κn − κi −
p+ 1
κn
)
(∇ihˆnn)2
≥(1− p)
∑
i<n
f˙ iκ−1n (∇ihˆnn)2 ≥ 0,
where we used the properties for concave function in Lemma 2.1 and p ≤ 1. The tensor max-
imum principle implies that Sij ≥ 0 is preserved along flow (1.1) and therefore κn ≤ ǫF .
The assumption that F approaches zero on the boundary of Γ+ implies that κn ≤ Cκ1 for
some positive constant C depending on Σ0. In fact, if this is not true, then there exists a se-
quence of κi = (κi1, · · · , κin) in Γ+ with κin ≤ ǫf(κi) and κin ≥ iκi1. Let κ˜i = κi/κin. Then
κ˜in = 1, f(κ˜
i) ≥ 1/ǫ and κ˜i1 ≤ 1/i. Since the set {κ ∈ Γ+ : κn ≤ 1} is compact, we can find
a subsequence κ˜i
′
of κ˜i converging to a limit κ with κn = 1, f(κ) ≥ 1/ǫ and κ1 = 0. This
contradicts the assumption that f is zero on the boundary of Γ+.
(b). F is concave and inverse concave. Consider the tensor Sij := hˆij − ǫHˆgij , where 0 <
ǫ ≤ 1/n is chosen such that Sij is positive definite initially. We aim to prove that Sij ≥ 0 is
preserved. Taking the trace of (3.8), we have
(
∂
∂t
− L
)
Hˆ =
n∑
m=1
Φ¨kl,rs∇mhˆkl∇mhˆrs +
(
Φ˙kl(hˆ2)kl + 2Φ
)
Hˆ
+ nΦ˙kl(hˆ2)kl +
(
(p+ 1)Φ − Φ˙klgkl
)
|Aˆ|2, (6.5)
SHIFTED INVERSE CURVATURE FLOWS IN HYPERBOLIC SPACE 25
where |Aˆ|2 =∑i,j hˆji hˆij . By the equations (3.2), (3.7) and (6.5), we calculate that Sij evolves by(
∂
∂t
− L
)
Sij =
(
∂
∂t
−L
)
hˆij − ǫ
(
∂
∂t
−L
)
Hˆgij − ǫHˆ ∂
∂t
gij
=Φ¨kl,rs∇ihˆkl∇j hˆrs − ǫgij
n∑
m=1
Φ¨kl,rs∇mhˆkl∇mhˆrs + Φ˙kl(hˆ2)kl
(
hˆij + gij
)
+
(
(p− 1)Φ − Φ˙klgkl
)
(hˆ2)ij − ǫ
(
Φ˙kl(hˆ2)kl + 2Φ
)
Hˆgij − nǫΦ˙kl(hˆ2)klgij
− ǫ
(
(p+ 1)Φ − Φ˙klgkl
)
|Aˆ|2gij + 2ǫHˆΦhij
=Φ¨kl,rs∇ihˆkl∇j hˆrs − ǫgij
n∑
m=1
Φ¨kl,rs∇mhˆkl∇mhˆrs
+
(
(p− 1)Φ − Φ˙klgkl
)
(S2)ij +
(
Φ˙kl(hˆ2)kl + 2ǫHˆ(pΦ− Φ˙klgkl)
)
Sij
+ Φ˙kl(hˆ2)kl(1− ǫn)gij +
(
(p+ 1)Φ− Φ˙klgkl
)
ǫ(ǫHˆ2 − |Aˆ|2)gij . (6.6)
Suppose that there exists a time t0 ∈ [0, T ∗) such that Sij ≥ 0 for all t ∈ [0, t0], and Sijµj = 0 at
some point x0 ∈ Σt0 in the direction µ. Similar to Case (a), if we choose normal coordinates at
(x0, t0) such that the shifted Weingarten matrix is diagonalized with eigenvalues κ = (κ1, . . . , κn)
in increasing order, then the null vector µ is the eigenvector e1 corresponding to the eigenvalue
κ1. The terms in the second line of (6.6) satisfy the null eigenvector condition at (x0, t0), so can
be ignored. The third line is nonnegative since ǫ ≤ 1/n and |Aˆ|2 ≥ Hˆ2/n.
By assumption that F is concave and inverse concave, we have that Φ = −F−p is concave
for all p > 0. Restricting to 0 < p ≤ 1, we can also show that Φ = −F−p is inverse concave
in the sense of the definition in Andrews’ paper [4], i.e., Φ∗(x1, · · · , xn) = −Φ(x−11 , · · · , x−1n ) is
concave. Therefore, we can apply Theorem 4.1 in [4] to conclude that
Φ¨kl,rs∇1hˆkl∇1hˆrs − ǫ
n∑
i=1
Φ¨kl,rs∇ihˆkl∇ihˆrs + 2 sup
Γ
Φ˙kl(2Γik∇lSijµj − ΓikΓjlSij) ≥ 0. (6.7)
Hence Sij ≥ 0 is preserved by applying the tensor maximum principle in Theorem 3.5. This
implies the estimate (6.1) immediately.
(c). F is inverse concave and F∗|∂Γ+ = 0. We consider the tensor Sij := hˆij − ǫFgij , where
0 < ǫ ≤ 1/n is chosen such that Sij is positive definite initially. The calculation given in case
(a) shows that(
∂
∂t
− L
)
Sij =pF
−p−1
(
F¨ kl,rs∇ihˆkl∇jhˆrs − (p+ 1)F−1
(
∇iF∇jF − ǫgijF˙ kl∇kF∇lF
))
−
(
Φ˙klgkl − (p− 1)Φ
)
(S2)ij −
(
Φ˙kl(hˆ2)kl + 2ǫF (pΦ − Φ˙klgkl)
)
Sij
+ (p + 1)ǫF−p
(
F˙ kl(hˆ2)kl − ǫF 2
)
gij
+ pF−p−1
(
F˙ kl(hˆ2)kl − ǫ2F 2F˙ klgkl
)
gij . (6.8)
Suppose that there exists a time t0 ∈ [0, T ∗) such that Sij ≥ 0 for all t ∈ [0, t0] and Sijµj = 0 at
some point x0 ∈ Σt0 in the direction µ. Similar to Case (b), the null vector µ is the eigenvector
e1 corresponding to the smallest eigenvalue κ1 of the shifted Weingarten Matrix. The terms in
the second line of (6.8) satisfy the null eigenvector condition at (x0, t0), so can be ignored. The
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terms in the third line and the last line of (6.8) are nonnegative at (x0, t0) since we have κ1 = ǫF
at this point. To apply Theorem 3.5, we need to prove the following inequality
0 ≤ Q1 :=F¨ kl,rs∇1hˆkl∇1hˆrs − (p+ 1)F−1
(
(∇1F )2 − ǫF˙ kl∇kF∇lF
)
+ 2 sup
Γ
F˙ kl
(
2Γik∇lSijµj − ΓikΓjlSij
)
. (6.9)
The proof of (6.9) is similar to the pinching estimate in [33, pp.1563-1564], by using (2.1), p ≤ 1
and the property of inverse concave functions in Lemma 2.2. We omit the details here. Once we
have that Sij ≥ 0 is preserved, we can use the assumption that f∗ vanishes at the boundary of
Γ+ and the argument given in the end of case (a) to conclude the pinching estimate (6.1).
(d). n = 2. In this case, we don’t need any second derivative conditions on F . We consider
the following function
G :=
(
κ1 − κ2
κ1 + κ2
)2
, (6.10)
which is homogeneous of degree zero of the shifted principal curvatures κ1, κ2. By (3.8) we have
(∂t − L)G =
(
G˙ijΦ¨kl,rs − Φ˙ijG¨kl,rs
)
∇ihˆkl∇jhˆrs + Φ˙kl(hˆ2)klG˙ijgij
+ ((p+ 1)Φ − Φ˙klgkl)G˙ij(hˆ2)ij . (6.11)
Here we view G as a symmetric function of the shifted Weingarten matrix. The zero order terms
of (6.11) can be estimated as follows:
Q0 = − 4G
κ1 + κ2
Φ˙kl(hˆ2)kl +
4κ1κ2G
κ1 + κ2
((p + 1)Φ− Φ˙klgkl) ≤ 0. (6.12)
The same argument in [22, §3] gives that the gradient terms of (6.11) are non-positive at the
critical point of G when 0 < p ≤ 1. Then the maximum principle guarantees that G is uniformly
bounded along the flow and the pinching estimate (6.1) follows immediately. 
6.2. Maximal existence.
The pinching estimate implies that 0 < 1/C ≤ f˙k ≤ C for all k = 1, · · · , n. In particular,
n∑
k=1
f˙k ≥ C > 0 (6.13)
for some uniform positive constant C. By Remark 5.4, we have that if the graph function u of
the graph Σt = graph u is bounded, i.e., u ≤ r¯, then the speed function F ≥ C(p, r¯,Σ0) > 0.
On the other hand, applying maximum principle to (6.2) we have a uniform upper bound on F .
Combining these facts with the pinching estimate in Lemma 6.1, we derive uniform estimate on
the shifted principal curvatures
0 <
1
C
≤ κi ≤ C (6.14)
for some positive constant C depending on the upper bound r¯ of u, p and Σ0. The estimate
(6.14) together with Lemma 4.2 and infΣ0 u ≤ u ≤ r¯ implies the uniform C2 bound on u. To
derive the C2,α estimate, we apply Krylov-Safonov’s estimate [20] for cases (a) and (b), and
Andrews’ estimate [3] for case (d).
For case (c), the function F is inverse concave, we use the horospherical support function of
horo-convex hypersurfaces recalled in §2.2 to convert the equation (1.1) to a parabolic equation
with concave elliptic part. Recall the identity (2.7) and the definition of the matrix (Aij [s]) given
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in (2.8). By a similar argument to that in Proposition 5.3 of [5], the flow (1.1) is equivalent to
a parabolic equation of the horospherical support function s on Sn:
∂
∂t
s = epsF p∗ (A
j
i [s]). (6.15)
Note that if we write Σ = graph u as radial graph of a function u on Sn, for each z ∈ Sn, u(z)
is just the hyperbolic geodesic distance of the point X(z) = (u(z), z) ∈ R+× Sn to the center of
the geodesic polar coordinates. Therefore, the function s differs from u by a diffeomorphism of
S
n. In fact, from (2.6) we have
coshu =
1
2
es|∇¯s|2 + cosh s.
Then the bound infΣ0 u ≤ u ≤ r¯ implies C0 and C1 estimates of s. This together with the
estimate (6.14), and (2.7), (2.8) implies uniform C2 bound on s. Since F∗ is concave and p ≤ 1,
F p∗ is also a concave function. Then the equation (6.15) is uniformly parabolic and is concave
with respect to the second spatial derivatives of s. The Krylov-Safonov’s estimate [20] can be
applied to derive the C2,α estimate. The higher order estimates for all cases follow from the
parabolic Schauder estimate. Therefore we conclude that under the assumption of Theorem 1.3
the solution Σt of flow (1.1) expands smoothly to infinity in finite time and and the graph
function of the solution Σt satisfies
lim sup
t→T ∗
max u(·, t) =∞.
With the estimate (6.13) in hand, we can also apply the arguments in Lemma 5.5 and Lemma
5.6, and use the pinching estimate in Lemma 6.1 to prove uniform bounds on rescaled curvature
quantities FQ and κiQ.
Lemma 6.2. Under the assumption of Theorem 1.3, we have
nC−1 ≤ FQ ≤ nC, (6.16)
and
C−1 ≤ κiQ ≤ C (6.17)
along flow (1.1), where C is a positive constant depending only on p,Σ0 .
Moreover, the argument in the end of Section 5 can be modified to show that |u(·, t) −
θ(t)|C∞(Sn) is uniformly bounded. As before, the only difference is the C2,α estimate, which can
be proved by using Krylov-Safonov’s theorem [20] for cases (a) - (b), and Andrews’ estimate [3]
for case (d). For the third case, we consider estimating s(z, t)−θ(t) instead: The equation (6.15)
together with (5.13) implies that with respect to the new time parameter τ = τ(t), s−θ satisfies
∂
∂τ
(s− θ) = F p∗ (esAjiQ−1)−
1
np
. (6.18)
Lemma 6.2 implies that the right hand side of (6.18) is uniformly parabolic and is concave
with respect to the second spatial derivatives of s. Thus the estimate of Krylov-Safonov can be
applied to derive C2,α estimate. The higher order estimate follows from the standard parabolic
Schauder estimate.
28 X.WANG, YONG WEI, AND T. ZHOU
6.3. Improved pinching estimates.
In previous two subsections, we have shown that the pinching ratio of the evolving hypersur-
face Σt is bounded by its initial value and Σt expands to infinity in finite time. Now we improve
the pinching estimate as below, which says that the pinching ratio tends to 1 as t→ T ∗.
Lemma 6.3. Under the assumptions in Theorem 1.3, there exist two positive constants C, δ
such that
κn
κ1
− 1 ≤ CQ(t)−δ, (6.19)
where κ1 ≤ κ2 · · · ≤ κn are the shifted principal curvatures of Σt.
Proof. As in Lemma 6.1, we consider the four cases of F separately.
(a). F is concave and F |∂Γ+ = 0. We consider Sij := ǫ(t)Fgij− hˆij, where ǫ(t) = 1n+mQ(t)−δ,
and m, δ are chosen such that Sij is positive definite initially. By the calculation in case (a) of
Lemma 6.1 and using (4.2), we have(
∂
∂t
− L
)
Sij =pF
−p−1
(
(p+ 1)F−1
(
∇iF∇jF − ǫgijF˙ kl∇kF∇lF
)
− F¨ kl,rs∇ihˆkl∇jhˆrs
)
+
(
Φ˙klgkl − (p− 1)Φ
)
(S2)ij +
(
Φ˙kl(hˆ2)kl + 2ǫF (pΦ − Φ˙klgkl)
)
Sij
+ (p+ 1)ǫF−p
(
ǫF 2 − F˙ kl(hˆ2)kl
)
gij
+ pF−p−1
(
ǫ2F 2F˙ klgkl − F˙ kl(hˆ2)kl
)
gij −mδn−p(2Q+ 1)Qp−δ−1Fgij . (6.20)
Suppose that there exists a time t0 ∈ [0, T ∗) such that Sij ≥ 0 for all t ∈ [0, t0] and Sijµj = 0
at some point x0 ∈ Σt0 in the direction µ. As in Lemma 6.1, the null vector µ is the eigenvector
en corresponding to the largest eigenvalue κn of the shifted Weingarten Matrix. At (x0, t0), the
second line of (6.20) vanishes and the third line is nonnegative. The last line of (6.20) can be
estimated as
pF−p−1
(
ǫ2F 2F˙ klgkl − F˙ kl(hˆ2)kl
)
gij −mδn−p(2Q+ 1)Qp−δ−1Fgij
≥pF−p−1ǫ(ǫn− 1)F 2gij −mδn−p(2Q+ 1)Qp−δ−1Fgij
=
(
pF−p−1ǫmnQ−δF 2 −mδn−p(2Q+ 1)Qp−δ−1F
)
gij
≥
(
pmCQp−1−δ −mδCQp−2−δ(2Q+ 1)
)
gij ≥ 0
by choosing δ smaller (depending only on p,Σ0), where we used the estimate nC
−1 ≤ FQ ≤ nC
in Lemma 6.2. With the estimate (6.4) on the gradient terms, we can apply Theorem 3.5 to
conclude that Sij ≥ 0 is preserved along flow (1.1). Then by the second inequality of (2.2) due
to the concavity of F , we have
κn ≤ ( 1
n
+mQ−δ)F ≤ ( 1
n
+mQ−δ)
n∑
i=1
κi.
This implies that
κn
κ1
− 1 =κn − κ1
κ1
≤ nκn −
∑n
i=1 κi
κ1
≤nmQ−δ
n∑
i=1
κi
κ1
≤ nmCQ−δ,
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where we used the pinching estimate (6.1) in the last inequality.
(b). F is concave and inverse concave. Consider Sij := hˆij − ǫ(t)Hˆgij , where ǫ(t) = 1n −
mQ(t)−δ, and m, δ are chosen such that Sij is positive definite initially. By (4.2) and (6.6), we
have (
∂
∂t
− L
)
Sij =Φ¨
kl,rs∇ihˆkl∇j hˆrs − ǫgij
n∑
m=1
Φ¨kl,rs∇mhˆkl∇mhˆrs
+
(
(p− 1)Φ − Φ˙klgkl
)
(S2)ij +
(
Φ˙kl(hˆ2)kl + 2ǫHˆ(pΦ− Φ˙klgkl)
)
Sij
+ Φ˙kl(hˆ2)kl(1− ǫn)gij +
(
(p+ 1)Φ − Φ˙klgkl
)
ǫ(ǫHˆ2 − |Aˆ|2)gij
−mδn−p(2Q+ 1)Qp−1−δHˆgij . (6.21)
Suppose that there exists a time t0 ∈ [0, T ∗) such that Sij ≥ 0 for all t ∈ [0, t0], and Sijµj = 0
at some point x0 ∈ Σt0 in the direction µ. As in Lemma 6.1, the null vector µ is the eigenvector
e1 corresponding to the smallest eigenvalue κ1 of the shifted Weingarten Matrix. We denote the
zero order terms in (6.21) by Q0. Then at (x0, t0), we have
Q0µiµ
j ≥Φ˙kl(hˆ2)kl(1− ǫn)−mδn−pQp−1−δ(2Q+ 1)Hˆ
≥mnpǫF−pHˆQ−δ −mδn−pQp−1−δ(2Q+ 1)Hˆ
≥mQp−δHˆ (npǫC − δn−p(2 +Q−1)) ≥ 0
by possibly choosing δ smaller (depending only on n, p,Σ0), where we used (6.16) in the third
inequality. Recall that we have (6.7), we can apply Theorem 3.5 to conclude that Sij ≥ 0 is
preserved along flow (1.1). The estimate (6.19) follows immediately.
(c). F is inverse concave and F∗|∂Γ+ = 0. The proof is similar to cases (a) and (b), by
considering Sij := hˆij − ǫ(t)Fgij , where ǫ(t) = 1n − mQ(t)−δ for certain constants m, δ, and
using the argument in case (c) of Lemma 6.1 to conclude that Sij ≥ 0 is preserved along flow
(1.1). Using the concavity of F∗ and the second inequality of (2.2), we have
f(κ) = f∗(κ
−1)−1 ≥ n2
(
n∑
i=1
1
κi
)−1
.
Then the estimate (6.19) follows from the positivity of Sij.
(d). n = 2. We consider G˜ := GQ(t)2δ , where G is defined in (6.10) and δ > 0 is a constant
to be determined later. Then by (6.11), (6.12), (6.13) and Lemma 6.2, at the maximum point of
G˜, we have
∂
∂t
G˜ =
∂
∂t
GQ2δ + 2δQ2δ−1
d
dt
QG
≤Q2δG
(
− 4p
κ1 + κ2
∑
i f˙
iκ2i
F p+1
− 4κ1κ2
κ1 + κ2
(
p+ 1
F p
+
p
∑
i f˙
i
F p+1
)
+ 21−pδ(2 +Q−1)Qp
)
≤Q2δG (−CQp + 21−pδ(2 +Q−1)Qp) .
Choosing δ small enough, we obtain that G˜ is non-increasing in time. Therefore G˜ is uniformly
bounded from above and the pinching estimate (6.19) follows. 
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7. Proof of Theorem 1.3: Oscillation decay
In this section, we prove that there exists a point y ∈ Hn+1 such that if we write the solution
Σt as graphs of function u(·, t) in the geodesic polar coordinate system centered at y, then the
oscillation of u converges to zero exponentially.
7.1. Hausdorff closeness to a sphere.
We first show that for each time t, Σt is Hausdorff close to a geodesic sphere. To prove this,
we use the conformally flat parametrization and consider the corresponding flow in Poinca´re ball
of Rn+1, see e.g.,[13, §5]. In the Poinca´re ball model, the hyperbolic space is the unit ball Bn+11
equipped with the conformally flat metric
ds¯2 =
4
(1− r2)2 (dr
2 + r2gSn)
=e2ψ(dr2 + r2gSn),
where r = |x| for each point x ∈ Bn+11 . Let
u = ln(1 + r)− ln(1− r). (7.1)
Then u is the radial distance in hyperbolic space to the origin of the ball Bn+11 . For a graphical
hypersurface
Σ = graph u = graph u˘,
we distinguish quantities in Bn+11 ⊂ Rn+1 from those in Hn+1 by an additional bre`ve, e.g.
u˘, h˘ji , λ˘i. By using (7.1), we have
u˘ = r = 1− 2
eu + 1
, eψ =
(eu + 1)2
2eu
. (7.2)
The Weingarten matrixes hji and h˘
j
i of the hypersurface Σ are related by
eψhji = h˘
j
i +
1
v
2r
1− r2 δ
j
i , (7.3)
where v is defined by (2.12). The equations (7.3) and (7.2) imply that the principal curvatures
λi and λ˘i satisfy
λ˘i =e
ψλi − 1
v
eψ(1− 2
eu + 1
)
=eψ
(
κi + (1− 1
v
) +
2
(eu + 1)v
)
.
We have shown that the evolving hypersurface Σt satisfies the estimate C
−1κiQ ≤ C (see
(6.17)), v − 1 ≤ CQ−1 (see (4.7)). Using the expression (7.2) for eψ, we obtain that
λ˘i = 1 +O(Q(t)
−1/2).
Therefore by Lemma 6.3, we have∣∣∣∣∣ 1λ˘i −
1
λ˘j
∣∣∣∣∣ =
∣∣∣∣∣ λ˘i − λ˘jλ˘iλ˘j
∣∣∣∣∣ = eψ
∣∣∣∣∣κi − κjλ˘iλ˘j
∣∣∣∣∣ ≤ CQ(t)− 12−δ (7.4)
for some positive constant C = C(p,Σ0).
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In Theorem 1.4 of [21], Leichtweiß proved that there exists a constant cn depending only on
the dimension n such that for any strictly convex hypersurface Σ of Rn+1, there exists a sphere
S in Rn+1 such that
d˘H(Σ, S) ≤ cnmax
x∈Σ
(rn(x)− r1(x)),
where r1 ≤ r2 · · · ≤ rn are principal radii of curvature of Σ and d˘H is the Euclidean Hausdorff
distance. The estimate (7.4) says that r˘n(t) − r˘1(t) ≤ CQ(t)− 12−δ, where r˘i = 1/λ˘i are the
principal radii of Σt in B
n+1
1 ⊂ Rn+1 with respect to Euclidean metric. Then there exists
a sphere St in B
n+1
1 such that d˘H(Σt, St) ≤ CQ(t)−
1
2
−δ. For the corresponding hyperbolic
Hausdorff distance dH, we have dH(Σt, St) ≤ max (eψ)d˘H(Σt, St) ≤ CQ(t)−δ We denote by yt a
suitable oscillation minimizing center of Σt in H
n+1, then we obtain the following proposition.
Proposition 7.1. Under the assumption of Theorem 1.3, there exists a positive constant C such
that for each Σt, there exists a point yt ∈ Hn+1 with
osc(uyt) ≤ CQ(t)−δ, (7.5)
where uyt is the graph representation of Σt in the geodesic polar coordinate centered at yt, δ is
determined in Lemma 6.3.
7.2. Oscillation minimizing center.
We first show the following consequence of the oscillation decay (7.5).
Lemma 7.2. Under the assumption of Theorem 1.3, for any 0 < ǫ < δ/2 there exists a positive
constant C such that
|κiQ− 1| ≤ CQ(t)−ǫ (7.6)
along flow (1.1) for all t ∈ [0, T ∗), where δ is determined in Lemma 6.3.
Proof. Since the shifted curvature κi of a hypersurface in hyperbolic space H
n+1 is independent
with the choice of the center of geodesic polar coordinates of Hn+1, we calculate κi on Σt =
graph uyt in the geodesic polar coordinate centered at yt. Armed with the estimate (7.5), we
can apply the inequality (4.13) to improve the C1 estimate in Lemma 4.2 and obtain that
v2 − 1 = |∇¯u|
2
sinh2 u
≤ CQ(t)−1−δ. (7.7)
Equivalently, |∇¯u| ≤ CQ−δ/2. Since u−θ is bounded in C∞(Sn), via interpolation (see e.g.,Lemma
6.1 in [13]) we obtain
|∇¯2u| ≤ C|∇¯u|1− 1k |∇¯k+1u| 1k ≤ CQ(t)−(1− 1k ) δ2 ,
where C depends on k, p,Σ0. For any 0 < ǫ < δ/2, by choosing k ≥ δδ−2ǫ , we have |∇¯2u| ≤
C(ǫ, p,Σ0)Q(t)
−ǫ. Then from (2.15), we obtain that
hˆjiQ− δji = (Q
(
coth u
v
− 1
)
− 1)δji +
coshu
v3 sinh3 u
Quiu
j − v−1Qgjk∇¯i∇¯ku = O(Q−ǫ)δji ,
then the estimate (7.6) follows immediately. 
Now we prove that the oscillation minimizing center yt converges to a fixed point y as t→ T ∗.
Proposition 7.3. There exists a point y ∈ Hn+1 such that for any 0 < ǫ < δ/2, we have
osc(uy) ≤ CQ(t)−ǫ (7.8)
along flow (1.1) for some positive constant C = C(p, ǫ,Σ0), where uy is the graph representation
of Σt ⊂ Hn+1 over the geodesic sphere centered at y and δ is determined in Lemma 6.3.
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Proof. Under the geodesic polar coordinate system with center in the domain enclosed by Σ0, we
consider the equation (5.16) for u− θ with respect to the time parameter τ = τ(t). By Lemma
7.2 and the estimate (7.7) on v, for any ǫ < δ/2 we have∣∣∣∣ ∂∂τ (u− θ)
∣∣∣∣ =
∣∣∣∣ v
F (hˆjiQ)
p
− 1
np
∣∣∣∣ ≤ C0Q−ǫ ≤ C1e−2ǫθ.
This combined with (5.14) gives that
∂
∂τ
(
u− θ − C1n
p
2ǫ
e−2ǫθ
)
≥ −C1e−2ǫθ + C1e−2ǫθ = 0,
∂
∂τ
(
u− θ + C1n
p
2ǫ
e−2ǫθ
)
≤ C1e−2ǫθ − C1e−2ǫθ = 0.
From the monotonicity above and the fact that u − θ is C∞ bounded, we obtain that u − θ
converges in C∞ to a smooth function on the sphere. Moreover, for any τ > 0, let yτ be the
oscillation minimizing center of Σt(τ) and denote uyτ the graph representation of Σt(τ) in the
geodesic polar coordinate centered at yτ . For any τ2 > τ1, Proposition 7.1 implies that
(uyτ1 − θ −
C1n
p
2ǫ
e−2ǫθ)|τ2 ≥(uyτ1 − θ −
C1n
p
2ǫ
e−2ǫθ)|τ1 ≥ −cQ−ǫ|τ1 ,
(uyτ1 − θ +
C1n
p
2ǫ
e−2ǫθ)|τ2 ≤(uyτ1 − θ +
C1n
p
2ǫ
e−2ǫθ)|τ1 ≤ cQ−ǫ|τ1 .
Then we have −cQ(τ1)−ǫ ≤ (uyτ1 − θ)|τ2 ≤ cQ(τ1)−ǫ. Therefore
osc(uyτ1 )(τ2) ≤ cQ(τ1)−ǫ, ∀ τ2 > τ1.
Note that osc(uyτ2 )(τ2) ≤ cQ(τ2)−δ ≤ cQ(τ1)−δ, then we obtain that
dH(yτ1 , yτ2) ≤ cQ(τ1)−ǫ, ∀ τ2 > τ1.
Hence yτ converges to a point y ∈ Hn+1 and dH(yτ , y) ≤ cQ(τ)−ǫ for any τ > 0. It follows that
osc(uy) ≤ osc(uyτ ) + 2dH(yτ , y) ≤ CQ(τ)−ǫ.

7.3. Linearization and exponential convergence.
In the rest of this section, we fix the point y ∈ Hn+1 obtained in Proposition 7.3 and write Σt
as graphs of u(·, t) = uy(·, t) in the geodesic polar coordinate centered at y. We have proved in
Proposition 7.3 that the solution σ = u− θ of (5.16) converges to 0 exponentially. Next we show
how to use the linearization to improve the convergence rate. This idea has been used earlier by
Andrews in [2] to study the convergence of the affine curve-lengthening flow.
The linearized equation of flow (5.16) about the spherical solution is given as follows: If
we have a family of solutions σ(ξ, τ, s) := u(ξ, τ, s) − θ(τ) with σ(ξ, τ, 0) = 0, then writing
σ˙(ξ, τ) = ∂∂sσ(ξ, τ, s)|s=0, we find by differentiating (2.15) and (5.16) the following equations:
∂
∂s
hˆji
∣∣∣∣
s=0
= − 1
sinh2 θ
(
σ˙δji + ∇¯i∇¯jσ˙
)
,
∂
∂τ
σ˙ =
p
F p+1Qp sinh2 u
∣∣∣∣
u=θ
(nσ˙ +∆Snσ˙)
=
2p
np+1(1− e−2θ) (nσ˙ +∆Sn σ˙) .
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Let G[σ] denote the right hand side of (5.16) and define
A(θ) =
2p
np+1(1− e−2θ) . (7.9)
Since σ(·, τ) converges to zero exponentially as τ →∞ as shown in Proposition 7.3, the map G
is a smooth map from a sufficiently small C2(Sn)-neighborhood of σ = 0 to C0(Sn), and we can
write
G[σ] =G[0] +DG|0(σ) + η
=A(θ) (n+∆Sn)σ + η
for sufficiently large time τ , where η denotes the error term which can be controlled by |σ|2C2(Sn).
We decompose σ in the form
σ(·, τ) =
∑
k
φk(·, τ),
where each φk(·, τ) is a harmonic homogeneous polynomial on Rn+1 of degree k. We have
∆Snφk = −k(n− 1 + k)φk, k ≥ 0.
This gives that
d
dτ
∫
Sn
σ2dµ =2
∫
Sn
σG[σ]dµ
=2
∫
Sn
σ (A(θ)(n +∆Sn)σ + η) dµ
=2
∫
Sn

A(θ)∑
k≥0
(n− k (n− 1 + k))φ2k + ση

 dµ, (7.10)
and
d
dτ
∫
Sn
σdµ =
∫
Sn
(A(θ)nσ + η) dµ. (7.11)
Since φ1 is a linear combination of the first eigenfunctions of ∆Sn which are given by the coor-
dinate functions zi, i = 1, · · · , n + 1 of Sn in Rn+1, we also have
d
dτ
∫
Sn
σzidµ =
∫
Sn
zi (A(θ)(n+∆Sn)σ + η) dµ
=
∫
Sn
zi (A(θ)(n+∆Sn)φ1 + η) dµ
=
∫
Sn
ηzidµ. (7.12)
Note that we have
φ0 =
1
ωn
∫
Sn
σdµ, φ1 =
n+ 1
ωn
n+1∑
k=1
(
∫
Sn
σzkdµ)zk,
where ωn = |Sn|. By setting
σ0 := σ − φ0, σ1 := σ − φ0 − φ1,
we have
d
dτ
∫
Sn
σ2i dµ = 2
∫
Sn

A(θ) ∑
k≥i+1
(n− k (n− 1 + k))φ2k + σiηi

 dµ (7.13)
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for i = 0, 1, where each ηi can be controlled by |σ|2C2(Sn).
We have the following estimates:
Lemma 7.4. Under the assumptions of Theorem 1.3, there exists τ0 > 0 and some positive
constants γ, C such that for any τ > τ0 we have∫
Sn
φ20(·, τ)dµ ≤ C
(∫
Sn
σ2(·, τ)dµ
)1+γ
, (7.14)
∫
Sn
φ21(·, τ)dµ ≤ C
(∫
Sn
σ2(·, τ)dµ
)1+γ
. (7.15)
Proof. By a special case of the Gagliardo-Nirenberg interpolation inequality, we have
|σ|C2 ≤ C(k)|σ|
n+2
n+k
Ck
|σ|
k−2
n+k
L2
(7.16)
for any k ≥ n. Then the C∞ estimate of σ implies that for any 0 < ǫ < 1, we have
|σ|2C2 ≤ C(ǫ)|σ|1+ǫL2 . (7.17)
Note that ∫
Sn
φ20dµ =
1
ωn
(∫
Sn
σdµ
)2
,
where ωn = |Sn|. To prove the inequality (7.14), it suffices to prove that
G =
(∫
Sn
σdµ
)2
−
(∫
Sn
σ20dµ
)1+γ
is non-positive when τ > τ0 with τ0 sufficiently large. By (7.11), (7.13) and (7.17), when τ >
τ0 >> 0, we have
d
dτ
G ≥ 2nA(θ)
(∫
Sn
σdµ
)2
− 2(1 + γ)A(θ)
(∫
Sn
σ20dµ
)γ ∫
Sn
∑
k≥1
(n− k(n − 1 + k))φ2kdµ
− c
∣∣∣∣
∫
Sn
σdµ
∣∣∣∣
∫
Sn
|σ|2C2dµ− c(1 + γ)
(∫
Sn
σ20dµ
)γ ∫
Sn
|σ0||σ|2C2dµ
≥ 2nA(θ)
(∫
Sn
σdµ
)2
− c|σ|2+ǫ
L2
− c(1 + γ)|σ|2+ǫ+2γ
L2
= nA(θ)
(
G+
(∫
Sn
σ20dµ
)1+γ)
+ nωnA(θ)
∫
Sn
φ20dµ
− c|σ|2+ǫ
L2
− c(1 + γ)|σ|2+ǫ+2γ
L2
≥ nA(θ)G
if we choose ǫ > 2γ with γ < 12 , where the last inequality above is due to the fact that∫
Sn
σ2dµ =
∫
Sn
φ20dµ +
∫
Sn
σ20dµ
converges to 0 by Proposition 7.3. Since A(θ) converges to 2p
np+1
as τ goes to infinity, G must
be non-positive when τ > τ0 >> 0, otherwise G would become unbounded which contradicts
Proposition 7.3.
SHIFTED INVERSE CURVATURE FLOWS IN HYPERBOLIC SPACE 35
Similarly, noting that ∫
Sn
φ21dµ =
n+ 1
ωn
n+1∑
i=1
(∫
Sn
σzidµ
)2
,
to prove the inequality (7.15) it suffices to prove that
G˜ =
n+1∑
i=1
(∫
Sn
σzidµ
)2
−
(∫
Sn
σ21dµ
)1+γ
stays non-positive when τ > τ0 with τ0 sufficiently large. Again, by (7.12), (7.13) and (7.17),
when τ > τ0 >> 0, we have
d
dτ
G˜ ≥− 2(1 + γ)A(θ)
(∫
Sn
σ21dµ
)γ ∫
Sn
∑
k≥2
(n− k(n − 1 + k))φ2kdµ
− c
∑
i
∣∣∣∣
∫
Sn
σzidµ
∣∣∣∣
∫
Sn
|σ|2C2dµ− c(1 + γ)
(∫
Sn
σ21dµ
)γ ∫
Sn
|σ1||σ|2C2dµ
≥(2− α)(1 + γ)A(θ)(n+ 2)|σ1|2+2γL2
+ α(1 + γ)A(θ)(n+ 2)
(
−G˜+
n+1∑
i=1
(∫
Sn
σzidµ
)2)
− c|σ0|2+ǫL2 − c(1 + γ)|σ0|
2+ǫ+2γ
L2
=− α(1 + γ)A(θ)(n+ 2)G˜
+ (1 + γ)A(θ)(n + 2)
(
(2− α)|σ1|2+2γL2 +
αωn
n+ 1
∫
Sn
φ21dµ
)
− c|σ0|2+ǫL2 − c(1 + γ)|σ0|2+ǫ+2γL2 (7.18)
where α ∈ (0, 2) is a constant to be determined and we have used the fact that |σ|L2 ≤ C|σ0|L2
due to the inequality (7.14). We choose α such that α < 2 and
α ≤ nδ
6p(n+ 2)(1 + γ)
,
where δ is the constant determined in Lemma 6.3, and choose ǫ > 2γ > 0. Using the relation∫
Sn
σ20dµ =
∫
Sn
σ21dµ+
∫
Sn
φ21dµ,
we obtain that the last two lines of (7.18) are nonnegative for τ > τ0 with τ0 sufficiently large.
Therefore
d
dτ
G˜ ≥ −nδ
6p
A(θ)G˜
for τ > τ0 with τ0 sufficiently large. By the expression (7.9) of A(θ), for τ0 sufficiently large we
have A(θ) ≤ 3pn−p−1 for any τ > τ0 >> 0. Then
d
dτ
G˜ ≥ − δ
2np
G˜ (7.19)
for τ > τ0 with τ0 sufficiently large. If there exists a sufficiently large time τ1 > τ0 such that G˜ is
positive at τ1. The inequality (7.19) implies that G˜(τ) ≥ G˜(τ0)e− δ2np (τ−τ0). However, Proposition
7.3 implies that G˜(τ) ≤ Ce− 2ǫnp τ for any ǫ < δ/2. This is a contradiction. Therefore we conclude
that G˜ remains non-positive for all τ > τ0 with τ0 sufficiently large. 
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Proposition 7.5. Under the assumptions of Theorem 1.3, for any β < (1 + 2n)p, there exists a
positive constant C = C(p, β,Σ0) such that
|u− θ| ≤ CQ(t)−β. (7.20)
Proof. We rewrite the equation (7.10) as
d
dτ
∫
Sn
σ2dµ =− 2(n + 2)A(θ)
∫
Sn
∑
k≥0
φ2kdµ
+ (4n + 4)A(θ)
∫
Sn
φ20dµ + 2(n+ 2)A(θ)
∫
Sn
φ21dµ
+ 2
∫
Sn

−∑
k≥2
(n(k − 2) + k2 − k − 2)φ2k + ση

 dµ
≤− 2(n + 2)A(θ)
∫
Sn
σ2dµ+ (4n+ 4)A(θ)
∫
Sn
φ20dµ
+ 2(n + 2)A(θ)
∫
Sn
φ21dµ + C
∫
Sn
|σ||σ|2C2dµ.
Applying the estimates (7.14), (7.15) and (7.17), we have
d
dτ
∫
Sn
σ2dµ ≤− 2(n + 2)A(θ)
∫
Sn
σ2dµ+ C|σ|2+ǫ
L2
+ C|σ|2+2γ
L2
.
Since 2(n+ 2)A(θ) = 4(n+2)p
np+1(1−e−2θ)
converges to 4(1 + 2n)n
−pp increasingly, for any β < (1 + 2n)p
there exists a constant C = C(p, β,Σ0) with
|u− θ|L2 ≤ Ce−
2
np
βτ .
By (5.15) and the definition of Q(t) = Q(t(τ)), we conclude that for any β < (1 + 2n)p, we have
|u− θ|L2 ≤ CQ(t)−β
for some positive constant C(p, β,Σ0). Then (7.20) follows from the interpolation inequality
(7.16). 
Corollary 7.6. We have the following improved estimate on shifted curvature:
|κiQ− 1| ≤ CQ−β, ∀ β < (1 + 2
n
)p. (7.21)
Proof. For any β < (1 + 2n)p, by Proposition 7.5 we have
osc(u) ≤ CQ−β.
The proof of Lemma 7.2 implies that
|κiQ− 1| ≤ CQ−
β
2 .
Then
hji −
coth(u)
v
δji =hˆ
j
i + (1−
coth u
v
)δji ≥ −CQ−1−β/2δji . (7.22)
Substituting (7.22) into (4.11) and comparing with (4.12), we have
0 ≤
(
k + CvQ−1−β/2
)
v2|∇¯u|2
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at the maximum point of the function G = ln v+ku. By choosing k = −2CQ−1−β/2 and applying
the same argument in Lemma 4.2, we obtain
v ≤exp(|k|osc(u)) ≤ exp(CQ−1− 32β).
Hence a similar argument in Lemma 7.2 gives that
|κiQ− 1| ≤ CQ−ǫ, ∀ ǫ < 3
4
β.
Repeating the argument above we can obtain that |κiQ − 1| ≤ C(ǫ, p,Σ0)Q−ǫ holds for all
ǫ < 2
m−1
2m β, m ∈ Z+. Thus by Lemma 7.2, our assertion holds. 
Finally we show that the flow actually becomes arbitrarily close to a flow of geodesic spheres:
Since the radius θ(t) = θ(t, T ∗) of the spherical solution St is chosen such that T
∗ is the same
maximal existence time of flow (1.1), by Lemma 4.1 we have
St ∩ Σt 6= ∅ (7.23)
for all t ∈ [0, T ∗). Then Theorem 1.3 follows from Proposition 7.5.
8. Example: loss of horo-convexity
In this section, we give an example of a horo-convex hypersurface in Hn+1 which develops a
principal curvature less than 1 instantly along the flow
∂
∂t
X =
1
Hˆp
~ν, p > 1, (8.1)
in H3, where Hˆ = H −n is the shifted mean curvature. By the continuity with respect to initial
values this shows that one can also find strictly horo-convex initial hypersurface which develop
a principal curvature less than 1 quickly along the flow (8.1). This indicates that the condition
f |∂Γ+ = 0 in Theorem 1.2 (when p > 1) is needed, and that we cannot generalize our results in
Theorem 1.3 (cases (b) (c) (d)) for p > 1.
We use the upper half-space model of H3: the hyperbolic space H3 is the upper half-space R3+
equipped with a conformally flat metric
g¯(x) =
dx21 + dx
2
2 + dx
2
3
x23
, x ∈ R3+.
We distinguish quantities in R3+ from those in H
3 by an additional bre`ve. We recall the construc-
tion given in [6, §5] on a smooth convex hypersurface in Euclidean space which losses convexity
along the contracting curvature flow (see [19] for another application of this construction). The
idea is to replace a small portion of a sphere by local graph of a smooth strictly convex function.
Let R0 > R be two positive constants. We consider the the following bounded region
Ω =
{
x = (x1, x2, x3) : u˘(x) ≤ x3 ≤ R0 +
√
R2 − |x|2, |x| ≤ R
}
in R3+, where we denote x = (x1, x2) ∈ R2, u˘ is a smooth positive function to be determined
later with u˘(x) = R0 −
√
R2 − |x|2 outside a ball Br(0) ∈ R2 for sufficiently small r > 0. We
aim to show that for suitable function u˘, the boundary of Ω provides an example of horo-convex
hypersurface in hyperbolic space which losses horo-convexity along the flow (8.1).
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We modify the function u˘ used in [6, §5] by adding a positive constant c3. That is, we consider
the graph Σ1 = {(x1, x2, u˘(x1, x2)) | (x1, x2) ∈ R2} with the function u˘ given by
u˘(x) =
c1
24
x41 +
1
2
(a2 + b2x1 +
1
2
c2x
2
1)x
2
2 + c3, (8.2)
where a2, b2, c3 are arbitrary positive constants and
c1 =
1
4
, c2 =
2b22
a2
+
1
4
.
In this coordinate, the induced metric gij on Σ1 is expressed as
gij =
uˇ,iuˇ,j + δij
uˇ2
.
The second fundamental form hij of Σ1 in hyperbolic space is related to the second fundamental
form h˘ij with respect to the Euclidean metric by the following identity (see e.g., [16, §1])
hij =
h˘ij
u˘
+
1
v
gij =
u˘,ij
vu˘
+
1
vu˘2
(u˘,iu˘,j + δij), (8.3)
where v =
√
1 + |Du˘|2 and indices appearing after a comma denote usual partial derivatives.
At the point (0, 0), we have u˘(0) = c3 and Du˘(0) = 0. Then gij(0) = c
−2
3 δij , the Christoffel
symbols of the induced metric gij satisfy Γ
k
ij(0) = 0 and
∂mΓ
k
ij(0) =uˇ,kmuˇ,ij −
1
c3
(δkj u˘,im + δiku˘,jm − δij u˘,km).
The second fundamental form satisfies
hij =
1
c3
u˘,ij +
1
c23
δij, ∇khij = 1
c3
u˘,ijk ,
∇l∇khij = 1
c3
(u˘,ijkl−u˘,ki u˘,jm u˘,ml−u˘,kj u˘,im u˘,ml−u˘,ij u˘,km u˘,ml )
− 1
c23
(u˘,mk u˘,ml δij + u˘lmu˘,mjδik + u˘,lmu˘,imδjk)
+
1
c23
(u˘,kl u˘,ij +u˘,kju˘,il + u˘,lju˘,ik) ,
at the point (0, 0). One can compute that at the point (0, 0), we have
hˆ11 = h11 − g11 = 0, hˆ22 = h22 − g22 = a2
c3
, hˆ12 = hˆ21 = 0,
∇1h11 = 0, ∇1h22 = b2
c3
,
∇1∇1h11 = c1
c3
, ∇2∇2h11 = c2
c3
− a
2
2
c23
.
By the equation (3.7), the entry hˆ11(0, t) of the shifted second fundamental form evolves along
the flow (8.1) by
∂
∂t
hˆ11 =
pc23
Hˆp+1
(∇1∇1h11 +∇2∇2h11)− p(p+ 1)c
4
3
Hˆp+2
(∇1h11 +∇1h22)2
+
p
Hˆp+1
(
(hˆ11)
2 + (hˆ22)
2
) 1
c23
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=
p
(c3a2)p+1
(
c3(c1 + c2)− a22
)− p(p+ 1)
(c3a2)p+2
(c3b2)
2 +
p
(c3a2)p+1
a22
=
p
cp3a
p+2
2
(a2
2
+ (1− p)b22
)
. (8.4)
Since p > 1, when c3 is fixed, for suitable a2 and b2, the entry hˆ11(0, t) satisfies
∂
∂t hˆ11 < 0 at the
point (x1, x2) = (0, 0). Hence hˆ11 drops below than 0 instantly at the point (x1, x2) = (0, 0).
Next, we show that the graph Σ1 of u˘ over a small ball Br(0) with the induced metric from the
hyperbolic metric is a horo-convex hypersurface, and is strictly horo-convex at (x1, x2) 6= (0, 0):
By direct computation, we have
|Du˘|2 =a22x22 + o(x21 + x22), (8.5)
h˘11 =
c1
2
x21 +
c2
2
x22 + o(x
2
1 + x
2
2),
h˘21 = h˘
1
2 =b2x2 + c2x1x2 + o(x
2
1 + x
2
2),
h˘22 =a2 + b2x1 +
c2
2
x21 − a32x22 + o(x21 + x22),
where the notation little o means arbitrarily small comparing the function x21+x
2
2. The identity
(8.3) is equivalent to
hji = h˘
j
i u˘+
1
v
δji . (8.6)
Therefore the graph Σ1 is strictly horo-convex if and only if
h˘ji u˘v > (v − 1)δji =
(
1
2
|Du˘|2 + o(|Du˘|2)
)
δji . (8.7)
One can compute that the smallest eigenvalue of (h˘ji u˘) equals
λ1(h˘
j
i u˘v) =
c1c3
2
x21 + c3(
1
2
c2 − b
2
2
a2
)x22 + o(x
2
1 + x
2
2) =
c3
8
x21 +
c3
8
x22 + o(x
2
1 + x
2
2). (8.8)
Then by (8.5), (8.8) and continuity, it’s not difficult to see that the graph of u˘ is horo-convex
(i.e. (8.7) is satisfied) in a small ball Br(0) if c3 > 4a
2
2.
By the similar argument as given in [6, §4], we can modify the function u˘ outside Br/4(0),
keeping it uniformly horo-convex and smooth, to make it equal to R0−
√
R2 − |x|2 outside Br(0)
for suitable R and R0. We denote by Σ2 the part ∂Ω \ (Σ1|Br/4(0)) which is strictly convex in
R
3
+ with respect to the Euclidean metric. Suppose that h˘
j
i ≥ βδji on Σ2, where β = β(Σ2) > 0
is a constant which is invariant under translation in R3+. Then by choosing c3 > 0 sufficiently
large and applying (8.6), we have
hji ≥ βc3δji +
1
v
δji > δ
j
i (8.9)
on Σ2 which means that Σ2 is horo-convex with respect to the hyperbolic metric. Meanwhile,
when we enlarge c3, the principal curvatures of Σ1 in H
3 will not decrease. Hence, ∂Ω provides
a smooth closed horo-convex hypersurface which losses the horo-convexity instantly along flow
(8.1).
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