Abstract One of the basic properties of confocal scanning laser microscopy (CSLM) is the possibility of high axial resolution in the case of fluorescent object% As a consequence 3D images of 30 objects can be obtained. In the previous papers of this series it has been demonstrated that an improvement of lateral resolution in CSLM (lateral super-resolution) can be obtained if, at each step of the scanning procedure, the full image is detected in the image plane and these data are inverted to estimate the object at the confocal point. In this paper we prove that the same data contain sufficient information for improving also the axial resolution of CSLM (axial superresolution). The analysis is performed in the c u e of a simplified model i.e. two-dimensional objects (one lateral plus one axial dimension) and lenses with a small numerical apenure.
Introduction
The possibility of super-resolution in confocal scanning laser microscopy (CSLM) has been demonstrated in both the coherent [l] and incoherent [2] cases (fluorescence microscopy). These results, obtained for one-dimensional pupils, have also been extended to circular pupils [3]. The method requires that the full image is measured, by means of a suitable may of detectors, at each step of the scanning procedure. In a recent paper [4], however, it has been shown that the m a y of detectors can be conveniently replaced by a suitable holographic mask and experimental confirmation has been achieved in both the coherent [5] and incoherent 161 cases.
The papers mentioned above demonstrate the improvement of resolution, with respect to conventional CSLM, in the direction orthogonal to the optical axis of the instrument (lateral resolution). It is well known, however, that one of the interesting properties of CSLM is the optical sectioning of a fluorescent object [7, 8] . As a result three-dimensional imaging of biological objects becomes possible. A difficulty is that these images are orientation dependent since the lateral resolution is better than the axial resolution. Such a difficulty would. be increased by super-resolving CSLM if this new technique could improve lateral resolution only. Therefore it is important to investigate the effect of the measurement of the full image on the axial resolution. An indication of axial super-resolution has already been obtained by means of numerical computations in the case of lenses with high numerical aperture (NA) [9] . These computations are still very preliminary and not very accurate. The reason is that the computation of the matrix that approximates the integral operator is time consuming: each matrix element is given by a double integral. As a consequence it has only M66-5611/94/051059+19$19.50 @ 1994 IOP Publishing Ltd 1059 been possible to use matrices of moderate size. The purpose of this paper is to investigate c&efully the problem in a rather simplified situation, namely in the case where the objects depend on only one lateral variable and the numerical aperture of the lenses is small. In this case we do not have the difficulty mentioned for the high NA problem.
In general, if we consider a threedimensional fluorescent object and if f (p; z) (where p = [ x , y } ) is the distribution function of the fluorescent centres (here the origin of the coordinate system is the confocal point and the z axis coincides with the optical axis of the microscope so that the plane z = 0 is the confocal plane of the system) then the intensity distribution in the image plane is given by [91 g(p) = 1 W(lp -p'l; z')W(p'; z')f (p'; z')dp'dz'
(1.1) where W ( p ; z) is the time-averaged electrical energy distribution in the focal region. This equation is valid under the following assumptions:
(i) the optical system is invariant with respect to rotations around the optical axis; (ii) the excitation light is circularly polarized; (iii)the fluorescent material is weakly absorbing; (iv) the fluorescent radiation is completely incoherent and randomly polarized, (v) the difference between the wavelength of the excitation radiation and the wavelength of the fluorescent radiation is neglected.
In the case of objects which depend on only one lateral variable (let us say the x variable) and for cylindrical lenses, ( U ) takes the form
A further simplification is obtained if we assume that the numerical aperture of the objectives is small. In this case we can use the scalar theory of diffraction and the function W(x,z) is given by This expression can be easily derived from the Debye integral [lo] . We point out that the coordinates x , z are essentially optical coordinates, related to the geomelrical coordinates X O , zo by the relations
where a is the half-width of the cylindrical lenses, f is the common focal length and h is the wavelength of the radiation. This choice is equivalent to taking the lateral Rayleigh resolution distance as the unit of length. We also point out that the normalization of the function S(x, z) has been chosen in such a way that
Therefore, when f ( x , z) = f (x)S(z), the integral equation (1.2) coincides with the integral equation investigated in [2] . As in [1,2] we must solve the following problem: given g ( x ) , estimate the value of f ( x , z ) at the point x = z = 0. This problem must be solved for each scanning position, the two-dimensional image being obtained by means of a two-dimensional scanning (both in the x direction and in the z direction). We recall that in the conventional CSLM only the value of the image at the confocal point, i.e. g(O), is detected at each scanning position and therefore, if one neglects the integration effect of the pinhole, the impulse response function of the conventional CSLM is given by (1.8)
The effect of the pinhole, however, must be taken into account in estimating the resolution which can be achieved in practice. For this reason we will not neglect the pinhole when we compare the impulse response function of the conventional CSLM with that of the superresolving one.
In section 2 we investigate the main properties of the integral operator (1.2), in particular we prove that it is compact, so that we can introduce its singular system. In section 3 we present both a discretization of the integral equation based on the sampling theorem and a discretization obtained by taking the Fourier transform of (1.2) with respect to the x variable. This is used for computing approximations both of the singular values and of the singular functions. In section 4 we discuss the numerical results we have obtained concerning the singular system of the integral operator (1.2). In section 5 we demonstrate the possibility of axial super-resolution and we compare the results presented in this paper with the results given in [2] .
T ( x , z) = IW(x, zp.
The integral operator
The integral equation (1.2) can be written in the form
where A is the integral operator the function W ( x , z) being defined by (1.3) and (1.4).
It will be considered as an operator from Lz(Rz) into L2(R).
Schmidt class and therefore it is compact. where A* is the adjoint of the operator A. It is given by
(2.10)
We notice that this operator transforms a function of one variable into a function of two variables and it is a compact operator from L2@) into L2(R2). (a') they are functions of only one variable, x ; (b') they are band limited and their support is interior to the interval [-2a, h]; (c') they form an orthonormal basis in the closure of the range of A, which is the orthogonal complement of the null space, N(A*), of the operator A.
Since N ( A ) is not trivial (it contains, at least, all the functions whose FT is zero over the band of T ( x , z ) , figure I ), the solution of (2.1) is not unique. The generalized solution of this equation is the unique least-squares solution orthogonal to N ( A ) . As a consequence it belongs to the closure of the range of A*. In terms of the singular system it is given by (2.11) where (g. ut), denotes the scalar product in L2(lR). This is an even function of z'. However, we are only interested in estimating f' at the confocal point, x' = z' = 0.
Discretization of the integral equation
The method used in [2-4] for discretizing the integral equations of confocal microscopy was based on the sampling theorem and can be extended to the present case. In fact, the functions in the range of the integral operator A , equation ( 
We also notice that the following relations hold We will also write, as in 121
When NO, MO, LO + CO, the singular values of the finite-dimensional matrix converge to the singular values of the infinite-dimensional one. Moreover, if we denote by U,$ and Vik) the components of the singular vectors of the finitedimensional matrix (normalized to one with respect to the usual Euclidean norm), from (3.6) and the truncated sampling expansions, we obtain the following approximations to the singular functions of the integral operator (2.2) (3.11)
Computations have been performed for several values of NO, MO and LO, trying to check the convergence of the procedure. It is the case that the convergence is much slower than that of the one-dimensional problem considered in 121. This is due to a poor evaluation of the two-dimensional integral by means of the sampling expansion as a consequence of the behaviour at infinity of the function W ( x , z ) (see appendix A).
The maximum values of NO, MO and Lo we have considered are NO = 193 (i.e. sampling points in the interval [-48,481) ; MO = 1537 and LO =~385 (the choices of MO and Lo correspond to sampling points in the interval [-192,192] The previous method requires time consuming computations and the results are not completely satisfactory. In particular, the transfer functions (see the next section) obtained in this way show some oscillatory structures which come from the buncation of the sampling expansions. For this reason we have also considered an altemative method already used in [4] .
We take the Fourier transform of both sides of (1.2) and denote by &J, ) the Fourier transform of g(x) and by @(oz. z) and f ( w z , z) the Fourier transform, with respect to x for z fixed, of W ( X , z) and f (x. z ) , respectively. Then, from the convolution theorem we get (3.13)
for lw,l -= 2n and &J~) = 0 elsewhere. In fact, as follows from (B.5), W ( w x , z ) = 0 when Iw,l > 2n. The advantage of (3.13) over (1.2) is that it is an equation on a bounded interval, as concems the variable w,, and that the function @(U,, 2') is elementary (see (B.5)) so that its evaluation does not require the computation of an integral. Now, the function w ( w x , z') is band limited, as a function of z; its bandwidth depends on 0 , and is given by (see (B.5)): C 2 = lw,l(l -lwzl/2n) e 4 .. On the other hand, if
we look for the generalized solution of (3.13), this is a band limited function of z', with a bandwidth smaller than n. Therefore, we can represent f(w:, z') by the following sknpling expansion
1=-m and if we substitute this expansion in (3.13) we get (3.14)
(3.15)
The integral with respect to w: can be discretized by means of a simple trapezoidal rule. In order to have the same distance between discrete points both in w, and in U:, we must take 2N + 1 points for w, E [-k, 2x1 and 4N + 1 points for OJ: E [-4n, 4aI . In both cases the distance between adjacent points is 6 = 2n/N. Therefore, if we take into account the relationship between sampling distance in the w, variable and the length of the interval of the x variable, the discretization of the variables w, and w; corresponds to restricting the x and x' variables to the interval [ -i N , +NI.
Since %'(wx, 1) = 0 when Iw,l 2 2n, we have &k2n) = 0; moreover, the sampled values f[=k(4n -sS), I ] (s = 0 , l ) do not appear in the equation. As a consequence we can use only 2N -1 points in the w, variable where. taking into account that %(ma -U ; , 1 ) = 0 whenever Iw, -wkl 2n, we have These correspond to the interval [-110, 1101 for the x and x' variables and to the interval [-50,501 for the z' variable.
The singular system: numerical results
The singular system of the maeix (3.8) or of the matrix (3.19) has been computed for various values of the parameters NO, MO and LO. We have verified that, by increasing these parameters, the convergence of the singular values is rather slow. Anyway we believe that at least three of four digits are correct for the largest singular values, let us say the first ten and corresponding, in both cases, to the maximum values of NO, MO and LO specified in section 3, we find a.difference which is smaller than 1% up to k = 21, between 1% and 10% up to k = 50, between 10% and 20% up to k = 85, and so on. For instance, the estimate of a0 provided by the first method is a0 = 0.915 285 while that provided by the second one is a0 = 0.915212. The other results we report in this section are those obtained by means of the second method of section 3.
The behaviour of the singular value spectrum in the case N = 220, L = 50 is shown in figure 2. In the same figure it is compared with the singular value spectrum of the 1D problem considered in [2] (full curve). It is obvious that the decay of the ZD spectrum is much slower than that of the ID one. This implies that, for a given noise level, the number of degrees of freedom of the 2D problem is much greater than the number of degrees of freedom of the 1D problem. For instance in the 2D case we have 34 singular values greater than lo-' (7 in the ID case), 125 greater than (21 in the 1D case) and 267 greater than (64 in the ID case). This result is just what should have been expected. Since the image is 1D in both cases and the instrument is operating in the same way, to invert data by assuming ID objects instead of 2D ones, is equivalent to using a priori knowledge about the object in the inversion procedure. As is known, the use of a priori knowledge always implies a reduction of the number of degrees of freedom with respect to the case where no a priori knowledge is used.
We do not give figures showing the behaviour of the singular functions U&) and un(x, z), we only describe some of their properties. As concerns the functions V X ( X ) they are alternatively even and odd and more precisely they are even when k is even and odd when k is odd, except for values of k from 3 to 8 where an inversion oCcurs. It is not clear if this is a numerical effect due to the approximations used for the computation of the singular values or if it is a property of the singular functions of the integral operator. Anyway, if we rearrange the singular functions U&)
for these values of k in such a way that they are always altematively even and odd, the Fourier transforms f i & + ) have another simple property. We already know that fik(f2r) = 0 (see section 3); our numerical calculations show that fi&oX) (k = 0,1,2, . . .) has exactly k zeros interior to the interval (-Zn,27r).
As concems the singular functions ~( x , z ) , we know that they are always even functions of z (see section 2). As a function of x , U&, z) has the same parity as v d x ) , i.e. it is even if U&) is even and odd if V W ( X ) 'is odd. This is just a consequence of the second equation in (2.9). Moreover, rin (o,, U,) can take large values in a neighbourhood of the point o, = o, = 0 and this is the numerical consequence of the singularity of the singular functions of the integral operator. This singularity is induced by the singularity at that point lo69 of the function ?(ox, U:) (see (B.9 ) and (B.11)). In particular, the behaviour of &do,, oz) is quite similar to the behaviour of ?(ox. or), except for a normalization constant (see figure 4 in the next section).
The singular functions can be used for the computation of the optical masks introduced 
and for this reason in figure 3 we represent M K ( x ) only for x > 0. [4] ). Therefore we can conjecture that MK(x) has a limit when K + CO. This limit is presumably quite similar to the function shown in figure 3(c) .
We see that, except in a region close to x = 0 whose size is of the order of few Rayleigh distances, this function exhibits quite regular oscillations with uniformly spaced zeros, the distance between adjacent zeros being approximately half the Rayleigh distance.
The transfer function
As mentioned in the introduction, the imaging properties of the conventional CSLM can be described in terms of the impulse response function T ( x , z ) given by (1.8). The Fourier transform ?(ox, oz) of T ( x , z ) is the transferfwlction of the conventional csLM. In appendix B we give expressions for f(oz, 0) ((B.9) and (B.10)) and f(O,oz) (B.11). We see that both functions have a logarithmic singularity at the origin due to the fact that T ( x , z ) tends to zero rather slowly in the light zone, i.e. 1x1 < IzI (see (A.7)). As a consequence T ( x , z ) is not an integrable function of the two variables x , z . The function T ( x , z), however, is not a realistic representation of the impulse response function of the microscope because it corresponds to the use, in the image plane, of a pinhole with a radius much smaller than the Rayleigh distance. This condition is never satisfied in practice because it would provide too small values of the signal-to-noise ratio.
As a consequence the size of the pinhole is comparable with the Rayleigh distance even if this choice implies a loss of resolution.
On the other hand, in the super-resolving microscope based on the use of optical masks, the light distribution in the image plane is analysed by means of two masks and the light transmitted by these masks is integrated by a large detector [5,6]. Therefore the signal-tonoise ratio always has an acceptable value in this case.
For these reasons, in order to estimate the effective improvement of resolution provided by the super-resolving CSLM, we must compare its transfer function with that of a conventional CSLM when realistic values of the size of the pinhole are used.
In our model, with ID images, the use of the pinhole is equivalent to integration of the image over some interval [-a, a] . In such a case the impulse response function T ( x , z) must be replaced by the following one
We have used a normalization such that T,(x, z ) + To(x, z) = T(x, z) in the limit a + 0.
Again, f ( m x , mz) is the transfer function of the conventional CSLM with a pinhole of radius a.
By means of elementary but lengthy calculations the computation of fa(oz, U,) can be reduced to the computation of ID integrals over bounded intervals. We do not give the analytic expressions here, we only show the results in figure 4 . We again obtain the well known effect that increasing the pinhole is equivalent to reducing the effective bandwidth of the instrument and therefore is equivalent to reducing its resolving power.
As proved in [4] , the use of the optical mask (4.1) is equivalent to the use of a truncated singular-function expansion for estimating the unknown object. Moreover, thanks to the scanning procedure, we only need to evaluate this object at the confocal point, In figure 5 we give the result of our computation of f'K(ux, oz) in the case K = 34, i.e. in the case of the mask of figure 3(a) which corresponds to the use of all the singular values greater than W2. We do not give the result for K = 125 because it is rather similar to that shown in figure 5. In order to compare the super-resolving CSLM, i.e. the microscope based on the use of the mask (4.1), with the conventional CSLM we must compare the transfer function of figure 5 with the transfer functions of fiyre 4. For this purpose it has been suggested in [9] , that we compare the transfer functions one obtains by performing a regularized deconvolution of the images produced by the various microscopes. Then, as proved in 191, if T(w,, faz) is the transfer function of the microscope, the regularized image deconvolution is equivalent to a microscope with a transfer function given by for the super-resolving csul (full curves) and for the conventional CSLM with a pi"ho!e a = 0 (doted curves), D = 0.5 (broken curves) and a = 1 (chain curves). Part (a) shows T(o,,O) and part (b) T(0. d.
In figure 6 we compare the regularized transfer function (with p = lo-') of the superresolving microscope with those of the conventional microscope for different values of the pinhole radius a. As we see the effective bandwidth of the super-resolving microscope (determined by the horizontal dotted line) is always broader than those of the conventional microscopes. This effect is especially evident in the case of the axial transfer function fw(O, w z ) where the effective bandwidth of the super-resolving microscope practically coincides with the full bandwidth. Therefore the improvement of axial resolution is greater than the improvement of lateral resolution. Finally, in figure 7 the lateral transfer function of the 2D super-resolving microscope is compared with the lateral transfer function of the ID super-resolving microscope discussed in [Z]. In both cases only the singular values greater than lo-* are used, i.e. 34 singular values for the 2D case and 7 singular values for the 1D case. As indicated by the horizontal dotted line in figure 7(b) , the effective bandwidth for ID objects is greater than the effective bandwidth for 2D objects. This result is not surprising; as we remarked in section 4 the inversion of the image by assuming that the object is ID means that a priori knowledge about the object has been used. Therefore we expect that the lateral resolution of 1D objects is better than the lateral resolution of ZD objects, since the we of a priori knowledge in general implies an improvement of resolution.
Appendix A
In this appendix we derive the main properties of the function whose modulus is an even function of both variables A first remark is that this function is the solution of the following Cauchy problem for the Schrodinger 'time-dependent' equation (the 'time' being the axial variable z)
Therefore, from general properties of the Schrodinger equation it follows that, for any z, we have W ( x , z) being defined as in (1.3) . This means that, in any plane orthogonal to the optical axis, the total intensity is equal to one. Another consequence, which can also be derived directly from (A.l), is that the Fourier transform of S(x, z), denoted by .?(ox, w z ) , is a linemass concentrated over an arc of a parabola (ox, o, are the spatial frequencies associated, respectively, with the lateral variable x and the axial variable z). More precisely we have where
The support of (AS) is plotted in figure 1 . The main purpose of this appendix, however, is to derive the following asymptotic bounds on the function S(x, z)
where Cl, CZ are suitable constants. Notice that the domains in (a) and (b) correspond, respectively, to the light and shadow regions of geometrical optics.
In order to derive (a), let us first remark that, thanks to (A.2), we can assume z > 0.
Moreover we put X z tan9 = -. l t a n 9 l < 1 where P,, (r) denotes a polynomial of degree n. Therefore all the coefficients of the expansion (A.15) are bounded functions of x and z when IzI 6 1x1 and x is large. This remark implies the bound (A.8).
We conclude by noticing that the leading term in the expansion (A.15) is given by S(X, z) -sinc(x)e-"z/2
01.19)
and therefore it coincides, except for the phase factor exp(-inz/2), with S(x. 0). T ( x , z) = IW(x, Z)IZ = IS(X, z)l .
The Fourier transform of S(x, z) is given in (AS).
We first consider the Fourier transform of W ( x . z) as a function of x for fixed z, i.e.
Since we have W(-x,z) = W(x,z), we also have @(-ox,z) = p ( o z , z ) . Then, for U, > 0, using (AS) and the convolution theorem we obtain
The integral can be easily computed. Using again the symmetry property mentioned above, we obtain the following result The function f(or,~wz) has a logarithmic singularity at the origin. This is related to the fact that the function T ( x . z) is not integrable as a consequence of its slow decay at infinity in the light zone of geometrical optics, i.e. IzI > 1x1 (see (A.7) and the bound on u ( z ) , equation (2.4), implied by this inequality).
