Vector quantization is a classical quantization technique from signal processing which allows the modeling of probability density functions by the distribution of prototype vectors. It was originally used for data compression. It works by dividing a large set of points (vectors) into groups having approximately the same number of points closest to them. Each group is represented by its centroid point, as in clustering algorithms.
INTRODUCTION

Vector Quantization:-
Images are used for a communication from ancient age and because of the rapid technological growth and the usage of the internet today storage and transmission of digital data/image is possible today. Also the transmission of multimedia applications over the web is increasing day by day. The multimedia applications consist of mainly speech, images, and videos. These applications requires large amount of data resulting in consumption of huge bandwidth and storage resources.
Vector quantization (VQ) [1] - [3] is an efficient technique for data compression and has been successfully used in various applications involving VQ-based encoding and VQ based recognition. The response time is very important factor for real time application [1] . M any type of VQ, such as classified VQ [9] , [10] , address VQ [9], [11] , finite state VQ [9] , [12] , side match VQ [9] , [13] , mean-removed classified VQ [9] , [14] , and predictive classified VQ [9] , [15] , have been used for various purposes Vector Quantization (VQ) is a compression technique based on grouping blocks of information based on the similarity of their values. There is a loss of quality while using VQ, but this is duly compensated by the significant savings achieved by this compression method. VQ leads to formation of Codebooks. These Codebooks are a subset of the blocks derived from the data. It is an iterative method of clustering data, where iteration involves increasing the number of clusters twofold and re-clustering the data till a finite desired number of clusters is reached. It is a three phase process involving Codebook Generation, Encoding and Decoding.
The density matching property of vector quantization is powerful, especially for identifying the density of large and highdimensioned data. Since data points are represented by the index of their closest centroid, commonly occurring data have low error, and rare data high error. This is why VQ is suitable for lossy data compression. It can also be used for lossy data correction and density estimation [16] .
Vector Quantization (VQ) [17] [18] [19] [20] [21] [22] [23] [24] [25] is an efficient technique for data compression and has been successfully used in various applications such as index compression [26, 27] . VQ has been very popular in a variety of research fields such as speech recognition and face detection [28, 29] . VQ is also used in real time applications such as real time video-based event detection and anomaly intrusion detection systems [30] , image segmentation [31] [32] , speech data compression [33] , content based image retrieval CBIR [34, 35] and face recognition [36] .
Codebook can be generated using clustering algorithms in spatial or in transform domain. Codebook is present at the both ends of the communication. Hence before encoding of the image, codebook should be sent to receiver"s end. In order to speed up the transmission of images it is necessary to construct the global codebook for a particular class of images. Otherwise local codebook has to be transferred every time before the transmission of the image. This will be bandwidth overhead.
ALGORITHMS FOR CODEBOOK GENERATION
Linde-Buzo-Gray (LBG) Algorithm [16]:-
In this algorithm centroid is computed as the first codevector for the training set. Two vectors v1 & v2 are then generated by adding constant error to the codevector as shown in Figure 1 . Euclidean distances of all the training vectors are computed with vectors v1 & v2 and two clusters are formed based on nearest of v1 or v2. This procedure is repeated for every cluster. 
Kekre's Fast Codebook Gene ration (KFCG) Algorithm [20,21]:-
This algorithm reduces the time for codebook generation. It does not use Euclidian distance for codebook generation. In this algorithm image is divided in to blocks and blocks are converted to the vectors of size k. Initially only one cluster with the entire training vectors and the codevector C1 which is centroid. In the first iteration of the algorithm, the clusters are formed by comparing first element of training vector with first element of code vector C1. The vector X i is grouped into the cluster 1 if x i1 < c 11 otherwise vector X i is grouped into cluster 2 as shown in Figure 2a . where code vector dimension space is 2.
In second iteration, the cluster 1 is split into two by comparing second element x i2 of vector X i belonging to cluster 1 with that of the second element of the code vector which is centroid of cluster 1. Cluster 2 is split into two by comparing the second element x i2 of vector X i belonging to cluster 2 with that of the second element of the code vector which is centroid of cluster 2, as shown in Figure 2b .
This procedure is repeated till the codebook size is reached to the size specified by user. cluster. The median of the matrix T is chosen (code vector) and is put into the codebook, and the size of the codebook is set to one.
The matrix is then divided into two equal parts and the each of the part is then again sorted with respect to the second member of all the training vectors i.e. with respect to the second column of the matrix T and we obtain two clusters both consisting of equal number of training vectors. The median of both the parts is the picked up and written to the codebook, now the size of the codebook is increased to two consisting of two code vectors and again each part is further divided to half. Each of the above four parts obtained are sorted with respect to the third column of the matrix T and four clusters are obtained and accordingly four code vectors are obtained. The above process is repeated till we obtain the codebook of desired size. Here quick sort algorithm is used.
PROPOSED GLOBAL CODEBOOK METHOD:
In this paper two Categories are selected: car and facial category. Each category consists of 10 colored bit map images of size 256x256x3. Global codebook is created from the 10 local codebooks.
Steps for the algorithm:- 
RESULTS AND DISSCUSSIONS
The Global Codebook Technique using two sets of data for each category are implemented. For each category Training Set containing 10 color 256x256x12 bitmap images as shown in Figure 4 and Figure 5 , and five color images of size 256x256x12 as Test Set as shown in Figure 6 and Figure 7 respectively are used. The Training set is used to generate the Global Codebook and Test set is used to measure how effectively the Global Codebook can compress the images.
The block size used while encoding and decoding the images is 2x2 pixels. All the three mentioned algorithms on both the categories for Codebook Sizes of 128, 256, 512 and 1024 are tested. The Global Codebook was always generated by the same algorithm used to generate the individual codebooks. Figure 11 . Results of all five test images belonging to facial category using Global codebook obtained from LBG, KPE, KFCG and KMCG for the codebook sizes 1024x12.
CONCLUSION
This paper presents the Global codebook generation algorithms using LBG, KPE, KM CG and KFCG clustering algorithm. From results it is clearly observe that the decoded images from the KFCG algorithm with codebook sizes 128 to 1024 are of very high quality, almost close to the original image having very low M SE. With a larger training set and even larger codebook, the M SE for the training set as well as test set reduce even further and allow real-time transfer of highly compressed data only using one global codebook. But the limitation of a very large codebook will be it will lead to higher computing time which may degrade the real-time performance. It is also noticed that the degree of similarity between images in the test set and training set has a huge impact on the M SE. The Global Codebook Technique will be extremely efficient under the following stipulations: 1. Use the KFCG algorithm with sufficiently large codebook size.
2. Use similar images with color variations to ensure low loss during real-time compression.
3. Ensure the images being compressed in real-time are similar to as many images as possible in the training set. 
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