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RIGHT-ANGLED ARTIN GROUPS AND FULL SUBGRAPHS OF
GRAPHS
TAKUYA KATAYAMA
Abstract. For a finite graph Γ, let G(Γ) be the right-angled Artin group
defined by the complement graph of Γ. We show that, for any linear forest
Λ and any finite graph Γ, G(Λ) can be embedded into G(Γ) if and only if Λ
can be realised as a full subgraph of Γ. We also prove that if we drop the
assumption that Λ is a linear forest, then the above assertion does not hold,
namely, for any finite graph Λ, which is not a linear forest, there exists a finite
graph Γ such that G(Λ) can be embedded into G(Γ), though Λ cannot be
embedded into Γ as a full subgraph.
1. Introduction and statement of results
Let Γ be a finite simplicial graph (abbreviated a finite graph), with the vertex set
V (Γ) = {v1, v2, . . . , vn} and the edge set E(Γ). In this paper, we denote an element
of E(Γ) by [vi, vj ]. Then the right-angled Artin group (abbreviated RAAG) on Γ is
the group given by the following presentation:
A(Γ) = 〈 v1, v2, . . . , vn | vivjv−1i v−1j = 1 if [vi, vj ] ∈ E(Γ) 〉.
In this paper, we denote G(Γ) to be A(Γc), where Γc is the complement or the
opposite graph of Γ, namely, Γc is the graph consisting of the vertex set V (Γc) =
V (Γ) and the edge set E(Γc) = {[u, v] | u, v ∈ V (Γ), [u, v] /∈ E(Γ)}. Namely,
G(Γ) = 〈 v1, v2, . . . , vn | vivjv−1i v−1j = 1 if [vi, vj ] /∈ E(Γ) 〉.
The following question was raised by S. Kim and T. Koberda [10, Question 1.1]
(see also [7]).
Question 1.1. Is there an algorithm to decide whether there exists an embedding
between two given RAAGs?
Several studies have demonstrated that the embeddability of RAAGs can be
understood via certain graph theoretical concepts (e.g. [4], [5], [9], [10], [12] and
[14]). In fact, theorems due to Kim and Koberda [10] state that the following for
any finite graphs Λ and Γ.
• Any embedding of Λ into the “extension graph” of Γ gives rise to an em-
bedding of A(Λ) into A(Γ).
• Any embedding of A(Λ) into A(Γ) gives rise to an embedding of Λ into the
“clique graph” of the “extension graph” of Γ.
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2 TAKUYA KATAYAMA
These studies suggest us that certain graph theoretical tools can be useful to study
Question 1.1 to which we do not know the answer. This paper mainly concentrates
on giving a complete answer to Question 1.2 (see below), which concerns possibly
the simplest graph theoretical obstruction to the existence of embeddings between
RAAGs.
In order to state Question 1.2, we prepare some terminology. A subgraph Λ of
a graph Γ is said to be full or induced if E(Λ) contains every e ∈ E(Γ) whose end
points both lie in V (Λ). Note that the full subgraph Λ of Γ is uniquely determined
by its vertex set V ′ := V (Λ) ⊂ V (Γ). So we denote Λ by Γ[V ′] and say that V ′
induces Λ = Γ[V ′]. Besides we denote by Λ ≤ Γ if there exists an full subgraph
of Γ, which is isomorphic to Λ. We denote by G ↪→ H if there exists an injective
homomorphism (abbreviated an embedding) from a group G into a group H. It is
well-known that the implication Λ ≤ Γ ⇒ G(Λ) ↪→ G(Γ) is always true. However,
in general, the converse implication G(Λ) ↪→ G(Γ) ⇒ Λ ≤ Γ is false. In fact
G(K3) = F3 ↪→ F2 = G(K2), though K3 6≤ K2, where K2 (resp. K3) denotes
the complete graph on 2 (resp. 3) vertices. So, we can ask the following natural
question.
Question 1.2. Which finite graph Λ satisfies the following property (∗)?
(∗) For any finite graph Γ, G(Λ) ↪→ G(Γ) implies Λ ≤ Γ.
Before stating our results, we define some symbols and terminology of graphs.
• Kn: the complete graph on n vertices, i.e., V (Kn) has n elements and each
pair of vertices in V (Kn) spans an edge.
• Pn: the path graph on n vertices, i.e., Pn is the connected graph consisting
of (n− 2) vertices of degree 2 and two vertices of degree 1. A linear forest
is the disjoint union of path graphs.
• Cn: the cyclic graph on n (≥ 3) vertices, i.e., Cn is the connected graph
consisting of n vertices of degree 2.
The main theorem of this paper is the following.
Theorem 1.3. Let Λ be a finite graph.
(1) If Λ is a linear forest, then Λ has property (∗), namely, for any finite graph
Γ, G(Λ) ↪→ G(Γ) implies Λ ≤ Γ.
(2) If Λ is not a linear forest, then Λ does not have property (∗), namely, there
exists a finite graph Γ such that G(Λ) ↪→ G(Γ), though Λ 6≤ Γ.
Theorem 1.3(1) generalises the following well-known fact: for any finite graph
Γ, Zn = A(Kn) ↪→ A(Γ) implies Kn ≤ Γ (see e.g. [6]). In terms of the opposite
convention it says that, for any finite graph Γ, G(Kcn) ↪→ G(Γ) implies Kcn ≤ Γ.
Hence, Kcn has our property (∗) and the graph Kcn is in fact a linear forest (n
isolated vertices). Theorem 1.3(1) also generalises the result of Kim-Koberda [10],
which states that the linear forests P c3 = P1 unionsq P2 (the symbol unionsq means the disjoint
union), P c4 = P4 and C
c
4 = P2 unionsq P2 have property (∗).
As a consequence of Theorem 1.3(1) and a result of Kim [9], we obtain the
following result concerning embeddability between RAAGs on finite graphs whose
underlying spaces are connected 1-manifolds.
Theorem 1.4. Let m and n be positive integers. Then the following hold.
(1) G(Pm) ↪→ G(Pn) if and only if m ≤ n.
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(2) G(Cm) ↪→ G(Cn) if and only if m ≤ n.
(3) G(Pm) ↪→ G(Cn) if and only if m+ 1 ≤ n.
For embedding G(Cm) into G(Pn), we have the following.
(4-1) G(C3) ↪→ G(Pn) if and only if 2 ≤ n.
(4-2) G(C4) ↪→ G(Pn) if and only if 3 ≤ n.
(4-3) Suppose that 5 ≤ m. If G(Cm) ↪→ G(Pn), then m− 1 ≤ n.
The “only if” parts of Theorem 1.4(1), (2), (3), (4-1), (4-2) and (4-3) are direct
consequences of Theorem 1.3(1). The “if” part of Theorem 1.4(2) is nothing other
than the result of Kim [9, Corollary 4.3]. We will give a proof to the result by using
subdivision technique (Lemma 3.7).
Remark 1.5. Theorem 1.4(4-3) is not best possible. In fact, the result of C.
Droms [8, Theorem 1] implies that G(C5) cannot be embedded into G(P4) though
(m,n) = (5, 4) satisfies the inequality. Moreover, E. Lee and S. Lee [14] proved
that G(Cm) ↪→ G(Pn) if 2m− 2 ≤ n.
We note that Theorem 1.3(1) has an application to the existence of embeddings
of RAAGs into mapping class groups. Let Σg,n be the orientable surface of genus g
with n punctures and C(Σg,n) the curve graph on Σg,n. The mapping class group
of Σg,n is defined by
M(Σg,n) = pi0(Homeo+(Σg,n)),
namely, M(Σg,n) is the group of orientation-preserving self-homeomorphisms of
Σg,n which preserve the set of punctures, up to isotopy. Assume that χ(Σg,n) =
2 − 2g − n < 0. Under this setting, Koberda [13] proved that if Λ is a finite full
subgraph of C(Σg,n), then A(Λ) ↪→M(Σg,n). Regarding this result, Kim-Koberda
proposed the following.
Question 1.6. [11, Question 1.1] Is there an algorithm to decide whether there
exists an embedding of a given RAAG into the mapping class group of a given
compact orientable surface?
Motivated by this question, we deduce a partial converse of Koberda’s embedding
theorem above, as an immediate consequence of Theorem 1.3(1) in this paper.
Corollary 1.7. Suppose that Λ is the complement of a linear forest. Then A(Λ) ↪→
M(Σg,n) implies Λ ≤ C(Σg,n).
Corollary 1.7 is a generalisation of the following well-known result due to J. Bir-
man, A. Lubotzky and J. McCarthy [3, Theorem A]: if Zm ↪→ M(Σg,n), then m
does not exceed the maximum order (defined in the next paragraph) of the com-
plete subgraph of C(Σg,n). After completing the first draft of this paper, Koberda
informed the author of the recent paper [2] by E. Bering IV, G. Conant, J. Gaster,
which gives another combinatorial test for embedding RAAGs into mapping class
groups. In the final section of this paper, we discuss relation among the result in
[2], a result due to Kim-Koberda [11] and Corollary 1.7.
In Section 4 of this paper, we refine an embedding theorem established by Kim-
Koberda [12, Theorem 1.1], which states that, for any finite graph Γ, there exists a
finite tree T such that G(Γ) ↪→ G(T ). In order to state and explain our refinement,
we recall some standard terminology of graph theory. For a graph Γ, the order,
|Γ|, of Γ is the number of the vertices of Γ. The degree of a vertex v of a graph Γ,
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deg(v,Γ), is the number of the edges of Γ, incident with v. The maximum degree
of (the vertices in) Γ is denoted by degmax(Γ).
Theorem 1.8. For each finite graph Λ, there exists a finite tree T such that
G(Λ) ↪→ G(T ) and degmax(T ) ≤ 3.
Remark 1.9. Here, we give some comments on Theorem 1.8.
(1) In the assertion of Theorem 1.8, we have
|T | ≤
{
|Λ| · 2|Λ| − 4 (if Λ is not a tree)
2|Λ| − 4 (if Λ is a tree of maximum degree > 3).
(2) The embedding in the assertion of Theorem 1.8 can be realised as a quasi-
isometric embedding of the Cayley graph of G(Λ) into the Cayley graph of
G(T ).
(3) I. Agol [1, Theorem 1.1] and D. Wise [16, Theorem 14.29] proved that, for
any finite volume hyperbolic 3-manifold M , there exists a finite graph Γ
such that the fundamental group pi1(M) is virtually embedded into G(Γ).
Thus, together with Theorem 1.8, this implies that for any finite volume
hyperbolic 3-manifold M , there exists a finite tree T such that degmax(T ) ≤
3 and that pi1(M) is virtually embedded into G(T ).
This paper is organised as follows. In Section 2, we recall some facts on embed-
dings between RAAGs. We prove Theorems 1.3(1), 1.4 and Corollary 1.7 in Section
3. Theorems 1.3(2) and 1.8 are proved in Section 4. Lastly, we discuss in Section
5 a question related to Theorem 1.8 and relation between Corollary 1.7 and recent
results in [2] and [11].
2. Preliminaries
In this section we recall some terminology of graph theory and some results on
embeddings between RAAGs. Let Γ be a finite graph.
• The extension graph Γe is the graph whose vertex set consists of the words
in A(Γ) that are conjugate to the vertices of Γ, and two vertices of Γe are
adjacent if and only if those two vertices commute as words in A(Γ).
• The link of the vertex v, Lk(v,Γ), is the full subgraph of Γ whose vertex
set consists of all of the vertices adjacent to v. Obviously, |Lk(v,Γ)| =
deg(v,Γ).
• The star of v, St(v,Γ), is the full subgraph of Γ, whose vertex set consists
of v and V (Lk(v,Γ)).
• The double of Γ along St(v,Γ), Dv(Γ), is the graph obtained from the dis-
joint union ΓunionsqΓ′ by identifying St(v,Γ) and its copy St(v′,Γ′)(≤ Γ′), where
Γ′ is a copy of Γ and v′ is the copy corresponding to v in Γ′. Obviously,
Γ ≤ Dv(Γ) and St(v,Γ) = St(v′,Γ′) = St(v,Dv(Γ)) hold. Besides, we often
denote the double Dv(Γ) by Γ ∪St(v,Γ) Γ′.
The following theorems play important roles in the proofs of the main results.
First of all, the following Theorem 2.1 is fundamental for studying embeddings
between RAAGs.
Theorem 2.1 ([10]). Let Λ and Γ be finite graphs.
(1) We have A(Dv(Γ)) ↪→ A(Γ).
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(2) Suppose that Λ is a finite full subgraph of the extension graph Γe of Γ. Then
there exists a finite increasing sequence of full subgraphs of Γe,
Γ = Γ0 ≤ Γ1 ≤ Γ2 ≤ · · · ≤ Γn ≤ Γe,
such that
• Γi is the double of Γi−1 along the star of a vertex of Γi−1.
• Λ ≤ Γn.
Casals-Ruiz reduced the embedding problem for certain RAAGs to a graph the-
oretical problem:
Theorem 2.2 ([4, Theorem 3.14]). Suppose that Λ is the complement of a forest
and Γ is a finite graph. Then A(Λ) ↪→ A(Γ) implies Λ ≤ Γe.
The following is a refinement (due to Lee-Lee) of the embedding theorem of
Kim-Koberda [12, Theorem 3.5].
Theorem 2.3 ([14, Corollary 3.11]). Let Λ be a finite connected graph and Λ˜ be a
universal cover of Λ. Then there exists a finite tree T ≤ Λ˜ such that G(Λ) ↪→ A(T )
and |T | ≤ |Λ| · 2(|Λ|−1).
3. Proof of Theorem 1.3(1): an obstruction theorem on embeddings
between right-angled Artin groups
In this section, we prove Theorem 1.3(1) and some consequences of this result,
Theorem 1.4 and Corollary 1.7.
We frequently consider a given graph and its complement at the same time. The
following lemma is obvious from the definitions of the complement of a graph and
the double of a graph and the uniqueness of a full subgraph.
Lemma 3.1. Let Λ and Γ be finite graphs and v a vertex of Γ.
(1) Λ ≤ Γ if and only if Λc ≤ Γc.
(2) In the double Dv(Γ) = Γ ∪St(v,Γ) Γ′ of Γ, the following hold. For each
u ∈ V (Γ) \ V (St(v,Γ)) and w′ ∈ V (Γ′) \ V (St(v′,Γ′)), u and w′ span an
edge in the complement of Γ ∪St(v,Γ) Γ′, but do not in the original graph
Γ ∪St(v,Γ) Γ′.
(3) Let V ′ be a subset of V (Λ). If Λ ≤ Γ, then Λ[V ′] = Γ[V ′], where Λ[V ′]
(resp. Γ[V ′]) denotes the full subgraph of Λ (resp. Γ) induced by V ′.
The following lemma is used in the proof of Theorem 1.3(1). The join Λ1 ∗
Λ2 ∗ · · · ∗ Λm of finite graphs Λ1,Λ2, . . . ,Λm is the finite graph obtained from the
disjoint union Λ1 unionsq Λ2 unionsq · · · unionsq Λm by adding all of the edges of the form [vi, vj ] to
Λ1unionsqΛ2unionsq· · ·unionsqΛm for all vi ∈ Λi, vj ∈ Λj (i 6= j). We call each Λi a join-component
of Λ1 ∗ Λ2 ∗ · · · ∗ Λm.
Lemma 3.2. Suppose that Λ is the complement of a linear forest, Γ is a finite
graph and v is a vertex of Γ. Then Λ ≤ Dv(Γ) implies Λ ≤ Γ.
Proof. In this proof, we denote Dv(Γ) = Γ ∪St(v,Γ) Γ′ by D for simplicity. By the
assumption, Λc = unionsqmi=1Pni and so Λ = ∗mi=1P cni . By setting Λi = P cni , we have
Λ = ∗mi=1Λi.
We now suppose Λ ≤ D = Γ ∪St(v,Γ) Γ′. If V (Λ) is contained in either V (Γ) or
its copy V (Γ′) in D, then we immediately obtain the desired result, so we assume
that V (Λ) is contained in neither V (Γ) nor V (Γ′).
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Figure 1. In this schematic figure of D = Γ ∪St(v,D) Γ′, dotted
lines represent edges of the complement Dc. The left picture illus-
trates a (possibly non-induced) cycle of length 4 in the complement
of the double D. The right picture illustrates a vertex of degree
≥ 3 in the complement of the double D.
Claim 3.3. After changing of indices, we may assume that
V (Λ) \ V (St(v,D)) = V (Λ1) \ V (St(v,D)).
Proof of Claim 3.3. By the assumption, there are vertices u1, w
′
1 ∈ V (Λ) such that
u1 ∈ V (Γ)) \ V (St(v,Γ)) and w′1 ∈ V (Γ′) \ V (St(v′,Γ′)). Then, by Lemma 3.1(2),
u1 and w
′
1 do not span an edge in D. Since Λ is a subgraph of D, u1 and w
′
1 do
not span an edge in Λ. This shows that u1 and w
′
1 are contained in the same join-
component of Λ, say Λ1. Pick any vertex x of V (Λ)\V (St(v,D)). If x ∈ V (Γ), then
by the above argument, we see that x and w′1 belong to the same join-component of
Λ, and so x ∈ V (Λ1). Similarly, if x ∈ V (Γ′), then again we have x ∈ V (Λ1). Thus
we obtain V (Λ) \ V (St(v,D)) ⊂ V (Λ1) \ V (St(v,D)). Since the converse inclusion
is obvious, we obtain the desired result. 
Let Λˇ1 be the full subgraph Λ[V (Λ1) \ V (St(v,D))] of Λ ≤ D.
Claim 3.4. The full subgraph Λˇ1 is ismorphic to either P
c
2 or P
c
3 .
Proof of Claim 3.4. We first show that |Λˇ1| ≤ 3. Suppose to the contrary that
|Λˇ1| ≥ 4. Then, since each of Γ and Γ′ contains a vertex of Λˇ1, we can find four
vertices of Λˇ1 as in Figure 1, which imply that Λ
c
1 has either C4 (as a subgraph) or
a vertex of degree ≥ 3. This contradicts to the assumption that Λc1 ∼= P cn1 is a path
graph. Thus we have 2 ≤ |Λˇ1| ≤ 3.
Suppose first that |Λˇ1| = 2. By Lemma 3.1(2), the two vertices of Λˇ1 do not
span an edge in Λˇ1. Hence, Λˇ1 ∼= P c2 .
Suppose next that |Λˇ1| = 3. Then, by Lemma 3.1(2), Λˇ1 contains at most one
edge. Hence, Λˇ1 is isomorphic to either P
c
3 or K
c
3 = C
c
3. However, Λˇ1
∼= Cc3 implies
Cc3 ≤ Λ1 = P cn1 and so C3 ≤ Pn1 by Lemma 3.1(1), which is impossible. Thus Λˇ1
must be isomorphic to P c3 . 
Claim 3.5. The graph Λ does not contain the vertex v.
Proof of Claim 3.5. Suppose to the contrary that Λ contains v. Pick vertices u,w′ ∈
V (Λˇ1) so that u and w
′ satisfy u ∈ V (Γ)\V (St(v,Γ)) and w′ ∈ V (Γ′)\V (St(v′,Γ′)).
Then by the definition of the star, [v, u] and [v, w′] are edges in Dc. Moreover, [u,w′]
is an edge in Dc. Hence, v, u, w′ induces a full subgraph isomorphic to C3 in Dc. On
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Figure 2. Dotted and real lines represent pairs of non adjacent
vertices in the double D. The left picture illustrates Λ1 in the
double D. The right picture illustrates replacing v2 with v.
the other hand, we have Λc ≤ Dc by the assumption that Λ ≤ D and Lemma 3.1(1).
Thus C3 is a full subgraph of the linear forest Λ
c ∼= unionsqmi=1Pni , a contradiction. 
Before proceeding the proof of Lemma 3.2, we now summarize the situation. By
Claim 3.4, almost all part of Λ = ∗mi=1Λi is contained in St(v,D) = St(v,Γ) =
St(v,Γ′). To be more precise, though the small full subgraph Λˇ1 of Λ1 is not
contained in St(v,Γ), the remaining vertices of V (Λ1) and the all of the remaining
join-components Λi (2 ≤ i ≤ m) and so ∗mi=2Λi are contained in St(v,Γ).
In the remainder of the proof, we find a full subgraph Λ′1 of Γ or Γ
′ satisfying
the following conditions.
(a) Λ′1 is a full subgraph of Γ or Γ
′ isomorphic to either P cn1 or P
c
n1+1.
(b) Λ′1 is “joinable” with ∗mi=2Λi in Γ or Γ′, and Λ˜ := Λ′1 ∗ (∗mi=2Λi) is a full
subgraph of Γ or Γ′.
Note that the condition (a) is equivalent to the following condition.
(a′) (Λ′1)
c is a full subgraph of (Γ)c or (Γ′)c isomorphic to either Pn1 or Pn+1.
If we prove (a′) and (b), then we obtain the desired result, because the original
graph Λ is either isomorphic to Λ˜ or a full subgraph of Λ˜. We divide the proof into
two cases according to whether Λˇ1 is isomorphic to P
c
2 or P
c
3 .
Case 1 Λˇ1 ∼= P c3 . We label the vertex set V (Λˇ1) by {v1, v2, v3} so that v1 and
v3 span an edge in Λˇ1 ≤ D. Then [v1, v2] and [v2, v3] are edges of (Λˇ1)c. Hence,
we may assume that v1, v3 ∈ V (Γ) \V (St(v,Γ)) and v2 ∈ V (Γ′) \V (St(v′,Γ′)). Let
Λ′1 = Γ[(V (Λ1)\{v2})unionsq{v}] be the full subgraph of Γ induced by (V (Λ1)\{v2})unionsq{v}.
Then, as illustrated in Figure 2, we can see (Λ′1)
c ∼= Pn1 and hence Λ′1 satisfies the
condition (a′). In fact, the map φ : V (Λ1)→ (V (Λ1) \ {v2}) unionsq {v} define by
φ(x) =
{
v (if x = v2)
x (otherwise)
induces an isomorphism from Λc1 onto (Λ
′
1)
c. To see this, observe that
V (Λ1) ∩ V (St(v,Γ)) = V (Λ1) \ {v1, v2, v3}.
This implies that the vertex v and a vertex x ∈ V (Λ1) \ {v2} span an edge in
Γc if and only if x ∈ {v1, v3}. Thus φ induces an isomorphism. Next we show
that Λ′1 satisfies the condition (b). Note that ∗mi=2Λi is a full subgraph of St(v,Γ).
Therefore, for any x ∈ V (∗mi=2Λi), the vertices v and x span an edge in Γ. On the
other hand, Γ[V (Λ1)\{v2}]∗ (∗mi=2Λi) ≤ Γ. Thus, for any x1 ∈ (V (Λ1)\{v2})unionsq{v}
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Figure 3. The left picture illustrates Λ1 ≤ D = Γ ∪St(v,Γ) Γ′.
Dotted and real lines represent pairs of non-adjacent vertices. The
picture on the centre illustrate replacing v′1 with v1 in the case
(2-1) and the right picture illustrates modifying P cn1 into P
c
n1+1 in
the case (2-2).
and x2 ∈ V (∗mi=2Λi), the vertices x1 and x2 span an edge in Γ. Since Λ′1 ≤ Γ and
∗mi=2Λi ≤ Γ, wee see Λ′1 ∗ (∗mi=2Λi) ≤ Γ, as desired.
Case 2 Λˇ1 ∼= P c2 . We label V (Λˇ1) by {v′1, v2} so that v′1 ∈ V (Γ′) \ V (St(v′,Γ′))
and v2 ∈ V (Γ) \V (St(v,Γ)). Then, v′1 and v2 are not adjacent in D. We divide the
proof into the following two cases (1) and (2).
(1) deg(v′1,Λ
c) = 1. Set Λ′1 := Γ[(V (Λ1) \ {v′1}) unionsq {v}]. A similar argument
as in Case 1 implies that Λ′1 satisfies the conditions (a
′) (in particular we have
(Λ′1)
c ∼= Pn1) and (b).
(2) deg(v′1,Λ
c) = 2. Since Γ = Γ′ and since v′1 /∈ St(v), the set V (Γ)\V (St(v,Γ))
has the copy, v1, of v
′
1. We pick the vertex u ∈ V (Λ1)∩V (St(v,D)) so that u is not
adjacent to v′1 in Γ
′ and that u 6= v2 by using the fact that deg(v′1,Λc) = 2. Then
the vertex v2 is adjacent to u and v1 is not adjacent to u. Hence, we have v1 6= v2.
So we furthermore divide the case (2) into the following two cases (2-i) and (2-ii).
(2-i) The vertices v1 and v2 are not adjacent in Γ. Set Λ
′
1 := Γ[(V (Λ1) \ {v′1})unionsq
{v1}]. Then as illustrated in the centre of Figure 3, Λ′1 satisfies the condition (a′)
(Λ′1)
c ∼= Pn1 . Moreover, we can show that Λ′1 satisfies the condition (b) as follows.
We first see ∗mi=2Λi ≤ St(v1,Γ). Pick any vertex x ∈ V (∗mi=2Λi) ⊂ V (St(v,Γ)) =
V (St(v,Γ′)). Then since the vertices v′1 and x span an edge in Γ
′, and since v1
is the copy corresponding to v′1, we see that v1 and x span an edge in Γ. So
∗mi=2Λi ≤ St(v1,Γ) holds. Besides, we have Γ[V (Λ1) \ {v′1}] ∗ (∗mi=2Λi) ≤ Γ. Hence,
for any x1 ∈ V (Λ′1) and x2 ∈ V (∗mi=2Λi), the vertices x1 and x2 span an edge in Γ.
Thus Λ′1 satisfies the condition (b).
(2-ii) The vertices v1 and v2 are adjacent in Γ. Set Λ
′
1 := Γ[(V (Λ1) \ {v′1}) unionsq
{v, v1}]. Then as illustrated in the right of Figure 3, we have (Λ′1)c ∼= Pn1+1 and
so Λ′1 satisfies the condition (a
′). It is now a routine work to see the following.
• ∗mi=2Λi ≤ St(v,Γ).
• ∗mi=2Λi ≤ St(v1,Γ).
• Γ[V (Λ1) \ {v′1}] ∗ (∗mi=2Λi) ≤ Γ.
These show that Λ′1 satisfies the condition (b). 
We prove the following theorem, which is equivalent to Theorem 1.3(1).
Theorem 3.6. Suppose that Λ is the complement of a linear forest and Γ is a finite
graph. Then A(Λ) ↪→ A(Γ) implies Λ ≤ Γ.
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Proof. Let Λ be the complement of a linear forest and Γ a finite graph, and suppose
that A(Λ) ↪→ A(Γ). Then Theorem 2.2 implies Λ ≤ Γe. By Theorem 2.1(2), there
exists a finite increasing sequence of full subgraphs of Γe,
Γ = Γ0 ≤ Γ1 ≤ Γ2 ≤ · · · ≤ Γn ≤ Γe.
such that
• Γi is the double of Γi−1 along the star of a vertex of Γi−1.
• Λ ≤ Γn.
Hence by repeatedly using Lemma 3.2, we see Λ ≤ Γ, as desired. 
Proof of Theorem 1.3(1). Let Λ be a finite linear forest and suppose thatG(Λ) ↪→
G(Γ) for some finite graph Γ. Then A(Λc) ↪→ A(Γc) and hence we have Λc ≤ Γc
by Theorem 3.6. Hence, by Lemma 3.1(1), we have Λ ≤ Γ. 
Proof of Theorem 1.7. Suppose that φ : A(Λ) ↪→ M(Σg,n) is an embedding.
Then as in the proof of [11, Lemma 2.3], there exists an induced subgraph X of
C(Σg,n) such that A(Λ) ↪→ A(X) ↪→ M(Σg,n). Thus Theorem 3.6 implies that
Λ ≤ X, and so Λ ≤ C(Σg,n), as desired. 
Lemma 3.7. Let Λ be a finite graph and Λ¯ be a subdivision of Λ. Then G(Λ) ↪→
G(Λ¯).
Proof. We may assume that Λ¯ is obtained from Λ by subdividing an edge [v, w] of
Λ into two edges [v, u] and [u,w], where u is a new vertex. Note that
V (Λ¯) = V (Λ) unionsq {u}
E(Λ¯) = (E(Λ) \ {[v, w]}) unionsq {[v, u], [u,w]}
Then the desired result follows from Claim 3.8.
Claim 3.8. Λc ≤ Du(Λ¯c) and hence A(Λc) ↪→ A(Du(Λ¯c)), where Λ¯c = (Λ¯)c is the
complement of Λ¯.
In fact, we have A(Du(Λ¯
c)) ↪→ A(Λ¯c) by Theorem 2.1(1) and therefore
G(Λ) = A(Λc) ↪→ A(Du(Λ¯c)) ↪→ A(Λ¯c) = G(Λ¯),
as desired. To prove the above claim, we note that V (St(u, Λ¯)) consists of the three
vertex u, v and w. Hence,
V (St(u, Λ¯c)) = {u} unionsq (V (Λc) \ {v, w}),
and
V (Du(Λ¯
c)) = {u} unionsq {v, w} unionsq {v′, w′} unionsq (V (Λc) \ {v, w}),
where v′ and w′ are the copies of the vertex v and w in (Λ¯c)′. Let ∆ be the full
subgraph of Du(Λ¯
c) induced by V (∆) := (V (Λc) \ {w}) unionsq {w′}. Then there exists
a natural bijection φ : V (Λc) → V (∆), whose restriction to V (Λc) \ {w} is the
identity map (so φ maps w to w′). To show that φ induces an isomorphism from
Λc onto ∆, we prove the following.
(i) Any two vertices of V (Λc)\{w} span an edge of Λc if and only if they span
an edge of ∆.
(ii) For each vertex x of V (Λc)\{w}, [x,w] is an edge of Λc if and only if [x,w′]
is an edge of ∆.
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We first prove (i). To this end, we prove the following identities.
Λc[V (Λc) \ {w}] = Λ¯c[V (Λc) \ {w}] = (Du(Λ¯c))[V (Λc) \ {w}] = ∆[V (Λc) \ {w}].
The first identity follows from the following easy facts.
• Λ[V (Λ) \ {w}] = Λ¯[V (Λ) \ {w}].
• (Λ[V (Λ) \ {w}])c = Λc[V (Λ) \ {w}] = Λc[V (Λc) \ {w}].
• (Λ¯[V (Λ) \ {w}])c = Λ¯c[V (Λc) \ {w}].
The second and third identities follow from the fact that Λ¯c,∆ ≤ Du(Λ¯c) and
Lemma 3.1(3). Thus we obtain the desired identity Λc[V (Λc) \ {w}] = ∆[V (Λc) \
{w}]. The assertion (i) is immediate from this identity.
We now prove (ii). Pick a vertex x of V (Λc) \ {w}. If x = v, then [v, w] is not
an edge in Λc and [v, w′] is not an edge in Du(Λ¯c) by Lemma 3.1(2). So we assume
x 6= v. Then the following hold.
[x,w] is an edge of Λc ⇔ [x,w] is an edge of Λ¯c (x 6= v, w)
⇔ [x,w] is an edge of Du(Λ¯c)
⇔ [x,w′] is an edge of Du(Λ¯c) (x ∈ V (St(u, Λ¯c)))
⇔ [x,w′] is an edge of ∆
Thus we obtain the assertion (ii).
By using the assertion (i) and (ii), we see that φ induces an isomorphism from
Λc onto ∆. So we obtain Claim 3.8 and Lemma 3.7. 
Proof of Theorem 1.4. (1) Since Pm is a linear forest, G(Pm) ↪→ G(Pn) if and
only if Pm ≤ Pn. The latter relation is equivalent to the inequality m ≤ n, hence
we obtain the desired result.
(2) The proof is similar as in the proof of (1).
(3) If m ≤ n, then Cn is a subdivision of Cm, and so G(Cm) ↪→ G(Cn) by Lemma
3.7. Suppose that G(Cm) ↪→ G(Cn). To see the converse, note that Pm−1 ≤ Cm.
This implies that G(Pm−1) ↪→ G(Cm). Hence, G(Pm−1) ↪→ G(Cn). Thus we have
m− 1 ≤ n− 1 by Theorem 1.4(2), that is, m ≤ n.
(4-1) Note that G(C3) ∼= F3 and G(P2) ∼= F2, and G(P1) ∼= Z. Thus G(C3) ↪→
G(P2) but G(C3) does not embed into G(P1).
(4-2) We first show that G(C4) ↪→ G(P3). To this end, note that Cc4 = P2 unionsq P2
and P c3 = P1 unionsq P2. The double Du(P c3 ), where u is the isolated vertex of P c3 , is
isomorphic to P1unionsqP2unionsqP2, and so Cc4 is a full subgraph of Du(P c3 ). Hence, we have
G(C4) = A(C
c
4) ↪→ A(Du(P c3 )) ↪→ A(P c3 ) = G(P3),
where the second embedding A(Du(P
c
3 )) ↪→ A(P c3 ) follows from Theorem 2.1(1).
Thus we have only to show that G(C4) can not be embedded into G(P2). But, this
follows from the fact that G(C4) contains Z2 whereas G(P2) ∼= F2 does not.
(4-3) SupposeG(Cm) ↪→ G(Pn). SinceG(Pm−1) ↪→ G(Cm), we haveG(Pm−1) ↪→
G(Pn), and so m− 1 ≤ n by Theorem 1.4(1). 
4. Proofs of Theorems 1.3(2) and 1.8
Proposition 4.1. Suppose that Λ is not a linear forest and that degmax(Λ) ≤ 2.
Then there exists a finite graph Γ such that G(Λ) ↪→ G(Γ), though Λ 6≤ Γ.
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Figure 4. The left picture illustrates Λ, where Λ1 is the full
subgraph Λ[V (Λ) \ {u,w1, w2}]. Mosaic lines represent possible
edges while real lines represent edges (in these pictures we omit the
possible edge [w1, w2] for simplicity). The centre picture illustrates
Λ−u (w1, w2). By adding the edge [u,w2] to the centred picture, we
obtain the right picture which illustrates Λ+u (w1, w2).
Proof. Our assumptions imply that each connected component of Λ is either a path
graph or a cyclic graph and Λ contains a cyclic graph. Hence, Λ is the disjoint union
of path graphs and cyclic graphs and the RAAG G(Λ) is isomorphic to the direct
product G(Pi1)× · · · ×G(Pim)×G(Cim+1)× · · ·G(Cim+n), where i1, . . . , im+n are
positive integers and im+1, . . . , im+n are not less than 3. Set l := 1 + max{ij |1 ≤
j ≤ m + n}, and consider the graph Γ := unionsqm+nCl. Then Λ cannot be embedded
into Γ, but G(Λ) ↪→ G(Γ) by Theorem 1.4(2)(3). 
Proposition 4.1 proves Theorem 1.3(2) in the case where degmax(Λ) ≤ 2. In the
following, we treat the case where degmax(Λ) ≥ 3.
Definition 4.2. Let Λ be a finite graph and u a vertex of Λ with deg(u,Λ) ≥ 2.
Pick two vertices w1 and w2 from Lk(u,Λ).
(−) Λ−u = Λ−u (w1, w2) denotes the graph with the following property.
• V (Λ−u ) = V (Λ) unionsq {v}, where v is a new vertex.
• E(Λ−u ) = (E(Λ) \ {[u,w1], [u,w2]}) unionsq {[v, w1], [v, u], [v, w2]}.
(+) Λ+u = Λ
+
u (w1, w2) denotes the graph obtained from Λ
−
u by adding the edge
[u,w2].
See Figure 4.
We can easily see the following lemma from the definitions of the (±)-construction.
Lemma 4.3. Let Λ, u, w1, w2 be as in Definition 4.2.
(1) |Λ−u | = |Λ|+ 1 and for any vertex x of Λ−u , we have
deg(x,Λ−u ) =

3 (if x = v)
deg(x,Λ)− 1 (if x = u)
deg(x,Λ) (otherwise).
Moreover, Λ−u is homotopically equivalent to Λ.
(2) |Λ+u | = |Λ|+ 1 and for any vertex x of Λ+u , we have
deg(x,Λ+u ) =

3 (if x = v)
deg(x,Λ) + 1 (if x = w2)
deg(x,Λ) (otherwise).
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Figure 5. Mosaic lines with the characters c represent possi-
ble edges in the complement graphs. The left picture illustrates
the complement Λc of Λ. The centred picture illustrates the
complement Λ−cu of Λ
−
u . The right picture illustrates the double
Dv(Λ
−c
u ) of Λ
−c
u , along the star St(v,Λ
−c
u ) = v ∗ Λc1. The domain,
Dv(Λ
−c
u )[V (Λ
c
1) unionsq {w1, u′, w2}] = Dv(Λ−cu )[(V (Λc) \ {u}) unionsq {u′}],
illustrates ∆.
Proof. To see that Λ−u is homotopically equivalent to Λ, contract the edge [u, v] of
Λ−u to a single vertex u. 
Lemma 4.4. Let Λ, u, w1, w2 be as in Definition 4.2. Then G(Λ) ↪→ G(Λu) for
each  = +,−.
Proof. For simplicity, we assume  = − (the case  = + can be treated similarly).
Let Λ−cu := (Λ
−
u )
c be the complement of Λ−u , and consider the double Dv(Λ
−c
u ) of
Λ−cu along St(v,Λ
−c
u ), where v is the vertex of Λ
−c
u corresponding to the new vertex
v of Λ−u . We show that the complement Λ
c of Λ can be embedded into Dv(Λ
−c
u )
as a full subgraph, and hence A(Λc) ↪→ A(Dv(Λ−cu )). Then we obtain the desired
embedding G(Λ) = A(Λc) ↪→ A(Λ−cu ) = G(Λ−u ) by Theorem 2.1(1). To construct
an embedding of Λc into Dv(Λ
−c
u ), observe that
V (St(v,Λ−cu )) = {v} unionsq V (Λ1).
Let ∆ be the full subgraph of Dv(Λ
−c
u ), induced by V (∆) := (V (Λ
c) \ {u}) unionsq {u′},
where u′ is the copy of u in the copy of Λ−cu , (Λ
−c
u )
′. Since V (Λc) = (V (Λc)\{u})unionsq
{u}, there exists a natural bijection φ : V (Λc) → V (∆). The following (i) and (ii)
imply that φ induces an isomorphism from Λc onto ∆, completing the proof.
(i) The restriction of φ to Λc[V (Λc) \ {u}] is an isomorphism.
(ii) For each x ∈ V (Λc) \ {u}, [x, u] is an edge of Λc if and only if [x, u′] is an
edge of ∆.
The assertions (i) and (ii) can be proved by an argument similar to the proof of
Claim 3.8 (see Figure 5). 
For a finite graph Γ and a natural number n, set Vn(Γ) := {v ∈ V (Γ)| deg(v,Γ) =
n}.
Proposition 4.5. If the inequality degmax(Λ) ≥ 4 holds, then there exists a finite
graph Γ such that G(Λ) ↪→ G(Γ), though Λ 6≤ Γ.
Proof. Pick a vertex u of Λ with deg(u,Λ) = degmax(Λ) ≥ 4 and two vertices w1, w2
from Lk(u,Λ). Then G(Λ) ↪→ G(Λ−u ) by Lemma 4.4, where Λ−u = Λ−u (w1, w2).
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However, we can see that Λ 6≤ Λ−u as follows. Suppose on the contrary that Λ ≤ Λ−u .
Then there exists a vertex subset V ′ ⊂ V (Λ−u ) such that Λ−u [V ′] ∼= Λ. Let n ≥ 4
be the degree of u in Λ. Then, Lemma 4.3(1) implies |Vn(Λ−u )| = |Vn(Λ)| − 1. We
now claim that Vn(Λ
−
u [V
′]) ⊂ Vn(Λ−u ). To see this, pick a vertex x of Vn(Λ−u [V ′]).
Then Lemma 4.3(1) implies
n = deg(x,Λ−u [V
′]) ≤ deg(x,Λ−u ) ≤ degmax(Λ−u ) ≤ degmax(Λ) = n,
and so x ∈ Vn(Λ−u ). Therefore, we obtain Vn(Λ−u [V ′]) ⊂ Vn(Λ−u ) and so
|Vn(Λ−u [V ′])| ≤ |Vn(Λ−u )| = |Vn(Λ)| − 1.
This contradicts Λ−u [V
′] ∼= Λ. Thus we have Λ 6≤ Λ−u . 
Proposition 4.6. Suppose degmax(Λ) = 3 and that for each vertex x ∈ V3(Λ),
Lk(x,Λ) does not contain an edge, i.e., Lk(x,Λ) ∼= Kc3. Then there exists a finite
graph Γ such that G(Λ) ↪→ G(Γ), though Λ 6≤ Γ.
Proof. Pick a vertex u of Λ, of degree 3 and two vertices w1, w2 of Lk(u,Λ) and
consider Λ+u = Λ
+
u (w1, w2). By Lemma 4.4, we have G(Λ) ↪→ G(Λ+u ). So we have
only to show Λ 6≤ Λ+u . Suppose, to the contrary, that Λ ≤ Λ+u , namely, there exists
a subset V ′ ⊂ V (Λ+u ) such that Λ+u [V ′] ∼= Λ. Since |Λ| = |Λ+u | − 1, there exists a
vertex v′ ∈ V (Λ+u ) such that V ′ = V (Λ+u ) \ {v′}.
Case 1. Suppose that we can choose the above u,w1, w2 so that deg(w2,Λ) ≤ 2.
To treat this case we prepare a notation. For a graph Γ, set V e3 (Γ) := {v ∈
V3(Γ)| Lk(v,Γ) = Kc3}. Note that the assumption of Proposition 4.6 implies
V e3 (Λ) = V3(Λ).
Claim 4.7. The following hold.
(i) V e3 (Λ
+
u ) ⊂ V e3 (Λ) \ {u} = V3(Λ) \ {u}.
(ii) V e3 (Λ
+
u [V
′]) ⊂ V e3 (Λ+u ).
Proof of Claim 4.7. (i) Pick a vertex x of V e3 (Λ
+
u ). It obviously follows from the
definition of Λ+u (cf. Figure 4) that u, v, w2 /∈ V e3 (Λ+u ), and so x ∈ V (Λ+u )\{u, v, w2}.
Then by Lemma 4.3(2), we have deg(x,Λ) = deg(x,Λ+u ) = 3, which implies that
x ∈ V3(Λ), and so x ∈ V3(Λ) \ {u}.
(ii) Pick a vertex x of V e3 (Λ
+
u [V
′]). If x ∈ V (Lk(v′,Λ+u )), where v′ is the removed
vertex, then deg(x,Λ+u ) = 4. However, by Lemma 4.3(2) and the assumption
that deg(w2,Λ) ≤ 2 and degmax(Λ) ≤ 3, there is no vertex of degree 4 in Λ+u ,
a contradiction. Hence, x /∈ V (Lk(v′,Λ+u )). In this case, we have Lk(x,Λ+u ) =
Lk(x,Λ+u [V
′]) ∼= Kc3, and hence x ∈ V e3 (Λ+u ). 
By the above claim, |V e3 (Λ+u [V ′])| ≤ |V e3 (Λ+u )| ≤ |V e3 (Λ)| − 1. This contradicts
the assumption that Λ+u [V
′] ∼= Λ.
Case 2. Suppose that for each x ∈ V3(Λ), every vertex of Lk(x,Λ) has degree
3, i.e.,
(A) for each x ∈ V3(Λ), V (Lk(x,Λ)) ⊂ V3(Λ) holds.
Claim 4.8. The following fold.
(i) |V3(Λ+u )| = |V3(Λ)|.
(ii) V4(Λ
+
u ) = {w2} and V (Lk(w2,Λ+u )) ⊂ V3(Λ+u ).
(iii) For each vertex x of Lk(w2,Λ
+
u ), the set V (Lk(x,Λ
+
u )) consists of w2 and
two vertices of degree 3 in Λ+u .
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Proof of Claim 4.8. (i) By Lemma 4.3(2) and the assumptions that deg(w2,Λ) = 3,
we see v ∈ V3(Λ+u ), w2 6∈ V3(Λ+u ), and V3(Λ) \ {v, w2} = V3(Λ+u ) \ {v, w2}. Hence,
we have |V3(Λ+u )| = |V3(Λ)|.
(ii) By Lemma 4.3(2) and the assumption that degmax(Λ) = 3, we see V4(Λ
+
u ) =
{w2}. To prove V (Lk(w2,Λ+u )) ⊂ V3(Λ+u ), pick a vertex x of Lk(w2,Λ+u ). If
x = v, then deg(x,Λ+u ) = 3 by Lemma 4.3(2) and so x ∈ V3(Λ+u ). If x 6= v,
then by Lemma 4.3(2) again, we have deg(x,Λ+u ) = deg(x,Λ), which is equal to
3 by the assumption (A) and the fact that x and w2 are adjacent in Λ (because
V (Lk(w2,Λ
+
u )) = V (Lk(w2,Λ)) unionsq {v}). Hence, we have x ∈ V3(Λ+u ).
(iii) Let x be a vertex of Lk(w2,Λ
+
u ). Then by (ii), V (Lk(x,Λ
+
u )) consists of
three vertices, one of which is w2. Moreover, by the assumption (A) and Lemma
4.3(2), we can prove that each vertex of Lk(x,Λ+u ) different from w2 has degree 3
in Λ+u as follows. Pick a vertex y in Lk(x,Λ
+
u ) different from w2. If y is either u or
v, then deg(y,Λ+u ) = 3. If y = w1, then deg(y,Λ
+
u ) = deg(y,Λ) by Lemma 4.3(2).
This is equal to 3 by the assumption (A) together with the fact that u and w1 are
adjacent in Λ. Suppose y 6∈ {u, v, w1, w2}. Then y is a vertex of the full subgraph
Λ1 in Figure 4, and so x 6= v. This implies that the edge [x, y] in Λ+u is actually
an edge in Λ. Hence y ∈ V (Lk(x,Λ)) and so deg(y,Λ) = 3 by the assumption (A).
Thus, by Lemma 4.3(2), deg(y,Λ+u ) = deg(y,Λ) = 3. 
Since deg(w2,Λ
+
u ) = 4 (Claim 4.8(ii)) and since degmax(Λ) = 3 (the assumption
of Proposition 4.6), the removed vertex v′ must be contained in V (St(w2,Λ+u )) =
{w2} unionsq V (Lk(w2,Λ+u )).
Suppose that v′ = w2. Then for any x ∈ V (Lk(w2,Λ+u )), we have
V (Lk(x,Λ+u [V
′])) ( V (Lk(x,Λ+u )),
and so x /∈ V3(Λ+u [V ′]). On the other hand, V (Lk(w2,Λ+u )) ⊂ V3(Λ+u ), by Claim
4.8(ii). Hence, we have
|V3(Λ+u [V ′])| ≤ |V3(Λ+u )| − |V (Lk(w2,Λ+u ))|
= |V3(Λ+u )| − 4
= |V3(Λ)| − 4 (by Claim 4.8(i))
This contradicts the assumption Λ ∼= Λ+u [V ′].
Suppose v′ ∈ V (Lk(w2,Λ+u )). By Claim 4.8(iii), we have V (Lk(v′,Λ+u )) =
{w2, x1, x2}, where x1, x2 are elements of V3(Λ+u ). By Claim 4.8(ii), we see
w2 /∈ V3(Λ+u ) but w2 ∈ V3(Λ+u [V ′]).
We can also see that x1, x2 /∈ V3(Λ+u [V ′]). Moreover, since removing v′ does
not decrease the degrees of the vertices of V3(Λ
+
u ) \ {v′, w2, x1, x2}, we can see
V3(Λ
+
u [V
′]) \ {v′, w2, x1, x2} = V3(Λ+u ) \ {v′, w2, x1, x2}. Hence, we obtain
|V3(Λ+u [V ′])| = |V3(Λ+u )|+ 1− 3,
which is in turn equal to |V3(Λ)| − 2 by Claim 4.8(i). This again contradicts the
assumption that Λ+u [V
′] ∼= Λ. 
Proposition 4.9. Suppose degmax(Λ) = 3 and that there exists a vertex u ∈ V3(Λ)
such that Lk(u,Λ) contains an edge, then there exists a finite graph Γ such that
G(Λ) ↪→ G(Γ), though Λ 6≤ Γ.
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Proof. Pick a vertex u ∈ V3(Λ) such that the link Lk(u,Λ) contains an edge, and
two vertices w1, w2 of Lk(u,Λ) with [w1, w2] ∈ E(Λ). Consider Λ−u = Λ−u (w1, w2).
Then we have G(Λ) ↪→ G(Λ−u ) by Lemma 4.4. So we have only to prove Λ 6≤ Λ−u .
To this end, we first see the following.
Claim 4.10. The following hold.
(i) |Lk(u,Λ−u )| = 2.
(ii) E(Lk(v,Λ−u )) = {[w1, w2]}.
(iii) For each element x of V3(Λ
−
u ) \ {u, v}, we have x ∈ V3(Λ) and
|E(Lk(x,Λ−u ))| ≤ |E(Lk(x,Λ))|.
Proof of Claim 4.10. (i) Use the assumption that deg(u,Λ) = 3 and Lemma 4.3(1).
(ii) Note that Lk(v,Λ−u ) = {u,w1, w2}. By the assumption, [w1, w2] is an edge
of Λ, and so this is an edge of Λ−u . However, [u,w1], [u,w2] are not edges in Λ
−
u .
(iii) Let x be an element of V3(Λ
−
u ) \ {u, v}. Then by Lemma 4.3(1), we have
deg(x,Λ) = 3. Suppose x = w1. Then by the assumption that [w1, w2] is an edge
in Λ, we have V (Lk(x,Λ)) = {u,w2, y} and V (Lk(x,Λ−u )) = {v, w2, y}, where y
is a vertex of Λ1 = Λ[V (Λ) \ {w1, u, w2}] (see Figure 4). Note that [u,w2] is an
edge and [u, y], [w2, y] are possible edges in the link Lk(x,Λ). On the other hand,
[v, w2] is an edge and only [w2, y] is a possible edge (v and y do not span an edge)
in the link Lk(x,Λ−u ). Hence, in case x = w1, (iii) holds. The case x = w2 can be
treated similarly. Suppose that x is contained in V (Λ1) = V (Λ
−
u ) \ {w1, u, v, w2}.
Then since x and v are not adjacent, Lk(x,Λ−u ) is contained in the full subgraph
Λ−u [V (Λ
−
u ) \ {v}]. However, since Λ−u [V (Λ−u ) \ {v}] is obtained from Λ by removing
the two edges [u,w1] and [u,w2], the number of the edges of Lk(x,Λ
−
u ) is not more
than that of Lk(x,Λ). Thus, in any case, (iii) holds. 
Now suppose to the contrary that Λ ≤ Λ−u . Then there exists a subset V ′ ⊂
V (Λ−u ) such that Λ
−
u [V
′] ∼= Λ.
Case 1. The link Lk(u,Λ) is complete. To treat this case we prepare a notation.
For a graph Γ, set V k3 (Γ) := {v ∈ V3(Γ)| Lk(v,Γ) ∼= K3}. We first show |V k3 (Λ−u )| ≤
|V k3 (Λ)|−1 to obtain a contradiction. Note that V (Λ−u ) = (V (Λ)\{u})unionsq{u, v}. By
Claim 4.10(i) and (ii), we have u, v /∈ V k3 (Λ−u ). Hence, V k3 (Λ−u ) = V k3 (Λ−u ) \ {u, v}.
On the other hand, Claim 4.10(iii) implies V k3 (Λ
−
u ) \ {u, v} ⊂ V k3 (Λ). Thus we
obtain V k3 (Λ
−
u ) ⊂ V k3 (Λ) \ {u}, where u ∈ V k3 (Λ). So we have
|V k3 (Λ−u )| ≤ |V k3 (Λ) \ {u}|
= |V k3 (Λ)| − 1.
Moreover, since degmax(Λ
−
u ) = 3 and Λ
−
u [V
′] is a proper subgraph of Λ−u , we have
|V k3 (Λ−u [V ′])| ≤ |V k3 (Λ−u )| (cf. the proof of Claim 4.7(ii)). Thus |V k3 (Λ−u [V ′])| ≤
|V k3 (Λ−u )| ≤ |V k3 (Λ)| − 1, and this contradicts Λ−u [V ′] ∼= Λ.
Case 2. The link Lk(u,Λ) is not complete. Then, we may assume that w1 and
w2 do not span an edge in Λ, so they do not in Λ
−
u . Then we can see that
(ii′) the link Lk(v,Λ−u ) contains no edges.
Now, for a finite graph Γ, set V ∗3 (Γ) := {v ∈ V3(Γ)| Lk(v,Γ) 6∼= Kc3}. Observe that
the following hold by Claim 4.10(i), (iii) and the above (ii′).
• V ∗3 (Λ−u ) ⊂ V ∗3 (Λ) \ {u} and u ∈ V ∗3 (Λ).
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• |V ∗3 (Λ−u [V ′])| ≤ |V ∗3 (Λ−u )|.
Hence, we have |V ∗3 (Λ−u [V ′])| ≤ |V ∗3 (Λ−u )| ≤ |V ∗3 (Λ)|−1, which contradicts Λ−u [V ′] ∼=
Λ.
Thus in both case Λ 6≤ Λ−u holds. 
Proof of Theorem 1.3(2). Propositions 4.1, 4.5, 4.6 and 4.9. 
Next, we prove Theorem 1.8.
Proposition 4.11. Let T be a finite tree such that degmax(T ) ≥ 4. Then there
exists a finite tree T ′ such that G(T ) ↪→ G(T ′) and that degmax(T ′) ≤ 3 and
|T ′| ≤ 2|T | − 4.
Proof. For a finite tree Λ, set m(Λ) := Σv∈V (Λ)(max{deg(v,Λ) − 3, 0}). Then
degmax(Λ) ≥ 4 if and only if m(Λ) > 0. Let T be a finite tree such that degmax(T ) ≥
4, namely m(T ) > 0. Then by applying Lemmas 4.3(1) and 4.4 to a vertex u of T
with deg(u, T ) ≥ 4, we obtain a finite tree T ∗ such that
|T ∗| = |T |+ 1, m(T ∗) = m(T )− 1, G(T ) ↪→ G(T ∗).
Hence, by repeating this argument, we obtain a finite tree T ′ such that
|T ′| = |T |+m(T ), m(T ′) = 0 (in particular, degmax(T ′) = 3), G(T ) ↪→ G(T ′).
In the remainder, we show m(T ) ≤ |T |−4. Pick a vertex v0 of T with deg(v0, T ) ≥ 4
and let T0 be a sub-tree of St(v0, T ), induced by v0 and three vertices adjacent to
v0. Note that |T0| − 4 = 1 = m(T0). The tree T is obtained from T by successively
adding |T | − 4 edges to T0. Since each added edge contributes to the number m(·)
at most by 1, we have the desired inequality m(T ) ≤ |T | − 4. 
Proof of Theorem 1.8. Suppose that Λ is a finite graph. In the case where Λ is
a tree of maximum degree ≤ 3, the assertion is trivial. If Λ is a tree of maximum
degree > 3, then we obtain the desired result by Proposition 4.11. Hence, we may
assume that Λ is not a tree. Then by Theorem 2.3 due to Lee-Lee [14], there exists
a finite tree T such that G(Λ) ↪→ G(T ) and that |T | ≤ |Λ| · 2(|Λ|−1). We now use
Proposition 4.11. Then the resulting finite tree T ′ satisfies the desired property. 
5. Further discussions
In this section, we first discuss the following question due to S. Lee [15].
Question 5.1. For any graph Λ, is it possible that G(Λ) ↪→ G(Pn) for some n?
If Λ satisfies degmax(Λ) ≤ 2, then G(Λ) ↪→ G(Pn) for some n by Kim-Koberda’s
theorem [12, Theorem 3.5] or Lee-Lee’s theorem (Theorem 2.3). By this fact and
Theorem 1.8, the above Question 5.1 is reduced to the case when Λ is a finite tree
T of maximum degree 3. By using subdivision technique (see Lemma 3.7), we can
further reduce Question 5.1 to the case when Λ = T satisfies the following condition.
(C) ∀u ∈ V3(T ), V (Lk(u, T )) ⊂ V2(T ).
This condition says that T is locally as illustrated in Figure 6(1). So, I would like
to propose the following question.
Question 5.2. For a finite tree T satisfying the condition (C), does G(T ) embed
into G(Pn) for some n? In particular, is it possible that G(T0) ↪→ G(Pn) for the
tree T0 in Figure 6(2) and some n?
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Figure 6. (1) A local picture of a tree T satisfying the condition
(C). (2) The graph T0.
We next discuss relation between Corollary 1.7 and the following two known
combinatorial tests for embedding RAAGs into mapping class groups.
• The colouring test: Kim and Koberda [11] proved that there exists a finite
number M (which depends on Σg,n) such that for any finite graph Λ with
A(Λ) ↪→ M(Σg,n), the chromatic number of Λ does not exceed M . Note
that this M must be greater than or equal to the chromatic number of
C(Σg,n).
• The “nested complexity length” test: Bering IV, Conant and Gaster [2],
introduced the “nested complexity length” of a graph and proved that for
any finite graph Λ with A(Λ) ↪→M(Σg,n), the “nested complexity length”
of Λ does not exceed 6g − 6 + 2n.
By using Corollary 1.7, we prove the following proposition which shows that there
exist RAAGs which cannot be embedded intoM(Σg,n), though they pass the above
colouring and nested complexity length tests.
Proposition 5.3. For any pair (g, n) with 2 − 2g − n < 0, there exists a finite
graph Λ such that A(Λ) cannot be embedded into M(Σg,n), though the chromatic
number of Λ is not more than that of C(Σg,n) and the nested complexity length of
Λ is not more than that of C(Σg,n).
To prove this, we prepare the following lemma.
Lemma 5.4. Let Kr(2) be the complete r-partite graph of order 2 (i.e., the com-
plement of the disjoint union of r copies of P2). Then A(Kr(2)) ↪→ M(Σg,n) if
and only if r ≤ g + b g+n2 c − 1.
Proof. By [2, Lemma 30], Kr(2) ≤ C(Σg,n) if and only if r ≤ g+ b g+n2 c− 1. Hence,
we obtain the desired result by using Koberda’s embedding theorem and Corollary
1.7. 
Proof of Proposition 5.3. For r = g + b g+n2 c, A(Kr(2)) cannot be embedded
into M(Σg,n) by Lemma 5.4. However, as in the proof of [2, Corollary 16], we
can easily see that the chromatic number (resp. the nested complexity length) of
Kr(2) is equal to r (resp. 2r) and the chromatic number (resp. the nested complexity
length) of C(Σg,n) is not less than 3g−3+n (resp. 6g−6+2n). Set Λ := Kr(2). 
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