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Abstract
In this paper we propose a new interior a"ne scaling region algorithm with nonmonotonic interior point
backtracking technique for nonlinear optimization subject to linear equality and inequality constraints. The trust
region subproblem in the proposed algorithm is de2ned by minimizing a quadratic function subject only to an
a"ne scaling ellipsoidal constraint in a null subspace of the extended equality constraints. Using both trust
region strategy and line search technique, the a"ne scaling trust region subproblem at each iteration generates
backtracking interior step to obtain a new accepted step. The global convergence and fast local convergence
rate of the proposed algorithm are established under some reasonable conditions. A nonmonotonic criterion
should bring about speeding up the convergence progress in some ill-conditioned cases.
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1. Introduction
In this paper we analyze the solution of the nonlinear optimization problem subjective to both
linear equality and linear inequality constraints:
min f(x)
s:t: A1x = b1;
A2x¿ b2;
(1.1)
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where f :Rn → R is smooth nonlinear function, not necessarily convex,
Adef=
[
A1
A2
]
∈Rm×n;
A1 = [aT1 ; : : : ; a
T
l ]
T ∈Rl×n and A2 = [aTl+1; : : : ; aTm]T ∈R(m−l)×n; (m¿l)
are matrices,
bdef=
(
b1
b2
)
= [b1; : : : ; bl; bl+1; : : : ; bm]T ∈Rm
is a vector. The feasible set is denoted def={x |A1x=b1; A2x¿ b2} and the strict interior feasible (or
‘strictly feasible’) set int()def={x |A1x=b1; A2x¿b2} for the inequality constraints. There are quite a
few articles [1,2,5,6] proposing sequential convex quadratic programming methods with trust region
idea. Most existing methods generate sequences of points in the interior of the feasible set with
the strictly feasible constraints. Recently, Coleman and Li [3] presented a trust region a"ne scaling
interior point algorithm for the minimization problem subject only to linear inequality constraints,
that is,
min f(x)
s:t: A2x¿ b2:
(1.2)
The basic idea can be summarized as follows: when xk is the current strictly feasible interior point
iterate and k is an approximation to the Lagrangian multipliers of the problem (1.2), the scaling
matrix Dk and the diagonal matrix Ck are de2ned as follows:
D(x)def=diag{A2x − b2} and Dkdef=D(xk);
C(x)def=diag{||}; and Ckdef=C(xk): (1.3)
xk + dk ∈ based on the trust region subproblem
min qk(d)
def=∇fTk d+ 12 dTBkd+ 12 dTAT2D−1k CkA2d
s:t: ‖(d;D−1=2k A2d)‖26k;
(1.4)
where ∇fk =∇f(xk); d= x− xk ; Bk is either ∇2f(xk) or its approximation, ∇fTk d+ 12 dTBkd is the
local quadratic approximation of f at xk and k is the trust region radius.
In the algorithm proposed by Coleman and Li [3],  ∗k [dk] be denoted to the minimum value of
qk(s) along the direction dk within the feasible trust region, i.e.,
 ∗k [dk]
def=qk(∗kdk)
def={minqk(dk); s:t: ‖(dk ;D−1=2k A2dk)‖6k; xk + dk ∈}: (1.5)
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An approximate trust region solution will be damped in order to maintain strict feasibility. The
damping parameter k ∈ (0; 1], for some constant 0 ∈ (0; 1) and k − 1 = O(‖dk‖2). The damping
step sk along dk is de2ned as
sk
def=kdk ; k
def=k∗k : (1.6)
Coleman and Li [3] proposed the trust region interior point method (TRAM) by using the
trust region radius is adjusted for nonlinearity and feasibility, that is, an iteration satis2es a force
qk(sk)¡(qk(g∗k )) here ∈ (0; 1); g(x)def= − (∇f(x)−AT), and hence ensure su"cient reduction of
the objective function. Coleman and Li [3] proposed:
Trust region a0ne scaling interior method
1. Choose parameters 0¡1 ¡2 ¡ 1; ∈ (0; 1); 0¡1 ¡2 ¡ 1¡3;  ¿ 0. Select an initial
trust region radius 0 ¿ 0 and a maximal trust region radius 0 ¿ 0, give a starting point
x0 ∈ int(). Set k = 0, go to the main step.
2. Choose a symmetric matrix Bk ≈ ∇2f(xk). Evaluate fk = f(xk), compute a least squares La-
grangian multiplier approximation k and Dk = diag{Axk − b}; Ck = diag{|k |}.
3. If |∇fTk gk |1=26  , stop with the approximate optimal solution xk here gk =∇fk − AT2k .
4. Solve a step dk , with xk + dk ∈ int(), based on the subproblem (1.5) and
min
d∈Rn
 k(d)
def=∇fTk d+ 12 dTBkd+ 12 dTAT2S−1k CkA2d
(Sk) s:t: ‖(d; S−1=2k A2d)‖26k;
where Sk = Dk or Sk = MDk given in [3].
5. Calculate
Pred(dk) =− k(dk); (1.7)
Ared(dk) = fk − f(xk + dk); (1.8)
"k =
Ared(hk)
Pred(hk)
: (1.9)
6. If "k ¿, then take xk+1 = xk + dk . Otherwise, xk+1 = xk , and k+1 ∈ (0; 1k].
7. Updating trust region size k+1 from k ,
k+1 =


[1k; 2k]; if "k6 1;
(2k; k]; if 1 ¡"k ¡2;
(k; 3k]; if "k¿ 2:
(1.10)
8. Update Bk to obtain Bk+1. Then set k ← k + 1 and go to step 2.
In order to obtain the strict interior feasibility, a stepsize $∗k [dk] to be the optimal step within
int() if xk + dk is strictly feasible; otherwise, $∗k [dk] is chosen just short of step to the boundary.
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Coleman and Li [2] suggested
$∗k [dk]
def= k∗kdk =
{
∗kdk ; if xk + 
∗
kdk ∈ int();
k∗kdk ; otherwise:
(1.11)
where k ∈ (l; 1] for some 0¡l ¡ 1 and k − 1 = O(‖dk‖2).
One of the advantage of the model of trust region method is that it does not require the objec-
tive function to be convex. It is possible that the trust region subproblem with the strictly feasible
constraint needs to be resolved many times before obtaining an acceptable step, and hence the total
computation for completing one iteration might be expensive and di"cult. The trust region strategy
in association with line search technique for solving unconstrained optimization suggested in [10]
motivates to switch to employ the backtracking steps at trial step which may be unaccepted in trust
region strategy, since the trial step should provide a direction of su"cient descent. The nonmono-
tone technique is developed to line search technique and trust region algorithm for unconstrained
optimization, respectively (see [8,4], for instance). The nonmonotonic idea motivates to further study
the backtracking a"ne scaling interior point algorithm, because monotonicity may cause a series of
very small steps if the contours of objective function f are a family of curves with large curvature.
In order to avoid the di"culties of the strictly feasible constraints in trust region subproblem, the
trust region subproblem in the proposed algorithm is de2ned by minimizing a quadratic function
subject only an a"ne scaling ellipsoid constraint in the null subspace of the equality constraints.
The paper is organized as follows. In Section 2, we describe the algorithm which combines
the techniques of trust region strategy, interior point, a"ne scaling and nonmonotonic backtracking
search. In Section 3, weak global convergence of the proposed algorithm is established. Some further
convergence properties such as strong global convergence and local convergence rate are discussed
in Section 4.
2. Algorithm
In this section, we propose an a"ne scaling trust region method with nonmonotonic interior point
backtracking technique for problem (1.1). The trust region subproblem involves choosing a scaling
matrix Dk and a quadratic model qk(d). We motivate our choice of a"ne searching matrix by
examining the optimality conditions for problem (1.1).
Optimality conditions for problem (1.1) are well established. A feasibility x∗ ∈ is said to be
stationary point for problem (1.1) which is called the 2rst order necessary condition, if there exist
two vectors ∗ ∈Rl; 06 ∗ ∈Rm−l such that
diag{A2x∗ − b2}∗ = 0; and ∇f(x∗)− AT1∗ − AT2∗ = 0: (2.1)
Strict complementarity is said to hold at x∗ if |i∗|¿ 0; i = 1; : : : ; l and at least one of the two
inequalities aTl+ix∗ − bl+i ¿ 0, and i∗¿ 0; (i= 1; : : : ; m− l) holds, that is, |i∗|¿ 0; i= 1; : : : ; l and
|al+ix∗−bl+i|+ |i∗|¿ 0; i=1; : : : ; m− l, where i∗; bl+i and i∗ are the ith component of the vectors
∗; b2 and ∗, respectively.
The trust region subproblem arise naturally from the Newton step for the 2rst-order necessary
conditions for the problem (1.1). Ignoring primal and dual feasibility of the inequality constraints,
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the 2rst order necessary condition of (1.1) can be expressed as an (m + n) by (m + n) system of
nonlinear equation
∇f(x)− AT1− AT2 = 0;
A1x = b1;
diag{A2x − b2} = 0:
(2.2)
For any x∈Rn; ∈Rl; ∈Rm−l,

x




denotes the vector in Rm+n with the 2rst n components equal to x, the second l components to 
and the last m− l components equal to . The Newton step

Oxk
Ok
Ok


for the above equation

∇2f(x) −AT1 −AT2
A1 0 0
diag{k}A2 0 Dk




Oxk
Ok
Ok

=


∇fk − AT1k − AT2k
A1xk − b1
Dkk

 ; (2.3)
where
Dk
def=diag{A2xk − b2}: (2.4)
In order to globalize, we employ to replacing diag{k} by Ckdef=diag{|k |} which was suggested
by Coleman and Li [3], that is,

∇2fk −AT1 −AT2
A1 0 0
CkA2 0 Dk




Oxk
Ok
Ok

=−


∇fk − AT1k − AT2k
A1xk − b1
Dkk

 : (2.5)
The modi2ed Newton step can be shown to su"ciently approximate the exact Newton step, asymp-
totically, to achieve fast convergence. Using the augmented quadratic as the objective function of
the model, a trust region consistent with the modi2ed Newton step OxNk in the null subspace of
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A1 is
min ∇fTk d+ 12 dTBkd+ 12 dT(AT2D−1k CkA2)d
s:t: A1d= 0
‖(d;D−1=2k A2d)‖26k
(2.6)
where d = x − xk ; Bk is either ∇2f(xk) or its approximation, k is the trust region radius. Set the
transformation dˆ = D−1=2k A2d, trust region subproblem (2.6) is equivalent to the following problem
in original variable space,
min q˜(d)def=∇fTk dk + 12 dTBkd+ 12 dˆTCTk dˆ
s:t: A1d= 0; D
1=2
k dˆ= A2d
‖(d; dˆ)‖26k:
(2.7)
Now, we will introduce our trust region subproblem:
min
d∈Rn
 k(d)
def=∇fTk d+ 12 dTBkd+ 12 dT(AT2S−1k CkA2)d
(Sk) s:t: A1d= 0
‖(d; S−1=2k Ad)‖26k;
with Sk =Dk
def=diag{A2xk − b2}, (or another Sk = MDk suggested in [3]). The least squares Lagrangian
multipliers k and k ,
gk
def=∇f(xk)− AT1k − AT2k; and
[
AT1 A
T
2
0 −D1=2k
][
k
k
]
L:S:=
[∇f(xk)
0
]
: (2.8)
Let Pk denote the orthogonal projection onto the null space of[
A1 0
A2 −D1=2k
]
;
then
∇f(xk)Tgk =−
∥∥∥∥∥Pk
[∇f(xk)
0
]∥∥∥∥∥
2
2
=−(‖∇f(xk)− AT1k − AT2k‖22 + ‖D1=2k k‖): (2.9)
It is clear to see that from the subproblem (Sk), a su"cient decrease of  k(d) measured against the
decrease from the damped minimizer ∇f(xk)Tgk leads to satisfaction of complementarity:
lim
k→∞
‖∇f(xk)− AT1k − AT2k‖2 = 0; and limk→∞ ‖D
1=2
k k‖2 = 0: (2.10)
We now describe trust region a"ne scaling interior point algorithm with a nonmonotonic back-
tracking interior point technique for solving the problem (1.1).
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Initialization step: Choose parameters ∈ (0; 12); !∈ (0; 1); 0¡1 ¡2 ¡ 1; 0¡1 ¡2 ¡ 1¡
3;  ¿ 0 and positive integer M . Let m(0) = 0. Choose a symmetric matrix B0. Select an initial
trust region radius O0 ¿ 0 and a maximal trust region radius O0 ¿ 0, give a starting strictly feasible
interior point x0 ∈ int(). Set k = 0, go to the main step.
Main step:
1. Evaluate fk=f(xk); ∇f(xk) and Dk=diag{A2xk−b2}. Choose a symmetric matrix Bk ≈ ∇2f(xk).
Evaluate fk = f(xk), compute a least squares Lagrangian multiplier approximations k and k .
Set Ck = diag{|k |}.
2. If |∇fTk gk |1=26  , stop with the approximate solution xk .
3. Solve a step dk based on the subproblem (Sk).
4. Choose $k = 1; !; !2; : : : ; until the following inequality is satis2ed
f(xk + $kdk)6f(xl(k)) + $k∇f(xk)Tdk; (2.11)
with xk + $kdk ∈ (2.12)
where f(xl(k)) = max06j6m(k){f(xk−j)}.
5. Set
hk =
{
$kdk ; if xk + $kdk ∈ int();
k$kdk ; otherwise
(2.13)
where k ∈ (0; 1], for some 0¡0 ¡ 1 and k − 1 = O(‖dk‖2), and set
xk+1 = xk + hk : (2.14)
6. Calculate
Pred(hk) =− k(hk); (2.15)
[Ared(hk) = f(xl(k))− f(xk + hk); (2.16)
"ˆk =
[Ared(hk)
Pred(hk)
: (2.17)
7. Updating trust region size k+1 from k ,
k+1 =


[1k; 2k]; if "ˆk6 1;
(2k; k]; if 1 ¡"ˆk ¡2;
(k;min{3k; max}]; if "ˆk¿ 2:
(2.18)
8. Take m(k + 1) = min{m(k) + 1; M}, and update Bk to obtain Bk+1. Then set k ← k + 1 and go
to step 2.
Remark 1. In the subproblem (Sk); ∇fTk d + 12 dTBkd is a local quadratic model of the objective
function f around xk , while a candidate iterative direction d is generated by minimizing  k(d)
only within the a"ne scaling ellipsoidal ball centered at xk with radius k in the null subspace
N
([
A1
A2
0
−D1=2k
])
.
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Remark 2. The scalar $k given in step 4, denotes the stepsize along dk to the boundary (2.12) of
the linear inequality constraints
$k
def=min
{
−a
T
l+ixk − bl+i
aTl+idk
∣∣∣∣−aTl+ixk − bl+iaTl+idk ¿ 0; i = 1; : : : ; m− l
}
; (2.19)
with $k
def= +∞ if −(aTl+ixk − bl+i)=(aTl+idk)6 0 for all i. A key property of the scalar $k is that
an arbitrary step $kdk to the point xk + $kdk does not violate any linear inequality constraints. To
see this, 2rst observe that if −(aTl+ixk − bl+i)=(aTl+idk)6 0 for some i = 1; : : : ; m − l, and hence
aTl+ixk − bl+i ¿ 0 implies aTl+idk ¿ 0. Therefore, for all $k ∈ (0;+∞),
aTl+i(xk + $kdk)− bl+i = aTl+ixk − bl+i + $kaTl+idk ¿ 0; (2.20)
which means the ith linear strick inequality constraint holds.
If $k = ((aTl+ixk − bl+i)=aTl+idk)¿ 0 for some i, and hence aTl+ixk − bl+i ¿ 0 implies aTl+idk ¡ 0.
We have that from $k6− (aTl+ixk − bl+i)=aTl+idk ,
aTl+ixk − bl+i6− $kaTl+idk : (2.21)
Hence, (2.20)–(2.21) mean that no matter what cases the inequality aTl+i(xk + $kdk)¿ b
l+i for all
any i = 1; : : : ; m− l holds.
Remark 3. Note that in each iteration the algorithm solves only one general trust region subproblem
on the null subspace. If the solution dk fails to meet the acceptance criterions (2.11) and (2.12)
(take $k = 1), then we turn to line search, i.e., retreat from xk + hk until the criterions are satis2ed.
The usual monotone algorithm can be viewed as a special case of the proposed algorithms when
M = 0.
Remark 4. We improved the trust region interior algorithm in [2,3] by using backtracking interior
linesearch technique and the trust region radius adjusted depends on the traditional trust region
criterion. At the linesearch, we use ∇f(xk)Tdk in (2.11) instead of the accepted step in the traditional
trust region criterion. The linesearch criterion (2.11) is satis2ed easier than the traditional trust region
step, because if Bk + AT2S
−1
k CkA2 is positive semide2nite, then ∇f(xk)Tdk6  k(dk).
3. Global convergence
Throughout this section we assume that f :Rn → R1 is twice continuously diSerentiable and
bounded from below. Given x0 ∈, the algorithm generates a sequence {xk} ⊂ Rn. In our analysis,
we denote the level set of f by
L(x0) = {x∈Rn |f(x)6f(x0); A1x = b1; A2x¿ b2}:
The following assumption is commonly used in convergence analysis of most methods for linear
inequality constraints optimization.
Assumption A1. Sequence {xk} generated by the algorithm is contained in a compact set L(x0)
on Rn.
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Assumption A2. There exist positive scalars +f and +g such that ‖∇f(x)‖6 +f and ‖g(x)‖6 +g
for all x∈L(x0). There exists a positive scalar +B such that ‖Bk‖6 +B for all k.
Assumption A3.[
A1 0
A2 −D(x)1=2
]
is assumed to have full row rank for all x∈L(x0).
De2ne
Mk
def=
[∇2f(xk) 0
0 Ck
]
: (3.1)
Let (dTk ; dˆ
T
k ) denote a solution to (Sk). The 2rst order necessary conditions (2.7) (see [7,9]) imply
that there exists ,k¿ 0 such that
(Mk + ,kI)
[
dk
dˆk
]
=−
[∇fk
0
]
+
[
AT1
0
]
k+1 +
[
AT2
−D1=2k
]
k+1 (3.2)
with
,k
(
k −
∥∥∥∥∥
[
dk
dˆk
]∥∥∥∥∥
2
)
= 0; A1d= 0: (3.3)
Clearly, k+1 = Nk+1
def=Nk +O
N
k ; k+1 = 
N
k+1
def=Nk +O
N
k when ,k = 0, where (d
N
k ; O
N
k ; O
N
k ) is
the modi2ed Newton step, i.e.,

∇2fk −AT1 −AT2
A1 0 0
CkA2 0 Dk




dNk
ONk
ONk

=−


∇fk − AT1k − AT2k
0
Dkk

 :
Let the columns of Zk denote an orthonormal basis for the null space of[
A1 0
A2 −D(x)1=2
]
the second order necessary conditions of (2.7), the projected Hessian ZTk (Mk + ,kI)Zk is positive
semi-de2nite (see [12]).
Under the Assumption A3, the Lagrangian multipliers k ; k can be computed via the normal
equations of (2.8), i.e.,[
A1AT1 A1A
T
2
A2AT1 A2A
T
2 + D(xk)
][
k
k
]
=−
[
A1∇f(xk)
A2∇f(xk)
]
: (3.4)
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It is well known from solving the trust region algorithms in order to assure the global conver-
gence of the proposed algorithm, it is a su"cient condition to show that at kth iteration the predicted
reduction de2ned by Pred(dk) = − k(dk) which is obtained by the step dk from trust region sub-
problem, satis2es a su"cient descent condition (see [11]).
Lemma 3.1. Let the step dk be the solution of the trust region subproblem (Sk), assume that
Assumptions A1–A3 hold, then there exists ¿ 0 such that the step dk satis6es the following
su0cient descent condition.
Pred(dk)¿ |∇fTk gk |1=2 min
{
k;
|∇fTk gk |1=2
‖Mk‖
}
(3.5)
for all ∇fk; gk ; ‖Mk‖, and k . In fact, here = 12 and |∇fTk gk |
1
2 =
√
||gk ||22 + ||D−1=2k A2gk ||22.
Proof. By the least squares Lagrangian multipliers k and k , in (2.8), that is,
min
k ;k
‖AT1k + AT2k −∇fk‖2 + ‖D1=2k k‖2:
By (3.4), we have that
(A1AT1 )k + A1A
T
2k =−A1∇fk;
(A2AT1 )k + A2A
T
2k + Dkk =−A2∇fk:
So, we can obtain that k and k satisfy
k =−(A1AT1 )−1A1(∇fk − AT2k); (3.6)
Dkk =−A2∇fk − A2AT1k − A2AT2k =−A2gk (3.7)
with
gk
def=∇f(xk)− AT1k − AT2k = [I − AT1 (A1AT1 )−1A1](∇fk − AT2k)
which implies
A1gk = 0:
De2ne pk = gk , and hence pˆk = D
−1=2
k A2pk .
0k(t)
def=  k(tpk)
= t(∇fTk pk) +
1
2
t2(pTk Bkpk + p
T
k A
T
2D
−1
k CkA2pk)
= t(∇fTk pk) +
1
2
t2(pTk ; pˆ
T
k )
[
Bk 0
0 Ck
][
pk
pˆk
]
:
(3.8)
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From the de2nitions of pk and pˆk , we have that from (3.7)∥∥∥∥∥
[
pk
pˆk
]∥∥∥∥∥
2
= ‖gk‖22 + ‖D−1=2k A2gk‖22 = |∇fTk gk |
given in (2.9).
Now, consider the following subproblem
min t(∇fTk pk) +
1
2
t2(pTk ; pˆ
T
k )Mk
[
pk
pˆk
]
(Tk) s:t: pˆk = D
−1=2
k A2pk
06 t6k=‖(pk ; pˆk)‖;
since pk satis2es A1pk = 0.
Let tk be the optimal solution of the above subproblem (Tk) and ’k be the optimal value of the
subproblem (Sk). Let
4k
def=(pTk ; pˆ
T
k )Mk
[
pk
pˆk
]
and t∗k
def= − |∇f
T
k pk |
4k
:
Consider two cases:
(1) 4k ¿ 0, if ‖t∗k (pTk ; pˆTk )‖6k , then tk = t∗k is the solution of subproblem (Tk), we have that
’k6  k(tkpk) =
−|∇fTk pk |2
4k
+
1
2
|∇fTk pk |2
42k
(pTk ; pˆ
T
k )Mk
[
pk
pˆk
]
6−1
2
|∇fTk pk |2
‖Mk‖ · ‖(pTk ; pˆTk )‖2
= −1
2
|∇fTk pk |
‖Mk‖ :
On the other hand, if ‖t∗k (pk; pˆk)‖¿k , i.e., |∇fTk pk |¿ (k=‖(pTk ; pˆTk )‖)4k , then set tk=k=‖(pk ; pˆk)‖,
we have that
’k6  k(tkpk) =−
(
k
‖(pk ; pˆk)‖
)
|∇fTk pk |+
1
2
(
k
‖(pk ; pˆk)‖
)2
(pˆTk ; pˆk)Mk
[
pk
pˆk
]
6−
(
k
‖(pk ; pˆk)‖
)
|∇fTk pk |+
1
2
(
k
‖(pk ; pˆk)‖
)2
4k
= −1
2
(
k
‖(pk ; pˆk)‖
)
|∇fTk pk |
6−1
2
|∇fTk pk |1=2k:
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(2) If 4k6 0, then set tk = k=‖(pk ; pˆk)‖, we have also that
’k6  (tkpk) =−
(
k
‖(pk ; pˆk)‖
)
|∇fTk pk |+
1
2
(
k
‖(pk ; pˆk)‖
)2
4k
6− k‖(pk ; pˆk)‖|∇f
T
k pk |
= −|∇fTk pk |1=2k:
As above two cases, we have the condition of the lemma holds.
The following lemma show the relation between the gradient ∇fk of the objective function and
the step dk generated by the proposed algorithm. We can see from the lemma that the direction of
the trial step is a su"ciently descent direction.
Lemma 3.2. At the kth iteration, let dk be generated in trust region subproblem (Sk), then
∇fTk dk6− 1‖∇fTk gk‖1=2 min
{
k;
|∇fTk gk |1=2
‖Mk‖
}
(3.9)
where 1 ¿ 0 is a constant.
Proof. Let (dk ; dˆk) denote a solution to subproblem (Sk). The 2rst order necessary conditions of
(Sk) imply that (3.2)–(3.3) hold. Taking norm in (3.3), we can obtain
,kk = ,k‖(dk ; dˆk)‖2
6 (‖∇f(xk)− AT1k − AT2k‖22 + ‖D1=2k k‖22)1=2 + ‖Mk‖ ‖(dk ; dˆk)‖2
= |∇fTk gk |1=2 + ‖Mk‖ ‖(dk ; dˆk)‖2: (3.10)
And note ‖(dk ; dˆk)‖26k ,
06 ,k6
|∇fTk gk |1=2
k
+ ‖Mk‖: (3.11)
The 2rst order necessary conditions of (Sk) imply that there exists ,k¿ 0 and k+1 such that[
dk
dˆk
]
=−(Mk + ,kI)+
{[∇fk
0
]
+
[
AT1
0
]
k+1 +
[
AT2
−D1=2k
]
k+1
}
(3.12)
with k+1(A2dk −D1=2k dˆk) = 0, where A+ is the Moore–Penrose generalized inverse of the matrix A.
Hence, k+1(A2dk − D1=2k dˆk) = 0 means
∇fTk dk =
{[∇fk
0
]
+
[
AT1
0
]
k+1 +
[
AT2
−D1=2k
]
k+1
}T [ dk
dˆk
]
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=−
{[∇fk
0
]
+
[
AT1
0
]
k+1 +
[
AT2
−D1=2k
]
k+1
}T
(Mk + ,kI)+
×
{[∇fk
0
]
+
[
AT1
0
]
k+1 +
[
AT2
−D1=2k
]
k+1
}
: (3.13)
Therefore, taking norm in (3.13), we can obtain that from (3.11)
∇fTk dk6−
1
‖Mk‖+ ,k
∥∥∥∥∥
[∇fk
0
]
+
[
AT1
0
]
k+1 +
[
AT2
−D1=2k
]
k+1
∥∥∥∥∥
2
2
6− |∇f
T
k gk |
2‖Mk‖+ |∇f
T
k gk |1=2
k
6− |∇f
T
k gk |
2max{2‖Mk‖; |∇f
T
k gk |1=2
k
}
6−1
4
|∇fTk gk |1=2 min
{ |∇fTk gk |1=2
‖Mk‖ ; k
}
: (3.14)
From (3.14) and taking 1 = 14 , the conclusion of the lemma holds.
The Assumptions A1–A2 imply that there exist +D; +M ¿ 0 such that ‖D−1k ‖6 +D; ∀k, and
‖Mk‖6 +M ; ∀k. Further, assume that
‖∇2f(x)‖6 +M ; ∀x∈L(x0):
Theorem 3.3. Let {xk}∈Rn be a sequence generated by the algorithm. Assume that Assumptions
A1–A3 hold and the strict complementarity of the problem (1.1) holds. Then
lim inf
k→∞
|∇fTk gk |= 0: (3.15)
Proof. According to the acceptance rule in step 5, we have
f(xl(k))− f(xk + $kdk)¿− $k∇fTk dk : (3.16)
Taking into account that m(k + 1)6m(k) + 1, and f(xk+1)6f(xl(k)), we have f(xl(k+1))6
max06j6m(k)+1 {f(xk+1−j)} = f(xl(k)). This means that the sequence {f(xl(k))} is nonincreasing
for all k, and therefore {f(xl(k))} is convergent.
By (2.11) and (3.9), for all k ¿M ,
f(xl(k)) = f(xl(k)−1 + $l(k)−1dl(k)−1)
6 max
06j6m(l(k)−1)
{f(xl(k)−j−1)}+ $l(k)−1∇fTl(k)−1dl(k)−1
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6 max
06j6m(l(k)−1)
{f(xl(k)−j−1)}
− $l(k)−11|∇fTl(k)−1gl(k)−1|1=2 min
{
l(k)−1;
|∇fTl(k)−1gl(k)−1|1=2
‖Ml(k)−1‖
}
: (3.17)
If the conclusion of the theorem is not true, then there exists some  ¿ 0 such that
|∇fTk gk |¿  2; k = 1; 2; : : : : (3.18)
Therefore, we have that
f(xl(k))6f(xl(l(k)−1))− $l(k)−11 min
{
l(k)−1;
 
+M
}
: (3.19)
As {f(xl(k))} is convergent, we obtain from (3.19) that
lim
k→∞
$l(k)−1l(k)−1 = 0:
This, by ‖(dk ; dˆk)‖6k , imply that
lim
k→∞
$l(k)−1‖dl(k)−1‖= 0: (3.20)
This means that either
lim inf
k→∞
$l(k)−1 = 0; (3.21)
or
lim
k→∞
l(k)−1 = 0: (3.22)
By the updating formula of k , for all j; 
j
1k6k+j6 
j
2k , so that 
M+1
1 l(k)−16k6 
M+1
2
l(k)−1. If (3.22) holds, then
lim
k→∞
k = 0: (3.23)
Assume that $k given in step 4 is the stepsize to the boundary of inequality constraints along dk .
From (2.19),
$k
def=min
{
−a
T
l+ixk − bl+i
aTl+idk
∣∣∣∣−aTl+ixk − bl+iaTl+idk ¿ 0; i = 1; : : : ; m− l
}
;
with $k
def= +∞ if −(aTl+ixk−bl+i)=(aTl+idk)6 0 for all i. From dˆk =D−1=2k A2dk and (3.2), there exists
k+1 such that
aTl+idk = (a
T
l+idk − bl+i)1=2dˆik =−
(aTl+idk − bl+i)ik+1
,k + |ik+1|
;
where dˆik and 
i
k+1 are the ith component of the vectors dˆk and k+1, respectively.
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Hence, there exists j∈{1; : : : ; m− l} such that
$k =−
aTl+jxk − bl+j
aTl+jdk
¿
,k + |jk+1|
|jk+1|
¿
,k + |jk+1|
‖k+1‖∞ : (3.24)
From (3.2), we have that[
AT1
0
]
k+1 +
[
AT2
−D1=2k
]
k+1 =
[∇fk
0
]
+ (Mk + ,kI)
[
dk
dˆk
]
:
Since [
A1 0
A2 −D1=2k
]
has full row rank in the compact set L(x0); {k} is bounded and f(x) is twice continuously diSer-
entiable. There exist +1 ¿ 0 and +2 ¿ 0 such that
‖k+1‖∞6 +1 + (+2 + ,k)k:
Similar to (3.11), we can obtain that
,k¿
|∇fTk gk |1=2
k
− ‖Mk‖: (3.25)
Since the strict complementarity of the problem (1.1) holds and k → 0 it is clear that from
(3.18) and ‖Mk‖6 +M ; ∀k,
lim
k→∞
,k =+∞:
(3.24) means that we conclude that
lim
k→∞
$k =+∞: (3.26)
By the condition on the strictly feasible stepsize k ∈ (0; 1], for some 0¡0 ¡ 1 and k − 1 =
O(‖dk‖2); limk→∞ k = 1, comes from limk→∞ dk = 0.
From above, we have obtained that if the step size $k given in (2.12), then the step size will be
determined in (2.12) and hence (3.24) holds and k → 0, we conclude that limk→∞ $k =+∞, and
limk→∞ k = 1.
We now prove that if
k6
 (1− )
+M
; (3.27)
then $k = 1 must satisfy the condition (2.11) in step 4, i.e.,
f(xk + dk)6f(xl(k)) + ∇fTk dk : (3.28)
If the above formula is not true, we have
f(xk + dk)¿f(xl(k)) + ∇fTk dk¿f(xk) + ∇fTk dk : (3.29)
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Because f(x) is twice continuously diSerentiable, we have
f(xk + dk)− f(xk) =∇fTk dk + 12 dTk∇2f(xk + 4dk)dk;
where 4∈ [0; 1]. Hence, (3.28) implies that
(1− )∇fTk dk + 12 dTk∇2f(xk + 4dk)dk ¿ 0;
from which we obtain (1− )∇fTk dk + 12+M‖dk‖2 ¿ 0. By (3.9),
−  (1− )min
{
k;
 
+M
}
+
1
2
+M2k ¿ 0: (3.30)
Since k6  (1 − )=+M6  =+M , we have [ −  (1 − ) + 12+Mk]k ¿ 0. This means that, by
k ¿ 0;  (1−)¡ 12+Mk6 +Mk , which contradicts (3.27). From the above we see that if (3.28)
holds, the step size $k → +∞ given in (2.12), then the step size will be determined only in (2.11).
So, $k = 1, i.e., hk = dk and hence xk+1 = xk + dk .
We know that
|f(xk + dk)− f(xk) + 12 dTk Ckdk −  k(dk)|6 12‖dk‖2‖∇2f(xk + 4dk)− Bk‖
6 +M2k ; (3.31)
where 4∈ [0; 1].
Since Lemma 3.1 implies that − k(dk)¿  min{k;  =+M}, we readily obtain that set
"k =
f(xk)− f(xk + hk)
Pred(hk)
; (3.32)
then, {|"k − 1|} converges to zero. This implies that {k} is not decreased for su"ciently large k
and hence bounded away from zero. Thus, {k} cannot converge to zero, contradicting (3.23).
If (3.21) holds, by (3.20), following the way used in [8], we can prove by induction that
lim
k→∞
‖hl(k)−j‖= 0; (3.33)
and hence, it can be derived that
lim
k→∞
f(xl(k)) = lim
k→∞
f(xk): (3.34)
By the rule for accepting the step hk ,
f(xk+1)− f(xl(k))6 $k∇fTk dk6−$k1|∇fTk gk |1=2 min
{
k;
|∇fTk gk |1=2
+M
}
6−$k1 min
{
k;
 
+M
}
: (3.35)
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By (3.34) and (3.35) mean that by {k} being bounded away from zero,
lim
k→∞
$k = 0:
Since the strict complementarity of the problem (1.1) holds, we can obtain that if $k is determined
by (2.12), then from (3.24)–(3.25)
lim
k→∞
$k = 0: (3.36)
So, limk→∞ $k =0 holds only in (2.11). The acceptance rule (2.11) means that, for large enough
k,
f
(
xk +
$k
!
dk
)
− f(xk)¿f
(
xk +
$k
!
dk
)
− f(xl(k))¿ $k! ∇f
T
k dk : (3.37)
Since
f
(
xk +
$k
!
dk
)
− f(xk) = $k! ∇f
T
k dk + o
($k
!
‖dk‖
)
;
we have
(1− ) $k
!
∇fTk dk + o
($k
!
‖dk‖
)
¿ 0: (3.38)
Dividing (3.38) by ($k=!)‖dk‖ and noting that 1− ¿ 0 and ∇fTk dk6 0, we obtain
lim
k→∞
∇fTk dk
‖dk‖ = 0: (3.39)
From
∇fTk dk6− 1|∇fTk gk |1=2 min
{
k;
|∇fTk gk |1=2
+M
}
6− 1 min
{
k;
 
+M
}
(3.40)
we have that (3.39) means
lim
k→∞
k
‖dk‖ = 0; (3.41)
which contradicts ‖dk‖6k and hence the conclusion of the theorem is true. So, the conclusion of
the theorem is true.
4. Properties of the local convergence
Theorem 3.3 indicates that at least one limit point of {xk} is a stationary point. In this section
we shall 2rst extend this theorem to a stronger result and the local convergence rate, but it requires
more assumptions.
Assumption A4. The solution x∗ of problem (1.1) satis2es the strong second order su"cient condi-
tion, that is, let the columns of Z∗ denote an orthonormal basis for the null space of[
A1 0
A2 −D1=2∗
]
;
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then there exists $¿ 0 such that
pT(ZT∗H∗Z∗)p¿ $‖p‖2; ∀p (4.1)
where H∗
def=
[∇2f(x∗) 0
0 C∗
]
.
Assumption A5. Let Hk
def=
[∇2f(xk) 0
0 Ck
]
, and the columns of Zk denote an orthonormal basis for
the null space of[
A1 0
A2 −D1=2k
]
;
lim
k→∞
‖(Mk − Hk)Zkdk‖
‖dk‖ = 0: (4.2)
This means that for large k
dTk (Z
T
k MkZk)dk = d
T
k (Z
T
k HkZk)dk + o(‖dk‖2):
Theorem 4.1. Assume that the Assumptions A4–A5 hold. Let {xk} be a sequence generated by the
algorithm. If the strict complementarity of the problem (1.1) holds at every limit point of {xk},
then dk → 0. Furthermore, if xk is close enough to x∗, and x∗ is a strict local minimum of the
problem (1.1), then xk → x∗.
Proof. By (3.1) and (3.3), we get
∇fTk dk =
{[∇fk
0
]
+
[
AT1
0
]
k+1 +
[
AT2
−D1=2k
]
k+1
}T [ dk
dˆk
]
= −[dTk ; dˆTk ](Mk + ,kI)
[
dk
dˆk
]
6−[dTk ; dˆTk ]Mk
[
dk
dˆk
]
= −[dTk ; dˆTk ]
[∇2f(xk) 0
0 Ck
][
dk
dˆk
]
= −{dTk (∇2fk)dk + dTk (AT2D−1=2k CkD−1=2k A2)dk}: (4.3)
Let pk satisfy aTl+ipk = 0 for all i = 1; : : : ; m − l with aTl+idk − bl+i = 0. De2ne pˆik = (aTl+idk −
bl+i)−1=2aTl+ipk if a
T
l+idk − bl+i ¿ 0 and pˆik =0, otherwise. Then A2pk =D1=2k pˆk . Let the columns of
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Zk denote an orthonormal basis for the null space of[
A1 0
A2 −Dk
]
:
Hence (pk ; pˆk) = Zkw and dˆTk Ckdˆk → dˆT∗C∗dˆ∗ = 0. So, the above inequality (4.3) implies
∇fTk dk6− {dTk (∇2fk)dk + dTk (AT2D−1=2k CkD−1=2k A2)dk}= dTk ZTk (∇2fk)Zkdk + o(‖dk‖2):
Therefore, from (4.1)–(4.2), we get that for all large k
∇fTk dk6−
$
2
‖dk‖2 + o(‖dk‖2): (4.4)
According to the acceptance rule in step 4, we have
f(xl(k))− f(xk + $kdk)¿− $k∇fTk dk¿
$
2
$k‖dk‖2 + o(‖dk‖2): (4.5)
Similar to the proof of Theorem in [8], we have that the sequence {f(xl(k))} is nonincreasing for
all k, and therefore {f(xl(k))} is convergent.
(4.3) and (4.4) mean that
f(xl(k))6f(xl(l(k)−1))− $l(k)−1 $2 ‖dl(k)−1‖
2 + o(‖dl(k)−1‖2): (4.6)
That {f(xl(k))} is convergent means
lim
k→∞
$l(k)−1{‖dl(k)−1‖2 + o(‖dl(k)−1‖2)}= 0: (4.7)
Similar to the proof of Theorem in [8], we can also obtain that
lim
k→∞
f(xl(k)) = lim
k→∞
f(xk): (4.8)
(4.5) and (4.8) imply that
lim
k→∞
$k‖dk‖2 = 0: (4.9)
Assume that there exists a subsequence K ⊆ {k} such that
lim
k→∞; k∈K
‖dk‖¿ 0: (4.10)
This implies that limk→∞; k∈K $k = 0.
Assume that $k given in step 4 is the stepsize to the boundary of inequality constraints along dk .
Similar to prove (3.24), we can obtain that for some j = 1; : : : ; m− l,
$k =−
aTl+jxk − bl+j
aTl+jdk
¿
,k + |jk+1|
|jk+1|
¿
,k + |jk+1|
‖k+1‖∞ :
limk→∞; k∈K $k =0 and ‖k+1‖∞ bounded imply limk→∞ ,k =0 and limk→∞ jk+1=0. Hence, k+1=
Nk+1 and 
i
k+1 → 0 when ,k=0. So, (Nk+1)j=jk+1 → 0, as jk+1 → 0. Since the strict complementarity
of the problem (1.1) holds at every limit point of {xk}, i.e., |jk+1|+ |aTl+jxk −bl+j|¿ 0, for all large
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k; j = 1; : : : ; m− l the acceptance stepsize given in the boundary (2.12),
lim
k→∞
$k = 0:
Similar to prove (3.39), we can also obtain that from $k → 0,
06 lim
k→∞
∇fTk dk
‖dk‖ 6 limk→∞−
$
2
‖dk‖2 + o(‖dk‖2)
‖dk‖ 6 0: (4.11)
From (4.4), we have that
lim
k→∞; k∈K
‖dk‖= 0;
which contradicts (4.10). Therefore, we have that
lim
k→∞
‖dk‖= 0: (4.12)
Assume that there exists a limit point x∗ which is a local minimum of f, let {xk}K be a subse-
quence of {xk} converging to x∗. As k¿ l(k)¿ k −M , for any k,
xk = xl(k+M+1) − $kdk − · · · − $l(k+M+1)−1dl(k+M+1)−1;
there exists a point xl(k) such that from (4.12)
lim
k→∞
‖xl(k) − xk‖= 0; (4.13)
so that we can obtain
lim
k∈K; k→∞
‖xl(k) − x∗‖6 lim
k∈K; k→∞
‖x∗ − xk‖+ lim
k∈K; k→∞
‖xl(k) − xk‖= 0: (4.14)
This means that also the subsequence {xl(k)}K converges to x∗.
As the Assumption A4 necessarily holds in a neighborhood of x∗, then x∗ is the only limit point
{xk} in some neighborhood N(x∗; 7) of x∗, where 7¿ 0 is an any constant. Similar to the proof
of Theorem 4.2 in [14], we can also prove that xk → x∗, which means that the conclusion of the
theorem is true.
Theorem 4.2. Assume that Assumptions A4–A5 hold. Let {xk} be a sequence generated by the
algorithm. If the strict complementarity of the problem (1.1) holds at every limit point of {xk},
then
lim
k→∞
|∇fTk gk |= 0: (4.15)
Proof. Assume that there are an  1 ∈ (0; 1) and a subsequence {∇fTmigmi} of {∇fTk gk} such that for
all mi; i = 1; 2; : : :
|∇fTmigmi |¿  21: (4.16)
Theorem 3.3 guarantees the existence of another subsequence {∇fTligli} such that
|∇fTk gk |¿  22; for mi6 k ¡ li; (4.17)
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and
|∇fTligli |6  22 (4.18)
for an  2 ∈ (0;  1).
From Theorem 4.1, we know that
lim
k→∞
‖dk‖= 0: (4.19)
Let the stepsize scalar $k be given in (2.19) along dk to the boundary (2.12). According to the
de2nition (2.19),
$k
def=min
{
−a
T
l+ixk − bl+i
aTl+idk
∣∣∣∣−aTl+ixk − bl+iaTl+idk ¿ 0; i = 1; : : : ; m− l
}
;
with $k
def= +∞ if −(aTl+ixk − bl+i)=(aTl+idk)6 0 for all i = 1; : : : ; m − l. From dˆk = D−1=2k A2dk and
(3.2), there exists k+1 such that
aTl+idk = (a
T
l+idk − bl+i)1=2dˆik =−
(aTl+idk − bl+i)ik+1
,k + |ik+1|
(4.20)
where dˆik and 
i
k+1 are the ith component of the vectors dˆk and k+1, respectively.
If ‖dk‖¡k , then ,k = 0. Since the strict complementarity of the problem (1.1) holds at every
limit point of {xk}, i.e., |jk+1|+ |aTl+jxk − bl+j|¿ 0, for all large k; k+1 = Nk+1 ¿ 0 when ,k = 0.
So, ik+1 = (
N
k+1)
i ¿ 0. From (4.20), it is clear that limk→∞ $k = 1.
If ‖dk‖= k → 0, then ,k+1 →∞. From (4.20),
$k =−
aTl+ixk − bl+j
aTl+jdk
¿
,k + |jk+1|
|jk+1|
¿
,k + |jk+1|
‖k+1‖∞ →∞:
From above, we have obtained that if (4.17) holds and k → 0, we conclude that limk→∞ $k=+∞,
and limk→∞ k = 1.
Further, by the condition on the strictly feasible stepsize k − 1 = O(‖dk‖), and limk→∞ dk = 0,
we have limk→∞ k = 1.
Because f(x) is twice continuously diSerentiable, we have that, from above,
f(xk + dk) = f(xk) +∇fTk dk + 12 dTk (∇2f(xk))dk + o(‖dk‖2)
6f(xl(k)) + ∇fTk dk +
(
1
2 − 
)∇fTk dk
+12 [∇fTk dk + dTk (Bk + AT2D−1=2k CkD−1=2k A2)dk]
+12 d
T
k (∇2f(xk)− Bk − AT2D−1=2k CkD−1=2k A2)dk + o(‖dk‖2): (4.21)
From (3.3), we can obtain
∇fTk dk + dTk (Bk + AT2D−1=2k CkD−1=2k A2)dk =−,kdTk dk6 0;
dTk (∇2f(xk)− Bk − AT2D−1=2k CkD−1=2k A2)dk = dTk (∇2f(xk)− Bk)dk − dˆTk Ckdˆk = o(‖dk‖2):
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The last equality holds since (4.2) and dˆTk Ckdˆk → dˆT∗C∗dˆ∗ = 0. From (4.2) and (4.3), we have
that for large enough i and mi6 k ¡ li,
f(xk + dk)6f(xl(k)) + ∇fTk dk (4.22)
which means that the step size $k = 1, i.e., hk = dk for large enough i and mi6 k ¡ li.
By (4.2), we know that
|f(xk + dk)− f(xk)−  k(dk)|
=
∣∣∣[∇fTk dk + 12 dTk (∇2f(xk))dk + o(‖dk‖2)]− [∇fTk dk + 12 dTk (Bk + AT2D−1=2k CkD−1=2k A2)dk]∣∣∣
=o(‖dk‖2): (4.23)
From (3.5) and (4.1), for large enough i; mi6 k ¡ li,
Pred(dk)¿ 1|∇fTk gk |1=2 min
{
k;
|∇fTk gk |1=2
+M
}
¿ 1 2 min
{
k;
 2
+M
}
: (4.24)
As dk = hk , for large i; mi6 k ¡ li, we obtain that
"ˆk¿ "k
=
fk − f(xk + hk)
Pred(hk)
= 1 +
fk − f(xk + dk) +  k(dk)
Pred(hk)
¿ 1− o(‖dk‖
2)
1 2 min{k;  2+M }
¿ 2: (4.25)
This means that for large i; mi6 k ¡ li,
fk − f(xk + dk)¿ 2 Pred(hk)¿ 21 2 min
{
k;
 2
+M
}
:
From ‖xk+1 − xk‖6k , it follows that for su"ciently large i,
fk − f(xk + dk)¿  3k¿  3‖xk+1 − xk‖
where  3 = 21 2  2+M .
We then deduce from this bound that for i su"ciently large,
‖xmi − xli‖6
li−1∑
k=mi
‖xk − xk+1‖6
li−1∑
k=mi
Ok6
1
 3
li−1∑
k=mi
fk − f(xk + dk) = 1 3 {fmi − fli}:
Therefore, (4.8) implies that fmi − fli tends to zero as i tends to in2nity, and hence ‖xmi − xli‖
tends to zero as i tends to in2nity. By continuity of the gradient ∇f(x) and g(x), we thus duduce
that ‖∇f(xli)Tgli |
1
2 − |∇f(xmi)Tgmi |
1
2 | also tends to zero. However, this is impossible because of the
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de2nitions of {li} and {mi}, which imply that ‖∇f(xli)Tgli |
1
2 − |∇f(xmi)Tgmi |
1
2 |¿ |∇f(xmi)Tgmi |
1
2 −
|∇f(xli)Tgli |
1
2 ¿  1 −  2 ¿ 0. Hence no subsequence satisfying (4.15) can exist, and the theorem is
proved. See also [13].
We now discuss the convergence rate for the proposed algorithm. For this purpose, it is shown
that for large enough k, the step size $k ≡ 1; limk→∞ k = 1, and there exists ˆ¿ 0 such that
k¿ ˆ.
Theorem 4.5. Assume that Assumptions A1–A5 hold. If the strict complementarity of the prob-
lem (1.1) holds at every limit point of {xk}, then for su0ciently large k, the step $k ≡ 1 and
limk→∞ k = 1, and the trust region constraint is inactive, that is, there exists ˆ¿ 0 such that
k¿K ′¿ ˆ; ∀k¿K ′;
where K ′ is a large enough index. Further, for su"ciently large k, hk is the quasi-Newton step.
Proof. Let the stepsize scalar $k be given in (2.19) along dk to the boundary (2.12) of the inequality
constraints. According to the de2nition (2.19),
$k
def=min
{
−a
T
l+ixk − bl+i
aTl+idk
∣∣∣∣−aTl+ixk − bl+iaTl+idk ¿ 0; i = 1; : : : ; m− l
}
;
with $k
def=+∞ if −(aTl+ixk−bl+i)=(aTl+idk)6 0 for all i=1; : : : ; m−l. Since the strict complementarity
of the problem (1.1) holds at every limit point of {xk}, similar to the above Theorem 4.4, we can
also obtain that if limk→∞ $k = 1 when $k is given in (2.12) along dk to the boundary of the
inequality constraints. This means that the step size $k ≡ 1, i.e., hk = dk for large enough k if $k is
determined by (2.12).
Similar to the proof of Theorem 4.1, we can also obtain that dk → 0. Hence, by the condition on
the strictly feasible stepsize k − 1 = O(‖dk‖); limk→∞ k = 1.
Similar to prove (4.22), we can also obtain that at the kth iteration,
f(xk + dk)6f(xl(k)) + ∇fTk dk : (4.26)
By the above inequality, we know that
xk+1 = xk + dk:
By Assumptions A4–A5, we can obtain that
"k − 1
=
Ared(hk)− Pred(hk)
Pred(hk)
=
[∇fTk hk + 12 hTk (Bk + AT2D−1=2k CkD−1=2k A2)hk]− [∇fTk hk + 12 hTk∇2f(xk)hk + o(‖hk‖2)]
|Pred(hk)|
=
o(‖hk‖2)
|Pred(hk)| : (4.27)
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Similar to prove (4.3), for large enough k,
Pred(dk) = ∇fTk hk +
1
2
hTk (Bk + A
T
2D
−1=2
k CkD
−1=2
k A2)hk
= ∇fTk hk +
1
2
hTk Z
T
k (∇2f(xk))Zkhk + o(‖hk‖2)
¿
$
4
‖dk‖2 + o(‖dk‖2): (4.28)
Similar to the proof of Theorem 4.1, we can also obtain that dk → 0. Hence, (4.27) and (4.28)
mean that "k → 1. Hence there exists ˆ¿ 0 such that when ‖dk‖6 ˆ, "ˆk¿ "k¿ 2, and therefore,
k+1¿k . As hk → 0, there exists an index K ′ such that ‖dk‖6 ˆ whenever k¿K ′. Thus
k¿K ′¿ ˆ; ∀k¿K ′:
Similar to proof of Theorem 5 in [3], the conclusion of the theorem holds if the quasi-Newton step
is instead of the Newton step.
The Theorem 4.4 means that the local convergence rate for the proposed algorithm depends on
the Hessian of objective function at x∗ and the local convergence rate of the step dk . If dk becomes
the quasi-Newton step in the null subspace N
([
A1
A2
0
−D1=2k
])
, then the sequence {xk} generated by
the algorithm converges x∗ superlinear. Furthermore, the local convergence rate results obtained in
[3] can be proved under the same conditions.
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