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Abstract
Graphs are ideal representations of complex, relational information. Their applica-
tions span diverse areas of science and engineering, such as Feynman diagrams in
fundamental physics, the structures of molecules in chemistry or transport systems
in urban planning. Recently, many of these examples turned into the spotlight as
applications of machine learning (ML). There, common challenges to the success-
ful deployment of ML are domain-specific constraints, which lead to semantically
constrained graphs. While much progress has been achieved in the generation of
valid graphs for domain- and model-specific applications, a general approach has
not been demonstrated yet. Here, we present a general-purpose, sequence-based,
robust representation of semantically constrained graphs, which we call SELFIES
(SELF-referencIng Embedded Strings). SELFIES are based on a Chomsky type-2
grammar, augmented with two self-referencing functions. We demonstrate their
applicability to represent chemical compound structures and compare them to per-
haps the most popular 2D representation, SMILES, and other important baselines.
We find stronger robustness against character mutations while still maintaining
similar chemical properties. Even entirely random SELFIES produce semantically
valid graphs in most of the cases. As feature representation in variational autoen-
coders, SELFIES provide a substantial improvement in the task of in reconstruction,
validity, and diversity. We anticipate that SELFIES allow for direct applications
in ML, without the need for domain-specific adaptation of model architectures.
SELFIES are not limited to the structures of small molecules, and we show how to
apply them to two other examples from the sciences: representations of DNA and
interaction graphs for quantum mechanical experiments.
1 Introduction
Deep generative models have gained considerable attention in recent years with notable results in
generating images [1], sound [2], text [3]. These developments have sparked interest in the field
of chemistry and materials science, as it allows for the automated computational design of new
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drugs and materials [4, 5]. Different generative models have been suggested for this task, such as
variational autoencoders (VAEs) [6], generative adversarial networks (GANs) [7, 8, 9] or sampling
from recurrent neural networks (RNNs) [10].
Objects of interest in the natural sciences are often complex structures, which can be expressed as
graphs with additional domain-specific semantic constraints. Some concrete examples are the struc-
tures of molecules in chemistry (element dependent bond limitations), quantum optical experiments
in physics (component dependent connectivity) or DNA and RNA in biology (nucleobase-dependent
connectivity).
These constraints pose major challenges for generative models, as their violation leads to unphysical
and thus invalid results. A popular research question has been: How to design deep generative models
for semantically constrained graphs? (see, for instance, [11, 12]).
Here we ask a related, but conceptually different question: How can we represent the information
encoded in a semantically constrained graph in a simple, robust, deterministic, domain-independent,
model-independent way? An answer to this question would allow us to use, as a direct input, our
representation into existing (and even future) models without any model-dependent adaptation, and
thus has the potential to be transferable across a spectrum of applications.
In this work, we present SELFIES (SELF-referencIng Embedded Strings), a sequence-based represen-
tation of semantically constrained graphs that fulfills all of these criteria. At the heart of SELFIES is
a formal Chomsky type-2 grammar [13], which is augmented with two self-referencing, recursive
functions to ensure the generation of syntactically and semantically valid graphs. Every symbol of a
SELFIES sequence corresponds to a vector of rules in the grammar, and the states of the grammar are
used to encode and memorize semantic constraints. A SELFIES sequence can be directly obtained
from and transformed into a graph.
We show that the SELFIES representation can be used as a direct input to deep learning models on the
example of a variational autoencoder. Due to its robustness, SELFIES enable the application of a range
of ML algorithms to semantically constrained graphs that have been challenging before. Concrete
examples are evolutionary strategies, which can be applied as a robust alternative to Q-learning [14],
and as direct generative models for the de novo design of molecules [15, 16, 17, 18].
2 Related Work
A large amount of effort has been put into the construction of representations of semantically con-
strained graphs, due to their significance for natural science. The application of VAEs in chemistry
has seen a rapid evolution of robustness. In the first application of VAEs in chemistry, SMILES
(Simplified Molecular Input Line Entry Specification) have been used to represent chemical com-
pounds [6]. SMILES were designed in the late 1980s to represent molecular structure information in
cheminformatics applications [19]. Even though they are fragile, i.e. small variations often lead to
invalid molecules, SMILES are still one of the standard representations used today and are one of the
baselines in our experiments.
The original SMILES representation has since been extended, most notable by Daylight Chemical
Information Systems in the form of SMARTS [20] and SMIRKS [21], and by Blue Obelisk who
defined the open-source standard OpenSMILES [22]. Other sequence-based representation are
Wiswesser line notation (WLN) [23], SLN [24], and InChI [25]. None of these representations have
been constructed for robust representation of information in the context of ML.
DeepSMILES [26] is an effort to extend SMILES by introducing a more robust encoding of rings
and branches of molecules. We use DeepSMILES as another baseline for our numerical experiments.
To improve the robustness of molecular representations, parse trees have been employed to formally
derive SMILES strings [27]. This approach has been introduced as GrammarVAE, and while the
work presented here shares the use of a formal grammar, both approaches are diametrically opposite.
GrammarVAE uses the well-defined grammar of SMILES which has been defined to construct all
possible graph structures of chemical elements – a class which contains much more than just all valid
molecules. We use the deterministic rewriting rule representation of GrammarVAE as one of our
baselines.
2
Further improvements over the GrammarVAE came from introducing syntax-directed VAEs which use
attribute grammars to introduce semantic meaning [28]. Junction-Tree VAEs introduce supernodes
to transform molecular graphs into trees [29]. These methods are domain-specific, and extensions
beyond chemistry are not obvious. It was shown how the use of general semantically constrained
graphs combined with regularization can lead to high validity of the decoded molecules from a VAE
[11]. A range of other techniques for generating semantically valid graphs have been presented in
the last two years, for example, [30, 31, 12, 32], to name a few. The objective of these works is the
demonstration of generative models for semantically valid graphs, especially in the settings of VAEs –
while our motivation is the definition of a model-independent, simple, and robust representation of
semantically constrained graphs.
A different field of study in mathematics (denoted as graph grammars) concerns itself with formal
grammars to describe transformations of graphs in a systematic way (see [33] for a comprehensive
overview). However, graph grammars have not been studies with the objective of robustness, and are
therefore often very brittle[12, 34].
3 Robust representation of semantically constrained graphs
We take advantage of a formal grammar to derive words, which will represent semantically valid
graphs. A formal grammar is a tuple G(V,Σ, R, S), where v ∈ V are non-terminal symbols that are
replaced using rules, r ∈ R, into non-terminal or terminal symbols t ∈ Σ. S is a start symbol. When
the resulting string only consists of terminal symbols, the derivation of a new word is completed [35].
The SELFIES representation is a Chomsky type-2, context-free grammar with self-referencing func-
tions for valid generation of branches in graphs. The rule system is shown in Table 1.
Vertices Branches Rings︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
A0 A1 An An+1 An+m An+m+1 An+m+p
X0→  | t0,1 Xh0,1 . . . | t0,n Xhr,0 | B(N, Xi0,1 ) Xj0,1 . . . |B(N, Xi0,m ) Xj0,m | R(N) Xk0,1 . . . |R(N) Xk0,p
X1→  | t1,1 Xh1,1 . . . | t1,n Xhr,1 | B(N, Xi1,1 ) Xj1,1 . . . |B(N, Xi1,m ) Xj1,m | R(N) Xk1,1 . . . |R(N) Xk1,p
. . .
Xr →  | tr,1 Xhr,1 . . . | tr,n Xhr,n | B(N, Xir,1 ) Xjr,1 . . . |B(N, Xir,m ) Xjr,m | R(N) Xkr,1 . . . |R(N) Xkr,p
N → 0 | 1 . . . | n | n+1 . . . | n+m | n+m+1 . . . |n+m+p
Table 1: System of the character production rules of SELFIES in form of a grammar G(V,Σ, R, S)
with recursion, and S→X0.
In SELFIES, V = {X0, . . . ,Xr,N} are called non-terminal symbols or states. Σ = {t0,1, . . . , tr,n}
are terminal symbols. The derivation rules R has exactly (n + m + p + 1) × (r + 2) elements,
corresponding to n rules for vertex production, m rules for producing branches, p rules for rings and
r non-terminal symbols (or states) in V . The subscripts ha,b, ia,b, ja,b and ka,b have values from 1
to r. The semantic and syntactical constrained are encoded into the rule vectors, which guarantees
strong robustness. There are n + m + p + 1 rule vectorsAi, each with a dimension (r + 2).
3.1 Self-referencing functions for syntactic validity
In order to account for syntactic validity of the graph, we augment the context-free grammar with
branching functions and ring functions. B(N, Xi) is the branching function, that recursively
starts another grammar derivation with subsequent N SELFIES symbols in state Xi. Here, N is a
non-terminal symbol, which leads to a numerical value after its derivation. After the full derivation of
a new word (which is, again, a graph), the branch function returns the graph, and connects it to the
current vertex.
The ring function R(N) is used to establish edges between the current vertex and the (N + 1)-th
last derived vertex, including vertices obtained by the recursive branch function, for which access to
the already derived string is necessary. In general, both the branching functions and ring functions
are self-referencing, in the sense that they have access to the SELFIES string and the derived string.
A further specialty is that the non-terminal symbol N is derived via the grammar and acts as an
argument of the two self-referencing functions.
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3.2 Rule vectors for semantic validity
To incorporate semantic validity, we denote Ai as the i-th vector of rules, with dimension dAi =|V | = r+2. The conceptual idea is to interpret a symbol of a SELFIES string, si ∈ {0, . . . , n+m+p}
as an index of a rule vector, Asi . In the derivation of a symbol, the rule vector is defined by the
symbol of the SELFIES string (external state) while the specific rule is chosen by the non-terminal
symbol (internal state). Thereby, we can encode semantic information into the rule vector Ai, which
is memorized by the internal state during derivation. In the SI, we show a domain-independent toy
example, which shows the action of the rule vector concerning semantic validity.
3.3 Example in Chemistry
We now show a concrete alphabet for the application in chemistry in Table 2. In particular, we use it
to represent molecules in the benchmark dataset QM9 (or GDB-9, which contains all possible organic
molecules of up to 9 heavy atoms.) [36, 37]. We limit ourselves to non-ionic molecules for simplicity,
which reduced the dataset by 1,5%. However, the grammar can readily be extended to include ions
by introducing additional rule vectors (i.e. by adding additional rules for each non-terminal symbol).
The system has 14× 9 rules encoding the semantic and syntactic restrictions given by chemistry.
A B C D E F G H I J K L M N
X0 → X0 | F X1 | O X2 | N X3 | O X2 | N X3 | N X3 | C X4 | C X4 | C X4 | ign X0 | ign X0 | ign X0 | ign X0
X1 →  | F | O | N | O X1 | N X2 | N X2 | C X3 | C X3 | C X3 | ign X1 | ign X1 | ign X1 | R(N)
X2 →  | F | =O | =N | O X1 | N X2 | =N X1 | C X3 | =C X2 | =C X2 | B(N,X5)X1 | B(N,X5)X1 | B(N,X5)X1 | R(N) X1
X3 →  | F | =O | #N | O X1 | N X2 | =N X1 | C X3 | =C X2 | #C X1 | B(N,X5)X2 | B(N,X6)X1 | B(N,X5)X2 | R(N) X2
X4 →  | F | =O | #N | O X1 | N X2 | =N X1 | C X3 | =C X2 | #C X1 | B(N,X5)X3 | B(N,X7)X1 | B(N,X6)X2 | R(N) X3
X5 → C | F | O | N | O X1 | N X2 | N X2 | C X3 | C X3 | C X3 | X5 | X5 | X5 | X5
X6 → C | F | =O | =N | O X1 | N X2 | =N X1 | C X3 | =C X2 | =C X2 | X6 | X6 | X6 | X6
X7 → C | F | =O | #N | O X1 | N X2 | =N X1 | C X3 | =C X2 | #C X1 | X7 | X7 | X7 | X7
N → 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14
Table 2: Derivation rules of SELFIES for molecules in the QM9 dataset. The semantic constraints are
encoded into the rule vectors while the syntactic constraints are encoded by the branching and ring
functions. For states X0 and X1, branchings and rings are invalid, thus the corresponding functions
ignore the subsequent SELFIES symbol which would stand for N (denoted as ign).
As a concrete example, we show the derivation of the molecular graph of 1,1-diethyl-cyclopropane
(DECP) in Figure 1. The SELFIES for DECP is HHHKBHHHHHNA, where each symbol corresponds to a
rule vector in the grammar in Table 2.
The full grammar of SELFIES for chemistry involves, in addition to Table 2, also aromatic symbols,
stereochemistry, and ions. This generalisation extends the grammar by additional rule vectors.
4 Experiments
In this section, we examine the robustness of SELFIES and their application in a VAEs. We chose
chemistry as the domain in which we apply and test SELFIES, as it has become a widely used
HHHKBHHHHHNA   10. HHHKBHHHHHNA     9. HHHKBHHHHHNA      8. HHHKBHHHHHNA       7. HHHKBHHHHHNA        6. HHHKBHHHHHNA         5. 
HH HH 
HHHKBHHHHHNA                              4. 
HH 
HHHKBHHHHHNA             3. HHHKBHHHHHNA             2. HHHKBHHHHHNA              1. 
Figure 1: Derivation of a 1,1-diethyl-cyclopropane (DECP) molecule. The nodes marked in green are
currently active, meaning that the next edges will be connected to them. In the fourth step, a branch
is created in a recursive way: A SELFIES word with two symbols is derived, and added in the seventh
step. The last step derives an edge that creates a ring. All vertices are carbon atoms, thus the final
graph is an abstract representation of the molecule DECP.
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QM9 dataset organic semiconductor
Alphabet largest Molecule Alphabet largest Molecule
SMILES 14 22 19 153
DeepSMILES 15 18 20 174
GrammarVAE 28 70 40 402
SELFIES 14 21 22 127
Table 3: Size of encodings of 134.000 molecules from QM9, and 50.000 molecules for solar cells,
with different representations. The bold numbers show the smallest encoding sizes.
application for ML tasks. As a baseline, we use deterministic representations of molecular structures
– namely SMILES, DeepSMILES, and GrammarVAE.
We use two benchmark datasets containing in total of 184.000 molecules. One of the datasets, denoted
as QM9, consists of 134.000 molecules with up to 9 heavy atoms (C, O, N and F) [36, 37], while
the other contains 50.000 small molecule organic semiconductors [38]. We encode them in the four
different representations – the sizes of their alphabets and encodings is shown in Table 9
For the QM9 dataset, SMILES, DeepSMILES, and SELFIES have a similar alphabet size, and size of
the largest molecule (between 18 and 22 symbols are required to encode the largest molecule in the
dataset). For organic semiconductor molecules, SELFIES has the shortest encoding. The encoding
using GrammarVAE is less efficient in terms of size.
4.1 Validity after mutations
A straight-forward, model-independent way to evaluate the robustness of a representation is to
introduce random mutations in the encoding sequence. We start from an encoding of valid molecules
in the QM9 dataset, and perform one mutation, and evaluate the validity (for which we use RDKit
[39]). Afterwards, we investigate the validity of random strings.
In Table 4, we show that the validity of the competing representations drops significantly when
mutations are introduced, while SELFIES are valid in more than 80% of the cases, even when random
strings are produced. All representations except for GrammarVAE use stop-symbols in the alphabet
which terminate the derivation of the string (for padding and to satisfy semantic constraints). We
remove all stop symbols, thus all strings are derived until the last element. In order to verify that the
robustness does not originate merely from shorter derivations, we restrict ourself to replacements
with non-stop symbols. Again, we observe again that SELFIES have significantly higher robustness
than all other representations.
full alphabet only non-terminals
single mutation random string single mutation random string
Validity Length Validity Length Validity Length Validity Length
SMILES 18.1% 13.9 2.8% 1.4 17.6% 14.9 0.0% -
DeepSMILES 38.2% 13.4 3.0% 1.4 34.3% 14.7 0.0% -
GrammarVAE 9.5% 12.9 17.2% 1.0 9.5% 12.9 17.2% 1.0
SELFIES 88.1% 12.4 84.0% 4.7 85.3% 13.6 67.8% 9.5
Table 4: Validity and average Length of valid molecules of four molecule representations after random
mutations, starting from valid molecules from QM9. The length of valid molecules is measured
in symbols of the corresponding SMILES string. The average size of molecule SMILES without
mutations is 15.6 symbols. Bold numbers show show the largest validity and the longest average
molecules.
4.2 Similarity of the chemical neighborhood
Robustness is an essential characteristic of a representation. However, it alone does not allow to
draw conclusions on the applicability, because we can find pathological functions that are robust,
but in which very similar structures have very different phenotypic properties. An example for a
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Figure 2: Differences of chemical properties between nearest neighbors of the representation. a)
Water octanol partition coefficient (solubility, logP), b) molecular weight, c) Highest Occupied
Molecular Orbital (HOMO) energy and d) lowest unoccupied molecular orbital (LUMO) energy. The
upper row shows the frequency of the differences (conditioned on valid output) while the lower row
shows the occurrences. It demonstrates that the SELFIES are not only significantly more robust but
the difference that nearest neighbors have a similarity that is comparable with the baselines.
pathological function that translates a sequence into a graph is the following: If the input sequence is
translated to a valid semantic-constrained graph, the function will return the sequence. If the sequence
is invalid, a randomly generated, valid graph is returned. Although this function yields 100 % valid
graphs, most small changes in the sequence have severe effects on the properties of the graph. In the
following, we show that our representation is not of that kind, instead of that its neighborhood shares
similar properties with the original graph.
To show that small variations of SELFIES leads in most cases to molecules with similar domain-
dependent properties, we conduct an experiment on organic semiconductor molecules, which are used
for organic solar cells [38]. We employ 5.000 randomly chosen molecules with less than 60 symbols,
counted in their canonical SMILES representation. We translate each of these molecules into four
representations. Then we investigate the neighborhood in the high-dimensional representation space:
We replace one randomly chosen symbol with another symbol of the alphabet of the respective
representation, determine whether the new molecule is valid, and if it is, we calculate a number
of chemical properties. These involve the water-octanol partition coefficient (logP), the molecular
weight and the energies of the highest occupied molecular orbital (HOMO) as well as the lowest
unoccupied molecular orbital (LUMO). HOMO and LUMO are actual properties of interest for
organic solar cells, and we calculate them with GFN2-xTB [40].
The results are shown in Figure 2. The upper row shows the probability density of the difference of
the chemical properties of the modified and the unmodified molecule, if the molecule was valid. The
lower row shows the actual occurrence of these cases, within 5.000 iterations. For this application,
SELFIES are significantly more robust upon random modifications and, importantly, find that small
variations in the sequence produce molecules with similar chemical properties (see SI for more
detail).
4.3 Application in a Variational Autoencoder
We further demonstrate the robustness and practicality of SELFIES for molecule generation in VAE
trained on the QM9 dataset. Specifically, we evaluate the performance of each representation based
on the reconstruction quality, validity, and diversity of the generated molecules. The reconstruction
quality is determined as a per-character matching between the encoder input and the decoder output.
For the validity and diversity, we decode 2.500 random samples from the latent space. The fraction of
valid molecules (as before, according to RDKit) we call validity, and the fraction of valid molecules
with different SMILES strings we call diversity.
To account for conceptual differences in representing information, we perform a hyperparameter
search that optimizes the model architecture of the VAE. The hyperparameter search is based
on Bayesian optimization using GPyOpt [41]. For each representation, we aim to identify the
architectures which simultaneously improve on validity, reconstruction quality, and diversity. To this
end, we employ the Chimera scalarizing function (see SI) [42].
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Figure 3: Model quality
during hyperparameter opti-
mization of VAE architec-
tures, and correlations be-
tween pair-wise combina-
tions of the objectives: va-
lidity, reconstruction qual-
ity and diversity. It demon-
strates that SELFIES has a
consistently high validity and
has large diversity for large
reconstruction qualities. All
representations are trained
for the same amount of time.
GrammarVAE takes signifi-
cantly longer to train, and
has reached an early stop-
ping criteria more often than
other representations, thus
there are less results plotted.
Each autoencoder is trained on a randomly chosen 50% subset of the QM9 dataset, while the
remaining 50% is used as a test set. Overall, we observe that SELFIES maintains high reconstruction
qualities and validity scores during the hyperparameter optimization while keeping the computational
cost of training a single VAE at a level comparable to the standard SMILES. Results of all models
investigated during the optimization show a clear general trend, see Figure 3. Best scores achieved for
each representation are reported in Table 5. We find that SELFIES not only enable a VAE to generate
valid molecules with high confidence but also that the generated molecules are significantly more
diverse than those generated from VAEs trained on other representations.
4.3.1 Prediction of chemical properties from latent space
Up to now, we have demonstrated that SELFIES have high validity, reconstruction quality, and
diversity when used as inputs for a VAE. For their applications in the inverse design of molecules,
they need to enable the prediction of molecular properties from latent space points. Our target
property is the solubility (denoted as logP). For this, we split the QM9 dataset into training and
validation set. Besides, to investigate a generalization of the property beyond the domain of the
training set, we include all molecules with logP<-1 in the validation set. For a fair comparison,
we perform hyperparameter optimization of the model architecture again, with scalarization of the
objectives using Chimera (see SI).
The results in Figure 4 demonstrate that SELFIES accurately predicts properties of unseen molecules,
thus we can approach inverse design questions in chemistry and other domains.
Validity Reconstruction Diversity
SMILES 71.9% 66.2% 5.9%
DeepSMILES 81.4% 79.8% 67.3%
GrammarVAE 34.0% 84.0% 4.0%
SELFIES 95.2% 98.2% 85.7%
Table 5: Scores of best performing variational autoencoder architectures (VAE) trained on each of the
four representations. SELFIES achieve the best scores across all three performance metrics.
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Figure 4: Prediction of chemically relevant properties (in this case, the solubility of the molecule,
denoted as logP) of points in the latent space of a VAE. We show that SELFIES can robustly predict
chemical properties of molecules it has never encountered before. Here the training set is restricted to
molecules with logP>-1, and molecules in the white region are outside of this region. We find that
all representations have similar prediction quality, while SELFIES, in addition, solve the problem of
robustness. We plot 2.000 out of 65.000 randomly chosen molecules, each data point corresponds
to one molecule in the validation set. RMSD stands for root-mean-square deviation, MAD is mean
absolute deviation, and r2 is the coefficient of determination.
5 Conclusion and Future Work
SELFIES is a robust, general-purpose representation of graphs with domain-specific constraints. It
enables the application of new deep learning methods in the natural sciences, such as chemistry,
without the necessity to adapt models with domain-specific constraints. The robustness allows the
application of models that are critical to validity, such as evolutionary strategies, and in particular
reinforcement learning based on evolutionary strategies [14].
When deep learning models are applied in the natural sciences, scientists are not only interested in
excellent predictive or generative results. In the best case, they understand what the model has learned
– interpret its result [43, 44, 45], in particular interpreting its internal representations [46]. This task
seems highly challenging when most of the latent space leads to invalid, chemical or physical, results.
SELFIES might be a way to enable the interpretation of internal representations, by combining it with
recent methods to shape latent spaces [47].
In the near future, the authors of the manuscript will convene a 1-day workshop for interested parties
to discuss the formal standardization of molecular SELFIES to make sure the grammar to discuss
chemical concepts such as hypervalency and chirality that are trivial additions but need to be discussed
carefully to cover all the potential chemical space. Further discussions will hopefully be carried out
online in a multidisciplinary working group.
5.1 Potential applications to other domains in the physical sciences
The principles of SELFIES are not limited to the chemical domain, but the method can also be applied
in various scientific design questions with syntactic and semantic constraints. For example, many
questions in machine learning for physics [48] have similar character and could benefit from robust
representations enforced by SELFIES. Two specific examples are the automated design of quantum
optical experiments [49, 50, 51], and representation of DNA (deoxyribonucleic acid) in biology (for
example, to design DNA origami [52, 53]).
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Figure 5: Quantum optical experiments as
Graphs. A recent high-dimensional multi-
partite quantum experiment [54] is depicted
in (a). Capital letters stand for optical com-
ponents (for details, see SI and [55]). In (b),
the abstract graph which encodes the con-
nectivity of the optical elements. In the SI,
this graph is derived using a quantum-optics
specific SELFIES representation.
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The grammar of SELFIES for designing quantum optical experiments is shown in the SI. The rule
vectors encode semantic information of connectivities of quantum optical components. In the SI we
demonstrate a concrete encoding of a recent, complex quantum optical setup [54]. The corresponding
quantum optical circuit and the semantically constrained graph is shown in Figure 5.
Another concrete grammar, for the application of SELFIES on DNA, is presented in the SI. With these
examples, we show that SELFIES can be applied in multiple fields of science.
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Supplementary Information
Toy example for rule vector and semantic validity
As an example for the action of the rule vector, we consider the following: We want to construct
graphs with three different types of vertices (O, N and C), with the following constraints: the degree
of an O-vertex is maximally 2 (denoted as deg(O) ≤ 2), deg(N) ≤ 3 and deg(C) ≤ 4. A restricted
SELFIES grammar for these constraints are seen in Table 6.
A0 A1 A2 A3 A4 A5 A6
R →  | O R | N G | C B | N G | C B | C B
G →  | O R | N G | C B | =N R | =C G | =C G
B →  | O R | N G | C B | =N R | =C G | #C R
Table 6: Derivation rules of SELFIES for a semantically restricted graph, with S→ B. A double edge
between two vertices is denoted as = and a triple edge is shown as #.
Now we derive the SELFIES A1A2A6A0. The derivation starts in the state B:
S −→ B A1−−→ OR A2−−→ ONG A6−−→ ON=CG A0−−→ ON=C (1)
The action of the rule vector can be seen here: At derivation of symbol A6, the rule vector contained
a triple bond, but this would violate the constraints of N. That information has been encoded into the
state X1, by which it enforced the construction of a semantically valid graph.
The derivation can be interpreted as transitions between different states (which are encoded in color)
using rule Ai. The different states encode the domain-specific semantic restrictions. Here, the
domain-specific constraint is the vertex-degree (i.e. the number of edges connected to the vertex) of
the specific vertex. In chemistry, for example, the domain-specific constraints are limited numbers of
bonds which each atom can form. The process is visualized in Figure 6.
Figure 6: Decoding of SELFIES A1A2A6A0 to the graph ON=C, using the grammar in Table 2 in the
main text. The third symbols is A6, which contains a triple edge connection. However, this triple
connection would violate the semantic constrained for the vertex N, which has deg(N) ≤ 3. This
constrained is memorized in the internal state G, thus is not violated.
Chemical neighborhood interpretation of representation
Here we present a more detailed chemical interpretation of Figure 3 of the main text, about the
chemical phenotype of molecules that are in the neighborhood of the representation.
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Figure 7: Conceptual structure of a variational autoencoder, which consists of three coupled neural
networks – the encoder, the decoder and the prediction network. The encoder (left) maps a discrete
representation (in our case: molecules) into a continuous latent space. The decoder (right) translates
a point of the latent space back to a discrete representation. The encoder and decoder are trained
together for optimizing the reconstruction quality. The input of the property prediction network
(bottom) is a point of the latent space. The prediction network is trained together with the encoder,
which leads to a property-dependent shaping of the latent space, which is significant for inverse
design tasks.
The logP coefficient on average decreases slightly for all representations, indicating a slightly higher
water solubility for the mutated molecules. This result is more pronounced in the case of SMILES
and DeepSMILES representations than in case of the GrammarVAE and SELFIES. The molecular
weight changes are centered around zero, indicating no systematic change. In the case of SELFIES,
there is, however, an elongated tail to molecules with significantly lower molecular weight, which can
be attributed to the introduction of terminal groups in the SELFIES string which ends the molecule.
HOMO and LUMO energy changes are centered around zero with most of the molecules being in an
interval of 2 eV width. The distribution of HOMO changes is slightly asymmetric, in particular in
case of SMILES and DeepSMILES, favoring positive changes. This corresponds to a destabilization
of the aromatic structure of the non-fullerene molecules which typically shifts the HOMO to higher
energies.
Variational Auto Encoders
A variational autoencoder utilizes three simultaneously trained neural networks - an encoder, a de-
coder, and a prediction network, see Figure 7. The encoder produces a continuous, fixed-dimensional
latent dimension of the representations, while the decoder reconstructs the original input from
points in the latent space. The latent space is encouraged to follow a Normal distribution by adding
Kullback-Leibler divergence to the loss function.
Decoding samples from the latent-normal distribution leads to the production of new samples. The
model is trained to learn the distribution of high dimensional data - maximizing the reconstruction
probability of the training set.
In our experiment, the encoder receives input strings (molecules in one of the four representations)
as one-hot encodings of characters, and employs a fully-connected network to form the latent
space. From a point of the latent space, a recurrent neural network (RNN) decoder is employed
to reconstruct the input on a character-by-character basis. Over successive time steps, the network
outputs a distribution over possible characters and is trained to reconstruct the training sample. The
Problem of exploding & vanishing gradients is addressed using stacked GRU Cells [56] and gradient
clipping [57]. For the purpose of inverse design, a fully-connected neural network is trained on the
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latent space for predicting property values. In all cases we split the dataset into 50% training set and
50% test set.
Hyperparameter optimization
For a fair comparison of the four representations (SMILES, DeepSMILES, GrammarVAE, SELFIES),
the architecture of the three networks has been optimized for each of the representation.
Hyperparameter optimizations of the VAE architectures were conducted to improve on the validity,
reconstruction quality, and diversity of the decoded molecules in decreasing order of importance. As
a loss function, we cannot use a simple weighted sum of objectives, as a weighted sum cannot resolve
the Pareto surface [42]. Objective scores were scalarized with Chimera, where tolerances of 30 %
were applied to each objective, and a fourth (least important) objective has been constructed from
the weighted sum of the validity (50 % weight), reconstruction quality (30 % weight) and diversity
(20 % weight) scores. For the experiment which involves the prediction network, the objective for
optimizing the model was the reconstruction and prediction quality. The hyperparameters where
optimized over the following domains:
• size of encoder layer 1/2/3: [250-2000] / [200-1000] / [100-500]
• size of latent space: [100-300]
• number of GRU layers: [1-3]
• size of GRU layers: [20-200]
• learning rate: 10−1-10−5
• KL divergence strength: 10−1-10−8
The hyperparameters for the fuly connected prediction network are:
• size of prediction layer 1 / 2: [5-250] / [5-250]
• learning rate of prediction: 10−2-10−5
• prediction start epoch: [1-200]
• prediction update frequency: [1-10]
We run the hyperparameter optimization for each of the representation for the same amount of time,
namely 7 days, each of them on a single GPU (i.e. 4 GPUs in total).
Potential applications to other domains in the physical sciences
SELFIES can be used independently of the domain, which we demonstrate here. Ideal targets for
SELFIES grammar are different types of objects (which for the vertices) with vertex-dependent
connectivity restrictions. In that case, rule vectors of grammars can be used to encode the restrictions
on connectivities. Rings and Branches could be dependent on vertices as well, for example in the
case of DNA, where nucleobases can only connect to their conjugate base. We now show now two
different examples, one from physics and one from biology.
5.2 Quantum Optical Experiments
S B H P R D Y Z
X0→ [SPDC] X2 | [BS] X3 | [Holo] X1 | [DP] X1 | [Ref] X1 | [Det] | X0 | X0
X1→ [SPDC] X1 | [BS] X3 | [Holo] X1 | [DP] X1 | [Ref] X1 | [Det] | X1 | R(N)
X2→ [SPDC] X1 | [BS] X3 | [Holo] X1 | [DP] X1 | [Ref] X1 | [Det] | B(N,X0)X1 | R(N)X1
X3→ [SPDC] X1 | [BS] X3 | [Holo] X1 | [DP] X1 | [Ref] X1 | [Det] | B(N,X0)X2 | R(N)X2
N → 1 | 2 | 3 | 4 | 5 | 6 | 8 | 9
Table 7: Derivation rules of SELFIES for a semantically restricted graph that represents quantum
optical experiments, with the derivation starting in X0.
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Figure 8: SELFIES for quantum optical experiments. In (a) we see the graph generated from SELFIES
for a recent high-dimensional multipartite quantum experiment [54]. In (b), the structure of the
experimental configuration.
A grammar for the generation of quantum optical experments can be written in Table 8.
There, the non-terminal symbols stand for quantum optical components that are used in experiments
(see [55] for more information), [SPDC] stands for a non-linear crystal that undergoes spontaneous
parametric down-conversion to produce photon pairs, [BS] stands for beam splitters, [Holo] stands
for holograms to modify the quantum state, [DP] stands for Dove prism which introduces mode
dependent phases, [Ref] stand for mirrors which modify mode numbers and phases, and [Det] are
single-photon detector. B(N,X0) and R(N) are branch functions and ring functions as defined in the
main text. Now we derive a recent complex quantum optical experiment (which has been designed by
a computer algorithm), which demonstrates high-dimensional multi-partite quantum entanglement
[54]. The SELFIES string for the experimental configuration is SYSDBBYHPZSYSDBYSDYSDHRSZD,
the derivation is performed in the following way:
X0
S−→[SPDC]X2
Y SD−−−→[SPDC]([D])X1
B−→[SPDC]([D])[BS]X3
B−→[SPDC]([D])[BS][BS]X3
Y HPZS−−−−−→[SPDC]([D])[BS]1[BS]([P]1)X2
Y SD−−−→[SPDC]([D])[BS]1[BS]([P]1)([Det])X1
B−→[SPDC]([D])[BS]1[BS]([P]1)([Det])[BS]X3
Y SD−−−→[SPDC]([D])[BS]1[BS]([P]1)([Det])[BS]([Det])X2
Y SD−−−→[SPDC]([D])[BS]1[BS]([P]1)([Det])[BS]([Det])([Det])X1
H−→[SPDC]([D])[BS]1[BS]([P]1)([Det])[BS]([Det])([Det])[Holo]X1
R−→[SPDC]([D])[BS]1[BS]([P]1)([Det])[BS]([Det])([Det])[Holo][R]X1
S−→[SPDC]([D])[BS]1[BS]([P]1)([Det])[BS]([Det])([Det])[Holo][R][SPDC]X1
ZD−−→[SPDC]([D])[BS]12[BS]([P]1)([Det])[BS]([Det])([Det])[Holo][R][SPDC]2
(2)
The derived graph and the corresponding setup can be seen in Figure 8.
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If N cannot represent the length of the ring or the length of a branch, one can introduce a second sym-
bol which represents longer rings, and which derives the next two SELFIES symbols for reconstructing
a number.
Representation of DNA and RNA
A G C T R
X0 → A X1 | G X1 | C X1 | T X1 | X0
X1 → A X1 | G X1 | C X1 | T X1 | R(N)X0
N → 1 | 2 | 3 | 4 | 5
Table 8: Derivation rules of SELFIES for a semantically restricted graph that represents DNA. A is
Adenin, C is cytosin, G is Guanin and T is Thyim. The DNA is a single strain, and the rings R(N) can
connect the nucleobase with its conjugate base N+1 bases before. This grammar and represent, for
example DNA origamis or tRNA (by replacing T with U for Uracil.)
An important structure, which can be represented as a semantically constrained graph, is DNA and
RNA. We demonstrate here a simple variation of SELFIES which can be used for design questions in
DNA nanotechnologies.
Acronyms for representing chemical compound systems
Akronym full name reference
WLN Wiswesser Line Notation [23]
SNL SYBYL Line Notation [24]
SMILES Simplified Molecular Input Line Entry Specification [19]
SMARTS SMILES arbitrary target specification [20]
SMIRKS SMILES for reactions [21]
InChI International Chemical Identifier [25]
SELFIES SELF-referencIng Embedded Strings here
Table 9: A list of common encoding systems in chemistry, with its corresponding full name.
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