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Using Bayes formula to estimate rates of rare events in transition path sampling
simulations
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1CEA, DEN, Service de Recherches de Me´tallurgie Physique, UPSay, F-91191 Gif-sur-Yvette, France
Transition path sampling is a method for estimating the rates of rare events in molecular systems
based on the gradual transformation of a path distribution containing a small fraction of reactive
trajectories into a biased distribution in which these rare trajectories have become frequent. Then,
a multistate reweighting scheme is implemented to postprocess data collected from the staged simu-
lations. Herein, we show how Bayes formula allows to directly construct a biased sample containing
an enhanced fraction of reactive trajectories and to concomitantly estimate the transition rate from
this sample. The approach can remediate the convergence issues encountered in free energy pertur-
bation or umbrella sampling simulations when the transformed distribution insufficiently overlaps
with the reference distribution.
I. INTRODUCTION
The frequencies or rates of thermally activated events
are crucial parameters that control atomic transport in
condensed matter at equilibrium and the long-term evo-
lution of many systems driven out of equilibrium. Not
surprisingly, considerable effort has been devoted in the
last decades to designing efficient molecular simulation
methods for computing these rates. When the typical
durations of the activated events are much shorter than
the mean inter-event times, each event can be schema-
tized as a transition of the system from a reactant basin
(a) to a product basin (b) and the entire transiton paths
can be studied using molecular dynamics (MD) simula-
tions. So as to monitor a-to-b transitions in MD, the
practitioner is first faced to the problem of defining the
suitable functions taking input values in the configura-
tion space Ω and indicating whether a particular config-
uration belongs to one of the two basins of interest. For
this purpose, we usually consider the indicator function
ha(b) : q ∈ Ω → {0, 1} whose output value is 1 if the in-
put is in subset a(b) and 0 elsewhere. This enables us to
formalize an a-to-b time-correlation function as follows
C(t) =
∫ +∞
0
ha [q(s)]hb [q(s+ t)] ds∫ +∞
0
ha [q(s)] ds
(1)
in which q(s) is the system configuration at time s.
When the fast molecular relaxation and the overall resi-
dence time within basin a occur on well-separated time
scales, the derivative of the time-correlation function,
dC(t)/dt, displays a transient plateau corresponding to
the phenomenological rate for transitioning from a to
b [1, 2]. The accurate estimation of C(t) is a challenging
task because transition events are rare on the simulation
timescale. This problem can be alleviated by the use of
the transition path sampling method [3, 4, 7–9] (TPS) in
which a bias is introduced to enforce [3, 4] or favour [7–9]
the sampling of the short trajectories transitioning from
the product to the reactant basins. TPS writes the a-to-b
time-correlation function as a conditional expectation of
the indicator function of basin b at time t over an ensem-
ble of short trajectories starting at equilibrium in basin
a at time t = 0,
C(t) = E {hb [q(t)] |ha [q(0)] = 1} . (2)
Let now write O the functional hb[q(t)] associated with
paths starting in basin a at time t = 0. In principle,
the time-correlation function in (2) can be estimated
from the information contained in a set ofM trajectories
of duration t, after correcting for the simulation biases{
e−B
m}
1≤m≤M
using the standard reweighting scheme
used in the umbrella sampling method [11, 12]
ÔM =
1
M
∑M
m=1Ome−B
m
1
M
∑M
m=1 e
−Bm
. (3)
The observation Om is the value taken by the path ob-
servable O for the the mth trajectory. The standard
reweighting scheme also relates to the free energy per-
turbation (FEP) method. [11, 12] The logarithm of the
denominator in Eq. (3) corresponds to the free energy
difference between the reference ensemble of interest and
the biased (perturbed) ensemble that is sampled. To
obtain an accurate estimate using (3), the biased sam-
ple must however contain typical data of the unbiased
distribution in a significant proportion. Stated differ-
ently, the perturbed and unpertubed distributions should
substantially overlap. If this condition is not met, then
the associated free-energy difference is usually overesti-
mated. [10–12]
In practice, the biased distributions that contains the
reactive trajectories differs substantially from the refer-
ence distribution that contains non-reactive trajectories
almost exclusively. As a result, the state-to-state corre-
lation functions that have been estimated in TPS simu-
lations so far were obtained through staged transforma-
tions. [4, 9] The biasing potential is gradually switched
on and a simulation is performed at each stage of the
switching protocol. Then, a postprocessing procedure
(the weighted histogram analysis method [13] or the mul-
tistate Bennett acceptance ratio method [14]) is used
to combine the data from the multiple simulations and,
based on accurate estimates of the successive free-energy
2differences, to eventually extract a reliable estimate of
the desired observable [11, 12].
In this article, we show how Bayes formula can be
used to (i) estimate any path observable expectation, (ii)
adaptively construct a biasing potential whose associated
distribution contains trajectories that are both reactive
and non reactive (iii) estimate the state-to-state correla-
tion function from a single sample owing to good over-
lapping properties of the biased distribution. The article
is organized as follows. The Bayesian expectation in the
rare event context is derived in Sec. II. We then compare
the approach to standard reweighting in Sec. III. The mi-
gration of a vacancy in a crystal serves as an illustration
of the approach in Sec. IV.
II. ESTIMATING PATH OBSERVABLES
A. Path ensembles and probability distributions
A path z consists of a sequence of L + 1 states: z =
{qℓ, pℓ}0≤ℓ≤L where qℓ and pℓ are the ℓth positions and
ℓth momenta of state xℓ = {qℓ, pℓ} at time t = ℓτ with τ
being the timestep of the considered MD scheme. From
the conditional probability to generate z using the MD
scheme given initial state x0, we define a path action by
H(z) = H(x0)− β−1 ln PMD(z|x0). (4)
where H is the system Hamiltonian and PMD(z|x0) is the
probability to generate path z knowing that the system at
t = 0 is state x0. In addition, a bias K(θ, z), controlled by
an external parameter θ, acts upon path z by modifying
its occurrence probability. Confining the positions q0 of
the initial state of the path to basin a, the biased path
distribution given θ writes
π(z|θ) = ha(q0) exp [A(θ) − βH(z)−K(θ, z)] (5)
where the function A(θ) acts as a normalizing constant
in path space, denoted by Z:
exp [−A(θ)] =
∫
Z
exp [−βH(z)−K(θ, z)]Dz (6)
In a first TPS protocol, [4] referred to as confining pro-
tocol, the bias aims at confining the trajectory endpoints
into windows distributed along a reaction coordinate
(RC), a function ξ : Q → R that is able to describe the
transition pathway from basin a to basin b. Resorting to
a family of indicator functions hξθ, the conditional prob-
ability writes π(z|θ) = ha(q0)hξθ(qL) exp [A(θ)− βH(z)],
entailing
K(θ, z) =
{
0 if hξθ(qL) = 1,
+∞ otherwise. (7)
In Eq. (7), paths ending outside window hξθ have zero
probability (5) and θ usually takes values in a finite in-
teger set Θ = {0, 1, 2, · · · , θmax}. Window hξ0 ideally
contains the whole phase space : ∀q ∈ Q, the con-
figuration space, we have hξ0(q) = 1. Hence K(0, z)
is always zero and π(z|0) corresponds to the unbiased
path probability distribution. On the other end, win-
dow associated with θmax maps basin b, i.e. h
ξ
θmax
= hb.
This implies that π(z|θmax) is the probability distribu-
tion of the transition path ensemble and that the relation
C(Lτ) = exp[−A(θmax) +A(0)] holds.
In a second TPS protocol, referred to as tilting proto-
col, the bias acting upon the paths is the product of the
external parameter and a path functional [6–9]
K(θ, z) = θL(z). (8)
Since trajectory endpoints are not constrained, the frac-
tion of reactive paths with respect to π(z|θmax) distri-
bution is no more equal to one. For instance, in the
recent set-up [9] that will be considered below in Sec. IV,
L(z) is a non-positive functional that is all the more
negative that the explored portions of the potential en-
ergy surface are more negatively curved. Because basins
of attraction are separated from each others by me-
chanically unstable regions (corresponding to the neg-
atively curved portions of the energy surface), the bias-
ing approach is able to increase the occurrence of reac-
tive trajectories up to 10−40%, depending on the choice
of θmax. [9] Although the equality between C(Lτ) and
exp[−A(θmax) + A(0)] does not hold anymore, the free
energy difference A(θmax) − A(0) is again to be deter-
mined to estimate the unbiased correlation function. [9]
Unfortunately, the associated free-energy difference
cannot be estimated directly through free energy per-
turbation from a single sample of unbiased trajectories
because the correlation function is very small, nor from a
sample of biased trajectories because typical non-reactive
paths are not generated. That is why TPS constructs ad-
ditional samples of trajectories, confined using intermedi-
ate windows [4] or tilted using intermediate values for the
external parameter. [9] It finally resorts to a rematching
procedure to extract the A(θmax) − A(0). This compu-
tational bottleneck results from the insufficient overlap
between the biased and unbiased distributions, as illus-
trated below in Sec. III within the tilting protocol (8).
We now show that it is practically possible to con-
struct a biased distribution exhibiting adequate overlap-
ping properties. Assuming that Θ is [0, θmax] interval,
this probability distribution reads
P¯A(z) =
1
θmax
∫
Θ
π(z|dθ) (9)
where the normalizing factor 1/θmax corresponds to the
uniform density of π(z|θ)-distributions with respect to
θ. Evaluating P¯A(z) still requires the accurate knowl-
edge of the free energy A, since this quantity enters the
sampled probability density (9) via (5). However, the
overall approach is greatly simplified owing to the use
of the adaptive biasing force (ABF) technique [16–19]
within the method of expanded ensembles. [20, 21] The
3latter approach introduces an auxiliary biasing potential
denoted by A(θ), assumed to be constant first, and con-
siders the extended space Θ ∪ Z equipped with path ac-
tion A(θ)−K(θ, z). The occurrence of θ in the expanded
ensemble defines the marginal probability of θ
PA(θ) ∝ exp [A(θ)−A(θ)] . (10)
This relationship is obtained after integrating over the
path space Z and plugging (6). It entails that, if A is
strictly equal to the free energy, then the marginal prob-
ability of θ is constant and equal to 1/θmax in Eq. (9).
This last feature suggests a way of constructing P¯A(z)
since the ABF method permits to adapt A(θ) on A(θ)
via the current estimate of its derivative A′(θ). Post-
poning the description of ABF technique to Sec. II C, we
show how to estimate any observable expectation using
Bayes formula. [22] This approach will require sampling
the following marginal probability
P¯A(z) =
∫
Θ
π(z|ϑ)PA(dϑ), (11)
obtained after integrating ϑ ∈ Θ. This probability cor-
responds to the occurrence of any particular path in the
expanded ensemble, irrespective of the value of θ. Using
the marginal probabilities (10) and (11) and the condi-
tional probability of z given θ, an analytical expression
amenable to integration by numerical quadrature can be
derived for the conditional probability of θ given z from
Bayes formula
π¯A(θ|z) = π(z|θ)PA(θ)
P¯A(z)
=
eA(θ)−K(θ,z)∫
Θ e
A(ϑ)−K(ϑ,z)dϑ
. (12)
Note that in (12) the conditional probability of z know-
ing θ does not depend on the auxiliary biasing potential
[see expression Eq. (5)], while the three other involved
probabilities do. We take advantage of this property and
rearrange (12) so as to cast Bayes identity into a compu-
tationally useful form
π(z|θ) = π¯A(θ|z)P¯A(z)
PA(θ)
. (13)
This relation will enable one to express the conditional
expectation given θ as an expectation involving the con-
ditional probabilities of θ given the set of paths sampled
according to probability (11).
B. Reweighting estimator based on Bayes formula
To show how this can be done, we first express the
marginal probability of θ as an expectation involving the
conditional probability of θ over the distribution of the
marginal probability of z:
π(z|θ) = π¯A(θ|z)P¯A(z)∫
Z
π¯A(θ|z˜)P¯A(Dz˜)
(14)
This equation can be used to cast Eπ (O|θ) =∫
Z
O(z)π(Dz|θ), the conditional expectation of any path
observable O(z) given θ into the following form
Eπ (O|θ) =
∫
Z
O(z)π¯A(θ|z)P¯A(Dz)∫
Z
π¯A(θ|z)P¯A(Dz)
(15)
Here, O(z) can be hb(qℓ) the a-to-b time-correlation func-
tion or any path observable, such as K(θ, z) or L(z) for
instances.
Let now assume that a sample of trajectories
{zm}1≤m≤M is constructed using a Monte Carlo scheme
obeying detailed balance in the path ensemble of proba-
bility density P¯A. Applying the ergodic theorem to the
ensemble average ratio (15), an estimator of the condi-
tional expectation is
Eˆ
B,M
π (O|θ) =
1
M
∑M
m=1Omπ¯A(θ|zm)
1
M
∑M
m=1 π¯A(θ|zm)
(16)
where Om = O(zm) and superscript B stands for Bayes
formula. This reweighting approach has been previously
used in a molecular context to extract free energy pro-
files. [22] It was termed adiabatic reweighting in reference
to the dynamical decoupling that is involved in molecu-
lar dynamics simulations between the external parameter
and the particle coordinates (See Ref. 22).
C. Adaptive biasing force method
In ABF [16–19], the derivative of the auxiliary bias-
ing potential with respect to θ is adapted on the current
estimate of A′(θ) the mean force along θ. In the long
term, A converges to A (up to an additive constant) and
PA(θ) becomes a uniform distribution. Differentiating
A(θ) is very simple mathematically within the tilting pro-
tocol (8). The mean force corresponds to the conditional
expectation of L given θ
A′(θ) =
∫
Z
∂θK(θ, z)π(Dz|θ) = E(L|θ). (17)
In the application of Sec. IV, K replicas of the system
will be simulated on a parallel computer architecture.
We thus adapt the mean force A′(θ) for θ ∈ Θ following
Ref. 22
A′m˜(θ) =
∑K
k=1
∑m˜−1
m=1 L(zkm)πAm(θ|zkm)∑K
k=1
∑m˜−1
m=1 πAm(θ|zkm)
=
∑K
k=1
∑m˜−1
m=1 Lkm
exp[Am(θ)−θLkm]∫
Θ
exp[Am(ϑ)−ϑLkm]dϑ∑K
k=1
∑m˜−1
m=1
exp[Am(θ)−θLkm]∫
Θ
exp[Am(ϑ)−ϑLkm]dϑ
.(18)
The evaluation of the adaptive biasing force, a simple
task compared to the evaluation of the interatomic forces,
is shared by all cores. This is why the replica index k is
absent in A′m. The auxiliary potential is then integrated
4for the next step. After the preliminary ABF run, the
auxilary biasing potential A is frozen and the state-to-
state correlation function is estimated in a subsequent
run by setting O(z) to hb(qℓ) (0 ≤ ℓ ≤ L) and θ to 0. In
this situation, the generic BF estimator writes
Eˆ
B,KM
π (O|θ) =
1
KM
∑K
k=1
∑M
m=1Okmπ¯A(θ|zkm)
1
KM
∑K
k=1
∑M
m=1 π¯A(θ|zkm)
(19)
where zkm refers to the mth path of the kth replica and
Okm = O(zkm).
Note that ABF is primarily used to compute mean
forces along one- and two-dimensional RC, which requires
to evaluate the first and second derivatives of the RC
with respect to q. [17, 19] This task may be impractical
in many circumstances, or even impossible when the RC
is discrete for instance. Hence, it is not possible to im-
plement ABF with the confining protocol (7) when the
second derivative of ξ is not defined. This limitation how-
ever does not restrict the scope of TPS because trajectory
endpoints can be softly confined to basin b by resorting to
the tilting protocol (8) and setting L(z) to ξ(qℓ), the RC
value of the path end-point. This feature is illustrated in
next subsection.
D. Confining path endpoints through the tilting
protocol
Let consider a generic model consisting of a particle
evolving according to Brownian motion along a line (the
momentum is omitted and the potential energy is con-
stant). The position of the particle is obtained by inte-
grating the corresponding overdamped Langevin equa-
tion: we have qℓ+1 = qℓ +
√
2τDBℓ where τ is the
timestep, D a diffusion coefficient and Bℓ is a random
variate drawn is the normal distribution of zero mean
and unit variance. We set a to {0} and and b to [1,+∞(.
This implies that q0 = 0 and qL is distributed accord-
ing to the normal distribution q →
√
ω/π exp(−ωq2)
where ω = (4DLτ)−1. Integrating this distribution from
1 to +∞ then yields the probability that a path ends
at a position larger than 1. This quantity defines the
time-correlation C(Lτ) = erfc(
√
ω)/2 that we wish to
compute through the biased sampling of trajectory end-
points. When ω is large, diffusion is very slow and the
probability C(Lτ) to reach qL ≥ 1 is very small. We
thus bias the simulation by adding the soft restraint
L(z) = −2ωqL, so as to gradually increase the fraction
of trajectories ending in the product basin qL ≥ 1 with
increasing θ value. This way of proceeding is similar in
spirit to the confining protocol (7) which instead is based
on a series of hard constraints.
In this illustration, we represent a path only using its
endpoint, denoted by q to simplify. Plugging A(θ) =
ln(ω/π) − ωθ2 in Eq. (5), the conditional probability of
q given θ is equal to
π(q|θ) =
√
ω/π exp
[−ω(q − θ)2] . (20)
The unbiased distribution is obtained by setting θ to 0
in (20) and is represented as a function of q by the green
curve delimiting the red area in Fig. 1. The conditional
distributions with various biases, obtained by setting θ
to 14 ,
1
2 ,
3
4 and 1 in (20) are displayed.
Two Brownian motions are considered: a fast one for
which ω = 5 and a slow one for which ω = 100. The
various distributions for the two values of the ω pa-
rameter are displayed in Fig. 1.a and in Fig. 1.b, re-
spectively. For ω = 5, we observe that the biased dis-
tributions q → π(q|1) substantially overlap with both
the target region (q ≥ 1) and the reference distribution
q → π(q|0) (areas displayed in red and green respec-
tively). For ω = 100, none of the biased distribution
(θ = 14 ,
1
2 and
3
4 ) substantially overlaps with both the
reference distribution and the target region. At variance,
the marginal distribution (9) obtained for θmax = 1 and
both values of ω (curves displayed in blue) overlap with
the unbiased distribution.
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FIG. 1: Conditional distributions π(q|θ) for the indicated val-
ues of θ (green curves) and the marginal probability of q (blue
curves) for ω = 5 in pannel (a) and ω = 100 in pannel (b).
The target region corresponds to q ≥ 1 and the unbiased dis-
tribution of q is filled in red.
A question then naturally arises as to how deviations
from our choice of A as biasing potential qualitatively
affects the overlapping properties of the marginal prob-
ability of q. To answer, we set the biasing potential to
(1+δ)A: the deviation parameter δ determines how close
the biasing potential is to the potential of mean force,
the value zero of δ having been considered so far. We in-
vestigate in particular the effect of δ on the overlapping
properties of the maginal probability distributions with
respect to the reference distribution and the region of in-
terest. We observe in Fig. 2 that the extent of overlap
with the reference distribution increase with increasing
values of δ and that the occurrence of an event concom-
mitantly decreases. Hence, the choice δ = 0 offers an
interesting qualitative trade-off: the overlap with the ref-
5erence distribution is substantial and the rare events are
frequently observed.
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FIG. 2: Marginal probabilities of θ (a) and of q (b) for the
biasing potentials A = (1 + δ)A with varying values of δ.
Next, the efficiency of the BF estimator is compared
to the one of the corresponding standard estimator (SR).
The latter one is derived in Sec. III. We use the present
toy model [Sec. II D] for computing the a-to-b correla-
tion function and investigate the relevant case where the
auxiliary biasing potential is set to the potential of mean
force. The efficiency of the ABF procedure II C for com-
puting the potential of mean force is demonstrated in
Sec. IV in simulations of vacancy diffusion.
III. ESTIMATOR EFFICIENCY
A. Standard reweighting estimator
The aforementioned method of expanded ensem-
bles [20, 21] consists of sampling the extended space
(ϑ, z) ∈ Θ ∪ Z equipped with joint probability
pA(ϑ, z) ∝ ha(q0) exp [A(ϑ) − βH(z)−K(ϑ, z)] (21)
which is formally equal to π(z|ϑ)PA(ϑ). This sam-
pling approach alternatively suggests using the standard
reweighting estimator in order to correct for the sam-
pling biases. However, the SR estimator does not con-
verge well in the present rare-event context, whether the
biased sample be generated according to the joint prob-
ability distribution (21) or to the restricted distribution
π(z|θmax), wherein ϑ is set to θmax. This limitation is
illustrated in Sec. III B and III C by performing simula-
tions in the expanded ensemble so as to allow direct com-
parison with the (more efficient) BF estimator presented
in Sec. II B. The SR estimator associated with observable
O is constructed from the following expectation ratio
Eπ(O|θ) =
cΘ
∫
Θ∪Z
O(z) pA(θ, z)
pA(ϑ, z)
pA(dϑ,Dz)
cΘ
∫
Θ∪Z
pA(θ, z)
pA(ϑ, z)
pA(dϑ,Dz)
. (22)
The normalizing constant cΘ = 1/
(∫
Θ
dϑ
)
is added to
the numerator and denominator of ratio (22) so that the
latter quantity is formally equal to PA(θ), the marginal
probability of θ. Resorting to the ergodic theorem, the
conditional expectation of observable O given θ and
{ϑm, zm}1≤m≤M , a Markov chain constructed using a
Monte Carlo scheme leaving the joint probability distri-
bution (21) invariant, may be estimated using (SR esti-
mator)
Eˆ
S,M
π (O|θ) =
cΘ
M
M∑
m=1
OmeA(θ)−K(θ,zm) /eA(ϑm)−K(ϑm,zm)
cΘ
M
M∑
m=1
eA(θ)−K(θ,zm)
/
eA(ϑm)−K(ϑm,zm)
.
(23)
Remarkably, the BF estimator (23) can also be imple-
mented when the sample is generated according to the
joint distribution. To justify its use, one simply resorts
to the ergodic theorem within the following expectation
ratio:
Eπ (O|θ) =
∫
Θ∪Z
O(z)π¯A(θ|z)pA(dϑ,Dz)∫
Θ∪Z π¯A(θ|z)pA(dϑ,Dz)
(24)
Relation (24) is a consequence of Bayes formula as it is
obtained by plugging P¯A(z) =
∫
Θ
pA(dϑ, z) into (15).
Estimates associated with the unbiased path distribu-
tion are recovered by setting θ to 0 in (16). The BF
estimator simplifies to
ÔB,M =
1
M
M∑
m=1
OmeA(0)
/(∫
Θ
eA(ϑ)−K(ϑ,z
m)dϑ
)
1
M
M∑
m=1
eA(0)
/(∫
Θ
eA(ϑ)−K(ϑ,zm)dϑ
) (25)
Resorting to the sequence of biasing potentials Bm =
ln
∫
Θ
exp [A(ϑ)−K(ϑ, zm)] dϑ, we may write estimator
in the conventional form (3) mentioned in the introduc-
tion. The SR estimator with respect to the unbiased path
distribution (θ = 0) reads
ÔS,M =
cΘ
M
∑M
m=1OmeA(0)−A(ϑ
m)+K(ϑm,zm)
cΘ
M
∑M
m=1 e
A(0)−A(ϑm)+K(ϑm,zm)
. (26)
The denominators in Eqn. (25) and (26) both yield esti-
mates of PA(θ) with θ = 0. Relevant information about
the estimator convergence can be learned by monitoring
the marginal probability of θ.
Note that A(ϑm) − K(ϑm,Lm) corresponds to the bi-
asing potential associated with path zm. Compared with
6the SR estimator (26), the sampled values of the external
parameter θ are irrelevant information in the BF estima-
tor (25). We now show that these distinct features results
in different numerical efficiencies.
B. Comparison of BF and SR estimators in a
generic model
We consider the toy model of Sec. II D in which the
biasing potential has already converged to the potential
of mean force and θmax = 1, implying that the marginal
probability density of θ is equal to one in Θ and that the
conditional probability of q given θ in (20) is equal to the
joint probability π(q|θ) =
√
ω/π exp
(−ω(q − θ)2).
The correlation function C(Lτ) is estimated using BF
estimator (25) and SR estimator (26) by setting the ob-
servable O to hb(q) equal to 1 if q ≥ 1 and to 0 other-
wise. The marginal probability of θ at 0 is also estimated
from the denominator of (25) and (26). Each generated
Markov chain {ϑm, qm}1≤m≤M is used twice, first to ob-
tain a BF estimate based on (25) and then to get a SR
estimate based on (26). Themth state of the chain is gen-
erated as follows: ϑm is drawn randomly and uniformly
in Θ = [0, 1] interval and qm is drawn in the Gaussian
distribution of (2ω)−1 variance and ϑm mean. Displayed
in Fig. (3) are the means and standard errors of 105 inde-
pendent estimates, obtained using both estimators. We
observe that, with increasing ω parameter, only the BF
estimator yields an accurate estimation of the marginal
probability of θ at 0 (Fig. 3.a) and of the correlation func-
tion (3.b). The computational speed-up of convergence
that is achieved by using BF estimator rather than SR
estimator can be assessed from their respective standard
errors plotted as a function of ω in Fig. 3.c. As soon as
ω becomes larger than 20, the standard error associated
with BF estimator is two orders of magnitude lower than
the one obtained using the SR estimator. The use of
Bayes formula accelerates the simulations by about four
orders of magnitude.
C. Fluctuation relations
To explain why BF and SR estimators behave differ-
ently, we resort to fluctuation relations [10, 23] in order
to analyse how the quantity PA(0) is evaluated in both
approaches. This probability corresponds to the denomi-
nator of ratio (25) for the BF estimator, and of ratio (26)
for the SR estimator, when A is set to A. The probability
density is one when Θ is the [0, 1] interval. This proba-
bility is computed from two different ensemble averages,
entailing two distinct types of fluctuation relations. For
the BF approach, the following single relation must hold
〈e−∆(q)〉 =
∫
R
e−∆Π¯(d∆) = e0 (27)
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〈Ĉ
X
,M
〉/
C
t
h
e
o (b)
10−2
10−1
100
101
102
103
0 50 100 150 200
σ
( Ĉ
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dard (26) estimators: (a) averaged estimates of the marginal
probability of θ at 0 as a function of ω, (b) averaged estimates
of the probability C(Mτ ) normalized to the exact probability
and (c) its normalized standard error. All averages are ob-
tained from 105 estimates and each estimate is obtained using
M = 104 points.
where ∆(q) = − ln [PA(0, q)/P¯A(q)] and Π¯(∆) denotes
the probability that ∆(q) takes the particular value ∆.
As for the SR approach, a whole family of detailed
fluctuation relations must be satisfied by the quantity
∆(ϑ, q) = − ln [PA(0, q)/PA(ϑ, q)]
〈e−∆(θ,q)〉θ =
∫
R
e−∆Πθ(d∆) = e
0, (28)
〈e−∆(ϑ,q)〉 =
∫
Θ
〈e−∆(θ,q)〉θPA(dθ) = e0 (29)
where Πθ(∆) denotes the probability that ∆(θ, q) takes
the particular value ∆. The uniform average over θ ∈ Θ
yields an additional overall fluctuation relation (29) cor-
responding to (27). Because the exponential function
is strictly increasing, the negative values of ∆ and the
stricly positive ones have similar statistical weight in (27)
or (28), in the sense that the sum of the two contibutions
are equal to one (except for the case θ = 0). Hence,
excessively small fractions of negative ∆ values will re-
sult in large statistical variance and in slow numerical
convergence of the estimates as a function of simulation
time. [10] The probabilities Πθ(∆) with θ ∈
{
0, 14 ,
1
2 ,
3
4 , 1
}
and Π¯(∆) have been plotted as a function of ∆ for ω = 5
in Fig. 4.a and and for ω = 100 in Fig. 4.b. From the dis-
tributions at ω = 100, we observe that the probability to
have ∆(ϑm, qm) ≤ 0 is negligible when ϑm > 12 . Given
the fact that the ϑm’s are sampled uniformly in [0, 1],
7substantial deviations from fluctuation relations (28) will
inevitably be measured in typical (finite-length) simula-
tions, resulting in inaccurate SR estimates. At variance,
the BF approach does not suffer from this limitation, as
the fluctuation relation that must be satisfied is global.
We indeed observe that the fraction of the negative val-
ues of ∆ is always substantial, making the BF estimator
particularly efficient for large ω values.
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IV. APPLICATION TO VACANCY
MIGRATION IN α-FE
We now demonstrate the efficiency of the approach in
simulations of the migration of a single vacancy on a
lattice in α-Fe, a crystalline phase of iron with body-
centered cubic (BCC) structure. The migration corre-
sponds to the jump of an atom in the [111] direction into
a nearest neighbor vacant site. The length of the jump is
a0
√
3/2, where a0 is the side of the BCC cube. Atomic
interactions of this atomic system are described by an
embedded atom model potential. [24] Reference values
for migration rates are available for this testbed system
that was previously investigated in Ref. 9 using a com-
bination of transition path sampling and the multistate
Bennett acceptance ratio method for postprocessing.
A. Computational set-up
The computational set-up is as follows. Basin a and
b are defined with respect to the underlying perfect lat-
tice whose sites are the atomic positions of the structure
at 0 K without the vacancy. The lattice parameter is
a0 = 2.8553A˚. The indicator function ha is equal to 1
if all atoms are located within a distance of 0.45A˚ from
their lattice site, and to 1 otherwise. The characteristic
function hb is 1 if one atom is located beyond a distance
of a0
√
3/4 from its lattice site, otherwise it is 0. Path
sampling consists of shooting and shifting moves as de-
tailed in the Appendices A and B. Trajectories contain
L = 150 steps with time-step τ = 2fs. A position-Verlet
scheme [9] is used to construct xℓ+1 from xℓ, meaning
that the gradient of the potential energy is evaluated at
qℓ+1/2 = qℓ+pℓτ/2. The Jacobian matrix associated with
the MD transformation exhibits eigenvalues that are ei-
ther complex numbers located on the unit circle or real
positive numbers. Let us denote by µℓ+1/2 the logarithm
of the smallest eigenvalue modulus. Its value is charac-
terized by the eigenvalue spectrum of the Hessian matrix
associated with the potential energy at qℓ+1/2. Details on
the connection between the Hessian and Jacobian matri-
ces are given in Ref. 9. The value of µℓ+1/2 is strictly
negative when the lowest egeinvalue of the Hessian ma-
trix is strictly negative, in which case the energy surface
is negatively curved along the direction generated by the
corresponding eigenvector. The biasing path functional
is set to
L(z) = max
[
Lmin,
L−1∑
ℓ=0
µℓ+1/2
]
≤ 0 (30)
The cut-off parameter Lmin is set to the value −9. It
is used to prevent from exploring regions containing sec-
ond order saddles and thus to save computational time,
trajectories leading to such regions corresponding to non-
reactive rare events. The lowest eigenvalues of the Hes-
sian is computed using the Lanczos algorithm. [26] De-
tails about the numerical implementation are given in
Ref. 27, 28.
The illustrations are given at the temperature of 500
K. We set θmax = 2.1. In the following, a simulation run
utilizes K = 480 replicas and consists of M = 104 Monte
Carlo cycles. Each replica is allocated to a distinct pro-
cessor. A cycle consists of performing a shooting move
followed by a shifting move for each replica. The two
procedures are detailed in Appendices A and B, as their
implementation slightly differs from the one given previ-
oulsy [9].
B. Construction of the auxiliary potential
Two consecutive series of 5 independent simula-
tion runs are performed. The first five runs aim at
constructing the auxiliary biasing potential using the
ABF scheme (18). Then, freezing the previoulsy ob-
tained biasing potentials, 5 subsequent (production) runs
are performed to estimate the expectations using the
scheme (19). Figure 5 displays the estimates of PA(θ),
A(θ) and E(L|θ) as a function of θ and averaged over
the 5 runs. The standard errors are evaluated from the
5 estimates and are indicated by error bars for the three
quantities in Fig. 5. We observe that a flat histogram
8is obtained for the marginal probability of θ. Repro-
ductible data are obtained for the mean force and its po-
tential. Furthermore, the difference between the adaptive
and production runs is insignificant, final averages could
have been taken after the adaptation run.
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The standard errors are small and not clearly visible
on the graphs in Fig. 5, except on the curve displaying
the marginal probability of θ. We observe that the stan-
dard errors associated with PA(θ) increase with θ and
become substantial at large θ values. To explain this
trend, let us examine ρ¯(L), the probability distributions
of the sampled L values. We observe in Fig. 6 that this
distribution is bimodal. The large peak at 0 corresponds
to typical trajectories that are non reactive. The smaller
peak in the range from −7 to −4 contains both reac-
tive trajectories and active trajectories returning to a.
The presence of two peaks means that metastability is
not completely suppressed through path-sampling, even
though the fraction of reactive trajectories is enhanced by
several orders of magnitude compared with the one asso-
ciated with the unbiased distribution ρ(L|0). Concerning
the biased distribution ρ(L|θmax), the peak containing
the reactive trajectories is higher and more pronounced
than that of the sampled distribution. This feature ex-
plaining the substantial statistical fluctuations observed
in the measurement of PA(θ) when θ is large. Note that
the θc value for which the two peaks of the bimodal dis-
tribution ρ(L|θc) have equal weights occurs in the range
2.2 − 2.4 and decreases with the path length [9]. Here,
θc would correspond to the inflexion of the E(L|θ) curve,
outside the plot in Fig. 5.c. As reported in Ref. 9, the
restricted sampling of the conditional distribution π(z|θ)
becomes very difficult when θ > θc, the measured au-
tocorrelation function of L increases drastically. Impor-
tant autocorrelations are also observed in the sampling
of P¯A(z) distribution when θmax is set to a value larger
than θc. However, the extent of metastability is smaller
with the approach based on Bayes formula. We spec-
ulate that this results from the smaller barrier height
for trajectory disactivation for ρ¯(L) distribution than for
rho(L|θ) distribution, as indicated in Fig. 6 by the red
and blue downward arrows, respectively.
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Another advantage of the approach based on Bayes
formula is illustrated from the fluctuation theorems de-
fined in Sec. III C. We observe in Fig. 7 that the distri-
butions of the ∆ values are more peaked around 0 when
the marginal probability is sampled, a result expected
and consistent with the previous analysis using the toy
model. Numerical convergence should therefore be faster
for the reason mentioned in Sec. III
9The sampled path distributions with θmax < θc contain
high enough a fraction of reactive trajectories so as to
accurately estimate the a-to-b correlation function. Fig-
ure 8 represents the time correlation function and its time
derivative as obtained after the 5 adaptation runs and the
5 production runs. Smooth values are obtained for the
time-derivative owing to recycling of the shifted trajec-
tories using the waste-recycling procedure described in
Appendix C. The phenomenological transition rate cor-
responds to the plateau value, which is in perfect agree-
ment with the value previousy calculated in Ref. 9.
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FIG. 8: Time correlation function and its derivative as a func-
tion of the time t = ℓτ , where ℓ is the index of the trajectory
states. The horizontal lines corresponds to the values ob-
tained using transition state theory [9, 29] in which the free
energy barrier is evaluated using either Monte Carlo simula-
tions (MC) or the classical harmonic approximation (HA).
The present simulations involving the hopping of a
vacancy in a crystal show that the approach can eas-
ily be implemented on a parallel computer architecture
by propagating several replicas of the system simultane-
ously and adapting the biasing force periodically. The
proposed framework allows to explore the multiple re-
action channels corresponding to the 8 possible atomic
jumps into the vacancy. This is a clear advantage com-
pared with other rare event approaches such as transition
interface sampling, [30] and forward flux sampling [31]
that tends to confine trajectories into separate transition
channels. The use of Bayes formula in TPS method thus
facilitates its implementation and will certainly extend
its scope.
V. CONCLUSION
Estimating the state-to-state correlation functions in
TPS method requires to extract the free energy differ-
ence associated with the transformation of a trajectory
ensemble into a perturbed ensemble wherein the rare re-
active trajectories have become frequent. This task had
been achieved so far through postprocessing of the infor-
mation contained in a series of Markov chains, in which
the strength of the perturbating bias favouring the oc-
currence of reactive trajectories was gradually increased.
TPS was therefore a most relevant case study to apply
the recently proposed approach [22] for computing free
energies based on Bayes formula and adaptive biasing.
The combination of the two techniques allows to adap-
tively construct a biased sample whose associated distri-
bution substantially overlaps with both the unpertubed
and perturbed distributions and to in fine obtain an un-
biased estimate of the time-correlation function.
The ability of the proposed approach to construct and
sample a biased distribution that substantially overlaps
with any pertubed and unperturbed distributions is ex-
tremely useful in general. From a larger perspective,
this feature will enable one to automatically remediate
the convergence issue that is encountered in umbrella
sampling when the perturbed distribution, sampled by
this FEP-based simulation method, insufficiently over-
laps with the reference distribution. This last situation
is quite ubiquitous in molecular simulation and, not in-
cidentally, motivated the testbed model investigation of
Sec. III. We thus expect many interesting applications of
the Bayes formula approach in order to compute rare-
event frequencies or mean-force potentials in domains
ranging from chemistry to bio-physics and materials sci-
ence.
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Appendix A: Shooting moves
A shooting move consists in performing the following
operations (z is current path)
i. draw an integer ℓ randomly and uniformly in
{0, 1, · · · , L}
ii. from xℓ ∈ z, generate a neighboring state x˜ℓ accord-
ing to the canonical distribution ;
iii. construct the trial trajectory z˜ by applying the Verlet
map L−ℓ times forward from x˜ℓ and ℓ time backward
from x˜ℓ;
iv. compute the new path biasing potential
B(z˜) = ln
∫
Θ
exp [A(θ) −K(θ, z˜)] dθ (A1)
v. draw a random number R uniformly in (0, 1]; if R is
lower than the acceptance probability
Pacc[z˜ ← z] = min {1, ha(q˜0) exp [B(z˜)−B(z)]} , (A2)
accept the trial trajectory, otherwise reject it.
This scheme is correct because the probability to
accept a trial path in (A2) corresponds to a proper
Metropolis-hasting acceptance probability. We have
Pacc[z˜ ← z] = min
{
1,
Pgen[z ← z˜]P¯A(z˜)
Pgen[z˜ ← z]P¯A(z)
}
, (A3)
where Pgen[z˜ ← z] is the probability to generate z˜ from
z and vice versa for Pgen[z ← z˜]. In practice, the path
generating procedure in ii constructs new momenta p˜ℓ
in the canonical distribution by slightly perturbating the
momenta pℓ using an Ornstein-Uhlenbeck process [9, 32].
We use p˜ℓ = ǫpℓ+
√
1− ǫ2̟ where̟ are momenta drawn
in the Maxwell-Boltmzann distribution at temperature
β−1. The parameter ǫ ∈ [0, 1] mixes the uncorrelated
momenta pℓ and ̟. As a result, the following condition
is satisfied
Pgen[z ← z˜]
Pgen[z˜ ← z] =
exp[−βH(z˜)]
exp[−βH(z)] . (A4)
Noticing that the marginal probabilities of path z and
z˜ in (A3) are proportional to ha(q0)e
B(z)−βH(z) and
ha(q˜0)e
B(z˜)−βH(z˜) respectively, and plugging (A4) into
the formal rate (A3), the simple form (A2) is obtained.
It is then easy to show that detailed balance with re-
spect to the sampled distribution is obeyed. [11, 12] In
the numerical application given in Sec. IV, the value of
the mixing parameter is ǫ = 0.975, which yields a mean
acceptance rate of 90.6%.
Appendix B: Shifting moves
Let z¯ = {x¯h}0≤h≤2L denote a path of 2L states gen-
erated by the Verlet map and z˜ℓ = {x¯h+ℓ}0≤h≤L with
0 ≤ ℓ ≤ L denote the L+1 path segments of L states in-
cluded in z¯. The path space for the extended paths is Z¯.
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We define Q¯(z¯|z) the conditional probability to generate
z¯ from z using the Verlet map. We have
Q¯(z¯|z) =
{
1
L+1 if ∃ℓ ∈ {0, 1, · · · , L} : z˜ℓ = z
0 otherwise.
(B1)
The form of Q(z¯|z) reflects the fact that there are exactly
1+L distinct paths z¯ ∈ Z¯ (generated through 2L succes-
sive applications of the Verlet map) such that z¯ includes
path z ∈ Z. The marginal probability of z¯ then follows
P¯A(z¯) =
∫
Z
Q¯(z¯|z)P¯A(z)Dz (B2)
=
1
L+ 1
L∑
ℓ=0
P¯A(z˜ℓ) (B3)
where z ∈ Z. We also define the probability to select z¯ℓ
from z¯ in the shifting procedure as
Psel(ℓ|z¯) = Q(z¯|z˜ℓ)P¯A(z˜ℓ)P¯A(z¯)
=
ha(x¯ℓ) exp [B(z˜ℓ)]∑L
l=0 ha(x¯l) exp [B(z˜l)]
.(B4)
A shifting move then consists in performing the follow-
ing operations (z is current path)
i. draw an integer ℓ randomly and uniformly in
{0, 1, · · · , L} ;
ii. set x¯h = xh−ℓ for ℓ ≤ h ≤ L+ ℓ ;
iii. construct {x¯h}L+ℓ<h≤2L by applying the Verlet map
L− ℓ times forward from x¯L+ℓ;
iv. construct {x¯h}0≤h<ℓ by applying the Verlet map ℓ
times backard from x¯ℓ;
v. set z¯ = {x¯h}0≤h≤2L;
vi. select path z˜σ by drawing σ in the multinomial dis-
tribution of probability vector σ → Psel(σ|z¯);
vii. update the state indexes of new path z = {xh}0≤h≤L
by setting xh = x¯σ+h for 0 ≤ h ≤ L;
The proof that shifting moves leave the probability dis-
tribution P¯A(z) invariant follows the same lines as those
given in Ref. 9. It can additionally be shown that the
marginal probability P¯A(z˜) is also left invariant by the
samping procedures. This property is useful as it allows
to estimate the observable using a waste-recycling esti-
mator detailed hereafter.
Appendix C: Waste-recycling estimator
Using the shifting proposal probability defined in Ap-
pendix B, we express the conditional probability of (θ, z)
given z¯ using the following Bayes formula
µA(θ, z|z¯) = Q(z¯|z)pA(θ, z)P¯A(z¯)
, (C1)
= πA(θ|z)× Q(z¯|z)P¯A(z)P¯A(z¯)
. (C2)
When z is equal to z˜ℓ (z˜ℓ ∈ z¯), the conditional probability
simplifies into
µA(θ, ℓ|z¯) = πA(θ|z˜ℓ)Psel(ℓ|z¯). (C3)
Denoting O(z˜kmℓ ) by Okmℓ , the waste-recycling estimator
at θ = 0 is based on Bayes formula (C1) and writes
ÔW,K,M =
∑K
k=1
∑M
m=1
∑L
ℓ=0Okmℓ µA(0, ℓ|z˜km)∑K
k=1
∑M
m=1
∑L
ℓ=0 µA(0, ℓ|z˜km)
. (C4)
The waste-recycling estimator can be used to estimate
conditional expectations given θ in general. It is based
on Bayes formula (C1) cast in its expectation form:
Eµ(O|θ) =
∫
Z¯
∑L
ℓ=0O(z˜ℓ)µ(θ, ℓ|z¯)P¯A(Dz¯)∫
Z¯
∑L
ℓ=0 µ(θ, ℓ|z¯)P¯A(Dz¯)
. (C5)
The fact that this expectation is equivalent to the expec-
tation of interest can be checked by plugging
L∑
ℓ=0
O(z˜ℓ)µ(θ, ℓ|z¯) =
∫
Z
O(z)µ(θ, z|z¯)Dz (C6)
in Eq. (C5) and simplifying:
Eµ(O|θ) =
∫
Z¯,Z
O(z)µ(θ, z|z¯)P¯A(z¯)Dz¯Dz∫
Z¯,Z
µ(θ, z|z¯)P¯A(z¯)Dz¯Dz
=
∫
Z
O(z)pA(θ,Dz)∫
Z
pA(θ,Dz) (C7)
=
∫
Z
O(z)π(Dz|θ) = Eπ(O|θ). (C8)
This procedure is adapted from [9]. For additional ref-
erences on waste-recycling, see the original articles [33,
34], articles discussing connections with Bayes formu-
lae [23, 25], a mathematical analysis of convergence [35]
and some applications [36–38].
