It is shown that Clenshaw's method for evaluating finite series involving functions which satisfy a certain second-order recurrence-relation may be interpreted as a generalisation of the 'synthetic division' method for evaluating polynomials. The process is then extended to give algorithms for dividing by a quadratic factor, and for evaluating the derivative of the series. Methods for obtaining zeros of the function defined by the series are also discussed.
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It is shown that Clenshaw's method for evaluating finite series involving functions which satisfy a certain second-order recurrence-relation may be interpreted as a generalisation of the 'synthetic division' method for evaluating polynomials. The process is then extended to give algorithms for dividing by a quadratic factor, and for evaluating the derivative of the series. Methods for obtaining zeros of the function defined by the series are also discussed. (Received October 1969) 1. Summation of finite series Clenshaw (1955) has described a method for evaluating a finite series = 2 1 = 0 (1) in which the functions </>,•(*) satisfy a second-order recurrence-relation of the form where a,-and /?,• may be functions of x. In many cases which arise in practice this relation takes the rather less general form = [\p(x) -(3) where p(x) is a fixed function of x, and A, -, ^,-and v,-depend on i only. Relations of the form (3) hold, for example, for the powers <f>i(x) = x', the standard sequences of orthogonal polynomials, the trigonometric polynomials cos ix and sin (i + l)x, the Bessel functions
The main object of the present paper is to show that, for sequences of functions satisfying (3), Clenshaw's method may be regarded as a generalisation of the well-known 'synthetic division' method for evaluating polynomials.
We shall assume that equation (3), with the last term on the right omitted, holds when i = 0; that is,
This assumption, which holds in many important cases, is not strictly necessary, but it simplifies many details of the argument. The most important exception is probably the case <£,(*) = /,(x); but it has been shown by Elliott (1968) 
(7) We now define a sequence of polynomials 6,(x) as follows:
(cf. Clenshaw (1955) , Smith (1965) ). To prove this, let /=o Then it follows from (8) that
is the quotient and b o (x) the remainder on dividing s n (y) by p(y) -p(x). Equation (9) follows on setting y = x in (11).
Division by a quadratic factor
The above derivation of Clenshaw's method suggests that a similar algorithm might be devised for dividing s n (x) by a quadratic factor, p 2 + Ap + B, where A, B are constants, and p represents p{x). Here, we generate numbers b,-by the equations
When / = 0 those terms in (13) which involve negative suffixes should be omitted. It can now be shown that
where n -2
These equations will be used later (Section 5).
Evaluation of derivatives
Smith (1965) extended Clenshaw's method to give a means of evaluating the derivative of S n (x). We now show that Smith's formula can be interpreted quite naturally in terms of synthetic division. To do this, we divide q n -\{y) of equation (10) by p(y) -p{x); that is, we set
Solution of the equation s n {x) = 0
The above arguments suggest that the well-known iterative methods based on synthetic division for solving algebraic equations may be generalised to the solution of the equation
In considering such a generalisation, we shall denote by Xj the /th approximation to a root of (20). In practice, it is convenient to work in terms of p = p(x), and accordingly we set
Perhaps the best-known iterative method is that of Newton and Raphson. In the notation being used, this gives for the relation between two successive iterates the equation
Then where
Inserting (17) in (11), differentiating with respect to y, and setting y -x, we deduce that
This is Smith's formula, in a slightly more general form.
Higher-order derivatives of s n (x) may be evaluated by further synthetic divisions.
Other standard methods based on synthetic division by a linear factor can be similarly generalised.
It is desirable to say something about the error in a root x of (20) as given by this method. An error analysis for Clenshaw's method for evaluating s n (x) has been given by Elliott (1968) . We shall consider here only the effect on x of errors in the coefficients a,. If e ; denotes the error in a h it can be shown, as in Ralston (1965) 
We take the value x t = 2 • 4 as initial approximation, so that p t = I** -1 == -0-28. The calculation for this value of p is set out in From (11) we deduce further that />3) ~ 6,(*3) + 2 S 6/+ i(* 3 )r 2i (ix), (|x| < 4).
The coefficients b t (x 3 ) are listed in Table 2 . We shall now use (23) to obtain bounds on the error e in the value of j 0 l just calculated. Here, |e,| < 0-5 x 10 ~8 and p'(x) = £x. Inserting in (23), we obtain the result \e\ < 0-0000 0005.
In fact, the value obtained is correct to within about 1 unit in the 8th decimal place.
Determination of quadratic factors
Since s n (x) is a polynomial in p, it is appropriate to consider a method for determining quadratic factors, similar to Bairstow's method for polynomials. In Section 2, an algorithm for dividing s n (x) by a quadratic factor of the form p 2 + Ap + B was derived. We shall now make small changes 8A, SB in A and B respectively, in an attempt to reduce the remainder terms R t and R o to zero. To a first approximation, the effect of these changes is to replace i?, and R o by R t + ^r-~ SA + -^ SB and 7)i? 7>R
R o + ~ 8A + -~ SB respectively. Thus the required values of SA and SB are the solutions of the simultaneous equations
To determine the partial derivatives in (24), we shall divide the quotient q tt -. 2 ( x ) of (15) 
Substituting (26) in (14), differentiating with respect to A and B, and evaluating the result at a zero of p 2 + Ap + 5 , we deduce that The error e in the calculated value of x, due to errors e-t in the coefficients a-, is again given approximately by (23). An expression for s' n [x) may be obtained by inserting (26) in (14) and differentiating with respect to x. Since p 2 + Ap + B == 0 and R x = R o = 0, this gives the result
To illustrate the method, we shall estimate the first two positive zeros, j n andy 12 , of J\(x), using the Chebyshev expansion given by Clenshaw (1954) , viz.,
The coefficients a, are listed in Table 3 . x 2 /50-l, and equations (13) give We shall use p 2 + 0-72/> + 0-01 as first trial factor. The calculation is set out in Table 3 . Using equations (15) and (28), we deduce that In this example, the derivatives s' n (J u ) and s' n {j\i) given by (29) are rather small-
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Methodes Numeriques, by Jean Kuntzmann, 1969; 192 pages. {Hermann, Paris, 36 Francs) This workman-like monograph is a simple introduction to the important topic of Numerical and Computational Methods. It is one of the popular Hermann scientific series, written by a Professor at Grenoble University and includes computer orientated material suitable for understanding and using digital computers in both the numerical and non-numerical sense.
The first three chapters deal with some basic material concerning the processing of information inside the computer. Topics such as processing of symbols by algorithmic techniques, lists, flags, pointers, stacks, number ranges, binary system, syntax and semantics of algebraic expressions, Backus normal form, Polish notation, symbol strings, post fixed notation, compiling techniques, rounding errors in computer arithmetic, number systems, norms and interval arithmetic.
Chapter four gives a detailed but brief survey of computer methods for the solution of linear equations by the Gaussian elimination method with pivoting, condition numbers of systems of equations, polynomial interpolation, Lagrange, Newton, theory of differences, derivatives and integration, quadrature formulae and simple notions of differential equations. Chapter five deals with the principal sources of error propagation in numerical computation.
The final three chapters contain the basic principles of such miscellaneous topics as checking and supervision of obtaining numerical results, well known practical instruments of calculation and their usage and finally the construction of tables, thenrole, function and practical uses. Each chapter concludes with a number of exercises and their solutions to aid the reader.
This well written and attractively presented work fully deserves attention from computer scientists, mathematicians and engineers if only for the brief and refreshing way the subject matter is treated. It is written in French and so only suitable for those fluent in French or those of us who wish to take their medicine the hard way.
