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ABSTRACT
Although﻿graduation﻿rates﻿have﻿interested﻿stakeholders,﻿educational﻿researchers,﻿and﻿policymakers﻿
for﻿some﻿time,﻿little﻿progress﻿has﻿been﻿made﻿on﻿the﻿overall﻿graduation﻿rate﻿at﻿four-year﻿state﻿colleges.﻿
Even﻿though﻿selective﻿admission﻿based﻿on﻿academic﻿indicators﻿such﻿as﻿high﻿school﻿GPA﻿and﻿ACT/
SAT﻿have﻿widely﻿been﻿used﻿in﻿the﻿USA﻿for﻿years,﻿and﻿recent﻿statistics﻿show﻿that﻿less﻿than﻿40%﻿of﻿
students﻿graduate﻿from﻿four-year﻿state﻿colleges﻿in﻿four﻿years﻿in﻿the﻿US.﻿The﻿authors﻿propose﻿using﻿an﻿
ensemble﻿of﻿analytic﻿models﻿that﻿considers﻿cost﻿as﻿a﻿better﻿form﻿of﻿analysis﻿that﻿can﻿be﻿used﻿as﻿input﻿
to﻿decision﻿support﻿systems﻿to﻿inform﻿decision﻿makers﻿and﻿help﻿them﻿choose﻿intervention﻿methods.﻿
This﻿article﻿uses﻿ten﻿years﻿of﻿data﻿for﻿10,000﻿students﻿and﻿applies﻿ten﻿analytical﻿models﻿to﻿find﻿the﻿
best﻿predictor﻿of﻿at-risk﻿students.﻿This﻿research﻿also﻿uses﻿the﻿receiver﻿operating﻿characteristic﻿curve﻿
to﻿help﻿determine﻿the﻿most﻿cost-effective﻿trade-off﻿between﻿false﻿positive﻿and﻿false﻿negative﻿levels.
KEYwORDS
Boosted Tree, Bootstrap Forest, Decision Support System, Decision Tree, Ensemble Models, Graduation Rate, 
Neural Network, Predictive Models
INTRODUCTION
Government﻿ reporting﻿ and﻿ the﻿ funding﻿ mechanisms﻿ for﻿ higher﻿ education﻿ have﻿ been﻿ through﻿ a﻿
transformation﻿from﻿“complete﻿input﻿based﻿systems﻿to﻿the﻿adaption﻿of﻿more﻿competitive﻿outcome﻿
based﻿ approaches”﻿ (Alexander,﻿ 2000,﻿ p.2),﻿ and﻿government﻿ interest﻿ in﻿performance﻿ funding﻿ and﻿
budgeting﻿ for﻿ higher﻿ education﻿ has﻿ substantially﻿ increased﻿ in﻿ OECD﻿ nations﻿ (Alexander,﻿ 2000;﻿
Brennan,﻿1999;﻿Schmidtlein,﻿1999).﻿Political﻿leaders﻿in﻿these﻿countries﻿have﻿realized﻿that﻿to﻿strengthen﻿
the﻿competitiveness﻿of﻿their﻿constituents﻿they﻿must﻿increase﻿their﻿involvement﻿in﻿the﻿development﻿
of﻿human﻿capital,﻿specifically﻿in﻿higher﻿education﻿(Alexander,﻿2000).﻿This﻿economic﻿motivation﻿is﻿
energizing﻿states﻿to﻿reassess﻿their﻿relationships﻿with﻿higher﻿education,﻿pressuring﻿institutions﻿to﻿become﻿
more﻿accountable,﻿more﻿efficient﻿and﻿more﻿productive﻿in﻿the﻿use﻿of﻿publicly﻿generated﻿resources﻿
(Alexander,﻿2000).﻿Thus,﻿accountability﻿ in﻿college﻿education﻿has﻿become﻿a﻿ focal﻿point﻿of﻿public﻿
debate﻿(Alexander,﻿2000;﻿Bailey﻿et﻿al.,﻿2006;﻿Huisman﻿&﻿Currie,﻿2004;﻿Keams,﻿1998;﻿Elton,﻿1998;﻿
Kitagawa,﻿2003;﻿Dill,﻿1999).﻿Further,﻿in﻿Western﻿Europe﻿student﻿enrollment﻿in﻿higher﻿education﻿has﻿
risen﻿by﻿approximately﻿1/3﻿since﻿the﻿early﻿1980s,﻿but﻿expenditure﻿as﻿a﻿percentage﻿of﻿the﻿national﻿GDP﻿
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per﻿capita﻿declined﻿during﻿the﻿same﻿period﻿(Alexander,﻿2000).﻿More﻿recently﻿in﻿the﻿United﻿States,﻿
states﻿cut﻿public﻿funding﻿20%﻿on﻿average﻿over﻿the﻿past﻿five﻿years﻿and﻿forty-seven﻿out﻿of﻿50﻿states﻿
were﻿spending﻿less﻿per﻿student﻿in﻿the﻿2014/15﻿school﻿year﻿than﻿they﻿did﻿at﻿the﻿start﻿of﻿the﻿recession﻿
(Mitchell﻿&﻿Leachman,﻿2015).
While﻿measures﻿of﻿ learning﻿outcome﻿have﻿been﻿used﻿extensively﻿ for﻿accreditation﻿purposes,﻿
retention﻿and﻿graduation﻿rates﻿are﻿considered﻿key﻿performance﻿indicators﻿by﻿college﻿administrators﻿
(Talbert,﻿2012;﻿Lau,﻿2003;﻿Astin,﻿1997).﻿Retention﻿and﻿graduation﻿rates﻿have﻿been﻿implemented﻿in﻿
some﻿states’﻿laws﻿to﻿assess﻿institutional﻿effectiveness﻿(Jakiel,﻿2011)﻿and﻿have﻿been﻿used﻿in﻿national﻿
and﻿international﻿rankings﻿for﻿some﻿time.﻿There﻿are﻿many﻿arguments﻿in﻿favor﻿of﻿using﻿graduation﻿rates﻿
as﻿a﻿metric﻿to﻿evaluate﻿colleges.﻿According﻿to﻿the﻿U.S.﻿Labor﻿Statistics﻿published﻿for﻿2014﻿(Mayer-
Schonberger﻿&﻿Cukier,﻿2014),﻿a﻿student﻿who﻿graduates﻿with﻿a﻿bachelor’s﻿degree﻿earns﻿on﻿average﻿
1.4﻿times﻿more﻿and﻿has﻿a﻿2.5﻿percentage﻿point﻿lower﻿unemployment﻿rate﻿than﻿a﻿student﻿who﻿drops﻿
out﻿of﻿college.﻿Low﻿graduation﻿rates﻿affect﻿both﻿the﻿students﻿who﻿pay﻿tuition﻿longer﻿than﻿necessary﻿
and﻿thus﻿could﻿earn﻿money﻿instead﻿and﻿society﻿as﻿a﻿whole,﻿which﻿funds﻿public﻿universities﻿through﻿
taxes.﻿While﻿most﻿college﻿curricula﻿for﻿a﻿bachelor’s﻿degree﻿are﻿designed﻿to﻿be﻿completed﻿in﻿four﻿years,﻿
less﻿than﻿31.9%﻿of﻿all﻿students﻿graduated﻿within﻿four﻿years﻿at﻿public﻿universities﻿in﻿the﻿United﻿States﻿
according﻿to﻿the﻿latest﻿published﻿statistics﻿(ACT,﻿2014).﻿According﻿to﻿these﻿statistics,﻿the﻿six-year﻿
graduation﻿rate﻿at﻿public﻿colleges﻿in﻿the﻿US﻿was﻿56%﻿in﻿2014.﻿Using﻿graduation﻿rates﻿as﻿a﻿metric﻿
may﻿be﻿open﻿to﻿critique﻿when﻿used﻿to﻿compare﻿universities﻿because﻿they﻿do﻿not﻿differentiate﻿between﻿
different﻿types﻿of﻿students.﻿For﻿instance,﻿urban﻿universities﻿often﻿have﻿non-traditional﻿students﻿who﻿
take﻿classes﻿while﻿holding﻿down﻿a﻿job.﻿Nevertheless,﻿graduation﻿rates﻿are﻿widely﻿used﻿as﻿a﻿performance﻿
metric﻿of﻿colleges﻿and﻿have﻿been﻿included﻿as﻿a﻿key﻿metric﻿in﻿the﻿college﻿scorecard﻿by﻿the﻿Department﻿
of﻿Education﻿(USDOE).
Given﻿the﻿large﻿number﻿of﻿students﻿and﻿constrained﻿budgets,﻿a﻿decision﻿support﻿system﻿(DSS)﻿
would﻿be﻿a﻿useful﻿tool﻿for﻿faculty﻿and﻿administrators﻿to﻿use﻿to﻿identify﻿students﻿who﻿may﻿be﻿at﻿risk﻿
of﻿completing﻿their﻿degree.﻿This﻿paper﻿analyzes﻿available﻿student﻿data﻿including﻿both﻿data﻿used﻿in﻿
applying﻿to﻿the﻿university﻿and﻿data﻿on﻿performance﻿at﻿the﻿university﻿to﻿build﻿an﻿analytic﻿model﻿that﻿
would﻿identify﻿at-risk﻿students﻿and﻿could﻿be﻿incorporated﻿into﻿a﻿DSS.
The﻿remainder﻿of﻿the﻿paper﻿is﻿organized﻿as﻿follows.﻿Section﻿2﻿reviews﻿the﻿literature﻿on﻿the﻿subject﻿
of﻿ graduation﻿ rates﻿ to﻿ provide﻿ the﻿ domain﻿ knowledge﻿ for﻿ our﻿ case.﻿ Section﻿ 3﻿ describes﻿ the﻿ data﻿
preparation﻿and﻿modeling﻿aspects.﻿Section﻿4﻿closes﻿with﻿recommendations﻿regarding﻿the﻿application﻿
of﻿the﻿DSS﻿to﻿increase﻿graduation﻿rates.
LITERATURE
Graduation﻿and﻿retention﻿rates﻿have﻿been﻿the﻿focus﻿of﻿researchers﻿(Tinto,﻿1975;﻿Cabrera﻿et﻿al.,﻿1992;﻿
Braxton,﻿Hirschy,﻿&﻿McClendon,﻿2003)﻿for﻿some﻿time,﻿and﻿student﻿retention﻿continues﻿to﻿be﻿a﻿difficult﻿
problem﻿(Talbert,﻿2012;﻿Lau,﻿2003).﻿Although﻿many﻿campuses﻿have﻿focused﻿on﻿increasing﻿retention﻿
and﻿graduation﻿rates﻿largely﻿because﻿of﻿external﻿reasons﻿(rankings,﻿e.g.,﻿U.S.﻿News﻿&﻿World﻿Report),﻿
very﻿few﻿assessments﻿of﻿campus﻿retention﻿initiatives﻿exist﻿and﻿evidence﻿is﻿thus﻿scarce﻿as﻿to﻿whether﻿
these﻿initiatives﻿are﻿effective﻿(Hossler﻿et﻿al.,﻿2008).﻿This﻿is﻿partly﻿due﻿to﻿the﻿slow﻿adoption﻿of﻿advanced﻿
data﻿management﻿systems﻿by﻿colleges.﻿However,﻿in﻿recent﻿years,﻿as﻿new,﻿low﻿cost﻿analytic﻿solutions﻿
have﻿become﻿available,﻿there﻿has﻿been﻿a﻿growing﻿interest﻿in﻿using﻿analytics﻿to﻿gain﻿better﻿and﻿timely﻿
insight﻿into﻿what﻿drives﻿student﻿retention﻿and﻿to﻿allow﻿for﻿the﻿tracking﻿of﻿the﻿effects﻿of﻿new﻿initiatives﻿
(Pirani﻿&﻿Albrecht),﻿specifically﻿of﻿high-risk﻿students﻿(Talbert,﻿2012).﻿At-risk﻿students﻿can﻿be﻿identified﻿
early﻿and﻿assisted﻿to﻿prevent﻿dropout﻿(Singell﻿&﻿Waddell,﻿2010).﻿Furthermore,﻿a﻿well-designed﻿DSS﻿
system﻿can﻿be﻿used﻿to﻿identify﻿students﻿at﻿risk﻿of﻿dropping﻿out﻿of﻿college﻿and﻿can﻿therefore﻿allow﻿
for﻿early﻿corrective﻿actions﻿to﻿be﻿taken﻿to﻿increase﻿student﻿retention﻿and﻿subsequent﻿graduation﻿rates﻿
(Campbell,﻿ DeBiois﻿ &﻿ Oblinger;﻿ Campbell,﻿ Diana﻿ &﻿ Oblinger,﻿ 2007).﻿ As﻿ new﻿ technologies﻿ are﻿
adopted﻿and﻿available﻿data﻿grow﻿larger,﻿more﻿complex﻿models﻿can﻿be﻿added﻿to﻿monitor﻿and﻿predict﻿
Journal of Organizational and End User Computing
Volume 32 • Issue 4 • October-December 2020
45
student﻿success.﻿Both﻿pre-college﻿factors﻿and﻿in-college﻿factors﻿affect﻿graduation﻿rates,﻿but﻿there﻿is﻿a﻿
difference﻿in﻿the﻿usage.﻿While﻿pre-college﻿factors﻿are﻿used﻿for﻿selective﻿admission,﻿in-college﻿factors﻿
are﻿timely﻿dependent﻿and﻿are﻿used﻿for﻿measuring﻿the﻿student’s﻿progress﻿towards﻿graduation.﻿As﻿a﻿
rule,﻿if﻿college﻿students﻿fail﻿classes,﻿they﻿need﻿to﻿take﻿courses﻿out﻿of﻿the﻿recommended﻿sequence﻿and﻿
change﻿their﻿curriculum.﻿The﻿ultimate﻿role﻿of﻿a﻿DSS﻿system﻿is﻿to﻿provide﻿administrators﻿with﻿tools﻿
for﻿corrective﻿actions﻿that﻿can﻿be﻿taken﻿to﻿bring﻿the﻿student﻿back﻿on﻿track﻿to﻿graduation﻿at﻿any﻿time﻿
during﻿the﻿student’s﻿life﻿cycle﻿at﻿a﻿college.
Pre-college﻿factors﻿include﻿academic﻿factors﻿such﻿as﻿High﻿School﻿GPA﻿and﻿ACT﻿assessment﻿
scores﻿as﻿well﻿as﻿non-academic﻿factors﻿such﻿as﻿socioeconomic﻿status,﻿self-confidence,﻿achievement﻿
motivation,﻿and﻿academic﻿goal﻿orientation,﻿which﻿attempt﻿to﻿measure﻿personal﻿traits.﻿Academic﻿factors﻿
have﻿been﻿shown﻿to﻿be﻿important﻿for﻿college﻿success﻿and﻿have﻿been﻿widely﻿adopted﻿for﻿selective﻿
admission﻿(Schnell,﻿Louis,﻿&﻿Doetkott,﻿2003;﻿DesJardins,﻿Kim,﻿&﻿Rzonca,﻿2003).﻿Although﻿research﻿
shows﻿that﻿besides﻿academic﻿factors,﻿the﻿socioeconomic﻿status,﻿self-confidence﻿and﻿motivation﻿for﻿
achievement﻿also﻿play﻿a﻿large﻿role﻿in﻿student﻿success﻿(Lotkowski,﻿Robins,﻿&﻿Noeth,﻿2004),﻿ these﻿
factors﻿are﻿difficult﻿if﻿not﻿impossible﻿to﻿evaluate﻿during﻿the﻿admission﻿process.
In-college﻿factors﻿fall﻿into﻿two﻿categories,﻿the﻿factors﻿affecting﻿graduation﻿rates﻿and﻿the﻿timing﻿
of﻿the﻿effects﻿of﻿these﻿factors,﻿i.e.,﻿in﻿which﻿semester﻿are﻿students﻿most﻿likely﻿to﻿drop﻿out.﻿The﻿most﻿
important﻿in-college﻿factor﻿is﻿student﻿performance﻿measured﻿by﻿the﻿cumulative﻿grade-point﻿average,﻿
but﻿grades﻿in﻿individual﻿courses﻿are﻿also﻿relevant﻿to﻿predict﻿dropout.﻿Other﻿in-college﻿factors﻿such﻿as﻿
student﻿persistence﻿and﻿family﻿encouragement﻿have﻿received﻿much﻿attention﻿and﻿have﻿been﻿shown﻿to﻿
play﻿a﻿significant﻿role﻿in﻿student﻿retention﻿(Hossler﻿et﻿al.,﻿2008),﻿but﻿these﻿factors﻿are﻿hard﻿to﻿measure.﻿
Despite﻿the﻿numerous﻿empirical﻿studies﻿testing﻿models,﻿explaining﻿retention﻿and﻿graduation﻿rates,﻿
and﻿studying﻿ways﻿to﻿improve﻿them,﻿graduation﻿rates﻿at﻿public﻿colleges﻿are﻿still﻿very﻿low.﻿Therefore,﻿
understanding﻿the﻿capabilities﻿of﻿a﻿DSS﻿and﻿knowing﻿how﻿to﻿apply﻿them﻿to﻿student﻿data﻿are﻿important﻿
steps﻿toward﻿developing﻿an﻿effective﻿program﻿to﻿increase﻿graduation﻿rates.
METHODOLOGY
In﻿order﻿to﻿develop﻿the﻿best﻿predictive﻿model,﻿the﻿data﻿was﻿collected﻿from﻿the﻿college﻿of﻿business﻿
6.894﻿undergraduate﻿students﻿who﻿entered﻿between﻿fall﻿of﻿2007﻿and﻿fall﻿of﻿2016﻿at﻿a﻿flagship﻿US﻿
public﻿University.﻿The﻿main﻿component﻿of﻿the﻿DSS﻿is﻿a﻿predictive﻿model﻿which﻿is﻿different﻿from﻿
explanatory﻿modeling﻿(Shmueli,﻿2010).﻿The﻿purpose﻿of﻿predictive﻿models﻿is﻿to﻿make﻿predictions﻿for﻿
individuals.﻿Predictive﻿models﻿have﻿been﻿successfully﻿used﻿for﻿a﻿variety﻿of﻿issues﻿such﻿as﻿predicting﻿
credit﻿card﻿fraud﻿(Bhattacharyya,﻿Tharakunnel,﻿&﻿Westland,﻿2011),﻿targeting﻿customers﻿in﻿marketing﻿
(Yim﻿&﻿Street,﻿2004)﻿and﻿bankruptcy﻿predictions﻿(Wilson﻿and﻿Sharda,﻿1994).﻿There﻿are﻿a﻿number﻿
of﻿predictive﻿methods﻿available﻿each﻿having﻿advantages﻿and﻿disadvantages﻿(Shreve,﻿Schneider,﻿&﻿
Soysal,﻿2011).﻿In﻿our﻿analysis﻿we﻿use﻿only﻿methods﻿that﻿provide﻿a﻿probability﻿for﻿dropout﻿and﻿hence﻿
allow﻿changing﻿the﻿cut-off﻿value﻿to﻿obtain﻿desired﻿solutions.﻿Data﻿models﻿student﻿performance﻿can﻿be﻿
measured﻿at﻿earlier﻿or﻿later﻿points﻿in﻿their﻿college﻿career.﻿Earlier﻿measure﻿can﻿give﻿earlier﻿indicators﻿
of﻿at-risk﻿students﻿and﻿could﻿be﻿acted﻿upon﻿sooner;﻿however,﻿earlier﻿measures﻿might﻿have﻿higher﻿
error﻿rates﻿than﻿measures﻿collected﻿later.﻿In﻿our﻿study,﻿we﻿compared﻿pre-college,﻿first﻿semester,﻿and﻿
second﻿semester﻿data﻿models﻿to﻿gauge﻿the﻿predictive﻿accuracy﻿at﻿each﻿point﻿in﻿time.﻿First﻿semester﻿
and﻿second﻿semester﻿models﻿are﻿cumulative,﻿including﻿data﻿from﻿the﻿preceding﻿models.
The﻿ pre-college﻿ model﻿ includes﻿ data﻿ collected﻿ during﻿ the﻿ admissions﻿ process﻿ including:﻿
demographics,﻿high﻿school﻿GPA﻿and﻿ACT﻿test﻿results,﻿whether﻿students﻿will﻿live﻿on﻿campus﻿or﻿not,﻿
information﻿about﻿the﻿type﻿of﻿high﻿school,﻿distance﻿between﻿home﻿and﻿campus,﻿whether﻿they﻿are﻿
Pell﻿grant﻿recipients,﻿the﻿number﻿of﻿college﻿credits﻿they﻿have﻿taken﻿and﻿the﻿intended﻿major.﻿The﻿first﻿
semester﻿model﻿adds﻿behavioral﻿and﻿grade﻿data﻿from﻿the﻿first﻿semester﻿to﻿the﻿pre-college﻿model.﻿The﻿
second﻿semester﻿model﻿adds﻿additional﻿grade﻿data﻿and﻿curriculum﻿choice﻿to﻿the﻿first﻿semester﻿data﻿
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model.﻿Since﻿students﻿enrolled﻿in﻿a﻿wide﻿range﻿of﻿elective﻿courses,﻿only﻿required﻿courses﻿were﻿used﻿
to﻿be﻿consistent﻿across﻿students.﻿The﻿data﻿items﻿available﻿to﻿each﻿model﻿are﻿summarized﻿in﻿Table﻿1.
The﻿overall﻿objective﻿in﻿this﻿study﻿is﻿to﻿increase﻿graduation﻿rates,﻿however,﻿the﻿graduation﻿rate﻿
by﻿itself﻿is﻿not﻿a﻿sufficient﻿measure﻿that﻿provides﻿support﻿for﻿timely﻿decision﻿making﻿because﻿it﻿is﻿
assessed﻿over﻿4﻿to﻿6﻿years.﻿Thus,﻿as﻿in﻿many﻿business﻿applications,﻿surrogate﻿measures﻿are﻿needed﻿
that﻿are﻿timely﻿performance﻿indicators﻿for﻿the﻿future﻿result﻿of﻿a﻿target﻿variable.﻿In﻿this﻿paper,﻿student﻿
dropout﻿instances﻿during﻿each﻿of﻿the﻿first﻿two﻿semesters﻿were﻿used﻿as﻿the﻿surrogate﻿measure﻿because﻿
they﻿are﻿timely﻿indicators﻿of﻿final﻿graduation.
Analytical Models
Student﻿retention﻿can﻿be﻿modeled﻿using﻿logistic﻿regression﻿(Singell﻿&﻿Waddell,﻿2010;﻿Dey﻿&﻿Astin,﻿
1993).﻿However,﻿there﻿are﻿many﻿other﻿predictive﻿algorithms﻿available﻿when﻿predicting﻿rather﻿than﻿
explaining﻿is﻿the﻿objective,﻿some﻿of﻿which﻿are﻿included﻿in﻿standard﻿off-the-shelf﻿statistical﻿software﻿
packages.﻿A﻿comparison﻿of﻿the﻿most﻿common﻿methods﻿shows﻿that﻿each﻿method﻿has﻿advantages﻿and﻿
disadvantages﻿(Shreve,﻿Schneider,﻿&﻿Soysal,﻿2011).﻿The﻿tradeoff﻿between﻿various﻿methods﻿involves﻿
Table 1. Student predictors
Predictors Model
1 Gender Pre-College
2 Race
3 High﻿School﻿GPA
4 ACT
5 Math﻿ACT
6 On﻿or﻿off﻿campus﻿living
7 High﻿school﻿type﻿(public/private)
8 High﻿school﻿enrolment
9 Home﻿distance﻿from﻿campus
10 Pell﻿grant﻿recipient
11 Number﻿of﻿College﻿credit﻿courses﻿taken﻿in﻿high﻿school
12 Intended﻿College﻿Program/Major
13 Number﻿of﻿courses﻿signed﻿up﻿for﻿in﻿the﻿first﻿semester
14 Membership﻿in﻿Greek﻿Society First﻿Semester
15 Cumulative﻿GPA
16 Grade﻿in﻿Algebra
17 Grade﻿in﻿Calculus
18 Grade﻿in﻿Economics
19 Grade﻿in﻿Information﻿Systems
20 Grades﻿in﻿Statistics Second﻿Semester
21 Grade﻿in﻿Accounting
22 Current﻿Curriculum
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predictive﻿power﻿versus﻿availability﻿of﻿the﻿method﻿and﻿computing﻿time﻿for﻿the﻿algorithm.﻿We﻿used﻿
logistic﻿regression,﻿neural﻿network,﻿boosted﻿neural﻿network,﻿bootstrap﻿forest,﻿boosted﻿tree﻿and﻿an﻿
ensemble﻿model.
Logistic Regression
Consider﻿a﻿binary﻿outcome﻿denoted﻿as﻿success﻿(positive)﻿and﻿no﻿success﻿(negative).﻿Let﻿p(x)﻿be﻿the﻿
probability﻿of﻿success﻿given﻿the﻿covariates﻿of﻿a﻿vector﻿x.﻿Modeling﻿p(x)﻿directly﻿using﻿a﻿regression﻿
Figure 1. Modeling process
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model﻿is﻿problematic﻿because﻿p(x)﻿is﻿limited﻿to﻿the﻿interval﻿[0,1].﻿Instead,﻿the﻿logit﻿model﻿uses﻿the﻿
logarithm﻿of﻿the﻿odds﻿of﻿success﻿p(x)/(1-p(x))﻿to﻿be﻿modeled﻿by﻿a﻿linear﻿function﻿of﻿the﻿covariates.﻿
Let﻿xi,﻿i﻿=﻿1,﻿…,﻿n﻿be﻿the﻿covariates,﻿then
logit P x
p x
p x
x x
n( )  =
( )
− ( )










= + + +…+ln * *
1 0 1 1 2 2
β β β β * x
n
+﻿ ε ﻿ (1)
Logistic﻿regression﻿is﻿widely﻿used﻿in﻿statistics﻿to﻿explain﻿whether﻿covariates﻿affect﻿an﻿outcome﻿
and﻿assess﻿the﻿magnitude﻿of﻿this﻿effect.﻿The﻿parameters﻿in﻿the﻿model﻿have﻿a﻿direct﻿interpretation,﻿
namely﻿they﻿represent﻿the﻿odds﻿ratio﻿for﻿unit﻿changes﻿of﻿xi.﻿For﻿instance,﻿e
β1﻿is﻿the﻿ratio﻿for﻿the﻿odds﻿for﻿
success﻿at﻿x1=0﻿and﻿the﻿odds﻿for﻿a﻿success﻿at﻿x1=1.﻿In﻿predictive﻿analytics,﻿however,﻿we﻿are﻿interested﻿
in﻿the﻿probabilities﻿which﻿can﻿be﻿expressed﻿as
P x
e
e
x x x
x x x
n n
n n
( ) =
+
+ + …+
+ + …+
β β β β
β β β β
0 1 1 2 2
0 1 1 2 21
* * *
* * *
﻿ (2)
The﻿advantage﻿of﻿Logistic﻿Regression﻿ is﻿ that﻿ it﻿provides﻿an﻿ interpretation﻿of﻿ the﻿parameters.﻿
However,﻿logistic﻿regression﻿can﻿lead﻿to﻿unstable﻿models﻿especially﻿when﻿there﻿is﻿multi-collinearity﻿
(Shreve,﻿Schneider,﻿&﻿Soysal,﻿2011).
Neural Network
Neural﻿Network﻿is﻿a﻿popular﻿learning﻿algorithm﻿across﻿various﻿disciplines﻿(Piri﻿et﻿al.,﻿2017).﻿It﻿was﻿
founded﻿by﻿Warren﻿McCulloch﻿in﻿1943﻿(McCulloch﻿et﻿al.,﻿1943).﻿A﻿neural﻿network﻿is﻿organized﻿into﻿
three﻿main﻿parts:﻿the﻿input﻿layer,﻿the﻿hidden﻿layers,﻿and﻿the﻿output﻿layer.﻿The﻿collection﻿of﻿“neurons”﻿
with﻿“synapses”﻿ is﻿used﻿ for﻿connecting﻿ the﻿ three﻿main﻿parts.﻿The﻿neurons,﻿which﻿are﻿ the﻿hidden﻿
nodes,﻿add﻿the﻿outputs﻿from﻿all﻿synapses﻿and﻿apply﻿an﻿activation﻿function.﻿The﻿Synapses﻿take﻿the﻿
input﻿and﻿multiply﻿them﻿by﻿a﻿weight.﻿We﻿used﻿two﻿hidden﻿layers﻿with﻿four﻿hidden﻿nodes﻿in﻿layer﻿one﻿
and﻿two﻿hidden﻿nodes﻿in﻿layer﻿two.﻿Commonly﻿used﻿transformations﻿include﻿the﻿hyperbolic﻿tangent﻿
function﻿(e2x-1)/(e2x+1),﻿the﻿linear﻿function﻿and﻿the﻿Gaussian﻿function﻿exp(-x2),﻿where﻿x﻿is﻿a﻿linear﻿
combination﻿of﻿the﻿variables﻿leading﻿into﻿the﻿node﻿(Huang﻿et﻿al.,﻿2004).﻿Several﻿different﻿layers﻿and﻿
nodes﻿were﻿explored﻿and﻿the﻿hyperbolic﻿tangent﻿function﻿was﻿found﻿to﻿provide﻿the﻿best﻿results.﻿A﻿
learning﻿rate﻿of﻿0.1﻿was﻿found﻿to﻿be﻿a﻿good﻿choice,﻿with﻿higher﻿learning﻿rates﻿while﻿leading﻿to﻿a﻿faster﻿
convergence﻿have﻿a﻿higher﻿tendency﻿to﻿over﻿fit﻿data.﻿A﻿squared﻿penalty﻿method﻿was﻿found﻿to﻿work﻿
well﻿in﻿our﻿applications.﻿Figure﻿2﻿illustrates﻿the﻿neural﻿network﻿process﻿in﻿this﻿study.
Equations﻿(3)﻿to﻿(8)﻿depict﻿the﻿transformation﻿process﻿of﻿using﻿neural﻿network﻿with﻿two﻿hidden﻿
layers.﻿Suppose﻿X
i
﻿represents﻿the﻿input﻿variables,﻿w
ij
﻿is﻿the﻿weight﻿of﻿the﻿input﻿i﻿for﻿the﻿neuron﻿ f
j
,﻿
and﻿l X X X X
j 1 2 3 4
, , ,( ) ﻿is﻿a﻿linear﻿combination﻿of﻿inputs﻿Xi ﻿for﻿each﻿hidden﻿node﻿in﻿the﻿second﻿layer.
l X X X X w X
j
i
ij i1 2 3 4
1
4
, , , *( ) =
=
∑ ﻿ (3)
The﻿hyperbolic﻿tangent﻿transfer﻿function﻿is
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Similarly,﻿the﻿first﻿layer﻿uses﻿a﻿linear﻿combination﻿of﻿inputs﻿ f
j
﻿from﻿the﻿second﻿layer﻿for﻿each﻿
hidden﻿node.
m f f f W f
k
j
j j1 2 3
1
3
1
, , *( ) =
=
∑ ﻿ (5)
F
e
e
k
m f f f
m f f f
k
k
=
−
+
( )
( )

, ,
, ,
1 2 3
1 2 3
1
1
﻿ (6)
In﻿the﻿third﻿step﻿the﻿input﻿F
k
﻿is﻿weighted﻿and﻿the﻿hyperbolic﻿tangent﻿transfer﻿functions﻿is﻿used﻿
to﻿obtain﻿the﻿final﻿prediction﻿probabilities.
n F F C F
k
k k1 2
1
2
, *( ) =
=
∑ ﻿ (7)
Y
e
e
n F F
n F F
=
−
+
( )
( )

,
,
1 2
1 2
1
1
﻿ (8)
Figure 2. Neural network process
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The﻿main﻿advantage﻿of﻿a﻿neural﻿network﻿model﻿is﻿that﻿it﻿can﻿efficiently﻿model﻿complex﻿problems﻿
by﻿using﻿enough﻿hidden﻿nodes﻿and﻿layers.﻿However,﻿the﻿accuracy﻿of﻿this﻿model﻿is﻿sensitive﻿to﻿the﻿
number﻿of﻿hidden﻿nodes﻿and﻿layers﻿(Bellazzi﻿&﻿Blaz,﻿2008).
Decision Tree
The﻿decision﻿tree﻿is﻿created﻿by﻿recursive﻿partitions﻿of﻿the﻿data﻿set﻿based﻿on﻿a﻿relationship﻿between﻿
the﻿predictors﻿and﻿the﻿outcome﻿variable﻿(Hastie,﻿Tibshirani,﻿&﻿Friedman,﻿2009).﻿In﻿the﻿decision﻿tree﻿
algorithm﻿(Quinlan,﻿1986)﻿the﻿best﻿split,﻿the﻿partition﻿algorithm﻿starts﻿at﻿the﻿root﻿node﻿and﻿searches﻿
all﻿possible﻿splits﻿of﻿predictors.﻿These﻿splits﻿of﻿the﻿data﻿are﻿done﻿recursively﻿until﻿the﻿desired﻿fit﻿is﻿
reached.﻿The﻿node﻿splitting﻿for﻿predictors﻿depends﻿on﻿the﻿data﻿type.﻿If﻿the﻿predictor﻿is﻿numerical,﻿it﻿
divides﻿the﻿data﻿with﻿a﻿specific﻿cut﻿value;﻿if﻿the﻿predictor﻿is﻿categorical,﻿it﻿divides﻿the﻿categories﻿into﻿
two﻿groups﻿at﻿each﻿split.
In﻿this﻿study,﻿the﻿node﻿splitting﻿is﻿based﻿on﻿the﻿LogWorth﻿statistic﻿in﻿Equation﻿(9),﻿and﻿the﻿splitting﻿
is﻿based﻿on﻿the﻿smallest﻿p-value﻿or﻿largest﻿LogWorth.﻿This﻿criterion﻿is﻿favored﻿for﻿both,﻿predictors﻿
with﻿many﻿levels﻿as﻿well﻿as﻿few﻿levels﻿(Kotsiantis,﻿Kanellopoulos,﻿&﻿Pintelas,﻿2006).
LogWorth log pvalue=− ( ) 10 ﻿ (9)
Alternatively,﻿minimizing﻿the﻿residual﻿log-likelihood﻿chi-square,﻿G 2 ,﻿is﻿used﻿for﻿obtaining﻿the﻿
best﻿split,﻿and﻿the﻿candidate﻿for﻿split﻿is﻿chosen﻿by﻿the﻿smallest﻿G
Score
2 ﻿in﻿Equation﻿(10).
G G G G
Score parent left right
2 2 2 2= − +( ) ﻿ (10)
Decision﻿trees﻿are﻿straightforward﻿to﻿build,﻿and﻿the﻿splits﻿are﻿interpretable.﻿However,﻿decision﻿
trees﻿can﻿be﻿unstable﻿and﻿inaccurate﻿because﻿a﻿large﻿change﻿in﻿the﻿structure﻿of﻿the﻿optimal﻿tree﻿could﻿
be﻿caused﻿by﻿small﻿changes﻿in﻿individual﻿variables﻿(Bellazzi﻿&﻿Blaz,﻿(2008).﻿In﻿order﻿to﻿remedy﻿the﻿
drawbacks﻿of﻿single﻿decision﻿trees,﻿a﻿combination﻿of﻿multiple﻿trees﻿has﻿been﻿proposed.
Boosted Tree
Boosted﻿trees﻿involve﻿consecutive﻿trees﻿the﻿goal﻿of﻿which﻿is﻿to﻿predict﻿the﻿error﻿from﻿the﻿prior﻿tree.﻿
It﻿produces﻿a﻿prediction﻿model﻿based﻿on﻿a﻿form﻿of﻿ensemble﻿of﻿weak﻿prediction﻿models﻿(Friedman,﻿
1999).﻿When﻿an﻿input﻿is﻿misclassified﻿by﻿the﻿current﻿tree,﻿its﻿weight﻿is﻿increased﻿so﻿that﻿the﻿next﻿
tree﻿is﻿more﻿likely﻿to﻿classify﻿the﻿observation﻿correctly.﻿Combining﻿the﻿consecutive﻿trees﻿will﻿lead﻿
to﻿a﻿better﻿performing﻿model.﻿The﻿boosted﻿tree﻿is﻿thus﻿based﻿on﻿many﻿smaller﻿decision﻿trees﻿that﻿are﻿
constructed﻿in﻿layers.
Bootstrap Forest
The﻿Bootstrap﻿Forest﻿is﻿an﻿ensemble﻿model﻿that﻿averages﻿many﻿decision﻿trees﻿each﻿of﻿which﻿is﻿fit﻿to﻿
a﻿sample﻿of﻿input﻿variables﻿(Ho,﻿1995).﻿Hence,﻿each﻿tree﻿is﻿considered﻿to﻿be﻿a﻿random﻿subset﻿of﻿the﻿
predictors.﻿In﻿this﻿way,﻿many﻿weak﻿models﻿are﻿combined﻿to﻿produce﻿a﻿more﻿powerful﻿model.﻿The﻿final﻿
prediction﻿for﻿an﻿observation﻿is﻿the﻿average﻿of﻿the﻿predicted﻿values﻿for﻿the﻿observation﻿over﻿all﻿the﻿
decision﻿trees.﻿In﻿our﻿study,﻿the﻿number﻿of﻿trees﻿was﻿selected﻿to﻿be﻿100﻿to﻿provide﻿a﻿stable﻿average.﻿The﻿
number﻿of﻿input﻿variables﻿selected﻿for﻿each﻿tree﻿was﻿3﻿based﻿on﻿several﻿trials﻿with﻿varying﻿numbers﻿
of﻿input﻿variables.﻿The﻿downside﻿of﻿the﻿Bootstrap﻿Forest﻿is﻿that﻿it﻿is﻿difficult﻿to﻿interpret﻿and﻿it﻿takes﻿
a﻿longer﻿time﻿to﻿build﻿(Hastie,﻿Tibshirani,﻿&﻿Friedman,﻿2009).
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Ensemble Model
While﻿the﻿Bootstrap﻿Forest﻿is﻿an﻿ensemble﻿of﻿the﻿same﻿type﻿of﻿model,﻿one﻿can﻿also﻿combine﻿different﻿
type﻿of﻿models﻿to﻿obtain﻿a﻿better﻿predictive﻿performance﻿(Opitz﻿&﻿Maclin,﻿1999).﻿The﻿main﻿principle﻿
behind﻿the﻿ensemble﻿model﻿is﻿that﻿a﻿group﻿of﻿weak﻿learners﻿come﻿together﻿to﻿form﻿a﻿strong﻿learner.﻿
Ensembles﻿usually﻿hold﻿more﻿accurate﻿predictive﻿ability﻿than﻿single﻿models﻿(Piri﻿et﻿al.,﻿2017).﻿There﻿
are﻿many﻿approaches﻿for﻿developing﻿ensemble﻿models,﻿and﻿the﻿simple﻿average﻿model﻿which﻿is﻿the﻿
most﻿common﻿approach﻿is﻿used﻿in﻿this﻿paper.﻿We﻿created﻿an﻿ensemble﻿model﻿that﻿included﻿diverse﻿
models﻿ each﻿ having﻿ a﻿ different﻿ strength:﻿ Logistic﻿ Regression,﻿ Neural﻿ Network,﻿ Decision﻿ Tree,﻿
Bootstrap﻿Forest﻿and﻿Boosted﻿Tree.
Data Sampling
Oversampling﻿of﻿positive﻿values﻿and﻿undersampling﻿of﻿negative﻿values﻿are﻿common﻿methods﻿used﻿to﻿
avoid﻿obtaining﻿a﻿model﻿that﻿predicts﻿all﻿negatives﻿in﻿cases﻿where﻿a﻿positive﻿is﻿a﻿rare﻿event.﻿In﻿these﻿
rare﻿event﻿situations,﻿the﻿fraction﻿of﻿positives﻿is﻿very﻿small.﻿Undersampling﻿creates﻿a﻿sample﻿of﻿data﻿
with﻿all﻿the﻿positives﻿and﻿a﻿subsample﻿of﻿negatives,﻿which﻿creates﻿a﻿more﻿balanced﻿set﻿of﻿positives﻿
and﻿negatives﻿such﻿as﻿70/30﻿or﻿50/50.
With﻿oversampling﻿we﻿created﻿a﻿data﻿set﻿that﻿consists﻿of﻿all﻿the﻿positives﻿and﻿twice﻿as﻿many﻿
negatives﻿as﻿positives.﻿The﻿positive﻿set﻿is﻿then﻿bootstrapped﻿to﻿create﻿a﻿sample﻿size﻿equal﻿to﻿the﻿number﻿
of﻿negatives,﻿creating﻿a﻿50/50﻿split.
In﻿ logistic﻿ regression,﻿ oversampling﻿ and﻿undersampling﻿ events﻿ only﻿ affect﻿ the﻿ intercept;﻿ the﻿
coefficients﻿of﻿the﻿factors﻿remain﻿unbiased.﻿Nevertheless,﻿the﻿biased﻿intercept﻿results﻿in﻿incorrect﻿
probability﻿predictions﻿for﻿the﻿whole﻿data﻿set.﻿If﻿one﻿only﻿cared﻿about﻿the﻿coefficients﻿for﻿explanatory﻿
variables﻿and﻿not﻿for﻿the﻿actual﻿predicted﻿probabilities,﻿one﻿would﻿not﻿need﻿to﻿make﻿any﻿adjustment,﻿but﻿
in﻿predictive﻿analytics,﻿we﻿are﻿interested﻿in﻿the﻿probabilities.﻿These﻿probabilities﻿are﻿biased﻿and﻿need﻿
to﻿be﻿corrected﻿for﻿all﻿predictive﻿models﻿using﻿oversampling﻿or﻿undersampling.﻿Since﻿the﻿probabilities﻿
are﻿inflated﻿for﻿all﻿predictive﻿models,﻿all﻿the﻿metrics﻿are﻿affected﻿except﻿the﻿ROC﻿curve﻿or﻿the﻿lift﻿
curve﻿which﻿relies﻿only﻿on﻿ranking.﻿The﻿adjustment﻿factor﻿can﻿be﻿obtained﻿via﻿the﻿odds.﻿Let﻿q﻿be﻿the﻿
fraction﻿of﻿positives﻿in﻿the﻿original﻿data﻿set;﻿let﻿r﻿be﻿the﻿fraction﻿of﻿positives﻿in﻿the﻿undersampled﻿
(oversampled)﻿data﻿set;﻿and﻿let﻿p﻿be﻿the﻿probability﻿of﻿positives﻿obtained﻿from﻿the﻿predictive﻿model﻿
of﻿the﻿undersampled﻿(oversampled)﻿data﻿set.﻿Then﻿the﻿adjusted﻿odds﻿are﻿given﻿by
AdjustedOdds
p
p
q
q
r
r
 =
− −
−
1 1
1 ﻿ (11)
The﻿adjusted﻿probabilities﻿p*﻿are﻿then
p* =
+
1
1 1( / )AdjustedOdds
﻿ (12)
Although﻿oversampling﻿and﻿undersampling﻿can﻿result﻿ in﻿more﻿stable﻿models,﻿ they﻿also﻿have﻿
their﻿downsides.﻿The﻿major﻿drawback﻿of﻿random﻿undersampling﻿is﻿that﻿potentially﻿useful﻿data﻿could﻿
be﻿discarded﻿during﻿the﻿process﻿of﻿reduction﻿(Kotsiantis,﻿Kanellopoulos,﻿&﻿Pintelas,﻿2006).﻿Also,﻿
undersampling﻿results﻿often﻿in﻿much﻿smaller﻿ training﻿sets﻿which﻿may﻿result﻿ in﻿unstable﻿solutions﻿
(Shreve,﻿Schneider﻿&﻿Soysal,﻿2011).﻿The﻿disadvantages﻿of﻿oversampling﻿are﻿the﻿likelihood﻿of﻿model﻿
overfitting﻿because﻿of﻿the﻿increase﻿in﻿exact﻿copies﻿from﻿the﻿minority﻿class﻿(Chawla,﻿Hall﻿&﻿Bowyyer,﻿
2002).﻿In﻿this﻿study,﻿the﻿oversampling﻿and﻿undersampling﻿has﻿been﻿employed﻿with﻿all﻿the﻿algorithms.
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Receiver Operating Characteristic Evaluation
Finding﻿the﻿best﻿model﻿requires﻿metrics﻿that﻿can﻿be﻿used﻿to﻿judge﻿the﻿models.﻿Some﻿of﻿the﻿most﻿
commonly﻿used﻿metrics﻿are﻿the﻿error﻿rate﻿(or﻿its﻿complement﻿the﻿hit﻿rate),﻿the﻿sensitivity﻿(or﻿true﻿
positives)﻿and﻿the﻿specificity﻿(or﻿true﻿negatives).﻿However,﻿these﻿metrics﻿alone﻿are﻿often﻿not﻿sufficient﻿to﻿
judge﻿the﻿performance﻿of﻿a﻿model﻿in﻿practice﻿where﻿cost﻿structures﻿require﻿a﻿deviation﻿from﻿the﻿default﻿
cutoff﻿value.﻿The﻿receiver﻿operating﻿characteristic﻿(ROC)﻿curve﻿provides﻿a﻿more﻿in-depth﻿analysis﻿of﻿
the﻿performance﻿of﻿the﻿model﻿for﻿different﻿cutoff﻿values﻿(Aggarwal﻿&﻿Ranganathan,﻿2018).﻿The﻿ROC﻿
curve﻿plots﻿the﻿sensitivity﻿over﻿1-specificity﻿for﻿cutoff﻿values﻿between﻿zero﻿and﻿one.﻿The﻿ideal﻿ROC﻿
has﻿a﻿sensitivity﻿of﻿one﻿at﻿a﻿specificity﻿of﻿zero.﻿The﻿closer﻿the﻿curve﻿gets﻿to﻿this﻿ideal﻿the﻿better﻿the﻿
model﻿is﻿in﻿predicting﻿success﻿and﻿failure.﻿The﻿area﻿under﻿the﻿curve﻿(AUC),﻿which﻿has﻿an﻿upper﻿limit﻿
of﻿one﻿for﻿the﻿ideal﻿ROC﻿is﻿often﻿used﻿as﻿a﻿metric﻿to﻿compare﻿models.﻿However,﻿the﻿ROC﻿provides﻿a﻿
means﻿for﻿selecting﻿different﻿cutoff﻿values﻿that﻿more﻿closely﻿meet﻿the﻿objective﻿of﻿the﻿business﻿case.
What﻿metrics﻿to﻿use﻿depends﻿on﻿the﻿cost﻿structures﻿which﻿vary﻿from﻿application﻿to﻿application.﻿In﻿
our﻿case,﻿the﻿lost﻿revenue﻿and﻿the﻿societal﻿loss﻿from﻿a﻿student﻿dropping﻿out﻿of﻿college﻿that﻿could﻿have﻿
graduated﻿with﻿additional﻿advising﻿and﻿remedial﻿actions﻿must﻿be﻿balanced﻿with﻿the﻿cost﻿for﻿advising﻿
and﻿for﻿the﻿remedial﻿actions.﻿Universities﻿have﻿a﻿fixed﻿staff﻿for﻿advising﻿and﻿this﻿staff﻿can﻿handle﻿a﻿
fixed﻿number﻿of﻿student﻿interventions﻿per﻿semester.﻿Increasing﻿the﻿number﻿of﻿possible﻿interventions﻿
would﻿require﻿an﻿increase﻿in﻿staff.﻿Neither﻿of﻿the﻿single﻿measures﻿such﻿as﻿AUC,﻿error﻿rate,﻿sensitivity,﻿
specificity﻿alone﻿is﻿sufficient﻿to﻿judge﻿suitability﻿of﻿the﻿model.﻿Instead﻿of﻿comparing﻿many﻿curves,﻿
we﻿will﻿choose﻿another﻿point﻿on﻿the﻿ROC﻿curve﻿that﻿is﻿different﻿from﻿the﻿one﻿obtained﻿for﻿a﻿cut-off﻿
value﻿of﻿0.5.﻿This﻿cutoff﻿value﻿is﻿selected﻿to﻿meet﻿the﻿objective﻿of﻿the﻿model,﻿namely﻿to﻿balance﻿the﻿
true﻿positives﻿and﻿true﻿negatives﻿that﻿meet﻿the﻿resource﻿constraints.﻿This﻿can﻿be﻿achieved﻿by﻿selecting﻿
a﻿cutoff﻿value﻿for﻿a﻿given﻿1-specificity.﻿In﻿other﻿words,﻿we﻿balance﻿the﻿percentage﻿of﻿true﻿positives﻿
(students﻿who﻿drop﻿out﻿without﻿intervention)﻿with﻿the﻿percentage﻿of﻿students﻿that﻿would﻿not﻿drop﻿
out﻿even﻿without﻿an﻿intervention﻿to﻿yield﻿an﻿approximate﻿number﻿of﻿students﻿that﻿can﻿be﻿handled﻿by﻿
existing﻿staff.
In﻿this﻿application﻿the﻿cutoff﻿value﻿corresponding﻿to﻿1-specificity﻿=﻿0.2﻿was﻿found﻿to﻿be﻿a﻿good﻿
compromise.﻿This﻿implies﻿that﻿the﻿model﻿with﻿the﻿highest﻿sensitivity﻿at﻿1-specificity﻿=﻿0.2﻿would﻿
be﻿the﻿best﻿model.
This﻿method﻿of﻿selecting﻿a﻿cutoff﻿value﻿is﻿particularly﻿useful﻿when﻿the﻿fraction﻿of﻿positives﻿is﻿low﻿
in﻿the﻿population.﻿In﻿these﻿cases,﻿the﻿model﻿with﻿the﻿lowest﻿error﻿rate﻿often﻿predicts﻿100%﻿negative﻿
values﻿using﻿the﻿default﻿cutoff﻿value﻿of﻿0.5.﻿Since﻿the﻿objective﻿is﻿to﻿identify﻿students﻿that﻿may﻿drop﻿
out,﻿a﻿model﻿that﻿predicts﻿0%﻿dropouts﻿does﻿not﻿seem﻿useful.﻿However,﻿the﻿cutoff﻿value﻿of﻿the﻿model﻿
can﻿be﻿lowered﻿to﻿increase﻿the﻿percentage﻿of﻿predicted﻿dropouts﻿to﻿the﻿point﻿where﻿a﻿balance﻿is﻿found﻿
between﻿too﻿many﻿false﻿positives﻿and﻿too﻿few﻿true﻿positives.
Training and Validation Data Sets
In﻿this﻿study,﻿three﻿different﻿types﻿of﻿datasets﻿were﻿constructed﻿for﻿building﻿predictive﻿models﻿at﻿each﻿
of﻿the﻿three﻿time﻿periods,﻿pre-college,﻿first﻿semester,﻿and﻿second﻿semester.﻿The﻿first﻿type﻿used﻿the﻿
entire﻿dataset﻿split﻿into﻿50%﻿training﻿and﻿50%﻿validation.﻿Because﻿of﻿the﻿relatively﻿low﻿percentage﻿
of﻿dropouts,﻿we﻿stratified﻿the﻿training﻿dataset﻿and﻿validation﻿dataset﻿to﻿have﻿equal﻿percentages﻿of﻿
dropouts.﻿For﻿instance,﻿out﻿of﻿6,894﻿students﻿286﻿students﻿dropped﻿out﻿after﻿the﻿first﻿semester.﻿Both﻿
the﻿training﻿dataset﻿and﻿the﻿validation﻿dataset﻿had﻿3,447﻿observations﻿with﻿each﻿having﻿143﻿students﻿
who﻿dropped﻿out﻿after﻿the﻿first﻿semester.
In﻿the﻿second﻿type﻿which﻿uses﻿undersampling,﻿the﻿validation﻿dataset﻿is﻿the﻿same﻿as﻿the﻿validation﻿
dataset﻿ in﻿ the﻿ no-sampling﻿ type,﻿ namely﻿ the﻿ 50%﻿ of﻿ the﻿ stratified﻿ dataset.﻿ The﻿ training﻿ dataset,﻿
however,﻿uses﻿undersampling﻿to﻿reduce﻿the﻿fraction﻿of﻿no-dropouts.﻿To﻿achieve﻿a﻿2/1﻿split﻿of﻿no-
dropouts/dropouts﻿a﻿random﻿sample﻿of﻿twice﻿the﻿size﻿of﻿dropouts﻿was﻿drawn﻿from﻿the﻿no-dropouts﻿of﻿
the﻿second﻿half﻿of﻿the﻿data﻿set.﻿While﻿the﻿original﻿training﻿dataset﻿contains﻿3,447﻿observations﻿with﻿
143﻿dropouts,﻿the﻿final﻿undersampled﻿training﻿dataset﻿contains﻿286﻿no-dropouts﻿and﻿143﻿dropouts.﻿
Journal of Organizational and End User Computing
Volume 32 • Issue 4 • October-December 2020
53
These﻿286﻿students﻿were﻿randomly﻿selected﻿from﻿the﻿3,263﻿students﻿who﻿did﻿not﻿drop﻿out﻿after﻿the﻿
first﻿semester.
The﻿third﻿type﻿which﻿uses﻿oversampling﻿relies﻿on﻿building﻿a﻿synthetic﻿set﻿of﻿minority﻿observations﻿
using﻿bootstrapping.﻿For﻿this﻿type﻿of﻿dataset,﻿the﻿validation﻿set﻿is﻿also﻿the﻿same﻿as﻿in﻿the﻿no-sampling﻿
case﻿and﻿under-sampling﻿approach,﻿namely﻿it﻿consists﻿of﻿the﻿50%﻿of﻿the﻿original﻿data,﻿stratified﻿by﻿
dropout.﻿Oversampling﻿starts﻿with﻿the﻿second﻿half﻿of﻿the﻿dataset﻿reserved﻿for﻿training.﻿Instead﻿of﻿
reducing﻿the﻿number﻿of﻿no-dropouts,﻿the﻿number﻿of﻿dropouts﻿is﻿increased﻿through﻿repeated﻿sampling﻿
with﻿replacement﻿from﻿the﻿143﻿dropouts﻿until﻿a﻿50/50﻿split﻿is﻿obtained.﻿The﻿oversampling﻿method﻿
created﻿a﻿data﻿set﻿with﻿6,456﻿observations﻿having﻿3,263﻿dropouts﻿and﻿3,263﻿no-dropouts.
The﻿first﻿semester﻿model﻿has﻿the﻿same﻿number﻿of﻿students﻿as﻿the﻿pre-college﻿data﻿set,﻿but﻿the﻿
second﻿semester﻿model﻿has﻿only﻿5,226﻿students﻿ remaining﻿with﻿510﻿dropouts.﻿The﻿same﻿process﻿
was﻿applied﻿to﻿the﻿second﻿semester﻿dataset﻿as﻿for﻿the﻿first﻿semester﻿dataset.﻿The﻿composition﻿of﻿the﻿
training﻿dataset﻿is﻿shown﻿in﻿Figure﻿3.
MODEL EVALUATIONS
Three﻿data﻿models﻿were﻿analyzed﻿using﻿11﻿analytical﻿models﻿ to﻿determine﻿which﻿would﻿provide﻿
the﻿best﻿predictive﻿results.﻿The﻿three﻿data﻿models﻿included﻿pre-college,﻿first﻿semester,﻿and﻿second﻿
semester﻿data﻿corresponding﻿to﻿the﻿data﻿available﻿at﻿three﻿points﻿in﻿the﻿students’﻿career.﻿Predictive﻿
measures﻿for﻿the﻿three﻿data﻿models﻿are﻿shown﻿in﻿Table﻿1.﻿Table﻿2﻿shows﻿the﻿results﻿of﻿each﻿of﻿the﻿
analytic﻿models﻿for﻿each﻿data﻿module.
All﻿pre-college﻿models﻿have﻿the﻿same﻿error﻿rate﻿of﻿4.12%,﻿a﻿sensitivity﻿of﻿0%﻿and﻿a﻿specificity﻿of﻿
100%,﻿at﻿the﻿default﻿cutoff﻿value﻿of﻿0.5.﻿Thus,﻿all﻿models﻿predict﻿0%﻿dropouts.﻿Neither﻿undersampling﻿
nor﻿oversampling﻿alters﻿the﻿error﻿rates,﻿sensitivity﻿or﻿specificity.﻿However,﻿the﻿ROC﻿curves﻿for﻿the﻿
Figure 3. Datasets for predictive models
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models﻿are﻿different.﻿This﻿is﻿apparent﻿from﻿the﻿AUC﻿values﻿and﻿the﻿sensitivity﻿at﻿1-specificity﻿of﻿
0.2.﻿The﻿AUC﻿ranges﻿from﻿a﻿low﻿of﻿0.5﻿to﻿a﻿high﻿of﻿0.717.﻿The﻿sensitivity﻿at﻿a﻿1-specificity﻿of﻿20%﻿
ranges﻿from﻿a﻿low﻿of﻿20%﻿to﻿a﻿high﻿of﻿50%.﻿While﻿the﻿AUC﻿is﻿a﻿measure﻿of﻿the﻿whole﻿ROC﻿curve,﻿
the﻿specific﻿point﻿of﻿the﻿ROC﻿curve﻿corresponding﻿to﻿1-specificity﻿=﻿0.2﻿provides﻿information﻿about﻿
how﻿well﻿the﻿model﻿is﻿able﻿to﻿identify﻿students﻿who﻿will﻿drop﻿out﻿given﻿that﻿we﻿allow﻿20%﻿of﻿the﻿
students﻿who﻿are﻿not﻿dropping﻿out﻿to﻿be﻿falsely﻿identified﻿as﻿dropouts.﻿In﻿many﻿practical﻿cases﻿the﻿
ROC﻿curve﻿at﻿low﻿1-specificity﻿values﻿is﻿more﻿important﻿than﻿the﻿overall﻿AUC﻿because﻿it﻿is﻿more﻿
directly﻿related﻿to﻿the﻿cost﻿benefit﻿analysis﻿that﻿will﻿ultimately﻿determine﻿the﻿cutoff﻿value.﻿The﻿best﻿
pre-college﻿model﻿is﻿the﻿ensemble﻿model﻿using﻿all﻿data.﻿It﻿has﻿an﻿AUC﻿=0.717﻿and﻿a﻿sensitivity﻿of﻿
0.5﻿at﻿1-specificity=0.2.﻿Hence,﻿the﻿pre-college﻿model﻿using﻿all﻿data﻿is﻿superior﻿to﻿undersampling﻿or﻿
oversampling﻿for﻿the﻿pre-college﻿models.
For﻿the﻿first﻿semester﻿model﻿the﻿error﻿rates﻿range﻿from﻿4.02%﻿to﻿24.79%;﻿the﻿sensitivity﻿at﻿a﻿
default﻿cutoff﻿value﻿of﻿0.5﻿ranges﻿from﻿0%﻿to﻿31.51%;﻿the﻿specificity﻿ranges﻿from﻿95.52%﻿to﻿100%;﻿
the﻿AUC﻿ranges﻿from﻿0.5﻿to﻿0.821;﻿and﻿the﻿sensitivity﻿at﻿1-specificity=0.2﻿ranges﻿from﻿20%﻿to﻿68%.﻿
The﻿ensemble﻿model﻿with﻿an﻿error﻿rate﻿of﻿4.02%,﻿a﻿sensitivity﻿of﻿7.59%,﻿a﻿specificity﻿at﻿99.88%﻿and﻿
a﻿sensitivity﻿of﻿68%﻿for﻿1-specificity=20%﻿is﻿the﻿superior﻿model.﻿While﻿some﻿models﻿have﻿higher﻿
sensitivity﻿ at﻿ a﻿ cutoff﻿ value﻿of﻿ 0.5,﻿ they﻿have﻿higher﻿ error﻿ rates﻿ and﻿ lower﻿ specificity﻿ and﻿ lower﻿
sensitivity﻿at﻿1-specificity=0.2.
For﻿the﻿second﻿semester﻿model﻿the﻿ensemble﻿model﻿using﻿all﻿data﻿also﻿performs﻿best.﻿The﻿AUC﻿
=0.826,﻿the﻿error﻿rate﻿is﻿7.69,﻿the﻿sensitivity﻿is﻿29.57%﻿and﻿the﻿specificity﻿is﻿99.19%﻿for﻿a﻿cutoff﻿
value﻿of﻿0.5.﻿The﻿sensitivity﻿at﻿1-specificity=0.2﻿is﻿72%.﻿Neither﻿undersampling﻿nor﻿oversampling﻿
produced﻿better﻿models.
We﻿also﻿note﻿that﻿some﻿individual﻿models﻿perform﻿poorly﻿when﻿under-﻿or﻿oversampling﻿is﻿used,﻿
while﻿the﻿ensemble﻿models﻿perform﻿quite﻿well﻿in﻿these﻿cases.﻿Figure﻿3﻿depicts﻿the﻿ROC﻿curve﻿for﻿five﻿
individual﻿models﻿and﻿the﻿ensemble﻿model﻿for﻿oversampling,﻿highlighting﻿the﻿different﻿performances.﻿
The﻿ Logistic﻿ Regression﻿ Model﻿ and﻿ the﻿ Ensemble﻿ model﻿ perform﻿ best﻿ in﻿ the﻿ comparison﻿ using﻿
oversampling﻿for﻿the﻿pre-college﻿model.
As﻿Figure﻿4﻿also﻿shows,﻿the﻿Neural﻿Network﻿is﻿especially﻿sensitive﻿to﻿oversampling.﻿Undersampling﻿
leads﻿to﻿similar﻿results.﻿When﻿using﻿under-﻿or﻿oversampling﻿individual﻿models﻿can﻿become﻿unstable.﻿
Figure﻿5﻿depicts﻿the﻿ROC﻿curves﻿for﻿the﻿five﻿neural﻿network﻿models﻿using﻿no﻿sampling,﻿undersampling﻿
and﻿oversampling.﻿Different﻿Neural﻿Network﻿models﻿using﻿the﻿same﻿set﻿of﻿data﻿can﻿result﻿in﻿very﻿
different﻿performances﻿when﻿under-﻿or﻿oversampling﻿is﻿used.﻿Different﻿runs﻿with﻿different﻿starting﻿
values﻿for﻿optimizing﻿the﻿weights﻿can﻿result﻿in﻿slightly﻿different﻿models.﻿However,﻿averaging﻿several﻿
Neural﻿Network﻿models﻿can﻿alleviate﻿this﻿problem,﻿making﻿it﻿more﻿stable.
The﻿ensemble﻿models﻿perform﻿quite﻿well﻿even﻿with﻿under-﻿and﻿oversampling.﻿While﻿there﻿is﻿not﻿
much﻿difference﻿between﻿the﻿ROC﻿curves,﻿the﻿results﻿indicate﻿that﻿under-﻿or﻿oversampling﻿does﻿not﻿
improve﻿the﻿performance﻿of﻿the﻿models﻿for﻿the﻿whole﻿range﻿of﻿the﻿ROC﻿curve.
In﻿this﻿application,﻿the﻿overall﻿misclassification﻿rate﻿is﻿not﻿the﻿most﻿important﻿criterion.﻿The﻿
availability﻿of﻿resources,﻿the﻿costs﻿of﻿resources﻿and﻿the﻿timing﻿of﻿actions﻿are﻿the﻿main﻿concern.﻿The﻿
earlier﻿a﻿student﻿is﻿identified﻿as﻿being﻿at﻿risk﻿of﻿dropping﻿out﻿and﻿a﻿corrective﻿action﻿is﻿taken,﻿the﻿more﻿
likely﻿it﻿is﻿that﻿the﻿corrective﻿action﻿will﻿be﻿effective.﻿This﻿would﻿support﻿the﻿strategy﻿of﻿investing﻿
more﻿resources﻿in﻿counseling﻿students﻿and﻿taking﻿remedial﻿action﻿within﻿the﻿first﻿semester﻿rather﻿
than﻿the﻿second﻿semester.﻿Thus,﻿this﻿may﻿call﻿for﻿using﻿lower﻿cutoff﻿values﻿in﻿the﻿first﻿semester﻿and﻿
thereby﻿increasing﻿the﻿percentage﻿of﻿true﻿positives﻿(predicting﻿dropout﻿correctly)﻿but﻿accepting﻿more﻿
false﻿negatives﻿(predicting﻿dropout﻿of﻿returning﻿students).
CONCLUSION AND DISCUSSION
A﻿DSS﻿using﻿predictive﻿analytics﻿can﻿provide﻿operational﻿tools﻿for﻿identifying﻿students﻿early﻿on﻿in﻿
order﻿to﻿provide﻿corrective﻿actions﻿to﻿reduce﻿the﻿chance﻿of﻿dropout.﻿Analytics﻿allows﻿administrators﻿
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to﻿make﻿more﻿cost-effective﻿decisions﻿and﻿thus﻿make﻿optimal﻿use﻿of﻿limited﻿resources.﻿Using﻿first﻿
and﻿second﻿semester﻿drop-outs﻿allows﻿for﻿more﻿timely﻿decision﻿making﻿and﻿for﻿assessing﻿whether﻿the﻿
changes﻿implemented﻿by﻿the﻿administration﻿have﻿had﻿a﻿positive﻿effect﻿on﻿retention.﻿In﻿the﻿following﻿
section﻿we﻿provide﻿a﻿discussion﻿and﻿recommendations﻿to﻿modeling﻿which﻿may﻿also﻿apply﻿for﻿practical﻿
applications﻿where﻿the﻿objective﻿is﻿to﻿identify﻿as﻿many﻿cases﻿as﻿practically﻿possible﻿subject﻿to﻿resource﻿
constraints.
Modeling Discussion
Our﻿research﻿shows﻿how﻿ensemble﻿models﻿do﻿a﻿better﻿job﻿of﻿identifying﻿student﻿who﻿may﻿drop﻿out.﻿It﻿
makes﻿use﻿of﻿a﻿predictive﻿model﻿that﻿identifies﻿students﻿that﻿are﻿likely﻿to﻿drop﻿out﻿after﻿the﻿first﻿and﻿
second﻿semester.﻿First,﻿when﻿assessing﻿models,﻿one﻿should﻿not﻿solely﻿rely﻿on﻿error﻿rates,﻿sensitivity﻿
and﻿specificity﻿at﻿cutoff﻿value﻿0.5.﻿The﻿models﻿should﻿be﻿optimized﻿for﻿the﻿point﻿on﻿the﻿ROC﻿curve﻿
that﻿is﻿likely﻿to﻿be﻿used﻿in﻿the﻿specific﻿application,﻿unless﻿one﻿finds﻿a﻿model﻿that﻿is﻿superior﻿for﻿the﻿
whole﻿range﻿of﻿the﻿ROC﻿curve.
Figure 4. ROC curve for six models using oversampling with pre-college data
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Second,﻿our﻿research﻿reaffirms﻿that﻿ensemble﻿models﻿using﻿a﻿range﻿of﻿different﻿methods﻿tend﻿to﻿
be﻿superior﻿to﻿single﻿method﻿models.﻿We﻿used﻿a﻿simple﻿average﻿of﻿Logistic﻿Regression,﻿a﻿Decision﻿
Tree,﻿a﻿Neural﻿Network,﻿a﻿Bootstrap﻿Forest﻿and﻿a﻿Boosted﻿Tree.﻿This﻿ensemble﻿model﻿was﻿superior﻿to﻿
single﻿models﻿with﻿respect﻿to﻿the﻿overall﻿ROC﻿curve﻿in﻿general﻿and﻿the﻿sensitivity﻿at﻿1-specificity=0.2,﻿
specifically.﻿Third,﻿under-﻿and﻿oversampling﻿does﻿not﻿necessarily﻿result﻿in﻿models﻿that﻿are﻿superior﻿
to﻿the﻿model﻿based﻿on﻿the﻿whole﻿data﻿set.﻿Fourth,﻿adjusting﻿the﻿cutoff﻿value﻿is﻿a﻿suitable﻿technique﻿to﻿
meet﻿resource﻿constraints.﻿Inspecting﻿the﻿whole﻿ROC﻿curve﻿might﻿be﻿necessary.﻿But﻿in﻿some﻿practical﻿
cases﻿optimizing﻿for﻿a﻿certain﻿point﻿on﻿the﻿ROC﻿curve﻿is﻿suitable.﻿When﻿the﻿sample﻿size﻿is﻿only﻿a﻿
few﻿hundred﻿cases,﻿some﻿models﻿may﻿not﻿provide﻿stable﻿solutions.﻿Ensemble﻿models﻿can﻿be﻿used﻿to﻿
obtain﻿better﻿models﻿for﻿small﻿sample﻿sizes.
DSS for Improving Graduation Rates
Why﻿at﻿a﻿time﻿of﻿increases﻿in﻿tuition﻿and﻿high﻿student﻿debt﻿and﻿decades﻿of﻿research﻿regarding﻿factors﻿
affecting﻿graduation﻿rates,﻿public﻿universities﻿in﻿the﻿U.S.﻿still﻿have﻿a﻿4-year﻿graduation﻿rate﻿of﻿just﻿
slightly﻿over﻿30%﻿(ACT,﻿2014).﻿Do﻿university﻿administrators﻿not﻿apply﻿research﻿results﻿or﻿do﻿research﻿
results﻿not﻿provide﻿applicable﻿guidance﻿on﻿what﻿is﻿effective﻿for﻿improving﻿graduation﻿rates?﻿The﻿answer﻿
lies﻿in﻿the﻿recognition﻿that﻿there﻿is﻿no﻿silver﻿bullet﻿that﻿can﻿be﻿used﻿to﻿increase﻿the﻿graduation﻿rates﻿
at﻿four-year﻿institutions﻿of﻿higher﻿education﻿throughout﻿the﻿world.﻿Graduation﻿rates﻿are﻿a﻿complex﻿
issue﻿affected﻿by﻿many﻿factors﻿that﻿vary﻿from﻿institution﻿to﻿institution.﻿Rather﻿than﻿trying﻿to﻿identify﻿
a﻿few﻿factors﻿that﻿affect﻿graduation﻿rates﻿at﻿all﻿institutions,﻿DSS﻿systems﻿may﻿hold﻿the﻿key﻿to﻿tackling﻿
low﻿graduation﻿rates.﻿Predictive﻿models﻿have﻿been﻿successfully﻿used﻿in﻿industry﻿to﻿gain﻿insight﻿into﻿
difficult﻿problems﻿and﻿to﻿find﻿solutions﻿for﻿making﻿more﻿efficient﻿use﻿of﻿resources.﻿These﻿methods﻿
can﻿also﻿be﻿used﻿in﻿higher﻿education﻿throughout﻿ the﻿world﻿provided﻿data﻿systems﻿are﻿ in﻿place﻿to﻿
collect﻿pertinent﻿student﻿information.
The﻿models﻿for﻿retention﻿based﻿on﻿pre-college﻿factors﻿also﻿confirms﻿findings﻿in﻿previous﻿research﻿
that﻿academic﻿factors﻿measured﻿by﻿high﻿school﻿GPAs﻿and﻿ACT﻿scores﻿are﻿important﻿predictors﻿for﻿
4-year﻿graduation.﻿However,﻿the﻿accuracy﻿of﻿the﻿models﻿for﻿first﻿semester﻿retention﻿based﻿only﻿on﻿
these﻿pre-college﻿factors﻿is﻿low﻿for﻿students﻿that﻿have﻿been﻿already﻿admitted﻿to﻿the﻿college.﻿This﻿is﻿
because﻿selective﻿admission﻿already﻿prescreens﻿for﻿academically﻿qualified﻿students﻿and﻿the﻿cohorts﻿
of﻿students﻿used﻿for﻿this﻿study﻿have﻿already﻿passed﻿selective﻿admission.﻿For﻿those﻿students﻿that﻿have﻿
been﻿selectively﻿admitted﻿the﻿specific﻿preparation﻿in﻿certain﻿subjects﻿and﻿course﻿sequence﻿plays﻿a﻿
significant﻿role﻿for﻿success.﻿The﻿inspection﻿of﻿the﻿first﻿and﻿second﻿semester﻿models﻿show﻿that﻿pre-
college﻿mathematics﻿preparation﻿affects﻿dropout﻿rates.﻿Specifically,﻿students﻿who﻿are﻿not﻿prepared﻿to﻿
take﻿Business﻿Calculus﻿in﻿the﻿first﻿semester﻿have﻿a﻿higher﻿dropout﻿rate﻿than﻿students﻿who﻿are﻿ready﻿to﻿
take﻿Business﻿Calculus.﻿This﻿result﻿should﻿lead﻿to﻿policy﻿changes﻿regarding﻿suggested﻿courses﻿taken﻿
in﻿high﻿school.﻿High﻿school﻿councilors﻿should﻿advise﻿their﻿students﻿that﻿they﻿must﻿be﻿well﻿prepared﻿
in﻿mathematics﻿in﻿high﻿school﻿if﻿they﻿intend﻿to﻿study﻿business.﻿Students﻿who﻿intend﻿to﻿study﻿science﻿
know﻿that﻿they﻿must﻿take﻿advanced﻿mathematics﻿in﻿high﻿school﻿to﻿be﻿prepared﻿in﻿college.﻿But﻿a﻿large﻿
Figure 5. ROC curve for six models using oversampling with pre-college data
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percentage﻿of﻿students﻿who﻿intend﻿to﻿study﻿business﻿do﻿not﻿recognize﻿that﻿sufficient﻿math﻿skills﻿are﻿
required﻿in﻿college.
The﻿first﻿two﻿semesters﻿are﻿the﻿most﻿critical﻿for﻿succeeding﻿in﻿any﻿program.﻿In﻿most﻿business﻿
programs﻿the﻿key﻿first﻿year﻿courses﻿are﻿business﻿calculus,﻿economics,﻿and﻿accounting.﻿Students﻿who﻿
have﻿passed﻿business﻿calculus﻿and﻿economics﻿in﻿the﻿first﻿semester﻿have﻿a﻿46.6﻿percentage﻿point﻿higher﻿
graduation﻿rate﻿than﻿students﻿who﻿have﻿not﻿passed﻿either﻿course.﻿Only﻿46%﻿of﻿students﻿who﻿do﻿not﻿
take﻿or﻿fail﻿Business﻿Calculus﻿in﻿the﻿first﻿semester﻿pass﻿economics﻿in﻿the﻿first﻿semester,﻿but﻿73%﻿of﻿
those﻿students﻿who﻿pass﻿business﻿calculus﻿in﻿the﻿first﻿semester﻿also﻿pass﻿economics.﻿The﻿relationship﻿
between﻿lack﻿of﻿math﻿preparation﻿and﻿success﻿in﻿a﻿business﻿program﻿is﻿likely﻿to﻿be﻿similar﻿in﻿other﻿
institutions﻿of﻿higher﻿education﻿around﻿the﻿world.
The﻿second﻿main﻿finding﻿is﻿that﻿changes﻿in﻿policies﻿alone﻿will﻿not﻿increase﻿graduation﻿rates.﻿
Students﻿have﻿different﻿educational﻿preparations,﻿different﻿work﻿habits,﻿come﻿from﻿different﻿socio-﻿
economic﻿backgrounds﻿and﻿have﻿different﻿levels﻿of﻿maturity.﻿Some﻿have﻿psychological﻿problems,﻿
attention﻿deficit﻿and﻿other﻿personal﻿issues.﻿Some﻿students﻿work﻿part﻿time﻿or﻿even﻿full﻿time﻿in﻿some﻿
cases.﻿Thus,﻿students﻿will﻿have﻿different﻿educational﻿needs﻿and﻿more﻿individualized﻿learning﻿is﻿in﻿
order.﻿In﻿contrast﻿to﻿the﻿need﻿for﻿more﻿individualized﻿learning,﻿funding﻿has﻿been﻿reduced﻿over﻿the﻿past﻿
decade﻿leading﻿to﻿increases﻿in﻿class﻿sizes﻿at﻿four-year﻿colleges.﻿Since﻿funding﻿increases﻿are﻿unlikely﻿
to﻿occur﻿in﻿the﻿near﻿future,﻿more﻿efficient﻿ways﻿of﻿providing﻿education﻿have﻿to﻿be﻿sought.﻿A﻿proper﻿
DSS﻿can﻿support﻿making﻿more﻿cost-effective﻿decisions﻿regarding﻿measures﻿to﻿reduce﻿student﻿dropout.﻿
For﻿instance,﻿assigning﻿risk﻿scores﻿to﻿students﻿and﻿providing﻿timely﻿remedial﻿counter﻿measures﻿will﻿
reduce﻿dropout.﻿Establishing﻿an﻿information﻿system﻿that﻿allows﻿for﻿the﻿tracking﻿of﻿high-risk﻿students﻿
(Talbert,﻿2012)﻿is﻿the﻿key﻿to﻿this﻿individualized﻿treatment.
There﻿might﻿be﻿a﻿question﻿how﻿a﻿DSS﻿system﻿compares﻿to﻿efforts﻿of﻿reforming﻿teaching﻿methods﻿
to﻿reduce﻿dropout﻿rates.﻿Using﻿a﻿DSS﻿system﻿to﻿track﻿students﻿is﻿not﻿a﻿substitute﻿for﻿pedagogical﻿
measures﻿to﻿improve﻿teaching﻿and﻿neither﻿are﻿pedagogical﻿measures﻿a﻿substitute﻿for﻿an﻿effective﻿DSS﻿
system﻿that﻿identifies﻿students﻿that﻿are﻿likely﻿to﻿drop﻿out.﻿Dropouts﻿cause﻿a﻿considerable﻿loss﻿for﻿the﻿
university﻿and﻿for﻿the﻿students.﻿Hence,﻿any﻿method﻿that﻿reduces﻿dropouts﻿and﻿does﻿not﻿require﻿a﻿large﻿
budget﻿will﻿be﻿beneficial.﻿Using﻿a﻿DSS﻿system﻿does﻿not﻿require﻿much﻿of﻿an﻿additional﻿investment﻿
because﻿data﻿are﻿already﻿collected﻿at﻿most﻿universities.﻿What﻿requires﻿money﻿is﻿the﻿investment﻿in﻿
councilors.﻿But﻿the﻿DSS﻿system﻿can﻿be﻿calibrated﻿to﻿identify﻿a﻿number﻿of﻿students﻿needing﻿counseling﻿
that﻿meets﻿the﻿resource﻿constraints﻿of﻿councilors.﻿Pedagogical﻿measures﻿have﻿limitations﻿because﻿
they﻿are﻿focused﻿on﻿the﻿learning﻿and﻿don’t﻿include﻿a﻿holistic﻿approach.﻿Many﻿students﻿drop﻿out﻿for﻿
personal﻿reasons﻿not﻿because﻿of﻿learning﻿inabilities.﻿These﻿include﻿for﻿instance,﻿financial﻿problems,﻿
personal﻿problems﻿at﻿home,﻿illness﻿of﻿students﻿or﻿relatives,﻿and﻿psychological﻿problems,﻿to﻿name﻿
just﻿a﻿few.﻿Teachers﻿are﻿not﻿trained﻿to﻿identify﻿or﻿deal﻿with﻿these﻿issues.﻿However,﻿councilors﻿can﻿
identify﻿these﻿issues﻿once﻿a﻿student﻿has﻿been﻿flagged﻿as﻿having﻿problems﻿and﻿determine﻿appropriate﻿
corrective﻿actions.﻿The﻿ultimate﻿role﻿of﻿a﻿DSS﻿system﻿is﻿ to﻿provide﻿administrators﻿with﻿ tools﻿ for﻿
corrective﻿actions﻿that﻿can﻿be﻿taken﻿to﻿bring﻿the﻿student﻿back﻿on﻿track﻿to﻿graduation﻿at﻿any﻿time﻿during﻿
the﻿student’s﻿life﻿cycle﻿at﻿a﻿college.
The﻿predictive﻿models﻿support﻿a﻿program﻿that﻿identifies﻿students﻿in﻿each﻿of﻿the﻿first﻿two﻿semesters﻿
who﻿are﻿at﻿ risk﻿of﻿dropping﻿out.﻿The﻿predictive﻿model﻿can﻿be﻿ improved﻿by﻿collecting﻿additional﻿
information﻿about﻿behavioral﻿issues﻿and﻿study﻿habits﻿during﻿the﻿first﻿year.﻿Future﻿research﻿should﻿
include﻿a﻿survey﻿of﻿students﻿to﻿identify﻿additional﻿factors﻿that﻿increase﻿the﻿sensitivity﻿of﻿the﻿model﻿
and﻿the﻿accuracy﻿of﻿the﻿predictions.﻿The﻿data﻿used﻿for﻿our﻿analytics﻿were﻿final﻿grades﻿in﻿the﻿three﻿most﻿
critical﻿courses﻿as﻿well﻿as﻿the﻿cumulative﻿grade-point﻿average.﻿Midterm﻿grades﻿can﻿be﻿used﻿to﻿obtain﻿
an﻿early﻿indication﻿for﻿those﻿at-risk﻿and﻿to﻿offer﻿them﻿coaching﻿or﻿tutoring﻿in﻿order﻿to﻿help﻿them﻿get﻿
back﻿on﻿track.﻿But﻿this﻿would﻿require﻿that﻿all﻿instructors﻿assign﻿midterm﻿grades.
The﻿increased﻿scrutiny﻿by﻿stakeholders﻿requires﻿institutions﻿of﻿higher﻿education﻿to﻿become﻿more﻿
accountable﻿for﻿the﻿outcome﻿of﻿education﻿(Alexander,﻿2000;﻿Huisman﻿&﻿Currie,﻿2004;﻿Keams,﻿1998;﻿
Elton,﻿1998;﻿Kitagawa,﻿2003;﻿Dill,﻿1999;﻿Layzell,﻿1999;﻿Trow,﻿1996).﻿Considerable﻿time,﻿resources﻿and﻿
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money﻿is﻿wasted﻿when﻿students﻿do﻿not﻿graduate﻿on﻿time﻿or﻿do﻿not﻿graduate﻿at﻿all.﻿While﻿graduation﻿
and﻿retention﻿rates﻿have﻿been﻿the﻿subject﻿of﻿considerable﻿research﻿over﻿several﻿decades﻿(Alexander,﻿
2000;﻿Bailey﻿et﻿al.,﻿2006;﻿Lau,﻿2003;﻿Astin,﻿1997;﻿Lotkowski,﻿Robins,﻿&﻿Noeth,﻿2004;﻿DeShields,﻿Kara,﻿
&﻿Kaynak,﻿2005;﻿Hamrick,﻿Schuh,﻿&﻿Shelley,﻿2004;﻿Ishitani,﻿2006),﻿progress﻿has﻿been﻿slow.﻿Over﻿
the﻿past﻿decade﻿governments﻿have﻿embarked﻿on﻿instituting﻿performance-based﻿funding﻿(Alexander,﻿
2000;﻿Aggarwal﻿&﻿Ranganathan,﻿2018).﻿At﻿the﻿same﻿time﻿the﻿rise﻿in﻿tuition﻿has﻿received﻿much﻿public﻿
scrutiny﻿and﻿affects﻿enrollment﻿leading﻿to﻿fewer﻿revenues﻿for﻿colleges﻿(Jackson﻿&﻿Weathersby,﻿1975;﻿
Hemelt﻿&﻿Marcotte,﻿2011;﻿Paulsen﻿&﻿John,﻿2002).﻿The﻿outside﻿pressure﻿to﻿perform﻿better﻿and﻿to﻿be﻿
more﻿responsive﻿to﻿students’﻿and﻿legislators’﻿demands﻿with﻿less﻿funding﻿requires﻿universities﻿to﻿explore﻿
methods﻿of﻿becoming﻿more﻿efficient.﻿Research﻿has﻿shown﻿that﻿remedial﻿measures﻿such﻿as﻿tutoring﻿
and﻿coaching﻿for﻿at-risk﻿students﻿are﻿effective﻿in﻿preventing﻿dropout﻿(Topping,﻿1996;﻿Bettinger﻿&﻿
Baker,﻿2011).﻿However,﻿data﻿show﻿that﻿students﻿who﻿need﻿this﻿support﻿are﻿not﻿necessarily﻿seeking﻿it﻿
out.﻿Hence,﻿using﻿a﻿DSS﻿will﻿help﻿university﻿administrators﻿to﻿identify﻿the﻿students﻿who﻿need﻿help﻿
early﻿and﻿coach﻿them﻿to﻿get﻿back﻿on﻿track.
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