Abstract. A two points Taylor's formula for the generalised Riemann integral and various bounds for the remainder are established. Moreover, particular instances of interest are given.
Introduction
The generalised Riemann integral is variously known as the Kurzweil, the Riemann complete, and the gauge integral. It is also equivalent to the Perron integral, the descriptive DMntegral of Luzin, and the restricted total integral (also called the T*-integral) of Denjoy.
Newton introduced integration as antidifferentiation. Between 1912 and 1915, Denjoy [3] , Luzin [10] , and Perron [15] , realising that the Lebesgue and Newton integrals did not properly contain one another, gave new definitions of the integral to encompass both the Newton and Lebesgue integrals. The equivalence of the Denjoy and Luzin integrals is not difficult to prove while the equivalence of these to the Perron integral is due to Hake [4] , Looman [9] , and Aleksandrov [1] .
Kurzweil [7] introduced his integral for application to ordinary differential equations, and showed that it is equivalent to the Perron integral. Henstock [5] independently introduced this integral and developed its properties (see, e.g., [6] ).
In order to make the text self-contained we recall in the sequel some definitions and results on the generalised Riemann integral.
By a tagged partition T of [a, 6] we mean a set {xq,x\, ... ,x n \t\,t2, ..., t n } satisfying for some n > 0. A positive function (5 : [a, 6] -> R + = (0,oo) is called a gauge on [a, b] . Let 5 be a gauge on [a, 6] . Then the partition T is said to be The main aim of this paper is to provide a two points Taylor's formula for the generalised Riemann integral and establish various bounds for the remainder. Particular examples of interest will be given as well. We also notice, for instance, that one advantage for developing a Taylor two point representation is that one can compare the value at the midpoint with the average of values at the end points which have applications in theory of means and in convexity.
Identities
The following identity can be stated: 
Proof. Using Lemma 1 we can write the following two identities
Now, if we multiply (2.4) with A and (2.5) with (1 -A) and add the resulting equalities, a simple calculation yields the desired identity (2.1).
•
COROLLARY 1.
With the assumptions in Theorem 3 we have for each 
REMARK 4.
To the best of our knowledge the representation results from this section are new even in the non Kurzweil setting.
Upper and lower bounds for the remainder
Consider the polynomials 
If n = 2m -1 (m > 1), then
Proof. For n = 2m -1, we have the representation 
Using (3.6)-(3.8) we easily deduce (3.4).
For n = 2m, we have the representation (3.9) /(x)-T2m,A(x)
= (¿¡)! A I {X ~ t)2m /(2i " +1) {t) dt~(l-X)\(tx) 2m (t) dt
On making use of assumptions (3.2) and (3.3) for n = 2m, we get
and
Finally, the identity (3.9) and the inequalities (3.10) and (3.11) yield the desired result (3.5). The details are omitted.
• When global bounds for the (n + l) th derivative are available, the following more convenient result may be stated. 
for any x G [a, 6] and for any A € [0,1] while for n = 2m (m > 1) we have Now, let us consider the polynomials 
v4/so, for n = 2m -1 (m > 1) we have Ilm.
for any x G [a, Ò], while for n = 2m (m > 1) we have 
Error bounds in terms of p-norms
Moreover, the following result providing error bounds for the approximation of / in terms of the polynomials
may be stated. 
