Abstract. This paper addresses the design problem of practical (or satisfaction) output-feedback controls for stochastic strict-feedback nonlinear systems in observer canonical form with stable zerodynamics under long-term average tracking risk-sensitive cost criteria. The cost function adopted here is of the quadratic-integral type usually encountered in practice, rather than the quartic-integral one used to avoid difficulty in control design and performance analysis of the closed-loop system. A sequence of coordinate diffeomorphisms is introduced to separate the zero-dynamics from the entire system, so that the transformed system has an appropriate form suitable for integrator backstepping design. For any given risk-sensitivity parameter and desired cost value, by using the integrator backstepping methodology, an output-feedback control is constructively designed such that (a) the closed-loop system is bounded in probability and (b) the long-term average risk-sensitive cost is upper bounded by the desired value. In addition, this paper does not require the uniform boundedness of the gain functions of the system noise. Furthermore, an example is given to show the effectiveness of the theory.
Introduction.
Research on global stabilization control design for nonlinear systems has been accelerated over the last two decades. After the celebrated characterization of the feedback linearizable systems (see [13] ), a breakthrough was achieved with the introduction of the integrator backstepping design methodology (see [20] ), which provides a general constructive tool for designing global stabilization controls for nonlinear systems in or feedback equivalent to strict-feedback form. Since the early 1990s, a series of research results on strict-feedback systems have been obtained by using this methodology together with other design tools, such as nonlinear damping, tuning functions, and MT filters (see, e.g., [8] , [15] , [18] , [19] , [22] , [23] , [32] , [34] , and [38] ).
The research on risk-sensitive control can be traced back to the early 1970s, when Jacobson introduced the linear exponential quadratic Gaussian (LEQG) problem (see [14] ). Then, Whittle put a risk-sensitivity parameter into the cost, and solved the linear discrete-time problem (see [39] ). Bensoussan and van Schuppen considered the continuous-time case in their paper [4] . But the significance of the risk-sensitive control was not fully realized until the 1990s. It has been known that risk-sensitive control is more general than H ∞ control and H 2 control, and closely related to differential game problems (see, e.g., [9] , [10] , [17] , [31] , [37] , and [40] ). For example, when the noise vanishes, the large deviation limit of the risk-sensitive control is nothing but a deterministic differential game problem. These connections have initialized and accelerated the research on stochastic risk-sensitive controls over the last decade.
The design of controls for strict-feedback stochastic nonlinear systems has received intense investigation recently (see, e.g., [1] , [5] , [6] , [7] , [11] , [26] , [27] , [28] , [29] , [33] , and [35] ), where [7] , [11] , and [33] considered full state-feedback control design, and [1] , [5] , [6] , [26] , [27] , [28] , [29] , and [35] considered output-feedback control design. Under the assumption (A), "the disturbance vector field vanishes at the origin," [5] , [7] , and [11] studied the problem of designing a control to asymptotically stabilize the closed-loop systems in the large. Meanwhile, [1] , [6] , [26] , [27] , [28] , [29] , [33] , and [35] considered the control design to achieve the boundedness in probability of the closedloop system without using assumption (A). Specifically, [7] considered the disturbance attenuation problem; [35] considered the stabilization problem of systems with stable zero-dynamics; [33] , [26] , [1] , and [29] considered the design of satisfaction control under a quadratic, a quartic regulation, and a quadratic tracking risk-sensitive cost criterion, respectively. [1] used the assumption (B), "the gain functions of stochastic noise are uniformly bounded," while [26] , [29] , and [33] did not; [27] and [28] considered the reduced-order observer-based stabilization control design of the single-input multioutput stochastic nonlinear systems.
This paper studies the problem of output-feedback control design for a class of stochastic nonlinear systems in observer canonical form with stable zero-dynamics under a quadratic tracking risk-sensitive cost criterion. In general, the design of outputfeedback control is more difficult and challenging than that of full state-feedback control. Since the early 1990s, a general framework for studying output-feedback control problems has been developed. The key thought is to first introduce the socalled information state, which is a generalization of observer or filter, and then, by a measure transformation, to change the output-feedback control design problem into a full state-feedback problem of an augmented system (see, e.g., [2] , [3] , [12] , [16] , and [17] ). However, generally speaking, the equality (or inequality) of the information state satisfied is infinite-dimensional, to which an explicit finite-dimensional solution exists only for linear or special nonlinear systems (see [2] ). The method of this paper is different from the information state one and can be used to deal with more general inherently nonlinear systems. The objective of this paper is very practical: to search for a satisfaction control rather than an optimal one. This makes it possible to avoid the measure transformation. In order to get the explicit formula of the control, strictfeedback nonlinear systems are considered. The main results of this paper indicate that for any given risk-sensitivity parameter and desired tracking risk-sensitive cost value, a dynamic output-feedback control can always be constructively designed so that the closed-loop system is bounded in probability and the long-time average risksensitive cost is upper bounded by the desired value. While [1] considered assumption (B) to be essential, the current paper does not use this assumption. In addition, the value range of the characteristic parameter of the value function used for backstepping design is enlarged from 2 3 (see [26] ) to set ( 1 2 , 1). This provides control designers with a freedom in choosing the value function.
The remainder of the paper is organized as follows. Section 2 provides some notation. Section 3 describes the system model and formulates the control objective to be studied. Section 4 describes the constructive design procedure of the control by employing an integrator backstepping approach, and presents several important lemmas for the closed-loop performance analysis. Section 5 addresses the main results of this paper. Section 6 gives a simulation example to illustrate our theoretical findings. Section 7 gives some concluding remarks. The paper ends with two appendices. Appendix A introduces the definitions of stability notions asymptotically stable in the large and bounded in probability, and gives a key theorem of sufficient conditions for the solvability of the control problem. Appendix B provides some technical lemmas that play an important role in the control design and performance analysis.
2. Notation. Throughout this paper, N denotes the set of all natural numbers; R denotes the set of all real numbers, and R n denotes the real n-dimensional space, n ∈ N; C i denotes the set of all functions with continuous partial derivative up to ith order, i ∈ N, and C ∞ denotes the set of all smooth functions; for a given vector or matrix W , we use W to denote its transpose; Tr(W ) denotes its trace when W is square, i.e., the sum of all elements on the main diagonal line; we use |W | to denote the absolute value for scalar numbers, and W to denote the Euclidean norm for vectors and the corresponding induced norm for matrices; we also introduce the 
matrix with all zero elements and will be written as 0 for brevity when there is no confusion caused. We use I i to denote the i × i identity matrix. For a set A, I A denotes the characteristic function of the set. For any given symmetric matrix P , λ max (P ) and λ min (P ) denote its maximum and minimum eigenvalue, respectively.
In addition, when a function shows up for the first time, we will clearly write out its arguments, and then, for simplicity of expression in later use, we sometimes drop the arguments when no confusion is caused.
For a given stochastic system
are assumed to be continuous in t and locally Lipschitz in x; w is an s-dimensional vector-valued Brownian motion defined on a probability space (Ω, F, P); and V : [0, ∞) × R n → R is C 1 in t and C 2 in x.
. . .
where x = [x 1 , . . . , x n ] is the n-dimensional state vector, n ∈ N, and its initial value x(t 0 ) = x 0 is fixed but unknown; u is the scalar control input; y is the scalar measurable output; f i : R → R, i = 1, . . . , n, are the system nonlinearities depending only on output y; h i : R → R 1×s , i = 1, . . . , n, are the gain functions of the system noise depending only on y, s ∈ N; g : R → R is the nonlinear gain function of the control input u depending only on y; w ∈ R s is a vector-valued standard Brownian motion defined on probability space (Ω, F, P), with Ω being a sample space, F being a filtration, and P being the probability measure, s ∈ N; m ∈ N satisfies 0 ≤ m < n; and ρ = n − m ∈ N is the relative degree of the system. Unlike the problem of feedback stabilization, there is no need to require that the origin x = 0 n×1 be the equilibrium point of the open-loop system. This is because the purpose of the tracking control is to make the system output conform to the time-varying desired system output y d (t), rather than to steer the system state to the origin x = 0 n×1 .
Control objective.
The goal of control design is to make the solution process of the system (3.1) be bounded in probability and the following quadratic tracking risk-sensitive cost criterion achieve a predefined long-term cost value:
That is, for any given positive cost value R l (arbitrarily close to zero), the risk-sensitive cost J θ (y) is not greater than R l , where θ is called the risk-sensitivity parameter and y − y d is called the output tracking error. When θ > 0, the cost function weights heavily the large deviation of y − y d through the exponential operator, which leads to a risk-averse control design problem. The greater the value of θ, the more conservative is the controller. Actually, by the value of θ, the risk-sensitive problem can be classified (see [10] and [31] ) as follows: (i) when θ > 0, it is a risk-averse problem; (ii) when θ < 0, it is a risk-seeking problem; (iii) when θ → 0, the cost function converges to a standard integral cost, and so it is known as a risk-neutral problem.
In this paper, we will study only the case where θ is positive.
For convenience of expression, we give the following definition. Definition 3.1. For a given positive risk-sensitivity parameter θ, a controller u is said to achieve a guaranteed risk-sensitive cost R l (R l > 0) if the following inequality holds for the output of the closed-loop system:
In addition to the purposes of cost upper bound, we are also interested in achieving boundedness in probability for the closed-loop system. This notion, together with the asymptotical stability in the large, was introduced in the classical book [21] and has now been widely used. For the sake of the self-containedness of this paper, we will restate these two notions in Appendix A.
The system (3.1) can be rewritten into the following compact form:
where
For tracking purposes, the controller to be designed is time-varying in general, and so is the resulting closed-loop system, even though the original system is not. Thus, as in [26] and [33] , with the long-term average risk-sensitive cost criterion J θ (y), for a given desired cost value R l > 0, a practical risk-sensitive output-feedback tracking control is designed as
so that there exists a nonnegative value function V (t, x, ξ), which is C 1 in t and C 2 in (x, ξ) and radially unbounded with respect to x and ξ, satisfying the following Hamilton-Jacobi-Bellman (HJB) inequality:
From (3.5), it is easy to see that the essential difference between the stochastic HJB and deterministic HJB equations is that the former has the Itô term
∂x 2 hh ). How to deal with this term is the key to the control design and performance analysis.
4.
Output-feedback risk-sensitive control design. We shall design the output-feedback tracking controller in three steps. First, we introduce an observer to rebuild the system states. With the observer dynamics in the loop, we introduce a sequence of coordinate diffeomorphisms transforming the system into a lower triangular structure which is amenable to the application of integrator backstepping methodology. Then, we describe the control design procedure and present several lemmas, which will be used for the performance analysis of the closed-loop systems in the next section.
Observer design.
Since the states of (3.1), except for the state x 1 which can be obtained directly since y = x 1 , are unknown and need an observer to rebuild,
where k 1 , k 2 , . . . , k n are design constants such that all the roots of polynomial s n + k 1 s n−1 + · · · + k n have negative real parts. The initial condition for observer (4.1) is set by certain value x(t 0 ) = x 0 .
Let
. Both system output y and observer state vector x are available for control design. Denote the state estimation error as x = x − x. Then we have
Thus, with observer dynamics (4.1) in the loop, we have the following entire system:
System (4.3) has three parts, which are associated with the estimation error x, system output y, and observer states x 2 , . . . , x ρ , respectively. In particular, when ρ = 1, then m = n − ρ = n − 1. For this case, the second subequation of (4.3) shall be replaced by the following equation:
In the next subsections, with this entire system as starting point, we shall search for the desired controller.
Coordinate diffeomorphisms.
To prepare for the backstepping design in the next subsection, we introduce a series of ρ coordinate diffeomorphisms (see [36] ) so as to convert the entire system (4.3) into zero-dynamics canonical form, which is amenable to the application of integrator backstepping methodology.
The idea of such coordinate diffeomorphisms was first introduced in [30] and significantly modified in Chapter 8 of [24] . Our presentation, including the two cases of ρ = 1 and ρ > 1, is much more direct and easier to implement.
Case of
This means that control input appears in every subequation of (3.1) and (4.1). In this case, one coordinate transformation is sufficient to obtain the desired structure.
Then, by (4.3), we have the following dynamics for ς 0 :
By coordinate transformation we would like to transform the vector B 0 into one with all elements being zero except the first element, b n−1 . Let ς 1 = T 1 ς 0 , where T 1 is the same as I n , except with the first column replaced by [ 
is also the same as I n , except with the first column replaced by 1,
where 
.
Then, the dynamics of x, ζ, and η 1 can be expressed as follows:
This system is equivalent to the entire system (4.3) under the transformation
The structure of (4.5) makes the design of an output feedback controller much easier (see the latter design procedure for details).
Case of ρ > 1.
Let us now give the coordinate transformations for the case of ρ > 1. From the ρ transformations below one can see that there exist some essential differences between this case and the case of ρ = 1.
n). Then we have the following dynamics for
where matrix D 0 and function H 0 are the same as those of (4.4), and
By the first transformation, we would like to transform the matrix B 0 into one with all elements being zero except the ρth element, b m . Let ς 1 = T 1 ς 0 , where T 1 is the same as I n , except with the ρth column replaced by 0
is also the same as I n , except with the ρth column replaced by 0 1×(ρ−1) , 1,
is the same as D 0 except with the ρth and (ρ + 1)st columns replaced by [0
By the ith (i = 2, . . . , ρ − 1) transformation, we would like to transform the (ρ − i + 2)nd column of the matrix
is also the same as I n except with the (
This leads to
is the same as D 0 except with the (ρ − i + 1)st and (ρ + 1)st columns replaced by [0
Finally, by the last transformation, we would like to transform the second column of the matrix D ρ−1 into the first unit vector. Let ς ρ = T ρ ς ρ−1 , where T ρ is the same as I n except with the first column replaced by [ 
ρ is also the same as I n except with the first column replaced by [ 
is the same as D 0 except with the first and
Then η 1 = y, and the dynamics of estimation error, the zero-dynamics of ζ, and the lower triangular form for the dynamics of η 1 , . . . , η ρ can be expressed as follows:
This system is equivalent to the entire system (4.3) under the transformation [η 1 , . . . ,
The structure of (4.6) allows the design of an output feedback controller by using integrator backstepping methodology.
Control design procedure.
We now start to design the desired controller with the estimation error x and the zero-dynamics ζ (given by (4.5) for the case of ρ = 1 and (4.6) for the case of ρ > 1). To do so, let χ = [ζ , x ] ∈ R n+m . Then for both ρ = 1 and ρ > 1 we have
, and F and Φ are C ∞ . For the objective of a tight controller, the dynamics χ would be partitioned as
n−1 is not. Furthermore, χ a and χ b satisfy the following stochastic differential equations, respectively:
where F a , Φ a , and Φ b are C ∞ . Remark 4.1. From subsection 4.2 we know that E, G, L, and Ψ in (4.7)-(4.8) are differently defined with respect to ρ = 1 and ρ > 1, respectively, and so are W ,
, and Φ a . Thus, for the sake of the unambiguousness, these two cases will be separately handled below.
We are now in a position to develop a recursive construction procedure for the desired risk-sensitive controller.
Initial assignment.
First, we present the initial assignment for the entire design procedure.
By assumption A2, we know that matrix E is Hurwitz. This, together with the Hurwitz property of matrix A, implies that W is also Hurwitz. Therefore, there exists a symmetric and positive definite matrix P such that
We introduce a value function (or Lyapunov function) for the χ system:
Design constants c and δ will be specified later. Constant γ is pregiven and called the characteristic parameter of value function V 0 . Clearly, V 0 (χ) is positive definite and radially unbounded, and it vanishes at the origin χ = 0 (n+m)×1 .
Remark 4.2. Risk-sensitive control is much different from stochastic stabilization, and thus the methods developed by [5] , [6] , and [35] are not suitable for our control objective. Therefore, here we introduce a subquadratic function V 0 characterized by γ (see (4.10)), by which a method suitable for output-feedback risk-sensitive control design is developed.
Let z 1 = y − y d be the tracking error. Then, by assumptions A1 and A3, there exist a vector-valued smooth function F (y d , z 1 ) and a matrix-valued smooth function Φ(y d , z 1 ) such that
Proof. By (4.7) and the Itô formula we have
where σ 0 = ∂V0 ∂χ Φ is a row vector-valued function. In the above equality, we have used the technique of subtracting from and adding term 
. Clearly, since P is positive definite, so is
Then ξ a is available for feedback design and satisfies 0 ≤ ξ a ≤ ξ. For the first term of the second line on the right-hand side of (4.13), by using (4.11a), we have
Here and hereafter, ε 01 , ε 02 , ε 03 , and ε 04 are positive design constants to be determined later. For the term θ 4 σ 0 σ 0 dt on the right-hand side of (4.13), by (4.11b) we have
where p is a positive even integer (that is, it takes values in set {2, 
γ . For the last term on the right-hand side of (4.13), by (4.11b), we have
Substituting (4.15), (4.16), and (4.17) into (4.13), we get (4.12) with
The control design procedure will be presented for the two cases of ρ = 1 and ρ > 1 separately in subsections 4.3.2 and 4.3.3 below.
4.3.2.
Control design for the case of ρ = 1. Let us now present the control design for the system (3.1) with ρ = 1. From (4.5) and (4.7) we obtain the following overall systems:
It is easy to check that g 1 and h 1 are C ∞ .
Let 
, where V 0 is defined by (4.10) and Ξ 1 is to be specified later.
Then, by (4.12) and (4.21), we have (4.22)
In the above inequality, we have used the technique of subtracting from and adding to its right-hand side the terms . Therefore, we give the following estimate:
where (and whereafter) ε 11 and ε 1 are positive design constants to be specified. Define
Clearly, Δ 11 ≥ 0. Thus also, by Young's inequality, it is easy to see that Δ 12 ≥ 0.
If 
for the fourth term of the last line on the right-hand side of (4.22) we have
. Choose
where (and whereafter) κ 1 , κ 2 , . . . , κ ρ are positive design constants to be determined.
Thus, by substituting (4.23), (4.25), (4.26), and (4.27) into (4.22), and via some straightforward calculations, we get
Δ 1 = Δ 11 + Δ 12 , with Δ 11 and Δ 12 being defined by (4.24),
It is easy to check that C 1 , r 1 , and α 1 are C ∞ .
Thus, we can choose the function α 1 (y [1] d , χ a , η 1 ) in the following form:
From this and the definition of α 1 , i.e., α 1 = b n−1 g(y)u, we immediately obtain the following risk-sensitive controller:
Then, by (4.28) and (4.33), we have
4.3.3.
Control design for the case of ρ > 1. This subsection investigates the control design for the system (3.1) with ρ > 1. From the procedure addressed below, we know that the control design for this case is more complicated than that for the case of ρ = 1 given in subsection 4.3.2.
First, from (4.6) and (4.7) we obtain the following overall systems amenable for integrator backstepping design: (4.36) . . .
It is easy to check that g i , h i , i = 1, . . . , ρ, are C ∞ . Below is the backstepping design procedure, which involves ρ steps in all.
Step 1. Define variable z 2 = η 2 − α 1 (y [1] d , χ a , η 1 ) and value function V 1 = V 0 + Ξ 1 (y d )z 2 1 for this step, where α 1 is a smooth function known as a virtual control law and Ξ 1 is a positive and smooth function. Both α 1 and Ξ 1 will be specified in this step.
From (4.36) it follows that
Clearly, (4.37) has the same structure as that of (4.21). Then, as in the case of ρ = 1, the virtual controller α 1 can be given by (4.33), which is such that
where σ 1 , r 1 , Ξ 1 , Δ 1 , C 1 are defined as in the case of ρ = 1. This completes Step 1.
Step i (i = 2, . . . , ρ − 1). Suppose that from step 1 through to step i − 1 we have
. . , i, and value function
. Here Δ i−1, 1 and Δ i−1, 2 are given as follows:
By Young's inequality, it is easy to see that
Thus, by using the identity (see [25] )
we have
, where α i is a C ∞ function to be defined later. Then we have
all are smooth functions. Now we introduce the value function for this step as follows:
where Ξ i is a positive smooth weighting function to be determined below in this step. By (4.39) and (4.44), we have
. Then by noticing that σ i−1 is independent of χ b , we have (4.47)
Similar to (4.25) , by using (4.42) we have
. By Young's inequality, it is easy to see that Δ i2 ≥ 0. And similar to (4.43), there exists a smooth function Υ i (y
By assumptions A1 and A3, we know that there exist vector-valued smooth functions Ψ i (y
Then, for the last term on the right-hand side of (4.46), we have (4.51)
Choose (4.52)
Then we have
By substituting (4.47)-(4.52) into (4.46), we get 
Step ρ. It is easy to see that the results of Step i hold also for i = ρ, where η ρ+1 = b m g(y)u. Define the value function V ρ as in (4.45) with i = ρ for this step. Then, V ρ satisfies (4.57) with i = ρ. Set z ρ+1 = 0. Then, we arrive at the controller
where α ρ is defined by letting i = ρ in (4.56). Let
where Ξ ρ , σ ρ , r ρ , Δ ρ , and C ρ are defined in the same way as in
Step i (i = 2, . . . , ρ−1), with i being replaced by ρ. So far, we have completed the entire backstepping design.
Properties of the design procedure.
In this subsection, we give several properties of the design procedure above. To avoid duplication of the expression, here only the case of ρ > 1 is considered, since the case of ρ = 1 has the same properties.
By Lemmas B.1 and B.2, we have
where r ρ (y d ) = r 1 (y d ) is defined by (4.54) and ξ and φ(ξ) are defined in (4.10). Define 
The following lemma presents the method specifying the design constants. Lemma 4.2. For any given cost value R l > 0, risk-sensitivity parameter θ > 0, and characteristic parameter γ ∈ ( , ε 1 , ε 11 , β 1 , . . . , β ρ , κ 1 , . . . , κ ρ , such that the following inequalities hold:
where r is constant.
Proof. The proof can be accomplished by properly selecting a set of design constants.
Design constants δ, ε 01 , and ε 02 are chosen such that
For example, when γ = Then, for given γ ∈ ( 1 2 , 1), risk-sensitivity parameter θ, desired positive risksensitive cost value R l , given output y d , selected δ, ε 01 , p, and p 1 , and design constants ε 03 , ε 04 , c, and ε 1 are chosen such that 0 < ε 03 < pλ
, 12θδγ max
For given γ and selected constants c and δ, constant ε 11 is chosen such that
For given κ i 's, design constants β 1 , . . . , β ρ are chosen such that 
is positive definite and radially unbounded.
Clearly, min |y d |≤Cy d ,|y 
, χ a , z [i−1] ) and Lemma B.4 in Appendix B, we obtain the positive definiteness and radial unboundedness of
Thus, by induction, W 1 (χ, z) is positive definite and radially unbounded. The following two properties are largely straightforward. 
where constants c 1 and c 2 satisfy 
Main results.
In this section, we summarize the main results of this paper as a theorem. . is bounded in probability. Proof. We prove this theorem only for the case of ρ > 1 by construction. The proof for the case ρ = 1 is similar and straightforward, and so is omitted here.
For any given risk-sensitivity parameter θ > 0 and desired cost value R l > 0, section 4 provides a constructive design procedure of an output-feedback risk-sensitive controller. From Lemma 4.2, it is easily known that there are design constants such that inequalities (4.65) hold. Then, Lemma 4.3, (4.59), and the first two statements of Theorem A.1 imply statements 1 and 2.
Property 4.2, together with the third statement of Theorem A.1, leads directly to the boundedness in probability of [χ , z [ρ] ] . To show statement 3, let us first show the boundedness in probability of [η 1 , . . . , η ρ ] .
By η 1 = y = z 1 + y d and assumption A3, it is easy to see that η 1 is bounded in probability. Suppose that [η 1 , . . . , η k−1 ] is bounded in probability for ] are bounded in probability. This, together with y = x 1 , x 1 = y − x 1 , and [x 2 , . . . , x n ] = [ x 2 + x 2 , . . . , x n + x n ], leads to the boundedness in probability of [x , x ] . That is, statement 3 is true.
Remark 5.1. As for the value range of characteristic parameter γ in value function V ρ (or V 0 given by (4.10)), the following two points are considered. First, since χ b is unknown, in order to guarantee stability of the closed-loop system, we use 6. Example. Consider the second-order system
The purpose is to design u based on only y such that the output y of the closed-loop system tracks the sinusoidal signal:
Clearly, in this case, we have n = 2, m = 1, ρ = 1, and h(y) = [
. Design the following state observer:
Then, the estimation error x = [x 1 − x 1 , x 2 − x 2 ] satisfies the following equation:
. Then we have the following dynamical equation for ς 0 :
Let η = [η 1 , η 2 ] = ς 1 and ζ = η 2 . Then we have η 1 = y and the following dynamics used to control design:
In this case, we have Clearly, P is symmetric and positive definite. The eigenvalues of P are 0.3978, 0.9476, 2.3213, and thus, λ min (P ) = 0.3978, λ max (P ) = 2.3213.
By solving Lyapunov equation
Then we design the controller u(y
d , χ a , η 1 ) as follows: 7. Concluding remarks. In this paper, the practical output-feedback control design problem of stochastic nonlinear strict-feedback systems in observer canonical form with stable zero-dynamics under a long-term tracking risk-sensitive cost criterion is investigated. A state observer is designed to guarantee an exponentially convergent state estimate when there is no disturbance. By introducing a state-transformation, we transform the system with the state observer in the loop into a lower triangular structure. And then, for any given risk-sensitivity parameter and desired cost value, by using an integrator backstepping method, we present constructively the outputfeedback control design algorithm. The cost function adopted here is of quadratic form usually encountered in practice, rather than the quartic one used to avoid difficulty on controller design and performance analysis of the closed-loop systems. It is shown that under our control design (a) the closed-loop system is bounded in probability, and (b) the long-term average risk-sensitive cost of the closed-loop systems is upper bounded by the desired value. Besides, the value range of the characteristic parameters of the value function is investigated. As a special case when system vector nonlinearity and stochastic disturbance vector field vanish at the desired output y d , it can be expected that there exists a control such that the closed-loop system is asymptotically stable in the large and admits a zero risk-sensitive cost. This question is now under study.
then the solution of system (A.1) is bounded in probability. 
then the zero solution of the system (A.1) is asymptotically stable in the large.
Proof. Define V = V + R l . Clearly, V is nonnegative and satisfies
Then, by Theorem 4.1 of Chapter III of [21] , statement 1 follows. For statement 2, fix t 0 = 0 and x 0 ∈ R n . By (A.4), we have
Then ζ(T ) is a supermartingale (see [33] ), and E(ζ(T )) ≤ E(ζ(0)) = 1 ∀T ≥ 0. Thus, we have
This establishes statement 2. For statement 3, fix t 0 ∈ [0, ∞) and x 0 ∈ R n . Let
Then, by (A.3) and (A.5), we have, for sufficiently large c ∈ [0, ∞) and any t ≥ t 0 ,
Since the fact that By Theorem 4.4 in Chapter V of [21] , the zero solution of system (A.1) is asymptotically stable in the large.
Appendix B. Technical lemmas.
Lemma B.1. Let n ∈ N, P be an n × n-dimensional symmetric positive definite matrix, γ ∈ ( Proof. Clearly, for any nonzero vector x ∈ R n , we have Π(x, c) > Π(x, 0) = 0 ∀c ∈ (0, ∞).
From this together with Π(0 n×1 , c) = 0 ∀c ∈ (0, ∞), it follows that Π γ (x, c) ≥ 0 ∀x ∈ R n , ∀c ∈ (0, ∞). Let us next prove the properties of M γ . From the definitions of λ max (P ) and λ min (P ), it follows that for any nonzero vector x ∈ R n , λ min (P ) ≤ x P x x 2 ≤ λ max (P ). Therefore, there is a nonzero x 1 ∈ R n at which Π γ (x, c) reaches its maximum. Furthermore, we can show that x 1 ∈ X 0 , since otherwise there would be x 1 P x 1 < λ max (P ) x 1 2 . Take x 0 ∈ X 0 such that x 0 = x 1 . Then, This contradicts the fact that x 1 is the maximum point of Π γ (x, c). Thus, there must be In other words, the vector maximization problem has been transformed into a scalar one in α of the following two-variable function f (α, c): Let us next show the radial unboundedness of V (X, x) by contradiction. Suppose there were a sequence of {X k , x k , k ∈ N} satisfying lim k→∞ ( X k + x k ) = ∞ and a constant C > 0 such that V (X k , x k ) ≤ C < ∞ ∀k ∈ N. Then, there would be V 1 (X k ) ≤ C ∀k ∈ N and Ξ(X k )V 2 (x k ) ≤ C ∀k ∈ N. Noticing the positive definiteness and radial unboundedness of V 1 , one can show that there is a constant δ 1 (C) > 0 such that From this and (B.5) we have X k + x k ≤ δ 1 (C) + δ 2 (C/M ) < ∞ ∀k ∈ N, which contradicts lim k→∞ ( X k + x k ) = ∞. Thus, V (X, x) is radially unbounded.
