Experimental results show the system model can effectively eliminate the malicious behaviors from undesirable users, reduce users' damages caused by virus and achieve a two-way defense for both cloud and client.
Introduction
In the face of continuing malicious attacks, the simple methods of intrusion detection, virus detection and secure login protocol have been unable to cope with a variety of network attacks and damages, therefore cloud security and trusted cloud [1] came into being. Cloud security is intended to eliminate existing viruses, trojans and malicious files in the network. Trusted cloud is guaranteed safe from the user terminals; combining the idea of trusted network [2] , it evaluates, forecasts, monitors and manages user behaviors to eliminate malicious attacks to data center from undesirable users and hackers in the cloud to enhance the security of the cloud environment.
In recent years, many scholars began the research of the trust mechanism to make up the defect of traditional security mechanisms that the trust of user behaviors was not considered. Song et al. [3] propose a dynamic trust model based on fuzzy logic under grid environment, this model has better capacities of detecting and defending malicious entities, while the downside is that the convergence of computing and system scalability are poor, it does not consider the calculation of the indirect trust and the trust can not reflect the overall credibility. Power-Trust [4] is a P2P reputation system based on the power law distribution, the system uses power law to collect feedback from local nodes, and gets global reputation through the super-nodes generated from queuing mechanism, significantly improves the accuracy of global reputation and accelerates the rate of polymerization. Jameel introduces vector operation mechanism to establish the trust model [5] , its most notable feature is the introduction of the trust factor, historical factors and the time factor to reflect dynamic trust relationship, but it can not solve the cheating behaviors when recommending and has no risk analysis. A new trust quantitative model based on multi-dimensional decision-making properties is proposed in paper [6] ; it introduces direct trust, risk function, feedback trust, activation function and physical activity level and other decision-making attributes to assess the complexity and uncertainty of trust relationship from various angles.
Through analyzing and comparing the existing trust models, studying the trusted cloud and reputation technology of the client cloud [7] , in this paper we change traditional ideas of network defense which are for their own business and propose a trust-based defensive system model in the cloud environment. This model has integrated trust and risk evaluation mechanisms and provides maximum security defense to customers in the cloud and the network security and defense functions are provided as services to end customers.
Architecture of Defensive Model
Cooperation between network services, resources, applications provided by cloud computing and customers depends on the trust relationship between them. In this paper, the system model is built by borrowing the idea of trusted network, therefore the network entities' behavioral states can be monitored, behavioral outcomes can be assessed and abnormal behaviors can be controlled [8] .
Physical Structure
The system consists of Cloud Client (CC), File Monitoring and Analyzing center (FMA),
Behavior Monitoring center (BM) and Trust Management center (TM) in which CC is a lightweight terminal located in the client and the rest are high-performance large-scale servers in the cloud. Figure   1 shows model's physical structure. CC is responsible for submitting samples of suspicious files and executes the final decision.
FMA is composed of file detecting engines and file behavior analyzing engine. Using virtualization technology and multi-engine detection mechanism, FMA takes a full inspection to the uploaded suspicious files and returns the test results to the customer.
BM is consisted of a behavioral evidence obtaining module and a standardizing module. It monitors customers' behaviors continuously, obtains and standardizes users' behavioral evidences.
TM is consisted of a behavior database, a behavioral trust evaluating module and a trust database.
It stores users' behavioral evidences, evaluates users' trust degree and saves users' overall trust degree.
Logical Structure
To provide security and defensive services for the massive clients, this model is designed to take full advantages of the high computing power and storage power of the cloud computing. At the same time, the system monitors and assesses users' behaviors to eliminate malicious attacks from undesirable users which are in interaction in the cloud to achieve a two-way defensive purpose. Figure 2 shows the flow chart of the model. respectively represents p+1 trust levels for Tr, where 0<C p <1 and 1≤p≤m. C has following properties:
, and C k+1 is stronger than C k , then we say C is an ordered partition class. Where C k etc. are defined by definition 3. When a user requests to the cloud for services, the user will be decided his service level based on his trust level to reduce existing potential risk of the user. So, the decision-making function for suspicious files trust levels is
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Obtaining Evidences
User's behavioral evidences (evidences for short) can be obtained directly from the detection of system software and hardware, which are the base values for quantitatively assessing user's overall behaviors [9] . Current methods for obtaining evidences are: intrusion detection systems, such as Snort, which can detect worms, vulnerabilities, port scanning and a variety of suspicious behaviors; network traffic detection and analysis tools, such as Bandwidthd, you can view highly detailed IP traffic and network status; professional network data collection tools, such as Flunk's NetFlow Tracker, which can get real-time network bandwidth utilization and bandwidth usage of different users and so on. (4) Where, (a ij ) min and (a ij ) max respectively express the minimum and maximum evidence.
Standardizing Evidences
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Evaluation Model based on FAHP
AHP (Analytic Hierarchy Process) is a system analysis method combining qualitative and quantitative analysis [10] . The traditional AHP has following shortcomings [11] : it uses nine scales to construct judgment matrix and this is too complex in practice; it needs to judge and build matrix continuously until the matrix meets consistency verification with large calculation and low precision.
In order to overcome the problems in AHP, this paper uses fuzzy analytic hierarchy process (Fuzzy AHP). FAHP uses three scales to construct a judgment matrix to facilitate decision-makers easily decide in two factors which is relatively important; and the initial judgment matrix is transformed into the fuzzy consistent matrix that satisfies the consistency condition without consistency test.
A Hierarchical Structure of Evidences
Evidences are divided into several trust properties gradually by layer, and then broken down into specific evidences' types, which can effectively resolve the general and uncertain problems of user's behavioral trust under cloud computing. A hierarchical structure of evidences is shown in Figure 3 . 
The assessment of user behavior character

Evaluation Model for Suspicious Files
Suspicious files may be user's normal files, original virus files, files infected by virus, files corrupted by virus, malicious software and so on. In order to reduce the losses caused by viruses and malicious software, we use multi -engine detection mechanism and dynamic behavior analysis to test comprehensively the suspicious files uploaded by the user.
Multi-engine detection mechanism
As a single engine can not conduct a comprehensive inspection to suspicious files, file detection engine in File Monitoring and Analysis center (FMA) then uses multi-engine detection mechanism.
(1) Suppose we use n kinds of detection engines denoted as Eg={Eg 1 ,Eg 2 ,…,Eg n } and the accuracy of the engines is Per={Per 1 ,Per 2 ,…,Per n }.
(2) Using n kinds engines to test a single suspicious file, we can get n kinds detection results R= Malicious, FMA will directly return the results to the user for the final decision.
Dynamic behavior analysis of suspicious files
When the file's trust level is Unknown, FMA will hand the file to the file behavior analyzing engine, which is consisted of feature database of malicious files and the virtual machine. The Unknown file will be run in the virtual machine for real-timely dynamic analysis of behaviors.
Experimental simulation and description
Experimental environment consists of 3 servers, 1 router and 6 clients. We use C#.Net to realize the certification and authorization module, the behavioral evidence standardizing module, the file detection engines and the behavioral trust evaluating module; suspicious files are run in VMware workstation and analyzed dynamically; kinds of services under the experimental environment are monitored continuously by NetFlow Tracker and the test scenario is a small cloud storage system.
(1) According to Section 2. Parameter settings are shown in Table 1 . (2) When a user is in the process of interaction with the cloud, BM continuously monitors the user and puts his behavioral evidences into the behavior database, the trust evaluating module assesses the trust degree of the user to identify and predict the possible unforeseen circumstances and real-timely informs the certification and authorization module to revise to the service level of the user.
(3) This system uses multiple detection engines and their accuracy Per are shown in the following [12] : GData(Per=99.9%)、 AntiVir(Per=99.8 %)、 AVAST (Per=99.3%)、 Norman(Per=96.6%)、 Trend Micro(Per=90.3%)、Kingsoft(Per=80.1%).
Example of trust evaluation
12 kinds of evidences (see evidence level in Figure 3 ) in a half-hour from a client are obtained by
Behavior Monitoring center. Through Section 3.2, evidences are normalized and convert to average evidence values that are shown in Table 2 . 
EP
The fuzzy consistent matrix is converted from EP by equation (6) 
Q
The weight vector of evidences relevant to the performance character can be calculated by equation (7) According to Section 6.1 we can see, this user has high credibility level that can edit and download files in the small cloud storage system.
Experimental Comparison
Experiment 1: The experimental comparison result of two different trust evaluation mechanisms respectively based on FAHP and AHP Figure 4 shows the following circumstance: In the interaction between the client and the cloud, when we gradually increase the proportion of malicious acts such as illegal connections and scanning important port, the changes of the overall trust degree. With increase in the proportion of malicious behaviors, trust value calculated by mechanism based on FAHP has a large decline compared to that of AHP and is more compatible with human reasoning. Combined with the settings in Section 6.1, we find that user with low credibility can be monitored out by FAHP earlier and faster than AHP, which is conducive for certification and authorization module to update the client's service level and reduce the risk of the cloud. Experiments were carried out for the following three cases: 1) case is using multi-engines detection mechanism proposed in this paper to conduct a comprehensive inspection to suspicious files and determine their trust level; 2), 3) are using different single-engine to test, as a reference for the first case. Test results of suspicious files are shown in Table 3 . From Table 3 , we can see that even for the same suspicious files, test results show great difference because of different detection engine (AntiVir and AVAST), so Trusted file could be mistaken for the Malicious one, thereby the client may be affected to make final decisions to suspicious files. Our system is based on multi-engines detection mechanism and conducts the integrated decision-making to test results, which can effectively avoid the above situations.
Performance Comparison
Using AHP to determine the weight of evidence, consistency test is needed. Because AHP uses nine scales to conduct the judgment matrix, excessive subjective judgments can easily bring deviation so that the matrix does not meet the consistency condition. At this point, the matrix need to be adjusted by number of experts' re-determine and a series of iterative computing, as the evidence layer is larger and the order of judgment matrix is higher, which means a large computing and communication overhead. In this paper, the experiment found that the average adjusted time is 3 when conducting the judgment matrix that meet the consistency condition using AHP method.
Without iterative calculation, FAHP method used in this paper can construct the fuzzy consistent matrix that meets the consistency condition just one-off. Therefore, under the same computation and communication, the computing time of our model can be shortened 1/3, so user's trust level and authorities can be judged faster. Therefore, the complex and time cost is greatly reduced.
Conclusion
Due to the severe security problems that cloud computing faces, combining the idea of trusted cloud, this paper presents a defensive system model based on trust. Taking the diversity of users' behavioral evidences into account, in order to conduct a more scientific and accurate trust evaluation, our system introduces FAHP to achieve the quantitative assessment of behavioral trust; considering the huge losses caused by viruses to the user, this system model uses multiple detection engines to conduct a comprehensive inspection of suspicious files. Experiments show that our model can not only effectively monitor and assess users' behaviors, but also provide users with security and protection services to achieve a two-way defense.
