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Leksikalna gostota in variabilnost v strojnih prevodih 
 
Nevronski strojni prevajalniki so v zadnjih petih letih postali primarna izbira med sistemi prevajanja. 
Raziskave kažejo, da tvorijo bolj kakovostne prevode, zato hitro nadomeščajo starejše statistične 
prevajalnike. Medtem ko naj bi za nekatere jezikovne kombinacije že dosegali prevode na ravni 
človeških, je strojno prevajanje z nevronskimi prevajalniki, ki vključuje slovenščino, še precej 
neraziskan teritorij. Poleg klasičnega ugotavljanja kakovosti skušamo v magistrskem delu nasloviti 
tudi vprašanje pestrosti besedišča strojnih prevodov in morebitne razlike s človeškimi prevodi in 
prevodi statističnih prevajalnikov na makro ravni. Z namenom iskanja teh razlik uporabimo 
kvantitativne metode za analizo leksikalne gostote in leksikalne variabilnosti, najprej človeških 
prevodov literarnega, tehničnega in kulinaričnega besedila, nato pa še njihovih strojnih prevodov z 
dvema nevronskima in enim statističnim prevajalnikom. Ugotavljamo, da je z vidika leksikalne 
gostote človeškim prevodom najbližji eden od nevronskih prevajalnikov (Google Translate) in da v 
primerjavi z drugima prevajalnikoma hkrati ustvarja tudi najboljše prevode. Z vidika pestrosti 
besedišča rezultati kvantitativnih metod kažejo, da strojni prevodi v primerjavi s človeškimi 
pravzaprav izkazujejo še večjo variabilnost besedišča. Preko bolj kvalitativnega pristopa pa kljub 
vsemu ugotavljamo, da rezultati kvantitativnih metod, predvsem z vidika pestrosti besedišča, niso 
vedno zanesljivi. Iz tega razloga bi bilo ugotovitve potrebno nadalje raziskati ali pa uporabiti bolj 
natančne in premišljene metode. 
Ključne besede: strojno prevajanje, nevronski prevajalniki, leksikalna gostota, leksikalna 
variabilnost, kvantitativne metode 
 
Abstract 
Lexical density and variability in machine translations 
 
In the last five years, neural machine translators have become the primary choice among translation 
systems. Research shows they produce higher-quality translations which is why they are quickly 
replacing older statistical systems. While they seem to have already achieved human parity for some 
language combinations, neural machine translation involving Slovenian is still a relatively poorly 
investigated territory. In addition to the classical quality assessment, this thesis tries to address the 
question of lexical richness of machine translations, possible differences compared to human 
translations and statistical machine translators on a macro level. To discover these differences, we use 
quantitative methods to analyse lexical density and lexical diversity, first for human translations of a 
literary, technical and culinary text, then their machine translations using two neural and one statistical 
machine translation system. With regard to lexical density, our findings show that one of the neural 
translators (Google Translate) is the closest to the human translation, and that it generally outperforms 
the other two systems in terms of translation quality. From the perspective of lexical richness, results 
obtained by quantitative methods show that machine translations exhibit greater variation of 
vocabulary than human translations. However, our qualitative analysis has shown that results obtained 
through quantitative methods, particularly those regarding lexical variety, are not always reliable. 
Thus the findings should be further investigated or replicated using more precise and targeted 
methods.  
Keywords: machine translation, neural translation systems, lexical density, lexical variability, 
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V novem tisočletju postaja vse bolj razširjena in prisotna najnovejša in dolgo iskana 
sposobnost strojev: umetna inteligenca. Ta v zadnjih desetletjih izkazuje resnično 
(nad)človeško raven delovanja na različnih področjih. Eno od področij, ki je bilo dolgo časa 
rezervirano za ljudi, je jezik in prevajanje, a v zadnjih petih letih tudi to področje navdušuje 
napredna umetno inteligentna tehnologija, nevronski prevajalniki. Ti naj bi bili za razliko od 
predhodnih vrst strojnih prevajalnikov bolj človeški že po sami strukturi, saj jih sestavljajo 
nevronske mreže, narejene po navdihu človeških možganov. Bolj človeški so s še enega 
vidika, in sicer, da nam je njihovo notranje delovanje, torej posamični koraki na vmesni poti 
od izhodišča do rezultata, skrito in pogosto nerazumljivo. Nekateri raziskovalci sicer že 
trdijo, da so nevronski strojni prevodi dosegli raven človeških (human parity), na primer za 
smer kitajščina>angleščina (Hassan et al. 2018), a kasneje se je izkazalo, da to drži le na ravni 
povedi, ne celotnega besedila (Läubli, Sennrich  in Volk 2018). 
Prepuščanje procesa prevajanja strojem ni nova ideja. Zaradi naraščajočih potreb po 
prevodih, predvsem po drugi svetovni vojni, so prevajanje skušali avtomatizirati s pomočjo 
sodobnih izumov, tj. računalnikov. Tako so v 50. letih najprej preizkušali prevajalnike s 
pravili, v 70. statistične prevajalnike, v novem tisočletju pa so svoj pečat pustili predvsem 
nevronski prevajalniki. Prevajanja je tudi danes vse več in več, saj na potrebe vpliva ne le 
globalizacija, temveč tudi vse večje število raznih novih elektronskih medijev in platform. 
Besedil (v takšni in drugačni obliki) je na spletu vsak dan več, prav tako pa tudi uporabnikov 
spleta, s tem pa se večajo tudi potrebe po prevajanju v čim večje število jezikov. Ker potrebe 
narekujejo trg, je za mnoge (prevajalska in druga podjetja) nujno, da proces prevajanja 
optimizirajo, tako z vidika hitrosti kot z vidika stroškov in kakovosti. Za prvi in drugi vidik 
je strojno prevajanje odlična rešitev: računalniki so pri prevajanju mnogo hitrejši od ljudi, 
finančni vložek pa je veliko manjši kot plača prevajalca. Zaplete se seveda pri tretjem vidiku, 
kakovosti, ki je pri strojnih prevodih pogosto bolj vprašljiva kot ne. Zato se vse več in več 
kombinira strojno prevajanje z naknadnim človeškim popravljanjem (post-editing), s čimer 
naj bi dosegli zadovoljiv standard kakovosti, pri tem pa privarčevali čas in denar.  
Med aktivnimi prevajalci pa tudi raziskovalci prevodoslovja so se vzporedno s porastom 
strojnega prevajanja oblikovala tudi različna vprašanja in skrbi. Prvi se na primer bojijo, da 
bi jim strojno prevajanje v prihodnosti lahko odneslo vir dohodka ali ga občutno zmanjšalo, 
drugi pa se sprašujejo na primer o vplivu strojnih prevodov na človeške popravljalce in vplivu 
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strojnih prevodov, popravljenih ali surovih, na splošno jezikovno krajino (Beguš 2019). 
Strojni prevodi se namreč lahko pojavijo na spletu brez posebne navedbe, da gre za strojne 
prevode in se tako predstavljajo kot referenčna besedila, tako za govorce kot tudi za strojne 
prevajalnike, ki te podatke črpajo. Tako se poraja tudi vprašanje, na kakšen način se strojni 
prevodi (še) ločijo od človeških in kako so nevronski prevajalniki v primerjavi s statističnimi 
bolj podobni človeškim, glede na to, da pri svojem delovanju posnemajo živčne sisteme 
bioloških organizmov? In kako bi lahko človeške prevode od strojnih razlikovali po 
splošnejših lastnostih, ne da se spuščamo v podrobnosti na raven posamičnih povedi, stavkov, 
besed?  
Razvoj korpusnega jezikoslovja v 70. letih je na voljo ponudil raziskave na večjih vzorcih 
besedil, zato so se bile od takrat opravljene mnoge kvantitativne raziskave. V devetdesetih 
letih se je tako z vnemo raziskovalo značilnosti in razlike človeških prevodov v primerjavi z 
izvirniki. Raziskave (npr. Laviosa 1993) so utemeljevale fenomen prevajalščine 
(translationese), tj. posebnega jezika prevedenih besedil, ki se razlikuje od izvirnih, 
neprevedenih besedil in je viden prek prevodnih univerzalij (Baker 1993). Na podoben način 
se v kontekstu strojnega prevajanja in popravljanja prevodov zdaj išče tudi fenomen »strojne 
prevajalščine« (machine translationese) in »popravljalščine« (post-editese); slednja naj bi 
bila potencirana različica prevajalščine (Toral 2019), ter v zvezi s tem vpliva strojnih 
prevodov na popravljalca.  
Čulo in Nitzke (2016) prek raziskovanja variabilnosti prevodov terminologije ugotavljata, da 
popravljeni strojni prevodi izkazujejo vpliv strojnih prevodov, tj. izražajo značilnosti 
»popravljalščine«, in da so tako bližje strojnim kot človeškim prevodom istih besedil. Vpliv 
strojnih prevodov na popravljalce (ang. priming) razišče tudi Antonio Toral (2019), v 
motivaciji in upanju, da bi lahko izsledki privedli do razlikovanja (popravljenih) strojnih 
prevodov od človeških prevodov. Prek merjenja leksikalne pestrosti in variabilnosti 
ugotavlja, da so popravljeni strojni prevodi na splošno bolj poenostavljeni in normalizirani 
kot človeški ter da izkazujejo večje presevanje izvirnika. Razišče in ugotovi tudi, da se 
razlikujejo tudi sistemi strojnih prevajalnikov: statistični izkazuje večjo variabilnost 
besedišča in večjo leksikalno gostoto kot nevronski.  Z opazovanjem leksikalne gostote in 
variabilnosti se pojava lotijo tudi Castilho, Resende in Mitkov (2019), ki pa svojo raziskavo 
razdelijo na dve zvrsti. Tako pridobijo različne rezultate, pri literarni zvrsti ugotavljajo, da 
človeški prevodi izkazujejo večjo variabilnost od izvirnikov, medtem ko med strojnim in 
človeškim prevodom s tega vidika ni znatnih razlik. Pri merjenju leksikalne gostote ugotovijo 
  
3 
nasprotujoča si trenda za leposlovje in novičarska besedila; pri prvih ima najvišjo gostoto 
človeški prevod in najnižjo izvirnik, pri drugih pa je ravno obratno. Hipoteze prevodnih 
univerzalij potrdijo predvsem na osnovi analize prevodov novic in ne za literaturo, zato 
izpostavljajo, da ima veliko vlogo že sama zvrst oziroma vsebinsko področje. Poleg potrditve 
hipoteze Torala (2019), da so popravljeni prevodi bolj kot človeškim bliže izvirnikom in 
strojnim prevodom in da to dokazuje vpliv strojnih prevodov na popravljalce prek 
prednostnega vrednotenja (priming), ugotavljajo tudi, da se to razmerje obrne z bolj globokim 
popravljanjem strojnega prevoda. Z drugimi besedami, popolno popravljanje (full post-
editing) rezultira v besedilih, ki so bližje človeškim prevodom, kot zgolj delno popravljanje 
(light post-editing). Vanmassenhove, Shterionov in Way (2019) pa naslavljajo še en vidik 
strojnega prevajanja, in sicer izgubo pestrosti besedišča. Ugotavljajo, da vsi uporabljeni 
modeli preko izgube leksikalne variabilnosti izkazujejo nižjo pestrost od človeških prevodov, 
kar prikazuje postopek prekomernega poenostavljanja. Pri tem tudi oni ugotavljajo, da 
statistični prevajalniki na makro ravni ohranjajo večjo bogatost besedišča kot nevronski. 
Glede na izsledke zgornjih raziskav, ki skušajo opredeliti razlike med izvirniki in človeškimi 
prevodi, človeškimi prevodi in strojnimi prevodi ter strojnimi prevodi in popravljenimi 
prevodi, smo se tudi v pričujočem delu odločili raziskati te značilnosti in razhajanja za 
prevajanje iz angleščine in slovenščino. To storimo na podlagi kvantitativnih metod, pri 
čemer se opremo predvsem na dve, leksikalno gostoto in leksikalno variabilnost. Pri tem 
vključimo več spremenljivk, in sicer tri različne besedilne zvrsti (roman, tehnična navodila 
za uporabo in kuharska knjiga) in tri različne strojne prevajalnike (Googlova statistični in 
nevronski prevajalnik ter Microsoftov nevronski prevajalnik). 
Naloga v prvih dveh poglavjih postavlja teoretični okvir. V poglavju 2 predstavlja strojno 
prevajanje s svojimi različnimi sistemi, modeli in metodami. V poglavju 3 se posvetimo 
leksikalni gostoti in leksikalni variabilnosti kot dvema poglavitnima kvantitativnima 
metodama, uporabljenima v praktičnem delu, in predstavimo sorodne raziskave v korpusnem 
jezikoslovju. Sledi praktični del naloge, začenši s poglavjem 4, ki predstavi izbrano gradivo 
in njegovo predhodno obdelavo ter uporabljena orodja. V poglavju 5 predstavimo rezultate 
analize leksikalne gostote, v poglavju 6 pa leksikalne variabilnosti, pri čemer sta poglavji 
notranje razdeljeni na analizo enobesednih in večbesednih enot. Kvantitativni analizi sledi 
tudi delna kvalitativna analiza, predstavljena v poglavju 8. V devetem poglavju pa za konec 
predstavimo še posebnosti prevodov in prevajalnikov. 
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1.1 Namen dela 
Namen dela je ugotoviti, ali je mogoče na podlagi globalnih značilnosti besedil ločiti strojne 
prevode od človeških in kako. Zanima nas tudi, ali se na tej ravni kažejo razlike med 
starejšimi, statističnimi prevajalniki in novejšimi, nevronskimi prevajalniki. Zaradi relativno 
novega pojava nevronskih prevajalnikov v slovenskem okolju še ni bilo opravljenih veliko 
raziskav, sploh pa ne z vidika leksikalne gostote in variabilnosti, zato delo skuša nekako 
zapolniti tudi to praznino. 
1.2 Hipoteze 
V nalogi bom raziskala dve hipotezi: 
A. Strojni prevodi imajo nižjo leksikalno gostoto kot človeški prevodi in nižjo 
variabilnost besedišča. 
B. Prevodi nevronskega prevajalnika bodo izkazali nižjo variabilnost besedišča in nižjo 
leksikalno gostoto kot prevodi statističnih prevajalnikov. 
Poleg zgornjih dveh hipotez me bo zanimalo tudi naslednje: 





2 Strojno prevajanje 
Zgodovina strojnega prevajanja sega daleč nazaj. Ideje o mehanskih napravah, ki bi prevajale, 
so se pojavile že po srednjem veku (Vintar 2016, 67) oziroma v 17. stoletju (Hutchins in 
Somers 1992, 5), prvi patenti tovrstnih naprav že pred razvojem računalnikov v 30. letih 
(ibid.), bolj poglobljeno raziskovanje, poskusi dejanskega razvoja in konference na to temo 
pa so bili praktično vzporedni razvojem računalnikov in tako segajo v 50. leta (ibid, 6). 
Razvoj naprednih strojev in strojnega učenja je že od nekdaj gnala želja po večji 
produktivnosti in učinkovitosti, tako z vidika hitrosti kot stroškov. Zdaj, bolj kot kadarkoli 
prej, je težnja po večji produktivnosti še večja. S porastom digitalizacije, ki še kar poteka, se 
vse več aspektov sveta seli v digitalni svet. Poleg različnih informacijskih tehnologij 
(aplikacije, operacijski sistemi, pametne naprave) so digitalno obliko prevzele tudi druge 
storitve, dejavnosti in podatki, med drugim je večjo vlogo in prostor zavzelo predvsem 
oglaševanje. Vse to se v velikem delu predstavlja preko jezika in besedil v različnih oblikah, 
dostopnih prek medmrežja, ki povezuje praktično ves svet. Temu sledi tudi potreba podjetij 
in drugih organizacij, da bi svoje storitve ponudili in približali čim večjemu delu sveta in 
posledično pridobili čim večje število uporabnikov in kupcev, za kar je potrebna tudi 
jezikovna prilagoditev. Z večanjem materiala na eni strani in naslovnikov na drugi naraščajo 
potrebe po prevajanju, predvsem pa po strojnem prevajanju, ki je v primerjavi s človeškimi 
prevajalci veliko bolj privlačno, saj je cenejše, obenem pa mnogo hitrejše in izvedljivo 
praktično čez noč.  
Razvoj tehnologije pa je, morda kot posledica ali nuja zaradi zgoraj navedenih trendov, 
(končno) dosegel dolgo časa iskano sposobnost strojev: umetno inteligenco. Ta naj bi bila, 
tako kot ljudje, sposobna učenja in reševanja problemov. V zadnjih desetletjih se je razširila 
na najrazličnejša področja in ima izjemno raznovrstne uporabe, od iskanja potencialnih 






3 https://www.nytimes.com/2019/05/22/world/asia/china-surveillance-xinjiang.html  
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trgovanja na borzi4, do bolj ustvarjalnih nalog, kot je umetnost5. V zadnjih petih letih so svoj 
razcvet pod okriljem umetne inteligence doživeli tudi nevronski strojni prevajalniki. 
Razumevanje, obdelava in prevajanje človeškega jezika za umetno inteligenco še vedno 
predstavljata enega težjih problemov, njegova rešitev pa bi pomenila velik korak naprej in 
obljublja velik potencial. Prav zato jo pospešeno razvijajo prav vsi tehnološki giganti, s čemer 
imamo v mislih Google, Microsoft, IBM, Facebook in Amazon, letos se je bitki pridružil tudi 
Apple6. Kljub vsemu pa gre za še dokaj mlado tehnologijo, zato jo je smiselno primerjati z 
njeno predhodnico (statističnimi prevajalniki) in preko tega spoznati, katere prednosti ali 
morebiti slabosti prinaša. V podpoglavju opišemo glavne vrste strojnega prevajanja, posebej 
pa poudarimo značilnosti nevronskih prevajalnikov. 
2.1 Glavni tipi strojnega prevajanja 
Strojnega prevajanja so se skozi zgodovino in razvoj lotevali na različne načine. Glede na 
metode, ki so jih uporabljali za modeliranje jezikov in povezovanje med njimi, strojno 
prevajanje v grobem ločujemo na najmanj dve veji, in sicer na prevajalnike, ki temeljijo na 
pravilih, ter na statistične prevajalnike,  ki temeljijo na večjih bazah besedil (korpusih).  
2.1.1 Prevajalniki s pravili 
Prvi tip prevajalnika oziroma eden najzgodnejših pristopov k strojnemu prevajanju temelji 
na uporabi pravil (ang. rule-based translation). Znotraj tega pozna tri metode, in sicer poleg 
neposredne metode, ki temelji na slovarjih (Aasha in Ganesh 2016, 448), še metodo z 
vmesnim jezikom (t. i. interlinguo kot jezikovno neodvisno obliko) ter transferno metodo 
(Vintar 2016, 69). Zadnji dve za svoje delovanje uporabljata leksikone z oblikoslovnimi, 
skladenjskimi in semantičnimi podatki ter oblikoslovna in skladenjska pravila (ibid.). 
Prevajalnikom, ki delujejo na osnovi pravil, je skupno predvsem to, da je njihova postavitev 








Tudi prvi sistem za strojno prevajanje slovenščine je temeljil na prevajanju s pravili oziroma, 
natančneje, na transferni metodi z elementi interlingue. Gre za sistem Presis podjetja Amebis, 
ki je bil vzpostavljen v letu 2002 (Vičič 2010, 49; citirano tudi v Vintar 2016, 70).  
2.1.2 Statistični prevajalniki 
Nadgradnja starega pristopa, ki je zahteval obsežne leksikalne baze in nabor pravil za vsak 
jezikovni par posebej ter ob tem seveda veliko ročnega dela, truda in časa, je statistični pristop 
k prevajanju. Tovrstno prevajanje ne temelji na vnaprej določenih pravilih, temveč na 
statističnih modelih, ki se učijo iz vzporednih besedil, torej iz poravnanih dvojezičnih 
korpusov, v katerih samodejno iščejo splošne vzorce obeh jezikov (Vičič 2010, 48). S tem se 
razvijalci statističnih prevajalnikov (in kasneje tudi nevronskih) ne ukvarjajo več z 
razumevanjem pomenov in struktur, temveč se zanašajo na že izvedeno presojo človeških 
prevajalcev (Kenny 2020, 307). Prevajalni sistemi s statističnimi modeli oziroma algoritmi 
preprosto izračunajo verjetnost ustreznosti prevodnih ustreznic glede na ciljni jezik in 
izberejo prevod z najvišjo verjetnostjo (Vintar 2016, 70).  
Tudi znotraj statističnega strojnega prevajanja ločimo različne modele, in sicer glede na 
dolžino obravnavanih enot. Ločimo statistične prevajalnike, ki so omejeni na besede, besedne 
zveze, drevesa ali pa na besede z jezikoslovnimi oznakami oziroma faktorji (ibid.; Kuntarič, 
Krek in Robnik Šikonja 2017, 5). 
Pomanjkljivost statističnih strojnih prevajalnikov pa je predvsem neupoštevanje širšega 
konteksta. Namreč, prevodna enota ali fraza je dolžinsko omejena (na največ šest besed), v 
postopek prevajanja le-te pa prevajalni sistemi zato niso sposobni umestiti odvisnosti in 
ujemanj izven te enote (Vintar 2016, 72). To pomeni, da ne upoštevajo stavka in povedi v 
celoti, kaj šele celotnega besedila ali širšega konteksta. Kot pokaže Vintar (ibid, 73) na enem 
od izbranih primerov težav statističnih prevajalnikov (tender young creature je prevedeno 
kot razpis mladi bitje), so statistični prevajalniki predvsem »suženj« prevlade enih ali drugih 
zvrsti besedil, ki jih imajo v svoji bazi – vir učenja oziroma določanja verjetnosti ustreznosti 
prevodov so predvsem spletna besedila, ki imajo seveda različno zastopanost zvrsti in 
področij. 




Najnovejša metoda statističnega prevajanja pa je prevajanje s pomočjo nevronskih mrež in 
t.i. globinskega učenja (deep learning). Ker gre za povsem svojevrsten, sodobnejši pristop, 
ga posebej opišem v naslednjem podpoglavju. 
2.1.3 Nevronsko strojno prevajanje 
Najnovejši pristop k strojnemu prevajanju je nevronsko strojno prevajanje. Tako kot 
statistično prevajanje se tudi ti modeli opirajo na vzporedne korpuse, a z novo metodo, tj. z 
uporabo nevronskih mrež (tudi »omrežij«). Na splošno gre za metodo strojnega učenja, ki iz 
množice vhodnih podatkov s pomočjo mnogih vmesnih uteži in skritih plasti napove izhodne 
podatke (Koehn 2017, 6–8). Gre za model obdelave informacij, ki posnema delovanje 
živčnega sistema bioloških organizmov (Donaj in Sepesy Maučec 2018, 63). Glavni sestavni 
deli nevronske mreže so (umetni) nevroni ali vozlišča (artificial neuron ali node, tudi 
pereceptron), ki naj bi spominjali na človeške nevrone, ter uteži (weights), ki naj bi bile 
podobne različnim povezavam med nevroni. Vsak nevron se »aktivira« glede na vnaprej 
določeno aktivacijsko (imenovano tudi pragovno ali prenosno) funkcijo, ki upošteva uteži iz 
prejšnjega sloja (ibid.), na podoben način kot se aktivirajo človeški nevroni ob določenem 
doseženem pragu dražljaja. 
V primerjavi s statističnimi prevajalniki se na primer razlikujejo že po sami strukturi sistema: 
[sistem NMT je] »en sam velik model, v katerem se prevodi oblikujejo na kontekstno odvisen 
način, za razliko od SMT, ki je sestavljen iz povezane množice neodvisnih komponent (model 
prevajanja, jezikovni model, model preurejanja ipd.)« (ibid, 62) 
V sistemih za statistično prevajanje se torej prevajanje in prilagajanje jezikovnemu modelu 
dogajata zaporedoma in v dveh ločenih korakih, medtem ko se pri nevronskem to vse izvaja 
hkrati (po čemer se na nek način približajo tudi človeški kogniciji in načinu obdelave 
podatkov). Nevronski modeli so v primerjavi s statističnimi obenem veliko bolj varčni z 
vidika pomnilnika, ki ga potrebujejo za delovanje (Cho et al. 2014, 1),  
Sprva so bile nevronske mreže uporabljene v kombinaciji z običajnimi statističnimi 
prevajalniki, kjer so prispevale k izboljšanju kakovosti prevodov (Koehn 2017, 5–6). V 
zadnjih letih pa so se raziskave in razvoj usmerili izključno v nevronsko prevajanje in opustili 
statistične pristope (ibid.). 
Nevronsko strojno prevajanje (NMT) tako zdaj postaja vodilni način strojnega prevajanja, saj 
se pri več problemih odreže bolje kot statistični prevajalniki (Vintar 2018, 34). Nevronski za 
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razliko od statističnih obdelajo celotne povedi, ne le n-gramov, in se bolje odrežejo pri 
oblikoslovnih in leksikalnih izbirah ter pri obdelavi besednega reda (Bentivogli et al. 2016; 
Castilho et al. 2017, citirano v Kenny 2020, 308). Vintar (2018) v raziskavi, ki jo je opravila 
na prevajanju krasoslovja, izpostavi značilnost nevronskih prevajalnikov, da pri prevajanju 
neznanih izrazov ali terminov pokažejo določeno mero »ustvarjalnosti«. Ob tem hkrati 
opozarja, da kljub nekaterim izpričanim dokazom, ki govorijo v prid približevanju 
nevronskih prevajalnikov človeškim prevajalcem, predvsem z vidika tekočnosti in 
naravnosti, strojni prevodi še vedno izkazujejo napake. Med temi so na primer »čudni 
prevodi«, nekonsistentno prevajanje posameznih terminov in neuspešno oblikovanje 
večbesednih lastnoimenskih poimenovanj (Vintar 2018, 36–37). 
Slabost nevronskih prevajalnikov je morda tudi ta, da je pri njih mnogo težje ali praktično 
nemogoče izslediti vir napak, saj nam je njihovo notranje delovanje skrito (Bentivogli et al. 
2016, citirano v Kenny 2020, 308). Vse se namreč dogaja v skritih slojih in vozliščih sistema, 
vidni plasti pa sta le vhodna in izhodna, v našem primeru izvirnik in prevod. Tako na podlagi 
rezultata strojnega prevajalnika ne moremo z gotovostjo ugotoviti, kako je strojni prevajalnik 
v procesu prevajanja sklepal, ustvarjal povezave, katere druge možne prevode je morda 
zanemaril in podobno. Edini model strojnih prevajalnikov, pri katerem je bilo mogoče 
analizirati tok informacij, je Transformer (opisan v naslednjem podpoglavju).  
Nevronsko strojno prevajanje se je do danes razširilo v mnoge organizacije, ki ga ne zgolj 
vneto uporabljajo, temveč imajo zanj lasten razvoj – med največjimi podjetji lahko omenimo 
Google, Facebook, Microsoft, Amazon, SDL, Yandex. Trenutno so za slovenščino podprti in 
proti plačilu na voljo različni nevronski ali nevronsko-statistični prevajalniki (nekateri že 
naučeni, drugi so na voljo, da jih učiš na lastnih podatkih in za specifične namene). Med njimi 








ModernMT11, Taia12, KantanMT13, SDL14. Tudi Evropska unija je za grobo prevajanje 
dokumentov razvila svoj prevajalnik eTranslator, njegovo uporabo pa je nedavno omogočila 
tudi malim in srednje velikim podjetjem15. Poleg zgornjih plačljivih obstajajo še mnoga 
odprtokodna orodja, ki omogočajo neodvisno izgradnjo nevronskega prevajalnika, npr. 
OpenNMT, Marian, Nematus, Neuralmonkey, nmtpy, nmtpytorch, … 
V raziskavi v praktičnem delu naloge sta uporabljena dva nevronska prevajalnika, to sta 
Google Translate in Microsoft Translator. 
2.1.3.1 Delovanje nevronskih prevajalnikov in arhitekture nevronskih 
omrežij 
Nevronski prevajalniki so po navadi sestavljeni iz dveh delov, kodirnika in dekodirnika 
(encoder, decoder), grajeni pa so lahko na različnih arhitekturah nevronskih mrež in njihovih 
kombinacijah (hibridi).  
Za strojno prevajanje z nevronskimi mrežami se največ uporabljajo rekurentna nevronska 
omrežja, imenovana tudi nevronske mreže s povratno zanko (ang. RNN, recurrent neural 
network, Sutskever, Vinyals, in Le 2014; Cho et al. 2014). V uporabi je par RNN-omrežij, 
eno za kodirnik in drugo za dekodirnik. Kodirnik prebere in kodira poved iz izvirnega jezika, 
tako da jo spremeni v strojno berljive vektorske reprezentacije z vnaprej določeno dimenzijo 
(fixed-length vector). RNN v kodirniku je običajno dvosmeren, kar pomeni, da je usmerjen 
tako nazaj in naprej (bere najprej od leve proti desni in nato še od desne proti levi). Kodirnik 
tako računa zaporedje »skritih stanj«, in na ta način vsako pojavnico (token) v izvirni povedi 
opremi z levim in desnim kontekstom (Donaj in Sepesy Maučec 2018, 63). Dekodirnik te 
vektorje ponovno dekodira, tj. pretvori v besede v ciljnem jeziku eno za drugo (Bahdanau, 










Zaradi omejenosti (fiksne dolžine) vektorja pa se je ta postopek izkazal kot pomanjkljiv pri 
prevajanju večjih enot, z daljšanjem povedi se namreč poslabša kakovost prevodov (Cho et 
al. 2014). Rešitev za to je dodatna povezava med kodirnikom in dekodirnikom, ki se boljše 
znajde tudi pri daljših povedih, in sicer mehanizem poudarka (ang. soft attention mechanism, 
Bahdanau, Cho in Bengio 2015). Največja prednost tega je, da namesto enega samega 
vektorja fiksne dolžine kodirnik zakodira vhodno poved v zaporedje vektorjev, tako pa se 
lahko model pri generiranju vsake naslednje besede osredotoča le na relevantne informacije 
in tako bolje razpozna povezave znotraj izhodiščne povedi (ibid, 9). Pristop je kmalu postal 
standard prevajanja znotraj paradigme nevronskega prevajanja – za svoje namene so ga npr. 
kmalu implementirali največji igralci na trgu, kot so Baidu, Google in Systran (Chen et al. 
2018, 76). 
Pri razpoznavanju širšega konteksta za posamično besedo pa je težava sistemov, ki slonijo 
na RNN, da so izjemno »sekvenčni« – berejo eno besedo za drugo in morajo tako izvesti 
veliko število korakov, da se odločijo za pravilni pomen besede, če so besede, ki omogočajo 
razdvoumljanje konteksta, daleč stran. Več korakov kot je potrebnih, težje se prevajalnik 
odloča (Uzskoreit 2017). Rekurentni modeli zaradi svojega sekvenčnega delovanja prav tako  
ne omogočajo paralelizacije oziroma vzporednega učenja. Ker delujejo izključno v zaporedju 
od leve proti desni ali desne proti levi, izvajanje operacij ne more biti vzporedno, saj vsaka 
naslednja beseda »čaka«, dokler mreža ne obdela prejšnje besede (Yarats, Gehring in Auli 
2017). Težavo so skušali rešiti s pristopom konvolucijskih omrežij (CNN, convolutional 
neural networks), ki se večinoma uporabljajo za računalniški vid. Ta omogočajo procesiranje 
več elementov hkrati in so tako bolj učinkovita, prav tako pa lahko informacije obdelajo 
hierarhično, s čimer lažje zajamejo zapletene odnose znotraj večjega nabora podatkov. Pri 
prevajanju naj bi to pomenilo, da so bolj sposobni izslediti širši kontekst (ibid.) Za prevajanje 
je konvolucijsko nevronsko mrežo leta 2017 uporabil npr. Facebook za prevajalni model pod 
imenom ConvS2S (Gehring et al. 2017).  
Tako pri omrežjih RNN kot CNN pa pri obdelavi vse daljših zaporedij narašča tudi število 
računskih korakov (Uzskoreit 2017). Kot rešitev na to so raziskovalci Googla razvili 
arhitekturo Transformer (Vaswani et al. 2017). Ta deluje na načelu majhnega in stalnega 
števila korakov ter temelji izključno na mehanizmu pozornosti, ki omogoča globalno 
razpoznavanje odvisnosti med besedami tako znotraj izhodiščnega kot med ciljnim in 
izhodiščnim besedilom, ne glede na njihovo medsebojno oddaljenost. Tako se za razliko od 
RNN, kjer sistem besedne vložitve izdela zaporedoma, pri tem vložitve naredijo na osnovi 
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celotne povedi in za vsako besedo v njej hkrati. Raziskovalci izpostavljajo, da je Transformer 
mnogo boljši z vidika tako zmogljivosti procesiranja kot natančnosti. Še ena zanimiva 
prednost tega modela pa je ta, da je mogoče slediti toku informacij. Mogoče je namreč 
vizualizirati, na katere dele povedi se je prevajalnik osredotočal pri prevajanju določene 
besede, kar nam omogoča vpogled v to, kako informacije potujejo skozi mrežo (Uszkoreit 
2017). 
Pojavljajo pa se tudi nevronski prevajalniki, ki ne temeljijo na običajni strukturi kombinacije 
kodirnika in dekodirnika. Tak pristop je na primer 2D-konvolucijsko omrežje (Elbayad et al. 
2018), ki hkrati kodira izvirno in ciljno zaporedje besed v globoko hierarhijo, v kateri so 
izvirne besede vložene v kontekst določenega dela ciljne povedi (ibid, 105). V primerjavi z 
v času raziskave najbolj performativnimi modeli  RNN, CNN in Transformer prikazujejo 
boljšo kakovost prevodov za jezikovni par angleščina-nemščina z vidika metrike BLEU, 
slabši rezultat dosežejo le pri najdaljših povedih, kjer je rezultat višji od RNN, a manjši od 
CNN in Transformerja. 
2.1.3.2 Metode za prevajanje neznanih besed 
Poleg različnih splošnih arhitektur nevronskih omrežij se nevronski prevajalniki razlikujejo 
tudi po metodah, s katerimi pristopajo tako k učenju kot kasneje prevajanju pojavnic, in  sicer 
na kakšen način ustvarjajo vektorske vložitve, tj. strojne predstave besed. Namreč, kljub 
temu, da se nevronski strojni prevajalniki lahko učijo na enormnih korpusih besedil, imajo 
ob njihovi končni vzpostavitvi omejen besedni zaklad. Njihovo besedišče je ob koncu učenja 
tako pogosto omejeno na 30.000 do 50.000 najpogostejših besed v posamičnem jeziku 
(Sennrich, Haddow in Birch 2016, 1715). To lahko kasneje predstavlja veliko težavo pri 
prevajanju redkih in neznanih besed ter lastnih imen, sploh ob ugotovitvah, da se z večjim 
številom neznanih besed v izvirnem besedilu sorazmerno poslabša tudi kakovost celotnega 
prevoda (Cho, van Merrënboer in Bahdanau 2014) in da so pogosto prav redke besede tiste, 
ki nosijo največ pomena (Sennrich, Haddow in Birch 2016, 1721). 
Za prevajanje redkih in neznanih besed je bilo do sedaj predlaganih več metod16: 
 
16 Navajam modele, predlagane za nevronske prevajalnike. Z isto težavo, tj. prevajanjem neznanih besed, so se 




1) Na ravni celih besed. Gre za prvoten in najbolj pogost pristop, pri katerem je glavna 
in najmanjša enota beseda, običajno zamejena s presledkom na eni in drugi strani. 
Kot rešitev za prevajanje bolj redkih besed, ki niso vključene v osrednje besedišče 
prevajalnika, so npr. povečano besedišče samo ciljnega jezika (Jean et al. 2015), 
naknadno prevajanje besed izven besednjaka s pomočjo dodatnega orodja, tj. 
dvojezičnega slovarja, ali pa enostavno prekopiranje oziroma citiranje izvirne besede 
(Jean et al. 2015, Luong et al. 2015). Kot še en pristop je bila predlagana tudi 
zamenjava neznanih besed s podobnimi besedami znotraj besedišča nevronskega 
prevajalnika (Li, Zhang in Zong 2016). 
2) Na ravni n-znakov oziroma podenot besede. Sennrich, Haddow in Birch (2016) kot 
bolj enostavno in učinkovito metodo predlagajo kodiranje redkih besed na podlagi 
podenot in sicer z uporabo algoritma za zgoščevanje BPE (byte-pair encoding).  
Podobno rešitev zgoščevanja predlaga tudi Kudo (2018), vendar ne zgolj na podlagi 
pogostosti, temveč z uporabo algoritma Unigram, ki znake združuje na podlagi 
verjetnosti pojavitve (ibid, 69). Sennrich, Haddow in Birch ta pristop predlagajo 
predvsem na podlagi naslednjih vrst pojavnic: lastna imena, pri čemer je pogosto 
potreben zgolj prepis ali prečrkovanje; sorodnice ali izposojenke, pri čemer je pogosto 
potrebna le zamenjava določenih znakov (npr. angleški c v slovenski k); morfološko 
kompleksne besede, ki se sestavljajo iz več morfemov in bi jih bilo mogoče tudi 
prevajati morfem za morfemom. Segmentacija z algoritmom BPE besedo najprej 
razdeli na posamične znake, nato zapakira najpogostejše pare znakov (zaporedja dveh 
znakov) v nov bajt, celotne besede pa se zapakirajo z naknadnimi koraki združevanja, 
dokler algoritem ne doseže zastavljene velikosti slovarja (ibid, 1717). Tovrstno 
medjezikovno povezovanje delčkov besed omogoča prevajanje tako redkih besed kot 
popolnoma novih, med učenjem ne-videnih besed, saj se preko njega nevronski 
prevajalniki samodejno naučijo sestavljanja besed iz morfemov in prečrkovanja.  
3) Popolnoma na ravni znakov. Še ena možna rešitev je dodatno zmanjšanje 
obravnavane enote, in sicer na sam znak. Kot trdijo Chung in drugi (Chung, Cho in 
Bengio 2016), le modeli na ravni znakov resnično premostijo problem odprtega 
besedišča in so sposobni generirati neomejeno število besed. Slabost takih modelov 
je morda ta, da je čas učenja in procesiranja mnogo daljši, odvisnosti med enotami pa 
veliko bolj razmaknjene. Z vidika kakovosti prevodov raziskave kažejo, da se tovrstni 
modeli odrežejo enako dobro ali celo boljše kot modeli, ki temeljijo na podenotah, 
obenem pa naj bi bili bolj primerni za večjezične razmere, tj. ko se prevaja iz več kot 
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enega jezika, ter pri obravnavi zatipkov ali bolj pogovornih zapisov besed (Lee, Cho 
in Hofmann 2017). 
Poleg zgornjih treh omenjenih pristopov obstaja seveda mnogo hibridnih sistemov, ki 
kombinirajo en model z drugim. Tovrstni sistemi lahko delujejo na ravni besed za besede 
znotraj besedišča sistema in na ravni znakov, ko se srečajo z redko besedo ali besedo izven 
besedišča (Luong in Manning, 2016). Lahko pa so hibridni tudi v primerjavi kodirnika in 





3 Pregled uporabljenih kvantitativnih metod in sorodnih raziskav 
Poglavje opiše dve glavni kvantitativni metodi, uporabljeni v raziskavi, to sta leksikalna 
gostota in leksikalna variabilnost. V poglavju so podani tudi opisi in izsledki sorodnih 
raziskav, v katerih sta bili prav tako uporabljeni ti dve metodi. 
3.1 Leksikalna gostota 
Leksikalna gostota je razmerje, ki pove, kolikšen delež polnopomenskih besed (v splošnem 
pod to spadajo samostalniki, glagoli, pridevniki in prislovi) vsebuje besedilo glede na skupno 
število besed. Uporablja se za kot ocena gostote podajanja informacij in posledično 
kompleksnosti in berljivosti besedila. 
Leksikalno gostoto je z imenom prva definirala Jean Ure (1971, 445), ki jo je definirala kot 
razmerje med številom vseh leksikalnih enot v povedi, deljeno s številom besed v povedi in 
pomnoženo s 100. Metodo je predvsem v smislu primerjave govorjenih in pisanih besedil 
uporabil tudi Halliday (1985), pri katerem je gostota določena s številom leksikalnih enot na 
stavek (ibid, 67). Omeni pa tudi določene posebne omejitve, na primer, da pod 
nepolnopomenske besede lahko spadajo tudi določeni prislovi ali glagoli (Halliday 1989, 61), 
na primer glagola have ali be, ki, uporabljena kot pomožna glagola, v stavku ne nosita 
pomena, temveč opravljata predvsem slovnično vlogo. Pri tem pa omeni tudi pomembnost 
verjetnosti oziroma relativne pogostnosti besed (ibid, 64). Kot primer navaja leksikalne 
besede, kot so thing, people, way, do itd., ki pa glede na svojo relativno pogostnost in glede 
na to, da delujejo kot splošna samostalniška poimenovanja, po njegovem skoraj kot zaimki 
(ibid.), zelo malo prispevajo k pomenu. 
Leksikalno gostoto definira tudi Stubbs (1996, 73; 2001, 41), in sicer preprosto kot razmerje 
leksikalnih besed v primerjavi s skupnim številom besed, izraženo v odstotkih. V kategorijo 
leksikalnih besed uvršča samostalnike, »glavne« glagole, pridevnike in prislove, med 
neleksikalne oziroma funkcijske besede pa uvršča pomožne glagole, modalne glagole, 
zaimke, predloge, determinative17 in veznike (Stubbs 2001, 40). Omeni pa tudi, da se 
leksikalna gostota razlikuje od zvrsti do zvrsti (Stubbs 1996, 73–74), pri čemer naj bi imela 
 
17 Ang. determiner(s), prevod po Sicherl, Eva, in Žele, Andreja. 2015. Slovensko-angleški glosar jezikoslovnega 
izrazja. Ljubljana: Znanstvena založba Filozofske fakultete. 
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leposlovna besedila manjšo leksikalno gostoto kot neleposlovna, slednja naj bi namreč 
informacije podajala na bolj zgoščen način. 
Poleg zgoraj navedenih utemeljiteljev so leksikalno gostoto analizirali še številni drugi 
raziskovalci za številna jezikovno-kulturna okolja in področja, med njimi pa prevladujejo 
raziskave, ki leksikalno gostoto uporabljajo za oceno jezikovne kompetence pri učenju 
drugega jezika. 
3.1.1 Leksikalna gostota v korpusnem prevodoslovju in raziskavah 
strojnega prevajanja 
Ena bolj citiranih raziskav leksikalne gostote v korpusnem prevodoslovju je raziskava Sare 
Laviosa (1998). V njej primerja večji korpus izvirnih angleških besedil s korpusom besedil, 
prevedenih v angleščino iz različnih jezikov. V korpus vključi novinarske/časopisne članke 
in prozno literaturo, uporabi pa Stubbsovo formulo za merjenje leksikalne gostote. Posebnost 
raziskave je, kot poudarja avtorica (ibid, 9), da uporablja računalniške korpuse in 
računalniške metode za analizo ter skuša opazovati globalne vzorce jezikovne rabe, ki jih pri 
ročni analizi ni mogoče razpoznati. V povezavi z leksikalno gostoto ugotovi, da imajo 
prevedena besedila relativno manjši delež polnopomenskih besed, torej nižjo leksikalno 
gostoto kot izvirna angleška besedila. Ta in sorodne korpusne raziskave so skušale utemeljiti 
eno od domnevnih prevodnih univerzalij, ki jih je predpostavila Mona Baker (1993). Nižja 
leksikalna gostota (pa tudi leksikalna pestrost, merjena z razmerjem TTR) v prevodu naj bi 
dokazovala postopek poenostavljanja (simplification). Kot predvideva Baker, bi to pomenilo, 
da je prevajalec skušal »nadzorovati informacijsko breme in prevedeno besedilo narediti bolj 
dostopno ciljnemu bralstvu« (Baker 1995, 238). Mnoge od raziskav so potrdile hipotezo o 
simplifikaciji (npr. Xiao in Yue 2009; Xiao in Hu 2015; Ferraresi et al. 2018).  V vseh pa 
vendarle opozarjajo, da je merilo leksikalne gostote in posledično utemeljevanje 
poenostavljanja v prevodu odvisno od različnih načinov mediacije (tolmačenje/prevajanje), 
zvrsti besedila, predvsem pa jezika izvirnika. Iz navedenih raziskav je torej razvidno, da ne 
gre za absolutno univerzalijo, temveč odvisno od različnih dejavnikov. Na podoben način 
hipotezo o simplifikaciji, vidni prek nižje leksikalne gostote, ovržeta Cartoni in Meyer (2012) 
s primerjavo leksikalne gostote in pestrosti izvirno francoskih besedil in besedil, prevedenih 
v francoščino iz različnih jezikov. Ker z vidika leksikalne gostote med vsemi korpusi ni 
znatnih razlik (leksikalne gostote vseh se gibajo v razmaku 1 %) ugotavljata, da leksikalna 
gostota (za razliko od leksikalne pestrosti) ni ustrezen pokazatelj, s katerim bi lahko ločevali 
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izvirna besedila od prevedenih. Pomanjkanje razlik v leksikalni gostoti med izvirnimi 
besedili, referenčnimi prevodi in strojnimi prevodi je opaziti tudi v raziskavi Ekaterine 
Lapshinove-Koltunski, ki prav tako zaključi, da leksikalna gostota ni merilo, ki bi pričalo o 
poenostavljanju (Lapshinova-Koltunski 2015, 101). 
Med novejšimi raziskavami leksikalne gostote, ki vključujejo strojno prevajanje, je npr. 
raziskava Antonia Torala (2019), v kateri primerja leksikalno gostoto: a) popravljenih 
strojnih prevodov v primerjavi s človeškimi prevodi, b) popravljenih strojnih prevodov v 
primerjavi z nepopravljenimi strojnimi prevodi in c) statističnih prevodov v primerjavi z 
nevronskimi. V raziskavo je vključen večji nabor jezikov in smeri (angleščina, nemščina, 
francoščina, španščina in kitajščina), vse korpuse pa tvorijo novičarska besedila. Ugotavlja, 
da imajo tako popravljeni kot surovi strojni prevodi v veliki večini nižjo leksikalno gostoto 
od človeških prevodov (ibid, 277). V primerjavi statističnih z nevronskimi prevajalniki pa 
imajo nevronski nižjo leksikalno gostoto od statističnih (ibid.). 
Nekatere ugotovitve Torala v lastni raziskavi preverjajo tudi Castilho, Resende in Mitkov 
(2019), ki jo razdelijo na analizo korpusa novic in korpusa literature, oboje za prevajanje iz 
angleščine v portugalščino. Njihovi rezultati pokažejo, da imajo (nevronski) strojni prevodi 
novic višjo gostoto od človeških, pri analizi prevodov literature pa je prav nasprotno, tam 
imajo namreč strojni prevodi malce nižjo leksikalno gostoto od človeških prevodov (ibid, 
23).  
Nobena od navedenih raziskav, ki merijo leksikalno gostoto, pa ne vključuje slovenščine, niti 
kot izhodiščnega niti kot ciljnega jezika. Vseeno glede na njih privzamemo nekatere 
usmeritve in predpostavke. Raziščemo leksikalno gostoto v treh različnih besedilnih zvrsteh 
in glede na model strojnega prevajanja. Za leksikalno gostoto postavimo hipotezo, da bo ta 
nižja v strojnih prevodih, glede na razhajanja raziskovalcev pa pričakujemo razlike in 
odstopanja tako glede na zvrst kot glede na model prevajalnika.    
3.2 Leksikalna diverziteta 
Pojem leksikalna diverziteta se nanaša na število različnih besed, uporabljenih v besedilu, 
kjer večje število nakazuje večjo diverziteto (McCarthy in Jarvis 2010, 381), ali pa se definira 
kot »razpon« in različnost besedišča v besedilu (McCarthy in Jarvis 2007, 459). V angleščini 
se izraz lexical diversity pogosto uporablja izmenično z izrazi lexical variation, lexical 
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richness, vocabulary richness18 (ibid, 460), pa tudi lexical variability, lexical variety, lexical 
flexibility19 (Jarvis 2013, 15). Kakorkoli že poimenujemo to metodo, je zelo uporabna na 
najrazličnejših področjih in z različnimi implikacijami (npr. za ocenjevanje kakovosti 
pisanja, znanja besedišča, jezikovnih kompetenc pa tudi za napovedovanje pojava 
Alzheimerjeve bolezni).  
Jarvis (2013) leksikalno diverziteto opredeli kot subjektiven konstrukt z več dimenzijami 
oziroma komponentami, in sicer: 
- variabilnost (variability ali variegation), 
- obseg (volume; dolžina besedila), 
- enakomernost (evenness ali balance; kako enakomerno so zastopane besede v 
besedilu oziroma enakomerna porazdelitev pogostosti besed), 
- redkost (rarity; uporaba manj pogostih ali bolj sofisticiranih besed), 
- razpršenost (dispersion; razpršenost ali porazdelitev pojavnic vsake različnice skozi 
besedilo, torej da se ena pojavnica ne pojavlja samo v določenem delu besedila, 
temveč je razpršena skozi celotno besedilo), 
- različnost (disparity; stopnja različnosti oziroma semantične nepovezanosti med 
leksikalnimi tipi v besedilu). 
Po tej razdelitvi se na leksikalno variabilnost, ki je predmet empirične raziskave naloge, 
nanaša le prva komponenta leksikalne diverzitete. V nadaljevanju knjige se Jarvis (2013, 28–
31) odloči tudi za metriko, s katero bi to komponento merili. Razmerje med različnicami in 
pojavnicami (TTR) že prej izloči (ibid, 18), saj nanj izjemno vpliva velikost vzorca oziroma 
dolžina opazovanega besedila; to naslavljata tudi McCarthy in Jarvis (2007), ki preizkusita 
še 14 drugih metrik (med njimi vocd, RTTR, Maas). Kot edino merilo variabilnosti, ki se 
izogne vplivu dolžine besedila in enakomernosti (dveh komponent leksikalne diverzitete) 
Jarvis izbere MTLD (McCarthy 2005; McCarthy in Jarvis 2010). Pri tej gre za sekvenčno 
analizo nizov besed, ki so nad pragom določenega razmerja TTR, analizo pa se izvede še v 
obratni smeri (s konca besedila proti začetku). Rezultat torej pove, kakšna je povprečna 
dolžina niza besed, ki ohranja vnaprej določen prag TTR. Večji kot je rezultat oziroma 
dolžina niza, bolj leksikalno pestro naj bi bilo besedilo. 
 
18 Leksikalna variacija, leksikalna bogatost, bogatost besedišča (lasten prevod). 
19 Leksikalna variabilnost, leksikalna pestrost, leksikalna prožnost (lasten prevod). 
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3.2.1 Leksikalna diverziteta v korpusnem prevodoslovju in raziskavah 
strojnega prevajanja 
Leksikalna diverziteta je predmet raziskav tudi znotraj področja prevodoslovja. 
Tematiko variabilnosti naslavlja na primer prispevek Vanmassenhove in drugih avtorjev 
(2019), v katerem izpostavijo nagnjenost strojnih prevodov k izgubljanju bogatosti besedišča 
(lexical richness). Njihova težava naj bi bila v tem, da skušajo prevajati predvsem čimbolj 
natančno, medtem ko zapostavljajo leksikalno pestrost in raznolikost ciljnega besedila. 
Izpostavi primer zelo kratkih dvoumnih povedi, ki vsebujejo zelo malo konteksta, pri čemer 
se sistem enostavno odloči za rešitev, ki ima pač večjo verjetnost, da je točen (ibid, 222). 
Omenijo tudi raziskave, ki metriko leksikalne pestrosti uporabijo za vrednotenje kakovosti 
strojnih prevodov (Bentivogli et al. 2016, citirano v ibid, 223). Za oceno pestrosti vsebine in 
širine besedišča uporabijo razmerje TTR, pri čemer so boljše rezultate, tj. večjo pestrost, 
dosegali nevronski prevajalniki v primerjavi s statističnimi. V svoji raziskavi uporabijo še 
druge metrike (poleg TRR še Yulov K, Yulov I, MTLD), s katerimi izračunajo leksikalno 
pestrost dveh nevronskih (Transformer, RNN20) in enega statističnega (Moses) prevajalnika 
v primerjavi s človeškimi prevodi, in sicer za jezikovna para francoščina-angleščina in 
španščina-angleščina. Različne metrike sicer podajo različne rezultate, a na splošno potrdijo 
predpostavko, da strojni prevodi v primerjavi s človeškimi prevodi izkazujejo manjšo pestrost 
besedišča. Med strojnimi prevodi je najbolj leksikalno pester statistični, nato transformerski 
model nevronskega prevajanja, najmanj pa nevronski prevajalnik z rekurentno nevronsko 
mrežo, ki izkazuje veliko stopnjo posploševanja (ibid, 230). 
Isti vzorec potrjuje tudi raziskava Antonia Torala (2019), v kateri med seboj primerja tako 
človeške prevode, popravljene strojne prevode in strojne prevode (različnih sistemov), ki 
zajemajo pet različnih jezikov (angleščina, nemščina, francoščina, španščina, kitajščina). 
Sicer izračuna leksikalno pestrost (lexical variety) le glede na razmerje TRR, a prav tako 
ugotavlja, da je ta v vseh primerih najnižja pri strojnih prevodih, sledijo popravljeni strojni 
prevodi, največjo pestrost pa izkazujejo človeški prevodi. Pri primerjavi statističnega in 
nevronskega strojnega prevoda je leksikalna pestrost tudi tu višja pri statističnem.  
Castilho, Resende in Mitkov (2019) raziskavo leksikalne pestrosti razdelijo na dve zvrsti, in 
sicer na korpus novic in korpus literature, oboje za smer angleščina-portugalščina.  Za korpus 
 
20 Dve različni arhitekturi nevronskih omrežij, opisani v poglavju 2.1.3.1. 
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novic ugotavljajo nekoliko nižjo vrednost TTR pri človeškem prevodu v primerjavi z 
izvirnikom ter približno enako razmerje med izvirnikom in strojnim prevodom. Pri literaturi 
razkrivajo zanimivo ugotovitev, da so prav vsi prevodi leksikalno bolj pestri od izvirnika, pri 
čemer imajo strojni prevodi še za odtenek višji TTR (ibid, 22). Zadnje pripišejo predvsem 
temu, da leposlovni prevodi uporabljajo bolj variirano besedišče, ker se trudijo bolj 
prilagoditi jezikovnim normam in kulturnim vidikom ciljnega jezika (ibid, 23). 
3.2.2 Terminološka variabilnost 
Poleg splošne pestrosti besedišča pa je izjemno pomemben vidik tudi terminološka 
(ne)variabilnost. Strokovno izrazje oziroma termini so pomemben gradnik besedil, predvsem 
strokovnih, in so največji nosilci pomena, saj se prek njih prenaša znanje (Vintar 2008, 9). 
Kaj termin je, lahko opredelimo predvsem glede na diskurz, v katerem se uporabljajo (ibid, 
38), tj. v kakšni situaciji se besedilo uporablja, kdo so njegovi sporočevalci in kdo prejemniki, 
kakšna je njegova namembnost in podobno. Tako je od komunikacijske situacije tudi 
odvisno, ali so odstopanja od predpisanih terminoloških norm dopuščena ali pa praktično 
prepovedana.  
Termini so lahko v svoji obliki enobesedni, večbesedni ali krajšave. Med večbesednimi 
zaradi njihove sestave iz več leksikalnih enot prihaja do variabilnosti, in sicer skozi različne 
postopke oblikoslovnih, skladenjskih in pomenskih transformacij, ti tipi pretvorb pa se v 
slovenskem jeziku velikokrat prekrivajo in zgodijo hkrati (ibid, 42, 45). Pri različnih 
poimenovanjih pojma ne govorimo o sinonimih, temveč o vzporednih poimenovanjih, 
dvojnicah ali terminoloških variacijah (ibid, 27). Ta so sicer v terminološki vedi načeloma 
nezaželena, saj vodijo do nejasnosti v strokovni komunikaciji, vendar pa gre v praksi za 
skoraj neizogiben pojav (Vintar 2008, 27). Znotraj strokovnih besedil in njihovih prevodov 
pa je konsistentnost terminologije bistvenega pomena (Vintar 2018, 1). Kot navaja Trebar 
(2014, 121):  
“iz perspektive nosilcev strok in avtorjev strokovnih besedil je namreč intendirani 
pomen znotraj niza variantnih terminov lahko isti, ni pa nujno, da ga kot takega občutijo 
tudi ciljni naslovniki, še posebej, če ti ne izhajajo iz strokovnih krogov.” 
Tako je lahko za naslovnika, če ta ni strokovnjak s področja, nekonsistentna terminologija 
izjemno problematična, celo zavajajoča, saj lahko pomisli, da se dve različni poimenovanji 
nanašata na dva popolnoma različna pojma. To je seveda težava predvsem pri poljudnih 
besedilih, kjer sporočanje poteka med strokovnjakom in laikom.  
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Primer raziskave terminološke variabilnosti prevodov je na primer raziskava Oliverja Čula 
in Jean Nitzke iz leta 2016, v kateri primerjata terminološko variacijo med človeškimi prevodi 
in popravljenimi strojnimi prevodi ter variacijo sorodnic21 med popravljenimi strojnimi 
prevodi in strojnimi prevodi za smer angleščina–nemščina. Glede popravljanja strojnih 
prevodov sta preiskovala predvsem pojav presevanja, tj. do kakšne mere izvirno besedilo 
narekuje vzorce v prevedenem besedilu (s sorodnicami in jezikovnospecifičnimi pojavi). 
Ugotavljata, da popravljeni strojni prevodi izkazujejo manj leksikalne variacije kot človeški 
prevodi, kar ocenjujeta glede na seštevek vseh leksikalnih tipov, tj. polnopomenskih besed 
(Čulo in Nitzke 2016, 110). Ugotovila pa sta tudi, da četudi strojni prevodi na splošni ravni 
izkazujejo manjšo variacijo, pri tistih primerih, kjer jo, izkazujejo močnejšo variacijo. Z 
drugimi besedami, strojni prevajalniki večinoma ponudijo manj različnih ustreznic kot 
človeški prevodi, po drugi strani pa tam, kjer jih ponudijo več, je število variant mnogo večje 
od števila variant človeškega prevoda na drugih mestih. Na splošno sta opazila, da se 
leksikalni profil strojnih prevodov razlikuje od človeških, in sicer predvsem z vidika uporabe 
sorodnic, ki so v strojnih prevodih veliko bolj pogosto uporabljeni kot prevodna ustreznica 
(ibid, 112).  
Raziskava prevajanja terminologije je bila opravljena tudi za strojno prevajanje, ki vključuje 
slovenščino, in sicer na področju krasoslovja (Vintar 2018). Primerja Googlov starejši 
statistični prevajalnik, ki temelji na frazah, ter novi nevronski prevajalnik, pri tem pa 
obravnava tudi dve smeri prevajanja, iz angleščine v slovenščino in iz slovenščine v 
angleščino. Pri preučevanju prevodov tako enobesednih kot večbesednih terminov ugotavlja, 
da je pri prevajanju iz angleščine v slovenščino večjo pravilnost dosegel nevronski 
prevajalnik, pri prevajanju iz slovenščine v angleščino pa statistični. Izpostavi, da prihaja pri 
statističnem prevajalniku do neustreznih prevodov predvsem z vidika popolnoma 
neprevedenih terminov ali delov večbesednih terminov ter prevodov večpomenskih besed z 
napačnim, neterminološkim pomenom. Nevronski prevajalnik po drugi strani izkazuje večjo 
ustvarjalnost pri tvorjenju prevodov, pri določenih terminih pa tudi izjemno nekonsistentnost. 
V skladu z zgornjimi izsledki lahko torej pričakujemo, da bo statistični prevajalnik termine 
prevajal bolj konsistentno, četudi jih na nekaterih mestih delno ali sploh ne bo prevedel, 
 




nevronska prevajalnika pa bosta pri tvorjenju prevodov terminologije bolj ustvarjalna in 
nekonsistentna, kar pomeni, da pri njima pričakujemo večjo terminološko variabilnost. 
Medtem ko nekateri strojnim prevodom očitajo premajhno pestrost besedišča 
(Vanmassenhove, Shterionov in Way 2019), drugi izpostavljajo, da je morda zaželena 
leksikalna pestrost v navzkrižju s terminološko konsistentnostjo, predvsem pri tehničnih 
besedilih (Toral 2019, 280). Zvrsti, ki jih kasneje obravnavamo v empiričnem delu, bi lahko 
glede na njihovo strokovnost in posledično zahtevo po enotnosti terminov umestili na tri 
stopnje. Literarno besedilo, pa četudi morda vsebuje kak termin s tega ali onega področja, ne 
zahteva absolutne enotnosti terminov, saj ni namenjeno strokovnemu preučevanju, temveč 
užitku ob branju. Pestrost besedišča je v leposlovju prej zaželen pojav. Kuharska knjiga, v 
kateri strokovnjak nestrokovnjaku podaja navodila in korake do končnega rezultata, že 
zahteva večjo enotnost, a to predvsem na ravni posamičnega recepta. Še bolj nujna pa je 
terminološka enotnost pri navodilih za tiskalnik, kjer se termini nanašajo na točno določene 
predmete, komponente in funkcije, ki jih mora uporabnik glede na navodila nedvoumno 




4 Kvantitativna analiza 
V empiričnem delu bomo naslovili in skušali potrditi naslednji hipotezi: 
A. Strojni prevodi imajo nižjo leksikalno gostoto kot človeški prevodi in nižjo 
variabilnost besedišča. 
B. Prevodi nevronskega prevajalnika bodo izkazali nižjo variabilnost besedišča in nižjo 
leksikalno gostoto kot prevodi statističnih prevajalnikov. 
V nadaljevanju najprej predstavimo besedilno gradivo, izbrano za izvedbo analiz, njihovo 
obdelavo in strojno prevajanje ter navedemo pri tem uporabljena orodja. V podpoglavju 4.4 
naslovimo prva dva dela obeh hipotez in analiziramo leksikalno gostoto glede na 
besednovrstne oznake. V podpoglavju 4.5 preizkušamo druga dva dela hipotez z analizo 
variabilnosti, najprej glede na dve avtomatski metriki, zatem pa še na izbranih enobesednih 
in večbesednih ključnih enotah.   
4.1 Osnovni podatki o izbranem gradivu 
Za izvedbo raziskave sem izbrala štiri besedila v angleščini, za katera obstaja slovenski 
prevod. Pri tem predpostavljam, da gre v vseh treh primerih za človeški prevod ali pa vsaj 
revidiran strojni prevod. 
Prvi dve besedili sta izbrani s področja informacijske tehnologije, gre za uporabniška 
navodila in navodila za namestitev tiskalnika HP Laserjet PRO 300 COLOR MFP/Laserjet 
PRO 400 COLOR MFP. Prevajalec besedil ni znan. 
Drugo besedilo je del kuharske knjige Victorie Blashford-Snell The Cooking Book, ki jo je v 
slovensko kuharico z naslovom Dobra kuha prevedla Mojca Vodušek. 
Tretje besedilo je leposlovne narave, gre za lahkoten ljubezenski roman Julie James Practice 
Makes Perfect, ki ga je v slovensko različico Osem let skomin prevedla Irena Furlan. Glavna 
lika sta odvetnika, zato roman vsebuje tudi pravniško terminologijo. 
Zadnja dva korpusa sta bila ustvarjena za namene gradnje področno-specifičnega strojnega 
prevajalnika pri predmetu Korpusi in lokalizacija v letu 2019. 
Ker besedila prihajajo s treh različnih področij oziroma so treh različnih zvrsti, sem ustvarila 




V Tabeli 1 so prikazana besedila, ki sestavljajo korpuse, in njihova velikost. 
4.2 Izvor in priprava besedil 
Besedila sem pridobila iz različnih virov in v različnih oblikah.  
Prvo besedilo, tj. navodila za tiskalnik, sem pridobila s spleta s strani za podporo strankam 
podjetja Hewlett Packard. Besedila si je bilo tako v angleščini kot v slovenščini mogoče v 
celoti prenesti v formatu .pdf. Ta (zaprti) datotečni format ni enostavno berljiv in ne omogoča 
enostavne poravnave z uporabo odprtokodnih orodij za poravnavo, zato sem morala iz 
besedila izluščiti navadno besedilo in ga pretvoriti v besedilni format .txt. Besedilo sem 
najprej izluščila z uporabo vgrajenega orodja za izvoz besedila v format .txt programa Adobe 
Reader, pridobljen izvoz pa je bil še vedno potreben veliko obdelave. Izvoženo besedilo je 
namreč vsebovalo vse znake, najdene na straneh, vključno s številkami strani in naslovi 
poglavij v glavi in nogi. 
Grobo izvoženo besedilo sem urejala v programu Notepad++, kjer sem z uporabo regularnih 
izrazov izločala neželene dele besedila. Odstranjevala sem prazne vrstice, noge pred prelomi 
strani, znake za prelom strani, poleg tega pa sem iz besedila izločila še »Copyright 
statement«, kazalo vsebine in kazalo gesel. Slednje ima zaradi razvrstitve po abecednem redu 
namreč popolnoma drugačno zaporedje v angleškem kot v slovenskem besedilu. Izbrisala 
sem še del prilog, ki so namenjene za druge trge in so bile večinoma kar neprevedene. 
 Angleški izvirnik Slovenski referenčni prevod 
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The Cooking Book 127.853 Dobra kuha 107.373 
Leposlovje 
(LIT) 
Practice Makes Perfect 76.951 Osem let skomin 72.604 
Tabela 1: Dolžina besedil po številu besed 
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Naslednji korak je bilo združevanje vrstic, ki tvorijo povedi. Prvotni izvoz iz .pdf v .txt 
namreč deluje na preprostem načelu, da je vsaka izvorna vrstica prenesena v eno izhodno 
vrstico, ne glede na to, če skupaj tvorita eno poved. Postopek sem najprej izvedla tako, da 
sem s pomočjo regularnih izrazov združevala vrstice glede na opažene vzorce (na primer, da 
se vrstica ne more končati s »touch the« ali »dotaknite se«, temveč zahteva nadaljevanje). 
Podoben primer so bile še tabele znotraj besedila, kjer je eno vrstico tvorila enostavno prva 
vrstica besedila iz vsakega stolpca tabele. 
Na koncu sem celotno besedilo preverila še s pomočjo preverjanja črkovanja v programu 
Microsoft Word, saj so med mnogimi besedami manjkali presledki, na veliko mestih so bili 
slovenski šumniki pretvorjeni v nešumnike. Na koncu sem ugotovila še neskladje pri 
razvrstitvi nekaterih poglavij, ki sem jih nato ročno prestavljala.  
Drugo besedilo, kuharsko knjigo, sem v obliki že poravnanega dvojezičnega korpusa v 
formatu .tmx pridobila od kolegov, ki so korpus v skupini zgradili v okviru projekta gradnje 
strojnega prevajalnika pri predmetu Korpusi in lokalizacija II v letu 2019. Od kolegov sem 
prejela skoraj celotno knjigo, za analizo pa sem uporabila zgolj prvo polovico, tj. prvi paket, 
ki so ga naredili v prvi fazi projekta. Namreč, kot je razvidno v zgornji tabeli, je korpus že 
tako precej obsežnejši od drugih dveh. 
Tretje besedilo, roman, sem prav tako v obliki že poravnanega dvojezičnega korpusa v 
formatu .tmx prejela od kolegice. Poravnava besedila je bila prav tako izdelana za projekt 
gradnje strojnega prevajalnika pri predmetu Korpusi in lokalizacija II v letu 2019. 
4.3 Strojno prevajanje besedil in uporabljena orodja 
Od vsakega dvojezičnega korpusa sem nato izluščila in v besedilo datoteko .txt izvozila zgolj 
angleški del, ki sem ga nato dala prevesti trem različnim prevajalnikom, in sicer statističnemu 
in nevronskemu prevajalniku Google Translate ter nevronskemu prevajalniku Microsoft 
Translator. 
Za strojno prevajanje sem v prvih dveh primerih uporabila Googlov Translate API 
(Application Programming Interface, aplikacijski programski vmesnik) različice v.3. Za to 
sem se odločila, ker ima sicer brezplačna spletna storitev na naslovu www.translate.google.si 
omejitev znakov, ki jih je mogoče prevesti z eno zahtevo (omejeno je na 5.000 znakov), 
obenem pa ne omogoča uporabe starejšega, tj. statističnega modela strojnega prevajanja. 
Googlova storitev v oblaku prek uporabe API vmesnika pa omogoča oboje, torej prevod 
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večjega besedila brez omejitve znakov (batch translate) in uporabo statističnega modela. 
Povezavo s storitvijo v oblaku sem vzpostavila v programskem jeziku Python znotraj 
integriranega razvojnega okolja PyCharm. 
 
Slika 1: Programska koda za prevajanje z nevronskim strojnim prevajalnikom v oblaku Google Translate 
Pri tretjem strojnem prevajalniku, torej prevajalskem sistemu podjetja Microsoft, prav tako 
obstaja omejitev znakov, ki jih je mogoče prevesti z eno zahtevo, in sicer tako prek spletnega 
naslova z uporabo brezplačnega prevajalnika Bing kot tudi pri njihovem API-vmesniku. Zato 
se nisem odločila za prevajanje z uporabo storitve v oblaku prek API vmesnika, temveč sem 
to zaobšla tako, da sem besedila enostavno prevedla znotraj okolja programa Microsoft 
Word. Ta vsebuje že vgrajeni vtičnik, ki omogoča strojno prevajanje z isto tehnologijo kot 
brezplačni Bing ali prevajalnik Microsoft Translator v oblaku. 
V nadaljnjem besedilu človeški prevod okrajšam kot HT, prevod z Googlovim statističnim 
prevajalnikom kot GSMT, z Googlovim nevronskim kot GNMT in z Microsoftovim 
nevronskim kot MNMT. 
 Število besed 
Korpus Izvirnik HT GNMT GSMT MNMT 
IT 50.146 45.206 44.461 43.592 44.855 
KUL 127.853 107.373 110.746 109.165 111.612 
LIT 76.951 72.604 70.530 70.903 69.703 
Tabela 2: Dolžina besedil po številu besed 
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Pridobljene strojne prevode sem z angleškimi izvirniki poravnala s pomočjo prosto 
dostopnega orodja LF Aligner22 in jih izvozila v format .tmx. Za analizo korpusov, tj. kot 
označevalnik besednih vrst, števec besed in lem, ter za vzporedno analizo in iskanje prevodov 
ključnih besed sem uporabljala spletni vmesnik za gradnjo in obdelavo korpusov Sketch 
Engine23.  
4.4 Analiza leksikalne gostote 
V poglavju naslavljamo prvi del naših izhodiščnih hipotez, in sicer da imajo strojni prevodi 
nižjo leksikalno gostoto od človeških ter da imajo nevronski strojni prevodi nižjo gostoto od 
statističnih. Leksikalna gostota meri delež polnopomenskih besed, ki naj bi bile nosilke 
pomena, in je tako merilo gostote podajanja informacij.  
Po vzoru drugih raziskovalcev (Toral 2019; Castilho, Resende in Mitkov 2019) skušamo s 
tem potrditi morebitno potencirano prevajalščino, torej da imajo strojni prevodi nižjo 
leksikalno gostoto od človeških. Drugi del predpostavk pa bi lahko potrdil ugotovitve, da so 
izdelki nevronskih prevajalnikov veliko bolj tekoči in naravni, torej da oblikujejo celotne 
povedi in povezave med posamičnimi deli, morda z uporabo več nepolnopomenskih besed, 
medtem ko statistični prevajajo bolj nepovezano in bolj dobesedno. 







V nalogi v nadaljevanju primerjamo leksikalno gostoto pri različnih strojnih prevodih. Iz tega 
razloga je najprej potrebno pridobiti neko splošno referenco za leksikalno gostoto izvirnih in 
prevedenih besedil za angleško-slovenski jezikovni par. Takšna analiza po naših podatkih še 
ni bila izvedena, zato smo jo opravili na temelju podatkov zbirke večjezičnih korpusov 
literarnih besedil SPOOK24. Ta med drugim vsebuje slovenska izvirna besedila, angleška 







SketchEngine. S pomočjo izvoza besednovrstnih oznak sem pridobila skupno pogostnost 
samostalnikov, glagolov, pridevnikov in prislovov ter skupno število pojavitev vseh lem v 
besedilu, na podlagi katerih izračunam leksikalno gostoto za vse tri korpuse: 
Tabela 3: Leksikalne gostote literarnih korpusov SPOOK 
Tudi podatke za posamična besedila v lastnem gradivu sem pridobila z izvozom seznama 
besednovrstnih oznak s platforme SketchEngine.  V Tabeli 4 so podane leksikalne gostote v 
odstotkih, v vseh sledečih tabelah v tem poglavju so najnižje in najvišje vrednosti 
izpostavljene s krepko pisavo. 
Tabela 4: Leksikalne gostote besedil 
Iz tabele razberemo, da je leksikalna gostota pri vseh prevodih, tako človeškem kot vseh 
strojnih, višja od gostote izvirnika. Rezultati odstopajo od rezultatov nekaterih prejšnjih 
raziskav, omenjenih v teoretičnem delu, pri katerih so to metriko izdelali za druge jezike in 
jezikovne kombinacije.  
V Tabeli 5 prikažem še odstopanja, najprej odstopanja vseh slovenskih prevodov od 
izvirnika, nato pa še odstopanja strojnih prevodov od človeškega referenčnega prevoda. 
Tabela 5: Odstopanja leksikalnih gostot od izvirnika in referenčnega prevoda 
V primeru IT- in KUL-korpusa od izvirnika po leksikalni gostoti najbolj odstopa statistični 
prevajalnik z najvišjo gostoto, v primeru LIT-korpusa pa Microsoftov nevronski z najvišjo 
Korpus SPOOK Izvirno slovensko Izvirno angleško Prevodi iz angleščine 
Leksikalna gostota (%) 63,10  59,90 64,75 
 Leksikalna gostota (%) 
Korpus Izvirnik HT GNMT GSMT MNMT 
IT 65,45 74,09 73,34 74,15 73,94 
KUL 61,84 69,87 70,69 71,58 71,43 
LIT 56,45 64,49 65,57 65,48 66,54 
 Leksikalna gostota (odstopanja) 
Korpus – odstopanje glede na HT GNMT GSMT MNMT 
IT – izvirnik +8,64 +7,88 +8,69 +8,49 
IT – HT  -0,76 +0,05 -0,15 
KUL – izvirnik +8,03 +8,85 +9,74 +9,59 
KUL – HT  +0,82 +1,71 +1,56 
LIT – izvirnik +8,04 +9,12 +9,03 +10,09 
LIT – HT  +1,08 +0,99 +2,05 
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gostoto. Ko primerjamo odstopanja od človeških prevodov, je leksikalna gostota nižja in 
obenem najbolj odstopa pri Googlovem nevronskem prevodu IT-besedila, pri kulinariki 
najbolj odstopa statistični prevajalnik, pri literarnem besedilu pa Microsoftov nevronski 
prevajalnik. 
Glede na podrobnejše formuliranje leksikalne gostote pri avtorjih (Stubbs, Halliday), 
omenjenih v poglavju 3.1, sem se odločila, da skušam leksikalno gostoto meriti še na en 
način. Kot je zgoraj večkrat poudarjeno, se pri razločevanju med leksikalnimi in funkcijskimi 
enotami stavka, povedi ali besedila ne odločajo le glede na splošno besedno vrsto besede, 
temveč tudi glede na njeno stavčno ali drugačno vlogo. Tako na primer pomožnih glagolov 
ne uvrščajo med leksikalne enote, temveč med funkcijske. 
Označevalnik za angleščino na platformi Sketch Engine sicer ne omogoča označevanja in s 
tem razločevanja pomožnih in glavnih glagolov. Odločila sem se, da si namesto izvažanja 
seznamov besed podrobno ogledam seznam vseh oznak in jih po pregledu njihovih definicij 
vključim ali ne vključim v seštevek polnopomenskih besed. Označevalnika in s tem 
posledično besednovrstno-slovnične oznake za angleščino in slovenščino se razlikujejo, zato 
sem si podrobno ogledala vsak nabor oznak posebej. 
V angleškem primeru sem se odločila, da izločim glagola »be« in »have« v vseh oblikah ter 
dodam tuje besede (ki so povečini samostalniki). Izločila sem torej vse oznake, ki se začnejo 
na »VB« ali »VH« ter v seštevek vključila oznako »FW« (foreign word). 
Slovenski označevalnik za razliko od angleškega označuje tudi pomožnost glagola, in sicer z 
oznakami, ki se začnejo z »Gp« (glagol, pomožni). Tako sem se odločila, da izločim vse 
pomožne glagole (glagol biti v različnih oblikah), v seštevek pa dodam besede z oznako »Nj« 
(tujejezično). 
Metodo najprej preizkusim na korpusu SPOOK: 
Tabela 6: Leksikalne gostote literarnih korpusov SPOOK (2. metoda) 
Izračun po tej metodi pokaže obratno sliko, leksikalna gostota se glede na izvirnik zmanjša. 
Obenem ni vidne razlike med izvirnimi in prevedenimi literarnimi besedili v slovenščini. 
Leksikalne gostote lastnega gradiva, pridobljene po tej metodi pridobivanja podatkov, 
prikažem v Tabeli 7. 
Korpus SPOOK Izvirno slovensko Izvirno angleško Prevodi iz angleščine 
Leksikalna gostota (%) 51,69  58,50 51,68 
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Tabela 7: Leksikalne gostote besedil (2. metoda) 
Izračuni leksikalnih gostot kažejo približno isto sliko kot pri izračunu po prvi metodi, 
razhajanje je vidno le pri literarnem korpusu. Gre za edini primer, ko ima kateri od prevodov 
nižjo leksikalno gostoto v primerjavi z izvirnikom, v tem primeru je nižja le gostota 
človeškega prevoda. Nasploh pa so leksikalne gostote, tako kot po prvi metodi, pri prvih dveh 
korpusih najvišje pri statističnem prevajalniku, pri zadnjem korpusu pa pri Microsoftovem 
nevronskem prevajalniku.  
Tabela 8: Odstopanja leksikalne gostote od izvirnika in referenčnega prevoda 
V Tabeli 8 se ponovi isti vzorec odstopanja kot v Tabeli 5, tj. nižjo gostoto v primerjavi s 
človeškim prevodom ima le nevronski prevajalnik pri prevodu IT-besedila, največje 
odstopanje pa pokažeta GSMT v primeru kulinaričnega besedila in MNMT v primeru 
literarnega besedila. 
Iz podanega zaključim, da ne drži, da je leksikalna gostota absolutno vedno nižja v prevodih, 
zagotovo pa ne strojnih. Edina izjema je človeški prevod literarnega besedila, v vseh ostalih 
primerih je leksikalna gostota prevodov višja. 
4.5 Analiza leksikalne variabilnosti 
Variabilnost besedišča je mogoče izračunati po več metodah. Za globalno pestrost besedišča 
posamičnih besedil sem uporabila avtomatski metriki TTR in MTLD, variabilnost prevodov 
pa sem ovrednotila na podlagi luščenja ključnih besed in njihovih prevodnih ustreznic. 
 Leksikalna gostota (%) 
Korpus Izvirnik HT GNMT GSMT MNMT 
IT 64,87 71,32 70,89 71,36 71,30 
KUL 62,05 68,98 69,54 70,15 70,01 
LIT 50,71 49,39 50,82 52,43 52,85 
 Leksikalna gostota (odstopanja) 
Korpus – odstopanje glede na HT GNMT GSMT MNMT 
IT – izvirnik +6,45 +6,01 +6,48 +6,43 
IT – HT  -0,44 +0,03 -0,02 
KUL – izvirnik +6,93 +7,49 +8,10 +7,96 
KUL – HT  +0,56 +1,16 +1,02 
LIT – izvirnik -1,32 +0,11 +1,72 +2,14 
LIT – HT  +1,43 +3,04 +3,46 
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4.5.1 Razmerje med različnicami in pojavnicami 
Za splošno variabilnost besedišča v prevodih, torej primerjavo variabilnosti med referenčnim 
prevodom in strojnimi prevodi, je mogoče uporabiti preprosto razmerje med različnicami in 
pojavnicami (TTR, type-token ratio). Različnica označuje vsako ortografsko različno, torej 
edinstveno besedo, pojavnica pa pomeni vsako besedo v korpusu. 
Razmerje izračunam le za slovenske prevode, primerjave z izvirnikom pa ne izdelam, saj je 
slovenščina v primerjavi s slovenščino veliko bolj pregiben jezik, zato to razmerje med njima 
ni primerljivo. 





Večja kot je vrednost TTR, bolj raznoliko je besedišče oziroma besedilo vsebuje večji delež 
edinstvenih besednih oblik. 
Tabela 9: Razmerje med različnicami in pojavnicami v prevodih 
Pri prevodu IT besedila ima najmanjši delež različnic človeški prevod, največjega pa 
Googlov nevronski prevajalnik. Velikega odstopanja sicer ni videti, vsi štirje prevodi imajo 
približno isto razmerje. Pri prevodu kuharice ima najmanjši delež različnic prevod MNMT, 
ki je po tej vrednosti tudi najbliže človeškemu prevodu, največji delež in največje odstopanje 
pa je opaziti pri prevodu GNMT. Pri prevodu leposlovnega besedila ima najnižji delež 
različnic prevod GSMT, najvišjega pa prevod GNMT. 
Če pogledamo drugače, prevodi GNMT imajo v vseh primerih največjo vrednost TTR, torej 
je besedišče po tem merilu bolj variirano, tako v primerjavi z referenčnim kot z ostalima 
dvema strojnima prevodoma. Od človeškega referenčnega prevoda imajo strojni prevajalniki 
 
25 Pri tem je vredno izpostaviti, da je oznaka tokens v Sketch Enginu zavajajoča, saj ne ustreza naši definiciji 
pojavnic (besede, zamejene s presledkom na eni in drugi strani), temveč zajema še vse druge znake (tudi ločila).  
 Delež različnic (%) 
Korpus HT GNMT GSMT MNMT 
IT 13,07 ↓ 13,54↑ 13,50 13,40 
KUL 7,76  9,58  ↑ 8,50 7,57  ↓ 
LIT 15,41  16,59↑ 14,94 ↓ 16,06 
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povečini (7/9 primerov) večjo leksikalno pestrost, izjema sta le kulinarični in literarni korpus, 
kjer ima človeški prevod večjo pestrost le od enega od prevajalnikov. 
Konsistentnost deleža TTR opazimo torej le pri Googlovem nevronskem prevajalniku, pri 
drugih dveh je ta odvisna od zvrsti oziroma posamičnega besedila. 
4.5.2 Metrika MTLD 
Preizkusim tudi metriko MTLD, in sicer z uporabo modula lexical-diversity26 v okolju 
Python, da lahko primerjam besedila različnih zvrsti oziroma dolžin. Kot omenjeno v 
poglavju o leksikalni diverziteti, ta metrika meri velikost niza besed, ki ohranjajo določen 
prag variabilnosti oziroma določeno razmerje med različnicami in pojavnicami (TTR). 
Tabela 10: Variabilnost besedišča po metriki MTLD 
Rezultati se nekoliko razlikujejo od rezultatov merjenja razmerja TTR, kjer je bilo najbolj 
pestro literarno besedilo in najmanj kulinarično. Glede na metriko MTLD je znotraj IT-
korpusa najbolj pester GSMT in najmanj HT (isto kot TTR), znotraj KUL-korpusa najbolj 
GNMT in najmanj MNMT (isto kot TTR), znotraj literarnega besedila pa najbolj GSMT (pri 
TTR najmanj) in najmanj HT. 
Zanimivo je, da je po tej metodi človeški prevod v dveh primerih leksikalno najmanj pester, 
premaga le Microsoftov strojni prevajalnik v primeru kulinaričnega korpusa. 
4.5.3 Variabilnost prevajanja ključnih besed in besednih zvez 
Druga metoda, po kateri skušam opazovati pestrost besedišča v prevodih, temelji na analizi 
določenega števila ključnih besed in besednih zvez. Te sem najprej izluščila iz vsakega 
angleškega izvirnika s pomočjo orodja27 na platformi Sketch Engine. 
 
26 https://pypi.org/project/lexical-diversity/ 
27 Orodje »Extract Keywords and Terms« je primarno namenjeno iskanju terminologije. V naših primerih, 
predvsem v primeru leposlovnega besedila, ne moremo reči, da so izluščene enobesedne in večbesedne enote 
 MTLD 
Korpus HT GNMT GSMT MNMT 
IT 84,53 ↓ 86,74 91,66 ↑ 86,46 
KUL 164,22 196,80↑ 187,58 162,93↓ 




Slika 2: Primer luščenja ključnih besed in besednih zvez na platformi SketchEngine 
Iskanje je nastavljeno tako, da najde 30 ključnih besed in 30 večbesednih enot glede na 
pogostost besed v privzetem referenčnem korpusu, z omejitvijo, da se mora ključna beseda v 
besedilu pojaviti vsaj petkrat (kar je pomembno tudi z vidika iskanja morebitnih različnih 
prevodov). Uporabljena je tudi nastavitev razlikovanja ključnih besed glede na besedno vrsto 
(izpis lempos-ov, tj. lem z dodano oznako besedne vrste). 
Iz izluščenih enobesednih ključnih enot sem se zaradi predvidene nezanimivosti prevodov z 
vidika analize variabilnosti odločila, da izločim lastnoimenska poimenovanja (kot je osebno 
ime JD v primeru leposlovja ali pa stvarno ime HP v primeru IT-besedila) in števnike. Iz 
seznama večbesednih enot sem izločila samo dva izraza, in sicer jd standing, ker vsebuje 
lastno ime, ter new general counsel, ker se pred tem na seznamu pojavi že zelo podobna zveza 
general counsel. 
Prav tako sem združila analizo za pare besed, ki so bile napačno besednovrstno označene. 
Gre za dva primera, ki se pojavita pri luščenju besed iz korpusa IT: beseda touch se je na 
seznamu pojavila kot prislov in kot glagol. Po pregledu primerov je razvidno, da gre v prvem 
primeru za glagole, napačno označene kot prislove; beseda setup se na seznamu pojavi kot 
 
termini v pravem pomenu besede. Prav tako smo v iskanju spremenili parameter redkosti besed glede na 
referenčni korpus: odločili smo se, da izluščimo tudi za referenčni korpus pogoste besede, saj so ne glede na 
specifičnost ali redkost v jeziku relevantne za samo besedilo. Torej, kljub drugačnemu prvotnemu namenu 
orodja ta metoda luščenja omogoča pridobitev in izbor enot, relevantnih za našo analizo. 
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pridevnik in kot samostalnik, dejansko pa gre le za samostalnik, ki lahko prevzame 
atributivno vlogo pridevnika, zato elementa združim. 
Po izločanju in združevanju sem za vsako besedilo izbrala prvih 10 enobesednih ključnih 
enot in prvih 15 večbesednih ključnih enot. 
Tabela 11: Izbrane enobesedne in večbesedne ključne enote 
Pridobljene ključne besede in besedne zveze ter vse njihove prevodne ustreznice s številom 
pojavitev v celoti prilagam v Prilogi 1 in 2. Analizo variabilnosti v nadaljnjem besedilu 
razdelim na analizo enobesednih ključnih enot (posamičnih besed) in na analizo večbesednih 
ključnih enot (besednih zvez). 
4.5.3.1 Enobesedne ključne enote 
 Za vsako od izbranih ključnih besed sem najprej izvedla iskanje po vzporednih korpusih. 
Najprej sem identificirala prevodno ustreznico (ali več prevodnih ustreznic) v človeškem 
prevodu in njihovo število pojavitev, nato pa sem poiskala še prevodne rešitve in njihovo 
število pojavitev v vsakem od strojnih prevodov. Prevodne rešitve sem si izpisovala v njihovi 
lematizirani obliki, pri tem pa zanemarim sklon prevodne rešitve in njegovo (ne)pravilnost. 
4.5.3.1.1 Variabilnost podanih prevodnih rešitev 
V prvem koraku si ogledam število podanih prevodnih rešitev. Rezultate prikazujem v Grafih 
1, 2 in 3, ki prikazujejo število različnih prevodnih rešitev vsakega prevajalca/prevajalnika 
pri vsaki izhodiščni ključni besedi. Podatki so razvrščeni glede na variabilnost človeškega 
Korpus Enobesedne ključne enote Večbesedne ključne enote 
IT fax, cartridge, touch, print (S), setup, tray, 
button, print (G), menu, printer 
print cartridge, control panel, setup menu, setup button, ok 
button, document feeder, printer driver, software program, 
fax number, fax button, scanner glass, wireless network, 
phone line, print quality, recommended action 
KUL tbsp, stir, pan, pepper, saucepan, boil, 
chop, simmer, tsp 
frying pan, olive oil, baking tray, cling film, lemon juice, 
medium heat, low heat, food processor, kitchen paper, large 
saucepan, black pepper, cold water, greaseproof paper, large 
bowl, wire rack 
LIT deposition, gesture, glance, nod, grin, 
desk, peer, briefcase, courtroom, sigh 
making partner, general counsel, voice mail, front door, 
partnership decision, spare suit, litigation group, opening 
statement, cocktail hour, class action, suit jacket, law school, 
coffee shop, partnership spot, deposition transcript 
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prevoda, tj. od besede z najvišjim do besede z najnižjim številom prevodnih rešitev v 
človeškem prevodu. 
Graf 1: Variabilnost prevodnih rešitev za 10 enobesednih ključnih enot korpusa IT 
Pri korpusu IT ni videti velikih odstopanj glede na raznolikost rešitev, saj strojni prevajalniki 
povečini ostajajo pod številom rešitev v človeškem referenčnem prevodu. 
 
Graf 2: Variabilnost prevodnih rešitev za 10 enobesednih ključnih enot korpusa KUL 
Pri prevodu kuharske knjige GNMT v dveh primerih (4, 5) izjemno preseže število rešitev 
človeškega prevoda, v enem primeru (7) pa tudi GSMT. 
Graf 3: Variabilnost prevodnih rešitev za 10 enobesednih ključnih enot korpusa LIT 
Pri prevodu romana največje odstopanje vidimo pri sklopu podatkov 6 in 7, kjer v enem 
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Če si ogledamo standardne odklone, je najmanjše odstopanje med prevajalniki po številu 
podanih prevodnih rešitev opaziti pri besedilih IT-korpusa, večja odstopanja lahko opazimo 
pri LIT-korpusu, najvišje standardne odklone pa pri KUL-korpusu.  
 
Graf 4: Standardni odkloni števila podanih rešitev pri desetih ključnih besedah 
Variabilnost prevodov posamičnih zvrsti pri izbranih ključnih besedah se na videz ujema z 
rezultati metrike MTLD za celoten korpus, tj. najmanj variabilen je korpus IT besedil, sledijo 
literarna besedila, najbolj variabilen pa je korpus kulinaričnih besedil. Isto je torej tudi pri 
prevodih. 
4.5.3.1.2 Ujemanje prevodnih rešitev 
V naslednjem koraku sem skušala ugotoviti, kolikšen delež prevodnih ustreznic, ki jih 
ponudijo strojni prevajalniki, se ujema s prevodnimi rešitvami referenčnega človeškega 
prevoda. 
 V spodnji tabeli prikazujem primer različnih prevodnih rešitev referenčnega in strojnih 
prevodov za četrto ključno besedo v literarnem besedilu, glagol nod. Za lažji prikaz tabele 
okrajšam kategorijo »število pojavitev« kot »ŠT«, kategorijo »prevodna rešitev« pa »PR«. Z 
























Tabela 12: Primer prevodnih rešitev za glagol nod 
Isti postopek sem ponovila pri vseh ključnih besedah vseh treh besedil. Nato sem izračunala 
njihovo »prekrivanje«, torej ujemanje prevodnih rešitev z eno od predlaganih rešitev 
človeškega referenčnega prevoda. Da bi dobila splošno sliko, sem izračunala deleže ustreznih 
prevodnih rešitev in njihovo povprečje. Rezultate prikazujem v Grafih 5, 6 in 7, njihovo 
povprečje pa v Tabeli 13. 
 
Graf 5: Delež ujemanja prevodnih rešitev z referenčnim prevodom IT-besedila 
 


































Izvirnik HT GNMT GSMT MNMT 
Ključna 
beseda 
ŠT PR ŠT PR ŠT PR ŠT PR ŠT 
nod 66 prikimati 53 prikimati 54 prikimati 46 pokimati 41 
 
kimati 4 prikimavati 5 pokimati 17 prikimati 22 
pokimati 3 kimati 2 prikimavati 1 premikajoče 2 
prikimavati 3 pokimati 1 premikajoče se 1 prikimanje 1 
pomigniti z 
glavo 















Graf 7: Delež ujemanja prevodnih rešitev z referenčnim prevodom LIT-besedila 
 IT KUL LIT 




97,9% 97,3% 98,6% 78,5% 69,4% 65,1% 75,7% 73,9% 62,4% 
Tabela 13: Povprečni delež ujemanja z referenčnim prevodom 
Iz Tabele 13 razberemo, da je največje ujemanje pri IT besedilu dosegel Microsoftov 
prevajalnik, največje ujemanje pri kulinaričnem in literarnem besedilu pa Googlov nevronski 
prevajalnik. Na splošno so se vsi trije prevajalniki po teh rezultatih sodeč izjemno dobro 
odrezali na informacijskem področju, malce slabše pri kulinariki, najslabše pa v leposlovju 
(razen statističnega prevajalnika, ki se je bolj približal referenčnemu prevodu pri leposlovju 
kot pri kulinariki). 
    
Če si ogledamo podatke še z druge perspektive: v povprečju najboljši po ujemanju je GNMT, 
najslabši MNMT; glede na korpuse pa so prevodi najbolj skladni s človeškim prevodom pri 




















4.5.3.2 Večbesedne ključne enote 
Kot pri posamičnih besedah sem tudi za iskanje prevodnih rešitev za besedne zveze najprej 
ugotovila prevodno ustreznico v človeškem prevodu in njihovo število pojavitev ter zatem še 
prevodne rešitve in njihovo število pojavitev v vsakem od strojnih prevodov. Prevodne 
rešitve sem si izpisovala v kanonizirani obliki28, kjer je bilo to le mogoče.  
V številnih primerih v strojnih prevodih kanonične oblike namreč ni bilo mogoče določiti, 
saj strojni prevajalnik besedne zveze najverjetneje (glede na slovnično nepovezanost oziroma 
neujemanje posamičnih besed, ki naj bi sestavljale besedno zvezo) ni zaznal kot kolokacijo 
in je posledično ni prevajal v celoti, temveč vsako enoto zveze posebej. Podajam nekaj 
primerov iz navodil za tiskalnik z izvirnim segmentom in prevodom Microsoftovega 
prevajalnika: 
 
4.5.3.2.1 Variabilnost podanih prevodnih rešitev 
V prvem koraku si ogledam število podanih prevodnih rešitev. Podatki so podani v Grafih 8, 
9 in 10. Kot pri enobesednih enotah so tudi tu podatki razvrščeni po številčnosti prevodov 
človeškega prevoda. 
 
28 Tj. v obliki, kot bi bila prikazana v slovarju, z lematiziranim (imenovalniškim) jedrom in sklanjanim 
prilastkom. 
Angleški izvirnik Prevod MNMT 
Print cartridge information Informacije o tiskalnih vložku 
UNIX For HP-UX and Solaris networks, go to 
www.hp.com/support/net_printing to download the HP 
Jetdirect printer installer for UNIX. 
UNIX za HP-UX in Solaris omrežij, pojdite na 
www.hp.com/support/net_printing, da prenesete HP 
Jetdirect tiskalnik monter za UNIX. 
For Unix print drivers, go to 
www.hp.com/pond/modelscripts/index2. 





Graf 8: Variabilnost prevodnih rešitev za 15 večbesednih enot IT-besedila 
V primeru korpusa IT je število človeških rešitev za večbesedne enote preseženo v več 
instancah kot pri enobesednih ključnih enotah, tu ga v 3 primerih (5, 10, 13) krepko preseže 
GSMT, v dveh primerih (9, 11) GNMT, v enem primeru (9) tudi MNMT.  
 
Graf 9: Variabilnost prevodnih rešitev za 15 večbesednih enot KUL-besedila 
Graf prikazuje izjemno variabilnost prevodnih rešitev, poleg Googlovega nevronskega tudi 
Microsoftov nevronski v 4 primerih poda kar izjemno veliko število rešitev, Googlov 
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Graf 10: Variabilnost prevodnih rešitev za 15 večbesednih enot LIT-besedila 
V literarnem prevodu so strojni prevajalniki povprečno podajali isto število ali manj rešitev 
kot človeški prevod. Občutni presežek je viden le pri zadnjem primeru (15), kjer človeški 
referenčni prevod poda eno samo možno ustreznico, GSMT tri, GNMT šest, MNMT pa kar 
osem.  
 
Graf 11: Standardni odkloni števila podanih rešitev pri 15 ključnih večbesednih enotah 
Največjo odklonskost glede na število predlaganih prevodnih rešitev je opaziti pri prevodih 
kulinaričnega besedila, medtem ko korpusa IT in LIT ohranjata standardni odklon, manjši od 
3 (+/- 3 predlagane ustreznice). 
4.5.3.2.2 Ujemanje prevodnih rešitev 
V naslednjem koraku ugotavljam delež prevodnih rešitev strojnih prevajalnikov, ki se 
ujemajo s prevodnimi rešitvami referenčnega prevoda. 
 V spodnji tabeli prikazujem primer različnih prevodnih rešitev referenčnega in strojnih 
















































lažji prikaz tabele okrajšam kategorijo »število pojavitev« kot »ŠT«, kategorijo »prevodna 
rešitev« pa »PR«. Z zeleno obarvani prevodni rešitvi se ujemata z referenčnim prevodom. 
Tabela 14: Primer prevodnih rešitev za besedno zvezo food processor 
Kot vidimo v zgornji tabeli, je bil pri prevajanju zveze food processor izjemno inovativen 
nevronski Google Translate. Poda kar 14 različnih predlogov, a prav nobeden od njih se ne 
ujema z referenčnim prevodom. Najbolj zanimiva, izstopajoča in tudi nelogična prevoda sta 
»paradižnik« in »pralni stroj«. V prvem primeru gre za dolgo poved, ki nudi več kot dovolj 
kulinaričnega konteksta, zato je nemogoče ugotoviti, zakaj se je prevajalnik odločil za tako 
rešitev. V drugem primeru vidimo, da se prevodna rešitev »paradižnik« sicer pojavi tudi na 
drugem mestu znotraj iste povedi: 
Kot pri ključnih besedah si tudi za besedne zveze ogledam delež ujemanja predlaganih 
prevodnih rešitev z referenčnim prevodom. Rezultate prikazujem v Grafih 12, 13 in 14, 
njihovo povprečje pa v Tabeli 15. 
Izvirnik HT GNMT GSMT MNMT 
Ključna 
enota  ŠT PR ŠT PR ŠT PR ŠT PR ŠT 
food 
processor 105 
multipraktik 102 kuhalnik hrane 52 multipraktik 76 živilski 
procesor 
82 
 strojček 3 predelovalec 
hrane 
21 hrana procesor 17 procesor hrane 6 
 obdelovalec hrane 7 sekljalnik 10 hrane procesor 6 





hranilnik 5 strojček 1 procesor s 
hrano 
3 
predelava hrane 3  obdelovalec 
hrane 
1 
živilski procesor 2 živilska 
predelovalna 
1 


















Angleški izvirnik Prevod GNMT 
Pulse the walnuts in a food processor until finely ground, 
add the flour and butter until it resembles fine 
breadcrumbs, pour in 2–3 tbsp of cold water and pulse to 
a firm dough. 
Orehe v pralnem stroju potisnite, dokler se fino ne 
zmeljejo, dodajte moko in maslo, dokler ne spominja na 
drobne drobtine, prilijete 2–3 žlice hladne vode in 




Graf 12: Delež ujemanja prevodnih rešitev z referenčnim prevodom IT-besedila 
 
Graf 13: Delež ujemanja prevodnih rešitev z referenčnim prevodom KUL-besedila 
 
Graf 14: Delež ujemanja prevodnih rešitev z referenčnim prevodom LIT-besedila 
Korpus IT KUL LIT 
Prevajalnik GNMT GSMT MNMT GNMT GSMT MNMT GNMT GSMT MNMT 
Povprečje 
ujemanja 
78,1% 87,7% 82,2% 40,0% 59,2% 38,5% 27,6% 29,8% 27,5% 






























Iz Tabele 15 razberemo, da je povprečno največji delež ustreznic, torej največje ujemanje z 
referenčnim prevodom, pri vseh treh besedilih dosegel Googlov statistični prevajalnik. 
Nevronska prevajalnika sta se dobro, a glede na referenčni prevod ne najbolje, odrezala le pri 
prevodu besedila s področja informacijske tehnologije. Nobeden od strojnih prevajalnikov ne 
izkazuje velikega ujemanja z referenčnim prevodom pri prevajanju literarnega besedila (manj 
kot 30 % prevodnih rešitev se ujema s prevodnimi rešitvami, podanimi v človeškem 
prevodu). 
  
Pri prevajanju večbesednih ključnih enot so torej bili prevajalniki, tako kot pri enobesednih 
enotah, najbolj uspešni pri besedilu z IT-področja. Večji upad ujemanja je opaziti pri 
kulinaričnem, še večji pa pri literarnem besedilu. Glede na prevajalnik pa je tokrat v 
povprečju največ ustreznic, ki se ujemajo s človeškim prevodom, dosegel Googlov statistični 




5 Kvalitativna analiza 
Za prikaz (ne)zanesljivosti analiz, izvedenih s kvantitativno metodo, sem izbrala tudi nekaj 
odlomkov, ki si jih pobliže ogledam. Ti morebiti prikazujejo drugačno sliko o strojnih 
prevodih, saj jih pri kvantitativni analizi vrednotim le glede na podatke referenčnega 
človeškega prevoda. 
S tem bom skušala raziskati tudi naslednje raziskovalno vprašanje: 
R1.  Ali je mogoče glede na kvantitativno izmerjene vrednosti soditi tudi o kakovosti 
prevoda? 
5.1 Ročna analiza leksikalne gostote na izbranem vzorcu besedila 
Primerjam izračun globalne leksikalne gostote besedil z izračunom na manjšem vzorcu 
besedila. Pri vsakem besedilu sem naključno izbrala prvi daljši segment (več kot 100 znakov). 
Polnopomenske besede označim s krepko pisavo. 
Izračun za IT-korpus nekoliko odstopa od globalne leksikalne gostote, še vedno pa se ponovi 
vzorec, da je leksikalna gostota višja v prevodih kot v izvirniku. Največje odstopanje od 
leksikalne gostote človeškega prevoda izkazuje GSMT, ki v tem primeru v primerjavi z 
nevronskima prevajalnikoma izkazuje tudi manj naraven oziroma tekoč jezik (da bi morali, 
nepotrebna vejica pred ali). 
IZVIRNIK HT GNMT GSMT MNMT 
WARNING! 
Warnings alert you 
to specific 
procedures that you 
should follow to 
avoid personal 
injury, catastrophic 
loss of data, or 
















ki jih morate 






















ki jih morate 




podatkov ali obsežni 
poškodbi izdelka. 
15/25 = 60,00 % 17/20 = 85,00 % 15/23 = 65,22 % 14/22 = 63,64 % 15/23 = 65,22 % 
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Pri kulinaričnih besedilih je leksikalna gostota pri človeškem prevodu za odtenek nižja, pri 
vseh strojnih prevodih pa višja. Največje odstopanje od leksikalne gostote človeškega 
prevoda je opaziti pri Microsoftovem prevajalniku, ki vsebuje tudi največ neprevedenih ali 
napačno prevedenih besed, tako GSMT kot MNMT pa se od referenčnega prevoda precej 
oddaljita z vidika tekočnosti jezika oziroma skladenjske pravilnosti. 
Pri literarnih besedilih je na globalni ravni po leksikalni gostoti nižji od izvirnika le človeški 
prevod. Po leksikalni gostoti se človeškemu prevodu najbolj približa GNMT, ki je v tem 
primeru ustvaril tudi najbolj tekočo, skladenjsko pravilno in smiselno poved. 
IZVIRNIK HT GNMT GSMT MNMT 
Place the beans in a 
blender or food 
processor with the 
coriander, parsley, 
mint, cumin, and 
salt and pepper to 
taste, and blend to a 
smooth purée, 
adding enough of 
the reserved cooking 
liquid to ensure the 
mixture is not too 
dry. 
Damo ga v mešalnik 
ali multipraktik in 
ga skupaj s 
koriandrom, 
peteršiljem, meto, 
kuminom, soljo in 
poprom po okusu ter 
toliko prihranjene 
tekočine, da zmes ni 
presuha, obdelamo 
do gladkega. 





kumino ter soljo in 
poprom po okusu ter 
primešajte v gladek 
pire, ki mu dodate 
dovolj zadržane 
tekočine za kuhanje, 
da mešanica ne bo 
preveč suha. 
Postavite fižol v 
mešalcu ali hrano 
procesor z 
koriander, peteršilj, 
meta, kumina, ter 
sol in poper po 
okusu, in mešanice z 
gladko kašo, dodal 
dovolj rezervirano 
kuhanje tekočine, da 
se zagotovi zmes ni 
preveč posuši. 
Kraj fižol v 
mešalniku ali 
procesor s hrano 
koriander, peteršilj, 
Mint, kumina, in sol 
in poper po okusu, in 
mešanica na gladko 
purée, dodaja 
dovolj rezervirane 
kuhanje tekočine za 
zagotovitev 
mešanice ni preveč 
suha. 
24/42 = 57,14 % 17/30 = 56,67 % 23/37 = 62,16 %  24/35 = 68,57 % 24/34 = 70,59 % 
IZVIRNIK HT GNMT GSMT MNMT 
A jury consultant 
she had worked with 
during a particularly 
tricky gender 
discrimination trial 




favorably to female 
lawyers who were 
attractive. 
Svetovalec za 
poroto, s katerim je 




spoloma, ji je rekel, 
da se porotniki – 
tako moški kot 
ženske – z večjo 
naklonjenostjo 
odzivajo na ženske 
odvetnice, ki so 
privlačne. 
Svetovalka porota, s 





spoloma, ji je dejala, 
da so porotniki - 
moški in ženske - 
ugodneje odgovorili 
na privlačne ženske. 
Svetovalec Žirija je 




sojenju so ji 
povedali, da 
porotniki-tako 
moški kot ženske, 
odzvali bolj ugodno 
za ženske 
odvetnikov, ki so 
privlačne. 
Žirija svetovalec je 
sodelovala pri še 
posebej težavno 
sojenje spola 
sojenja je povedal, 
da je porotnikov-
tako moški in 
ženske-odzval bolj 
ugodno za ženske 
odvetnike, ki so bili 
privlačni. 
18/32 = 56,25 % 19/36 = 52,77 % 16/30 = 53,33 % 19/28 = 67,66 % 18/27 = 66,67 % 
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5.2 Ustrezni prevodi, ki se ne ujemajo z referenčnim 
Nekatere rešitve prevodov pri strojnih prevajalnikih so bile kljub neujemanju s človeškim 
referenčnim prevodom popolnoma ustrezne. Za vsak korpus navedem štiri tovrstne primere, 
ki sem jih opazila pri preučevanju ključnih enot, in jih komentiram. Komentiram samo prevod 
ključne besede in zanemarim (ne)ustreznost prevoda preostanka segmenta. 
1. Korpus IT 
Pri prevajanju informacijsko-tehnološkega besedila so bili strojni prevajalniki že tako precej 
složni z referenčnim prevodom (visoko ujemanje prevodnih lem s predlogi človeškega 
prevoda). Izpostavljam 4 primere, kjer so prevodi odstopali od človeškega prevoda, a bi jih 
še vedno lahko ovrednotili kot ustrezne. 
Pri prevajanju glagola »touch« so strojni prevajalniki (v tem primeru GNMT in GSMT) med 
drugim uporabili rešitev »s pritiskom«. Ta je glede na kontekst popolnoma ustrezna, četudi 
je ni najti v referenčnem prevodu. 
Izpostavljam rešitev GNMT, ki se je odločil za kombinacijo izvirne zveze ter prevoda v 
oklepaju. To je zanimiv pristop, ki bi se lahko izkazal za izjemno koristnega pri prevajanju 
IZVIRNIK HT GNMT GSMT MNMT 
Alert and warning 
messages appear 
temporarily and 
might require you to 
acknowledge the 
message by touching 
the OK button to 
resume or by 
touching the Cancel 




se prikažejo začasno 
in morda boste morali 
sporočilo potrditi z 
dotikom gumba OK, 
da boste nadaljevali z 
opravilom, ali z 
dotikom gumba 




se začasno prikažejo 
in morda boste morali 
sporočilo potrditi s 
pritiskom na gumb 
V redu za 
nadaljevanje ali z 
dotikom gumba 




se prikažejo začasno 
in vas lahko 
zahtevajo, da 
sporočilo potrdi s 
pritiskom na gumb 
OK, da nadaljujete ali 
s pritiskom na gumb 




se prikažejo začasno 
in morda zahtevajo, 
da potrdite sporočilo 
tako, da se dotaknete 
gumba v redu, da 
nadaljujete ali se 
dotaknete gumba 
Prekliči, da prekličete 
opravilo. 
IZVIRNIK HT GNMT GSMT MNMT 
Open the Network 
Setup menu, and 
then open the 
Wireless Menu item. 
Odprite meni 
Nastavitev omrežja 










Network Setup, in 









tehničnih besedil, na primer navodil za uporabo aplikacij, ki nimajo popolnoma lokaliziranih 
vsebin.  
Rešitev GNMT, »kakovost tiska«, je na tem mestu popolnoma smiselna, četudi zamenja 
postopek z rezultatom (tiskanje/tisk). 
V zgornjem primeru je popolnoma smiseln prevod prevajalnika GSMT, tj. »gonilnik za 
tiskalnik«, ki pa ga ni najti med prevodnimi ustreznicami v človeškem prevodu. 
2. Korpus KUL 
»Sesekljati« in »nasekljati« sta sopomenki, vendar slednjega referenčni prevod ne predlaga 
kot prevodno ustreznico. 
IZVIRNIK HT GNMT GSMT MNMT 
Paper or print media 
that does not meet the 
following guidelines 
might cause poor 
print quality, 
increased jams, and 
premature wear on 
the product. 
Papir ali tiskalni 





večje število zastojev 
in prehitro obrabo 
izdelka. 
Papir ali tiskalni 




kakovost tiska, večje 
zastoje in prezgodnjo 
obrabo izdelka. 
Papir ali tiskalni 
mediji, ki ne 
izpolnjujejo 
naslednje smernice 
lahko povzroči slabo 
kakovost tiskanja, 
večje število zastojev 
in prehitro obrabo 
izdelka. 
Papir ali tiskalni 





večje marmelade in 
prezgodnjo obrabo 
izdelka. 
IZVIRNIK HT GNMT GSMT MNMT 
This method is best in 
most situations. If 
Mac OS X cannot 
find the HP printer 
driver, an error 
message displays. 
Ta metoda je 
najboljša v večini 
primerov. Če 
operacijski sistem 
Mac OS X ne uspe 
najti HP-jevega 
gonilnika 
tiskalnika, se prikaže 
sporočilo o napaki. 
Ta metoda je 
najboljša v večini 
situacij. Če Mac OS 
X ne najde HP-jevega 
gonilnika 
tiskalnika, se prikaže 
sporočilo o napaki. 
Ta metoda je 
najboljši v večini 
primerov. Če Mac 
OS X ne najde 
gonilnika za 
tiskalnik HP, prikaže 
sporočilo o napaki. 
Ta metoda je 
najboljša v večini 
primerov. Če Mac 
OS X ne najde 
gonilnika tiskalnika 
HP, se prikaže 
sporočilo o napaki. 
IZVIRNIK HT GNMT GSMT MNMT 
1 tbsp chopped 
chives 
1 žlica sesekljanega 
drobnjaka 
1 žlica nasekljanega 
drobnjaka 
1 žlica nasekljanega 
drobnjaka 




»Tbsp« je v človeškem prevodu v 15 primerih prevedeno kot »žlička« in ne kot »žlica«. 
Prevajalniki so bili pri prevajanju te besede bolj dosledni od človeškega prevoda, ostaja pa 
vprašanje, ali gre za v vseh primerih za napako ali za zavestno odločitev prevajalke. V 
navedenem primeru gre gotovo za napako. 
»Popražiti« in »prepražiti« sta na tem mestu popolnoma ustrezna prevoda in zgolj izpeljanki 
iz "pražiti", ki pa v referenčnem prevodu nista bila predlagana kot ustreznici. 
»Oljčno olje« in »olivno olje« označujeta isti označenec, zato bi bili prevodi vseh treh strojnih 
prevajalnikov popolnoma ustrezni (po mnenju stroke celo bolj29).  
3. Korpus LIT 
 
29 https://isjfr.zrc-sazu.si/sl/terminologisce/svetovanje/oljka-oljcno-olje#v  
IZVIRNIK HT GNMT GSMT MNMT 
Once risen, brush 
the buns lightly 
with beaten egg 
and sprinkle 1/2 
tbsp sesame seeds 
over each bun. 
Vzhajane kruhke rahlo 
premažemo z 
razžvrkljanim jajcem 
in vsakega potresemo 
s ½ žličke sezama. 
ko se enkrat dvignejo, 
rahlo premažemo 
žemljice in 
premažemo 1/2 žlice 
sezamovih semen po 
vsaki žemljici. 
enkrat dvignila, 
krtačo žemlje rahlo s 
stepenim jajcem in 
potresemo 1/2 žlice 
sezamova semena nad 
vsako figo. 
enkrat povečal, 
krtačo buns rahlo s 
pretepen jajce in 
potresemo 1/2 žlici 
sezamovo seme nad 
vsako žemljo. 
IZVIRNIK HT GNMT GSMT MNMT 
Fry the bacon, 
onions, garlic, and 
celery in the 
casserole, until 
lightly coloured. 
V posodi pražimo 
slanino, čebulo, 
česen in zeleno, 
dokler se rahlo ne 
obarvajo. 
V ponvici popražite 
slanino, čebulo, 
česen in zeleno, 
dokler se rahlo ne 
obarvajo. 
Prepražimo slanino, 
čebulo, česen in 
zeleno v posodi, 
dokler rahlo 
obarvana. 
Fry slanino, čebulo, 
česen, in zeleno v 
pečenje, dokler rahlo 
obarvana. 
IZVIRNIK HT GNMT GSMT MNMT 





2 žlici ekstra 
deviškega oljčnega 
olja 
2 žlici ekstra 
deviškega oljčnega 
olja 
2 žlici ekstra deviško 
oljčno olje 
IZVIRNIK HT GNMT GSMT MNMT 
He glanced down at 
his beer, then took in 
the beautiful tree-
lined scenery of the 
eighth hole. 
Pogledal je svoje 
pivo in se nato zazrl v 
drevesa pri osmi 
luknji. 
Spustil je pogled na 
svoje pivo, nato pa se 
je lotil čudovitega 
drevesnega prizora 
osme luknje. 
Pogledal je navzdol 
na njegovo pivo, nato 
pa se je v lepi 
drevoredom kuliso 
osmega luknjo. 
Pogledal je na svoje 
pivo, nato pa je v lepi 
drevo-podložene 
kulise v osmi luknji. 
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GNMT predlaga prevodno rešitev »spustiti pogled (na)«, kar je popolnoma ustrezna rešitev, 
četudi je ni najti med predlogi referenčnega prevoda. 
GNMT predlaga zamenjavo »mize« s »stolom«. Kot razlog za izbiro te rešitve lahko podamo 
dve možnosti: ena možnost je, da se sistemu zdi bolj smiselno vstajati s stola in ne z mize, 
druga možnost pa je, da je med svojimi podatki enostavno izbral hrvaško besedo »stol«, sl. 
»miza«. Rešitev bi bila v vsakem primeru smiselna. 
Sinonima »zavzdihniti« in »vzdihniti« bi bila na mnogih mestih lahko uporabljena 
izmenoma. 
Rešitvi GSMT in MNMT bi bili na tem mestu popolnoma smiselni. »Razpravna dvorana« se 
v jeziku uporablja kot sopomenka za »sodno dvorano«, Microsoftov predlog »dvorana« pa je 
delni prevod, ki je na tem mestu še vedno ustrezen. 
Poleg zgornjih primerov je zanimiv tudi naslednji sklop prevodov:  
IZVIRNIK HT GNMT GSMT MNMT 
With a faint smile on 
her face, Payton got 
up from her desk and 
thanked Irma for the 
message. 
Z rahlim nasmeškom 
na ustnicah je vstala 
izza mize in se Irmi 
zahvalila za 
sporočilo. 
Payton je z rahlim 
nasmehom na obrazu 
vstala s stola in se 
Irma zahvalila za 
sporočilo. 
Z rahlim nasmehom 
na obrazu, Payton 
vstala od svoje mize 
in se zahvalil Irma za 
sporočilo. 
Z rahlim nasmehom 
na obrazu je Payton 
vstal od mize in se 
zahvalil Irma za 
sporočilo. 
IZVIRNIK HT GNMT GSMT MNMT 
Payton sighed. Payton je 
zavzdihnila. 
Payton je vzdihnil. Payton je 
zavzdihnila. 
Payton je vzdihnil. 
IZVIRNIK HT GNMT GSMT MNMT 
Once outside the 
courtroom door, JD 
set his briefcase 
down, hurrying to get 
the splotch jacket off 
as quickly as 
possible. 
Ko je bil zunaj sodne 
dvorane, je JD 
postavil kovček na tla 
in si skušal sleči 
umazan suknjič, 
kakor hitro je bilo 
mogoče. 
Ko je pred vrati 
sodne dvorane JD 
odložil aktovko in se 
pohitel, da bi čim 
hitreje slekel plašč. 
Ko je pred vrati 
razpravno dvorano, 
JD nastaviti svojo 
aktovko navzdol, hiti, 
da bi dobili splotch 
jakno v najkrajšem 
možnem času. 
Ko je zunaj dvorani 
vrata, JD je njegov 
kovček navzdol, 
hitel, da bi dobili 
štampiljka jakno off 
kakor hitro je 
mogoče. 
IZVIRNIK HT GNMT GSMT MNMT 
As JD’s best friend, 
he was de facto off-
limits. 
Ker je bil JD-jev 
najboljši prijatelj, 
sploh ni prišel v 
poštev. 
Kot JD-jev najboljši 
prijatelj je bil de 
facto izven meja. 
Kot najboljši prijatelj 
JD je, da je bil de 
facto izven meja. 
Kot JD najboljši 




Izpostavljam predvsem ohranitev latinske zveze »de facto«. Rešitev je zelo primerna za 
literarno besedilo s pravniškimi izrazi, ni pa mogoče določiti, ali je latinski izraz pri strojnih 
prevodih ohranjen po nesreči ali namenoma. 
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6 Posebnosti prevodov in prevajalnikov 
Ob analizi prevodov sem opazila kar nekaj zanimivosti, predvsem pri nevronskih 
prevajalnikih. Poleg napačnih prevodov zaradi neuspešne prepoznave konteksta in 
dobesednega prevajanja, ki so pričakovan element strojnih prevodov, na tem mestu 
izpostavljam tudi druge, manj pričakovane posebnosti. 
6.1 Neustrezen kontekst in dobesedno prevajanje 
Pri prevodih tako statističnega kot tudi nevronskih prevajalnikov je v mnogih primerih še 
vedno mogoče zaznati dobesedno prevajanje ali pa prevajanje z rešitvijo izven konteksta: 
 
Posebej izpostavljam primere, kjer se Microsoftov nevronski prevajalnik ni dobro izkazal, 
kar je presenetljivo sploh pri prevajanju z »njihovega« področja ali pa celo njihovih lastnih 
izdelkov: 
Korpus Izvirnik Prevod Prevajalnik 
IT NOTE: This button illuminates only when the 
current screen can use this feature. 
OPOMBA: Ta gumb sveti samo takrat, ko 
lahko tok zaslona uporabljati to funkcijo. 
GSMT 
IT Turn ePrint On/Off Obrnite ePrint vklop / izklop GSMT 
IT Sets Courier font values. Kompleti pisava Courier vrednosti. GSMT 
IT Double and Triple Dvoposteljna in trojna // Triposteljna soba GNMT // 
MNMT 
IT If paper is jammed in the product, clear the 
jam. 
Če je papir zagozden v izdelku, počistite 
marmelado. 
MNMT 
IT Have the product name, serial number, date 
of purchase, and problem description 
ready. 
Življati zmnožek ime, serijska številka, rok 
od nakup, ter naloga oris radovoljen. 
MNMT 
IT Maximum is the most aggressive trapping 
setting.  
Maximum je najbolj agresivna nastavitev 
lova s pastmi. // Največja je najbolj 
nastavitev agresiven pastmi. // Največja je 






Primeri iz korpusa kuharskih receptov kažejo na hude težave strojnih prevajalnikov pri 
prepoznavanju pravilnega pomena večpomenskih izrazov in prilagajanja že najbližjemu 
kontekstu: 
Izvirnik Prevod Prevajalnik 
2 large handfuls of rocket 2 veliki peščici rakete //  
2 veliki pesti raketo //  




1 lime, cut into wedges, to serve 1 apno, narezano na klini, postreči //  
1 apno, reši na rezine, ki bo služila //  




1 fennel bulb 1 žarnica koromača //  
1 koromač žarnica // 




Poached Salmon Rillettes Ribolov z lososom GNMT 
3 spring onions, finely sliced 3 vzmetna čebula, fino narezana MNMT 
Pour in the beaten eggs and shake the pan to 
distribute evenly. 
Vlijemo v pretepla jajca in stresemo ponev, da se 
enakomerno porazdeli. //  Pour v pretepen jajca in 
pretresemo ponev za enakomerno distribucijo. 
GNMT // 
MNMT 
Creamed Spinach with Pine Nuts Creamed špinača z borovci orehi MNMT 
Serve at once while warm, or leave to cool. Postrezite takoj, ko toplo ali dopust, da se ohladi. GSMT 
Prick the potatoes all over with a fork, then 
transfer to the oven and bake for 45 minutes, or 
until tender. 
Kurac krompir vsem z vilicami, nato prelijte v 
pečico in pečemo 45 minut, oziroma dokler 
razpis. // Prick krompir povsod z vilicami, nato 




Sesame Seed Buns Sezamovo seme ritke GSMT 
Največ primerov prevajanja »besede za besedo« je v literarnem besedilu, kjer je na sploh 
najti največ fraznih glagolov, idiomatičnih izrazov in prenesene rabe.  
IZVIRNIK Prevod MNMT 
NOTE: For Mac OS X 10.5 and later, PPC and Intel® 
Core™ Processor Macs are supported. For Mac OS X 
10.6, Intel Core Processor Macs are supported. 
PISMO zakaj Škot OS X 10,5 ter slej, PPC ter celo 
število® jedro™ predelovalec Macs ste zaslomba. Zakaj 
Škot OS X 10,6, celo število jedro predelovalec Macs ste 
zaslomba. 
NOTE: Apple AirPort wireless routers do not support 
WPS button setup. 
Opomba: brezžični usmerjevalniki na letališču Apple ne 
podpirajo nastavitve gumba WPS. 
Windows Vista (32-bit and 64-bit) Okno razgled (32-košček ter 64-košček) 
1. Make sure that the product .GZ file is in the following 
hard-drive folder:  
Library/Printers/PPDs/Contents/Resources. If necessary, 
reinstall the software. 
1. Prepričajte se, da je izdelek. GZ pila je v sledeč trd-
voziti se zgibalnik: 
knjižnica/tiskarnar/PPDs/vsebina/sredstvo. Po potrebi 
znova namestite programsko opremo. 
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Izvirnik Prevod Prevajalnik 
“You thought you and Payton were 
‘getting along,’ ” Tyler repeated. 
 "Mislil si in Payton so" dobili skupaj, «Tyler ponovi. //  




Or maybe it was the eight whiskeys on 
the rocks, but who was counting? 
Mogoče je šlo za osem viskijev na skalah, ampak kdo je 
štel? // Ali pa je bilo osem viskija na skalah, ki pa je bilo 
štetje? // Ali pa je bilo osem viskijev na skalah, ampak 




There are times—many, many times—
when he drives me absolutely nuts. 
Obstaja krat-veliko, veliko krat, ko vozi me popolnoma 




/… / Payton was already wired and 
could probably do without the additional 
buzz of caffeine. 
/… / in ker je Payton že bil ožičen in bi verjetno lahko brez 
dodatnega žvečenja kofeina. // /…/ in ker je bila Payton že 
žično in bi verjetno naredil brez dodatnega buzz kofeina. 
// /…/ in ker Payton je bil že žično in bi lahko verjetno 




He was having trouble thinking 
straight. 
Težko je razmišljal naravnost. // 
Imel je težave razmišljanje naravnost. // 
Imel je težave z razmišljanjem naravnost. 
GNMT  // 
GSMT // 
MNMT 
“No f**king way!” The shout, 
resonating through the bar, came from 
behind Tyler. 
"Brez kraljeve poti!" Vzpon, ki je odmeval skozi prečko, 
se je oglasil izza Tylerja. 
GNMT 
6.2 Ustvarjalno besedotvorje 
Nevronska strojna prevajalnika nudita veliko primerov, kjer se pri prevodu odločita za 
tvorjenje novih, neobstoječih besed. Navajam le nekaj zanimivih primerov iz vsakega 
korpusa. 
Korpus Izvirnik Prevod Prevajalnik 
IT Adaptive halftoning is on. Prilagodljivo poltoniranje je vklopljeno. // 
Prilagodljiv poltoning je vključen. 
GNMT // 
MNMT 
IT If you are using IPv6, the IP address is a 
hexadecimal combination of characters and 
digits. 
Če uporabljate IPv6, je naslov IP 
šestnajstična kombinacija znakov in številk 
GNMT 
IT Sets the time, in seconds, after which the 
product should stop sounding the Fax/Tel 
audible ring to notify the user of an incoming 
voice call. 
Nastavi čas v nekaj sekundah, po katerem 
naj izdelek preneha zvočati zvočni zvok Fax 
/ Tel, da uporabnika obvesti o dohodnem 
glasovnem klicu. 
GNMT  
IT Print on preprinted letterhead or forms with 
Windows 
Natisnite na vnaprej natisnjene pisemke ali 




IT /…/ (This is known as polling another 
machine). 
/…/ (To je znano kot anketanje drugega 




IT Clear jams in the duplexer (duplexing 
models only) 
Odstranjevanje zastojev v duplexerju 
(samo za modele za obojestransko tiskanje) 
// Odpravljanje zastojev v duplekerju (samo 
pri modelih za dvostransko tiskanje) 
GNMT // 
MNMT 
IT 4. Extend the paper guides fully (callout 1) 
and then load the paper stack into Tray 1 
(callout 2). Adjust the paper guides to the 
size of the paper. 
4. v celoti razširite vodilo papirja (oblakač 
1) in nato naložite sveženj papirja v pladenj 
1 (Oblakač 2). Vodila papirja prilagodite 
velikosti papirja. 
MNMT 
IT Set autoredial and the time between redials Nastavi samoporodje in čas med vnovično 
klicanje 
MNMT 
KUL The rillettes can be prepared up to 24 hours 
in advance and stored in a covered container 
in the refrigerator. 
Rilice lahko pripravite do 24 ur vnaprej in 
jih shranite v pokriti posodi v hladilniku. 
GNMT 
KUL 1/4 tsp dried thyme 1/4 TSP posušene timme MNMT 
KUL wash and dry the courgettes, then cut into 
batons. 
pranje in sušenje bučke, nato razrezani v 
batone. 
MNMT 
KUL Good with small rounds of pumpernickel to 
make tasty and attractive canapés. 
Dobro z majhnimi kroglicami 
pumpernickela za pripravo okusnih in 
privlačnih kanapov. //  Dobro z majhnimi 




KUL Ceviche is a brief, light pickling of raw fish 
to conserve freshness and bring out its true 
flavour 
Ceviche je kratek, lahka dekapiranja 
surovega rib za ohranitev svežine in 
prinašajo svoj pravi okus 
MNMT 
KUL flip the quesadilla over, and cook until it is 
toasted on both sides and the cheese has 
melted. 
prevrnite vprašadillo in kuhajte, dokler se 
na obeh straneh ne opeče in sir se stopi. 
GNMT 
KUL cut each quesadilla in half, to form 
triangles, and serve immediately with the 
Salsa Mexicana and guacamole on the side. 
vsako vprašalico prerežemo na pol, da 
nastanejo trikotniki in takoj postrežemo s 
salso Mexicana in guacamolom ob strani. 
GNMT 
KUL Top the pudding bowl with a round of 
pleated greaseproof paper, then top with a 
double layer of pleated foil. 
Top puding skledo z okroglim naguliranega 
papirja maščobe neprepustni, nato pa top z 
dvojnim slojem naguated folijo. 
MNMT 
KUL Grease an ovenproof dish with 1 tbsp of the 
olive oil. 
Grease ovensko jed z 1 žlici oljčnega olja. MNMT 
KUL 300g (10oz) potatoes, diced and parboiled 
for 5 minutes 
300g (10oz) krompir, zmrazil in parkuhani 
za 5 minut 
MNMT 
KUL 12 whole chives, snipped into 2.5cm (1in) 
lengths, to garnish 
12 celih drobnjak, odstrižek v 2,5 cm (1in) 




LIT “You have such a devious look on your 
face,” she said, her dark blue eyes sparkling 
with interest. 
 "Na obrazu imaš tako vragljiv pogled," je 
rekla, temno modre oči so se mu bliskale z 
zanimanjem. //  "Imate tako zavozan pogled 
na obrazu," je dejala, njene temne modre oči 
peneče z obrestmi. 
GNMT // 
MNMT 
LIT “I was intrigued. "Bil sem zaintrigiran. GNMT 
LIT “ ‘Bonking our brains out’? "Izkoščanje naših možganov"? MNMT 
LIT He grinned. On se je zasil. MNMT 
LIT “ADMIT IT—YOU were a little spitfire in 
law school, weren’t you?” Payton grinned at 
JD’s question, shaking her head no. 
"PRIJAVITE TO - v pravni šoli ste bili malo 
razburjeni, kajne?" Payton se je na vprašanje 
JD nasmehnila in glavila ne. 
GNMT 
LIT She scowled. Ona je skodila. MNMT 
LIT JD scoffed at this. JD je skodil na to. MNMT 
LIT Then he gestured gallantly to Payton—after 
you. 
Potem je po tebi gesturiral na Payton. MNMT 
LIT Payton grinned. Payton se je zgrinil. MNMT 
LIT After eight years, Payton recognized this 
gesture well—it meant he was about to begin 
another one of his condescending lectures. 
Po osmih letih, Payton priznana ta poteza 
dobro-to pomeni, da je bil na tem, da začne 
še eno od njegovih konpadnih predavanj. 
MNMT 
LIT Payton fought the urge to roll her eyes. Payton se je boril z željo, da bi ji izkotalila 
oči. 
MNMT 
LIT Ben smiled at their eagerness. Ben se je nasmehnil na njihovo poželost. MNMT 
LIT I’m sure you and Payton both have pretty 
little prepared speeches you can rattle off 
about yourselves. 
Prepričan sem, da imata oba z Paytonom 
zelo malo pripravljenih govorov, ki jih lahko 
izklopotec o sebi. 
MNMT 
LIT She fanned herself. Sama se je obožljala. MNMT 
LIT I panicked.” Panikala sem. " GNMT 
LIT Payton Kendall lifted a sleepy hand to her 
nightstand and fumbled around to silence the 
god-awful beeping. 
Payton Kendall je zaspano roko dvignila do 
svoje nočne omarice in se spotaknila, da bi 
utišala bogočast pisk. 
GNMT 
LIT He looked so quintessentially JD right then, 
with his suit jacket already off and his 
classically cut navy pinstripe pants and yes, 
that perfectly styled rakish light brown hair 
of his. He looked tan—probably out playing 
tennis or golf over the weekend—and he 
gave her one of his perfect-white-teeth 
smiles as he leaned casually against the 
credenza behind him. 
Takrat je bil videti čudovito JD, s suknjičem 
že obleko in klasično odrezanimi 
mornarskimi hlačami in ja, da so bili odlično 
oblikovani rakijski svetlo rjavi lasje. 
Izgledal je porjavelo - verjetno se je čez 
vikend igralo tenisa ali golfa - in dodobra ji 
je nasmehnil, ko se je ležerno naslanjal na 
kengeno za sabo. 
GNMT 
LIT She watched with satisfaction as her reply 
wiped the smirk right off of his face. 
Z zadovoljstvom je opazovala, kako ji 
odgovor briše smirkec z obraza. 
GNMT 
LIT From that point, she had vowed that until she 
could wax poetic on whether trading So-and-
So for What’s-His-Face was a smart move 
Od tega trenutka se je zaobljubila, da bo, 
dokler ne bo uspela poetično razpravljati o 




by Team Who-the-Hell-Cares, it was 
probably best to keep the nonlegal chitchat 
with Ben to a minimum. 
je njegov obraz, pametna poteza ekipe Team 
Who-the Hell-Cares, verjetno bi bilo 
najbolje obdržati nelegalni čithat z Benom 
na minimum. 
LIT She stuck out her hand in introduction. V uvodu je štrlila roko. GNMT 
LIT But with Chase, there was no fuss. Toda s Chaseom ni bilo nobene prepirke.  
Pri zgornjih primerih lahko opazimo, da nevronski prevajalniki tvorijo nove besede na vsaj 
dva različna načina. Ponekod gre za tvorjenje besed z razčlembo izvirne besede na posamične 
morfeme oziroma korene in prevajanje enega ali vseh korenov (half+toning > pol+toniranje; 
auto+redial > samo+porodje; ques+adilla > vpraš+adilla, con+descending > 
kon+padanje), drugje pa prevajalniki poskusijo zgolj prevzemati besede z oblikoslovno 
prilagoditvijo grafemov ali pred- in pripon (scowled > skodila; grinned > zgrinil, gestured 
> gesturiral; smirk > smirkec; rilettes > rilice) ali pa kombinirajo oba pristopa. Oba 
prepoznana načina izkazujeta uporabo metode za segmentiranje in kodiranje besed na ravni 
podenot (subword). Pri tem je vredno omeniti, da se to ne dogaja le pri manj pogostih, 
eksotičnih besedah, temveč tudi pri relativno pogostih besedah (ki so očitno še vedno premalo 
pogoste, da bi jih prevajalniki vključili v osnovno besedišče), ter da dve različni besedi v 
izvirniku prevaja z isto obliko (scowled, scoffed > skodil), kar je lahko precej zaskrbljujoče. 
6.3 Napake pri prepisu 
Pri spodnjih primerih sta se nevronska prevajalnika očitno srečala z nekakšnimi motnjami 
procesiranja, in sicer ali pri ohranitvi izvirnega (citatnega) zapisa ali pri napačnem zapisu 
prevodne ustreznice (napačna končnica, manjkajoč znak, zamenjan znak, podvojen znak). 
Korpus Izvirnik Prevod Prevajalnik 
IT Flatbed Scanner Flatber Scanner GNMT 
IT Scanning resolution is measured in pixels per 
inch (ppi). 
Ločljivost skeniranja se meri v piklih na palec 
(ppi). 
GNMT 
IT Now Nwo MNMT 
IT Cancel: Automatically cancel the print job 
after a specified delay. 
Prekliči: samodejno prekliče tiskalni posel po 
določeni zakasnki. 
MNMT 
IT Make sure the phone is not being used for a 
voice call when faxing. 
Prepričajte se, da telefon pri telefakju ni 
uporabljen za glasovni klic. 
MNMT 
LIT She smirked. Nasmezala se je. MNMT 
LIT Payton got to her office and took a seat at 
her desk. 
Payton je prišel v njeno pisarno in se usebil na 
njeno mizo 
MNMT 
LIT No makeup to apply, no hair to straighten, no 
legs to shave. 
Brez ličil, brez las, ki bi jih bilo treba izravnati, 




LIT “Your Honor, today is the day the Court 
should put an end to Mr. DeVore’s six-year 
class action charade. 
"Vaša visosti, danes je dan, ko bi moralo 
Sodišče prenehati s šestletno akcijsko kastro g. 
DeVoreja. 
 GNMT 
6.4 Spreminjanje lastnega imena 
Googlov nevronski prevajalnik si je privoščil še nekaj več svobode kot Microsoftov, in sicer 
pri prevajanju lastnega imena »Tyler«. Ponekod se je odločil ime preprosto posloveniti, še 
bolj problematično pa je, da je to izvedel na (vsaj) tri različne načine: 
6.5 Hrvaščina 
V prevodih je opaziti kar nekaj hrvaških besed. Najverjetneje zato, ker jezikovne podatkovne 
baze, ki jih imajo strojni prevajalniki za slovenščino, (po nesreči) zajemajo tudi hrvaška 
besedila. V spodnjih primerih je sicer zanimivo, da je hrvaške besede zelo enostavno zaznati, 
saj so v mnogo primerih pisane z veliko začetnico, tudi tam, kjer za to ni razloga (npr. če bi 
bila že beseda v izvirniku pisana z veliko začetnico). Pojav je bilo zaznati predvsem pri 
Microsoftovem in Googlovem statističnem prevajalniku, pojavijo pa se tudi primeri pri 
Googlovem nevronskem prevajalniku. Največ hrvaških besed je bilo mogoče najti v prevodu 
leposlovja. 
Korpus Izvirnik Prevod Prevajalnik 
IT 2. Open the Watermarks menu. 2. Odprite meni Vodni žigovi. GNMT 
IT 3. Visually inspect the print cartridge for 
damage. See the instructions that follow. 
Replace the print cartridge if necessary. 
3. Vizualno pregledajte tiskalno kartušo 
glede poškodb. Oglejte si navodila, ki sledijo. 
Po potrebi zamenjajte tiskalno kartušo. 
GNMT 
IT Auto Crossover Samodejno Ukriženi MNMT 
IT 5. If using a DSL service, make sure that the 
phone line connection to the product includes 
a highpass filter. 
5. Če uporabljate storitev DSL, se prepričajte, 
da je povezava telefonske linije z izdelkom 
vključena v filter za Visokopropusni. 
MNMT 
KUL If using fresh peas, blanch them with the 
cauliflower. 
Če uporabljate sveže grah, jih Bijeliti s 
cvetačo. 
GSMT 
KUL Toss gently and set aside. Razbacivati nežno in razveljavi. GSMT 
KUL 4 tbsp extra virgin olive oil, plus extra for 
drizzling 
4 žlici ekstra deviško oljčno olje, plus ekstra 
za Rominjanje 
MNMT 
IZVIRNIK Prevod GNMT 
He tossed Tyler the ball. Talerju je vrgel žogo. 
“Fine,” she told Tyler through gritted teeth.  "V redu," je rekla Tilerju skozi stisnjene zobe. 
While Tyler had laughed at the joke, his father sure 
hadn’t when JD had said the same thing to him. 
Medtem ko se je Tajler smejal v šali, njegov oče zagotovo ni 
storil, ko mu je JD povedal isto. 
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LIT Irma snorted. Irma je smršala. MNMT 
LIT After all, she liked to think she was a 
relatively easygoing person. 
Navsezadnje, je rada mislila, da je bila 
razmeroma Ležeran oseba. 
MNMT 
LIT Payton saw the glint in Ben’s eye. Payton videl Odsjaj v Ben oko. //  
Payton je videl Odsjaj v benovo oko. 
GSMT // 
MNMT 
LIT Although admittedly, that wasn’t too shabby 
a bit of quick thinking. 
Čeprav je res, da ni bilo preveč Traljav malo 
hitro razmišljanje. 
MNMT 
LIT He wants a fresher image to represent the face 
of his company, not a bunch of stodgy old 
men in suits, like me.” 
Želi osveženo podobo, ki predstavlja obraz 
svojega podjetja, ne pa kup Tjestast starih 
moških v oblekah, kot sem jaz. " //  
Hoče svež podobo, ki predstavlja obraz 
svojega podjetja, ne kup Tjestast starih 
moških v oblekah, kot sem jaz. " 
GSMT // 
MNMT 
LIT A slight crack, a falter in her usual armor of 
confidence. 
Rahel crack, a Sapletati v svojem običajnem 
oklep zaupanja. 
MNMT 
LIT He cleared his throat. Pročistil je grlo. GNMT 
LIT “First the coffee, and now you’re—what—
making idle chitchat? 
"Najprej kava, in zdaj Ti si, kaj odločitev 
pripravljenosti Ćaskati? 
GSMT 
LIT “I hate him,” she said, her voice muffled. "Sovražim ga," je rekla, njen glas je bil 
prigušen. 
GNMT 
LIT He polished off his whiskey on the rocks in 
one gulp and slammed down the glass with 
indignant emphasis. 
Z enim gutljajem je odlepil viski po skalah in 
z ogorčenjem drgnil po kozarcu. 
GNMT 
LIT Nor had he noticed the fact that, tonight, her 
shirt was unbuttoned right down to that 
could-I-sneak-a-peek? point ... 
Niti ni opazil dejstvo, da je danes njen majica 
Otkopčan pravico do, da bi-I-Sneak-a-
pokukati? točka ... //  
Prav tako ni opazil dejstva, da je bila nocoj 




LIT “Oh, I don’t think so,” she replied, somehow 
managing to sound both condescending and 
genteel. 
"Oh, jaz ne mislim tako,« je odvrnil, nekako 
upravljanje zvoka tako vzvišeno in Uglađen. 
GSMT 
6.6 Podvajanje 
Pri nevronskih prevajalnikih je bilo na več mestih opaziti podvajanje prevodnih ustreznic: 
Korpus Izvirnik Prevod Prevajalnik 
IT Install memory DIMMs Namestite pomnilniške pomnilniške 
pomnilnike 
GNMT 
IT Check the scanner glass for dirt and smudges Preverite, ali je na steklu optičnega bralca 
umazanija in umazanija 
GNMT 
IT Serial number and model number location Serijska številka in lokacija modela modela GNMT 
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IT 3. Open the Color/Quality Options menu, and 
then click the HP EasyColor check box to 
clear it. 
3. Odprite meni Barve / možnosti možnosti 
kakovosti in kliknite potrditveno polje HP 
EasyColor, da ga počistite. 
GNMT 
KUL FRYING FISH RIBI RIBE GNMT 
KUL 1–2 tsp creamed horseradish 1–2 žlice hrenovega hrena GNMT 
KUL 
Halve the avocados and remove the stones. 
Polovico avokada razpolovite in odstranite 
koščice. 
GNMT 
KUL 2 large navel oranges 2 veliki pomarančni pomaranči GNMT 
LIT “... angst-y all the time.” "... neprestano ves čas."  GNMT 
LIT It was part of their Father’s Day tradition, an 
homage to the time when they were kids and 
had discovered JD’s father’s premium cigar 
collection in a locked cabinet in the den. 
da JD to je bil del njihovega očetovski dan 
tradicije, poklon v času, ko so bili otroci in je 
odkril JD ' s Premium cigare zbirko cigar v 
zaklenjeni omari v den. 
MNMT 
LIT “The claims were filed under Title VII—one-
point-eight million female employees of the 
company allege they were discriminated 
against in hiring, pay, and promotion,” JD 
added with a sideways glance in Payton’s 
direction. 
 "Zahtevki so bili vloženi pod naslovom VII - 
ena od osem milijonov zaposlenih zaposlenih 
v podjetju trdi, da so bili diskriminirani pri 
najemu, plačilu in napredovanju," je JD dodal 
s stranskim pogledom v Paytonovo smer. 
GNMT 
Pri zgornjih primerih podvojenih besed lahko opazimo vzorec. Nevronski prevajalnik 
prevede eno od besed v povedi s to ustreznico, nato pa nekako še »povozi« prevod ene od 
drugih besed in jo prevede z isto ustreznico; ali pa pri tvorjenju besednih zvez “pozabi” na 
odstranitev kakšne besede, ki jo je hranil v pomnilniku pri ustvarjanju pravilne besedne 
zveze: cigar + collection > cigara + zbirka > cigare + zbirka cigar.  
6.7 Drugi nelogični prevodi 
V spodnji tabeli prikazujem primere, v katerih so strojni prevajalniki s svojimi prevodi ubrali 
precej svojo pot. Rešitev ni mogoče razložiti zgolj z napačnim razpoznavanjem konteksta ali 
dobesednim prevajanjem, v mnogih primerih se nevronska prevajalnika odločita tudi za 
»popravljanje« samega izvirnika, tj. da zamenjata izvirno besedo z drugo (drain > brain > 
možgani; basil > basic > osnove).  
Korpus Izvirnik Prevod Prevajalnik 
IT 3. For specks on flatbed copy jobs, clean 
the scanner glass and the white plastic 
backing with a soft cloth or sponge that has 
been moistened with nonabrasive glass 
cleaner. 
3. za SPE na plohe kopijo delovnih mest, 
očistite steklo optičnega bralnika in belo 
plastično podporo z mehko krpo ali gobo, ki je 




IT Scans in black and white with resolution 
up to 1200 dpi 
Skandiranje v črn ter izvršilec linčanja s 
odložnost pod vodstvom 1200 dpi 
MNMT 
IT 4. Dry the glass and white plastic with a 
chamois or a cellulose sponge to prevent 
spotting. 
4. Steklo in belo plastiko osušite s kozico ali 
celulozno gobo, da preprečite opaž. // 4. suho 
steklo in belo plastično s kamilice ali celulozno 
gobo, da se prepreči madeže. 
GNMT // 
MNMT 
IT The product supports up to 120 phone 
book entries, which can be either 
individual or group entries. 
Zmnožek zaslomba pod vodstvom 120 telefon 
knjiga drobovje, kateri moči obstati vsak izmed 
obeh posamezen ali skupina drobovje. 
MNMT 
KUL USING CANNED ANCHOVIES UPORABA POVEČANIH SREČOV GNMT 
KUL Fry the whitebait in batches, for 2–3 
minutes each batch, or until they turn lightly 
golden. 
Pečemo beljake v šaržah, po 2–3 minute vsake 
serije, ali dokler se ne zlato obarvajo. // Fry Zool 
v serijah, za 2-3 minut vsako serijo, ali dokler ne 
obrnejo rahlo zlato. 
GNMT // 
MNMT 
KUL Use a slotted spoon to remove them from 
the oil and drain on kitchen paper. 
Uporabite odprte žlico, da jih odstranite iz olja in 
možganov na kuhinjskem papirju. 
MNMT 
KUL Empanaditas Zdravilo empanaditas MNMT 
KUL WILD MUSHROOMS DUŠE GLOBE GNMT 
KUL 10g (1/4 oz) chervil or chives 10g (1/4 oz) češnja ali drobnjak GNMT 
KUL BUYING BASIL KUPI OSNOVO GNMT 
KUL Semolina Drobnjak GNMT 
KUL PREPARING THE APPLES PRIPRAVA APLIKACIJ GNMT 
KUL GELATINE LEAVES GELATINSKI POPUSTI GNMT 
KUL Coat the herrings in the oatmeal, pressing 
it well on to the fish. 
Orožnice nadevamo v ovseno kašo in jo dobro 
pritisnemo na ribe. 
GNMT 
KUL Assemble the bruschetta just before 
serving. 
Sestavite ščetko tik pred serviranjem. GNMT 
KUL Return the shallots to the pan, pour in the 
vermouth, and let it bubble for 1–2 minutes, 
scraping any bits stuck to the bottom of the 
pan. 
Vrnitev šalotke v ponev, pour v vermut, in 
pustite, da mehurček za 1-2 minuti, strmi vse 
bitov zaljubljen na dno pan. 
MNMT 
KUL Grease an ovenproof dish with 1 tbsp of the 
olive oil. 
Nevarno posodo namažite z 1 žlico olivnega 
olja. 
GNMT 
KUL Taramasalata V mestu: taramasalata MNMT 
LIT There are times—many, many times—
when he drives me absolutely nuts. 
Obstajajo časi - veliko, velikokrat -, ko me 
popolnoma zavoha. 
GNMT 
LIT Hell, she was already getting flushed, 
reliving the weekend in her mind. 
Hudiča, že se je zacvetela in podoživela vikend 
v svojih mislih. 
GNMT 
LIT Irma snorted. Irma je smrdela. GNMT 
LIT I f**ked up. Jaz sem se umaknil. // Sem že. GNMT // 
MNMT 
LIT “ ‘Bonking our brains out’? "" Odstranjevanje naših možganov "? GNMT 
LIT He turned to JD, gesturing to Payton. Obrnil se je k JD-ju, ki je zanosil do Paytona. MNMT 
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LIT It felt good to laugh—she’d been very 
cranky since her encounter with JD; she 
couldn’t believe he had managed to 
exclude her from the golf outing with the 
Gibson’s reps by taking them to a club that 
didn’t allow women. 
To je dobro počutil, da smeh-ona bi bila zelo 
razmajan od njenega srečanja z JD; ona strjena 
lava ' vernik on had jahalna šola izključiti svoj 
s Golf izlet s Gibson ' s reps z taking jih v a tref 
to didnt ' omogučiti ženska. 
MNMT 
LIT THE FIFTY-FIFTH FLOOR housed the 
firm’s law library. 
PETI-PETI KAT je imel pravno knjižnico 
podjetja. // Petdesetletnem petem nadstropju 
nahaja prava knjižnico v podjetja. // 
PETDESET-peto NADSTROPJE nastanjeni 




LIT She glared up at him right back. Takoj se je razbila. MNMT 
LIT Payton grinned, a little embarrassed. Payton se je malo osramotil. MNMT 
LIT It’s a load of steamin’ bull crap.” To je tovor, ki ga je ukradel bik. MNMT 
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7 Sklep in razprava 
V pričujočem delu smo raziskovali značilnosti prevodov treh različnih zvrsti besedil in pri 
tem primerjali človeški prevod z izvirnikom, strojne prevode s človeškim prevodom in 
prevode nevronskih prevajalnikov s statističnim. V okviru kvantitativne analize smo 
ugotovili, da se v človeškem prevodu glede na izvirnik leksikalna gostota pri tehničnem 
besedilu in kuharskih receptih poveča, pri prevodu romana pa nekoliko zmanjša. Ugotovitve 
raziskav, npr. Laviose (1998), da je leksikalna gostota vedno nižja v prevodih, torej držijo le 
za literarno besedilo. Pri primerjavi strojnih prevodov s človeškimi povečini zaznavamo 
trend, ki nasprotuje prejšnjim raziskavam (Toral 2019); strojni prevodi imajo povečini višjo 
leksikalno gostoto od človeških. Potrdimo pa lahko, da prevodi nevronskih prevajalnikov 
povečini izkazujejo nižjo leksikalno gostoto od statističnih. Naši rezultati prav tako 
nasprotujejo ugotovitvam Castilho, Resende in Mitkova (2019), ki za leposlovje ugotavljajo 
nižjo leksikalno gostoto pri strojnih prevodih kot pri človeških prevodih. S tem ovržemo tudi 
prvi del prve hipoteze naloge, ki je predvidevala, da so strojni prevodi leksikalno manj gosti 
od človeških prevodov. Potrdimo pa prvi del druge hipoteze, tj. da so prevodi nevronskih 
prevajalnikov povečini manj gosti od statističnih. 
Hudih odstopanj sicer ni zaznati, nekolikšna so le v primeru prevodov kuharskih receptov in 
leposlovja. Od leksikalne gostote tako izvirnika kot človeškega prevoda se je v dveh primerih 
(korpusa IT in KUL) najbolj oddaljil Googlov statistični prevajalnik, v tretjem (korpus LIT) 
pa Microsoftov nevronski prevajalnik. Najmanj se je od leksikalne gostote referenčnega 
prevoda oddaljil Googlov nevronski prevajalnik, ki je na splošno naredil tudi najboljši vtis z 
vidika kakovosti prevodov. Splošne vzorce kvantitativne analize smo večinoma potrdili tudi 
v okviru kvalitativne analize posamičnih segmentov. Če si drznemo ustvariti korelacijo med 
leksikalno gostoto in kakovostjo prevodov z vidika podobnosti človeškemu prevodu, bi lahko 
posplošili, da so prevedeni segmenti, ki so po leksikalni gostoti bližje referenčnemu prevodu, 
tudi po berljivosti, razumljivosti in tekočnosti bližje naravnemu jeziku. Oziroma drugače, 
bolj ko odstopa vrednost leksikalne gostote, večje je odstopanje tudi v kakovosti prevoda. S 
tem bi bilo morebiti mogoče odgovoriti na raziskovalno vprašanje R1, in sicer, da je mogoče 
soditi o kakovosti že z vidika kvantitativno merjenih vrednosti. 
Analiza leksikalne gostote je sicer kakovostno omejena s kakovostjo orodja, s katerim smo 
pridobivali podatke. V tem primeru smo uporabili orodje za korpusno analizo SketchEngine, 
ki pa žal ne vsebuje (dovolj) podrobnih oznak pojavnic. Obenem smo opazili, da je orodje na 
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več mestih besedam pripisalo celo popolnoma napačno besedno vrsto. Težava je tudi v tem, 
ker označevalnika za angleščino in slovenščino popolnoma drugače označujeta, kar je seveda 
rezultat čim boljše prilagoditve označb samemu jeziku in njegovim posebnostim (slovenščina 
npr. ne pozna determinativov, kot sta the in a, zato bi bilo to kategorijo v slovenski 
označevalnik nesmiselno vključiti).  
Kvantitativna analiza leksikalne variabilnosti je na podlagi metrike TTR pokazala, da je pri 
vseh treh korpusih najbolj variabilen Googlov nevronski prevajalnik,  najnižjo variabilnost 
pa so izkazali HT pri informacijskem besedilu, MNMT pri kulinariki in GSMT pri literaturi. 
Rezultati delno nasprotujejo ugotovitvam prejšnjih raziskav, v katerih so strojni prevodi manj 
pestri od človeškega prevoda (Toral 2019), med strojnima pa je bolj variabilen statistični 
(Vanmassenhove, Shterionov in Way 2019). Na podlagi metrike MTLD, ki se izogne vplivu 
dolžine besedila, smo ugotovili, da je najbolj variabilen korpus kulinarični, sledi literarni, 
najmanj variabilen pa tehnični. Metrika je pokazala tudi, da je v dveh primerih, tj. pri 
korpusih IT in LIT, najbolj variabilen prevod statističnega prevajalnika, kar delno potrjuje 
ugotovitve raziskav Vanmassenhove, Shterionova in Waya (2019) in Torala (2019) z vidika 
primerjave statističnih prevajalnikov z nevronskimi,  z vidika primerjave strojnih prevodov s 
človeškimi pa jima nasprotuje, saj je človeški prevod pri teh dveh korpusih najmanj 
variabilen. Pri prevodih kulinaričnega besedila je najbolj variabilen GNMT, najmanj pa 
MNMT. Na globalni ravni (TTR) torej v pestrosti pojavnic zmaguje GNMT, glede na 
povprečno dolžino besedila, ki ohranja pestrost (MTLD), pa statistični prevajalnik. Na 
podlagi teh rezultatov lahko tako zavrnemo del prve hipoteze, da so strojni prevodi leksikalno 
manj variabilni od človeških.  
V vsakem primeru vidimo, da rezultati, tako kot pri raziskavi Castilho, Resende in Mitkova 
(2019), variirajo glede na besedilno zvrst oziroma področje. Variirajo tudi glede na izbrano 
metriko in glede na posamični prevajalnik. GNMT in MNMT, četudi oba nevronska, v 
primeru kulinaričnega korpusa zasedata skrajni, nasprotujoči si mesti. Zaradi odvisnosti 
rezultatov glede na izbrano metriko in posamičen prevajalnik pa drugega dela hipoteze, ki je 
predpostavljal, da so nevronski prevajalniki manj variabilni od statističnih, ne moremo 
absolutno potrditi ali zavreči. Če bi primerjali GNMT z GSMT, je nevronski bolj variabilen 
od statističnega na podlagi razmerja TTR in ravno obratno na podlagi razmerja MTLD. Če 
bi primerjali MNMT z GSMT, je na podlagi obeh metrik nevronski v večini primerov manj 
variabilen od statističnega. 
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Na kvantitativni ravni smo si ogledali tudi variabilnost prevodov ključnih besed in besednih 
zvez. Različni sistemi prevajanja so med seboj najbolj složni pri prevajanju tehničnega 
besedila (ponujajo približno isto, tj. malo prevodnih rešitev),  najbolj »ustvarjalni« pa so 
zlasti pri kulinaričnem besedilu. Kvantitativna analiza sicer ni pokazala absolutno veljavnega 
vzorca za posamični prevajalni sistem: obstajajo primeri, kjer je človeški prevajalec podal le 
eno ustreznico, strojni prevajalniki pa več, kot tudi primeri, ko je človeški prevajalec podal 
več ustreznic, strojni prevajalniki pa le eno. 
Kot smo prikazali v poglavju kvalitativne analize, pa je kvantitativna analiza pomanjkljiva z 
več vidikov. Prvi je ta, da se orientiramo le glede na človeški referenčni prevod, ki ni nujno 
popoln, strojni prevajalniki pa lahko tako še vedno ponudijo ustrezne rešitve, četudi teh ni 
najti v človeškem prevodu. Druga težava je, da na kvantitativni ravni ocenjujemo prevodne 
rešitve v obliki lem in s tem zanemarimo njihovo ustrezno sklanjanje in ujemanje z drugimi 
členi povedi. Kvantitativna analiza na podlagi metrik TTR in MTLD nam pri oceni leksikalne 
pestrosti ne pove, koliko besed je pravzaprav popolnoma »neustvarjalnih«, kot so 
neprevedene, »prepisane« besede, ter kakšna je resnična bogatost besedišča z vidika izbire 
besed, ki so različno semantično motivirane. Tako npr. prevodi besede fry, kot so pražiti, 
prepražiti, spražiti, praženje, spadajo v isto besedno družino, rešitve cvreti, pražiti, kuhati pa 
prihajajo vsaka iz svoje besedne družine in so tako resnično drugačne prevodne rešitve. 
Zavedamo se tudi vprašljivosti raziskave glede na izbrano gradivo. Ni mogoče z gotovostjo 
reči, da je v vseh treh primerih besedilo prevedel profesionalni prevajalec, predvsem 
problematično pa je besedilo z navodili za tiskalnik. Pri tem je morebiti šlo, glede na njegovo 
področje in naša opažanja ob analizi besedila, za popravljen strojni prevod ali pa za 
postopoma sestavljen prevod iz različnih virov (nekateri deli besedila so morda že bili 
prevedeni pri navodilih za druge modele tiskalnikov in preprosto »prepisani«, na novo so 
prevedli le popolnoma nove segmente).  
Sicer so se na splošno potrdile trditve, da se nevronski prevajalniki oddaljujejo od statističnih 
in približujejo človeškim prevajalcem z vidika ustvarjanja tekočih, slovnično pravilnih 
povedi. S tem ciljamo predvsem na Googlov nevronski prevajalnik, medtem ko ima 
Microsoftov nevronski prevajalnik pred sabo še kar nekaj izboljšav. Statistični prevajalniki 
so se, po drugi strani, v povprečju veliko bolje odrezali pri prepoznavanju in prevajanju 
besednih zvez, obenem so bili pri tem povečini konsistentni in dosegli največje povprečno 
ujemanje s človeškim prevodom. Redko se je namreč zgodilo, da bi za določeno izvirno 
besedno zvezo statistični prevajalnik uporabil veliko različnih rešitev, razen tam, kjer 
  
66 
posamičnih besed ni prepoznal kot besedno zvezo, temveč je prevajal vsako posebej. 
Nevronska prevajalnika sta v podobnih primerih, ko sta zaznala medsebojno povezanost 
besed – besedno zvezo, predlagala več različnih variant (npr. za recommended action GNMT 
predlaga priporočeno ukrepanje ali priporočeno dejanje, MNMT pa priporočena akcija ali 
priporočeno dejanje, medtem ko se statistični pri vseh pojavitvah te besede odloči za eno 
rešitev, v tem primeru enako človeški rešitvi, tj. priporočen ukrep). 
Ob vseh navedenih težavah, pomanjkljivostih in vrzelih naloge je seveda možnih veliko 
izboljšav in možnosti za nadaljnje raziskave. Tako na primer ocene kakovosti prevodov, o 
kateri sodimo bolj na podlagi splošnega vtisa in posamičnih segmentov, ne moremo 
zagotoviti brez človeškega faktorja in kvalitativne analize besedil v celoti. Resnično oceno 
kakovosti bi lahko pridobili le na podlagi ročne analize z večjim vzorcem sodelujočih, in 
sicer z ocenami pestrosti, berljivosti, natančnosti in tekočnosti. Še en vidik kakovosti strojnih 
prevodov bi lahko preverjali tudi z njihovim popravljanjem, pri čemer bi  lahko merili čas 
popravljanja, število popravkov in podobno. Obenem bi tovrsten eksperiment na voljo spet 
ponudil novo vrsto besedil, popravljenih strojnih prevodov, kar bi omogočalo analizo vpliva 
leksikalne gostote in variabilnosti strojnih prevodov na končne, popravljene izdelke in s tem 
ugotavljanja obstoja in značilnosti »popravljalščine«. 
Raziskava je bila omejena na jezikovno smer prevajanja iz angleščine v slovenščino. 
Smiselno in zanimivo bi jo bilo izvesti še v obratno jezikovno smer, torej za prevajanje iz 
slovenščine v angleščino, kar bi morda razkrilo drugačne ali celo nasprotne vzorce. Zaradi 
časovnih in drugih omejitev to v tej nalogi žal ni bilo izvedljivo. Prav tako bi lahko glede na 
izjemno razvejan razvoj znotraj področja nevronskih prevajalnikov analizirali tudi prevode 
različnih arhitektur, torej od omrežij RNN, CNN in Transformer do drugih modelov, ki ne 
temeljijo na kombinaciji kodirnika in dekodirnika. Področje prevajanja z nevronskimi 
prevajalniki tako nudi še številne priložnosti za raziskave, sploh v slovenskem okolju. Poleg 
tega pričakujemo, da se bo ta razvoj nadaljeval in še bolj razvejal in s tem ponudil priložnost 
in podstavo za še več raziskav v računalniškem, jezikovnem in prevodoslovnem kontekstu 




Neural machine translation is the most novel technology in the field of machine translation. 
It  purportedly speeds up the translation process by providing more fluent translations of 
higher quality, entailing less post-editing. Since its emergence and success in the last five 
years, it has become the mainstream solution for translation tasks. However, this begs the 
question if and how we could distinguish it from human translations and from previous, i. e. 
statistical translation models. We chose to use two globally observable parameters, lexical 
density and lexical variability, to compare human translations to those made by statistical and 
neural machine translation systems. We decided to investigate three different text types and 
three different machine translation systems, two of which were neural and one statistical. 
First, we selected three different texts in English with existing human translations in Slovene. 
The texts were divided into three corpora: an information technology corpus consisting of an 
instruction manual for a printer, a culinary corpus consisting of a book of recipes, and a 
literary corpus consisting of a novel. Then, we translated the texts using three different 
machine translation systems: the statistical Google Translate (GSMT), the neural Google 
Translate (GNMT), and the neural Microsoft Translator (MNMT). The texts were aligned 
and exported into the translation memory exchange format .tmx, after which we uploaded 
them to the corpus management platform SketchEngine. 
We analysed the lexical density of originals, human translations and machine translations. 
The analysis tried to confirm the first half of both our hypotheses, namely that the lexical 
density is lower in machine translations than in human translations and that it is even lower 
in translations made by neural systems when compared to translations by statistical systems. 
This was done with two methods, first with the wordlist export tool which exported lists of 
all verbs, adverbs, nouns and adjectives. Following the theoretical insights into lexical 
density, we made a more precise calculation with part-of-speech tags, excluding auxiliary 
verbs and including foreign words. The results of the latter show that the human translations 
show greater lexical density than originals for the IT and culinary corpus, while for the 
literary corpus, the lexical density is a bit lower. In comparing human translations to machine 
translations, the latter exhibit greater lexical density in all instances. This disproves the first 
part of our first hypothesis. We also compared neural to statistical machine translations, 
which showed that statistical machine translations tend to exhibit greater lexical density that 
their neural counterparts. Thus we confirmed the first part of our second hypothesis. 
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The second half of both our hypotheses presumed that machine translations would show 
lower lexical variation when compared to human translations, and that neural translations 
would exhibit even lower lexical variation than statistical translations. The hypotheses were 
tested by several quantitative methods. First, we determined the type-token-ratio (TTR) 
which tells us the ratio of unique words versus the total number of words used in a text. The 
results show that in most cases, the machine translations, surprisingly, show greater lexical 
variation than human translations. Moreover, GNMT seems to excel most in lexical richness, 
as it was the translation model with the highest TTR in all three cases. The second method of 
determining lexical variability was using MTLD which stands for “measure of textual lexical 
diversity”. This metric determines the average length of a segment of words that does not fall 
below a certain TTR threshold. The results of this metric show diverging results. In two cases 
out of three, the lexically most diverse translation is human, and the least diverse is the 
statistical one. In the third case, the culinary corpus, both neural translations take the upper 
and lower place, while the human and statistical translations fall in between the two extremes. 
Thus these metrics do not yield conclusive results for one translation model compared to the 
other. We tried to determine the lexical variability with another method, that was by selecting 
ten one-word and 15 multi-word keyword expressions (also called unigrams and n-grams), 
and extracting their translation variants. All the analyses were carried out on lemmatized 
forms for one-word expressions and on canonical forms for multi-word expressions. For 
unigrams, the machine translations do not show great variability in the IT corpus, while the 
culinary and literary corpus exhibit greater deviations in terms of the number of translation 
variants. The results are, however, multifaceted. There are cases where the human translation 
provides several translation variants and the machine translations offer only one, as well as 
cases where is it quite the contrary. In general, in the cases where machine translations 
proposed more translation variants than the human translations, this was usually GNMT or 
MNMT, while GSMT mostly stayed below the human variability threshold. The analysis of 
multi-word keyword expressions showed a different picture depending on the observed 
corpus. For the IT corpus, some of the greatest deviations in variability were those by GSMT, 
and for the other two corpora, GNMT and MNMT showed greater deviation from the human 
translation. The greatest variability and deviation among the translations was observed in the 
corpus of cooking recipes, while the number of translation variants for multiword expressions 
in the IT and literary texts stayed relatively low. We also tried to determine how many 
translation variants proposed by machine translation systems agree with the human 
translation. For one-word expressions, the average winner was GNMT (84%), followed by 
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GSMT (80%), while MNMT (75%) achieved the lowest agreement with the human version. 
For multi-word expressions, the results show a much lower agreement and favour the 
statistical translation model. GSMT achieved the highest average score (58%), followed by 
both neural translation systems with the same average score (49%). These results, combined 
with some of our closer  observations, show that the statistical translation system still beats 
the neural models when it comes to translating phrases. Unsurprisingly, the results also show 
that the IT text had the least divergence from the human translation for both one-word and 
multi-word expressions. The greatest divergence from the human translation was observed 
for multiword expression in the literary text, where the machine translations, on average, 
achieved a really low agreement (only 28%).  
In the last part, we tried to use a more qualitative approach to assess the (un)reliability of 
quantitative methods. First, we chose one larger text segment for each of the three texts and 
calculated their lexical densities. The results corroborate the quantitative measurements, 
showing the greatest density in IT texts and the lowest in literary texts. Moreover, we 
observed that the greater the deviation from the human translation in terms of lexical density, 
the greater the degradation of quality in machine translations. In all three segments, GNMT 
deviated the least from the human version in terms of lexical density, while also producing 
the most fluent and natural sounding translations. Secondly,  we tried to show that the 
quantitative measures of agreement with the human translation are not completely 
representative. For each corpus, we put forward five translation variants proposed by machine 
translation systems that were not considered appropriate, having compared the variants only 
to the referential human translation. By evaluating the proposed translation variants, we 
found quite a few that could be considered appropriate but were simply not proposed by the 
human translation and thus dismissed. This shows that while machine translations might 
differ from the referential human translations, their solutions might still be considered 
completely acceptable, even though this may not appear in some quality assessment metrics, 
for instance in their BLEU score. 
In the last chapter, we expose some particular phenomena of machine translations, both 
neural and statistical. In the first group of phenomena, we put forward translation that exhibit 
context mismatches with translations outside the text domain. In the second group, we 
highlight some of the creative translations consisting of newly formed words, which is 
particular to neural translation systems. In the third group, we also show a mistake only made 
by neural models, namely erroneous copying of words in the original, where the copied 
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expressions are short of a letter or a letter is substituted by another. We also stress an issue 
only presented by GNMT, that is translating proper names, and, in addition, translating them 
with different variants. The next group of translations includes Croatian expressions which 
seem to still permeate the Slovenian vocabulary of machine translation systems. In the last 
group, we present other illogical translations about which we can only wonder and guess how 
and why the machine translation systems decided the way they did. 
The above findings thus partly refute and partly confirm our original hypotheses. They are 
refuted by greater lexical density in machine versus human translations, and confirmed by 
lower lexical density for neural versus statistical machine translations. In terms of lexical 
variability and lexical richness, we observe that different metrics provide different results and 
are consequently inconclusive. However, with closer observation we find that neural 
translations can be lexically quite rich, proposing multiple translation variants and creatively 
forming new words, a humanlike ability not attainable by statistical models. This does not 
necessarily mean that the produced translations are good or acceptable, but show progress in 
terms of creativity and would deserve closer examination into the mechanisms behind them. 
Furthermore, we acknowledge certain shortcomings of our evaluations and signal the need 
for further, deeper and broader investigations into neural translations and their potential 
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