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Glossary
Acronyms:
BLS Brillouin Light Scattering
cw continuous wave
DUT Device Under Test
FMR FerroMagnetic Resonance
FT Fourier Transform
HWHM Half Width at Half Maximum
hf high frequency
LL Landau-Lifshitz
LLG Landau-Lifshitz-Gilbert
ML Mono Layer
MOKE Magneto-Optical Kerr Effect
MSBVW MagnetoStatic Backward Volume Wave
MSSW MagnetoStatic Surface Wave
OOMMF Object Oriented MicroMagnetic Framework
PIMM Pulsed Inductive Microwave Magnetometry
Py permalloy (Ni81Fe19)
RHEED Reflection High Energy Electron Diffraction
SKEM Scanning KErr Microscopy
SNR Signal to Noise Ratio
SQUID Superconducting Quantum Interference Device
TR Time Resolved
VNA Vector Network Analyzer
Physical constants:
dB = 10 log10(Pout/Pin) decibel
ε0 electric permittivity of free space
g g-factor
γ = g µB/h = g × 13.996 GHz/T gyromagnetic ratio
~ = h/2pi Planck’s constant divided by 2pi
µB = |e| ~/(2me) = 9.274× 10−24 Am2 Bohr magneton
me electron mass
µ0 = 4pi × 10−7 Vs/Am Permeability
vii
Symbols:
A = 2J S2 p/a exchange constant
a nearest neighbor distance
α damping constant
αx, αy, αz, directional cosines
B vector of magnetic induction
χ susceptibility
d diameter
DM effective demagnetizing factor
E energy
ε = E/V energy density
f precessional frequency
F area
Φ magnetic flux
H magnetic field vector
h high frequency exciting field vector
IF intermediate frequency
J exchange integral
K anisotropy constant
k wave vector
L angular momentum vector
lex exchange length
M magnetization vector
m, n number of azimuthal and radial nodes
m = M/MS reduced magnetization vector
ml orbital angular momentum quantum number
MS saturation magnetization
ms spin momentum quantum number
Nx, Ny, Nz demagnetizing factors
ω = 2pif angular frequency
p number of sites in the unit cell
P power
S spin operator
Sij scattering parameter
s separation
t thickness
V volume
w signal line width of a coplanar waveguide
All equations and constants in the present work are expressed in SI units [1].
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1 Introduction
In recent years an enormous technological progress has been made in the field of
fabricating high quality thin films as well as laterally confined elements. By means
of lithographical processes, the miniaturization has been pushed down well into the
nanometer regime. For applications, this progress amounts to formidable challenges
for magneto-electrical devices. Most applications are geared towards novel magnetic
recording media as well as sensors [2–4]. Due to its promises concerning speed, storage
density, and non-volatility, advanced magnetic recording technology is thought to have
the potential to become the long-awaited universal memory. In order to achieve high
storage density the memory cells call for small magnetic elements which ideally are free
of magnetic stray field and hence avoid crosstalk with neighboring cells. This in turn
requires to reduce the dimensions of the single storage cell down into the micrometer
or even nanometer size regime. Moreover, since switching times need to be pushed into
the gyromagnetic regime, a detailed comprehension of the response of small magnetic
elements to high frequency magnetic fields is a central question. For this reason the
identification of the excitation spectrum of ferromagnetic elements in the micro- and
even nanometer lateral length scale [5–24] as well as the investigation of their switch-
ing behavior in the precessional regime [25–27] has attracted much attention in recent
years. While these problems can be addressed in the frequency domain using Brillouin
Light Scattering (BLS) or Ferromagnetic Resonance (FMR) techniques [7, 28, 29], a
direct imaging of the magnetic excitations on the picosecond time scale is presently
only possible by Time Resolved Scanning Kerr Microscopy (TR-SKEM) [8, 16, 30] or
micro-focus BLS [24, 31] experiments.
The aim of this thesis is to illustrate the effects of reducing the dimensions of a fer-
romagnetic system on the dynamic response to microwave magnetic fields. As exper-
imental access to the magnetization dynamics, inductive as well as spatially resolved
optical techniques are employed. The microwave response is studied either in the time
domain by applying a short magnetic field pulse or in the frequency domain by apply-
ing a sinusoidal magnetic excitation. Unless the magnetic excitations are eigenmodes
of the system, the dynamic response obtained from the two complementary techniques
should be transformable into each other via Fourier transformation.
The thesis is organized as follows:
Chapter 2 gives a brief introduction to the physics of magnetism and the relevant
concepts of magnetization dynamics.
The employed experimental setups are described in Chapter 3. In the first part of
this chapter the details concerning the inductive techniques are provided. In doing so,
the differences between the various approaches are discussed, namely the conventional
Ferromagnetic Resonance (FMR), the novel Vector Network Analyzer Ferromagnetic
1
2 1 Introduction
Resonance (VNA-FMR), and the Pulsed Inductive Microwave Magnetometry (PIMM)
technique. In the second part of Chapter 3 the spatially resolved optical techniques
are described. Two different attempts are employed: while for TR-SKEM the magne-
tization is disturbed by means of a short magnetic field pulse, a sinusoidal excitation is
applied for the ferromagnetic resonance-SKEM setup. At the end of Chapter 3 a brief
introduction to micromagnetic simulations is given.
Chapter 4 reports of the effect on the dynamic response when confining the dimension
of a magnetic system perpendicular to its substrate. A well characterized ultrathin Fe
film prepared on GaAs(001) is studied by both inductive and optical techniques. First,
the results from VNA-FMR measurements are analyzed by emphasizing the character-
istic features of this novel inductive technique. Subsequently, the data from VNA-FMR
are compared to the experimental results from PIMM, TR-SKEM, and conventional
FMR in terms of frequency and damping of the resonant response. Finally, the various
techniques are compared with respect to their signal to noise ratio.
In Chapter 5 the influence of additionally confining the lateral dimensions on the
magnetization dynamics is addressed. The microwave response of cylindrical disks
is studied both in the remanent vortex state and as a function of an externally ap-
plied magnetic in-plane bias field. First, thin permalloy disks with a diameter of
200 nm are studied by means of inductive VNA-FMR and BLS technique. The VNA-
FMR measurements demonstrate the potential of this technique for the investigation of
nano-structured elements with nonuniform magnetization configuration. The observed
modes are identified by comparing the data to numerical calculations. In the second
part of Chapter 5 the experimentally revealed modal patterns of cylindrical disks are
presented and discussed by means of disks with 4 µm diameter. Inductive as well as
spatially resolved optical techniques yield a very comprehensive description of the mi-
crowave response both at zero field and as a function of an external bias field. In order
to confirm the experimental results they are compared to micromagnetic simulations.
The normal mode structure of the cylindrical disks investigated in Chapter 5 was found
to alter when the disk center is removed and the perpendicular component in this re-
gion is absent. In this case a ring structure is obtained which should be free of stray
field for the flux-closure magnetization configuration. In such a structure neighbor-
ing elements are do not influence each other statically, which might prove useful for
high density storage media [2]. Therefore, ring structures have been intensively inves-
tigated, recently in terms of their static properties [32–36]. However, for high speed
memory and sensor applications the dynamic properties are of paramount interest. In
Chapter 6 the microwave response of Co ring elements is presented and discussed.
Using inductive VNA-FMR and spatially resolved optical FMR-SKEM techniques the
eigenmode spectrum of the ring structures is determined again both in their remanent
states and as a function of an external in-plane bias field. Finally the effect of dynamic
inter-ring coupling on the modes in their remanent states is evinced. The experimental
results are again confirmed by those from micromagnetic simulations.
The thesis closes with a summary and an outlook.
2 Theory
2.1 Introduction to Magnetism and Magnetostatics
In Sep. 1888 O. Smith was the first to publish a description of a magnetic recording
device. Indeed, only a few decades later magnetic recording became one of the most
important techniques of information storage [37]. This was, however, not the first ap-
plication of magnetic properties. The appearance of magnetism was already mentioned
600 BC by Greek philosophers and its ability to align in the Earth magnetic field when
freely suspended, was used for compasses around 1000 AD. Despite this early applica-
tion the microscopic origin of magnetism was hidden until the development of quantum
mechanics, since in fact magnetism is a purely quantum mechanical phenomenon.
The aim of this section is to briefly introduce the principle mechanisms responsible for
the appearance of magnetism. In solid states, magnetism mainly originates from the
magnetic properties of the electrons. Partly, the magnetic moment of the electron is
mediated by the angular momentum associated with its motion around the nucleus.
The component of this orbital angular momentum along a distinct axis (usually one
chooses the z-axis) is defined by the quantum number ml and is given by ml~, where
~ is Planck’s constant divided by 2pi. Associated with this angular momentum the
electron has a magnetic moment along the z-axis of
− glml µB, (2.1)
where µB = e~/(2me) is the Bohr magneton and gl being the g-factor of the orbital
momentum. Moreover, in addition to the orbital angular momentum the electron
possesses an intrinsic angular momentum called spin. It is accounted for by the spin
quantum numberms = ±1/2, which defines the component of the spin angular momen-
tum along a fixed direction (again the z-axis) given by ms~. The associated magnetic
moment along the z-axis reads
gsms µB, (2.2)
where gs = 2 is the g-factor of the electron spin.
In the following subsections at first, the mechanisms of the different magnetic in-
teractions are discussed. Since magnetism is a collective phenomenon, the magnetic
moments need to communicate with each other. The responsible mechanisms for the
different possible interactions are outlined in the following subsections. The contribu-
tions to the free energy defined by these interactions are conferred in the second part
of this section. Their detailed knowledge is crucial in order to derive the equilibrium
orientation of the magnetic moments.
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2.1.1 Magnetic Interactions
This subsection outlines the origin of magnetic interactions by emphasizing ferromag-
netic ordering, since ferromagnets are the subject of this research project.
• Magnetic dipolar Interaction
Consider two magnetic dipoles µ1 and µ2, each immersed in the magnetic field
generated by the other dipole. In this case the corresponding magnetic energy
reads [1]
Edipole =
µ0
4pir3
[
µ1 · µ2 −
3
r2
(µ1 · r)(µ2 · r)
]
, (2.3)
where µ0 is the permeability. Since r is the vector connecting the two dipoles,
the energy decreases with the 3rd order of their distance. Its magnitude addi-
tionally depends on the mutual orientation of the dipoles and is of the order of
approximately 10−6 eV for two neighboring atomic moments, which corresponds
to a temperature of ∼ 1 K. Indeed, ferromagnetic ordering is observed up to
∼ 1000 K, so that dipolar interaction is not sufficient for the observed long range
order, in general. However, as it is shown later in this chapter, dipolar interaction
is accountable for effects such as demagnetizing field and spin waves in the long
wave length regime.
• Exchange Interaction
When assuming two electrons with overlapping wave functions, their electronic
states are inevitably correlated. As a consequence, their common wave function
has to be antisymmetric. This indeed is an alternative way of formulating Pauli’s
exclusion principle, since it implies the probability to find two electrons with
parallel spins in the same state to vanish. Therefore, the Coulomb energy of
electrons with parallel spins is lowered on account of their spatial separation.
The corresponding exchange energy of two electrons with spin operators Sˆ1 and
Sˆ2 can be expressed as
Eex = −2J12Sˆ1 · Sˆ2, (2.4)
where J12 denotes the exchange integral. For J12 > 0 the interaction causes
parallel alignment of the spins, which corresponds to ferromagnetic ordering. In
a continuum approximation of the crystal lattice, the exchange energy of a cubic
crystal is given by [1]
Eex = A
∫
dV (∇m)2, (2.5)
with the exchange constant A = 2 J S2 p/a and the normalized magnetization
m = M/MS. M and MS being the magnetization vector and the saturation
magnetization, respectively. The exchange integral is J , the distance between
the nearest neighbors is a, and the number of sites in the unit cell is denoted by
p.
Since the exchange constant depends on the overlap of the single electron wave
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functions, which is taken into account by a, J generally vanishes except for
neighboring electrons. Consequently, the exchange interaction is only very short
ranged. However, due its magnitude which is of the order of 10−2 eV, it can ex-
clusively account for magnetic long range ordering and causes a mutual alignment
of the permanent magnetic moments below a critical temperature.
• Spin-Orbit Interaction
As already discussed in the introduction to this chapter, electrons generally have
an orbital magnetic moment (see Eq. 2.1) arising from their angular momentum,
and a spin magnetic moment (see Eq. 2.2) mediated by their intrinsic spin mo-
mentum. The spin magnetic moment of the electron indeed interacts with its
own orbital magnetic moment. This coupling is referred to as spin-orbit interac-
tion and causes a splitting of the electronic states. For hydrogen-like atoms the
energy splitting due to spin-orbit interaction reads [1]
ESO = β
〈S · L〉
n3l(l + 1/2)(l + 1)
, (2.6)
with n and l being the principle and angular momentum quantum numbers,
respectively. The angular and the spin moment are given by ~L and ~S, respec-
tively. The pre-factor β is
β =
Z4e2~2
4piε0a30
, (2.7)
where Z is the atomic number and a0 is the Bohr radius. For atoms in a crystal
lattice the magnitude of the splitting is of the order of 10−4 to 10−3 eV.
Since the arrangement of the atomic orbitals is determined by the atomic ordering
within the crystal lattice, the orientation of the angular magnetic moments in
turn is determined by the crystal symmetry. Consequently, by virtue of spin-orbit
interaction the crystal symmetry is mediated to the spin system, which represents
one origin of magnetic anisotropies. Moreover, by linking the spin system to
the crystal lattice, spin-orbit coupling represents a channel for energy transfer
between the two systems, which is essential for intrinsic magnetic damping.
2.1.2 The Energy Functional of a Magnet
The total internal magnetic field Heff acting on the magnetic moments inside a solid
results from the functional derivative of the total energy density εtot = Etot/V with
respect to the reduced magnetization m ( r) = M ( r) /Ms
Heff = − 1
µ0
δεtot
δm
, (2.8)
where V is the sample volume. The free energy density of a magnetic system is given
by
εtot = εzee + εani + εdem + εex, (2.9)
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where εzee represents the Zeeman, εani the anisotropy, εdem the demagnetizing, and εex
the exchange energy density. The various contributions are briefly discussed in the
following.
• Zeeman Energy
The Zeeman term arises from interaction of the magnetization M with an ex-
ternal field H0
εzee =
1
V
∫
dV M · H0, (2.10)
It favors parallel alignment of the magnetization along the external field direction.
• Anisotropy Energy
In magnetic crystals the total energy is usually dependent on the orientation of
the magnetization with respect to preferential directions inside the crystal. The
exchange energy only depends on the angle between neighboring spin moments
but not on the orientation regarding the crystallographic axes. However, as al-
ready mentioned in conjunction with spin-orbit interaction, the lattice potential
leads to nonuniform spatial distribution of the electronic wave functions. As a
consequence, the orientation of the orbital magnetic moments is determined by
the local ordering of the atoms. By virtue of spin-orbit interaction, the electron
spin moments in turn also orient towards these distinct directions.
Magnetic anisotropy arising from crystalline symmetries is referred to as magneto-
crystalline anisotropy. In cubic systems the energy density due to crystal anisotropy
reads
εani = K1(α
2
xα
2
y + α
2
yα
2
z + α
2
zα
2
x) +K2α
2
xα
2
yα
2
z, (2.11)
where αi are the directional cosines of the normalized magnetization m with re-
spect to the cartesian axes of the lattice. K1 andK2 are the crystalline anisotropy
constants of first and second order, respectively. In addition to the intrinsic or-
dering arising from the crystal lattice, atomic ordering may also be caused by
surfaces and interfaces and hence is of particular importance in confined magnetic
systems. For crystals exhibiting uniaxial anisotropy, the energy density is
εani = KUα
2
x, (2.12)
with the uniaxial anisotropy constant KU .
• Demagnetizing Energy
When a magnetic sample has a net magnetization M , due to exchange interac-
tion the magnetic moments inside the sample always find neighboring moments
oriented parallel. Therefore, the magnetic stray field is effectively suppressed.
However, on account of the sample’s finite volume the magnetic moments in-
evitably meet the sample boundaries, where every magnetization component nor-
mal to the surface gives rise to uncompensated magnetic charges. The magnitude
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of the surface charge density given by the divergence of M causes an opposite
divergence of the demagnetizing field. Since ∇ · B is zero, it is given by
∇ · Hdem = −∇ · M . (2.13)
This field points opposite to the internal field, and thus tends to demagnetize
the magnetic sample. Consequently, it is called demagnetizing field. Applying
equation 2.3 to a single dipole reveals a finite energy of the dipole due to its own
magnetic stray field. For a magnetized sample this concept yields a stray field
energy of
εdem = − 1
2V
∫
dV Hdem · M . (2.14)
The expression for the demagnetizing field of an arbitrarily shaped element gen-
erally constitutes a very complex function of position. It is, however, uniform in
the case of an homogeneously magnetized ellipsoid and thus simplifies to
µ0Hdem = −
↔
N µ0M , (2.15)
with the dimensionless demagnetizing tensor
↔
N , which can be diagonalized if
the magnetization points along a principle axis of the ellipsoid:
↔
N=
 Nx 0 00 Ny 0
0 0 Nz
 . (2.16)
The trace of
↔
N satisfies Nx +Ny +Nz = 1.
Note that a thin film as shown in Fig. 2.1 represents a good approximation of a flat
ellipsoid. When the film is magnetized in-plane, the stray field can be neglected
on account of infinitely separated boundaries (see Fig. 2.1(a)). In contrast, when
the magnetization points out of the film plane, the magnetic monopoles at the
surfaces give rise to a field of
Hdem = −zˆMS (2.17)
Figure 2.1: A thin film magnetized parallel (a) and perpendicular ((b) and (c)) to its
plane. Due to the large separation of the film boundaries in the parallel configuration
(a) the monopoles at the film surfaces (left and right) induced by the magnetic field can
be neglected. However, in the case of perpendicular magnetization, apparent magnetic
monopoles at the up and down film surfaces generate a strong demagnetizing field Hdem
orientated opposite to the magnetization M (c).
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pointing opposite to the magnetization M (see Fig. 2.1(c)). Hence, the in-plane
demagnetizing factors vanish (Nx = Ny = 0), whereas the perpendicular com-
ponent is maximum (Nz = 1). As a consequence of energy minimization, the
demagnetizing field tends to prevent the magnetic moments from aligning per-
pendicular to the sample surface. As shown in Chapters 5 and 6, the minimization
of the effective demagnetizing field may lead to flux-closure configurations in the
case of laterally confined in-plane magnetized elements.
• Exchange Energy
The exchange term has already been discussed above (see Eq. 2.5). The corre-
sponding energy density reads
εex =
A
V
∫
dV (∇m)2. (2.18)
2.2 Dynamic Magnetism
The crucial difference of magnetization dynamics compared to static phenomena (usu-
ally in the millisecond time range) is the time scale on which the magnetic system
is disturbed by an external stimulus and of course on which time scale one in turn
observes its response. When applying quasi static fields to a magnetic system, the
magnetization appears to be always in equilibrium since the dynamic processes hap-
pen on the nanosecond timescale or faster. In contrast, when applying alternating
magnetic fields with a frequency equal to the resonance frequency of the system, the
magnetization configuration is resonantly disturbed from its equilibrium position. The
underlying physical concepts and the theoretical description of the dynamic response
of the magnetization are illustrated in this section.
2.2.1 Equation of Motion
The effect of applying an external magnetic field H0 to a single atom is to lift the de-
generacy of the electronic states with respect to the orbital and spin magnetic quantum
numbers. This splitting known as the Zeeman effect is given by:
∆Eik = g µB∆mik µ0(1+
↔
χ)H0, (2.19)
with ∆mik being the difference of the magnetic quantum numbers of the states i and k,
and
↔
χ being the susceptibility. Due to rigid selection rules the only allowed transitions
are ∆mik = ±1. These transitions can be induced by an alternating magnetic field h
with appropriate frequency. In practice, instead of dealing with a single isolated atom,
the magnetic system usually consists of a large number of atoms, with a large number
of electrons interacting by virtue of exchange coupling. Thus, one can merge from the
individual states of the single atom with magnetic moment m to the quasi continuous
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Figure 2.2: When disturbing the equilibrium configuration, the magnetic moment M asso-
ciated with the total angular momentum J precesses around the effective magnetic field
Heff (a). The torque acting on the moment is given by Eq. 2.20. When introducing
damping, the magnetization follows a helical trajectory back to its equilibrium position
(b), described by Eq. 2.22. The inset in (b) shows the coordinate system spanned by the
three orthogonal vectors.
treatment in a macroscopic description with magnetization M = nm, where n is the
number of microscopic magnetic moments per unit volume [38]. Consequently, the
magnetization within the unit volume can be dealt with in a macrospin description.
As already shown in Subsection 2.1.2, the total magnetic field acting on the magnetic
moments inside a solid contains not only the external Zeeman field H0 but also local
exchange, local anisotropy, and dipolar fields. The various contributions to the mag-
netic field are accounted for by introducing the effective field Heff .
When the equilibrium configuration is disturbed, the magnetization is at an angle
ϑ 6= 0 regarding the magnetic field Heff . By virtue of energy minimization, the mag-
netization tends to align parallel to the field. However, as shown in Chapter 2.1, a
magnetic moment is inevitably associated with a total angular momentum J1, so that
a torque is exerted on the magnetization. Since torque corresponds to a rate of change
of the angular momentum, the magnetization starts to precess around the static field
Heff , as shown in Fig. 2.2(a). This precession is described by the classical equation of
motion
dM
dt
= −γµ0M × Heff , (2.20)
where γ = g |e|/(2me) is the gyromagnetic ratio. Note that due to the negative sign
of the electron charge, the precessional sense is opposite for the magnetic and the
1The angular and spin moments generally are couple, so that the total angular momentum needs to
be introduced
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angular moment, namely counterclockwise and clockwise, respectively. According to
equation 2.20 the magnetic moment precesses around the static field at a constant
cone angle ϑ without reaching the equilibrium position. This, however, contradicts the
experimental observation, which shows that the magnetic moment reaches equilibrium
after a finite time. To account for this finding, an additional component has to be
added to the precessional term which points toward the effective field. The trajectory
of the magnetic tip can be described by means of a system of three orthogonal vectors.
However, when assuming the length of M to be preserved, a linear combination of the
two orthogonal vectors [M × Heff ] and [M × (M × Heff )] is sufficient to describe
the corresponding motion (see inset in Fig. 2.2(b)). By employing this concept, in
1935, Landau and Lifshitz [39] formulated the equation of motion including damping:
dM
dt
= −γ µ0M × Heff − λ
M2S
M × (M × Heff). (2.21)
As pre-factor for the damping term, they introduced the phenomenological damping
constant λ = 1/τ which corresponds to the inverse relaxation time τ . This expression
is referred to as the Landau-Lifshitz (LL) equation. Since this approach causes very
fast precession in the case of very large damping, it generally does not describe the
behavior correctly in the large damping regime. In 1955, Gilbert [40] circumvented
this problem by introducing a viscous damping term to the torque equation 2.20
dM
dt
= −γ µ0M × Heff + α
MS
(
M × dM
dt
)
, (2.22)︸ ︷︷ ︸ ︸ ︷︷ ︸
precessional term damping term
with α being the phenomenological and dimensionless damping parameter. This at-
tempt is referred to as the Landau-Lifshitz-Gilbert (LLG) equation. Eqs. 2.21 and 2.22
consist of a precessional and a damping term. As a result of the damping term, the
motion of the magnetization follows a helical trajectory as shown in Fig. 2.2(b). Note
that in the case of small damping, the LL and the LLG equation are equivalent.
Regarding the damping parameter the term phenomenological already implies that
the microscopic origin of the magnetic damping is still not completely understood in
detail and constitutes a very active area of research. Possible relaxation mechanisms
can be divided into intrinsic and extrinsic processes. Unavoidable processes, like direct
coupling of the magnons to the lattice via spin-orbit interaction and eddy currents
mediated by free electrons present in conducting materials are refereed to as intrin-
sic processes. Scattering processes due to sample imperfections leading to magnon-
magnon scattering [41–44] are extrinsic contributions to damping. An experimental
access to purely intrinsic damping is given by conventional FMR, as described in Sub-
section 3.1.1. However, in general, nonuniform excitation and a small bias field range
prevent the separation of extrinsic and intrinsic contributions to damping. The mix-
ture of the two contributions are accounted for in this work by introducing an effective
damping constant α∗.
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2.2.2 The Dynamic Susceptibility
In this subsection the solution of the LLG equation is sketched exemplarily for the
case of a weak alternating high frequency (hf) magnetic field h. Both the hf field
and the magnetization configuration of the excited ferromagnetic sample are assumed
to be uniform. Thus, in the following also the precession of the magnetization can
be considered to be uniform throughout the whole magnetic sample. The crystal
anisotropy of the sample is assumed to have an easy axis along the x-direction. Other
contributions to anisotropy are neglected for simplicity. In addition the static external
field and therefore also the magnetization point along the x-direction. When assuming
a weak exciting field h, only small precessional cone angles are excited. In this case the
magnetization vector can be separated into constant and time dependent components.
Since the exciting field points along the y-direction, the precession is limited to the
y-z-plane. Let the demagnetizing tensor be diagonal, so that the demagnetizing field
can be written as
µ0Hdem = −µ0NxMs xˆ− µ0Nymy yˆ − µ0Nzmz zˆ, (2.23)
where mi are the high frequency alternating components of M . Thus, the effective
field and the magnetization are given by
Heff = (H0 +Hani −NxMS)xˆ+ (h−Nymy) yˆ −Nzmz zˆ (2.24)
and
M = Ms xˆ+my yˆ +mz zˆ, (2.25)
respectively. Substituting 2.24 and 2.25 into the LLG equation 2.22 yields
0 = −γ µ0 (−myNzmz − mz (h−Nymy)) + α
Ms
(
my
dmz
dt
−mz dmy
dt
)
dmy
dt
= −γ µ0 (mz (H0 +Hani −NxMS)−MSNzmz)− α dmz
dt
dmz
dt
= −γ µ0 (MS (h−Nymy)−my (H0 +Hani −NxMS)) + α dmy
dt
.
Because for small angles of precession h  H and mi  Ms, only terms which are
linear in h and m are considered. When introducing the time dependence of m ∝ e−iωt,
the relevant resulting equations read
0 = −i ω my + (ωH + (Nz −Nx)ωM − i α ω) mz (2.26)
ωM h = i ω mz + (ωH + (Ny −Nx)ωM − i α ω) my, (2.27)
where the following convenient abbreviations have been used
ωM = γ µ0MS (2.28)
ωH = γ µ0 (H0 +Hani). (2.29)
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From Eqs. 2.26 and 2.27 one finally obtains an equation for h related to m(
0
h
)
ωM =
[ −iω ωH + (Nz −Nx)ωM − iαω
ωH + (Ny −Nx)ωM − iαω iω
](
my
mz
)
.
(2.30)
The damping constant is usually small, so that only linear terms in α are considered
and 1 + α ∼ 1 is used. Since m =↔χ h, some algebraic transformations yield the real
and imaginary parts of the susceptibility as a function of the angular frequency of the
exciting field ω
χ′yy =
ωM(ωH + (Nz −Nx)ωM)(ω2r − ω2)
[ω2r − ω2]2 + α2ω2[2ωH + (Ny +Nz − 2Nx)ωM ]2
(2.31)
χ′′yy =
αωωM [(ω
2
r − ω2) + (ωH + (Nz −Nx)ωM)(2ωH + (Ny +Nz − 2Nx)ωM)]
[ω2r − ω2]2 + α2ω2[2ωH + (Ny +Nz − 2Nx)ωM ]2
.
(2.32)
While the imaginary part of the hf susceptibility represents the precessional amplitude
and has a Lorentzian shape with a maximum at the resonance frequency ωr, the real
part represents the dispersion and is antisymmetric with respect to ωr (see Fig. 2.3).
For small damping the resonance condition of the ferromagnetic sample is given by
ω2r = [ωH + (Nz −Nx)ωM ][ωH + (Ny −Nx)ωM ]. (2.33)
This expression is referred to as the Kittel equation [45]. The frequency linewidth ∆ω
of the susceptibility is defined as the Half Width at Half Maximum (HWHM) of the
Figure 2.3: The real (dashed line) and the imaginary (solid line) part of the complex hf
susceptibility of an ellipsoid (Nx = Ny = Nz = 1/3) plotted for a damping constant of
α = 0.008.
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imaginary part (see Fig. 2.3) and is directly related to the damping constant by the
relation
α = 2∆ω/ [2ωH + (Nz +Ny − 2Nx)ωM ] . (2.34)
This relation is valid for frequency swept techniques, e.g. in a vector network analyzer
ferromagnetic resonance experiment, discussed in Subsection 3.1.2. If one keeps the
exciting frequency constant and sweeps the applied magnetic field as employed in
conventional ferromagnetic resonance (see Subs. 3.1.1), the HWHM field linewidth
∆H is related to α by
α = γµ0∆H/ωr. (2.35)
Note that the derivation of the hf susceptibility shown in this subsection is only valid
for uniform magnetization configuration and consequently uniform precession of the
magnetization. In general, the derivation of the hf susceptibility constitutes a complex
problem, so that an analytical expression can be found only for simple cases like a
uniformly magnetized film.
2.2.3 Spin Waves
So far, magnetization dynamics was discussed in the limit of uniform precession of the
magnetization throughout the sample volume. The so-called uniform mode implies
that all magnetic moments precess at the same frequency and phase. However, higher
order excitations may cause the magnetic moments to precess with the same frequency
but at different phases and are referred to as spin waves. Since the exchange interac-
tion is short ranged compared to dipolar interaction (cf. Subs. 2.1.1), spin waves can
be classified depending on their wavelength into dipole or exchange dominated. In the
long wavelength regime, spin waves are dipole dominated and referred to as magneto-
static. In contrast, for small wave lengths the spin wave properties are dominated by
exchange interaction. In this case one refers to as simply spin waves. This subsection
presents a general description of the spin waves observed within this research project.
Magnetostatic Spin Waves:
Approaching from long wavelengths the contributions of dipole-dipole interaction is
discussed first. Maxwell’s equations in the magnetostatic approximation read
∇× H = 0, (2.36)
∇ · B = 0. (2.37)
By using the definition of the magnetic induction
B = µ0(1+
↔
χ)H , (2.38)
with
↔
χ being the hf susceptibility derived in the previous subsection, one arrives at a
wave equation for the spatial part of the magnetostatic scalar potential Ψ
14 2.2 Dynamic Magnetism
(1 + χ)
[
∂2Ψ
∂x2
+
∂2Ψ
∂y2
]
+
∂2Ψ
∂z2
= 0, (2.39)
where the exciting field is given by h = ∇Ψ. This equation is known as the Walker
equation [46] and describes magnetostatic modes in homogeneous media. A detailed
derivation of Eq. 2.39 can be found in [47]. For χ = −1 the solution corresponds to the
uniform precession with frequency ωr given by Eq. 2.33. The solutions for χ 6= −1 are
found to be propagating magnetostatic spin waves. Different geometries are accounted
for by means of properly chosen boundary conditions.
Both, the propagation properties and the amplitude distribution of the spin waves
depend on the geometry of their propagation direction with respect to the static mag-
netization and the film plane. All the observed modes are dominated by the in-plane
magnetization of the samples2. Additionally, only spin waves propagating in the sample
plane were found. Therefore, the discussion is limited to the two possible geometries
shown in Figure 2.4(right).
The dispersion relations shown in Fig. 2.4 reveal the different characters of the spin
waves arising from dipole interaction. Dependent on the relative orientation between
the magnetization M and the in-plane wave vector k‖, the group (νg = ∂ω/∂k) and
phase (νp = ω/k) velocities have equal or opposite signs. As a result the magnetostatic
spin waves show positive and negative dispersion. These two modes are referred to as
surface and backward volume waves:
• Magnetostatic Surface Waves (MSSW):
The static magnetization M and the in-plane wave vector k‖ enclose an angle
of ϕk‖ = 90
◦. The corresponding dispersion relation reads [47]
ω2MSSW := ωH(ωH + ωM) +
ω2M
4
(1− e−2k‖t). (2.40)
At k‖ = 0, its frequency corresponds to ωr given by Eq. 2.33. It is worth noting
that the amplitude of this mode is highest in the vicinity of the top and bottom
surface of the sample and decays exponentially inwards. The modes located at
the two surfaces propagate in opposite directions. This type of spin wave mode,
with positive dispersion as shown in Fig. 2.4 (dipole dominated) was first found
by Damon and Eshbach [48] and thus is often referred to as Damon Eshbach
(DE) mode.
• Magnetostatic Backward Volume Waves (MSBVW):
In this case the in-plane wave vector and the magnetization are collinear. An
approximation of the dispersion relation derived by Kalinikos and Slavin [49] is
given by
ω2MSBVW := ωH
[
ωH + ωM
(
1− e−k‖ t
k‖ t
)]
. (2.41)
2The out-of-plane component in the case of the vortex configuration (cf. Chapter 5) mainly acts as
a perturbation of the normal modes. The characteristic features of the modes, however, are still
assigned by the in-plane magnetization.
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Since group and phase velocity point in opposite directions, negative dispersion is
observed (see dipole dipole dominated regime in Fig. 2.4). As a consequence, they
are referred to as magnetostatic backward volume waves. The amplitude of these
spin wave modes is distributed throughout the whole thickness of the sample. At
k‖ = 0 its frequency corresponds to ωr (Eq. 2.33) and thus is degenerate to the
magnetostatic surface wave.
The origin of the different frequency behavior of the Damon Eshbach and the backward
volume modes is illustrated in Fig. 2.5. In the case of MSBVW the wave vector k‖ lies
parallel to the static magnetization M . The dynamic magnetization m points per-
pendicular to the film surface (z-direction), which causes a dynamic stray field hstrayhf .
As m reverses its direction after a distance of λ/2, the energy associated with the
stray field depends on the wavelength of the magnetostatic mode. Therefore, when
increasing k‖ the antiparallel moments approach each other and the stray field energy
decreases. Indeed, the energy and therefore the frequency of the backward volume
modes decreases with increasing wave vector.
For the Damon Eshbach spin wave mode the situation differs in terms of the orien-
tation of k‖ with respect to M . Here the wave vector points perpendicular to the
static magnetization. Although, on account of the out-of-plane dynamic magnetization
Figure 2.4: The dispersion relations of spin wave modes as a function of the in-plane
wave vector k‖ times the film thickness t for two possible geometries. As illustrated
by the images, the wave vectors are aligned parallel and perpendicular to the static
magnetization in the case of backward volume and surface waves, respectively. At k‖ = 0
the two modes are found at the same frequency ωr (cf. Eq. 2.33). While for small
wave vectors the spin waves are dominated by dipolar interaction, the contribution
from exchange interaction becomes dominant for large k‖. The curves were calculated
for µ0H0 = 200 mT, µ0MS = 1 T, g = 2, A = 2× 10−11J/m, t = 150 nm.
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component the stray field energy still decreases with increasing in-plane wave vector,
a second mechanism is dominant for the frequency behavior of the DE modes. After
a distance λ/2, antiparallel moments m can be found pointing towards each other
as shown in Fig. 2.5(b). When decreasing the wavelength the antiparallel moments
approach each other and their mutual dipolar fields increases the wave energy. Thus
the frequency raises with increasing k‖ as found in Fig. 2.4.
Figure 2.5: The microscopic origin of the different frequency behavior of the backward
volume (a) and the Damon Eshbach (b) magnetostatic modes. M∗ denotes the combi-
nation of the static and dynamic magnetization M and m, respectively. The dynamic
stray field hstrayhf of the magnetization along the z-component is indicated by the dotted
lines. [50]
Exchange dominated Spin Waves:
When increasing the wave vector, neighboring moments start to deviate from parallel
alignment and as a consequence exchange interaction (cf. Eq. 2.4) needs to be taken
into account. Exchange interaction becomes dominant when the spin wave length is of
the order of the exchange length which is given by
lex =
√
2Aµ0
MS
, (2.42)
with A being the exchange constant (see Eq. 2.5). Within the exchange length the
dipole interaction is dominated by the exchange interaction. Arias and Mills [41]
derived an expression for the contribution of the exchange energy to the spin wave
dispersion
ω2ex = γ(2ωH + ωM)
2A
MS
k2‖, (2.43)
where ωH,M are given by Eqs. 2.29 and 2.28. Note that the contribution arising from
exchange does not depend on the orientation between k and M (see exchange domi-
nated regime in Fig. 2.4).
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Spin Wave Modes in confined magnetic Structures:
Up to now the general properties of spin waves in extended systems have been discussed.
Indeed, when the dimensions of the magnetic system are reduced, the boundary condi-
tions at the surfaces modify the spin wave spectrum. In small magnetic elements with
dimensions of the order of the wavelength of the spin wave, modal patterns can arise
due to the formation of standing spin waves.
A more illustrative picture to the phenomenon of resonant excitation can be given by
mechanically vibrating systems. Here, it is well understood that due to reflections of
acoustic waves at the physical boundaries of a resonant body, standing waves are gen-
erated and in turn form vibrational patterns. First experiments on this subject were
carried out by E. Chladni already in the 18th century [51]. By means of a violin bow
he forced metallic plates to resonantly vibrate (see Fig. 2.6(a)). In order to visualize
the vibrational pattern he sprinkled fine sand across the plate which accumulates at
the positions which do not move (nodes). In doing so, the sand indicates nodal lines of
the acoustic modes as shown in Figs. 2.6(a) and (b) for a square and a circular plate,
respectively.
Similar patterns due to standing spin waves can be observed when exciting small mag-
netic elements by means of high frequency magnetic fields [21, 24, 53]. The physical
boundaries of the element give rise to a ‘potential well’ for the magnetic excitations,
which supports standing waves only when the wavelength satisfies λ/2 = nw (see
Fig. 2.7), where the number of nodes n being an integer. The width w and depth of
the well are defined by the lateral dimensions of the element and the energy density
of the system (see Eq. 2.9), respectively. As discussed before, the energy as a function
of the number of nodes depends on the character of the magnetostatic spin waves. As
shown in Fig. 2.7(a) and (b) the energy raises for surface waves and decreases for back-
ward volume waves with increasing node number. Concerning the orientation of the
Figure 2.6: The intriguing experiments of E. Chladni (a). Acoustic waves are excited in
a square metallic plate by means of a violin bow. Fine sand visualizes the resulting
standing waves by accumulating at the nodes of the mode pattern. The acoustic modal
structure of a circular plate is depicted in (b) and shows clear, distinct radial nodes.
Azimuthal nodes are indicated. [52].
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wave-vectors regarding the static magnetization, radial magnetic modes correspond to
surface waves. Their number of nodes is labeled by n. Azimuthal magnetic modes, in
contrast, correspond to backward volume waves. Their number of nodes is labelled by
m. This convention shown in Fig. 2.7 was introduced by Buess et al. [21]. Note that
for counting the number of nodes, each termination of the waves at the boundaries of
the well is accounted for by a 1/2 node. According to this convention, for instance the
number of nodes of the lowest mode shown in Fig. 2.7(a) is n = 1.
In general, micron sized elements favor the formation of dipolar dominated spin wave
modes. However, on account of inhomogeneities of the internal fields, even in micron
sized ferromagnetic elements exchange dominated excitations may be observed [13, 18].
In addition, when exciting higher order modes, the problem might be even more com-
plicated for elements in the magnetostatic size regime. As shown in Fig. 2.4, when
increasing the wave vector exchange interaction can no longer be ignored and the dy-
namic response gradually changes from purely magnetostatic to exchange dominated
[54]. In this case also the boundary conditions for the magnetization change continu-
ously from quasi-pinned (in case of dipole dominated) to unpinned (in case of exchange
dominated) conditions [43, 45, 55–57].
Figure 2.7: Due to the confinement of the spin waves inside a ‘potential well’ with width
w only modes with wavelength satisfying λ = nw/2 are supported. While the energy of
magnetostatic surface waves increases (a), it decreases for the magnetostatic backward
volume waves (b), when rising the number of nodes. In the case of radial and azimuthal
modes, the node numbers are labeled by n and m, respectively.
3 Experimental Techniques and
Introduction to Micromagnetics
The experimental setups which were employed in this research project to obtain the
presented results are described in this chapter. In doing so emphasis is put on the two
resonance techniques, namely the inductive network analyzer ferromagnetic resonance
and the spatially resolved resonance Kerr microscopy. These two novel techniques were
assembled as a part of this thesis and most of the presented results are obtained by
these techniques. Furthermore, conventional ferromagnetic resonance, pulsed inductive
microwave magnetometry, and time resolved Kerr microscopy which were also employed
within this thesis are illustrated. Finally, since micromagnetic simulations are used to
back up the experimental results, the concepts of micromagnetics are briefly introduced
in the last part of the chapter.
3.1 Inductive Techniques
3.1.1 Conventional Ferromagnetic Resonance
One of the most established techniques to study spin waves in magnetic systems is con-
ventional Ferromagnetic Resonance (FMR) [45, 58]. A magnetic system is exposed to
a sinusoidal electromagnetic radiation at a fixed frequency typically in the microwave
range. As shown in Section 2.2 the resonance frequency is determined by the effec-
tive field which includes the external field. Therefore, by sweeping a static external
field the magnetic system can be driven through the ferromagnetic resonance by the
external field. When measuring the absorption of the microwave radiation by the mag-
netic sample the resonance field is found at maximum absorption. In order to enhance
the signal to noise ratio (SNR) the external magnetic field is modulated to allow for
lock-in detection. As a consequence, the measured FMR signal is proportional to the
field derivative of the imaginary part of the hf-susceptibility (∂χ
′′
/∂H). For details
concerning the experimental realization of a FMR setup see B. Heinrich and J.A.C.
Bland [58] or the dissertation of G. Woltersdorf [59].
Due to its high sensitivity conventional FMR is an excellent technique to study spin
waves in magnetic bulk material and extended films exhibiting a single domain magneti-
zation configuration. However, this technique is not applicable to investigate magnetic
elements with a complex domain configuration, since sweeping an external field would
alter the magnetization configuration and thereby the resonance condition during the
measurement. This problem can be circumvented by sweeping the frequency instead
of the external field which can be realized by using a vector network analyzer.
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3.1.2 Vector Network Analyzer Ferromagnetic Resonance
In contrast to conventional FMR, this technique exploits the possibility to investigate
the resonant dynamic response of a magnetic system by sweeping the frequency of
the exciting hf field at a constant external field. This can be realized by connecting
a Vector Network Analyzer (VNA) to a high bandwidth waveguide. In doing so, the
VNA serves as the source as well as the detector of the sinusoidal high frequency (hf)
signal. The VNA automatically sweeps the frequency of the outgoing signal across a
specified range, which is maximum 45 MHz to 20 GHz for the employed model (Agilent
PNA E8362A). As in the case of conventional FMR the signal excites the magnetization
inside the sample. However, only near the resonance frequency of the system, energy
is transferred from the incident wave to the sample. In addition, this signal is phase
shifted by pi at resonance, which causes destructive interference with the incident wave.
These two effects in turn cause a decrease of the transmitted signal amplitude, which
can be detected by the VNA. A detailed description of the VNA architecture can be
found in Appendix A.1.
The VNA-FMR setup is shown in Fig. 3.1(a). The signal from the VNA is guided via
microwave coaxial cables and air coplanar probes (Cascade Microtech Microprobes,
150 µm pitch and matched to 50 Ω) to a coplanar waveguide with the magnetic system
placed on top of its signal line. In order to investigate the resonance behavior of the
sample as a function of an externally applied magnetic field, the waveguide is mounted
in the center of an electromagnet with four orthogonal poles (not shown) allowing the
application of magnetic fields of up to 120 mT in any direction in the plane of the
sample. Noise is prevented by mounting the setup onto an optical table with an air
cushioning system.
Note that this setup also allows to measure the dynamic response by means of sweeping
the external field at constant excitation frequency, just as for conventional FMR. In
this case the network analyzer output is fixed to a single frequency, while driving the
magnetic system through the resonance by sweeping the external field. This technique
is advantageous only for some special cases e.g. magnetic systems with large damping
and consequently large resonance linewidth.
3.1.3 Pulsed Inductive Microwave Magnetometry
A complementary approach to inductively measure the magnetization dynamics using
a coplanar waveguide is to excite the spins by a short magnetic field pulse. For this
purpose one side of the setup used for the VNA-FMR is connected to a pulse generator
(picosecond pulse labs 10,060A), as shown in Fig. 3.1(b). If the rise or decay time of
the pulse is short enough to trigger the precession of the magnetization, the induc-
tive voltage reinduced into the waveguide can be detected by using a fast sampling
oscilloscope (HP 54120A) connected to the second microprobe. In contrast to the two
frequency domain techniques described in the beginning of this chapter, the so-called
Pulsed Inductive Microwave Magnetometry (PIMM) yields the magnetic response as
a function of time [60, 61]. For further details concerning the PIMM setup see the
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Figure 3.1: The experimental setups for the VNA-FMR (a) and the PIMM (b) technique.
The coplanar waveguide with the sample on top of the signal line is connected via air
coplanar microwave probes. In (a) the VNA acts as the source and the detector of
the continuous wave excitation. For the PIMM setup in (b) the magnetic pulses are
generated by a pulse generator. The magnetic response is detected by the sampling oscil-
loscope. The graphs below show the continuous wave and impulse excitation employed
for the VNA-FMR and the PIMM technique, respectively.
dissertation of S. Ganzer [62]. The rise time of the applied pulses is less than 65 ps
(10% - 90%) with a maximum amplitude of 10 V and a repetition rate of 100 kHz. For
the measurements presented in Chapter 4, impulse excitation was employed with a
pulse width of ∼ 170 ps at half maximum (see bottom of Fig. 3.1(b)). Jitter from the
internal trigger of the pulse generator is avoided by triggering the oscilloscope with a
portion of the pulse separated by using a power splitter. The oscillation of the mag-
netization is recorded after switching off the pulse.
In order to increase the SNR both for the VNA-FMR and PIMM techniques, refer-
ence data is taken. For the reference data two different measurement schemes are
employed. First, by applying an in-plane magnetic field Href perpendicular to the
waveguide the magnetization is pinned parallel to the excitation field h‖. As a con-
sequence, the torque in Eq. 2.22 vanishes and the precession of the magnetization is
22 3.2. Optical Techniques
suppressed. Alternatively the reference field is applied along the waveguide. Hence,
the resonance frequency is shifted to high frequencies. Subsequently, this reference
spectrum is subtracted from the measurement at the corresponding bias fields H0 to
remove the background. Both the VNA-FMR and the PIMM setup were automated
by means of a computer control unit.
A detailed sketch of the coplanar waveguide is shown in Figure 3.2. The magnetic hf
field generated by the waveguide can be assumed to be transverse near the center of the
conductors and perpendicular in the vicinity of their edges (see Fig. 3.3). For a more
thorough discussion of the coplanar waveguide including the hf field see Appendix A.2.
Figure 3.2: The coplanar waveguide on GaAs substrate consists of a central signal line with
width w carrying a current i. At a distance s it is surrounded by two ground planes
each carrying the current - i/2.
Figure 3.3: The current travelling along the metallization of the waveguide generates a
magnetic field h which is transverse in-plane at the center and perpendicular near the
edges. In addition, an electric field e is created, which perpendicularly intersects the
magnetic h-field lines.
3.2 Optical Techniques
The term optical techniques arises from the employed detection scheme. Instead of
inductively querying the dynamic response of the magnetization to an exciting hf field,
the motion of the magnetic moments is locally probed by means of the Magneto-Optical
Kerr Effect (MOKE).
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3.2.1 The Magneto-Optical Kerr Effect
The magneto-optical Kerr effect was discovered by J. Kerr in 1877 [63, 64] and causes an
incident linearly polarized light to rotate its polarization plane and become elliptically
polarized upon reflection on a surface of a magnetic sample. In the classical picture the
electric field E of the incident light forces the electrons inside the material to oscillate
along the field direction. Due to the magnetic field generated by the magnetization M
inside the material the electrons additionally experience a Lorentz force, which results
in a small oscillatory component νLor perpendicular to M and E. This oscillation in
turn radiates linear polarized light, which is superimposed on the reflected light. As
a result the polarization of the reflected light is rotated slightly with respect to the
incident beam. For materials with complex permittivity a phase lag of the generated
light causes ellipticity of the reflected beam. Depending on the relative orientation
of the light polarization to the magnetization and the surface plane, three different
geometries for Kerr measurements can be distinguished (see Fig. 3.4):
• Polar configuration: The magnetization lies parallel to the surface normal.
The rotation of the reflected light is maximum for perpendicular incidence (ψ =
0) and independent on the initial polarization direction.
• Longitudinal (parallel) configuration: The magnetization points along the
plane of the incident light, parallel to the surface. Only for ψ 6= 0 the polarization
of the reflected beam suffers rotation.
• Transverse configuration: The magnetization lies perpendicular to the plane
of incidence and parallel to the sample surface. In case of parallel polarized light
the transversal Kerr effect changes the intensity of the reflected beam.
The intrigued reader can find a more detailed description of the Kerr effect in [65].
Figure 3.4: Schematic sketch of the three different geometries for the magneto-optical Kerr
effect. The magnetization is indicated by M , the electric field of the incident beam
is labeled by E. Interaction with the electrons in the material causes an oscillatory
motion νLor induced by the Lorentz force. After being reflected, the new electric field
amplitude of the light beam is labeled by En. The initial amplitude of the beam is
denoted by Ei.
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3.2.2 Time Resolved Scanning Kerr Microscopy
This technique is based on the excitation of the magnetic sample using a short magnetic
field pulse – such as used for the PIMM measurements (see Subs. 3.1.3) – and strobo-
scopically record the response of the magnetization by using a short optical pulse. The
corresponding setup is shown in Fig. 3.5. A Ti:sapphire laser system provides optical
pulses with a duration of ∼ 150 fs and a wavelength of ∼ 800 nm. Due to diffraction
the spatial resolution is mainly limited by the wavelength λ of the light. Therefore,
the initial laser beam is frequency doubled in order to enhance the spatial resolution
which is given by [66]
r = 0.61λ/A, (3.1)
where A is the numeric aperture of the objective lens. According to this equation,
200 nm maximum resolution can be achieved when using an oil immersed lens. For
the purpose of frequency doubling the laser beam is focused onto a lithium borate
(LiB3O5) crystal, which doubles the frequency of a fraction of the incident beam via
second harmonic generation. The two components are separated behind the crystal
by using a dichroic mirror. The 800 nm beam is guided via a variable optical delay
line onto a fast photoconductive switch, which is connected to the waveguide with the
magnetic sample. The metallic finger structure of the switch is fabricated onto GaAs
substrate as shown in Fig. 3.5. When illuminating the photo switch, free carriers are
created inside the GaAs substrate between the fingers. As a consequence, the switch
becomes conductive, so that by virtue of the applied voltage a current pulse is launched
into the waveguide. For details concerning the photoconductive switch refer to Gerrits
et al. [67]. The current pulses travelling along the waveguide generate a magnetic field
which in turn excites the magnetic system.
The frequency doubled part of the beam (λ = 400 nm) is focused onto the magnetic
sample by means of a polarization conserving microscope (Zeiss Axiomat). After being
reflected from the sample, the light is split by a Wollaston prism into two orthogonal
linear polarization components. These components are detected separately using pho-
todiodes. The difference between the two signals is sensitive to the Kerr rotation. Note
that on account of a finite cone angle ϑ of the incident beam leads to a mixing of the
various Kerr effect geometries described above (see Fig. 3.6). However, the detected
Kerr signal is averaged over the whole beam diameter, so that contributions from oppo-
site incident angles arising from longitudinal and transversal Kerr effect are mutually
erased. Therefore, all optical measurements presented in this thesis are sensitive to the
polar component of the dynamic magnetization.
Spatial resolution is achieved by laterally scanning the sample under the objective lens.
In addition to the spatial resolution the optical delay allows one to record the dynamic
response as a function of the delay time between the pump and the probe beam. This
is the reason why this technique is referred to as Time Resolved Scanning Kerr Mi-
croscopy (TR-SKEM).
The signal to noise ratio is increased by using lock-in detection which is accomplished
by gating the pump beam using an optical chopper. The chopper frequency serves as
the reference for the phase sensitive detection scheme of the lock-in amplifier, which
allows to extract the modulated dynamic response of the magnetic sample. Averaging
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Figure 3.5: The time resolved scanning Kerr microscopy (TR-SKEM) setup. The 800 nm
(pump pulse) beam from the Ti:sapphire laser system is focused onto a photo switch in
order to launch a magnetic pulse into the waveguide. By means of the magneto-optical
Kerr effect in polar geometry, the magnetic response is probed by the frequency doubled
laser beam (probe pulse) focused onto the magnetic sample. The optical delay allows
to record the dynamic response as a function of the time delay between the pump and
the probe pulses. The polarization of the reflected beam is detected using a Wollaston
prism and two photodiodes. A scanning stage allows for spatial resolution by laterally
scanning the magnetic sample. The red laser beam is chopped in order to enable lock-in
detection.
26 3.2 Optical Techniques
over many pulses further increases the SNR.
As described above the TR-SKEM technique yields the magnetization dynamics as a
function of time and position on the sample. In order to find the frequencies of the
different modes, global Fourier transformation (FT) of the averaged time domain data
is performed. Additionally, in order to gain a deeper insight into the structure of the
excited modes the time domain image sequence is transformed into the frequency do-
main by employing a phase-sensitive local Fourier transformation procedure [10, 68]
described in Subsection 3.3.
Figure 3.6: Due to the cone angle ϑ of the incident beam which is determined by the
objective lens, a part of the incoming beam deviates from perpendicular incidence. As
a consequence, one detects a mixture of the polar, the longitudinal, and the transversal
Kerr effect (see Fig. 3.4). However, by averaging over all directions, the longitudinal
and transversal components are erased. Thus the setup is sensitive only to the polar
component mz.
3.2.3 Ferromagnetic Resonance Scanning Kerr Microscopy
A more direct access to the modal structure of confined magnetic elements can be ob-
tained by combining conventional TR-SKEM (described above) with continuous wave
excitation [9, 69, 70]. This novel technique is referred to as Ferromagnetic Resonance
Scanning Kerr Microscopy (FMR-SKEM). A sketch of the setup is shown in Fig. 3.7.
In contrast to the previously discussed pulsed excitation [21, 68], which launches a
complicated superposition of modes, now only a certain eigenmode of the magnetic
system is selectively excited. This allows the direct imaging of the structure of a given
mode with the high spatial resolution of the Kerr setup of maximum ∼ 200 nm.
The cw hf excitation is generated by the vector network analyzer operated at a fixed
frequency. In this case lock-in detection is realized by gating the excitation from the
VNA using a fast p-i-n diode as microwave chopper. The conductivity of the intrinsic
region of the pin diode is controlled by a square wave signal. Since again averaging
over many pulses is needed a fixed correlation between the phase of the excitation and
the probe beam has to be guaranteed. For this reason the Ti:sapphire oscillator and
the VNA are locked to an external clock. The repetition rate of the laser is locked to
80 MHz by means of a piezo-mirror, which tunes the cavity to the required length. The
VNA is synchronized to this clock at 80/8 MHz= 10 MHz (see Fig. 3.8). As a result
the minimum step for sweeping the frequency is given by 80 MHz which corresponds
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Figure 3.7: The ferromagnetic resonance scanning Kerr microscopy (FMR-SKEM) setup.
Since the network analyzer generates a sinusoidal high frequency signal to excite the
sample, the 800 nm laser beam is not used for this technique. The frequency doubled
beam (probe pulse) is focused onto the magnetic sample using a microscope. By means
of the magneto-optical Kerr effect in polar geometry, the magnetic response is probed
by the laser beam. The network analyzer allows to excite the magnetic sample in a fre-
quency range from 45 MHz to 20 GHz. In addition, the mechanical delay enables one
to investigate the dynamic response at any phase of the exciting cw signal. The polar-
ization of the reflected beam is detected using a Wollaston prism and two photodiodes.
In order to ensure fixed correlation between the excitation and the probe beam, both the
laser system and the network analyzer are locked to an external clock (synchrolock).
Scanning the sample allows for spatial resolution. A pin modulator acts as a switch to
enable lock-in detection.
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to the repetition rate of the laser. It is important to note, that for the resonance
technique the magnetic response is measured at a fixed phase, meaning that the phase
information is now hidden in the experimentally determined parameters and the re-
sulting Kerr contrast now corresponds to the product of amplitude and phase of the
pulsed experiment described above. In order to investigate the magnetic response at
various phases of the excitation, the hf signal passes through a mechanical trombone
delay. When changing the delay length one effectively shifts the phase of the exciting
wave as shown in Fig. 3.8.
The described setup shown in Fig. 3.7 allows the imaging of the structure of dynamic
eigenmodes as a function of the exciting frequency. Moreover, with this technique,
resonance lines – like with the VNA-FMR technique – can be obtained optically and
recorded as a function of the position on the sample. To do so, the laser spot is left at
one point on the sample while scanning the frequency of the cw excitation. At every
frequency the phase of the excitation is adjusted such that the maximum amplitude of
the Kerr signal is obtained. The resonance frequency is reached when the Kerr rotation
has a maximum.
In order to minimize noise due to mechanical vibrations both optical setups are mounted
onto an optical table with air cushioning system. Note that the images from the optical
setup correspond to the convolution of the z-component of the dynamic magnetization
with the Gaussian probe beam. Therefore, some dynamic signal is observed even out-
side of the physical boundaries of the magnetic samples.
Figure 3.8: The correlation between the continuous wave excitation and the probe pulses
for the resonant Kerr technique (see Fig. 3.7). The laser pulses arrive at a repetition
rate of 80 MHz. Locking the cw source (VNA) to the clock of the laser at 10 MHz
ensures the laser pulses to arrive always at the same phase of the excitation (shown for
160 MHz cw excitation). A mechanical time delay between the source of the excitation
and the sample allows one to shift the phase of the excitation with respect to the laser
pulses. Thus, the response of the magnetic sample can be investigated at any phase of
the exciting wave.
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3.3 Introduction to Micromagnetics
The resonant modal spectra (cf. Subs. 2.2.3) of magnetic elements with nonuniform
magnetization configuration are often not accessible by analytical methods. However,
micromagnetic simulations can be employed to confirm the experimentally obtained
data. In doing so the magnetic sample is divided into small cells with uniform magneti-
zation. For each cell the effective field Heff is calculated including external fields, near-
est neighbor exchange interactions, local anisotropy, and dipolar interactions. Combin-
ing Maxwell’s equations and the LLG equation 2.22, both the magnetostatic fields and
the temporal evolution of the magnetization can be calculated using micromagnetic
simulations. Dynamic spectra are obtained from numerically integrating the equations
of motion after disturbing the equilibrium configuration with an instantaneous field
pulse. In order to find the frequencies of the different modes, a global Fourier transfor-
mation of the averaged time domain data is performed. The structure of the different
modes can be revealed when the time domain output is transferred into the frequency
domain by performing a phase sensitive local Fourier transform, illustrated in Fig. 3.9.
For each pixel, the time domain data stream is Fourier transformed and subsequently
reassembled in order to obtain the amplitude and phase distribution across the mag-
netic object as a function of frequency.
Moreover, the results from simulations are filtered by means of a 300 nm – the spatial
resolution of the optical setup – two-dimensional Gaussian window in order to compare
them to the experimental data. When comparing the experimental to the simulated
data one has to keep in mind that simulations assume an ideal system without taking
Figure 3.9: Illustration of the local Fourier transform procedure. Each point of the image
sequence in the time domain is Fourier transformed and subsequently reassembled. As
a result one obtains two image sequences representing the local amplitude and phase of
the excitation as a function of the frequency. See also [71].
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into account fluctuations of the magnetic properties of the sample. The results pre-
sented in this thesis are obtained from the LLG Micromagnetic Simulator programm
[72] and the Object Oriented Micromagnetic Framework (OOMMF) programm [73].
4 Ultrathin Fe Film on GaAs
In this chapter the dynamic behavior of an ultrathin 16 monolayer (ML) thick epitaxial
Fe film prepared on GaAs(001) substrate are presented and discussed. The focus is
put on the results of Vector Network Analyzer Ferromagnetic Resonance (VNA-FMR)
measurements. Since the VNA-FMR experimental setup was assembled within this
thesis, its characteristic features are outlined in detail. Moreover, in order to test its
reliability, in the second part of this chapter the results from VNA-FMR are compared
to pulsed inductive microwave magnetometry, time resolved scanning Kerr microscopy,
and conventional ferromagnetic resonance in terms of precessional frequency and effec-
tive damping. In addition, the various techniques are compared with respect to their
signal to noise ratio.
4.1 Static Characterization
Details concerning the fabrication of the Fe film can be found in Appendix A.4. As
shown in Section 2.2 the resonance condition can be determined by means of the
effective field which can be derived from the energy functional of the system (see
Eq. 2.8). The contributions arising from anisotropy are as follows. The cubic symmetry
of the crystal’s unit cell induces a crystalline anisotropy term equal to the one of bulk
Fe [74]. In addition, the interface to the GaAs(001) substrate gives rise to an uniaxial
in-plane anisotropy contribution [75]. Finally, the reduced symmetry of the film in z-
direction causes an uniaxial out-of-plane anisotropy term [74]. The resulting anisotropy
energy density of the system with in-plane (‖) and out-of-plane (⊥) contributions reads
εani = −K
‖
1
2
(α4x + α
4
y)−
K⊥1
2
α4z −K‖,sU
( nˆ ·M)2
tM2S
− K
⊥,s
U
t
α2z, (4.1)
where K1 denotes the cubic crystalline anisotropy constant. Only first order terms
are considered since the second term of the crystalline anisotropy vanishes for Fe(100)
due to its cubic symmetry. KU and nˆ are the uniaxial anisotropy constant and the
unit vector along the direction of the uniaxial anisotropy, respectively. Note that both
surface anisotropy terms K‖,s and K⊥,s are inversely dependent on the film thickness
t. The directional cosines αi are defined with respect to the [100] and the [001] axis,
respectively (confer to Fig. 4.1). Since only in-plane fields are applied in the pre-
sented measurements, the out-of-plane angle ϑ is assumed to be always pi/2. Thus, the
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Figure 4.1: The Fe film on top of a coplanar waveguide. The direction of the magnetic field
H and the magnetization M is determined by the in-plane angle ϕ and the out-of-
plane angle ϑ, which are defined with respect to the [100] and the [001] axis, respectively.
As long as the excitation acts like a weak tipping field, the dynamic parts of the mag-
netization mi can be separated. For small amplitude of precession, the magnetization
can be separated into constant (M) and alternating parts (mi).
directional cosines are given by
αx =
1
MS
(MxcosϕM −MysinϕM) (4.2)
αy =
1
MS
(MxsinϕM −MycosϕM) (4.3)
αz =
Mz
MS
, (4.4)
where ϕM is the angle between the [100] axis and the magnetization. The demagne-
tizing energy density of the film (see Eq. 2.14) reads
εdem =
µ0DM M
2
z
2
, (4.5)
where DM is the effective demagnetizing factor. When the film thickness is smaller
than a few MLs the demagnetizing field cannot be treated anymore in a magnetic
continuum model. In this case the local dipolar field has to be taken into account.
As a consequence, the dipolar field decreases when approaching the film surface. This
effect leads to a reduction of the demagnetizing field, which in the case of fcc(001)
layers can be accounted for by lowering the demagnetizing factor DM = 1− 0.2338/L
[58]. L is the number of atomic planes.
Substituting the directional cosines (Eqs. 4.2, 4.3, and 4.4) into 4.1 and applying 2.8
one obtains the effective anisotropy and demagnetizing field of the Fe film
µ0H
ani
x =
K
‖
1
2M4S
[M3x(cos4ϕM + 3)− 3M2xMysin4ϕM + 3MxM2y (1− cos4ϕM)
+M3y sin4ϕM ]
+
K
‖
U
M2S
[Mx(1 + cos2(ϕM − ϕU))−Mysin2(ϕM − ϕU)] (4.6)
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µ0H
ani
y =
−K‖1
2M4S
[M3xsin4ϕM − 3M2xMy(1− cos4ϕM)− 3MxM2y (1− sin4ϕM)
−M3y (cos4ϕM + 3)]
− K
‖
U
M2S
[Mxsin2(ϕM − ϕU)−My(1− cos2(ϕM − ϕU))] (4.7)
µ0H
ani
z =
K⊥U
M2S t
Mz +
2K⊥1
M4S
M3z , (4.8)
with ϕU being the angle between the easy axis of the uniaxial anisotropy and the [100]
axis.
The direction of the internal effective field Heff and consequently the equilibrium
position of the magnetization can be determined from calculating ∂εtot/∂M = 0 at
zero external field (H0 = 0) (cf. Eq. 2.8). Using typical anisotropy values reported
for the 16 ML Fe/GaAs(001) system [75], one obtains ϕM = −45◦, i.e. the easy axis is
parallel to the [110] direction. This result shows that for a 16 ML Fe film the free energy
in the film plane is dominated by the uniaxial interface anisotropy, in agreement with
static Kerr effect measurements, shown in Fig. 4.2. The saturation magnetization and
the anisotropy constants were determined by conventional FMR [76] and were found
to be µ0MS = 2.1 T, K1 = 2.7× 104 J/m3, and K⊥ = 4.3× 105 J/m4. The dominant
uniaxial in-plane anisotropy constant was found to be KU = −6.15× 104 J/m3.
Figure 4.2: The polar plot shows the free energy of the 16 ML thick Fe film in the plane
of the film as a function of the azimuthal angle ϕM . Corresponding static Kerr effect
loops are shown for the [110]- (easy axis), the [100]-, and the [1-10]-direction (hard
axis).
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4.2 Dynamic Susceptibility
For dynamic measurements the static external field was applied along the x-direction
and the exciting hf field along the y-direction (cf. Fig. 4.1). Under these assumptions
the corresponding hf susceptibility of the system can be derived for the Fe film in a
procedure similar to the one discussed in Subsection 2.2.2 and reads
χ′yy =
ωMωB(ω
2
r − ω2) + ωMωHω2α2
[ω2r − ω2(1 + α2)]2 + α2ω2(ωB + ωH)2
(4.9)
χ′′yy =
αωωM(ω
2
B + ω
2(1 + α2))
[ω2r − ω2(1 + α2)]2 + α2ω2(ωB + ωH)2
, (4.10)
containing the following convenient abbreviations (cf. Eqs. 2.28 and 2.29)
ωM = γ µ0MS (4.11)
ωB = γ µ0
(
H0 +Meff +
K
‖
1
MS
)
(4.12)
ωH = γ µ0
(
H0 − 2K
‖
1
MS
− 2K
‖
U
MS
)
, (4.13)
where the demagnetizing and the perpendicular uniaxial anisotropy fields are combined
to the effective demagnetizing field
µ0Meff = µ0DMMS − 2K
⊥
U
MSt
. (4.14)
The resonance condition now is given by
ω2r = ωBωH , (4.15)
which is referred to as the Kittel equation [45] and describes the uniform precession of
the magnetization as a function of the static external magnetic field H0. In the present
case, where the film is magnetized along its easy axis one obtains
fr =
γ
2pi
µ0
√(
H0 +Meff +
K1
MS
)(
H0 − 2K1
MS
− 2KU
MS
)
. (4.16)
Since frequencies instead of angular frequencies are measured, for the sake of conve-
nience, from now on one mainly deals with the precession frequency f = ω/2pi in place
of the angular frequency ω.
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4.3 Inductive VNA-FMR Investigations
4.3.1 The Excitation Field Amplitude
Analysis of the data in the linear regime is justified as long as the cone angle of the
magnetic precession is small enough to apply the linearized LLG equation as it has
been employed for the derivation of the susceptibility discussed in the previous subsec-
tion. In order to validate the linear approximation, the excitation field strength and
the corresponding precessional cone angle was estimated for the VNA technique.
The transverse in-plane profile of the exciting magnetic field h‖ for the waveguide
excitation can be calculated by applying the Karlqvist equation (see Eq. A.2 in Ap-
pendix A.2). It is depicted in Fig. 4.3 for assuming a realistic current density through-
out the conductors, which is given by Emtage [77]
j(y) = C[1− (2y/w)2)]−1/2, (4.17)
where w is the width of the conductor. The constant C was calculated using a com-
mercial E-M software package [78]. A detailed discussion of the coplanar waveguide
characterization can be found in Appendix A.2. All VNA measurements were carried
out with a microwave power of 1 mW. Assuming an attenuation of the setup from the
source to the sample of −2 dB, an amplitude of µ0 h‖ ∼ 0.02 mT is obtained at a
distance of 0.5 µm above the center of the signal line.
In order to estimate an upper limit of the maximum cone angle of the precessional
motion one can compare the effective in-plane anisotropy field of µ0Heff = µ0(K1/MS+
Ku/MS) ∼ 50 mT to the amplitude of the transverse in-plane excitation field h‖.
When taking into account the increase of the susceptibility of χ ∼ 160 at resonance
(see Eq. 4.10), the resulting cone angle for the VNA-FMR technique is θ‖ ∼ 1◦. The
angle of precession as a function of excitation field amplitude can be derived from the
LLG equation 2.22. In the single spin approximation linear behavior was found in
case of the 16 ML Fe film, for angles exceeding θ‖ ∼ 1.5◦. As a consequence, linear
approximation is justified for the VNA-FMR technique.
Figure 4.3: The field profile of the transverse hf field h‖ as a function of the position
on the coplanar waveguide (90 µm signal line width) at a distance z = 0.5 µm above
the metallization. Because of nonuniform current density the field shows distinct peaks
near the conductor edges.
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4.3.2 Precessional Frequency and Effective Damping
Using the vector network analyzer, the information about the dynamic properties of the
magnetic sample is obtained by measuring the scattering parameters Sij. However, it
is still the dynamic susceptibility of the sample which contains the desired information.
Since a change of the magnetic susceptibility causes a variation of the transmitted and
reflected signal of the waveguide, the susceptibility can be derived from the scattering
parameters obtained by the VNA. An introduction of the scattering parameters and
how to convert these parameters into the susceptibility is given in Appendix A.3. By
virtue of the relation between the scattering and the impedance matrix a conversion
from one single parameter is possible only when measuring a reflection parameter Sii
and using a shorted waveguide. When measuring in transmission geometry with a
continuous waveguide, the knowledge of only one scattering parameter is not sufficient
for a direct conversion into χ. However, the measurements revealed that the signal
to noise ratio (SNR) is clearly higher when recording a transmission parameter Sij.
Therefore, in the first part of this subsection the resonance line obtained from S12
in transmission geometry is compared to the susceptibility obtained from measuring
S22 in reflection geometry. The reflection measurements are carried out by using a
shorted waveguide with the magnetic sample placed directly in front of the short (see
illustration in Fig. 4.4(a)). Data from the reflection parameter S22 are converted into
the susceptibility by means of the procedure discussed in Appendix A.3. The resulting
resonance lines for µ0H0 = 18 mT together with the theoretically derived suscepti-
bilities from Eqs. 4.9 and 4.10 are depicted in Figure 4.4(a). The imaginary part of
Figure 4.4: The real and imaginary part of the susceptibility obtained from reflection mea-
surements (S22) (a) and the real and imaginary part of S12 obtained from transmission
measurements (b). The sketches on top illustrate the measurement geometries. All
data was recorded at µ0H0 ∼ 18 mT. The solid lines represent the theoretically derived
susceptibilities from Eqs. 4.9 and 4.10 for α = 0.004. The discrepancy of the resonance
frequency between the two curves might arise from bias field uncertainties.
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the susceptibility (χ′′) represents the resonance absorption and thus shows symmetric
line-shape. The real part of the susceptibility (χ′) in turn reports of the variation of the
dielectric constant and shows an antisymmetric curve. Note that both the real and the
imaginary part of the resonance line are shifted by pi1 with respect to the theoretically
derived susceptibility shown in Fig. 2.3. This shift arises because the experimentally
determined susceptibility is measured via the absorption of the incident signal.
The resonance lines obtained from measuring S12 in transmission geometry (see illus-
tration in Fig. 4.4(b)) are phase shifted in order to obtain pure symmetric and anti-
symmetric real and imaginary parts for S12, respectively. The procedure is discussed in
detail in Appendix A.1. The resulting curves are shown in Figure 4.4(b) together with
the theoretically derived susceptibilities from Eqs. 4.9 and 4.10. Figs. 4.4(a) and (b)
demonstrate that the measured resonance line behavior is in very good agreement with
the theoretically derived curves for both the reflection and the transmission geometry.
Thus, direct measuring of the susceptibility by means of a reflection parameter (S22)
with a shorted waveguide as well as measuring a transmission parameter (S12) with a
continuous waveguide yields data which show qualitatively identical behavior.
In order to extract the frequency and the linewidth from the resonance lines, the sym-
metric curves (χ′′ and S ′12) are fitted to Lorentzian lines as shown in Fig. 4.5 (left and
right hand side). Performing this procedure to data recorded at different static exter-
nal fields yields the frequency of the precession as a function of H0 as shown in Fig. 4.5
(center). The observed deviation of the two curves of ∼ 3% likely results from external
field uncertainties. Since two different waveguides were used for the transmission and
reflection measurements, the position of the sample inside the electromagnet differs
for the two measurements, which causes a variation of the externally applied magnetic
field.
When extracting the linewidth from the Lorentzian fits, the effective damping constant
α∗2 can be derived by means of Eq. 2.34, which for the Fe film reads
α∗ = 4pi∆f/(ωB + ωH), (4.18)
ωB,H are given by Eqs. 4.12 and 4.13, respectively. As shown in Fig. 4.6, again good
agreement is found for the values obtained from the two different measurement geome-
tries (transmission and reflection). Therefore, the scattering parameter obtained from
transmission measurements can be assumed to be in good approximation proportional
to the susceptibility of the investigated sample. In general, the desired information on
the dynamic properties of a resonance spectrum includes the resonance frequency and
the linewidth. Since both can be extracted from measuring the transmission scatter-
ing parameter Sij as shown above and because of the higher SNR, all measurements
presented from now on were carried out in transmission geometry.
In order to evaluate the experimental data, the resonance frequency as a function of
the external field is fitted to the Kittel equation 4.16 (see solid line in Fig. 4.5 (center)).
1This phase shift arises when applying the Kramers-Kronig relation described in Appendix A.1. A
phase shift of pi results in a horizontal flip of both parts of the resonance line.
2As already mentioned, the effective damping constant α∗ was introduced in order to account for
the fact that the measurements do not allow to separate extrinsic and intrinsic contributions to
damping.
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Figure 4.5: The resonance frequency as a function of the static external field (center)
extracted from S′12 in transmission geometry (open dots) and from χ′′ in reflection
geometry (solid dots). The plot on the left and right hand side show the resonance
curves obtained from S′12 and χ′′ at µ0H0 ∼ 18 mT. The solid lines in the left and
right plot are Lorentzian fits. The solid line in the center represents a fit to the Kittel
equation 4.16.
The gyromagnetic ratio is set to γ = 184 GHz/T, with a g-factor of g = 2.09 [79]. For
the saturation magnetization MS and the anisotropy constants K1 and K⊥ the values
determined by conventional FMR were taken (cf. Subs. 4.1). The dominant uniaxial
in-plane anisotropy constant was allowed to vary and used as a fitting parameter re-
sulting in KU = −5.8× 104 J/m3. The deviation of approximately 6% from the value
found by conventional FMR, might arise from aging processes of the film. However,
good agreement is found between the experimental data points and the fit to the Kittel
equation.
Figure 4.6: The effective damping constant α? as a function of the static external field
extracted from S′12 obtained in transmission geometry (open dots) and from χ′′ obtained
in reflection geometry (solid dots). The errors mainly arise from uncertainties of the
fit ∼ 4% for the transmission technique and ∼ 10% for the reflection technique.
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4.3.3 Effect of Waveguide Excitation
The finite size of the waveguide and the nonuniform current density across the wave-
guide gives rise to an inhomogeneous magnetic excitation (see Fig. 4.3 and for details
Appendix A.2). This nonuniform hf field in turn causes the excitation of spin waves,
where the wave-vectors k of the excited spin waves are given by the Fourier transform
of the magnetic field distribution above the coplanar waveguide. This field distribution
has a maximum k-vector at kmax = pi/∆y ∼ 3.5× 104 m−1, where ∆y is the minimum
step size for the Fourier transform. The amplitude of the field Fourier transform decays
to 50 % of its maximum value at k50% ∼ 104 m−1. As discussed by Counil et al. [80]
the generation of spin waves affects both, the measured resonance frequency and the
linewidth. According to reference [80] the resulting shift of the resonance frequency is
given by
δf(kmax, ϕk‖) =
1
2
[
fs(kmax, ϕk‖)− fr
]
, (4.19)
where ϕk‖ is the angle of the in-plane wave vector k‖ with respect to the magnetization.
An expression for the spin wave frequency was derived by Arias and Mills [41]:
f 2s (k‖) = f
2
r −
t
8pi2
ωM(ωH − ωBsin2ϕk‖)k‖ +
γ
4pi2
(ωB + ωH)
2A
MS
k2‖. (4.20)
While the first part of the equation corresponds to the contribution of dipolar inter-
action (cf. Eq. 2.413), the second part accounts for the effect of exchange interaction
in case of large k‖ (cf. Eq. 2.43). The frequency of the uniform precession fr is given
by 4.16. The angular frequencies ωM , ωH , and ωB are defined by Eqs. 4.13, 4.11,
and 4.12. Figure 4.7 shows the dispersion relation obtained from Eq. 4.20. Due to
energy conservation spin wave excitation is most probable when fs ∼ fr. Because of
the strong dependence of the dispersion on the angle between the wave vector and the
magnetization, spin wave excitation is effective only for small ϕk‖ . In contrast, the
inhomogeneous hf field points along the y-direction and therefore favors the excitation
mainly perpendicular to the static magnetization (ϕk‖ = 90
◦), which corresponds to
Damon Eshbach spin waves. As a consequence, the resulting frequency shift is only
∼ 10 MHz and thus can be neglected in the presented measurements.
Counil et al. [80] also derived an expression for the effect of linewidth broadening arising
from waveguide excitation. Again the creation of spin waves on account of nonuniform
hf field excitation has to be taken into account. The corresponding increase of the
linewidth reads
∆f(kmax) = ∆fr
√
1 +
(
f(kmax, ϕk‖)− fr
∆fr
)2
, (4.21)
where ∆fr is the linewidth for uniform exciting field which is of the order of 0.2 GHz.
The resulting linewidth broadening for the 16 ML Fe film is approximately 1 MHz for
ϕk‖ = 90
◦ and thus can also be neglected.
3The expression for the magnetostatic spin waves from Arias and Mills [41] represents an approxi-
mation of Eqs. 2.40 and 2.41, where only terms linear in k‖ have been considered.
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However, the measured values of the effective damping constant α∗ are almost two times
bigger than the intrinsic value of α expected for bulk Fe [81]. This enhancement is most
likely caused by the modified electronic structure of the ultrathin film compared to the
bulk in combination with impurity and interface scattering. Safonov and Bertram
demonstrated that an enhancement of the Gilbert damping can be caused by electron-
magnon scattering due to impurities and defects [82]. An increase of damping by virtue
of two magnon scattering in ultrathin Fe films was also demonstrated by Lindner et
al. [83].
Figure 4.7: The dispersion relation calculated from 4.20 for fr = 9 GHz as a function of
the angle enclosed by the wave vector and the magnetization ϕk‖. ϕk‖ = 0
◦ and 90◦
correspond to the magnetostatic backward volume waves and the magnetostatic surface
waves, respectively (cf. Subs. 2.2.3). The maximum k-vector kmax is indicated by the
vertical dashed line. Since degenerate states (with respect to fr) are essential, spin wave
excitation is effective only for small ϕk‖.
4.4 Comparison to Other Techniques
In order to prove the reliability of the novel VNA-FMR technique, the obtained results
are compared in this section to Pulsed Inductive Microwave Magnetometry (PIMM),
Time Resolved Scanning Kerr Magnetometry (TR-SKEM) (both methods in the time
domain), and conventional Ferromagnetic Resonance (FMR) (measured by sweeping
the bias field). In addition, field swept FMR measurements using the VNA-FMR setup
were carried out. The experimental details concerning the different techniques have
already been described in Chapter 3.
In the case of the TR-SKEM technique the magnetization configuration was not dis-
turbed by means of waveguide excitation as described in Subsection 3.2.2. The pulse
beam was instead directly focused onto the Fe film. In doing so, one generates a pho-
tocurrent across the Schottky junction at the Fe/GaAs-interface by pumping electrons
inside the semiconductor. This photocurrent in turn gives rise to a circular in-plane
magnetic field pulse with a rise time of a few picoseconds. The corresponding transient
field disturbs the magnetization configuration. For details concerning the generation
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of the magnetic field pulse by means of the Schottky diode see [71, 84].
Also for these techniques the criterion of small precession angles has to be proven be-
fore applying the linearized LLG equation (2.22). For the PIMM measurements the
applied field pulses have a maximum amplitude of µ0 h‖ ∼ 0.6 mT. When comparing
the hf field amplitude to the effective in-plane anisotropy field one obtains a maximum
cone angle in the film plane of θ‖ ∼ 0.7◦. Applying this procedure to the maximum
field of 2.5 mT for the TR-SKEM technique results in θ‖ ∼ 3◦. In TR-SKEM, how-
ever, the pulse duration is much shorter than a precessional period and the quasi-static
approximation grossly overestimates the precessional cone angle. Moreover, in case of
impulse excitation the angle of precession strongly depends on the pulse length. This
effect is a consequence of the suppressed ringing when the pulse length corresponds to
a half period of the magnetization precession [85].
The strength of the exciting field for the conventional FMR technique is approximately
the same as for the VNA-FMR and thus results in the same angle of precession: θ‖ ∼ 1◦.
Therefore, for all techniques the linear approximation, which is valid for angles smaller
than ∼ 1.5◦ can be applied.
4.4.1 Precessional Frequency and Effective Damping
In order to illustrate how the resonance frequency and the damping constant are ex-
tracted from the different techniques, the corresponding raw data are shown in Fig. 4.8.
Figure 4.8: The figure shows raw data recorded by PIMM (a), TR-SKEM technique (b)
both at µ0H0 = 0 T, conventional FMR at a microwave frequency of 9.5 GHz (c), and
VNA-FMR at µ0H0 = 21 mT (d). In all graphs the open circles denote the measured
data points and the lines correspond to curves obtained from fits to the raw data.
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The time domain data (PIMM and TR-SKEM) is fitted to a sinusoidal function with
exponential decay (see Fig. 4.8(a) and (b)). Due to lock-in detection the field domain
data from conventional FMR corresponds to the derivative of a Lorentzian curve, as
outlined in Subsection 3.1.1 (see Fig. 4.8(c)). The frequency domain data from VNA-
FMR is fitted to a Lorentzian curve (see Fig. 4.8(d)), as mentioned in Subsection 4.3.2.
A comparison of the resonance frequencies obtained from the different techniques is
shown together with a fit to the Kittel equation 4.16 in Fig. 4.9. Fig. 4.9(a) depicts
data from VNA-FMR, PIMM and TR-SKEM measurements. In addition data from
conventional FMR measurements are shown, obtained by using the VNA-FMR setup
but sweeping the bias field at fixed excitation frequency. Due to its larger field range,
the conventional FMR data is depicted together with data from VNA-FMR measure-
ments in Fig. 4.9(b). As discussed in the previous section, the influence of waveguide
excitation on the resonance frequency can be neglected. Therefore, perfect agreement
for the resonance frequencies obtained from VNA-FMR, TR-SKEM, PIMM, and con-
ventional FMR techniques is expected and was indeed found (see Fig. 4.9).
In order to compare the magnetic damping both the relaxation rate from the time
domain techniques and the linewidths from the frequency domain techniques are con-
verted into the dimensionless effective damping constant α∗. The decay time τ of the
induced precessional motion can be transformed into the effective damping constant
by applying
α∗ = 2/(τ(ωB + ωH)), (4.22)
where ωB and ωH are given by Eqs. 4.12 and 4.13, respectively.
Figure 4.9: The resonance frequency as a function of bias field H0. (a) shows VNA-
FMR data measured by sweeping the frequency (open circles) and by sweeping the bias
field (open squares). Data points from PIMM and from TR-SKEM measurements are
represented by stars and by diamonds, respectively. In (b) data from VNA-FMR (open
circles) and conventional FMR measurements (triangles) are depicted. In both graphs
the solid lines represent a fit to the Kittel equation 4.16.
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In the case of the field-swept technique the conversion from the linewidth of the reso-
nance line reads
α∗ = γµ0∆H/(2pifr), (4.23)
where ∆H is defined as the half width at half maximum field linewidth (see Fig. 4.8(c)).
Figure 4.10 shows the damping constants as a function of the static external field ob-
tained from the different techniques. The larger error in the PIMM data mainly arises
from the timing jitter during the measurements. The contribution from magnetic in-
homogeneities to the effective damping parameter can be deduced from a decay of α∗
as a function of the bias field [86]. This effect is only observable in a large range of
magnetic bias fields, as it is accessible by conventional FMR (see Fig. 4.10(b)). Evi-
dently, the contribution of inhomogeneities to the measured damping constant can not
entirely explain the observed deviation from the intrinsic bulk value of approximately
50%. This finding supports the assumptions stated in the previous subsection, namely
that the observed enhancement is caused by a symmetry breaking and an associated
increase of impurity and interface scattering on account of the small thickness of the
film.
However, the observed decrease of the damping in the TR-SKEM data of approxi-
mately 20% regarding all other techniques, might indeed arise from the influence of
inhomogeneities. The probed area in the TR-SKEM technique (∼ 1 µm2) is much
smaller than in any of the other techniques (∼ 1 mm2). On this length scale the mag-
netic properties of the sample are more homogeneous and thus the effect of line width
broadening due to inhomogeneities is weaker.
Figure 4.10: (a) the effective damping constant α∗ as a function of the external bias field
H0 obtained from VNA-FMR by sweeping the frequency (open circles) and by sweeping
the bias field (solid squares). Data from PIMM and from TR-SKEM are represented by
stars and diamonds, respectively. (b) shows data from conventional FMR measurements
as a function of the external field.
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4.4.2 Signal to Noise Ratio
In Table 1 the SNR extracted from the measurements shown in Fig. 4.8 and the corre-
sponding probed areas are summarized for all techniques. The SNR normalized to the
number of spins for the PIMM measurements lies clearly below the values of the other
techniques. The TR-SKEM technique has by far the highest SNR per spin on account
of the small area which is probed. However, the VNA-FMR data has the highest SNR
per spin of the inductive non-local techniques.
To achieve the mentioned SNR with the VNA-FMR technique the intermediate fre-
quency (IF) bandwidth (cf. Appendix A.1) was set to 70 Hz and the signal was averaged
over 5 measurements. The time needed to record one curve (including reference and
probe measurement) was roughly 100 s.
technique area [mm2] numb. of spins [µB] SNR [abs.] detect. limit [µB]
PIMM 0.36 1.5× 1014 < 10 (1) 6.6× 1014
FMR 2.0 8.5× 1014 ∼ 90 (2) 1.06× 1013
TRMOKE 2.0× 10−7 8.5× 107 < 11 (3) 1.3× 107
VNA-FMR 0.36 1.5× 1014 ∼ 40 (4) 2.6× 1013
Table 4.1: The probed areas (for 16 ML film thickness), the number of Bohr magnetons
within the probed volume, the absolute signal to noise ratios, and the detection limit for
the different techniques. (1)at µ0H0= 0 mT; (2)at 24 GHz; (3)at µ0H0= 0 mT; (4)at
µ0H0= 60 mT.
5 Confined Magnetic Structures I –
Cylindrical Disks
In the previous chapter the effect of breaking the symmetry regarding the z-direction
on the magnetization dynamics was illustrated by means of an ultrathin Fe film. As
already addressed in Subsection 2.2.3, the confinement of the lateral dimensions down
to the regime of spin wave wavelengths considerably changes the dynamic response of
the magnetic system by introducing quantized excitation modes (see Fig. 2.7). A de-
tailed understanding of the underlying physical mechanisms responsible for the modal
patterns is a central question. Therefore, substantial effort has been put into the iden-
tification of the excitation spectrum of small ferromagnetic elements [5–24] and into the
investigation of their switching behavior in the precessional regime [25–27], in recent
years.
This chapter presents the results from detailed investigations of the eigenmode spec-
trum of small magnetic cylindrical permalloy (Py – Ni81Fe19) disks. In the first part
the modal spectrum of disks with a diameter of 200 nm and a thickness of 15 nm is
discussed on the basis of results from VNA-FMR and Brillouin light scattering mea-
surements. Numerical calculations are employed to identify the observed modes.
In the second part of the chapter the microwave response of Py disks with a diameter
of 4 µm and a thickness of 20 nm is addressed. The disks were investigated using in-
ductive as well as spatial resolved optical techniques both in the remanent vortex state
and as a function of an externally applied magnetic field. Micromagnetic simulations
are employed to back up the experimental results.
5.1 Permalloy Disks with 200 nm Diameter
This section reports of the excitation spectrum of a (2×2) mm2 sized array of permalloy
disks with a diameter of d = 200 nm and a thickness of t = 15 nm. The disks were
fabricated onto a Si substrate with a separation (edge to edge) of d in order to prevent
inter-disk coupling. Details concerning the fabrication of the disks can be found in
Appendix A.4.
By using the VNA-FMR technique the magnetic response was inductively recorded
as a function of a static external bias field. As mentioned in Section 3.1, VNA-FMR
measurements differ from conventional FMR in one important point: using a VNA one
can sweep the frequency at a fixed external bias field while in conventional FMR the
exciting hf-frequency is fixed and the external field is swept through the resonance.
Thus, by means of VNA-FMR, the nonuniform spin configuration of micron sized
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magnetic structures may be conserved at a fixed bias field and the resonance of this
configuration is found by sweeping the frequency.
5.1.1 The Flux-Closure Vortex Configuration and its Bias Field
Behavior
The ability to measure the resonant response at a fixed bias field is relevant in particular
for the investigated Py disks, since their ratio of disk diameter to thickness leads to
a vortex ground state [87–89]. In order to reduce the magnetic stray field energy, the
magnetization vector of the element lies in the plane of the disk and curls around the
center. Due to exchange interaction the spins in the center of the element assume
a perpendicular orientation (see Fig. 5.1). The direction of the flux-closure and the
center spin results in four different possible magnetization configurations. However,
considering the symmetries of the four cases, they reduce to two different chiralities.
The magnetization distribution leads to a homogeneous internal field within the flux-
closed region with substantial deviations only at the edge of the element and at the
vortex core. A sketch of the vortex configuration and a cross section ofMz are depicted
in Fig. 5.1.
Static MOKE measurements revealed the hysteresis loops of the disks, as shown in
Fig. 5.2. By virtue of the Zeeman interaction (cf. Subs. 2.1.2), the magnetic moments
energetically favor parallel alignment to an external magnetic field. Therefore, in the
case of the vortex configuration, a static in-plane field increases the size of the domain
with parallel orientation. This effect in turn causes a displacement of the vortex core
perpendicular to the bias field [90, 91], as illustrated by insets (b) and (d) in Figure 5.2.
For bias fields larger than the annihilation field of µ0Hann ∼ 70 mT, the vortex core is
expelled from the disk and a quasi uniform magnetization configuration is obtained (see
Figure 5.1: The magnetization configuration of a vortex ground state (left). Except for the
perpendicular magnetization component at the disk center, the magnetization forms a
flux-closure configuration. Right: a line-scan across the disk center reveals the mag-
netization profile for Mz. The magnetization profile represents a zoom into the center
region of a disk with 4 µm diameter, extracted from micromagnetic simulations using
the LLG code [72] with 5 nm discretization. The demagnetizing field leads to a region
around the vortex core having a perpendicular magnetization component opposite to the
vortex core magnetization. The solid line represents a guide to the eye.
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Figure 5.2: The hysteresis loop for the Py disks with a diameter of 200 nm and a thickness of
15 nm recorded by static Kerr measurements. The insets illustrate the magnetization
configuration during the hysteresis loop. The vertical dotted lines denote the vortex
annihilation field at µ0Hann = ±70 mT.
insets (c) and (e) in Fig. 5.2). Returning back to zero field, the vortex core nucleates
again in the disk (see inset (a) in Fig. 5.2). Indeed, due to the transition threshold
from the uniform to the vortex configuration and vice versa, the nucleation field is
considerably smaller compared to the annihilation field, which causes the observed
hysteretic field behavior.
5.1.2 Dynamic Measurements and Numerical Calculations
For the VNA-FMR measurements, the disks on the Si substrate were placed on top of
the signal line of a coplanar waveguide (signal line width w = 90 µm). The external
bias field was applied in the disk plane parallel to the waveguide. The results from
the VNA-FMR measurements are compared to data from numerical calculations and
Brillouin Light Scattering (BLS) experiments previously obtained for the same sample
(see Giovannini at al. [19]). The numerical calculations are based on the subdivision of
the particle into small cells and the development of a dynamical matrix approach which
allows simultaneous determination of the frequency and the dynamical magnetization
profile of all the normal modes of the disk. In this model dipolar, Zeeman, and exchange
interactions are considered. For further details concerning the theoretical method see
Giovannini et al. [19].
The BLS experiments were carried out in the Group of High resolution Optic Spec-
troscopy and related Techniques (GHOST) laboratory at the University of Perugia.
For details see [19, 92].
Figure 5.3 shows the resonance frequencies as a function of the bias field obtained from
VNA-FMR and BLS measurements and numerical calculations. In the vortex state
up to 8 distinct modes (see also Fig. 5.4(a), which reveals 7 distinct peaks) and in
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Figure 5.3: Experimental data from VNA-FMR (open circles) and BLS (stars) together
with calculated frequencies (dashed lines) for the Py disks as a function of the exter-
nal bias field H0. The vertical dotted line at µ0Hann = 70 mT assigns the transition
from the vortex to the saturated state. The calculated lines are labeled by (n = num-
ber of radial nodes, m = number of azimuthal nodes) for the vortex state and by BV
(backward volume like) and DE (Damon Eshbach like) for the saturated state with the
corresponding number of nodal lines. The vertical dashed lines at µ0H0 = 26 mT and
77 mT indicate the positions where corresponding raw data is shown in Fig. 5.4(a) and
(b), respectively.
Figure 5.4: Raw data for the VNA-FMR measurements of the Py disks. (a) In the vortex
state the spectrum shows 7 distinct absorption peaks at µ0H0 = 26 mT. (b) In the
uniform magnetized configuration above the vortex annihilation field 3 distinct peaks
are observed at µ0H0 = 77 mT.
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the saturated state up to 3 distinct modes (see Fig. 5.4(b)) were observed by means
of VNA-FMR. They show very good agreement with both the BLS data and the
calculated frequencies. Absorption peaks arising from ferromagnetic resonance were
identified in the VNA-FMR spectra by means of their dependence on the external
magnetic bias field. Peaks which do not change position as a function of the bias field
have not been considered here. The modal structures were derived from the numerical
calculations as shown in Fig. 5.5 and reveal the number of nodal lines. Accordingly,
the calculated frequencies in Fig. 5.3 are labeled by (n = number of radial nodes, m
= number of azimuthal nodes) for the vortex state and by BV (backward volume like)
and DE (Damon Eshbach like) for the saturated state with the corresponding number
of nodal lines. The branch in Fig. 5.3 labeled by ‘edge’ represents the mode localized
at the disk edges as shown in Fig. 5.5(n). When analyzing the VNA-FMR data, above
the vortex annihilation field one finds a dominant mode in the raw data at f = 8.6 GHz
and µ0H0 = 77 mT (see Fig. 5.4(b)), which can be identified from calculations to be
the fundamental BV mode. This mode corresponds to the quasi uniform precession of
Figure 5.5: The real part of δmz(r) of the disk with 200 nm diameter obtained from nu-
merical calculations. Pictures (a)-(c) and (d)-(f) represent radial and azimuthal modes
at zero bias field, respectively. Pictures (g)-(i) and (j)-(l) show azimuthal modes at
µ0H0 = 10 mT and 70 mT, respectively in the vortex state for an up-sweep. Pic-
tures (m)-(o) show modes at µ0H0 = 70 mT in the saturated state for a down-sweep.
Up and down sweeps correspond to the two directions of the hysteresis loop shown in
Fig. 5.2. Illustrations on the right hand side clarify the corresponding magnetization
configuration. The images of the modes are taken from [19].
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the magnetic moments throughout the disks. In addition, the second DE mode and
an edge localized mode has been observed by means of VNA-FMR. The fourfold sym-
metry observed in the structure of the radial mode (2, 0) depicted in Fig. 5.5(c) might
arise from the cubic discretization of the disk. In the case of mode (0, 0) and (1, 0)
depicted in Fig. 5.5(a) and (b), respectively, this effect may additionally be enhanced
by mode coupling [19].
5.1.3 The Dispersion of the Observed Modes
When analyzing the radial and azimuthal modes concerning the orientation of their
wave vectors with respect to the static vortex magnetization configuration, one finds
the wave vector to be perpendicular to M in case of the radial modes and parallel
to M in case of the azimuthal modes. These two different orientations correspond
to the magnetostatic surface and backward volume spin waves, respectively, described
in Subsection 2.2.3. Indeed, the frequency behavior of the two modes as a function
of their number of nodes depicted in Fig. 5.6 shows positive dispersion for the radial
modes and negative dispersion for the azimuthal modes for less than three nodes. Due
to the small lateral size of the disks, the dominant interaction determining the nature
of the modes, changes from dipolar to exchange already for modes with three nodes.
As a consequence, for the azimuthal modes the modal frequency assumes a minimum
for two nodes and again increases when adding additional nodes (see solid triangles in
Fig. 5.6). For the radial modes the exchange interaction causes a steeper increase of
the frequency which also starts at three nodes (see solid dots in Fig. 5.6). Exactly the
same behavior was derived theoretically as shown in Subsection 2.2.3.
In addition, also in the saturated state, modes with Damon Eshbach (labelled DE) and
backward volume (labelled BV) like behavior are found. This indicates that the two
modes are quantized parallel and transversal to the static magnetization, respectively.
Figure 5.6: The dispersion of the various modes obtained from numerical calculations. Solid
circles and triangles show the behavior of radial and azimuthal modes, respectively for
the vortex state. Open circles and triangles correspond to surface and backward like
modes, respectively in the saturated state of the disks. The graph is taken from [19]
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Even though, the dispersion relation of the saturated state qualitatively shows the
same behavior as the one of the vortex state, the transition form dipole to exchange
dominated modes is shifted to higher node numbers for the DE modes regarding the
radial modes of the vortex state. This shift arises from weaker lateral confinement of
the waves in the saturated state. While the domain of the saturated state is extended
throughout the whole disk, the vortex state consists of two domains regarding the dy-
namic response to an in-plane hf field (see illustrations top and middle on the right
hand side in Fig. 5.5).
Although good agreement between the VNA-FMR data, the BLS data, and the calcu-
lated frequencies is found, the observed discrepancies might mainly arise from errors
due to the fitting of the experimental data and from bias field uncertainties.
It is worth noting that the extent of the disk array of (2×2) mm2 was larger than the
width of the signal line of the waveguide (90 µm). Therefore, the hf-field was not in
the plane of the dots throughout the whole array but had a strong out-of-plane com-
ponent near the edges of the waveguide (cf. Appendix A.2). Since for the waveguide
excitation the coupling of the hf-field to the different modes is crucial, the VNA-FMR
measurement was sensitive not only to modes with an odd number of azimuthal nodes,
as expected for pure in-plane excitation (explained in detail in Section 6.3). Indeed,
the out-of-plane component of the excitation field allowed to observe modes also with
an even number of azimuthal nodal lines as shown in Fig. 5.3.
5.2 Permalloy Disks with 4 µm Diameter
The potential of VNA-FMR for the investigation of nano-structured magnetic elements
having nonuniform magnetization configuration has been demonstrated in the last sec-
tion. Thereby, the spatial structure of the modes has been derived from numerical
calculations. In contrast, the optical techniques described in Section 3.2 allow to di-
rectly observe the modal pattern. However, since the spatial resolution is limited to
200 nm minimum, the modes of the disks with 200 nm diameter cannot be resolved by
means of these techniques. Thus, in order to experimentally resolve the modal struc-
ture of cylindrical dots, Py disks with 4 µm diameter were investigated. The obtained
results are discussed in this section.
In a first approach the magnetic response of the individual disks are imaged by apply-
ing both pulsed (TR-SKEM) and continuous wave (FMR-SKEM) excitation. These
experiments were performed in zero bias field. Subsequently, VNA-FMR and FMR-
SKEM experiments disclose the dynamic behavior of the disks as a function of a static
in-plane magnetic bias field. Micromagnetic simulations are employed to confirm the
experimental results.
5.2.1 Static Characterization
The sample studied experimentally is an array of 1 × 100 ferromagnetic permalloy
(Ni81Fe19) disks with a diameter of d = 4 µm fabricated by e-beam lithography and
52 5.2 Permalloy Disks with 4 µm Diameter
lift-off technique directly on top of the signal line of a coplanar waveguide (signal line
width w = 10 µm). In order to prevent inter-disk coupling an edge to edge distance of
d/2 was chosen. For corrosion protection the disks were capped with 2 nm Aluminium.
A detailed description of the sample preparation can be found in Appendix A.4. X-ray
fluorescence was used to obtain the sample thickness on a wafer prepared at the same
time as the actual samples. On the same wafer the magnetic moment of the permalloy
samples was determined by means of Superconducting Quantum Interference Device
(SQUID) magnetometry. These measurements yielded a saturation magnetization and
a thickness of µ0MS = 1.0 T and t = 20 nm, respectively.
The diameter to thickness ratio of the disks again leads to a vortex ground state
(see Figs. 5.1 and 5.7 (a)), which was confirmed by X-ray photo emission electron
microscopy measurements using the circular magnetic dichroism (XMCD) at the Sur-
faces/Interaces Microscopy beam line of the Swiss Light Source (see Fig. 5.7(b)).
Figure 5.7: A permalloy disk on top of the coplanar waveguide. The schematic sketch in (a)
illustrates the flux-closure vortex configuration. (b) photoemission electron microscopy
investigations confirm the equilibrium ground state of the disks to be a vortex. The
black/white contrast represents the y-component of the magnetization M .
5.2.2 Energetics and Micromagnetics
The normal mode spectrum of ferromagnetic elements is governed by the total internal
field Heff (see Eq. 2.8) and the relevant boundary conditions. In this size and thickness
regime it is justified to use purely dipolar boundary conditions to describe the low lying
normal eigenmodes [28, 53]. In a two dimensional approximation the components of
M which are perpendicular to the boundaries lead to an infinite magnetostatic energy,
which can be avoided by strictly pinning the magnetic moments at the boundaries of
the sample. In the case of a vortex configuration the exchange contribution at the core
region can be accounted for by a second boundary condition, which implies a pinning
of the magnetic moments at the vortex core [93]. In contrast, in micromagnetic simu-
lations the behavior of the magnetic moments at the boundaries is naturally described
by Maxwell’s equations. A more thorough analysis of the normal mode spectrum of
flux-closed ferromagnetic disks can be found in [94–96] and references therein.
The small anisotropy field of permalloy is ignored in the following and the external
exciting field serves merely as a tipping hf field. In the micromagnetic simulations, the
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disks are subjected to a short instantaneous field pulse hpulse with 0.5 mT amplitude
and a duration of 50 ps. The external hf and static field were applied along the y- and
x-direction, respectively. The magnetic properties of the permalloy disks used in the
simulations are as follows: exchange constant A = 13 × 10−12 J/m, anisotropy con-
stant Ku = 0, saturation magnetization µ0MS = 1 T, and damping constant α = 0.008.
Micromagnetic simulations were performed using the LLG code [72] unless stated oth-
erwise, on a 5 nm and 15 nm grid for disks with and without vortex core, respectively.
The equations of motion were integrated in 0.5 ps steps from t = 0 to 5 ns. For the
simulations with the LLG code, edge corrections were applied to the boundary of the
disk. In order to find the frequencies of the different modes global Fourier transfor-
mation of the averaged time domain data was performed. A deeper insight into the
structure of the excited modes was obtained by employing the phase-sensitive local
Fourier transformation procedure described in Subsection 3.3, which transforms the
time domain image sequence into the frequency domain.
5.2.3 Normal Mode Structure at Zero Bias Field
Fig. 5.8 shows the z-component of the magnetization at H0 = 0 averaged over one
half of the disk as a function of time elapsed after application of the tipping field
pulse. The magnetic field pulse is generated via focusing the red laser pulse onto a
photoconductive switch, which launches a current pulse into the coplanar waveguide
(cf. Subs. 3.2.2). The current pulse shown as inset in Fig. 5.8(a) was recorded by
using a 20 GHz sampling oscilloscope and has a maximum amplitude of ∼ 44 mA1.
The transverse field amplitude calculated by employing Eq. A.2 is ∼ 3 mT. For the
detailed high frequency field profile see Appendix A.2.
In Figs. 5.8(a) and (b) the experimental and simulated data, respectively obtained
from a 3.4 ns (experiment) and 5 ns (simulation) long image sequence is shown. In
both cases one immediately realizes that more than a single frequency is responsible for
the time evolution. Fourier Transformation (FT) into the frequency domain confirms
this finding and shows peaks at 2.6 GHz (2.65 GHz and 2.85 GHz), 4.0 GHz (4.37
and 4.47 GHz), and 5.4 GHz (5.43 and 5.61 GHz) for the experimental (simulated)
results (see Figs. 5.8(c) and (d)). Note that in this enumeration only peaks which
are found both in experiment and simulation have been considered. Zero-filling and a
Hamming cutoff window were used in the FT. Note that all peaks in the micromagnetic
simulation show a doublet structure, which is discussed later in this subsection when
analyzing the locally Fourier transformed data.
When zooming into the central region of the element, in the micromagnetic simulation
one observes the precession of the vortex core around the center of the disk with a
frequency of 70 MHz as shown in Figs. 5.9. This gyrotropic oscillation of the vortex
core was described in detail by Thiele [97] and was observed experimentally in [16, 20,
70, 98]. Since the maximum scan length of the experimental time delay is 3.4 ns, which
corresponds to a resolution of approximately 0.3 GHz in the Fourier transformed data,
the gyrotropic mode cannot be detected in this experiment.
1An attenuation of -3 dB from the sample to the oscilloscope was assumed
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Figure 5.8: The dynamic z-component of the magnetization M as a function of time
obtained from time-resolved magneto-optical Kerr microscopy (a) and micromagnetic
simulation (b) averaged over one half of the disk (see inset in (b)). The corresponding
Fourier transform of the experimental and the simulated data is shown in (c) and
(d), respectively. The inset in (a) depicts the tipping pulse applied in the TR-SKEM
experiment.
In order to analyze the excited modes with greater detail, local Fourier transformations
of the data were performed as explained in Subsection 3.3 (see Fig. 5.10(a)). The
corresponding modal structure is reminiscent of Bessel functions of first order [21, 93],
but shows an additional node in the azimuthal direction caused by the asymmetry of
the torque on account of the in-plane field pulse excitation. For a field pulse applied
along the y-direction, the two sides of the disk experience an opposite initial torque.
This phase shift by pi can be observed in the phase of the modes. The modes in Fig. 5.10
are labeled by (n, m = 1) according to the number of radial (n) and azimuthal (m)
nodes. For these normal modes the frequency increases with increasing radial node
number as shown by Buess et al. [53], where a simple model based on purely dipolar
excitations is employed. In a more sophisticated approach Zivieri and Nizzoli [96]
calculated the modal spectrum of cylindrical dots by taking into account the influence
of both surface and volume dynamic exchange interaction and dipolar fields. Here, the
analysis is limited to the comparison to micromagnetic simulations. In the simulations,
shown in Fig. 5.10(b), also Bessel function like modes (n, m = 1) are observed.
As already mentioned, the global FT (see Fig. 5.8(d)) of the simulated data reveals a
doublet peak structure. When analyzing the local FT obtained from the raw image
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Figure 5.9: (a) The Kerr signal averaged over the disk center. (b) The Fourier transform
reveals a clear peak at 70 MHz which corresponds to the gyrotropic vortex motion. The
inset represents a zoom into the normal mode spectrum (see Fig. 5.8(d)).
series from simulation not only one clear mode with (n = 1, m = 1) is found, but a
second mode is observed in the local FT which shows nearly equal features, exemplarily
depicted for mode (1, +1) and mode (1, -1) in Fig. 5.10(b). However, these pairs
of modes differ in their phase. While the phase of mode (1, +1) seems to circulate
clockwise, it seems to circulate counterclockwise around the disk center for mode (1, -1).
The splitting of the azimuthal modes, which has already been observed experimentally
by Zhu et al. [22] and by Park and Crowell [99], has recently been explained by Ivanov
and Zaspel [95]. According to reference [95] the vortex core breaks the azimuthal
symmetry of the disk. Coupling between the vortex core and the magnetostatic spin
waves lifts the degeneracy of the clockwise and counterclockwise travelling magnons.
As a consequence of the frequency splitting, the two magnons circulate with different
velocities around the disk center. Therefore, their superposition, namely mode (1, ±1),
appears to be tilted with respect to the direction of the exciting field pulse [99]. In fact,
when the central part of the disk is removed in the simulation neither peak splitting
nor a tilting of the modes is observed as shown in Fig. 5.11. In Fig. 5.11(a) the global
Fourier transform of a simulated image sequence for a 4 micron disk is shown where
the central 20 nm have been removed. Consequently, the disk shows no perpendicular
magnetization component at the center. One immediately finds that the peak splitting
observed in Fig. 5.8(d) has disappeared and the peak position assumes a value between
the two peaks of Fig. 5.8(d).
Although a very broad peak is obtained in the experiment with a clear shoulder at
3.0 GHz in the global FT of the fundamental mode (1, 1) (see Fig. 5.8(c)), no second
mode with opposite circulating phase was observed in the local Fourier transform of
the data from TR-SKEM. This might come from imperfections of the real sample,
which leading to pinning centers for the vortex core. Hence, the gyrotropic motion
might be disturbed and the interaction with the normal modes may be attenuated.
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Figure 5.10: Amplitude (upper row) and phase (lower row) generated by local Fourier
transform of the time domain data obtained from TR-SKEM (a) and micromagnetic
simulations (b) at zero bias field. The modes are labelled by (n, m) according to their
number of radial (n) and azimuthal (m = 1) nodes. Both peaks of the doublet structure
observed in the global FT from simulation in Fig. 5.8 are exemplarily shown for the
fundamental mode (1, ±1). The phase of mode (1, +1) and mode (1, -1) seems to cir-
culate clockwise and counterclockwise around the center, respectively. In addition, the
superposition is shown, which was found at the frequency between the two modes. For
mode (2, 1) to mode (5, 1) only the superpositions (±-mode) of the doublet structures
are shown.
Moreover, the splitting of the doublet structure is expected to be of the order of the
vortex gyrotropic frequency [99], which with 70 MHz is rather small for the investigated
disks. However, when decreasing the lateral dimensions of the disk, the frequency of
the vortex motion increases, which in turn should increase the splitting of the normal
azimuthal modes. Consequently, the splitting was indeed observed experimentally in
disks with diameter smaller than 3 µm by Park and Crowell [99] and by Hoffmann et
al. [100].
An alternative experimental approach to investigate the modal spectrum of the disks,
is to exclusively excite the different modes by means of a continuous wave excitation
[9, 69]. This can be realized by combining the resonant excitation (VNA) with the
magneto-optical detection scheme (FMR-SKEM) as described in Subsection 3.2.3. If
the magnetic excitations are eigenmodes of the disks, the dynamic response obtained
from the pulsed and cw technique are expected to be transformable into each other via
Fourier transformation. However, since the magnetization is subjected to forced preces-
sion, the continuous wave technique employed for the measurements of this work does
not allow to study the temporal evolution of the modes. For this reason the mutual
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Figure 5.11: The global (a) and local (b) Fourier transform of the time evolution of the
magnetization for a disk with a hole (20 nm diameter) at its center obtained from simu-
lation. The schematic sketch illustrates the corresponding magnetization configuration
lacking the perpendicular magnetization component in the center. For the disk with a
hole located at the center the peaks in the global FT do not show any splitting as it was
observed for regular disks without a hole. In addition, no tilt of the modes is observed
in this case (see (b)).
coupling of the normal modes with each other and to the vortex core is not accessi-
ble by means of FMR-SKEM. However, one advantage of exclusively exciting single
modes instead of triggering a complicated superposition of modes is the possibility to
observe higher order modes. Due to the strong decay of the overall signal using pulsed
excitation, only mode (1, 1) and (2, 1) could be extracted from the experimental data
from TR-SKEM (see Fig. 5.10(a)). In contrast, using cw excitation, normal modes (n,
1) could indeed be detected up to n = 5. Fig. 5.12(a) shows the normal modes up to
fifth radial order obtained from FMR-SKEM measurements. The frequencies of the
modes are in good agreement with both the pulsed experiment and the simulations.
Again only modes with an azimuthal nodal line were observed. As discussed above,
this arises from the symmetry breaking due to the in-plane hf field. Thus, when ap-
plying out-of-plane excitation also purely radial modes were found. Fig. 5.12(b) shows
the normal modes (n, 0) up to n = 3 accessible to out-of-plane excitation for a disk
with 3 µm diameter.
It is important to note, that on account of the cw excitation the black/white contrast of
the obtained images encodes amplitude combined with the phase of the modes. There-
fore, from now on amplitude A and phase ϕ of the local FT data from the simulation
are combined by A sin(ϕ+ ϕ0), in order to directly compare them to data from FMR-
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Figure 5.12: The images show the Kerr rotation and the z-component of M obtained
from experiment (FMR-SKEM) (left rows in (a)) and simulation (right rows in (a)),
respectively. The black/white contrast represents amplitude combined with phase. (a)
Applying in-plane excitation only modes with an azimuthal nodal line can be observed
as discussed in the text. Line-scans across the disk center parallel to hhf reveal the
modal structure obtained from experiment (from -2.0 to 0.0 µm) and from simulation
(from 0.0 to 2.0 µm). The modes are labelled by (n, m = 1) according to their number
of radial (n) and azimuthal (m) nodes. (b) The normal modes of a disk with 3 µm
diameter excited by an out-of-plane hf field. The perpendicular excitation was applied
by means of a microcoil surrounding the disk as illustrated on the right.
SKEM. In the experiment the phase offset ϕ0 is adjusted such to obtain maximum
contrast. In order to expose the detailed modal structure, line-scans were performed
across the disk center parallel to the hf field hhf , which confirm the excellent agree-
ment between the experimental and the simulated data, shown on the right hand side
of Fig. 5.12(a).
5.2.4 Modal Spectrum as a Function of an External Bias Field
In this subsection the evolution of the modes as a function of an in-plane bias field
applied along the x-direction, perpendicular to the hf field is discussed. First the
frequency dependence of mode (1, 1) as measured using inductive VNA-FMR is ad-
dressed.
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Figure 5.13(a) shows raw data from a VNA-FMR measurement carried out at µ0H0 =
15 mT with a resonance peak at f = 3.6 GHz . The field behavior of the fundamental
mode (1, 1) accessible by in-plane excitation is depicted in Fig. 5.13(b) (open circles).
Starting from its zero field value of 2.7 GHz the modal frequency decreases to about
2.2 GHz at a bias field of ∼ 3 mT. It then starts to increase again and approaches the
behavior expected from the Kittel equation (solid line in Fig. 5.13(b)), which describes
the uniform precession of the magnetic moments throughout the element. In order
to account for the aspect ratio of the investigated disks, the Kittel equation 2.33 is
corrected for the effective demagnetizing factor Neff = Nz − Nx. Since Nx ∼ Ny the
resonance frequency reads
f =
µ0γ
2pi
√
H0(H0 +NeffMS), (5.1)
where the gyromagnetic ratio is γ = g × 97.9 GHz/T. The aspect ratio of the inves-
tigated disks leads to Neff = 0.97 [101]. The g-factor was allowed to vary and was
used as a fitting parameter resulting in g = 2.09, which is in good agreement with
values found in the literature [102]. For the single domain disk (the vortex is expelled
at µ0H0 ∼ 4.0 mT), this behavior is expected as soon as the spins are mostly aligned
along the field direction. In fact, at higher field values, the behavior is well described
by the Kittel formula.
From the linewidth ∆f (half width at half maximum) of the measured resonance curves
one can determine the effective damping parameter by using α∗ = 4pi∆f/(γµ0(2H0 +
NeffMS)). Figure 5.14 shows the resulting effective damping parameter extracted from
VNA-FMR (dots) and FMR-SKEM (stars) measurements. The clear peak at 2.5 mT
observed in the data from VNA-FMR might result from the integrative nature of the
technique, since the averaged signal of the whole array of 100 disks is measured.
Because the vortex displacement as a function of bias field might be different for each
disk one measures various resonance curves at different frequencies. As a consequence,
the linewidth of the resulting resonance curve is much wider than it would be for a
single disk. This interpretation is confirmed by the effective damping extracted from
FMR-SKEM investigations of a single disk. In contrast, to the VNA-FMR data no
clear peak is observed as shown in Fig. 5.14 (stars).
The low signal to noise ratio of the VNA-FMR compared to FMR-SKEM allows only
to investigate the fundamental mode (1, 1). In addition in the simulations carried
out using the Object Oriented Micromagnetic Framework (OOMMF) [73] and in the
optical measurements, the modal spectrum could be investigated in more detail. Con-
sequently as shown in Figure 5.13(b), the frequency scans using FMR-SKEM (stars)
as well as the micromagnetic simulations (squares) reveal a second mode appearing in
the vortex to single domain transition region. One realizes that in the intermediate
region where the vortex has not left the disk yet (µ0H0 < 4.0 mT), the SNR of the
inductive VNA-FMR measurements is not sufficient to resolve this second mode found
at higher frequencies.
As discussed in detail in Subsection 5.1.1, an in-plane bias field displaces the vortex
core transverse to the field. As a result the two large regions with maximum torque now
differ in size, as illustrated in Fig. 5.15(c). Since the change of size of the two domains
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Figure 5.13: (a) raw data from VNA-FMR measurements (dots) and the fit to a Lorentzian
line. (b) the extracted resonance frequency of the fundamental mode (1, 1) as a function
of the bias field obtained from VNA-FMR measurements (open circles), micromagnetic
simulations carried out using OOMMF (open squares), and frequency sweeps using
FMR-SKEM measurements (stars). The fit to the Kittel equation 5.1 is represented
by the solid line in (b). The vortex annihilation field Hann is indicated by the vertical
dashed line.
Figure 5.14: The effective damping parameter α∗ extracted from VNA-FMR (dots) and
FMR-SKEM (stars) measurements. The lines are guides to the eye. The vortex anni-
hilation field Hann is indicated by the vertical dashed line.
also alters the width of the corresponding potential wells (cf. Subs. 2.2.3), the modal
frequencies immediately differ for the two regions. The frequency of the smaller domain
slightly increases and the one of the larger domain slightly decreases. When the vortex
is further displaced, the contribution of the exchange energy within the smaller domain
dominates and the frequency increase becomes larger. Eventually, the frequency of the
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mode in the domain which is ‘growing’ as a function of bias field, merges with the
quasi uniform mode of the single domain configuration. Figure 5.15(a) shows in detail
the evolution of the two coexisting modes as a function of the bias field obtained from
spatially resolved frequency scans using the resonant Kerr technique (stars). Moreover,
images of the modal structure shown in Fig. 5.15(a) confirm the described behavior.
Due to forced oscillation inside the domain which is not at resonance with the exciting
field, the images in Fig. 5.15(a) show amplitude distribution in both domains. However,
as soon as the vortex is expelled from the disk above the annihilation field of µ0H0 ∼
4.0 mT (see Fig. 5.15(d)), the mode located in the ‘shrinking’ region disappears and
the one located in the growing domain shows quasi uniform precession (see image in
the lower right corner in Fig. 5.15(a).
Due to the disappearance of the vortex core the element assumes a quasi single domain
state and the magnetization is now pointing along the x-direction leading to magnetic
poles at the edges of the disk. The resulting stray field in turn locally softens the effec-
tive internal field of the system. This effect has first been observed by Hiebert et al. [5].
Fig. 5.16 depicts the resulting internal effective field for the entire disk (a) and as a
line-scan across the disk center parallel to the external field (b) for µ0H0 = 20 mT. Due
to the localized inhomogeneity of the internal field near the edges two regions inside
the disk can be distinguished with respect to the effective field: a quasi homogeneous
region around the center of the disk and a strongly inhomogeneous region in the vicin-
ity of the disk edges.
First the homogeneous region near the disk center is emphasized. The modal spectrum
of this area at µ0H0 = 5 mT was investigated by means of spatially resolved FMR-
Figure 5.15: The transition region from vortex to single domain state where a coexistence of
two modes with different field behavior was observed. (a) data points were obtained from
local frequency scans using FMR-SKEM. The images of the modal structure recorded
by means of FMR-SKEM correspond to the encircled data points. Illustrations on the
right show the magnetization configuration at zero bias field (b), at 0 < µ0H0 < 4 mT
(c), and at µ0H0 ≥ 4 mT (d).
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Figure 5.16: (a) the effective internal field of the entire disk encoded by a black/white
contrast at µ0H0 = 20 mT. In order to relate the static magnetization configuration
M (represented by the arrows) to the effective field a small area of the edge region
is enlarged. (b) a line-scan along the external bias field reveals the field profile as a
function of the position. All data was extracted from micromagnetic simulation.
SKEM measurements and micromagnetic simulations (see Fig. 5.17(a) and upper part
of (b)). At 2.48 GHz (2.0 GHz) in the experimental (simulated) data a mode was
observed which roughly spreads throughout the entire region of quasi homogeneous
internal field (cf. Fig. 5.16(a)). At f = 5.28 GHz (5.2 GHz) and 7.12 GHz (7.2 GHz)
modes with four and eight nodal lines, respectively, parallel to the applied field H0
were detected exemplarily in experiment (simulation). Consequently, these modes are
quantized transverse to the bias field and to the static magnetization. In addition, the
mode frequency increases with increasing node number, hence these modes are remi-
niscent of Damon Eshbach like modes (cf. Subs. 2.2.3). Note that also the modes with
2 and 6 nodal lines should be observable in the experiment. However, with the SNR of
the FMR-SKEM setup these modes could not be detected. In fact, micro-focus BLS
should be allow to reveal also these modes on account of its higher SNR [24, 31].
The modes observed in the simulations at µ0H0 = 5 mT are disturbed with respect
to the orientation of the their nodal lines, see upper part of Fig. 5.17(b). However,
simulations carried out at µ0H0 = 80 mT (see lower part of Fig. 5.17(b)) show the
same modes without any deviation. The differences between the corresponding static
magnetization configurations are depicted on the right hand side of Fig. 5.17(b). While
the disk is magnetized quasi uniformly at µ0H0 = 80 mT, the magnetization configu-
ration at µ0H0 = 5 mT reveals considerable deviations of the magnetic moments from
the direction of the external field. The disturbances found in the modal pattern at
µ0H0 = 5 mT are therefore attributed to arise from the nonhomogeneous magnetiza-
tion configuration. The mode structure obtained by the experiment do not show these
disturbances even at such a low bias field. This might come from uncertainties of the
thickness as well as surface roughness of the real disk. Since both phenomena could
reduce the effective stray field, the internal field and in turn also the magnetization
configuration would be more homogeneous.
Compared to the higher order modes, the fundamental mode shows less accordance
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Figure 5.17: Spatially resolved images from FMR-SKEM measurements (a) and from mi-
cromagnetic simulations (b) at µ0H0 = 5.0 mT and 80.0 mT. Pulsed excitation was
employed for the simulations. The corresponding static magnetization configurations
(arrows) and the y-components (encoded by the black/white contrast) obtained from
micromagnetic simulations are shown on the right hand side of (b).
in terms of the resonance frequency between experiment and simulation (2.48 GHz
and 2.0 GHz). This may also come from a lowering of the internal field due to the
demagnetizing field which might be more effective for the simulated disk as discussed
above. In fact, a comparison of the modal spectra from simulation at µ0H0 = 5 mT
and 80 mT (see Fig. 5.17(b)) reveals that the slope of the dispersion relation decreases
with increasing internal field. This might be understood in the following way: the
effective field determines the ‘stiffness’ of the magnetic system. Thus, the cone angle
of the magnetic precession decreases when raising the effective field, which in turn
causes a decrease of the dynamic magnetization component m. For this reason the
effect, responsible for the increase of the mode frequency with rising node number in
Damon Eshbach like modes discussed in Subsection 2.2.3 is reduced. As discussed
above, the effective field inside the real sample seems to be raised regarding the simu-
lated disk. Therefore, the slope of the dispersion relation of the measured disk should
be lower compared to the simulated disk. This behavior can indeed be observed in
Figures 5.17(a) and top row in (b): While a poor accordance in frequency is found for
the small wave vector mode (mode 1: f = 2.48 GHz (experiment) and f = 2.0 GHz
(simulation)), the frequencies from experiment and simulation accord very well for
higher order modes: mode 3: f = 5.28 GHz (exp.) and f = 5.2 GHz (sim.); mode 5:
f = 7.12 GHz (exp.) and f = 7.2 GHz (sim.).
Now the edge region showing a strong inhomogeneous internal field as depicted in
Fig. 5.16 is focused. Spatially resolved images from FMR-SKEM measurements show
that in addition to the modes in the center, modes are found localized at the disk edges
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Figure 5.18: (a) the quasi uniform (dots) and the localized edge modes (open stars) as
a function of the bias field obtained from frequency scans using FMR-SKEM. Corre-
sponding images disclose the structure of the different modes. While the center and
the edge mode are found at the same frequency below 30 mT, the different dispersion
relations lead to a splitting in frequency above 60 mT. (b) horizontal line-scans for the
edge modes across the center of the disk for 4.16 GHz (triangles), 6.8 GHz (stars), and
7.76 GHz (dots) are shown for one half of the disk. The effective fields at µ0H0 = 20 mT
and 80 mT obtained from micromagnetic simulations are represented by the solid and
dashed curve, respectively. The vertical dotted line marks the left boundary of the disk.
The arrows indicate the two antinodes found in the edge mode at µ0H0 = 80 mT.
(see Fig. 5.18(a)). Figure 5.18(a) shows both, the resonance frequencies and the modal
structures as a function of the external bias field. The data points were obtained from
spatially resolved resonance Kerr microscopy (FMR-SKEM). While the upper images
depict the quasi uniform fundamental mode of the center region, the lower images re-
veal another mode localized in the edge region of the disk. Its spatial distribution is
reminiscent of localized edge modes as described in [10, 13, 14]. The inhomogeneous
internal field within the disk leads to a ‘potential well’ for magnetic excitations [18, 103]
at the edges. In the experiment the quasi uniform mode in the disk center and the
localized edge mode are observed at the same frequency up to an external bias field of
30 mT. Though, the two modes cannot be separated in frequency, the small deviation
between their resonance frequencies leads to different phase lags with respect to the
excitation. These phase lags allow to detect their maximum amplitudes separately
at different phases (see images at µ0H0 = 18 mT in Fig. 5.18(a)). When increasing
the bias field, the different dispersion relations increase the frequency splitting of the
two modes. This effect can be observed experimentally above µ0H0 = 60 mT (see
Fig. 5.18(a)). At the maximum bias field of 80 mT applied in the experiment the
frequency splitting was found to be ∆f = 400 MHz.
In order to investigate the spatial distribution of the edge modes as a function of the
external bias field line-scans were performed across the disk center parallel to the bias
field (see Fig. 5.18(b)). Furthermore, the effective field profile of the disk is plotted
in Fig. 5.18(b) for µ0H0 = 20 mT (solid line) and µ0H0 = 80 mT (dashed line). The
amplitude distribution of the edge localized modes was found to shift toward the disk
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Figure 5.19: Images and line-scans from experiment (inset and solid dots) and from simu-
lation (images on the right and open symbols) depict the amplitude distribution of the
localized edge modes at µ0H0 = 80 mT. The line-scans are performed across the center
of the disk parallel to the bias field. Open symbols showing the amplitude distribution for
f = 1.5 GHz (triangles), f = 6.85 GHz (squares), and f = 7.75 GHz (dots) represent
simulation. The two antinodes which can be clearly seen in the data from simulation
(f = 7.75 GHz) are also indicated in the data from experiment (arrows). The vertical
dotted lines mark the left boundary of the disk.
boundaries as the bias field increases, which is caused by a corresponding decrease of
the inhomogeneous edge region [18, 104].
A comparison to micromagnetic simulations carried out at µ0H0 = 80 mT reveals three
quantized modes localized in the edge region (see Fig. 5.19). This is expected, since also
higher order edge localized modes are expected to appear when the width of the ‘well’
decreases [103]. However, in the experiment no additional nodes for the edge modes
could be detected below µ0H0 = 80 mT. In fact, for the edge mode at 80 mT two
antinodes are observed at position −1.0 µm and −1.6 µm (see arrows in Fig. 5.18(b)).
By further investigating the structure of the edge mode, at µ0H0 = 80 mT additional
evidence for a two antinode mode was found. The arrows in Fig. 5.19 indicate the two
antinodes observed in the experimental data at position −1.1 µm and −1.8 µm. As a
consequence, the edge mode at f = 7.76 GHz which was found in the experiment likely
corresponds to a higher order mode in agreement with results from the simulated data.
These edge localized modes have already been found previously in small stripe elements
[10, 13, 18, 103]. However, as indicated in Figure 5.17, the transverse quantization of
the DE-like modes was observed not only in the center region but also in the edge region.
This finding was confirmed by recording the resonant modal pattern at µ0H0 = 20 mT
as shown in Fig. 5.20 both for experiment (left) and simulation (right). It is important
to note that the simulation shown in Fig. 5.20 was carried out with the LLG code by
applying a continuous wave excitation. When employing a short field pulse the mode
localized at the disk edges could not be observed clearly (cf. Fig. 5.17(b)). The reason
for this might be the interaction of the modes with other normal modes of the disk.
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Since with pulsed excitation, all modes are triggered simultaneously, the formation of
the edge modes could be disturbed by the other dominating modes. When resonantly
exciting the disk by means of a continuous wave hf field, one observes a standing
wave located around the center with a wave vector of kcenter‖ = 2pi/λ = 7.1 × 106m−1
(see solid dots in Fig. 5.20). At the same frequency a standing wave is found near
the edges of the disk (with respect to the direction of M) with a wave vector of
kedge‖ = 8.2 × 106m−1 (see open dots in Fig. 5.20). The corresponding internal field is
depicted by the black/white contrast in Fig. 5.16(a). Note that the wave vector does not
change continuously with the increasing curvature of the disk boundary. Instead, two
distinct regions – at the center and the edge of the disk – with approximately constant
wave numbers are found. These two regions are reminiscent of the two different regions
responsible for the localized edge modes observed parallel to M (see Figs. 5.16(b) and
5.18). Although, the Damon Eshbach modes are quantized transversely to M , the
field parallel to the magnetization determines the corresponding wave numbers. In
addition, as observed for the localized edge modes (see Fig. 5.18), despite of the strong
inhomogeneity found in the internal field the spatial distribution of the modes near the
edges is rather uniform (see images in Fig. 5.20). Although, the quantization of the edge
modes could not be observed clearly in the simulation when applying pulsed excitation,
the local Fourier transform of the time domain data reveals the quantized modes in
the center region. Consequently, their wave numbers could be extracted from a pulsed
simulation and are shown in Fig. 5.21 (dots). A comparison of the obtained dispersion
behavior to the theoretically derived relation shown in Fig. 2.4, reveals the observed
modes to be purely dipole dominated. Fitting the data points from simulation to the
Figure 5.20: The Damon Eshbach like mode obtained from FMR-SKEM (left - f =
7.44 GHz) and simulation (right - f = 8.1 GHz) at µ0H0 = 20 mT. Line-scans per-
formed along the vertical dotted lines indicated in the images, expose the dependence
of the excitation wavelength on the position. The simulation was performed with sinu-
soidal excitation.
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dispersion relation of the Damon Eshbach mode (Eq. 2.40) with the disk thickness as
the only free parameter, results in t = 20.5 nm. As for the fit to the Kittel equation 5.1,
the aspect ratio of the disk was accounted for by the effective demagnetizing factor
Neff = 0.97. The fitted curve is represented by the solid line in Fig. 5.21 and shows
excellent agreement with simulations for both data from pulsed (dots) and continuous
wave (square) excitation. The saturation magnetization and the effective internal field
were determined by SQUID measurements and micromagnetic simulations, respectively
(µ0MS = 1 T and µ0Heff = 17 mT). Using the same parameters and only assuming a
weaker internal field (µ0Heff = 6 mT), one obtains a dispersion relation from Eq. 2.40,
which traverses the data point obtained from the continuous wave excitation for the
mode in the edge region (see dashed line and square in Fig. 5.21). Indeed, due to the
weaker effective field inside the edge region, the corresponding dispersion relation is
shifted to lower frequencies with respect to the dispersion relation of the center region.
Therefore the modes in the two regions have different wave numbers as observed in
Figure 5.20, even though they are excited at the same resonance frequency as illustrated
by the dotted horizontal and vertical lines in Figure 5.21. This effect might be employed
in order to determine the effective internal field from measuring the wave vectors k‖.
Figure 5.21: The frequencies of the Damon Eshbach modes from simulation (symbols) and
from Eq. 2.40 (lines). Data points from simulation with continuous wave and pulse
excitation are represented by squares and dots, respectively. The theoretically derived
dispersion relations are obtained by assuming different effective fields as described in the
text. As a result different wave numbers (kcenter‖ and k
edge
‖ ) are observed in the different
regions at the same excitation frequency, indicated by the horizontal and vertical dotted
lines.
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6 Confined Magnetic Structures II –
Cylindrical Rings
The investigation of cylindrical disks presented in the preceding chapter, revealed a
considerable dependence of the resonant modes on the underlying magnetization con-
figuration and the geometry of the system. In particular the effect of removing the
vortex core on the normal mode spectrum has been discussed. By removing the mate-
rial of the disk center, the perpendicular magnetization component of the vortex core is
taken away on the one hand, but on the other hand since a ring structure is obtained,
an additional parameter to tune the properties of the sample is introduced via the ring
width. In case of the flux-closure configuration the ring geometry is totally free of
stray field on account of the absence of the vortex core. For this reason ring structures
have recently attracted much attention, though so far, primarily concerning their static
properties [32–36]. First dynamic experiments on ring structures were carried out by
Giesen et al. [105, 106] using vector network analyzer ferromagnetic resonance (cf.
Subs. 3.1.2). This novel inductive technique gives an insight into the modal spectrum
averaged over many rings with respect to the frequency and the effective damping of
the various magnetic modes. However, the VNA-FMR technique does not reveal the
spatial structure of the modes, which is essential for a detailed understanding. Zhu et
al. [22] carried out the first experiments on ring structures using time resolved scanning
Kerr microscopy (cf. Subs. 3.2.2) by exciting the rings with a field pulse and then ob-
serving the time evolution of the magnetization. This technique probes a superposition
of several eigenmodes but does not expose the nature of the separate eigenmodes. For
a more thorough comprehension of the individual eigenmodes, Co rings were studied
by means of both VNA-FMR and ferromagnetic resonance scanning Kerr microscopy
(cf. Subs. 3.2.3). The corresponding results are presented and discussed in the first
part of this chapter. Moreover, dynamic dipolar coupling between the rings in an array
was investigated and is addressed in the second part. The corresponding results are
again compared to micromagnetic simulations.
6.1 Static Characterization
An array of 2×350 Co rings was fabricated using electron beam lithography and a lift-
off technique [107] directly on top of the signal line in direct contact with the coplanar
waveguide (signal line width w = 10 µm). For 1 mW output power from the VNA,
the transverse hf field amplitude is found by employing Eq. A.2 to be 0.19 mT1. The
precise hf field profile is given in Appendix A.2. Details concerning the fabrication
1An attenuation of -2 dB from the hf signal source (VNA) to the sample was assumed
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of the rings can be found in Appendix A.4. A scanning electron microscopy image
of rings with different widths on top of a waveguide is depicted in Figure 6.1(a) and
demonstrates the well defined geometry achieved by this procedure. The thickness
of the investigated Co rings was 32 nm, their inner diameter was 1.7 µm, and their
width was 500 nm. An inter-ring spacing of 100 nm along the waveguide and 900 nm
in transverse direction was chosen. Figure 6.1(b) shows a picture of the investigated
rings added by their dimensions, acquired with the SKEM setup by measuring the
reflectivity of the laser beam as a function of its position on the sample.
Figure 6.1: (a) Co ring elements with different widths on top of a waveguide, imaged by
scanning electron microscopy. The rings were fabricated by means of electron beam
lithography and lift-off process as described in Appendix A.4. (b) the geometry and
distances of the investigated rings. The image was obtained from locally measuring the
reflectivity of the laser beam using the SKEM setup.
Earlier publications [32, 36, 108] already demonstrated that in contrast to disks, ring
shaped elements can exhibit two distinct remanent magnetic states, namely the vortex
and the so called ‘onion’ state. In addition, to the flux-closure vortex state (see illus-
tration in Fig. 6.2), the onion state is characterized by two head-to-head domain walls
as illustrated by the sketches on the left and top right hand side in Fig. 6.2.
The geometrical parameters of the rings (inner diameter, width, and thickness) were
adjusted in order to ensure a two step transition [32, 108], namely onion to vortex to
reverse onion. The onion and vortex states involved in the observed double switching
process are remanent states of the system (see Fig. 6.2). Thus, the magnetization
configuration shows hysteretic behavior as can be seen in the static magneto-optical
Kerr effect loops, shown in Fig. 6.2. While the remanent onion state can be obtained
reversibly from saturation, the vortex state is accessible by applying a static field op-
posite to the onion configuration of approximately 26 mT. As displayed by the minor
loop (see inset in Fig. 6.2), when subsequently decreasing the field to zero, the vortex
configuration is conserved. Consequently, both remanent states were accessible by ap-
plying in-plane magnetic fields.
All micromagnetic simulations reported in this chapter were carried out using the LLG
Micromagnetics Simulator [72]. Edge corrections were applied both to the inner and
the outer boundary of the ring. In order to compare experimental to simulated data,
the time domain output from simulations was again transformed into the frequency
domain by performing the phase-sensitive local Fourier transform procedure described
in Subsection 3.3. Subsequently, the data was filtered by a 100 nm two-dimensional
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Figure 6.2: Static hysteresis loops of the rings show a double switching process from onion
to vortex to reverse onion. The field was applied along the small inter-ring spacing.
Sketches illustrate the corresponding magnetization configurations. The shaded region
and the minor loop shown in the inset represent the vortex configuration.
Gaussian window in order to compare it to the experimental results.
6.2 Dynamic Characterization of the Double Switching
Process
First, inductive VNA-FMR measurements were carried out in order to obtain the
frequencies of the eigenmodes as a function of the external bias field. Fig. 6.3(b) shows
the absorption spectrum from a VNA-FMR measurement with 5 distinct resonance
lines at different frequencies measured at µ0H0 = 80 mT applied along the waveguide.
The frequencies of the modes were extracted by fitting the peaks to Lorentzian lines.
By performing this procedure as a function of the bias field one obtains Fig. 6.3(a),
which shows the absorption spectrum of the rings for an up-sweep of the applied field
(sweeping from negative to positive bias fields). Coming from negative bias fields one
single mode (mode 1) remains when approaching zero field at a frequency of f =
12.9 GHz. Increasing the field, the rings switch into the vortex state at µ0H0 = 20 mT
which causes a splitting of mode 1 into two branches with opposite slope. A detailed
description of this process is given later in this section. At µ0H0 = 40 mT and f =
14 GHz a second mode (mode 2) appears below mode 1. Proceeding the up sweep, a
third mode (mode 3) at µ0H0 = 61 mT and f = 14.1 GHz, and a fourth one (mode
4) at µ0H0 = 80 mT and f = 14.1 GHz is found. Additionally, a mode lying clearly
lower in frequency (mode 5) appears at µ0H0 = 51 mT and f = 6.2 GHz.
The double switching process [32] which was observed in the static MOKE loops in
Fig. 6.2, is responsible for the asymmetric bias field behavior of mode 1 (see Fig. 6.3)
and thus is found to be evident also in the dynamic response of the rings. In order
to further clarify this behavior the resonance frequency (solid dots) and the intensity
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Figure 6.3: (a) frequencies (dots) of the various modes as a function of the magnetic bias
field for an up-sweep obtained by inductive VNA-FMR measurements. The shaded field
region corresponds to the vortex state. The schematic drawings on top illustrate the
corresponding onion and vortex configuration. Plot (b) shows raw data with 5 distinct
resonance lines at a bias field of µ0H0 = 80 mT. The resonance peaks discussed in the
text are labeled from 1 to 5.
(open symbols) of the absorption peaks of mode 1 are presented in Figure 6.4(a). Ad-
ditionally, the modal structures obtained from FMR-SKEM and micromagnetic simu-
lations are depicted in Fig. 6.4(c)-(g) for selected bias field values during the up-sweep.
Approaching zero field, the fundamental mode of the remanent onion state was ob-
served as shown in Fig. 6.4(c) (f = 12.8 GHz). Since in the onion state both ’arms’
of the ring are magnetized parallel, the magnetization in the two arms precesses in
phase. Therefore, the dynamic response shows the same symmetry as the onion con-
figuration relative to the x-axis (along the waveguide). By increasing the bias field
up to µ0H0 = 29 mT the rings switch into the vortex state and an additional branch
appears in the resonance spectrum of (a) and (b). Now the two arms of the ring are
magnetized antiparallel, so that the two regions precess with a phase lag of pi, as it
was found in the vortex state of the disks (cf. Subs. 5.2.3). In agreement with the
VNA-FMR measurements two resonances at different frequencies (f = 14.6 GHz and
f = 11.6 GHz) were found by FMR-SKEM (see Fig. 6.4(f) and (g)). The spatially
resolved images show that the two modes are located in opposite arms of the rings.
This behavior arises due to the influence of the bias field on the effective field inside the
rings. In the arm magnetized parallel to the field, the effective field is raised whereas in
the arm magnetized antiparallel it is lowered by the external field causing higher and
lower resonance frequencies, respectively. Moreover, the intensity of the left branch
in Fig. 6.4(b) suffers a significant drop when the second branch appears, since the
amount of magnetic moments which are in resonance is now limited to one arm of the
ring. Sequentially, further increasing the bias field decreases both the intensity and
the frequency of the fundamental left branch, whereas the intensity and the frequency
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of the right branch increases.
Reducing the field from 29 mT back to zero bias field (minor loop), both regions
show resonance at the same frequency as shown in Fig. 6.4(d) (f = 12.9 GHz) which
corresponds to the fundamental mode of the remanent vortex configuration. Data
obtained from micromagnetic simulations (Fig. 6.4(c) and (d) labelled by S) confirm
this interpretation of the experimental results. When increasing the bias field up to
µ0H0 = 50 mT, the vortex to reverse onion transition occurs, so that the left reso-
nance branch disappears. Thus, the intensity of the right branch in (b) increases and
the fundamental modes in the two arms of the ring are found at the same frequencies
(see Fig. 6.4(e)). A similar bias field behavior of ring elements was already observed
by Giesen et al. [105].
The intensity of the absorption peaks reaches a maximum at approximately µ0H0 =
Figure 6.4: The up-sweep regarding mode 1. The images show the local Kerr rotation
obtained from experimental FMR-SKEM (labeled E) and micromagnetic simulations
(labeled S). Black and white represent the amplitude and have a phase difference of
pi. (a) depicts the resonance frequency (solid symbols) of mode 1 (cf. Fig. 6.3(a)).
(b) the intensities of the left (open dots) and right branch (open triangles) of mode
1. The shaded field region corresponds to the vortex state. Images (c) and (d) show
the fundamental mode of the remanent onion and vortex state, respectively. Images
(f) and (g) are recorded at µ0H0 = 29 mT and reveal that the two resonance branches
in (a) and (b) appear due to the vortex configuration with the parallel and antiparallel
magnetized arms of the ring regarding the bias field. (e) at µ0H0 = 50 mT both arms
of the ring are in resonance at the same frequency, which indicates the reverse onion
configuration. The schematic drawings illustrate the corresponding static magnetiza-
tion configuration. The intensity behavior of the two branches in (b) gives additional
evidence of the observed double switching process.
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−17 mT and 48 mT for the left and right branch, respectively. Thus, the asymmetry
caused by the double switching process seems to be reflected also in this feature of
the dynamic response. However, the reason for why the intensities decrease for high
external bias fields shown in Fig. 6.4(b) is not yet clarified. Since the peaks of the left
and right branch are shifted with respect to zero field, the observed intensity behavior,
in fact appears to depend on the static magnetization configuration. Note that even
though the stiffness of the system is expected to increase with the in-plane external
field, the intensity should not decrease, as the VNA-FMR technique is sensitive to the
absorbed power.
6.3 Modal Spectrum at 80 mT Bias Field
In order to reveal the structure of the additional modes found by VNA-FMR at bias
fields above µ0H0 = 40 mT, FMR-SKEM measurements were carried out at µ0H0 =
80 mT. The corresponding images (labelled E) are shown together with data obtained
from micromagnetic simulations (labelled S) in Fig. 6.5 (mode 1 - mode 5). In order
to extract the modal structure from the images as a function of the azimuthal angle
ϕ, angular scans averaged over the hole width of the ring were performed for the
various modes. The experimental and simulated data are shown for 0◦ ≤ ϕ ≤ 180◦
and 180◦ ≤ ϕ ≤ 360◦, respectively. For all modes the symmetry of the underlying
onion state is retained, meaning that the modes are symmetric with respect to the
horizontal axis (parallel to the bias field). As discussed in Subsection 2.2.3 the modes
are terminated at the boundaries of the ‘potential well’. Therefore, the number of
nodes is assigned by accounting for each termination of the modes at the boundary by
a 1/2 node. According to this convention mode 1 has one azimuthal node. Note that
for mode 1 to 4 when increasing the mode number, the number of nodal lines always
increases by two for the next higher mode. This implies that these modes show an
odd number of nodes only. It was possible to detect modes with an even number of
nodes neither in the experiment nor in the simulation. This is exactly what one can
expect from an uniform excitation geometry. The quasi uniform magnetization within
the arms of the rings is excited by an uniform hf field. In this case the net dynamic
magnetization vanishes for an even number of nodes, which in turn causes also the net
torque applied to the magnetization by the exciting field to vanish. As a consequence,
the selection rule for excitation implies that the number of half wavelengths should
be odd, as has already been stated by Kittel [109]. Indeed, the modes with an even
number of nodes should be detectable by applying a small symmetry breaking field
or in Brillouin light scattering experiments, which offer the possibility to study the
thermally activated spin wave spectrum.
The discrepancy between experiment and simulation in the frequency of less than 9 %
probably arises from the uncertainty concerning the sample thickness.
In the following wave numbers kϕ = 2pi/λ are assigned for the various modes ex-
tracted2 from the angular scans in Fig. 6.5. The resulting dispersion relations for the
2The termination of the modes was determined at the point where the amplitude of the outer antinode
has decreased to 10% of its initial value.
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Figure 6.5: The various modes at µ0H0 = 80 mT. The images show the local Kerr rotation
obtained from experimental FMR-SKEM investigations (labelled E) together with data
from micromagnetic simulations (labelled S). Angular scans along the ring perimeter
obtained from experiment (0◦ ≤ ϕ ≤ 180◦) and from simulation (180◦ ≤ ϕ ≤ 360◦)
provide the Kerr signal as a function of the azimuthal angle ϕ.
experimental and the simulated data depicted in Fig. 6.6 show negative slopes, i.e.
the frequency decreases with increasing wave number. This is a consequence of the
orientation of the wave vectors k being approximately parallel to the magnetization
M . Hence, these modes are reminiscent of magnetostatic backward volume waves
(cf. Subs. 2.2.3). For the experimentally determined wave-numbers an error of ∼ 10%
arises from uncertainties when extracting the wavelengths. The resonance frequency
of the modes could be determined experimentally with an error of ∼ 1.5%.
In order to confirm the observed frequency behavior, the frequencies can be derived
from the dispersion relation of the MSBVW (cf. Eq. 2.41). For simplicity, two different
approximations are attended. In a first approach the dispersion is calculated for an
infinite film with 32 nm thickness. The resulting curve is represented by the dashed
line in Fig. 6.6(a) and shows, except for mode 1, poor agreement with the experimen-
tal and simulated data. Therefore, a refined model proposed by Giesen et al. [110]
was employed, where the arms of the ring are approximated by uniformly magnetized
rectangular rods, as shown in Fig. 6.6(b). The geometry of the rod is accounted for
by introducing the demagnetizing factors Ni (cf. Eq. 2.15) into the dispersion rela-
tion 2.41:
ω2MSBVW := ωr
[
ωr + ωM
(
1− e−k‖ t
k‖ t
)]
, (6.1)
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where ωr is given by Eq. 2.33. Since the rod shape considerably deviates from an ellip-
soid, the demagnetizing field is a function of the position inside the sample. However,
in this simple model the position dependence was neglected and the averaged demag-
netizing factors were determined by means of the LLG code [72] to be Nx = 0.035,
Ny = 0.079, and Nz = 0.886. When fitting the obtained dispersion relation to the
experimental data, with the saturation magnetization as free parameter, one obtains
µ0MS = 1.6 T, which is significantly reduced with respect to the value (µ0MS = 1.79 T)
reported in literature [111]. This deviation might arise from the fact, that this very
simple model does not account for the curvature of the ring structure. The demagne-
tizing field caused by the ring curvature likely decreases the effective field inside the
ring. As a result the effective saturation magnetization for the ring should be reduced
as it was indeed found.
For a better comprehension of the nature of the observed modes the detailed static mag-
netization configuration was determined by micromagnetic simulations. Fig. 6.7(a)
shows the static spin configuration represented by the arrows together with the y-
component of the magnetization M encoded by the black/white contrast. The dy-
namic modal structure of mode 1 and mode 5 (grey scale) is depicted together with the
static magnetization configuration (arrows) in Figs. 6.7(b) and (c), respectively. One
finds that modes 1 to 4 are located in the regions where the magnetization is approx-
imately parallel with respect to the bias field and the ring edges (see Fig. 6.7(a) and
(b)). Figure 6.7(a) and (c) expose mode 5 in contrast, to be localized at the position
of the transverse domain wall [16, 23] of the onion state, where the magnetization is
also aligned parallel to the external magnetic field but perpendicular to the edges of
the rings. The resulting demagnetizing field lowers the total effective field in this area
Figure 6.6: (a) the frequencies of mode 1 - 4 as a function of their wave numbers at
µ0H0 = 80 mT obtained by experiment (solid dots) and by simulation (open circles).
The solid and dashed line represents the theoretically derived dispersion for a rod (see
(b)) and for an infinite film, respectively. The numbers label the different modes. (b) in
a simple model proposed by Giesen et al. [110], the arms of the ring can be approximated
by uniformly magnetized rectangular rods (confer to the solid line in (a)).
6 Confined Magnetic Structures II – Cylindrical Rings 77
with respect to the arm region leading to the lower resonance frequency of this mode.
When considering the information obtained from the spatially resolved investigations,
the bias field behavior of the modal spectrum shown in Fig. 6.3(a) can be understood
as follows: the total internal field of the rings is dominated by the demagnetizing field,
so that the resonance frequency is determined by the demagnetizing factors and the ex-
ternal field. Since the observed modes have magnetostatic backward volume character,
the introduction of additional nodes leads to a reduction of the effective demagnetizing
field. This reduction can be compensated by the application of an external bias field.
Therefore, the resonance of higher modes is observed at higher fields. According to this
model, the onset of higher modes should appear at lower frequencies. However, since
the magnetic response is averaged over 700 rings, a strong decrease of the inductive
signal is observed as the onset threshold is approached. At the same time the induc-
tive signal decreases with increasing node number (see Fig. 6.3(b)), which leads to an
upshift of the detectible onset threshold for higher modes. As a consequence, mode 1
to 4 appear to start nearly at the same frequency.
Figure 6.7: Simulation of the static magnetization configuration together with the dynamic
modal structure at µ0H0 = 80 mT. The arrows indicate the direction of the magneti-
zation. In (a) the static y-component of the magnetization M is represented by the
black/white contrast (negative and positive y-directions). Figures (b) and (c) show the
dynamic modes 1 and 5 superimposed by the static spin configuration, respectively. It
can be seen that these modes are localized in the ’arms’ of the ring (b) and the domain
wall area (c).
6.4 Dynamic Inter-Ring Coupling
Due to the small spacing of the rings along the x-direction, static magnetic coupling
was observed by means of MOKE loops. The stray field of the onion state leads
to dipolar coupling of neighboring rings, which energetically increases the onion to
vortex transition threshold. This coupling causes a narrowing of the hysteresis loop
as reported by Kla¨ui et al. [112]. In the case of the investigated Co rings the static
coupling causes a narrowing of approximately 2 mT for small inter-ring spacing.
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In order to investigate the effect of coupling on the dynamic properties, some rings of
the array were removed by means of a focused ion beam. Consequently, single rings with
inter-ring spacing larger than 900 nm could be investigated. As already demonstrated
in Section 5.2.4 the FMR-SKEM setup allows to perform spatially resolved frequency
sweeps which yield the resonance frequency of a single mode. The open and solid
dots in Fig. 6.8(a) show the frequency sweeps performed on a ring in the onion state
with small and large spacing to the adjacent rings, respectively. The frequency shift
of the fundamental MSBVW mode arising from neighboring rings, was found to be
∆f ∼ 160 MHz. In order to confirm this result, simulations were carried out for a single
ring and for a row of rings using periodic boundary conditions. The Fourier transform
for the fundamental mode in the onion state is represented by the bold dashed and
solid lines in Fig. 6.8(a) for the coupled and the single ring, respectively. According
to the simulation the frequency shift is ∆f = 200 MHz. In addition, micromagnetic
simulations were carried out for the vortex state and revealed the same frequency shift
for coupled and single ring environments. The fact that the frequency shift was found
to be the same for the modes in the onion and the nominally stray-field free vortex
state implies that the origin of the coupling cannot be static. Therefore, the frequency
shift is attributed to result from dynamic dipole coupling.
A likely mechanism of the dynamic inter-ring coupling is illustrated in Fig. 6.8(b). The
wavelength of the exciting sinusoidal hf field is of the order of 1 cm, hence much larger
than the distance of 1.8 µm between neighboring rings. Thus, the magnetic moments
in adjacent rings precess with the same phase so that their dynamic stray field hstrayhf
mutually increases the effective field inside the neighboring rings. As a consequence,
even the small dynamic deviations of the spins from the stray field free static vortex
Figure 6.8: (a) experimental data from frequency sweeps using FMR-SKEM (dots and
lines) together with global Fourier transformations of simulated (bold lines) data for
the remanent onion state at H0 = 0. Simulated and experimental data correspond to
the bottom and top frequency axis, respectively. The solid and the dashed lines represent
the single and the coupled ring, respectively. (b) illustration of the effect of inter-ring
coupling for adjacent rings mediated by the dynamic stray field hstrayhf .
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state are sufficient to mediate significant coupling. The coupling field Hcoup enters
the dispersion relation of the magnetostatic backward volume wave (Eq. 2.41) in an
additive way: Heff = Hint + Hcoup. When estimating its strength from the frequency
shift one obtains ∼ 0.5 mT. In doing so the arms of the ring are approximated by
uniformly magnetized rectangular rods, as shown in Fig. 6.6(b).
7 Summary and Outlook
7.1 Summary
The aim of this thesis was to study the effects of confining the geometrical dimensions
on the dynamic eigenmode spectra of ferromagnetic systems. For this purpose both
inductive and spatially resolved optical techniques were developed and employed.
In Chapter 4 at first the results from vector network analyzer ferromagnetic reso-
nance (VNA-FMR) measurements of an epitaxial 16 ML thick Fe film fabricated on
GaAs(001) substrate were presented and discussed. Data obtained from reflection
and transmission measurements were compared to the theoretically derived suscep-
tibility. Even though only measurements of the reflection parameter with a shorted
waveguide can be transformed directly into the dynamic susceptibility, the presented
results demonstrate that the resonance frequency and the linewidth can be reliably
extracted also from transmission measurements, which offer a considerably higher sig-
nal to noise ratio (SNR). The effect of inhomogeneous waveguide excitation on the
dynamic response was evaluated and found to be negligible for the ultrathin Fe film.
In order to test the reliability of the novel frequency domain technique, in the second
part of Chapter 4, the results from VNA-FMR were compared to pulsed inductive mi-
crowave magnetometry (PIMM), time resolved scanning Kerr microscopy (TR-SKEM)
(both methods in the time domain), and conventional ferromagnetic resonance (FMR)
in terms of position and width of the ferromagnetic resonance. Concerning the fre-
quency very good agreement with theoretical expectations was found for all four tech-
niques. For the measured effective damping good agreement between the techniques
but a deviation from the intrinsic bulk value was found. The observed enhancement
was attributed to the modified electronic structure of the ultrathin film in combination
with impurity and interface scattering. Finally, the various techniques were compared
with respect to their signal to noise ratio. The highest SNR per spin was obtained
using TR-SKEM. However, concerning the inductive techniques the highest SNR per
spin was obtained by using the VNA-FMR technique.
On account of this high SNR per spin and the fact that the external magnetic field is
not required to be changed during the measurement, the VNA-FMR technique allows
to investigate small magnetic elements with nonuniform magnetization configuration.
This was demonstrated in the first part of Chapter 5, where the absorption spec-
trum of permalloy disks with a diameter of 200 nm and a thickness of 15 nm could be
recorded both in the vortex and in the saturated state. In doing so up to 8 distinct res-
onance peaks were observed in the absorption spectrum. The spatial structure of the
corresponding modes was derived from numerical calculations and revealed that both
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dipole and exchange dominated azimuthal modes up to the 5th order were observed
inductively.
In the second section of Chapter 5 the eigenmode spectrum of larger permalloy disks
with a diameter of 4 µm and a thickness of 20 nm was presented and discussed. In
a first approach, the modal structure of the disks was recorded at zero bias field, by
means of spatially resolved techniques using Kerr microscopy. A comparison of the re-
sults from pulsed excitation to micromagnetic simulations exposes disturbed azimuthal
normal mode patterns. The disturbance could be attributed to the interaction of the
normal modes with the perpendicular magnetization component at the center of the
flux-closure vortex configuration. Moreover, employing a novel spatially resolved fer-
romagnetic resonance scanning Kerr microscopy (FMR-SKEM) technique allowed to
detect the normal modes up to the 5th radial order.
The second part of the section addresses the microwave response of the disks as a
function of an external in-plane magnetic field, by employing VNA-FMR and spatially
resolved FMR-SKEM techniques. Below the vortex annihilation field the fundamental
mode (1, 1) was found to split into two modes with different field behavior induced by
the displacement of the vortex core. Above the vortex annihilation field, two different
regions could be distinguished in terms of the effective field inside the disk. In the ho-
mogeneous region around the disk center, Damon Eshbach (DE) like modes quantized
transversely to the external field were observed up to the 9th order. In addition, a
strongly inhomogeneous field distribution in the vicinity of the disk edges (perpendicu-
lar to the external field) was observed to cause localized edge modes quantized parallel
to the external field. Finally, in addition to the center region, Damon Eshbach like
modes were found also in the inhomogeneous edge region. Due to the diverse effective
fields, the dispersion relation of the DE mode in the edge region was found to be shifted
towards lower frequencies with respect to the DE mode in the center region. As a con-
sequence, two distinct mode patterns with different wave numbers, were found at the
same frequency. These results clearly disclose an influence of the effective field along
the external field on the transversely quantized DE modes. Generally, the experimental
results were found to be in good agreement with those from micromagnetic simulations.
In Chapter 6 the eigenmode spectra of cylindrical ring magnets were presented and
discussed. In the first part of the chapter the dynamic response of the rings was stud-
ied as a function of an external in-plane magnetic bias field by employing inductive
VNA-FMR technique. Up to five resonant eigenmodes were observed in the frequency
range from 0.045 to 20 GHz. The intensities of the resonance lines from VNA-FMR as
well as the modal pattern obtained from spatially resolved FMR-SKEM investigations,
allowed to study the hysteretic two step transition from onion to vortex to reverse
onion in terms of its dynamical features.
The second part of Chapter 6 presents the eigenmode structure in ferromagnetic rings
at 80 mT bias field. Magnetostatic backward volume like modes were observed up to
the 4th odd order. These modes are localized in the arms of the ring parallel to the
external field. When approximating the arms by a rectangular rod, the comparison of
the experimental results to the theoretically derived dispersion relation of the MSBVW
yields good agreement. Furthermore, an additional mode was found in the transverse
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domain wall of the onion configuration. Since the demagnetizing field lowers the ef-
fective field in this region, this mode was found to lie much lower in frequency with
respect to the MSBVW modes.
In the third part of Chapter 6 dynamic inter-ring coupling was discussed for the first
time. Frequency scans by means of FMR-SKEM were performed in order to determine
spatially resolved resonance lines of single rings. As a result the frequency shift of
the fundamental MSBVW mode of the rings with 100 nm and 900 nm (edge to edge)
inter-ring spacing was determined to be ∆f ∼ 160 MHz. The shift was addressed to a
dynamic dipolar coupling process occurring between the elements. For all the results
of Chapter 6 very good agreement between the experiment and the micromagnetic
simulations was again observed.
7.2 Outlook
In recent years much effort has been put into the identification of the eigenmodes in
small magnetic elements with a flux-closure vortex configuration since these elements
might be the key to high density recording media. Indeed, when decreasing the di-
mensions of the magnetic elements into the nanometer regime the interaction of the
normal modes with the vortex core has to be taken into account. As discussed in Sub-
section 5.2.3, the influence of the vortex core on the azimuthal modes has been shown
by Park and Crowell [99] using time resolved scanning Kerr microscopy. However, by
employing continuous wave excitation the gyrotropic vortex motion might be excited
independently from the normal modes allowing one to explicitly study their mutual
interaction.
Buess et al. [68] reported of the effect of normal mode conversion in permalloy disks
having a vortex configuration. Since the normal modes were found to be eigenfunctions
of the system, for a consistent explanation one has to take into account a disturbance of
the eigenmodes which might be introduced by the vortex core motion. Using resonant
microwave packets might allow to combine the advantages of the pulsed and contin-
uous wave excitation. The temporal evolution and conversion of the modes could be
investigated independently. Furthermore this technique may be applied in order to
investigate precessional switching by means of pulsed continuous wave excitation.
A Appendix
A.1 Vector Network Analyzer Operation Mode
The most common application of network analyzers is communications engineering
where it is employed to determine the microwave properties of circuits. However,
the features of this device constitute a promising alternative for the investigation of
magnetization dynamics, which occurs in the microwave frequency range. Its principle
architecture is schematically depicted in Fig. A.1. The internal oscillator (hf source)
generates a sinusoidal signal with a frequency f . In order to provide a reference signal
for ratio measurements this signal is divided into incident and reference waves by means
of a directional coupler operated in forward direction. The impedance and transmission
characteristic of the Device Under Test (DUT) determines the portion of reflected and
Figure A.1: The fundamental architecture of a vector network analyzer as used for a
S21 (transmission from port 1 to port 2) and S11 (reflection from port 1 back to port
1) measurement. The scattering matrix for a two port network can describe the four
possible types of measurements as illustrated by the diagram bottom right.
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transmitted waves. The signal reversed by the DUT is guided to the detector by means
of a directional coupler operated in reverse direction. The detection and processing
of signals in the microwave range is very difficult and sometimes not even possible.
Therefore, the high frequency signals are transformed to an intermediate frequency IF
in the range of a few kHz. For this purpose an additional hf source generates a signal
with frequency f + IF phase locked to the signal f . This second wave is compared to
the reference, reflected, and transmitted waves by means of microwave mixers. In doing
so the mixers transform the original signal to the frequency IF . Subsequent filtering
and amplification of the signal by means of Low Noise Amplifiers (LNA), enhances the
signal to noise ratio. In order to investigate the dynamic properties of the DUT, the
frequency of the hf source is set to sweep over a specified bandwidth [113, 114].
The maximum frequency range of the VNA employed in this thesis (Agilent PNA
E8362A) is from 45 MHz to 20 GHz with a dynamic range of more than 110 dB.
Fig. A.1 shows the layout of the microwave circuit for a reflection measurement from
port 1 back to port 1 and for transmission measurement from port 1 to port 2. Network
analyzers are usually able to perform bidirectional measurements. Therefore, a so-
called scattering matrix Sij can be defined (see bottom right in Fig. A.1), which is
given by the ratio of the voltages of the outgoing to the incident waves at ports i and
j of the DUT, respectively:
Sij =
V outi
V inj
∣∣∣∣
Vk=0 for k6=j
(A.1)
The incident waves coming from all other ports except port j are set to zero. Con-
sequently, Sii are the reflection and Sij the transmission coefficients, which can be
directly measured as a function of the frequency using the network analyzer. The
concept of scattering parameters is discussed in more detail in Appendix A.3.1.
There are two types of network analyzers, namely scalar and vector analyzers. The
scalar type only measures the amplitude ratio, whereas the vector analyzer in addition
determines the phase correlation of the complex high frequency signals. As shown in
Figure A.2: The phase shift of the asymmetric resonance line as a function of the external
magnetic bias field.
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Subsection 2.2.2 the dynamic response of a magnetic system is governed by the complex
microwave susceptibility χ = χ ′+iχ ′′. Thereby, the real part χ ′ corresponds to a vari-
ation of the electrical length, while the imaginary part χ ′′ corresponds to the resonant
absorption by the magnetic sample. The complex scattering parameters obtained from
VNA measurements offer the possibility to measure both real and imaginary parts of χ.
Note that the real and imaginary part of Sij correspond to the imaginary and real part
of the susceptibility, respectively. Since real and imaginary part of χ are connected
via the Kramers-Kronig relations [115], a variation of one component inevitably causes
a change of the other one. In practice, changing χ ′ is connected with a variation of
the sample’s dielectric constant and hence alters the propagation velocity of the waves
travelling along the waveguide. This in turn causes a phase-lag of the detected signal
with respect to the reference signal near the resonance frequency. In addition, also the
external bias field leads to a change of the propagation characteristic of the waveguide,
which again results in a phase-lag of the detected signal. However, this phase-lag is
constant at constant bias field and thus can be accounted for by adding a constant
phase shift to the measured phase. Fig. A.2 shows the phase shift of the asymmetric
resonance line as a function of the external bias field. Because of this correlation of
both parts of χ, only vectorial measurements allow to separately determine both phase
and amplitude of the hf signal and thus are necessary to extract χ ′′ from the exper-
imental data. Fig. A.3(a) shows data from VNA-FMR measurements of the 16 ML
thick Fe film at µ0H0 = 46 mT (cf. Chapter 4). In order to increase the signal to
noise ratio reference data is subtracted from the data recorded at the corresponding
bias field as described in Section 3.1. For this reason a phase lag between the reference
and the measurement leads to an asymmetric resonance line. However, by adding a
phase offset, the resonance lines can be transformed into purely symmetric and anti-
symmetric curves as demonstrated in Fig. A.3(b). These symmetric and antisymmetric
shaped curves correspond to the imaginary and real part of the susceptibility found in
Subsection 2.2.2.
Figure A.3: The real (solid dots) and imaginary (open dots) parts obtained by VNA mea-
surements. Both parts of the unprocessed data in (a) show an asymmetric shape. By
shifting the phase of the complex data the real and imaginary part becomes purely sym-
metric and antisymmetric Lorentzian lines, respectively (b). The solid line in (b) rep-
resents a fit to a Lorentzian curve.
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A.2 Waveguide Characterization
The gyromagnetic ratio γ acts as a pre-factor in the LLG equation and hence deter-
mines the relevant frequency regime of the magnetization dynamics. It is given by
γ = g×13.996 GHz/T, where the g-factor is of the order of 2 for ferromagnetic materi-
als. Consequently, the precession of the magnetic moments typically takes place in the
frequency range starting at hundreds of MHz up to several tens of GHz depending on
the applied magnetic field. This frequency range corresponds to the electromagnetic
microwave spectrum. As a consequence, in order to resonantly excite the magnetic
samples microwaves are required. Due to the properties of the electromagnetic waves
carefully designed waveguides are required to guide the microwaves to the investigated
sample. In the present work coplanar waveguides (see Fig. A.4) were employed which
consist of a central conductor carrying the current i. This signal line is surrounded by
ground planes at a distance s on each side carrying the current −i/2. All waveguides
were fabricated in the clean room facility at the chair of Prof. Weiss. Details concern-
ing the preparation can be found in Appendix A.4. Two different center conductor
widths were employed, namely 10 and 90 µm. In order to match the impedance of
the waveguides to 50 Ω the ratio between the signal line width and its distance to the
ground planes was found by using a commercial electro-magnetic software package [78]
to be best at 10:7 for GaAs substrate. The corresponding transmission of a waveguide
is shown in Fig. A.5 in units of dB (= 10 log10(Pout/Pin)). Apart from some peaks
the transmitted power is above −1.5 dB throughout the total frequency range, which
corresponds to 71% of the incident power.
Figure A.4: The coplanar waveguide consisting of a central signal line which carries the
current i. Each surrounding ground plane carries the current − i/2. Induced by the
current flow a magnetic field h curls around the conductors (solid lines) and an electric
field e points from the central line towards the ground planes (dashed lines).
The current travelling along the waveguide generates a transverse magnetic field mainly
in y-direction above the conductors and a perpendicular field mainly in z-direction near
the edges of the conductors (see Fig. A.4). The magnetic fields above a two dimensional
gapped recording head can be approximated by means of the Karlqvist equation [116].
In the derivation of this formula one assumes boundary conditions of linearly increasing
potential across the gap. This approximation is still valid for calculating the field due
A Appendix 87
to a current sheet (see [117], p. 51). The resulting transverse and perpendicular fields
are given by
Hy =
µ0
pi
I
2w
[
arctan
(
(w/2) + y
z
)
+ arctan
(
(w/2)− y
z
)]
(A.2)
and
Hz =
µ0
pi
I
4w
ln
(
((w/2)− y)2 + z2
((w/2) + y)2 + z2
)
, (A.3)
respectively. With I being the current inside the sheet and w being the signal line
width. For the definition of the coordinates see Fig. A.4. Assuming uniform current
density throughout the conductors, the field profile for the transverse and perpendic-
ular components according to Eqs. A.2 and A.3 is depicted in Figs. A.7(a) and (b),
respectively.
Figure A.5: The transmission loss of a coplanar waveguide with a length of 7 mm measured
with the VNA. The waveguide is connected by using air coplanar probes. In order to
enhance the magnetic hf field amplitude the signal line was tapered in two steps from
90 µm at the edges down to 10 µm in the center where the magnetic sample is placed.
The image shows a schematic sketch of the waveguide connected to the probes.
For high frequency signals the skin effect causes the current to accumulate at the
boundaries of the conductor and to vanish at its center. The skin depth is given by
δs = 1/
√
pi µ0 σ f , where σ is the conductivity of the material. For Cu and Au the
skin depth is above 400 nm at f = 10 GHz. Thus, for the employed waveguides with
a thickness of less than 400 nm the skin effect can be neglected. Nevertheless, the
numerical solution of Maxwell’s equations exposes a nonuniform density of the hf cur-
rent traversing the waveguide. Indeed, the current density is found to rise towards the
conductor edges [118]. This effect known as edge singularities [119] increases with the
frequency. The realistic current distribution is given by Eq. 4.17. One can determine
the proportionality factor C by fitting Eq. 4.17 to the current density profile obtained
from commercial E-M software [78] as shown in Fig. A.6. When inserting this current
density into Eqs. A.2 and A.3, one obtains the transverse and perpendicular hf field
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Figure A.6: The current density calculated for a coplanar waveguide with a signal line
width of w = 90 µm and a gap of s = 63 µm. A sinusoidal signal with a frequency of
f = 10 GHz and a power of 1 mW was assumed. The data encoded by the black/white
contrast was obtained from a simulation using an E-M software package [78]. The dots
in the graph represent a vertical line scan of the simulated data. Discretization of the
waveguide leads to jumps in the current density profile. The solid lines represent fits to
Eq. 4.17.
profiles shown in Figs. A.7(c) and (d), respectively. A comparison to the magnetic field
for uniform current density (Figs. A.7(a) and (b)) exposes considerable changes of the
field profile for both components of hhf . While the transverse field is quasi uniform
above the conductors for uniform current density, on account of the edge singulari-
ties pronounced peaks at the conductor edges appear for realistic current density (cf.
Fig. A.7(a) and (c)). A similar behavior can be observed for the perpendicular field.
Though it shows already maxima near the conductor edges for the uniform case, the
field in the center region vanishes almost totally for the nonuniform current density.
Indeed, this effect leads to approximately purely in-plane transverse field at the center
of the signal line.
Assuming a coplanar waveguide with a 10 µm wide signal line the transverse in-plane
hf field amplitude at the center calculated by the Karlqvist formulas is 0.22 mT and
0.19 mT for uniform and realistic current density, respectively. The calculations were
carried out for the same electrical parameters as used for the calculations shown in
Fig. A.7. However, the distance above the waveguide was assumed to be 10 nm, since
the 10 µm wide signal line was used only for magnetic elements fabricated directly on
top of the metallization.
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Figure A.7: The y- (plot (a) and (c)) and z-components (plot (b) and (d)) of the magnetic
field generated by a coplanar waveguide at a distance of 0.5 µm above the metallization.
When assuming uniform current density throughout the conductors the obtained field
profile is given by plot (a) and (b). Considering edge singularities for the current
distribution (see Fig. A.6), one obtains a more realistic field profile shown in plot (c)
and (d) for f = 10 GHz. Schematic sketches illustrate the waveguide cross section in
the graphs. For calculating the field profile by means of the Karlqvist equations A.2
and A.3 a waveguide with 90 µm signal line width, 63 µm gap, and 114 µm ground
plane width was considered. The input power of 1 mW was assumed to suffer -2 dB
attenuation.
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A.3 From Scattering Parameters to Magnetic
Susceptibility
A.3.1 The Concept of Scattering Parameters
It has been shown in Subsection 2.2.2 that by employing resonance techniques the
response is given by the hf susceptibility of the magnetic sample. However, for the
conversion of the measured parameter into the dimensionless susceptibility one needs
to account for the particular detection scheme. This section outlines the conversion
from scattering parameters obtained from VNA-FMRmeasurements into susceptibility.
Figure A.8: The coplanar waveguide can be regarded as composed of lumped elements as
shown here (see [113]). Thus, the current i and voltage v can be assumed to be constant
along the length ∆z of each element.
The key problem of the analysis for microwave circuits applications is that the wave-
length is of comparable size as the physical dimensions of the circuit. Thus, both the
magnitude and the phase of the voltages and currents usually vary over the length of
the circuit. Therefore, it becomes necessary to treat the circuit like a lumped-element
model [113] as shown in Fig. A.8. To do this it is important to realize that the wave-
guide supports quasi Transverse-Electro-Magnetic (TEM) modes, which is guaranteed
for coplanar waveguides in the relevant frequency range. Within this model the wave-
guide is divided into small elements, hence the current and voltage can be assumed to
be constant along their length. Every element is characterized by:
• L, the total self inductance of the conductors per unit length.
• R, the series resistance per unit length caused by the finite conductivity of the
metallization.
• G, the shunt conductance per unit length caused by dielectric losses from the
substrate.
• and C, the shunt capacitance per unit length caused by the close proximity of
the signal line and the ground planes.
This model allows to define the characteristic impedance which corresponds to the hf
resistance of the waveguide. Just like its static analogon the hf impedance is defined
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as the ratio of the voltage V0 to the current I0 of the waves
Z0 =
√
R + iωL
G+ iωC
=
V in0
I in0
=
−V out0
Iout0
, (A.4)
where V inn is the voltage amplitude of the wave incoming at port n and V
out
n is the
voltage amplitude of the wave coming out of port n. In the case of a two port circuit
as shown in Fig. A.8 the currents and voltages at port 1 and port 2 are related to each
other via the impedance matrix: V1
V2
 =
 Z11 Z12
Z21 Z22
 I1
I2
 . (A.5)
However, it is difficult to directly measure the waves travelling along a waveguide. A
more practical approach to analyze a circuit at microwave frequencies is the concept of
scattering parameters, which are directly measured by means of a network analyzer. As
already shown in Appendix A.1, these parameters relate the voltages of the incoming
and outgoing waves of the network at port i and j. For the 2-port network shown in
Fig. A.8, the related scattering matrix is defined by V out1
V out2
 =
 S11 S12
S21 S22
 V in1
V in2
 . (A.6)
Conversion of the scattering matrix S into the impedance matrix Z can be achieved
by using the relation
Z = (U − S)−1 (U + S) , (A.7)
with U being the unit matrix. For a shorted waveguide, i.e. only port 1 remains, this
conversion simplifies to
Z11 = Z0
1 + S11
1− S11 . (A.8)
The purpose of this brief introduction into the concept of microwave impedance and
scattering parameters does not claim completeness. Further details can be found in
[113].
A.3.2 Conversion to Susceptibility
In the following a magnetic film is placed on top of the signal line of a coplanar
waveguide. This situation corresponds to the measurement of the Fe film presented
in Chapter 4. However, the concepts developed here can be extended to confined
magnetic elements. The crucial question is how to obtain the hf susceptibility starting
from the scattering parameters measured by the vector network analyzer. The effect
of placing a magnetic sample on top of a waveguide is to change the magnetic flux Φ
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surrounding the waveguide. The general expression of a magnetic flux penetrating the
area F is given by [120]
Φ =
∫
A
B dF. (A.9)
In the case of the waveguide, the area F corresponds to the expansion of the film
along the waveguide l times its thickness t. The magnetic induction generated by
the high frequency signal reads B = µhhf . Where µ = µ0(µr − 1) being the magnetic
permeability which is related to the susceptibility by µ = µ0χ. Uniform current density
is considered, thus the in in-plane hf component of the magnetic field hhf is supposed
to be constant above the signal line. With this assumptions the magnetic flux is given
by
Φ =
∫ l
0
∫ t
0
µ0 χhhf dx
′dz′ = µ l t hhf . (A.10)
As a result the change of the magnetic flux due to the presence of the magnetic film is
accounted for by the susceptibility
∆Φ = µ0 χhhf l t. (A.11)
Applying Faraday‘s law the voltage induced into a conductor due to a change of the
magnetic flux is given by
vhf = −dΦ
dt
= µ0 χ l t
dhhf
dt
= −i ω µ0 χ l t hhf . (A.12)
Here the time dependence of the sinusoidal high frequency field was assumed to be of
the form eiωt. The impedance of the waveguide ∆Z = vhf/ihf was derived above. It
follows that the corresponding change of the impedance is given by
∆Z =
−i ω µ0 χ l t hhf
ihf
. (A.13)
From this equation one finally arrives at an expression for the susceptibility [121]
χ(ω) =
ihf ∆Z
i ω µ0 hhf l t
. (A.14)
For reflection measurements the impedance is simply connected to the scattering pa-
rameter S11 by Eq. A.8. This implies that Z0 is dependent on ω. However, as described
in Section 3.1, the VNA-FMR measurements were carried out by subtracting a refer-
ence measurement from the actual data. As a consequence, the frequency dependence
of the characteristic impedance of the waveguide is eliminated, i.e. one can assume
Z0/ω ∼ Z0/ωr in good approximation. Finally, the susceptibility as a function of the
scattering parameter S11 reads
χ =
ihf Z0
ωr µ0 hhf l t
2Im− i(1−Re2 − Im2)
1− 2Re+Re2 + Im2 , (A.15)
where Im and Re correspond to the measured real and imaginary part of S11. As
shown in Appendix A.2, hhf can be calculated by applying Eq. A.2.
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A.4 Sample Dimensions and Preparation
Not all of the investigated samples were fabricated by my self in the clean room facility
at the chair of Prof. Weiss. Therefore, the preparation differs for the various samples.
In the following an itemization of preparation procedures is given:
1. Waveguides:
The metallization of the waveguides was defined onto the high-resistivity GaAs
by means of standard optical lithography, thermal evaporation, and a subsequent
lift-off process. The fabrication in detail:
• Cleaning the GaAs-substrate in Aceton and Propanol
• Spinning (1 s at 3000 U/min + 30 s at 6000 U/min) the optical photo resist
AR-P (374 1:0) onto the substrate
• Illumination of the resist for approximately 30 s
• Developing of the resist for approximately 30 s in 10 ml NaOH / 30 ml H2O
• Growth of the metallization at a base pressure of ∼ 3 × 10−4 Pa (Leybold
Univex):
- Adhesion to the surface is enhanced by first sputtering the substrate
with Ar for 2 min (2 kV, 20 mA) and subsequently depositing 10 nm
Ti onto the GaAs by means of electron gun vaporization
- As metallization of the waveguide material 200 nm Cu and subsequently
150 nm Au is evaporated onto the adhesion layer by means of thermal
vaporization from a shuttle
• Lift-off in Aceton
The fabricated waveguides have a dc resistance of less than 10 Ω.
2. Ultrathin Fe Film:
The ultrathin 16 ML thick Fe(001) film was prepared by means of molecular beam
epitaxy by G. Woltersdorf [59]. Semi-insulating, epi-ready GaAs(001) wafers
were used as templates. The GaAs substrate was heated to 400◦C in ultra
high vacuum for 10 hours in order to desorb contaminants. Residual oxides and
carbon were removed by reactive desorption using an atomic hydrogen source
at 400◦C. After 1 hour of hydrogen treatment the surface contamination was
below the detection limit of Auger electron spectroscopy. Subsequent annealing
at up to 600◦C was monitored using Reflection High Energy Electron Diffraction
(RHEED) until a well ordered 4 × 6 reconstruction appeared. The Fe and Au
films were grown at room temperature from a thermal source at a base pressure
of less then 2.7×10−8 Pa with a deposition rate of ∼ 1 ML/min [122]. The film
thickness was monitored by a quartz crystal microbalance and RHEED intensity
oscillations. The Fe film was capped by 20 ML Au for protection under ambient
conditions.
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3. Confined Elements:
All small elements were fabricated by means of electron beam lithography, ther-
mal evaporation, and a subsequent lift-off process. The fabrication is described
in detail for the Py disks with 4 µm diameter prepared in the clean room facility
in Regensburg.
a) Py disks with 200 nm diameter:
The (2 × 2) mm2 sized array of permalloy (Py – Ni81Fe19) disks with a
diameter of d = 200 nm, a thickness of t = 15 nm and a separation of
s = 200 nm (edge to edge) was fabricated using electron gun deposition in
a vacuum of ∼ 1× 10−6 Pa by T. Okuno [123]. The array was placed onto
a thermally oxidized Si substrate.
b) Py disks with 4 µm diameter:
The Py disks with a diameter of d = 4 µm, a thickness of t = 20 nm, and a
separation of s = 200 µm (edge to edge) were fabricated directly on top of
the waveguide by means of thermal evaporation. The fabrication process in
detail:
• Cleaning the waveguide in Aceton and Propanol
• Spinning (5 s at 3000 U/min + 30 s at 8000 U/min) the first layer of
the electron beam resist (PMMA 200 K, 7%) onto the waveguide
• Post-bake at 150 ◦C for 5 min
• Spinning (5 s at 3000 U/min + 30 s at 8000 U/min) the second layer
of the electron beam resist (PMMA 950 K, 2%) onto the first layer
• Again post-bake at 150 ◦C for 5 min
• Defining the dots into the resist by means of a scanning electron micro-
scope (SM 510) (spot-size 8, current 360 pA, area-dose 230 pC/cm2)
• Developing the electron beam resist for 3 minutes in Methylisobutylke-
ton (MIBK)
• Evaporation of the magnetic material at a base pressure of∼ 3×10−4 Pa
(Leybold Univex). For protection against corrosion the magnetic ma-
terial is subsequently capped with 2 nm Al
• Lift-off in Aceton
c) Co rings:
An array of 2 × 350 rings was grown by molecular beam epitaxy in ultra-
high vacuum at a base pressure of 3× 10−8 Pa directly on top of a coplanar
waveguide by L. Heyderman, D. Backes, and C. A. F. Vaz [107]. The rings
were capped by 4 nm Au for corrosion protection. The thickness of the
Co rings was t = 32 nm, their inner diameter was 1.7 µm, and their width
was 500 nm. An inter-ring spacing of s = 100 nm along the waveguide and
900 nm in the transverse direction was chosen.
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