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The ratio between the shear viscosity and the entropy η/s is considered a universal measure of the
strength of interactions in quantum systems. In relativistic systems, this quantity was conjectured to
have a universal lower bound (1/4pi)h¯/kB , which indicates a very strongly correlated quantum fluid.
By solving the quantum kinetic theory for a nodal-line semimetal in the hydrodynamic regime,
we show that η/s ∝ T is unbounded, scaling towards zero with decreasing temperature T in the
perturbative limit. We find that the hydrodynamic scattering time between collisions τ ∼ h¯/α2vkF ,
with vkF the energy scale set by the radius of the ring and α the fine structure constant. We suggest
that the lower bound criteria should be modified to account for unscreened relativistic systems with
a Fermi surface.
Introduction.− Hydrodynamics describes the behavior
of quantum fluids in the regime where the relaxation of
electrons is dominated by collision among the quasipar-
ticles. This theory describes long wavelength deviations
from local thermal equilibrium, when transport is dom-
inated by conservation laws [1]. Since the time between
collisions is the shortest time scale in the problem, the
electrons exchange momentum faster than they can relax
to phonons or disorder. That leads to universal behavior
in the form of a slow diffusion of densities and to viscous
flow. This framework has been successfully applied to a
variety of different systems, ranging from strong coupling
gauge theories with holographic duals [2], quark-gluon
plasma [3], cold atoms systems, and graphene [4–6].
The shear viscosity measures the longitudinal resistiv-
ity to transverse gradients in the velocity of a fluid. It
has been conjectured by Kovtun et al. [7] that relativis-
tic quantum systems have a universal lower bound for
the ratio between the sheer viscosity and the entropy,
η/s ≥ (1/4pi)h¯/kB . The equality was found in an in-
finitely strongly coupled field theory and has been asso-
ciated with ‘perfect fluids’, systems that are so strongly
interacting that they can display quantum turbulence
[4, 8]. This ratio is widely believed to be a proxy for the
strength of interactions in many classes of quantum sys-
tems, including Plankian metals [9], which entirely lack
quasiparticles.
In general, by dimensional analysis, the shear viscosity
η ∼ Fτ , where F is the free energy and τ the relaxation
time [10, 11]. In hydrodynamic relativistic systems, the
free energy is mostly entropic, F ∼ sT . In the absence
of screening, the scattering time due to Coulomb inter-
actions is τ ∼ h¯/(kBT ), and hence η/s ∼ h¯/kB , with a
prefactor of order unity. In Fermi liquids, the free en-
ergy is dominated by the Fermi energy whereas τ ∝ T−2.
The entropy in a Fermi liquid s ∝ T , and hence the ratio
η/s ∝ T−3 diverges at low temperature and is typically
very far above the lower bound for any realistic temper-
ature.
Violations of the lower bound were found before in
some strongly interacting conformal field theories [13–
15]. More recently, it has been suggested that anisotropic
Dirac fermions found at a topological Lifshitz transition,
where two Dirac cones merge [12], violate the proposed
lower bound in the non-perturbative regime of interac-
tions [16]. In this Letter, we show that in relativistic sys-
tems with a Fermi surface, such as in nodal-line semimet-
als (NLSMs) [17–29], the ratio between the shear viscos-
ity and the entropy is unbounded,
η
s
∝ h¯
kB
kBT
α2vF kF
∼ Tτ, (1)
where kF is the radius of the nodal line, vF the Fermi ve-
locity of the quasiparticles and α = e2/vF the fine struc-
ture constant. This is the main result of the paper. Due
to the absence of screening at the nodal line in combina-
tion with the presence of a large Fermi surface, as illus-
trated in Fig. 1, the scattering time between collisions is
τ ∼ h¯/α2vF kF , with additional logarithmic scaling cor-
rections in temperature in the perturbative regime. We
confirm that result by calculating the longitudinal con-
ductivity in the collision dominated regime (ω  τ−1),
σ(ω, T ) ∝ e
2
h
kBT
α2vF
∼ e
2
h
kF (kBT )
τ
h¯
, (2)
which is indicative of insulating behavior. We point out
that the violation of the lower bound suggests the ne-
cessity to modify the criterion to account for unscreened
relativistic systems with Fermi surfaces.
kF
Figure 1. a) Fermi surface of a NLSM, with relativistic quasi-
particles dispersing linearly away from a nodal line (red) with
radius kF . The toruses enclosing the nodal line are finite
energy surfaces. The outer shell with energy kBΛT sets the
ultraviolet temperature cut-off of the theory.
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2Quantum kinetic equation.− We adopt the low energy
Hamiltonian of a NLSM that is described by a circular
nodal line with in the kz = 0 plane. The low energy
quasiparticles are Dirac fermions located in the vicinity
of the nodal line,
H0(k) =
k2x + k
2
y − k2F
2m
σx + vzkzσy ≈ vF δkrσx + vzkzσy,
(3)
where δkr = kr − kF is the in-plane momentum away
from the nodal line, vF = kF /m is the Fermi velocity in
the radial direction and vz along the the z direction. The
quasiparticles interact through the 3D Coulomb potential
V (q) = 4pie2/q2 and have a linear dispersion around the
nodal line, up to logarithmic self-energy corrections [39].
In the hydrodynamic regime, the particles interact
with each other faster than they lose energy to the lat-
tice. The electronic relaxation is driven by the collision
between particles, leading to local thermalization. The
out of equilibrium distribution function of the quasipar-
ticles fλ(k,x, t) satisfies the Boltzmann equation
(
∂
∂t
+ vλ,k · ∇x + eE · ∇k
)
fλ = Icol[fλ], (4)
where λ = ±1 for quasiparticles and quasiholes respec-
tively, and vλ,k = ∇kελ,k is the velocity of the quasipar-
ticles, with
ε0λ,k = λ
√
(vF δkr)2 + (vzkz)2 (5)
the equilibrium energy spectrum. The term eE = ∂k∂t is
the external force driving the system, with E the electric
field, and Icol[fλ] is the collision integral, which includes
all scattering processes between quasiparticles allowed by
Fermi’s golden rule. For a non-equilibrium state,
fλ (k,x, t) = f
0
λ (k) + δfλ (k,x, t) , (6)
where f0λ = [e
ε0λβ+1]−1 is the equilibrium Fermi distribu-
tion, which solves the Boltzmann equation in the absence
of interactions (Icol = 0), β = 1/kBT and δfλ (k,x, t) the
non-equilibrium correction in linear response to an exter-
nal perturbation such as electric field and strain. In gen-
eral, Icol ≈ δf/τ , where τ is the scattering time between
collisions.
Conductivity.− To gain physical intuition in the prob-
lem, we derive first the conductivity and the scattering
time for NLSMs. If the system is spatially homoge-
nous, the non-equilibrium current carried by the quasi-
particles in the presence of an external electric field is
J = e
∑
λ
´
k
vλ,kfλ(k, ω), with
´
k
≡ (2pi)−3 ´ d3k. In
linear response, where Ji = σijEj , the conductivity is
σij(ω, T ) = e
∑
λ
ˆ
k
(vλ,k)i
∂
∂Ej
δfλ(k, ω). (7)
In leading order and close to equilibrium, the driving
force term on the left hand side of (4) is eE · ∇kfλ =
eE · φλ(k), with φλ,i(k) ≡ βf0λ(1 − f0λ)(vλ,k)i. The
non-equilibrium dispersion can be written in the form
ελ,k = ε
0
λ,k + eE(ω) · (∇kε0λ,k)gλ(k), with gλ (k) some
unknown function to be found from the solution of the
kinetic equation, where k ≡ (k, ω). With this Ansatz,
the non-equilibrium correction of the distribution func-
tion assumes the form
δfλ (k) = βf
0
λ
(
1− f0λ
)
eE (ω) · vλ,kgλ(k). (8)
For convenience, we define χλ,i ≡ (vλ,k)igλ. In the col-
lision dominated regime ω  τ−1, the linearized kinetic
equation (2) can be approximately expressed in terms of
the collision operator as φλ,i = Cχλ,i, where
Cχλ,i =
∑
λ1λ2λ3
ˆ
k1
ˆ
k2
ˆ
k3
(2pi)
4
δ3 (k+ k1 − k2 − k3) δ
(
ε0λ,k + ε
0
λ1,k1 − ε0λ2,k2 − ε0λ3,k3
)MColλλ1λ2λ3f0λf0λ1f0−λ2f0−λ3
× [χλ,i (k) + χλ1,i (k1)− χλ2,i (k2)− χλ3,i (k3)] , (9)
withMColλλ1λ2λ3 the collision matrix element [32].
The solution of the Boltzmann equation requires in-
verting the collision operator C, what is usually a chal-
lenging problem. The dominant contribution to the con-
ductivity follows from the eigenfunctions of the collision
operator with the lowest eigenvalues. In the collinear
approximation, where the momenta of the quasiparti-
cles point in the same direction, the momenta embed-
ded in the definition of the velocities vλ,k factor out in
the integrand of C, which is proportional to λgλ (k) +
λ1gλ1(k1) − λ2gλ2(k2) − λ3gλ3 (k3). The zero modes of
the collision operator Cχλ,i = 0 in this restricted phase
space are g1,λ(k) = a(e)(ω), g2,λ(k) = a(χ)(ω)λ and
g3,λ(k) = a
(p)(ω)ε0λ,k, corresponding to conservation of
charge, chirality and momentum, respectively.
In the absence of non-collinear processes, those zero
modes would produce infinite conductivity [30]. To ac-
count for non-collinear processes, we express the eigen-
functions of full collision operator C that have the low-
est eigenvalues in a basis of zero modes of the collinear
3regime. We note that due to translational symmetry,
the momentum zero mode is an exact eigenfunction of
(9), as can be readily checked [30, 31]. It does not how-
ever contribute to the conductivity (7) due to particle-
hole symmetry at the nodal line. For the same reason,
the chiral modes do not contribute the the charge trans-
port either. We are then left with the charge zero mode,
χλ,i(k) = a
(e)(ω)(vλ,k)i, which provides the only contri-
bution to the conductivity.
We next restore the frequency dependence of the Boltz-
mann equation, φλ,i = Cχλ,i + iωgλφλ,i. In order to
calculate the function a(e)(ω), we define the inner prod-
uct (aλ,i, bλ,i) =
∑
λ,i
´
k
aλ,i(k)bλ,i(k) and set the varia-
tional functional
Q
[
a(e)
]
≡ (χλ,i, φλ,i)− 1
2
(
χλ,i, Cχλ,i + iωa(e)φλ,i
)
,
(10)
which is to be minimized, ∂Q/∂a(e) = 0. The momen-
tum integral of the collision operator is performed in
the quasi-collinear approximation, where all momenta
are nearly parallel to each other. This approximation
is justified by the fact that for a large Fermi surface
(vF kF  kBΛT ), the scattering amplitude for collinear
processes is logarithmically divergent [32], as in the case
of 2D Dirac fermions [4, 30]. We also restrict scattering to
channels that conserve the number of particles and holes,
which are dominant processes in the quasi-collinear ap-
proximation.
Combining the solution of Eq. (10) with Eq. (7) and
(8), we obtain the frequency dependent conductivity in
the hydrodynamic regime [32],
σii(ω, T ) = γi
e2
h
kF
kBT
iω + α2(T )vF (T )kF c(γ)
, (11)
with γz = γ ≡ vz/vF and γi = γ−1 for i = x, y . The co-
efficient c(γ ∼ 1) ≈ 1.034 was numerically extracted from
the collision integral. This value decreases monotonically
away from γ = 1. The functions α(T ) and vF (T ) are the
fine structure constant and Fermi velocity, respectively,
dressed by interaction effects.
As in graphene [33], Coulomb interactions are marginal
and renormalize the velocity of the quasiparticles in
the perturbative regime. The velocity grows logarith-
mically with decreasing temperature, vF (T ) = vF [1 +
α
4 ln(ΛT /T )], where kBΛT = vFΛ  vF kF is the ultra-
violet cutoff. The fine structure constant is also renor-
malized, α(T ) = α/[1 + α4 ln (ΛT /T )], and decreases log-
arithmically at low temperature [34]. The combination
[αvF ](T ) does not run, whereas the ratio γ ≡ vz/vF flows
towards 1. Hence, in the collision dominated regime
ω  τ−1, σ(0, T ) scales linearly up to logarithmic cor-
rections, suggesting that the system behaves as an in-
sulator, as shown in Fig. 2a. In that plot, we use
kBΛT = 0.2 × vF kF , γ = 1 and α = 0.6. Below the
cut-off temperature λT /ΛT ≈ NαkF /2pi2Λ ∼ 0.1 [35]
the Coulomb interaction is screened by charge polar-
ization effects, although still long ranged, indicating a
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Figure 2. a) Longitudinal conductivity σ(0, T ) in units of
e2kF /(hα
2) versus temperature normalized by the ultravio-
let temperature cut-off ΛT in the collision dominated regime,
ω  τ−1. The conductivity has a quasi-linear scaling in the
range T ∈ [λT , T ], with λT /ΛT ∼ 0.1 (see text). b) Scattering
time τ in units of h/α2vF kF vs temperature for quasiparti-
cles near the nodal line. In the perturbative regime, τ scales
logarithmically with temperature.
crossover. The insulating behavior of the conductivity
contrasts with the case of relativistic systems lacking a
Fermi surface, such as graphene, where the collision dom-
inated conductivity diverges logarithmically at zero tem-
perature [30].
From Eq. (11) one can extract the scattering time
between collisions,
τ(T ) = 0.998× h¯
α2(T )vF (T )kF
. (12)
This is the second main result of the paper. In Fermi
liquids, the scattering time diverges as τ ∝ h¯εF /(kBT )2,
with εF the Fermi energy. Relativistic systems have a
parametrically shorter scattering time (τ ∼ h¯/kBT ), re-
flecting the absence of screening. The nodal line sig-
nificantly enlarges the phase space for collisions among
the quasiparticles, without producing screening effects at
T >∼ λT . That further reduces the scattering time, which
increases only logarithmically with decreasing tempera-
ture, as shown in Fig. 2b.
Shear viscosity.− The shear viscosity η is the dissi-
pative response of fluids to transverse gradients in their
velocity field. It is defined after the strain contribution to
the stress tensor away from the equilibrium distribution
[36]
δ〈Tij〉 = ηijk` ∂uk
∂x`
, (13)
where u = ∂ξ/∂t is the velocity field of the fluid,
with ξi a strain deformation field. The gradient uij ≡
∂ui/∂xj = ∂ξij/∂t is the time derivative of the strain
tensor ξij ≡ ∂ξi/∂xj . For systems that preserve time re-
versal symmetry, the viscosity tensor is symmetric, obey-
ing the Onsager relation ηijk` = ηk`ij [38].
The stress tensor can be derived from the change of
4the Hamiltonian with respect to the strain tensor,
Tij =
∂H
∂ξij
. (14)
In linear response, the first order contribution of strain to
the Hamiltonian can be shown [37] to appear through a
term with the general form Hξ = 12ξij(vikj+kjvi). From
Eq. (14), the deviation of the expectation value of the
stress tensor 〈Tij〉 away from equilibrium is
δ〈Tij〉 =
∑
λ
ˆ
k
(vλ,k)ikjδfλ(k, t), (15)
from which the shear viscosity in Eq. (13) can be ex-
tracted.
Going back to the kinetic equation (4), the second term
on the left gives
vλ,k · ∇xf0λ (k) = βf0λ
(
1− f0λ
)
ε0λ,kIijuij ≡ Φλ,ijIij ,
(16)
with Iij = (vλ,k)ikj/ε0λ,k − (δij/3). Setting the electric
field to zero, the change in the energy spectrum can be
parametrized with the Ansatz ελ,k = ε0λ,k+Iijuijhλ (k, t),
where hλ(k, t) is to be determined by solving the kinetic
equation. Hence, the non-equilibrium correction to the
distribution function due to strain has the form
δfλ (k, t) = βf
0
λ
(
1− f0λ
)
uijIijhλ (k, t) . (17)
Defining χλ,ij ≡ Iijhλ, the kinetic equation in the sta-
tionary regime (ω → 0) is Φλ,ij = Cχλ,ij . The definition
of the collision operator follows directly from Eq. (9) un-
der the substitution χλ,i → χλ,ij . In the collinear regime,
there are three zero modes that are eigenfunctions of the
collision operator, Cχλ,ij = 0, namely χ(1)λ,ij(k) = λIij ,
χ
(2)
λ,ij(k) = ε
0
λ,kIij and χ
(3)
λ,ij(k) = Iij . Those modes cor-
respond to conservation of charge, energy and number of
particles respectively. The particle number zero mode,
however, does not contribute to the shear viscosity due
to particle-hole symmetry at the nodal line. This mode
is orthogonal to the other two and can be completely
decoupled.
Setting a basis with the charge and energy modes
χ
(α)
λ,ij(k), with α = 1, 2, one can express χλ,ij as a linear
combination in that basis. Projecting bα = (χ(α)λ,ij ,Φλ,ij)
and Cαβ = (χ(α)λ,ij , Cχ(β)λ,ij), then the solution of the quan-
tum kinetic equation is
χλ,ij(k) = b
αC−1αβχ(β)λ,ij(k). (18)
C−1αβ is the inverse of a 2 × 2 matrix that can be evalu-
ated numerically through the momentum integration of
the collision operator in the quasi -collinear approxima-
tion [32]. Substitution in Eq. (15) and (17) gives the
viscosity tensor
ηxixi(T ) = ci(γ)N
(kBT )
3
α2v3F (T )
, i = y, z (19)
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Figure 3. Ratio between the sheer viscosity and the entropy,
ηxyxy/s (in units of h¯/kB) versus temperature T normalized
by the ultraviolet cut-off ΛT . We have set the bare fine struc-
ture constant α = 0.6, γ = 1 and kBΛT = 0.2 × vF kF , with
kF the radius of the nodal line. The horizontal dashed line is
the conjectured lower bound, which is viotated in NLSMs at
sufficiently low temperature. At T  λT ∼ 0.1ΛT , Coulomb
interactions are screened by charge polarization effects, sug-
gesting a crossover (see text).
where cy(1) ≈ 0.569 and cz(1) ≈ 0.759.
Viscosity-entropy ratio. − The entropy density of a
NLSM can be calculated from the entropy of a non in-
teracting system dressed by interactions with the renor-
malized observables,
s(T ) = −kBN
∑
λ
ˆ
k
f0λ ln f
0
λ =
k3BT
2kF
γv2F (T )
9
4
ζ(3), (20)
where ζ(3) ≈ 1.20 is a zeta function. Allowing the Fermi
velocity and the fine structure constant to be renormal-
ized according to the RG prescription, the ratio η/s is
η
s
=
h¯
kB
γci(γ)
4ζ(3)
9
kBT
α2(T )vF (T )kF
. (21)
In Fig. 3 we plot the temperature dependence of
the shear viscosity-entropy ratio in units of h¯/kB ver-
sus temperature in units of the temperature cut-off. The
horizontal line is the conjectured lower bound η/s =
(1/4pi)h¯/kB . The ratio η/s ∝ T [1 + α4 ln(ΛT /T )] has
a quasi-linear scaling towards zero with decreasing tem-
perature T ∈ [λT ,ΛT ], in violation of the lower bound.
The violation reflects the enlarged phase space for col-
lisions in unscreened relativistic systems with a Fermi
surface, compared for instance with graphene, which is
expected to satisfy the bound [4]. The flow towards an
ideal quantum fluid with zero viscosity may be prevented
by the fact that Coulomb interactions are screened by
the charge polarization at sufficiently low energy scales
(T  λT ). A recent Yukawa-Wilson RG calculation has
indicated that NLSMs have a screened interacting fixed
point [39, 40]. In the vicinity of that fixed point, it was
found that charge has a very strong renormalization, sug-
gesting a crossover to Fermi liquid behavior in the T → 0
limit. That could effectively reinstate a lower bound for
η/s, although not the one previously conjectured [7].
5Discussion.− In the hydrodynamic regime, the usual
manifestations of the viscous flow of electrons in con-
strained geometries include non-local negative resistance
[5, 6, 42] and fluid dynamics with vortex lines [43]. The
very low viscosity compared to the amount of entropy
production, in violation of the conjectured lower bound,
is suggestive that NLSMs may exhibit quantum turbu-
lence [4, 8, 43].
In general, observation of hydrodynamics requires
quasiparticles with a relatively short scattering time. Sig-
natures of hydrodynamic transport are observable in the
collision dominated regime when kBT  εF , with εF the
energy of the Fermi surface. Materials such as PbTaSe2
have a spin polarized nodal line (N = 1) sitting relatively
close to the Fermi level [26]. In this material, vFΛ ∼ 0.2
eV (ΛT ∼ 2 × 103K), whereas vF kF ∼ 1eV. In some
nodal materials [41], the Fermi velocity vF ∼ 2eVÅ can
be three times smaller than in graphene, leading to a
fine structure constant α ∼ 6 outside the perturbative
regime. Additional experimental control over the value
of the fine structure constant can be achieved with trans-
port measurements of thin films encapsulated by dielec-
tric materials.
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I. QUANTUM KINETICS IN THE HYDRODYNAMIC REGIME
Following the derivation of Kadanoff [1], the Boltzmann equation has the general form:(
∂
∂t
+ vλ,k · ∇x + eE · ∇k
)
fλ(x,k, t) = Icol[fλ], (1)
where −∇xUext (x, t) = eE is the external force, fλ (x, k, t) the non-equilibrium Fermi distribution and
Icol[fλ] = −fλ (k, t)
(
Σ¯>λ,λ (k, t)
)
ω=ελ
+ (1− fλ (k, t))
(
Σ¯<λ,λ (k, t)
)
ω=ελ
is the collision term, with(
Σ¯>λ,λ
)
ω=ελ
=
∑
λ1λ2λ3
∫
k1
∫
k2
∫
k3
(2pi)
4
δ (p+ p1 − p2 − p3) δ (ελ,k + ελ1,k1 − ελ2,k2 − ελ3,k3)
× [NV (k− k2)V (k− k2)Mλ3λ1Mλ1λ3Mλλ2Mλ2λfλ1 (1− fλ2) (1− fλ3)
−V (k− k2)V (k− k3)Mλλ2Mλ2λ1Mλ1λ3Mλ3λfλ1 (1− fλ2) (1− fλ3)] (2)
(
Σ¯<λ,λ
)
ω=ελ
= {f ↔ 1− f} . (3)
V (k) = 4pie2/k2 is the Coulomb interaction and M is a tensor in the quasiparticle-hole basis. Explicitly,
Mλλ1 (k,k1) ≡
[
U−1k Uk1
]
λλ1
, (4)
with Uk a unitary transformation that diagonalizes the Hamiltonian.
For nodal-line semimetals (NLSMs),
H0 = k
2
r − k2F
2m
σx + vzkzσy ≈ (2kF ) (kr − kF )
2m
σx + vzkzσy
= vF δkrσx + vzδkzσy
≡ vF (hxσx + hyσy) (5)
or
H0 =
(
0 H
H∗ 0
)
(6)
where H = hx + ihy,
|h| = |H| =
√
(hx)
2
+ (hy)
2
= h.
δk is a relative momentum from the node-line. The Hamiltonian can be diagonalized in the quasi-particle and quasi-
hole basis with their energy ±vFh. We assign each basis as λ = ±1, thus ελ,k = λvFh where λ = +1 corresponds to
a excited particle and λ = −1 to a excited hole. The unitary transformation matrix is
Uk =
1√
2
(
1 1
H/h −H/h
)
(7)
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2and thus, the tensor M is,
Mλλ1 (k,k1) =
1
2
(
1 + λλ1
H∗H1
hh1
)
. (8)
The velocity of quasiparticles in the Boltzmann equation is, by definition,
vλ,k =
∂ελ,k
∂ki
=
λvF
h
(
hx
∂hx
∂kx
, hx
∂hx
∂ky
, hy
∂hy
∂kz
)
. (9)
A. Linearized Boltzmann equation
Starting from the the non-equilibrium correction of the distribution function due to the presence of an external
electric field,
δfλ (k, ω) = βf
0
λ
(
1− f0λ
)
eE (ω) · vλ,kgλ(k, ω). (10)
where χλ,i ≡ (vλ,k)igλ, with gλ a function to be determined by solving the quantum kinetic equation (). The left
hand side of that equation is
(−iωχλ (k, ω)− 1)βeEi (ω) (vk)i f0λ
(
1− f0λ
)
. (11)
Defining fλi ≡ fλi (ki) the collision term in the right-hand side is
Icol[fλ] =
∑
λ1λ2λ3
∫
k1
∫
k2
∫
k3
(2pi)
4
δ3 (k+ k1 − k2 − k3) δ (ελ + ελ1 − ελ2 − ελ3)
×
[
NV (k− k2)2Wλλ1λ2λ3 − V (k− k2)V (k− k3)Yλλ1λ2λ3
]
× [(1− fλ) (1− fλ1) fλ2fλ3 − fλfλ1 (1− fλ2) (1− fλ3)] , (12)
with N the fermionic degeneracy, and
Wλλ1λ2λ3 = Mλλ2Mλ2λMλ3λ1Mλ1λ3
Yλλ1λ2λ3 = Mλλ2Mλ1λ3Mλ3λMλ2λ1 , (13)
where Mλλ1 ≡Mλλ1(k,k1) and so on.
The third line of (12) has two terms with four f functions. One should expand it in eight terms to linear order in
δf , with three f0 and one δf . We can simplify them using f0−λf
0
−λ1f
0
λ2
f0λ3 = f
0
λf
0
λ1
f0−λ2f
0
−λ3 , which is restricted by
the energy conservation:
f0−λf
0
−λ1f
0
λ2f
0
λ3 = e
(λvrk′+λvrk′1)βf0λf
0
λ1f
0
λ2f
0
λ3
= e(λvrk
′
2+λvrk
′
3)βf0λf
0
λ1f
0
λ2f
0
λ3
= f0λf
0
λ1f
0
−λ2f
0
−λ3 . (14)
After some straightforward algebra, we find
Icol[fλ] =−
∑
λ1λ2λ3
∫
k1
∫
k2
∫
k3
(2pi)
4
δ3 (k+ k1 − k2 − k3) δ (ελ + ελ1 − ελ2 − ελ3)
× [NV 2 (k− k2)Wλλ1λ2λ3 − V (k− k2)V (k− k3)Yλλ1λ2λ3]βeEi (ω) f0λf0λ1f0−λ2f0−λ3
× [χi (λ, k) + χi (λ1, k1)− χi (λ2, k2)− χi (λ3, k3)] , (15)
with the collision matrix element
MColλλ1λ2λ3 = NV 2 (k− k2)Wλλ1λ2λ3 − V (k− k2)V (k− k3)Yλλ1λ2λ3 . (16)
3Defining
φλ,i(k) ≡ βf0λ(1− f0λ)(vλ,k)i, (17)
equating the left and the right hand side of the quantum Boltzmann equation, Eq. (11) and (15), we have
φλ,i = Cχλ,i + iωgλφλ,i, (18)
with C the collision operator as defined in the main text,
Cχλ,i =
∑
λ1λ2λ3
∫
k1
∫
k2
∫
k3
(2pi)
4
δ3 (k+ k1 − k2 − k3) δ
(
ε0λ,k + ε
0
λ1,k1 − ε0λ2,k2 − ε0λ3,k3
)MColλλ1λ2λ3
× f0λf0λ1f0−λ2f0−λ3 [χλ,i (k) + χλ1,i (k1)− χλ2,i (k2)− χλ3,i (k3)] . (19)
II. DERIVATION OF THE VISCOSITY IN HYDRODYNAMIC REGIME
In a momentum conserved system, the continuity equation for momentum is
∂ζj (x, t)
∂t
+ ∂iτij (x, t) = 0 (20)
where ζj (x, t) is the momentum density in space and time x, t. Indices i, j refer to spatial components in d dimensions.
The stress tensor operator τij plays an important role in the transport of viscous quantum fluids. τij = −Piδij + τ ′ij
is composed of pressure P, and of the viscous stress tensor τ ′ij , which is the off diagonal part of the stress tensor and
can be defined as the expectation of the stress tensor due to strain. In non-equilibrium systems, the deviation in the
average stress tensor
〈
τ ′µν
〉
depends on the strain tensor and its time derivative in linear response,
〈
τ ′ij
〉
= λijk`ξk` + ηijk`
∂ξk`
∂t
(21)
The component of the viscosity tensor ηijk` where the component i = j is called bulk viscosity. We are interested in
the shear viscosity, where i 6= j. Comparing classical and quantum fluids, there is an analogous relation between the
gradients of the velocity field ~u and the time derivative of the metric tensor ξij [4]:
∂ui
∂xj
=
∂ξij
∂t
. (22)
Thus, the shear viscosity can be obtained by the non-equilibrium stress tensor, which is linearized with respect to
space derivative of average velocity ~u.
To find a effect of strain in the Hamiltonian in linear response, we use the strain generator
Jij = −1
2
∑
n
{
xni , p
n
j
}
, (23)
where n stands for particle indices. Following Bradlyn and Read’s approach at zero magnetic field [4], the correction
in the Hamiltonian up to first order in ξµν (t) can be shown to be
H1 = −∂ξij
∂t
Jij . (24)
In order to relate the total strain generator Jij to the energy-stress tensor 〈τij〉, we define the momentum density for
a system of n = 1, 2, . . . particles in the absence of strain as
ζi (x, t) =
1
2
∑
n
{
p
(n)
i , δ
(
xi − x(n)i
)}
, (25)
and then use the continuity equation (20) in momentum representation,
∂tζi (q, t) = −iqjτij (q, t) . (26)
4Upon expanding the momentum density for small momentum q, we find ζi (q, t) as
ζi (q, t) =
∫
x
eiq·xζi (x, t)
= ζi (0, t) + iqj
1
2
∑
n
{
p
(n)
i , x
(n)
j
}
+ · · · (27)
where ζi (0, t) is the direct momentum. Hence,
∂tζi (q, t)− ∂tζi (0, t) = −∂t
[
iqj
1
2
{xj , pi}
]
= ∂tiqjJij . (28)
Setting ∂tζi (0, t) = 0 due to global momentum conservation and comparing (26) and (28), the stress tensor is
τij (q, t) = −∂Jij
∂t
. (29)
Writing it in terms of quasiparticle operators,
τij (q, t) =
∑
λ,a
∫
k
γ†λ,a (q)λ
∂
∂t
(−Jij) γλ,a (q)
=
∑
λ,a
∫
k
γ†λ,a (q)
λ
2
∂
∂t
(xµqν + qνxµ) γλ,a (q) , (30)
and taking the expectation value, then
〈τµν〉 =
∑
λ,a
∫
k
λvµqν
〈
γ†λ,aγλ,a
〉
= N
∑
λ
∫
k
vλ,µqνfλ (k, t) , (31)
with N the fermionic degeneracy.
III. COLLINEAR APPROXIMATION
1. Collision phase space
Due to the coulomb potential V (k− k2) and V (k− k3) in the integrand of the collision operator, the integral
is governed by small momentum transfer due to collision processes. In the collinear approximation, where the four
momenta are nearly aligned to each other around the nodal line, we can define the momenta
k = (kr, 0, kz) = (δkr + kF , 0, kz) (32)
k1 ≈ (k1r, k1⊥, k1z) = (δk1r + kF , k1⊥, k1z) (33)
k2 ≈ (k2r, k2⊥, k2z) = (δk2r + kF , k2⊥, k2z) (34)
k3 ≈ (k3r, k3⊥, k3z) = (δk3r + kF , k3⊥, k3z) , (35)
where we assume that the ⊥ components are small compared to the radius of the nodal line kF . The phase space for
collision processes is set by conservation of energy,
δ
(
ε0λ,k + ε
0
λ1,k1 − ε0λ2,k2 − ε0λ3,k3
)
.
We now expressing it in terms of the dimensionless variables,
x ≡ vFβ(δkr), y ≡ vzβkz, κ0 ≡ vF kFβ, r2 ≡ x2 + y2, (36)
and
xn ≡ vFβ(δknr), yn ≡ vzβknz, ξn ≡ vFβkn⊥, r2n ≡ x2n + y2n, (37)
5with n = 1, 2, 3. Performing a suitable change of variables k2 → k− k2 and k3 → k1 − k3,
βδ(D) ≡ δ (ε0λ,k + ε0λ1,k1 − ε0λ2,k+k2 − ε0λ3,k1−k3) , (38)
where
D = λr + λ1
√(
x1 +
ξ21
2κ0
)2
+ y21 − λ2
√(
x+ x2 +
ξ22
2κ0
)2
+ (y + y2)
2 − λ3
√√√√(x1 − x2 + (ξ1 − ξ2)2
2κ0
)2
+ (y1 − y2),
(39)
while at the same time
V (k− k2) −→ V¯1 = 1
(x2)
2
+ γ−2 (y2)
2
+ (ξ2)
2 (40)
V (k− k3) −→ V¯2 =
(
1
(x− x1 + x2)2 + γ−2 (y − y + y2)2 + (ξ1 − ξ2)2
)
, (41)
after using momentum conservation k+ k1 − k2 − k3 = 0.
Since ξ1 and ξ2 are much smaller than κ0, we can rewrite the argument of the delta function D as
D ≈ A¯+ λ1 x1ξ
2
1
2r1κ0
− λ2 (x+ x2) ξ
2
2
2 |r+ r2|κ0 − λ3
(x1 − x2) (ξ1 − ξ2)2
2 |r1 − r2|κ0
= −
(
λ3 (x1 − x2)
2 |r1 − r2|κ0 +
λ2 (x+ x2)
2 |r+ r2|κ0
)
ξ22 +
λ3 (x1 − x2)
|r1 − r2|κ0 ξ1ξ2 −
(
λ3 (x1 − x2)
2 |r1 − r2|κ0 −
λ1x1
2r1κ0
)
ξ21 + A¯
≡ − w1
2κ0
(
ξ21 − 2
w2
w1
ξ2ξ1 +
w3
w1
ξ22 −
A¯
w1
)
(42)
where
A¯ ≡ λr + λ1r1 − λ2 |r+ r2| − λ3 |r1 − r2| (43)
|r+ r2| ≡
√
(x+ x2)
2
+ (y + y2)
2
(44)
|r1 − r2| ≡
√
(x1 − x2)2 + (y1 − y2)2, (45)
and wi (i = 1, 2, 3) are functions of the dimensionles variables x, y, xi, yi. D is a quadratic function of ξ1. We can
then express the delta function as
δ
(
D¯ (ξ1)
)
=
∑
i=±
δ (ξ1 − ξi)
|D′ (ξi)| , (46)
where D′ is the first derivative of D, and ξi=± are the two roots of the quadratic function, namely
ξ± =
w2
w1
ξ2 ±
√(
w2
w1
ξ2
)2
−
(
w3
w1
ξ22 −
A¯
w1
)
. (47)
Hence,
∣∣D¯′ (ξi)∣∣ = ∣∣∣∣ w12κ0 [(2ξ1 − ξ+ − ξ−)]ξ1=ξi
∣∣∣∣ (48)
=
∣∣∣∣ w12κ0 (ξ+ − ξ−)
∣∣∣∣ (49)
=
∣∣∣∣∣∣ w12κ0
√(
w2
w1
ξ2
)2
−
(
w3
w1
ξ22 −
A¯
w1
)∣∣∣∣∣∣ . (50)
6λ λ1 λ2 λ3 Wλλ1λ2λ3 Yλλ1λ2λ3
#1 λ λ λ λ cos2
(
Θ−Θ2
2
)
cos2
(
Θ1−Θ3
2
)
cos
(
Θ−Θ2
2
)
cos
(
Θ1−Θ2
2
)
cos
(
Θ−Θ3
2
)
cos
(
Θ1−Θ3
2
)
#2 λ −λ λ −λ cos2 (Θ−Θ2
2
)
cos2
(
Θ1−Θ3
2
) − cos (Θ−Θ2
2
)
cos
(
Θ1−Θ2
2
)
sin
(
Θ−Θ3
2
)
sin
(
Θ1−Θ3
2
)
#3 λ −λ −λ λ sin2 (Θ−Θ2
2
)
sin2
(
Θ1−Θ3
2
) − cos (Θ−Θ2
2
)
cos
(
Θ1−Θ2
2
)
sin
(
Θ−Θ3
2
)
sin
(
Θ1−Θ3
2
)
TABLE I: W and Y tensors in the dominant scattering processes, which conserve number of particles and holes.
Thus,
δ (D (ξ1)) = κ0
∣∣∣∣∣∣ 1√(w1w2ξ2)2 − (w1w3ξ22 − w1A¯)
∣∣∣∣∣∣ (δ (ξ1 − ξ1+) + δ (ξ1 − ξ1−)) . (51)
It is clear that the phase space has a logarithmic divergence in the ξ2 variable when A¯ → 0. At the same time, the
Coulomb interaction terms V¯1 and V¯2 defined in Eq. (40) and (41) decay fast to zero with ξ2 when it is large. Thus,
there are two important regions of the integrand in phase space: A¯ → 0 and ξ2 → 0. This phase space argument
justifies the validity of the near collinear approximation, with which the conductivity and the shear viscosity were
calculated.
2. Calculation of the conductivity
The variational functional of the conductivity is
Q
[
a(e)
]
≡ (χλ,i, φλ,i)− 1
2
(
χλ,i, Cχλ,i + iωa
(e)φλ,i
)
. (52)
We define the inner product (aλ,i, bλ,i) ≡
∑
λ,i
∫
k
aλ,i(k)bλ,i(k), with
∂Q
∂a(e)
= 0,
with a(e)(ω) the variational function corresponding to charge conservation in the collinear regime. For convenience,
multiplying the factor −vFβ3 in both sides of Eq. (52), the first term is,
−vzβ3 (χλ,i, φλ,i) = −a(e)vFβ3
∑
λ
∫
k
λ2v2r
∫
d3k
(2pi)
3
1
(eλvrhβ + 1) (e−λvrhβ + 1)
= −a(e) vF kFβ
piγ
∫
dr
r
(er + 1) (e−r + 1)
= −a(e)κ0
γ
ln (2)
2pi
(
γ−1 + γ
)
, (53)
where γ ≡ vz/vF , and∫
d3k
(2pi)
3 →
∫
kF
dkr dkz
(2pi)
3 dφ→ kF
∫
dδkr dδkz
(2pi)
3 dφ→
kF
vrvzβ2
∫
dx dy
(2pi)
3 dφ. (54)
To calculate the second term, we consider the dominant processes in the near collinear regime (outlined in table 1),
7which conserve the number of particles and holes. We have
vFβ
3
2
(
χλ,i, Cχλ,i + iωa(e)φλ,i
)
=
vFβ
3
8
∑
λi
∫
d3k
(2pi)
3
dδk1rdδk1zdk1⊥
(2pi)
3
dδk2rdδk2rdk2⊥
(2pi)
3
dδk3rdδ3rdk3⊥
(2pi)
3
× 2piδ (λvFh+ λ1vFh1 − λ2vFh2 − λ3vFh3) (2pi)3 δ3 (k+ k1 − k2 − k3)
× f0λf0λ1f0−λ2f0−λ3
[
NV 2 (k− k2)Wλλ1λ2λ3 − V (k− k2)V (k− k3)Yλλ1λ2λ3
]
×
(
a(e)
)2
[vλ,k + vλ1,k1 − vλ2,k2 − vλ3,k3 ]2 +
iω
2
(
a(e)
)2 κ0
γ
ln (2)
pi
≡ κ
2
0α
2
β
[
a(e)
]2
I(γ) + iω
[
a(e)
]2
κ0
ln (2)
2pi
(
γ−1 + γ
)
. (55)
where α ≡ e2/vF , and I(γ) is a dimensionless number. The factor of 14 on the right hand side is due to the sym-
metrization in the four momenta. In terms of the dimensionless variables (36) and (37), the combination
[
a(e)
]2
I(γ)
can be written as [
a(e)
]2
I(γ) = − 1
8γ3
(4pi)
2
∫
dx dy
2pi2
dx1dy1dξ1
(2pi)
3
dx2dy2dξ2
(2pi)
3 2piδ (D) f
0
λf
0
λ1f
0
−λ2f
0
−λ3
× (NV¯ 21 Wλλ1λ2λ3 − V¯1V¯2Yλλ1λ2λ3) (a(e))2 [X¯λλ1λ2λ3]2 , (56)
where X¯λλ1λ2λ3 ≡ vλ,k + vλ1,k1 − vλ2,k2 − vλ3,k3 . D, V¯1 and V¯2 are given in Eq. (39), (40) and (41). The W and
Y tensors follow from Eq. (4) and (13) with the substitution hx → x, hy → y and so on. The integral is performed
enforcing the restriction in momentum space (w1w2ξ2)
2 − (w1w3ξ22 − w1A¯) > 0 after integrating ξ1 out through the
delta function (51). From Eq. (55),
∂Q
∂a(e)
= −κ0 ln (2)
2pi
(
γ−1 + γ
)
+
κ20α
2
β
a(e)I (γ) + iωa(e)κ0
ln (2)
2pi
(
γ−1 + γ
)
= 0. (57)
This implies that
a(e)(ω) =
β
κ0α2c (γ) + iωβ
, (58)
where
c (γ) =
2pi
ln 2 (γ−1 + γ)
I (γ) (59)
In the near collinear approximation, we find c (γ = 1) ≈ 1.034. In the two anisotropic limits γ → 0 and γ →∞, c (γ)
is proportional to γ2 and γ−2 respectively, and scales towards zero.
The conductivity is
σyy = σxx =
∂Jx
∂Ex
=
e2
~
∑
λ
∫
d3k
(2pi)
3 (vλ,k)x (vk)x βf
(0)
λ
(
1− f (0)λ
)
a(e)
= 2pi
e2
h
1
κ0α2c (γ) + iωβ
2NkF
γ
∫
1
2pi
cos2 φdφ
∫
dx
2pi
dy
2pi
x2er
r2 (er + 1)
2
=
e2
2h
kF
1
γβ
N ln (2)
vF kFα2c (γ) + iω
(60)
=
1
γ2
σzz. (61)
3. Calculation of the viscosity
In the collinear regime, we set a basis with the zero modes reflecting conservation of energy and number of particles
{χ(1)λ,ij , χ(2)λ,ij},
χ
(1)
λ,ij(k) = λIij , χ
(2)
λ,ij(k) = βελ,kIij , (62)
8with
Iij =
√
3
2
[(vλ,k)ikj/ελ,k − (δij/3)] ,
as described in the main text. One can express χλ,ij as a linear combination in that basis. Projecting b
α = (χ
(α)
λ,ij ,Φλ,ij)
and Cαβ = (χ
(α)
λ,ij , Cχ(β)λ,ij), with α = 1, 2, then the solution of the kinetic equation is
χλ,ij(k) = aβχ
(β)
λ,ij(k) = b
αC−1αβχ
(β)
λ,ij(k), (63)
where C−1αβ is the inverse of a 2× 2 matrix, and
aβ = b
αC−1αβ .
To be specific, one can define two different variational functions Q with the two modes as
Q
[
χ
(1)
λ,ij
]
≡
(
χ
(1)
λ,ij , φλ,i
)
− 1
2
(
χ
(1)
λ,ij , Cχλ,i
)
(64)
Q
[
χ
(2)
λ,ij
]
≡
(
χ
(2)
λ,ij , φλ,i
)
− 1
2
(
χ
(2)
λ,ij , Cχλ,i
)
(65)
Minimization results in two equations with the form(
b1
b2
)
=
(
C11 C12
C21 C22
)(
a1
a2
)
, (66)
where
Cαβ =
1
8
i=1,2,3∑
λi
∫
k
∫
k1
∫
k2
∫
k3
(2pi)
4
δ3 (k+ k1 − k2 − k3) δ (λvrk′ + λ1vrk′1 − λ2vrk′2 − λ3vrk′3)MColλλ1λ2λ3
× f (0)λ f (0)λ1 f
(0)
−λ2f
(0)
−λ3
(
χ
(α)
λ,ij(k) + χ
(α)
λ,ij(k1)− χ(α)λ,ij(k2)− χ(α)λ,ij(k3)
)(
χ
(β)
λ,ij(k) + χ
(β)
λ,ij(k1)− χ(β)λ,ij(k2)− χ(β)λ,ij(k3)
)
.
(67)
and
bα =
∑
λ
∫
k
f
(0)
λ f
(0)
−λλIij (k)χ
(α)
λ,ij(k) = κ0 ×

pi
12
(
3
2γ − 1 + 3γ2
)
(α = 1)
9
4pi ζ(3)
(
3
2γ − 1 + 3γ2
)
. (α = 2)
We calculate the Cαβ matrix numerically in the near collinear approximation. Inverting the resulting matrix, the
coefficients aα (α = 1, 2) are
bαC−1αβ = (a1, a2) ≈
1
κ0α2
(−1.696, 7.567) , for γ = 1. (68)
aα(γ) has a similar asymptotic behavior with γ as the coefficient c (γ) for the conductivity.
The solution of the kinetic equation has the form
χλ,ij(k) = Iij (a1 + βελ,ka2) . (69)
The different components of the shear viscosity tensor are
ηijk` =
∑
λ
∫
k
(vλ,k)ikjβf
0
λ
(
1− f0λ
)
χλ,k`(k), (70)
with ηxyxy = ηxyyx = ηyxxy = ηyxyx ≡ 34η0, ηxzxz = γ−2η0, ηzxzx = η0, ηxzzx = γ−1η0, and ηxzyz = ηxzzy = ηyzxz =
ηyzzx = 0 for the remaining ones, where
η0(γ = 1) ≡ Nκ0γ−1
(
1
vFβ
)3
1
16pi
[
a1
pi2
6
+ a2
9
2
ζ(3)
]
≈ 0.759N (kBT )
3
α2v3F
. (71)
9IV. RENORMALIZATION GROUP ANALYSIS
We perform the renormalization group (RG) analysis using standard perturbation theory. Since Coulomb inter-
actions are marginal operators in the RG sense, perturbation theory is well controlled in the regime where the fine
structure constant α = e2/vF  1. In the spirit of perturbation theory, in one loop one needs to extract the leading
logarithmic divergences of three diagrams: the Fock diagram for the self-energy, the polarization bubble and the
vertex diagram, as shown in Fig. 1.
The Green’s function for a NLSM is given by
Gˆ−1(iν,k) = iν − k
2
r − k2F
2m
σx − vzkzσy ≈ iν − vF (δkr)σx − vzkzσy, (72)
with vF = kF /m and δkr = kr − kF . The pole of the Green’s function gives the energy dispersion ±ε(k) =
±√v2F (δkr)2 + v2zk2z , whereas the Coulomb interaction is 4pie2/q2.
The Fock self-energy is given by the diagram
Σˆ(k) = − 1
β
∑
ν
∫
d3k G(iν,k+ q)
4pie2
q2
. (73)
At one loop level, the self-energy is frequency independent. In the regime where the radius of the nodal line kF  Λ,
with Λ the momentum ultraviolet cut-off around the line, one can ignore terms such as q2/kF ,
(k+ q)2r − k2F
2m
≈ vF (δkr + δkˆr · qr). (74)
We integrate the bosonic momentum q of the self-energy in the regime δk  q  kF , where the leading logarithmic
divergence of the diagram is expected.
Integrating in the frequency, it is convenient to calculate Σˆ(k) at k = (kF + δkx, 0, kz) and enforce rotational
symmetry around the nodal line,
Σˆ(kF + δkx, 0, kz) =
1
16pi3
∫ Λ
−Λ
dqxdqydqz
v(δkx + qx)σx + vz(kz + qz)σy
ε(k+ q)
4pie2
q2
δkrq−→ e
2
4pi2
∫ Λ
δk
d2qρ
∫ Λ
−Λ
dqy
v2zvq
2
zδkxσx + vzv
2q2xkzσy
(v2zq
2
z + v
2q2x)
3
2
1
q2ρ + q
2
y
=
e2
4pi2
∫ 2pi
0
dφ
v2zv cos
2 φ δkxσx + vzv
2 sin2 φkz
(v2z cos
2 φ+ v2 sin2 φ)
3
2
ln
(
Λ
δk
)
, (75)
with qρ =
√
q2x + q
2
z . The self-energy has the form
Σˆ(kF + δkx, 0, kz) = [I1(γ)vδkxσx + I2(γ)vzkzσy]α ln
(
Λ
δk
)
(76)
with γ = vz/vF , where
I1(γ) ≡ 1
4pi
∫ 2pi
0
dφ
γ2 cos2 φ
[(γ2 − 1) cos2 φ+ 1] 32 (77)
I2(γ) ≡ 1
4pi
∫ 2pi
0
dφ
sin2 φ
[(γ2 − 1) cos2 φ+ 1] 32 (78)
are elliptic integrals.
The perturbative velocity renormalization is
v = v0(1 + α0I1(γ) ln
(
Λ
δk
)
(79)
vz = vz0(1 + α0I2(γ) ln
(
Λ
δk
)
. (80)
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FIG. 1: a) Self-energy b) Polarization bubble and c) vertex correction diagrams in one loop perturbation theory.
Next, we examine the vertex and the bubble diagrams. In standard perturbation theory for Coulomb interactions,
the vertex diagram does not contribute to the charge renormalization due to a Ward identity, which relates the vertex
and the quasiparticle residue renormalizations. In one loop, the self-energy is frequency independent, and hence the
vertex diagram is zero at this order. The polarization bubble renormalizes the Coulomb interaction and could also
renormalize the charge. However, the static polarization bubble of a NLSM is perfectly regular and does not contain
logarithmic divergences [5],
Π(0, qr, qz) ≈ − N
(2pi)3
kF
vF q
(
a1q
2
r + a2q
2
z
)
, (81)
with a1and a2 or order unity. Therefore, neither diagram contributes to the renormalization of the charge, which does
not run in the perturbative regime.
We also point out that since the polarization Π(0, qr, qz) is linear in q whereas V (q) ∝ 1/q2, Π changes the form of
the Coulomb propagator due to screening effects at small q,
4pie2
q2 − 4pie2Π(0, qrqz) . (82)
For q  Nα2pi2 kF = qc, Coulomb interactions are screened (although still long range) and the analysis in the vicinity of
the fixed point will change. A Wilson-Yukawa RG analysis has indicated the presence of a screened interacting fixed
point [5, 6]. In the vicinity of that fixed point, the charge strongly renormalizes, suggesting a crossover to a Fermi
liquid. Our analysis indicates that further away from that fixed point, for q & qc and Nα < 1, where interactions are
unscreened and standard perturbation theory applies, only the velocities run.
A. Perturbative RG equations
From Eq. (79) and (80), the corresponding RG equations for the velocities are:
d ln v
d`
= αI1(γ),
d ln vz
d`
= αI2(γ). (83)
One can equivalently write two equivalent equations,
d ln γ
d`
= α [I2(γ)− I1(γ)] ≈ α1− γ
8
,
d lnα
d`
= −αI1(γ) ≈ −α
4
. (84)
In this regime, α runs towards an isotropic fixed point with α = 0 and γ = 1. The solution of the RG equations for
α and γ is
α(δk) =
α0
1 + α04 ln
(
Λ
δk
) , γ−1(δk) = 1 + γ−10 − 1[
1 + α02 ln
(
Λ
δk
)] 1
4
, (85)
while the velocity runs as
v(δk) = v0
[
1 +
α
4
ln
(
Λ
δk
)]
, (86)
11
as in graphene [7].
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