The paper proposes an extension of FMI 2.0 for the rigorous treatment of discrete-time models. This includes the introduction of discrete-time states, the declaration of clocks in the model description and an extension of the calling interface for the external activation of clocks by an importing environment. The synchronous discrete-time extension enables for the first time the synchronization of FMUs with the environment and with other FMUs. It specializes the existing generic event mechanism of FMI 2.0 and maps to synchronous features of Modelica. Discrete-time FMUs are needed for the generation of controller code from functional models. This paper outlines different use cases, including a simple PI controller, feed forward control with a nonlinear inverse model and nonlinear model predictive control. The FMI change proposal FCP-001 and the Modelica change proposal MCP-0024 describe the proposed extensions in more detail. Test implementations exist in the simulation tools Dymola and OpenModelica and in the importing optimization solver HQP. The use cases given in this paper served for further refinement of the change proposals and the test implementations.
Introduction
Control systems are composed of interconnected control blocks that must synchronize with each other and with real time. This requires precise time event handling and discrete states. Modelica 3.3 extends the scope from a language primarily intended for physical systems modeling to modeling of complete systems. In particular, new synchronous language primitives were introduced for increased correctness of control systems implementation . Version 2.0 of the FMI standard omitted precise time event handling. The design was considered complicated at the time of the release of FMI 2.0 since several aspects have to be considered (Blochwitz et al, 2012) :
• The synchronous features of Modelica 3.3 should be supported.
• FMI should also be useable by tools that do not support synchronous time event handling.
• The time event handling is to be defined in a way that allows backward compatible extensions. This paper discusses the progress made recently. The work resulted in a new version of the FMI change proposal FCP-001 (Otter et al, 2016) and in the Modelica change proposal MCP-0024 . This paper summarizes the change proposals, provides use cases and investigates examples using test implementations in the simulation tools Dymola and OpenModelica and in the optimization solver HQP (Franke and Arnold, 1997) .
Synchronous Modelica
Modelica has always supported continuous-time variables and discrete-time variables defined as piecewise continuous and piecewise constant functions of time, respectively. Both may change discontinuously at time instants, so called events. Events are treated at runtime. A clocked discrete-time variable r(t k ) is associated with exactly one clock. This enables the partitioning of a model into sub-models for each clock at translation time. A clock defined for one variable of a partition automatically propagates to all other variables of this partition. This enables generic discrete-time models with inferred sample times.
A clocked discrete-time variable only has a value when the clock ticks. Continuous-time variables may be converted to clocked variables with the sample operator. A clocked variable may be converted to a continuous-time variable with the hold operator.
A clocked partition is mathematically defined as:
Here are discrete-time states, are inputs, are outputs, k is the k-th tick of the associated clock and is the final tick. The discrete-time states are defined with difference equations as function of the previous values −1 and the inputs .
Clocked continuous-time models
A clocked partition may contain differential equations. This allows the embedding of regular continuous-time models from given Modelica libraries. The Modelica translator brings the equations of a clocked partition to the form of an ODE or semi-explicit index-1 DAE:
The translator then applies a specified solver method to convert continuous-time differential equations to discrete-time difference equations. This mixed symbolic/numeric approach is also known as inline integration .
Basic solver methods are implicit Euler, explicit Euler and semi-implicit Euler. Application of implicit Euler results in:
Explicit Euler avoids the implicit equation system for the states in (4) for non-stiff models. It results in:
The use of −1 in (5) leads to the introduction of additional discrete-time states for the delay of inputs by one sample period, even though this is typically not wanted. Semi-implicit Euler avoids the delay of inputs and implicit dependencies of states for non-stiff models. It results in:
Many more solver methods exist with specific advantages and drawbacks. The choice of the best solver method depends on the model at hand. This is why it is advantageous that inline integration embeds the most appropriate solver method into an exported model. Modelica 3.3 defines the operators previous(x) to access −1 and interval() to determine − −1 .
The Modelica change proposal MCP-0024 introduces the operator firstTick() to determine if = 0 .
FMI extension
FMI 2.0 defines a generic event mechanism that also covers synchronous models. The drawbacks of this generic mechanism are that discrete states are hidden in the FMU and that the environment does not know any details about the events. This makes it impossible to synchronize events with the environment of an FMU. Thus, it is not possible to re-import an exported FMU with synchronous discrete-time features and achieve a deterministic behavior. Neither it is possible to exploit a discretetime FMU for advanced applications such as parameter estimation or model predictive control, because the discrete states are hidden.
It is proposed to extend FMI by the following: 
Extension of modelDescription.xml
The "TypeDefinitions" section is extended with a "Clocks" subsection that contains one or more "Clock" entries. Each Clock may be one of (see Figure 2 ):
• Periodic: the clock ticks periodically with an a priori known interval specified in the model description XML file. A priori known values make the sampling a structural model property for increased correctness at runtime.
• Triggered: the clock is activated by a Boolean condition in the model, e.g. for an interval that depends on model variables.
• Inferred: the clock is activated from outside the model, e.g. for a generic discrete-time model with arbitrary sample interval. Synchronous models do not require a parameter for the sample time; the clock propagates with clocked variables. Synchronous Modelica models use the interval operator instead of a parameter.
The attributes of Periodic define the clock interval and offset time. The basic clock interval is either specified with a double valued baseInterval or with integer valued intervalCounter and resolution. Both definitions relate to each other with baseInterval = intervalCounter/resolution Periodic clocks may be further refined with the attributes subSampleFactor and shiftCounter. This results in the actual interval = baseInterval/subSampleFactor that is delayed by offsetTime = interval*shiftCounter
The attributes of "ScalarVariable" are extended with two new attributes:
• previous marks a discrete-time state, similar to the derivative attribute of continuous-time states. The value is an index to the variable providing the previous value of the discretetime state.
• clockIndex associating a variable uniquely with a clock in the "Clocks" section.
Finally, the "ModelStructure" section is extended with a subsection "DiscreteStates". It provides an ordered list of all exposed discrete states with their indices in the "ScalarVariable" list. Each entry of "DiscreteStates" may declare the dependencies from known inputs, continuous-time states and other discrete-time states. The dependencies are defined under the assumption that the respective clock ticks.
Extension of the C calling API
The C calling API is extended with four new functions that can be called during the event mode of an FMU.
A clock is activated by the environment for the current time instant by the function fmi2SetClock, and the status of a clock can be queried with the function fmi2GetClock: (7) This is similar to the treatment of clocked continuous states at initial time, see (4), (5) and (6). The argument subactive [i] defaults to fmi2False if a NULL pointer is passed.
Query whether a set of clocks is active by providing the indices of the corresponding clocks with respect to the xml element "<TypeDefinitions><Clocks>".
A clock interval is set by the environment for the current time instant by the function fmi2SetInterval, and it can be queried with the function fmi2GetInterval: 
Extension of importing environment
The importing environment parses the model description XML file and activates periodic and inferred clocks during simulation. It activates periodic clocks at sample intervals specified in the model description XML file. It activates inferred clocks as needed by the environment (e.g. with an externally specified sample interval or if the clock of a connected FMU ticks). The FMU itself activates Triggered clocks.
This extension does not change the overall calling sequence of C functions for model exchange. The environment calls the new API functions additionally during event mode as follows:
0. Enter event mode: FMI 2.0 enters the event mode either after initialization (call to function fmi2ExitIni-tializationMode) or during simulation (call to function fmi2EnterEventMode).
Activate clocks and set inferred intervals:
An FMU activates triggered clocks itself. The environment may query the clock activation status with the function fmi2GetClock. The environment sets the activation status of periodic and inferred clocks by calling fmi2SetClock. Moreover, the environment calls fmi2SetInterval for inferred clocks. It may query the clock interval, e.g. for triggered clocks, with the function fmi2GetInterval.
Evaluate clocked equations:
The evaluation is triggered by fmi2GetXXX for clocked variables during event mode or by This also applies to all kinds of clocks, including also triggered clocks. Alternatively, the environment may enter event mode multiple times and reset discrete-time states for multiple evaluations.
The environment might be interested in the dependencies of model outputs from inputs and given discretetime states, independently of the state equations. This can be achieved by passing subactive=fmi2True to fmi2SetClock.
Relation to Simulink S-functions
The basic concept of the proposed FMI extension is well known from other simulation technologies. The widely used simulation tool Simulink, for example, supports an arbitrary number of discrete sample times in an S-function, in addition to continuous-time equations. Lacking an XML file, the sample times are defined in S-function methods (C functions). The most important methods are listed here and related to the proposed FMI extension.
mdlInitializeSizes(SimStruct *S)
This method declares the number of sample times with ssSetNumSampleTimes(S, n);
It corresponds to the number of Clock entries in the model description XML file.
mdlInitializeSampleTimes(SimStruct *S)
This method initializes each sample time i = 0,…,n-1 with an interval and an offset time by calling
The argument interval may take the special values CONTINUOUS_SAMPLE_TIME for a continuous-time model and INHERITED_SAMPLE_TIME, corresponding to an inferred sample time of this proposal.
Moreover, the argument interval may take the special value VARIABLE_SAMPLE_TIME and the argument offsetTime may take the special value FIXED_IN_MINOR_STEP_OFFSET, relating discretetime sub-models to numerical integration steps of continuous-time sub-models. Such sampling can be implemented with triggered clocks of this proposal, if the FMU activates clocks itself during transitions between continuous-time mode and event mode.
Simulink will activate any sample time from outside Sfunctions in the case of sample hits and call the function
mdlUpdate(SimStruct *S, int_T tid)
A model must query the activation status and evaluate the respective discrete-time equations. 
Use Cases
This section lists use cases for control applications. A chemical process model serves as an example.
Exemplary chemical process model
We consider a continuous stirred-tank reactor (CSTR) with cooling jacket published by (Engell, Klatt, 1993) . This highly nonlinear model exhibits interesting properties, like nonminimum phase behavior and change of steady-state gain at the main operating point. (Chen et al, 1995) propose this example as a benchmark problem for nonlinear control system design.
The following reaction describes the chemical process:
The reactor primarily transforms cyclopentadiene (substance A) to the product cyclopentenol (substance B). An unwanted subsequent reaction transforms B to cyclopentanediol (substance C). Another unwanted parallel reaction transforms A to the by-product dicyclopentadiene (substance D). The mathematical model contains the component balances for A and B:
with the reaction coefficients
as well as the energy balances for the reactor and the cooling jacket: 
Functional Engineering
Modelica system models combine physical plant models with control models. This enables the study the functional behavior of a system with simulation. Having a functional model available, the actual controller code shall be generated automatically from the control models. Figure 3 shows a system model with a CSTR and a PI control for the coolant temperature. The PI controller uses a clock and sample blocks from the Modelica_Syn-chronous library . The clock also defines the solver method ImplicitEuler to convert the controller model to discrete time.
The control task is to hold the coolant temperature at the desired operating point, in order to keep the desired concentration of product B. Figure 6 shows simulation results. The feed temperature CSTR.TF is increased periodically by 5 K. This results in higher reactor temperature and increased concentration CSTR.cB. The PI controller increases heat removal to bring the reactor back to the desired operating point.
Overall the disturbance leads to large deviations of the concentration of the product CSTR.cB from the desired operating point of 1.09 mol/l. This is because the controller sees the disturbance only indirectly if the coolant temperature increases. Moreover the reference value of the coolant temperature is not adjusted to the disturbance. 
Nonlinear inverse models for control
Feed forward is a well-known strategy to increase dynamic control performance. Modelica can invert a physical plant model analytically to get an inverse model for the feed forward path of a controller (Looye et al, 2005) . Figure 4 shows an advanced controller with nonlinear inverse model. This increases controller performance for disturbance rejection by converting feed temperature to an appropriate set point for heat removal and reference point for the coolant temperature TK_ref. Moreover, this enhances the controller with an external set point for the concentration of the product B. Figure 7 shows simulation results. During the first 1000 s the controller adjusts the heat removal for the modified reference cB_ref of 1.07 mol/l. Afterwards the disturbance in the feed temperature is rejected considerably better with feed forward control. 4. Solve the large-scale nonlinear optimization program.
The synchronous features of Modelica and the discretetime extension of FMI enable to shift steps 1 and 2 from the runtime to model translation time. Figure 5 shows the CSTR model with clock and solver method assigned.
The resulting exported FMU has the discrete-time states = ( ; ; ; ), the inputs = �̇; ;̇� and the outputs = ( ; ; ). The control task is formulated as discrete-time optimal control problem over the time horizon of 3000s with = 150 intervals of length 20s. The optimization objective is to minimize quadratic deviations of the concentration of substance B from the desired operating point. A second objective term applies a small penalty to control moves:
The manipulated extraction of heat is constrained by −9000 /ℎ <̇< 0 /ℎ, = 0, … , − 1
The discrete-time state equations in the FMU define further constraints: +1 = ( , ), = 0, … , − 1 0 = (2.14; 1.09; 114.2; 112.9)
The solver HQP collects all states and the control inputs of all time intervals into one large vector of optimization variables
This results in the large-scale mathematical program
with = dim( ), = ( + 1)dim ( ) and = 2
. HQP applies Sequential Quadratic Programming (SQP) with a sparse Interior Point QP solver to the numerical solution of the mathematical program. Figure 8 shows simulation results of the CSTR model for the optimized control trajectory 0 /ℎ The optimal solution exploits the full range between −9000 /ℎ and 0 /ℎ to arrive at the new reference value , = 1.07 / significantly faster. It rejects the disturbance for the feed temperature similar to the controller with nonlinear inverse model.
Conclusions
Modelica 3.3 introduced synchronous features that enable the rigorous treatment of discrete-time models. The Modelica_Synchronous library demonstrates the relevance of these features for control This paper proposes an extension of FMI 2.0 to make rigorous discrete-time models available for control applications. The extension is backwards compatible. It specializes generic events towards clocks for discretetime models. Tools that do not support synchronous time event handling can export the same model using generic events as known from FMI 2.0. An importing tool should parse the extensions of the XML file, in particular the Clocks section, activate periodic clocks at the specified intervals and activate inferred clocks on environment needs. Alternatively, an importing tool might reject the FMU if it finds inferred or periodic clocks in the Clocks section. Triggered clocks are activated by the FMU itself and need no support by the importing environment.
The basic concept of activation of sample times by a tool is well known from other simulation technologies, such as Simulink S-functions. The proposed FMI extension exploits the XML model description to associate clocks with variables. This enables deterministic clock propagation among multiple connected FMUs. The optional specification of integer valued clock intervals further enhances clock inference for system level design.
FMI export with synchronous features was implemented in the tools Dymola and OpenModelica. Import was implemented in the optimization solver HQP. The paper motivates the FMI extension with use cases for a highly nonlinear chemical process model. The use cases include functional engineering, nonlinear inverse models for control and nonlinear model predictive control.
The synchronous features of Modelica also include the automatic conversion of continuous-time models to discrete-time models with inline integration. This mixed symbolic/numeric approach simplifies model-based control applications considerably, because it releases an importing environment from the treatment of continuous-time differential equations and sensitivity equations. Run-time efficiency increases.
Discrete-time FMUs with inline integration are a work in progress. Development versions of OpenModelica, Dymola and HQP were used for the optimal control problem in section 4.4. Dymola 2017 was used for the nonlinear inverse model in section 4.3.
Discrete-time FMUs will serve for the investigation of parallel algorithms for automatic differentiation and numerical optimization in the PARADOM project.
