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Abstract
In the setting of a metric space equipped with a doubling measure
that supports a Poincare´ inequality, we show that a set E is of finite
perimeter if and only if H(∂1IE) < ∞, that is, if and only if the
codimension one Hausdorff measure of the 1-fine boundary of the set’s
measure theoretic interior IE is finite.
1 Introduction
Federer’s structure theorem states that a set E ⊂ Rk is of finite perimeter if
and only if H(∂∗E) is finite, see [11, Section 4.5.11]. Here H is the codimen-
sion one (in this case, k− 1-dimensional) Hausdorff measure, and ∂∗E is the
measure theoretic boundary of E. In a complete metric space X equipped
with a doubling measure that supports a Poincare´ inequality, the “only if”
direction has been shown by Ambrosio, see [1], but the “if” direction remains
open.
In this paper we define for A ⊂ X the 1-fine boundary ∂1A, which always
contains ∂∗A but can be strictly larger; for example on the real line, the
1-fine boundary coincides with the topological boundary. However, using a
fine continuity result for BV functions given in [21], we show that for any set
of finite perimeter E, denoting the measure theoretic interior of E by IE, the
∗2010 Mathematics Subject Classification: 30L99, 31E05, 26B30.
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difference ∂1IE \ ∂
∗E is H-negligible. In particular, then H(∂1IE) < ∞. In
showing this, we first prove a suitable characterization of the 1-fine boundary,
in analogy with what is known in the case p > 1, see [6, Section 7].
Then we show that the condition H(∂1IE) < ∞ is also sufficient for E
to be of finite perimeter. For this, we generalize further concepts and results
of fine potential theory from the case p > 1 to the case p = 1; all such
considerations appear to be new even in the Euclidean setting. In particular,
we study the existence of capacitary potentials and prove weak analogs of
the Cartan property for solutions of obstacle problems, and of the Choquet
property for finely open sets. These have recently been studied for p > 1 in
the metric setting in [8, 9]; see also [24] and [16] for the Euclidean theory
and its history in the unweighted and weighted settings, respectively.
Our result is the following — see Section 2 for the definitions.
Theorem 1.1. For an open set Ω ⊂ X and a µ-measurable set E ⊂ X,
we have P (E,Ω) < ∞ if and only if H(∂1IE ∩ Ω) < ∞. Furthermore, then
H((∂1IE \ ∂
∗E) ∩ Ω) = 0.
Necessity is given by Theorem 4.7 in Section 4. Sufficiency is given by
Theorem 5.1 in Section 5. The results of [23] and [21] are used extensively
in the proofs.
Acknowledgments. The research was funded by a grant from the Finnish
Cultural Foundation. The author wishes to thank Nageswari Shanmuga-
lingam for reading the manuscript and providing useful comments.
2 Preliminaries
In this section we introduce the notation, definitions, and assumptions used
in the paper.
In this paper, (X, d, µ) is a complete metric space equipped with a Borel
regular outer measure µ satisfying a doubling property, that is, there is a
constant Cd ≥ 1 such that
0 < µ(B(x, 2r)) ≤ Cd µ(B(x, r)) <∞
for every ball B = B(x, r) with center x ∈ X and radius r > 0. We assume
that X consists of at least two points. By iterating the doubling condition,
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we obtain that for any x ∈ X and y ∈ B(x,R) with 0 < r ≤ R < ∞, we
have
µ(B(y, r))
µ(B(x,R))
≥
1
C2d
( r
R
)Q
, (2.1)
where Q > 1 only depends on the doubling constant Cd. When we want
to specify that a constant C depends on the parameters a, b, . . . , we write
C = C(a, b, . . .).
A complete metric space with a doubling measure is proper, that is, closed
and bounded sets are compact. Since X is proper, for any open set Ω ⊂ X
we define Liploc(Ω) to be the space of functions that are Lipschitz in every
open Ω′ ⋐ Ω. Here Ω′ ⋐ Ω means that Ω′ is a compact subset of Ω. Other
local spaces of functions are defined similarly.
For any set A ⊂ X and 0 < R < ∞, the restricted spherical Hausdorff
content of codimension one is defined by
HR(A) := inf
{
∞∑
i=1
µ(B(xi, ri))
ri
: A ⊂
∞⋃
i=1
B(xi, ri), ri ≤ R
}
.
The codimension one Hausdorff measure of A ⊂ X is given by
H(A) := lim
R→0
HR(A).
The measure theoretic boundary ∂∗E of a set E ⊂ X is the set of points
x ∈ X at which both E and its complement have positive upper density, i.e.
lim sup
r→0
µ(B(x, r) ∩ E)
µ(B(x, r))
> 0 and lim sup
r→0
µ(B(x, r) \ E)
µ(B(x, r))
> 0.
The measure theoretic interior and exterior of E are defined respectively by
IE :=
{
x ∈ X : lim
r→0
µ(B(x, r) \ E)
µ(B(x, r))
= 0
}
(2.2)
and
OE :=
{
x ∈ X : lim
r→0
µ(B(x, r) ∩ E)
µ(B(x, r))
= 0
}
. (2.3)
Note that we always have a partitioning of the space into the disjoint sets
∂∗E, IE , andOE . Moreover, IX\E = OE. By the Lebesgue differentiation the-
orem, for a µ-measurable set E we have µ(E∆IE) = 0 and µ((X \E)∆OE) =
0, where ∆ is the symmetric difference, and so IE = IIE and ∂
∗E = ∂∗IE.
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A curve is a rectifiable continuous mapping from a compact interval into
X . The length of a curve γ is denoted by ℓγ . We will assume every curve
to be parametrized by arc-length, which can always be done (see e.g. [13,
Theorem 3.2]). A nonnegative Borel function g on X is an upper gradient of
an extended real-valued function u on X if for all curves γ, we have
|u(x)− u(y)| ≤
∫
γ
g ds, (2.4)
where x and y are the end points of γ. We interpret |u(x) − u(y)| = ∞
whenever at least one of |u(x)|, |u(y)| is infinite. Of course, by replacing
X with a set A ⊂ X and considering curves γ in A, we can talk about a
function g being an upper gradient of u in A. Upper gradients were originally
introduced in [17].
If g is a nonnegative µ-measurable function on X and (2.4) holds for 1-
almost every curve, we say that g is a 1-weak upper gradient of u. A property
holds for 1-almost every curve if it fails only for a curve family with zero 1-
modulus. A family Γ of curves is of zero 1-modulus if there is a nonnegative
Borel function ρ ∈ L1(X) such that for all curves γ ∈ Γ, the curve integral∫
γ
ρ ds is infinite.
Given an open set Ω ⊂ X , we consider the following norm
‖u‖N1,1(Ω) := ‖u‖L1(Ω) + inf ‖g‖L1(Ω),
where the infimum is taken over all 1-weak upper gradients g of u in Ω.
The substitute for the Sobolev space W 1,1(Ω) in the metric setting is the
Newton-Sobolev space
N1,1(Ω) := {u : ‖u‖N1,1(Ω) <∞}.
We understand Newton-Sobolev functions to be defined everywhere (even
though ‖ · ‖N1,1(Ω) is, precisely speaking, then only a seminorm). For more
on Newton-Sobolev spaces, we refer to [27, 5, 18].
Next we recall the definition and basic properties of functions of bounded
variation on metric spaces, following [25]. See also e.g. [2, 10, 12, 28] for the
classical theory in the Euclidean setting. For u ∈ L1loc(X), we define the total
variation of u in X by
‖Du‖(X) := inf
{
lim inf
i→∞
∫
X
gui dµ : ui ∈ Liploc(X), ui → u in L
1
loc(X)
}
,
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where each gui is an upper gradient of ui. We say that a function u ∈ L
1(X)
is of bounded variation, and denote u ∈ BV(X), if ‖Du‖(X) < ∞. By
replacing X with an open set Ω ⊂ X in the definition of the total variation,
we can define ‖Du‖(Ω). For an arbitrary set A ⊂ X , we define
‖Du‖(A) = inf{‖Du‖(Ω) : A ⊂ Ω, Ω ⊂ X is open}.
If ‖Du‖(X) < ∞, ‖Du‖(·) is a finite Radon measure on X by [25, The-
orem 3.4]. A µ-measurable set E ⊂ X is said to be of finite perimeter if
‖DχE‖(X) < ∞, where χE is the characteristic function of E. The perime-
ter of E in Ω is also denoted by
P (E,Ω) := ‖DχE‖(Ω).
Similarly as above, if P (E,Ω) <∞, then P (E, ·) is finite Radon measure on
Ω.
For any Borel sets E1, E2 ⊂ X , we have by [25, Proposition 4.7]
P (E1 ∪ E2, X) ≤ P (E1, X) + P (E2, X).
The proof works equally well for µ-measurable E1, E2 ⊂ X and with X
replaced by any open set Ω. Then by approximation from the outside by
open sets, we obtain for any A ⊂ X
P (E1 ∪ E2, A) ≤ P (E1, A) + P (E2, A). (2.5)
We have the following coarea formula from [25, Proposition 4.2]: if U ⊂ X
is an open set and u ∈ L1loc(U), then
‖Du‖(U) =
∫ ∞
−∞
P ({u > t}, U) dt. (2.6)
We will assume throughout that X supports a (1, 1)-Poincare´ inequality,
meaning that there exist constants CP ≥ 1 and λ ≥ 1 such that for every ball
B(x, r), every locally integrable function u on X , and every upper gradient
g of u, we have ∫
B(x,r)
|u− uB(x,r)| dµ ≤ CP r
∫
B(x,λr)
g dµ,
where
uB(x,r) :=
∫
B(x,r)
u dµ :=
1
µ(B(x, r))
∫
B(x,r)
u dµ.
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The (1, 1)-Poincare´ inequality implies the so-called Sobolev-Poincare´ inequal-
ity, see e.g. [5, Theorem 4.21], and by applying the latter to approximating
locally Lipschitz functions in the definition of the total variation, we get
the following Sobolev-Poincare´ inequality for BV functions. For every ball
B(x, r) and every u ∈ L1loc(X), we have(∫
B(x,r)
|u− uB(x,r)|
Q/(Q−1) dµ
)(Q−1)/Q
≤ CSP r
‖Du‖(B(x, 2λr))
µ(B(x, 2λr))
,
where Q is the exponent from (2.1) and CSP = CSP (Cd, CP , λ) ≥ 1 is a
constant. For a µ-measurable set E ⊂ X , this implies (see e.g. [20, Equation
(3.1)])
1
2
(
min{µ(B(x, r) ∩ E), µ(B(x, r) \E)}
µ(B(x, r))
)(Q−1)/Q
≤ CSP r
P (E,B(x, 2λr))
µ(B(x, 2λr))
.
Rearranged, this implies
min{µ(B(x, r) ∩ E), µ(B(x, r) \ E)}
≤ 2CSP r
(
min{µ(B(x, r) ∩ E), µ(B(x, r) \ E)}
µ(B(x, r))
)1/Q
P (E,B(x, 2λr)).
(2.7)
Moreover, the (1, 1)-Poincare´ inequality implies the following Sobolev in-
equality. If x ∈ X , 0 < r < 1
4
diam(X), and u ∈ N1,1(X) with u = 0 in
X \B(x, r), then ∫
B(x,r)
|u| dµ ≤ CSr
∫
B(x,r)
gu dµ (2.8)
for any upper gradient gu of u and a constant CS = CS(Cd, CP ) ≥ 1, see
[5, Theorem 5.51]. By approximation, we obtain that for any x ∈ X , any
0 < r < 1
4
diam(X), and any µ-measurable set E ⊂ B(x, r), we have
µ(E) ≤ CSrP (E,X). (2.9)
The 1-capacity of a set A ⊂ X is given by
Cap1(A) := inf ‖u‖N1,1(X), (2.10)
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where the infimum is taken over all functions u ∈ N1,1(X) such that u ≥ 1
in A. We know that Cap1 is an outer capacity, meaning that
Cap1(A) = inf{Cap1(U) : U ⊃ A is open}
for any A ⊂ X , see e.g. [5, Theorem 5.31]. If a property holds outside a
set A ⊂ X with Cap1(A) = 0, we say that it holds 1-quasieverywhere. If
u ∈ N1,1(X), then ‖u− v‖N1,1(X) = 0 if and only if u = v 1-quasieverywhere,
see [5, Proposition 1.61].
The variational 1-capacity of a set A ⊂ D with respect to a set D ⊂ X
is given by
cap1(A,D) := inf
∫
X
gu dµ,
where the infimum is taken over functions u ∈ N1,1(X) and upper gradients
gu of u such that u ≥ 1 in A (equivalently, 1-quasieverywhere in A) and
u = 0 in X \D. We know that cap1 is also an outer capacity, in the sense
that if Ω ⊂ X is a bounded open set and A ⋐ Ω, then
cap1(A,Ω) = inf{cap1(U) : U open, A ⊂ U ⊂ Ω},
see [5, Theorem 6.19]. For basic properties satisfied by capacities, such as
monotonicity and countable subadditivity, see e.g. [5].
Given a set E ⊂ X of finite perimeter, for H-almost every x ∈ ∂∗E we
have
γ ≤ lim inf
r→0
µ(B(x, r) ∩ E)
µ(B(x, r))
≤ lim sup
r→0
µ(B(x, r) \ E)
µ(B(x, r))
≤ 1− γ, (2.11)
where γ ∈ (0, 1/2] only depends on the doubling constant and the constants
in the Poincare´ inequality, see [1, Theorem 5.4]. For an open set Ω ⊂ X and
a µ-measurable set E ⊂ X with P (E,Ω) < ∞, we know that for any Borel
set A ⊂ Ω,
P (E,A) =
∫
∂∗E∩A
θE dH, (2.12)
where θE : X → [α,Cd] with α = α(Cd, CP , λ) > 0, see [1, Theorem 5.3] and
[3, Theorem 4.6].
The lower and upper approximate limits of an extended real-valued func-
tion u on X are defined respectively by
u∧(x) := sup
{
t ∈ R : lim
r→0
µ(B(x, r) ∩ {u < t})
µ(B(x, r))
= 0
}
(2.13)
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and
u∨(x) := inf
{
t ∈ R : lim
r→0
µ(B(x, r) ∩ {u > t})
µ(B(x, r))
= 0
}
. (2.14)
Note that for u = χE with E ⊂ X , we have x ∈ IE if and only if
u∧(x) = u∨(x) = 1, x ∈ OE if and only if u
∧(x) = u∨(x) = 0, and x ∈ ∂∗E if
and only if u∧(x) = 0 and u∨(x) = 1.
We understand BV functions to be µ-equivalence classes. To consider fine
properties, we need to consider the pointwise representatives u∧ and u∨.
We need to generalize concepts of fine potential theory from the case
p > 1 to the case p = 1. The following definition can be taken directly from
e.g. [9].
Definition 2.1. A set A ⊂ X is 1-quasiopen if for every ε > 0 there is an
open set G ⊂ X with Cap1(G) < ε such that A ∪G is open.
Next we define the fine topology in the case p = 1.
Definition 2.2. We say that A ⊂ X is 1-thin at the point x ∈ X if
lim
r→0
r
cap1(B(x, r) ∩A,B(x, 2r))
µ(B(x, r))
= 0.
We also say that a set U ⊂ X is 1-finely open if X \ U is 1-thin at every
x ∈ U . Then we define the 1-fine topology as the collection of 1-finely open
sets on X .
We denote the 1-fine interior of a set G ⊂ X , i.e. the largest 1-finely
open set contained in G, by fine-intG. We denote the 1-fine closure of a set
G ⊂ X , i.e. the smallest 1-finely closed set containing G, by G
1
. We define
the 1-fine boundary of a set G ⊂ X by ∂1G := G
1
\ fine-intG.
Finally, we define the 1-base b1G of a set G ⊂ X as the set of points
where G is not 1-thin.
Note that always b1G ⊂ G
1
. See [21, Section 4] for motivation of the
definition of 1-thinness, and for a proof of the fact that the 1-fine topology
is indeed a topology.
3 The 1-fine boundary
In this section we give a suitable characterization of the 1-fine boundary.
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Lemma 3.1. For any A ⊂ X, we have IA ∪ ∂
∗A ⊂ b1A and ∂
∗A ⊂ ∂1A.
Proof. Suppose x ∈ X \ b1A, so that
lim
r→0
r
cap1(B(x, r) ∩A,B(x, 2r))
µ(B(x, r))
= 0.
By the definition of the variational capacity, for every r > 0 we find a non-
negative function ur ∈ N
1,1(X) such that ur ≥ 1 in B(x, r) ∩ A, ur = 0 in
X \B(x, 2r), and ur has an upper gradient gr with
r
µ(B(x, r))
∫
X
gr dµ→ 0 as r → 0.
But by the Sobolev inequality (2.8),
lim sup
r→0
µ(B(x, r) ∩ A)
µ(B(x, r))
≤ lim sup
r→0
Cd
∫
B(x,2r)
ur dµ
≤ lim sup
r→0
2CSCdr
∫
B(x,2r)
gr dµ = 0.
Thus x /∈ IA ∪ ∂
∗A.
To prove the second claim, note that by the first claim,
A
1
⊃ b1A ⊃ IA ∪ ∂
∗A
and
fine-intA = X \X \ A
1
⊂ X \ b1(X \ A)
⊂ X \ (IX\A ∪ ∂
∗A) = X \ (OA ∪ ∂
∗A) = IA.
By combining these, we obtain ∂1A = A
1
\ fine-intA ⊃ ∂∗A.
Next we gather some known results.
Lemma 3.2 ([21, Lemma 4.3]). Let x ∈ X, let r > 0, and let G ⊂ X be a
µ-measurable set with
µ(B(x, 2r) ∩G)
µ(B(x, 2r))
≤
1
2C
⌈log
2
(128λ)⌉
d
. (3.1)
Then for some constant C1 = C1(Cd, CP , λ),
cap1(B(x, r) ∩ IG, B(x, 2r)) ≤ C1P (G,B(x, 2r)).
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Moreover, it is straightforward to show that for any set A ⊂ X and any
ball B(x, r),
cap1(B(x, r) ∩ A,B(x, 2r)) ≤ CdH(B(x, r) ∩ A). (3.2)
This can be deduced by using suitable cutoff functions.
In the particular case of a set of finite perimeter, the 1-fine closure is
essentially just the measure theoretic closure; this is essentially contained in
[21, Proposition 4.4], but we repeat the proof here.
Lemma 3.3. Let E ⊂ X be a set of finite perimeter. Then there exists a
H-negligible set N ⊂ X such that
IE
1
⊂ IE ∪ ∂
∗E ∪N.
Proof. By [4, Theorem 2.4.3] we know that if ν is a Radon measure on X ,
t > 0, and A ⊂ X is a Borel set for which we have
lim sup
r→0
r
ν(B(x, r))
µ(B(x, r))
≥ t
for all x ∈ A, then ν(A) ≥ tH(A). Since E is of finite perimeter, we have
H(∂∗E) < ∞ by (2.12). By using (3.2) and the above density result with
ν = H|∂∗E , we get
lim sup
r→0
r
cap1(B(x, r) ∩ ∂
∗E,B(x, 2r))
µ(B(x, r))
≤ Cd lim sup
r→0
r
H(B(x, r) ∩ ∂∗E)
µ(B(x, r))
= 0
(3.3)
for H-almost every x ∈ X \ ∂∗E, that is, for every x ∈ X \ (∂∗E ∪ N) with
H(N) = 0.
By Lemma 3.2, if x ∈ X and r > 0 satisfy
µ(B(x, 2r) ∩ E)
µ(B(x, 2r))
≤
1
2C
⌈log
2
(128λ)⌉
d
,
then cap1(B(x, r) ∩ IE, B(x, 2r)) ≤ C1P (E,B(x, 2r)). Thus we get for all
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x ∈ X \ (IE ∪ ∂
∗E ∪N)
lim sup
r→0
r
cap1(B(x, r) ∩ IE, B(x, 2r))
µ(B(x, r))
≤ C1 lim sup
r→0
r
P (E,B(x, 2r))
µ(B(x, r))
(2.12)
≤ C1Cd lim sup
r→0
r
H(∂∗E ∩ B(x, 2r))
µ(B(x, r))
≤ C1C
2
d lim sup
r→0
r
H(∂∗E ∩ B(x, 2r))
µ(B(x, 2r))
= 0
by the equality in (3.3). By combining this with (3.3), and (3.2) with A = N ,
we have
lim sup
r→0
r
cap1(B(x, r) ∩ (IE ∪ ∂
∗E ∪N), B(x, 2r))
µ(B(x, r))
= 0
for all x ∈ X \ (IE ∪ ∂
∗E ∪N). Thus IE ∪ ∂
∗E ∪N ⊃ IE is a 1-finely closed
set, so that IE
1
⊂ IE ∪ ∂
∗E ∪N .
Theorem 3.4 ([21, Corollary 5.4]). Let u ∈ N1,1(X). Then u is continuous
(in the sense of a real-valued function) with respect to the 1-fine topology
1-quasieverywhere.
By [14, Theorem 4.3, Theorem 5.1] we know that if A ⊂ X ,
Cap1(A) = 0 if and only if H(A) = 0. (3.4)
Lemma 3.5. Let x ∈ X, let 0 < r < diam(X)/8, and let A ⊂ B(x, r) with
r
cap1(A,B(x, 2r))
µ(B(x, r))
≤
1
8CSC
⌈log
2
(128λ)⌉
d
. (3.5)
Then we have
cap1(B(x, r) ∩ A
1
, B(x, 2r)) ≤ C1 cap1(A,B(x, 2r)),
where C1 = C1(Cd, CP , λ) is the constant from Lemma 3.2.
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Proof. Fix ε > 0. By the definition of the variational capacity and the fact
that it is an outer capacity, we can pick u ∈ N1,1(X) with u ≥ 1 in a
neighborhood of A, u = 0 in X \B(x, 2r), and
cap1(A,B(x, 2r)) + ε ≥
∫
X
gu dµ ≥ ‖Du‖(X),
where gu is an upper gradient of u, and where the last inequality follows from
the fact that Lipschitz functions are dense in N1,1(X), see e.g. [5, Theorem
5.1]. By using the coarea formula (2.6), we find a number t ∈ (0, 1) such that
P ({u > t}, X) ≤ ‖Du‖(X) ≤ cap1(A,B(x, 2r)) + ε. (3.6)
By the isoperimetric inequality (2.9), we have
µ({u > t}) ≤ 2CSrP ({u > t}, X)
≤ 2CSr cap1(A,B(x, 2r)) + 2CSrε
(3.5)
≤ 2CSr
µ(B(x, r))
8CSC
⌈log
2
(128λ)⌉
d r
+ 2CSrε
=
µ(B(x, r))
4C
⌈log
2
(128λ)⌉
d
+ 2CSrε.
Thus by assuming that ε ≤ µ(B(x, r))/(8CSC
⌈log
2
(128λ)⌉
d r), we have
µ({u > t})
µ(B(x, 2r))
≤
µ({u > t})
µ(B(x, r))
≤
1
2C
⌈log
2
(128λ)⌉
d
,
and now by Lemma 3.2 we have
cap1(B(x, r) ∩ I{u>t}, B(x, 2r)) ≤ C1P ({u > t}, B(x, 2r))
≤ C1P ({u > t}, X)
≤ C1 cap1(A,B(x, 2r)) + C1ε.
(3.7)
by (3.6). Again by the definition of the variational capacity, we find a function
v ∈ N1,1(X) with v ≥ 1 in B(x, r) ∩ I{u>t}, v = 0 in X \B(x, 2r), and∫
X
gv dµ ≤ cap1(B(x, r) ∩ I{u>t}, B(x, 2r)) + ε, (3.8)
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where gv is an upper gradient of v. Note that
A ⊂ B(x, r) ∩ int({u > t}) ⊂ B(x, r) ∩ I{u>t}. (3.9)
For a suitable H-negligible set N ⊂ X , by (3.9) and Lemma 3.3 we have
B(x, r)∩A
1
⊂ B(x, r)∩ I{u>t}
1
⊂ B(x, r)∩ (I{u>t}∪∂
∗{u > t}∪N). (3.10)
Let N˜ ⊂ X be the set of points where v is not 1-finely continuous. By
Theorem 3.4, Cap1(N˜) = 0, and then by (3.4), also H(N˜) = 0. If y ∈
B(x, r) ∩ ∂∗{u > t} \ N˜ , we deduce y ∈ B(x, r) ∩ b1I{u>t} \ N˜ by applying
Lemma 3.1 with A = I{u>t} and noting that ∂
∗{u > t} = ∂∗I{u>t}. Thus
necessarily v(y) ≥ 1. Thus v ≥ 1 1-quasieverywhere in the set
B(x, r) ∩ (I{u>t} ∪ ∂
∗{u > t} ∪N).
Thus by (3.10), v ≥ 1 1-quasieverywhere in B(x, r)∩A
1
, and so by (3.7) and
(3.8), we get
cap1(B(x, r) ∩A
1
, B(x, 2r)) ≤
∫
X
gv dµ ≤ C1 cap1(A,B(x, 2r)) + C1ε+ ε.
Letting ε→ 0, we obtain the result.
Now we can give a suitable characterization of the 1-fine interior. We
take the proof almost directly from [6, Proposition 7.8], where it is given for
p > 1.
Proposition 3.6. Let A ⊂ X. Then fine-intA = A \ b1(X \ A).
Proof. If x ∈ fine-intA, then by definition X \ fine-intA is 1-thin at x, and
thus so is X \ A. Thus x ∈ A \ b1(X \ A).
Conversely, assume that X \ A is 1-thin at x ∈ A, i.e.
lim
r→0
r
cap1(B(x, r) \ A,B(x, 2r))
µ(B(x, 2r))
= 0. (3.11)
For every r > 0, let Fr := B(x, r) \ A
1
. Fix s > 0. We show that Fs is 1-thin
at x. By (3.11) it suffices to show that for sufficiently small 0 < r ≤ s,
cap1(B(x, r) ∩ Fs, B(x, 2r)) ≤ C cap1(B(x, r) \ A,B(x, 2r)) (3.12)
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for some constant C > 0. Note that for 0 < r ≤ s, Fr ∪ (X \ B(x, r)) is
1-finely closed and contains X \ A, and hence also contains Fs. Thus
B(x, r) ∩ Fs ⊂ B(x, r) ∩ (Fr ∪ (X \B(x, r))) = B(x, r) ∩ Fr.
Thus
cap1(B(x, r) ∩ Fs, B(x, 2r)) ≤ cap1(B(x, r) ∩ Fr, B(x, 2r))
≤ C1 cap1(B(x, r) \ A,B(x, 2r))
for sufficiently small 0 < r ≤ s by Lemma 3.5. This establishes (3.12), and
thus Fs is 1-thin at x. The set B(x, s) \ Fs is 1-finely open and contained
in A, and since Fs is 1-thin at x, the set (B(x, s) \ Fs) ∪ {x} is also 1-finely
open, and contained in A. Thus (B(x, s) \ Fs) ∪ {x} ⊂ fine-intA, and so
x ∈ fine-intA.
Now we can characterize the 1-fine closure and the 1-fine boundary in the
following way.
Corollary 3.7. Let A ⊂ X. Then A
1
= A ∪ b1A and
∂1A = (A ∩ b1(X \ A)) ∪ ((X \ A) ∩ b1A).
Proof. Note that A
1
= X \ fine-int(X \ A). Thus by Proposition 3.6,
A
1
= X \ ((X \ A) \ b1A) = A ∪ b1A.
Then
∂1A = A
1
\ fine-intA = (A ∪ b1A) \ (A \ b1(X \ A))
= (A ∪ b1A) ∩ ((X \ A) ∪ b1(X \ A))
= (A ∩ b1(X \ A)) ∪ (b1A ∩ (X \ A)).
The following proposition can be taken directly from [9, Lemma 4.8],
where it is given in the case p > 1. The proof is also verbatim the same,
except that instead of referring to [9, Theorem 4.3] we refer to Theorem 3.4.
Proposition 3.8. Let A ⊂ X. Then Cap1(A
1
) = Cap1(A). If A ⊂ D ⊂ X,
then
cap1(A,D) = cap1(A
1
∩D,D).
If furthermore cap1(A,D) <∞, then Cap1(A
1
\ fine-intD) = 0 and
cap1(A,D) = cap1(A
1
∩ fine-intD, fine-intD).
14
4 Necessity of H(∂1IE) <∞
In this section we consider the quasicontinuity and fine continuity properties
of BV functions and in particular sets of finite perimeter, and show that
every set of finite perimeter E satisfies the condition H(∂1IE) <∞.
The following quasicontinuity-type result is essentially given by [23, The-
orem 1.1], and later proved in precisely the given form in the below reference.
Recall the definitions of the lower and upper approximate limits u∧ and u∨
from (2.13) and (2.14).
Theorem 4.1 ([22, Corollary 4.3]). Let Ω ⊂ X be an open set, let E ⊂ X
be a µ-measurable set with P (E,Ω) < ∞, and let ε > 0. Then there exists
an open set G ⊂ Ω with Cap1(G) < ε such that if yk → x with yk, x ∈ Ω \G,
then
min{|χ∧E(yk)− χ
∧
E(x)|, |χ
∧
E(yk)− χ
∨
E(x)|} → 0
and
min{|χ∨E(yk)− χ
∧
E(x)|, |χ
∨
E(yk)− χ
∨
E(x)|} → 0.
Recall that a set A ⊂ X is 1-quasiopen if for every ε > 0 there is an open
set G ⊂ X with Cap1(G) < ε such that A ∪G is open.
Proposition 4.2. Let Ω ⊂ X be an open set and let E ⊂ X be a µ-
measurable set with P (E,Ω) < ∞. Then the sets IE ∩ Ω and OE ∩ Ω are
1-quasiopen.
Proof. Let ε > 0. Let G ⊂ Ω be an open set obtained by applying Theorem
4.1, so that Cap1(G) < ε. Let V := (IE ∩ Ω) ∪ G. To check that V is
open, note first that if x ∈ G, then of course B(x, r) ⊂ G ⊂ V for some
r > 0. If x ∈ (IE ∩ Ω) \ G, then by Theorem 4.1 there exists r > 0 with
B(x, r) \G ⊂ (IE ∩ Ω) \G, and thus
B(x, r) ⊂ (IE ∩ Ω) ∪G = V.
Thus V is open.
Since P (X \E,Ω) = P (E,Ω) and OE = IX\E , also OE∩Ω is 1-quasiopen.
The following fact and its proof are essentially the same as in the case
p > 1, see [8, Theorem 1.4].
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Proposition 4.3. Every 1-quasiopen set A ⊂ X is the union of a 1-finely
open set and a H-negligible set.
Proof. Take open sets Gj ⊂ X with Cap1(Gj) < 2
−j , j ∈ N, such that each
A∪Gj is an open set. By Proposition 3.8 we have Cap1(Gj
1
) = Cap1(Gj) <
2−j. Let D := A ∩
⋂
j∈NGj
1
, so that Cap1(D) = 0, and then also H(D) = 0
by (3.4). Then for each j ∈ N, A \Gj
1
= A∪Gj \Gj
1
is a 1-finely open set,
since it is the intersection of an open set and a 1-finely open set. The set
V :=
⋃
j∈N
(A \Gj
1
) = A \D
is a 1-finely open set, since it is the union of 1-finely open sets, and A =
V ∪D.
Proposition 4.4. Let Ω ⊂ X be an open set and let E ⊂ X be a µ-
measurable set with P (E,Ω) <∞. Then each of the sets IE ∩Ω and OE ∩Ω
is the union of a 1-finely open set and a H-negligible set.
Proof. Combine Propositions 4.2 and 4.3.
Recall the characterizations of the 1-fine closure and the 1-fine boundary
given in Corollary 3.7. When we consider measure theoretic interiors, things
are simplified somewhat further.
Lemma 4.5. For any µ-measurable set E ⊂ X, we have IE
1
= b1IE and
X \ IE
1
= b1(X \ IE).
Proof. Applying Corollary 3.7, and the first claim of Lemma 3.1 with A = IE ,
and noting that IA = IE, we obtain
IE
1
= IE ∪ b1IE = b1IE .
Similarly, by applying Corollary 3.7,
X \ IE
1
= (X \ IE) ∪ b1(X \ IE) = OE ∪ ∂
∗E ∪ b1(X \ IE) = b1(X \ IE),
where the last equality follows from the first claim of Lemma 3.1 with A =
X \ IE, by noting that IA = OE and ∂
∗A = ∂∗E.
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Lemma 4.6. For any µ-measurable set E ⊂ X, we have
∂1IE = b1IE ∩ b1(X \ IE).
Proof. By the definition of the 1-fine boundary and Lemma 4.5, we have
∂1IE = IE
1
∩X \ IE
1
= b1IE ∩ b1(X \ IE).
Note that by Lemma 3.1, for any µ-measurable set E ⊂ X we have
∂∗E ⊂ ∂1IE . On the other hand, when E is of finite perimeter, these sets
almost coincide. This is the content of the following theorem that is the main
result of this section.
Theorem 4.7. Let Ω ⊂ X be an open set and let E ⊂ X be a µ-measurable
set with P (E,Ω) <∞. Then H((∂1IE \ ∂
∗E) ∩ Ω) = 0, and so in particular
H(∂1IE ∩ Ω) <∞.
Proof. By Proposition 4.4 we know that there exist 1-finely open sets A1, A2 ⊂
X and H-negligible sets N1, N2 ⊂ X such that IE ∩ Ω = A1 ∪ N1 and
OE ∩ Ω = A2 ∪ N2. Take x ∈ Ω \ (∂
∗E ∪ N1 ∪ N2). Thus x ∈ A1 ∪ A2.
Suppose x ∈ A1. Then
r
cap1(B(x, r) \ IE, B(x, 2r))
µ(B(x, r))
≤ r
cap1(B(x, r) \ A1, B(x, 2r))
µ(B(x, r))
→ 0
as r → 0, since A1 is a 1-finely open set. Thus x /∈ b1(X \IE), and by Lemma
4.6, x /∈ ∂1IE. If x ∈ A2, similarly
r
cap1(B(x, r) ∩ IE , B(x, 2r))
µ(B(x, r))
≤ r
cap1(B(x, r) \OE, B(x, 2r))
µ(B(x, r))
≤ r
cap1(B(x, r) \ A2, B(x, 2r))
µ(B(x, r))
→ 0
as r → 0, since A2 is a 1-finely open set. Thus x /∈ b1IE, and so x /∈ ∂
1IE . In
conclusion, (∂1IE \∂
∗E)∩Ω ⊂ N1∪N2, so that H((∂
1IE \∂
∗E)∩Ω) = 0. By
(2.12) we know that H(∂∗E ∩ Ω) <∞, so now also H(∂1IE ∩ Ω) <∞.
Note that we have the following.
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Lemma 4.8. For any µ-measurable set E ⊂ X, we have ∂1IE = ∂
1OE.
Proof. Fix x ∈ ∂1OE. Then x ∈ b1OE by Lemma 4.6, and thus x ∈ b1(X\IE).
We need to show that also x ∈ b1IE. Note that for any r > 0, B(x, r)∩b1IE ⊂
b1(B(x, r) ∩ IE). By using Proposition 3.8 and the first claim of Lemma 3.1
with A = IE (note that IA = IE), we obtain that
lim sup
r→0
r
cap1(B(x, r) ∩ IE, B(x, 2r))
µ(B(x, r))
≥ lim sup
r→0
r
cap1(b1(B(x, r) ∩ IE), B(x, 2r))
µ(B(x, r))
≥ lim sup
r→0
r
cap1(B(x, r) ∩ b1IE , B(x, 2r))
µ(B(x, r))
≥ lim sup
r→0
r
cap1(B(x, r) ∩ (IE ∪ ∂
∗IE), B(x, 2r))
µ(B(x, r))
= lim sup
r→0
r
cap1(B(x, r) \OE, B(x, 2r))
µ(B(x, r))
> 0,
since x ∈ b1(X \OE) by Lemma 4.6. Thus x ∈ ∂
1IE.
Remark 4.9. Despite the above lemma, ∂1IE seems in some way a strange
set to consider, since we seem to obtain it by first taking an open set in the
measure topology, and by then taking the boundary in a different topology,
namely the 1-fine topology. To clarify the issue somewhat, let us see what
happens if we define the measure topology in a more axiomatic way than is
used in defining IE, OE, and ∂
∗E. We say that a set U ⊂ X is 0-finely open
if
lim
r→0
µ(B(x, r) \ U)
µ(B(x, r))
= 0
for every x ∈ U , that is, U ⊂ IU . Then as in Definition 2.2, for any G ⊂ X we
can define the 0-fine interior 0-fine-intG, the 0-fine closure G
0
, and the 0-fine
boundary ∂0G := G
0
\ 0-fine-intG. Moreover, let b0G be the set of points
where the density of G is not zero (somewhat confusingly), i.e. b0G = X\OG.
Analogously to Proposition 3.6 and Corollary 3.7, we can then show that
0-fine-intG = G \ b0(X \G), G
0
= G ∪ b0G,
and
∂0G = (G ∩ b0(X \G)) ∪ ((X \G) ∩ b0G).
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Then as in Lemma 4.6, we have at least for any µ-measurable set E ⊂ X
∂0IE = b0IE ∩ b0(X \ IE).
But this is exactly ∂∗IE = ∂
∗E. Thus the measure theoretic boundary ∂∗E
is the boundary of IE in the 0-fine topology (and not of E). Moreover, IE
is not the same as 0-fine-intE = E ∩ IE , so perhaps IE should be viewed
only as a measure theoretic concept, and not a topological one. Now the
conclusion of Theorem 4.7 can be reformulated in the more symmetric fashion
H(∂1IE \ ∂
0IE) = 0.
Example 4.10. Let X = R2 (unweighted), and consider the slit disk
E = B(0, 1) \ {x = (x1, x2) : x1 > 0, x2 = 0}.
Note that the 1-dimensional Hausdorff measure H1 is comparable to the
codimension one Hausdorff measureH. Now ∂∗E = ∂B(0, 1) and P (E,R2) =
H1(∂∗E) = 2π. From Corollary 3.7 it follows that ∂1E = ∂E, so that
∂1E\∂∗E consists of the slit, and soH(∂1E\∂∗E) > 0. Similarly, fine-intE =
E, and thus also H(∂1 fine-intE \ ∂∗E) > 0.
Thus in Theorem 4.7, we cannot replace IE by either E or fine-intE.
Example 4.11. Let X = R (unweighted). For any x ∈ R, r > 0, and A ⊂ R
with B(x, r) ∩A 6= ∅ we have
cap1(B(x, r) ∩ A,B(x, 2r)) ≥ 2.
Thus we find that the metric topology and the 1-fine topology coincide, and
so for any A ⊂ R we have ∂1A = ∂A. For a set of finite perimeter E ⊂ R,
the result H(∂1IE \ ∂
∗E) = 0 thus implies that ∂IE = ∂
∗E, since H is now
(comparable to) the counting measure. Thus IE is a good representative of
E, a well-known result on the real line, see e.g. [2, Sections 3.2 & 3.5].
On the other hand, if we define
E := R \
⋃
j∈N
[2−j, 2−j + 2−2j ],
then clearly P (E,R) = ∞ and 0 ∈ IE . If U ⊃ IE is an open set, then U
contains a neighborhood of the origin and thus U \ IE 6= ∅. Thus Cap1(U \
IE) ≥ 2, since every point has 1-capacity 2. Thus IE is not a 1-quasiopen set.
Moreover, H(∂1IE \ ∂
∗E) = H({0}) > 0, so the conclusions of Proposition
4.2 and Theorem 4.7 do not necessarily hold unless E is of finite perimeter.
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Given a set of finite perimeter E ⊂ X , if we denote by ΣγE the subset
of ∂∗E where (2.11) holds, we know that H(∂∗E \ ΣγE) = 0. Theorem 4.7
then shows that the difference between ∂∗E and the a priori larger set ∂1IE
is also H-negligible. In conclusion, the boundary of a set of finite perimeter
is quite regular in the sense that all of these sets almost coincide.
5 Sufficiency of H(∂1IE) <∞
In this section we prove that the condition H(∂1IE) < ∞ is also sufficient
for E to be of finite perimeter.
Theorem 5.1. Let Ω ⊂ X be an open set, let E ⊂ X be a µ-measurable set,
and assume that H(∂1IE ∩ Ω) <∞. Then P (E,Ω) <∞.
In proving this result, we will need to study the concept of capacitary
potential in the case p = 1. Given an open set U ⊂ X and an arbitrary set
H ⊂ U , we define the variational BV-capacity by
capBV(H,U) := inf ‖Du‖(X),
where the infimum is taken over functions u ∈ L1loc(X) with u ≥ 1 in a
neighborhood of H and u = 0 in X \ U .
Note that by the coarea formula (2.6), we know that in fact
capBV(H,U) = inf P (D,X),
where the infimum is taken over µ-measurable sets D ⊂ U containing a
neighborhood of H . Now we give a new characterization of the variational
BV-capacity. First we take note of the following lemmas.
Lemma 5.2 ([21, Lemma 3.1]). For any G ⊂ X, we can find an open set
V ⊃ G with Cap1(V ) ≤ C2Cap1(G) and P (V,X) ≤ C2Cap1(G), where
C2 = C2(Cd, CP , λ).
Lemma 5.3 ([22, Lemma 3.9]). Let Ω ⊂ X be an open set and let u ∈ L1loc(Ω)
with ‖Du‖(Ω) < ∞. Then for every ε > 0 there exists δ > 0 such that if
A ⊂ Ω with Cap1(A) < δ, then ‖Du‖(A) < ε.
Proposition 5.4. Given an open set U ⊂ X and H ⊂ U , we have
capBV(H,U) = inf P (D,X),
where the infimum is taken over µ-measurable sets D ⊂ U with H ⊂ ID.
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Proof. One inequality is clear. To prove the opposite inequality, we can
assume that there exists a µ-measurable set D ⊂ U with H ⊂ ID and
P (D,X) < ∞. By applying the coarea formula (2.6), we find open sets
Ui ⋐ U with U =
⋃
i∈N Ui, and P (Ui, X) < ∞ for each i ∈ N. Fix ε > 0,
and then fix i ∈ N. By Lemma 5.3 there exists δ ∈ (0, ε) such that if A ⊂ X
with Cap1(A) < δ, then
P (Ui, A) <
2−i−1αε
Cd
; (5.1)
recall the constant α from (2.12). By Proposition 4.2 we find a set Gi ⊂ X
with
Cap1(Gi) <
2−i−1αδ
CdC2
such that (ID ∩ Ui) ∪ Gi is an open set. By Lemma 5.2 we find an open
set Vi ⊃ Gi with Cap1(Vi) < δ and P (Vi, X) < 2
−i−1αε/Cd. By Proposition
3.8, also Cap1(IVi) < δ. Clearly ∂
∗(Ui ∩ Vi) ⊂ (∂
∗Ui ∩ IVi) ∪ ∂
∗Vi. By (2.5),
P (Ui ∪ Vi, X) <∞, and then by (2.12),
P (Ui ∩ Vi, X) ≤ CdH(∂
∗(Ui ∩ Vi))
≤ Cd(H(∂
∗Ui ∩ IVi) +H(∂
∗Vi))
≤ Cdα
−1(P (Ui, IVi) + P (Vi, X))
(5.1)
≤ Cdα
−1(2−i−1αε/Cd + 2
−i−1αε/Cd)
= 2−iε.
(5.2)
This can be done for each i ∈ N, and then the set
(ID ∩ U) ∪
⋃
i∈N
(Ui ∩ Vi) =
⋃
i∈N
(ID ∪ Vi) ∩ Ui =
⋃
i∈N
((ID ∩ Ui) ∪ Vi) ∩ Ui
contains H , is contained in U , and is an open set since each (ID ∩ Ui) ∪ Vi
and each Ui is an open set. Moreover, by the fact that µ((ID ∩ U)∆D) = 0,
and by the lower semicontinuity and subadditivity (2.5) of perimeter,
P
(
(ID ∩ U) ∪
⋃
i∈N
(Ui ∩ Vi), X
)
= P
(
D ∪
⋃
i∈N
(Ui ∩ Vi), X
)
≤ P (D,X) +
∑
i∈N
P (Ui ∩ Vi, X)
≤ P (D,X) + ε
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by (5.2). Since ε > 0 was arbitrary, we obtain the result.
Remark 5.5. The above proposition essentially states that the BV-capacity
turns out to be an outer capacity even if we do not define it as such. This is
similar to [7, Theorem 4.1], where it is shown that the variational capacity
capp is an outer capacity under very weak assumptions.
Moreover, Proposition 5.4 and another application of the coarea formula
give
capBV(H,U) = inf ‖Du‖(X), (5.3)
where the infimum is taken over functions u ∈ L1loc(X) with u
∧ ≥ 1 in H and
u = 0 in X \ U (more precisely, u = 0 µ-almost everywhere in X \ U ; recall
that we understand BV functions to be µ-equivalence classes).
Following the definitions and terminology used in the case p > 1, we give
the following definition.
Definition 5.6. Given an open set U ⊂ X and H ⊂ U , we say that a
µ-measurable set D ⊂ U is a 1-capacitary potential for H in U if H ⊂ ID
and
P (D,X) = capBV(H,U) <∞.
Of course, Proposition 5.4 guarantees that this definition makes sense.
Almost any example on the real line shows that a 1-capacitary potential is
not unique, contrary to the case p > 1. However, we have the following
existence result.
Proposition 5.7. Let U ⊂ X be an open set and let H ⊂ X with IH ⊂ U .
If capBV(IH , U) <∞, then a 1-capacitary potential for IH in U exists.
Note that here we do not even need H to be µ-measurable. However, it
can be shown that IH , OH, and ∂
∗H are still Borel sets.
Proof. Take a sequence of µ-measurable sets Di ⊂ U with IH ⊂ IDi and
P (Di, X)→ capBV(IH , U).
By the weak compactness of BV functions, see [25, Theorem 3.7], there
exists D ⊂ U such that by passing to a subsequence (not relabeled), χDi →
χD in L
1
loc(X). By the lower semicontinuity of perimeter with respect to
convergence in L1loc(X), we have
P (D,X) ≤ lim inf
i→∞
P (Di, X) = capBV(IH , U).
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Fix x ∈ X and R > 0. Since also χX\Di → χX\D in L
1
loc(X), we have
µ(B(x,R) ∩ IH \D) =
∫
B(x,R)∩IH
χX\D dµ = lim
i→∞
∫
B(x,R)∩IH
χX\Di dµ = 0
since µ(IH \Di) = 0 for all i ∈ N (by the Lebesgue differentiation theorem).
By letting R → ∞, we get µ(IH \ D) = 0, and so IH ⊂ ID. Then D is a
1-capacitary potential for IH in U .
The crux of the proof of Theorem 5.1 is obtaining the following Choquet-
type property in the case p = 1. For this, we combine ideas from the proof
of the case p > 1 given in [8, Theorem 7.1] with methods of metric space BV
theory, see especially [1, Theorem 5.3].
Proposition 5.8. Let A ⊂ X be a µ-measurable set and let ε > 0. Then
there exists an open set U ⊂ X with U ∪ b1A = X and
Cap1(U ∩ IA
1
) < ε.
Proof. Let {B(xj , rj)}j∈N be a covering of X by balls such that every point is
covered by arbitrarily small balls; this is possible since the space is separable.
We can assume that rj < diam(X)/8 for all j ∈ N. For each j ∈ N, by [19,
Lemma 6.2] there exists s ∈ [rj, 2rj] such that
P (B(xj, s)) ≤ 2Cd
µ(B(xj, s))
s
<∞.
In particular, capBV(IB(xj ,rj)∩A, B(xj , 2rj)) < ∞, and so by Proposition 5.7,
for each j ∈ N we can let Dj ⊂ X be a 1-capacitary potential for IB(xj ,rj)∩A
in B(xj , 2rj). Then B(xj , rj) ∩ IA ⊂ IDj , and thus
B(xj , rj) ∩ ODj ∩ IA = ∅ for each j ∈ N. (5.4)
Claim: We have H
(
X \
(
b1A ∪
⋃
j∈N(B(xj , rj) ∩ODj)
))
= 0.
Proof: For any set of finite perimeter E ⊂ X , denote by ΣγE the subset
of ∂∗E where (2.11) holds. Then let
N :=
⋃
j∈N
∂∗Dj \ ΣγDj ,
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so that H(N) = 0. Fix x ∈ X \ (b1A ∪ N). If for some j ∈ N we have
x ∈ B(xj , rj) and
lim inf
r→0
µ(B(x, r) ∩Dj)
µ(B(x, r))
< γ,
then x ∈ B(xj , rj) ∩ ODj . We assume that
lim inf
r→0
µ(B(x, r) ∩Dj)
µ(B(x, r))
≥ γ (5.5)
for all j ∈ N with x ∈ B(xj , rj), and derive a contradiction, thus proving the
claim. Define δ > 0 by
δ := min
{
γ
2
,
1
(3CSP )QC
(1+⌈log
2
(4λ)⌉)(Q+1)
d
}
.
Here ⌈a⌉ is the smallest integer at least a ∈ R, and CSP is the constant
appearing in the relative isoperimetric inequality (2.7). Fix j ∈ N such that
B(xj , rj) ∋ x, and rj > 0 is so small that
r
cap1(B(x, r) ∩ A,B(x, 2r))
µ(B(x, r))
<
δ
5C3dC
2
S
(5.6)
for all r ∈ (0, 2rj], where CS is the constant from the Sobolev inequality
(2.8). For any such r, using the definition of the variational capacity, we find
ur ∈ N
1,1(X) with ur ≥ 1 in B(x, r) ∩A, u = 0 in X \B(x, 2r), and
δ
5C3dC
2
S
≥
r
µ(B(x, r))
∫
X
gur dµ ≥
r
µ(B(x, r))
‖Dur‖(X),
where gur is an upper gradient of ur, and where the last inequality follows
from the fact that Lipschitz functions are dense in N1,1(X), see e.g. [5,
Theorem 5.1]. By using the coarea formula (2.6), we find a number t ∈ (0, 1)
such that
r
µ(B(x, r))
P ({ur > t}, X) ≤
δ
5C3dC
2
S
.
In conclusion, for any r ∈ (0, 2rj] there exists a set D ⊂ B(x, 2r) covering
B(x, r) ∩A such that
r
µ(B(x, r))
P (D,X) ≤
δ
5C3dC
2
S
. (5.7)
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On the other hand, by using [5, Lemma 11.22], the doubling property of the
measure, and (5.6) with r = 2rj, we obtain
rj
cap1(B(xj , rj) ∩ A,B(xj , 2rj))
µ(B(xj, rj))
≤ 5CSrj
cap1(B(xj , rj) ∩ A,B(xj , 4rj))
µ(B(xj , rj))
≤ 5CSC
2
drj
cap1(B(x, 2rj) ∩A,B(x, 4rj))
µ(B(x, 2rj))
<
δ
2CdCS
.
(5.8)
Then as above, we conclude that there exists a set D˜ ⊂ B(xj , 2rj) with
D˜ ⊃ B(xj , rj) ∩A and
rj
µ(B(xj, rj))
P (D˜,X) <
δ
2CdCS
.
Note that IB(xj ,rj)∩A ⊂ ID˜, and so D˜ is admissible for capBV(IB(xj ,rj)∩A,
B(xj , 2rj)). Then since Dj ⊂ X is a 1-capacitary potential for IB(xj ,rj)∩A in
B(xj , 2rj), we necessarily have also
rj
µ(B(xj, rj))
P (Dj, X) <
δ
2CdCS
. (5.9)
By (5.5) we have
lim inf
r→0
µ(B(x, r) ∩Dj)
µ(B(x, r))
> δ.
However,
µ(B(x, r) ∩Dj)
µ(B(x, r))
< δ for all r ≥ rj ; (5.10)
this can be seen as follows. Let r ≥ rj, and note that Dj ⊂ B(xj , 2rj). By
the isoperimetric inequality (2.9) and (5.9),
µ(B(x, r) ∩Dj) ≤ µ(Dj) ≤ 2CSrjP (Dj, X)
< 2CSrj
δµ(B(xj, rj))
2CdCSrj
=
δµ(B(xj, rj))
Cd
.
But now B(xj , rj) ⊂ B(x, 2r), and so by the doubling property of the mea-
sure,
µ(B(xj , rj)) ≤ Cdµ(B(x, r)),
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establishing (5.10). Thus we can define R ∈ (0, rj] by
R := inf
{
r > 0 :
µ(B(x, r) ∩Dj)
µ(B(x, r))
< δ
}
.
Clearly
µ(B(x,R) ∩Dj)
µ(B(x,R))
< Cdδ. (5.11)
It follows that
µ(B(x,R/(4λ)) ∩Dj)
µ(B(x,R/(4λ)))
≤ C
1+⌈log
2
(4λ)⌉
d δ ≤
1
2
. (5.12)
Thus by the definition of R, the relative isoperimetric inequality (2.7), and
(5.12), we obtain
δ
µ(B(x,R))
C
⌈log
2
(4λ)⌉
d
≤ δµ(B(x,R/(4λ)))
≤ µ(B(x,R/(4λ)) ∩Dj)
≤ 2CSP
R
4λ
(
µ(B(x,R/(4λ)) ∩Dj)
µ(B(x,R/(4λ)))
)1/Q
P (Dj, B(x,R/2))
≤ CSP
R
2λ
(
C
1+⌈log
2
(4λ)⌉
d δ
)1/Q
P (Dj, B(x,R/2)).
By the choice of δ, this implies that
P (Dj, B(x,R/2)) ≥ 6Cdδ
µ(B(x,R))
R
. (5.13)
But by (5.7), we find a µ-measurable set D ⊂ B(x, 2R) covering B(x,R)∩A
such that
P (D,X) ≤
δ
5C3dC
2
S
µ(B(x,R))
R
. (5.14)
Then by the isoperimetric inequality (2.9), we have
µ(D) ≤ 2CSRP (D,X) ≤
δµ(B(x,R))
C3dCS
. (5.15)
Take η ∈ Lipc(X) with 0 ≤ η ≤ 1, η = 1 in B(x,R/2), η = 0 in X \B(x,R),
and with an upper gradient gη ≤ 2/R. Let
w := ηχID + (1− η)χIDj .
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Then by a Leibniz rule, see [15, Lemma 3.2],
‖Dw‖(X)
≤ P (D,B(x,R)) + P (Dj, X \B(x,R/2)) +
∫
D∪Dj
gη dµ
(5.14)
≤
δµ(B(x,R))
5C3dC
2
SR
+ P (Dj, X \B(x,R/2)) +
2µ(B(x,R) ∩ (D ∪Dj))
R
≤
δµ(B(x,R))
5C3dC
2
SR
+ P (Dj, X \B(x,R/2)) +
2δ
R
(
1
C3dCS
+ Cd
)
µ(B(x,R))
by (5.11) and (5.15). Thus by (5.13)
‖Dw‖(X)− P (Dj, X)
≤
δµ(B(x,R))
5C3dC
2
SR
+
2δ
R
(
1
C3dCS
+ Cd
)
µ(B(x,R))− P (Dj, B(x,R/2))
≤
δµ(B(x,R))
5C3dC
2
SR
+
2δ
R
(
1
C3dCS
+ Cd
)
µ(B(x,R))− 6Cdδ
µ(B(x,R))
R
≤ −Cdδ
µ(B(x,R))
R
< 0.
(5.16)
Recall that IB(xj ,rj)∩A ⊂ IDj . Since B(x,R) ∩ A ⊂ D, also IB(xj ,rj)∩A ∩
B(x,R) ⊂ ID. Thus we have IB(xj ,rj)∩A ⊂ {w = 1}, and so IB(xj ,rj)∩A ⊂
{w∧ = 1}. Since also B(x,R) ⊂ B(xj , 2rj), we have w = 0 in X \B(xj , 2rj).
But now (5.16) is a contradiction by (5.3), since Dj is a 1-capacitary poten-
tial for IB(xj ,rj)∩A in B(xj , 2rj). Thus the claim is proved.
By the claim, we have
b1A ∪
⋃
j∈N
(
B(xj , rj) ∩ ODj
)
∪N = X, (5.17)
where H(N) = 0. Since each B(xj , rj) ∩ ODj is 1-quasiopen by Proposition
4.2, there exist open sets Gj ⊂ X with Cap1(Gj) < 2
−j−1ε such that each
Uj := (B(xj , rj) ∩ ODj) ∪Gj
is open. For the exceptional set N withH(N) = 0, we have also Cap1(N) = 0
by (3.4), and then since Cap1 is an outer capacity, we find an open set V ⊃ N
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with Cap1(V ) < ε/2. Let U :=
⋃
j∈N Uj ∪ V . Then by (5.17), b1A ∪ U = X .
By (5.4),
Cap1(U ∩IA) = Cap1
((⋃
j∈N
Gj ∪ V
)
∩ IA
)
≤
∑
j∈N
Cap1(Gj)+Cap1(V ) < ε.
Note that since U is open,
U ∩ b1IA ⊂ b1(U ∩ IA).
Moreover, IA
1
= b1IA by Lemma 4.5. Combining these,
U ∩ IA
1
= U ∩ b1IA ⊂ b1(U ∩ IA) ⊂ U ∩ IA
1
.
Now by Proposition 3.8,
Cap1(U ∩ IA
1
) ≤ Cap1(U ∩ IA
1
) = Cap1(U ∩ IA) < ε.
Remark 5.9. The Claim whose proof took up the bulk of the proof of
Proposition 5.8 can be seen as a weak analog of the Cartan property that
holds in the case p > 1, see [8, Theorem 1.1].
A more exact analog of the Choquet property that is known to hold for
p > 1, see [8, Theorem 7.1], is given in the following open problem.
Open Problem. Let A ⊂ X and ε > 0. Can we find an open set U ⊂ X
such that U ∪ b1A = X and Cap1(U ∩ A) < ε?
Proposition 5.10. For any µ-measurable set E ⊂ X, X \ IE
1
is a 1-
quasiopen set.
Proof. Fix ε > 0. By applying Proposition 5.8 with A = IE , and noting that
IA = IE , we find an open set U ⊃ X \ b1IE ⊃ X \ IE
1
such that
Cap1(U ∩ IE
1
) < ε.
Since Cap1 is an outer capacity, we find an open set G ⊃ U ∩ IE
1
with
Cap1(G) < ε. Thus the set
(X \ IE
1
) ∪G = U ∪G
is open, and thus X \ IE
1
is a 1-quasiopen set.
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Open Problem. Is every 1-finely open set 1-quasiopen?
Note that Proposition 5.10 gives a partial result in this direction, since
X \ IE
1
is of course a 1-finely open set. Moreover, a positive answer to
this open problem would follow from a positive answer to the previous open
problem, just as Proposition 5.10 follows from Proposition 5.8.
Corollary 5.11. For any µ-measurable set E ⊂ X, IE \∂
1IE and OE \∂
1IE
are 1-quasiopen sets.
Proof. By the definition of the 1-fine boundary and the second claim of
Lemma 3.1, and noting that ∂∗E = ∂∗IE,
X \ IE
1
= X \ (IE ∪ ∂
1IE) = OE \ ∂
1IE .
Thus by Proposition 5.10, OE \∂
1IE is a 1-quasiopen set. Since ∂
1IE = ∂
1OE
by Lemma 4.8, IE \ ∂
1IE is also a 1-quasiopen set.
Proposition 5.12. Let E ⊂ X be a µ-measurable set and let Γ be the family
of curves for which γ(0) ∈ IE and γ(ℓγ) ∈ OE, but γ does not intersect ∂
1IE.
Then Mod1(Γ) = 0.
Proof. By Corollary 5.11, IE \∂
1IE and OE \∂
1IE are 1-quasiopen sets. Thus
by [26, Remark 3.5] they are also 1-path open sets, meaning that for 1-almost
every curve γ, the sets γ−1(IE \∂
1IE) and γ
−1(OE \∂
1IE) are relatively open
subsets of [0, ℓγ]. Pick such γ, and suppose that γ(0) ∈ IE and γ(ℓγ) ∈ OE .
Since [0, ℓγ] is connected, there exists t ∈ (0, ℓγ) for which
γ(t) ∈ (X \ (IE \ ∂
1IE)) ∩ (X \ (OE \ ∂
1IE))
= (OE ∪ ∂
∗E ∪ ∂1IE) ∩ (IE ∪ ∂
∗E ∪ ∂1IE)
= (OE ∪ ∂
1IE) ∩ (IE ∪ ∂
1IE)
= ∂1IE.
Using Proposition 5.12, we can now prove Theorem 5.1 by an argument
very similar to one used previously in [23, Theorem 6.5].
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Proof of Theorem 5.1. Fix ε > 0. Since H(∂1IE ∩ Ω) < ∞, we can find a
covering of ∂1IE ∩ Ω by balls Bj = B(xj , rj) with radii rj ≤ ε such that∑
j∈N
µ(Bj)
rj
≤ H(∂1IE ∩ Ω) + ε.
Denote 2Bj := B(xj , 2rj). For each ball Bj in the cover, we fix a 1/rj-
Lipschitz function vj such that 0 ≤ vj ≤ 1 on X , vj = 1 in Bj , and vj = 0 in
X \ 2Bj. Now let
u(x) :=
{
1 if x ∈ IE ,
min
{
1,
∑
j∈N vj(x)
}
otherwise.
Furthermore, let v(x) := min
{
1,
∑
j∈N vj(x)
}
, and
g :=
∑
j∈N
1
rj
χ2Bj .
Clearly g is an upper gradient of v. We will show that g is also a 1-weak
upper gradient of u in Ω. Take a curve γ /∈ Γ in Ω with end points x, y ∈ Ω,
where Γ was defined in Proposition 5.12. If x, y ∈ Ω \ IE , then
|u(x)− u(y)| = |v(x)− v(y)| ≤
∫
γ
g ds.
If x, y ∈ IE ∩ Ω, then u(x) = u(y), and hence the upper gradient inequality
|u(x)− u(y)| ≤
∫
γ
g ds
is satisfied.
Finally, if x ∈ IE ∩ Ω and y ∈ Ω \ IE , then since γ /∈ Γ, there is some
t ∈ [0, ℓγ] such that γ(t) ∈ ∂
1IE , and thus γ(t) ∈ Bk for some k ∈ N. Note
that u(γ(0)) = u(x) = 1, u(γ(t)) = v(γ(t)) = 1, and u(y) = v(y). It follows
that
|u(x)− u(y)| ≤ |u(γ(0))− u(γ(t))|+ |u(γ(t))− u(γ(ℓγ))|
= |v(γ(t))− v(γ(ℓγ))| ≤
∫
γ
g ds.
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Thus in all cases the pair u, g satisfies the upper gradient inequality for γ /∈ Γ
in Ω, and so g is a 1-weak upper gradient of u in Ω. Furthermore,∫
Ω
g dµ ≤
∑
j∈N
µ(2Bj)
rj
≤ Cd
∑
j∈N
µ(Bj)
rj
≤ Cd(H(∂
1IE ∩ Ω) + ε) <∞.
Now for each i ∈ N, use the above construction to obtain functions ui ∈
N1,1loc (Ω), gi ∈ L
1(Ω) corresponding to ε = 1/i. Note that in order to show
that P (E,Ω) < ∞, it is enough to show that ui → χE in L
1(Ω) and that
‖gi‖L1(Ω) is a bounded sequence, since for every ui ∈ N
1,1
loc (Ω) we can find a
function wi ∈ Liploc(Ω) with ‖wi − ui‖N1,1(Ω) < 1/i, see [5, Theorem 5.47].
The sequence ‖gi‖L1(Ω) is clearly bounded, and moreover (note that below,
the balls Bj also depend on i)∫
Ω
|ui − χE| dµ ≤
∫
Ω
χ⋃
i∈N 2Bj
dµ ≤
∑
j∈N
µ(2Bj) ≤
1
i
∑
j∈N
µ(2Bj)
rj
≤ (H(∂1IE ∩ Ω) + 1)/i→ 0
as i→∞.
Remark 5.13. We still do not know whether H(∂∗E ∩ Ω) < ∞ implies
P (E,Ω) <∞. It is also not clear whether Proposition 5.12 would hold with
∂1IE replaced by ∂
∗E. If the answer to the latter question is yes, however, the
proof would need to be something different, since Corollary 5.11 is not true
with ∂1IE replaced by ∂
∗E, as demonstrated by the latter part of Example
4.11.
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