Introduction
Similarity of Froude number is widely relied upon as a scaling law for the estimation of full scale wave energy converter (WEC) dynamics from model scale WEC observations. Because the WEC dynamics are highly dependent on the power-take off (PTO) force, the choice of PTO at the experimental scale is also critical to ensuring dynamic similarity. Previous experimental studies of scale model WEC devices have used a variety of systems to emulate the reaction forces exerted by a PTO device. Because these small scale systems are not intended to convert the scale model mechanical power into the final power commodity (electricity, fresh water, etc.), these systems are referred to as PTO simulators.
The linear motor (LinMot PS01-37x120 by NTI AG, Spreitenbach, Switzerland), exerts 250 N maximum force, has a maximum travel of 0.28 m, and weighs under 3 kg. Relative displacements are measured with a non-contacting laser displacement sensor (optoNCDT-1402-600 by Micro-Epsilon, Ortenburg, Germany) with a range of 600 mm and resolution of 80 µm. The PTO force was measured by a 500 N capacity, S-type, tension/compression load cell. Accelerations of the float and reacting bodies were measured via accelerometers (ADXL203 by Analog Devices, Norwood,MA, USA) with +/−1.7 g range. 
Reactive and Passive-Damping Control
The two-body WEC time-domain equations of motion, assuming heave motion only, can be modelled using a coupled system based on the Cummins Equation [10] with additional terms for the PTO force u and viscous drag f dj :
where M j = m j + a j (∞) and K j (t) is the radiation impulse response function given by K j (t) = 2 π ∞ 0 b(ω)cos(ωt)dω. The PTO force is defined as:
The relative velocity formulation of Morison drag is used for the drag forces f d1 and f d2 [9] . These can be linearized using an approach described by Clauss [11] . By carrying out this linearization of and assuming the regular incident waves, Equation (1) can be represented in the frequency domain as [12] :
where U = [Û 1Û2 ] T are the complex amplitudes of body velocity, and F = [X 1 e iΦ 1 X 2 e iΦ 2 ] T are the complex excitation force amplitudes, and the impedance matrix Z is given by Equation (4) . The hydrodynamic coupling impedance Z c is referred to as cross-radiation:
Under reactive control, Z pto is free to have both real and imaginary terms, and the PTO acts as a coupling force with both passive and reactive contributions. In this case, power flows in two directions-power is not only absorbed by the PTO but also given back to the WEC from the PTO. This presents a challenging practical design problem for implementing full scale machines yet can enable large benefits to the overall WEC performance. In this case, optimum Z pto [12] is:
Under passive damping control, Z pto is constrained to be real valued, the PTO acts as a passive/resistive damping force with coefficient c pto , and the optimum damping coefficient [12] is:
As is evident in Equations (5) and (6), the optimal values for k pto , c pto , and m pto are frequency dependent. Thus, on a WEC physical model:
•
to physically realize reactive control, the PTO simulator must provide u with k pto , c pto , and m pto adjusted for each regular wave condition according to Equation (5) . • to physically realize passive damping control, the PTO simulator must provide u with k pto , m pto = 0 and c pto adjusted for each regular wave condition according to Equation (6) .
The technical objective of the PTO simulator is to attain the greatest possible ranges for k pto , m pto = 0 and c pto to enhance the utility of this system. In practice, these ranges are limited by controller stability and the physical limitations of the linear motor.
Controller Implementation
The force output of the linear motor is determined by a controller implemented in NI LabVIEW and operated in real time on an NI PXI chassis running at 500 Hz for sampling and control. The purpose of the controller is to ensure the linear motor reaction force tracks the reference signal given in Equation (2) . The controller minimizes the following error signal:
where u is the measured PTO force and f re f is the reference signal defined as:
and ∆ x = x 1 − x 2 is the reference position of the WEC float relative to the reacting body. The reference signal is computed using measurements from the position sensor and accelerometers. A Kalman filter is used to synthesize the reference position, velocity and acceleration signals required to compute f re f via Equation (8) . The PTO simulator can be represented by the following block diagram:
In Figure 2 , S represents the sampling block, which converts the continuous-time measurements, y to discrete-time, and H represents the zero-hold operator, which converts the controller output from discrete-time to continuous-time. Signal ε represents the discrete-time equivalent of e(t) given in Equation (7). The transfer function P represents the dynamics of the WEC model. It provides the measurement signals y, which consists of the measurements provided by the laser sensor, accelerometers and load cell. These measurements are contaminated by sensor noise n before being sampled by the LabVIEW controller. LabVIEW then generates an analog control signalũ in Volts that is proportional to the force output of the linear motor. The gain between the linear motor force and the control signalũ is denoted as k v . However, nonlinear forces due to friction and cogging [13] disturb the output force of the PTO; the purpose of the controller is to mitigate the error due to these effects.
The LabVIEW controller itself consists of three parts: a filter, an error signal calculator, and a proportional-integral-derivative (PID) feedback controller. The filter block applies a third-order Butterworth filter to each measurement in y. A Kalman Filter (KF) is then used to synthesize the reference position, velocity and acceleration signals required in Equation (8) . The error block then uses the filtered signals to compute the discrete-time error signal ε based on Equation (7) . Lastly, a PID controller is used to correct the output force of the linear motor to minimize the error signal. The PID controller was tuned in still water using the Ziegler-Nichols heuristic method resulting in a proportional term with gain 0.04, an integral term define by integral time 0.03 s, and zero derivative term.
State Space Model
A state-space model for P in Figure 2 can be derived starting with Equation (1) re-expressed as follows:ẍ
where
Let
T be a suitable vector of state variables for the system. Then, Equation (9) can be expressed as:
The superscript c denotes that the state-space model is in the continuous domain. The output of P is the error signal given in Equation (11) , which in terms of the inputs and state variables becomes:
The continuous-time state-space model for P can then be expressed as:
An approximate state-space representation for the convolutions for f r1 and f r2 in Equation (10) can be obtained via the Hankel singular value decomposition [14] . Given the radiation impulse response function K j (t), the MATLAB function imp2ss.m [15] can approximate f rj as:
Note from Equation (13) that f r1 and f r2 can be expressed in terms of the state variable x w as:
Combining Equations (12) and (14) then gives the final state-space representation for P:
where the state variable is now x = x w x r T and:
The discrete-time realization P d can be obtained using the step-invariant transform [16] :
The matrices A, B, C and D can be obtained using the MATLAB function c2d.m [15].
Stability Analysis
A stability analysis of the controller shown in Figure 2 can be done with a discrete-time simplified representation of the system shown in Figure 3 . Signals ζ e , ζ pto and ν are the discrete-time equivalents of f e , u and u, respectively. Referring to Figure 3 , the discretized plant model is denoted P d as derived in Section 2.1.4. The output of P d is error signal given by Equation (7) directly, therefore eliminating the need to include the Kalman filter and error block from the original system. P f is the transfer function for a third-order Butterworth filter representing the delay observed in lab measurements. Finally, the linear motor transfer function is replaced by the gain k v neglecting nonlinearities such as friction or cogging. The PID controller is represented by K.
A MATLAB model [15] of the system in Figure 3 is used to analyze the stability properties by computing the pole locations of the transfer function between ζ e and ε.
Sensitivity to Noise
Since the reference force signal is dependent on the laser position sensor and accelerometers, care must be taken to ensure electrical noise is minimized as much as possible. It is particularly important when testing with large PTO coefficients, which amplify the measurement noise. While the lowpass filters and Kalman filter significantly reduce noise, some noise still carries through to the PID controller, decreasing the accuracy of the PTO emulation.
If σ 2 x is the variance of the relative position output from the Kalman filter, while σ 2 v and σ 2 a are the corresponding variances for velocity and acceleration, then the variance of the reference force signal is:
Therefore, it is expected that, in particular for tests with large c pto , PTO performance may be significantly affected by sensor noise.
Results

Power Production Tests
The PTO simulator was used to characterize the power production of the two-body point absorber, with optimal passive damping control in model tests with wave heights of 4-6 cm, frequencies ω = 1.5-4 rad/s. Frequency domain experimental displacement and mechanical power across the two-body point absorber PTO along with results from the numerical frequency domain model of Equation (3) are given in Figure 4 . Key points for the results of given in Figure 4 are as follows. For application to the experiments, the optimal passive damping PTO coefficients were estimated a priori by Equation (6) with boundary element methods (BEM). model estimates for the hydrodynamic terms feeding into Z 11 and Z 22 ; these c pto values are labelled "Experimental" in Figure 4a . Numerical model curves are a posteriori calculated using the model of Equation (3) with optimum damping given by Equation (6) including the best known set of hydrodynamic coefficients-a combination of numerically and experimentally derived coefficients. To indicate the sensitivity to uncertainty in hydrodynamic coefficients, the shaded regions of the model results are the envelope of the results from supplying Equation (3) with all possible combinations of experimental and BEM-derived hydrodynamic coefficients. The reader may refer to Beatty et al. [17] for a detailed description of the experimental methods and analysis.
From Figure 4 , it can be observed that the PTO simulator was generally successful for characterizing the performance of the two body WEC with optimal PTO damping, apart from the wave frequency ω = 3.7 rad/s where the controller exhibited poor performance. The poor controller performance resulted from a couple of factors. First, the wave frequency ω = 3.7 rad/s coincides with the peak of the WEC's performance, and is thus demanding the greatest PTO force of all tests. Second, at ω = 3.7 rad/s, sensor noise contributed particularly large disturbances to the force reference signal in comparison to the tests at other wave frequencies. This is observed in the time series of the actual and reference PTO force given by Figure 5 .
During most wave conditions, the PTO simulator showed reasonable capability to track the reference force; however, at wave frequencies around ω = 3.7 rad/s, a drop in controller performance was encountered. Figure 5b shows the actual and reference forces signals while the control system introduced high amplitude, higher frequency oscillations into the system. Figure 5c,d show the time series for the error between the measured and reference force signals, normalized by the amplitude of the reference signal. Figure 5e shows the variance of force oscillations related to the control instability for each test, indicating that the instability is localized around ω = 3.5-4.1 rad/s. This range of frequencies corresponds with the highest levels of the optimal c pto coefficient, where noise in the velocity measurement is greatly amplified. This illustrates the importance of reducing measurement noise as much as possible to obtain a cleaner reference force signal and improve PTO simulation. 
Stability
To investigate the stability issue encountered around ω = 3.70 rad/s, a stability analysis of the controller shown in Figure 3 was done using the methods discussed in Section 2.1.5. Figure 6a shows the pole locations for increasing values of c pto , while m pto = k pto = 0 as a representative of the experimental tests. Since none of the poles fall outside the unit circle, the system is theoretically stable for the high ranges of c pto . Thus, the issue observed around ω = 3.5-4.1 rad/s may be attributed to sensor noise, rather than an unstable control system. Because the PTO simulation methods described in this section can be applied to reactive control scenarios (i.e., k pto = 0 and/or m pto = 0), the controller stability analysis is extended here to those other scenarios. Figure 6b shows the pole locations for increasing values of k pto , while c pto = m pto = 0. Figure 6c shows the pole locations for increasing values of m pto , while c pto = m pto = 0.
From Figure 6b -d, it can be observed that some combinations of PTO coefficients will result in an unstable system. Figure 6a -c show that the system is stable for wide ranges of individually set c pto and m pto but can transition to unstable for high individual values of k pto . Figure 6d shows how increasing c pto can stabilize an otherwise unstable system with k pto = 5000 N/m. Thus, during implementation of these methods, the reader is cautioned to re-tune the controller settings for individual combinations of PTO coefficients.
Discussion
A PTO simulation methodology for testing a two body WEC with optimum passive damping in regular waves has been demonstrated. The hardware and instrumentation as well as the controller architecture has been described. The PTO simulator performed its intended function generally, apart from poor performance observed at a specific frequency range within the test regime, which is attributed to sensor noise. In addition, a stability analysis of the control architecture indeed shows specific vulnerability to instability in certain combinations of PTO coefficients. Recommended improvements to the control architecture are as follows:
•
Provide the force reference signal as a feed-forward term in the linear motor control signal, for example as implemented by Villegas and van der Schaaf [7] . This minimizes the magnitude of the control actions, as the PID controller is required only to cancel disturbance forces. • Include PTO joint friction and linear motor cogging as feedforward forces.
•
Include a correction to the PTO force due to the acceleration of the reference frame.
The next section details the application of the PTO simulation strategy to optimal model-predictive control of a single body WEC in irregular waves.
Application: Model Predictive Control of One-Body Point Absorber
This section highlights the implementation and test of a model predictive control (MPC) applied to a 1:20 scale physical model single absorber from the Wavestar WEC. The Wavestar WEC is a bottom-mounted multi-absorber WEC [18] . Each absorber is a single degree-of-freedom (DOF), wave-activated body system composed of a hinged arm and a floater. The single DOF floater motion is the rotation about the pivot point (A). An image of the physical model and a schematic sketch are given in Figure 7 . 
Physical System
The PTO system is composed of a linear motor connecting a reference inertial frame to the absorber, suitable instrumentation, and a real-time controller.
A summary of the PTO instrumentation is as follows: The floater diameter is 0.25 m at the equilibrium waterline. The natural frequency of the floater is approx 0.8 s at model scale. The PTO force is constrained in the range ±200 N in order to guarantee a safe operation of the machine.
Model Predictive Control
To generate an optimal reference force signal for the physical model PTO, a control architecture relating the system state to an optimal target force must be implemented. In the first PTO simulation application, outlined in Section 2, the PTO reference force is generated by multiplication of the system state with constant PTO coefficients, which has applicability limited to idealized scenarios and results in lower WEC performance in irregular waves. By contrast, this section outlines a model predictive control (MPC) method to generate an optimal target force signal in the time domain enabling optimized performance of the single wavestar point absorber in irregular waves. Figure 8 shows a block-diagram for the system and the controller model. 
PTO and WEC Models
The commanded target force (u cc ) is passed through the linear actuator transfer function (M(s)) to generate the actual target force (u). u is summed with the wave excitation force (ν) and fed to the transfer function of the WEC (G(s)), resulting in the WEC dynamic state (x). The dynamic state space model of the linear actuator, including the actuator controller, depends on the machinery type, orientation, etc.; therefore, an a priori model cannot be generalized. This dynamic model can be obtained in several ways, such as simplified transfer function from data sheet parameters, model fitting of input/output data, etc.
To model the WEC, we apply a state-space model derived from the familiar Cummins equations by Yu and Falnes [19] :ẋ
where:
v c =θ. (20) Superscript c identifies a continuous time model; p denotes the state-space model of the plant; m denotes the model of the machine; K is the hydrostatic stiffness; J tot is the total mass moment of inertia of the system; A c r , B c r , C c r and D c r are the state-space matrices of the radiation model, θ andθ are the angular position and velocity, respectively, and x r is the radiation state vector. The total mass moment of inertia is obtained from the summation of the mass moment of inertia of the dry system and the added mass at infinite frequency.
Since the MPC will be implemented in a digital machine, it is required to discretize the PTO and WEC models prior to the controller formulation. To this end, the bi-linear transform is applied according to the MPC implementation presented in [20] .
The discrete state-space model of the plant is defined as:
Here, k identifies the time index (integer) and A, B, C and D are the state-space matrices of the system. The matrix D identifies the constant term of a proper transfer function decomposition. It arises from the non-strictly proper representation of the continuous system returned by the bi-linear transform. It should be noted that the discrete state-space model of the PTO has a very similar shape to Equation (23) .
In order to formulate an MPC for the state space system given by (18)-(23), it is necessary to forecast the system dynamics over the future N samples. The MPC formulation is thus comprised of the following three key blocks:
• Excitation Force Observer, • Excitation Force Prediction, • Quadratic Problem Solver.
Excitation Force Observer
The prediction of the system velocity is linked to the excitation force measurements/forecast over the entire prediction horizon. The excitation force is not directly measurable, and its actual value requires estimation using a soft-sensor observer technique.
The observation of the state is achieved by combining a model of the system (18) with measurements of system state and forces. If the system is linear, or can be linearized, a Kalman observer guarantees the minimum observation error of the state in a linear sense, [21] . Taking advantage of this fact, a linear Kalman observer is applied here using the numerical model of the plant WEC and PTO along with real-time state measurements from the sensors.
Excitation Force Prediction
Once an estimation of the excitation force is available, it is possible to predict its evolution over the prediction horizon required by the controller using an auto-regressive model (AR). Other models are possible but as presented in several works [22, 23] , AR has clear advantages over the other tested candidates.
An AR model assumes a linear correlation between the past and future values of the variable. Therefore, the one-step ahead predictor can be defined as:
whereν[k + 1|k] is the predicted excitation force at time k + 1 given the state of the variable at time k, n is the model order, a i [k] are the model coefficients and ν[k − i] is a scalar in the vector containing the past values of the estimated excitation force. Numerical and physical implementations of the AR model for the prediction of the excitation force are presented in [24] [25] [26] . The multi-step ahead prediction can be obtained using the plug-in or sequential method, in which the predicted step (k + 1) is pre-pended at the vector of past values of the excitation force. The coefficients of the AR model are assessed by minimizing the squared error between the predicted values and measured values. The excitation force time series is measured by generating waves while the structure is held fixed in its equilibrium position.
Since the AR coefficients are fitted to a specific sea state, they should be updated whenever the sea state changes. However, by laboratory experience, it has been noticed that, for the tested sea state, the influence of AR model variation was marginal; therefore, in this work, a i [k] are held fixed in time. Note that the prediction technique has a direct influence on the controller capability. Refer to [22, 27] for general considerations on this matter.
Quadratic Program Formulation
Define the prediction vector as:
The target force u and system velocity v can be obtained over the prediction horizon from the free evolution of the state-space model:
The subscripts have been omitted from the definition above for simplicity and 0 has to be considered as a zero matrix with the same shape as D. Equation (25) is obtained by substituting Equation (23) in Equation (24) , and by separating the terms proportional to and independent of the commanded target force.
The objective of the controller is to minimize the objective function (J) over the prediction horizon, within a (given) feasible region, by varying the controller load. Using the receding control theory only the first sample of the predicted control trajectory is implemented, and, at each time step, a full optimization problem is solved.
In this work, the cost function considers absorbed energy only, but other alternatives are possible [24] . The cost function is formally defined as the mechanical energy absorbed by the WEC over the prediction horizon using an Euler integration scheme:
where "·" is the vector dot product, t is the actual instant of time, and δT is the time step between two successive samples. To form the optimization as a quadratic programming problem, Equation (25) and Equation (23) are substituted into Equation (26):
The convexity of the cost function given in Equation (26) is not guaranteed. As presented in [28, 29] , the convexity can be imposed by adding a penalties term proportional to the target force and its variation.
Controller Implementation
On the Wavestar physical scale model, the target force commanded by the MPC algorithm input to the real-time controlled PTO simulator. The PTO simulator is comprised of a real-time control application, the LinMot linear motor, and the LinMot E1100 controller. The MPC is implemented using a Simulink block diagram on a host PC. The host PC is interfaced with a second PC that runs a kernel of xPC Target via TCP/IP connection. The xPC target runs the MPC controller in real time and communicates with the physical model and the LinMot via an NI PCI-6221 IO interface. The target force signal is generated at a sample rate of 1 kHz. The real-time controller seeks to minimize the error between the target and measured forces. The real-time controller used is the built-in PI force control architecture within the LinMot E1100. The overall control architecture is shown in Figure 8 and the LinMot force PI controller parameters are summarized in Table 1 . 
Results
Force Controller Performance
For the PTO simulator to be effective, the measured force must match well with the target force. At a minimum, the PI controller must provide the target force in the frequency band covering the incoming wave spectrum. The Aalborg University Hydraulics Laboratory deep-water wave facility in Aalborg, Denmark, with wave period range 0.7 to 2 s, was used for the experiments. Figure 9 shows the comparison between target and measured force for an irregular sea state. 
Power Performance
The WEC fitted with MPC has been tested in three different sea states, for which details are given in Table 2 . The sea states are generated using the Aalborg University Civil Dept. in house software AwaSys6 [30] with a white noise method [30] . To quantify the performance of the MPC controller, the WEC was tested with two alternative PTO configurations in identical sea states. The first alternative is referred to as "passive controller". It uses a PTO feedback control architecture based on Equation (2), where m pto = k pto = 0, i.e., only the damping term, c pto is applied. The PTO damping coefficient is chosen based on a numerical look up table and held fixed over the full sea state.
The second PTO alternative, referred to as the "reactive controller," also uses a PTO feedback control architecture based on Equation (2) but where k pto = 0, i.e., the stiffness k pto and damping term c pto are both used. The PTO damping and stiffness coefficients are chosen based on a numerical look up table and held fixed over the full sea state.
The difference between the reactive and passive controllers is: the reactive controller provides mechanical power back to the floater during a fraction of the wave cycle in order to increase the band-width of the system response, thus increasing the overall power production [31] ; however, it uses no predictive capacity. The MPC is also a reactive controller, but due to its optimization of the PTO force in real time using prediction of the future motion, it is expected to outperform the non-predictive reactive controller. Figure 10 shows the power performance of the three controllers for the three sea states analyzed. Figure 11 shows a comparison of measured PTO moment for the MPC (red line) with the passive (yellow line) and reactive (blue line) controllers. The black dashed line indicates the PTO moment limit of 6.25 Nm. The amplitude of the control signal for the MPC and reactive controllers are in the same range, while the passive controller requires less effort from the PTO. The timeseries variance is, respectively, 11.37, 10.1 and 2.33 Nm 2 for the Reactive, MPC and Passive controllers. 
Discussion
For the single float Wavestar WEC, the LinMot built-in PI force controller provides a reasonably successful force tracking performance as shown in Figure 9 . The figure shows a small phase error and good agreement in terms of amplitude. The spikes visible in the measured force signal are because the PI controller is unable to react to the system friction. Figure 10 shows that the active and MPC controllers perform better than the passive PTO controller by an average factor two, for the sea states where most of the incoming energy is placed at frequencies that are far from the floater heave resonant frequency. Since sea state s1 is close to the natural resonance condition of the WEC, the passive controller performs nearly as well as the other controllers. The comparison between the reactive and the MPC controllers reveals that the prediction of the future state of the system improves the WEC power production.
Furthermore, observing the force output timeseries in Figure 11 , although the reactive and MPC controllers have roughly the equivalent wave energy absorption performance, the PTO with reactive controller often hits the maximum PTO moment limit. When the limit is reached, the controller must apply a brake to the PTO connection, thus dissipating useful energy. From this observation, we find that a critical difference between MPC and the reactive controller is the MPC controller's ability to foresee and prevent situations where the floater must be decelerated due to reaching the maximum PTO moment limit.
Conclusions
The versatility of actively controlled PTO simulators has been demonstrated by presenting two successful implementations in experimental WEC models.
In the first application, the PTO simulator was used to implement an idealized passive damping control on a two-body point absorber in regular waves. The PTO simulator allowed the researchers to specify the PTO impedance directly in the experiment. As a result, the PTO simulator approach facilitated rigorous characterization of the two-body point absorber's performance as a function of wave frequency. Identified drawbacks of that particular implementation are (a) the sensitivity of the system to sensor noise when the PTO force is necessarily large at wave frequencies near the resonance condition/peak performance of the WEC and (b) to ensure controller stability, as evidenced by stability analysis, there is a need to re-tune the feedback controller's PI coefficients for each combination of PTO coefficients under test. However, the recommendations for improving the method may indeed alleviate these concerns.
In the second application, the PTO simulator architecture allowed for a model-predictive control to be successfully applied to a single-body point absorber in irregular waves. The method enabled a successful assessment of MPC methods in comparison to alternative control strategies, resulting in a quantification of the advantages of an optimal reactive control made possible by the MPC technique over passive control methods.
In general, both applications of the PTO simulator method resulted in the desired research outcomes. Although there are additional complexities and costs to the PTO simulation method, the functional benefits and flexibility of actively controlled PTO simulators for assessing WEC concepts and control systems at physical model scale are very high. It is the authors' hope that research groups can make use of the presented methods to advance and improve their experimental wave energy conversion research.
