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Abstract
In this paper we give methods for computing lower bounds on the number of periodic points of a
self-map of a topological pair (X,Y ). These methods are particularly useful if X \Y is disconnected,
as we obtain a symbolic description of orbits in terms of components of X \ Y . The theories are
homotopy invariant, and also allow the comparison of maps on different spaces. In many cases,
we can also obtain a lower bound for topological entropy.  2001 Elsevier Science B.V. All rights
reserved.
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1. Introduction
A fundamental problem in dynamical systems theory is to estimate the number of
periodic orbits of a given period, and topological fixed point theories are an ideal tool for
this study. Some applications to systems of physical interest have been given by Boyland
et al. [2], McRobie and Thompson [16] and Solari et al. [19].
In this paper we give an extension of Lefschetz and Nielsen theory to maps of pairs
(X,Y ). This work was motivated by the study of homoclinic and heteroclinic tangles
for surface diffeomorphisms, but should be useful for other topics in dynamical systems
theory. We refer the reader to [5] for a detailed exposition of the application to surface
diffeomorphisms, and to [6] for related topics.
We will assume familiarity with basic Lefschetz and Nielsen fixed-point theory. Good
introductions to these subjects are Brown [4] and Jiang [11].
After giving some conceptual and notational preliminaries in Section 2, we describe
a relative Lefschetz theory in Section 3. This theory combines a stronger version of
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a relative Lefschetz fixed-point theorem of Bowszyc [1] with a technique introduced
by Szymczak [20] for obtaining symbolic dynamics using the cohomological Conley
index [17]. The computations involved are very similar to those for Szymczak’s theory.
Unlike the decomposition elements in Szymczak’s theory, however, we do not require ours
to have disjoint closures, which is often a major advantage.
Lefschetz theory is often computationally more straightforward than Nielsen theory, but
may gives weaker results if X is not simply connected. Relative Nielsen theory fixed point
theory was first developed by Schirmer [18]. The Nielsen number so obtained is homotopy-
type invariant, and is a sharp lower bound on the number of fixed points for maps with the
same homotopy-type as f . Indeed, it is a sharp lower bound for the number of fixed points
of maps homotopic to f as long as X and Y are Wecken spaces [22] and Y can be by-
passed in X. (Y can be by-passed in X if every curve in X with endpoints in X \ Y is
homotopic relative to endpoints to a curve in X \ Y .) An extension to periodic points is
given by Heath et al. [7,8].
A powerful approach to periodic point theory based on the mapping torus is due
to Jiang [12,13]. A brief account of a relative version is also given, which is also
homotopy-type invariant. This work also contains applications to the theory of surface
homeomorphisms; in particular, many results for diffeomorphisms are extended to the non-
differentiable case. A strong Nielsen theory is given by Boyland and Hall [3]. This theory
assumes X is a manifold, but does not assume Y is an ANR.
We use a geometric approach to Nielsen theory based on homotopies of curves rather
than a method based on universal covers or mapping tori, since this is often easier
to visualize in applications. The equivalence relation which we introduce is essentially
identical to that of Zhao [23,24] in the case of fixed points. We describe orbits by their code,
which is a symbolic description in terms of components of X \ Y , and the main algebraic
information we obtain is a lower bound of the number of points of a given period with a
particular code. However it should be possible to extend our theory to include the algebraic
invariants of the theories of Schirmer and Jiang, such as generalized Lefschetz numbers and
Reidemeister traces. We do not prove any optimality results, but believe that the Nielsen
numbers we obtain are sharp given exact homotopy-type invariance; see Definition 4.
Throughout this paper, we will use the tent map of the interval, or related maps on
other spaces, to illustrate our theories. While the dynamics of this map can be completely
understood by elementary methods, it is useful to show that we can obtain almost all of
this behaviour using our theories. Our results can then be used to relate the dynamics of
the tent map to maps on higher-dimensional spaces, the Smale horseshoe map in particular.
Example 1 (The tent map). Let I = [0,1] and K = {0, 12 ,1}. Let RA = (0, 12 ) and
RB = ( 12 ,1). The tent map T : (I,K)→ (I,K) is given by
T (x)=
{
2x if x  12 ,
2− 2x if x > 12 .
It is easy to show that T has 2n points of (not necessarily least) period n, and any map
homotopic to T has at least this many. However, T n is homotopic to the constant map c(0)
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Fig. 1. Space with the homotopy type of (I,K).
for any n > 1. Thus any useful homotopy-invariant theory must treat period-n points of a
map f differently from fixed points of f n.
Using standard relative Nielsen theory we obtain N(T n) = 1 for any n. This follows
from homotopy-type invariance of the Nielsen number (see Fig. 1).
Consider the space (X,Y ) shown in Fig. 1 and the map f of (X,Y ) which takes the
edges a and b to y0, and the edge c to the edge-path ab, so y2 	→ y1 	→ y0. f has the same
homotopy-type as T , but has a single fixed point and no other periodic points. Thus, for
any homotopy-type invariant theory, we must have N(T n)=N(f n) 1 for all n ∈N.
We therefore abandon homotopy-type invariance, and instead use a weaker invariance;
that of exact homotopy-type invariance. We also show that if a map f dominates a map g,
then the Nielsen numbers of f are at least those of g.
For dynamical applications, we are often only interested in a subset of phase space;
indeed, we may be dealing with a Poincaré section of a flow which is not globally defined.
An important feature of both theories described here is that we can restrict attention to
a subset R of regions of (X,Y ). We show that modifications of a system outside of the
regions of R does not affect the Lefschetz or Nielsen numbers of a map.
2. Preliminaries
Throughout, this paper, we will be dealing with maps of topological pairs (X,Y ). We
will write YC for X \ Y , the complement of Y in X.
By a homotopy between two maps of pairs f0, f1 : (A,B)→ (X,Y ), we will always
mean a homotopy (ft ) such that each ft is a map of pairs (A,B)→ (X,Y ). We write
f0 ∼ f1 if f0 and f1 are homotopic. A homotopy ft is a strong homotopy if f1(x)= f0(x)
implies ft (x)= f0(x) for all t .
2.1. Regions and itineraries
A region R of a topological pair (X,Y ) is a path component of YC . Henceforth, we
shall assume X is locally path connected and Y is closed in X, which implies that for any
region R of (X,Y ), R is open in X and R∪Y is closed in X. A region R is trivial if R ∪Y
deformation retracts onto Y . Note that regions are typically non-compact, and that disjoint
regions may have non-disjoint closures.
For any topological pair (X,Y ) we let R̂ be the set of all regions of (X,Y ). Let f be
a self-map of (X,Y ). The itinerary of a point x ∈ X is the sequence R0R1R2 . . . with
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Ri ∈ R̂∪{Y } such that f i(x) ∈ Ri for all i ∈N. Since Y is invariant, we see that if Rj = Y
for some j , then Ri = Y for all i  j . If x has itinerary R = R0R1R2 . . . , then f (x) has
itinerary σ(R)=R1R2 . . . where σ is the shift map.
If p is a periodic point in YC , then all iterates of p lie in YC , and so the itinerary of p is
a sequence in R̂∞. If p has period n (by which we mean p is a fixed point of f n, and do
not insist that n is the least period of p) then the itinerary of p also has period n under σ .
If the itinerary of p is R0R1R2 . . . , then we call the word R0R1 . . .Rn−1 in R̂
n the code of
p (as a point of period n).
We denote the set of points of period n under f by Pern f and the set of points in Pern f
with code C by PerC f .
2.2. Exact maps
Definition 2. A map of pairs r : (X1, Y1) → (X2, Y2) is exact if f−1(Y2) = Y1, or,
equivalently, if r(YC1 )⊂ YC2 .
If r : (X1, Y1)→ (X2, Y2) is exact, then r induces a map rˆ : R̂1 → R̂2 by rˆ(R1)= R2 if
r(R1)⊂R2, and a map on codes by rˆ(R0 . . .Rn−1)= rˆ(R0) . . . rˆ(Rn−1).
Definition 3. We say (X1, Y1) (r, s)-dominates (X2, Y2) if there is an exact map
r : (X1, Y1)→ (X2, Y2) and a map s : (X2, Y2)→ (X1, Y1) such that r ◦ s ∼ id. Note that
we do not require that the homotopies be through exact maps.
If f1 and f2 are self-maps of (X1, Y1) and (X2, Y2), respectively, then f1 (r, s)-domi-
nates f2 if there are maps r and s such that f1 ∼ s ◦ f2 ◦ r and (X1, Y1) (r, s)-dominates
(X2, Y2).
The composition of exact maps is exact, and domination is a transitive and reflexive
relation on both spaces and maps.
Definition 4. If (X1, Y1) (r, s)-dominates (X2, Y2) and, in addition, (X2, Y2) (s, r)-domi-
nates (X1, Y1), we say the spaces (X1, Y1) and (X2, Y2) are exactly homotopy equivalent or
have the same exact homotopy type. The pair (r, s) is then an exact homotopy equivalence
between (X1, Y1) and (X2, Y2).
Similarly, if f1 and f2 are self-maps, f1 (r, s)-dominates f2 and f2 (s, r)-dominates f1,
then f1 and f2 are exactly homotopy equivalent maps.
Exact homotopy equivalence for pairs and for maps are both equivalence relations.
If is clear that if (X1, Y1) and (X2, Y2) are exactly homotopy equivalent, then Y1 can
be by-passed in X1 if and only if Y2 can be by-passed in X2. Further, both r and s
induce bijections rˆ and sˆ on regions, and H ∗(X1, Y1)=H ∗(X2, Y2) for any cohomology
theory.
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2.3. Cohomology theory of regions
Throughout this section, we restrict to topological pairs (X,Y ) where X and Y are
compact ANRs. We call such pairs compact ANR pairs. The fundamental results in the
theory of ANRs be found in Brown [4], Hu [9] and van Mill [21].
Since regions are disjoint, we can define cohomology projections onto the cohomology
supported on a single region.
Definition 5. Let R ∈ R̂, and i : (R ∪ Y,Y ) ↪→ (X,Y ), j : (X,Y ) ↪→ (X,RC) and k : (R ∪
Y,Y ) ↪→ (X,RC) be inclusions. By the strong excision property for ANR pairs, k induces
an isomorphism on cohomology. The cohomology projection onto R is defined:
π∗R = j∗ ◦ (k∗)−1 ◦ i∗ :H ∗(X,Y )→H ∗(X,Y ).
The following lemma gives the fundamental properties of cohomology projections. The
proofs are straightforward.
Lemma 6.
(1) If R1 and R2 are disjoint regions then π∗R1π∗R2 = π∗R2π∗R1 = 0.(2) id∗ =∑R∈R̂ π∗R .
(3) If r : (X1, Y1)→ (X2, Y2) is exact, then r∗ ◦ π∗R2 = (
∑
R1∈rˆ−1(R2) π
∗
R1
) ◦ r∗.
If Y is a contractible, and hence an absolute retract, then for each region R, we have a
retraction pR : (X,Y )→ (X,Y ) which is the identity on R ∪ Y and maps RC into Y .
Lemma 7. The cohomology of pR is the same as the cohomology projection onto R, i.e.,
p∗R = π∗R .
2.4. Homotopy theory of ANRs
One of the most important properties of ANRs is that any sufficiently close maps into an
ANR are homotopic. Moreover, we can control how far these homotopies move points.
We use the same terminology concerning open covers as van Mill [21]. In particular,
U ∩ Y = {U ∩ Y : U ∈ U}.
There are a number of homotopy extension theorems for maps into ANRs and ANR
pairs. We will use the following results concerning homotopies of maps of pairs.
Theorem 8. Let (X,Y ) be an ANR pair and U an open cover of X. Suppose B and C are
closed subsets of a space A, and there is a homotopy ht : (A∩C,B ∩C)→ (X,Y ) which
is limited by U such that h0 extends to a map f0 : (A,B)→ (X,Y ). Then ht extends to a
homotopy ft : (A,B)→ (X,Y ) limited by U .
Theorem 9. Let (X,Y ) be an ANR pair and U an open cover of X. Then there exists
a refinement V of U such that whenever f0 and f1 are V close maps (A,B)→ (X,Y )
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and ht : (A ∩ C,B ∩ C)→ X is a V-homotopy from f0|C to f1|C , then ht extends to a
U -homotopy ft from f0 to f1 . Further, if ht is a strong homotopy, then ft can be made a
strong homotopy.
We say V is a homotopy refinement of U .
3. Lefschetz theory
In this section, we give a Lefschetz periodic point theory for self-maps of a compact
ANR pair. We first prove a relative version of the Lefschetz fixed point theorem and then
use a Szymczak-type argument to extend to periodic orbits. The fixed point theorem is a
strengthening of a theorem of Bowszyc, and is necessary to obtain interesting results on
certain systems, such as Example 19. We define Lefschetz numbers LC(f ), and prove
Theorem 10 (Relative Lefschetz periodic point theorem). Let f be a self-map of a
compact ANR pair (X,Y ). Suppose C =R0 . . .Rn−1 is a code of length n, and LC(f ) = 0.
Then there is a period-n point x ∈ X which is the limit of points xi such that f j (xi) ∈
Rj mod n for j < i .
We say C is an approximate code for x . Note that if C is the code of x ∈ YC , then it is an
approximate code for x .
3.1. Relative Lefschetz fixed point theory
The Lefschetz number of a finitary graded linear map A∗ is given by
L(A∗)=
∞∑
i=0
(−1)iTr(A(i)).
If f : (X,Y )→ (X,Y ) is a map of a compact ANR pair, then f ∗ is a finitary graded linear
map, and we define L(f ;X,Y ) to be L(f ∗).
Following Leray [15] we can also define the Lefschetz number of a graded linear
map A∗ if some iterate of A∗ has finite-dimensional image. In this way, we can define
the Lefschetz number of a map f :U → Y such that cl(f (U)) ⊂ U and fN(U) ⊂ Y
for some N . It is easy to see that L(f ;U) = L(f ;Y ). Further, for any pair (X,A),
L(f ;X,A)= L(f ;X)−L(f ;A), assuming L(f ;X) and L(f ;A) are well-defined.
Our results are based on the following theorem of Bowszyc [1].
Theorem 11. Let X be a compact ANR and U an open subset of X. Suppose f (U)⊂A⊂
U where A is a compact set, and that L(f ;X,U) is well-defined and non-zero. Then f
has a fixed point in X \U .
Lemma 12. Suppose (X,Y ) is an ANR pair, f : (X,Y ) → (X,Y ) and Fix(f ) has a
neighbourhood U such that f N(U) ⊂ Y . Then f is homotopic to a map g such that
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Fix(g) = Fix(f ) and there is a neighbourhood V of Y for which cl(g(V )) ⊂ V and
gN(V )⊂ Y .
Proof. Choose a neighbourhood U0 of Fix(f ) such that cl(f (U0))⊂U0 ∪ Y . Let U1 be a
neighbourhood of Fix(f ) such that cl(f (U0)) ⊂ U1 and cl(U1) ⊂ U0. Let V0 be an open
set such that cl(V0)∩ cl(f (U0))= ∅ and V0 ∪U1 is a neighbourhood of Y .
Let U be an open cover of X such that if x ∈ W ∈ U , then x ∈ U1 ⇒ f (W) ⊂ U0
and x /∈ U1 ⇒ f (W) ∩ W = ∅. Let V be a homotopy refinement of U , and r a retract
of a neighbourhood of Y to Y . Then there is a subset V1 of V0 which is closed in X
such that V1 ∪ U1 is a neighbourhood of Y1 and r|V1 is V-close to id|V1 as maps of pairs
(V1, Y )→ (X,Y ). By Theorem 9 there is a U -homotopy ht : (V1, Y )→ (X,Y ) from id to
r , and by Theorem 8, ht extends to a U -homotopy ht : (X,Y )→ (X,Y ) such that h0 = id
and ht (x)= x for all x ∈ Y ∪ cl(f (U0)). Let g = f ◦ h1 and V = U1 ∪ V1.
h1(V1) ⊂ Y , so g(V1) ⊂ Y . If x ∈ U1, then h1(x) ∈ U0, hence f (h1(x)) ∈ f (U0), and
therefore
gN(x)= f N−1(f (h1(x)))= f N (h1(x))⊂ Y.
Thus g maps U1 ∪V1 into Y ∪ cl(f (U0))⊂U1 ∪V1, and gN(U1 ∪V1)⊂ Y . If x /∈ V0, take
U ∈W such that x,h1(x) ∈ U . Then f (h1(x)) ∈ f (U), but f (U) ∩U = ∅, so g(x) = x .
Thus if x ∈ Fix(g), x ∈ V0. Then gN (x) ∈ Y , so x ∈ Fix(f ). This shows g has the required
properties. ✷
Theorem 13 (Relative Lefschetz fixed point theorem). Suppose that (X,Y ) is a compact
ANR pair, and f is a self-map of (X,Y ). If L(f ) = 0, then f has a fixed point x such that
there is a sequence xi → x such that f j (Xi) ∈ YC for all j < i . In particular, f has a
fixed point in cl(YC).
Proof. Suppose f has no such fixed points. Then Fix(f ) has a neighbourhood U
such that f N(U) ⊂ Y . Let g be a map homotopic to f given by Lemma 12. By
Theorem 11, L(g;X,V ) = 0. Then L(f ;X,Y ) = L(g;X,Y ) = L(g;X) − L(g;Y ) =
L(g;X)−L(g;V )= L(g;X,V )= 0 as required. ✷
3.2. Relative Lefschetz theory for periodic points
We can now prove a relative Lefschetz theorem for a self-map f of a pair (X,Y ).
Definition 14. For all regions R, let f ∗R = π∗R ◦ f ∗ :H ∗(X,Y )→H ∗(X,Y ). If C is a code
of length n, let f ∗C = f ∗R0 ◦ f ∗R1 ◦ · · · ◦ f ∗Rn−1 . We define the relative Lefschetz number of f
for the code C , written LC(f ), to be L(f ∗C ).
We now prove the main theorem.
Proof of Theorem 10. By adjoining the cone C(Y ) to Y if necessary, and extending f
to X ∪ C(Y ) by f ([y, t]) = [f (y), t] for y ∈ Y and t ∈ [0,1], we can assume that Y is
contractible, and hence an absolute retract.
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For every region R, let fR = f ◦ pR . We then consider the map fC , which is defined to
be f ◦ pRn−1 ◦ · · · ◦ f ◦ pR1 ◦ f ◦ pR0 . By the definition of pR , fC(x)= f n(x) if x ∈ Y or
f i(x) ∈ Ri for i < n, and fC(x) ∈ Y otherwise.
By Lemma 7, π∗R ◦ f ∗ = p∗R ◦ f ∗ = (f ◦ pR)∗, so f ∗C = (fC)∗. Thus L(fC;X,Y ) =
L(f ∗C ) = LC(f ) = 0, so fC has a fixed point x given by Theorem 13. Let (xk)k∈N be a
sequence such that f iC(xk) ∈ YC and xk → x . Since f iC(xk) ∈ YC , f i(xk) ∈ Ci mod n for
i < nk, as required. ✷
If f is homotopic to g, then f ∗ = g∗, giving the following result.
Theorem 15. Let f and g be homotopic maps. Then LC(f )= LC(g).
Similarly, we have the following localization result:
Theorem 16. SupposeR is a set of regions of (X,Y ), and C =R0 . . .Rn−1 is a code where
R0 . . .Rn−1 ∈R. Let D = Y ∪⋃n−1i=0 Ri . If f and g agree on D, then LC(f )= LC(g).
Finally, we relate the Lefschetz numbers of f to those of g if f (r, s)-dominates g.
Theorem 17. Suppose f and g are self-maps of (X1, Y1) and (X2, Y2), respectively, and
f (r, s)-dominates g. Then
∑
C1∈rˆ−1(C2) LC1(f ) = LC2(g). In particular, if LC2(g) = 0,
then there is a code C1 such that rˆ(C1)= C2 and LC1(f ) = 0.
Proof. Suppose C2 is a word on R2. Since r∗ ◦ π∗R2 = (
∑
R1∈rˆ−1(R2) π
∗
R1
) ◦ r∗, we have
L(g∗C2) = L(g∗C2 ◦ s∗ ◦ r∗)
= L(r∗ ◦ g∗C2 ◦ s∗)
= L(r∗ ◦ π∗R2,0 ◦ g∗ ◦ π∗R2,1 ◦ g∗ ◦ · · · ◦ π∗R2,n−1 ◦ g∗ ◦ s∗)
= L(r∗ ◦ π∗R2,0 ◦ g∗ ◦ s∗ ◦ r∗ ◦ π∗R2,1 ◦ · · · ◦ s∗ ◦ r∗ ◦ π∗R2,n−1 ◦ g∗ ◦ s∗)
=
∑
C1∈rˆ−1(C2)
L(π∗R1,0 ◦ r∗ ◦ g∗ ◦ s∗ ◦ · · · ◦ π∗R1,n−1 ◦ r∗ ◦ g∗ ◦ s∗)
=
∑
C1∈rˆ−1(C2)
L(π∗R1,0 ◦ f ∗ ◦ π∗R1,1 ◦ f ∗ ◦ · · · ◦ π∗R1,n−1 ◦ f ∗)
=
∑
C1∈rˆ−1(C2)
L(f ∗C1). ✷
Example 18. The pair (I,K) of Example 1 has two regions,RA = (0, 12 ) and RB = ( 12 ,1).
The homology H(1)(I,K;Q) 1 has two generators, α and β , as shown in Fig. 2.
1 We use a parenthesized sub/superscript for (co)homology to distinguish the cohomology of a map from its nth
iterate.
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Fig. 2. Homology generators.
Fig. 3. Circle obtained by gluing ends of interval.
The homology action is given by α 	→ α + β and β 	→ −α − β and so the cohomology
action is given by the matrix
T (1) =
 1 1
−1 −1
 .
The cohomology supported on RA is generated by the dual to α, and that supported on RB
is generated by the dual to β , so
T
(1)
RA
=
 1 1
0 0
 , T (1)RB =
 0 0
−1 −1
 .
Thus, for any code C , LC(T )=±1 and there is a periodic point with approximate code C .
Example 19. Suppose we change the tent map example by identifying 0 and 1 to obtain
the circle shown in Fig. 3.
The fixed point p0 lies in the closure of both RA and RB Therefore, if were to weaken
Theorem 10 to only give a period-n point x such that f j (x) ∈ cl(Rj mod n) for all j , we
would not be able to deduce the existence of any periodic point other than p0.
4. Nielsen theory
In this section, we give a relative Nielsen theory for compact ANR pairs (X,Y ), and
an extension to admissible pairs for which Y is not an ANR. For any code C , we define a
Nielsen number NC(f ). The main result of this section is the following:
Theorem 20. Suppose f : (X,Y )→ (X,Y ). Then for any word C of length n on R, f has
at least NC(f ) periodic points with code C . Further, if f (r, s)-dominates a map g, then∑
C1∈rˆ−1C2
NC1(f )NC2(g).
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Since f (id, id)-dominates any map homotopic to f , this theorem gives lower bounds
for the number of periodic points for any map in the homotopy class, and tells us what the
itineraries of these points are.
For this section, we will fix an integer n, and whenever a subscript j is used, arithmetic
on j will be assumed to be modulo n.
4.1. Relative Nielsen equivalence
Let f be a map of a compact ANR pair (X,Y ). By a curve from x0 to x1, we mean a
map
α : (I, J )→ (X,Y ),
where I = [0,1] and J is a closed subset of I , such that α(0) = x0 and α(1) = x1. All
homotopies of curves will be assumed to be relative to endpoints. We denote the constant
curve α(t)= x by x. If α0 . . .αk−1 are curves with αi−1(1)= αi(0) for 1 i < k− 1, then
by α0 · α1 · · ·αk−1 we mean the curve α such that α(s)= αi(ks mod 1).
Definition 21. Suppose f is a self-map of (X,Y ), and x1, x2 ∈ Pern f . We say x1 and
x2 are strong Nielsen equivalent if there is a homotopy ft such that f0 = f , a function
τ : I → I such that τ (0) = τ (1) = 0, and a curve α : I → X from x1 to x2 such that
f nτ(t)(α(t))= α(t).
From the point of view of dynamical systems, points are strong Nielsen equivalent if
they can come together in a bifurcation. Suppose x1 and x2 are strong Nielsen equivalent.
Using the notation of Definition 21, let αj be defined by αj (t)= f jτ(t)(α(t)) for 0 j  n,
and note that αn = α0 = α. If α(t) ∈ Y , then since each ft maps Y into itself, we must
have αj (t) ∈ Y . If αj (t) ∈ Y for some j , then αn(t) = α(t) ∈ Y also. Hence αj (t) ∈ Y
if and only if α(t) ∈ Y . Thus, if we let J = α−1(Y ), each curve αj is an exact curve
(I, J )→ (X,Y ). Further αj+1 = fτ(t) ◦ αj ∼ f ◦ α.
The preceding argument motivates the following definition.
Definition 22. Let x1, x2 ∈ Pern f . We say x1 is Nielsen related to x2, denoted x1 f x2,
if there is a subset J of I and exact curves αj : (I, J )→ (X,Y ) from f j (x1) to f j (x2) for
j = 0 . . .n− 1 such that αj+1 ∼ f ◦ αj for all j . The family (αj ) is a relating family.
Clearly f is an equivalence relation, and if x1, x2 are strong Nielsen equivalent, then
x1 f x2. We will drop the subscript f where this will cause no confusion. Equivalence
classes of Pern f are called n-Nielsen classes.
Definition 23. We say x is Y -related, x  Y , if there is a relating family αj : (I, J )→
(X,Y ) for x  x for which J = ∅. If x  Y , then x is Y -separated.
The following lemma gives the essential properties of being Nielsen related to Y . The
proofs are straightforward.
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Lemma 24.
(1) If y is a periodic point in Y , then y  Y .
(2) If x1  x2, then either x1 and x2 have the same code, or both are Y -related.
We can therefore speak of a Nielsen class Q being Y -related or Y -separated. If Q is
Y -separated, the code of Q is the common code of its elements. In the terminology of
Zhao, Y -separated Nielsen classes are called surplus Nielsen classes.
4.2. Nielsen numbers
In this section we give results on curves in ANRs which we shall use to show Nielsen
classes are closed and open in Pern f , and hence have a fixed point index. Let J be the
set of subintervals {∅, I, [0, 12 ], [ 12 ,1], [ 13 , 23 ]}. The following lemma proves the existence
of exact curves joining sufficiently close points in (X,Y ).
Lemma 25. Let (X,Y ) be an ANR pair with open cover U . Then U has an open refinement
V such that if x0 and x1 are U -close, there is an interval J ∈ J and an exact curve
α : (I, J )→ (X,Y ) from x0 to x1.
Proof. Let U1 be a star refinement of U , U2 a homotopy refinement of U1 and V a
homotopy refinement of U2. We claim V is the required open cover. Suppose V ∈ V , and
x0, x1 ∈ V . We need to show there is a curve of the required form from x0 to x1.
Suppose x0, x1 ∈ YC . There is a curve β : (I,∅) → (X,Y ) from x0 to x1 limited by
U2. If β is exact, we are done. Otherwise, there are numbers 0 < t0  t1 < 1 such that
t0 = inf{t: β(t) ∈ Y } and t1 = sup{t: β(t) ∈ Y }. We take y0 = β(t0), y1 = β(t1), and
let β0 : (I, {1})→ (X,Y ) and β1 : (I, {0})→ (X,Y ) be reparameterizations of β|[0,t0] and
β|[t1,1], respectively. y0 and y1 are U2 close, so there is an exact curve γ : (I, I )→ (X,Y )
from y0 to y1 limited by U1. Then α = β0 · γ · β1 is the required curve.
The proof for the other cases is similar. ✷
Note that if both endpoints lie in YC , then the interval J may be ∅ or [ 13 , 23 ]. This choice
of interval causes difficulties when estimating the topological entropy based on Nielsen
numbers.
Lemma 26. Let f be a map of a compact ANR pair (X,Y ), and x ∈ Pern f . Then there is
a neighbourhood W of x such that x w for all w ∈W ∩ Pern f .
Proof. Let U be any open cover of (X,Y ), V1 a homotopy refinement of U , V2 a star
refinement of V1 and V3 = V2 ∨ f−1(V2). Let W1 be the refinement of V3 given by
Lemma 25, and let W2 be a homotopy refinement of V3 ∩ YC .
Suppose x ∈ Y , and Wj ∈W1 is a neighbourhood of f j (x) for j = 0 . . .n − 1. Let
W =⋂n−1j=0 f−j (Wj ), a neighbourhood of x in X. Suppose w ∈ W ∩ Y ∩ Pern f . Then
f j (w) ∈Wj , so there is are exact curves αj : (I, I )→ (X,Y ) limited by V3. Then f ◦ αj
is a curve from f j+1(x) to f j+1(y) limited by V2, so is V1 close to αj+1, hence
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f ◦ αj ∼ αj+1. Thus (αj ) is a relating family. If w ∈ W ∩ YC ∩ Pern f , then there are
exact curves αj : (I, [0, 12 ])→ (X,Y ) limited by V3, which again are a relating family.
If x ∈ YC , we take neighborhoods Wj ∈W2 of x , and let W =⋂n−1j=0. Since W2 is a
homotopy refinement of V3 ∩ YC , if w ∈ W , then there are curves αj : I → YC from x
to W , which we view as an exact curves (I,∅)→ (X,Y ) giving the relating family for
x w. ✷
Corollary 27. Every Nielsen class is closed and open in Pern f .
Therefore, the following definition makes sense:
Definition 28. A Nielsen class Q is essential if Ind(X,Q;f ) = 0.
We now define various Nielsen numbers.
Definition 29. Define Nn(f ) to be the number of essential n-Nielsen classes, NnY (f )
the number of essential Y -related Nielsen classes, and Nn(f ) the number of essential Y -
separated Nielsen classes.
If C is a code, we define NC(f ) to be the number of essential Y -separated Nielsen
classes with code C . If R is a set of regions, define NnR(f ) to be the number of essential
Y -separated Nielsen classes with codes of length n in R.
We have asymptotic Nielsen numbers, defined
N∞(f )= lim sup
n→∞
logNn(f )
n
, N∞R (f )= lim sup
n→∞
logNnR(f )
n
.
NnY (f ) may be greater or less than the number of Nielsen classes of f |Y . One important
property of the Nielsen numbers NC(f ) is the following localization result:
Theorem 30. Let (X,Y ) be a topological pair, R a set of regions of (X,Y ), and
D = Y ∪ ⋃R. Suppose f and g are self-maps of (X,Y ) which agree on D. Then
NC(f )=NC(g) for any code C on R.
Proof. Suppose x1 and x2 are Nielsen related Y -separated periodic points of f with
code C , and (αj ) is a relating family for x1 f x2. Then αj (I) ⊂ Rj for all j , and so
f ◦ αj = g ◦ αj and hence (αj ) is a relating family for x1 g x2. ✷
4.3. Homotopies and domination
Let ft : (X,Y ) → (X,Y ) be a homotopy from f0 to f1, and F : (X × I,Y × I) →
(X × I,Y × I) be the fat homotopy of f , given by F(x, t) = (ft (x), t). If U ⊂ X × I ,
let Ut = {x ∈X: (x, t) ∈ U}.
The following results are extensions of corresponding results of standard
Nielsen theory to the relative case, and the proofs are identical.
Lemma 31. x1 ft x2 if and only if (x1, t)F (x2, t).
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Lemma 32. Let Q be an closed and open subset of Pern F . Then Ind(X × I,Q;F) =
Ind(X,Qt ;ft ) for all t .
Corollary 33. Let Q0 be a Nielsen class for f0 and Q1 be a Nielsen class for f1. If
Q0 ×{0} and Q1 ×{1} are subsets of the same Nielsen class for F , then Ind(X,Q0;f0)=
Ind(X,Q1;f1).
The previous result shows that:
Corollary 34. If g is homotopic to f , then NC(g)=NC(f ) for all words C , and g has at
least Nn(f ) points of period n.
We now show that if f dominates g, then g has fewer Nielsen classes of any period
then f .
Theorem 35. Suppose f and g are self-maps of (X1, Y1) and (X2, Y2), respectively, and
that f (r, s)-dominates g. Then∑
C1∈rˆ−1C2
NC1(f )NC2(g).
Proof. Let f˜ = s ◦ g ◦ r and g˜ = r ◦ s ◦ g. Then f ∼ f˜ and g ∼ g˜, so the Nielsen numbers
of f˜ and g˜ are identical to those of f and g, respectively.
Let Q be an essential n-Nielsen class of g˜, and U a neighbourhood of Q such that
cl(U)∩ Pern g˜ =Q. Then
Ind
(
X1, r
−1(U); f˜ n) = Ind(X1, r−1(U); (s ◦ g ◦ r)n)
= Ind(X2,U ; (r ◦ s ◦ g)n)= Ind(X2,U ; g˜n)
= 0.
Thus r−1(U) contains a fixed point.
Let x be a period-n point of f˜ . Then g˜n(r(x))= r(f˜ n(x))= r(x), so r(x) is a period-n
point of g˜.
Suppose x0 and x1 are Nielsen related points for f˜ , and αj : (I, J )→ (X1, Y1) is a
relating family for x0 f x1. Then r ◦ αj : (I, J )→ (X2, Y2) is exact, and g˜ ◦ r ◦ αj =
r ◦ f˜ ◦ αj ∼ r ◦ αj+1, so r ◦ αj is a relating family for r(x0)g r(x1).
The above argument shows that if Q is a Y2-separated Nielsen class of g˜ with code
C2, then r−1(Q) consists of Y1-separated Nielsen classes with codes C1 such that rˆ(C1)=
C2. ✷
Corollary 36. If there is an exact homotopy equivalence (r, s) between f and g, then
NC(f )=Nrˆ(C)(g).
4.4. Admissible pairs
We now extend the Nielsen numbersNn(f ) and NC(f ) to cases where Y is not an ANR.
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Definition 37. Let X be a compact ANR, and Y a closed subset of X. We say (X,Y )
is admissible if for any point y ∈ Y and any neighbourhood U of y , there exists
a neighbourhood V of y such that for any x ∈ V \ Y there exists an exact curve
α : (I, [0, 12 ])→ (X,Y ) from y to x which is homotopic to a curve in U .
Lemma 25 shows that any compact ANR pair is admissible.
Lemma 38. Let f be a self-map of an admissible pair (X,Y ). Then for every n ∈N there
is a neighbourhood Wn of Y such that if x ∈ Pern f ∩Wn, then x is Y -related.
Proof. Suppose y ∈ Pern f ∩ Y , and let yj = f j (y). Let Uj be a neighbourhood of yj
such that any two curves α : I →X in U0 with the same endpoints are homotopic. Let Vj
be the neighbourhood of Uj ∩ f−1(Uj ) given by Definition 37. Let Wy =⋂n−1j=0 f−j (Vj ),
and suppose x ∈ Pern f ∩Wy ∩YC . Then xj ∈ Vj , so there is an exact curve αj : (I, [0, 12 ])
from yj to xj homotopic to a curve βj : I → X in Uj ∩ f−1(Uj+1). Then f ◦ βj is
a curve in Uj+1, so is homotopic to βj+1. Therefore, considering all curves as maps
(I, [0, 12 ])→ (X,Y ),
f ◦ αj ∼ f ◦ (yj · αj )∼ f ◦ (yj · βj )
∼ yj+1 · (f ◦ βj )∼ yj+1 · βj+1 ∼ yj+1 · αj+1
∼ αj+1
and so (αj ) is a relating family.
Thus, for all y ∈ Pern f ∩Y , there is a neighbourhood of y in Pern f such that y is related
to all points in this neighbourhood. The result follows since Pern f is closed in X. ✷
Corollary 39. All Y -separated Nielsen classes are closed and open in Pern f . Therefore,
Nn(f ) and NC(f ) are well-defined and finite. Further they satisfy the conclusions of
Theorem 35.
4.5. Topological entropy
We shall use the following metric-independent definition of topological entropy:
Definition 40. Let Q be a cover of X. Points x1, x2 ∈ X are (Q, n, f )-close if for all
i < n there exist Ui ∈ U such that x1, x2 ∈ Ui , and (Q, f )-shadow each other if they are
(Q, n, f )-close for all n. A set S is (Q, n, f )-separated if no two points of S are (Q, n, f )-
close. Let s(Q, n, f ) be the maximum cardinality of a (Q, n, f ) separated set.
The topological entropy of f , written htop(f ), is given by
htop(f )= sup
U
lim
n→∞
log s(U, n, f )
n
,
where the supremum is taken over all open covers U of X.
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A result of Ivanov [10], also given in Jiang [12], shows that if Y = ∅, the asymptotic
Nielsen number N∞(f ) is a lower bound for the topological entropy of f . The proof
relies on the fact that there is an open cover U such that any two period-n points which are
(U, n, f )-close lie in the same Nielsen class. Unfortunately, for relative Nielsen theory, it
is possible that for arbitrarily fine U there are non-equivalent periodic points which (U, f )-
shadow each other. An example of this behaviour is given by the tent map, and is described
in Example 47.
In certain examples of interest, particularly those arising from homoclinic tangles, we
can rule out this behaviour by the condition of expansive periodicity which ensures that
no non-equivalent points shadow each other. This is essentially a local condition on the
behaviour near Y .
Definition 41. Let (X,Y ) be an admissible pair, R a set of regions of (X,Y ) and f be a
self map of (X,Y ). We say f has expansive periodicity on R if there is an open cover U of
X such that whenever x0 and x1 are periodic points in PerR f which (U;f )-shadow each
other, then any curve from x0 to x1 limited by U is homotopic to a curve in YC .
Theorem 42. Suppose f is a self map of an admissible pair (X,Y ), R a set of regions of
(X,Y ), and f has expansive periodicity on R. The htop(f )N∞R (f ).
Proof. Let W be the open refinement of U given in Lemma 26. Then if x0, x1 ∈
PernR f (W, n, f )-shadow each other, they must be Nielsen related, since any exact
curve βj : (I, [ 13 , 23 ]) → (X,Y ) from f j (x0) to f j (x1) is homotopic to an exact curve
αj : (I,∅)→ (X,Y ). Hence s(U, n, f )NnR(f ), and the result follows. ✷
If (X,Y ) is a polyhedral pair, we can also prove an entropy bound using metric entropy.
However, we need the additional assumption that the measure of Y is zero for this approach
to work.
Lemma 43. Let f be a self-map of a polyhedral pair (X,Y ), and µ a measure on Y such
that µ(Y )= 0. Then there exists a partition P = {P0, . . . ,Pk} such that
(1) µ(⋃ki=1 ∂Pi)= 0.
(2) No set in∨n−1i=0 f−iP contains points from more than one n-Nielsen class of f .
Proof. Consider the open cover W of Lemma 26; without loss of generality, we can
assumeW is finite. Let V be an open refinement of W such that for all V ∈ V , µ(∂V )= 0
and V \ Y has finitely many components. (We can construct such a cover from ε-balls
in some simplicial metric.) Let Q = {Q1 . . .Qk} be the open cover of YC consisting of
components of sets V ∩ Y for V ∈ V . Take P0 = Y , and Pi =Qi \ (⋃i−1j=1 Qj) for i  k. It
is easy to verify that this is the required open cover. ✷
Theorem 44. Suppose f is a self-map of a polyhedral pair (X,Y ), R is a set of regions
of (X,Y ), and (Sn) is a sequence of finite sets such that Sn contains exactly one point from
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Fig. 4. Invariant set with no periodic points.
Fig. 5. Invariant set with connected complement.
each n-Nielsen class of f with code in R. Let nk be a sequence such that lim #(Snk ) =
N∞R (f ). Define
νn = 1#(Sn)
∑
x∈Sn
δx, µn = 1
n
n−1∑
i=0
f iνn,
where δx is the δ-measure supported at x , and f iνn(A)= νn(f−i (A)). Suppose there is a
weak limit point µ of the sequence µnk such that µ(Y )= 0. Then htop(f )N∞R (f ).
The proof is essentially the same as that of Lemma 4.5.2 of Katok and Hasselblatt [14],
and is omitted.
Since we were unable to find any examples where the asymptotic Nielsen number is
greater than the topological entropy, we conjecture that htop(f )N∞(f ) does hold in the
relative case.
5. Examples
The following examples illustrate the main points of the theories.
Example 45 (Y -related Nielsen classes). Consider the pair (X,Y ) shown in Fig. 4, where
Y = Y0 ∪ {y1, y2}.
Let f be a map which is an irrational rotation on Y0, and maps y2 to y1 and y1 into Y0.
The Nielsen numbers of this map are the same as the tent map, so NnY (f )= 1 for all n and
there must be a Y -related fixed point p. However, there are no periodic points in Y . This
shows that NnY (f ) may be greater that the number of fixed points of f n|Y .
Example 46 (Orbits with the same itinerary). Consider the pair shown in Fig. 5.
Consider the map f taking
a 	→ ab, b 	→ cd, c 	→ d¯ c¯, d 	→ b¯a¯, e 	→ y2,
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f restricts to the tent map on X \ e. There are three generators of H(1), α = ab, β = cd
and γ = b¯ec¯, and the action f(1) is
α 	→ α + β, β 	→ −α − β, γ 	→ 0.
Thus the cohomology action is
f (1) =

1 1 0
−1 −1 0
0 0 0

and so Ln(f )= 0 for all n, and Lefschetz theory gives no information.
f has 2n points of period n, and all these lie in different Nielsen classes, so Nn(f )= 2n.
Thus Nielsen theory gives all information. The problem with using Lefschetz theory in this
example is that all periodic points have the same itinerary, and their indexes cancel in pairs
according to whether f n is locally orientation-preserving or reversing.
Example 47 (Topological entropy). Let T be the tent map of Example 1. Consider points
xn and yn of period n with codes RARBRA . . .RA and RBRBRA . . .RA, respectively. An
easy calculation shows that
xn = 2
n−1
2n + 1 and yn =
2n−1
2n − 1 ,
so d(xn, yn) = 2n/(22n − 1)→ 0 as n→∞. Further, d(T i(xn), T i(yn)) < d(xn, yn) for
0 < i < n, since points in the same region get mapped apart. Hence, given any ε > 0,
there are points in different Nielsen classes which are (n, ε)-close for all n. Thus the tent
map does not have expansive periodicity, and so we cannot use Theorem 42 to deduce
htop N∞(T )= log 2.
Suppose now f is homotopic to T , and µ is any invariant measure for f . Since 12
is wandering, µ({ 12}) = 0. Then the partition {[0, 12 ], ( 12 ,1]} satisfies the conclusion of
Lemma 43, and using Theorem 44 we deduce htop(f ) log 2.
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