Abstract
Introduction
In recent years, some researches have been done in the field of learning the distribution of motion trajectories. In [1] , two competitive neural networks connected by a leaky neuron layer are used to model the probabilistic distribution of flow vectors and trajectories. Compared with [1] , fuzzy self-organizing map (FSOM) proposed in [2] has a much simpler architecture because it takes the whole trajectory rather than discrete flow vectors as input. But it still takes a very long time for training due to the high computational complexity of SOM. More recent work on trajectory modeling clusters trajectories directly compared with early work. Graph cut is used for trajectory clustering in [3] , where Hausdorff distance is exploited to measure the distance between any two trajectories. Spectral clustering outperforms graph cut in the case of multi-class trajectory clustering in [4] , but the clustering results are sensitive to trajectory lengths because of using Euclidean distance as the distance measure. The common ground of the above trajectory clustering approaches is that they all ignore directional distribution information. Directional distribution information describes the rough "trend" of a trajectory. It is less sensitive to trajectory length and thus is an effective and efficient feature for trajectory clustering. In our work, a novel directional feature called trajectory directional histogram (TDH) is proposed to describe the statistic directional distribution of one trajectory. Moreover, we define a "coarse cluster" as a set of trajectories sharing with similar trends and being easily extracted and separated from other trajectories using TDH.
In our trajectory clustering framework, we take advantage of a newly proposed graph-theoretic clustering method called dominant-set clustering [5] . It takes on an iterative bipartition manner and split a "dominant set" from a weighted graph in each round. With flexibility in determining the number of clusters and low computational complexity, it is very suitable for large-scale trajectory clustering.
The rest of this paper is organized as follows: In Section 2, we describe our trajectory clustering framework including overview of our clustering framework, trajectory smoothing, feature extraction, dominant-set clustering, trajectory coarse clustering and trajectory fine clustering. Experimental results are shown in Section 3. In Section 4, we conclude our work.
Our framework for trajectory clustering

Overview of our framework
Our trajectory clustering framework includes four stages: 1)trajectory smoothing; 2)feature extraction; 3)trajectory coarse clustering; 4)trajectory fine clustering. In the trajectory smoothing stage, two-layer wavelet decomposition is used to smooth the raw trajectories. In the feature extraction stage, two kinds of features are extracted. One is trajectory resampling point set (TRPS), and the other is a novel feature called trajectory directional histogram (TDH). TRPS contains the positional information of one trajectory while TDH describes its statistic directional distribution. In the coarse clustering stage, TDH is used to obtain coarse trajectory clusters, where trajectories share similar "trends". In the fine clustering stage, trajectories in each of those coarse clusters are further clustered into fine clusters using TRPS. By this way, different features complementary with each other are dealt with at different levels to improve the whole efficiency and accuracy of our framework.
Trajectory smoothing
In this paper, multi-resolution wavelet decomposition [6] is used to smooth trajectories. As we all know, any squareintegrable signal can be decomposed into a high-frequency signal and a low-frequency signal by wavelet decomposition. The high-frequency signal provides detailed information of the original signal while the low-frequency signal reserves the main structural characteristics. Consequently, the low-frequency signal can be viewed as a "smoothing" one of the original signal.
A raw trajectory can be represented as follows:
where n is the number of points on that trajectory. We impose a two-layer wavelet decomposition respectively on X and Y and get the position expression of the smoothed trajectory:
where X s and Y s respectively denotes the smoothing signals of the original ones X and Y at the resolution 2 −2 . One of the raw trajectories in our experiments and its smoothed trajectory are respectively shown in Figure 1 (a) and Figure 1 (b). We can see that although the trajectory gets smoothed, its shape or intrinsic structural relationship keeps unchanged.
Feature extraction
In this stage, we will extract TRPSs and TDHs of trajectories. The details are described below.
First, we extract TRPSs of trajectories. All smoothed trajectories are resampled at the same space interval by linear interpolation. As a result, they all have the same number of points. We use r to denote the number of points of each trajectory after resampling. In this case, we obtain TRPS of a trajectory:
And then we extract TDHs of trajectories. Any trajectory after smoothing and resampling can be represented by a set Q: where j ∈ {1, 2, . . . , r − 2, r − 1}. The directional angle θ j of the jth point in the trajectory is defined as follows:
where 
Dominant-set clustering
Dominant-set clustering is a new graph-theoretic clustering algorithm proposed by Pavan et al. in [5] . It introduces a novel notion which is a "dominant set" defined as follows:
A non-empty subset X of vertices X ⊆ V , such that W (K) > 0 for any non-empty K ⊆ X, we say X is a "dominant set" if w X (i) > 0 for all i ∈ X and w X∪{i} (i) < 0 for all i / ∈ X, where W (K) denotes the total weight of the vertex set K and w X (i) denotes a measure of the overall similarity between vertex i and the vertices of X with respect to the overall similarity among the vertices in X.
Meanwhile, it has been proved in [5] that finding a "dominant set" is equivalent to solving an quadratic program: maximize
where A is the graph's adjacency similarity matrix and = {x ∈ R : x ≥ 0 and n i=1 x i = 1}. 
2. Solve the quadratic program (7), which is solved by replicator equation:
are obtained. G 1 corresponds to a "dominant set".
The specific steps of dominant-set clustering are detailed in Table 1 .
Trajectory coarse clustering
In this stage, we take a divisive hierarchical clustering structure for trajectory clustering. The entire data set is first considered to be one cluster and is then broken down into smaller and smaller sub-clusters by dominant set clustering until the intra-cluster tightness of each sub-cluster reach some criterion. Results of hierarchical clustering can be represented as a binary tree. Its root represents the entire data set. Each interior node of the tree represents a temporary cluster needing partitioning. Each terminal node of the tree represents a final cluster, where trajectories have homogeneous "trends". We call it a "coarse cluster", which needs further clustering in the fine clustering stage described in Section 2.6. The feature used for coarse clustering is TDH, and the Bhattacharyya distance is used as the distance measure between two trajectories.
The specific steps of coarse clustering are shown in Figure 2(a) , where T H is a threshold and J H (c) is a criterion function used for evaluating the tightness of a cluster c. J H (c) is defined as:
where H(i, j) denotes the Bhattacharyya distance between the ith trajectory and the jth trajectory:
where TDH ib denotes the bth element of the ith trajectory's corresponding TDH and TDH jb denotes the bth element of the jth trajectory's corresponding TDH. 
Trajectory fine clustering
In Section 2.5 , a set of "coarse clusters" are obtained. Trajectories in each "coarse cluster" have similar directional characteristics, but they have different positional characteristics. So it is necessary for trajectories to be clustered further. The feature used for fine clustering is TRPS, and the Euclidean distance is used as the distance measure between two trajectories.
The structure of fine clustering is very similar to that of coarse clustering. The divisive hierarchical clustering structure is also taken. There are also a threshold T S and a criterion function J S (c) used for evaluating the tightness of a cluster c. J S (c) is defined as follows:
where S(i, j) denotes the Euclidean distance between trajectory i and trajectory j :
where TRPS i denotes the ith trajectory's corresponding TRPS, TRPS j denotes the jth trajectory's corresponding TRPS and · 2 denotes L 2 norm. The specific steps of fine clustering are shown Figure 2 (b).
Experimental results
In our experiments, a total number of 1200 trajectories represented by yellow lines in Figure 3 (a) are clustered. They are pre-labeled into fifteen clusters manually in order to test the performance of our framework efficiently. In the feature extraction stage, we set N = 24 and r = 20. In the trajectory coarse clustering stage, we set the threshold T H = 0.5 and the scaling parameter σ = 0.7 of dominantset clustering, which are obtained from experiments. Raw trajectories are clustered into nine "coarse clusters". In each "coarse cluster", trajectories have very similar directions. We just choose to display seven dominant "coarse clusters" In order to evaluate the performance of our trajectory clustering framework quantitatively, we calculate the clustering accuracy of each cluster. We use Figure 4 to show the clustering accuracy of our framework. From Figure 4 , we can see the performance of our framework is good. 
Conclusion
We have proposed a hierarchical trajectory clustering framework based on dominant-set clustering. Wavelet decomposition has been used for smoothing trajectories. Meanwhile, a novel feature called trajectory directional histogram describing the directional distribution information of a trajectory has been proposed. Original pre-labeled trajectories are clustered in our trajectory clustering framework. Experimental results demonstrate the effectiveness of our framework. Vehicle motion behavior analysis is our future work.
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