Abstract. The ERS orbit error reduction method using TOPEX/POSEIDON (T/P) data as a reference [Le Traon et al., 1995a] was applied to ERS-1 cycles from phases C, E, F, and G and to the first 16 cycles of the ERS-2 mission (phase A). T/P M-GDR (geophysical data record) (version C) and ERS-1/2 ocean product (OPR) data were used. ERS-1/2 orbits are the D-PAF (processing and archiving facility) orbits and, when necessary, ERS-1/2 altimetric corrections were updated to make the T/P and ERS-1/2 corrections homogeneous. The adjustment method has been refined, and formal error on the estimation is now calculated. The ERS-1/2 orbit error estimation is thus estimated to be precise to within about 2 cm root-mean-square (rms). E-E crossover differences are reduced from 12 to 17 cm to only 6.5 cm rms for all processed cycles. Similarly, the T/P-E crossover differences are reduced from 11 to 14 cm to only 7 cm rms. The adjusted D-PAF orbit error varies between 6 and 12 cm rms. The adjustment has also been performed for the Joint Gravity Model 3(JGM 3) orbits of ERS-1 phases C, E, and F. The rms difference between the corrected orbits for the D-PAF and JGM 3 orbits is only about 1 cm rms, while it is about 11 cm before T/P orbit error correction. This shows that the adjustment is almost insensitive to the initial ERS-1 orbit used. It also confirms the 2 cm precision of the method. We also do repeat-track analysis on the 35 day repeat cycles of ERS-1 phase C. The mean difference in sea level variance before and after orbit error correction is 34 cm 2 (D-PAF orbit) and 17 cm 2 (JGM 3 orbit). The corrected ERS-1 and T/P sea level variabilities, however, are in excellent agreement. The study thus shows that ERS-1/2 orbit error must be corrected before analyzing large-scale oceanic signals and combining ERS-1/2 with T/P data. The proposed method provides a very effective correction and thus significantly enhances the quality of ERS-1/2 data. Corresponding data sets will be distributed to the scientific community by Archiving, Validation, and
Results are discussed in section 4. Analysis of sea level variability is performed in section 5 to demonstrate the improvement in ERS-1/2 data accuracy. The main conclusions and perspectives are given in section 6.
ERS Orbit Error Reduction Method
The ERS orbit error reduction method is described in detail by Le Traon et al. [1995a] and is only summarized here. The method is based on global minimization of T/P-E and E-E crossover differences. T/P-E crossover differences give an estimate of the ERS orbit almost directly, leading to a "geometric" estimation of orbit error. Smoothing cubic spline functions [Hayes, 1974] are then used to obtain a continuous estimation of orbit error over time. E-E crossovers further constrain the solution; this is particularly useful at high latitudes where there are no T/P-E crossovers. 
The cubic spline representation of the ERS orbit error E (t) is given by
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where dc(ti) is the dual crossover difference (T/P-ERS) at crossover i, which provides a direct estimate of ERS orbit error E(ti); tia, tla, and d• are the times of the ascending and descending arcs and the ERS-ERS crossover differences at crossover j, respectively; N is the number of T/P-E dual crossovers; M is the number of E-E crossovers; and w, are the weights for each observation. To avoid removing part of the oceanic signal in the adjustment, the method applied by Le Traon et al. [1995a, b] only used T/P-E and E-E crossovers with time differences below 5 days. The method has now been somewhat refined. For T/P-E crossovers the T/P sea surface height estimation is linearly interpolated from the two T/P cycles surrounding the ERS arc (the two T/P cycles are separated by 10 days, the T/P cycle duration). This provides an estimate of the sea surface height at the time of the ERS arc and minimizes the oceanic signal contribution in the T/P-E crossover differences. E-E crossovers with time differences of up to 10 days are now also used but with weights w, depending linearly on time differences. Weights decrease by a factor of 2 from 0 to 10 days. This was derived from an analysis of E-E crossover differences since weights should be inversely proportional to the root-meansquare (rms) crossover differences. The weights for T/P-E crossovers correspond to the weights of E-E crossovers with no time differences. At latitudes over 66 ø , where there are no T/P-E crossovers, the E-E crossover weights are multiplied by 2 to better constrain the solution, as explained by Le Traon et al. [1995a] ; see also the discussion in section 3. Note, however, that there is no downweighting for the larger number of crossovers at high latitudes. T/P-E and E-E crossovers in shallow regions (<200 m) are not used in the minimization.
The strategy for positioning the knots was also slightly modified. Two knots are initially placed at the first and last T/P-E crossovers on a given ERS arc. When the two knots are more than 10,000 km apart and there are more than 20 T/P-E crossovers on the arc, an extra knot is placed at the middle T/P-E crossover on the arc. If the two knots are less than 5000 km apart or if there are fewer than 10 T/P-E crossovers on the arc, the second knot is removed. This typically corresponds to 2500 knots in all for about 50,000 dual crossovers and 20,000 single ERS-1 crossovers for a full 35 day cycle.
Accuracy of ERS Orbit Error Estimation
The adjustment of ERS data using T/P as a reference was previously shown to provide a very good estimate of ERS orbit error. This was assessed through crossover and repeat-track analysis before and after orbit error correction To obtain the error on the orbit estimation E(t) from the error on X, the nondiagonal terms of Cov (X) have to be taken into account The error estimate was used to refine the strategy for choosing the position of spline knots (see section 3). Plate la shows the estimated formal error when only T/P-E crossovers are used in the adjustment. The error is below 3 cm for latitudes below 66 ø and can reach 5 cm at high latitudes. The Mediterranean is also not very well constrained because of its geometry. This confirms, nevertheless, the very good fit obtained with the T/P-E crossovers. When the E-E crossovers are used, the error decreases to less than 2 cm below 66 ø and to about 3 cm at higher latitudes and in the Mediterranean (Plate lb). With the overweighting of E-E crossovers at high latitudes the error is much more uniform, but given the overweighting, the result is not really representative of the true accuracy.
Application
Data
The method was applied to ( bSmoothed using a Lanczos filter (300 km).
TMR is TOPEX microwave radiometer, ATSR-M is along-track scanning radiometer-microwave, and DORIS is Doppler orbitography and radiopositioning integrated by satellite.
rections to the initial GDRs (e.g., sigma-0 calibration, polar tide correction). In addition, the TOPEX instrumental drift and bias were also corrected for. For ERS-1/2, D-PAF (processing and archiving facility) orbits were used [Massmann et al., 1997] . When necessary, ERS-1/2 altimetric corrections were updated to make the T/P and ERS-1/2 corrections homogeneous. The CSR3.0 tidal model was thus used. The dry tropospheric and inverse barometer corrections, derived from the French meteorological model ARPEGE (until the end of the ERS-1 geodetic mission), were also replaced by corrections derived from the European Centre for Medium-Range Weather Forecasts (ECMWF) model as for T/P. The corrections applied to T/P and ERS-1/2 data are summarized in Table 1 . ERS-1/2 altimeter biases, ultra stable oscillator (USO) drift, and single-point target response (SPTR) corrections were not applied since they can be fully corrected for by the orbit error reduction method. The same holds for the pole tide, which is not present in ERS-1/20PR. Finally, time tag biases of -1.3 and -1.1 ms were applied to ERS-1 and ERS-2 range measurements, respectively. The biases were derived from crossover analysis.
Given the very high constraint of the fit due to the very low The crossover statistics after adjustment for the two orbits (D-PAF and JGM 3) are almost the same. E-E and T/P-E rms crossover differences are about 6.5 and 7 cm, respectively. They are very similar to T/P-T/P rms crossover differences, which (with the same editing) are about 7 cm rms. T/P-E crossover differences are slightly larger than E-E crossover differences, probably because of the influence of T/P orbit error. Crossover statistics are slightly better with the JGM 3 orbit. The difference in variance is typically 1-2 cm 2. This suggests that the difference in geopotential models between the D-PAF and JGM 3 orbits introduced an additional small high-frequency signal in dual T/P-ERS crossover differences.
The adjusted D-PAF orbit error (i.e., E(t)) for ERS-1 phases C, E, and F varies between 9 and 12 cm rms for all processed cycles. The JGM 3 orbit for the same ERS-1 phases is more accurate; its estimated error is between 6 and 9 cm for all processed cycles. D-PAF orbit error for ERS-1 phase G and ERS-2 phase A varies between 6.5 and 9.5 cm, about the same as JGM 3. The rms (SLR plus PRARE) and (SLR plus RA) ERS-2 D-PAF orbit errors are similar. This agrees with results found by Massmann et al. [1997] .
These estimates provide an independent measure of the accuracy of these ERS-1/2 orbits. They show that good accuracy (7-8 cm) is achieved. Still, these orbit errors are too large for analyzing the large-scale oceanic signals. The nondynamical adjustment onto T/P is needed to reduce them to a level comparable to T/P orbit error.
ERS-1/ERS-1 and ERS-2/ERS-2 RMS (in cm)
Comparison of D-PAF and JGM 3 Orbits Before and After Orbit Error Correction (ERS-1 Phases C, E, and F)
The comparison of sea surface heights obtained with the D-PAF and JGM 3 orbits (i.e., the difference in orbits) for ERS-1 cycles 6-18 gives a mean rms difference of 11 cm. This comparison thus shows that the method is almost insensitive to the initial orbit used because of the very high constraint of the fit. It also confirms the 2 cm precision of the adjustment.
Influence of T/P Orbit Error
Given the very low T/P orbit error, the estimation of the ERS-1/2 orbit error should not be sensitive to it. T/P JGM 3 orbit error is about 2 cm, and this is not the main source of error in T/P-E crossover differences. Tests were performed using the two available T/P orbits (NASA JGM 3 orbits and CNES JGM 3 estimation by empirical smoothing and filtering (ELFE) orbits). They agree to within about 1.5 cm rms. The influence of these orbits on the ERS orbit error correction is, however, always below 0.5 cm. This means that T/P orbit error is partly filtered out by our method. Of course, the very low frequency part (e.g., frequencies lower than 10 days-•) of the T/P orbit error will directly impact the ERS orbit error estimation and will induce biases on the ERS orbit error. However, the low-frequency part of the JGM 3 T/P orbit error is small [Marshall et al., 1995] and certainly much smaller than the corresponding ERS-1/2 orbit errors. This is because the mean, which is calculated with 3.5 times fewer cycles than T/P, has absorbed a small part of the oceanic signal. As a result, the mean global difference in variance between the ERS-1 and T/P maps is slightly negative (-2 cm2).
Sea Level Variability
These results show that the ERS-1 data have to be corrected for orbit error to map the oceanic signal. This is shown in Plates 7a and 7b, the mid-November 1992 maps of sea level anomaly obtained with the JGM 3 orbit and the corrected JGM 3 orbit. The maps were obtained with a global suboptimal space-time objective analysis method. The enhancement of ERS-1 data accuracy using T/P as a reference is plain to see. A similar map was obtained using T/P data. The map (Plate 7c) shows that the large-scale features are in excellent agreement with the ERS-1 map. In particular, the large-scale steric effects related to the heating/cooling of surface waters, which are the most difficult signal to preserve in conventional orbit error removal schemes [e.g., Tai, 1991] , are completely preserved. The differences at smaller scales mainly represent the different space and time sampling of the two satellites. This shows that the T/P and ERS-1/2 data sets are much more consistent after orbit error correction and that they can be merged in the analyses.
Conclusion
Formal error estimates and crossover and repeat-track analyses demonstrate that ERS-1/2 orbit error can be estimated to within about 2 cm rms using T/P as a reference. This is comparable to T/P orbit accuracy. The adjustment will also remove any long wavelength error in ERS-1/2 data (e.g., altimeter bias and drift, USO drift, large-scale error in ionospheric correction) which is necessary to obtain consistent T/P and ERS-1/2 data sets. It is also shown that ERS-1/2 orbit error must be corrected before analyzing large-scale oceanic signals and combining ERS-1/2 with T/P data. The method will be applied on an operational basis to ERS-2 data when they are produced by CERSAT. Corresponding data sets (corrected sea surface heights and sea level anomalies files) will be distributed to the scientific community by AVISO [AI/ISO, 1996b, 1997]. These consistent, homogeneous T/P, ERS-1, and ERS-2 data sets will then be merged using the mapping method described by Le Traon et al. [1998] to analyze the sea level variability with a high resolution and a high accuracy. 12.0
