The authors develop jackknife and analytical variance estimators for the estimator of Chambers & Dunstan (1986) and Rao, Kovar & Mantel (1990) of the finite population distribution function, using complete auxiliary information. They also describe the associated model and show the design consistency of the variance estimators, whose small-sample performance is examined through a limited simulation study. They highlight the operational advantages of the jackknife in the model-based setting of Chambers & Dunstan (1986) and its better conditional performance in the design-based setting of Rao, Kovar & Mantel (1990) .
INTRODUCTION
The use of auxiliary information in estimating the finite population distribution function has attracted increased attention in recent literature. Several estimators which incorporate knowledge of an auxiliary variable known for every unit in the finite population have been proposed and their performances examined and compared. See, for examples, Chambers & Dunstan (1986) , Rao, Kovar & Mantel (1990) , Chambers, Dorfman & Hall (1992) , Kuk (1993) and Wang & Dorfman (1996) . For some discussion on situations where auxiliary information is available at the unit level in complex surveys, see Särndal, Swensson and Wretman (1992, Chapter 8) . Less attention has been given to the variance estimation problem.
This paper examines variance estimation in this setting for two leading estimators of the finitepopulation distribution function, the model-based estimator of Chambers & Dunstan (1986) and the design-based estimator of Rao et al. (1990) . For the model-based estimator, analytical variance estimators must be developed for each assumed superpopulation model. In the case of the simple linear regression model, such an estimator is derived, based on an asymptotic result of Chambers et al. (1992) . We do so by using some results in Wang & Dorfman (1996) . This variance estimator is less than desirable as it involves kernel density estimators, and must be re-derived for each superpopulation model considered. Rao et al. (1990) give an analytical variance estimator for the design-based difference estimator. The design consistency of this variance estimator assumes the existence of an expansion in Randles (1982) which is not verifiable for general sampling designs. This point was not considered by Rao et al. (1990) . We establish the existence for some specific and important designs.
One of the goals of this paper is to demonstrate that jackknife variance estimators are an attractive alternative. The jackknife is a commonly used technique to estimate variance which is easy to implement. It is attractive as it merely involves deleting a unit and re-calculating the estimator. In Section 4.1, we investigate the use of the delete-one jackknife for estimating the variance of the model-based estimator and establish consistency results. This method avoids the need for kernel density estimates and remains operationally the same for different superpopulation models. In Section 4.2, we similarly establish the consistency of the jackknife for the design-based difference estimator for some common designs. In the design-based case, the jackknife does not have as great an operational advantage because the analytical variance estimator can quite easily be extended to other models. However, while investigating the small sample performances of these variance estimators through simulation in Section 5, we demonstrate that the jackknife displays better conditional properties in the design-based case. We conclude with a brief discussion in Section 6.
ESTIMATORS OF THE DISTRIBUTION FUNCTION
Suppose that y is the characteristic of interest and x is the auxiliary variable associated with y. The finite population of size N consists of all pairs of (y i , x i ), i = 1, . . . , N. The finite-population distribution function of y evaluated at t is defined as the proportion of units in the population with y values less than or equal to t, viz.
where I(·) denotes the indicator function. Let s be a sample of n units from the finite population under a general sampling design and lets denote the non-sampled units of the finite population. We assume that the auxiliary information x i is known for all elements in the finite population while y i is known only for i ∈ s. The paper of Chambers & Dunstan (1986) motivated much of the later work. In their modelbased framework, x and y are assumed to follow a superpopulation model. Though the results can be extended to more complex models, for simplicity of presentation, we will first restrict attention to the simple linear regression model,
where the ε i s are independent and identically distributed with E(ε i ) = 0, Var(ε i ) = σ 2 ε and α and β are unknown superpopulation parameters.
Under (1), the model-based estimator
is asymptotically model-unbiased for F (t), whereβ = i∈s
2 . This is a Royall-type estimator which Chambers & Dunstan (1992) develop by noting that
and using a model-based predictor of the second term. A crucial point here is thatF m (t) is independent of the sampling design, as (y i , x i ) for i = 1, . . . , N are viewed as independent sample values from superpopulation model (1) regardless of whether they belong to the set of sampled units, s, or to the set of non-sampled units,s. The estimatorF m (t) being asymptotically modelunbiased for F (t) is understood to mean lim n→∞ E{F m (t) − F (t)} = 0, where E denotes the model expectation. We should also note that, for asymptotic theory, a sequence of finite populations indexed by ν is assumed. All limiting processes will be understood to be as ν → ∞. We also assume n → ∞, N → ∞ as ν → ∞. However, throughout this paper, we will not make distinctions among ν → ∞, n → ∞ and N → ∞. Rao et al. (1990) proposed a design-based estimator which is asymptotically both designunbiased under a general sampling design and model-unbiased under a working model such as (1),F
and π i , π ij are the first-and second-order inclusion probabilities. Note that the original formulation ofF d (t) given by Rao et al. (1990) was under a heteroscedastic model which we will mention in Section 4. The estimatorF d (t) was motivated as a difference estimator (also called a modified HorvitzThompson estimator; cf. Basu 1971) by assuming the
are known and then replacing them by their estimates in (3). It is design-unbiased and usually has smaller variance than the conventional Horvitz-Thompson estimator. Godambe (1989) derived F d (t) based on the model-and design-based optimum estimating function theory and showed that F d (t) is robust against departures from the superpopulation model. The model-basedF m (t) is model-unbiased but design-inconsistent. Rao et al. (1990) argue through simulation that the model-basedF m (t) has superior performance in small samples when the superpopulation model is correctly specified but is more vulnerable thanF d (t) to modelmisspecification and in such cases can perform poorly in large samples. Chambers et al. (1992) do a theoretical comparison and conclude that there is no clear winner. One must take care judging whether any model-based or design-based estimator is "better," since they are developed under completely different frameworks. Whether one chooses to work under a model-based framework and useF m (t) or a design-based framework and useF d (t), variance estimation will need to be considered.
ANALYTICAL VARIANCE ESTIMATION
In this section, we propose an analytical variance estimator for the model-based estimatorF m (t) by combining the theoretical results of Chambers et al. (1992) and some results from Wang & Dorfman (1996) . We also introduce the analytical variance estimator for the design-based estimatorF d (t) proposed by Rao et al. (1990) . The establishment of design-consistency of this variance estimator relies on a condition which was not considered in Rao, Kovar and Mantel's original derivation. This condition is given in Section 4.2 and has been verified in Appendix 2.
Model-Based Estimator.
Six years after Chambers and Dunstan's original paper, Chambers et al. (1992) derived the asymptotic model variance ofF m (t) under (1). To summarize their results, assume that f = n/N → π ∈ [0, 1) as n → ∞, and assume the sampled and non-sampled x i s have a common asymptotic density h(x). Let G and g be the error distribution function and the error density function, respectively, let σ 2 ε be the error variance, and
where a ∧ b denotes the minimum of a and b. Then, under model (1),
In their construction of a different point estimator of F (t), Wang & Dorfman (1996) suggest estimating I 1 , I 2 , I 3 and I 4 bŷ
is a standard kernel density estimator with bandwidth d and kernel K(·). Lettingσ
, we can then estimate Var{F m (t) − F (t)} by estimating all the unknown components in (4) term-by-term.
We suggest that it is computationally more stable to write I 23 = I 2 − I 2 3 as 
It is not difficult to see that v m is more robust and it is guaranteed that v m ≥ 0.
There are still difficulties with this variance estimator, v m . One such is that the kernel density estimatorĝ(·) is computer intensive and involves choosing a kernel, K(·), and a bandwidth, d, which are always difficult choices to make. In our simulation study, we tried two choices of kernel density estimator: a standard normal kernel with d = 1.059σ ε n −1/5 , recommended by Simonoff (1996) ; and a standard logistic kernel with d = R/n, recommended by Kuk (1993) , where R is the range of residuals. We chose R = 4σ ε for each simulation.
Another greater drawback which will be shared by other analytical variance estimators is the fact that the derivation of the analytical variance formula depends heavily on the model. One may, at first glance at the form of (4), intuit that deriving such for a different model would merely amount to a redefinition of the residuals. This is not the case, as can be seen by viewing the development for a linear model with heteroscedastic errors in Chambers & Dunstan (1986) . The variance estimator must be completely re-derived for every new model considered. Rao et al. (1990) propose estimating the design-variance ofF d (t) by
Design-Based Estimator.
where
which is a conditionally design-unbiased estimator for G i given the ith and the jth units are selected in the sample. Rao et al. (1990) argue that v d is design-consistent by referring to a result from Randles (1982) . Though this claim may be true for many commonly used designs, it relies on the existence of an asymptotic expansion in Randles' paper which may or may not exist for a particular design and is difficult to verify generally. This point is discussed further in Section 4.2 since similar problems must be overcome to establish the consistency of the delete-one jackknife. In the process, we verify the design-consistency of v d for some common situations.
As noted by Rao et al. (1990) , v d "involves the computation of third order inclusion probabilities, π ijk , which could be cumbersome under unequal probability sampling." However, it is often the case that the sampling fraction (in the first stage for multi-stage sampling) is small. If so, it is common practice to assume with-replacement sampling (at the first stage for multi-stage sampling) for the purpose of variance estimation. This usually yields a conservative variance estimate and also simplifies (6) by eliminating the need for second-and third-order inclusion probabilities. This is further discussed in Section 4.2.
JACKKNIFE VARIANCE ESTIMATION

Using the Jackknife to Estimate the Variance ofF m (t) − F (t).
Let us consider Var{F m (t) − F (t)} under model (1). First, notice that we cannot ignore the variability induced by estimation of α and β. To see this, denoteF m (t) byF m (t;α,β) and compare
to Var{F m (t;α,β) − F (t)} given in (4). We see that, under (1), the asymptotic model variance of
is the same as that ofF m (t; α, β) − F (t) if and only if
For a particular population quantile t of interest, (8) is usually not true and the impact of replacing α, β byα,β on asymptotic variance depends on the value of |I 1 | and the ratio of σ
This suggests that any jackknife variance estimator will have to recalculateα andβ with each deleted unit. We mention this because, as we will see in Section 4.2, this is not the case for the design-based estimator. It is also worth noting that this remains true even for π = 0. It is interesting that Chambers et al. (1992) identified the size of I 1 as an indicator of cases whereF d (t) outperformedF m (t) even when the model was correct.
Next, note that
j∈s i∈s
and thus Var{F m (t) − F (t)} = V 1 + V 2 , where
The jackknife cannot be applied directly toF m (t) − F (t) since it involves the unobserved values of the y variable. Typically, the jackknife is applicable in surveys when f = n/N is small, which is often the case. By ignoring f , we may induce a positive bias which will hopefully be small. We will first consider this case, by assuming f → π = 0. We will then consider the case where π > 0.
There are two things to observe if f → 0. First, V 2 = o(1/n), and second, Var{F m (t)} = V 1 + o(1/n). This last follows from viewingF m (t) as the sum of two terms in (2) and noting that the variance of the first term is V 1 ,
and that the covariance term can also be shown to be o(1/n). Thus, the leading term in both Var{F m (t) − F (t)} and Var{F m (t)} is V 1 . We are now ready to state conditions needed for establishing the consistency of the jackknife variance estimator when f → 0, Theorem 1 below. Recall that G(·) and g(·) are the error cumulative distribution function and density function under model (1). Let G n (·) be the corresponding empirical distribution function based on a sample of size n.
has bounded first and second derivative on Θ, where Θ is the closure of all possible values
Condition A1 is not restrictive. Condition A2 is needed to furnish our proofs and a sufficient condition for this is E(X 1/q ) = O(1), where X is the auxiliary variable. For example, for q = 1/5, finite fifth moment is enough.
Theorem 1. (i) Under conditions A1-A4, model (1), and assuming
β i is calculated based on s i , the sample data with the ith observation excluded, andF
(ii) With the same conditions as in
Proof of Theorem 1. See Appendix 1.
Thus, in the case where f is negligible, one can use the usual delete-one jackknife variance estimator. Now, let us consider the case where f → π ∈ (0, 1). In this case, we cannot merely apply the jackknife, as the last term in (9) involves unobserved y's and its variance, V 2 , is not negligible. On the other hand, we would prefer to avoid the problems with the analytical variance estimators of Section 3, which arise due to the first term of (9) and estimation of its variance, V 1 . It turns out that we can combine the jackknife and analytical approaches to get a variance estimator which is easy to implement (much easier than v m ) and consistent. We summarize this in Theorem 2.
Theorem 2. (i) Under conditions A1-A4 and model
Proof of Theorem 2. The result follows easily from the fact that Var{F m (t) − F (t)} = V 1 + V 2 , v 2 → V 2 and v J1 → V 1 by the proof of Theorem 1.
Thus, we jackknife term 1 of (9) and analytically estimate the variance of term 2 with a substitution estimator which does not require kernel density estimation.
Generalizations of the simple linear regression model in (1) to other models are important in practice. For example, in the original papers of both Rao et al. (1990) and Chambers & Dunstan (1986) , the following heteroscedastic linear model was assumed:
where v(x) is a strictly positive function of x only and the ε i 's are independent and identically distributed. Under model (10), we need modified versions of A1-A4 to validate the proposed variance estimation strategy. If we redefine ε j = (
then we can replace A1-A4 by A1'-A4' obtained by replacing x i by x i /v(x i ) in A1 and A2, replacing x j by x j /v(x j ) for x j not in the argument of g in A4, and replacing t − α − βx j by (t − β j )/v(x j ) in A3 and A4. Noting that
can be estimated by
Theorems 1 and 2 can then both be extended to model (10) if we assume A1'-A4'. The method extends as easily to more complex models.
Jackknife variance estimation forF d (t).
In this section, we will consider the delete-one jackknife variance estimator forF d (t). By Randles (1982) , if X 1 , . . . , X n is a random sample and if T n (λ) = T n (X 1 , . . . , X n ;λ), whereλ is a consistent estimator for parameter λ, then assuming that the following expansion holds,
T n (λ) and T n (λ) have the same limiting distribution provided ∂µ(ν)/∂ν | ν=λ = 0, where µ(ν) = lim n→∞ E λ {T n (ν)} and the expectation is taken when the true parameter is λ. DenoteF d (t) byF d (t;α,β). LetF d (t; α, β) be the same estimator but with α, β not estimated from the sample. Rao et al. (1990) show that ∂µ(ν 1 , ν 2 )/∂ν i | ν=λ = 0 for i = 1, 2, where
Using the above argument they conclude that
as n → ∞, by quoting Randles (1982) . They did not mention the crucial condition, that expansion (11) exists. Although (11) holds for many statistics T n (ν) which are not smooth functions of ν, it is mathematically unverifiable forF d (t; ν 1 , ν 2 ) for general sampling designs.
We will look at a couple of important sampling designs. First consider unequal probability sampling with replacement. In this case, it is possible to verify (11) and (12) under assumptions similar to those made by Shao & Rao (1993) when they consider estimators of the low income proportion in the context of stratified multi-stage sampling. In our case, we must derive the result uniformly over t j = t − α − βx j . This is done in Appendix 2. In practice the units are sampled without replacement, but if f is small, assuming with-replacement sampling for the purpose of variance estimation is a common practice. This simplifies the calculations and is likely to create only a small positive bias in the resulting variance estimates. The same arguments hold for stratified multi-stage sampling with first-stage clusters sampled with replacement.
Once (11) and (12) have been established in this setting, consistency of the jackknife variance estimator follows quite easily. To see this, let
, 
is the design variance of a weighted average. Assuming certain regularity conditions, the conventional delete-one jackknife variance estimator, denoted by v * Jd (G i ), will thus be a consistent estimator of Var{F * d (t)} (Shao & Tu, 1995, p . 261, Theorem 6.1). The jackknife variance estimator, v * Jd (G i ), can further be approximated by replacing G i bŷ
More formally, Theorem 3. Let s i = s − {i} and 
is a design-consistent estimator of Var{F d (t)}, wherē
One could redefine F
(1)
We chose to write it more like a jackknife might be applied. That is, to merely delete a unit and recalculate the estimator. In Theorem 3, we do not quite do this asĜ k is not recalculated with each unit deleted. We are able to do this because of (12). For small or moderate sample size n, it will be of interest to consider a modified version of the jackknife variance estimator which recalculatesα,β andĜ k for each deletion. That is, defining v Jd2 as in (14) but using
withα i andβ i calculated from the sample data using the jackknife weights, w
k for k = 1, . . . , n. This is a true delete-one jackknife as it completely recalculates the estimator with each unit deleted. If the sampling is in fact without replacement, one may choose to multiply (14) by 1 − f . This is not strictly correct for unequal probability sampling but may be used to attempt to reduce the positive bias induced by using a variance estimator based on with-replacement sampling (cf. Durbin 1953, and Särndal et al. 1992, p. 99) . This was done in the simulations of Section 5.
If the design is stratified multistage sampling, the formulation of v Jd1 and the required regularity conditions need to be modified, (cf. Shao & Tu 1995, Chapter 6; Wu 1999, Unpublished Simon Fraser University Ph. D. Thesis). However, the basic ideas behind the verification of (11) and (12) remain similar provided the sampling of first-stage clusters is assumed to be with-replacement for the purposes of variance estimation. The usual jackknife variance estimator, which deletes each cluster one at a time is then design consistent as the number of strata gets large (Wu 1999, Unpublished Simon Fraser University Ph. D. Thesis).
The formulation ofF d (t) can be easily extended to other superpopulation models and the corresponding jackknife variance estimator is still design consistent.
A simplified version of the analytical variance estimator can also be obtained from (13). In the variance formula (6) proposed by Rao et al. (1990) , we could simply replace u i (j) by u i = I(y i ≤ t) −Ĝ i , with no third order inclusion probabilities involved (The difference between u i and u i (j) is that u i is a simple substitution estimator while u i (j) is a conditionally design-unbiased estimator for I(y i ≤ t) − G i given the ith and jth units are selected in the sample). Further, if the sampling fraction f is small, we could adapt the sampling-with-replacement variance estimator which involves π i 's only. Thus, in view of the theoretical developments in this section, we can say that the only real advantage, if any, of the jackknife variance estimator in the design-based case is operational convenience. We will demonstrate through simulation, however, that the jackknife does seem to have better conditional properties than the analytical variance estimator. This has been noted in other contexts (Rao & Sitter 1995; Sitter 1997) .
A SIMULATION
In this section, we present the results of a limited simulation study on the small sample performance of variance estimators proposed in Sections 3 and 4. The finite populations used in the simulation were generated from the simple linear regression model (1) with α = β = 1. The covariates x i were generated as an independent and identically distributed sample from a lognormal(2.0, 0.25) and ε i 's were independent and identically distributed from a N (0, 0.6). The population size was chosen as N = 2000.
For the model-based estimators, a new finite population was created for each simulation and then a simple random sample of size n = 50 was drawn from the population. The variance estimators, v m , v Jm1 , v Jm2 and v J1 were computed from each sample. This process was repeated B = 1000 times. We then reconducted the above simulation with n = 200. The same procedure was repeated for the design-based estimators except that only one finite population was generated and used for all simulations. (ii) they all have larger and positive bias for F (t) close to 0.50 and smaller or negative bias when F (t) is close to 0 or 1; (iii) by ignoring the sampling fraction, v J1 seriously underestimates the true variance; (iv) it is interesting to notice the good performance of v Jm1 for n = 200, since it is not clear whether v Jm1 is consistent or not when f is not negligible; and (v) we should note that v m took in the order of 30 times longer to calculate than the jackknife variance estimators because of the density estimation. Table 2 reports the results for the design-based estimatorF d (t): (a) For simple random sampling, the jackknife variance estimator v Jd1 is identical to the analytical variance estimator v d ; (b) (i) v Jd2 is more stable than v d in all cases; (ii) for n = 50, v Jd2 has larger positive bias than v d at F (t) = 0.10 and 0.90, but this difference disappears when n = 200.
Turning to conditional properties, we chose two values of p, 0.1 and 0.5, ordered the simulated samples on the values ofx and then grouped them into twenty successive groups. We ran 10,000 simulations to reduce Monte Carlo error so that each group is of size 500. For each group, the conditional mean of each variance estimator v was calculated as
Independently, we generated 100, 000 simulated samples and similarly grouped them onx into 20 groups and calculated the simulated conditional MSE of each ofF m (t) andF d (t) as
in obvious notation. 
4 ) were plotted against the group averages ofx. Figure 1 gives this plot for n = 50, and t = ξ p for p = 0.1 and 0.5. As we can see, all of the variance estimators for F d (t) perform well in tracking the conditional MSE for the case p = 0.5, but v Jd2 , the full jackknife, significantly outperforms the other variance estimators in this respect for p = 0.1. In other simulations which are not presented here, it can be seen that this property is a function of p and becomes more pronounced as one moves away from p = 0.5 in either direction. This suggests that despite the asymptotic (and unconditional) arguments of Section 4 and the previously presented unconditional simulations, which suggest these variance estimators are essentially equivalent, there is an advantage to completely recalculatingF d (t) for each deleted unit when applying the jackknife. This also suggests that the jackknife when so applied has better conditional properties than the analytical variance estimator of Section 3.
For the model-based case, similar plots were examined but are not presented as all of the variance estimators forF m (t) performed well in tracking the conditional MSE for all values of p.
CONCLUDING REMARKS
Based on the theoretical development and our limited simulation study, we suggest that, for the model-based estimatorF m (t), the true delete-one jackknife variance estimator v Jm1 is recommended if f is small; in cases where f is not negligible, it is safe to use v Jm2 , although simulation results suggest that v Jm1 can also be used in these cases. v J1 was included in the simulation to serve the purpose of illustrating the asymptotic results only, it should not be used in practice even though it is consistent when f is small. It should be emphasized that our solution (Theorem 2, v Jm2 ) for this latter case is a hybrid of the jackknife and the analytical approach. Compared to the pure analytical approach, where the derivation of analytical variance for more complex models is very difficult (if not impossible) and the estimation of the variance requires a kernel smoother, the analytical component of this hybrid estimator involves a simple empirical distribution estimator of the residual distribution. Thus, this hybrid estimator is simple, stable and easily applicable, and its extension to more complex models is obvious and easy. For the design-based case, in terms of conditional performance, v Jd2 , the true delete-one jackknife variance estimator, performs the best. However, it tends to have larger positive unconditional bias when F (t) is close to 0 or 1 and n is not large. Jackknife variance estimator is usually less stable. In our settings here, both the analytical and the jackknife variance estimators are approximately unbiased, the jackknife may be preferred due to its operational simplicity.
APPENDIX 1: PROOF OF THEOREM 1
The following lemma is used in our proof.
Lemma. Let a n = c 0 n −q , q ∈ (0, 1/2) be a constant. If G has bounded first derivative over Θ, then
Proof. The proof follows along the lines of Bahadur (1966) (See also Serfling 1980, pp. 97-99) . Using his notation, let b n = n 1 2 (1−q) so that b 2 n = n 1−q and a n b
for sufficiently large n. The fact that |G (u)| = |g(u)| ≤ M, u ∈ Θ for some constant M indicates that the choices of c 1 and c 2 can be independent of u, which also implies the uniformity of R n over Θ.
Proof of Theorem 1. (i)
We need only to show that V 1 = Var{Ĥ(t)} can be consistently estimated by a jackknife estimator, wherê
. For a given sample, s, let a n = |β − β| max i∈s |x i | and observe that
This implies that n −1
Also note thatĤ (t) = 1 nN i∈s j∈s
where the second equality holds since
, Conditions A1 and A2 which together
, and the lemma,
where R n = o p (n −1/2 ). Since G has bounded second derivative and N
, by applying (16), (18) and a Taylor expansion of G{t j + (β − β)(c n − x j )} at t j to the second order, we get
We know from (4) and (7) 
. This together with (15) and (17) implies the asymptotic variance ofĤ(t) is the same as that of
which is a smooth function of sample means of properly defined population characteristics. The conventional delete-one jackknife variance estimator is therefore consistent and construction of this estimator is straightforward.
(ii) The asymptotic normality ofF m (t) follows from the fact thatF m (t) is asymptotically equivalent to a smooth function of sample means.
APPENDIX 2: ILLUSTRATION OF (11) AND (12) UNDER SAMPLING WITH REPLACEMENT
We first consider unequal probability sampling with replacement with inclusion probabilities π i .
We assume Conditions C2 and C3 used here are stronger than (C2) and (C3) in Shao & Rao (1993) in order to achieve certain uniformity (C2 and C3 together is equivalent to A3 used in Theorem 1); C4 holds for most common situations.
The following development is similar to the proof of Theorem 1. Note that C1 also implies N With condition C4,θ j − θ j = −(α − α) − (β − β)x j = O p (n −1/2 ) and d n = O p (n −q ). Assuming θ j + d n ∈ Θ, from (19),
Under condition C4,θ j − θ j + d n = (β − β)(c n − x j ) = O p (n −q ). From condition C2,
where |r Nθj | < O p (n −q ), uniformly over θ j . Therefore, we have the following expansion,
It is interesting to notice thatα does not appear in the right-hand side of (20) explicitly. In fact,F d (t;α,β) contains noα at all. If all the finite population moments involved in µ N (α, β) are bounded (similar to those assumed in A4), we immediately conclude that µ N (α, β) = o p (1), that is,F d (t;α,β) =F d (t; α, β) + o p (n −1/2 ), which implies (12). For stratified multi-stage sampling with first-stage clusters sampled with replacement, the above development is similar, except that condition C1 needs to be re-formulated (cf. Shao & Rao 1993 , for the exact formulation) and the triple index (hij) should be used in place of i throughout.
