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Abstract— Bayesian Optimization (BO) is an effective method
for optimizing expensive-to-evaluate black-box functions with
a wide range of applications for example in robotics, system
design and parameter optimization. However, scaling BO to
problems with large input dimensions (>10) remains an open
challenge. In this paper, we propose to leverage results from
optimal control to scale BO to higher dimensional control tasks
and to reduce the need for manually selecting the optimization
domain. The contributions of this paper are twofold: 1) We
show how we can make use of a learned dynamics model
in combination with a model-based controller to simplify the
BO problem by focusing onto the most relevant regions of the
optimization domain. 2) Based on (1) we present a method to
find an embedding in parameter space that reduces the effective
dimensionality of the optimization problem. To evaluate the
effectiveness of the proposed approach, we present an experi-
mental evaluation on real hardware, as well as simulated tasks
including a 48-dimensional policy for a quadcopter.
I. INTRODUCTION
Bayesian optimization (BO) is a powerful method for
the optimization of black-box functions which are costly
to evaluate. One of the great advantages is its sample
efficiency, enabling a wide variety of applications, ranging
from hyperparameter search for machine learning algorithms
[1], medical applications [2], to robotics [3], [4]. Especially
for high-dimensional problems, however, the number of
function evaluations—experiments on the hardware in many
cases—can still be prohibitive. In this paper, we consider
BO in the context of direct policy search for systems with
continuous state/action space. This offers the possibility of
exploiting knowledge about the problem, and rather than
considering the objective function as a black-box, we take a
gray-box approach.
For many high-dimensional objective functions it is valid
to assume some underlying structure, alleviating the curse of
dimensionality. One common assumption is that the effective
dimensionality of the objective function is lower and lies in
a linear subspace of the parameter domain [5], [6]. Another
assumption is that the objective has an additive structure and
many parameters are uncorrelated [7]. However, finding an
appropriate subspace is hard and the effective dimensionality
of the objective function is usually not known a-priori.
In addition to the problem of finding a suitable embedding
for dimensionality reduction, it is not clear how to set
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Bayesian Optimization with DDA
Fig. 1: Illustrative 2D example depicting different optimiza-
tion domains (see Sec. IV) and the domains’ growth due to
dynamic domain adaptation (DDA) (see Sec. IV-C), as well
as the evaluated points (×). When an estimated optimum ( )
is on the domain’s boundary ( ), the domain grows in the
respective direction. The global optimum is marked by .
the domain boundaries in which the parameters are to
be optimized in a meaningful manner. Oftentimes, these
boundaries have to be found experimentally or tuned by a
domain expert, introducing many additional parameters that
significantly influence the convergence of BO. We address
both issues by using a learned dynamics model in combination
with a model-based technique from optimal control.
The idea of combining BO and methods from optimal
control has previously been explored in order to efficiently
tune policies for dynamical systems [8], [9]. However, both
of these approaches are susceptible to model bias because the
respective policy parameterizations depend on a dynamics
model. The proposed method in this paper uses a model-based
approach only for selecting an appropriate parameter space
and initial domain boundaries. The optimization of the policy
itself is done in a model-free manner, allowing for higher
flexibility and improved final performance.
In particular, our contributions are as follows, see also
Fig. 1: 1) Using a learned dynamics model, we show how
to automatically select the boundaries of the optimization
domain such that no manual tuning or expert knowledge
is needed, making BO more widely applicable for the use
in policy search. 2) We show how to determine a linear
embedding that exploits the structure of the objective function,
thus reducing the effective dimensionality of the optimization
problem. 3) We propose a scheme to dynamically adapt the
domain boundaries during optimization based on the objective
function’s surrogate model if the initial domain was chosen
too small. The scheme to adapt the optimization domain is not
limited to the application in policy search, but can be used as
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a general extension to BO. These contributions enable direct
policy search based on BO for systems with significantly
higher dimensionality than reported in the literature.
II. RELATED WORK
In recent years, BO has emerged as a promising policy
search method. In [9], a stochastic optimal control problem
is considered and BO is applied to optimize the entries of
the linear system matrices that describe the system dynamics,
which are then used to construct an linear quadratic regulator
(LQR) controller. Similarly, [8] also uses an LQR approach,
but instead of tuning the model matrices, the weight matrices
of the quadratic cost function are optimized. In contrast
to the two aforementioned papers, [3] directly optimizes
the entries of a linear state feedback policy. The different
parameterizations of these methods are reviewed in Sec. III-C.
Besides linear state feedback policies, other parameteriza-
tions have been proposed in the context of BO for policy
search. Neural networks have been used in order to learn
a swing-up of a double cart-pole system in simulation [10].
On average more than 200 iterations are required to learn
a good policy, although no noise is present in the system.
In [11], a high-fidelity simulator of a bipedal robot is used
in combination with a neural network to learn a tailored
kernel for the Gaussian process (GP) surrogate model in
BO. To increase the efficiency of BO, [12] proposes to use
trajectory data generated during experiments by using a so-
called behavior-based kernel, which compares policies by
the similarity of their resulting trajectories on the system.
However, this approach is limited to stochastic policies. In
all methods discussed above, the domain over which the pa-
rameters are optimized is always chosen manually, indicating
expert knowledge or experience from other experiments. The
method proposed in this paper, in contrast, reduces the need
for prior information and manual tuning.
One of the most prominent approaches for finding a lower
dimensional space in which to perform the optimization is
proposed in [5]. Here, the authors assume that the effective
dimensionality of the objective function is small and a
randomly sampled linear mapping is used to transform the
high-dimensional input parameters to the lower dimensional
space. However, the effective dimensionality of the subspace
is usually not known a-priori and the choice of an appropriate
optimization domain is still an issue. Instead of randomly
sampling an embedding, it has been proposed to actively
learn an embedding [6]. However, the proposed method has
not been used in the context of BO, but rather in the active
learning setting for GP regression. Thus, evaluation points
are not selected according to optimizing an objective, instead
they are selected according to their information gain w.r.t.
the belief of the embedding itself.
The remainder of this paper is structured as follows:
In Sec. III we formally state the policy search problem
and review BO. Furthermore, we explain the different
parameterizations for linear state feedback policies that have
been proposed in the literature. In Sec. IV we describe the
contributions of this paper. Results from the simulations and
hardware experiments are then discussed in Sec. V.
III. PRELIMINARIES
In this section we formally state the policy search problem
and explain how BO can be employed to solve it. Furthermore,
we review different parameterizations for linear feedback
policies.
A. Policy Search
Consider the problem of finding a policy, piθ : Rnx → Rnu ,
mapping the state x to an input u = piθ(x), which is
parameterized by θ ∈ Θ ⊂ Rnθ , with the goal of minimizing
a specified performance criterion, or cost function, J , over a
fixed time horizon. Formally, this is defined in the following
optimization problem:
min
θ
J(θ) = min
θ
T∑
t=0
E [c(xt, piθ(xt))] ,
s.t. xt+1 = f(xt, piθ(xt)) + ν,
(1)
where c(xt,ut) is the cost of being in state xt and applying
input ut, and f : Rnx × Rnu → Rnx denotes the (generally
unknown) state transition model governing the dynamics of
the system that are corrupted by white noise, ν ∼ N (0,Σν).
In this paper, we apply BO to find the parameters θ∗ of a
cost-minimizing policy.
B. Bayesian Optimization for Policy Search
In BO, GP regression (see, e.g., [13]) is used to model
the performance of the system, J(θ), as a function of the
policy parameters θ, based on noisy observations Jˆ(θ). In
the considered setting, one function evaluation corresponds
to a rollout of the current policy on the system, after which
the new data is added: Dn+1 = Dn ∪ (θn+1, Jˆ(θn+1)). As
the objective is expensive to evaluate, the goal is to only
use few function evaluations to find the minimum of the
cost. After each experiment, a new evaluation point in the
domain is selected by maximizing an acquisition function,
α(θ;Dn). Different acquisition functions have been proposed
in the literature, such as probability of improvement (PI) [14],
expected improvement (EI) [15], and upper confidence bound
(UCB) [16], [17]. They all have in common that they trade
off between exploration (i.e., favoring regions of the domain
where the objective function has not been evaluated yet) and
exploitation (i.e., proposing the estimated optimum of the
objective function). For a thorough introduction to BO, we
refer the reader to [18].
C. Linear Policy Parameterization
In this paper, we consider linear state feedback policies of
the form:
piθ(x) = −K(θ)x. (2)
The advantage of linear policies is their low dimensionality
compared with other parameterizations, such as (deep) neural
networks that need large amounts of training data. As every
experiment on real hardware costs considerable amount of
time (and potentially money), it is infeasible to perform
hundreds or even thousands of rollouts. Another key benefit
of a linear policy is that we can leverage the relation to
linear optimal controllers to increase the efficiency of BO.
Although linear policies are simple in their form, they have
shown impressive results, even on complex tasks, such as
locomotion [19].
To improve the efficiency of BO, we make use of the LQR,
a method commonly applied in optimal control. One way
of approximating the problem in Eq. (1) is to linearize the
system dynamics, f(xt,ut) ≈ Axt +But, and quadratize
the stage cost, c(xt,ut) ≈ xTt Qxt + uTt Rut. Using these
approximations, one can construct the static LQR feedback
gain matrix efficiently [20, §6.1]), which we denote as
K = dlqr (A,B,Q,R). In fact, if the true system dynam-
ics are linear and the stage cost is quadratic, the static LQR
gain matrix is optimal for the case of an infinite time horizon,
i.e., T →∞. However, it leads to suboptimal performance
in the case of a nonlinear system as considered in this paper.
In the following, we review three different parameterizations
for linear policies in order to apply BO-based policy search,
two of which make use of the LQR.
1) Optimizing the Gain Matrix: In [3], BO is applied by
directly optimizing the feedback gain matrix, i.e., each entry
in KK(θ) corresponds to one optimization parameter. Thus,
the number of parameters scales linearly in the number of
states and inputs. This method is model-free, i.e., it does not
make use of the LQR, and thus no (linear) dynamics model
is required for this parameterization.
2) Optimizing System Matrices: This particular parameter-
ization was first used in [9]. The idea is to parameterize the
system matrices A and B, where each entry of the matrices
corresponds to one parameter, from which then the respective
LQR can be calculated:
KAB(θ) = dlqr (A(θ),B(θ),Q,R) . (3)
With this parameterization, a task-specific model is learned,
which can be better than, e.g., the true model linearized around
an operating point. However, the number of parameters scales
quadratically with the number of states, thus making this
approach infeasible for large state spaces.
3) Optimizing Weight Matrices: Given a linear approxi-
mation of the dynamics, this method tunes the LQR’s weight
matrices instead of the system matrices [8]:
KQR(θ) = dlqr (A,B,Q(θ),R(θ)) . (4)
Commonly, only the diagonal entries of the weight
matrices are tuned, i.e., the matrices are of the fol-
lowing form: Q(θ) = diag(10θ1 , . . . , 10θnx ), and
R(θ) = diag(10θnx+1 , . . . , 10θnx+nu ), such that the number
of optimization parameters is reduced to nx + nu.
For the remainder of this paper, we refer to the aforemen-
tioned methods as K-learning [3], AB-learning [9], and QR-
learning [8], respectively. In this paper, we propose to combine
the ideas of K-learning and the LQR to allow for efficient
optimization of high-dimensional policies. This is achieved by
selecting the initial optimization domain boundaries based on
a probabilistic dynamics model and the LQR. Additionally, the
model-based approach allows us to find a linear embedding
to reduce the effective dimensionality of the optimization
problem as will be described in the next section.
IV. AUTOMATIC DOMAIN SELECTION &
DIMENSIONALITY REDUCTION
It is well-known that BO has to cover the parameter space
sufficiently well with respect to the lengthscale of the cost
function in order to find a good estimate of the true optimum.
Without prior knowledge, however, it is difficult to decide
on the range of the parameters for optimization, which is
crucial for obtaining good performance without spending
an excessive amount of function evaluations for exploration.
Commonly, the issue of finding an appropriate domain is left
as tuning parameter and domains are chosen, e.g., by prior
experience or problem-specific expertise. Especially in high
dimensions, manual tuning of the domain parameters is not
feasible.
We address this issue and propose a technique for automatic
domain selection, which consists of the following steps: first,
a probabilistic model for the system dynamics is learned and,
second, we then employ model-based techniques from optimal
control to find a distribution over policies. Based on this
distribution we can define an appropriate domain for tuning
the policy parameters using BO (Sec. IV-A). Furthermore, we
can use the distribution over policies to find an embedding
that maps the policy parameters into a lower-dimensional
space, thus further increasing the efficiency of the subsequent
optimization (Sec. IV-B).
To obtain a probabilistic model of the system dynamics,
we perform Bayesian linear regression (see, e.g., [21, §3.3])
using recorded data of state/action trajectories to obtain an
approximate linear model of the system dynamics. This results
in a Gaussian distribution over linear dynamics models:
p(vec(A,B)|Data) = N (vec(A,B)|µAB ,ΣAB), (5)
where µAB is the maximum posterior (MAP) estimate, ΣAB
quantifies the distribution’s uncertainty, and the vec(·, ·)
notation denotes that the matrices A and B are reshaped and
stacked to a vector.
A. Independence Domain
Based on the probabilistic model of the system dynamics,
we are now seeking to define an appropriate range for all
policy parameters. From Eq. (5) we can sample ns pairs of
(A,B) for which we can each calculate the respective LQR
feedback gain matrix, resulting in the sample distribution:
p(vec(K)|(A,B)1:ns). In general, this sample distribution
can be multi-modal due to nonlinearities from the Riccati
equation that is solved for the construction of the LQR [20].
However, since we are only looking for a bounding box
based on the samples, it is sufficient to use a unimodal
approximation. To this end, we use a product of independent
normal distributions, one for each dimension:
p(vec(K)|(A,B)1:ns) ≈
nθ∏
i=1
N (vec(K)i|µKi , σKi ), (6)
where the individual parameters for means and variances are
found using moment matching. Given this approximation,
we can construct a domain centered around the mean of the
distribution, where the width is governed by the distribution’s
standard deviation:
ΘKindep = [µ
K
1 − βσK1 , µK1 + βσK1 ]
× · · · × [µKnθ − βσKnθ , µKnθ + βσKnθ ],
(7)
where the parameter β determines the effective size of the
domain. Due to the assumption of independence between
entries in K, we call this domain the independence domain.
B. PCA Domain
In the previous section, we assumed independence between
policy parameters of the sample distribution. However, in
general the entries of K are not independent. In order to take
advantage of potential correlations between parameters, we
can approximate the sample distribution with a multivariate
Gaussian:
p(vec(K)|(A,B)1:ns) ≈ N (vec(K)|µK ,ΣK), (8)
where the goal of the approximation is to model the overall
location and spread of the samples and not to accurately
model the (potentially) multiple modes.
Now, based on the multivariate distribution, we propose
to transform the optimization parameters into the eigenspace
of the covariance matrix, ΣK . The transformation of the
parameters is then described by θ˜ = T (θ − µK), where the
transformation matrix T , consists of the eigenvectors of ΣK .
In the eigenspace, the optimization domain is given by:
Θ˜KPCA = [−βσ˜K1 , βσ˜K1 ]× · · · × [−βσ˜Knθ , βσ˜Knθ ], (9)
where σ˜Ki denotes the i-th eigenvalue of ΣK . In essence, we
are performing a principal component analysis (PCA) [21,
§12.1] and hence we call this domain the PCA domain. The
benefit of using this kind of transformation is that we 1) are
able to identify the most relevant directions of the parameter
space and 2) still retain the uncertainty information in each
direction and thus are able to create meaningful parameter
ranges in the transformed space.
For high-dimensional problems, some of the eigenvalues
are often close to zero and the domain size in the respec-
tive dimension becomes negligible, effectively reducing the
dimensionality of the optimization problem. Note that the
volume of the domain in eigenspace is always smaller or
equal to the independence domain, thus BO in the eigenspace
leads to faster convergence if there are correlations between
parameters. A visualization of the different domains is shown
in Fig. 1.
C. Dynamic Domain Adaptation
For both the independence domain and PCA domain
presented in the previous sections, the tuning parameter β
needs to be chosen carefully. With increasing β, BO has
to cover a larger space during the subsequent optimization,
which means that more evaluations of the cost function
are needed for sufficient exploration. At the same time, it
∇θµGPΘ
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Fig. 2: Sketch depicting the relevant parameters used for
DDA. The true objective ( ) is approximated by a GP ( )
and the estimated optimum ( ) is on the domain’s boundary.
Consequently, the domain grows in the direction of the global
optimum ( ) with stepsize ∆Θ which is proportional to the
GP’s lengthscale λ, the GP’s gradient ∇θµGP at the estimated
optimum and the size of the current domain Θ.
might also be possible to find better policy parameters on a
larger domain. Thus, the goal is to find a trade-off between
restricting the domain to a reasonable size and choosing a
large enough domain such that we do not suffer from model
bias. We argue that it is more efficient to start with a small
domain, e.g., choosing β = 0.5, and then adapting the domain
boundaries during optimization to account for the fact that
the global optimum might not lie within the initial domain.
In this section, we explain how to exploit the surrogate model
that approximates the objective function in order to adapt the
domain boundaries in a goal-oriented manner.
While running BO, we have an estimate of the optimum,
θ∗, i.e., the minimum of the approximate cost function on
the current domain. If BO finds the location of the estimated
optimum to lie on the domain’s boundary, ∂Θ, it is likely
that there are better parameters outside the current domain.
Thus, we propose to grow the domain in the dimensions for
which the estimated optimum is at the boundary.
This dynamic domain adaptation (DDA) is guided by the
GP that models the objective function. The stepsize, ∆Θi,
by which the boundaries are increased is chosen heuristically
proportional to three factors:
1) The gradient of the GP posterior mean at the current
estimate of the optimum, ∇θiµGP (θ∗). If the gradient
at the boundary is steep, we expect a potentially better
point to be further away from the boundary than if the
gradient is small.
2) The lengthscale, λi, of the GP that approximates the
cost function. For large lengthscales, the model assumes
the cost function to vary slowly and thus the stepsize
should be increased accordingly.
3) The domain’s extent in dimension i. Dimensions in
which the domain is large should also be increased by
a greater stepsize.
The stepsize is then given by
∆Θi = γ · ∇θiµGP (θ∗) · λi · ‖Θi‖ , (10)
where γ is a tuning parameter that governs the effective step
size. A one-dimensional visualization of DDA and all its
relevant parameters can be seen in Fig. 2 and a summary of
the proposed algorithm is described in Alg. 1. Note that DDA
is not limited to policy search but can be used for any BO
procedure irrespective of the application and the meaning of
the parameters.
A similar heuristic to grow the domain during optimiza-
tion has been proposed in [22], where the volume of the
domain is increased isotropically by a constant factor every
few evaluations of the objective function. In the provided
experiments, the constant factor is chosen to be 2, and thus
this approach is called volume doubling (VD). Our approach
differs in two aspects: 1) the growth of the domain is not
based on a fixed schedule, i.e., increasing the domain every
few iterations and 2) we increase the domain anisotropically
based on the surrogate model. We argue that in the case of
an initial domain that is already close the objective function’s
global optimum, DDA only increases the domain towards
the global optimum and thus leads to faster convergence
compared to VD. Besides the VD heuristic, another approach
has been proposed in [22] that regularizes the acquisition
function with a quadratic prior mean function. In this way,
no explicit domain boundaries need to be specified, however
the shape of the quadratic regularizer gives rise to implicit
bounds. All of the aforementioned methods are evaluated on
a synthetic 2D function in Sec. V-A.
Algorithm 1 BO with DDA and domain selection
1: p(vec(A,B)|Data)← perform system identification to
obtain probabilistic dynamics model in Eq. (5)
2: Θ← select initial optimization domain, e.g., based on
dynamics model (see Sec. IV)
3: repeat
4: θ∗ ← run BO on current domain Θ
5: if θ∗ ∈ ∂Θ then
6: i← dimension at which θ∗ is at ∂Θ
7: Θi ← increase domain by stepsize ∆Θi
with ∆Θi ∝ ∇θiµGP (θ∗), λi, ‖Θi‖
8: end if
9: until convergence or sufficient performance is achieved
V. SIMULATIONS AND EXPERIMENTS
With the simulations and hardware experiments presented
in this section, we aim at supporting the following results:
• The methods proposed in Sec. IV are able to select
meaningful domain boundaries for BO and are applicable
for a variety of control tasks with less manual parameter
tuning.
• The proposed DDA scheme helps to adjust the domain
boundaries in a goal-oriented manner and is more
DDA (proposed) VD [22]
(a) Parameter space view showing the growing domain bound-
aries ( ) and evaluated points (×) during optimization. The global
optimum is marked by .
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(b) Regret of the best function value seen so far. With DDA the
regret converges faster as the domain growth does not follow a fixed
schedule (VD) and has more flexibility compared to UBQ.
Fig. 3: Comparison of dynamic domain adaptation (DDA),
volume doubling (VD), unbounded quadratic (UBQ) and
vanilla BO on the three-hump camel function.
efficient than the VD scheme if the initial domain is
already close to the objective function’s global optimum.
• Choosing an informed parameter transformation reduces
the number of required experiments needed for good
performance significantly and enables BO based policy
search for higher-dimensional systems.
A. Synthetic Function
We start by comparing the DDA scheme presented in
Sec. IV-C with the approaches proposed in [22]. As objective
to be minimized, we choose the three-hump camel function,
a 2-dimensional function with three local and one global
optimum at θ∗ = (0, 0). We sample N = 50 random initial
domains of size 0.5 in each dimension, where it was ensured
that the global optimum was not contained in the initial
domains. We report the regret rt = |f(θ∗)−mint f(θt)| for
all N initial domains and illustrate the domain adaptation
for one of the sampled initial domains in Fig. 3. The solid
line represents the median over all runs and the shaded areas
indicate the 25th and 75th percentile, respectively. The example
highlights that DDA leads to improved convergence and more
goal-oriented sampling of the parameter space.
B. Policy Search
In this section we compare the different policy parameteri-
zations presented in Sec. III and evaluate the influence of the
proposed methods in Sec. IV and Sec. IV-C on K-learning.
Additionally, we benchmark our method to REMBO [5],
a well-known method to reduce the dimensionality of the
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Normalized performance [%]
−2 0
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1
Parameter space
Double Integrator (Hardware), K-Learning
Fig. 5: Left: Comparison of performance when policy is
optimized on the large domain ( ) and the independence
domain ( ). 10 independent runs were performed. Right:
Parameter space showing large domain ( ), independence
domain ( ), evaluated policies ( / ) and nominal LQR (×).
objective function using random embeddings. To evaluate
performance of the policies, we compare the cost of one
episode resulting from a learned policy to the cost resulting
from the nominal LQR policy. In simulation, the nominal
LQR policy is based on the true dynamics model linearized
at the target position and for the hardware experiments, the
nominal model provided by the manufacturer is used as true
model. This results in the normalized performance measure
η = (J −JLQR)/JLQR. In the convergence plots shown in the
following, the solid lines represent the median performance
and the shaded areas indicate the 25th and 75th percentile,
respectively. For all experiments we use the GPyOpt-Toolbox
[23] and the UCB acquisition function [17], which was
shown to outperform other acquisition functions in robotics
applications [3]. In addition, we use the logarithm of the
cost function (1), as this has been shown to lead to faster
convergence [9].
Fig. 4: Furuta pen-
dulum used for hard-
ware experiments.
For the hardware experiments we
use the Quanser Qube Servo 23
which has two setups: one being a
disk, which is a double integrator
system, the second being a Furuta
pendulum [24], see also Fig. 4.
a) Double Integrator (Hard-
ware): The state of the double in-
tegrator is 2-dimensional and con-
sists of the disk’s angle, φ, and
its velocity, φ˙. For system identifi-
cation, we applied random inputs
and recorded 5 seconds of data.
Initially, the disk was placed at
x0 = [φ0, φ˙0]
ᵀ = [90◦, 0]ᵀ with the goal of regulating it to
the zero state.
In this experiment, we only apply K-learning, because this
two-dimensional problem already shows the importance of
domain selection and the domains can be easily visualized.
For a comparison between AB-, QR- and K-learning, we
3https://www.quanser.com/products/qube-servo-2/
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Fig. 6: Comparison of our proposed extensions to K-learning
with QR- and AB-learning on the cart-pole task. The dashed
line corresponds to the nominal LQR using the true (linearized
around the upright position) dynamics. 30 independent runs
were performed.
consider the dimensionality of this problem too low and thus
show it on more complex systems in the following sections.
Although the problem appears simple, vanilla BO on a
large domain often fails to find a sensible policy (see Fig. 5).
Optimizing on the large domain shows slow convergence
as many evaluations are non-informative and far away from
the optimum. When using the proposed method in Sec. IV
to identify a relevant domain (independence domain in this
case), BO consistently finds good policies in few iterations.
The nominal policy performs sub-optimally due to effects
from friction and stiction, which are not modeled.
b) Cart-Pole (Simulation): The cart-pole system consists
of a cart that can be moved horizontally with a freely rotating
pendulum. The input is a horizontal force acting on the cart.
The state of the system is given by the cart’s position, z, the
pendulum’s angle, φ, and their respective time derivatives:
x = [z, φ, z˙, φ˙]ᵀ. For system identification, we started with
the pendulum in the upright position (φ = 0◦), applied
random inputs and recorded the resulting state trajectory
until the absolute value of the angle was larger than 30°.
This process was repeated five times. The task was to
stabilize the pendulum at the upright position over a time
horizon of five seconds, where the initial condition was set
to x0 = [0, 45◦, 2ms , 0]
ᵀ. Note that with this initial condition,
the system dynamics are strongly nonlinear.
In Fig. 6 we compare K-learning on the independence
domain with AB-, QR-learning. Additionally, we show the
improved performance of K-learning when we optimize on
the PCA domain, with and without using DDA. QR-learning
and K-learning on the independence domain show slow
convergence and high variance in the resulting performance.
AB-learning fails to improve within 30 iterations, which is
in accordance to the results presented in [9], where several
0 5 10 15 20 25
−25
0
25
50
# Iterations
N
or
m
al
iz
ed
pe
rf
or
m
an
ce
[%
]
Furuta Pendulum (Hardware)
QR-learning [8] AB-learning [9]
DDA + PCA domain
(proposed) nominal LQR
Fig. 7: Comparison of our proposed extensions to K-
learning with QR- and AB-learning on the Furuta pendulum.
5 independent runs were performed.
hundred iterations are needed to achieve good performance
for the same system and a task of similar complexity. Only
when optimizing on the PCA domain using K-learning, we
consistently outperform the LQR within only five iterations.
However, as discussed in Sec. IV-C, it is possible to converge
to a sub-optimal solution when the optimization domain is
chosen too conservatively, as can be seen by the red curve
that converges quickly to its final performance. When we
additionally use DDA, the performance is further increased
and all other methods are consistently outperformed.
c) Furuta Pendulum (Hardware): An inverted pendulum
is attached to the end of a rotary arm that is actuated via a
torque; the underlying system dynamics are similar to that
of a cart-pole system. The state is given by x = [η, φ, η˙, φ˙]ᵀ,
with η being the angle of the rotary arm and φ the angle of the
pendulum, respectively. The system identification process was
the same as for the simulated cart-pole system and 5.7 seconds
of trajectory data were used. The task to be optimized was
regulating the system from x0 = [45◦, 0, 0, 0]ᵀ to the zero
state, accumulating a cost over five seconds.
Qualitatively, the results on the hardware are similar to the
simulation results on the cart-pole system (see Fig. 7)4. On
the hardware, only K-learning with the proposed extensions
consistently outperforms the nominal policy within ∼10
iterations. The performance of QR-learning stagnates quickly
at the nominal controller’s level, which might be due to the
model-based policy parameterization. AB-learning is also
unable to improve within the given number of iterations due
to the high dimensionality of the optimization problem. The
resulting policies during K- and QR-learning result in stable
behavior of the pendulum in most cases. However, when
4 All experiments were initialized with the same policy, i.e., the LQR
using the MAP estimate. The spread of the performance can be explained
by the inherent stochasticity of the problem on the one hand and small
differences in the initial conditions that are inevitable for mechanical setups
on the other hand. Also the nominal controller shows some variance in the
resulting performance, where we use the median of 20 independent runs for
cost normalization.
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Fig. 8: Performance comparison obtained from directly
optimizing the full, 48-dimensional feedback gain matrix
of a quadcopter. Our proposed extensions are compared
to REMBO with two different effective dimensionalities.
30 independent runs were performed.
using AB-learning on the hardware, we reject policies that
are not in a pre-defined safe set, in order not to damage the
experimental setup. For rejected policies, we assign the same
cost as obtained from the initial policy.
d) Quadcopter (Simulation): To show the applicability
to high-dimensional problems, we demonstrate the approach
for a simulated quadcopter. This system has twelve states
(position, linear velocities, orientation and angular velocities)
and four inputs (rotational velocity of the rotors). For model
learning, we recorded 50 seconds of flying through ten
different waypoints which were uniformly sampled from
[x, y, z, ψ] ∼ [−1m, 1m]3 × [−90◦, 90◦], with ψ being the
yaw angle and the other states of the waypoints were set to
zero. In hardware experiments, this procedure can easily be
adapted by using a remote controller to generate the data.
The control task was to stabilize the quadcopter at the hover
position where the initial position was shifted 2m in the
x-direction, and the roll and pitch angle were set to 30◦.
Due to the superior performance of K-learning on pre-
vious experiments, we focus on this approach for the high-
dimensional quadcopter and compare the influence of DDA
and the different domains as introduced in Sec. IV. For
the comparison with REMBO [5], we choose two different
effective dimensionalities, de = 10 and de = 20, and optimize
on the independence domain. For all methods, we initialize
BO with the LQR policy obtained from the MAP estimate
of the system identification step, which already was able to
stabilize the quadcopter.
The results are shown in Fig. 8. With and without using
DDA, optimizing on the PCA domain shows faster conver-
gence in comparison with the independence domain due to
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Fig. 9: Exemplary trajectories of the x-position and pitch
angle before and after optimization. Note that the optimized
policy leads to faster convergence to the desired states and
less overshoot of the pitch angle.
the smaller volume of the domain. Furthermore, DDA helps
to 1) further speed up the convergence and 2) allows for
policies that consistently outperform the LQR within only
30 iterations. Using a random embedding for dimensionality
reduction as done by REMBO shows significantly lower
performance and none of the optimized policies is able to
outperform the nominal LQR.
For a more intuitive understanding of the actual perfor-
mance increase that is obtained with BO, we show trajectories
of the quadcopter before (gray dotted) and after (green)
optimization in Fig. 9. Especially the x-position of the
quadcopter does converge significantly faster to the desired
value after optimization of the policy.
VI. CONCLUSION
In this paper, we have shown that the choice of the
optimization domain is critical for the convergence and
final performance, as well as scalability of BO in policy
search methods. By using a model-based technique from
optimal control, we proposed an automatic domain selection
method for optimizing a linear feedback policy in a model-
free manner which exploits the objective functions structure
and improves the sample efficiency of BO. Additionally, we
introduce a dynamic domain adaptation mechanism in order to
mitigate a potential model bias due to the choice of the initial
domain. Simulations and experiments have shown that these
contributions enable BO-based policy search techniques to
find a policy that outperforms other control techniques that use
the true dynamics model with only few system interactions.
A key benefit of the reduced search domain provided by the
proposed technique is the improved scalability of BO. We
have demonstrated our approach to learn a 48-dimensional
policy for a quadcopter—a size that renders standard BO
techniques infeasible.
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