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Abstract
Using Cauchy’s Integral Theorem as a basis, what may be a new series representation for
Dirichlet’s function η(s), and hence Riemann’s function ζ(s), is obtained in terms of the
Exponential Integral function Es(iκ) of complex argument. From this basis, infinite sums are
evaluated, unusual integrals are reduced to known functions and interesting identities are
unearthed. The incomplete functions ζ±(s) and η±(s) are defined and shown to be intimately
related to some of these interesting integrals. An identity relating Euler, Bernouli and Harmonic
numbers is developed. It is demonstrated that a known simple integral with complex endpoints
can be utilized to evaluate a large number of different integrals, by choosing varying paths
between the endpoints.
1 Introduction
In a recent paper [1], I have developed an integral equation for Riemann’s function ξ(s), based on
LeClair’s series [2] involving the Generalized Exponential Integral. Glasser, in a subsequent paper
[3], has shown that this integral equation is equivalent to the standard statement of Cauchy’s
Integral Theorem applied to ξ(s), from which he closed the circle [3, Eq. (13)] by re-deriving
LeClair’s original series representation. This raises the question of what will be found if Cauchy’s
Integral Theorem is applied to other functions related to Riemann’s function ζ(s), notably the
so-called Dirichlet function η(s) (sometimes called the alternating zeta function), working
backwards to a series representation? That question is the motivation for this work.
Section 2 gives some preliminaries and develops the reduction of Cauchy’s Integral Theorem to
yield a series representation of η(s) in terms of (generalized) Integro-Exponential functions [4]
Es(κ) (a.k.a Incomplete Gamma functions - see (4.1)). Although it is well-known that ζ(s) can be
expressed [2], [5] in terms of such functions in various ways, (see Appendix B) the form derived
here differs substantially from these since it involves a series that indexes half-integer values of the
imaginary argument of Es(iκ) and does not possess generic s↔ (1− s) symmetry. Several
subsections explore variations of this series, revealing some interesting identities, not all of which
pertain to either ζ(s) or η(s). Section 3 presents a brief analysis of these results as they pertain to
ζ′(s). In Section 4, the series representation is converted into an integral representation whose
endpoints are complex, and in a number of subsections this representation is reduced to a real
integral representation by choosing a number of different paths between the endpoints in the
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complex plane, yielding an evaluation of several unusual integrals. Appendix (C) collects some
known results referenced in the main text, Appendix (D) contains the proof of a needed theorem
and Appendix (E) presents the details of a lengthy derivation required in Subsection (2.4).
In the late 1800’s, Russell ([6]) initiated a tradition by presenting a list of 12 integral identities
with little in the way of proof. This tradition has been recently (2008) reinvigorated by
Amdeberhan and Moll([7]); more recently (2018) Coffey ([8]) has provided some proofs and
generalizations of Russell’s identities. Continuing the tradition, various subsections throughout
this work present (special case) integrals that satisfy Russell’s presumed criterion - that being
that they have no apparent application other than that they are interesting and involve
complicated trigonometric and hyperbolic functions. See also [9].
Therefore, a (baker’s) dozen of the most appealing of the interesting results obtained herein
follows immediately below, cross-referenced to where each appears in the text of this paper.
Departing from Russell’s approach, each cross-reference to the later text, provides sufficient
information to allow an informed reader to obtain a formal proof if (s)he so desires. A list of
notations appears in Appendix A.
• The main result upon which this paper is based (see (2.24)):
(2s − 1) ζ (s) = −πs−1 sin (πs/2)
⌊(n−1)/2⌋∑
j=0
Γ (2 j + 1− s) E(2j)
Γ (2 j + 1)
+
πs−neiπ n/2
2Γ (s− n) cos (πs/2)
∞∑
k=0
E1+n−s (−iπ (k + 1/2)) + (−1)nE1+n−s (iπ (k + 1/2))
(k + 1/2)
n
• An unusual recursion relation for Bernoulli numbers (see (2.32)):
B2N+2 =
Γ (3 + 2N)
22N (22N+2 − 1)
N−1∑
k=0
22 k
(
1− 22 k+2)B2k+2
Γ (1− 2 k + 2N) Γ (2 k + 3) +
1 +N
22N+1 (22N+2 − 1) , N ≥ 0 ,
• The sum of an infinite series (see (2.35)):
πp−2m (−1)m e−iπp/2
Γ (1 + p)
∞∑
k=0
(−1)p E−p (iπ (k + 1/2)) + E−p (−iπ (k + 1/2))
(k + 1/2)
−p+2m
= −
m∑
j=⌊−p/2+m+1/2⌋
E (2 j)
Γ (2m− 2 j + 1)Γ (2 j + 1) . (1.1)
• ζ(2m+ 1) expressed in terms of E1(κ) (see (2.39)):
(
22m+1 − 1) ζ (2m+ 1) =− (−1)m π2m m∑
j=0
E (2 j)ψ (1− 2 j + 2m)
Γ (2 j + 1)Γ (1− 2 j + 2m)
+
i
π
∞∑
k=0
E1 (iπ (k + 1/2))− E1 (−iπ (k + 1/2))
(k + 1/2)
2m+1 .
• Bernoulli, Euler and Harmonic numbers are related (see (2.46)):
m−1∑
j=0
E (2 j)H2m−2j
Γ (1− 2 j + 2m) Γ (2j + 1) =
m∑
k=1
22 k
(
22 k − 1)B2k
(1− 2 k + 2m) Γ (2− 2 k + 2m) Γ (2k + 1)
− 1
2mΓ (1 + 2m)
2
• For integer p > m, m < cm < m+ 1, a contour integral representation for ζ(2m+ 1) (see
(E.16)):
(
22m+1 − 1) ζ (2m+ 1) = i (−1)p
π2p+1
∫ cm+i∞
cm−i∞
Γ (2p− 2t)π2t
sin (π t)
∞∑
k=0
(−1)k (k + 1/2)2 t−2 p−2m−1 dt
− (−1)m π2m

p−2−m∑
j=0
Γ (2 j + 2) E (2 j + 2 + 2m)
Γ (2 j + 3 + 2m)
+
m∑
j=0
E (2 j)ψ (1− 2 j + 2m)
Γ (1− 2 j + 2m) Γ (2 j + 1)

 .
• A divergent, asymptotic series representation for the alternating Hurwitz Zeta Function
η(1, (t+ 1)/2) (see (2.63)):
η(1, (t+ 1)/2) ∼
2m∑
k=0
E (2 k)
t2 k+1
(t→∞), ∀m ≥ 0. (1.2)
• A representation for the lower incomplete Zeta function ζ−(s) (see (4.10)):
ζ− (s) = 2s−1
∫ π/2
−π/2
e−π sin(θ)/2 sin (π cos (θ) /2 + θ (s− 1))
cosh (π sin (θ))− cos (π cos (θ)) dθ .
• An interesting integral with 0 ≤ 2n (see (4.17)):
∫ π/2
−π/2
sin ((π/2) cos (θ) + (2n− 1) θ) e−(π/2) sin(θ)
cosh (π sin (θ))− cos (π cos (θ)) dθ = (−1)
n
B2n π
2n
(
21−2n − 1)
Γ (2n+ 1)
• An interesting integral with 2n > 0 (see (4.19)):
∫ π/2
−π/2
sin ((π/2) cos (θ)− (2n+ 1) θ) e−(π/2) sin(θ)
cosh (π sin (θ))− cos (π cos (θ)) dθ = 0
• An integral interesting on its own merits (see (4.29)):
∫ π/2
−π/2
cos (θ) sin ((π/2) cos (θ)) e−(π/2) sin(θ)
cosh (π sin (θ)) − cos (π cos (θ)) dθ = 1/2 + π
2/48 , (1.3)
• A theorem for p > 0, (see (D.2)):
(−1)p Γ (2 p)E2p (−iπ (k + 1/2)) + E2p (iπ (k + 1/2))
(π (k + 1/2))
2 p−1
= 2 (−1)k
p−1∑
j=1
(−1)j Γ (2 j)
(π (k + 1/2))
2 j − 2 (Si(π(k + 1/2))− π/2)
• A hypergeometric identity (see (D.10)):
1F2(
1
2
− p ; 1
2
,
3
2
− p ; −π
2 (k + 1/2)2
4
) =
(−1)p+1 (π (k + 1/2))2 p
Γ (2 p− 1) 1F2(
1
2
;
3
2
,
3
2
;
−π2 (k + 1/2)2
4
)
+
(−1)k+p (π (k + 1/2))2 p−1
Γ (2 p− 1)
p−1∑
j=1
Γ (2 j) (−1)j
(π (k + 1/2))
2 j
3
2 A series representation for ζ(s)
By way of review, the standard definition for Dirichlet’s function η(s) (also called the alternating
zeta function) is given by
η(s) =
∞∑
k=1
(−1)kk−s (2.1)
valid for all s, related to ζ(s) by
η(s) = (1− 21−s)ζ(s). (2.2)
Another well-known representation is
(2s − 1)ζ(s) =
∞∑
k=0
1/(k + 1/2)s , ℜ(s) > 1 . (2.3)
The Cauchy Integral Theorem for η(s), with an additional factor 21−s embedded for convenience,
is
21−s
(
1− 21−s) ζ (s) = 1
2πi
∮ (
1− 21−v) ζ (v) 21−v
s− v dv (2.4)
where the contour of integration encloses the non-negative real axis as well as the pole at the point
v = s in a clockwise direction. Notice that there is no singularity at v = 1 because of a cancellation
between the first two numerator terms of the integrand at v = 1. Let v := v + 1 in (2.4) giving
η(s) =
(
1− 21−s) ζ (s) = 2s−1
2πi
∮
(1− 2−v) ζ (v + 1) 2−v
s− v − 1 dv (2.5)
where the contour now crosses the real axis at v < min(−1,ℜ(s)). Apply the slightly rewritten
form of the well-known functional equation
ζ (v + 1) = ζ (−v) 2v+1πv cos (π v/2)Γ (−v) (2.6)
to obtain, with the same contour,
η(s) =
(
1− 21−s) ζ (s) = 2s−1
iπ
∮
(1− 2−v) ζ (−v) Γ (−v)πv cos (π v/2)
s− v − 1 dv . (2.7)
Notice that the product ζ(−v) Γ(−v) is non-singular on the non-negative real v−axis. Substitute
the cosine term in (2.7) as a sum of exponentials giving
η(s) =
(
1− 21−s) ζ (s) = 2s−1
2πi
∮
(1− 2−v) ζ (−v) (iπ)v Γ (−v)
s− v − 1 dv + {(iπ)
v → (−iπ)v}. (2.8)
where each exponential has been written as
e±iπv/2 = (±i)v . (2.9)
Now apply (2.3) and interchange the summation and integration because for ℜ(v) < −1 both are
convergent, to yield
21−s
(
1− 21−s) ζ (s) = − 1
2πi
∞∑
k=0
(∮ (
iπ
(
k + 12
))v
Γ (−v)
s− v − 1 dv
)
− 1
2πi
∞∑
k=0
(∮
(−iπ (k + 1/2))v Γ (−v)
s− v − 1 dv
)
(2.10)
Because the contour lies to the left of the point v = s− 1, each of the contour integrals in (2.10) is
recognizable as a contour integral representation of the Generalized Integro-Exponential function
[4, Eq. (2.6a)]
Es(z) =
1
2πi
∮
Γ(−v)zv
(s− 1− v)dv (2.11)
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where the integration contour encloses the pole at v = s− 1 and the non-negative v− axis in a
clockwise direction. Another alternate (defining) representation is
Es (iπ κ) ≡
∫ ∞
1
v−se−iπκv dv . (2.12)
When (2.11) is substituted into (2.10) we find the (slowly converging - see Section 2.1) series
representation
ζ (s) =
2s−1
21−s − 1
∞∑
k=0
(Es (iπ (k + 1/2)) + Es (−iπ (k + 1/2))) . (2.13)
Remark: Because it has never been proven ([10, Section 2.13]) that the functional equation (2.6)
uniquely defines ζ(s) (and therefore η(s)), up to the point in (2.10) where (2.3) is applied, (2.8) is
valid for any function (that could have been labelled ζ(s) arbitrarily) which might obey (2.6) in
any of its forms.
2.1 Convergence
Although (2.13) converges slowly numerically, it does converge. To test this observation, define
t±k (s) = Es (iπ (k + 1/2))± Es (−iπ (k + 1/2)) (2.14)
As k →∞
t+k (s) ∼ (−1)k
(
− 2
π k
+
1
π k2
+
1
π k3
(
−1
2
+
2s (s+ 1)
π2
))
+O
(
k−4
)
. (2.15)
Applying Gauss’ test gives ∣∣∣∣∣ t
+
k+1 (s)
t+k (s)
∣∣∣∣∣ ∼ 1− 1k + 32k2 +O (k−3) (2.16)
indicating ambiguity. However, from (2.15), we see that, for finite values of s, |t+k (s)| → 0
monotonically, and therefore, by the Alternating Series test, the sum converges.
In the case of t−k (s) we have
t−k (s) ∼
is (−1)k
π2
(
− 2
k2
+
2
k3
+
1
k4
(
−3
2
+
2 (s+ 1) (s+ 2)
π2
))
(2.17)
and, with respect to Gauss’ test, ∣∣∣∣ t−k+1 (s)t−k (s)
∣∣∣∣ = 1− 2k +O (k−2) (2.18)
which proves convergence.
In a later Section, we will consider sums involving t±k (s+ p)/(k + 1/2)
p where p > 0. Testing such
sums for p := 2p, gives ∣∣∣∣∣ t
+
k+1 (s+ 2 p)
t+k (s+ 2 p)
∣∣∣∣∣ ∼ 1− 1 + 2pk , (2.19)
proving absolute convergence by Gauss’ test, and for p := 2p− 1∣∣∣∣∣ t
−
k+1 (s+ 2p− 1)
t−k (s+ 2p− 1)
∣∣∣∣∣ ∼ 1− 2pk , (2.20)
again proving absolute convergence by the same test.
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2.2 Recursion
The recursion rule for Es(z) is
Es (z) =
zEs−1 (z)− e−z
1− s s 6= 1, (2.21)
leading, after the use of forward recursion, to
η(s) = (1 − 21−s)ζ (s) = 2s−1 is
π
∞∑
k=0
Es+1 (−iπ (k + 1/2))− Es+1 (iπ (k + 1/2))
k + 1/2
+ 2s−1 (2.22)
with improved convergence properties (see (2.19)). The general form of (2.22) can be obtained
similarly by induction, giving for any n ≥ 0
η(s) =
(
1− 21−s) ζ (s) = 2s
Γ (s)
⌊(n−1)/2⌋∑
j=0
(−1)j Γ (s+ 2 j)
π2j+1
∞∑
k=0
(−1)k
(k + 1/2)
2 j+1
− 2
s−1 Γ (n+ s)
Γ (s)
(−1
π
)n
eiπ n/2
∞∑
k=0
(
En+s (−iπ (k + 1/2)) + (−1)nEn+s (iπ (k + 1/2))
(k + 1/2)
n
)
.
(2.23)
As n increases in (2.23), the two terms composing the right-hand side converge to each other, so
numerically significant error occurs at large values of n, although the convergence rate of the
second infinite sum improves also. An equivalent form may be obtained by replacing s := 1− s
and applying the functional equation (2.6) to obtain
(2s − 1) ζ (s) = −πs−1 sin (πs/2)
⌊(n−1)/2⌋∑
j=0
Γ (2 j + 1− s) E(2j)
Γ (2 j + 1)
+
πs−neiπ n/2
2Γ (s− n) cos (πs/2)
∞∑
k=0
E1+n−s (−iπ (k + 1/2)) + (−1)nE1+n−s (iπ (k + 1/2))
(k + 1/2)n
(2.24)
In (2.24), the infinite inner sum appearing in the first term of (2.23) has been replaced by a
known result in terms of Euler numbers E(2j) - see (C.27). The application of the result (2.23) is
fairly straightforward for both even and odd values of n if s 6= ±m. These exceptional cases are
investigated in the following subsections.
2.2.1 Eq. (2.23) with n even or odd yields a recursion formula for Bernoulli numbers
Consider the case n := 2n. Application of the reversed logic presented in Section 2 applied to
(2.23) along with (2.12) leads to
∞∑
k=0
Es+2n (−iπ (k + 1/2)) + Es+2n (iπ (k + 1/2))
(k + 1/2)
2n = 2
∫ ∞
1
∞∑
k=0
v−s−2n cos (π (k + 1/2)v)
(k + 1/2)
2n dv .
(2.25)
Expand the integration ∫ ∞
1
...dv =
∫ ∞
0
...dv −
∫ 1
0
...dv (2.26)
interchange the (convergent) sum and integral, and consider the first integration term on the right
of (2.26)
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∞∑
k=0
∫ ∞
0
v−s−2n cos (π (k + 1/2)v)
(k + 1/2)
2n dv = (−1)n πs+2n−1
∞∑
k=0
(k + 1/2)
s−1
Γ (1− s− 2n) sin (πs/2)
= (−1)n πs+2n−1 (21−s − 1) ζ (1− s) Γ (1− s− 2n) sin (πs/2)
=
π2n
(
21−s − 1) ζ (s) (−1)n Γ (s)
2sΓ (s+ 2n)
. (2.27)
The first equality in (2.27) follows from the application of (C.13) with −1 < −ℜ(s)− 2n < 0, the
second equality follows from the first by the principle of analytic continuation using (2.3) with
ℜ(s) < 0, and the third equality follows from simple identities and invocation of the functional
equation (2.6) with v := v − 1.
With regards to the second integral term in (2.26), apply (C.15) without interchanging the sum
and integration, to find
∫ 1
0
v−s−2n
∞∑
k=0
cos (π (k + 1/2)v)
(k + 1/2)
2n dv =
(2 π)
2n
(−1)n
4 Γ (2n)
∫ 1
0
v−s−2nE2n−1 (v/2) dv
= (−1)n+1 (2 π)
2n
2
2n−1∑
k=0
(
2−k − 2−2k+2 n)B2n−k
Γ (k + 1)Γ (1− k + 2n) (−1 + s+ 2n− k) (2.28)
The second equality in (2.28) arises from the definition (C.18) followed by straightforward
integration with −s− 2n > −1. Now apply (2.25), (2.26), (2.27) and (2.28) into (2.23), along with
the use of (C.27) to identify the last (inner) sum of (2.23) in terms of Euler numbers, to arrive at
the identity
n−1∑
j=0
Γ (2 j + s) E (2 j)
Γ (2 j + 1)
= 22nΓ (s+ 2n)
2n−1∑
k=0
(
2−k − 22n−2 k)B2n−k
Γ (k + 1)Γ (1− k + 2n) (2n− 1 + s− k) . (2.29)
This result can be used to obtain an interesting recursion relation among Bernoulli numbers Bn
due to the presence of the arbitrary parameter s. To solve (2.29), first let n := N , then let
n := N + 1 and subtract, giving
E (2N)
Γ (2N + 1)
= −22N
2N−1∑
k=0
B2N−k
(
2−k − 2−2 k+2N)
Γ (k + 1)Γ (−k + 2N + 1) (−1 + s+ 2N − k)
+
Γ (s+ 2N + 2) 22N+2
Γ (s+ 2N)
2N+1∑
k=0
B2−k+2N
(
2−k − 22−2 k+2N)
Γ (k + 1)Γ (3− k + 2N) (1 + s+ 2N − k) , (2.30)
which, after shifting the index of the second sum by two, reorganizing, and recognizing that
B2N+1 = 0 (except define B1 = −1/2), yields a result of the following form:
E (2N)
Γ (2N + 1)
= X(N)s+ Y (N) , (2.31)
where X(N) and Y (N) are complicated functions only of the variable N . Because the left-hand
side of (2.31) does not depend on s, it must be that X(N) = 0, and when X(N) = 0 is simplified,
one obtains
B2N+2 =
Γ (3 + 2N)
22N (22N+2 − 1)
N−1∑
k=0
22 k
(
1− 22 k+2)B2k+2
Γ (1− 2 k + 2N) Γ (2 k + 3) +
1 +N
22N+1 (22N+2 − 1) , N ≥ 0 ,
(2.32)
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one of a large number of possible recursive definitions of Bernoulli numbers BN (e.g. [11, Eqs. (4)
and (6)], [12] and compare with [13, Eq. 24.5.8]). This result can also be derived from (C.19)
using the fact that E(2n+ 1) = 0. The remaining term Y (N) of (2.31) eventually simplifies to
reproduce (C.19).
By following steps similar to those given above, the same results emerge for the case n := 2n+ 1.
2.3 Eq. (2.24) with s = 2m
The evaluation of (2.24) with either s = 2m or s = 2m+ 1 requires that limits be taken. Consider
the case s = 2m. Substitute s = 2m+ ǫ in (2.24) and evaluate the limit ǫ→ 0 to obtain
(
1− 22m) ζ (2m) = (−1)m π2m
2
m−1∑
j=0
E (2 j)
Γ (2m− 2 j) Γ (2 j + 1) , (2.33)
a result equivalent to [13, Eq. 2.4.15], valid for all non-negative values of the arbitrary parameter
n. Also, note both [14, Eq. (3.1)] as well as [13, Eq. 24.5.4] where we find the related identity
m∑
j=0
E (2 j)
Γ (2m− 2 j + 1)Γ (2 j + 1) = 0 . (2.34)
2.4 Eq. (2.24) with s = 2m+ 1, n < 2m+ 1, and m ≥ 0
For the case s = 2m+ 1, again set s = 2m+ 1 + ǫ and evaluate the limit ǫ→ 0 with n < 2m+ 1.
In this case, on the right-hand side, a term of order ǫ−1 arises, the coefficient of which must
vanish (because the left-hand side is not divergent) giving rise to an identity as follows. Let
n = 2m− p with 0 ≤ p ≤ 2m and use (2.34) to find
πp−2m (−1)m e−iπp/2
Γ (1 + p)
∞∑
k=0
(−1)p E−p (iπ (k + 1/2)) + E−p (−iπ (k + 1/2))
(k + 1/2)
−p+2m
= −
m∑
j=⌊−p/2+m+1/2⌋
E (2 j)
Γ (2m− 2 j + 1)Γ (2 j + 1) . (2.35)
Notice that if p = 2r or p = 2r + 1, the right-hand side of (2.35) is invariant for constant values of
m and therefore so is the left-hand side, leading to some interesting identities. Suppose p = 2m, in
which case, the right-hand side of (2.35) vanishes by (2.34), giving
∞∑
k=0
E−2m (iπ (k + 1/2)) + E−2m (−iπ (k + 1/2)) = 0 . (2.36)
Further, if p = 2m− 1, by extending the lower limit of the finite sum in (2.35), we similarly find
∞∑
k=0
E1−2m (iπ (k + 1/2))− E1−2m (−iπ (k + 1/2))
k + 1/2
=
iπ
2m
, (2.37)
and, if p = 2m− 2,
∞∑
k=0
E2−2m (iπ (k + 1/2)) + E2−2m (−iπ (k + 1/2))
(k + 1/2)
2 = −
π2Γ (2m− 1)
Γ (2m+ 1)
(2.38)
Remark. Replacing E−p (± iπ (k + 1/2)) in (2.35) by the finite sum (C.14), reduces it to a
tautology; this replacement also provides an alternative proof of (2.36), (2.37) and (2.38) and
their obvious extensions. Furthermore, setting s = −2m in (2.13) with recourse to (2.36) yields
the well-know result ζ(−2m) = 0 - the trivial zeros. Finally, although (2.37) and (2.38), related by
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p = 2r and p = 2r + 1 with r = m− 1 appear to differ, that is only because p-dependent factors
have been transposed to the right-hand side for the sake of uniformity of presentation.
Consider now the terms associated with ǫ0. The analysis is long and complicated, involving the
derivative of Es(z) with respect to its order s (see [4]) as well as considerable simplification, all of
which employ identities listed in [4, Eqs. (2.1), (2.20c), and (2.21)]. As before, the result is
independent of the parameter n, so, a simple instance of the final result with n = 0 is
(
22m+1 − 1) ζ (2m+ 1) =− (−1)m π2m m∑
j=0
E (2 j)ψ (1− 2 j + 2m)
Γ (2 j + 1)Γ (1− 2 j + 2m)
+
i
π
∞∑
k=0
E1 (iπ (k + 1/2))− E1 (−iπ (k + 1/2))
(k + 1/2)
2m+1 . (2.39)
For other values of n, the equivalent of (2.39) reduces to a tautology. Notice that both sides of
(2.39) are singular if m = 0 because of (2.37).
2.5 Eq. (2.24) with s = 2m+ 1 and n > 2m
For the same case (s = 2m+ 1) this time with n > 2m, in order to repeat the same procedure as
above, it is necessary to split the finite sum in (2.24) into two parts: 0 ≤ j ≤ m and
m+ 1 ≤ j ≤ ⌊(n− 1)/2⌋. The numerator and denominator of the first of these sums both vanish
when s→ 2m+ 1 so a limit must be evaluated, giving
lim
s→2m+1


m∑
j=0
E (2 j)
Γ (s− 2 j) Γ (2 j + 1)
cos (π s/2)

 = (−1)m
2
π
m∑
j=0
E (2 j)ψ (1− 2 j + 2m)
Γ (1− 2 j + 2m) Γ (2 j + 1) . (2.40)
Set n = 2m+ p, p > 0, and after some simplification (2.24) becomes
(
22m+1 − 1) ζ (2m+ 1) = (−1)p Γ (p) eiπp/2
πp
∞∑
k=0
Ep (−iπ (k + 1/2)) + (−1)pEp (iπ (k + 1/2))
(k + 1/2)
p+2m
− (−1)m π2m
⌊p/2+m+1/2⌋−1∑
j=m+1
Γ (2 j − 2m)E (2 j)
Γ (2 j + 1)
− (−1)m π2m
m∑
j=0
E (2 j)ψ (1− 2 j + 2m)
Γ (1− 2 j + 2m) Γ (2 j + 1)
(2.41)
Notice that the left-hand side of (2.41) is independent of p and therefore so must be the
right-hand side.
2.6 Euler, Bernoulli and Harmonic numbers are related
An interesting identity emerges from (2.41) by applying (2.12) to the first term on its right-hand
side with p = 1 and identifying the sine integral Si as follows
∫ ∞
1
sin (π (j + 1/2)v)
v
dv = −Si (π (j + 1/2)) + π/2 = π/2−
∫ 1
0
sin (π (j + 1/2) v)
v
dv . (2.42)
Each of the terms on the right-hand side of the second equality of (2.42) can be summed over the
index j according to (2.35) with recourse to (2.3), (C.16), (C.17) and straightforward integration,
in that order (Remark: the term corresponding to j = 0 vanishes because, for m > 0,
B2m+1 = 0), to eventually yield the identity
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m∑
j=0
E (2 j)ψ (1− 2 j + 2m)
Γ (1− 2 j + 2m) Γ (2 j + 1) =
2m−1∑
j=0
(
22+2 j − 2j+1)Bj+1
(2m− j) Γ (1− j + 2m) Γ (j + 2) . (2.43)
Also see (2.39). Since ψ(1) = −γ, (2.43) is intriguing because it suggests the existence of an
algebraic relationship between the Euler-Mascheroni constant γ, whose rationality status is
unknown, and the irrational number π embedded in the Bernoulli numbers Bj+1. This is not the
case however.
Proof:
From its recursion property
ψ (1− 2 j + 2m) =
2m−2 j−1∑
k=0
1
(2m− 2 j − k) − γ , (2.44)
substitute (2.44) into (2.43), reverse the inner sum and separate all terms containing γ to find
m∑
j=0
E (2 j)
2m−2 j−1∑
k=0
1
k + 1
Γ (1− 2 j + 2m) Γ (2 j + 1)−γ
m∑
j=0
E (2 j)
Γ (1− 2 j + 2m) Γ (2 j + 1)
=
2m−1∑
k=0
(
22+2 k − 2k+1)Bk+1
(2m− k) Γ (1− k + 2m) Γ (k + 2) . (2.45)
Note that the coefficient of the γ term in (2.45) vanishes by (2.34) and therefore, effectively, γ is
not embedded in (2.43). QED
From (2.45), after setting k := 2k + 1 on the right-hand side we are left with an interesting
identity that relates Euler, Bernoulli and Harmonic numbers:
m−1∑
j=0
E (2 j)H2m−2j
Γ (1− 2 j + 2m) Γ (2j + 1) =
m∑
k=1
22 k
(
22 k − 1)B2k
(1− 2 k + 2m) Γ (2− 2 k + 2m) Γ (2 k + 1)−
1
2mΓ (1 + 2m)
(2.46)
This result can be used to obtain a recursive formula for E(2j) by inserting (C.21) into (2.46) after
setting m := m+ 1, and then considering the final term (k = m) in each sum to eventually obtain
E (2m) = −4
m−1∑
k=0
E (2 k)
Γ (2 k + 1)
m−k∑
j=0
Γ (1 + 2m)
Γ (2m+ 2− 2 k − 2 j) (2 j + 1)Γ (2 + 2 j) (2.47)
+4Γ (1 + 2m)
m−1∑
k=0
E (2 k)H2m−2k+2
Γ (3− 2 k + 2m) Γ (2 k + 1) +
1
(1 + 2m) (m+ 1)2
. (2.48)
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2.7 Contour and various integral representations for ζ(2m+ 1)
Further interesting results can be found by considering (2.41) with n = 2m+ p as before, then
setting p := 2p giving
(
22m+1 − 1) ζ (2m+ 1) + (−1)m π2m m∑
j=0
E (2 j)ψ (1− 2 j + 2m)
Γ (1− 2 j + 2m) Γ (2 j + 1)
= (−1)p Γ (2 p)
π2 p
∞∑
k=0
E2p (−iπ (k + 1/2)) + E2p (iπ (k + 1/2))
(k + 1/2)2 p+2m
− (−1)m π2m
p−2∑
j=0
Γ (2 j + 2) E (2 j + 2 + 2m)
Γ (2 j + 3 + 2m)
. (2.49)
The result (2.49) can be analyzed with recourse to Meijer’s G-function; since the analysis is
somewhat lengthy the details have been relegated to Appendix (E). With reference to that
Appendix, a simple change of variables in (E.16), eventually yields
(
22m+1 − 1) ζ (2m+ 1) = A(m)− (−1)m π2m m∑
j=0
E (2 j)ψ (1− 2 j + 2m)
Γ (1− 2 j + 2m) Γ (2 j + 1) . (2.50)
where
A(m) ≡ 1
π2
∫ ∞
−∞
Γ (1− 2 iv)π2 iv∑∞k=0 (−1)k (k + 1/2)−2m−2+2 iv
cosh (π v)
dv (2.51)
The sum in the integrand of A(m) has a known integral representation [17, Eq. 3.523(3)]:
∞∑
k=0
(−1)k
(k + 1/2)2m+2−2 iv
=
22m+1−2 iv
Γ (2m+ 2− 2 iv)
∫ ∞
0
t2m+1−2 iv
cosh (t)
dt . (2.52)
Applying (2.52) to (2.51) and reordering the integration operators gives
A(m) =
22m+1
π2
∫ ∞
0
t2m+1
cosh (t)
∫ ∞
−∞
Γ (1− 2 iv)
Γ (2m+ 2− 2 iv) cosh (π v)
( π
2t
)2 iv
dv dt . (2.53)
Since the arguments of the Γ function ratio in (2.53) differ by an integer, this ratio can profitably
be written as a β function (not Dirichlet’s Beta function), which in turn has a well-known integral
representation, giving
Γ (1− 2 iv)
Γ (2m+ 2− 2 iv) =
β (1− 2 iv, 2m+ 1)
Γ (2m+ 1)
=
1
Γ (2m+ 1)
∫ 1
0
x−2 iv (1− x)2m dx. (2.54)
Substitute (2.54) into (2.53) and again reorder the integral operations to obtain
A(m) =
22m+1
π2Γ (2m+ 1)
∫ ∞
0
t2m+1
cosh (t)
∫ 1
0
(1− x)2m
∫ ∞
−∞
1
cosh (π v)
( π
2 xt
)2 iv
dv dxdt . (2.55)
The innermost integration in (2.55) can be found from [17, Eq. 3.981(3)] by converting the
integral into the range (0,∞), writing ( π2xt)2 iv in the form of complex trigonometric functions
and applying symmetry to the result, eventually giving∫ ∞
−∞
1
cosh (π v)
( π
2xt
)2 iv
dv =
4π xt
4 x2t2 + π2
. (2.56)
Thus, after rescaling the t−integration by π, (2.55) becomes
A (m) =
22m+3π2m
Γ (2m+ 1)
∫ ∞
0
t2m+2
cosh (π t)
∫ 1
0
(1− x)2m x
4 t2x2 + 1
dxdt . (2.57)
11
2.7.1 Reduction of (2.57)
The inner integral in (2.57) is listed in [17, Eq. 3.254(1)], giving
∫ 1
0
(1− x)2m x
4 t2x2 + 1
dx =
Γ (2m+ 1) 3F2(1, 1, 3/2; 2 +m, 3/2 +m; −4 t2)
Γ (2m+ 3)
, (2.58)
in which case, we have
A (m) =
23+2mπ2m
Γ (3 + 2m)
∫ ∞
0
t2m+23F2(1, 1, 3/2; 2 +m, 3/2 +m; −4 t2)
cosh (π t)
dt . (2.59)
This result can be verified by direct integration for at least the cases m = 1 and m = 2. See [14,
Section 6].
2.7.2 Alternate reduction of (2.57) and an asymptotic divergent series for Hurwitz’
alternating Zeta function
Since both integrals composing (2.57) are convergent at both endpoints with m > 0, rather than
directly evaluating (2.57) as in the previous section, interchange the order of integration giving
A (m) =
22m+3π2m
Γ (2m+ 1)
∫ 1
0
(1− x)2m x
∫ ∞
0
t2m+2
(4 t2x2 + 1) cosh (π t)
dt dx . (2.60)
From [14, Eq. (3.10)] with a = 1/x, the inner integral can be evaluated to obtain:
∫ ∞
0
t2m+2
(4 t2 + 1/x2) cosh (π t)
dt =
(−1)m
22m+3x2m

Γ (2m+ 2) 2m∑
j=0
(−1)j (2 x)j E (j, 12x + 12)
Γ (j + 2)Γ (2m− j + 1)
− 1
2 x
(
ψ
(
1
4x
+
3
4
)
− ψ
(
1
4x
+
1
4
))]
. (2.61)
Substitute (C.22) into (2.61), apply the Lemma (C.23), substitute into (2.60) with a change of
variables x→ 1/t and, noting that E(2k + 1) = 0, eventually obtain
A (m) = − (−1)m π
2m
2 Γ (2m+ 1)
∫ ∞
1
(t− 1)2m
[
ψ
(
t
4
+
3
4
)
− ψ
(
t
4
+
1
4
)
− 2
m∑
k=0
E (2 k)
t2 k+1
]
dt .
(2.62)
The bracketed term in (2.62) must asymptotically decrease faster than O(t−2m−1) since the
original integral was convergent at x = 0, and nothing has happened to alter that state of affairs;
thus the transformed integrand must be of O(t−1−ǫ) at its upper limit. From this we infer that,
for t→∞ ,
ψ
(
t
4
+
3
4
)
− ψ
(
t
4
+
1
4
)
∼ 2
m∑
k=0
E (2 k)
t2 k+1
(2.63)
and since the left-hand side of (2.63) is independent of m, this must be true for all values of
m > 0, in which case (2.63) is equivalent to a divergent asymptotic series representation of the
left-hand side, that is
ψ
(
t
4
+
3
4
)
− ψ
(
t
4
+
1
4
)
∼ 2
∞∑
k=0
E (2 k)
t2 k+1
. (2.64)
This result that can be easily verified numerically by expanding the left-hand side asymptotically
using either the Mathematica [18] or Maple [19] “Series” command, to any order desired. Note
the identity ([20, Eq. 22(5)])
ψ
(
t
4
+
3
4
)
− ψ
(
t
4
+
1
4
)
= 2η(1, (t+ 1)/2) (2.65)
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where η(1, (t+ 1)/2) is the alternating Hurwitz Zeta function (a.k.a the Lerch transcendent -
Φ(1/2, s, a) - see [21]). Thus (2.64) and (2.65) together give an infinite (asymptotic) divergent
series representation of a special case of the alternating Hurwitz Zeta function to all inverse orders
of t - see (1.2). Also see [22, Theorem 1a].
3 Derivative
The derivative ∂∂sEs(z) defines the “Generalized Integro-Exponential function” as follows
Ejs (z) ≡
(−1)j
Γ(j + 1)
∂j
∂sj
Es(z) j ≥ 0. (3.1)
Two important properties [4, Eqs. (2.4) and (2.8)] are the recursion
Ejs (z) =
zEjs−1 (z)− Ej−1s (z)
1− s , s 6= 1, j ≥ 0, (3.2)
and the limiting case
E−1s (z) = exp(−z) . (3.3)
Thus after straightforward differentiation of (2.13) we have
d
ds
η (s) = ln (2) η (s) + 2s−1
∞∑
k=0
(
E1s (−iπ (k + 1/2)) + E1s (iπ (k + 1/2))
)
(3.4)
which can alternatively be written as
(
1− 21−s) ζ′ (s) = ln (2) (1− 22−s) ζ (s) + 2s−1 ∞∑
k=0
(
E1s (−iπ (k + 1/2)) + E1s (iπ (k + 1/2))
)
.
(3.5)
Again using forward recursion, from (2.22), (3.2) and (3.5) we find the equivalent form of (2.22),
that is
(
1− 21−s) ζ′ (s) = 2s is
2π
∞∑
k=0
E1s+1 (iπ (k + 1/2))− E1s+1 (−iπ (k + 1/2))
k + 1/2
+
(
ln (2)
(
1− 22−s)+ 1− 21−s
s
)
ζ (s) − 2
s−1
s
. (3.6)
For the record, the general form corresponding to (2.23) with n ≥ 0 is
(
1− 21−s) ζ′ (s) = 2s−1
Γ (s)
⌊n/2−1/2⌋∑
j=0
(ψ (2 j + s)− ψ (s+ n)) Γ (2 j + s) E (2 j)
Γ (2 j + 1)
+
2s−1eiπn/2 (−1)n Γ (s+ n)
Γ (s)πn
∞∑
k=0
E1s+n (−iπ (k + 1/2)) + (−1)n E1s+n (iπ (k + 1/2))
(k + 1/2)
n
+
((
1− 22−s) ln (2) + (ψ (s+ n)− ψ (s)) (1− 21−s)) ζ (s) . (3.7)
4 An Integro-series representation
The functions Es(z) appearing in (2.12) are related to incomplete (upper) Gamma functions via
Es(z) = z
−1+sΓ(1− s, z) . (4.1)
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With reference to (4.1), a useful integral representation [23, page 42] is
Γ (s,±iκ) = e±isπ/2
∫ ∞
κ
e∓ivvs−1 dv (4.2)
or, with κ > 0, and a change of integration variables
Γ (s,±iκ) = Γ (s, κ) + κs
∫ 1
±i
e−κ vvs−1 dv . (4.3)
Keeping (2.13) in mind, we have
eisπ/2Γ (s,−iκ) + e−isπ/2Γ (s, iκ) = eisπ/2κs
∫ 1
−i
e−κ vvs−1 dv + e−isπ/2κs
∫ 1
i
e−κ vvs−1 dv
+ 2 cos (sπ/2)Γ (s, κ) , (4.4)
which, with (4.1), gives
Es (iκ) + Es (−iκ) = ie−isπ/2
∫ 1
−i
e−κvv−s dv − ieisπ/2
∫ 1
i
e−κvv−s dv + 2 sin (sπ/2)Es (κ) (4.5)
after setting s→ 1− s. Further, the identification κ = π(k + 1/2), interchange of integration and
summation (reversing the previous interchange), together with the simple identity
∞∑
k=0
e−π (k+1/2)v =
1
2 sinh (π v/2)
(4.6)
gives
∞∑
k=0
Es (iπ (k + 1/2)) + Es (−iπ (k + 1/2)) = ie
−isπ/2
2
∫ 1
−i
v−s
sinh (π v/2)
dv
− ie
isπ/2
2
∫ 1
i
v−s
sinh (π v/2)
dv + 2 sin (sπ/2)
∞∑
k=0
Es (π (k + 1/2)) . (4.7)
Thus, from (2.13) and (4.7) we have
21−s − 1
2s−1
ζ (s) =
ie−isπ/2
2
∫ 1
−i
v−s
sinh (π v/2)
dv +
ieisπ/2
2
∫ i
1
v−s
sinh (π v/2)
dv
+ 2 sin (sπ/2)
∞∑
k=0
Es (π (k + 1/2)) . (4.8)
Notice that the structure of ζ(s) is fundamentally different for s = 2n or s = 2n+ 1 because of the
coefficient sin(πs/2) in (4.8). At this point, there are a number of interesting possible choices for
the integration paths in (4.8), each of which leads to different identities. See Figure 1.
4.1 Integration path A: v = eiθ
A simple choice suggests a change of variables v = eiθ with −π/2 < θ < π/2, equivalent to
choosing a circular path in the right-hand complex v-plane centred at the origin passing through
the limiting points of the integrals in (4.7) (see Figure 1). With this choice, and following
simplification (specifically, reverse one integral (i.e. θ → π/2− θ) and utilize symmetry under
θ → −θ), (2.13) becomes
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Figure (1) Four possible paths of integration from −i to i.
ζ (s)
(
1− 21−s)
2s
= 2−sη(s) = − sin (sπ/2)
∞∑
k=0
Es (π (k + 1/2))
+
1
2
∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ) + θ (s− 1))
cosh (π sin (θ))− cos (π cos (θ)) dθ . (4.9)
Also, see [23, Ex. 3.2, page 43]. From Appendix A, we thus have another representation for the
lower incomplete function ζ−(s) (see (C.4)).
ζ− (s) = 2
s−1
∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ) + θ (s− 1))
cosh (π sin (θ))− cos (π cos (θ)) dθ (4.10)
valid for all s.
Corollary.
In (4.9), replace s→ s+ 1 and concurrently replace s→ 1− s, add the two results and simplify to
eventually obtain∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ)) cos (s θ)
cosh (π sin (θ))− cos (π cos (θ)) dθ = 2
−s−1
(
1− 2−s) ζ− (1 + s) + 2s−1 (1− 2s) ζ− (1− s)
(4.11)
= 2−s−1η−(1 + s) + 2s−1η−(1 − s) . (4.12)
Similarly, by subtracting, we identify
∫ π/2
−π/2
e−(π/2) sin(θ) cos ((π/2) cos (θ)) sin (s θ)
cosh (π sin (θ))− cos (π cos (θ)) dθ = 2
−s−1
(
1− 2−s) ζ− (1 + s)− 2s−1 (1− 2s) ζ− (1− s)
(4.13)
= 2−s−1η− (1 + s)− 2s−1η− (1− s) (4.14)
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Remark: The following subsections list some special cases that may be worthy of special
attention. It is obvious that variations of all of the following can be obtained by simple
transformations of integration variables (e.g. θ → π/2− θ etc.)
4.1.1 Special case: s=1
In the case that s = 1, take the limit of the left-hand side of (4.9) and eventually obtain∫ π/2
−π/2
sin ((π/2) cos (θ)) e−(π/2) sin(θ)
cosh (π sin (θ)) − cos (π cos (θ)) dθ = ln (2) + 2
∞∑
k=0
E1 (π (k + 1/2)) (4.15)
which can also be written∫ π/2
0
sin ((π/2) cos (θ)) cosh ((π/2) sin (θ))
cosh (π sin (θ)) − cos (π cos (θ)) dθ =
1
2
ln (2) +
∞∑
k=0
E1 (π (k + 1/2)) . (4.16)
The sum in both of these can be identified from (C.7) with s = 1, noting that η(1) does not share
the singularity of ζ(1).
4.1.2 Special cases s = ±2n and s = 1± 2n
The case s = 0,±1,±2 . . . leads to some interesting identifications from the well-known
identification ([13, Eq. 25.6.2]) of ζ(2n) in terms of Bernoulli numbers B2n .
If 0 ≤ s = 2n then∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ) + (2n− 1) θ)
cosh (π sin (θ))− cos (π cos (θ)) dθ = (−1)
nB2n π
2n
(
21−2n − 1)
Γ (2n+ 1)
. (4.17)
In the above, if n = 0, we have∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ)− θ)
cosh (π sin (θ)) − cos (π cos (θ)) dθ = 1 . (4.18)
If s = −2n < 0, then∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ)− (2n+ 1) θ)
cosh (π sin (θ))− cos (π cos (θ)) dθ = 0 . (4.19)
If 1 ≤ s = 2n+ 1 then∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ) + 2n θ)
cosh (π sin (θ)) − cos (π cos (θ)) dθ = 4
−n
(
1− 4−n) ζ (2n+ 1)
+ 2 (−1)n
∞∑
k=0
E2n+1 (π (k + 1/2)) , (4.20)
and, in the above, if n = 0, by taking a limit, we obtain∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ))
cosh (π sin (θ)) − cos (π cos (θ)) dθ = ln (2) + 2
∞∑
k=0
E1 (π (k + 1/2)) . (4.21)
Finally, if s = −2n+ 1 < 0 then∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ)− 2 θ n)
cosh (π sin (θ))− cos (π cos (θ)) dθ = 2
2n−1B2n
(
22n − 1)
n
+ 2 (−1)n
∞∑
k=0
E1−2n (π (k + 1/2)) . (4.22)
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In (4.22), recall that for m = 1, 2 . . .
E−m (κ) =
Γ (m+ 1) e−κ
κm+1
m∑
j=0
κj
j!
= Γ(1 +m,κ)/κm+1 , (4.23)
which, together with (C.33) and (C.34) yields an alternate form for (4.22)
∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ)− 2n θ)
cosh (π sin (θ)) − cos (π cos (θ)) dθ = 2
2n
(
1− 22n) ζ (1− 2n)
+
2 (−1)n Γ (2n)
π
2n−1∑
j=1
2j+1 Lij+1
(
e−π/2
)− Lij+1 (e−π)
Γ (2n− j)πj +
2 (−1)n
π
ln
(
sinh (π/2)
cosh (π/2)− 1
)
. (4.24)
Adding and subtracting then yields the following identities
∫ π/2
−π/2
e−(π/2) sin(θ) cos (2n θ) sin ((π/2) cos (θ)− θ)
cosh (π sin (θ))− cos (π cos (θ)) dθ
=
∫ π/2
−π/2
e−(π/2) sin(θ) sin (2n θ) cos ((π/2) cos (θ)− θ)
cosh (π sin (θ)) − cos (π cos (θ)) dθ = (−1)
n
B2nπ
2n
(
21−2n − 1)
2Γ (2n+ 1)
, (4.25)
∫ π/2
−π/2
e−(π/2) sin(θ) cos (2n θ) sin ((π/2) cos (θ))
cosh (π sin (θ))− cos (π cos (θ)) dθ = ζ (2n+ 1) 2
−2n−1
(
1− 4−n)
+ (−1)n
∞∑
k=0
E2n+1 (π (k + 1/2)) + E1−2n (π (k + 1/2)) +B2n
22n−2
(
22n − 1)
n
, (4.26)
and ∫ π/2
−π/2
e−(π/2) sin(θ) sin (2n θ) cos ((π/2) cos (θ))
cosh (π sin (θ))− cos (π cos (θ)) dθ = ζ (2n+ 1) 2
−2n−1
(
1− 4−n)
+ (−1)n
∞∑
k=0
E2n+1 (π (k + 1/2))− E1−2n (π (k + 1/2)) −B2n
22n−2
(
22n − 1)
n
. (4.27)
4.1.3 Special cases s=0, s=1 and s=2 mixed
By adding and subtracting cases corresponding to s = 0 and s = 1, after some simplification we
obtain
∫ π/2
−π/2
e−(π/2) sin(θ) sin (θ/2) cos ((π/2) cos (θ)− θ/2)
cosh (π sin (θ))− cos (π cos (θ)) dθ = ln (2) /2− 1/2 +
∞∑
k=0
E1 (π (k + 1/2)) .
(4.28)
Similarly, adding and subtracting the cases s=0 and s=2 along with some elementary
trigonometric identities, respectively yields
∫ π/2
−π/2
cos (θ) sin ((π/2) cos (θ)) e−(π/2) sin(θ)
cosh (π sin (θ)) − cos (π cos (θ)) dθ = 1/2 + π
2/48 , (4.29)
and ∫ π/2
−π/2
sin (θ) cos ((π/2) cos (θ)) e−(π/2) sin(θ)
cosh (π sin (θ)) − cos (π cos (θ)) dθ = −1/2 + π
2/48 . (4.30)
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4.1.4 Special case s=1/2
The case s = 1/2 in (4.9) immediately yields the identity
∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ)− θ/2)
cosh (π sin (θ)) − cos (π cos (θ)) dθ =
√
2
((
1−
√
2
)
ζ (1/2) +
∞∑
k=0
E1/2 (π (k + 1/2))
)
=
√
2
(
1−
√
2
)
ζ− (1/2) (4.31)
the second equality arising by virtue of (C.4). An alternate representation for ζ(1/2) can be found
by employing the identity ([13, Eq. 7.11.3])
E1/2 (z) =
√
π
z
(
1− erf (√z)) . (4.32)
From the integral representation of the error function ([13, Eq. 7.2.1]) applied to (2.13) after some
simplification, we find
ζ (1/2) =
1
1−√2
∞∑
k=0
(
2
√
2
∫ 1
0
cos
(
π (k + 1/2) t2
)
dt− 1/
√
k + 1/2
)
(4.33)
leading to a series representation
ζ (1/2) =
1
1−√2
∞∑
k=0
2Fc
(√
2 k + 1
)− 1√
(k + 1/2)
. (4.34)
where Fc is the Fresnel C function ([13, Eq. 7.2.7]). From its asymptotic series ([19]), it can be
shown that the terms of the alternating series (4.34) converge as O(k−1) and the series is
therefore convergent providing that all its terms are grouped as shown.
Finally, differentiating (4.9) with respect to s, setting s = 1/2 and utilizing (3.1), gives
∫ π/2
−π/2
e−(π/2 ) sin(θ) cos ((π/2) cos (θ)− θ/2)
cosh (π sin (θ))− cos (π cos (θ)) θ dθ = −
√
2
∞∑
k=0
E11/2 (π (k + 1/2))
+
((√
2/2 + 1
)
ln (2) + (γ + π/2 + ln (π))
(√
2/2 − 1
))
ζ (1/2)− π
(√
2/2 − 1
)
ζ+(1/2)
(4.35)
4.1.5 On the critical line: s=1/2+it
An interesting set of results can be obtained by setting s = 1/2 + it in (4.9) and identifying
E1/2+it(iπκ) by its integral representation (2.12). Define
J1(t) ≡
∫ π/2
−π/2
e−(π/2) sin(θ) cos ((π/2) cos (θ)− θ/2) sinh (θ t)
cosh (π sin (θ))− cos (π cos (θ)) dθ (4.36)
J2(t) ≡
∫ π/2
−π/2
e−(π/2) sin(θ) sin ((π/2) cos (θ)− θ/2) cosh (θ t)
cosh (π sin (θ))− cos (π cos (θ)) dθ (4.37)
J3(t) ≡
∫ ∞
1
sin (t ln (v))√
v sinh (π v/2)
dv (4.38)
J4(t) ≡
∫ ∞
1
cos (t ln (v))√
v sinh (π v/2)
dv . (4.39)
In (4.9), split the resulting identities into real and imaginary components, and solve for J1(t) and
J2(t) to yield
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J1 (t) = H(t) sin (t ln (2)) ζR (1/2 + it) + (2−H(t) cos (t ln (2))) ζI (1/2 + it)
− J3 (t) cosh (π t/2)√
2
+ J4 (t)
sinh (π t/2)√
2
(4.40)
J2 (t) = (2 +H(t) cos (t ln (2))) ζR (1/2 + it) +H(t) sin (t ln (2)) ζI (1/2 + it)
+ J3 (t)
sinh (π t/2)√
2
+ J4 (t)
cosh (π t/2)√
2
(4.41)
where
H(t) ≡ 4 cos (t ln (2))−
√
2 . (4.42)
From the definition (C.3), each of the integrals J3(t) and J4(t) can be connected with the real and
imaginary parts of the upper incomplete function ζ+(s) as follows:
ζ+R (1/2 + it) = J3 (t)Q1 (t) + J4 (t)Q2 (t) (4.43)
ζ+I (1/2 + it) = −J3 (t)Q2 (t) + J4 (t)Q1 (t) , (4.44)
where
Q1 (t) = −P1 (t) cosh (π t/2) /2− P2 (t) sinh (π t/2) /2 (4.45)
Q2 (t) = −P2 (t) cosh (π t/2) /2 + P1 (t) sinh (π t/2) /2 , (4.46)
and
P1 (t) =
(
2
√
2 cos (t ln (2))− 1) sin (t ln (2))
2
√
2 cos (t ln (2))− 3 (4.47)
P2 (t) =
2
√
2 (cos (t ln (2)))
2 −√2− cos (t ln (2))
2
√
2 cos (t ln (2)) − 3 . (4.48)
Inverting (4.43) and (4.44) identifies the integrals J3 (t) and J4 (t) in terms of the real and
imaginary components of the upper incomplete function ζ+(1/2 + it) as follows:
J3 (t) =
2
√
2
(−4 cos (t ln (2)) + 3√2) (Q1 (t) ζ+R (1/2 + it)−Q2 (t) ζ+I (1/2 + it))
cosh (π t)
(4.49)
J4 (t)
= 2
√
2
(−4 cos (t ln (2)) + 3√2) (Q1 (t) ζ+I (1/2 + it) +Q2 (t) ζ+R (1/2 + it))
cosh (π t)
. (4.50)
Further simplification is possible by utilizing (4.49), (4.50) and (C.6) in (4.40) and (4.41) to
eliminate J3 (t) and J4 (t). After considerable (Maple) simplification we arrive at the identities
J1 (t) = H(t) sin (t ln (2)) ζ
−
R (1/2 + it) + (2−H(t) cos (t ln (2))) ζ−I (1/2 + it) (4.51)
J2 (t) = (2−H(t) cos (t ln (2))) ζ−R (1/2 + it)−H(t) sin (t ln (2)) ζ−I (1/2 + it) . (4.52)
Alternatively, inversion of (4.51) and (4.52) produces an integral representation for each
component of the lower incomplete function ζ−(1/2 + it). Specifically
ζ−R (1/2 + it) = −
(H(t) cos (t ln (2))− 2)J2 (t)
6− 4√2 cos (t ln (2)) +
H(t)J1 (t) sin (t ln (2))
6− 4√2 cos (t ln (2)) (4.53)
ζ−I (1/2 + it) = −
(H(t) cos (t ln (2))− 2)J1 (t)
6− 4√2 cos (t ln (2)) −
H(t)J2 (t) sin (t ln (2))
6− 4√2 cos (t ln (2)) . (4.54)
Remark: As opposed to the representation (C.4) that does not converge when s = 1/2 and thus
required a continuation to the representation (C.8), setting t = 0 reduces (4.53) to the convergent
representation (4.31). In other words, (4.53) and (4.54) are convergent representations of the
incomplete function ζ−(s) on the critical line s = 1/2 + it.
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4.2 Integration path B: v = 1± i− eiθ
A second choice for the integration path in (4.8) corresponds to integrating over circular paths
centred at (i,±i) for each of the two integrals in (4.7) respectively (see Figure 1). After some
simplification, this yields the identity
ζ (s)
(
21−s − 1)
2s−1
= 2 sin (sπ/2)
∞∑
k=0
Es (π (k + 1/2))
+
∫ π/2
0
(3− 2 cos (θ)− 2 sin (θ))−s/2 (cos(πB/2 − sA− θ) eπC/2 − cos(πB/2 + sA+ θ) e−πC/2)
cosh (π C)− cos (πB) dθ,
(4.55)
where
C = cos(θ)− 1
B = sin(θ) − 1
A = arctan(C/B) .
To simplify special cases, it is worth noting the following identities
sin (A) =
1− cos (θ)√
3− 2 cos (θ)− 2 sin (θ) (4.56)
cos (A) =
1− sin (θ)√
3− 2 cos (θ)− 2 sin (θ) (4.57)
arctan(z) + arctan(1/z) = ±π/2 , (4.58)
the sign of the latter chosen according to whether S(z) > 0 or S(z) < 0 respectively, where
S(z) = 1 if 0 < ℜ(z) or ℜ(z) = 0 and 0 < ℑ(z)
S(z) = -1 if 0 > ℜ(z) or ℜ(z) = 0 and 0 > ℑ(z). (4.59)
The simplest of the special cases, corresponding to s = 0, gives
∫ π/2
0
sin (−π/2 sin (θ) + θ) eπ/2 (−1+cos(θ))
cosh (π (−1 + cos (θ))) + cos (π sin (θ)) +
sin (π/2 sin (θ) + θ) e−π/2 (−1+cos(θ))
cosh (π (−1 + cos (θ))) + cos (π sin (θ)) dθ = 1 ,
(4.60)
which, after the transformation θ → π/2− θ alternatively becomes∫ π/2
0
cos (π/2 cos (θ) + θ) eπ/2 (−1+sin(θ)) + cos (−π/2 cos (θ) + θ) e−π/2 (−1+sin(θ))
cosh (π (sin (θ)− 1)) + cos (π cos (θ)) dθ = 1 . (4.61)
For comparison, see (4.17) with n = 0, which, with B0 = 1, can be rewritten∫ π/2
0
sin (π/2 cos (θ)− θ) e−π/2 sin(θ) + sin (π/2 cos (θ) + θ) eπ/2 sin(θ)
cosh (π sin (θ))− cos (π cos (θ)) dθ = 1 (4.62)
or ∫ π/2
0
− cos (π/2 sin (θ) + θ) e−π/2 cos(θ) + cos (−π/2 sin (θ) + θ) eπ/2 cos(θ)
cosh (π cos (θ))− cos (π sin (θ)) dθ = 1 . (4.63)
Any of the above can also be rewritten in a different form after the transformation sin(θ) = v,
giving for example the following variant of (4.17):
∫ 1
0
sinh
(
π/2
√
1− v2) cos (π v/2)
cosh
(
π
√
1− v2) − cos (π v) +
v cosh
(
π/2
√
1− v2) sin (π v/2)√
1− v2 (cosh (π√1− v2)− cos (π v)) dv = 1/2 . (4.64)
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4.3 Integration path C: Two straight lines: v± := ±i+ (1∓ i)v
By joining the integration endpoints (±i, 0) and (0, 1) with straight lines, (see Figure 1), (4.7)
becomes
ζ (s)
(
1− 21−s)
2s
= − sin (sπ/2)
∞∑
k=0
Es (π (k + 1/2))
+
∫ 1
0
[
cos (πv/2) cosh (πv/2) + sin (πv/2) sinh (π v/2)
cos (π v) + cosh (π v)
cos(s arctan(
v
v − 1))
−cos (π v/2) cosh (πv/2)− sin (πv/2) sinh (πv/2)
cos (π v) + cosh (π v)
sin(s arctan(
v
v − 1))
] (
(v − 1)2 + v2
)−s/2
dv .
(4.65)
The case s = 0 yields the identity
∫ 1
0
cosh (π v/2 ) cos (π v/2) + sinh (π v/2) sin (π v/2)
cosh (π v) + cos (π v)
dv = 1/2 , (4.66)
which can also be rewritten in the interesting form∫ 1
0
cosh (π v/2) cos (π v/2)
cosh2 (π v/2)− sin2 (π v/2) dv = 1−
∫ 1
0
sinh (π v/2) sin (π v/2)
cosh2 (π v/2)− sin2 (π v/2) dt . (4.67)
Remarks: After considerable execution time, the computer program Mathematica [18]
successfully evaluates (4.66). Also, by unknown means, both Glasser (private communication) and
Mathematica obtain the even more interesting variation:
∫ 1
0
cosh (π v/2) cos (π v/2)
cosh2 (π v/2)− sin2 (π v/2) dv =
1
2
+
1
π
log (coth(π/4)) . (4.68)
After subtracting (4.66), the case s = −2 yields
∫ 1
0
(
v2 − 2 v) cos (π v/2) cosh (π v/2)− sinh (π v/2) sin (π v/2) v2
cosh (π v) + cos (π v)
dv = −1/4 . (4.69)
Similarly, the case s = 2 produces the identity
∫ 1
0
cos (π v/2) cosh (π v/2)
(
2 v2 − 1)− (2v2 − 4 v + 1) sin (π v/2) sinh (π v/2)
(cosh (π v) + cos (π v)) (2 v2 − 2 v + 1)2 dv = −π
2/48 ,
(4.70)
and, again after taking (4.66) into consideration, the case s = 1 gives
∫ 1
0
v (v − 1) cos (π v/2) cosh (π v/2) + sinh (π v/2) sin (π v/2) v2
(cosh (π v) + cos (π v)) (2 v2 − 2 v + 1) dv = (4.71)
− 1/2
∞∑
k=0
E1 (π (k + 1/2))− ln (2) /4 + 1/4 (4.72)
Note that in all of the above, the denominator factor
(
2 v2 − 2 v + 1) 6= 0 on the real line.
4.4 Integration Path D: Four straight lines
In this case, the integration endpoints of (4.7) are joined by straight lines (see Figure 1) in the
following order: (0,−i), (1,−i), (1, 0), (1,+i) and (0,+i) and, after the appropriate change of
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variables and simplification, the following identity emerges:
ζ (s)
(
1− 21−s) = −2s sin (sπ/2) ∞∑
k=0
Es (π (k + 1/2))
+ 2s−1
∫ 1
0
(
cos (−π v/2 + s arctan (1/v)) eπ/2 − cos (π v/2 + s arctan (1/v)) e−π/2
cosh (π)− cos (π v)
+
cos (s arctan (v))
cosh (π v/2)
)(
v2 + 1
)−s/2
dv . (4.73)
As before, many special cases are embedded in (4.73). In the case s = 0, the simplified form
involves integrals all of which are amenable to analysis by both Mathematica and Maple [18], [19]
and so this case is not discussed here. Similar but simpler integrals can be found in [17, Sections
3.531 and 3.532].
5 Summary
What is believed to be a new series representation of Riemann’s zeta function has been developed,
from which many novel identities flowed, most of which appear to have no obvious application. It
is suggested that further consideration of the integrals J1(t) and J2(t) in (4.53) and (4.54) may
shed light on the behaviour of ζ−(1/2 + it) in the asymptotic limit t→∞.
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Appendices
A Notation
Throughout, the symbols j, k,m, n, p, r,N are positive integers, non-zero except as noted. Es(z) is
the (generalized) exponential integral, E(n) is an Euler number, E(n, z) is an Euler polynomial,
Bn is a Bernoulli number, Hn is a harmonic number, erf is the error function, γ is the
Euler-Mascheroni constant and Si(z) is the sine integral (D.1). The floor function (“greatest
integer less than”) is symbolized as usual by ⌊...⌋. Subscripted ζR(s) and ζI(s) refer to the real
and imaginary components of ζ(s) or its incomplete forms. Other symbols are defined where they
first appear. Any summation where the lower summation limit exceeds the upper summation
limit is identically zero. At times, a complicated computer simplification has been used [19] to
reduce an expression; such use is indicated by the notation “(Maple)”.
B ζ(s) represented by various sums involving Es(z)
In the literature, a number of representations are known in which ζ(s) or its associate ξ(s) are
expressed in terms of exponential integral functions.
• From Paris [5] (where λ is a parameter satisfying | arg(λ)| ≤ π/2) we have, with modified
notation,
ζ (s) =
(π λ)
s/2
Γ (s/2)
(
∞∑
n=1
E1−s/2
(
π n2λ
)
+
1√
λ
∞∑
n=1
Es/2+1/2
(
π n2
λ
)
+
1√
λ (s− 1) −
1
s
)
.
(B.1)
• From [2] we have the representation
ξ(s) = π (s− 1)
∞∑
n=1
n2E−s/2
(
π n2
)− π s ∞∑
n=1
n2E(s−1)/2
(
π n2
)
+ 4 π
∞∑
n=1
n2e−π n
2
, (B.2)
where
ξ(s) ≡ (s− 1)π−s/2 ζ (s) Γ (1 + s/2) (B.3)
and where it was later shown ([25, Eq.(3)]) that
4π
∞∑
n=1
n2e−π n
2
=
π1/4
2Γ (3/4)
. (B.4)
C The incomplete functions ζ±(s) and η±(s), definitions and
Lemmas
In this Appendix, various results needed in the text are either defined, proven, or collected from
the literature.
• The sum
∞∑
k=0
Es (π (k + 1/2)) appears frequently. Some identities pertaining to this series
follow. From the integral representation (2.12), interchange the series and integration to
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obtain
∞∑
k=0
Es (π (k + 1/2)) =
1
2
∫ ∞
1
v−s
sinh (π v/2)
dv . (C.1)
From [26, Eq.(29)] we have the representation
ζ (s) =
2s−1 sin (π s/2)
21−s − 1
∫ ∞
0
v−s
sinh (π v/2)
dv σ < 0, (C.2)
after a simple change of variables. Define the upper and lower incomplete functions ζ±(s) as
ζ+ (s) =
2s−1 sin (π s/2)
21−s − 1
∫ ∞
1
v−s
sinh (π v/2)
dv , (C.3)
and
ζ− (s) =
2s−1 sin (π s/2)
21−s − 1
∫ 1
0
v−s
sinh (π v/2)
dv σ < 0, (C.4)
and similarly for the alternating function
η∓(s) ≡ (1 − 21−s)ζ∓(s) (C.5)
so that
ζ(s) = ζ−(s) + ζ+(s) (C.6)
and similarly for η(s). Thus, (C.1) becomes
∞∑
k=0
Es (π (k + 1/2)) =
1
2
∫ ∞
1
v−s
sinh (π v/2)
dv =
ζ+ (s)
(
21−s − 1)
2s sin (π s/2)
= − η
+ (s)
2s sin (π s/2)
. (C.7)
Remark: By writing (C.4) as follows
ζ−(s) =
2s−1 sin (π s/2)
21−s − 1
(∫ 1
0
(
v−s
sinh (π v/2)
− 2 v
−s−1
π
dv
)
− 2
π s
)
σ < 1 , (C.8)
we find
ζ−(0) = −1/2 (C.9)
ζ+(0) = 0 . (C.10)
Similarly, by expanding (C.2) about s = 1, from the (leading) term of order (s− 1)−1 we
identify
∫ ∞
0
(
1
v sinh (π v/2)
− 2
π v2
)
dv = − ln (2) (C.11)
and from the term of order (s− 1)0 with known coefficient γ we find
∫ ∞
0
ln (v)
v
(
1
sinh (π v/2)
− 2
π v
)
dv = (γ − 3/2 ln (2)) ln (2) . (C.12)
• From Erdelyi [27, Eq. 1.5.1(37)] with −1 < −ℜ(s)− 2n < 0:∫ ∞
0
v−s−2n cos (π (k + 1/2) v) dv = (π (k + 1/2))
s+2n−1
Γ (−s− 2n+ 1) (−1)n sin (π s/2) .
(C.13)
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• From [4, Eq. (2.21) with j = 0]:
E−p (±iπ (j + 1/2)) = Γ (p+ 1) e
∓iπ (j+1/2)
(±i π (j + 1/2))p+1
p∑
k=0
(± iπ (j + 1/2))k
Γ (k + 1)
. (C.14)
• From Hansen [28, Eqs. (17.4.10) and (14.4.10) respectively] or NIST [13, Eqs. (24.8.4) and
(24.8.5)] with 0 ≤ v/2 ≤ 1:
∞∑
k=0
cos (π (k + 1/2) v)
(k + 1/2)
2n =
(2 π)
2n
(−1)n E (2n− 1, v/2)
4 Γ (2n)
(C.15)
and
∞∑
k=0
sin (π (k + 1/2)v)
(k + 1/2)
2n+1 =
(2 π)
2n+1
(−1)n E (2n, v/2)
4Γ (2n+ 1)
(C.16)
where E (2n− 1, v/2) represents the Euler polynomial, defined (from [19, FunctionAdvisor])
in terms of Bernoulli numbers Bk by
E (n, z) = Γ (n+ 1)
n∑
k=0
zkB1−k+n
Γ (k + 1)Γ (2− k + n)
(
2− 22−k+n) (C.17)
which, reversed, becomes
E (n, z) = Γ (n+ 1)
n∑
k=0
(
2− 22+k) zn−kBk+1
Γ (1− k + n) Γ (2 + k) , (C.18)
reducing to
E (n) = Γ (n+ 1)
n∑
k=0
(
2k+1 − 22+2 k)Bk+1
Γ (1− k + n) Γ (k + 2) , (C.19)
if z = 1/2 because of the definition [13, Eq. 24.2.9]
E(n) = 2nE(n, 1/2) . (C.20)
The following useful identity [13, Eq. (24.4.15] inverts the above:
B2n =
Γ (2n+ 1)
22n (22n − 1)
n−1∑
k=0
E (2 k)
Γ (2 k + 1)Γ (2n− 2 k) . (C.21)
• From [13, Eq. 24.2.10]
E
(
j,
1
2x
+
1
2
)
=
j∑
k=0
(
j
k
)E (k)
2k
(
1
2x
)j−k
, (C.22)
we have the following lemma
Lemma: For m > 0 and t ≥ 1,
Γ (2m+ 2)
2m∑
j=0
j∑
k=0
(−1)j E (k) t−k
Γ (k + 1)Γ (j − k + 1) (j + 1)Γ (2m− j + 1) =
2m∑
k=0
(−1)k t−kE (k) .
(C.23)
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Proof:
Reorder the series in (C.23) giving
2m∑
j=0
j∑
k=0
(−1)j E (k) t−k
Γ (k + 1)Γ (j − k + 1) (j + 1)Γ (2m− j + 1)
=
2m∑
k=0
(−1)k t−kE (k)
Γ (k + 1)
2m−k∑
j=0
(−1)j
Γ (j + 1) (j + k + 1)Γ (2m− j − k + 1) . (C.24)
The inner sum can be identified
2m−k∑
j=0
(−1)j
Γ (j + 1) (j + k + 1)Γ (2m− j − k + 1) =
2F1(k + 1,−2m+ k; k + 2; 1)
(k + 1)Γ (2m+ 1− k) (C.25)
and the hypergeometric function evaluates to
2F1(k + 1,−2m+ k; k + 2; 1) = Γ (k + 2)Γ (2m+ 1− k)
Γ (2m+ 2)
, (C.26)
all of which is easily seen to reduce to (C.23). Q.E.D.
• From [29], a sum appearing frequently in the text, is identified by any of the following:
∞∑
k=0
(−1)k
(k + 1/2)2n+1
=
ψ (2n, 3/4)− ψ (2n, 1/4)
Γ (2n+ 1) 22n+1
= β (2n+ 1) 22n+1 =
(−1)n π2n+1E (2n)
2Γ (2n+ 1)
(C.27)
where β(x) is the Dirichlet Beta Function and ψ(n, x) is the polygamma function.
• From Mathematica [18] we have the following sum
∞∑
j=0
ψ (2 j + 1) (−1)j z−j22 j
Γ (2 j + 1)
= −
(
Ci
(
2√
z
)
+
ln (z)
2
)
cos
(
2√
z
)
+ ln (2) cosh
(
2√−z
)
− sin
(
2√
z
)
Si
(
2√
z
)
(C.28)
where Ci and Si are the cosine and sine integrals respectively (see [13, Eq. 6.2.9 and 6.2.16]).
In the case that z = −4/π2/(k + 1/2)2, (C.28) reduces to
∞∑
j=0
ψ (2 j + 1) (−1)j (k + 1/2)2 j π2 j
Γ (2 j + 1)
= − (−1)k Si (π(k + 1/2)) . (C.29)
• Taking (4.23) into account, the series appearing in (4.22) with n > 0, can be written
∞∑
k=0
E1−2n (π (k + 1/2)) =
Γ (2n)
π
2n−1∑
j=0
π−j e
−π/2
Γ (2n− j)
∞∑
k=0
e−π k
(k + 1/2)
j+1 , (C.30)
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and from the standard definition [30] of the Lerchphi transcendent Φ, we have
∞∑
k=0
e−π k
(k + 1/2)
j+1 = Φ
(
e−π, j + 1, 1/2
)
(C.31)
which can be rewritten in terms of generic polylog functions Lij(x) using the identities
Φ (z, s, a) =
Φ
(
z2, s, a/2
)
+ zΦ
(
z2, s, a/2 + 1/2
)
2s
(C.32)
with a = 1 and [30, Eq. (6)], eventually, with n > 0, yielding the identity
∞∑
k=0
E1−2n (π (k + 1/2)) =
Γ (2n)
π

2n−1∑
j=0
Lij+1
(
e−π/2
)
2j+1
Γ (2n− j)πj −
2n−1∑
j=0
Lij+1 (e
−π)
Γ (2n− j)πj

 .
(C.33)
Remark: Relevant to the above, note both the identity
Li1(x) = −ln(1− x) (C.34)
and the connection to the Bose-Einstein distribution (see [30, Eq. (13)]).
D Appendix C - a Theorem
In the main text, we are interested in combinations of the exponential integral function of
complex conjugate argument. Here we present a proof of the following identity, where k ∈ 0, 1 . . . ,
p ∈ 1, 2 . . . and Si(z) is the sine integral:
Si(z) =
∫ z
0
sin(t)
t
dt . (D.1)
Theorem D.1. For integer p ≥ 1,
(−1)p Γ (2 p)E2p (−iπ (k + 1/2)) + E2p (iπ (k + 1/2))
(π (k + 1/2))
2 p−1
= 2 (−1)k
p−1∑
j=1
(−1)j Γ (2 j)
(π (k + 1/2))
2 j − 2 (Si(π(k + 1/2))− π/2) (D.2)
Proof:
Begin by converting each of the functions E2p and Si to a (convergent) integral representation
using (2.12) and (D.1) respectively, giving an equivalent form of (D.2)
∫ ∞
1
v−2 p cos ((k + 1/2) vπ) dv
=
(−1)p (π (k + 1/2))2 p−1
Γ (2 p)

− ∫ 1
0
sin ((k + 1/2) vπ)
v
dv + (−1)k
p−1∑
j=1
(−1)j Γ (2 j)
(k + 1/2)2 j π2 j
+ π/2


(D.3)
After integrating once by parts, the left-hand side of (D.3) becomes
∫ ∞
1
v−2 p cos ((k + 1/2)vπ) dv = − (−1)
k
π (k + 1/2)
+
2p
π (k + 1/2)
∫ ∞
1
sin ((k + 1/2) vπ) v−1−2 p dv .
(D.4)
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We proceed by induction. Set p = 1 in (D.3), integrate again by parts, complete the incomplete
integral by utilizing ∫ ∞
0
sin(t)
t
dt =
π
2
(D.5)
and simplify (Maple) to find that (D.3) becomes
2 π (k + 1/2) Si (π (k + 1/2))− 2 (−1)
k
π (k + 1/2)
+
2 (−1)k − π3 (k + 1/2)2
π (k + 1/2)
=2 π (k + 1/2) Si (π (k + 1/2))− π2 (k + 1/2) (D.6)
which is obviously true. Having shown that it is true for p = 1, use (D.4) to posit that the
equivalent general form of (D.2) is true for any value of p:
∫ ∞
1
sin ((k + 1/2)vπ) v−1−2 p dv = − (−1)
p
(π (k + 1/2))
2 p
Γ (2 p+ 1)
∫ 1
0
sin ((k + 1/2)vπ)
v
dv
+
(−1)k+p (π (k + 1/2))2 p
Γ (2 p+ 1)
p−1∑
j=1
(−1)j Γ (2 j)
(π (k + 1/2))
2 j + (−1)
p π
2
(π (k + 1/2))
2 p
Γ (2 p+ 1)
+
(−1)k
2 p
; (D.7)
then transform (D.7) by setting p→ p+ 1. Integrating by parts converts the left-hand side of the
transformed (D.7) as follows:
∫ ∞
1
sin ((k + 1/2) vπ) v−3−2 p dv = − (k + 1/2)
2
π2
∫∞
1
sin ((k + 1/2) vπ) v−1−2 p dv
2 (2 p+ 1) (1 + p)
+
(−1)k
2 + 2 p
.
(D.8)
Similarly, convert the transformed sum within (D.7) as follows
p∑
j=1
(−1)j Γ (2 j)
(k + 1/2)2 j π2 j
=
p−1∑
j=1
(−1)j Γ (2 j)
(k + 1/2)2 j π2 j
+
(−1)p Γ (2 p)
(k + 1/2)2 p π2 p
, (D.9)
substitute both (D.8) and (D.9) into the transformed (D.7), simplify (Maple) and it will be seen
that, under the change p→ p+ 1, the transformed (D.7) reduces to itself. By the logic of
induction, (D.7) is true and therefore so is (D.2). QED
Remark: Since integration-by-parts underlies the recursion rule (2.21), the proof of (D.2) could
have been alternatively obtained by the p−fold application of (2.21).
Since each of the integrals in (D.7) can be expressed as a hypergeometric function (see [16, Eqs.
6.2(5) and 6.2(6)]) we find
Corollary
1F2(
1
2
− p ; 1
2
,
3
2
− p ; − π
2 (k + 1/2)
2
4
) =
(−1)p+1 (π (k + 1/2))2 p
Γ (2 p− 1) 1F2(
1
2
;
3
2
,
3
2
;
−π2 (k + 1/2)2
4
)
+
(−1)k+p (π (k + 1/2))2 p−1
Γ (2 p− 1)
p−1∑
j=1
Γ (2 j) (−1)j
(π (k + 1/2))2 j
. (D.10)
E A lengthy derivation
This Appendix contains the details of a lengthy analysis based on (2.49). With reference to that
identity, and to reiterate: both sides are independent of the integer p > 0. Consider the final term
in (2.49):
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− (−1)m π2m
p−2∑
j=0
Γ (2 j + 2)E (2 j + 2 + 2m)
Γ (2 j + 3 + 2m)
. (E.1)
For large values of n (and therefore p), an asymptotic approximation to the Euler numbers E(n)
can be extracted by setting z = 1/2 and truncating (at N terms) the following expression [15, Eq.
(3.6)] for the Euler polynomial E(n, z)
E(n, z) = 4Γ (n+ 1)
∞∑
k=0
sin ((2 k + 1)π z − π n/2)
((2 k + 1)π)
n+1 , (E.2)
along with the definition (C.20) giving
E (2 j + 2+ 2m) ≈ −2 Γ (2 j + 3 + 2m) (−1)
j+m
π2 j+3+2m
N∑
k=0
(−1)k
(k + 1/2)
2 j+3+2m (E.3)
where N = 1, 2, . . . . In the case lim
N=∞
, (E.3) is equivalent to (C.27) and the approximation
becomes an equality. In general, and for later use in the derivation of (E.16), note that
2
p−1∑
j=1
(−1)p−j Γ (2 p− 2 j)π2 j
∞∑
k=0
(−1)k
(k + 1/2)
2 p+2m−2 j+1
= π (−1)m π2 p+2m
p−2∑
j=0
Γ (2 j + 2)E (2 j + 2 + 2m)
Γ (2 j + 3 + 2m)
. (E.4)
For the moment however, we shall treat (E.3) as an approximation - in fact it is a very good one
numerically even for small values of N . When (E.3) is substituted into (E.1), both sums are finite
and can therefore be interchanged, yielding
(−1)m π2m
p−2∑
j=0
Γ (2 j + 2) E (2 j + 2 + 2m)
Γ (2 j + 3 + 2m)
≈ − 2
π3
N∑
k=0
(−1)k
(k + 1/2)
2m+3
p−2∑
j=0
Γ (2 j + 2) (−1)j
(k + 1/2)
2 j
π2 j
.
(E.5)
The inner sum of (E.5) can be formally identified in terms of hypergeometric functions as follows
p−2∑
j=0
Γ (2 j + 2) (−1)j
(k + 1/2)
2 j
π2 j
= 3F0(1, 1, 3/2; ;
−4
π2 (k + 1/2)
2 )
+
Γ (2 p) (−1)p
(k + 1/2)
2 p−2
π2 p−2
3F0(1, p, 1/2 + p ; ;
−4
π2 (k + 1/2)
2 ) . (E.6)
The first 3F0(...; .) in (E.6) represents the sum on the left-hand side corresponding to p→∞, and
the second 3F0(...; .) represents a correction term for finite values of p. Although rigorously
divergent when written in series representation, each of these functions can have meaning assigned
to it through recourse to Meijer’s G-function, and contour integration. Formally, for both x and q
complex, (see [16, Eq. 5.3(1) ])
3F0(1, q, 1/2 + q ; ; x) =
22q
2
√
π Γ (2 q)
G1,33,1
(
−x
∣∣∣ 0, 1− q, 1/2− q;0;
)
=
22 q
2
√
π Γ (2 q)
G3,11,3
(
− 1
x
∣∣∣ 1;
1, 1/2 + q, q;
)
, (E.7)
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and we are particularly interested in the case that x = −4/(π2 (k + 1/2)2) for both general integer
values of q as well as q = 1 in particular. From the theory of G-functions, the final term in (E.7)
can be identified (see [16, Eq. 5.2(7)])
G3,11,3
(
− 1
x
∣∣∣ 1;
1, 1/2 + q, q;
)
=− 8
√
π Γ (−2 + 2 q)
22 q x
1F2(1; 2− q, 3/2− q; x−1)
+ π3/2 csc (π q)
(−x−1)q 0F1( ; 1/2; x−1)
− 2 π3/2 (−x−1)1/2+q sec (π q) 0F1( ; 3/2; x−1) , (E.8)
a result that is valid for |x| > 1 and complex values of q.
Remark: The act of generalizing integer p→ q, evaluating the result for general values of q and
then reducing the result employing q → p as a limit, is known as “regularization”. The functions
in (E.8) are rooted in confluent hypergeometric series (related to Lommel functions) that possess
an infinite radius of convergence. This is significant because the identification
x = −4/(π2 (k + 1/2)2) will eventually result in a series over the index (k + 1/2)2.
We now take the limit q → p , and, recognizing that both k and p are integers, each of the terms
in (E.8) can be simplified; thus (E.7) becomes
3F0(1, p, 1/2 + p ; ;
−4
π2 (k + 1/2)
2 ) =
π2 (k + 1/2)
2
Γ (2 p)
p−2∑
j=0
Γ (2 p− 2 j − 2) (k + 1/2)2 j π2 j (−1)j
− π
2 p (−1)p (k + 1/2)2 p
Γ (2 p)
∞∑
j=0
ψ (2 j + 1) (−1)j (k + 1/2)2 j π2 j
Γ (2 j + 1)
− (−1)
p+k
π2 p+1 (k + 1/2)
2 p
2 Γ (2 p)
,
(E.9)
which, with recourse to (C.29) can be rewritten as
Γ (2 p)
π2 p
3F0(1, p, 1/2 + p; ;
−4
π2 (k + 1/2)
2 ) = − (−1)p (k + 1/2)2 p
p−1∑
j=1
(−1)j Γ (2 j)π−2 j
(k + 1/2)
2 j
+ (−1)p+k (k + 1/2)2 p Si (π (k + 1/2)) − π (−1)p+k (k + 1/2)2 p /2 (E.10)
(Remark: As noted previously, (E.9) must vanish as p→∞ consistent with the common
denominator factor Γ(2p).) Since p > 0 is arbitrary, let p = 1 in (E.9), to identify
3F0(1, 1, 3/2; ;
−4
π2 (k + 1/2)
2 ) = π
2 (k + 1/2)
2

 ∞∑
j=0
ψ (2 j + 1) (−1)j (k + 1/2)2 j π2 j
Γ (2 j + 1)
+
(−1)k π
2

 ,
(E.11)
a convergent series, which, with the help of (C.29) - and true for any choice of integer p - becomes
3F0(1, 1, 3/2; ;
−4
(k + 1/2)2 π2
) = −π2 (−1)k (k + 1/2)2 (Si (π (k + 1/2))− π/2) . (E.12)
(Remark: Inserting (E.9) and (E.12) into (E.6) yields a trivial identity, reinforcing confidence
that the somewhat unusual analysis methods employed thus far are valid.)
Comparing (E.10) and (D.2) now gives
E2p (−iπ (k + 1/2)) + E2p (iπ (k + 1/2)) = − 2 (−1)
k
π (k + 1/2)
3F0(1, p, 1/2 + p; ;
−4
π2 (k + 1/2)
2 ) ,
(E.13)
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and with reference to (E.7) and [16, Eq. (5.2(1)], the right-hand side of (E.13) can be rewritten as
a well-defined contour integral:
3F0(1, p, 1/2 + p ; ;
−4
π2 (k + 1/2)2
) =
− i 2
2 p−2
π3/2Γ (2 p)
∫ c+i∞
c−i∞
Γ (1− t) Γ (1/2 + p− t) Γ (p− t) Γ (t) (π/2)2 t (k + 1/2)2 t dt (E.14)
where 0 < c < 1.
Keeping (2.49) in mind, it is convenient to translate the contour of integration in (E.14) such that
m < c < m+ 1, (denoted by cm) and, with p > m, by adding the appropriate residues we obtain
E2p (−iπ (k + 1/2)) + E2p (iπ (k + 1/2))
(k + 1/2)
2 p+2m =
i (−1)k
π Γ (2 p)
∫ cm+i∞
cm−i∞
Γ (2p− 2t)π2t
sin (π t) (k + 1/2)
−2 t+2 p+2m+1 dt
+
2 (−1)k
π Γ (2 p) (k + 1/2)
2p+2m−2 j+1
m∑
j=1
(−1)j π2 jΓ (2 p− 2 j) .
(E.15)
Now, employing (E.4) and (C.27), substitute (E.15) into (2.49), split one of the sums to cancel,
and reverse a remaining sum, giving
(
22m+1 − 1) ζ (2m+ 1) = i (−1)p
π2p+1
∫ cm+i∞
cm−i∞
Γ (2 p− 2 v)π2 v
sin (π v)
∞∑
k=0
(−1)k (k + 1/2)2 v−2 p−2m−1 dv
− (−1)m π2m
p−2−m∑
j=0
Γ (2 j + 2) E (2 j + 2 + 2m)
Γ (2 j + 3 + 2m)
− (−1)m π2m
m∑
j=0
E (2 j)ψ (1− 2 j + 2m)
Γ (1− 2 j + 2m) Γ (2 j + 1) .
(E.16)
As noted earlier, the sum of the first two terms on the right-hand side of (E.16) is independent of
p. One possibility now is to choose cm = m+ 1/2 along with p = m+ 1. With an obvious change
of integration variables, the final result is given by (2.50).
32
