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Аннотация.Предложен нестандартный метод проверки статистических гипотез о значении среднего слу-
чайных величин. Этот метод основан на аппарате стохастических степенных полиномов Кунченко и веро-
ятностном описании с помощью статистик высших порядков (моментов и/или кумулянтов). Представлены
аналитические выражения, которые позволяют оптимизировать решающие правила по определенному ка-
чественному критерию и рассчитывать вероятности ошибок принятия решения. Показано, что полиноми-
альные решающие правила при степени полинома S=1 совпадают с классическим линейным решающим
правилом, которое используется для сравнительного анализа. Полученные путем многоразовых статисти-
ческих испытаний (методомМонте-Карло) результаты на примере использования критерия Неймана-Пир-
сона показывают, что предложенные полиномиальные решающие правила характеризуются повышенной
точностью (уменьшением вероятности ошибок 2-го рода) по сравнению с линейной обработкой. Эффек-
тивность метода возрастает с увеличением порядка стохастического полинома и ростом степени отличия
распределения случайных величин от гауссовского закона распределения вероятностей.
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1. ВВЕДЕНИЕ
Известно, что параметрический подход к
решению задач проверки статистических гипо-
тез, позволяющий получать оптимальные ре-
шения, базируется на формировании функцио-
нала правдоподобия, который вычисляется по
эмпирическим данным. Однако практическая
реализация такого подхода сопровождается
рядом проблем информационного и вычисли-
тельного характера. В частности, необходи-
мым условием их применимости является на-
личие априорной информации о законе распре-
деления статистических данных. Кроме того,
параметрические методы, могут характеризо-
ваться существенной сложностью и громозд-
костью, что значительно усложняет как их ал-
горитмическую реализацию, так и анализ эф-
фективности получаемых решений.
Это приводит к тому, что в реальных при-
кладных задачах все большую популярность
приобретают методы непараметрической ста-
тистики, основным достоинством которых яв-
ляется их расчетная простота и отсутствие
привязки к конкретному виду распределений.
Очевидной платой «не учета» вероятностных
свойств статистических данных является сни-
жение мощности непараметрических критери-
ев по сравнению с оптимальными параметри-
ческими решениями.
Одним из компромиссных подходов к ре-
шению статистических задач является по-
строение вероятностных моделей на основе
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