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I. INTRODUCTION 
This paper deals mainly with differential systems of the form 
y” + yF(y2, x) = 0 
Y(U) = 14, Y(b) = B, (1.1) 
where A and B are nonnegative numbers, and not both zero. Conditions 
which are both necessary and sufficient for the existence of positive solutions 
of (1. I), as well as conditions which are either necessary or sufficient for the 
existence of positive solutions, are derived. 
If (1.1) is assumed to possess positive solutions, uniqueness is discussed, 
and a necessary and sufficient condition for uniqueness is obtained in terms 
of the associated variational equation. 
Finally, we discuss the continuability of solutions of y” +yF(y2, X) = 0 
which exist on a subinterval of [u, b] to the entire interval, and then consider 
the existence of solutions of (1.1) which possess zeros on [a, 61. 
The major results in this paper are given in Theorems 4. I, 5.1, 6.1 and 7.3. 
2. ASSUMPTIONS 
The function F(t, X) appearing in (1.1) is assumed to satisfy the following 
conditions: 
(2.la) F(t, X) is continuous in the pair (t, X) for 0 < t < CO and 
o<x<Go. 
(2.lb) F(t, X) > 0 for t > 0 and x > 0. 
* The results in this paper are taken from the author’s doctoral dissertation at the 
Carnegie Institute of Technology. The author is most grateful to Professor Zeev 
Nehari, under whose direction and guidance the thesis was prepared. 
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(2.1~) There exists a constant E > 0 such that t-cF(t, X) is an increasing 
function of t for all t > 0 and fixed positive X. 
(2.ld) For any given interval [a, b], 0 < a < b < co, and constant 
M > 0, there exists a constant K = K(M, a, 6) such that if 1 yr j < M and 
ly2 I -e M then 
I YzFW, 4 - YlF(Y,2, 4 I G K I Y2 - Yl I 
uniformly on [a, b]. 
As will be seen, the constant E appearing in (2.2~) can occasionally be set 
equal to zero in certain results which follow. 
3. EXISTENCE OF SOLUTIONS 
Throughout this paper, frequent use will be made of two theorems, which 
we state here for convenient reference. Theorem 3.1 is proved in [4] and 
Theorem 3.2 in [6]. 
THEOREM 3.1. Let F(y2, x) be continuous for 0 < x < 00 and 
- co < y < co, and let u(x), v(x) and w(x) be solutions ofy” + yF(y2, x) = 0 
such that 0 < U(X) < w(x), 0 < v(x) < w(x) on [a, b], 0 < a < b < co. 
If yF(y2, x) is a convex function of y for min u < y < max w and any fixed 
positive x, then u(x) and V(X) cannot intersect on [a, b] more than once. 
THEOREM 3.2. The dz#eerential equation in (1 .I) with boundary conditions 
y(a) = y(b) = 0, y(x) > 0 on (a, 4 
OY 
y(u) = y’(b) = 0, y’(x) > 0 on k4 b) 
has at least one solution, provided F(t, x) satisfies conditions (2.la) through 
(2.lc). 
We now give a condition which is both necessary and sufficient to guarantee 
that the system 
y" + yF(y2, x) = 0 
Y(U) = 4 y(b) = B, 
y(x) > 0 on (a, b) (3-l) 
where A and B are both nonnegative, at least one nonzero, and F(t, X) 
satisfies conditions (2.la) through (2.1~) with E 2 0 in (2.1~) possesses at 
least one solution. 
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THEOREM 3.3. Let 
(t -- a) (b -- <x) -- 
b-a 
t<x 
zqx, t) = (3.2) 
(x - a) (b - t) 
b-a 
t > x. 
Then, system (3.1) has a solution if, and only 1% the sequence of functions {y,(x)} 
defked by 
Y”(X) = f(x) 
~n+dx) = f(x) + ‘” K(x, t) ynWW,2W~ t) dt (3.3) 
converges at one point of (a, b). 
PROOF. It is easily verified that {yn(x)} is an increasing sequence in n for 
each x E [a, b]. If system (3.1) has a solution y(x), it follows from the con- 
cavity of y(x) on [u, b] that m(x) <y(x) for all n and all x E [a, b], and a 
standard argument shows that y,(x) converges uniformly to a solution y(x), 
not necessarily y(x), of the integral equation 
Y(X) = f(x) + 1" Q, ~>Y(W(Y~(~), t> 4 
a 
and hence to a solution of (3.1). 
On the other hand, if {yn( x )} converges at one point of (a, b), the concavity 
of each function m(x) will again imply that m(x) converges uniformly to a 
solution y(x) of (3.1). Q.E.D. 
It may be noted that the argument above also shows that y(x) <y(x), 
where y(x) is any solution of (3.1). The limit of the sequence {y&)} defined 
by (3.3) thus yields the “minimal solution” of (3.1). 
We state here a corollary of Theorem 3.3, which follows from the observa- 
tion that none of the functions {yJx)> can become larger iff(x) is replaced by 
a nonnegative linear function jr(x) such that jr(x) <f(x) on [a, b]. 
COROLLARY 3.3.1. Zf 0 < A, < A, 0 -C BI < B and system (3.1) has a 
solution, then the same is true for system (3.1) with A replaced by A, = fi(a) 
and B by B, = f,(b). Another immediate corollary is the following: 
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COROLLARY 3.3.2. IfF,(qx) <F(Qx) for all 71 > 0, x > 0, $&(7,x) 
satisjes conditions (2.la) through (2.1~) with E >, 0, and ;f system (3.1) has a 
solution, then system (3.1) with F(y2, x) replaced by FI(y2, x) also has a solution. 
Next, we consider solutions of the system 
y” + yF(y2, x) = 0 
y(a) = 4 y’(b) = C i 
-A 
c%GJ 
y(x) > 0 on (a, b). (3.4) 
THEOREM 3.4. Let 
Then, system (3.4) has a solution if, and only if, the sequence of functions {yJx)} 
defined by 
YOW = 0 
yn+l(x) z= A + 1” W, t) yn2F(yn(t), t) dt + C(x - a) 
a 
converges at one point of (a, b). 
PROOF. The function n(x) = yl(x) - ys(x) = A + C(x - a) will be 
positive on [a, b] if C > - A/(6 - a). This observation implies that 
yl(x) > 0, from wh ic i h t f 11 o ows by induction that Y~+~(x) 3 m(x) on [a, b]. 
The remainder of the proof is similar to that of Theorem 3.3. Q.E.D. 
The reader will observe that system (3.1) possesses olutions for all func- 
tions f (z) sufficiently small. Indeed, let /l be any number satisfying 0 < /l < 1, 
and choose 01 so small that 
I b K(x, t) F(a2, t) dt < 1 - /I, a<x<b. a 
Such a value of (Y exists, since (2.1~) implies F(t, X) --f 0 uniformly on [a, b] 
as t + 0. Then, if f (zc) < a/I on [a, b], it is readily verified from (3.3) that 
y,(x) < afi on [a, b], and the existence of solutions of (3.1) with such functions 
f(x) follows from Theorem 3.3. 
On the other hand, as Theorem 3.3 indicates there exist functions f (x) 
which prevent system (3.1) from having any solutions. To see this, let 4(x) 
be any solution of y” + yF(y2, x) = 0 with 4(u) = +(b) = 0, +(x) > 0 on 
(a, b), and assume y(x) is a solution of (3.1) such that f (x) > b(x) on [a, 61. 
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Also assume that yF(y2, X) is a convex function of y for fixed X. As seen in the 
proof of Theorem 3.3, y(x) >f(~), and, hence, y(x) > 4(x) on [a, 61. This 
implies that the solutions +( ) x and y(x) = 0 of the differential equation 
intersect twice under y(x), which is impossible by Theorem 3.1. 
The following two results provide simple criteria for the boundedness 
(or unboundedness) of the sequence (y,(x)} of (3.3), and, hence, the existence 
(or non-existence) of solutions of (3.1). 
LEMMA 3. I. Assume yF(y2, x) is a convex function of y for ally > 0 and 
fixed positive x. If 
yl(x) < f(x) + Y2W 
2 
on [a, b], then system (3.1) has no solution. 
PROOF. For simplicity we denote yF(y2, x) by G(y). Since G(y) is a convex 
function of y, the inequality 
Yn-l(X) ( Y&> + Yn-2(x_) , 2 (3.5) 
implies 
G(Y~-1) d & F(m) + G(yn-,)l. 
From (3.3) we obtain 
Yn+1 -- 2~,z + in-1 = I‘” 0, t) [G(Y,) - WY,-,) + G(Y,-211 dt, 
a 
and, hence, if (3.5) holds for n = k, it follows that it holds for n = R + 1, 
and indeed for all n. Also, (3.5) shows that for any fixed x on (a, b) the function 
m(x,,) is a convex function of n for all n 3 0; since m(x) increases with n, 
the sequence (y,(x)} is therefore unbounded for all x in (a, b), and system (3.1) 
has no solution by Theorem 3.3. Q.E.D. 
LEMMA 3.2. Let y,,(x) be a positive, continuous, concave function whose 
graph consists of two straight line segments joining (a, A) and (b, B). Set 
ydx) = f (x) + I” K(x, t)y,,F(yO’, t) dt. 
a (34 
If yl’(u) < y,,‘(a) and y,‘(b) 2 y,‘(b), system (3.1) has a solution. 
PROOF. Since yr(~) in (3.6) is concave in [CZ, b], the inequalities 
n’(a) < ~~‘(4 and ~~‘(4 2 YOW imply yl(x) ,( y,,(x). By an induction 
argument it follows that m(z) < y,-r(x) <y,,(x) on [a, b] for all n, and 
system (3.1) has a solution by Theorem 3.3. Q.E.D. 
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4. A SPECIAL CASE: F(y2,r) =p(x)~+ 
We now turn to another type of result, which refers to systems of the special 
form 
y” + p(x) y2n+l = 0 
y(a) = 4 Y(b) = I3 
y(x)>0 on (a, 4. (4.1) 
where p(x) is positive and continuous on [a, b], A and B are nonnegative 
numbers, not both zero, and n is a positive integer. 
By taking advantage of the special nature of the equation, we obtain 
sharp sufficient conditions for both existence and non-existence of the types 
of solutions considered. This result will later be extended in a somewhat 
weaker form to the more general system (3.1). 
THEOREM 4.1. Let a(n) denote the number 
(4.2) 
If, for each x on [a, b], 
s b Kc% t>lwf 2n+1 dt < a(n) f (x), (4.3) a 
when K(x, t) andf (x) are as in (3.2), system (4.1) has a solution. On the other 
hand, ;f there exists an interval I C (a, b) such that for all x E I 
I 0, t> p(t)f 2n+1 dt > 44f (x), I (4.4) 
system (4.1) has no solution. In both cases the constant a(n) is the best possible. 
PROOF. Assume there exists a constant 01 > 0 such that for each x on 
[a, 4 
I b a K(X, t) p(t) f 2n+1 dt< la ;;)2.+1 f (4. 
It is easily verified that the constant on the right side assumes its maximum 
for 01 = 2n, and this value of 01 leads to the constant a(n) in (4.2). Next, if we 
define yK(x) as in (3.3), and use the fact that yK(x) > y&x) on [a, b], it 
follows by induction and (4.3) that yK(x) < ((a + 1)/a) f (x) on [a, b] for all 
K 3 0. As in the proof of Theorem 3.3 the sequence {yK(x)} will define a 
solution of (4.1). 
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To prove the second part of the theorem, assume there exists an interval 
I C (a, b) and a constant a! > 0 such that for each x E 1, inequality (4.4), with 
a(n) replaced by 01, holds. With y,,(x) and yK(x) defined as in the proof of the 
first part of the theorem, we obtain, upon applying (4.4) and keeping in 
mind that all functions involved are nonnegative, 
Yl(4 3 (1 + 4fM XEI 
y&) > [ 1 + a( 1 + ~)2n+11f(~), x E I, 
and, in general, 
(4.5) 
where uK is defined by the recursion formula 
UK = 1 + oLu2n_+1 K 1, K> 1, a,= 1. 
It is easily verified that {aK} is a monotonically increasing sequence which 
remains bounded if, and only if, IY < a(n). Hence, if OL > a(n), inequality 
(4.5) implies that the sequence {m(x)} is unbounded on (a, b), and system (4.1) 
has no solution by Theorem 3.3. 
It remains to show that the constant a(n) in (4.3) is the best possible. 
Assume there exists a number E > 0 such that if 
s b K(x, t) P(9.f 2n+1 dt < (a(n) + e)f(x) a 
on [a, 61, then system (4.1) has a solution. On the rectangle R : a < t, x < 6, 
K(x, t) has its maximum when x = t = (a + b)/2. Let I be a closed sub- 
interval of (a, b), symmetric about the point (u + b)/2, with length L so small 
that on the rectangle R’ : I x I we have 
when 
g [44 + 4 > 44, (4.6) 
M’ = &&, K(x, t) 
M = ( s;pR, 0, t). (4.7) 
-=, E 
Such an interval exists because of the continuity of K(x, t) on R’. Next, 
define a function p(x) by 
0 x$I 
Hx) = a(?z) + h 
ML ’ x GI, 
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with f(x) = 1 on [a, b]. Using (4.6) we then obtain 
for all x E I, and 
(4.8) 
(4-9) 
Even though the function P(X) defined above does not strictly satisfy the 
hypothesis of Theorem 4.1, it evidently can be made positive and continuous 
on [a, b] by a slight modification which does not affect the inequalities (4.8) 
and (4.9). By assumption, system (4.1) has a solution, since (4.9) holds. 
Inequality (4.8) on the other hand shows that system (4.1) cannot have a 
solution. This contradiction proves the sharpness of the constant in the right- 
hand side of (4.3), and a similar argument proves the sharpness of the constant 
on the left-hand side. Q.E.D. 
Theorem 4.1 can be partly extended to the more general system (3.1). 
We recall, that according to (2.lc), there exists a constant c 3 0 such that 
r~F(t, x) is an increasing function of t for all t > 0 and fixed positive X. We 
set 
-q = sup E > 0 
1 I 
tPF(t, x) is an increasing function of 
1 t for all t > 0 and fixed positive X. * 
(4.10) 
Condition (2.1~) also implies that 7 is finite. For example, if F(t, x) = P, 
71 a positive integer, r] = 71. If, on the other hand, F(t, X) = log(1 + t), there 
exists no E > 0 such that t-’ log(1 + t) is an increasing function of t for all 
t > 0; in this case we would set 71 = 0. 
Next we define a number ‘Y(V) by 
and note that Ii%,,,+ or(y) = 1. 
THEOREM 4.2. If there exist a constant OL > 1 such that for each x on [a, b] 
b 
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where K(x, t) andf (x) are as in (3.2), system (3.1) has a solution. Also, if there 
exists an interval I C (a, b) such that for each x on I 
s K(x, t)fF(f2, t) dt > 4rl)f(x), I (4.12) 
system (3.1) has no solution. 
Before proving the result, we remark that if F(ya, x) = p(x) yan, we clearly 
can take the number 01 appearing in (4.1 I) to be 01 = (2n + 1)/2n, in which 
case 7 = n, (4.11) reduces to (4.3) and (4.12) reduces to (4.4). 
PROOF. If we assume that (4.1) holds for some cy. > 1, (4.12) implies that 
y&4 ,< 44 on [a, 61 for each n, where?,(x) andf(x) are defined as in (3.3). 
Hence, system (3.1) has a solution by Theorem 3.3. The method of proof of 
the second part of the theorem is identical with that of the corresponding part 
of the proof of Theorem 4.1. Q.E.D. 
It is easily shown that the conclusions of Theorem 4.1 are valid for the 
system 
y” + p(x) yzn-i-1 = 0 
y(a) = A, y’(b) = 0 
y’(x) > 0 on [a, b), (4.13) 
where p(x) is positive and continuous on [a, b] and n is a positive integer, 
provided the kernel K(x, t) in (4.3) is replaced by that defined in Theorem 3.4 
andf(x) is replaced by A. This observation allows us to prove 
LEMMA 4.1. Dejine A,, to be the supremum of the values of A for which 
system (4.13) has a solution. Then, 
44 <A?< 4n) 
s 
b (co - 4 j” p(t) dt ’ 
(4.14) 
(t - u)p(t) dt 
a ccl 
where CL(~) is defined in. (4.2), and c,, is the point on [a, b] at which the function 
(x - 4 jb p(t) dt 
r 
assumes it maximum. Both estimates in (4.14) are sharp. 
PROOF. lf K(x, t) is defined as in Theorem 3.4, we have 
lb K(x, t)p(t) dt = IX (t - a)p(t) dt + jb (x - a)p(t) dt 
a a 2: 
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and this function of x assumes its maximum at x = b. Thus, if we define 
the number B2,” by 
Br j” (t - a)p(t) dt = a(n), 
a 
Theorem 4.1 shows that (4.13) has a solution for all A < B, , and the left 
side of (4.14) is proved. 
To prove the right side of the inequality, define an interval I C (a, b] by 
I:c<x<b,a<c. ForallxEI, 
j” K(x, t)p(t) dt = jz (t - a)p(t) dt + j” (x - a)p(t) dt 
c c 3: 
> (c - a) jbp(t) at. 
e 
If we set c = c,, in the above inequality and define By by 
B2,n(c, - a) j” p(t) dt = a(n), 
co 
Theorem 4.1, modified for application to system (4.13) shows that (4.13) 
has no solution if A > B, , and the right side of (4.14) is proved. 
To show that the upper and lower bounds for A: in (4.14) are sharp, it 
suffices to show that the difference between the two bounds can be made as 
small as desired by an appropriate choice of p(x). Setting 
$44 = (k + 2) Xk, 
where k is any positive integer, and a = 0, b = 1, inequality (4.14) becomes 
a(n) < A2a” < a(n) (k + 2)1’(k+1); 
letting k -+ co, we obtain the desired result. Q.E.D. 
5. UNIQUENESS OF SOLUTIONS 
In the preceding sections we saw that for a given pair of points (a, A) 
and (b, B), system (3.1) may have no solution. The objective of this section 
is to discuss the question of uniqueness, if at least one solution exists. All 
solutions considered will be assumed to be positive on (a, b). Very loosely 
speaking, if system (3.1) has one solution, it will, in general, have at least two 
solutions. In fact, using the example given in ([4]: pp. 32-33), it is easy to 
198 ULLRICH 
construct, with the help of Theorem 3.1, three solutions of y” + p(x)y3 m= 0
which vanish at x = 0, intersect at (b, B), b > 0, B > 0, and are positive on 
(0, 4 
To prove the main result of this section, we need several lemmas. 
LEMMA 5.1. Let u(x) and v(x) be any two solutions of (1.1) which vanish 
at x = a, x = b, and are positive on (a, b). Then, u(x) < M(b - a) on [u, b], 
where M = max(v’(u), - v’(b)). 
PROOF. Without loss of generality we may assume that v’(u) 3 - v’(b). 
Denote by T, and T,, the tangent lines at x = u and x = b, respectively, to 
the curve v(x), and let their point of intersection by Ps(x,, , yJ, a < x0 < b, 
y. > 0. If u(q) > M(b - a ) f or some X, on (a, b), U(X) must lie above T, on 
(a, x0). Otherwise, either U(X) < M(b - a) on (a, b) or u(q) = 0 for some x2 
on (a, b). Similarly, since u(b) = 0, U(X) must lie above Tb on (x0 , b), and this 
implies that V(X) and y E 0 intersect twice on [u, b] with 
0 = y(x) < v(x) < u(x). 
Since this is impossible by Theorem 3.1, U(X) < M(b - a) on [a, b], and 
Lemma 5.1 is proved. 
In a similar manner we can prove 
LEMMA 5.2. Ify(x) is any solution of system (3.1), then y(x) < M(b - a) 
on [a, b], where M = max(u’(u), - u’(b)), u(x) being any solution of (1 .l) which 
is positive on (a, b) and zero at x = a ad x = b. 
LEMMA 5.3. There exists a constant c = ~(a, b) such that if y(x) is any 
solution of system (3.1) on the$.xed intervuZ [a, b], then 1 y’(x) 1 < c. 
LEMMA 5.4. Assume the iterations of (3.3) converge to a solution u(x) of 
system (3.1). Then, system (3.1) has a second solution V(X) through the same 
pair of points if, and onZy if, the dzj%rentiuZ equation (1.1) has a solution 
w(x) > u(x) on [a, b]. 
PROOF. First assume that u(x) and W(X) exist as stated in the lemma, and 
denote by y(x, A) the family of solutions of (1.1) which satisfy the initial 
condition y(u, A) = A, ~‘(a, A) = A, with A, = u’(a). Since the solutions of 
(1.1) are continuous with respect to initial conditions, there exists A, > A, 
such that y(x, A) > U(X) on (a, b] for all h E (A,, , A,]. Indeed, if this were not 
true, there would exist A’ > A,, such that W(X) > y(x, A’) > u(x) on [a, x0] 
for some x0 E (a, b], and y(xa , A’) = u(q,). This behavior, however, would 
contradict Theorem 3.1. Lemma 5.3 implies the existence of A* > hi such 
that y(b, A*) < B, and hence it follows there exists A, > A1 such that 
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y(a, h,) = A and y(b, X,) = B. We set W(X) = y(x, kJ, and the proof of the 
first part of the lemma is complete. 
Now assume that there exist two positive solutions U(X) and W(X) of system 
(3.1) through the same two points (a, A) and (b, B), and that U(X) < W(X) 
on (a, b). By Theorem 3.1 and the fact that the solutions of (1.1) vary con- 
tinuously with initial conditions, a solution y(x) of (1.1) exists which satisfies 
y(a) = A, y(x) > U(X) on [a, 61. Since y(x) can be varied continuously 
to produce a solution w(x) of (1.1) such that w(x) > U(X) on [a, b], the proof 
of Lemma 5.4 is complete. 
We are now in a position to prove the main result of this section. 
THEOREM 5.1. Let system (3.1) have a solution y(x) which passes through 
the two points (u, A) and (b, B), and ussume F(t, x) satisfies conditions (2.la) 
through (2.1 d) as well us following condition :
For fixed x, F,(t, x) is a continuous, increasing function of t 
which satisfies a uniform Lipschitz condition. (5.1) 
Then, y(x) is the unique solution through the two points if, and only ;f, the 
variational equation 
U” + [;(yF(j?e, d,] u = 0 
r=J 
(5.2) 
associated with y” + yF(y2, x) = 0 has a solution u(x) such that 
u(u) = u(b) = 0, u(x) > 0 on (a, b). Th e solution y(x) of system (3.1) is that 
defined by the iterations in (3.2) and (3.3). 
PROOF. Assume that p(x) and y(x) are two distinct solutions of system 
(3.1) passing through (a, A) and (b, B), and that u(x) is a solution of the 
variational equation (5.2) as described in the statement of the theorem. If we 
set C+(X) = y(x) - Y(X), it is clear that $(a) = +(b) = 0 and #(x) > 0 on (a, b). 
Also, 
4” + P(X) 4 = 0, 
where 
p(x) = YF(Y’> 4 - P(js2, 4; 
Y-Y 
where 
II* + q(x) u = 0, 
q(x) = W2, x) + 2y2Ft(ji2, 4. 
From (5.1) and Taylor’s theorem, it follows that p(x) 3 q(x) on [a, b], and 
hence 4(x) must vanish on (a, 6), by the Sturm comparison theorem. Since 
4(x) > 0 on (u, b), a contradiction results, and y(x) 5 y(x) on [a, b]. 
To prove the necessity of (5.2), we denote by y(x) the unique solution of 
system (3.1) through (a, A) and (b, B). By Lemma 5.4, two sequences 
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{(a, A,)} and {(b, B,)} can be found, with A, and B, monotonically increasing 
to A and B, respectively, such that, for each n, system (3.1) has two solutions 
yl&) and y2&) through (a, 4) and (k 4) with ~14~) 3 Y&X) on [a, 61 
and also such that yin(x) and ya,(x) converges uniformly to y(x) on [a, 61 as 
n -+ co. Setting 
we obtain 
(Ym + VW + (Ylll + bJFKY1n + 4J2, 4 = 0. 
By Taylor’s theorem we can write, for fixed X, 
(5.3) 
where yfn < tn < (yin + &J2. Next, define a function UJX) by 
%&4 = 4&4 cn = hL’wl-l* 
Substituting (5.4) into (5.3) after multiplying each of the two terms on the 
left of (5.3) by c, , we have 
where 
24,” + H,(x) u, = 0, 
By a standard argument H,(X) converges uniformly on [a, b] as n + co to 
2y2F,(7s, X) + F(T~, x), and zc,(x) converges uniformly to the desired solution 
u(x) of (5.2) with U(U) = u(b) = 0, U(X) > 0 on [a, b]. Q.E.D. 
So far our results on uniqueness and non-uniqueness of solutions of (I. 1) 
have been restricted to the case where the solutions were positive on a given 
interval (a, b) and did not vanish at both end points. 
In [l] Coffman proves that if F(t, X) is positive for t > 0 and x > 0, and 
strictly increasing in t for fixed x > 0, and if 
(i) F,(t, X) is continuous for t > 0 and x > 0 
(ii) F,(t, X) < 0 for t > 0 
(iii) 2F(t, x) + Se(t) x) 3 0 for t > 0, 
then y” + yF(y2, X) = 0 has at most one solution vanishing at x = a, x = b, 
and positive on (a, b). The following lemma, which applies to solutions which 
are positive on an open interval (a, b), and which may or may not vanish at 
both end points, essentially guarantees that the equation has no more than a 
finite number of nonnegative solutions through two fixed points. 
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LEMMA 5.5. Assume that F(t, x) is also such that F,(t, x) is continuous for all 
t >, 0 and x E [a, b]. Then, y” + yF(y2, x) = 0 has at most a finite number of 
solutions which vanish at x = a, x = b and are positive on (a, b). 
PROOF. Assume that the differential equation has a countable infinity 
of solutions {y,(x)} which vanish at x = a, x = b and are positive on (a, b). 
Lemma 5.1 implies that the sequence is bounded and equicontinuous on 
[a, b], and hence we can select a subsequence, call it {u=(x)}, which converges 
uniformly to a solution u(x); the solution u(x) will be positive on (a, b). 
Next, we define C&(X) by 
and thus obtain 
44 = %dx) + MX) 
u” - I$; + (u - &J F[(u - (b,J2, x] = 0. (5.5) 
From Taylor’s theorem it follows that 
F[@ - 4,J2, xl = F(u2, 4 + (Aa2 - 24P,(t, > 4, 
where (u - &J2 < t, < uz for all n sufficiently large; hence we can write (5.5) 
in the form 
$4 + w4+n = ~tl(x>, (5.6) 
where 
H(x) = F(u2, x) + 2u2F,(u2, x) 
p,(x) = ~u~MF~@~> 4 - F&n ,x)1 + 4n2F&n >4 [3u - &I. 
Next let G(x, t) be the Green’s function associated with the operator 
w4 = vN + [$(YF,“P -y”],=u v 
and the boundary conditions v(a) = v(b) = 0, and write (5.6) in the equiv- 
alent form 
M4 = - 1” ‘3, t) b(t) p,(t) dt. 
Setting M = max / G(x, t) 1 on a < t, x f b, we deduce from (5.7) that 
1 < M 
s 
b / Pn(t) ) dt. 
a 
Since P,(t) ---f 0 uniformly as n -+ co, this inequality leads to a contradiction, 
and Lemma 5.5 is proved. 
202 ULI.RICH 
It may be remarked that the proof of the last lemma also shows that system 
(3.1) has at most a finite number of solutions for given (a, A) and (b, R). 
6. CONTINUATION OF SOLUTIONS 
As is well-known, if p(x) is continuous on [a, 61, any solution of 
y” + p(x) y = 0 which exists on any subinterval of [a, b] exists on the entire 
interval. That this behavior may not be true for all solutions y(x) of 
y” + p(x) yzn+i = 0 (n 3 I), even if p(x) is positive and continuous on [a, b], 
is shown by examples in both [2] and [3]. It is an easy matter to verify that a 
solution y(x) of y” + yF(y2, x) = 0, which exists on an interval (c, b), 
a < c < b < co, cannot be continued to x m= b if, and only if, y(x) has an 
infinite number of zeros on (c, b). Moreover, if y(x) has an infinite number of 
zeros {xi} on (c, b), with lim,+= xi = b, it is easily seen that lim,,W iLri = co, 
where Mi = max /y(x) ) on (xi , xi+i). As is shown in [2], this singular 
behavior cannot be exhibited by any solution of y” + p(x) yzn+i = 0 (n > I) 
if p(x) is positive, continuous and locally of bounded variation of [a, b]. 
Additional conditions, which apply to the more general equation (1 .I), are 
given in [3]. 
The major purpose of this section is to give a condition on F(y2, x), analo- 
gous to that in [2] on p(x), which is sufficient to guarantee that any solution 
y(x) of (1.1) with /y(a) / < co, 1 y’(a) / < cc exists everywhere on [a, b]. 
THEOREM 6.1. Let [a, b], 0 < a < b < co be a jixed interval, and assume 
that F(t, x) satisfies conditions (2.la) through (2.ld). Also, assume that there 
exists a function p(x) which is monotonically increasing on [a, b] such that for all 
t > 0 and any two points x1 and x2 , a < x1 < x2 < b, 
I logF(t, ~2) - log f’(t, ~1) i G P(xJ - P(%). (6.1) 
Then, any solution y(x) of x” + yF(y2, x) = 0, which is defined in some neigh- 
borhood [a, c] of x = a, a < c ,( b, exists ewerywhere on [a, b]. 
PROOF. The idea of the proof is as follows: we will construct a sequence of 
functions {f&(t) x)] which converges uniformly to F(t, x) on a certain 
rectangle, and then show that any solution y(x) of (1.1) for which 
1 y(a) 1 < co, 1 y’(u) / < cc is the uniform limit of a uniformly bounded 
sequence {m(x)} of solutions of the differential equation 
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It can be shown that there exists a sequence {g,(t, x)} (t > 0) such that 
for each n, g,(t, x) is continuous and piecewise linear in x on [a, b] for fixed 
t > 0 and g,(t, X) converges uniformly to logF(t, x). Moreover, correspond- 
ing to each 11 there exists a sequence ix?‘}, 0 < i < k(n), 
independent of t, such that for each fixed t > 0, g,(t, X) is linear on (x?), x$) 
and gn(t, x?‘) = logF(t, xy)). It may be recalled here that @lb) implies that 
F(t, X) > 0 for t > 0 and all x on [Q, b]. Also (2.1~) implies that F(t, x) -+ 0 
uniformly on [a, b] as t -+ 0. Finally, if we define a function F,(t, X) by 
F&, x) = egJtrx), 
it can be shown that the sequence H,(t, x) defined by 
H&, 4 = 
Fn(t, 4 
t 
t>o 
o 
t=o 
(6.2) 
converges uniformly on any bounded rectangle 
{(x, t) I a d x d b, 0 < t < M) 
to F(t, x). 
Next, let y,(x) be any solution of 
Y:: + y,K(y", x) = 0 (6.3) 
which satisfies 1 y(a) ] < co, 1 y’(u) 1 < co, and consider the function (bn(x) 
defined by 
where 
444 = ri’z2 + G(Y,~> 4, 
23 
G(yn2, 4 = s 
H,(t, x) dt. 
0 
(6.4) 
From (6.3) and (6.4) we obtain 
s 
‘;4 ZH,(t, x) 
ax 
dt a 
(bn’(X> = ’ sun H,(t, x) dt, 
s 
1J; 0 
K(t, x) dt 
0 
(6.5) 
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and our previous remarks concerning the linearity of gn(t, x) for fixed t > 0 
show that for x on (xi”), x:“,:) 
%l(t, 4 logF,(t, X$) -- logF,(t, XP)) -= 
ax xi”,; - xp 
Thus, from (6.1) it follows that 
for x on (xi(n), a$\) and fixed t > 0, and equation 
for x on the interval and any number yn2 > 0 
(6.6) 
(6.2) and (6.6) imply that 
s 
‘: aH,,(t, x) dt 
0 ax 
s 
21; 
Wt, 4 dt 
0 
Since the right side of this inequality is positive, it finally follows from (6.5) 
that 
and hence for any x on [a, b] 
A(x) G M4 explP(4 - P(41. (6.7) 
Inequality (6.7) proves that any solution yJx) of (6.3) with ) y(a) 1 < co, 
1 y’(a) 1 < CO is bounded on [a, b], and hence exists everywhere on [a, b]. 
If {m(x)> is a sequence of solutions of (6.3), each of which satisfies the same 
initial condition at x = a, we can extract a uniformly convergent subsequence 
{un(x)}. Since H,(t, x) converges uniformly toF(t, X) on any bounded rectangle 
R : [a, b] x [0, M], it now follows by classical results that the function 
U(X) = limn+m U,(X) is a solution of y” + yF(y2, X) = 0 which satisfies the 
same initial condition as each U,(X), and exists on [a, 61. Q.E.D. 
We now illustrate the use of Theorem 6.1 by applying it to 
y” + yF(y2, x) = 0 with 
F(Y2, 4 = i P”(4YZ”, 
v=o 
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where each P”(X) is positive, continuous and of bounded variation on [a, b]. 
If we set 
an application of the mean value theorem shows that 
I log qy2, x2) - log F(Y2J 4 d ; 2 I P&2) - P”bl) I 
“4 
where V,Ju, X] denotes the total variation ofp,(x) on [a, x]. Since the function 
is an increasing function of x on [a, b], it is clear that all conditions of Theo- 
rem 6.1 can be satisfied, and thus any solution of the above equation which 
exists at x = a exists everywhere on [a, b]. 
7. BOUNDARY VALUE PROBLEMS WHICH HAVE SOLUTIONS WITH ZEROS 
Previously it was seen that system (1 .l) in general does not have a solution 
which is positive on (a, b). In this section we will show that if we do not 
require the solution to be positive on (a, b), then (1.1) always has an infinite 
number of solutions. 
For later reference we define y(x, A) to be a solution of the system 
Y” + yqy2, x) = 0 
~(a, 4 = A 2 0, y’(u, A) = h > 0. (7.1) 
In order to prove Theorem 7.3, the main result of this section, we will 
need several preliminary results. Because of the length involved, the proofs 
of Lemma 7.1 and Theorem 7.1 below will be relegated to the appendix. 
LEMMA 7.1. Let y(x) be any solution of (1 .l). Fix the interval [a, b], 
0 < a < 6 < 00, and let E > 0 be given. Then, there exists a number X, , 
which depends only on E, and not upon y(x), such that if at any point c on 
Ia, 4 y(c) > 0 and I Y'(C) I > 4, then Y( x must have at least one zero on the ) 
interval (c, c + 6) or on (c - E, c). 
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THEOREM 7. I. Let the interval [a, b], 0 < u < b < 03 be fixed, and choose 
a number E, 0 < E < b - a. Define 
Then, there exists a sequence {hP}, 0 .< k < 03, h, < h, < **a, with the following 
property : zf c is in S(e) and y(x) is any solution of (1.1) which sutis$es y(c) > 0, 
Y’(C) 2 4s , then y(x) has at least k + I zeros on (c, c + e]. The numbers h, 
do not depend on the elements c of the set S( E OY on solutions y(x), but only on ) 
thefact that each c has distance 2. l from b. 
LEMMA 7.2. Given any positive integer n, the difierential equation 
y” + yF(y2, x) = 0 has a solution y(x) which vanishes at x = a, x = b and 
has n zeros on (a, b). 
PROOF. Set A = 0 in (7.1) and denote by y(x, X,‘) a solution of (7.1) such 
that y(a, h,‘) = y(b, h,‘) = 0, y(x, h,‘) > 0 on (a, b). Let S be the set of h 
for which (7.1) possesses solutions y(x, h) for which y(x, A) > 0 on (a, b). 
S is non-empty, since X, ’ is in S, and Theorem 7.1 shows that S has a 
l.u.b., call it A’. It is clear that y(x, h’) exists on all of [a, b] and y(b, h’) = 0. 
Hence, for all /\ > h’ but sufficiently near h’, y(x, h) has exactly one zero on 
(a, b). If this is not the case, there exist values of X arbitrarily close to /\’ 
which produce solutions with at least two zeros arbitrarily close to x = b. This 
behavior, on the other hand, implies that such solutions cannot be “close” to 
y(x, h’) in a neighborhood of x = b, which is impossible by continuity. Thus, 
Theorem 7.1 implies the existence of a number /\i’ on (A’, /\i) (h, defined as in 
Theorem 7.1) such that y(x, hi’) has exactly one zero on (a, b) and vanishes 
at .1c = a and x = b. In a similar manner it follows that there exists an increas- 
ing sequence {A,‘} such that y(x, h,‘) vanishes at x = a, x = b, and has n 
zeros on (a, b). Q.E.D. 
Another consequence of Theorem 7.1 is 
THEOREM 7.2. Assume that any solution of y” + yF(y2, x) = 0 which 
exists on a subinterval of [a, b] exists everywhere on [a, b]. Then, given any A 3 0, 
there exists a smallest nonnegative integer N such that system (7.1) has a solution 
y(x, A,,) which also satis$es y’(b, ho) = 0 and has N zeros on (a, b). Moreover, 
there exists an increasing, unbounded sequence {hk}, 0 < k < co, such that 
y(x, &J has N + k zeros on (a, b) and satisfies y’(b, hk) = 0. Also, the algebraic 
sign of y(b, &J alternates. 
Because of the tedious details involved, a formal proof of Theorem 7.2 will 
not be given. 
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The following theorem constitutes the major result of this section. 
THEOREM 7.3. Assume that the function F(t, x) is s?cch that all solutions 
of (1.1) which exist on a suhinterwal of [a, 61 exist everywhere on [a, b]. Then, 
given any two points (a, A) and (b, B), A and B positive, (1.1) has an infinite 
number of solutions which pass through these two points. 
PROOF. Define a set S by S = {y(x, AR)}, where y(x, hk) is a solution of 
(7.1) through (a, A) with y(b, X,) > 0, y’(b, hk) = 0, and & as defined in 
Theorem 7.2. To prove the theorem, it suffices to show that given any 
B > 0, there exists y(x, X) in S with y(b, h) > B. If y(b, h) < M for some 
fixed M > 0 and all y(x, X) in S, the set {y(b, X)> is bounded, and as such has a 
cluster point B’. Let y(x) denote the solution of y” + yF(y2, X) = 0 for which 
y(b) = B’, y’(b) = 0. This solution will have, say, N zeros on (a, b), and by 
continuity any solution y(x, h) in S with y(b, h) sufficiently close to B’ will 
also have N zeros on (a, b). This, however, contradicts the fact that S contains 
solutions whose number of zeros on (a, b) exceeds any fixed, positive bound. 
A continuity argument now shows that if y(b, h’) > B for some solution 
y(x, h’) in S, there exists a number h” > h’ and a solution y(x, X”) of (7.1) 
with y(a, A”) = A, y(b, Xn) = B. Q.E.D. 
Our next result is also consequence of Theorem 7.1. 
THEOREM 7.4. Assume that any solution of y” + yF(y2, x) = 0 which 
exists on a subinterval of [a, b] exists on all of [a, b]. Then, the equation has an 
in$nite set of solutions which satisfy the separated endpoint conditions 
v(a) + a’y’(a) = 0, c2 + a’2 > 0 
PYW + B’YW = 0, p + 8’2 > 0. (7.2) 
PROOF. If a: = 0, (7.2) implies that y’(a) = 0, and accordingly we define 
the number h by X = y(a, X) > 0 (not h = y’(a, )). We remark that in this 
case the conclusions and implications of Theorem 7.2 hold with h so defined. 
If a # 0, we define X by h = y’(a, X). 
With y(x, X) and y’(x, h) satisfying the first condition of (7.2) at x = a 
for all X, we examine the values of the ratio y(b, h)/y’(b, /\) as X ---f co. Theo- 
rem 7.1 implies that the ratio assumes all values between - cc and + co, 
inclusive, infinitely often as X + co. Since all solutions y(x) are assumed to 
depend continuously on initial conditions, it therefore follows that there 
exists an infinite sequence {An-) with &(b, h,) + fl’y’(b, &) = 0 for each K. 
Because each number Xk corresponds to a different solution, the proof of 
Theorem 7.4 is complete. 
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APPENDIX 
1. PROOF OF LEMMA 7.1. 
Without loss of generality we may assume that y’(c) > 0. For fixed c on 
[a, b] it is easily seen that 
Y'(C) = Y'(X) + jx~fYy2, t> dt 
c 
Y(X) = Y(C) + (x - c)Y'(x) + j' (t - 4yF(y2, t) dt. 
e 
For fixed c, (1) and (2) show that for any given value of y(c) > 0, max y(x) on 
[c, c + l ] is large if y’(c) is large. Indeed, assume y(x) < M on [c, c + C] 
for any value of y’(c), however large, where M is some fixed positive constant. 
If there exists a number c’ on [c, c + l ] such that y’(c’) = 0, (1) shows that 
y’(c) = jc’yF(y2, t) dt < j”” MF(M2, t) dt, 
e a 
which contradicts the fact that y’(c) can be made arbitrarily large. On the 
other hand, if y’(x) > 0 on [c, c + c], (2) implies that 
2M + jb+’ tMF(M2, t) dt 
Y’(C + 4 < - Lx E f A. 
Then, letting x = c + 6 in (1) this estimate yields 
y’(c) < A + j”” MF(AP, t) dt, 
a 
which is also impossible if y’(c) is sufficiently large. 
Next let +(x) =4(x, c, 6) be a solution of y” + yF(y2, X) = 0 with 
4(c) = $(c + l ) = 0, #(zc) > 0 on (c, c + E), and define M by M = d’(c) r; 
without loss of generality we assume that 4’(c) > - +‘(c + E). In the 
preceding paragraph we showed that max y(x) > M on [c, c + l ] for 
all y’(c) sufficiently large, say y’(c) > h(c). Thus, by the same reasoning as 
used in the proof of Lemma 5.1, if y’(c) 3 h(c), y(x) must vanish on (c, c + E). 
Therefore, if y’(c) 3 h(c), th ere exists c’ on (c, c + 6) such that y’(c’) = 0. 
Accordingly, we define A(c) by 
h(c) = j”+’ +(c)F(&#P(c), x) dx. 
a (3) 
So far we have proved the following: given c on [a, Zr], there exists A(c), as 
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in (3), such that if y’(c) 3 h(c), y(x) h as a zero on (c, c + c). To complete the 
proof of Lemma 7.1, it suffices to show that with d(x) = +(x, c, E) defined as 
above, there exists a constant OL, independent of c, such that 
d’(c) d % I $‘(c + c) I < a. 
This will imply that j+‘(x) 1 < 01 on [c, c + 61, and, thus in view of (3), 
A(c) < 1”” olCF(aw, x) dx 5z A, . 
a 
Hence, if y’(c) > A, , y(x) will vanish on (c, c + G). 
To this end, divide the interval [a, b] into a finite number of subintervals 
[ui , ai+i], a = a, < a, < e.0 < a, = b, where ai+i - ai < c/3. Then, any 
interval of length E on [a, b] contains an interval [ai , ai+,]. Let +i(~) denote 
a solution of y” + yF(y2, X) = 0 with &(ui) = &(ai+i) = 0, &(x) > 0 on 
(ai , a,+J, and define M by 
s 
%+1 
M= max O<i<n-1 u* g”(x) dx. 
Since the interval [c, c + .z] contains one of the intervals [ai , ai+J, it follows 
from Corollary I, Theorem V [6] that 
s 
C+E 
$‘2(x) dx < M, e (5) 
where M does not depend on c. Since there exists a point d on (c, c + c) 
where 4’(d) = 0, inequality (5) and the Schwarz inequality show that 
4(d) = 1; f(t) dt < (d - cy2 [,I p dt]li2 
< (ME)~/~ = M, . 
Thus, 
4’(c) = jd$F(Q2, x) dx < ,: M,F(M, , x) dx = ct. 
c- 
Similarly, 1 +‘(c + E) 1 < 01, and the proof of Lemma 7.1 is complete. 
II. PROOF OF THEOREM 7.1. 
From Lemma 7.1 we know that if y(c) > 0 and y’(c) 3 A, (defined in (4)), 
then y(x) has at least one zero c, on (c, c + E), and as y’(c) increases from A, 
409/78/1-14 
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to co, cr approaches c. Now assume there exists A, such that if y(c) ;> 0 and 
Y’(C) > &l , then y(x) has at least (n + I) zeros on (c, c + E], and as y’(c) 
increases from An to co, the (rz + 1)st zero cnil approaches c. We now show 
that this last statement holds true if 71 is replaced by n + 1. 
From our assumption that cn+r + c as y’(c) -+ co, it follows that given 
a > 0, 0 < 01 < E, there exists a number A’ = h’(m) such that if y’(c) 2 ,\‘, 
then c,+r - c < oi. Hence, Lemma 7.1 guarantees the existence of a constant 
I\* such that if / y’(c,+,) / > /\* (and y’(c) > A’), then y(x) has a zero on 
(5z+1 T c + a]. It is easily seen that 
if X > h’(a), and M = max 1 y(x) / on [cn. , cn+r]. By the Sturm comparison 
theorem it follows that M + co as 01+ 0. Thus, we choose 01 above so small, 
and hence the corresponding h’ = h’(a) so large, that for all y(x) with 
y’(c) > X’, 1 y’(cn+J / > h*. This shows that for all y’(c) > h’(a), y(x) has at 
least n + 2 zeros on (c, c + 6). A second application of Lemma 7.1 shows that 
as y’(c) - 00, cn+z -* c. Thus, by setting h,+r = h’(a), we complete the proof 
of Theorem 7.1. 
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