We introduce some generalized quadrature rules to approximate two-dimensional, Henstock integral of fuzzy-number-valued functions. We also give error bounds for mappings of bounded variation in terms of uniform modulus of continuity. Moreover, we propose an iterative procedure based on quadrature formula to solve two-dimensional linear fuzzy Fredholm integral equations of the second kind (2 2), and we present the error estimation of the proposed method. Finally, some numerical experiments confirm the theoretical results and illustrate the accuracy of the method.
Introduction
The concept of fuzzy numbers and arithmetic operations with these numbers were first introduced and investigated by Zadeh and others. The topic of fuzzy integrations is discussed in [1] . The Henstock and Riemann integral for fuzzy-number-valued functions was introduced and studied in [2, 3] . Their numerical computation was also proposed; see, for example, [3] [4] [5] [6] . In [6] , the authors obtained the upper estimates of error of some fuzzy quadrature rules for mappings of bounded variation and of Lipschitz type and gave some applications. In [7] , the authors studied the Gaussian quadrature rules for fuzzy integrals. Also, in [8] , Wu presented some optimal fuzzy quadrature formula for classes of fuzzy-number-valued functions of Lipschitz type. To study other works, see [9] [10] [11] [12] .
Since many real-valued problems in engineering and mechanics can be brought in the form of two-dimensional fuzzy integral equations, it is important that we develop quadrature rules and numerical methods for such integral equations. In this paper, we introduce two-dimensional fuzzy integrals and propose some generalized quadrature rules and their dependent theorems for mappings of bounded variation. Also, we present the conditions for existence of unique solution for 2DFFLIE2. Finally, we introduce an iterative method for solving 2DFFLIE2. The rest of the paper is organized as follows. In Section 2, we give basic information about the fuzzy set theory and develop them to two-dimensional space. Also, we define two-dimensional fuzzy integral equation and some other properties of it in this section. In Section 3, we derive the proposed method to obtain numerical solutions of 2DFFLIE2 based on an iterative procedure. The error estimation of the introduced method is presented in Section 4 in terms of uniform modulus of continuity to prove the convergence of the method. Some numerical experiments are presented in Section 5.
The set of all fuzzy numbers is denoted by ϝ . According to [2] , any real number ∈ can be interpreted as a fuzzy number = { } , and therefore ⊂ ϝ . Also, the neutral element with respect to ⊕ in ϝ is denoted by0 = {0} .
Definition 2 (see [2, 15] ). For any 0 < ≤ 1, an arbitrary fuzzy number is represented in parametric form, by an ordered pair of functions ( ( ), ( )), which satisfies the following properties:
(i) ( ) is bounded left continuous nondecreasing function over [0, 1];
(ii) ( ) is bounded left continuous nonincreasing function over [0, 1];
(iii) ( ) ≤ ( ).
Moreover, the addition and scalar multiplication of fuzzy numbers in ϝ are defined as follows:
(ii)
Also, according to [2, 16] , the following algebraic properties for any , V, ∈ ϝ hold: (vi) ⊙ ( ⊙ ) = ( ) ⊙ , for all ∈ and 1 ⊙ = .
Definition 3 (see [2, 17] ). For arbitrary fuzzy numbers
is the distance between and V. Also, the following properties hold [6] :
with 1 2 ≥ 0 and for all ∈ ϝ .
Throughout this paper, we denote that ‖ ⋅ ‖ ϝ = (⋅, 0).
Theorem 4 (see [14] 
In [2] , the authors introduced the concept of the Henstock integral for a fuzzy-number-valued function. We present a generalized definition of this concept for two-dimensional Henstock integrability for bivariate fuzzy-number-valued functions. 
is called the modulus of oscillation of on
is called uniform modulus of continuity of . The following properties will be very useful in what follows. The proofs of these properties in one-dimensional case are presented in [14] and those in two-dimensional case will be obtained in a similar way.
Theorem 6. The following properties hold:
and , ∈ [ , ];
is a nondecreasing mapping in ; 
Proof. In [2, 17] , the authors demonstrated that for any integrable functions ℎ, :
, and, clearly, we obtain
which completes the proof. 
where , ∈ , represent all the rational numbers in 
is the variation of related to partitions Δ , Δ . The total variation of is defined to be, in this case, the number
It is known also that a function of bounded variation is Riemann integrable (see [18] ), so it is Henstock integrable too.
and, therefore, we obtain the required inequality.
(ii) Let , ∈ [ , ] and , ∈ [ , ]; assume that < < < , < < < , Δ = = 0 < 1 = < 2 = < , and Δ = = 0 < 1 = < 2 = < . Taking supremum for any , ∈ [ , ] and , ∈ [ , ] with √ ( − ) 2 + ( − ) 2 ≤ , we obtain the required inequality.
It is obvious now that under this condition is bounded; therefore, we obtain
which completes the proof.
for any , ∈ [ , ] and , ∈ [ , ] .
for any , ∈ [ , ] and , ∈ [ , ].
Remark 16. We see that if is M-Condition function, then is of bounded variation and
Indeed, we have
and since
we obtain the required result.
Quadrature Rules for Two-Dimensional (2D) Henstock Integrals
In this section, we present some quadrature rules for 2D Henstock integral. The following theorem gives a unified approach to quadrature rules in 2D Henstock integrals. 
,
Proof. It is known that the Henstock integrals are additive related to interval. This leads us to
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From part (i) of Theorem 6, we conclude that
From the above inequality, we infer some generalization of well-known trapezoidal-type, midpoint-type, and threepoint-type inequalities with error estimations. 
one has
, and ∈ [ , ];
for any , V, , , , , , , , and with < < < V < < < and < < < < < < .
Proof. (i) Taking in the previous theorem that = 2, 1 = 1 = 2 = , and 1 = 1 = 2 = , we obtain the required inequality. Indeed,
(ii) Taking that = 2, 1 = , 1 = , 2 = V, 1 = , 1 = , and 2 = in Theorem 17, we obtain the required inequality. Indeed,
Abstract and Applied Analysis 7 (iii) Considering = 4 and performing the similar way in part (ii), it is obvious that the inequality in previous theorem becomes the inequality stated above. 
Proof. (i) If we take = ( + )/2 and = ( + )/2 in the assertion (i) of Corollary 18, we obtain the required inequality. In other words, we have
(ii) Taking = ( + )/2, = ( + )/2, = , V = , = , and = in the assertion (ii) of the previous corollary, we obtain
(iii) It is easy to see that the inequality follows from the corresponding assertion (iii) of the previous corollary by 
The next corollaries present simpler error estimation for the inequality stated in Theorem 17. 
where V(Δ ) = max , =1,..., {( − −1 )( − −1 )} is the norm of the divisions Δ and Δ .
Proof. Considering Theorem 17 and parts (i), (ii) of Theorem 13 and by regarding the definition of ⋁( ), we infer that 
Proof. Since V(Δ ) is the least upper bound of partitions Δ and Δ , we conclude that ( − −1 )( − −1 ) ≤ V(Δ ) for any , = 1, . Hence, the required inequality holds.
Remark 22. If : [ , ] × [ , ] → ϝ is a two-dimensional
Riemann integrable function, it is also Henstock integrable function. Therefore, the above quadrature rules hold for Riemann integrable function too. 
Proof. If we define : [ , ] × [ , ] → + such that ( , ) = ( ( , ), ( , )) for any ( , ) ∈ [ , ] × [ , ]
, we see that is of bounded variation and we have
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Considering Theorem 13, Theorem 17, Corollary 21, and [18] and since any real valued function of bounded variation is Lebesgue integrable, we observe that 
Proof. Analogous to the proof of Theorem 17 and by definition of L-Lipschitz mapping, we infer that
2D Fuzzy Fredholm Integral Equations
Here, we consider the two-dimensional fuzzy Fredholm integral equations as follows:
where > 0, ( , , , ) is an arbitrary positive kernel on
We assume that is continuous, and therefore it is uniformly continuous with respect to ( , ). This property implies that there exists > 0 such that
Now, we will prove the existence and uniqueness of the solution of (41) 
converges to the unique solution * of (41). Moreover, the following error bound holds:
Proof. To prove this theorem, we investigate the conditions of the Banach fixed point principle. We first show that maps into (i.e., ( ) ⊂ ). To the end, we show that the operator is uniformly continuous. Since is continuous on compact set of [ , ]×[ , ], we deduce that it is uniformly continuous, and hence for 1 > 0 exists 1 > 0 such that
As mentioned above, also is uniformly continuous; thus, for 2 > 0 exists 2 > 0 such that 
and by choosing 1 = /2 and 2 = (1/2 1 ( − )( − )) , we derive
This shows that ( ) is uniformly continuous for any ∈ and so continuous on [ , ] × [ , ] , and hence ( ) ⊂ .
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Now, we prove that the operator is a contraction map. So, for 1 , 2 ∈ , ∈ [ , ], and ∈ [ , ], we have
Therefore, we obtained
Since < 1, the operator is a contraction on Banach space ( , * ). Consequently, Banach's fixed point principle implies that (41) has a unique solution * in and we also have
therefore, * (
on the other hand,
so by (55) and (56), we obtained inequality (46), which completes the proof. 
with = + ℎ, = + ℎ , where ℎ = ( − )/ , ℎ = ( − )/ . Then, the following iterative procedure gives the approximate solution of (41) in point ( , ):
The above recursive relation can be written as follows:
Error Estimation.
Here, we obtain an error estimate between the exact solution and the approximate solution for the given fuzzy Fredholm integral equation (41). 
where
Proof. Considering iterative procedure (59), for all ( , ) ∈ [ , ] × [ , ], we have
Using part (ii) of Corollary 19, part (v) of Definition 3, and part (i) of Theorem 13, we obtain
By part (ii) of Theorem 6 and direct computation, it follows that
therefore, we obtain
Now, since
, we infer that
therefore, we have
By induction for ≥ 3, using (45), (46), (59), and (62), we see that 
and multiplying the above inequalities by 1, , 2 , . . . , −1 , respectively, and summing them, we obtain * ( , )
× ( −2 , ℎℎ )
Since, for
we infer that
16
Abstract and Applied Analysis By this inequality and (72), we see that * ( , )
By (62) and (63) and since < 1, we obtain * ( , )
therefore, we obtain * ( , )
By inequalities (77) and (46), we deduce that * ( , ) ≤ * ( , ) + * ( , ) ≤ ( 
Remark 27. Since < 1, it is easy to see that lim → ∞ ℎ,ℎ → 0 * ( , ) = 0, 
We perform the proposed method and obtain numerical solution. Comparison of these two results is presented in Table 2 . 
For this linear example, we apply our proposed iterative method and obtain numerical results that can be viewed in Table 3 . 
Conclusions
In this paper, we introduced 2D fuzzy mappings and defined 2D fuzzy integrals. Quadrature rules to approximate the solution of 2D fuzzy integrals are given. We established the theorem of existence of unique solution of 2DFFLIE2, and we have proved it by using Banach's fixed point principle. Moreover, to approximate the solution of 2DFFLIE2, we have proposed an iterative algorithm based on method of successive approximations. The convergence to the unique solution in our iterative method is investigated. The presented numerical experiments show that the method applies well for 2DFFLIE2.
