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Our general interest is in self-consistent-field (scf) theories of disordered fermions. They generate
physically relevant sub-ensembles (“scf-ensembles”) within a given Altland-Zirnbauer class. We
are motivated to investigate such ensembles (i) by the possibility to discover new fixed points
due to (long-range) interactions; (ii) by analytical scf-theories that rely on partial self-consistency
approximations awaiting a numerical validation; (iii) by the overall importance of scf-theories for
the understanding of complex interaction-mediated phenomena in terms of effective single-particle
pictures.
In this paper we present an efficient, parallelized implementation solving scf-problems with spa-
tially local fields by applying a kernel-polynomial approach. Our first application is the Boguliubov-
deGennes (BdG) theory of the attractive-U Hubbard model in the presence of on-site disorder; the
sc-fields are the particle density n(r) and the gap function ∆(r). For this case, we reach system sizes
unprecedented in earlier work. They allow us to study phenomena emerging at scales substantially
larger than the lattice constant, such as the interplay of multifractality and interactions, or the
formation of superconducting islands. For example, we observe that the coherence length exhibits a
non-monotonic behavior with increasing disorder strength already at moderate U . With respect to
methodology our results are important because we establish that partial self-consistency (”energy-
only”) schemes as typically employed in analytical approaches tend to miss qualitative physics such
as island formation.
I. INTRODUCTION.
The symmetry classification of disordered metals as it
has been devised by Altland and Zirnbauer is nowadays
considered to be complete.1–3 The classification is funda-
mental in the sense that all generic ensembles of random
Hamiltonians have been covered. The classifying crite-
rion is the presence or absence of one of the four elemen-
tary symmetries: time-reversal, spin-rotation, sublattice
(chiral) and particle-hole (Boguliubov-deGennes-type).
Based on an (incomplete) analogy to the conventional
Landau-Ginzburg-Wilson theories of classical phase tran-
sitions, there was a wide-spread misunderstanding with
many researchers at the late 1980ies and early 1990ies
that a classification based on symmetry (and topology)
alone would (more or less) determine the phase-diagrams
and the associated critical points as well. In other words,
the symmetry-classification was largely identified with
a classification of universality classes, i.e. of all non-
equivalent quantum field theories (low-energy action-
functionals) that describe a disordered electron system.
Therefore, it came as a surprise for the larger part of the
community when models of disordered fermions had been
found that formally belong to the same symmetry class
but nevertheless exhibit different phase diagrams.
It is perhaps fair to say that despite of the progress
in the symmetry classification, we are still far from
a systematic understanding of all universality classes
and phase-diagrams that systems of disordered fermions
could exhibit. One could rephrase by saying that
the generic ensembles of random Hamiltonians covered
in the ten-fold way possess physically relevant sub-
ensembles that exhibit their own phase-diagrams and
critical fixed-points. The power-law random-banded ma-
trices (PRBM) constitute a well studied example.4 It of-
fers a laboratory for criticality that can be addressed rela-
tively easily with analytical and numerical techniques.4,5
A. General motivation for investigating
scf-ensembles
The appearance of criticality in the PRBM-ensemble
is a synthetic property; it is imposed by putting long-
range (power-law) correlations into the hopping ampli-
tudes of a tight-binding Hamiltonian. It therefore is in-
teresting to explore properties of other ensembles that
also exhibit long-range correlations in the Hamiltonian
matrix elements, but of a kind that is self-generated
and in this sense ”emergent”. Plausible candidates for
such Hamiltonians are effective single-particle systems
that appear in self-consistent-field (scf-) theories of in-
teracting fermions. A prototypical example could be the
Hartree-Hamiltonian of a disordered wire or film; it car-
ries a long-range correlated on-site potential due to a
weakly screened Coulomb-interaction.
Quite generally, we have in mind fermionic Hamiltoni-
ans
Hˆsc =
1
2
∑
xy
[
hxy[n,∆] c
†
xcy + ∆xy[n, h] c
†
xc
†
y + h.c.
]
;
(1)
the matrix hxy[n,∆] is a functional of the density matrix
n and the pairing fields ∆. The self-consistency condition
inherent to generic mean-field theories requires that the
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2fields n and ∆ are expectation values of operators nˆ, ∆ˆ
to be calculated employing - amongst other ingredients,
such as density matrices or exchange-correlation kernels
– also Hˆsc. Thus, scf-conditions are implied,
n = 〈nˆ〉h,∆, ∆ = 〈∆ˆ〉n,h (2)
that h,∆ and n obey.
A microscopic randomness will enter Hˆsc, e.g., via h
incorporating random on-site energies or hopping am-
plitudes. The set of random Hamiltonians introduced
thereby follows the conventional symmetry classification.
However, only the subset of all members of a given sym-
metry class that happens to comply with Eq. (2) forms
the scf-ensemble.
We believe that scf-ensembles, their physical and
mathematical properties constitute a fundamental re-
search topic that may not yet have received the amount
of attention it deserves. Our belief bases on two ob-
servations: (i) The elements of scf-ensembles certainly
tend to exhibit non-trivial correlations in their matrix el-
ements hxy and ∆xy. If correlations happen to be strong
enough, e.g. sufficiently long ranged, then new phases
with novel critical behavior can be expected to emerge.
(ii) Mean-field theories are important because they pro-
vide a tractable reference point for a perturbative anal-
ysis of interaction effects. Thus, they are a generic en-
counter in all theories of disordered fermions that try to
incorporate interactions. To reveal, in particular, the im-
pact of quantum fluctuations a thorough understanding
of the mean-field reference point would certainly seem
helpful.
We give examples for occurrences of scf-ensembles:
Hartree theory (H): The obvious example to define
ensembles of self-consistent Hamiltonians would be
the Hartree-theory. In this case ∆=0 and the field
n in Eqs. (1) and (2) should be identified with the
particle density n(r).
Hartree-Fock theory (HF): ∆=0; n resembles the
density matrix n(r, r′) and h the Fock-operator.
Density-functional theory (DFT): In the orthodox
flavor ∆=0, n represents the particle density
n(r) and h becomes the Kohn-Sham-Hamiltonian.
Roughly speaking, DFT differs from HF due to the
presence of correlations in h[n].
Boguliubov-deGennes-Hamiltonian (BdG): The
basic Hamiltonian is given in Eqs. (1) and (2).
Our short list is far from exhaustive and further exam-
ples could be given. For instance, we recall that many
spin-systems have faithful representations in terms of
fermionic network-models that also could be dressed with
self-consistency requirements, like self-consistent fluxes.
Remarks: (i) The investigation of scf-ensembles is a
very challenging endeavor. The difficulty is that each dis-
order configuration requires to find its own self-consistent
fields h and ∆. The solution of the scf-cycle is very dif-
ficult to do with analytical techniques. But also numeri-
cally it is demanding already at moderate system sizes of
a few thousand sites. Consequently, the number of stud-
ies including full self-consistency appears to be limited.
In Tab. I we list contributions most relevant to us.
(ii) A more general perspective can be developed that
operates with self-consistency constraints on the Green’s
function G(E) rather than on the elements of the Hamil-
tonian. The generalization becomes non-trivial when the
self-energy Σ(E) picks up an energy dependence. As
a prototypical example we mention the GW-theory. It
constitutes an electronic-structure method that builds
upon the Hedin-equations approximating them by ignor-
ing vertex corrections.6 In its full flavor the theory fea-
tures a Green’s function that satisfies a self-consistent
set of equations defined by a truncated diagrammatic
expansion.7,8
(iii) A potential classification scheme of scf-ensembles
will involve concepts very different from the one de-
dim mean-field observables parameters Ref.
IQHE HF Thouless numbers, IP L ≈ 10 9
TDHF ”Kubo conductivity” 10
3D HF DoS, IP L = 10 11
3D HF DoS, IP L = 24 9
3D HF mf-dim D2 L = 10
12
3D HF DOS, mf-dim D2 L = 18
13
3D BdG ∆(r), LDoS L = 50(3D) 14
s-wave
3D DFT mf-spectrum f(α) L = 22 15
3D LDA ν with factor of 16,17
KS-states two in L
2D BdG DoS, P (∆) L = 24 18,19
s-wave
2D BdG DoS, P (∆) L = 38 20
s-wave LDoS
2D BdG DoS, ∆(r) L = 36 21–23
s-, d-wave
2D BdG P (∆), ∆(r) L = 25 24–27
s-wave ΦAB(q)
2D BdG ∆(r) L = 12 28
s-wave
TABLE I: Studies of mean-field Hamiltonians in the
literature that have been performed with full
self-consistency. Abbreviations: Integer quantum Hall
effect (IQHE); Hartree-Fock (HF); Time-Dependant
Hartree-Fock; density of states (DoS); inverse
participation ratio (IP); multifractal (mf); local density
approximation (LDA) for density functional theory in
Kohn-Sham (KS) formulation; localization length
exponent: ν; linear system dimension: L;
Boguliubov-deGennes-type pairing terms (BdG);
distribution function of local SC-gaps: P (∆);
Correlation Function of various observables A and B:
ΦAB(q).
3signed by Altland and Zirnbauer (AZ). To see this, we
recall that AZ distinguish ten classes according to pres-
ence or absence of discrete symmetries. In contrast, the
scf-requirement as formulated in (2) invokes parameter-
bound kernels. Hence, a priori the number of scf-
ensembles is not limited and an impression might arise
according to which the scf-ensembles carry a degree of
arbitrariness and therefore are less fundamental. To ad-
dress this reservation against the basic concept, we re-
call that there is a very special set of scf-theories which
is standing out; these scf-theories share with the parent
field theory they derive from the basic symmetries and
in this sense are conserving.29 Therefore, a classification
of conserving scf-ensembles goes together with the basic
program of condensed-matter theory, which is to identify
and understand the fixed-point theories that are possible
within a given AZ symmetry class.
B. Motivation for numerics and challenges
The numerical challenge that the scf-ensembles pose
as compared to simulations of noninteracting fermions is
that for each sample the scf-equation Eq.(2) has to be
solved in an iterative fashion. Since the ensemble aver-
age requires solving hundreds of samples, typically, the
computational cost for such studies is extensive. Pre-
sumably, this is the main reason why numerical studies
of scf-ensembles have been performed infrequently in the
past, despite of their obvious fundamental relevance.
Thus motivated, we here present an implementation
of the scf-problem that allows to achieve relevant sys-
tem sizes at an affordable numerical cost. The interplay
of disorder induced quantum-interference and mean-field
interactions can be studied on length scales that exceed
the lattice constant by two orders of magnitude.
Reduction of scaling - KPM: The computation-
ally demanding step limiting the code-performance is the
calculation of the scf-fields, n, ∆ and h, that need to be
evaluated in every iteration cycle of the self-consistency
process. In the case of Hartree-Fock-theory, for instance,
this implies the reconstruction of the density-matrix from
a given Fock-operator. In straight-forward implementa-
tions the Hamiltonian is diagonalized in each iteration
cycle to feed eigenvalues and eigenvectors into the rhs
of (2); the cost is O(N3bf) operations, where Nbf is the
dimension of the single-particle Hilbert space.30
Consider the Hartree-approximation: the matrix diag-
onalization appears, because the trace
n(r) = tr
[
f(µ− HˆH)nˆ(r)
]
(3)
contains the Fermi-Dirac function, f(µ−HˆH), of a matrix
valued argument that conventionally is evaluated in the
basis of eigenstates of HˆH.
What many suggestions for O(Nxbf)-solvers, x < 3, of
the self-consistency problem have in common is that they
employ an alternative approach for trace-computation
that avoids a diagonalization of HˆH and therefore can
be more efficient, in principle, than O(N3bf). One of the
well established options is the kernel-polynomial method
(KPM).31 The conceptual idea behind this approach is to
expand f(x) into a rapidly converging series of Cheby-
shev polynomials, Tl(x), that are obtained recursively:
n(r) =
NC∑
l=0
altr Tl(Hˆs)nˆ(r)
=
NC∑
l=0
al
Nbf∑
b=1
〈b|Tl(Hˆs)nˆ(r)|b〉, (4)
where Hˆs denotes an appropriately scaled Hamiltonian
HˆH and |b〉 is a suitable basis in which Hˆs is sparse. (NC :
order of the Chebyshev expansion; ar: known expan-
sion coefficients; Nbf: number of basis functions). As
is seen from (4), the evaluation of the trace is of order
O(NCN2bfNnz). Nnz denotes the number of non-zero en-
tries of Hˆs per row. For a dense matrix we have Nnz=Nbf,
while for a very sparse matrix Nnz ≈ N0bf. For example,
the BdG case, we have Nnz = 2d + 2 , with 2d denoting
the number of nearest neighbors on a cubic lattice in d
dimensions.
Signatures of implementation: We have imple-
mented a matrix-free KPM-solver of the self-consistency
problem (1), (2) for the situation where the self-
consistent fields are local in real space n(r) and ∆(r), as is
the case for the Hartree approximation and the Boguli-
ubov theory of s-wave superconductors. It operates at
zero and non-zero temperature and is optimized, for ac-
celerated convergence for averages over the phase-space
of disordered scf-ensembles.
The KPM-aspect of our implementation is similar to
other variants described in earlier work. They have been
proven useful in applications of the BdG-equation for
nanostructures with one or very few impurities, but have
not been applied to disordered samples. Implementation
differences are in details: Covaci et al. 14,Nagai et al. 32,33
also use KPM to perform traces. In addition, Covaci
et al. 14 also have employed a matrix-free implementa-
tion. While these authors expand the Green’s function
employing the Lorentz kernel, we expand the spectral
function where the Jackson Kernel typically has better
convergence properties31.
C. Application to dirty superconductors
Motivated by experiments on the superconductor-
insulator transition, e.g. Ref. Baturina et al. 34 and
Sace´pe´ et al. 35 , the attractive−U Hubbard model with
on-site disorder has been studied recently in several
computational20,24–28,36–38 and analytical works.39–41
Important insights have been gained within the frame-
work of BdG-theory. The most striking findings include
4(i) the granularity of the pairing amplitude (”islands”)
emergent on the scale of the coherence length even for
short-range disorder19; (ii) the parametric decoupling of
the spectral gap from the mean pairing amplitude at
large disorder: while the first remains relatively large
the second decays to zero.19 (iii) A parameter regime
was predicted where the typical size of pairing amplitude
is increased as compared to the clean limit, so disorder
has a pronounced tendency to enhance superconductiv-
ity. The mechanism was explored in 3D near the An-
derson transition39,40 but also in 2D samples with short
and long-range interactions42–44. Several predictions are
broadly consistent with numerical results obtained on a
honeycomb lattice20. (iv) At large interactions the coher-
ence length was reported to exhibit a non-monotonous
behavior with increasing disorder strength.27
Despite the progress the current situation is not fully
satisfying: On the one hand side, computational studies
of BdG-Hamiltonians have been limited to system sizes
L that do not allow to study the most interesting regime
of length scales where the coherence length exceeds the
lattice spacing: ξ  a. While analytical approaches,
on the other hand, operate in this regime, they rely on
partial self-consistency in order to become tractable.
Motivated by this observation, we investigate as a first
application of our technology the BdG-problem of dis-
ordered superconductors focussing on s-wave pairing in
thin films at T=0. The full parameter plane of disorder,
W , and interaction, U , is considered in which we study
the distribution function and autocorrelations of the lo-
cal gap function, ∆(r), as our main observable. Our com-
putational machinery allows us to cover the full param-
eter space from the extreme regimes, which have been
addressed computationally before, to the analytically
tractable weak coupling limit. In this effort we observe
the formation of islands in large regions of the parameter
space, for the first time on mesoscopic scales consider-
ably exceeding the lattice constant. Regimes are included
with parameters relatively close to the one where strong
inhomogeneity has been observed experimentally.45.
Our observation might indicate that islands play a cru-
cial role for the stability of the superconducting phase
in actual experiments. Namely, islands imply localized
Cooper pairs and therefore a diminishing of the phase-
stiffness. In other words, islands go together with en-
hanced phase-fluctuations that destabilise long-range su-
perconducting order. This connection between island-
formation and stability has been emphasized before.19,28
Calculating the autocorrelation function of the spec-
tral gap, |∆(q)|2 we can extract a characteristic inverse
length scale ξ−1(W,U) with the physical meaning of a
correlation length. We study ξ within the full phase dia-
gram. Interestingly, concomitantly with island formation
we find an enhanced BdG-coherence length. A similar ob-
servation if only at very large interaction strength, U=5,
has been made by Seibold et al. 27 . To what extent the
enhancement of ξ is an artefact of mean-field theory that
is removed when adding phase fluctuations remains to be
seen.
Finally, like earlier authors19 we also pay a special at-
tention to the sensitivity of the behavior of computa-
tional observables to approximations made in the self-
consistency procedure. We find that the island for-
mation when observed in moderate parameter regions
is a characteristic hallmark of full self-consistency; it
escapes partial (“energy-only”) self-consistent schemes.
We conclude that the renormalization of wavefunctions
associated with full self-consistency will probably be
an important ingredient of a qualitative theory of the
superconductor-insulator transition.
II. MODEL AND IMPLEMENTATION
A. BdG-treatment of Hubbard model
We consider the attractive−U Hubbard model46 on the
square lattice in two-dimensions within the mean-field
(BdG-type) approximation:
HˆBdG = Hˆ0 + HˆI (5)
Hˆ0 = −t
∑
〈i,j〉,σ
cˆ†i,σ cˆj,σ + h.c. +
Nbf∑
i=1,σ
(Vi − µ) nˆi,σ
HˆI = −U
2
Nbf∑
i=1,σ
n(ri)nˆi,σ −
Nbf∑
i=1
∆(ri)cˆi,↑cˆi,↓ + h.c.,
with local occupation number n(ri) =
∑
σ〈nˆi,σ〉 , pairing
amplitude ∆(ri) = 〈cˆ†i,↓cˆ†i,↑〉, U > 0 and random poten-
tial Vi ∈ [−W,W ] drawn from a box distribution. We
employ periodic boundary conditions and work at T=0;
the chemical potential µ is adjusted to fix the the filling
factor to n =
∑Nbf
i=1,σ
〈nˆi,σ〉
Nbf
= 0.875.47
This Hamiltonian is diagonalized by a Bogoliubov
transformation
γ†n,↑ =
Nbf∑
i=1
(
un(ri)cˆ
†
i,↑ + vn(ri)cˆi,↓
)
(6)
γ†n,↓ =
Nbf∑
i=1
(
un(ri)cˆ
†
i,↓ − vn(ri)cˆi,↑
)
. (7)
The particle and hole wave functions un(ri) and vn(ri)
are determined solving the BdG equation(
h ∆
∆∗ −h∗
)(
un(ri)
vn(ri)
)
= n
(
un(ri)
vn(ri)
)
, (8)
where the physical sector corresponds to n > 0 and
hun(ri) = −t
∑
δˆ
un(ri+δˆ)
+(Vi−µ− U n(ri)
2
)un(ri) (9)
∆un(ri) = ∆(ri)un(ri); (10)
5the sum over δˆ is over the lattice sites neighboring ri. The
scf-conditions for the density n(r) and the gap-function
∆(r) read
∆(ri) = U〈cˆ†i,↑cˆi,↓〉 = U
∑
n
un(ri)v
∗
n(ri), (11)
n(ri) =
∑
σ
〈cˆ†i,σ cˆi,σ〉 = 2
∑
n
|vn(ri)|2. (12)
We assume self-consistency to be attained, if the rela-
tive change per iteration cycle in ∆(ri) is at each site
ri smaller than α. Typical values we take are α =
0.1%, 0.5%, 1%, 3%. Note that the average change αavg
per iteration cycle is much smaller than α, e.g., for a
typical sample at moderate disorder W = 2 we have
αavg = 0.014%, 0.025%, 0.05%, 0.1%
B. Matrix-free implementation of sparse-matrix
vector product
To speed up a single self-consistency iteration we opti-
mize the Chebyshev expansion. Its performance critical
part constitutes of the recursive action of the Hamilto-
nian on a basis vector, Eq. (4). An implementation of
the sparse-matrix vector product custom-tailored to our
system is crucial for an optimal performance. The sparse-
martrix vector multiplication is memory-bound, i.e. the
performance is limited by the time it takes to fetch data
from memory. For this reason we devised a self-written
”matrix-free” matrix vector product that outperforms
standard state of the art sparse-matrix vector multipli-
cation libraries.
The idea is the following: Conventional sparse matrix
packages keep all non-zero elements, i.e. value and index,
in memory. Matrix-free implementations become efficient
if many of the non-zero elements have identical values
storing only the different values that occur.
With matrix-free implementations the graph of the
Hamiltonian has to be hard-coded in the matrix-vector
product routine. For our Hamiltonian the amount of
memory load operations of matrix data is reduced by
a factor of 6 reflecting the number of non-zero elements
per row of HˆBdG. In addition, the integer indices corre-
sponding to the matrix graph do not have to be loaded.
Altogether, this leads to a reduction of data to be loaded
by a factor of 9.48 We mention that recently a library
has been made available that automatizes the implemen-
tation of such a matrix-free matrix-vector product for a
given Hamiltonian49.
C. Improved convergence of scf-cycle
We improve the code performance by reducing the
number of iterations needed until the convergence of the
scf-cycle. The main idea applies, e.g., when scanning
the parameter space at fixed U for increasing disorder
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FIG. 1: Benchmarking intra-node parallelization and
code performance. Left: Speedup with the number of
cores per process for different system sizes. The
performance dips (green,blue: near 16; red: near
7,14,21,25) with rising number of cores we assign to a
hardware issue related to caching. (Parameters: L = 96
(blue), L = 192 (green), L = 288 (red).) Right:
Performance check comparing the matrix-free
implementation (orange) with standard
mkl sparse d mm of the MKL Sparse BLAS library
(blue). One iteration corresponds to one sparse
matrix-vector product. The ratio of the timings of the
MKL and matrix-free algorithms is shown in red at
L = 192 and L = 384.
strength W . At strength W1 a converged solution Ψ1 is
found for a given disorder realization. Thereafter, a sam-
ple at larger strength W2>W1 is generated by rescaling
the disorder in the first sample by a factor of W2/W1.
Then, Ψ1 will be used to initialize the scf-cycle for the
second sample.
D. Scaling and Design Considerations
As almost all runtime is spent on the recursive ma-
trix vector products, the code lends itself very well to
being split in an efficient low-level (i.e. C) kernel embed-
ded in a high-level (i.e. python) code that implements
the rest of the self-consistency cycle in a convenient way
with negligible loss of performance. The kernel has been
optimized for both threading and vectorization. In Fig.
1 we show benchmarks performed on a compute node
with two 14-core Haswell Xeon Processor E5-2697 v3; we
monitor the time spent for performing a single sparse
matrix-vector product. Fig. 1 (left) is illustrating the ef-
ficiency of our intra-node (OpenMP) parallelization. For
the investigated system sizes L < 288 the memory-bound
runtime limit is not yet reached as is evidenced by the
high speedup through parallelization. This makes it very
advantageous to perform calculations in this size regime,
where parallelization can still be utilized effectively. Fig.
1 (right) compares our matrix-free implementation with
the standard MKL. As is seen from the data, our matrix-
free implementation is advantageous already at system
sizes as small as Nbf ∼ 1000 sites. Note, that at such
small system sizes even full diagonalization routines can
compete. As a technical remark we mention that, in
principle, the matrix-free code should always be faster as
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FIG. 2: Left: Disorder averaged gap ∆(r) in the U−W
parameter plane. Parameters: L=64; NE = 500,
α = 1%. Right: Density of states for typical samples
shown at four characteristic points. The red lines
indicate the energies at which the LDoS is investigated
in Fig. 3. Parameters: W=0.5 (bottom) , 1.5 (top) and
U=1.5 (left) , 3.0 (right), L=192; NC = 6144, α = 3%.
compared to MKL implementations. The crossover size
originates from our decision to use python as a platform,
which leaves an interface to a C-based kernel. This in-
terface is plagued with a small overhead that becomes
negligible beyond the cross-over size.
An additional level of parallelism is obtained by run-
ning the expansion of different basis vectors indepen-
dently on different nodes. The average over the disor-
der ensemble is performed via farming. This inter-node
parallelization scales almost perfectly.
III. RESULTS: BDG-STUDY OF DISORDERED
SUPERCONDUCTORS
A. Mesoscopic fluctuations of LDoS and local gap
function
As a first application of our technology, we investigate
statistical properties of ∆(r) and of the local density of
states (LDoS), ρ(r, E), throughout the U−W -plane. To
give a first impression we display in Fig. 2 (left) the
gap function averaged over a suitable ensemble of disor-
dered samples, ∆(U,W ); the overline indicates the en-
semble average with NE disorder configurations, typi-
cally NE ≈ 700 − 800 samples. The data has been ob-
tained on a square lattice and should be compared with
an analogous plot produced on the honeycomb lattice by
Potirniche et al. 20 . The gap enhancement seen for the
honeycomb lattice is not reproduced in Fig. 2. This is
somewhat surprising, perhaps, because the phenomenon
on the honeycomb lattice has been interpreted in terms
of analytical results from quantum-field theory44, which
also should apply to the square lattice.
Also displayed in Fig. 2 (right) is the density of states,
ρ(E)=
∫
L2
drρ(E, r), calculated for four samples in repre-
sentative regions of the parameter plane. At weak disor-
der the spectral gap and the coherence peaks are readily
identified. Notice that only in the limit of weak disorder
the spectral gap and ∆ scale with each other.19
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FIG. 3: Distribution of the local density of states
(LDoS), ρ(E, r). Left: spatial distribution for a typical
sample at peak energy of DoS (E=0.11, c.f. Fig. 2)
Right: Corresponding distribution function of LDoS at
energies E=0.11, 1.0, 3.0 illustrating the flow of the
distribution with E. In Fig. 2 the corresponding DoS
can be found. (Parameters: W=1.5, U=1.5; energy
resolution 0.013; NC = 6144, α = 3%).
To characterize the statistical properties of physical
observables we focus in the following on autocorrelation
and distribution functions. We will compare numerical
findings with predictions from analytical theories and, in
particular, study the sensitivity of qualitative results on
modifications in the scf-conditions.
1. Distribution functions of LDoS and local gaps
LDoS. We begin the statistical analysis with the spa-
tial fluctuations of the LDoS, ρ(E, r). Fig.3 (left) dis-
plays an example showing how the LDoS is spatially dis-
tributed over a typical sample with moderate disorder
and interaction, W & U & 1. The logarithmically broad
distribution, Pldρ, is readily identified. The correspond-
ing distribution function is displayed in Fig. 3 (right). It
takes a log-normal form, already familiar for disordered
films with size smaller than a localization length, see e.g.
Eq. (4.101) in Ref. Mirlin 50 .
With increasing energy the distribution shifts to
smaller values, which is merely reflecting the decrease
of the DoS ρ(E), also seen in Fig. 2 (right). In con-
trast, the width of ρ(E, r) is seen to grow. We assign
this growths to the fact that the LDoS constitutes an
average taken over a fixed-size energy window η. The
number of eigenfunctions in the averaging window is es-
timated as ρ(E)ηL2 and therefore changes in energy if
the DoS does. It is larger for energies near the coherence
peak as compared to the bulk and for that reason the
width of Plg should be expected to be reduced.
The LDoS-distribution has been investigated analyt-
ically at temperatures above the critical temperature
Tc.
51 Our observations are broadly consistent with these
results, since it is reported that the distribution develops
a pronounced non-Gaussian character upon decreasing
the temperature. For a more quantitative comparison,
simulations at finite temperatures are required that are
under way.52
7Local order parameter. The logarithmically broad
distribution of the LDoS is concomitant with a similarly
broad distribution of the local gap function Pld(∆), Fig.
4. The evolution of the latter function with interac-
tion strength is very interesting. As long as disorder,
W , and interaction, U , are weak the distribution of the
local order parameter is close to Gaussian and in this
sense roughly following the statistics of the LDoS, see
Fig. 4 (left). The typical value is seen to be very close
to the pairing amplitude of the clean system, ∆BCS(U).
However, with growing U the weight of untypically large
values of ∆ is seen to be suppressed rapidly, while the
weight of untypically small values is rather resilient.
For increasing disorder and weak U more and more
sites develop a pairing well below the clean limit, ∆(r)
∆BCS, consistent with observations made in Ref.
19.
Eventually, the shoulder is seen to dominate, Fig. 4
(right) and the distribution Pld(∆) becomes bimodal.
It features a peak near ∆BCS and a logarithmically dis-
tributed background. The bimodal shape of Pld(∆) is
apparent also from Ref. Lemarie´ et al. 25 where it is seen
at very large interaction, U=5.
2. Autocorrelations of gap function and coherence length
We consider the disorder averaged spatial autocorre-
lator Φlg(q) = |∆(q)|2 of the pairing function ∆(r) in
Fourier space. At weaker disorder the correlation func-
tion displays a peak at (pi/a, pi/a), Fig. 5. It originates
from us choosing the filling fraction 0.875 which is close
to the commensurate value unity and thus should be
seen as a signature of the square lattice; it disappears
at stronger disorder, e.g., at W=2.5. The same signa-
ture manifests in Fig. 6 where we show Φlg(q) along
two directions in q-space, (pi/a, 0) and (pi/a, pi/a): As al-
ready obvious from Fig. 5, at wavenumbers of order of
the inverse lattice spacing, a−1, and low W the correlator
exhibits pronounced deviations from isotropy reflected by
the collapse of open and closed symbols.
Notwithstanding anisotropy at q≈a−1, in the limit
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FIG. 4: Distribution of the local gap function with
interaction strength U for a typical sample with L=192
at weak disorder, W=0.5 (left plot), and stronger
disorder, W=2.0 (right plot). As reference energy the
pairing amplitude of the clean system, ∆BCS(U) has
been chosen. (Parameters: U=0.8, 1.5, 3.0;
NC = 8192, 3072, 1024, α = 0.1%)
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FIG. 5: The gap autocorrelation function
Φlg(q)=|∆(q)|2 in logarithmic representation for L=192
and U=1.5 at two values of disorder, W=0.5 (left) and
W=2.5 (right); NE ≈ 900− 1000, α = 0.1%, NC = 1024.
of small wavenumbers qa−1 the correlator Φlg(q) is
isotropic and with good accuracy we have
Φlg(0)
Φlg(q)
= 1 + (qξ)2 + . . . (13)
where Φlg(0) := Φlg(q → 0), given for different W in Fig.
7. Φlg(q)
−1 behaves nearly quadratically over the whole
momentum range where Φlg(q) exhibits isotropic behav-
ior. Both the increase of Φlg(0) (as approximated by
Φlg(pi/L, 0)) with disorder and the characteristic length
ξ have been displayed in Fig. 7.
To attain ξ we have used a linear fit of Φlg(0)/Φlg(q
2) in
the isotropic regime. As with the range of this regime also
the number of data points increases considerably with W ,
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FIG. 6: The non-trivial part of the inverted normalized
gap autocorrelation function Φ−1lg (q)=|∆(q)|2
−1
evolving with W at fixed U . Φlg is shown along
directions (pi/a, 0) (full symbols) and (pi/a, pi/a) (open).
The inset shows a blowup of the small wave number
regime where open and closed symbols collapse, so all
traces are isotropic. (Parameters: U=1.5,
W=1.5(orange), 2.5(blue), 3.5(green) L=192;
NC = 1024, NE ≈ 600− 1000, α = 0.5%)
8the uncertainty, i.e. the size of the error bars, of ξ is seen
to decrease with rising W in Fig 7 (left). ξU (W ) exhibits
a local non-monotonicity on its way from the clean to
the dirty limit; the non-monotonic decay is readily seen
also from the original data Fig. 6. This peculiar behavior
should be interpreted in connection with the formation of
superconducting islands. It occurs in the same parame-
ter range and may relate to a percolation transition. Our
data shows that the non-monotonous shape, which was
found in Ref.27 albeit at unrealistically strong interac-
tions U=5, carries over all the way into the physically
more relevant regime of intermediate parameter values.
IV. IMPACT OF SELF-CONSISTENCY
We return to a central theme of our interest, which is
the impact of self-consistency on the calculation of phys-
ical observables.
A. Partial (energy-only) self-consistency scheme
The full BdG-problem is specified by the set of equa-
tions (8) - (12). It is highly complicated, e.g., because
the scf-conditions (11) and (12) are non-linear. As is fre-
quently done in such situations, the full scf-problem is
replaced by a simplified variant exhibiting partial self-
consistency.
Various possibilities for such simplifications are con-
ceivable. The scheme we here describe is inspired by an-
alytical calculations performed by Feigelman et al.39,40.
The overall procedure can be considered a generalization
of BCS theory that allows for an inhomogeneous order
parameter. To bring the self-consistency requirement
into the familiar BCS form, additional approximations
besides the mean-field decoupling are necessary.
We here derive equations for partial self-consistency
starting from the mean-field Hamiltonian Eq. (5). We
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FIG. 7: Variation of Φlg(pi/L, 0) and Φlg(0) (red) and
the correlation length, ξ (blue) with increasing disorder
(left, U=1.5) and increasing interaction (right,
W = 2.5). Φlg(0) coincides with Φlg(pi/L) within the
symbol size as portrayed here. The error bars depict the
ensemble average error. The uncertainty due to cutoff α
for ξW is discussed in the appendix. (Parameters (left):
NC = 1024, NE ≈ 600− 1000, α = 0.1%. Parameters
(right): NC = 16384, NE ≈ 500, α = 3%.)
express the field operators employing as a basis the eigen-
states ψl(ri) of the non-interacting part of HˆBdG, i.e. Hˆ0:
dˆl,σ =
Nbf∑
i=1
cˆi,σψ
∗
l (ri), dˆ
†
l,σ =
Nbf∑
i=1
cˆ†i,σψl(ri). (14)
The corresponding eigenvalues of ψl are denoted ξl and
will be measured with respect to the Fermi-energy EF.
Expressing HˆBdG in dˆ, dˆ
† we obtain
HˆBdG =
Nbf∑
l=1,σ
ξldˆ
†
l,σdˆl,σ +
∑
l,m,n,o,σ
Mlmno〈dˆ†l,σdˆn,σ〉dˆ†m,σdˆo,σ
(15)
− U
Nbf∑
l,m,n,o=1
Mlmno〈dˆn,↓dˆo,↑〉dˆ†l,↑dˆ†m,↓ + h.c.,
where an abbreviation
Mlmno =
∑
i
ψ∗l (ri)ψ
∗
m(ri)ψn(ri)ψo(ri), (16)
has been introduced.
The main approximate step in partial self-consistency
is to neglect all terms with more than two indices
Mlmno =
{
Mln, if l = m and n = o
0, otherwise
, (17)
together with the Hartree term. The simplified mean-
field Hamiltonian then reads
HˆsBdG =
Nbf∑
l=1,σ
ξldˆ
†
l,σdˆl,σ +
Nbf∑
l=1
∆ldˆ
†
l,↑dˆ
†
l,↓ + h.c., (18)
with an s-wave pairing strength
∆l = −U
Nbf∑
m=1
Mlm〈dˆm,↑dˆm,↓〉. (19)
The Hamiltonian (18) is structurally equivalent to the
BCS Hamiltonian in the sense that the kinetic term and
∆l are diagonal in the same (real-space) basis; Cooper
pairs form within a Kramer’s doublet. The corresponding
BCS gap-equation reads
∆l =
U
2
Nbf∑
m=1
Mlm
∆m√
∆2m + ξ
2
m
. (20)
Converting back to real-space we have
∆(ri) =
U
2
Nbf∑
l=1
∆l√
∆2l + ξ
2
l
ψ2l (ri). (21)
The advantage of the partial (“energy-only”) scf-scheme
is that the pairing-amplitude can be calculated solely
from the eigenstates and eigenvalues of the non-
interacting reference Hamiltonian Hˆ0. This comes at the
expense of ignoring changes in the wavefunctions related
to pairing and the inhomogeneous Hartree shift.
9B. Effects of self-consistency schemes on the
local-gap distribution
We compare the results of full and energy-only self-
consistency schemes for the local pairing amplitude ∆(r)
for the Anderson Problem in 2D and 3D.
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FIG. 8: Evolution of islands with disorder increasing
from top to bottom, W=0.5, 2.0, 3.5. Different
self-consistency schemes are compared. Left column:
full self-consistency. Center column: energy-only
self-consistency with inhomogeneous Hartree shift.
Calculation is done with the single-particle (”screened”)
potential as it results from the full scf-calculation, left.
Right column: energy-only scheme. The energy-only
data has been calculated employing full diagonalization
(Parameters: U=1.5; NC=1024, α = 0.5%)
Fig. 8 shows a spatial distribution of ∆(r) as ob-
tained for typical sample at intermediate interaction and
three disorder values. The calculation with full self-
consistency, Fig. 8 (left) column exhibits a clear tendency
towards the formation of superconducting islands. In
contrast, with energy-only self-consistency, right column,
a rather homogeneous speckle pattern is found missing
any indications of island formation. Hence, already by
inspecting individual samples we expect that distribution
functions of physical observables will depend in a quali-
tative way on the applied scf-scheme in broad parameter
regions.
In order to highlight the effect of screening, we have
displayed in Fig. 8 also the results of an intermediate
scf-scheme. It operates in an energy-only mode, but
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FIG. 9: Corresponding plot to Fig. 8 in 3D. A
representative 2D slice of a sample is shown. The data
has been calculated employing full diagonalization
(Parameters: L = 24 W=4.0, U=2.5, n = 0.3;
α = 0.5%)
adopts for the disorder the effective single particle po-
tential (”screened” potential) as it is obtained as a re-
sult from the full scf-calculation. As is seen from Fig.
8, center column first indications of islands emerge, but
the contrast is still largely underestimated. This result
underlines the importance of full consistency in the scf-
procedure.
3D
In analogy to the 2D case, we compare the results of
full and energy-only self-consistency schemes for the local
pairing amplitude ∆(r) in 3D.
In the non-interacting 3D Anderson problem there is a
phase transition at a critical disorder strength Wc, where
all states become localized. For a disorder strength below
Wc there exists an energy Ec, the mobility edge, which
separates a fully localized band from a band of extended
states. We note that as the Anderson Hamiltonian is
symmetric around E = 0 this is also true for the mobility
edge. We refer to B. Bulka 53 for the phase diagram.
Our interest is in the importance of self-consistency
in the presence of attractive on-site interactions close to
the mobility edge in the insulating band. For compari-
bility with authors that have considered an energy-only
approach in this context before40, we choose a Gaussian
disorder distribution
p(Vi) =
1√
2piW
exp
[
− V
2
i
2W 2
]
(22)
of the random onsite energies Vi in Eq. 9.
Fig. 12 shows the spatial distribution of ∆(r) of a
typical sample as obtained for moderate interaction and
disorder strength and chemical potential in the localized
band. The chosen filling factor n=0.3 corresponds to a
chemical potential of µ ≈ −6 in the fully self-consistent
case. The mobility edge without interactions is located at
Ec ≈ −5.5 for the disorder strength W=4 that is consid-
ered here53. As in the 2D case, the field obtained within
the fully self-consistent calculation shows a pronounced
formation of islands, Fig. 12 (left). The energy-only
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FIG. 10: Gap autorcorrelation function Φlg(q)=|∆(q)|2
calculated employing two different energy-only
self-consistency schemes. Φlg is shown along directions
(pi/a, 0) (full symbols) and (pi/a, pi/a) (open); traces for
four different disorder values are shown,
W=0.05, 0.5, 1.5, 2.5, from bottom to top. Left:
energy-only self-consistency with screened potential.
Right: energy-only self-consistency. (Parameters:
U=1.5 L=96; NE = 1000, α = 0.1%)
scheme in analogy to our 2D results exhibits a rather
homogeneous spatial distribution, Fig. 12 (right). The
results of the energy-only scheme with ”screened” poten-
tial shown in Fig. 12 (center) again show first indica-
tions of island development with dramatically underes-
timated contrast. This highlights the importance of full
self-consistency also in 3D.
To what extent the conclusions of earlier theoretical
works that consider this scenario39,40 are affected remains
to be seen.
C. Effects of self-consistency on gap autocorrelator
Fig. 10 shows data analogue to Fig. 6, now with
energy-only self-consistencies. As is obvious already from
individual sample, Fig. 8, the contrast parametrized by
Φlg(0) is much smaller as compared to the case of full
self-consistency given in Fig. 5. As one would expect
from Fig. 8, the contrast with screened potential, Fig. 8
(right) exceeds the bare scheme, Fig. 8 (left) consider-
ably.
The most striking and perhaps unexpected feature,
however, is a qualitative difference. In the full scf-
calculation, Φlg(q) follows Eq. (13) and exhibits a well
defined parabolic shape in the vicinity of small wavenum-
bers. This feature is not reproduced within energy-only
schemes. The bare scheme does not exhibit an apprecia-
ble curvature up to q ≈ a−1, so ξeo ≈ 0. In contrast,
within the screened scheme Plg does not show clear satu-
ration at small wavenumbers within the range of q-values
accessible. We thus interpret these results as a strong in-
dications that wavefunction renormalization as it occurs
within the full scf-scheme is crucial for understanding
those aspects of qualitative physics that hinge on long-
range spatial correlations.
V. CONCLUSIONS
We have implemented an efficient solver of self-
consistent field (scf-) Hamiltonians that is based on the
kernel-polynomial method. An application to disordered
s-wave superconducting films has been presented that
employs the Bogulubov-deGennes approximation. The
statistical properties of the local density of states and of
the local gap function ∆(r) have been studied. In this
context our computational machinery proves useful since
system sizes can be accessed significantly exceeding the
ones that have been achieved in the earlier work. We
thus can study the crossover in disorder strength W and
interaction strength U from the strongly coupled into the
perturbative regime, where analytical methods apply and
can provide conceptual insights.
Along this way three key observations have been made.
(i) Superconducting islands form in large regions of the
U−W phase space and thus appear to be a typical en-
counter already at intermediate interaction and disor-
der strength. (ii) Presumably related to island forma-
tion, the (mean-field) correlation length exhibits a non-
monotonous variation when sweeping from very weak to
strong disorder. (iii) Island formation is a hallmark of
wavefunction-renormalization in the sense that islands
do not form with partial (”energy-only”) self-consistency.
To investigate into possible consequences of this obser-
vation for analytical treatments of the superconductor-
insulator transition we leave as a topic for future research.
As a concluding remark we note that the BdG-
Anderson problem and the associated ensemble of self-
consistent random Hamiltonians is a particular represen-
tative of a very large class of random matrices that sat-
isfy a self-consistency constraint (”scf-ensembles”). Pre-
sumably, because of the considerable challenges that
such ensembles imply for analytical and computational
treatments very little is known about them. We take
the observations that have been reported for the BdG-
ensembles, in this work as well as by the earlier authors,
as a strong indication that much is there to be discovered.
APPENDIX
Self-consistency cutoff discussion
In Fig. 11 the dependence of ξ on α at fixed W is
shown. The data demonstrates good convergence behav-
ior of ξ in terms of the cutoff-parameter α; in particular,
the α-dependency of ξ is seen to be small as compared
to the variation with W . Figure 12 re-plots the data
shown in Fig. 11, so the evolution of ξ with W is more
clearly illustrated. In particular, it is seen that the non-
monotonic behavior is very well converged in the cutoff
α. The stronger change of ξ with α seen at low disorder
strengths, e.g. at W = 0.05, 0.5, is related to the fact
that the distribution of local values, ∆(r) is narrow at
small W . In this case, the convergence requirement al-
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FIG. 11: Development of ξ with cutoff α for disorder
strengths W = 0.5 (green), 1.5 (blue), 2.0 (purple),
2.5(red), 3.5 (black); error bars depict the uncertainty
stemming from the ensemble average. The dashed lines
show a linear fit accounting for the three smallest α
values. (Parameters: U=1.5 L=192; NE ≈ 600− 1000)
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FIG. 12: Re-plot of the data Fig. (11) to illustrate the
(converged) variation of ξ with W .
lowing for a maximal percentage α of change from cycle
to cycle has implications for a substantial fraction of all
sites; with broad distributions, convergence of most sites
will be much better than α.
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