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Abstract
We consider the penetration of liquid into a porous medium which is, in part, impervious to the liquid. Corners
arise at points where the medium becomes impervious and numerical difﬁculties can arise due to a conﬂict in the
boundary conditions. In addition there are start-up problems associatedwith numericallymodelling the ﬂowproblem
because the ﬂow domain is initially empty. We consider some techniques for exploiting similarity techniques to
develop accurate numerical algorithms which avoid the above difﬁculties.
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1. Introduction
We consider the initial corner singularity which arises in porous ﬂow during the penetration of water
or pollutants into soil. In bioremediation, pollutant spillages are treated via the introduction of bacteria,
which react with the pollutant, breaking it down into relatively harmless components [5,7]. We wish to
consider the mathematical difﬁculties which arise at the corner of an injection hole (see Fig. 1) i.e. at the
point where the soil becomes impermeable and to show how to ﬁnd an accurate representation of ﬂow
around this corner and the underside of the porous medium.
A spillage of water or pollutant penetrates through a ﬁnite permeable gap in an otherwise impermeable
surface into an unsaturated porous medium under a pressure head. In real applications, one might be
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Fig. 1. Schematic of the ﬂow problem.
interested in the transport of a dissolved contaminant in the porous medium where the contaminant is
convected with the subsurface water [8]. For remediation purposes, one is usually interested in the time
taken by the pollutant to reach the water table below. Such ﬂows also occur in artiﬁcial recharge wells
where water and/or chemicals from the surface are transported into aquifers. In this case, the chemicals
may be the nutrients required for degradation of harmful polluting hydrocarbons resident in the aquifer
after a spillage.
The geometry of the structure of the pore space plays a fundamental role in governing ﬂuid transport in
a porous medium; when the permeability at any point is independent of direction, the medium is said to
be isotropic at that point. Anisotropic media occur, for example, in certain rocks where fractures produce
high permeability in the direction of the fracture resulting in a porous medium with higher permeability
in one direction than the other. If the permeability is constant throughout, then the medium is said to
be homogeneous. Under certain conditions, the medium permeability may also be a function of time.
Biological activity in the medium may produce a growth which may clog the matrix, thus reducing
permeability with time. Clogging may also be caused by ﬁne particles carried by the water as for example
occurs in artiﬁcial recharge [6].
Modelling the early stages of this process accurately is problematic due to the conﬂict in the boundary
conditions. We focus attention on this particular aspect of the problem and develop a computational
model which does not have the computational start up errors typically associated with such problems.
We consider the case where the porous medium is anisotropic with a larger permeability in the vertical
direction than in the horizontal one. We wish to consider the ﬂow at the corner of the injection hole and
along the underside of the porous medium beneath the impermeable part of the surface.
In the next section, we will develop the mathematical model which will result in a moving boundary
problem [3]. Numerical techniques for such problems are well developed and are usually based on ﬁnite
element or ﬁnite difference methods though boundary elements have obvious advantages in problems of
this type (where the governing equation is linear). For the particular problem that we wish to consider
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here, there are difﬁculties associated with starting up the problem, which can lead to large computational
times. We show here that (as in many physical problems in heat and mass transfer, ﬂuid dynamics and
solid mechanics) self-similar behaviour leads to considerable simpliﬁcation of the mathematical problem.
Equations that model physical problems often inherit symmetries from the underlying physical system;
this fact can be used to simplify the mathematical problem, most commonly reducing partial differen-
tial equations in two independent variables to ordinary differential equations [1] but more complicated
examples are also common in the literature, for example [4]. In the present case, while we cannot ﬁnd
a closed form solution, we can considerably simplify the numerical problems to the extent that the time
dependence in the problem is factored out and the numerical problem only needs to be solved once, in
order to ﬁnd physical solutions for all values of the time. Themethod will be applied in effect to an inﬁnite
domain where the physical problem does not contain an intrinsic length scale.
2. The mathematical model
Let us consider a process that occurs where a liquid penetrates into a gap of width 2h in an otherwise
impermeable surface and spreads into a porous subsurface underneath via a pressure head, Fig. 1. The
rate at which the liquid penetrates horizontally under the surface (therefore partially undermining it) is of
obvious interest.We will thus consider a two-dimensional ﬂow in an anisotropic porous media. Capillary
effects are neglected: this is physically acceptable provided the characteristic length associated with the
pore space is larger than the capillary length.
While the Navier–Stokes equation and the Stokes equation are both microscopic equations, Darcy’s
equation gives the macroscopic description of ﬂow in a porous medium [2].We use Darcy’s law to model
the ﬂow velocities, yielding the following relationship between the liquid discharge (ﬂux per unit area)
v∗ and the pressure gradient:
v∗x =−kx
(
p∗
x∗
+ g
)
, v∗y =−ky
p∗
y∗
, (1)
where p∗ is the ﬂuid pressure, kx, ky are the position-independent medium permeabilities in the x∗ and
y∗ directions respectively divided by the viscosity,  is the liquid density and g is the acceleration due to
gravity. An asterisk denotes a dimensional quantity. In addition, the position of the free surface is given
by an expression of the form x∗ = ∗(y∗, t∗). The mass balance equation is given by


t∗
+ div(v∗)= 0, (2)
where  denotes the porosity of the medium and v is the speciﬁc discharge vector.
Darcy’s law and the mass balance equation (assuming incompressibility) show that the pressure dis-
tribution in the porous medium is governed by the following equation:
kx
2p∗
x∗2
+ ky 
2
p∗
y∗2
= 0. (3)
2.1. Boundary conditions
We are interested in the situation where the ﬂow is driven by a signiﬁcant pressure head P. This is the
type of ﬂow that occurs during leakage of waste water, sludge, industrial waste or hydrocarbons from
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storage tanks. The leakage gap with a width of 2h is thus assumed to be maintained at a constant pressure
P. On the solid impermeable surface away from the gap the normal velocity is zero, i.e. vx = 0. If we
now consider ﬂow in a half plane x∗0 we have the following boundary conditions:
p∗ = P on x∗ = 0, |y∗|h, (4)
p∗
x∗
= −g on x∗ = 0, |y∗|>h (5)
whereas on the free surface we have two conditions, the extra condition being the kinematic free boundary
condition to ﬁx the position of the unknown and evolving free surface. This expresses the fact that the free
surface moves at the velocity of the ﬂuid particles which comprise it. The free surface x∗ = ∗(y∗, t∗)
provides the lower limit to the saturated region. At the level of saturation in the ground the pressure is
constant and may be taken to be zero, p∗ = 0.
p∗ = 0,−kx
(
p∗
x∗
+ g
)
− 
∗
t∗
+ ky p
∗
y∗
∗
y∗
= 0 on x∗ = ∗(y∗, t∗). (6)
2.2. Nondimensionalization
We now introduce dimensionless quantities as follows
p∗ = pP , x∗ = xh, y∗ = yh√k, ∗ = h, t∗ = th2/(kxP ), (7)
and the nondimensional problem is reduced to
vx =−
(
p
x
+ A
)
, vy =−py , (8)
2p
x2
+ 
2
p
y2
= 0, (9)
with the following dimensionless boundary conditions
p = 1 on x = 0 and − 1√
k
y
1√
k
, (10)
p
x
=−A on x = 0, |y|> 1√
k
, (11)
p = 0, −
t
−
(
p
x
+ A
)
+ p
y

y
= 0 on x = (y, t), (12)
where k = ky/kx and A = gh/P is a relative measure of gravity and the driving pressure head. We
will generally consider the case where the ﬂow is pressure driven, A>1. The ratio k gives the effective
permeability. A small value of k gives a high relative ﬂow in the x direction and a large k similarly gives
a high relative ﬂow in the y direction.
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Fig. 2. Numerical solution for k ∼ 1 and A>1.
3. Asymptotics based on k
For the case k ∼ 1, there is no obvious simpliﬁcation of the problem (whose numerical solution is
given in Fig. 2). If we consider A>1, then we can neglect gravity effects and if A?1 then the ﬂow is
gravity-driven. We are particularly interested in the case where permeability in the x direction is much
larger than in the y direction, k>1. In this case we have effectively a one-dimensional problem, formally
recoverable by rescaling
y = √
k
(13)
so that the governing equation is now given by
2p
x2
+ k 
2
p
2
= 0. (14)
We now seek the solution to (14) as an asymptotic expansion in p = p0 + kp1 . . ., so that the pressure
ﬁeld is governed at leading order by
2p
x2
= 0 (15)
with the following boundary conditions
p = 1 on x = 0,
p = 0 on x = (y, t).
We easily ﬁnd that the pressure ﬁeld is given by
p =− x
(t)
+ 1. (16)
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For the situation where the ﬂow is pressure-driven A>1, to leading order, the kinematic boundary
condition is reduced to
−d
dt
= p
x
. (17)
Using (16) and (17) we have
d
dt
= 1

. (18)
and so
=−√2t, (19)
is the required leading order solution satisfying the boundary condition (0)= 0. Now for y ∼ 1/√k or
 ∼ 1, we effectively have a (mathematical) boundary layer in that the “outer” solution just obtained no
longer holds in this region.A rescaling of the problem is required to capture the behaviour in this boundary
layer region. As we are particularly interested in the penetration of liquid under the impermeable surface
at y > 1/
√
k, the resolution of the boundary layer is of great interest.
Consider now (9) for the case k>1. We ﬁrst adjust our scaling by putting
y∗ = h+ h√ky, (20)
and at the leading order as k −→ 0 it is clear that we must consider the porous ﬂow problem into a
semi-inﬁnite half plane (x < 0, −∞<y <∞). The governing equation is
2p
x2
+ 
2
p
y2
= 0. (21)
The boundary conditions in the semi-inﬁnite half plane are reduced to
p = 1 on x = 0 and y0, (22)
p
x
=−A on x = 0, y > 0,
p = 0, −
t
−
(
p
x
+ A
)
+ p
y

y
= 0 on x = (y, t).
In fact, if we had begun by considering the original physical problem (3) on−∞<y <∞, with p=P
on y0 and p/x =−g on y > 0 we could have nondimensionalized via
p∗ = pP , x∗ = xL, y∗ = yL√k, ∗ = L, t∗ = tL
2
(kxP )
, (23)
where L is an arbitrary length scale and we would have reduced the problem to (21) with the given
boundary conditions. This is a time-dependent problem and in Section 4 we show how it can be solved
numerically for A>1.
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4. Numerical solution of the full problem
In this section, we describe the numerical procedure we use to ﬁnd a numerical solution to the time-
dependent ﬂow problem given in (21)–(22) using ﬁnite difference approximation in the domain shown
in Fig. 1. We will follow the steps.
1. Discretize the continuous physical domain.
2. Approximate the derivatives in the partial differential equations by algebraic ﬁnite difference approx-
imations.
3. Substitute the ﬁnite difference approximations into the partial differential equations to obtain an
algebraic ﬁnite difference equation.
We consider uniform grid spacing h=OB/(N −1) along the y direction and a variable grid spacing in
the x direction as shown in Fig. 3. N is the number of nodes along the y axis with length OB. Note that if
we were to consider uniform grid spacing in both x and y directions, then the free boundary was going to
pass between grid points. Thus, our construction gives a free boundary that passes through node points.
We discretize the Laplace equation using centered ﬁnite difference approximation of order h2 at the
grid point (i, j) in the following way
2p
y2

 pi+1,j − 2pi,j + pi−1,j
h2
, (24)
and
2p
x2

 2pi,j+1
aj+1(aj−1 + aj+1) −
2pi,j
aj−1aj+1
+ 2pi,j−1
aj−1(aj−1 + aj+1) , (25)
where aj−1 is the variable grid spacing between grid nodes (i, j − 1) and (i, j) and aj+1 is the variable
grid spacing between nodes (i, j) and (i, j+1). The formula has a leading error of order, which is of lower
accuracy than the usual formula employing pivotal values. The derivative (Neumann) boundary conditions
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are approximated at node (i, j) using an O(h2) second-order centered ﬁnite difference approximation.
That is
p
y

 pi+1,j − pi−1,j
2h
,
p
x

 pi,j+1 − pi,j−1
aj+1 + aj−1 . (26)
The discretized ﬁnite difference approximations are then substituted into the governing equations.
Different methods exists for solving the resulting system of algebraic equations: in this case we apply the
iterative Gauss–Seidel method due to its efﬁciency and simplicity. In general, we applied the following
algorithm to ﬁnd the position of the moving boundary with time.
4.1. Algorithm for computing the moving boundary
1. We choose an initial guess for the free surface x = i(y) and solve (21) in the region  enclosed by
the axis x = 0, y = 0 and the curve x = i(y). On the free surface we impose one of the free surface
boundary conditions, p = 0.
2. For each grid node along the free surface we calculate the velocities vy and vx as given by (8) using
ﬁnite difference approximation given by (26).
3. Assuming that the ﬂuid on the moving boundary remains on the boundary, we then move each point
along the free surface to a new position r˜(t + t) according to the expression,
r˜(t + t)= r˜(t)+ u˜t,
where u˜= u˜(vy, vx) is the velocity obtained by ﬁnite difference approximation and t is a ﬁxed small
time step. Note that the method is explicit since u˜ does not depend on r˜(t + t).
4. We now compute the new position of the free boundary x=i+1(y)with the position given by r˜(t+t)
from step 3 and go to step 1. We apply polynomial interpolation to ﬁnd the best-ﬁt curve after every
iteration.
The local truncation error in calculating the new position r˜(t + t) is O(t2) and so results converge
for small t . Fig. 4 shows the curves giving the positions of the free surface for ﬁxed time steps while
Figs. 5 and 6 shows a typical pressure ﬁeld plot.
The similarity solution which we now develop yields a general technique for this semi-inﬁnite domain
problem as well as serving as an inner or boundary layer solution for the original porous ﬂow problem
with k>1.
5. A similarity solution
We consider the time-dependent problem (21) and (22) with A= 0 and note the absence of an explicit
length scale suggesting the existence of a similarity solution. Note also that if we were to consider the
case withA=O(1) then we would be including an extra pair of parameters  and g, sufﬁcient to introduce
a length scale in the problem. We note that the problem (including the boundary conditions) is invariant
under the following transformations
x = ax¯, y = by¯, t = ct¯ , p = dp¯, = e¯, (27)
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Fig. 4. Proﬁle for the time-dependent solution obtained using ﬁnite difference method in the region y − 10 and x0.
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Fig. 5. Surface plot of pressure in the time-dependent problem.
provided
a = b = e and 2a = c + d. (28)
If we then choose d = 0 we will have a = 1, c = 2 and this suggests putting
= x√
t
, 	= y√
t
, p = f (	, ), = t−
g(	). (29)
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Fig. 6. Two-dimensional similarity model.
We see that t
= t¯
¯
 if 
=−1/2 so that we have = t1/2g(	). The explicit occurrence of√t in these
expressions suggests the basic time dependence in the problem.As we noted in the above case,A=O(1)
precludes the existence of a similarity solution and in fact we notice that in this case the evolution equation
contains the terms · · · /t −A · · · implying that the solution has at least a t dependence. For A>1 but
ﬁnite we could proceed using a regular perturbation approach and expand in powers of A. However, if we
write
= At + (y, t) (30)
the problem deﬁning (y, t) will be given by
2p
x2
+ 
2
p
y2
= 0 (31)
with boundary conditions
p = 1 on x = 0 and y0, (32)
p
x
=−A on x = 0, y > 0,
p = 0, −
t
− p
x
+ p
y

y
= 0 on x = (y, t)+ At.
If we now try to solve this problem using the same similarity approach as above we run into difﬁculties
as a result of the boundary condition
p
x
=−A, (33)
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which transforms as
f

=−A√t, (34)
and there is no similarity solution of this form, with the similarity approach time being factored out in
a
√
t dependence. To complete the solution it is necessary to ﬁnd a numerical solution of the following
(static) free boundary problem
2f
	2
+ 
2
f
2
= 0, (35)
with boundary conditions:
f (	, 0)= 1, 	0, f

(	, 0)= 0, 	> 0 (36)
f (	, )= 0, −f

+ 	
2
dg
d	
− g
2
+ f
	
dg
d	
= 0 on = g(	) (37)
f (	 −→ −∞, ) ∼ √
2
+ 1, g(	 −→ −∞) ∼ −√2, (38)
where f (	, ), g(	) are to be determined. The latter two conditions come from matching with the outer
(one-dimensional) solutions (16) and (19) where g(	) is the position of the free boundary in the similarity
problem. The numerical procedure is for 	 ∈ (−∞,∞) but g(	) will intersect the 	 axis at some point
	0> 0. Note that once the solution of the similarity problem has been found, the solution of (21)–(22) is
known for all time. In particular the progress of the free surface line along the underside (x = 0, y > 0)
is determined via = √tg(	). The signiﬁcant advantage of this approach is that the static free boundary
problem can be solved to almost arbitrary accuracy; there is no time evolution error associated with this
approach.
5.1. Similarity solution for the half plane problem, k = O(1)
Let us brieﬂy consider (22, 23) with k = O(1), A ≡ 0. As L is an artiﬁcial length scale, and the
nondimensional problem is invariant with respect to L, it is clear that a similarity solution must exist and
in fact the relevant similarity approach is just that outlined in the previous section. Thus the half-plane
problem always has a similarity solution regardless of the size of k. The key factor guaranteeing the
existence of the similarity solution is, of course, the lack of a length scale occurring among the physical
parameters.
5.2. The numerical strategy for similarity solution
From a numerical point of view we only need to solve the similarity problem once in order to have
a solution to the original physical problem for all time. In particular, we wish to obtain the intersection
of the free surface with the impermeable region as accurately as possible, that is to ﬁnd  = g(	).
The motion of the physical free surface under the impermeable region can then be determined for
all time.
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Fig. 7. Similarity solution when 	 ∈ [−10,∞). The function = g(	) meets 	 axis on 	= 0.707.
Finite difference and ﬁnite elements methods can be used to ﬁnd solutions to this problem [3]. In this
section the numerical technique involves solving problem (35) in the ﬁxed domain described by the given
boundary conditions. The governing equation and the boundary conditions are discretized using the ﬁnite
difference approximation described in Section 4. The resulting system of algebraic equations is solved
using an iterative Gauss Seidel method to ﬁnd distribution of f inside the saturated ﬂow domain. Note
that a ﬁnite element procedure can also be used for a domain with ﬁxed boundary conditions ([3]) in
which case a ﬁxed mesh is considered and only nodes on the free boundary are adjusted in the iterative
process.
Algorithm
Wemake an initial guess at the free surface denoted by = gk(	) and solve the Laplace equation using
the boundary conditions given in (36)–(38). On the free surfacewe impose the transformed kinematic con-
dition i.e. the second boundary condition given in (37). The iterative procedure then involves computing
f (	, ) on the free surface = gk(	) i.e. evaluating fk(	, gk(	)). If the computed value fk(	, gk(	)) = 0
at a given node, then the node is moved up if fk(	, gk(	))< 0 and moved down if fk(	, gk(	))> 0. After
every adjustment a new free surface  = gk+1(	) is obtained using interpolation. The procedure is re-
peated several times until f (	, gk+1(	))=0 to a given degree of accuracy (10−4 here). Thus the algorithm
involves solving an appropriate ﬁxed boundary problem for a number of times and different choices of
= gk(	) but only one new ﬁxed boundary problem is to be solved per iteration.
From a numerical point of view, the boundary condition at 	 = −∞ is varied until convergence is
attained within a speciﬁed tolerance (see Figs. 7 and 8).
Singular regions where the free surface = g(	) intersects the axis = 0 are of interest: mesh reﬁne-
ment has been applied in this region as can be observed in the mesh plot of the function f (	, ) in Fig. 9.
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Fig. 9. Surface plot for similarity variable f (	, ).
In Fig. 10, we show the evolution of the free boundary with time computed using the similarity
approach.
If we revert back to the x–y coordinate system using x = √t and y = √t	, the progress of the free
surface can be represented for all times t. We can also compare the two methods by plotting results on
the same graph as illustrated in Fig. 11 for a ﬁxed time step of t = 0.01.
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Fig. 11. Proﬁles for the similarity and time-dependent solution. Broken line is the time-dependent solution and solid line is the
similarity solution.
6. Summary
For the problemconsidered here, a numerical technique can be developed exploiting the basic symmetry
in the problem to obtain a similarity solution. It is important to note that in the present case the success of
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this technique is dependent on the medium being anisotropic (k>1), and the ﬂow being pressure driven
(A>1). More generally, the lack of an intrinsic length scale is the required ingredient. The solution
obtained conﬁrms that the similarity approach accurately represents the progression of the free boundary
in a porous medium when gravity effects are small. We can observe from the time-dependent solution
that an accurate representation of the initial stages of ﬂow can only be found using the similarity solution
shown in Fig. 10. When solving the problem using the full numerical approach, without simpliﬁcation,
one must always begin computations with a non-empty domain and this leads to an inevitable start-up
error.
The similarity approach also has the signiﬁcant numerical advantage that the numerical computations
only have to be carried out once and this can be done as accurately as required.
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