We introduce three memory-augmented Recurrent Neural Networks (MARNNs) and explore their capabilities on a series of simple language modeling tasks whose solutions require stack-based mechanisms. We provide the first demonstration of neural networks recognizing the generalized Dyck languages, which express the core of what it means to be a language with hierarchical structure. Our memory-augmented architectures are easy to train in an end-to-end fashion and can learn the Dyck languages over as many as six parenthesis-pairs, in addition to two deterministic palindrome languages and the string-reversal transduction task, by emulating pushdown automata. Our experiments highlight the increased modeling capacity of memory-augmented models over simple RNNs, while inflecting our understanding of the limitations of these models.
Introduction
Recurrent Neural Networks (RNNs) have proven to be an effective and powerful model choice for capturing long-distance dependencies and complex representations in sequential tasks, such as language modeling (Mikolov et al., 2010; Sundermeyer et al., 2012) , machine translation (Kalchbrenner and Blunsom, 2013; Sutskever et al., 2014; , and speech recognition (Graves et al., 2013) . In theory, RNNs with rational state weights and infinite numeric precision are known to be computationally universal models Sontag, 1994, 1995) . Yet, in practice, the computational power of RNNs with finite numeric precision is still unknown. Hence, the classes of languages that can be learned, empirically or theoretically, by RNNs with finite numeric precision are still to be discovered.
A natural question arises, then, as to what extent RNN models can learn languages that exem-plify important formal properties found in natural languages, such properties as long-distance dependencies, counting, hierarchy, and repetition.
Along these lines, Gers and Schmidhuber (2001) ; Weiss et al. (2018) ; Suzgun et al. (2019a) have demonstrated that Long Short-Term Memory (LSTM; Hochreiter and Schmidhuber (1997) ), a popular variant of RNNs, can develop counting mechanisms to recognize simple strictly contextfree and context-sensitive languages, such as a n b n and a n b n c n , as evidenced by analysis of the hidden state values. 1 By contrast, Weiss et al. have shown that Gated Recurrent Units (GRUs; ), another popular variant of RNNs, cannot perform this type of counting and provided an explanation for some of the difference in performance between LSTMs and GRUs. Merrill (2019) studied the theoretical expressiveness of various real-time neural networks with finite precision under asymptotic conditions, showing that RNNs and GRUs can capture regular languages whereas LSTMs can further recognize a subset of real-time counter languages. And empirically, Suzgun et al. (2019b) demonstrated that LSTM networks can learn to perform dynamic counting, as exemplified by the wellbalanced parenthesis (Dyck) language D 1 as well as the shuffles of multiple D 1 languages.
Counting in real-time is an important property, differentiating some of the language classes in the Chomsky hierarchy, and echoes of it appear in natural languages as well, for instance, in the requirement that the number of arguments of a set of verbs match their subcategorization requirements. But counting does not exhaust the kinds of structural properties that may be apposite for natural language. Chomsky (1957) emphasizes the hierarchical structure found in natural languages, for instance, in the nested matching of "both . . . and" and "either . . . or". Indeed, this kind of nestedmatching phenomenon forms the essence of the strictly context-free languages (CFLs). Here simple (real-time) counters are not sufficient; a stack is required. The formal-language-theory reflex of this phenomenon is found most sparely in the Dyck languages D n of well-nested strings over n pairs of brackets, where n > 1. (We refer to these as the D >1 languages.)
The centrality of this nested stack structure in characterizing the class of context-free languages can be seen in various ways. (i) The automata-theoretic analog of context-free grammars, the pushdown automaton, is defined by its use of a stack (Chomsky, 1962) . (ii) Chomsky and Schützenberger (1963) famously showed that all context-free languages are homomorphic images of regular-intersected D n languages. 2 (iii) The hardest CFL of Greibach (1973) and the hardest deterministic CFL of Sudborough (1976) are built using Dyck-language-style matching. For these reasons, we think of the D >1 languages as expressing the core of what it means to be a contextfree language with hierarchical structure, even if it is not itself a universal CFL. This property of the Dyck languages accounts for the heavy focus on the them in prior work (Deleu and Dureau, 2016; Bernardy, 2018; Sennhauser and Berwick, 2018; Skachkova et al., 2018; Hao et al., 2018; Zaremba et al., 2016; Suzgun et al., 2019a; Yu et al., 2019; Hahn, 2019) as well as in this work. It would thus be notable for finite precision neural networks to learn languages, like the D >1 languages and other languages requiring a stack, if we want these neural architectures to be able to manifest hierarchical structures.
In this paper, we introduce three enhanced RNN models that consist of recurrent layers and external memory structures, namely stack-augmented RNNs (Stack-RNNs), stack-augmented LSTMs (Stack-LSTMs), and Baby Neural Turing Machines (Baby-NTMs), and show that they can effectively learn to recognize some D >1 languages from limited data by emulating deterministic pushdown automata. Previous studies used simple RNN models (Bernardy, 2018; Sennhauser and Berwick, 2018; Suzgun et al., 2019b; Yu et al., 2019) and memory-augmented architectures (Hao et al., 2018) to attempt to learn D 2 under different training platforms; however, none of them were able to obtain good performance on this task. We thus present the first demonstration that a memoryaugmented neural network (MARNN) can learn D >1 languages. Moreover, we evaluate the learning capabilities of our architectures on six tasks whose solutions require the employment of stackbased approaches, namely learning the D 2 , D 3 and D 6 languages, recognizing the deterministic palindrome language (w#w R ) and the deterministic homomorphic palindrome language (w#ϕ(w R )), and performing the string-reversal transduction task (w# |w| ⇒ # |w| w R ). Our results reflect the better modeling capacity of our MARNNs over the standard RNN and LSTM models in capturing hierarchical representations, in addition to providing an insightful glimpse of the promise of these models for real-world natural-language processing tasks. 3 2 Related Work
Learning Formal Languages Using Neural Networks
Using neural network architectures to recognize formal languages has been a central computational task in gaining an understanding of their expressive ability for application to natural-languageprocessing tasks. Elman (1991) marked the beginning of such methodological investigations and devised an artificial language learning platform where Simple Recurrent Networks (SRNs) (Elman, 1990) , were trained to learn the hierarchical and recursive relationships between clauses. An analysis of the hidden state dynamics revealed that the models learned internal representations that encoded information about the grammatical structure and dependencies of the synthetic language. Later, Das et al. (1992) introduced the first RNN model with an external stack, the Recurrent Neural Network Pushdown Automaton (NNPDA), to learn simple deterministic context-free grammars. Following Elman's work, many studies used SRNs (Steijvers, 1996; Tonkes and Wiles, 1997; Hölldobler et al., 1997; Rodriguez and Wiles, 1998; Bodén et al., 1999; Bodén and Wiles, 2000; Rodriguez, 2001 ) and stack-based RNNs (Das et al., 1993; Zeng et al., 1994) to recognize simple context-free and context-sensitive counter languages, including a n b n , a n b n cb m a m , a n b m B m A n , a n+m b n c m , a n b n c n , (ba n ) m , and D 1 . Nonetheless, none of the SRN-based models were able to generalize far beyond their training set. Some of these studies also focused on understanding and visualizing the internal representations learned by the hidden units of the networks, as well as the computational capabilities and limitations of the models.
In contrast, Gers and Schmidhuber (2001), , showed that their (LSTM) networks could not only competently learn two strictly context-free languages, a n b n and a n b m B m A n , and one strictly context-sensitive language a n b n c n , but also generalize far beyond the training datasets.
Memory-Augmented Neural Networks
Recently, memory-augmented architectures have been considered for language modeling tasks: Joulin and Mikolov (2015) proposed a differentiable stack structure controlled by an RNN to infer algorithmic patterns that require some combination of counting and memorization. Though their model could learn a n b n , a n b n c n , a n b n c n d n , a n b 2n , a n b m c n+m , it did not exceed the performance of a standard LSTM on a language modeling task. Inspired by the early architecture design of NNPDA, Grefenstette et al. (2015) introduced LSTM models equipped with unbounded differentiable memory structures, such as stacks, queues, and double-linked lists, and explored their computational power on synthetic transduction tasks. In their experiments, their Neural-Stack and Neural-Queue architectures outperformed the standard LSTM architectures. Neither of these studies on stack-augmented neural architectures inspected the internal representations learned by the recurrent hidden layers or investigated the performance of their models on the Dyck language. Graves et al. (2014) introduced the Neural Turing Machine (NTM), which consists of a neural network (which can be either feed-forward or recurrent) together with a differentiable external memory, and demonstrated its successful performance on a series of simple algorithmic tasks, such as copying, repeated copying, and sorting. At each time step, an NTM can interact with the external memory via its differentiable attention mechanisms and determine its output using the information from the current hidden state together with the filtered context from the external memory. It is evident from the design differences that the degree of freedom of NTMs is much greater than that of stack-augmented recurrent networks. However, this freedom comes at a price: The different ways in which we can attend to the memory to read and write at each time step make the training of the neural models challenging. Since the publication of the original NTM paper, there have been a number of studies addressing instability issues of the NTM architecture, or more broadly memoryaugmented recurrent network models, and proposing new architecture designs. We refer to Zaremba and Sutskever (2015) ; Kurach et al. (2015) ; Yang (2016) ; Graves et al. (2016) ; Gulcehre et al. (2018) for such proposals.
Investigations of the Dyck Languages
Deleu and Dureau (2016) used NTMs to capture long-distance dependencies in D 1 . Their examination showed that NTMs indeed learn to emulate stack representations and generalize to longer sequences. However, a model need not be equipped with a stack to recognize this simplest Dyck language in a standard learning environment; counting is sufficient for an automaton to capture D 1 (Suzgun et al., 2019b; Yu et al., 2019) .
In assessing the ability of recurrent neural networks to process deep and long-distance dependencies, Skachkova et al. (2018) and Sennhauser and Berwick (2018) conducted experiments on the Dyck languages to see whether LSTMs could learn nested structures. The former sought to predict the single correct closing parenthesis, given a Dyck word without its final closing symbol. Although LSTMs performed almost perfectly in this completion task, one cannot draw any definitive conclusion about whether these models really learn the Dyck languages, since even counter automata can achieve perfect accuracy on this task. 4 Similarly, Bernardy (2018) used three different recurrent networks, namely LSTM, GRU, and RUSS, and combinations thereof, to predict the next possible parenthesis at each time step, assuming that it is a closing parenthesis. His RUSS model is a purpose-designed model containing recurrent units with stack-like states and appears to generalize well to deeper and longer sequences.
However, as the author mentions, the specificity of the RUSS architecture disqualifies it as a practical model choice for real-world language modeling tasks. Hao et al. (2018) studied the interpretability of Neural Stack models (Grefenstette et al., 2015) in a number of simple language modeling tasks, including parenthesis prediction, string reversal, and XOR evaluation. Though their Neural Stacks exhibited intuitive stack behaviors on their contextfree transduction tasks and performed almost as well as the standard LSTM models, the authors noted that their stack-augmented models were more difficult to train than the traditional LSTMs.
More recently, Suzgun et al. (2019b) corroborated the theoretical findings of Weiss et al. (2018) by showing that RNN, GRU, and LSTM models could perform dynamic counting by recognizing D 1 as well as shuffles of multiple D 1 languages by emulating simple k-counter machines, while being incapable of recognizing D 2 .
Adopting the experimental framework of Sennhauser and Berwick (2018) and the data generation procedure of Skachkova et al. (2018) , Yu et al. (2019) conducted experiments on D 2 under different training schemes and objectives using relatively large bi-directional LSTM models. Their recurrent networks failed to generalize well beyond the scope of their training data to learn D 2 under the closing-parenthesis completion and sequence-to-sequence settings. 5 Finally, Hahn (2019) used D 2 to explore the theoretical limitations of self-attention architectures (Vaswani et al., 2017) . He demonstrated that selfattention models, even when equipped with infinite precision, cannot capture D 2 , unless the number of layers or attention heads increases with the length of the input sequence.
In summary, recognizing the Dyck languages has been an important probing task for understanding the ability of neural networks to capture hierarchical information. Thus far, none of the recurrent neural networks have been shown to capture D >1 . This present work, therefore, provides the first demonstration of RNN-based models learning D >1 , in particular, D 2 , D 3 , and D 6 , in addition to other difficult context-free languages.
Models
In this section, we describe the mathematical formulations of our memory-augmented RNNs.The inspiration for our stack-augmented neural architectures came from the pushdown automaton, an abstract machine capable of recognizing contextfree languages. Similar stack-based neural networks, however, have also been proposed by others (Pollack, 1991; Das et al., 1992; Joulin and Mikolov, 2015; Grefenstette et al., 2015) . Our models differ from them in their theoretical simplicity and empirical success. Our Baby-NTM, on the other hand, can be considered as a simplification of the original NTM architecture (Graves et al., 2014) : As opposed to using soft-attention mechanisms to read and write to the external memory, we make deterministic decisions and always read content from and write to the first entry of the memory, thereby making the learning process easier while retaining universal expressivity.
Notation We will assume the following notation:
The learnable weights of the model. 
Stack-RNN
Before we begin describing our Stack-RNN, recall the formulation of a standard RNN:
the linear output layer, and f a transformation.
While designing our Stack-RNN, we come across two important questions: (i) Where and how should we place the stack in the neural network, and (ii) how should we design the stack so that we can backpropagate errors through the stack at the time of training? Regarding (i), we place the stack in such a way that it interacts with the hidden layers at each time step. The benefit of this approach is that errors made in future stages of the model affect and backpropagate through not only the hidden states but also the stack states. Regarding (ii), we construct a differentiable stack structure. Figure 1 provides a visualization of the Stack-RNN. Its formulation is:
At each time step, we combine the topmost stack element s (0) (t−1) with the previous hidden state h (t−1) via a linear mapping to produce an intermediate hidden stateh (t−1) . We then useh (t−1) , together with the input, to generate the current hidden state h t , from which both the output at that time step y t and the weights of the PUSH (a (0) t ) and POP (a (1) t ) operations by the stack controller are determined simultaneously. Here a t ∈ R 2 is a probability distribution over the two operations. Finally, we update the stack elements in such a way that the elements become the weighted linear interpolation of both possible stack operations. We can, therefore, consider the elements in the stack as variables in superposition states.
We highlight the following differences between our Stack-RNN and the Stack-RNN by Joulin and Mikolov (2015) , as further explicated in the appendix. First, their model does not contain the termh (t−1) and it updates h t as follows:
where W sh ∈ R H×k and s (0:k) (t−1) the k-topmost elements of the stack at time t − 1. But a simple analysis of our Stack-RNN formulation divulges that s (0) (t−1) depends on both W hh and W sh in our formulation, whereas it only depends on W sh in Joulin and Mikolov's formulation. Furthermore, their architecture takes the sigmoid of the linear combination of x t , h (t−1) , and s (0:k) (t−1) , in addition to excluding the bias terms, to update h t .
Stack-LSTM
The Stack-LSTM is similar to the Stack-RNN but contains additional components of the standard LSTM architecture by Hochreiter and Schmidhuber (1997) . In this model, we update the hidden state of the model according to the standard LSTM equations, that is h t = LSTM(x t ,h (t−1) ).
Baby-NTM
The Baby-NTM is both an extension of the Stack-RNN and a simplification of the original NTM. While the Stack-RNN contains an unbounded stack mechanism, it can perform only two basic operations on the stack, namely the PUSH and POP actions. In the Baby-NTM architecture, we fix the size of the external memory but provide more freedom to the model: While the interaction between the controller and the memory in the design of the Baby-NTM is mostly similar to that of the Stack-RNN, we allow five operations on the memory at each time step to update its contents: ROTATE-RIGHT, ROTATE-LEFT, NO-OP, POP-LEFT, and POP-RIGHT. Suppose that the current memory configuration M is [a, b, c, d, e] , where M (i) ∈ R. Then the operations produce the following configurations at the next time step: If we think of the memory as a set M sitting on an n-dimensional Euclidean space R n , we can then think of these operations as n × n matrices. From an algebraic point of view, we can realize these actions on the memory as left-monoid actions on a set, since matrix multiplication is associative and the matrix corresponding to the operation NO-OP serves the role of an identity element in our computations. Below is the formulation of the Baby-NTM architecture:
ROTATE
where M t denotes the memory configuration at time step t, n t the value of the element to be inserted to the first entry of the memory at time step t, OP (i) the matrix corresponding to the i-th action on the memory and a (i) t the weight of that action at time t, and all W's learnable matrices of the model. 6
Softmax Functions
The softmax function in the calculation of a t in all these models enables us to map the values of the vector W a h t to a categorical probability distribution. We investigate the effect of more deterministic decisions about the stack/memory operations on the robustness of our model. A natural approach is to employ a softmax function with varying temperature τ :
The softmax-temp function behaves exactly like the standard softmax function when the temperature value τ equals 1. As the temperature increases, softmax-temp produces more uniform categorical class probabilities, whereas as the temperature decreases, the function outputs more discrete probabilities, like a one-hot encoding. Furthermore, Jang et al. (2016) proposed an efficient and differentiable approximation to sampling from a discrete categorical distribution using a reparameterization trick:
∼ Gumbel(0, 1). As an alternative to the softmax function with varying temperature, one might want to use the Gumbel-softmax sampling method. In cases where we have more than two operations on the stack/memory, it might be tempting to prefer the Gumbel-softmax sampling approach for the calculation of a t values. We experiment with these alternatives below.
Experimental Setup
To evaluate the performance of the MARNNs, we conducted experiments on six computational tasks whose solutions require the formation of stack structures. In all the experiments, we used both standard and memory-augmented RNNs to explore the differences in their performances, in addition to the Stack-RNN model by Joulin and Mikolov (2015) , and repeated each experiment 10 times. Furthermore, we aimed to investigate softmax functions with varying temperature in our MARNNs and thus employed 12 models with different configurations-two vanilla recurrent models, three MARNNs with three different softmax functions, and one Stack-RNN by Joulin and Mikolov (2015) -for the six tasks. 
The Sequence Prediction Task
Following Gers and Schmidhuber (2001), we trained the networks as follows: At each time step, we presented one input symbol to the network and then asked the model to predict the set of next possible symbols in the language, based on the current symbol, the prior hidden states, and the stack. We used a one-hot representation to encode the inputs and a k-hot representation to encode the outputs. Table 1 provides example input-output pairs for two of the experiments. In all the experiments, the objective was to minimize the mean-squared error of the sequence predictions. We used an output threshold criterion of 0.5 for the sigmoid layer (y t = σ(·)) to indicate which symbols were predicted by the model. Finally, we turned this sequence prediction task into a sequence classification task by accepting a sequence if the model predicted all of its output values correctly and rejecting it otherwise.
Training Details
In contrast to the models in Joulin and Mikolov (2015) ; Grefenstette et al. (2015) ; Hao et al. (2018) ; Yu et al. (2019) , our architectures are economical: Unless otherwise stated, the models are all single-layer networks with 8 hidden units. In all the experiments, the entries of the memory were set to be one-dimensional, while the size of the memory in the Baby-NTMs was fixed to 104 (since the length of the longest sequence in all the tasks was 100). We used the Adam optimizer (Kingma and Ba, 2014) and trained our models for three epochs.
Learning the Dyck Languages
As described in the introduction, the Dyck languages D >1 provide an ideal test-bed for exploring the ability of recurrent neural networks to capture the core properties of the context-free languages, their hierarchical modeling ability. None of the previous studies were able to learn the Dyck languages, with the exception of D 1 (which can be captured using a simple one-counter machine). The main motivation of this paper was to introduce new neural architectures that could recognize D 2 and other difficult context-free languages.
The D 2 Language
We trained the Stack-RNN, Stack-LSTM, and Baby-NTM architectures with slightly different memory-controller configurations, in addition to standard RNNs, to learn D 2 .
A probabilistic context-free grammar for D 2 can be written as follows:
where 0 < p, q < 1 and p + q < 1. Setting p = 1 2 and q = 1 4 , we generated 5000 distinct Dyck words, whose lengths were bounded to [2, 50] , for the training sets. Similarly, we generated 5000 distinct words whose lengths were bounded to [52, 100] for the test sets. Hence, there was no overlap between the training and test sets. Test set performance requires generalization well past the training set lengths. As it can be seen in the length and maximum depth distributions of the training and test sets for one of the D 2 experiments in Figure 2 , the test samples contained longer dependencies than the training sample. Table 2 lists the performances of the vanilla and memory-augmented recurrent models on the training and test sets for the Dyck language. Our empirical results highlight the dramatic performance difference between the memory-augmented recurrent networks and vanilla recurrent networks: We note that almost all our stack/memory-augmented architectures achieved full accuracy on the test set, which contained longer and deeper sequences than the training set, while the vanilla RNNs and LSTMs failed to generalize with below 5% accuracy. We further observe that the Stack-RNN proposed by Joulin and Mikolov (2015) performed nearly as well as our models, though ours performed better than theirs on average.
When evaluated based on their empirical median and mean percent-wise performances, the Stack-RNNs appear to be slightly more successful than the Stack-LSTMs and the Baby-NTMs. Both the Stack-RNN+Softmax and Stack-RNN+Softmax-Temp obtained perfect accuracy on the test sets 8 out of 10 times, whereas the best Stack-LSTM variant, Stack-LSTM+Softmax-Temp, achieved perfect accuracy only 3 out of 10 times. Nevertheless, we acknowledge that most of our stack-augmented models were able to successfully generalize well beyond the training data. 7 Figure 3 provides a visualization of the strengths of the memory operations and the change in the values of the entries of the memory component of one of our memory-augmented models (a Baby-NTM+Softmax with 8 hidden units) at each time step when the model was presented a sam- ple in D 2 . The Baby-NTM appears to be using its ROTATE-RIGHT and POP-RIGHT operations for the open parentheses '(' and '[', respectively, and POP-LEFT operation for both of the closing parentheses ')' and ']', thereby emulating a simple PDA-like mechanism. A careful inspection of the memory entries of the Baby-NTM indicates that the model utilizes a special marker with a distinct value (∼0.45 in our example) to distinguish an empty stack configuration from a processed stack configuration. On the other hand, the memory alone does not dictate the output values: The hidden states of the model govern the overall behavior and embody a finite-state control, as shown in the formulation of the Baby-NTM. 8
The D 3 and D 6 Languages
We further conducted experiments on the D 3 and D 6 languages to evaluate the ability of our memory-augmented architectures to encode more complex hierarchical representations. The training and test corpora were generated in the same style as the previous task; however, we included 15, 000 samples in the training set for D 6 , due to its complexity. As shown in Table 3 , the Stack-RNN+Softmax model had the best performance among all the neural networks on the D 3 learning task, obtaining size that the dimensions of the external stack and memory entries in our MARNNs were set up to be one-dimensional for visualization purposes, but we additionally experimented with higher dimensional memory structures and observed that such additions often increased the overall performances of the models, especially the performance of the Baby-NTMs. Joulin and Mikolov (2015) could generalize better than most of our models in terms of its median and mean scores, albeit still not better than our Stack-RNN. Figure 4 illustrates the behavior of one of our Baby-NTMs as the model is presented a long sequence in D 3 . It is remarkable to witness how the memory-augmented model makes use of its external memory to learn a sequence of actions to recognize a sample in D 3 . Similar to the behavior of the previous model in Figure 3 , the RNN controller of the Baby-NTM model in this instance appears to be using the differentiable memory as a stack-like structure and inserting distinct values to the memory at different time steps. Furthermore, we note the presence of special markers (0.22 in the first half and 0.21 in the second halfboth colored blue) in the memory: These idiosyncratic memory elements marking the bottom of the used portion of the stack enable the model to know when to predict only the set of open parentheses.
In contrast, the overall performance of the MARNNs for D 6 was much lower than for D 2 and D 3 . For instance, none of our models could obtain full accuracy on the training or test sets; the maximum score our models could achieve was 60.38%. We wondered whether increasing the dimension of the memory would remedy the prob-lem. Table 4 summarizes our new results with the same architectures containing 12 hidden units and 5-dimensional augmented stack/memory. We saw a significant increase in the performance of our models: In 60 out of 90 trials, our enhanced MARNNs achieved almost perfect (≥ 99%) accuracy on the test set.
Learning Palindrome Languages
Our previous results established that the MARNNs can learn Dyck languages, which represent the core of the CFL class. We note that the Dyck languages incorporate a notion of palindrome: The intersection of D n with p * p * leads to a definition of a specific type of a homomorphic palindrome language wϕ(w R ), where * is the Kleene star, ϕ a homomorphism given by p i →p i , and w R the reversal of w. Therefore, we would expect our models to be able to learn various deterministic versions of palindrome languages.
Homomorphic Palindrome Language
Our first target of exploration is the deterministic homomorphic palindrome language, the language of words w#ϕ(w R ) where w ∈ {a, b, c} * , # is a symbol serving to mark the center of the palindrome, and ϕ maps a to x, b to y, and c to z. We use the notion of recognition from the previous section, predicting at each symbol the set of all possible following symbols. Viewed as a transduction, this amounts to the following task: The training set for this task contained 5000 unique samples of length varying from 2 to 50, and the test set contained 5000 unique samples of length varying from 52 to 100. We remark that there was no overlap between the training and test sets, just as in the case of the Dyck language tasks. Table 5 lists the performances of the vanilla and memory-augmented models on the deterministic homomorphic palindrome language. We highlight the success of our models once again: While our MARNNs often performed with perfect accuracy on the training and test sets, the standard recurrent models could not predict even one sample in the test set correctly. Overall, most of the variants of the Stack-RNN/LSTM and Baby-NTM models seem to have learned how to emulate pushdown automata: They learned to push certain values into their memory or stack whenever they read a character from the {a, b, c} alphabet and then started popping them one by one after they would see #, and at the last step, the model predicted the end of the sequence token . The models did not perform equally well though: When evaluated on their mean and median percent-wise performances, for instance, the Stack-LSTMs were found to generalize better than the Stack-RNNs and the Baby-NTMs in this task. Further, it is hard to make a conclusive statement about whether employing a softmax function with varying temperature in our MARNNs had any benefit. Nevertheless, the Stack-LSTMs+Gumbel-Softmax performed slightly better than the other models in terms of their mean percentages on the test sets.
Simple Palindrome Language
Taking the homomorphism ϕ to be the identity map in the previous language, it is reasonable to expect the models to learn the w#w R palindrome language. We evaluated recognition of this language once again as a possible-next-symbol prediction task, which can be viewed as the following sequence transduction task:
Surprisingly, all of our MARNN models had difficulty learning this language. Only in three of 90 trials were our MARNNs able to learn the language; other times, the models typically obtained 0% accuracy during testing. When we increased the dimensionality of the memory to five, however, our MARNNs immediately learned the task with almost full accuracy again. Given that the only difference between the previous task and this task is the second half of the strings, we conjectured that our models were getting confused in the second half: Because of vocabulary overlap in the two halves, the models might be using information from the second half when predicting the set of possible symbols in the second half, thereby getting distracted and finding themselves stuck at bad local minima. To verify our hypothesis, we thus performed one more task, string reversal, which we describe in the following section.
Learning the String-Reversal Task
In the previous section, we witnessed a strange phenomenon: Our MARNN models with 8 hidden Table 6 : The performances of the vanilla and memory-augmented recurrent models on the string reversal task under the transduction setting. In 32 out of 90 trials, our MARNNs obtained perfect accuracy.
units and one-dimensional external memory could learn the deterministic homomorphic palindrome language, but not the simple palindrome language. Since the only difference between the two tasks is the existence of a non-trivial isomorphism ϕ (and the vocabulary overlap in the two halves), we wanted to perform the string reversal task under a sequence transduction setting in which the reversal appears only in the output:
The training and test sets were similar to the previous cases: 5000 samples each, with lengths bounded by [2, 50] and [52, 100], respectively. Table 6 illustrates that most of our MARNNs achieved perfect accuracy on the test sets in this version of the string reversal task. The results corroborated our conjecture by showing that when the second half of the input samples contained symbols from an alphabet other than the one used in the first half (in this case, the # symbol), the memory-augmented models do not get confused and act in the desired way (pushing elements into the stack in the first half and popping them one by one in the second half after seeing the marker #). When we visualized the hidden states and the memory entries of the models for this task, we observed that our MARNNs learned to emulate simple pushdown-automata.
Conclusion
In this paper, we introduced three memoryaugmented neural architectures and provided the first demonstration of neural networks learning to recognize the generalized Dyck languages, which represent the "core" of the context-free language class. We further evaluated the learning capabilities of our models on recognizing the deterministic homomorphic palindrome language and simple palindrome language under the sequence prediction framework and performing the string-reversal task under a sequence transduction setting. In all the experiments, our MARNNs outperformed the vanilla RNN and LSTM models and often attained perfect accuracy on both the training and test sets.
Since we limited the dimensionality of the external memory in our memory-augmented architectures to one, we were also able to visualize the changes in the external memory of the Baby-NTMs trained to learn the D 2 and D 3 languages. Our simple analysis revealed that our MARNNs learned to emulate pushdown-automata to recognize these Dyck languages. Hao et al. (2018) mention that their Neural-Stack models could not perfectly employ stack-based strategies to learn an appropriate representation to recognize the D 2 language, and further address the difficulty of training stack-augmented recurrent networks. Although we agree that it is challenging to train MARNNs due to various optimization issues, one can still train these models with as few as eight or twelve hidden units to learn the Dyck languages, and our empirical findings support this claim. 9 Acknowledgment
