In model selection, it is known that the simple leave one out cross validation method is apt to select overfitted models. In an attempt to remedy this problem, we consider two notions of multi-fold cross validation (MCV and MCV*) criteria. In the case of linear regression models, their performance is studied and compared with the simple CV method. As expected, it turns out that MCV indeed reduces the chance of overfitting. The intent of MCV' is rather different from that of MCV. The differences between these two notions of MCV are also discussed. Our result explains the phenomena observed by Breiman & Spector.
Introduction
One of the most useful methods in selection problems is the cross validation (CV) method. During the past decade, the CV method has been developed quite extensively in the lit-. erature, especially in the area of non-parametric curve estimation. One of the appealing characteristics of CV is that it is applicable to a wide variety of problems, thus giving rise to applications in many areas. Examples include, but not limited to, the choice of smoothing parameters in nonparametric smoothing and variable selection in regression. A considerable *KEY WORDS: Multi-fold cross-validation; Prediction; Model selection tWork partially supported by ONR N00014-89-J-1562 amount has been written on both the theoretical and practical aspects of this method. The idea is simply splitting the data into two parts, using one part to derive a prediction rule and then judge the goodness of the prediction by matching its outputs with the rest of the data, hence the name cross validation. One should, however, notice that in the literature, unless indicated explicitly, CV is usually referred to as the simple leave-one-out cross validation.
Despite its gaining popularity, researchers do find that the simple cross validation method suffers from some serious defects. B. Efron [2] pointed out that CV is a poor candidate for estimating the prediction error and suggested that some version of bootstrap would be better off. In Hardle, Hall & Marron [3] , they show in the context of bandwidth selection that the cross validation selection tends to undersmooth, namely choosing small bandwidth. Furthermore, the selected bandwidth has extremely large variation ( with an asymptotic order of O(n-1/10) as opposed to O(n-1/2) in conventional problems). In view of model selection, it is well known that the model selected by CV criterion is apt to overfit. This kind of inconsistency is a common problem shared by many other criteria based on the rule of thumb of minimizing the prediction error. Some consistent criteria have been proposed, but none of them is based on prediction. In this paper, we attempt to rectify this defect by a natural generalization of CV called multi-fold cross validation (MCV) or delete-d cross validation, where d > 1 is the number of observations deleted. It is intuitively reasonable to expect that MCV would improve the simple CV. The issue has been raised. by several authors. For general variance estimation problem, Shao & Wu [5] introduced multi-fold jackknife and successfully remedied a deficiency of the simple leave-one-out jackknife. Breiman & Spector [1] have considered MCV as a model selection criterion and provided evidence based on a simulation study that MCV does surpass the simple CV. See also Herzberg & Tsukanov [4] .
Let Y = (y,...,y)t be the response vector and X = (xi), i = 1, ...,, j=1, ...,K, be the design matrix for the full model defined as Y = X: + e where e = (e1,..., E) is a vector of iid random variables. Suppose that the true model has ko covariates, or the true parameters 3 has exactly ko non-zero components. Throughout this paper, it is assumed that B = (/31, ... , 0ko, 0..., o)t This corresponds to the situation where the K covariates are preordered according to their importance so that only the number of covariates needs to be determined. Let s denote a subset of {l,...,n}. For
Denote by Mk the regression model with k covariates, and Xk the corresponding design matrix. We define the deleting-d multi-fold cross validation criterion as This notion of MCV has an obvious disadvantage, namely that a considerable amount of computation is involved. Other feasible alternatives exist. The one we discuss below is due to Breiman & Spector [1] . Computational efficiency is the main concern here. Suppose that the sample size n can be written as n = rd, where r and d are integers. We still consider deleting-d cross validation. However, instead of summing over all possible subsets of size d, let us divide {1,... , n} into r subgroups s1,... , S,r which are mutually exclusive. Without losing generality, suppose that the division is as follows. 
n=11
A major difference between MCVk and MCVI is that the former is intended to refine the simple CV while the latter aims at reducing the amount of computation. Acknowledging this fact, it is thus not surprising that for MCVI, it is a matter of not to lose too much efficiency rather than anticipating any improvement over the simple CV. We will discuss this further in section 4. + HJ,kYJ + Ha,k(I-H,kY1Hs,kYs
The above lemma shows that
In other words, for each model Mk, /k only needs to be calculated once. When d = 1, this reduces to the ordinary cross validation or PRESS. Likewise, we have
The following two lemmas are the key to our main result. It is essential to assume condition (A), i.e., one has to delete a fixed proportion of the whole sample.
Lemma 2 Let P,,k and Pk be the projection matrices corresponding the X.,k and Xk respectively. Suppose that Eei = 0, EC? = a2 i -1,...n. Then under assumptions (A), (B) and (D),
Proof. By definition and assumption (B), it is easy to see that
Next, let H.,k = (h,,) be the n x n matrix with h,j equaling to the corresponding element in H8,k if i, j E s and hij = 0 otherwise. Notice that Hs,k is actually a diagonal submatrix of Pk. Simple combinatorics will show that Es HA,k, while summing over all possible subsets, will accumulate the diagonal elements of Pk (d-) times, and the off diagonal elements (n-2) times. Consequently, 
Regarding MCV as a stochastic function of k, it turns out that asymptotically, MCV has a rather simple structure which allows us to study in an elegant fassion the properties of the selected model. Our main result of this paper is the following. Remark: When A -O 0, it is seen that as expected, the MCV criterion is equivalent to the well known Cp and AIC criteria. In particular, this justifies a long time conception that the cross validation criterion is asymptotically equivalent to Cp and AIC.
As for MCV*, we have the following. where ai = P(Si > 0) and the sum * is over all k-tuples (rl,...,rk) such that r, + 2r2+, ...,+krk = k. We have Lemma 4 Under the above notations, P(k = k) = PkqK-k.
Proof. See [6] . 1-A) ).
Proof. By the result of Theorem 1, it is obvious that the minimum of MCVk can not be less than ko. So we only need to consider the case k > ko. It is clear that minimizing MCVk is equivalent to minimizing Sk = nMCVk -EtE. Furthermore, Theorem 1 implies that for k > ko. It is interesting to notice that the asymptotic distribution does not depend on the design matrix or any other features of the underlying true model. In fact, it is totally determined by the value of K -ko, i.e., the number of extra variables.
Theorem 4 Suppose that k = arg mink<K MCVk. Then under the assumptions of Theorem 2, k converges weakly to a random variable k, having the following distribution. P(kr = k) = Pk-kqK-kj ko < k < K; 1. 0, otherwise where Pk abd qk are defined by (3.1) and (3.2) with ai = P(Fi,i(r-7) < (2r -1)/(r -1)). where fi is independent of 7i and (fic, ii) are iid with distribution (x2_1 x2). Therefore, the conclusion follows from Lemma 4 such as suggesting a threshold value which sort of characterizes a significant improvement. Unfortunately, this does not seem to be possible. Let f(A) = P(kA = ko) be the probability of choosing the right model. Figure 1 shows the function when K -ko = 1, 5 and 10 respectively. As we can see, the curves are almost linear except when A is very high, making it difficult to choose an appropriate A. After all, there is no free lunch. For MCV;, when r decreases, the criterion is actually getting cruder in the sense that less information is being used. Also, it is not clear as to how to divide the sample into r groups. Assuming that this is done a priori, we now consider the impact of different r on the model selected. In the appendix, we provide tables for the distribution of k, when r = 2,5, 10,20 and X respectively. The last case corresponds to AIC and thus coincides with the table given by Shibata [6] . As Let g(r) = P(k, = ko). Figure 2 shows the function when K -ko = 1, 5 and 10 respectively. Unlike the case with MCVk, a crude threshold for choosing r is available. It is interesting to notice that the most dramatic improvement occurs between r = 2 and r = 10. After that, the curves are rather flat. Thus while 5-fold or 10-fold MCV could be beneficial, 20-fold MCV might not be worth the trouble. Remember that the intent of MCVZ is to reduce computation. This in some sense confirms the observation made by Breiman & Spector [1] .
One final remark: Although MCVk improves the simple CV, the computation involved can be formidable, since all possible subsets of size d has to be considered. One feasible approach to get around this hassle is through some kind of bootstrap. Specifically, instead of summing over all possible subsets of size d, we could resample without replacement d elements from the observed sample and repeat the procedure many times. It is not clear yet how this will work out, and we plan to report work in this direction separately.
A Tables of Distributions
Note: In the following tables, K = 11. The 10 rows represent the probability distributions of k, with ko ranges from 1 to 10. 
