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Abstract
The use data and data analytics (DA) has been
attracting the attention of academics and practitioners
in the public sector and is sometimes seen as a potential
strategy for process and service innovation. While
research on the many possible uses of data have clearly
increased - open data, big data, data analyticsempirical research on the socio-technical process that
local governments followed when using data analytics
to improve services and policies is still scarce. Based on
existing literature about data analytics in the public
sector and the data lifecycle concept, this paper
examines how data analytics is actually used in a local
government and what are the main steps in this process.
It analyzes the experience of a mid-size American city
that had a dedicated task force to data analytics use to
support decision making at the local level – Syracuse,
New York. Findings suggest that data analytics as a
process not only involves data analysis and
representations (such as visualizations), but also data
collection and cleaning. Further, it seems clear that the
conceptualization of the problem is a critical step in
producing meaningful data analytics, but also in
thinking about innovations even when data is not readily
available.
Keywords: Data Analytics, Innovation, Data
Lifecycle, Problem Conceptualization,
Collaboration, Government Data

1.

Introduction

Data analytics (DA) has been attracting the interest
of academics in practitioners in last few years. In
different fronts, from business [1] to policy-making [2],
such interest has been nurtured by emerging analytical
technologies that can help to more effectively handle
data and transform it into information for decisionmaking purposes. This fact is not new and it is tied to
more than 20 years of information systems literature
dedicated to maximizing the value of data in
information environments [3]. The topic is also
mentioned in the public sector literature, where its
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coverage is more interdisciplinary and is tied to public
administration concerns such as information
management and governance [4][5], information
sharing and integration [6], and information policy [7].
More recently, increasing attention has been
dedicated to local governments, where the need to find
“smart ways” to address ever growing public issues is
pressing. In order to respond to specific needs, which
include, for example, emergency preparedness [8] and
transportation efficiency [9], reliance on data and
evidence-based decision-making has become an
important trend. In practice, such interest is reflected in
dedicated efforts to data-driven policy making in smart
city initiatives [10], in open data initiatives [11], and in
better ways of using technology and consuming
information [12].
Even though interest is clearly increasing at the
practitioner side of DA use [13][14], research
examining empirical cases understanding success and
highlighting the limitations of existing DA practices is
still scarce. Knowledge about local governments that
systematically use data and DA is especially limited
[15], with even less attention being given to small and
midsize jurisdictions [16].
In particular, DA practices in those jurisdictions are
yet to be explored as a socio-technical process in the
context of data management and its lifecycle. The
framework, already established in the realm of
information systems implementation [17] and often
referred as Data Management Body of Knowledge
(DMBOK) comprises important practices in making
data use more efficient and effective [18]. Those
practices intend to add structure to the process for
organizing and curating data, so they can then be
analyzed to address a given problem. Later stages seem
to display an overlap in literature with DA and data
science and are commonly mentioned in the context of
data warehousing and business intelligence [19].
In contrast with the mentioned established
frameworks,
practices
focused
on
problem
conceptualization seem to be overlooked, not explored
empirically, or approached as a purely technical issue,
instead of a strategic one [11][40]. This could be
problematic to public organizations that are attempting
to develop capabilities for data-driven problem-solving,
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but whose problems are not necessarily approachable
from an enterprise standpoint, either because of resource
scarcity, lack of adequate data, or the “wicked” nature
of the problems they have to deal with [52]. Therefore,
the research question guiding this study is: How do local
governments in small jurisdictions engage in data
analytics practices and how these practices are related to
data management concepts and processes?
Based on concepts of data management and the data
lifecycle, this paper attempts to provide a more
comprehensive socio-technical view of data analytics as
a process and transformational practice to public
organizations at the local level. The experience of
Syracuse, New York, a city that engages in fostering
data-driven practices in its policy-making endeavors, is
used to illuminate the topic and define what is worth
pursuing next. One of the main findings is the
foundational importance of problem conceptualization
as one of the first step in preparation for data analytics,
but also as a way to frame an issue even if at the end the
data analytics process is not feasible for that specific
problem.
This paper is organized in seven sections, including
the foregoing introduction. Section two includes a
review of recent literature on data analytics in the public
sector. It also includes a description and explanation of
the data lifecycle and how it can be used as a framework
to study data analytics as a process. Section three
describes the research design and methods used in this
study. This study is based on the case of Syracuse,
which is a small-medium city in the state of New York
and section four contains a brief description of the case.
Section five presents the analysis and main results in
terms of the main concepts proposed in the literature
review. Section six discusses our findings and provides
some implications for research and practice. Finally,
section seven presents our conclusions and suggests
ideas for future research about this topic.

2.

Related Research

This section presents a review of recent literature
with a focus on data analytics in the public sector and
the data lifecycle as a way to frame our proposal of data
analytics as a process.

2.1

Data Analytics in the Public Sector

Data analytics has been referred to in many ways and
with relatively little consensus. Chen, Chiang, and
Storey [20] state that “data analytics refers to the BI&A
(Business Intelligence and Analytics) technologies that
are grounded mostly in data mining and statistical
analysis.” While not too many studies have been

dedicated to definitions in the public sector, it has been
referred to in different ways, such as “policy
informatics”
[21],
“policy
analytics”
[22],
“computational social science” [23], and “government
data analytics” [24]. Despite varying definitions, it
seems the commonality is a concern with data use to
address knowledge and organizational problems both in
the private sector [25] and in the public [14].
Interest in DA seems to be related to the realization
that good use of data and information, increasingly
perceived as being more abundant than ever before, has
the potential to facilitate problem-solving in topics
where it has never been used before. In research, such
interest has been materialized in studies that either
acknowledge DA as a mainly technological endeavor to
produce information products or address it at a more
fundamental level as a transformational initiative with
profound implications for organizational routines [26].
In the public sector, where data and information
needs and use are known to be especially challenging
[27], research on data analytics practices has been broad
and sparse. Promising uses of data have been focused on
making data more accessible through open data [28] and
in technical means of extracting data from such open or
big data [29]. While the research on open data does not
often establish a link between open data and data
analytics, it can be the case that efforts in opening data
may potentially add value by expanding data resources
for analysis [29] More commonly, research has focused
on the technical infrastructure concerns for data
management in the context of the Internet of Things [27]
or on the study of how people collaborate around data
[28].

2.2
Local Governments and the Use of
Data Analytics
For local governments, research has explored
technological improvements that make cities smart [32].
Noticeably, however, most of these research could be
classified as technological determinism; a paradigm that
may overlook other necessary capabilities for local
governments that are trying to take data and data
analytics use to the next level.
Those capabilities may be especially necessary in a
context where multiple stakeholders may need to
collaborate to understand public issues and design a
solution [33]. That logic characterize the concept of
living labs, which are initiatives dedicated to innovation
processes that are public and open [34] and endeavors
focused on gathering support to public projects, such as
crowdfunding [35]. While not directly referred to as data
analytics in local government literature, research
suggests that collaborative efforts appear to play a
crucial role in helping public leadership and citizens to
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collaborate around data [31] or even to help collecting it
and producing it for subsequent use [36].
Research that more directly refers to analytics does
not necessarily cover public sector experiences in
specific, but has clearly highlighted the importance of
investigating data analytics capabilities in the light of
“human” and “intangible” resources [37]. That would
include concerns with finding the right talent [38], and
assessing relationships with factors like “organizational
culture” and “top management commitment” [39].
While most previous research has focused on
developing a vision and identifying factors that can be
used to build that vision, few studies have considered
that cities may be at different stages of development in
their data analytics agenda [40]. Different
organizational realities, as different local governments
across the world are likely to represent, require specific
assessments on existing capabilities. As they evolve and
develop towards becoming more data-driven at their
own pace, their ability to leverage data analytics may
follow [41], but empirical data on how local
governments become data savvy are still limited.

analysis [46] , and 4) data management [46]. As
explained before, each one of the stages is explored in
research with varying levels of depth and examined in
specific contexts from distinctive theoretical angles.
Such endeavors suggest that, given the multitude of
constructs and meanings present in a dynamic and still
evolving research domain, examinations of data
analytics are typically fragmented or not explicitly
made.
The socio-technical complexity of the topic and the
relative scarcity of research on data use in the public
sector [40], suggest that studying DA in the context of
the data lifecycle in the public sector could become an
important research agenda. Much is yet to be learned
from different stages and experiences, particularly those
in which data use is directly linked or referred to data
analytics practices and technologies. Ku and Gil-Garcia
[13], for instance, found that collection is a critical part
of data analytics practices in local governments and
argue that only when the necessary and adequate data
are collected, the analysis becomes feasible and more
useful.

2.3
The Data Life Cycle as a way to
Understand Data Analytics

2.4
Data Analytics as a Process in Local
Governments

Data use is a topic that is pervasive across multiple
disciplines and domains. Due to the variety of
applications and contexts in which data can be used, the
study of data use spans experiences in business, public
administration, and a variety of disciplines where
particularities of data manipulation use could be
observed. The inter-disciplinarity of the topic makes it
more challenging, but also enriches information science
and other disciplines around the use of data.
Data lifecycles frameworks are commonly used to
study practices and processes in which data are used.
Those frameworks help to design goals, define stages
for data manipulation, and map expected outcomes for
data use. Research has approached the topic in basically
two ways. The first way encompasses comprehensive
research, mostly dedicated at refining established
models and enhance the explanatory power of existing
theories in the light of new empirical evidence. That is
accomplished through the proposal of new frameworks
that are focused on providing a more holistic view [42].
The second approach involves the scrutiny of specific
stages of the data lifecycle, where research explores and
expands the view on particular concepts such as data
quality [43] or data collection [43].
Most frameworks outline similar stages and
definitions of stages for data use. Those stages are
generally referred to as 1) data collection, generation or
creation [44]; 2) data cleaning and curation [45] , 3) data

Efforts to analyze DA practices more systematically
are still emerging and are often based on case studies.
Those efforts involve connecting established literature
on data management to emerging concerns on whether
existing infrastructure can in fact produce value in the
public sector [40]. While some research discusses the
importance of data management from a leadership and
governance perspective [40], others explore the role of
collaboration and coordination in what could or should
be contextually done with the data [31].
Mergel, Rethemeyer and Isett [16] argue that
analytical capability development in the public sector
can be linked to three goals: a) manage and process of
large accumulations of unstructured, semi-structured,
and structured data; b) analyze that data into meaningful
insights for public operations; c) interpret that data in
ways that support evidence-based decision making.
According to the authors, those capabilities are
especially needed in “small jurisdictions” [16].
Research on data analytics has focus on both the
relevance of data analytics to achieve smart
governments and the factors that may influence the
success of data-driven initiatives [14]. Across different
articles, the general view is that, prior to successful
execution of analytics at the technical level, when all the
data is in place and ready to be used, organizational
factors, such as leaders support and governance efforts
to collect data, are critical [47].
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Although the model is simple and closely based on
the data lifecycle perspective, we argue that it offers
clarification about DA as a process, its main stages, and
some of the factors that affect this process (see Figure
1). As research in socio-technical systems suggests,
many of the factors and conditions in the process are
dynamic. Besides changing over time for external
reasons, they are also affected by the interactions and
interrelationships among them. Further analysis may
help clarifying complexities in the light of empirical
evidence.

Figure 1. Data Analytics as a Processes in Local
Governments
The model reflects elements identified in the
literature as being crucial to data analytics practices in
local governments. Data analytics practices involve two
data management processes: a) data collection and
preparation, at the input side of DA; and b) data
analytics and visualization, as the output of information
products for consumption. Those practices are
influenced by three key constructs: leadership,
governance and collaboration. Leadership is known to
foster strategic use of information in the public sector.
Collaboration is a foundational principle, playing a
central role in enabling inter-organizational knowledge
and information sharing. Finally, governance is
considered to play a central role in orchestrating sociotechnical efforts in terms of rules and arrangements that
maximize benefits from the strategic use of information.

3.

Research Design and Methods

This paper is based on a case study, which are a good
research strategy for relatively new topics [57]. Within
this overall approach, several data collection methods
were used. First, semi-structured interviews with
stakeholders involved in data analytics initiatives in the
selected case were the main source of information. The
profile of respondents included analysts, policy-makers,
and leaders of initiatives. The questions in the
interviews were related to what factors respondents

perceived to have an impact on their ability to use data
analytics. They were asked to elaborate on their
opinions about data, technical, organizational,
institutional, and contextual aspects. Generally, answers
were coded according to each dimension as pertaining
to specific variables. However, following grounded
theory procedures [58][59], respondents were also
encouraged to provide additional details and topics they
considered relevant, and, in those circumstances, new
variables and narratives emerged.
Second, a session with community leaders involved
in code enforcement for housing provided a topiccentered example of how City Hall goes about
approaching problems of public interest analytically and
with a participatory approach. The session was observed
using a protocol that included (1) paying attention to the
discussion of the topic being conducted and (2) how
people involved in data analytics approached the issue
being
discussed.
Finally,
perceptions
were
supplemented with document analysis in openly
available electronic sources such as the What Works
City [48] website and, in specific, the i-Team (Innovate
Syracuse) [49].
The conceptual model presented at the end of the
literature review section is be used to guide the
exploration of the case. Understanding the main
constructs in the model, such as the role of leadership
and collaboration, will be the focus of the empirical
analysis. The data were analyzed based on preestablished categories based on the literature,
particularly the proposed conceptual model. However,
new concepts and relationships that emerged from the
qualitative data were also considered, as pertaining to
the particularities of local governments as a research
setting. Although open data is one of the resources used
in Syracuse for data analytics, the focus of this paper is
on the process of analyzing data from any source, wither
open or restricted to internal use.

4.

Brief Description of the Case

Syracuse, New York engaged in a nationwide
program called Bloomberg’s What Works Cities
initiative (WWC). Through the program, the city
became part of a network of 100 municipalities that
committed to “enhance their use of data and evidence to
improve services, inform local decision-making and
engage residents” [48]. This endeavor is interested in
fostering “best practices” across selected cities, “helping
local leaders identify and invest in ‘what works’” [48].
Chosen cities are formally certified, receiving funding
and support to foster data-driven initiatives from
practitioners and researchers affiliated with research
centers such as the Government Performance Lab at
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Harvard Kennedy School of Government and nonpartisan organizations such as the Sunlight Foundation.
The WWC program uses a framework that is
grounded in four pillars: 1) Commit with goals; 2)
Measure; 3) Take a stock; and 4) Act. Under each pillar,
several steps to achieve goals set for each pillar are
outlined. Participants are expected to embrace the
WWC mission and comply with such standards. Under
those guidelines, DA sponsor and champions from each
city reconvene at a yearly summit where practices and
experiences are shared and discussed. Cities have their
individual goals and priorities. For instance, Syracuse’s
involvement with WWC aimed to “improve open data
practices and establish and improve performance
management programs to improve results for residents.”
[48].
In 2015, the City of Syracuse established the
Innovation Team (i-Team). Under the motto "Changes
call for innovation, and innovation leads to progress,"
the Innovation Team focuses on initiatives to address
public infrastructure problems and foster local
economic development. Initiatives include the
installation of street quality electronic devices that
address infrastructure issues such as street potholes and
the development of an early detection system for water
infrastructure problems. The city has piloted several
smart city technologies and is advancing steadily in data
collection and DA practices. The i-Team also created a
blog to share information about current and past
projects. In a segment of a post, the Innovation Team
acknowledged that the City of Syracuse “will need
much more than to simply buy technology” to become a
smart city [49].

5.

Analysis and Results

This section presents the main results of our
analysis. Overall, data analytics in Syracuse could be
understood as a process in which data analysis and
visualizations are important aspects. However, data
collection and cleaning also emerged as a large part of
data analytics efforts. Finally, it seems clear that the
conceptualization of the problem is a very important
step in the whole process and something useful to do
even when data is not entirely available for conducting
a more data-oriented analysis of the situation.

5.1

Data Analytics as a Data Management

Process
Syracuse seems to have a highly collaborative and
interdisciplinary team that understand data management
and analytics issues. Self-starters and with a can-do
attitude from leadership to policy-design and analysis,

the team benefits from a combination of skills: data
analytics practitioners and researchers from the
academia who works in a consulting capacity are
coordinated by a Chief Innovation Officer and a Chief
Data Officer. Syracuse’s Innovation Team operates
inside the City Hall with a structure that is similar to a
think-tank, with people approaching problems with
autonomy while conceptualizing and tackling data
problems and acting towards priority policy-goals.
At the time this study took place, housing issues
were considered a major concern. Later as a “housing
instability” issue, interviews revealed that DA
endeavors were mostly dedicated to collecting housing
and code enforcement data. In this context, for example,
one key goal was to understand causes of “high
frequency of forced moves” faced by citizens and
mitigate consequences such as chronic homelessness
and damaging financial and health impacts to the
community [50]. Clear understanding of priority goals
were critical to start applying DA to problem-solving
and Syracuse have a process approach to DA.

5.2

Data Collection and Preparation

Data analytics endeavors could be divided in two
processes. First, collecting statistical data on occupation
and eviction rates. Work contained data sampled across
different regions but mostly within the city of Syracuse.
Such data was expected to help with problem definition
and point to directions to be followed and specific policy
alternatives.
Second, in a transition from the “what” to the “why”
questions, session with code enforcement personnel
would help understanding the reality of citizens. In order
to listen to the “voice of the residents”, the team would
hold meetings with community members in their office
or visiting sites to personally collect data and inform
themselves about the issues that needed to be addressed.
They seem to be actively involved with in-person data
collection efforts, often producing data analytics
products and consuming them as they learn about the
problems. According to respondents, such data was
scattered across different local governments
organizations, often remained uncollected or
inaccessible to those who needed to use them. Much of
the Innovation Team efforts went to learning what kind
of data exists and to what extent inter-organizational
partnerships could help them access those datasets. This
is consistent with previous research on the role of data
availability and collection [13][18] and more traditional
digital government research on collaborative networks
and their role in information sharing and use
[51][52][53].
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5.3

Data Analysis and Visualizations

Data analytics practices appeared to rely on multiple
iterations so desired results could be achieved. Data
analytics practitioners seemed to value the tools that
helped them with the numbers, but their tasks appeared
to be based on a dynamic collection-analysis routine. In
that sense, the more data they had or analyze, the more
they needed to dig deeper on the questions and issues
being investigated. Such part of the work appeared to be
both qualitative and quantitative, with different
proportions across distinct DA roles. For instance,
analysts working on similar or on the same projects were
found to have quantitative and qualitative skills, and
using them as needed and as the project evolved.
One aspect that seem to explain the dynamics of the
organizational practices in terms of data analysis is that
not only information for every problem did not appear
to be easily accessible, but, when retrieved, they were
not easily manipulated. At the analysis side of the
process, hurdles with formats and missing data seem to
require manual adjustments, as well as constant
validation with the data sources. Analysts were often
holding meetings and collaborating with relevant
stakeholders so information could be corrected or better
contextualized for subsequent analysis. As one
interviewer said, it is a matter of verifying if their
understanding of the information they have access to is
correct, and, if not, identifying what is missing, and who
could help addressing that.
Finally, it must be highlighted that DA practices in
Syracuse were not centered at any specific type of
technology. Rather, as most interviews claimed, they
were centered at both structured and unstructured data,
as well as on people’s understanding of it. Data science
technologies were used by analysts and leaders, but
mostly in an ad hoc fashion. As three interviewees
stressed, for instance, many answers are really on data,
and most of it are either in non-computerized form or
yet to be collected. Such understanding, as pointed out
by both leaders and analysts, is what justifies DA
analytics initiatives as field work, where investing in ties
with communities as invaluable sources of data becomes
a fundamental part of the their analytical endeavor.
The visualization portion of data analytics deserves
especial attention, since it does not always have to be
digital. Post-it notes, charts, graphs and maps were
spread across the walls and were constantly referred to
when discussing specific problems. As supporting
elements for storytelling and scenario construction, they
acted as boundary objects [54][55], helping analysts in
the routine assessment of their challenges and goals by
being openly displayed in their work environments. In
addition, those elements were not only visual references
for data-driven problem solving, but also artifacts that

stimulate debate and reflection. Analysts would
constantly revisit those visual elements to check their
collective understanding on issues and occasionally
make new observations as their thinking evolves.
Through the flexibility of this iterative, investigative
process, data analytics practitioners could expand upon
existing data and extend the scope of their information
sources.
5.4
The Importance of Problem
Conceptualization
As far as their technical experience with DA use, one
important aspect relates to the qualitative nature of their
DA work. Interviewing and coding of unstructured data
were common and a central aspect of the
conceptualization phase of the problems. In addition,
data analytics in Syracuse appeared to be highly
interdisciplinary, human-centered and focused on
multiple sources for data collection and analysis.
However, it is now clear if this is the case all the time or
if it depends on the nature of the topics and the specific
people involved.
Much of the data collected has the potential to
inform policy-design as well as processes through which
more data could be collected. That was observed
through a session with code enforcement personnel
which was held to not only conceptualize the problem,
but also to identify gaps in their data collection
processes. Following a debate-mediated structure, the
I-Team team attentively listened to concerns and
opportunities for improvement and took notes on
perceptions. Notes were later used to define what next
steps for data collection and use could or should be.
Another evidence that suggests the foundational role
of problem conceptualization comes from the fact that
interviewees were very clear about the scarcity of the
necessary information. To many of them, that meant that
parts of the problem to be solved were not fully
understood and needed further investigation. They
attempt to better conceptualize the problem and
characterize the process as “learning-on-the go”, which
involved interviewing citizens and organizing
workshops in the city hall to obtain more information
about a particular problem. It is not clear if these efforts
are enough to complete the necessary data, but they
could be considered a useful first step.
Finally, the information scarcity also created
incentives to conduct in-person visits to partnering
agencies, where key staff members held important data
sources or have access to them in legacy IT systems.
According to respondents, the opportunity to understand
information generation processes also contributed to
add context to available sources and, in doing so,
facilitate problem conceptualization. Data analytics
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outputs would benefit from this effort because a more
informed analysis could lead to richer perspectives on
limited data.
5.5
The Impact of Leadership, Governance,
and Collaboration
Interviewees mainly mentioned the role of
leadership in two ways. First, at a more macro, political
level, leadership support helped kicking the WWC
initiative off, sending a strong message to the public and
the public servants on the extent to which the city
government would prioritize data-driven approaches to
policy-making. Most interviewees indicated that the
very existence of the i-Team depended on that.
Second, leadership was understood as a proxy to
being “self-driven” and “entrepreneurial” towards data
analytics practices. Given the often stated limitation of
resources and the difficulties in having access to them –
information, included -, respondents seemed to hold a
high level of independence and accountability in the
projects they were conducting. Interviewees revealed
that they enjoyed the freedom to go after the data they
need by visiting communities, by holding interview
sessions, and by thinking about innovative ways of
addressing problems. While many confirmed that such
level of engagement was encouraged from the top, a few
respondents observed that that required a collective
sense of involvement with the problems the team were
working on.
Collaboration was often mentioned as a crucial
element for data analytics work, which is consistent with
research on collaborations around data [31][33] .
Respondents stated that the nature of their work is
collaborative and relies on participation of both analysts
and stakeholders involved by the issue being addressed
using data. By having people collaborating around data,
new understandings of existing data and of the problem
emerged. While mentioned as being key, such
collaboration was not referred to as coming naturally.
Rather it is a result of concerted efforts to bring people
to the same room and get them involved. That effort was
not without hurdles because people and the data needed
to address a particular problem were in different
organizations. Therefore, their participation required
leadership and resources, a condition that was at least
partially addressed, mitigated or fostered by the WWC
initiative.
Finally, governance did not emerge as important to
people directly involved in data analytics. However, two
elements observed by respondents could be indirectly
related to governance. First, the need to have better
institutional mechanisms that can bring people together
to make data available for use and data analytics more
effective. Second, coordination emerged as being an

important factor. Respondents observed that the
unstructured nature of their work demanded some level
of self-coordination and a go-get attitude towards data
and relevant information for subsequent analysis.
6.

Discussion and Implications

This section discusses some of the main results of
this study and presents a few implications for research
and practice.
Overall, results suggest that data
management is very important for data analytics [17]
[40]. DA as a process is the result of a dynamic practices
that unfold and adapt over time. Such development
occurs as data analytics practitioners explore existing
and new sources of data. With that exploration seems to
come a greater level of understanding on the problem
being solved. Data management practices in data
analytics may be more reliant on the ability to
collaborate and deal with unstructured information, than
with assuming that all the data needed to solve a
particular problem will be available [40]. This is
consistent with previous research about the role of
information sharing for successful digital government
projects [6][51].
6.1.
The Fundamental Importance of Problem
Conceptualization for Data Analytics
Syracuse’s experience is enlightening for several
reasons. First, evidence suggests that DA analytics is
clearly not centered at technological artifacts only [11],
but also at interactive practices through which raw data
and information on public problems are shared and used.
In this process, the conceptualization of problems help
defining the guiding steps for data collection and,
subsequently, to data analytics outputs. Such process is
markedly iterative, with multiple sessions dedicated to
knowledge and information sharing, what leads to a
more complete understanding of issues.
There
is
also
evidence
that
problem
conceptualization is a central practice and, could also be
considered a foundational step of DA as a process,
which has not been specifically highlighted in previous
DA research [13]. Such effort are normally qualitative
in nature, relying on multiple iterations through
unstructured data, and facilitate collective sense-making
and alignment with regards to what exactly is the
problem that needs to be addressed.
As per the findings, the problem conceptualization
phase of DA needs examination at different levels,
including the role of political leadership and the public
in setting priorities for data analytics use. Externally
oriented initiatives such as WWC, seem to speak loudly
and have political endorsement at the local level.
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Internally, a focus on problem conceptualization and
data needs seems to prevail over technology, but also
seems reliant on soft and organizational aspects,
including the ability to bring different stakeholders to
collaborate around data and produce innovative and
useful information.
6.2.
Towards an Expanded Model of Data
Analytics as a Process in Local Governments
A theoretical view that positions DA both in the
macro view of technological frameworks for data and
information use and in the conceptual explorations of
data use as a socio-technical practice, may lead to a
variety of models. An expanded model of DA use based
on Syracuse experience should be attentive to such
paradigm (Figure 2). Considering the empirical
evidence from our case, two key adaptations to the
proposed initial framework are necessary.
First, in line with literature in innovation and smart
governments [56], leadership is confirmed as a driving
force in setting the direction for data analytics use. As
observed, such leadership starts with political
commitment with the DA agenda and is supported along
the way by WWC partners and City Hall champions
involved in the effort. Since members of the Innovation
Team are part of a highly collaborative environment and
appeared to enjoy autonomy in their responsibilities
with the project, leadership in DA analytics could be
interpreted as a force triggered by a few actors, and
stewarded by collaborators inside and outside the City
Hall.

Figure 2. An expanded model on Data Analytics as
a Processes in Local Governments
Second, as mentioned before, the problem
conceptualization phase should be clearly identified as
an important initial step of the data management cycle
and for defining what needs to be addressed through DA
[11][18]. It also seems appropriate to link collaboration,
a construct that is not new to digital government
literature and continues to be studied, and
conceptualization efforts. Since research in problem
definition and conceptualization in the context of data
analytics is still limited [13], those theoretical linkages

could be further explored empirically. One possibility is
to further divide conceptualization in data-driven
problems, defining, for instance, which stakeholders
and what conditions should be in place to ensure and
effective DA process in local governments.
As suggested by the Syracuse experience, the
existence of ad hoc approaches to DA indicates that
some operational flexibility is needed to accommodate
multiple ways to define and address problems with data.
The relatively newness of the topic [1][2], particularly
in terms of local government experiences, could benefit
from flexibility in defining models for DA use. Also,
more categories or lenses could be added in the light of
advancements. New concepts and their relationships
should also be considered for the purpose of revising our
proposed model, but also, more generally, expanding
our knowledge about DA and its impact on government
innovations in services and policies.

7.

Conclusion

This paper contributes to research and practice by
highlighting the fundamental role that problem
conceptualization plays in data analytics. This emphasis
was not found in existing literature and was extremely
important in our case study. Since research in DA is
fragmented and multidisciplinary, constructs such as the
one highlighted in this paper may be observed from
different perspectives or simply overlooked. Therefore,
it is important to pay attention to emergent concepts in
innovative research. Furthermore, it must be observed
that hopes associated to producing more information
with data had not been adequately addressed, and
existing research has not captured all relevant factors,
observed direct consequences, or considered whether
satisfying results are being obtained. This gap is to a
certain extent surprising, given the recent focus on smart
cities and data-driven decisions in the public sector. A
focus on important constructs, such as problem
conceptualization, has been missing in research about
DA in local governments, so this paper specifically
contributes to data analytics research and practice, by
providing evidence of the importance of problem
conceptualization.
Understanding DA as a process affected by multiple
and emerging capabilities requires taking a sociotechnical perspective. The contrast between a futuristic,
and sometimes unrealistic, view on how a data-driven
city could function and the much needed processoriented perspective on how DA actually operates in
governments is an important contribution of this study
too. Particularly in the case of local governments, the
lack of lessons and guidance about the importance of
data management for data analytics suggests that
practitioners, especially in the short-term, may benefit
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from a growing number of studies where similar
experiences with DA and specific technologies are
analyzed. In this respect, this study contributes to the
perspective that DA in local governments is not centered
at technological artifacts only, but also includes data and
problems in which multiple stakeholders are involved.
A single case study is always enlightening, but the
results are far from being generalizable, for experiences
are context-sensitive and are never to be applicable
unambiguously to different contexts. However, results
and implications of this study could be useful to similar
realities, particularly, to small and medium cities
already using or planning to use DA as a strategy to
promote innovations in services and policies.
In addition, the final conceptual model is only a set
of propositions that could be empirical tested by using
quantitative data or by conducting additional case
studies and this could also be seen as a limitation of this
study. Future research should do that and explore
different context for DA use in local governments.
Given the focus of our study, there were several topcis
that we not studied in depth. In fact, more research
could be dedicated to answering questions such as:
What has been done in terms of DA in other cities? Are
there any differences and similarities when referring to
larger or smaller jurisdictions? Is problem
conceptualization always as important as a foundation
for DA in local governments? Why or why not?
Responses to these and other related questions would
help to better understand DA as a process in local
governments and how a socio-technical perspective
based on the data lifecycle model and its stages could be
useful to generate new insights into this topic.

8.
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