increasing sequence of finite subgroups H n so that G = ∪ ∞ n=1 H n . For such a group Hegyvári defines asymptotic upper density (with respect to H n ) of a subset A ⊂ G as 
Note that for finite groups this is just #(A ∩ G)/#G. Hegyvári proves the following [4, Proposition 1].
Proposition 2 (Hegyvári) . Let G be a σ-finite abelian group with respect to the increasing, exhausting sequence H n of finite subgroups and let A ⊂ G have positive upper density with respect to H n . Then there exists a finite subset B ⊂ G so that A − A + B = G. Moreover, we have #B ≤ 1/d Hn (A).
Fürstenberg calls a subset S ⊂ G in a topological Abelian (semi)group a syndetic set, if there exists a compact set K ⊂ G such that for each element g ∈ G there exists a k ∈ K with gk ∈ S; in other words, in topological groups ∪ k∈K Sk −1 = G. Then he presents as Proposition 3.19 (a) of [3] the following.
Proposition 3 (Fürstenberg) . Let S ⊂ Z with positive upper Banach density. Then S − S is a syndetic set.
In the following we extend the notion of uniform asymptotic upper density, (also called as Banach density) to arbitrary LCA groups, and present various generalized versions of the above results, which cover all of them.
In fact, our interest in the problem of the definition of u.a.u.d. in general LCA groups came from another problem, the so-called Turán extremal problem for positive definite functions. In that question some results, already known for classical situations like R d , Z d or compact groups, can also be extended. We discuss these questions in [7] .
Various forms of the asymptotic density
We start with the frequently used definition of asymptotic upper density in R d . Let K ⊂ R d be a fat body, i.e. a set with 0 ∈ intK, K = intK and K compact. Then asymptotic upper density with respect to K is defined as
The definition (1) is clearly analogous to (2) . As is easy to see, both (2) and (1) depends on the choice of the fundamental set K or sequence H n , even if positivity of (2) is invariant for a large class of underlying sets including all convex, but also many other bodies. The similar notion of density applies and has the same properties also for the discrete group Z d . On the other hand, for a given subset A in a σ-finite group G, (1) can easily be zero for some fundamental sequence H n , while being maximal (i.e., 1) for some other choice H ′ n of fundamental sequence. Example 1. Let G := Q/Z, which is a σ-finite additive abelian group. Let H n := {r ∈ G : r = p q , q ≤ n}; then H n is an increasing and exhausting sequence of finite subgroups of
Then it is not hard to prove that lim inf n→∞ #A∩Hn #Hn = 0 but lim sup n→∞ #A∩Hn #Hn = 1. Then it is clear that the value of the upper density can be either 0 or 1 depending on the choice of an appropriate subsequence of H n as fundamental sequence. With a little modification an example with arbitrary numbers as possible upper densities can be derived.
However, results corresponding to the above ones of Erdős, Sárközi and Hegyvári are easily sharpened by using only a weaker notion, that of asymptotic uniform upper density. It could be defined as
for σ-finite abelian groups and is defined as
in R d . It is obvious that these notions are translation invariant, and
. It is also well-known, that D K (A) gives the same value for all nicee.g. for all convex -bodies K ⊂ R d , although this fact does not seem immediate from the formulation. Actually, we will obtain this as a side result, being an immediate corollary of Theorem 1, see Remark 1.
Similar definitions can be used for Z d . However, dependence on the fundamental sequence H n makes the σ-finite case less appealing, and we lack a successful notion for abelian groups in general. In particular, a natural requirement is to find a common generalization of asymptotic upper density, which works both for R d and Z d , and also for a larger class of (say, abelian) groups, including, but not restricted to σ-finite ones.
Note also the following ambiguity in the use of densities in literature. Sometimes even in continuous groups a discrete set Λ is considered in place of A, and then the definition of the asymptotic upper density is
That motivates our further extension: we are aiming at asymptotic uniform upper densities of measures, say measure ν with respect to measure µ, (whether related by ν being the trace of µ on a set or not). E.g. in (5) ν := # is the cardinality or counting measure of a set Λ, while µ := | · | is just the volume. The general formulation in R d is thus
Of course, to extend these notions some natural hypotheses should apply. We are considering abelian groups (although non-abelian groups come to mind naturally, here we do not consider this extension), and in accordance to the group settings only densities with respect to translation-invariant measures µ are suitable. Otherwise we want ν to be a measure, possibly infinite, and µ be another, translation-invariant, nonnegative (outer) measure with strictly positive, but finite values when applied to sets considered.
We will consider two generalizations here. The first applies for the class of abelian groups G, equipped with a topological structure which makes G a LCA (locally compact abelian) group. Considering such groups are natural for they have an essentially unique translation invariant Haar measure µ G (see e.g. [?] ), what we fix to be our µ. By construction, µ is a Borel measure, and the sigma algebra of µ-measurable sets is just the sigma algebra of Borel mesurable sets, denoted by B throughout. Furthermore, we will take B 0 to be the members of B with compact closure: note that such Borel measurable sets necessarily have finite Haar measure. This will be important for not allowing a certain degeneration of the notion: e.g. if we consider G = R, ν is the counting measure # and A is some sequence A = {a k : k ∈ N}, say tending to infinity, then it is easy to define a (non-compact, but still measurable) union V of decreasingly small neighborhoods of the points a k such that the Haar measure of V does not exceed 1, but all of A stays in V , hence the relative density of A, with respect to the counting measure, is infinite. (Another way to deal with this phenomenon would have been to fix that ∞/∞ = 0, but we prefer not to go into such questions.)
Note if we consider the discrete topological structure on any abelian group G, it makes G a LCA group with Haar measure µ G = #, the counting measure. Therefore, our notions below certainly cover all discrete groups. This is the natural structure for Z d , e.g. On the other hand all σ-finite groups admit the same structure as well, unifying considerations. (Note that Z d is not a σ-finite group since it is torsion-free, i.e. has no finite subgroups.) The other measure ν can be defined, e.g., as the trace of µ on the given set A, that is, ν(H) := ν A (H) := µ G (H ∩A), or can be taken as the counting measure of the points included in some set Λ derived from the cardinality measure similarly: γ(H) := γ Λ (H) := #(H ∩ Λ). Definition 1. Let G be a LCA group and µ := µ G be its Haar measure. If ν is another measure on G with the sigma algebra of measurable sets being S, then we define
In particular, if A ⊂ G is Borel measurable and ν = µ A is the trace of the Haar measure on the set A, then we get
If Λ ⊂ G is any (e.g. discrete) set and γ := γ Λ := λ∈Λ δ λ is the counting measure of Λ, then we get 
The same statement applies also to Z d .
Remark 1.
In particular, we find that the asymptotic uniform upper density D K (ν) does not depend on the choice of K. For a direct proof of this one has to cover the boundary of a large homothetic copy of K by standard (unit) cubes, say, and after a tedious ǫ-calculus a limiting process yields the result. However, Theorem 1 elegantly overcomes these technical difficulties.
Furthermore, we also introduce a second notion of density as follows.
Definition 2. Let G be a LCA group and µ := µ G be its Haar measure. If ν is another measure on G with the sigma algebra of measurable sets being S, then we define
If Λ ⊂ G is any (e.g. discrete) set and γ := γ Λ := λ∈Λ δ λ is the counting measure of Λ, then we get
The two definitions are rather similar, except that the requirements for ∆ refer to finite sets only. Because all finite sets are necessarily compact in an LCA group, (7) of Definition 1 extends the same infimum over a wider family of sets than (11) of Definition 2; therefore we get Proposition 4. Let G be any LCA group, with normalized Haar measure µ. Let ν be any measure with sigma algebra of measurable sets S. Then we have
This specializes to R d as follows. 
Moreover, the following is obvious, since in discrete groups the Haar measure is the counting measure and the compact sets are exactly the finite sets. 
So there is no difference for Z, e.g. In general, however, the two densities, defined above, may well be different: in fact, we would bet for that, but we have no construction to show this.
Proof of Theorem 1
Let now τ < τ ′ < D K (ν) and C ⋐ G be arbitrary. Since C is compact, for some sufficiently large r ′ > 0 we have C ⋐ r ′ K, hence by convexity also C + rK ⊂ (r + r ′ )K for any r > 0. On the other hand by τ ′ < D K (ν) there exist r n → ∞ and
With large enough n, we also have
Take now τ < D(ν; | · |), put C := rK with some r > 0 given, and pick up a measurable set V satisfying ν(V ) > τ |V + C|. We can then write
If t ∈ V , u ∈ C(= rK), then t + u ∈ V + C, hence χ V +C (t + u) = 1, and we get
If t / ∈ V , this is obvious, as the left hand side vanishes: hence (17) implies
Sinve C = −C, the inner function is
and according to (18) we have τ |V + C| < χ V +C (y)f (y)dy = V +C f , hence for some appropriate point z ∈ V + C we must have τ < f (z). That is, ν(C + z) > τ |C|, and we get by C := rK the estimate ν(rK + z) > τ |rK|.
Since r was arbitrary, it follows that D K (ν) ≥ τ , and applying this to all τ < D(ν; | · |) the statement follows. Remark 2. We need a translation-invariant (Haar) measure, but not the topology or compactness.
Proof. Assume that H ⊂ G satisfies (A −
Take now C := L in the definition of density (13) and take 0 < τ < ρ := ∆(A). By Definition 2 of the density ∆(A), there are x ∈ G and V ⊂ G open with compact closure -or, a V ∈ S with 0 < |V | < ∞ -satisfying
On the other hand
and as A + b j (thus also ((V + x) ∩ A) + b j ) are disjoint, and the Haar measure is translation invariant, we are led to
Comparing (20) and (22) we obtain
hence after cancellation by |V + L| > 0 we get k < 1/τ and so in the limit k
It follows that H is necessarily finite and #H ≤ K. 
This is interesting as it shows that the difference set of a set of positive Banach density ∆ is necessarily rather large: just a few translated copies cover the whole space.
Observe that we have Proposition 3 as an immediate consequence, since Z is discrete, and thus the two notions ∆ and D of Banach densities coincide; moreover, the finite set B := {b 1 , . . . , b K } is a compact set in the discrete topology of Z. But in fact we can as well formulate the following extension. 
This corollary is immediate, because ∆(S) ≥ D(S) according to Proposition 4.
This indeed generalizes the proposition of Fürstenberg. Also this result contains the result of Hegyvári: for on σ-finite groups the natural topology is the discrete topology, whence the natural Haar measure is the counting measure, and so on σ-finite groups Corollary 2 and Theorem 2 coincides. Finally, this also generalizes and sharpens the Proposition of Erdős and Sárközy. Indeed, on Z or N we naturally have ∆(A) = D(A) ≥ d(A), so if the latter is positive, then so is D(A); and then the difference set is syndetic, with finitely many translates belonging to a translation set K, say, covering the whole Z. Hence d n+1 − d n is necessarily smaller than the maximal element of the finite set K of translations. Remark 3. One would like to say that a density +∞ is "even the better". However, in non-discrete groups this is not the case: such a density can in fact be disastrous. Consider e.g. the set of points S := {1/n : n ∈ N} as a subset of R. Clearly for any compact C of positive Haar /i.e. Lebesgue/ measure |C| > 0, and for any V ∈ B 0 of finite measure and compact closure, |V + C| is positive but finite: whence whenever 0 ∈ intV , we automatically have #(S ∩ V ) = ∞ and also #(S ∩ V )/|C + V | = ∞, therefore D(#| S ; | · |) = ∞; but S − S ⊂ [−2, 2] and thus with a compact B it is not possible that B + S − S covers G = R, whence S − S is not syndetic. Proof. We are not certain that our argument is the simplest possible: also, it does not give a good estimate for the measure of the required compact set exhibiting the syndetic property of S − S. Nevertheless, we consider it worthwhile to present it in full detail, since the various steps, eventually leading to the result, seem to be rather general and useful auxiliary statements, having their own independent interest. Correspondingly, we break the argument in a series of lemmas. Proof. Let 0 < τ < ρ be arbitrary. By definition of D(S), (using H in place of C) there must exist a measurable set V ∈ S ∩B 0 , with compact closure so that ∞ > #(S ∩V ) > τ µ(V +H), therefore also #(S∩V ) > µ((S∩V )+H). However, for any two elements s = s ′ ∈ (S∩V ) ⊂ S,
which is impossible for s = s ′ and (H − H) ∩ (S − S) = {0}. Therefore for each s ∈ (S ∩ V ) there is a translate of H, totally disjoint from all the others: i.e. the union (S ∩ V ) + H = ∪ s∈(S∩V ) (s + H) is a disjoint union. By the properties of the Haar measure, we thus have µ( Proof. Let C ⋐ G be arbitrary and denote Q := H −H. We want to estimate from below the ratio µ(A∩V )/µ(C +V ) for an appropriately chosen V ∈ B 0 . Let us fix that we will take for V some set of the form U + Q with U ∈ B 0 . Clearly A ∩ V = (S + Q) ∩ (U + Q) ⊃ (S ∩ U) + Q. Now for any two elements s = t ∈ S, thus even more for s, t ∈ (S ∩ V ), the sets s + Q and t + Q are disjoint, this being an easy consequence of the packing property because s + q = t + q ′ ⇔ s − t = q − r, which is impossible for s − t = 0 by condition. Therefore by the properties of the Haar measure we get µ((S ∩U)+Q) = s∈(S∩U ) µ(s+Q) = #(S ∩U)·µ(Q). In all, we found µ(
It remains to choose V , that is, U, appropriately. For the compact set C + Q ⋐ G and for any given small ε > 0, by definition of D(#| S ; µ) = ρ there exists some U ∈ B 0 such that #(S ∩ U) > (ρ − ε)µ((C + Q) + U). Choosing this particular U and combining the two inequalities we are led to
As we find such a V for every positive ε, the sup over V ∈ B 0 is at least ρµ(H − H), and because C ⋐ G was arbitrary, we infer the assertion. One may think that it is not difficult, for a discrete set S of finite density with respect to counting measure, to find a compact neighborhood R of 0, so that R ∩ (S − S) be almost empty with 0 being its only element. If so, then by continuity of subtraction, also for some compact neighborhood H of zero with (H − H) ⊂ R (and, being a neighborhood, with µ(H) > 0, too) we would have (H − H) ∩ (S − S) = {0}, the packing type condition, whence concluding the proof of Theorem 3.
Unfortunately this idea turns to be naive. Consider the sequence S = {n + 1/n : n ∈ N} ∪ N (in R), which has uniform asymptotic upper density 2 with the cardinality measure, whilst S − S is accumulating at 0.
Nevertheless, this example is instructive. What we will find, is that sets of finite positive uniform asymptotic upper density cannot have a too dense difference set: it always splits into a fixed, bounded number of disjoint subsets so that the difference set of each subset already leaves out a fixed compact neighborhood of 0. This will be the substitute for the above naive approach to finish our proof of Theorem 3 through proving also some kind of subadditivity of the uniform asymptotic upper density -another auxiliary statement interesting for its own right. Proof. Let s ∈ S be arbitrary, consider R := s + Q, and let us try to estimate the number of other elements of S falling in R. Clearly for any C ⋐ G we have #(S ∩ R)/µ(C + R) ≤ sup V ∈B 0 #(S ∩ V )/µ(C + V ) so for any ε > 0 and with some appropriate C ⋐ G this is bounded by ρ + ε according to the density condition. Note that the choice of C depends only on ε, but not on R. That is, we already have a bound k := #(S ∩ R) ≤ (ρ + ε)µ(C + R) with the given C = C(ε), independently of R, i.e. of Q.
Next we show how to obtain the bound k ≤ [ρµ(Q)] + 1 for some appropriate choice of Q. This hinges upon a lemma of Rudin, stating that for any given compact set C ⋐ G and ε > 0 there exists another Borel set V , also with compact closure, so that µ(C + V ) < (1 + ε)µ(V ), c.f. 2.6.7 Theorem on page 52 of [?]; moreover, Rudin remarks that this can even be proved (actually, read out from the proof) with open sets V having compact closure. It is a matter of invariance of Haar measure with respect to translations to ascertain that (some) of the interior points of V be 0, so that V is a neighborhood of 0: also, by regularity of the Borel measure, and by compactness of the closure, we can as well take V to be its own closure. Furthermore, the same proof also shows that V can even be taken symmetric. In all, for an appropriate choice of V for Q, we even have k := #(S ∩ R) ≤ (ρ + ε)µ(C + R) < (ρ + ε)(1 + ε)µ(Q). Note that here the dependence on C disappears from the end formula, but there is a dependence of Q on ε. This is equivalent to the estimate in the Lemma.
It remains to construct the partition once we have a compact neighborhood Q of 0 and a finite number k ∈ N such that #(S ∩ (Q + s) ≤ k for all s ∈ S. this is standard argument. Consider a graph on the points of S defined by connecting two points s and t exactly when t ∈ s + Q. Since Q is symmetric, this is indeed a good definition for a graph (and not for a directed graph only).
In this graph by condition the degree of any point of s ∈ S is at most k − 1: there are at most k − 1 further points of S in s + Q. But it is well-known that such a graph can be partitioned into k subgraphs with no edges within any of the induced subgraphs. That is, the set of points split into the disjoint union of some S j with no two points s, t ∈ Q being in the relation t ∈ s + Q, defining an edge between them.
It is easy to see that now we constructed the required partition: the S j are disjoint, and so are (S j − S j ) and Q \ {0}, for any j = 1, . . . , k, too. This concludes the proof. Proof. Uniform asymptotic upper density is clearly monotone in the sets considered, therefore all S j have a density 0 ≤ ρ j ≤ ρ < ∞ Let ε > 0 be arbitrary, and take C j ⋐ G so that for all V ∈ B 0 in the definition of D(ν| A ; µ) we have ν j (V ) ≤ (ρ j + ε)µ(C j + V ). Such C j exists in view of the infinum on C ⋐ G in the definition of u.a.u.d.
Consider the (still) compact set C := C 1 + · · · + C n . By definition of u.a.u.d. there is V ∈ B 0 such that ν(V ) ≥ (ρ − ε)µ(C + V ). Obviously, µ(C j + V ) ≤ µ(C + V ), so on combining these we obtain
that is, ρ − ε ≤ j (ρ j + ε) holding for all ε, we find ρ ≤ j ρ j , as was to be proved.
Continuation of the proof of Theorem 3.
We take now an arbitrary compact neighborhood H ⋐ G of 0, with of course µ(H) > 0, and also Q := H − H again with 0 < µ(Q) < ∞ and Q a symmetric neighborhood of 0. By Lemma 4 there exists a finite disjoint partition S = ∪ n j=1 S j with (S j − S j ) ∩ (H − H) = {0}. By subadditivity of u.a.u.d. (that is, Lemma 5 above), at least one of these S j must have positive u.a.u.d. ρ j (with respect to the counting measure), namely of density 0 < ρ/n ≤ ρ j ≤ ρ < ∞, with ρ := D(#| S , µ).
Selecting such an S j , we can apply Lemma 3 to infer that already S j -hence also S ⊃ S j -is syndetic.
