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HOMOTOPY INVARIANTS FOR M0,n VIA KOSZUL DUALITY
VLADIMIRDOTSENKO
ABSTRACT. We show that the integral cohomology rings of themoduli spaces
of stable rational marked curves are Koszul. This answers an open question
of Manin. Using the machinery of Koszul spaces developed by Berglund, we
compute the rational homotopy Lie algebras of those spaces, and obtain some
estimates for Betti numbers of their free loop spaces in case of torsion coeffi-
cients. We also prove and conjecture some generalisations of our main result.
1. INTRODUCTION
Intersection theory on M0,n — the Deligne–Mumford compactification of
moduli spaces of rational marked curves — is omnipresent, arising in a mean-
ingful way in areas ranging from combinatorics and enumerative algebraic ge-
ometry to integrable hierarchies andBatalin–Vilkovisky formalism. Even though
the Chow rings of those spaces can be explicitly presented by generators and
relations and admit various nice bases, not all natural questions about those
rings admit easy answers. In particular, one may identify Chow rings with co-
homology, and try to use them to determine various homotopy invariants for
the Deligne–Mumford compactifications. For that, it would be highly desirable
to know that the rational cohomology algebras of M0,n are Koszul. Manin [32,
Section 3.6.3] asked this question in themore general context of genus zero com-
ponents of the extended modular operad [29]; Readdy [39] mentioned that the
same question had been asked by Reiner, and Petersen [36] raised this question
a few years after that.
Let us summarise the state-of-art in this problem. The positive answer has
been known for stable rational curves with at most six marked points. In the
cases of three and four marked points, the problem is trivial, for five marked
points, a solution is a one-line exercise in Koszul algebras, the case of six marked
points is claimed to have been resolved in the preprint [24] that has been in
circulation for several years. That preprint suggests a rather drastic difference
already between the cases of five and six points: proof of Koszulness for the latter
relies on an interpretation of the Koszul dual algebra as a potential algebra and
has, as an intermediate step, a computation of a Gröbner basis modulo a prime
number p = 7 for Hilbert series estimates allowing one to compare the latter
potential algebra with a simpler one; generalising that argument for a higher
number of points does not seem realistic.
Themain result of this paper is that the integer cohomology ringH•(M0,n ,Z)
is Koszul for all n (Theorem 3.2). To that end, we show that these rings have
(commutative) quadratic Gröbner bases, which should appear very surprising
to anyone who spent some time working on this problem. Although exhibiting
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a quadratic Gröbner basis of defining relations for a given algebra is the “cheap-
est” way to prove that the algebra is Koszul, until now, there has been no success
with this strategy for cohomology of the Deligne–Mumford compactifications.
There is a very good reason for that: the two standard presentations of the coho-
mology algebra (due to Keel [26] and De Concini–Procesi [11]) can be shown to
not have a quadratic Gröbner basis for any ordering of monomials, see Propo-
sition 3.1. We note that non-quadratic Gröbner bases for those rings are well
known, see, e.g. work of Yuzvinsky [42].
The presentation of cohomology that we use was discovered independently
in work of Etingof, Henriques, Kamnitzer and Rains [15, Proposition 5.3] and in
the Ph. D. thesis of Singh [40, Section 9.2] (of which we learned from Strickland’s
comment on the abovementioned Petersen’s question); first attempts to work
with those presentations also led to non-quadratic Gröbner bases [15, Theorem
5.5]. We discovered somewhat exotic admissible orderings of monomials for
which these rings have quadratic Gröbner bases; our inspiration when looking
for suitable orderings, even though not discussed in this paper, was guided by
the monomial basis for the operad HyperCom arising from the operadic Gröb-
ner basis we found in [13, Section 5.4.3]. To the best of our knowledge, in general
there is no formal relationship between Gröbner bases on the operadic and the
algebraic side.
Our results have immediate applications to otherwise hard questions of al-
gebraic topology. Using the machinery of Koszul spaces [3], we were able to
compute the rational homotopy Lie algebras ofM0,n (Theorem 4.2), and to es-
timate Betti numbers of the free loop spaces LM0,n with torsion coefficients
(Theorem 4.3; same method works in characteristic zero, but it simply recovers
the known result of Lambrechts [28] for Betti numbers of the free loop space of
aQ-coformal space).
It is natural to ask for extensions of our result. In [4, Remark 2.17], a question
is raised of a geometric characterisation of the class of Kähler manifolds with
Koszul cohomology algebras; such manifolds are of interest since they are co-
formal (over rational numbers), and their rational homotopy Lie algebras can
be described in a very explicit way. We show that a smooth projective toric vari-
ety belongs to that class if and only if its fan is a flag complex (Theorem 5.1); in
particular, this includes the Losev–Manin spaces [30] and the noncommutative
Deligne–Mumford spaces [14]. We conjecture that certain types of De Concini–
Procesi wonderful models of hyperplane arrangements [11] also belong to that
class; another conjectural class of Koszul algebras of the same flavour is given by
matroid Chow rings [1].
Our work prompts one more natural question. It is well known that the col-
lection of all moduli spaces of stable rational marked curves forms a topological
operad; its homology operad HyperCom introduced by Getzler [20] encodes the
genus zero part of the structure of a cohomological field theory, this is an op-
erad in the category of quadratic coalgebras. Recently, Manin [31] proposed a
beautiful idea that the Koszul duality for cohomology algebras of moduli spaces
of stable rational curves is meaningful in the context of quantised actions of the
operad HyperCom. It would be interesting to know how our Koszulness result
fits into this context; foundations for the frameworkwhere this question belongs
HOMOTOPY INVARIANTS FOR M0,n VIA KOSZUL DUALITY 3
have recently been developed by Manin and Vallette [33, Section 5]. In particu-
lar, a suggestion of Bruno Vallette is that understanding rational homotopy the-
ory of the operad
{
M0,•+1
}
viewed as a Hopf operad is relevant for this purpose.
Acknowledments. I am grateful to Yuri Ivanovich Manin for encouragement.
I also wish to thank Greg Arone, Alexander Berglund, Alex Fink, Vincent Gélinas,
Natalia Iyudu, Vic Reiner, Pedro Tamaroff, and Bruno Vallette for useful discus-
sions. Special thanks are due to Neil Strickland for providing a copy of [40], and
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2. RECOLLECTIONS
In this section, we briefly recall various presentations of the integral cohomol-
ogy rings of moduli spaces of stable rational curves via generators and relations,
and offer a short survey of Koszul algebras and Gröbner bases.
2.1. Various presentations of the cohomology ring. We shall benefit from a
viewpoint that makes one of the marked points on a stable curve distinguished
(similarly to how it is done when moduli spaces are used in the operad the-
ory [20]); to highlight that, we choose theparametern for numbering themoduli
spaces so that the n-th space isM0,n+1.
2.1.1. Keel presentation. Themost famous presentation of the cohomology ring
ofM0,n+1 goes back to Keel [26] who computed the Chow rings
A•(M0,n+1)∼=H
2•(M0,n+1,Z).
Then-thChow ring turns out to be isomorphic to the quotient of the polynomial
ring generated by elements DS with S ⊂ n+1, 2 ≤ |S| ≤ n −1, modulo the ideal
generated by the elements
• DS −DSC for all S (here S
C = n+1\S),
•
∑
i , j∈S,k ,l∉S
DS =
∑
i ,k∈S, j ,l∉S
DS =
∑
i ,l∈S, j ,k∉S
DS for all pairwise distinct i , j ,k , l ,
• DSDT for all S,T with S 6⊆ T , T 6⊆ S, S 6⊆ TC , T 6⊆ SC .
Geometrically, the classes DT correspond to the boundary divisors ofM0,n+1.
2.1.2. De Concini–Procesi presentation. Another presentation of the cohomol-
ogy ring is due toDeConcini and Procesi [11], whomanaged to interpretM0,n+1
as the wonderful model of the Coxeter arrangement of type An−1 for the mini-
mal building set of the corresponding lattice of subspaces. More precisely, one
should consider, for each I ⊆n, the vector space VI :=CI /(1,1, . . . ,1). There is an
obvious well defined map from Cn \
⋃
i 6= j {xi = x j } to the product∏
I⊆n,|I |≥3
P(VI ),
and the closure of the image of this map is isomorphic to M0,n+1 [11]. The
resulting presentation identifies the cohomology ring H•(M0,n+1,Z) with the
quotient of the polynomial ring generated by elements YS with S ⊆n, 2≤ |S| ≤n,
modulo the ideal generated by the elements
•
∑
i , j∈S
YS for all i 6= j ,
• YSYT for all S,T with S∩T 6=∅, S 6⊆T , T 6⊆ S.
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It is easy to check that making one of the marked points in the Keel presenta-
tion distinguished, and eliminating Xn from the De Concini–Procesi presenta-
tion leads to an identification of the two presentations. Thus, most of the gen-
erators YT coincide with the corresponding Keel generators DT and arise from
boundary divisors; the only exception is the class Yn which can be seen to be
equal to the minus the first Chern class of the tautological line bundle at the 0th
marked point. Generalising this geometric intuition leads to a more convenient
presentation which we shall now describe.
2.1.3. Etingof–Henriques–Kamnitzer–Rains–Singh presentation. This presenta-
tion was found independently in the Ph. D. thesis of Singh [40, Section 9.2] and
in work of Etingof, Henriques, Kamnitzer and Rains [15, Proposition 5.3] who
utilised it for computation of mod 2 cohomology of the real locus of M0,n+1.
This presentation identifies H•(M0,n+1,Z) with the ring Rn , the quotient of the
polynomial ring in variables X I , I ⊆ n, |I | ≥ 3, modulo the ideal In generated by
the following three groups of polynomials:
• X 2I , where |I | = 3,
• X I (X I −X I\{i }), where |I | > 3, and i ∈ I ,
• (X I −XS)(X I −XT ), where I = S∪T , and S∩T 6=∅, S 6⊆ T , T 6⊆ S.
This presentation of the cohomology ring has its own geometric interpretation.
It is established in [40] that an isomorphism from Rn onto the cohomology ring
can be implemented by sending X I to π∗I (c1(LI )), where
πI : M0,n+1→P(VI )
is the projection map arising from the De Concini–Procesi construction, LI is
the tautological line bundle onP(VI ), and c1 is the first Chern class. Algebraically,
the formula XS :=
∑
S⊆T YT implements the conversion from the De Concini–
Procesi presentation to this one.
2.2. Koszulness and Gröbner bases. This section offers a short survey of Koszul
algebras andusingGröbner bases for proving that an algebra is Koszul, and adis-
cussion of suitability of various presentations of H•(M0,n+1,Z) for the purpose
of proving Koszulness using Gröbner bases. For other definitions and various
properties of Koszul algebras, we refer the reader to [37]; for definitions and re-
sults concerning Gröbner bases we suggest to consult [6].
Let A be a weight graded k-algebra which we assume to be generated by ele-
ments of weight 1 (in particular, A0 = k). Such an algebra is automatically aug-
mented, and k acquires a trivial A-module structure via the augmentationmap.
By definition, a Koszul algebra is a k-algebra for which the trivial module has a
resolution by free A-modules
· · ·→ Aan
dn
→ Aan−1
dn−1
→ ···
d2
→ Aa1
d1
→ A
ǫ
→ k→ 0,
where the differentials dk are “linear”, i.e. their matrices consist of elements of
weight 1.
For a field k, it is well known that an algebra whose ideal of relations has a
Gröbner basis consisting of quadratic elements (i.e. elements of weight 2) is
Koszul. In fact, it is known that an associative algebra with a noncommutative
quadratic Gröbner basis is Koszul [37, Chapter 4, Theorem 3.1], and also that a
commutative associative algebra with a quadratic Gröbner basis is Koszul [37,
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Chapter 4, Theorem 8.1]. It turns out that the same result is available for any
commutative unital ring k, as long as we give suitable definitions. We say that a
subset G of an ideal I of k[x1, . . . ,xn] (respectively, of k〈x1, . . . ,xn〉) is a Gröbner
basis (respectively, a noncommutative Gröbner basis) for the given admissible
ordering of monomials, if the leading coefficient of every element of G is equal
to 1, and the leading monomial of every element of I is divisible by a leading
monomial of an element of G ; the definition of a Koszul algebra is exactly the
same, one requires a linear free resolution of the trivial module.
Proposition 2.1. A k-algebra with a quadratic Gröbner basis (commutative or
noncommutative) is Koszul.
Proof. The algebraic discreteMorse theoryproofworkswithout any adjustments:
see [25, Corollary 3.9] in the commutative case and [25, Corollary 4.9] for the
noncommutative one. 
It is important to note that the two Gröbner bases criteria (the commutative
and the noncommutative one) are different: the universes where one looks for
admissible orderings of monomials are of different nature, and converting one
approach into another is not always possible; we refer the reader to [37, p. 93]
for some insight into that.
3. KOSZULNESS OF INTEGRAL COHOMOLOGY
In this section, we prove the main result of this paper. Our strategy is to ex-
hibit a commutative quadratic Gröbner bases (in fact, for the case of at least
six marked points we are not aware of choices of orderings leading to a non-
commutative quadratic Gröbner basis, even after a change of variables). Let us
first demonstrate that both the Keel presentation and the De Concini–Procesi
presentation are hopeless for the Gröbner basis strategy (we remark, for the in-
terested reader, that by standard results on PBW-bases [37, Chapter 4, Theo-
rem 4.1], passing to Koszul dual algebras would not help, since an algebra has
a quadratic Gröbner basis if and only if its Koszul dual does, for the opposite
monomial ordering). Recall that both presentations have an excessive number
of generators which are compensated for by the presence of linear relations, so a
hypothetical Gröbner basis proving Koszulness for those presentationswill have
some linear elements (eliminating the excess) and some quadratic ones.
Proposition 3.1. Neither the Keel presentation nor the De Concini–Procesi pre-
sentation for H•(M0,n+1,Z) admits a linear-and-quadratic Gröbner basis (either
commutative or noncommutative) for n ≥ 4, nomatter what admissible ordering
of variables one chooses.
Proof. We shall give the argument for the Keel presentation, since the presen-
tations are almost identical to one another. Suppose that there exists a linear-
and-quadratic Gröbner basis, which we assume reduced. Since H•(M0,n+1,Z)
is an Abelian group of finite rank, themonomialsDkS , k ≥ 1, cannot be all linearly
independent, so one of them must be divisible by a leading monomial of some
Gröbner basis element. Thus, for each S, eitherDS or D2S appears as the leading
monomial in ourGröbner basis. Let us consider the smallest S forwhichDS does
not appear as a leading monomial (i.e. the smallest variable that is not elimi-
nated). This means thatD2S appears as a leading monomial; moreover, since the
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Gröbner basis we consider is assumed reduced, this means thatD2S is a relation,
since there can be no lower terms in the corresponding Gröbner basis element.
Consequently, D2S = 0 in H
•(M0,n+1,Z). However, the variables DS correspond
to appropriate divisors on M0,n+1 for which the self-intersection is never zero
for n ≥ 4 (for n = 2, there are no classes DS , and for n = 3, there is just one, and it
squares to zero); this contradiction completes the proof. 
From this proof, we obtain a useful hint: a quadratic Gröbner basismust con-
tain a square of a variable, and, more generally, necessarily leads to a square-
free basis of monomials in H•(M0,n+1,Z). There are two known descriptions of
square-free bases of cohomology: the bases of Kontsevich and Manin [27] ob-
tained from the Keel presentation, and the geometric bases of Gaiffi [18] that
emerge in the context of the De Concini–Procesi presentation. Proposition 3.1
implies that neither of those square-free bases can correspond to a Gröbner ba-
sis. As we shall see now, the Etingof–Henriques–Kamnitzer–Rains–Singh presen-
tation is the “right” one for our purposes. One added bonus of that presentation
(noticed already in [15, p. 764]) is that it has an additional grading by themonoid
(2n ,∪) of all subsets of n with respect to taking unions, or even by the partition
lattice (Πn ,∨) of all partitions ofn ordered by reverse refinement; this extra grad-
ing is useful for various purposes, see e.g. the proof of Theorem 4.2.
Theorem 3.2. The ring H•(M0,n+1,Z) is Koszul.
Proof. It is enough to exhibit a choice of generators for which the ring Rn ∼=
H•(M0,n+1,Z) has a quadratic Gröbner basis. For our proof, it will be a little bit
nicer to define the ring Rn as a “linear species”, i.e. to assign a similarly defined
ring to any finite ordered set A; we denote that ring by RA .
Let us define amonomial ordering of the polynomial ringZ[X I : I ⊆ A, |I | ≥ 3].
In the rest of the proof, we shall frequently use, for a non-empty finite ordered
set S, the operation that removes from S its maximal element; we denote this
operation by ∂(S).
Lemma 3.2.1. Let A be a finite ordered set. Consider the following binary relation
≺′ on the set 2A of all subsets of A: we say that I ≺′ J if either J = I \{a}where a ∈ I ,
a 6=max(I ), or I = ∂(J). Let ≺ be the transitive closure of ≺′. Then ≺ is a partial
order.
Proof. We just need to show that ≺ is antisymmetric. Assume the contrary, and
take two subsets I , J ⊆ A for which I ≺ J and J ≺ I . This means that I can be
obtained from J by a sequence of steps, each either removing the maximal el-
ement or adding a non-maximal element, and J can be obtained from I in the
same way. Under each of these operations, the maximal element of a set does
not increase, so if we are able to start from the set I and return to it after a few
operations, then the maximal element remains unchanged, so at each step we
just add a non-maximal element. Clearly, these steps increase cardinality, which
is a contradiction. 
Wefix some extension of the partial order≺ from Lemma 3.2.1 to a total order
of 2A; we denote that extension by ⊳. We may use this order to define a graded
lexicographic ordering of all generators of RA ; we denote that ordering by the
same symbol ⊳.
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Lemma 3.2.2. For the ordering ⊳, the linearly self-reduced system of generators
of the ideal IA consists of the following elements of weight two:
• X 2I , where |I | = 3,
• X 2I −X I X∂(I ), where |I | > 3,
• X I\{i }X I −X I X∂(I ), where |I | > 3, i ∈ I , i 6=max(I ),
• XSX∂(I )−X I X∂(I ), where |I | > 3, S ⊆ I , |I \S| = 1,max(I )∈ S,
• XSX I −XSX∂(I ), where |I | > 3, S ⊆ I , |I \S| > 1,max(I )∈ S,
• XSXT −XT X∂(I )−XSX∂(I )+X I X∂(I ), where |I | > 3, I = S∪T , andmax(I )∈
S∩T , S 6⊆T , T 6⊆ S,
• XSXT −X I XT −XSX∂(I )+X I X∂(I ), where |I | > 3, I = S∪T , andmax(I ) ∈ S,
T ( ∂(I ), T 6⊆ S.
Proof. The first group of elements generating In are X 2I for |I | = 3; those ele-
ments are not altered. In the rest of the proof we assume |I | > 3.
The second group of elements is X I (X I−X I\{i }), where i ∈ I . Note thatwe have
X∂(I ) ≺ X I and X I ≺ X I\{i } for i 6=max(I ). Thus, the elements of the second group
have distinct leading monomials, and to self-reduce them, we use the leading
monomial X 2I of X
2
I −X I X∂(I ) to cancel the corresponding term in the other ele-
ments of this group.
Finally, we consider the elements (X I −XS)(X I −XT ) of the third group. Sup-
pose that max(S) =max(I ). Then we first consider the element (X I − XS )(X I −
X∂(I )) from this group of relations; eliminating X
2
I from it, we obtain the element
XS(X I−X∂(I ))= XSX I−XSX∂(I ). If |I \S| > 1, this element can be linearly reduced
further, leading to the element XSX∂(I )−X I X∂(I ); otherwise, we already have the
reduced form.
Now we proceed with analysing the other elements of the third group.
If max(I ) ∈ S ∩T , then XSXT is the leading monomial of (X I − XS)(X I − XT ).
Using the linear reductions with respect to the elements XSX I −XSX∂(I ), XT X I −
XT X∂(I ), and X
2
I −X I X∂(I ), we obtain the linearly reduced element
XSXT −XT X∂(I )−XSX∂(I )+X I X∂(I ).
If max(S) = max(I ) but max(T ) 6= max(I ) (and T 6= X∂(I )), then XSX I is the
leadingmonomial of (X I −XS)(X I −XT ) independently of T . Using the linear re-
duction with respect to the elements XSX I −XSX∂(I ) and X
2
I −X I X∂(I ), we obtain
the linearly reduced element
XSXT −X I XT −XSX∂(I )+X I X∂(I ).
To conclude the proof, we note that if max(S) 6=max(I ) andmax(T ) 6=max(I ),
then I 6= S∪T , so there is no relation (X I −XS)(X I −XT ) to consider. 
Even though the statement of this lemma looks technical and somewhatmessy,
it leads to the following rather elegant description of thenormal quadraticmono-
mials with respect to the ideal In .
Lemma 3.2.3. For the ordering⊳, the commutative quadraticmonomial XSXT =
XT XS (where S,T ⊆n and |S|, |T | ≥ 3) is normal with respect to the ideal In if and
only if it is a monomial of one of the following three types:
(1) if S∩T =∅ (subsets are disjoint), no further constraints,
(2) if S ⊆ T (subsets are comparable), we require S ⊆ ∂(T ),
(3) in all other cases, we requiremax(S)>max(T ), ∂(S)⊆ T , and |T \∂(S)| > 1.
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Proof. Note that the first two group of elements of Lemma 3.2.2 ensure that nor-
mal monomials are square-free. The third and the fifth group together mean
that a monomial XSXT with S ⊆ T is normal if and only if max(T ) ∉ S, so S ⊆
∂(T ). The sixth and the seventh group together mean that a monomial XSXT
with S ∩T 6= ∅, S 6⊆ T , T 6⊆ S can only be normal if max(S) = max(S ∪T ) and
T = ∂(S ∪T ), so ∂(S) ⊆ T , and max(S) > max(T ). Finally, the fourth group of
elements imposes the condition |T \∂(S)| > 1. 
To prove that for the chosen ordering ⊳, the ideal IA has a quadratic Gröbner
basis, it is enough to prove that the set NkA of all weight k monomials that are
normal with respect to the relations exhibited in Lemma 3.2.2 forms a basis of
RkA, the weight k component of the ring Rn . Since every element can be rewrit-
ten as a linear combination of normal monomials by a sequence of reductions,
the set NkA generates R
k
A . It is therefore enough to show that the number of the
normal monomials is equal to the rank of RkA.
From Lemma 3.2.3, we note that each normal monomial M either does not
contain any variables X I with max(A) ∈ I , or contains exactly one such variable.
Monomials M ∈ NkA that do not contain any variables X I with max(A) ∈ I are in
an obvious bijection with Nk
∂(A). If we look at monomials M ∈ N
k
A that contain
exactly one such variable, there are two possible cases to consider. First, this
variable may be the variable XA. In this case, M = XAM ′, and for any normal
monomial M ′ ∈ Nk−1
∂(A) we obtain a normal monomial. Otherwise, we may have
the variable X I with max(A) ∈ I and I 6= A. In this case, M = X IM ′, where M ′
is a normal monomial involving only variables X J , where J ⊆ ∂(A), with either J
disjoint from I , or J ⊆ ∂(I ), or ∂(I )⊆ J ; in the latter case, we require |J \∂(I )| > 1.
Let us writeM = X IM1M2, whereM1 is the product of all X J inM ′ for which J ⊆
∂I , andM2 is the product of all X J inM ′ forwhich J disjoint from I or ∂(I )⊆ J and
|J \∂(I )| > 1. The slightly unexpected result which we shall be able to use is that
the set of all pairs (M1,M2) thus obtained is in a bijection with the disjoint union
of all Cartesian products Na
∂(I )×N
b
A\∂(I ) for a +b = k = 1. The monomial M1 is
already a normal monomial with the correct indexing set. To make the indexing
set ofM2 correct, we look at each its factor X J for which ∂(I )⊆ J and |J \∂(I )| > 1,
remove all entries of ∂(I ) from J , and adjoin the element max(A) to the resulting
set. The variables X J for which J is disjoint from I remain unchanged. By a direct
inspection, this convertsM2 into amonomialM ′2 ∈NA\∂(I ), and this procedure is
reversible: for M ′2 ∈N
b
A\∂(I ), replacing the element max(A) with ∂(I ) everywhere
produces a monomial M2 ∈ Nk−1∂(A) involving only variables X J for which either J
disjoint from I , or ∂(I )⊆ J and |J \∂(I )| > 1. Moreover, if we take a pair (M1,M ′2) ∈
Na
∂(I )×N
b
n\∂(I ), the monomial X IM1M2 is readily seen to be normal.
We therefore established that there is a bijection between NkA and the disjoint
union
Nk∂(A)⊔N
k−1
∂(A)⊔
⊔
I⊆A : max(A)∈I ,
|∂(I )|,|A\∂(I )|≥2,
a+b=k−1
Na∂(I )×N
b
A\∂(I ),
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implying that
∣∣∣Nkn∣∣∣= ∣∣∣Nkn−1∣∣∣+ ∣∣∣Nk−1n−1∣∣∣+ 12
∑
p+q=n : p,q≥2
a+b=k−1
(
n
p
)∣∣∣Nap ∣∣∣∣∣∣Nbq ∣∣∣ .
Since the Betti numbers of M0,n+1 satisfy the same recurrence (obtained by
symmetrisation of the recurrence relation of Keel [26, p. 550]), it follows by in-
duction that
∣∣Nkn∣∣= rkH2k(M0,n+1,Z). As explained above, this guarantees that
for the ordering ⊳, the ring Rn has a quadratic Gröbner basis, and therefore is
Koszul. 
4. APPLICATION TO HOMOTOPY INVARIANTS OF LOOP SPACES
Let us discuss some applications of our result to computation of homotopy
invariants of loop spaces of moduli spaces of stable curves. Our main technical
tool here is the framework of Koszul spaces developed over Q by Berglund [3]
and extended for any field by Berglund and Börjeson [4]. Let us recall the main
relevant result.
Proposition 4.1 ([4, Theorem 2.15]). Let k be a field, and let X be a connected
space of finite k-type. The following statements are equivalent:
(1) The space X is both formal and coformal over k.
(2) The space X is formal over k, and H•(X ,k) is a Koszul algebra.
(3) The space X is coformal over k, and H•(ΩX ,k) is a Koszul algebra.
In such a situation, the associative algebras H•(X ,k) and H•(ΩX ,k) are Koszul
dual to each other.
We begin with the determining the rational homotopy Lie algebras.
Theorem 4.2. The rational homotopy Lie algebra π∗(ΩM0,n+1)⊗Q is isomor-
phic to the graded Lie algebra generated by odd elements YI , where I ⊆ n, |I | ≥ 3,
subject to relations
[YI ,YJ ]= 0, I ∩ J =∅,[
YI ,
∑
I∪K=J
YK
]
= 0, I ⊆ J , |J | > 3, |J \ I | 6= 1.
This Lie algebra is finite dimensional for n = 2,3, and has exponential growth for
all n ≥ 4. The generating function for ranks of rational homotopy groups is
∑
m≥1
µ(m)
m
ln
(
1
fn((−t )m)
)
,
where fn(t2) is the Poincaré polynomial forM0,n+1.
Proof. Since M0,n+1 is a compact Kähler manifold, it is formal as a topological
space [12]. Thus, our main result implies that M0,n+1 is a Koszul space, and
Proposition 4.1 applies. By the theorem of Milnor and Moore [35, p. 263], the
homology algebra of the based loop space is the universal enveloping algebra of
the rational homotopy Lie algebra:
H•(ΩM0,n+1,Q)∼=U (π∗(ΩM0,n+1)⊗Q).
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Since H•(ΩM0,n+1,Q)∼= H•(M0,n+1,Q)!, we simply need to check that the rela-
tions listed here span the annihilator of relations of the algebra Rn⊗Q. By direct
inspection, the relations listed above are linearly independent and orthogonal
to the relations of Rn , and the number of those relations is equal to
∣∣N2n∣∣ which
is the dimension of R2n , which completes the proof of the first statement.
Note that for n = 2 the space M0,3 is a single point, and for n = 3 the space
M0,4 coincides with CP1, so the rational homotopy Lie algebra is the free Lie
algebra on one odd generator, which is finite-dimensional. To prove the dimen-
sion claim for n ≥ 4, we use the grading of the Lie algebra π∗(ΩM0,n+1)⊗Q) by
themonoid (2n ,∪). This grading is useful since it shows that the obvious map
H•(ΩM0,4+1,Q)→H•(ΩM0,n+1,Q)
is injective: no further relations on the generators YI with I ⊆ {1,2,3,4} can fol-
low from the other relations. Thus, it is enough to establish the dimension claim
forM0,4+1. The algebra H•(ΩM0,4+1,Q) has just one relation
[Y1234,Y123+Y124+Y134+Y234+Y1234]= 0,
and for the ordering Y123 > Y124 > Y134 > Y234 > Y1234, the leading term of this
relation is Y123Y1234, which does not overlap itself nontrivially, so our algebra
has a quadratic noncommutative Gröbner basis, and it is clear that the elements
Y124, Y134, Y234, and Y1234 generate a free subalgebra. Thus, they generate a free
Lie subalgebra in the Lie algebra π∗(ΩM0,4+1)⊗Q) which is therefore infinite-
dimensional and has exponential growth.
For the last statement, we note that the generating series for dimensions of
an associative algebra and and for dimensions of its Koszul dual are, up to alter-
nating signs, multiplicative inverses of each other [37, Chapter 2, Corollary 2.2].
Thus, the generating function for dimensions of
H•(ΩM0,n+1,Q)∼=H
•(M0,n+1,Q)
!
is equal to 1fn (−t ) . It remains to use standard formula relating, for a simply con-
nected space, the generating series for rational Betti numbers of the based loop
space to the generating series of the ranks of rational homotopy groups, see [2].

In principle, information about rational homotopy invariants of the based
loop space ΩX can be used to derive information about such invariants for the
free loop space LX , for instance estimate its Betti numbers. However, for a
Koszul space, nothing new can be obtained here: such spaces are coformal,
and by a theorem of Lambrechts [28], for any simply connected coformal space
X of finite Q-type, the rational Betti numbers of LX grow exponentially when-
ever the rational homotopy Lie algebra of X is infinite-dimensional. However,
we are able to use our result for a similar conclusion in positive characteristic,
strengthening in the particular case of moduli spaces of stable curves the results
of [22, 34].
Theorem 4.3. The sequence
{
dimHi (LM0,n+1,Fℓ)
}
has exponential growth for
all primes ℓ≥n.
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Proof. First, we note that since the ring H•(M0,n+1,Z) has a quadratic Gröbner
basis with leading coefficients equal to 1, the algebra H•(M0,n+1,Fℓ) has a qua-
dratic Gröbner basis for all ℓ; therefore, that algebra is Koszul. To establish that
M0,n+1 is Fℓ-formal, we shall use the étale cohomology approach to formality
developed by Cirici and Horel [9]. Following their approach, we choose a prime
number p that generates F×
ℓ
, take K = Qp , and note that H2met ((M0,n+1)K ,Fl ) is
a Tate module that is pure of weightm. Thus, by [9, Theorem 8.2(iii)], the space
M0,n+1 is 2(p −2)-formal over Fp , which implies formality for p ≥ n, since the
complex dimension of M0,n+1 is equal to n − 2. According to Proposition 4.1,
these two statements together imply thatM0,n+1 is a Koszul space over Fℓ when-
ever ℓ≥n.
From results of Burghelea–Fiedorowicz andGoodwillie [7, 21], for anypointed
spaceM and any unital commutative ring k, we have
H•(LM ,k)∼=HH•(C•(ΩM ,k),C•(ΩM ,k)).
Moreover, homotopy invariance ofHochschild homology [21, Proposition III.2.9]
ensures that for a k-coformal spaceM , we have
HH•(C•(ΩM ,k),C•(ΩM ,k))∼=HH•(H•(ΩM ,k),H•(ΩM ,k)).
Thus, the commutator quotient
H•(ΩM ,k)/[H•(ΩM ,k),H•(ΩM ,k)]∼=HH0(H•(ΩM ,k),H•(ΩM ,k))
is a lower boundon thehomologyH• (LM ,k) for anyk-coformal spaceM . Apply-
ing this to the spaceM0,n+1 for ℓ≥ n which we have shown to be Fℓ-Koszul, we
conclude that the Fℓ-Betti numbers of the free loop space LM0,n+1 grow expo-
nentially whenever the dimensions of components of the commutator quotient
H•(ΩM0,n+1,Fℓ)/[H•(ΩM0,n+1,Fℓ),H•(ΩM0,n+1,Fℓ)]
of the algebra H•(ΩM0,n+1,Fℓ) grow exponentially. In particular, that is true
whenever that algebra contains a free subalgebra on at least two generators,
which is true in our case, by an argument identical to that in the proof of Theo-
rem 4.2. 
5. GENERALISATIONS
Let us start with recording a rather obvious class of Koszul algebras which are
superficially similar to the cohomology algebras we considered, but are much
easier to analyse. We refer the reader to [10, 17] for background on polyhedral
fans and toric varieties necessary for this section.
Theorem 5.1. Let Σ be a smooth complete rational polyhedral fan. The cohomol-
ogy ring H∗(XΣ,Z) of the complex toric variety XΣ is Koszul if and only if the fanΣ
is a flag complex.
Proof. By [10, Theorem 10.8], the cohomology algebra H∗(XΣ,Z) admits a pre-
sentation via generators corresponding to rays of the fan Σ and relations of two
types: linear relations andmonomial relations of degree greater than one which
are relations of the face ring of Σ. Those monomial relations are quadratic if and
only if Σ is a flag complex. Thus, the theorem essentially says that the cohomol-
ogy of XΣ is Koszul if and only if it is quadratic. To prove this result, we recall
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that the proof of [10, Theorem 10.8] actually establishes that the basis of lin-
ear relations of the cohomology forms a regular sequence in the face ring of Σ. It
remains to note that the face ring of a flag complex is Koszul since it is a commu-
tative algebra with monomial quadratic relations (which always form a Gröbner
basis), and the quotient of a commutative Koszul ring by a regular sequence of
linear forms is Koszul (over a field, one would use [37, Chapter 2, Cor. 5.4]; since
we are over a ring, one has to replace the quotient by its linear resolution, the
Koszul complex, and then pass to the total complex). 
Let us note that cohomology rings of smooth projective toric varieties look
very similar to the cohomology ofM0,n+1: one takes a commutative algebra with
monomial relations and quotients out a sequence of linear forms. However, for
the case of M0,n+1, the number of linear forms grows quadratically in n, while
the maximal length of a regular sequence grows linearly, so this result is gravely
insufficient for the main result of this paper.
As a corollary to Theorem 5.1, we shall examine the noncommutative ana-
logues ncM0,n+1 defined in [14]. One of the geometric definitions of those va-
rieties identifies them as (smooth projective) toric varieties whose fans are dual
to Loday’s realisations of associahedra, implying the following result.
Corollary 5.1.1. The ring H•(ncM0,n+1,Z) is Koszul.
As another corollary to Theorem 5.1, we resolve the question of Koszulness
of rational cohomology of Losev–Manin spaces Ln [30]. Those are known to be
(smooth projective) toric varieties whose fans are dual to permutahedral poly-
topes; alternatively, they are the type A fans associated to theWeyl chambers [38].
Corollary 5.1.2. The ring H•(Ln ,Z) is Koszul.
The commongeneralisation of the spacesM0,n+1 andLn is givenby the genus
zero components L0,S of the “extended modular operad” [29]. All those compo-
nents are particular cases of moduli spaces of rational weighted stable curves
M0,w defined by Hassett [23]. The cohomology algebras of those spaces are
known to be quadratic, and Manin raised in [32, Section 3.6.3] the question
of Koszulness of those algebras. It is known that those spaces are wonderful
models of certain hyperplane arrangements, see e. g., [8, 19]. In particular, a
presentation similar to the one we used in this paper is easy to obtain. We ex-
pect a slightly more technical version of the argument presented in this paper
would confirm that those algebras are Koszul. In fact, we conjecture that that
De Concini–Procesi wonderful models of hyperplane arrangements are Koszul
in a wide range of cases. For an arbitrary arrangement and a chosen building set
for the corresponding lattice, the cohomology algebra of the associated wonder-
ful model is not always quadratic, but we suspect that this is the only obstacle
for Koszulness.
Conjecture 5.2. Consider a subspace arrangement in P(V ) that refines a hyper-
plane arrangement. Let G be a building set of the corresponding lattice of sub-
spaces, and consider the De Concini–Procesi projective wonderful model Y G as-
sociated to the building set G . The ring H•(Y G ,Z) is Koszul if and only if it is
quadratic.
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It would also be interesting to seek a further generalisation of our results to
the case of algebras D(L,G) defined by Feichtner and Yuzvinsky in [16] for a
building setG of an arbitrary atomistic lattice L. In general, those algebras admit
geometric interpretation as Chow rings of certain smooth toric varieties, how-
ever those varieties are non-complete, so Theorem 5.1 is not applicable. We feel
that to identify the class of lattices for which quadraticity of the algebra D(L,G)
implies its Koszulness, itmay be useful to consider various notions of shellability
of partially ordered sets [5], at least if one expects a quadratic Gröbner basis. We
conclude with one more conjecture concerning a subclass of algebras D(L,G)
that are known to be quadratic: Chow rings of matroids [1].
Conjecture 5.3. The Chow ring of any matroid is Koszul.
This conjecture would also automatically imply Koszulness of cohomology
for the components of the extended modular operad. Indeed, in [8] those com-
ponents are related to Bergman fans of graphic matroids; their cohomology is
isomorphic to the appropriate matroid Chow rings.
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