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Introduction
We know that stochastic Itô-Volterra integral equations arise in many problems in mechanics, finance, biology, medical, social sciences, etc. So the study of such problems is very useful in application and there is an increasing demand for studying the behavior of a number of sophisticated dynamical systems in physical, medical and social sciences, as well as in engineering and finance. These systems are often dependent on a noise source, on a Gaussian white noise, for example, governed by certain probability laws, so that modeling such phenomena naturally requires the use of various stochastic differential equations [1] [2] [3] [4] [5] or, in more complicated cases, stochastic Itô-Volterra and Itô-Volterra-Fredholm integral equations and stochastic integro-differential equations [6] [7] [8] [9] [10] . Because in many problems such equations of course cannot be solved explicitly, it is important to find their approximate solutions by using some numerical methods [1] [2] [3] [4] [8] [9] [10] .
In recent years, orthogonal functions or polynomials, such as block pulse functions, Walsh functions, Fourier series, Legendre polynomials, Chebyshev polynomials and Laguerre polynomials, were used to estimate solutions of some systems such as integral equations, [7] [8] [9] [10] [11] [12] [13] [14] . In this paper we use of block pulse functions and stochastic integration operational matrix.
We consider the following m-dimensional linear stochastic Itô-Volterra integral equation,
where X (t), f (t), µ(s, t) and σ j (s, t), j = 1, 2, . . . , m, for s, t ∈ [0, T ), are the stochastic processes defined on the same probability space (Ω, , P), and X (t) is unknown. Also B(t) = (B 1 (t), B 2 (t), . . . , B m (t)) is an m-dimensional Brownian motion process and  t 0 σ j (s, t)X (s)dB j (s), j = 1, 2, . . . , m, are the Itô integrals.
This paper is organized as follows.
In Section 2, we describe the basic properties of the block pulse functions and functions approximation by block pulse functions and integration operational matrix. In Section 3, we obtain the stochastic integration operational matrix. In Section 4, we solve stochastic Itô-Volterra integral equations with several independent white noise sources by using a stochastic integration operational matrix. Section 5 is devoted to error analysis proposed method and in Section 6, we report our numerical finding and demonstrate the accuracy of the proposed scheme by considering numerical examples. Finally, Section 7 gives some brief conclusions.
Block pulse functions (BPFs)
BPFs have been studied by many authors and applied for solving different problems; for example, see [7] [8] [9] [10] [11] [12] [13] [14] . The goal of this section is to recall notations and definition of the block pulse functions, state some known results, and derive useful formulas that are important for this paper. These have discussed thoroughly in [15, 16] .
Definition of BPFs
We define the m-set of BPFs as 
where i, j = 1, 2, . . . , m and δ ij is Kronecker delta. (2) Orthogonality: The BPFs are orthogonal with each other in the interval t ∈ [0, T ) 
where
Vector form: Consider the first m terms of BPFs and write them concisely as m-vector
The above representation and disjointness property follows
furthermore, we have
and,
where D F usually denotes a diagonal matrix whose diagonal entries are related to a constant vector
Functions approximation
An arbitrary real bounded function f (t), which is square integrable in the interval t ∈ [0, T ), can be expanded into a block pulse series in the sense of minimizing the mean square error between f (t) and its approximation (8) where f i is the block pulse coefficient with respect to the ith BPF φ i (t). In the vector form we have,
. It can be similarly expanded with respect to BPFs such as
where Ψ (s) and Φ(t) are m 1 and m 2 dimensional BPFs vectors respectively, and 
. For convenience, we put m 1 = m 2 = m. 
Integration operational matrix
where h 2 is the ith component of vector. Therefore, [15] ,
where the operational matrix of integration is given by
So, the integral of every function f (t) can be approximated as follows
Stochastic integration operational matrix
The Itô integral of each single BPFs φ i (t) can be computed as follows,
and it has the vector form, (18) in which the ith component is B(
where the stochastic operational matrix of integration is given by
So, the Itô integral of every function f (t) can be approximated as follows
Solving m-dimensional stochastic Itô-Volterra integral equations by stochastic operational matrix
We consider following linear stochastic Itô-Volterra integral equation with several independent white noise sources,
Our problem is to determine the block pulse coefficient of X (t), where X (t), f (t), µ(s, t) and σ j (s, t), j = 1, 2, . . . , m, for s, t ∈ [0, T ), are the stochastic processes defined on the same probability space (Ω, , P). Also B(t) = (B 1 (t), B 2 (t), . . . , B m (t)) is an m-dimensional Brownian motion process and
We approximate X (t), f (t), µ(s, t) and σ j (s, t), j = 1, 2, . . . , m, by relations (9), (10) as follows
In the above approximates, X and F are stochastic block pulse coefficient vectors, and Λ and Σ j , j = 1, 2, . . . , m, are stochastic block pulse coefficient matrices. With substituting above approximation in Eq. (22), we get 
and also for the Itô integral terms, we have
With substituting relations (24) and (26) in (23), we get
Then,
Which is a linear system of equations with lower triangular coefficients matrix that gives the approximate block pulse coefficient of the unknown stochastic processes X (t).
Error analysis
In this section, we will show that the rate of convergence presented method for solving stochastic Itô-Volterra integral equations with several independent white noise sources is O(h). [0, 1) , and
Theorem 1. Suppose that f (t) is an arbitrary real bounded function, which is square integrable in the interval
is the block pulse series of f (t). Then,
Proof. Let,
We have,
now by mean value theorem, we get,
Consequently
or,
) is the block pulse series of f (s, t). Then,
Theorem 3. Suppose X (t) is the exact solution of (22) andX m (t) is the block pulse series approximate solution of (22) that their coefficients are obtained by (29)
. Also assume that
Proof. By using Theorems 1 and 2, we have,
and
From (22), we get
then by mean value theorem, we can write
By using (H1), (H2) and (40), we have
So
or 
Numerical examples
To illustrate the method stated in Section 4, we consider below some examples. The computations associated with the examples were performed using Matlab 7. Let X i denote the block pulse coefficient of exact solution of the given examples, and let Y i be the block pulse coefficient of computed solutions by the presented method. The error is defined as 
with the exact solution X (t) = X 0 e
, for 0 ≤ t < 1, where X (t) is an unknown stochastic processes defined on the probability space (Ω, , P), and B(t) = (B 1 (t), B 2 (t), . . . , B m (t)) is an m-dimensional Brownian motion process. The numerical results for X 0 = are shown in Table 1 . In Table 1 , n is the number of iterations, x E is the mean of error, and s E is the standard deviation of error. The curves in Fig. 1 represent a trajectory of the approximate solution computed by the presented method with a trajectory of the exact solution. The curves in Fig. 2 represent the variation process of error. Example 2. Consider the following linear stochastic Itô-Volterra integral equation,
, for 0 ≤ t < 1, where X (t) is an unknown stochastic process defined on the probability space (Ω, , P), and B(t) = (B 1 (t), B 2 (t), . . . , B m (t)) is an m-dimensional Brownian motion process. The numerical results for X 0 = 1 12 , r(s) = s 2 , α 1 (s) = sin(s), α 2 (s) = cos(s) and α 3 (s) = s are shown in Table 2 . In Table 2 , n is the number of iterations, x E is mean of error, and s E is the standard deviation of error. The curves in Fig. 3 represent a trajectory of the approximate solution computed by the presented method with a trajectory of exact solution. The curves in Fig. 4 represent the variation process of error.
Conclusion
Because it is almost impossible to find the exact solution of Eq. (22), it would be convenient to determine its numerical solution based on stochastic numerical analysis. Using block pulse functions as basis functions to solve the linear stochastic Itô-Volterra integral equations with several independent white noise sources is very simple and effective in comparison with other methods. Its applicability and accuracy is checked on some examples.
The advantages of using the block pulse functions are simple calculations and conversion of the integral equation to a triangle system. So, by using block pulse functions and their stochastic operational matrix for stochastic Itô-Volterra integral equation, oscillations appear. Fluctuations generated in the exact and approximated answers are not dependant on a selected basis, but on random factors in the equation. Oscillations that appeared in the answers are due to Itô integrals in the integral equation. Itô integral is related to the Brownian motion. Simulation of Brownian motion B(t), is related to random numbers with normal distribution, since random number have fluctuations, these fluctuations are transmitted to the responses. With this method, different random paths for simulated Brownian motion is obtained, and we therefore consider the average of the directions. We used the article [17] for the simulation of Brownian motion. Moreover, one could also apply the Itô-Taylor expansion described by Kloeden and Platen [3] , or those from article [18] , for example. Certainly, it could be the topic of some future work.
