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Prohlasˇuji, zˇe jsem prˇedlozˇenou pra´ci vypracoval samostatneˇ a zˇe jsem uvedl vesˇkere´
pouzˇite´ informacˇn´ı zdroje v souladu s Metodicky´m pokynem o dodrzˇova´n´ı eticky´ch prin-
cip˚u prˇi prˇ´ıpraveˇ vysokosˇkolsky´ch za´veˇrecˇny´ch prac´ı.
i
Podeˇkova´n´ı
Deˇkuji prˇedevsˇ´ım vedouc´ımu me´ diplomove´ pra´ce Ing. Stanislavu Vı´tkovi Ph.D. za
ochotu a pomoc prˇi vypracova´n´ı.
Abstrakt
V uvedene´ pra´ci je prˇedstavena aplikace pro mobiln´ı telefon na platformeˇ Android,
ktera´ slouzˇ´ı jako navigacˇn´ı pomu˚cka pro zrakoveˇ postizˇene´. C´ılem bylo sestavit algo-
ritmus, ktery´ bude schopen detekovat prˇeka´zˇky pomoc´ı obrazove´ho senzoru a prˇeva´deˇt
tuto informaci na signalizaci, ktera´ bude srozumitelna´ zrakoveˇ postizˇene´mu. Algorit-
mus vyuzˇ´ıva´ k detekci opticke´ho toku a v rea´lne´m cˇase prˇeva´d´ı informaci na zvukovy´
signa´l pomoc´ı zvuk˚u to´nove´ volby. Aplikace byla otestova´na pomoc´ı natocˇeny´ch vide´ı na
pocˇ´ıtacˇi a na´sledneˇ jako samostatna´ aplikace v mobiln´ım telefonu. Vy´sledky ukazuj´ı, zˇe
zvolena´ metoda ma´ nedostatky a je potrˇeba dalˇs´ıho vy´voje a testova´n´ı aby byla aplikace
pouzˇitelna´ v rea´lne´m prostrˇed´ı. V za´veˇru je navrzˇeno jaky´m zp˚usobem by se toho dalo
dosa´hnout.
Abstract
Aplication for mobile phones on Android platform is presented. Application serves as
an aid for visually impaired. The aim was to develop algorithm that is able to detect
obstacles. Application converts information from image sensor to audio signal. Optical
flow is used as main method for detection obstacles. Dual-tone multi-frequency was used
for giving information to visually impaired. Application was tested on computer with
recorded videos, subsequently on mobile phone. Results shows that there is a lot of issues
that must be solved with this method in real use. Conclusion describes some methods
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Tato pra´ce ma´ za c´ıl vytvorˇit a otestovat aplikaci pro mobiln´ı telefony na platformeˇ
Android, ktera´ bude slouzˇit jako navigace pro nevidome´. Aplikace by meˇla reagovat v
rea´lne´m cˇase na za´kladeˇ informace z obrazove´ho sn´ımacˇe. Cest, jak dosa´hnout tohoto
c´ıle, je mnoho, proto bude jako za´klad slouzˇit resˇersˇe, ktera´ pomu˚zˇe zvolit metodu vhod-
nou pro mobiln´ı telefon. V textu budu vyuzˇ´ıvat volne´ prˇeklady cˇla´nk˚u, ktere´ se zaby´vaj´ı
touto problematikou. Po uveden´ı do problematiky pomu˚cek pro nevidome´ pop´ıˇsu vlastn´ı
vy´voj aplikace a testova´n´ı. V pr˚ubeˇhu pra´ce jsem se mı´rneˇ odchy´lil od zada´n´ı a to t´ım,
zˇe zvolenou metodu nebudu testovat v programove´m prostrˇed´ı Matlab, ny´brzˇ v jazyce
C++ pomoc´ı knihovny OpenCV. Toto je z d˚uvodu snadneˇjˇs´ı implementace a rychlejˇs´ımu
vy´pocˇtu.
Mobiln´ı telefony dnes poskytuj´ı velmi zaj´ımave´ spojen´ı vy´pocˇetn´ıho vy´konu a kvalitn´ıch
obrazovy´ch sn´ımacˇ˚u. V podstateˇ se da´ rˇ´ıci, zˇe p˚uvodn´ı u´cˇel telefonu je dnes upozadeˇny´.
Vy´voj, jaky´m se mobiln´ı telefony za posledn´ı roky ub´ıraly je da´n prˇedevsˇ´ım c´ılem inte-
grovat co nejv´ıce funkc´ı do jedine´ho prˇ´ıstroje a zvysˇovat vy´kon, kv˚uli multimedia´ln´ım
aplikac´ım a hra´m. Tento vy´voj, ktery´ je da´n prima´rneˇ trhem, ovsˇem prˇina´sˇ´ı prˇ´ılezˇitosti
vyuzˇ´ıt tyto “prˇenosne´ pocˇ´ıtacˇe” i k jiny´m u´cˇel˚um, jako naprˇ´ıklad k asistivn´ı technologii.
Podle odhadu Sveˇtove´ zdravotnicke´ organizace (WHO) je na sveˇteˇ okolo 285 milio´n˚u
zrakoveˇ postizˇeny´ch, z toho 39 milio´n˚u je u´plneˇ slepy´ch a zbytek je slabozraky´[1]. Tato
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Za posledn´ıch dvacet let se pocˇet zrakoveˇ postizˇeny´ch sn´ızˇil, nicme´neˇ potrˇeba pomu˚cek
pro tuto skupinu je sta´la´. Zejme´na prˇi pohybu v meˇstske´m prostrˇed´ı je sta´le pozˇadavek na
jake´koliv pomu˚cky, ktere´ by zrakoveˇ postizˇeny´m umozˇnily lepsˇ´ı orientaci a prˇedcha´zen´ı
nebezpecˇ´ı.
Nejcˇasteˇjˇs´ı pomu˚cky, ktere´ zrakoveˇ postizˇen´ı pouzˇ´ıvaj´ı jsou b´ıla´ h˚ul a vod´ıc´ı pes. Jsou
obl´ıbene´ zejme´na pro svoj´ı jednoduchost a rozsˇ´ıˇrenost. Tyto historicky zna´me´ pomu˚cky
ovsˇem nejsou schopny poskytnout u´plnou informaci (h˚ul) o tom, co ma´ nevidomy´ prˇed
sebou, nebo jsou na´rocˇne´ financˇneˇ a cˇasoveˇ (cena vycvicˇene´ho psa je v soucˇasne´ dobeˇ
250 000,- Kcˇ)[2].
Modern´ı technologie nab´ızej´ı velmi sˇiroke´ mozˇnosti tvorby pomu˚cek pro nevidome´.
Vyuzˇ´ıva´ se mnoho fyzika´ln´ıch a matematicky´ch princip˚u pro stanoven´ı vzda´lenosti od
prˇeka´zˇky, navigace, orientace v prostoru atd.
1.1 Pohyb v prostrˇed´ı
Velkou cˇa´st nasˇeho zˇivota stra´v´ıme prˇesunem z jednoho mı´sta na druhe´. Pro zrakoveˇ
postizˇene´ prˇina´sˇ´ı cestova´n´ı rˇadu komplikac´ı. Prˇi denn´ıch u´konech se dosta´vaj´ı do situac´ı,
ktere´ vyzˇaduj´ı orientaci v prostoru a nalezen´ı c´ıle. V dnesˇn´ı dobeˇ jsou meˇsta sta´le jen
ma´lo uzp˚usobena pro pohyb zrakoveˇ postizˇeny´ch, ti proto mus´ı vyuzˇ´ıvat pomu˚cek, ktere´
jim ulehcˇuj´ı, a mnohdy i umozˇnˇuj´ı se dostat tam, kam potrˇebuj´ı. Proble´my prˇi cestova´n´ı
se daj´ı rozdeˇlit do dvou skupin [9]:
• mobilita - vyhy´ba´n´ı se prˇeka´zˇka´m, orientace a navigace,
• pohyb v prostrˇed´ı - minimalizace rizika, informace a znacˇen´ı.
Pohyb zrakoveˇ postizˇene´ho je mozˇne´ shrnout do dvou typ˚u proces˚u. Je to zaprve´ z´ıska´n´ı
vjemu, tedy odhad toho, co je v okol´ı a vyhnut´ı se prˇeka´zˇce. Za druhe´ je to orientace a
navigace v prostoru.
Vjem a vyhnut´ı se prˇeka´zˇky Jedna´ se o zaznamena´n´ı potencia´lneˇ rizikovy´ch objekt˚u
v prostrˇed´ı prˇed zrakoveˇ postizˇeny´m a umozˇneˇn´ı se jim vyhnout. Tento proces je
hlavn´ım u´cˇelem pomu˚cek pro nevidome´.
Vjem a identifikace znacˇen´ı Jedna´ se o zaznamena´n´ı znacˇen´ı a prˇeda´n´ı informace.
Nevidomy´ mu˚zˇe vyuzˇ´ıvat znacˇen´ı pro vidome´ a orientovat se tak v prostoru,
z´ıska´vat informace o smeˇru pohybu a vyhnout se nebezpecˇ´ı.
Orientace v prostoru Tento proces zahrnuje bezprostrˇedn´ı okol´ı zrakoveˇ postizˇene´ho.
Rˇesˇ´ı orientaci na cesteˇ a mozˇnost sledova´n´ı smeˇru bez nechteˇne´ho zata´cˇen´ı.
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Zemeˇpisna´ orientace - Navigace Narozd´ıl od Orientace v prostoru se jedna´ o
orientaci v sˇirsˇ´ım meˇrˇ´ıtku a nalezen´ı strategie cesty do vzda´lene´ho c´ıle. Zahrnuje
pla´nova´n´ı trasy z bodu A do bodu B.
1.2 Asistencˇn´ıch technologie pro pohyb v prostrˇed´ı
Ve vy´voji asistencˇn´ıch technologi´ı dosˇlo k velke´mu posunu. Dlouhou dobu sˇel vy´voj se
zameˇrˇen´ım na technologicky´ aspekt a uzˇivatelska´ prˇ´ıveˇtivost se zanedba´vala. Mnoho
pomu˚cek nevysˇlo ze sta´dia prototypu a jen ma´lo se jich dostalo do uzˇ´ıva´n´ı nevidomy´mi.
Proto sta´le z˚usta´va´ nejobl´ıbeneˇjˇs´ı pomu˚cka slepecka´ h˚ul a vod´ıc´ı pes, jakozˇto historicky
oveˇrˇene´ a dostupne´ pomu˚cky. Elektronika ma´ ale v tomto velky´ potencia´l. Mozˇne´ d˚uvody
male´ho rozsˇ´ıˇren´ı asistencˇn´ıch pomu˚cek jsou:
• velka´ slozˇitost zarˇ´ızen´ı a obt´ızˇne´ naucˇen´ı se pomu˚cku pouzˇ´ıvat,
• vysoka´ cena vy´voje,
• mı´jen´ı se potrˇeb nevidomy´ch a mozˇnost´ı pomu˚cky,
• ve vy´sledku horsˇ´ı funkcionalita nezˇ slepecka´ h˚ul.
Pro vy´voj je vhodne´ definovat typicke´ ota´zky k rˇesˇen´ı prˇi pohybu zrakoveˇ postizˇene´ho:
Vyhy´ba´n´ı se prˇeka´zˇka´m Lze rozdeˇlit na prostor v u´rovni nohou, hrudn´ıku a hlavy.
Da´le je to potrˇeba volne´ho prostoru po strana´ch. Naprˇ´ıklad zed’, lesˇen´ı, dverˇe nebo
zuzˇuj´ıc´ı se cesta. Take´ to jsou zmeˇny v u´rovni cesty, naprˇ´ıklad schody, obrubn´ıky
atd.
Orientace a navigace Tato ota´zka definuje: bezpecˇne´ sledova´n´ı cesty, bezpecˇne´ pouzˇit´ı
prˇechodu, nalezen´ı cesty a pohyb po te´to cesteˇ.
Minimalizace rizika Bezpecˇne´ pouzˇit´ı prˇechodu - vyhnut´ı se sra´zˇky s automobilem.
Da´le upozorneˇn´ı na konec chodn´ıku, cˇi prˇechod. Meˇstsky´ mobilia´rˇ umı´steˇny´ tak
aby nebyl prˇeka´zˇkou pro chodce.
Informace a znacˇen´ı Prˇ´ıstupne´ znacˇen´ı, informace o verˇejne´ dopraveˇ a dalˇs´ı verˇejne´
znacˇen´ı
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1.3 Rozdeˇlen´ı pomu˚cek
Veˇtsˇina pomu˚cek pracuje s jednoduchy´m principem a to:
• z´ıska´n´ı informace z okol´ı (informace o prˇeka´zˇce, smeˇru, trase),
• prˇeda´n´ı informace uzˇivateli ve vhodne´ formeˇ.
Prˇeda´n´ı informace uzˇivateli je jedna z kl´ıcˇovy´ch vlastnost´ı pomu˚cky pro zrakoveˇ postizˇene´.
Je potrˇeba se prˇi vy´voji zameˇrˇit na to aby pomu˚cka neomezovala smysly, ktere´ jsou pro
nevidome´ d˚ulezˇite´. Pomu˚cky mu˚zˇeme deˇlit podle:
1. prima´rn´ı a sekunda´rn´ı pomu˚cka - zda-li je pomu˚cka pouzˇita jako hlavn´ı zdroj in-
formac´ı nebo je jen doplnˇuj´ıc´ı. Sekunda´rn´ı pomu˚cky zajiˇst’uj´ı doplnˇuj´ıc´ı informace
o okol´ı, naprˇ´ıklad o prˇeka´zˇce,
2. deˇlen´ı podle funkcionality - zarˇ´ızen´ı umozˇnuj´ıc´ı vyhnut´ı se prˇeka´zˇce, pomu˚cky pro
orientaci a navigaci da´vaj´ıc´ı informaci o znacˇen´ı a umozˇnˇuj´ıc´ı naj´ıt nejlepsˇ´ı cestu,
zarˇ´ızen´ı pro hleda´n´ı objekt˚u,
3. podle technologie kterou z´ıska´va´me informaci z okol´ı - ultrazvuk, infracˇervene´
spektrum, obrazova´ informace z kamery, globa´ln´ı polohovac´ı syste´me (GPS),
zjiˇst’ova´n´ı pozice pomoc´ı mobiln´ıho telefonu,
4. zalozˇene´ na zp˚usobu prˇeda´n´ı informace uzˇivateli - hmatovy´ vjem, rˇecˇ, zvukove´
pulzy, hudebn´ı to´ny,
5. podle zp˚usobu pouzˇ´ıva´n´ı - h˚ul, pomu˚cka do jedne´ ruky, pomu˚cka do kapsy, pomu˚cka





Projekt zaby´vaj´ıc´ı se echolokac´ı vznikl v devadesa´ty´ch letech v Japonsku [12] a jeho c´ılem
je vytvorˇit pomu˚cku pro nevidome´ napodobuj´ıc´ı echolokaci netopy´r˚u. Dva ultrazvukove´
senzory jsou prˇipevneˇny na tradicˇn´ı bry´le a data z teˇchto senzor˚u jsou prˇevedena pomoc´ı
mikroprocesoru na slysˇitelny´ stereo signa´l, ktery´ je na´sledneˇ prˇehra´va´n ve slucha´tka´ch.
Ru˚zna´ intenzita a cˇasove´ rozd´ıly mezi signa´ly indikuj´ı velikost a polohu prˇeka´zˇky. Byly
provedeny prˇedbeˇzˇne´ pokusy s vyhodnocen´ım schopnosti uzˇivatele rozliˇsit objekty po-
moc´ı r˚uzny´ch ultrazvukovy´ch frekvenc´ıch. Vy´sledky ukazuj´ı, zˇe je to mozˇne´ pouze v
omezene´ mı´ˇre a v´ıce dalˇs´ıch test˚u a statistik je potrˇeba k vyhodnocen´ı zˇivotaschopnosti
projektu. Vy´hodou tohoto rˇesˇen´ı je jednoduchost. Nevy´hodou jisteˇ je, nutnost uzˇivatele
se ucˇit pouzˇ´ıvat tuto pomu˚cku.
2.1.2 Navbelt
Navbelt vyvinul pan Borenstein a jeho spolupracovn´ıci na universiteˇ v Michiganu. Syste´m
vyuzˇ´ıva´ ultrazvukove´ senzory, pocˇ´ıtacˇ a slucha´tka. Pocˇ´ıtacˇ prˇij´ıma´ informaci z osmi
ultrazuvkovy´ch senzor˚u a vytva´rˇ´ı mapu u´hl˚u (pro kazˇdy´ senzor jednu) a vzda´lenost´ı
objektu v tomto u´hlu. Pote´ algoritmus pro vyhnut´ı se prˇeka´zˇce vytvorˇ´ı zvuk odpov´ıdaj´ıc´ı
r˚uzny´m mo´d˚um.
Navbelt ma´ dva mo´dy: pr˚uvodcovsky´ mo´d a obrazovy´ mo´d. Beˇhem pr˚uvodcovske´ho
mo´du pocˇ´ıtacˇ zna´ uzˇivatel˚uv c´ıl a s jednodusˇe se opakuj´ıc´ım p´ıpa´n´ım prova´d´ı uzˇivatele
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optima´ln´ı cestou. V praxi a rea´lne´ aplikaci by bylo pro tento mo´d potrˇeba v´ıce sen-
zor˚u. V obrazove´m mo´du je osm to´n˚u s rozd´ılnou amplitudou zahra´no v rychle´m sledu z
osmi r˚uzny´ch smeˇru (podobneˇ jako posun radaru). Pocˇ´ıtacˇ, s ohledem na mo´d, prˇevede
tyto zvuky na formu, kterou lze prˇehra´t na slucha´tka´ch. Nevy´hody tohoto syste´mu jsou
pouzˇit´ı slucha´tek a dlouha´ doba potrˇebna´ pro zaucˇen´ı nevidome´ho.
2.1.3 vOICe
Obra´zek 2.1: Implementace syste´mu vOICe - ”videˇt zvuk”, bry´le s integrovanou
kamerou, slucha´tka, pocˇ´ıtacˇ [18].
Tato pomu˚cky vyuzˇ´ıva´ prˇedpokladu, zˇe cˇloveˇk doka´zˇe rozeznat slozˇite´ a rychle se meˇn´ıc´ı
zvuky. Prototyp na obra´zku cˇ. 2.1 se skla´da´ z bry´l´ı s digita´ln´ı kamerou, slucha´tky a
pocˇ´ıtacˇe. Z´ıskane´ obra´zky z kamery prˇeva´d´ı pocˇ´ıtacˇ na zvuk. Obra´zky se prˇeva´d´ı jedna
ku jedne´, jeden obra´zek na jeden zvuk. Zvuk je pak zas´ıla´n do slucha´tek. Prˇi prˇehra´va´n´ı
nejsou pouzˇity zˇa´dne´ filtry, prˇedpokla´da´ se, zˇe lidsky´ mozek je natolik vy´konny´, zˇe
doka´zˇe zpracovat tak komplexn´ı informaci. K sta´vaj´ıc´ımu jednoduche´mu syste´mu bylo
prˇida´no zarˇ´ızen´ı na ba´zi sonaru pro veˇtsˇ´ı bezpecˇnost. Syste´m vyzkousˇelo mnoho jed-
inc˚u s pomeˇrneˇ dobrou zpeˇtnou vazbou, nicme´neˇ k lepsˇ´ımu vyuzˇit´ı vyzˇaduje slozˇiteˇjˇs´ı
ucˇen´ı [18].
2.1.4 Projekt university ve Stuttgartu
Prˇenosny´ syste´m pro orientaci ve vnitrˇn´ıch prostorech (obr. 2.2) byl vyvinut na uni-
versiteˇ ve Stuttgartu. Prototyp se skla´da´ z modulu, na ktere´m jsou umı´steˇny sen-
zory, na tento modul je umı´steˇna h˚ul podobna´ slepecke´. Da´le je k zarˇ´ızen´ı prˇipojen
prˇenosny´ pocˇ´ıtacˇ. Modul je vybaven dveˇma kamerami, kla´vesnic´ı podobnou te´ na mo-
biln´ım telefonu, digita´ln´ım kompasem a reproduktorem. Pocˇ´ıtacˇ obsahuje syste´m pro
detekci vzda´lenosti objekt˚u na za´kladeˇ barev a prˇ´ıstup k bezdra´tove´ s´ıti. Zarˇ´ızen´ı fun-
guje v´ıceme´neˇ v rea´lne´m cˇase. Pro vylepsˇen´ı zarˇ´ızen´ı byl vytvorˇen 3D model prostrˇed´ı,
takzˇe informace ze senzoru mohou by´t sladeˇny s virtua´ln´ım 3D prostorem. Vy´hody to-
hoto zarˇ´ızen´ı jsou v robustnosti senzor˚u, uzˇivatelske´ prˇ´ıveˇtivosti a v detekci v te´meˇrˇ
rea´lne´m cˇase.
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Obra´zek 2.2: Zarˇ´ızen´ı university ve Stuttgartu je podobne´ klasicke´ slepecke´ holi [11].
2.1.5 NAVI - Navigation assistance for Visually Impaired
Obra´zek 2.3: Jednotlive´ cˇa´sti syste´mu NAVI [19].
Tato pomu˚cka navrzˇena´ vy´zkumn´ıky z university v Malajsii (University Malaysia Sabah)
[19] poma´ha´ zrakoveˇ postizˇeny´m lidem zaznamenat prˇeka´zˇku pokud se nacha´z´ı prˇ´ımo
prˇed nimi. Prototyp navigacˇn´ı pomu˚cky na obr. 2.3 se skla´da´ z digita´ln´ı kamery up-
evneˇne´ na helmeˇ, stereo slucha´tek, SBPS - single board processing system, bateri´ı a
vesty, na ktere´ je prˇipevneˇn SBPS a baterie.
Kamera sn´ıma´ prostrˇed´ı prˇed zrakoveˇ postizˇeny´m a obraz je zpracova´n pomoc´ı “fuzzy”
shlukove´ analy´zy v rea´lne´m cˇase. Zpracovany´ obraz je prˇeveden do specia´ln´ıch struktur-
ovany´ch stereo akusticky´ch vzorc˚u a prˇehra´va´n ve slucha´tka´ch. Tento syste´m vyzˇaduje
tre´nink, zrakoveˇ postizˇen´ı se nav´ıc mus´ı naucˇit jednotlive´ vzory, aby rozpoznali prˇeka´zˇku.
Testovane´ osoby byly schopny po tre´ninku rozpoznat i pomalu pohybuj´ıc´ı se objekty.
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Vy´hodou tohoto syste´mu jsou fungova´n´ı v rea´lne´m cˇase. Nevy´hodou je pouze informace
o prˇ´ıtomnosti prˇeka´zˇky a ne o vzda´lenosti.
2.1.6 GuideCane
Obra´zek 2.4: Princip pouzˇit´ı syste´mu [24].
GuideCane [24] je zarˇ´ızen´ı, ktere´ bylo vyvinuto s vyuzˇit´ım sta´vaj´ıc´ı pomu˚cky a to
slepecke´ hole. Je to projekt od stejne´ho ty´mu jako Navtbelt viz 2.1.2. Na obr. 2.4 je
prototyp, ktery´ se jak vidno skla´da´ ze slepecke´ hole, na jej´ımzˇ konci je umı´steˇno hlavn´ı
zarˇ´ızen´ı. Toto zarˇ´ızen´ı ma´ kolecˇka, take´ jsou na neˇm umı´steˇny ultrazvukove´ senzory a
pocˇ´ıtacˇ. Soucˇa´st´ı je take´ mechanismus, ktery´ ota´cˇ´ı cely´m zarˇ´ızen´ım. Mechanismus vyh-
nut´ı se prˇeka´zˇce je jednoduchy´: uzˇivatel prˇed sebou tlacˇ´ı zarˇ´ızen´ı pomoc´ı hole. Jakmile
je detekova´na prˇeka´zˇka pomoc´ı ultrazvukovy´ch senzor˚u, algoritmus v pocˇ´ıtacˇi vyhod-
not´ı, jaky´m smeˇrem by se meˇl uzˇivatel prˇeka´zˇce vyhnout. Mechanismus pak se zarˇ´ızen´ım
zatocˇ´ı v pozˇadovane´m smeˇru. Uzˇivatel ma´ na konci hole take´ joystick, ktery´m mu˚zˇe smeˇr
pohybu ovla´dat. Senzor doka´zˇe detekovat male´ prˇeka´zˇky na cesteˇ a prˇeka´zˇky jako jsou
zdi atd.
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V porovna´n´ı s ostatn´ımi pomu˚ckami vycˇn´ıva´ tato pomu˚cka svou jednoduchost´ı a take´
t´ım, zˇe neomezuje uzˇivatelovo sluchove´ u´stroj´ı, tud´ızˇ ho mu˚zˇe vyuzˇ´ıvat tak jak je zvykly´.
Da´le nen´ı nutny´ nijak zvla´sˇtn´ı tre´nink pro pouzˇ´ıva´n´ı te´to pomu˚cky.
2.1.7 ENVS - Electron-Neural Vision System
Obra´zek 2.5: Jednotlive´ cˇa´sti syste´mu [17].
Na universiteˇ v Wollongongu [17] v Austra´lii vyvinuli syste´m pro navigaci a vyhy´ba´n´ı
se prˇeka´zˇka´m ve venkovn´ım prostrˇed´ı. Pomu˚cka vyuzˇ´ıva´ obrazove´ho senzoru, GPS nav-
igace, taktiln´ı simulace. Na obr. 2.5 je prototyp, obsahuje dveˇ kamery, digita´ln´ı kom-
pas a prˇenosny´ pocˇ´ıtacˇ s GPS, jednotku pro elektrickou nervovou stimulaci a rukav-
ice prˇena´sˇej´ıc´ı taktiln´ı vjemy. Za´kladn´ı koncept je ve vyuzˇit´ı stereoskopicke´ho sn´ıma´n´ı
prostrˇed´ı a vy´pocˇtu hloubkove´ mapy. Pomoc´ı detekce prˇeka´zˇky a GPS sourˇadnic syste´m
da´va´ informaci uzˇivateli v podobeˇ elektricky´ch pulz˚u v rukavic´ıch. Intenzita pulz˚u je
u´meˇrna´ vzda´lenosti od prˇeka´zˇky a smeˇru, v jake´m se prˇeka´zˇka nacha´z´ı.
Prototyp byl testova´n uzˇivateli, kterˇ´ı meˇli zakryte´ ocˇi. V rea´lne´m cˇase byli schopni s min-
imem tre´ninku urcˇit pozici prˇeka´zˇky, vyhnout se j´ı a dorazit do definovane´ho mı´sta. Tento
syste´m je velmi komplexn´ı, jelikozˇ vyuzˇ´ıva´ jak detekci prˇeka´zˇek, tak navigaci uzˇivatele do
urcˇite´ho mı´sta. Da´le neomezuje sluchove´ u´stroj´ı, d˚ulezˇity´ to orga´n pro zrakoveˇ postizˇene´.
Nevy´hodou je omezen´ı hmatu v rukavic´ıch. Jelikozˇ kamery jsou umı´steˇny na hlaveˇ, je
riziko, zˇe prˇeka´zˇky bl´ızko u zemeˇ nejsou detekova´ny.
2.1.8 CyARM
CyARM [13] je pomu˚cka, usnadnˇuj´ıc´ı pohyb a orientaci, ktera´ vyuzˇ´ıva´ pomeˇrneˇ nes-
tandardn´ı rozhran´ı: ultrazvukovy´ sensor detekuje prˇeka´zˇku a vypocˇ´ıta´ vzda´lenost od
uzˇivatele. Uzˇivatel je informova´n o vzda´lenosti pomoc´ı dra´tu, ktery´ ma´ prˇipevneˇny´ na
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Obra´zek 2.6: Prototyp zarˇ´ızen´ı CyARM s viditelny´m zapojen´ım a sensory [13].
pa´sek. Pokud je prˇeka´zˇka bl´ızko, dra´t se v´ıce napne, zat´ımco pokud je ve smeˇru senzor˚u
volny´ pr˚uchod, dra´t se uvoln´ı.
Prototyp je zarˇ´ızen´ı o va´ze asi p˚ul kila, ktere´ se drzˇ´ı v ruce. Obsahuje mikrokontrole´r,
ktery´ zpracova´va´ informaci ze senzor˚u a ovla´da´ motorek, ktery´ nap´ına´ dra´t. U´speˇsˇnost
zarˇ´ızen´ı prˇi detekci prˇeka´zˇek byla otestova´na na pomeˇrneˇ male´m pocˇtu opakova´n´ı.
Nicme´neˇ prˇi 90 % test˚u byli uzˇivatele´ schopni nale´zt veˇtsˇ´ı prˇeka´zˇku a vyhnout se j´ı nebo
proj´ıt mezi dveˇma prˇeka´zˇkami. Prˇi pohybuj´ıc´ıch se c´ılech bohuzˇel vy´sledky neodpov´ıdaly
pouzˇitelnosti. Hlavn´ı vy´hodou tohoto syste´mu je jednoducha´ obsluha, kterou se uzˇivatel
nemus´ı nijak vy´razneˇ ucˇit. Nevy´hodou tohoto zarˇ´ızen´ı, je nutnost pomu˚cku neusta´le
drzˇet a prohl´ızˇet s n´ı okol´ı. Bohuzˇel experimenta´ln´ıch vy´sledk˚u se zrakoveˇ postizˇeny´mi
je ma´lo.
2.2 Pomu˚cky na ba´zi z´ıska´va´n´ı informace z obrazu
Metod detekce prˇeka´zˇek je cela´ rˇada. Vy´voj zarˇ´ızen´ı je hna´n prˇedevsˇ´ım automobilovy´m
pr˚umyslem, pro ktery´ je tento vy´zkum jizˇ le´ta zaj´ımavy´. Jelikozˇ metod je neprˇeberne´
mnozˇstv´ı omez´ıme se pouze na obrazovou informaci. Vzhledem k c´ıli pra´ce, tedy imple-
mentaci detekce prˇeka´zˇek do mobiln´ıho telefonu, je potrˇeba zvolit metodu, ktera´ bude
bra´t ohled na parametry prˇ´ıstroj˚u. V dnesˇn´ı dobeˇ je vy´pocˇetn´ı vy´kon v mobiln´ıch tele-
fonech na takove´ u´rovni, zˇe umozˇnˇuje pocˇ´ıtat na´rocˇne´ operace zpracova´n´ı obrazove´ in-
formace. Take´ obrazove´ sn´ımacˇe v mobiln´ıch telefonech maj´ı dobre´ parametry. V za´sadeˇ
se pouzˇ´ıvaj´ı trˇi metody z´ıska´n´ı informace o prˇeka´zˇce z obrazove´ informace [28].
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• hleda´n´ı vzor˚u v obraze
• metody zalozˇene´ na stereoskopii
• detekce pohybu v obraze
Metoda hleda´n´ı vzor˚u v obraze je veˇtsˇinou urcˇena pro specificke´ aplikace. Jako detekce
chodc˚u, automobil˚u atd. Tento prˇ´ıstup vyuzˇ´ıva´ specificky´ch parametr˚u objekt˚u v obraze,
jako jsou obrys, barva, textura, vertika´ln´ı hrany, symetrie atd. Pro vy´pocˇet se vyuzˇ´ıva´
neuronovy´ch s´ıt´ı a algoritmu˚, ktere´ umozˇnˇuj´ı naucˇit se vzory v obraze. Tato metoda je
vyuzˇitelna´ pouze pro specificke´ typy objekt˚u.
Metody zalozˇene´ na stereoskopii jsou velmi rozsˇ´ıˇrene´. V za´sadeˇ se jedna´ o dva typy
z´ıska´n´ı informace o prˇeka´zˇce. Jedna na ba´zi vy´pocˇtu rozd´ılove´ mapy [21] a druha´ na
ba´zi inverzn´ı perspektivy [22] v´ıce kapitola 2.2.1.
Metoda vyuzˇ´ıvaj´ıc´ı pohybu v obraze je zalozˇena na mysˇlence, zˇe pohyb v obraze je
vykona´va´n prˇedevsˇ´ım pohybuj´ıc´ım se objektem. Vyuzˇito je rozd´ılovy´ch sn´ımk˚u a opticke´ho
toku [15] viz kapitola 2.2.2.
Vyvsta´va´ na´m ota´zka, zda vyuzˇ´ıt pro detekci prˇeka´zˇky dvou cˇi jedne´ kamery.
S prosazova´n´ım 3D technologi´ı se na trhu objevily mobiln´ı prˇ´ıstroje, ktere´ maj´ı dva
obrazove´ sn´ımacˇe pro reprodukci stereoskopicke´ho obrazu. Proto tato mozˇnost nen´ı irele-
vantn´ı a stoj´ı za to se j´ı zaby´vat.
2.2.1 Pomoc´ı dvou obrazovy´ch sn´ımacˇ˚u
Rozd´ılove´ mapy
Obra´zek 2.7: Princip vy´pocˇtu rozd´ılovy´ch map [21].
Princip detekce obrazu pomoc´ı dvou sn´ımacˇ˚u vycha´z´ı z fyziologie lidske´ho zraku. Rozd´ıl
v obraze z leve´ho a prave´ho oka na´m umozˇnˇuje z´ıskat informaci o prostoru.
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Na obr. 2.7 prˇ´ıklad modelu pro stereoskopicke´ videˇn´ı. Sourˇadnice (X,Y, Z) maj´ı strˇed v
leve´m obraze. Pro dany´ bod P (X,Y, Z)maj´ı obrazy v prave´m a leve´m sn´ımacˇi sourˇadnice











kde b je de´lka mezi sn´ımacˇi, f je ohniskova´ vzda´lenost cˇocˇky a d je rozd´ıl mezi sourˇadnicemi
vypocˇteny´ jako xl − xr. Na za´kladeˇ teˇchto vztah˚u mu˚zˇe by´t vytvorˇen 3D model.
Pro z´ıska´n´ı informace o prˇeka´zˇce lze vyuzˇ´ıt r˚uzny´ch metod [21].
Inverzn´ı perspektiva
U´hel pohledu (naprˇ. kamery) a vzda´lenost objektu (prˇeka´zˇky) komplikuje stanoven´ı
polohy objektu (prespektiva). Prˇi zpracova´n´ı obrazu mus´ı by´t perspektiva bra´na v
potaz a to zvysˇuje vy´pocˇetn´ı na´roky na aplikace. Proto se zavedla geometricka´ trans-
formace - Inverzn´ı perspektiva (Inverse Perspective Mapping - IPM). Tato transfor-
mace umozˇnˇuje odstranit efekt perspektivy a prˇeve´st obraz do nove´ dvoudimenziona´ln´ı
dome´ny. Informacˇn´ı obsah v te´to dome´neˇ je rovnomeˇrneˇ rozdeˇlen mezi vsˇechny pixely.
IPM vyzˇaduje k vy´pocˇtu dalˇs´ı informace jako pozice kamery, orientace, optika atd., take´
je zde potrˇeba jisty´ prˇedpoklad o sce´neˇ. IPM mu˚zˇe by´t tedy vyuzˇito v aplikac´ıch, kde je
kamera prˇipevneˇna v pevne´ pozici, nebo kde ke kalibraci syste´mu mu˚zˇeme vyuzˇ´ıt dalˇs´ı
senzory, ktere´ na´m daj´ı potrˇebne´ informace.
IPM prˇedstavuje vlastneˇ trasformaci z trˇ´ıdimenziona´ln´ıho Euklidovske´ho rea´lne´ho pros-
toru W na dvoudimenziona´ln´ı Euklidovsky´ prostor I., kde:
• W = (x, y, z) ∈ E3 prˇedstavuje trˇ´ıdimenziona´ln´ı prostor,
• I = (u, v) ∈ E2 prˇedstavuje dvoudimenziona´ln´ı obra´zek kde je zobrazen prostor
W . Prostor I odpov´ıda´ z´ıskane´mu obra´zku. Za prˇedpokladu rovne´ho povrchu je
prˇevedeny´ obra´zek definova´n jako rovina v prostoru W nazvana´ jako
S , (x, y, 0) ∈W .
Pouzˇit´ı IPM vyzˇaduje tyto parametry:
• poloha - pozice kamery je C = (l, d, h) ∈W ,
• smeˇr pohledu - je da´no u´hlem oˆ,
• u´hel pohledu γ¯ dany´ vektorem η˜ v rovineˇ z = 0 viz obr. 2.9,
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Obra´zek 2.8: Prˇ´ıklad prˇepocˇtene´ho obrazu pomoc´ı inverzn´ı perspektivy [23]
• θ¯ - u´hel dany´ optickou osou oˆ a vektorem η˜,
• apertura je 2α,
• rozliˇsen´ı je n× n.
Obra´zek 2.9: Rovina xy v prostoru W prˇedstavuje plochu S. Rovina zη za
prˇedpokladu, zˇe pocˇa´tek je prˇesunut do projekce Cxy bodu C v S [3].
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Vy´sledne´ sourˇadnice jsou:
x(u, v) = h× cot
[




(γ¯ − α) + v 2αn−1
]
+ l
y(u, v) = h× cot
[




(γ¯ − α) + v 2αn−1
]
+ d
z(u, v) = 0,
(2.2)
rovnice 2.2 vrac´ı bod (x, y, z) ∈ S odpov´ıdaj´ıc´ı bodu (u, v) ∈ I.
Pro detekci prˇeka´zˇek lze tohoto na´stroje vyuzˇ´ıt naprˇ. pro nalezen´ı pohledu z leve´ kamery
v obraze v prave´ kamerˇe [23]. Z leve´ho obra´zku se promı´tne informace do trˇ´ıdimenziona´ln´ıho
prostoru a na´sledneˇ je zpeˇtneˇ promı´tnuta do prave´ho obra´zku, kde je porovna´na s pravy´m
obra´zkem. T´ımto zp˚usobem doka´zˇeme zjistit obrysy prˇeka´zˇky nad zemn´ım povrchem.
Lze take´ pocˇ´ıtat rozd´ılove´ mapy (viz. Kapitola 2.2.1) prˇ´ımo z obou prˇepocˇteny´ch obra´zk˚u.
Tato metoda nen´ı prˇ´ıliˇs vhodna´ pro aplikaci s mobiln´ım telefonem, jelikozˇ by se jen teˇzˇko
zajiˇst’ovala prˇesna´ poloha zarˇ´ızen´ı a dalˇs´ı parametry, ktere´ jsou potrˇeba ke zjiˇsteˇn´ı in-
verzn´ı perspektivy.
2.2.2 Pomoc´ı jednoho obrazove´ho sn´ımacˇe
Mozˇnost´ı pro z´ıska´n´ı informace o prˇeka´zˇce pomoc´ı jednoho obrazove´ho sn´ımacˇe nen´ı
mnoho. Prˇesto lze neˇktere´ s u´speˇchem pouzˇ´ıt. Metoda vyuzˇ´ıvaj´ıc´ı pouze jedne´ kamery
je take´ vhodneˇjˇs´ı pro dostupne´ zarˇ´ızen´ı jako je mobiln´ı telefon. Na trhu je pouze pa´r
model˚u se dveˇma kamerami, ktere´ by se daly vyuzˇ´ıt pro zjiˇsteˇn´ı polohy prˇeka´zˇky pomoc´ı
metod zalozˇeny´ch na stereoskopii.
Model salience
Pro detekci prˇeka´zˇek lze vyuzˇ´ıt model salience zalozˇeny´ na modelova´n´ı vlastnosti zraku.
Model je zalozˇeny´ na detekci mı´st v obraze, na ktere´ jako prvn´ı padne nasˇe pozornost,
pokud pozorujeme danou sce´nu. Mysˇlenka je zalozˇena´ na prˇedpokladu, zˇe lidsky´ zrak
je zaujat nejprve jasny´mi objekty, ktere´ se objev´ı v obraze. Tyto objekty jsou pak de-
tekova´ny jako prˇeka´zˇka.
Model je zalozˇen na architekturˇe odpov´ıdaj´ıc´ı biologii vizua´ln´ıho syste´mu. Vstupn´ı obraz
je nejprve rozdeˇlen na sadu topograficky´ch map. Kazˇda´ mapa reaguje na jine´ informace
v obraze, ktere´ jsou odpoveˇdne´ za upouta´n´ı nasˇ´ı pozornosti. Mezi jednotlivy´mi mapami,
kde je zachyceno prostorove´ usporˇa´da´n´ı, je pak vybra´na ta, jej´ızˇ hodnoty nejv´ıce vys-
tupuj´ı. Prˇi dalˇs´ım kroku, hleda´n´ı dalˇs´ıho objektu, mezi sebou opeˇt souteˇzˇ´ı jednotlive´
charakteristiky a je vybra´na ta s nejvysˇsˇ´ımi hodnotami.
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Obra´zek 2.10: Model salience - vstupn´ı obra´zek je filtrova´n na pyramidu a da´le
rozdeˇlen na barevne´ kana´ly, intensitu a mapu orientace [25].
Architektura modelu je na´sleduj´ıc´ı viz obr. 2.10. Model vyb´ıra´ urcˇite´ oblasti pozornosti
na za´kladeˇ trˇ´ı charakteristik. Jas signa´lu, orientace a barva. Vstupn´ı obra´zek je pod-
vzorkova´n do dyadicke´ Gaussovy pyramidy pomoc´ı konvoluce s linea´rn´ı Gaussovy´m
filtrem a na´sledneˇ decimova´n faktorem dva. Opakova´n´ım tohoto filtrova´n´ı vznikne pyra-
mida obraz˚u se snizˇuj´ıc´ı se kvalitou obrazove´ informace.
Pokud ma´me trˇi kana´ly r, g, b, jas obra´zku se z´ıska´ jako:
MI =
r + g + b
3
(2.3)
Vy´pocˇet je opakova´n pro kazˇdou u´rovenˇ vstupn´ı pyramidy. T´ım vznikne charakteristika
jasu.








Mapy barevny´ch kana´l˚u jsou da´le prahova´ny.
Dalˇs´ı charakteristikou je mapa orientace. Je vytvorˇena pomoc´ı konvoluce map inten-
sity s Gaborovy´m filtrem natocˇeny´m v r˚uzny´ch u´hlech. O(σ, θ) kde σ je pocˇet pyramid
a θ ∈ 0◦, 45◦, 90◦, 135◦ jsou preferovane´ orientace Gaborovy´ch filtr˚u (Gaborovy filtry
aproximuj´ı impulsovou odezvu selektivneˇ orientovany´ch neuron˚u v prima´rn´ı zrakove´
k˚urˇe).
Kapitola 2. Teorie 16
Z teˇchto trˇ´ı charakteristik se vypocˇ´ıta´ celkova´ mapa tzv. mapa salience. Tato mapa
reprezentuje salienci pomoc´ı skala´rn´ı velicˇiny pro kazˇde´ mı´sto v obraze. Umozˇnˇuje vy´beˇr
zu´cˇastneˇny´ch mı´st pomoc´ı prostorove´ho rozlozˇen´ı salience. Kombinace trˇ´ı vy´sˇe zmı´neˇny´ch
charakteristik prˇina´sˇ´ı vstup pro vy´pocˇet mapy salience, ktera´ je modelova´na jako dy-
namicka´ neuronova´ s´ıt’.
Jeden proble´m prˇi kombinova´n´ı trˇ´ı rozd´ılny´ch charakteristik je, zˇe reprezentuj´ı neporov-
natelne´ modality s rozd´ılny´m zp˚usobem z´ıska´va´n´ı a rozsahem hodnot. Jelikozˇ je kom-
binova´no 42 charakteristik, jen neˇkolik ma´lo map bude maskova´no sˇumem nebo me´neˇ
vy´razny´m objektem. Aby bylo mozˇne´ kombinovat tyto charakteristiky, zava´d´ı se normal-
izacˇn´ı opera´tor. Aplikova´n´ım teˇchto normalizacˇn´ıch opera´tor˚u (v´ıce v [14]) vytvorˇ´ıme trˇi
mapy viditelnosti. Motivace vytvorˇen´ı teˇchto neza´visly´ch map je na za´kladeˇ prˇedpokladu,
zˇe podobne´ mapy souteˇzˇ´ı o vy´sledne´ mı´sto pozornosti spolecˇneˇ zat´ımco rozd´ılne´ neza´visle.






N(I) + N(C) + N(O)
)
(2.5)
kde N je normalizacˇn´ı opera´tor.
Z te´to mapy lze jednodusˇe vybrat maximum, ktere´ definuje oblast na kterou nejdrˇ´ıve
padne nasˇe pozornost. V modelu se nicme´neˇ da´le pocˇ´ıta´ s vyuzˇit´ım neuronove´ s´ıteˇ, ktera´
simuluje zrakove´ho u´stroj´ı a vyb´ıra´ charakteristiky, ktera´ urcˇ´ı mı´sto pozornosti.
Vhodne´ vzory v obraze pro trasova´n´ı
Je mnoho bod˚u v obraze, ktere´ by bylo mozˇno sledovat pomoc´ı trasova´n´ı. Je vsˇak
pomeˇrneˇ na´rocˇne´ rozhodnout, ktery´ bod je zrovna vhodny´. Je jasne´, zˇe pokud budeme
mı´t b´ılou zed’ a na n´ı jeden bod bude pomeˇrneˇ jednoduche´ nale´zt tento bod i v dalˇs´ım
sn´ımku videa. Pokud vsˇak budou v obraze body, ktere´ jsou stejne´ cˇi velmi podobne´
bude mnohem na´rocˇneˇjˇs´ı nale´zt pozˇadovany´ bod v na´sleduj´ıc´ım sn´ımku. Pokud se na´m
ovsˇem podarˇ´ı nale´zt v obraze bod, ktery´ bude neˇjaky´m zp˚usobem unika´tn´ı, ma´me velkou
sˇanci ho nale´zt znovu. V praxi je neˇco takove´ho mozˇne´ a nalezeny´ bod mu˚zˇe mı´t takove´
parametry, zˇe existuje mozˇnost je porovnat s body v dalˇs´ım obra´zku.
Body ktere´ maj´ı velkou derivaci mohou prˇedstavovat vhodnou volbu. Je zrˇejme´, zˇe tato
podmı´nka nebude dostacˇuj´ıc´ı nicme´neˇ pomu˚zˇe na´m zacˇ´ıt. Bod ktery´ ma´ velkou zmeˇnu
oproti jiny´m bod˚um, mu˚zˇe by´t na hraneˇ neˇjake´ho prˇedmeˇtu, ale mu˚zˇe vypadat stejneˇ
jako vsˇechny body na te´to hraneˇ. Avsˇak pokud je derivace vypocˇtena ve dvou navza´jem
kolmy´ch smeˇrech, mu˚zˇeme uvazˇovat, zˇe tento bod je mnohem v´ıc specificky´ nezˇ ostatn´ı.
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Z tohoto d˚uvodu je mnoho vhodny´ch bod˚u v obraze pro sledova´n´ı nazy´va´no rohy. In-
tuitivneˇ mu˚zˇeme rˇ´ıci, zˇe rohy - ne hrany - jsou body, ktere´ obsahuj´ı dostatek informace
pro jejich nalezen´ı v dalˇs´ım obra´zku.
Nejv´ıce pouzˇ´ıvana´ definice roh˚u v obraze je podle Harrise [8]. Tato definice za´vis´ı na
matici druhy´ch derivac´ı (∂2x, ∂2y, ∂2x, ∂x∂y) vypocˇ´ıtany´ch z jasu obra´zku. Mu˚zˇeme
uvazˇovat derivace druhe´ho rˇa´du vypocˇ´ıtane´ pro vsˇechny obrazove´ body, ktere´ na´m
daj´ı obra´zek druhy´ch derivac´ı nebo tzv. Hessia´n obra´zek. Tato terminologie vznikla














Pro nalezen´ı vhodny´ch roh˚u uvazˇujeme autokorelacˇn´ı matici druhy´ch derivac´ı v male´m






x(x+ i, y + i)
∑
−K≤i,j≤K
wi,jIx(x+ i, y + i)Iy(x+ i, y + i)∑
−K≤i,j≤K









Kde wi,j je va´hovac´ı parametr, zpravidla kruhove´ oke´nko nebo Gaussovske´ va´hova´n´ı.
Definice roh˚u podle Harrise, jsou mı´sta v obraze kde autokorelacˇn´ı matice druhy´ch
derivac´ı ma´ dveˇ velka´ vlastn´ı cˇ´ısla. V podstateˇ to znamena´, zˇe je v tomto mı´steˇ vzor
(nebo hrana), ktery´ ma´ alesponˇ dva rozd´ılne´ smeˇry okolo strˇedu bodu, stejneˇ jako se
roh potka´va´ uprostrˇed obrazu ze dvou smeˇr˚u. Tato definice ma´ dalˇs´ı vy´hody, zˇe pokud
uvazˇujeme pouze vlastn´ı cˇ´ısla autokorelacˇn´ı matice, uvazˇujeme hodnoty, ktere´ jsou in-
variantn´ı k rotaci, cozˇ je d˚ulezˇite´ pokud se prˇedmeˇty, ktere´ se snazˇ´ıme trasovat, ota´cˇ´ı.
Dveˇ vlastn´ı cˇ´ısla jsou tedy take´ vy´hodne´, ne jenom pro rozpozna´n´ı, zda-li je bod vhodny´
pro trasova´n´ı, ale prˇina´sˇ´ı na´m take´ vod´ıtko pro identifikaci bodu.
Harrisova p˚uvodn´ı definice vyzˇadovala vy´pocˇet determinantu H(p), odecˇten´ı od mat-
ice (s va´hovac´ımi koeficienty) a pote´ porovna´n´ı tohoto rozd´ılu s prˇedpokla´dany´m pra-
hem. Pozdeˇji Shi a Tomasi [20] prˇiˇsli na to, zˇe dobre´ body pro trasova´n´ı jsou ty, ktere´
maj´ı mensˇ´ı ze dvou vlastn´ıch cˇ´ısel veˇtsˇ´ı nezˇ minima´ln´ı pra´h. Jejich metoda nen´ı pouze
u´cˇinneˇjˇs´ı, ale v mnoha prˇ´ıpadech da´va´ i lepsˇ´ı vy´sledky.
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Opticky´ tok
Dalˇs´ı z metod vyuzˇitelny´ch pro detekci prˇeka´zˇek je vy´pocˇet opticke´ho toku z obrazove´
informace. Vy´hoda jeho vyuzˇit´ı je opeˇt v pouzˇit´ı jedne´ kamery, da´le v relativneˇ snadne´
formeˇ vy´pocˇtu a velky´ch mozˇnost´ı optimalizace. Opticky´ tok na´m da´va´ informaci o
pohybu kamery v˚ucˇi okoln´ımu sveˇtu nebo naopak objekt˚u v okoln´ım sveˇteˇ v˚ucˇi kamerˇe.
Vy´pocˇtem z´ıska´me informaci o smeˇru pohybu v obraze v za´vislosti na cˇase.





Metody zalozˇene´ na diferenci jsou nejcˇasteˇji pouzˇ´ıva´ny a le´pe se vyporˇa´da´vaj´ı s texturou




Lucas-Kanade metoda vy´pocˇtu opticke´ho toku
Tato metoda vznikla v osmdesa´ty´ch letech na universiteˇ v Pittsburghu Bruce D. Lu-
casem a Takeo Kanadem [16] a je hojneˇ vyuzˇ´ıvana´ v oblasti pocˇ´ıtacˇove´ho videˇn´ı. Tato
diferencˇn´ı metoda prˇedpokla´da´, zˇe opticky´ tok v okol´ı pixelu, ktery´ bereme v u´vahu
je konstantn´ı a rˇesˇ´ı za´kladn´ı rovnice opticke´ho toku pro vsˇechny pixely v okol´ı pomoc´ı
vy´pocˇtu nejmensˇ´ıch cˇtverc˚u.
Nyn´ı pop´ıˇseme za´klad vy´pocˇtu opticke´ho toku pomoc´ı metody Lucas-Kanade. Uvazˇujme
I a J jako dva sˇedoto´nove´ obra´zky. Velicˇiny I(x) = I(x, y) a J(x) = J(x, y) jsou pote´
sˇedoto´nove´ intenzity ze dvou obra´zk˚u a mu˚zˇeme psa´t x = [x y]T , kde x a y sourˇadnice
pixelu obecne´ho bodu v obraze x. Obra´zek I mu˚zˇeme oznacˇit jako prvn´ı a J jako druhy´.
Z prakticky´ch d˚uvod˚u je obra´zek uvazˇovat obra´zky jako diskre´tn´ı funkce a levy´ horn´ı
roh bude mı´t sourˇadnice [0 0]T . Necht’ nx a ny jsou vy´sˇka a sˇ´ıˇrka obou obra´zk˚u, pote´
pravy´ doln´ı roh je na sourˇadnici [nx − 1 ny − 1]T
Uvazˇujme v prvn´ım obra´zku bod u = [ux uy]
T . C´ıl odhadu opticke´ho toku a sledova´n´ı
bod˚u je nale´zt pozici bodu v = u + d = [ux + dx uy + dy]
T v druhe´m obra´zku J(u),
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ktery´ je “stejny´” jako I(v). Vektor d = [dx dy]
T je rychlost v bodeˇ x, take´ zna´ma´ jako
opticky´ tok v bodeˇ x. Kv˚uli proble´mu vn´ıma´n´ı pohybu okolo apertury (aperture prob-
lem) je nezbytne´ definovat pojem podobnosti ve smyslu sousedn´ıch bod˚u ve 2D. Tento
proble´m vznika´ pokud meˇrˇ´ıme pohyb v male´ aperturˇe. Pokud je pohyb detekova´n v male´
aperturˇe, vid´ıme pouze pohyb hrany nikoli rohu. Pomoc´ı hrany nicme´neˇ nemu˚zˇeme v
prˇ´ıpadeˇ male´ apertury detekovat, jaky´m zp˚usobem se ve skutecˇnosti prˇedmeˇt pohybuje
viz obr. 2.11. Necht’ ωx a ωy jsou dveˇ cela´ cˇ´ısla. Definujeme rychlost zmeˇny v obraze d
jako vektor, ktery´ minimalizuje funkci  popsanou takto:
Obra´zek 2.11: Proble´m apertury - pokud vid´ıme pouze cˇa´st objektu skrze malou
aperturu, mu˚zˇe, pokud je objekt veˇtsˇ´ı nezˇ apertura, doj´ıt ke zkreslen´ı interpretace
pohybu [6].





(I(x, y)− J(x+ dx, y + dy))2, (2.8)
tato funkce hleda´ minimum v obraze v okol´ı (2ωx + 1) × (2ωy + 1). Toto okol´ı je take´
nazy´va´no integracˇn´ı okno. Typicke´ hodnoty ωxaωy jsou 2, 3, 4, 5, 6, 7 pixel˚u.
Popis trasovac´ıho algoritmu Prˇi vy´pocˇtu opticke´ho toku touto metodou jsou kl´ıcˇove´
dva parametry a to prˇesnost a robustnost. Prˇesnost za´vis´ı na loka´ln´ı prˇesnosti zu´cˇastneˇny´ch
pixel˚u prˇi vy´pocˇtu. Prˇirozeneˇ, male´ integracˇn´ı okno bude zajiˇst’ovat aby se prˇi vy´pocˇtu
nezanedbaly detaily obsazˇene´ v obraze (male´ hodnoty ωx a ωy). Toto je prˇedevsˇ´ım
nutne´ prˇi prˇekry´vaj´ıc´ıch se cˇa´stech obrazu, kde se dveˇ cˇa´sti pohybuj´ı s velmi rozd´ılny´mi
rychlostmi [27].
Robustnost souvis´ı s citlivost´ı trasova´n´ı vzhledem k zmeˇna´m osveˇtlen´ı, velikosti obra´zku,
pohybu atd. Zejme´na pokud se jedna´ o rozsa´hly´ pohyb, intuitivneˇ vol´ıme velke´ integracˇn´ı
okno. Tedy, ve vztahu k rovnici 2.8, uprˇednostnˇujeme mı´t dx ≤ ωx a dy ≤ ωy. Je zde tedy
prˇirozeny´ rozpor mezi teˇmito parametry, prˇesnost´ı v detailu a robustnost´ı prˇi vy´beˇru in-
tegracˇn´ıho okna.
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Nyn´ı pop´ıˇseme vlastn´ı vy´pocˇet opticke´ho toku. Pro kazˇdy´ sn´ımek definujme noveˇ obra´zky
A a B takto:
∀(x, y) ∈ [px − ωx − 1, px + ωx + 1]× [py − ωy − 1, py + ωy + 1],
A(x, y)
.
= I(x, y), (2.9)
∀(x, y) ∈ [px − ωx, px + ωx]× [py − ωy, py + ωy],
B(x, y)
.
= J(x+ gx, y + gy). (2.10)
Jak je videˇt definice obra´zku A a B je rozd´ılna´. Sourˇadnice bodu A(x, y) jsou definova´ny
prˇes velikost okna (2ωx+3)×(2ωy+3), namı´sto (2ωx+1)×(2ωy+1). Budeme tedy hledat
vektor posunut´ı d, ktery´ minimalizuje na´sleduj´ıc´ı funkci podobnou te´ jizˇ definovane´ 2.8:





(A(x, y)−B(x+ dx, y + dy))2. (2.11)
Na tuto rovnici mu˚zˇe by´t aplikova´n standardn´ı iterativn´ı Lucas-Kanade algoritmus.





= [0 0]. (2.12)
















Pokud provedeme substituci za B(x+dx, y+dy) pomoc´ı Taylorovy rˇady prvn´ıho stupneˇ























Povsˇimneˇme si, zˇe hodnota A(x, y) − B(x, y) mu˚zˇe by´t interpretova´na jako cˇasova´
derivace obrazu v bodeˇ [x y]T :
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∀(x, y) ∈ [px − ωx, px + ωx]× [py − ωy, py + ωy],
δI(x, y)
.



















Derivaci obrazu Ix a Iy lze vypocˇ´ıtat prˇ´ımo z prvn´ıho obra´zku A(x, y) v okol´ı
(2ωx + 1)× (2ωy + 1) bodu u neza´visle na druhe´m obra´zku B(x, y). Du˚lezˇitost tohoto
zjiˇsteˇn´ı bude zrˇejma´ prˇi popisu iterativn´ı verze opticke´ho toku.












A(x, y + 1).A(x, y − 1)
2
. (2.18)
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≈ Gd− b. (2.23)
Tedy podle rovnice 2.12, je optima´ln´ı vektor opticke´ho toku:
d = G−1b. (2.24)
Tento vy´raz plat´ı pouze pokud je matice G regula´rn´ı. To je ekvivalentn´ı tvrzen´ı, zˇe
obra´zek A(x, y) ma´ gradient v obou smeˇrech x a y v okol´ı bodu u.
Toto je standardn´ı vy´pocˇet opticke´ho toku pomoc´ı metody Lucas-Kanade. Tato metoda
ma´ neˇkolik omezen´ı:
• plat´ı pouze pokud je pohyb mezi sn´ımky maly´ (stupenˇ Taylorova rozvoje je pouze
prvn´ı),
• mezi dveˇma sn´ımky se za´sadneˇ nemeˇn´ı jas,
• prostorova´ koherence - veˇtsˇina pixel˚u lezˇ´ı ve stejne´ rovineˇ v jake´m se vykona´va´
pohyb.
Pro dosazˇen´ı pozˇadovane´ prˇesnosti je vyuzˇito iteracˇn´ıho mechanismu. Index k oznacˇuje
pocˇet iterac´ı a k ≥ 1. Prˇedpokla´dejme, zˇe prˇedchoz´ı vy´pocˇty od 1,2,...,k-1 prˇina´sˇ´ı
pocˇa´tecˇn´ı odhad vektoru bk−1 = [bk−1x b
k−1
y ]
T pro posun pixelu v obraze d. Necht’
Bk je novy´ posunuty´ obraz odpov´ıdaj´ıc´ı pocˇa´tecˇn´ımu odhadu b
k−1:
∀(x, y) ∈ [px − ωx, px + ωx]× [py − ωy, py + ωy],
B(x, y) = B(x+ dk−1x , y + d
k−1
y ). (2.25)
C´ıl je tedy opeˇt nalezen´ı vektoru pohybu pixelu η−k = [η−kx η−ky ], ktery´ minimalizuje
chybovou funkci.







(A(x, y)−B(x+ ηkx, y + ηky ))2. (2.26)
Rˇesˇen´ı te´to minimalizace mu˚zˇe by´t vy´pocˇet jednoho kroku Lucas-Kanade opticke´ho toku
z rovnice 2.24:
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ηk = G−1bk, (2.27)











kde kty´ rozd´ıl obra´zk˚u δIk je definova´n takto:
∀(x, y) ∈ [px − ωx, px + ωx]× [py − ωy, py + ωy],
δIk(x, y) = A(x, y)−Bk(x, y). (2.29)
Vsˇimneˇme si, zˇe prostorove´ derivace Ix a Iy (ve vsˇech bodech okol´ı u) jsou vypocˇteny
pouze na zacˇa´tku rekurze pomoc´ı rovnic 2.17 a 2.18. Proto matice G 2 × 2 z˚usta´va´
konstantn´ı pro vsˇechna opakova´n´ı. T´ım se sn´ızˇ´ı pocˇet vy´pocˇt˚u. Jedina´ hodnota, ktera´ se
mus´ı opakovaneˇ pocˇ´ıtat pro kazˇdy´ krok k, je vektor bk, ktery´ zachycuje rozd´ıl v obraze
po posunu o vektor dk. Pokud je vypocˇten vektor η
k podle rovnice 2.27, novy´ posun






pomoc´ı rekurze pocˇ´ıta´me vektor ηk dokud je mensˇ´ı nezˇ pra´h (naprˇ. 0.03 pixelu) nebo
dokud nen´ı dosazˇeno maxima opakova´n´ı. V pr˚umeˇru je potrˇeba peˇt opakova´n´ı k dosazˇen´ı
konvergence. Pro prvn´ı opakova´n´ı (k=1) je pocˇa´tecˇn´ı odhad nastaven do nuly:
d = [0 0]T (2.31)






Tento vektor minimalizuje funkci popsanou v rovnici 2.8.
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Horn-Schunk metoda vy´pocˇtu opticke´ho toku
Tato metoda je hojneˇ vyuzˇ´ıvana´ pro svoji jednoduchost a u´cˇinnost. Jako jedna z prvn´ıch
zacˇala vyuzˇ´ıvat k vy´pocˇtu opticke´ho toku rozd´ılu mezi dveˇma sn´ımky.
Prˇedpoklad sta´le´ho jasu Sekvenci sn´ımk˚u lze matematicky popsat jako funkci I(x, y, t),
kde I je jas obrazu v cˇase t o prostorove´ sourˇadnici (x,y). U´plna´ derivace zmeˇny obraze


























mu˚zˇe by´t vypocˇteno prˇ´ımo z dvou po sobeˇ na´sleduj´ıc´ıch sn´ımk˚u






jsou slozˇky rychlosti u a v. Horn a Schunck svoji metodu
zalozˇili na prˇedpokladu, zˇe intenzita se v cˇase mezi dveˇma sn´ımky prˇ´ıliˇs nemeˇn´ı, tud´ızˇ
levou stranu rovnice 2.33
DI
Dt














. Je to tedy jedna rovnice pro dveˇ nezna´me´. Pokud
rovnici opeˇt prˇep´ıˇseme z´ıska´me rovnici prˇ´ımky, ktera´ je zna´zorneˇna na obr. 2.12.
Obra´zek 2.12: Na obra´zku je zna´zorneˇna rovnice prˇ´ımky. “Normal flow” znacˇ´ı
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Na obra´zku 2.12 je zna´zorneˇn norma´lovy´ vektor d, ktery´ se vypocˇte ze sourˇadnic u, v
jako:












kde funkce zna´zornˇuj´ı omezen´ı. Ec je jizˇ zminˇovane´ omezen´ı konstantn´ıho jasu. Eb je
vyhlazen´ı obrazovy´ch bod˚u pomoc´ı umocneˇn´ı na druhou:






2 = ‖Ov‖22 (2.39)
Okamzˇik kontaktu s objektem
Opticke´ho toku mu˚zˇeme vyuzˇ´ıt k vy´pocˇtu tzv. okamzˇiku kontaktu nebo obcˇas
pesimisticˇteˇji nazy´vane´ho okamzˇiku kolize cˇi sra´zˇky. Pomoc´ı opticke´ho meˇrˇen´ı a bez
zna´me´ rychlosti pohybu cˇi vzda´lenosti od prˇeka´zˇky (obecneˇ povrchu) je mozˇne´ touto
metodou vypocˇ´ıtat kdy dojde ke kontaktu.
Obra´zek 2.13 popisuje geometrii a princip vy´pocˇtu okamzˇiku kontaktu. Bod v obraze
P o sourˇadnic´ıch (X,Y,Z) ma´ projekci v bodeˇ (0,0,0). Prˇedpokla´dejme, zˇe P je umı´steˇn




. Jestlizˇe je obrazova´ rovina kolma´ na smeˇr pohybu, pak je tento smeˇr
obecneˇ zna´m jako ohnisko rozsˇ´ıˇren´ı (FOE - Focus of Expansion). Tedy bod, ze ktere´ho
opticky´ tok diverguje. Obrazova´ rovina je umı´steˇna ve vzda´lenosti z prˇed pocˇa´tkem,
zvol´ıme z = 1 (spra´vna´ hodnota z za´lezˇ´ı na r˚uzny´ch faktorech, jako naprˇ´ıklad ohniskova´
vzda´lenost kamery). Tato obrazova´ rovina se pohybuje s pocˇa´tkem. P se zobraz´ı do
bodu p. Jak se tato rovina prˇiblizˇuje k bodu P , tak pozice p se v obrazove´ rovineˇ meˇn´ı.
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Obra´zek 2.13: Princip vy´pocˇtu TTC. Postup z´ıska´n´ı FOE je uveden v kapitole 2.2.2
[7].



























Hodnota τ se uva´d´ı jako okamzˇik kontaktu. Leva´ strana rovnice se sta´va´ pouze z velicˇin
vypocˇteny´ch z obrazove´ informace, proto na´m tato hodnota neda´va´ zˇa´dnou informaci o
rychlosti nebo vzda´lenosti za cˇas, ale pouze o meˇrˇ´ıtku. Leva´ strana na´m da´va´ zp˚usob,
jak vypocˇ´ıtat okamzˇik kontaktu: pro kameru pohybuj´ıc´ı se ve stejne´m smeˇru jako FOE,
vezmeˇme bod v obraze a vydeˇlme vzda´lenost od FOE cˇasovou derivac´ı vzda´lenosti od
FOE. Nicme´neˇ tento zp˚usob se ukazuje jako nedostatecˇny´ [7], lepsˇ´ı vy´pocˇet je prˇedveden
v cˇla´nku [4].
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Vy´pocˇet ohniska rozsˇ´ıˇren´ı - Focus Of Expansion - FOE
Algoritmus vy´pocˇtu vycha´z´ı z prˇedpokladu, zˇe derivace opticke´ho toku je v bodeˇ FOE
nulova´ a vsˇechny vektory opticke´ho toku smeˇrˇuj´ı do tohoto bodu.
Necht’ V = (vx(x, y), vy(x, y)), 0 ≤ x < N, 0 ≤ y < N je vektor rychlosti, z´ıskany´ ze
sekvence dvou po sobeˇ na´sleduj´ıc´ıch sn´ımc´ıch o velikosti N . Toto vektorove´ pole ob-







Vy´sledny´ obra´zek mu˚zˇe by´t rozdeˇlen do cˇtyrˇ sekc´ı okolo FOE podle sourˇadnic, jak je
videˇt na obra´zku 2.14.
Obra´zek 2.14: Bod o sourˇadnic´ıch (cx, cy) je v divergenci pole vektor˚u rychlosti zmeˇny
[4].
Necht’ Phy(y) je normalizovana´ horizonta´ln´ı projekce (h v indexu znacˇ´ı horizonta´ln´ı) y





























⊥ cx = constx, (2.46)




























·N(⊥ cx) = x ⊥ cx x, (2.48)
Obra´zek 2.15: Horizonta´ln´ı a vertika´ln´ı projekce [4].
Rovnice 2.45 a 2.48 popisuj´ı prˇ´ımky s hodnotami cy, respektive cx, kde pocˇa´tek ma´
sourˇadnice y0 = cy resp. x0 = cx. Vy´razy 2.46 a 2.47 jsou konstanty, ktere´ za´vis´ı pouze
na velikosti obra´zku N a sourˇadnic´ıch C. To na´m da´va´ trˇi mozˇnosti odhadnout pozici
C.
• z korˇen˚u x0 a y0 rovnic 2.48 a 2.45: Phy(y0) = 0⇔ cy = y0 a Pvx(x0) = 0⇔ cx = x0
• z hodnot vy´raz˚u 2.48 a 2.45 v nule: cy =⊥ Phy(0) a cx =⊥ Pvx(0)
• z konstant2.46 a 2.47: cy N−12 ⊥ consty a cxN−12 ⊥ constx
Kapitola 3
Prakticka´ cˇa´st
V te´to cˇa´sti je popsa´na realizace, testova´n´ı a v neposledn´ı rˇadeˇ i popis pracovn´ıho
postupu prˇi vytva´rˇen´ı aplikace pro mobiln´ı telefony. Prˇi vyv´ıjen´ı aplikace byla vyuzˇita
knihovna OpenCV. Tato knihovna se velmi hod´ı na nejr˚uzneˇjˇs´ı aplikace prˇi zpracova´n´ı
obrazu, analy´zu pohybu v obraze, trasovac´ı algoritmy atd. Pro tuto pra´ci se hod´ı i proto,
zˇe je multiplatformn´ı. Je to knihovna v jazyce C++, nicme´neˇ velkou cˇa´st je mozˇno
pouzˇ´ıvat i v jazyce Java a funkce se sta´le rozsˇiˇruj´ı, veˇtsˇinu je mozˇne´ take´ pouzˇ´ıvat
v Python. Toto umozˇnˇuje pouzˇit´ı v syste´mu Android pro mobiln´ı telefony, pro ktery´
byla tato navigace navrhova´na, jelikozˇ tento syste´m je napsa´n v jazyce Java. Dalˇs´ı
vy´hodou te´to knihovny je, d´ıky jej´ı multiplatformnosti, mozˇnost testovat aplikaci prˇ´ımo
na desktopu pocˇ´ıtacˇe, pokud je napsa´na v C++. To umozˇnˇuje rychlejˇs´ı testova´n´ı a lehcˇ´ı
oveˇrˇova´n´ı dat nezˇ prˇi vy´voji prˇ´ımo na mobiln´ım telefonu.
3.1 Pracovn´ı postup prˇi vytva´rˇen´ı aplikace
Prˇi vy´voji aplikace byl zvolen postup napsa´n´ı velke´ cˇa´sti ko´du v jazce C++, d´ıky vy´sˇe
zmı´neˇny´m vy´hoda´m a take´ d´ıky jisteˇjˇs´ımu vy´voji v OpenCV. Syste´m Andriod umozˇnˇuje
volat funkce obsahuj´ıc´ı nativn´ı ko´d. Je k tomu vyuzˇit tzv. Native Development Kit -
NDK, tedy sada na´stroj˚u, ktera´ umozˇnˇuje implementovat cˇa´sti aplikace vyuzˇ´ıvaj´ıc´ı na-
tivn´ıch ko´du jako C a C++. Nı´zˇe bude uveden postup, jak tento na´stroj implementovat
a pouzˇ´ıvat.
Vytvorˇen´ı aplikace - Eclipse - OpenCV - Android
Nejprve je potrˇeba vytvorˇit aplikaci pro Android, vyuzˇijeme zde postup na stra´nka´ch
OpenCV. Pro pra´ci je potrˇeba mı´t nainstalovany´ tento software:
29
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Pro instalaci je potrˇeba nejnoveˇjˇs´ı verze stazˇitelna´ na:
http://developer.android.com/sdk/index.html.
• Android SDK - cˇa´sti nutne´ pro OpenCV
– Android SDK Tools, verze 20 nebo vysˇsˇ´ı.
– SDK Platform Android 3.0 (API 11). Funguje i pro nizˇsˇ´ı API (minimum je
8) ale je doporucˇeno 11.
Obra´zek 3.1: Potrˇebne´ bal´ıky
• Eclipse IDE
Oficia´ln´ı stra´nky pro stazˇen´ı http://www.eclipse.org/downloads/. Doporucˇena je
verze Eclipse 3.7 (Indigo) nebo Eclipse 4.2 (Juno).
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• ADT Plugin pro Eclipse
Postup je take´ popsa´n na sta´nka´ch Android Developers http://www.eclipse.org/downloads/:
1. Pokud je jizˇ naistalovany´ Eclipse zapneˇte ho a jdeˇte na Help → Install New
Software...
2. Klikneˇte na Add v horn´ı prave´m rohu




5. V dialogu Available Software Dialog, zasˇkrtneˇte Developer Tools a klikneˇte
na Next
6. V dalˇs´ım okneˇ uvid´ıte list na´stroj˚u ke stazˇen´ı, pro vy´voj aplikace s NDK
zatrhneˇte NDK Plugins. Klikneˇte na Next
7. Prˇecˇteˇte si licencˇn´ı ujedna´n´ı a klikneˇte na Finish
8. Po kompletn´ı instalaci restartujte Eclipse
Obra´zek 3.2: Nastaven´ı ADT pluginu
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Instalace Pluginu NDK pro vy´voj v C++
1. Android NDK
Pro kompilova´n´ı je potrˇeba nainstalovat NDK manazˇer stazˇitelny´ zde:
http://developer.android.com/tools/sdk/ndk/index.html
Pro instalaci je potrˇeba pouze rozbalit stazˇeny´ archiv na neˇjake´ mı´sto na pocˇ´ıtacˇi.
2. Pro kompilova´n´ı v Eclipse je da´le potrˇeba doinstalovat CDT plugin. Nicme´neˇ
pokud jste prˇi instalaci ADT pluginu zvolili instalaci NDK pluginu, meˇl by jizˇ
Eclipse tento bal´ık potrˇebny´ ke kompilova´n´ı ko´du v C++ obsahovat. Pokud ne
postupujte jako prˇi instalaci ADT, mı´sto bodu 2. vsˇak zvolte “Available Software
Sites” a napiˇste pro filtrova´n´ı CDT pote´ nainstalujte podobny´m postupem jako
vy´sˇe.
OPENCV4ANDROID SDK - Knihovny pro Android
Pro vy´voj aplikace pro Android je potrˇeba knihovna OpenCV pro Android.
1. Na stra´nka´ch http://sourceforge.net/projects/opencvlibrary/files/opencv-android/
lze sta´hnout posledn´ı verzi.
2. Vytvorˇte novou slozˇku, do ktere´ se rozbal´ı stazˇeny´ bal´ık. Pro pouzˇit´ı s NDK by
na´zev nemeˇl obsahovat mezery.
3. Rozbalte stazˇeny´ bal´ık do slozˇky.
4. Importova´n´ı knihovny do Eclipse
Pro import knihoven a uka´zek je na´sleduj´ıc´ı postup.
• Doporucˇuje se zacˇ´ınat s cˇisty´m prostrˇed´ım v Eclipse.
• Pro importova´n´ı se v Eclipse v Package Editor klikne prav´ım tlacˇ´ıtkem a
zvol´ı Import z kontextove´ho menu.
• Da´le v General zvol´ıme Existing Projects Into Workspace.
• V dalˇs´ım okneˇ v Select root directory vybreme slozˇku s “OPENCV4ANDROID”.
Eclipse by meˇl automaticky naj´ıt OpenCV knihovnu a uka´zky.
• Klikneˇte na dlacˇ´ıtko Finish.
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Pra´ce s NDK
Pro aplikace vyuzˇ´ıvaj´ıc´ı nativn´ıho ko´du je potrˇeba upravit nastaven´ı projektu.
• Pokud pouzˇ´ıva´me jiny´ syste´m nezˇ Windows je potrˇeba zmeˇnit prˇ´ıkaz kompiluj´ıc´ı
nativn´ı ko´d viz obr. 3.3. To provedeme vymaza´n´ım prˇ´ıpony “.cmd” v nastaven´ı:
pravy´ klik na projekt, da´le Properties → C/C++ Build → Build command.
Obra´zek 3.3: Prˇ´ıkaz pro kompilaci nativn´ıho ko´du
• V za´lozˇce Behaviour nastav´ıme chova´n´ı podle obra´zku 3.4
• Da´le je potrˇeba nastavit knihovny. V Properties podle obr. 3.5 nastav´ıme podle
verze NDK tyto knihovny:





# pro NDK r8b a nizˇsˇı´:
${NDKROOT}/platforms/android-9/arch-arm/usr/include
${NDKROOT}/sources/cxx-stl/gnu-libstdc++/4.6/include
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Obra´zek 3.4: Nastaven´ı chova´n´ı
Obra´zek 3.5: Nastaven´ı knihoven
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${NDKROOT}/sources/cxx-stl/gnu-libstdc++/4.6/libs/armeabi-v7a/include
${ProjDirPath}/../../sdk/native/jni/include
• V soubrou Android.mk ve slozˇce jni je potrˇeba prˇidat cestu k OpenCV.mk. Tedy




• Da´le v souboru Aplication.mk by meˇli existovat na´sleduj´ıc´ı prˇ´ıkazy. Posledn´ı dva
rˇa´dky za´vis´ı na c´ılove´ platformeˇ.
APP_STL := gnustl_static
APP_CPPFLAGS := -frtti -fexceptions
APP_ABI := armeabi-v7a
APP_PLATFORM := android-9
Ladeˇn´ı nativn´ıho kodu pomoc´ı prˇ´ıkazove´ho rˇa´dku
Pokud je v aplikaci obsazˇen nativn´ı ko´d, nen´ı prakticky mozˇne´ ladit ko´d, pomoc´ı debu-
govac´ıho na´stroje v Eclipse. Nicme´neˇ mu˚zˇeme jej vyv´ıjet pomoc´ı standardn´ıch na´stroj˚u
pro vy´voj v jazyce C++ v prˇ´ıkazove´m rˇa´dku, a to programu gdb resp. jeho modifikaci
cgdb. Tento program umozˇnˇuje snadno vstoupit do beˇzˇ´ıc´ıho programu v jazyce Java, a
na´sledneˇ debugovat funkce, ktere´ jsou napsa´ny v jazyce C++.
Program je ke stazˇen´ı na http://cgdb.github.io/ nainstalujeme ho pomoc´ı standardn´ıch
na´stroj˚u. Pro spousˇteˇn´ı programu namı´sto gdb mus´ıme prove´st zmeˇnu prˇ´ıkazu v souboru




GDBCLIENT="cgdb -d ${TOOLCHAIN_PREFIX}gdb --"
GDBSETUP=$APP_OUT/gdb.setup
Po spusˇteˇn´ı aplikace v debug mo´du v Eclipse, nebo pomoc´ı jiny´ch na´stroj˚u, mu˚zˇeme
zadat v prˇ´ıkazove´ rˇa´dce ndk-gdb to na´sledneˇ spust´ı zmı´neˇny´ program pomoc´ı ktere´ho,
mu˚zˇeme procha´zet beˇzˇ´ıc´ı program.
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3.2 Aplikace NaviNevi - Navigace pro Nevidome´
3.2.1 Princip fungova´n´ı
Obra´zek 3.6: Princip pouzˇit´ı pomu˚cky
Principem te´to navigace, je z´ıska´va´n´ı informace pomoc´ı obrazove´ho senzoru na mobiln´ım
telefonu a prˇevod te´to informace pomoc´ı procesoru, na jiny´ vjem rozpoznatelny´ osobou
se zrakovy´m postizˇen´ım (da´le uzˇivatel) pokud mozˇno v rea´lne´m cˇase (obr. 3.6). Uzˇivatel
tuto pomu˚cku pouzˇ´ıva´ jako na´stroj k z´ıska´n´ı informace o prˇeka´zˇce a smeˇru, ve ktere´m
se prˇeka´zˇka nacha´z´ı. To je mu signalizova´no pomoc´ı zvukove´ho signa´lu. Uzˇivatel si mo-
biln´ı telefon upevn´ı na hrud’ a kamera sn´ıma´ v rea´lne´m cˇase prostrˇed´ı prˇed uzˇivatelem.
Pokud algoritmus vyhodnot´ı, zˇe prˇeka´zˇka je v urcˇite´ vzda´lenosti, prˇehraje mobiln´ı tele-
fon zvukovy´ signa´l. Zvukove´ signa´ly byly zvoleny z to´nove´ volby pouzˇ´ıvane´ v telefonii.
Obraz je rozdeˇlen na sˇest segment˚u trˇi nahorˇe a trˇi dole viz 3.7.
K zjiˇsteˇn´ı polohy prˇeka´zˇky a vzda´lenosti je vyuzˇito neˇkolik princip˚u popsany´ch v kapi-
tole 4. pra´ce. Chod aplikace v syste´mu Android se rˇ´ıd´ı podle dane´ho schematu, viz obr.
3.9
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Obra´zek 3.7: Rozdeˇlen´ı obrazu do segment˚u
Jak jizˇ bylo uvedeno aplikace pracuje ve dvou jazyc´ıch. V jazyce Java syste´mu Android
jsou provedeny rutiny zajiˇstuj´ıc´ı z´ıska´n´ı sn´ımku z obrazove´ho sn´ımacˇe, da´le beˇh samotne´
aplikace, ovla´da´n´ı a take´ zajiˇsteˇn´ı zvukove´ho signa´lu pro nevidome´ho. V jazyce C++ je
zajiˇsteˇno vesˇkere´ zpracova´n´ı obrazove´ informace a prˇeda´n´ı informace pro zvukove´ upo-
zorneˇn´ı.
Java Samotna´ aplikace pracuje podle schematu na obr. 3.8. Ve funkci onCameraFrame
se z´ıska´vaj´ı jednotlive´ sn´ımky, ktere´ se pak prˇeda´vaj´ı do funkce s nativn´ım ko´dem.
Vy´stupem te´to funkce je informace pro prˇehra´n´ı zvuku, ktery´ informuje uzˇivatele o tom
kde je prˇeka´zˇka. Rozhodovac´ı rutina pak prˇehraje pozˇadovany´ zvuk. Na obra´zku 3.10
vid´ıme rozmı´steˇne´ zvuk˚u pro signalizaci. Cˇ´ısla prˇedstavuj´ı zvuky ktere´ pos´ılaj´ı jednotlive´
kla´vesy na telefonu. Zvuky to´nove´ volby byly zvoleny pro jejich snadnou implementaci
pomoc´ı trˇ´ıdy ToneGenerator. Rozmı´steˇn´ı je da´no takove´, aby byly jednotlive´ segmenty
snadno rozpoznatelne´. Da´le je zde zajiˇsteˇn prˇenos prˇedchoz´ıch sn´ımk˚u pro dalˇs´ı vy´pocˇty.
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Obra´zek 3.8: Chod aplikace
C++ V jazyce C++ je napsana´ podstatna´ cˇa´st algoritmu. Jeho fungova´n´ı popisuje
vy´vojovy´ diagram 3.11.
1. Do funkce vstupuj´ı dva sn´ımky, aktua´ln´ı a prˇedchoz´ı. Tyto sn´ımky jsou prˇeda´ny z
Java cˇa´sti aplikace.
2. Z obra´zk˚u, se jednou za dany´ pocˇet sn´ımk˚u, vypocˇ´ıtaj´ı body v obraze vhodne´
pro trasova´n´ı (funkce goodFeaturesToTrack implementovana´ v OpenCV) viz cˇa´st
2.2.2. Doba za jakou se pocˇ´ıtaj´ı znovu body v obraze je d˚ulezˇita´ pro trasova´n´ı. Po
nastavenou dobu totizˇ dalˇs´ı funkce pocˇ´ıtaj´ı pouze s pomoc´ı prˇedchoz´ıch napocˇ´ıtany´ch
bod˚u z funkce calcOpticalFlow, ktera´ zajiˇst’uje trasova´n´ı. Zvolen´ı doby je popsa´no
v cˇa´sti Testova´n´ı 3.3.
3. Napocˇ´ıtane´ body prevPoints jsou bud’ z´ıska´ny z prˇedchoz´ı funkce, nebo pokud
se zrovna nepocˇ´ıtaj´ı, pouzˇij´ı se z prˇedchoz´ıho beˇhu funkce (sn´ımku).
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Obra´zek 3.9: Standardn´ı chod aplikace pro Android.
Funkce calcOpticalFlowLK pouzˇ´ıva´ tyto body k zjiˇsteˇn´ı opticke´ho toku, resp.
vypocˇte body v aktua´ln´ım sn´ımku, ktere´ odpov´ıdaj´ı pohybu v obraze.
4. V dalˇs´ı cˇa´sti vstupuj´ı body do for cyklu, ktery´ procha´z´ı vektor bod po bodu. V
tomto cyklu se vypocˇ´ıta´ pro kazˇdy´ bod divergence - amplituda pohybu kazˇde´ho
bodu (amplituda opticke´ho toku). Pro potrˇeby testova´n´ı jsou zde take´ vykresleny
body do obrazu.
5. Na´sleduj´ıc´ı cˇa´st urcˇ´ı minimum te´to amplitudy, cozˇ odpov´ıda´ ohnisku rozsˇ´ırˇen´ı -
FOE - Focus of Epansion. Je to bod v obraze, kde je opticky´ tok nejmensˇ´ı (cˇa´st
2.2.2. Na tento bod je aplikova´n Kalman˚uv filtr (popis viz naprˇ´ıklad [26] p˚uvodn´ı
cˇla´nek zde [4]). Pomoc´ı tohoto filtru je snaha eliminovat velke´ zmeˇny FOE v obraze.
Filtr predikuje z nameˇrˇene´ polohy FOE budouc´ı polohu bodu tohoto bodu.
6. Na´sleduje dalˇs´ı cyklus, ktery´ procha´z´ı body a pocˇ´ıta´ tzv. okamzˇik kontaktu (TTC),
tedy vzda´lenost mezi FOE a jednotlivy´mi body, viz kapitola 2.2.2. V tomto cyklu
jsou prˇiˇrazeny body do svy´ch segment˚u, podle pozice v obraze.
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Obra´zek 3.10: Rozmı´steˇn´ı to´nove´ volby DTMF.
7. V tomto kroku se vypocˇ´ıta´ pr˚umeˇr TTC pro dany´ segment. Na´sledneˇ se najde v
jake´m segmentu je pr˚umeˇrne´ TTC nejmensˇ´ı a podle toho se urcˇ´ı, ktery´ segment se
bude signalizovat. Informace se ulozˇ´ı do promeˇnne´, podle ktere´ se urcˇuje zvukova´
signalizace.
8. Posledn´ım krokem, je ulozˇen´ı aktua´ln´ıch bod˚u jako prˇedchoz´ıch, pro dalˇs´ı beˇh
funkce.
Prˇedchoz´ı body jsou ulozˇeny v pameˇti jako staticka´ promeˇnna´. Prˇi dalˇs´ım beˇhu funkce
se totizˇ program vrac´ı do cˇa´sti v jazyce JAVA, aby nacˇetl dalˇs´ı sn´ımek, prˇecˇetl ulozˇenou
informaci o signalizaci a prˇehra´l pozˇadovany´ zvuk. Da´le program opeˇt vstoup´ı do funkce
v C++ a cyklus se opakuje.
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Obra´zek 3.11: Pr˚uchod funkc´ı pro vy´pocˇet opticke´ho toku, FOE, TTC a signalizace.
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3.3 Testova´n´ı aplikace
Prˇi testova´n´ı bylo vyuzˇito prˇenositelnosti hlavn´ı cˇa´sti aplikace, ktera´ je napsa´na v jazyce
C++ a hlavn´ı test se provedl na desktopu pocˇ´ıtacˇe. K test˚um se vyuzˇilo video natocˇene´
prˇ´ımo mobiln´ım telefonem. Du˚vod k testova´n´ı na pocˇ´ıtacˇi byl snadna´ obsluha a rychlost
testova´n´ı. Ko´d doznal jen maly´ch zmeˇn, ktery´ch bylo zapotrˇeb´ı ke spousˇteˇn´ı a ladeˇn´ı
programu na pocˇ´ıtacˇi, za´klad aplikace je stejny´, jen se mı´sto zvukove´ signalizace vyuzˇilo
obrazove´ho upozorneˇn´ı prˇ´ımo ve videu. Da´le byli provedeny testy prˇ´ımo s mobiln´ım
telefonem.
3.3.1 Testova´n´ı v pocˇ´ıtacˇi
K nalezen´ı vy´sledne´ho segmentu vede cela´ rˇada vy´pocˇt˚u, u ktery´ch je mozˇne´ r˚uzne´
nastaven´ı. Z toho d˚uvodu byly provedeny testy, ktere´ maj´ı za c´ıl nalezen´ı nejvhodneˇjˇs´ıch
konstant pro chod aplikace. Testy byli provedeny pro tyto stupneˇ volnosti:
1. Pocˇet sn´ımk˚u, za ktere´ se opeˇt nastav´ı vzory pro trasova´n´ı
(funkce goodFeaturesToTrack). Pocˇet sn´ımk˚u zp˚usobuje, jak cˇasto se napocˇ´ıtaj´ı
body v cele´m obraze, nejmensˇ´ı mozˇny´ pocˇet je dva, maximum nelze jednoznacˇneˇ
stanovit. Nicme´neˇ jak obraz plyne, vzory v obraze, ktere´ byli detekova´ny se ztra´cej´ı.
Za cˇas se ztrat´ı u´plneˇ, proto jizˇ nen´ı co trasovat. Vy´pocˇet bod˚u, je pomeˇrneˇ na´rocˇny´
na vy´kon zarˇ´ızen´ı a zpomaluje beˇh programu. Prˇi pocˇtu sn´ımk˚u dva, je naprˇ´ıklad
prodleva mezi teˇmito dveˇma sn´ımky pomeˇrneˇ velka´, tud´ızˇ se ztra´c´ı informace v
obraze.
2. Pocˇet bod˚u, ktere´ se napocˇ´ıtaj´ı pomoc´ı funkce goodFeaturesToTrack. Tento parametr
je d˚ulezˇity´, jelikozˇ urcˇuje kolik bod˚u se bude pomoc´ı opticke´ho toku sledovat.
Prˇi n´ızke´m pocˇtu bod˚u je informace pouze u pa´r vzor˚u, tud´ızˇ nepostihne mnoho
prˇ´ıpadny´ch prˇeka´zˇek. Prˇi velke´m pocˇtu bod˚u je funkce na´rocˇneˇjˇs´ı na vy´pocˇetn´ı
vy´kon.
Za´kladem test˚u jsou dveˇ videa. Jedno natocˇene´ prˇi ch˚uzi a jedno z plynule se pohy-
buj´ıc´ıho voz´ıku. Videa byli nata´cˇeny ve vnitrˇn´ıch prostora´ch. Beˇhem meˇrˇen´ı se zaz-
namena´valy detekovane´ segmenty v obraze pro hodnoty volnosti, ktere´ jsou uvedeny
v tabulce. Prˇedpokla´dane´ vyuzˇit´ı aplikace je prˇi ch˚uzi. Nicme´neˇ beˇhem testova´n´ı bylo
zjiˇsteˇno, zˇe vy´pocˇet opticke´ho toku je velmi ovlivneˇn otrˇesy prˇi ch˚uzi, proto byl zvolen
i test za pomoc´ı plynule´ho pohybu.
Prˇi testova´n´ı bylo vyuzˇito vizualizace vypocˇteny´ch bod˚u prˇ´ımo do obrazu. Na na´sleduj´ıc´ıch
obra´zc´ıch (3.12) jsou sn´ımky prˇi testova´n´ı. Body v obraze jsou aktua´ln´ı body vypocˇtene´
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Stupneˇ volnosti






pomoc´ı funkce calcOpticalFlow, cˇa´ry vedouc´ı od bod˚u signalizuj´ı velikost a smeˇr
opticke´ho toku. Cˇerveny´ cˇtverec signalizuje vypocˇtene´ FOE. Modry´ cˇtverec ukazuje do
prave´ho horn´ıho rohu segmentu, ktery´ byl detekovany´ jako potencia´lneˇ ohrozˇuj´ıc´ı.
Obra´zek 3.12: Sn´ımky z testova´n´ı programu. Vpravo pro 10 napocˇ´ıtany´ch bod˚u, vlevo
pro 1000.
3.3.2 Vy´sledky
Jak jizˇ bylo zmı´neˇno vy´pocˇet opticke´ho toku je ovlivneˇn prudky´mi zmeˇnami v obraze,
ktere´ jsou pohybem kamery v jine´m smeˇru nezˇ je smeˇr pohybu. Vy´pocˇet FOE by meˇl
zajisti spra´vnou interpretaci pokud kamera vykona´va´ translacˇn´ı pohyb a nepohybuje
se v ose ohniska kamery. Bohuzˇel nen´ı schopen eliminovat pohyby kamery v kra´tke´m
cˇasove´m horizontu, tud´ızˇ otrˇesy beˇhem ch˚uze silneˇ narusˇuj´ı vy´pocˇet. Prˇi pozorova´n´ı
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videa natocˇene´ho prˇi ch˚uzi je zrˇejme´, zˇe okamzˇiky kdy se kamera pohybuje ve smeˇru
FOE, jsou v obraze prˇ´ıtomny jen velmi zrˇ´ıdka. Prˇi pohybu pomoc´ı voz´ıku je pohyb jizˇ
plynulejˇs´ı a proto se da´ prˇedpokla´dat, zˇe bude le´pe fungovat teorie, ktere´ je implemen-
tova´na.
Testovac´ı videa byly zvoleny jako pr˚uchod chodbou s prˇeka´zˇkou. Jelikozˇ byly natocˇeny ve
vnitrˇn´ıch prostora´ch, projevuj´ı se v dane´m algoritmu nedostatky. Zejme´na je to zahrnut´ı
do detekova´n´ı prˇeka´zˇek i prostor stropu. U vnitrˇn´ıch prostor se da´ prˇedpokla´dat, zˇe strop
bude prˇiblizˇneˇ stejneˇ vzda´len od kamery jako podlaha. Pokud je strop cˇlenity´, zahrnuje
se do vy´pocˇtu jako prˇeka´zˇky, ktere´ ovsˇem nejsou nijak potencia´lneˇ nebezpecˇne´.
Z hodnot pro celou sekvenci sn´ımk˚u videa byly vypocˇtena hustota pravdeˇpodobnosti,
ktere´ urcˇuj´ı pocˇet vy´skyt˚u signalizace pro dany´ segment. Tedy jak cˇasto byl segment
zvolen jako potencia´lneˇ ohrozˇuj´ıc´ı. V prˇ´ıloze jsou tabulky pro jednotlive´ meˇrˇen´ı. Je zde
videˇt, zˇe nejcˇasteˇji jsou voleny segmenty v horn´ı cˇa´sti obrazu, kde docha´z´ı k detekci
cˇlenite´ho stropu. V prvn´ıch okamzˇic´ıch videa, je prˇeka´zˇka take´ z cˇa´sti v prostrˇedn´ım
segmentu, viz obra´zek 3.14 vlevo, proto detekce odpov´ıda´. Jelikozˇ da´le se prˇeka´zˇka ve
videu objev´ı v prostrˇedn´ım segmentu dole (segment 4) viz obr. 3.14 vpravo, dala by se
prˇedpokla´dat veˇtsˇ´ı cˇetnost, nicme´neˇ jak je z tabulek zrˇejme´ nen´ı tomu vzˇdy tak.
Obra´zek 3.13: Jine´ rozdeˇlen´ı segment˚u doln´ı segmenty jsou ve vertika´ln´ım smeˇru veˇtsˇ´ı
Pokud budeme bra´t jako parametr u´speˇsˇnosti cˇetnost vy´skytu signalizace ve cˇtvrte´m
segmentu, kde je z hlediska potencia´ln´ı sra´zˇky prˇeka´zˇka nejzrˇejmeˇjˇs´ı, aplikace v tomto
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selha´va´. Nicme´neˇ pokud vezmeme v potaz komplexnost obrazove´ informace (cˇlenite´
prostrˇed´ı na stropeˇ i po strana´ch) algoritmus funguje tak, jak by se dalo prˇedpokla´dat.
Rˇesˇen´ı tohoto proble´mu, by bylo jine´ rozmı´steˇn´ı segment˚u, jak je to naznacˇeno v obra´zku
3.13 a stanoven´ı mensˇ´ı va´hy prˇi vy´pocˇtu pro horn´ı segmenty.
Obra´zek 3.14: Umı´steˇn´ı prˇeka´zˇky v obraze
Neˇktere´ z nastaven´ı volnosti omezuje funkcˇnost, zejme´na v souvislosti vy´pocˇtu bod˚u
vhodny´ch pro trasova´n´ı. Tato funkce je pomeˇrneˇ vy´pocˇetneˇ na´rocˇna´ a proto u´meˇrneˇ
tomu, jak cˇasto se body pocˇ´ıtaj´ı, stoupa´ cˇas nutny´ k zpracova´n´ı jednotlivy´ch sn´ımk˚u.
Docha´z´ı tedy k prodleva´m, ktere´ zp˚usob´ı, zˇe se zveˇtsˇ´ı pocˇet sn´ımk˚u z´ıskany´ch za vterˇinu
a tedy cˇasove´ rozliˇsen´ı.
3.3.3 Testova´n´ı na mobiln´ım telefonu
Testova´n´ı probeˇhlo prˇi stejne´m schematu a prostrˇed´ı jako prˇi nahra´va´n´ı videa pro
pocˇ´ıtacˇ. Jelikozˇ, v mobiln´ı aplikaci je stejna´ implementace jako na pocˇ´ıtacˇi, dali se
ocˇeka´vat stejne´ vy´sledky. Probeˇhly pokusy pohybovat se s c´ılem vyhnout se prˇeka´zˇce.
Prˇed samotny´m testova´n´ım je nejprve nutne´ se naucˇit zp˚usob signalizace. Jelikozˇ sig-
nalizace je pomoc´ı to´nove´ volby, uzˇivatel mus´ı veˇdeˇt jaky´ to´n je pro jaky´ segment.
To´nova´ volba pro jednotlive´ segmenty byla zvolena tak, aby jednotlive´ to´ny byly v co
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Obra´zek 3.15: Obrazovka prˇi testova´n´ı, cˇ´ısla u jednotlivy´ch segment˚u znamenaj´ı
pr˚umeˇrny´ okamzˇik kontaktu pro dany´ segment
nejvzda´leneˇjˇs´ım intervalu a tedy co nejle´pe rozpoznatelne´. Prˇi testova´n´ı bylo dobrˇe pa-
trne´ jaky´ segment je pra´veˇ zvolen, tedy ktery´ obsahuje prˇeka´zˇku. Vy´sledky jsou velmi
podobne´ testova´n´ı na pocˇ´ıtacˇi. Nejcˇasteˇji se ozy´vaj´ı horn´ı segmenty, obcˇas segment ob-




V u´vodu te´to pra´ce jsem se snazˇil sˇ´ıˇreji nast´ınit problematiku pomu˚cek pro zrakoveˇ
postizˇene´. Prˇi dnesˇn´ıch technicky´ch a vy´pocˇetn´ıch mozˇnostech se nab´ız´ı cela´ rˇada prin-
cip˚u, ktere´ mohou by´t vyuzˇity pro vy´voj teˇchto pomu˚cek. Mnoho vy´zkumny´ch center a
universit se snazˇ´ı vyvinout neˇjakou pomu˚cku, ktera´ by usnadnila zrakoveˇ postizˇeny´m a
nevidomy´m orientaci v prostrˇed´ı, v ktere´m zˇij´ı. Z pr˚uzkumu je zrˇejme´, zˇe prˇed na´rocˇneˇjˇs´ı
vy´vojem takove´ pomu˚cky je potrˇeba dobrˇe zva´zˇit, zda j´ı budou nevidomı´ schopni opravdu
vyuzˇ´ıvat. Zda´ se, zˇe veˇtsˇina pomu˚cek koncˇ´ı ve stadiu vy´voje a nedostane se do prak-
ticke´ho uzˇ´ıva´n´ı. Du˚vod procˇ nejsou elektronicke´ pomu˚cky v´ıce vyuzˇ´ıva´ny, je take´ zrˇejmeˇ
zp˚usoben t´ım, zˇe standardn´ımi pomu˚cky jsou pomeˇrneˇ dobrˇe funkcˇn´ı a dostupne´. V
neposledn´ı rˇadeˇ je na neˇ komunita zrakoveˇ postizˇeny´ch zvykla´.
V teoreticke´ cˇa´sti, je take´ uvedena resˇersˇe na aktua´ln´ı vy´voj pomu˚cek, na univerzita´ch.
Z tohoto pr˚uzkumu je dobrˇe patrny´ sˇiroky´ za´beˇr, ktery´ tato problematika ma´ a mnozˇstv´ı
fyzika´ln´ıch princip˚u, ktere´ lze vyuzˇ´ıt. Konkre´tneˇji je zde rozebra´na problematika vyuzˇit´ı
obrazove´ informace pro detekci prˇeka´zˇek.
Prˇi rozhodova´n´ı, ktery´ princip detekce vyuzˇ´ıt, se braly v u´vahu mozˇnosti mobiln´ıho
telefonu. Zejme´na z´ıska´n´ı obrazove´ informace jedn´ım obrazovy´m sn´ımacˇem a vy´pocˇetn´ı
na´rocˇnost algoritmu. Acˇkoliv mobiln´ı telefony maj´ı jizˇ dnes velmi velky´ vy´pocˇetn´ı vy´kon,
pro slozˇiteˇjˇs´ı vy´pocˇty je v neˇktery´ch prˇ´ıpadech sta´le nedostacˇuj´ıc´ı.
V pocˇa´tc´ıch rozhodova´n´ı jakou metodu zvolit, prˇipadala v u´vahu take´ detekce prˇeka´zˇek
pomoc´ı moodelu salience, ktery´ je v pra´ci take´ popsa´n. Du˚vod, procˇ nebyla navigace zre-
alizova´na pomoc´ı tohoto modelu, byl pra´veˇ jeho velka´ vy´pocˇetn´ı na´rocˇnost. Pro vy´beˇr
detekce prˇeka´zˇek pomoc´ı opticke´ho toku, jsem se inspiroval vyuzˇit´ım te´to metody k nav-
igaci v robotice, kde se tento princip cˇasto objevuje. Dveˇ nejcˇasteˇji pouzˇ´ıvane´ metody
jsou popsa´ny v teorii. Pro vy´beˇr metody Lukas-Kanade hovorˇ´ı opeˇt mensˇ´ı vy´pocˇetn´ı
na´rocˇnost.
Prˇi vy´voji aplikace jsem vyzkousˇel neˇkolik metod pracovn´ıho prostrˇed´ı a zp˚usobu vy´voje.
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Jako proble´movy´ se jev´ı vy´voj aplikace v syste´mu Android s nativn´ım ko´dem v C++.
Nakonec se mi podarˇilo stanovit pracovn´ı postup takovy´, zˇe jsem mohl pomeˇrneˇ bez
proble´mu˚ ladit ko´d v obou jazyc´ıch. Postup nastaven´ı jsem shrnul na zacˇa´tku prak-
ticke´ cˇa´sti. Do budoucna by bylo vhodne´ nelpeˇt na graficky´ch vy´vojovy´ch prostrˇed´ıch,
a vyv´ıjet aplikaci prˇes termina´l operacˇn´ıho syste´mu, cozˇ se jev´ı kupodivu jako rychlejˇs´ı
a bezproble´moveˇjˇs´ı zp˚usob, ovsˇem za cenu nutnosti se naucˇit nove´ postupy.
Jak vyply´va´ z vy´sledk˚u testova´n´ı, samotna´ aplikace vykazuje proble´my ve funkcˇnosti.
Du˚vod˚u je v´ıce. Zejme´na, jak je popsa´no, prudke´ zmeˇny v opticke´m toku, zp˚usobene´
otrˇesy kamery prˇi ch˚uzi. Prˇi testova´n´ı plynule´ho pohybu byly vy´sledky lepsˇ´ı, nicme´neˇ ne
dostacˇuj´ıc´ı k navigaci. Dalˇs´ı d˚uvod je velke´ mnozˇstv´ı stupnˇ˚u volnosti syste´mu a jejich
nastaven´ı. Prˇi testech jsem se snazˇil vyzkousˇet r˚uzna´ nastaven´ı, nicme´neˇ nepodarˇilo se
mi nale´zt nejvhodneˇjˇs´ı parametry, ktere´ by umozˇnˇovaly dostacˇuj´ıc´ı funkcˇnost.
Nab´ız´ı se neˇkolik mozˇnost´ı vylepsˇen´ı algoritmu. Prvn´ı je implementace opticke´ho toku
pomoc´ı pyramidove´ reprezentace vstupn´ıho obrazu. Toto vylepsˇen´ı umozˇn´ı cˇa´stecˇneˇ
eliminovat proble´m prˇi vy´pocˇtu opticke´ho toku, tedy disbalanci mezi prˇesnost´ı a robust-
nost´ı. Vy´pocˇet teˇchto pyramid, je ale velmi vy´pocˇetneˇ na´rocˇny´, a bylo by potrˇeba veˇtsˇ´ıho
vy´pocˇetn´ıho vy´konu. Proble´m zaznamenany´ prˇi testova´n´ı ve vnitrˇn´ıch prostora´ch, tedy
detekce stropu, by bylo mozˇne´ eliminovat navrzˇenou metodou a to jine´ deˇlen´ı segment˚u
a na´sledne´m va´hova´n´ı segment˚u.
Nab´ız´ı se ota´zka, zda-li mı´sto opticke´ho toku pro napocˇ´ıtane´ body pomoc´ı algoritmu pro
hleda´n´ı vzor˚u, nepocˇ´ıtat opticky´ tok pro vsˇechny pixely v obraze pomoc´ı popsane´ metody
Horn-Schunck. Opeˇt zde ale nara´zˇ´ıme na proble´m vy´pocˇetn´ı na´rocˇnosti tohoto algoritmu.
Da´le je take´ jisteˇ na zva´zˇen´ı, zda-li lpeˇt na pocˇ´ıta´n´ı vesˇkery´ch operac´ı v rea´lne´m cˇase.
Pokud by se od te´to podmı´nky upustilo, mohly by se zde navrzˇene´ metody implemen-
tovat a t´ım vylepsˇit mozˇnosti navigace. Vsˇechny navrzˇene´ metody vyzˇaduj´ı rozsa´hlejˇs´ı
testova´n´ı a hleda´n´ı parametr˚u, ktere´ by optimalizovali navigaci tak aby byla vhodna´ k
pouzˇit´ı.
Na za´veˇr bych ra´d zmı´nil, prˇ´ınos te´to pra´ce pro meˇ. Je to zejme´na sezna´men´ı se za´klady
programova´n´ı na platformeˇ Android, proniknut´ı do programova´n´ı v jazyce C++ a
d˚ukladneˇjˇs´ı pochopen´ı knihovny pro zpracova´n´ı obrazu OpenCV. V budoucnu bych se
da´le ra´d veˇnoval vyv´ıjen´ı aplikac´ı se zpracova´n´ım obrazu na te´to platformeˇ.
Prˇ´ıloha A
Tabulky
# Pocˇet sn´ımk˚u Pocˇet bod˚u seg 0 seg 1 seg 2 seg 3 seg 4 seg 5
1 2 10 25 32 53 0 1 0
2 10 10 29 32 48 0 1 0
3 20 10 38 35 38 0 0 0
4 30 10 14 34 63 0 0 0
5 50 10 48 39 24 0 0 0
6 2 100 40 19 37 6 8 1
7 10 100 32 23 47 2 6 1
8 20 100 26 26 49 2 5 3
9 30 100 25 27 50 2 4 3
10 50 100 30 20 51 0 3 7
11 2 200 32 21 29 24 3 2
12 10 200 26 21 41 14 5 4
13 20 200 18 15 73 3 2 0
14 30 200 29 19 43 14 3 3
15 50 200 20 32 26 26 3 4
16 2 500 20 25 35 23 5 3
17 10 500 17 33 36 20 4 1
18 20 500 19 12 69 8 3 0
19 30 500 24 20 39 19 2 7
20 50 500 23 31 24 25 4 4
21 2 1000 29 24 31 21 3 3
22 10 1000 28 27 29 21 3 3
23 20 1000 21 11 66 9 4 0
24 30 1000 40 14 31 19 0 7
Tabulka A.1: Tabulka cˇetnosti vy´skytu pro video j´ızdy voz´ıku ve vnitrˇn´ıch prostorech
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# Pocˇet sn´ımk˚u Pocˇet bod˚u seg 0 seg 1 seg 2 seg 3 seg 4 seg 5
1 2 10 48 20 68 0 0 0
2 10 10 51 22 63 0 0 0
3 20 10 59 34 43 0 0 0
4 30 10 54 0 82 0 0 0
5 50 10 39 46 23 19 3 6
6 2 100 58 41 23 13 1 0
7 10 100 41 42 28 18 6 1
8 20 100 72 21 35 4 4 0
9 30 100 43 25 53 11 4 0
10 50 100 41 52 11 5 8 19
11 2 200 41 33 30 7 12 13
12 10 200 50 25 35 13 4 9
13 20 200 55 16 49 6 2 8
14 30 200 50 20 52 3 9 2
15 50 200 36 49 25 15 4 7
16 2 500 47 40 19 19 4 7
17 10 500 41 47 29 16 0 3
18 20 500 63 27 38 4 0 4
19 30 500 48 19 52 7 2 8
20 50 500 33 48 21 24 3 7
21 2 1000 37 34 35 14 5 11
22 10 1000 59 12 36 16 4 9
23 20 1000 39 13 60 18 0 6
24 30 1000 52 6 56 7 8 7
Tabulka A.2: Tabulka cˇetnosti vy´skytu pro video ch˚uze ve vnitrˇn´ıch prostorech
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