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We consider semilinear elliptic Neumann boundary value problems with polyno-
mial nonlinearities. Suppose that the degree n of the polynomial is odd and that the
coefficient an of the highest order term is strictly positive (such that the correspond-
ing nonlinear operator is globally coercive); then, if the coefficients of the lower
order terms are sufficiently small, the equation has for any given forcing term at most
n solutions. The proof uses a LyapunovSchmidt procedure to reduce the problem to
a one dimensional equation; using estimates on the lower order terms it is then shown
that the one dimensional equation has at most n solutions.  1999 Academic Press
1. INTRODUCTION
In this paper we consider the semilinear elliptic boundary value problem
{
&2u+an(x) un+an&1(x) un&1+ } } } +a1(x)u=f (x) in 0
(1)
n
u=0 on 0
with a polynomial nonlinearity of odd degree n3; here 0/RN is an open
bounded domain with smooth boundary 0. Our aim is to prove upper
bounds on the number of solutions of (1), independently of the right hand
side f. Indeed, we will prove that if an(x)1 and all the other coefficients
are sufficiently small (in absolute value), then (1) has for arbitrary f # C0, :(0)
at most n solutions (C0, :(0) denotes the space of :-Ho lder continuous
functions, for some : # (0, 1)).
We remark that in general one cannot expect to find upper bounds on
the number of solutions for nonlinear elliptic boundary value problems,
even if the nonlinearity is polynomial:
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v if n is odd and an=&1, then one deduces from results of Ehrmann
[4] and Fuc ikLovicar [5] that the equation
{&u"&u
n+ :
n&1
i=1
aiui =f (x), x # (0, 1)
(2)
u(0)=u(1)=0
with ai # R, i=1, ..., n&1, has for any continuous f infinitely many solutions.
For results concerning the existence of infinitely many solutions for corre-
sponding PDE’s, we refer to [7, 1, 13, 2].
v if n is even, a result of RufSolimini [12] yields that for every k # N
there exists a number dk>0 such that the equation
{&u"+u
n+ :
n&1
i=1
a iui =d, x # (0, 1)
(3)
u(0)=u(1)=0,
with ai # R, i=1, ..., n&1, d # R, has at least k solutions for d>dk .
For another approach of estimating the number of solutions in elliptic
boundary value problems, independently of generic right hand sides, we
refer to Nabutovsky [6].
Let us now give the precise statement of our result. On the coefficients
ai we make the following assumptions
(i) ai # C0, :(0, R), i=1, ..., n, with n odd;
(ii) an(x)1, \x # 0;
(iii) |ai (x)|$, i=1, ..., n&1, \x # 0, for some $>0.
With these assumptions, we will prove
Theorem 1. Suppose that conditions (i)(iii) are satisfied. If $>0 in
condition (iii) is sufficiently small, then equation (1) has, for any forcing term
f # C 0, :(0), at most n solutions.
This result is optimal in the following sense:
(a) For any $>0 one can specify (constant) coefficients ai ,
i=1, ..., n&1, with |a i |$ and a function f such that equation (1) has n
solutions.
(b) In [9, 10] it was shown that a restriction on the size of the lower
order terms is necessary if n=3; more precisely, it was shown that for
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a3=1, a2=0 and *2?22<a1<*2 (*2=?2 is the second eigenvalue of
&u"=*u, u$(0)=u$(1)=0) there exist forcing terms f such that the
equation
&u"+u3&a1 u=f, u$(0)=u$(1)=0,
has at least 5 solutions. This result can be interpreted as the occurrence of
forced secondary bifurcations. We expect similar phenomena also for higher
order polynomials.
We consider here the problem with Neumann boundary conditions,
since it has some advantages over (e.g.) Dirichlet boundary conditions: the
first eigenvalue of the Laplacian is zero, with a corresponding constant
eigenfunction. We believe that similar results hold for Dirichlet boundary
conditions, changing the condition for a1 to: |a1(x)&*1 |$, where *1
denotes the first eigenvalue of the Laplacian.
The advantage of Neumann boundary conditions is, e.g., seen in the
following argument which shows that the above result is sharp:
Proposition 1. Assume that an #1, and let $>0 be given. Then one can
choose constant coefficients ai , i=1, ..., n&1, with |ai |$, such that for
f#0 equation (1) has n solutions.
Proof. Restricting the search to constant solutions u(x)=r, Eq. (1)
reduces to
rn+an&1 rn&1+ } } } +a1r=0; (4)
choose n numbers si with 0=s1<s2< } } } <sn$n, with $1; then
the equation >ni=1 (r&s i)=: r
n+a n&1rn&1+ } } } +a 1r=0 satisfies the
requirements. K
The proof of the above Theorem 1 is motivated by ideas from singularity
theory. Indeed, in general a local multiplicity of solutions can be under-
stood as an interaction of the nonlinearity with the spectrum of the linear
differential operator, generating singularities in Banach space. In this
language, the key point to prove the above result consists in showing that
under the stated conditions the type of singularities which may arise can be
controlled. More precisely, we will show that under the above conditions:
(a) the polynomial nonlinearity interacts only with the first eigenvalue
of the Laplacian, which means that only ‘‘corank 1’’ singularities, or
so-called Morin singularities arise.
(b) the highest possible Morin singularity which can occur is of
order n&1.
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This work can be viewed as an extension of the results in [8], where it
was shown that the elliptic equation with cubic nonlinearity
{
&2u+u3&*u=f, in 0
(5)
n
u=0, on 0
admits for *1=0<*<*2 7 only fold and cusp singularities (i.e., Morin
singularities of order 1 and 2), and hence the above equation has locally for
any f # C 0, :(0) at most three solutions. Actually, in [8] much more was
shown: for 0<*<*2 12 Eq. (5) has globally at most three solutions, and
a complete characterization of the geometry of the solution structure was
provided. Even more was shown by ChurchDancerTimourian [3] for
the Dirichlet problem: there exists a =>0 such that the nonlinear operator
G(u, *)=(&2+u3&*u, *): E_(&, *1+=)  F_(&, *1+=),
(where E and F denote suitable Banach spaces) is globally homeomorphic
to the global cusp map, the second of the above mentioned Morin singularities,
given by
C2 : R2_X  R2_X, C2(s, t, x)=(s3+st, t, x),
where X is a suitable Banach space.
In view of this and the results proved here we make the
Conjecture. Let 8 denote the mapping
8(u, :1 , ..., :n&2)=&2u+un+ :
n&2
i=1
:i ui : E_Rn&2  F,
where E and F are suitable Banach spaces. Suppose that n is odd, and
:i # R with |:i |$, i=1, ..., n&2.
Then, for $>0 sufficiently small, the mapping
(8(u, :1 , ..., :n&2), :1 , ..., :n&2): E_(&, $)n&2  F_(&, $)n&2
is globally diffeomorphic to the (n&1)th global Morin singularity, given
by
Cn&1 : Rn&1_X  Rn&1_X
Cn&1(s, tn&2 , tn&3 , ..., t1 , x)
=(sn+tn&2sn&2+tn&3sn&3+ } } } +t1s, tn&2 , ..., t1 , x).
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2. NONLINEAR OPERATORS AND REMARKS TO
SINGULARITY THEORY
We formulate Eq. (1) as a nonlinear operator problem between Banach
spaces. The Banach spaces are chosen as follows: E :=[u # C2, :(0 ),
n|0 u=0] and F=C0, :(0 ), for some : # (0, 1). It is well-known that
the Laplacian is an isomorphism between E and F. Furthermore, let *k
(k # N) denote the eigenvalues of &2 on E: 0=*1<*2*3 } } } *k
 } } } with *k  + as k  , and with 1 the constant eigenfunction
corresponding to *1 , normalized to 0 12=1 (i.e., 1(x)=|0|&12).
We consider the nonlinear operator
8: E  F, 8(u) :=&2u+anun+ :
n&1
i=1
a iui.
We first remark that that under assumptions (i) and (ii) the operator 8
is surjective:
Proposition 2. Suppose that the coefficients ai , i=1, ..., n, satisfy
conditions (i) and (ii). Then Eq. (1) has a solution for every f # F.
Proof. We show, for a fixed f # F, an a priori bound on any solution
u # E of Eq. (1). Suppose that u is a solution of (1); let R>0 such that
|r|n> } :
n&1
i=1
a i (x) ri }+| f |L , for |r|R, \x # 0 .
We show that |u(x)|R, \x # 0 . Suppose this is not so, and let
u(x)&R, if u(x)>R
uR(x)={0, if |u(x)|Ru(x)+R, if u(x)<&R.
Multiplying Eq. (1) by uR # H1(0) and integrating we obtain
|
0
|{uR |2+|
0
an |un | |uR |+|
0
:
n&1
i=1
aiuiuR&|
0
fuR=0.
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Since by assumption 0 an |u
n | |uR |>0 |
n&1
1 aiu
i | |uR |+0 | f | |uR |, we
obtain a contradiction. By standard arguments one concludes that
&u&Ec, for any solution, and by Schauder’s fixed point theorem one
obtains a solution of Eq. (1). K
Consider now the equation
8(u)=f. (6)
We first show a local result:
Theorem 2. Suppose that the hypotheses of Theorem 1 hold, and suppose
that u0 is a solution of Eq. (6) to f =f0 . Then there exists a neighborhood U
of u0 such that for every f # 8(U) there exist in U at most n solutions of (6).
We first note that if u0 # E is a regular point of 8, i.e., 8$(u0) is invertible,
there is nothing to prove, since by the inverse function theorem there exists
a neighborhood U(u0) such that 8|U(u0) is one to one.
Thus, we have to study the singular points of 8, i.e., the points where 8
is not invertible, which is to say the points u # E where some eigenvalue of
the linearization of 8(u), given by
8$(u)[z]=&2z+nanun&1z+ :
n&1
i=1
ai iui&1 z,
is equal to zero. Let +k(u), k # N, denote the eigenvalues of the operator
8$(u). We first show that under appropriate conditions on the coefficients
ai the second eigenvalue +2(u) of 8$(u) is always positive.
Lemma 1. Suppose that assumptions (i)(iii) hold, and assume that $ in
assumption (iii) satisfies
$<
2
n(n&1)
min[n, *2]. (7)
Then +2(u)*2&$(n(n&1))2>0, for all u # E.
Proof. First, we estimate the minimum of the polynomial
nan(x) rn&1+an&1(x)(n&1) rn&2+ } } } +a1(x), x # 0, r # R;
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for r1 we have (recalling that n&1 is even)
nan(x) rn&1+an&1(x)(n&1) rn&2+ } } } +a1(x)
=rn&1 \nan(x)+an&1(x)(n&1)r + } } } +
a1(x)
rn&1 +
rn&1(n&$((n&1)+(n&2)+ } } } +1))
=rn&1 \n&$ n(n&1)2 +>0,
by assumption (7).
On the other hand, for |r|<1 we get
nan(x) rn&1+an&1(x)(n&1) rn&2+ } } } +a1(x)
&$((n&1)+(n&2)+ } } } +1)=&$
n(n&1)
2
;
thus
min
x # 0 , r # R
[nan(x) rn&1+ } } } +a1(x)]&$
n(n&1)
2
. (8)
With this we can estimate the second eigenvalue of 8$(u), using the
monotonicity of its variational characterization: Let E2 denote the family of
all two dimensional subspaces of E, and D1 the unit sphere in L2(0); then
+2(u)= inf
E2 # E2
sup
v # E2 & D1
|
0
|{v| 2+|
0
:
n
k=1
kakuk&1v2
inf
E2
sup
E2 & D1
|
0
|{v|2&$
n(n&1)
2 |0 v
2
=*2&$
n(n&1)
2
>0. K
We remark that the assumption in Lemma 1 can be weakened to:
Lemma 2. For all odd indices jn&2, let mj=min[minx # 0 aj (x), 0];
for all even indices k, let Mk=maxx # 0 |ak(x)|. Assume that
:
n&2
j odd
j mj& :
k even
k Mk>&min[n, *2]. (9)
Then there exists some {>0 such that +2(u){>0, for all u # E.
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Proof. The proof of this Lemma is the same as Lemma 1, using that the
coefficients with odd indices have to be bounded only from below. K
By Lemma 1 we know that under condition (7) the set of singular points
(the singular set) 7 of 8 is given by 7=[u # E | +1(u)=0]. Note that since
+1(u) is always a simple eigenvalue, we have
dim Ker 8$(u)1, \u # E
This means, as mentioned in the introduction, that under condition (7) all
singularities are of corank 1. We assume from now on that assumption (7)
is verified.
To study the local behaviour of Eq. (1) we perform a LyapunovSchmidt
reduction: let F1=[1]= in L2(0), and denote with P: F  F1 and Q: F  [1]
the orthogonal projections, and write u # E as u=s1+y=Qu+Pu. Setting
g(u)=anun+n&1i=1 aiu
i, we consider the system
&2y+Pg(s1+ y)=Pf =: f1 (10)
Qg(s1+ y))=Qf =: h1, h=|
0
f 1=
1
|0|12 |0 f. (11)
Assuming condition (7), the operator 81(s, } ) :=&2+Pg(s1+ } ): E1  F1
is strictly monotone in y:
(81(s, y1)&81(s, y2), y1& y2))
=(&2( y1& y2), y1& y2)+(g(s1+ y1)& g(s1+ y2), s1+ y1&s1& y2)
=(&2( y1& y2), y1& y2)+(g$(s1+ y%)( y1& y2), y1& y2))
=|
0
|{( y1& y2)| 2+|
0
:
n
i=1
ai i(s1+ y%) i&1 ( y1& y2)2
*2 & y1& y2 &2&$
n(n&1)
2
& y1& y2 &2>0 for y1 { y2 ,
where y%= y1+%(x)( y2& y1), %(x) # (0, 1). Hence, 81(s, } ) is globally
invertible; for f1=Pf given, let y(s)= y(s, f1) denote the unique solution of
the equation 81(s, y)= f1 .
Inserting this solution into Eq. (11) we get
Qg(s1+ y(s, f1))=Qf =h1.
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We now study the function 1f1 : R  R
1f1(s)=|
0
g(s1+ y(s, f1))1&|
0
f 1
=|
0
:
n
i=1
ai (s1+ y(s, f1)) i 1&|
0
f 1. (12)
The aim is to show:
Proposition 3. Suppose that conditions (i)(iii) are satisfied, with $>0
sufficiently small. If u0=s01+ y(s0 , f1) # 7, then
d n
dsn
1f1 (s)| s=s0>0. (13)
This Proposition yields easily the
Proof of Theorem 2. Suppose that for every neighborhood U=(u0) there
exists f= # 8(U=) such that 8(u)= f= has at least n+1 solutions in U= .
By the above considerations, this means that the function 1f=, 1(s) has in
(s0&= , s0+= ), for some = >0 with =  0 as =  0, at least n+1 zeroes.
Then, taking the limit =  0, the function 1f1(s) has a zero of order
mn+1 in s0 , contradicting that 1 (n)f1 (s0){0. K
Remark. In [11] a survey of singularity theory in Banach space is
given. In particular, the Morin-singularities for mappings between Banach
spaces are characterized. Condition (13) and Proposition 8 in [11] imply
that the mapping 8: E  F cannot have Morin-singularities of order higher
than n&1.
Proof of Proposition 2. We first calculate some derivatives of 1 ; since
f1 remains fixed, we do not mention its dependence. We have
1 $(s0)=|
0
g$(u0)(1+ ys(s0))1=|
0
:
n
i=1
ai iu i&10 (1+ ys(s0))1; (14)
differentiating the equation &2y(s)+Pg(s1+ y(s))= f1 , \s # R, with
respect to s, we get
&2ys(s)+Pg$(s1+ y(s))(1+ys(s))=0, \s # R; (15)
hence (14) and (15) imply that
u0 # 7 if and only if 1 $(s0)=0, where u0=s01+ y(s0).
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Note that this implies that 1+ ys(s0) is an eigenfunction of &2v+ g$(u0)v=0.
By our assumptions, 1+ ys(s0) is a first eigenfunction, and hence 1+ ys(s0)
>0 in 0. We write from now on:
v :=v(u0) :=1+ ys(s0)=1+ ys .
Next, we get
1"(s0)=|
0
(g$(u0) yss+ g"(u0)(1+ ys)2)1
=|
0 \ :
n
i=1
ai iu i&10 yss+ :
n
i=2
a i i(i&1) u i&20 (1+ ys)
2+ 1,
and then
1 $$$(s0)=|
0
(g$(u0) ysss+3g"(u0)(1+ ys) yss+ g$$$(u0)(1+ ys)3)1
= :
n
i=1
|
0
a i iu i&10 ysss1+ :
n
i=2
|
0
ai3i(i&1) u i&20 (1+ ys) yss1
+ :
n
i=3
|
0
ai i(i&1)(i&2) u i&30 (1+ ys)
3 1.
Continuing in this fashion, and writing y( j )=(d j ds j ) y(s0), j=1, 2, ..., we
see by induction that 1(k)(s0) has the form
1 (k)(s0)= :
n
i=1
|
0
iaiui&1y (k) 1
+ :
n
i=2
|
0
a iu i&2 :
q # Qk(k&1)
p(q) vq1 } } } } } ( y (k&1))qk&1 1
+ } } } + :
n
i=k&1
|
0
aiu i&(k&1) :
q # Qk(2)
p(q) vq1 ( y(2))q2=1
+ :
n
i=k
|
0
aiui&ki(i&1) } } } } } (i&(k&1)) vk1, (16)
where Qk(m)=[q=(q1 , ..., qm) # [0, 1, ..., k]m, mi=1 iq i=k], and p(q)0
are some integer coefficients.
We first show that the term ni=1 0 iaiu
i&1y(k) 1 in the above expression
(16) can be eliminated, replacing the other terms with terms of similar form
containing only v, y(2), ..., y(k&1) :
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Differentiating Eq. (15) k&1 times with respect to s one obtains by
induction an expression of the form
&2y(k)+P :
n
i=1
ai iu i&1y(k)
+P :
n
i=2
a iui&2 :
q # Qk(k&1)
p(q) vq1 ( y(2))q2 } } } } } ( y(k&1))qk&1
+P :
n
i=3
a iui&3 :
q # Qk(k&2)
p(q) vq1 } } } } } ( y(k&2))qk&2
+ } } } +P :
n
i=k&1
aiu i&(k&1) :
q # Qk(2)
p(q) vq1 ( y (2))q2
+P :
n
i=k
ai ui&ki(i&1) } } } (i&(k&1))vk=0, (17)
with the same notation as before. Multiplying this equation by y(1) and
integrating, we obtain, setting (x, y)=0 xy, \x, y # E.
\&2y (1)+:
n
1
ai iui&1y(1), y(k)+
+\ :
n
i=2
ai ui&2 { :q # Qk(k&1) p(q) v
q1 ( y (2))q2 } } } } } ( y(k&1))qk&1= , y(1))
+ } } } +\ :
n
i=k
aiui&ki(i&1) } } } (i&(k&1)) vk, y(1)+=0.
We add this expression to 1 (k)(s0); since the first sum in 1 (k)(s0) can be
written as (n1 ai iu
i&1 1, y(k)), we see that this term plus the first term in
the above expression result to
\\&2+:
n
1
ai iui&1+ (1+ y(1)), y(k)+=0,
and thus
1 (k)(s0)= :
n
i=2
|
0
ai ui&2 { :q # Qk(k&1) p(q) v
q1 } } } } } ( y(k&1))qk&1= (1+ y(1))
+ } } } + :
n
i=k&1
|
0
aiui&(k&1) { :q # Qk(2) p(q) v
q1 ( y(2))q2= (1+ y(1))
+ :
n
i=k
|
0
ai ui&ki(i&1) } } } } } (i&(k&1)) vk(1+ y(1)). (18)
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In particular, for k=n we have (recalling that 1+ y(1)=v)
1 (n)(s0)= :
n
i=2
|
0
aiui&2 { :q # Qn(n&1) p(q) v
q1+1 } } } } } ( y(n&1))qn&1=
+ } } } + :
n
i=n&1
|
0
aiui&(n&1) { :q # Qn(2) p(q) v
q1+1( y(2))q2=
+n! |
0
an vn+1. (19)
We now estimate 1 (n)(s0) from below. The last term in the above
expression (19) can be estimated by Ho lder
n! |
0
an vn+1n! \|0 (1+ ys)2+
(n+1)2
|0|&(n&1)2n! |0|&(n&1)2. (20)
We want to show that all the other terms in 1 (n) can be bounded in
terms of $>0. For this, we will prove
Proposition 4. Suppose that the assumptions (i)(iii) hold. Assume that
u=s1+ y(s) # 7. Then there exist constants ck such that
|
0
un&1 |u(k)|2$ck , |
0
|{y(k)|2ck for k=1, ..., n&1; (21)
in addition, there exist constants c( p), ck( p) such that
&v&L pc( p), &y(k)&L p$ck( p), k=2, ..., n&1, \p1; (22)
note that v=u(1)=us=1+ ys=1+ y (1), and u( j )= y( j ), for j2.
With Proposition 4 we can complete the proof of Proposition 3:
A generic term of 1 (n)(s0) (except the last) has the form
p(q) |
0
ai ui& jvq1+1( y(2))q2 } } } } } ( y(n&1))qn&1,
where 2 jin and q2+ } } } +qn&11.
We distinguish the cases
v 2 j=in&1. Suppose that m of the exponents q1 , ..., qn&1 are
different from zero; we apply the generalized Ho lder inequality with
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exponents 1m+ } } } +1m=1 and estimate, using that |ai |$ and
Proposition 4
} p(q) |0 ai vq1+1( y(2))q2 } } } } } ( y(n&1))qn&1 }
$c &v&q1+1Lm(q1+1) } } } } } &y
(n&1)&qn&1L mq n&1$c. (23)
v 2 j<in. In this case we estimate, using the generalized Ho lder
inequality with exponents (i& j )(2(n&1))+(i& j)(2(n&1))+(n&1&
i+ j )(n&1)=1 and Proposition 4
}p(q) |0 ai ui& jvq1+1 ( y(2))q2 } } } } } ( y(n&1))qn&1 }
&ai & c |
0
|u| (i& j)2 vq1+1 |u| (i& j)2 | y(l )|ql } } } } } | y(n&1)|qn&1
c \|0 un&1v2+
(i& j)2(n&1)
\|0 un&1 | y(l )|2+
(i& j)2(n&1)
} \|0 [vq1+1&((i& j)(n&1)) | y(l)|ql&((i& j)(n&1)) | y(l+1)|ql+1
} } } } } | y(n&1) |qn&1] (n&1)(n&1&i+ j)+
(n&1&i+ j)(n&1)
c$(i& j)2(n&1) $(i& j)2(n&1) $ql&((i& j)(n&1))$c; (24)
here ql denotes the first of the exponents q2 , ..., qn&1 with ql1 (such an
exponent exists, since n&12 qi1); in the estimate of the last factor of the
last inequality we have used once more the generalized Ho lder inequality,
as in the previous case.
Thus we find that
1 (n)(s0)n! |0| &(n&1)2& :
except last
all terms
$c=n! |0|&(n&1)2&$c, (25)
where c depends only on the degree n and 0. Hence the claim is proved,
choosing $>0 sufficiently small. K
In the next section we give the estimates to prove Proposition 4.
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3. ESTIMATES
Proof of Proposition 4. The proof of Proposition 4 proceeds by induction.
In the following Lemma we show that the estimate holds for k=1:
Lemma 3. Suppose that the hypotheses of Proposition 4 hold. Then there
exist constants c1 and c1( p) such that
|
0
un&1v2c1$, |
0
|{v|2c1$, and &v&L p (0)c( p), \p1,
where u=s0+ y(s0) and v=v(u)=1+ ys(s0),
Proof. Since u # 7 we have
0=+1(u)=|
0
|{v|2+n |
0
anun&1v2+|
0
:
n&1
i=1
ai iui&1 v2. (26)
Using
*2 |
0
v2=*2 |
0
(1+ ys)2*2+|
0
|{ys | 2=*2+|
0
|{v|2,
we can estimate with Ho lder, using (26)
*2 |
0
v2+n |
0
un&1v2
*2+|
0
|{v| 2+n |
0
anun&1v2
*2+ }|0 :
n&1
i=1
a i iui&1v2 }
*2+$ {|0 v2+2 \|0 un&1 v2+
1(n&1)
\|0 v2+
(n&2)(n&1)
+ } } } +(n&2) \|0 un&1v2+
(n&3)(n&1)
\|0 v2+
2(n&1)
+(n&1) \|0 un&1v2+
(n&2)(n&1)
\|0 v2+
1(n&1)
= ; (27)
setting a=(0 v2)1(n&1) and b=(0 un&1v2)1(n&1) we have
*2 an&1+nbn&1*2+$[an&1+2an&2b+ } } } +(n&1) abn&2].
124 BERNHARD RUF
Now, if ab, we conclude nbn&1*2+$(n(n&1)2) bn&1, which yields by
condition (7) that 0 v20 un&1v2c, and similarly for ba.
Looking now at the inequality between the second and the last line of (27),
one sees that there exists some constant c=c(n) such that 0 |{v|2c$.
Next, we prove an L p-estimate for v:
The proof relies on a bootstrap argument: we have &v&2H 1=1+0 |{v|
2
c, which implies by Sobolev that &v&L pc, for p=2N(N&2). Now, multi-
plying the equation
0=&2v+annun&1v+ :
n&1
i=1
ai iui&1v (28)
by v p&1 and integrating we obtain, using again Ho lder’s inequality
( p&1)
4
p2 |0 |{v
p2 |2+n |
0
un&1v p
$ :
n&1
i=1
i }|0 ui&1 v p }
$c {\|0 |u|n&1 v p+
1(n&1)
\|0 v p+
(n&2)(n&1)
+\|0 |u| n&1 v p+
2(n&1)
\|0 v p+
(n&3)(n&1)
+ } } } +\|0 |u| n&1 v p+
(n&2)(n&1)
\|0 v p+
1(n&1)
= .
Setting a=(0 un&1v p)1(n&1), and using 0 v pc, we see that nan&1
$c(a+a2+ } } } +an&2), which implies
|
0
un&1v p$c, and |
0
|{v p2 | 2$c.
Thus, &v p2&2H1=0 v
p+0 |{v p2 |2c, which implies by Sobolev that
|
0
v p( p2)c.
Repeating this argument m times we find
|
0
v p( p2) mc=c(m). K
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We now prove the induction step k  k+1:
Lemma 4. Suppose that the estimates of Proposition 4 hold for i=1, ..., k,
with k<n&1. Then there exist constants ck+1 and ck+1( p) such that
|
0
|{y(k+1) |2$ck+1, |
0
un&1 | y (k+1)|2$ck+1
and & y(k+1)&L p$ck+1( p), \p1.
Proof. We multiply Eq. (17) (with k replaced by k+1) by y(k+1) and
estimate:
|
0
|{y(k+1) |2+|
0
annun&1 | y (k+1)|2
 :
n&1
i=1 } |0 ai iu
i&1( y(k+1))2 }
+ :
n
i=2 } |0 ai i(i&1) u
i&2 { :q # Qk+1 (k) p(q) v
q1( y(2))q2
} } } } } ( y(k))qk= y(k+1) }
+ } } } +c :
n
i=k+1 } |0 a iu
i&(k+1)vk+1y(k+1) } . (29)
We estimate the different terms, beginning with the second line of (29):
using Ho lder’s inequality with the exponents ((i&1)(n&1))+((n&i)
(n&1))=1, i=1, ..., n&1, we get
|
0
|ai | |u| i&1 | y(k+1)|2
$ \|0 un&1 | y(k+1) |2+
(i&1)(n&1)
\|0 | y (k+1) | 2+
(n&i)(n&1)
;
subsequent lines of (29): the general form of these terms is
} p(q) |0 a i ui& jvq1( y(2))q2 } } } ( y(k))qk y(k+1) } .
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We distinguish the cases
v 2 j=in&1. These terms are of the form
Ii= } p(q) |0 ai vq1 ( y(2))q2 } } } ( y(k))qk y(k+1) } .
Suppose that m of the exponents q1 , ..., qk are different from zero; using the
generalized Ho lder inequality with exponents (12m)+ } } } +(12m)+ 12=1
we can estimate, using the induction hypotheses:
Ii$c &v&
q1
L 2mq 1 } } } } } & y
(k)&qkL 2mq k \|0 | y(k+1) |2+
12
$c \|0 | y(k+1) |2+
12
.
v 2 j<in. These terms have the form
Ii, j= } p(q) |0 aiui& j vq1 ( y(2))q2 } } } ( y(k))qk y (k+1) } ;
using the generalized Ho lder inequality with exponents (i& j)(2(n&1))+
(n&1&i+ j )(2(n&1)) + (i& j )(2(n&1)) + (n&1&i+ j )(2(n&1))=1
we can estimate
Ii, j&ai& c |
0
|u| i& j vq1 } } } | y(k)|qk | y(k+1)|
&ai& c \|0 un&1 | y(k+1) |2+
(i& j)2(n&1)
\|0 | y(k+1) | 2+
(n&1&i+ j)2(n&1)
} \|0 un&1v2+
(i& j)2(n&1)
\|0 (vq1&((i& j)(n&1)) | y(2)|q2
} } } | y(k) | qk)2(n&1)(n&1&i+ j)+
(n&1&i+ j)2(n&1)
;
note that in case the exponent q1=0, we substitute the factor vq1 by any of
the factors ( y(l ))ql with ql1. By Lemma 3 we have (0 un&1v2) (i& j)2(n&1)
(c$)(i& j)2(n&1)c (resp. (0 un&1( y(l ))2) (i& j)2(n&1)c by induction
hypothesis, if 2lk is the first index with ql1), while the last factor is
estimated by Ho lder, with exponents (1m)+ } } } +(1m)=1 (where m is
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the number of non zero exponents q1 , ..., qk), and using the induction
hypotheses:
\|0 (vq1&((i& j)(n&1)) | y (2)| q2 } } } | y(k)|qk)2(n&1)(n&1&i+ j)+
(n&1&i+ j)2(n&1)
c$q2+ } } } +qk$c,
since q2+ } } } +qk1, if j<i (resp. q2+ } } } +qk2 if q1=0). Thus, we
obtain for these terms the estimate
Ii, j$c \|0 un&1 | y(k+1) |2+
(i& j)2(n&1)
\|0 | y(k+1) | 2+
(n&1&i+ j)2(n&1)
,
1i& jn&2.
Joining these estimates we have by (29)
*2 |
0
| y(k+1) |2+n |
0
un&1 | y(k+1)|2
|
0
|{y(k+1) |2+|
0
an nun&1 | y(k+1) |2
$ :
n&1
i=1 \|0 u
n&1 | y(k+1)|2+
(i&1)(n&1)
\|0 | y(k+1) | 2+
(n&i)(n&1)
+$c \|0 | y(k+1) |2+
12
+$c :
n&2
h=1 \|0 u
n&1 | y(k+1) | 2+
h2(n&1)
_\|0 | y(k+1) |2+
(n&1&h)2(n&1)
. (30)
Let now a :=0 | y(k+1) |2 and b :=0 un&1 | y(k+1) | 2. We show that
a$ck+1 and b$ck+1 . Consider the case ba: then the above estimate
yields
*2 a$ca+$ca12+$ca12 ;
if $c<*2 , this clearly yields ba$2c, and hence 0 un&1 | y (k+1)|2
0 | y (k+1)|2c$2c$, which implies also 0 |{y(k+1) |2c$2c$, using
the inequality once more. One proceeds similarly in the case ab. Thus we
have shown the first two inequalities of Lemma 4.
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It remains to prove that & y(k+1)&Lp$c( p), for all p1. Since
0 |{y(k+1) |2$2c, we have by Sobolev & y(k+1)&L p$c, for p=2N
(N&2). Multiply equation (17) (for k+1) by | y(k+1) | p&2 y(k+1), integrate,
and proceed as above to estimate the terms of the resulting equation:
( p&1)
4
p2 |0 |{( | y
(k+1) | ( p2)&1 y(k+1))|2+|
0
nun&1 | y(k+1)| p
$ :
n&1
i=1 \|0 u
n&1 | y(k+1)| p+
(i&1)(n&1)
\|0 | y(k+1) | p+
(n&i)(n&1)
+$c \|0 | y (k+1) | p+
12
+$c :
n&2
h=1 \|0 u
n&1 | y(k+1)| p+
h2(n&1)
\|0 | y(k+1) | p+
(n&1&h)2(n&1)
.
This yields again as above 0 |{( | y(k+1)| ( p2)&1 y (k+1))| 2$2c, and hence
by Sobolev & y(k+1)&L p2 2$c. Repeating this argument m times one gets
& y(k+1) &L p(p2)m$c(m). K
This completes the proof of Proposition 4, and hence of Theorem 2.
4. GLOBAL ESTIMATE OF THE NUMBER OF SOLUTIONS
It is easy to see that for a smooth function f : R  R holds: if f (n)(x){0,
\x # R, then f has for any d # R at most n preimages.
As we have seen in Proposition 3, the function 1f1 satisfies less, namely
if 1 $f1 (s)=0 then 1
(n)
f1
(s)d>0.
The following Lemma shows that we can still conclude that there are at
most n preimages, if we impose some additional conditions.
Proposition 5. Suppose that f : R  R is a smooth function satisfying
(a) f $(x)&$, \x # R
(b) for any y # R with f $( y)=0 holds:
| f (i)( y)|m, i=2, ..., n&1
(c) let I:=[x # R: f $(x)<:], and suppose that
| f "(x)|; and f (n)(x)#>0, \x # I: .
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Then, if $>0 is sufficiently small ( for fixed positive constants m, :, ;, #),
the equation f (x)=d has for any d # R at most n solutions.
Proof. We can write I:= j I j , where I j are open intervals.
A. Let I=Ij be one of these intervals. First note that:
if f (i) has k zeroes in I, then f (i&1) has at most k+1 zeroes in I.
Suppose that f (i) has jk sign changes in I=(a, b), say in x1 , ..., xj . We
may suppose that f (i&1) is increasing on (a, x1) and decreasing on (x1 , x2),
etc.; now, if f (i&1)(a)<0 and f (i&1)(x1)>0, f (i&1)(x2)<0, etc., then f (i&1)
has a zero in each of the j+1 intervals. If on the other hand in some neighbor-
ing points xl&1 , xl , xl+1 we have, e.g., f (i&1)(xl&1)<0, f (i&1)(xl)0,
f (i&1)(xl+1)<0, then we ‘‘lose’’ one or two zeroes; in any case, we find at
most j+1k+1 zeroes for f (i&1).
Applying the same argument repeatedly we conclude that if f (n)#>0
on I, then
f $ has at most n&1 zeroes on I
f (x)&d has at most n zeroes on each I=Ij .
B. It remains to show that f (Ij&1) & f (I j)=< for every j ; indeed,
setting aj=inf Ij and bj=sup I j , we will show that for $>0 sufficiently
small
sup
(aj&1 , bj&1)
f (x)= f (bj&1) and inf
(aj , bj)
f (x)= f (aj); (31)
then, since f $(x):>0, for x # (bj&1 , aj), and thus f (bj&1)< f (a j), the
claim follows.
We prove the second statement in (31); the first is obtained similarly: Let
zj denote the smallest zero of f $ in Ij . We estimate f $(x) from below to the
right of aj : since f $(aj)=: and f "(x)&;, x # (aj , bj), we have
f $(x)= f $(aj)+|
x
aj
f "(s):&;(x&aj)
Let yj :=(:;)+aj , so that f $(x)>0 on the interval [aj , yj). Then we can
estimate
f (zj) f ( yj)= f (aj)+|
yj
aj
f $(x)f (aj)+:( yj&aj)&; |
yj
aj
(x&aj)
=f (aj)+
:2
;
&
;
2
( yj&aj)2= f (aj)+
1
2
:2
;
.
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Next, we estimate by how much f can decrease from zj to bj . By part A we
know that in Ij=(aj , bj) there are at most (n&1)2 subintervals Jk on
which f $ is negative. We will show:
f decreases by at most c$ on each interval Jk .
Thus, over the whole interval (zj , bj) we have the estimate
f (x) f (aj)+
1
2
:2
;
&
n&1
2
c$, \x # (zj , bj);
hence, we see that f (x)> f (aj) for $>0 sufficently small, for all x # (aj , bj),
i.e. the second statement of (31) is proved.
To show the estimate (32), denote by Jk=(ck , dk) one of the subinter-
vals of Ij on which f $(x)<0. Applying Taylor expansion to f $ in x=ck , we
find by assumption (b)
f $(x)= f (2)(ck)(x&ck)+ } } } +
1
(n&2)!
f (n&1)(ck)(x&ck)n&2
+
1
(n&1)!
f (n)(ck+%(x&ck))(x&ck)n&1
&m(x&ck)& } } } &
1
(n&2)!
m(x&ck)n&2+
1
(n&1)!
#(x&ck)n&1.
This allows to estimate dk , the next zero of f $ above ck : setting
yk=dk&ck we have, using that f $(dk)=0
m \ yk+ } } } + y
n&2
k
(n&2)!+#
yn&1k
(n&1)!
.
This implies that ykc, for some constant c which depends only on #, m
and n. Thus, we have
f (x)= f (ck)+|
x
ck
f $(s) f (ck)&$(dk&ck) f (ck)&$c, \x # (ck , dk].
This proves (32).
A similar estimate on Ij&1 shows that
f (x) f (bj&1)&
1
2
:2
;
+
n&1
2
c$, \x # Ij&1 ,
and thus also the first statement of (31) follows for $>0 sufficiently
small. K
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To complete the proof of Theorem 1 it remains to show:
Lemma 5. The function 1f1 : R  R given by (12) satisfies the assump-
tions of Proposition 5.
Proof. (a) 1 $(s)&$c \s # R: by (14) we have
1 $(s)=|
0
:
n
i=1
ai i(s1+y(s)) i&1 v(s)1
|
0 \n(s1+ y(s))n&1&$ :
n&1
1
i |s1+ y(s)| i&1+ v(s)1
min
r # R {nrn&1&$ :
n&1
1
i |r| i&1= |0 v(s)1
&$
n(n&1)
2
,
where we have used (8).
(b) The form of 1 (k)(s0) is given by (18). The single terms are
estimated as in (23) and (24), to yield
|1 (k)(s0)|$cm, \k=2, ..., n&1, \s0 with 1 $(s0)=0.
(c) Set I:=[s # R: 1 $(s)<:]. One checks that for s # I: the estimates
of Proposition 4 get modified to
|
0
un&1 |u(k)|2($+:)ck , |
0
|{y(k) | 2($+:)ck ,
and also
&v&L pc( p), & y(k) &2L p($+:) ck( p).
Therefore we find as in (25) the estimate
1 (n)(s)n! |0| &(n&1)2&($+:)c=: k&($+:)c, \s # I: .
Choose $0=:=k4c; then 1 (n)(s)k2=: #>0, \s # I: , \0<$$0 .
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Finally, we have
|1"(s)|= } :
n
i=1
|
0
ia i (s+ y(s)) i&1 y(2)v(s)
+ :
n
i=2
|
0
ai i(i&1)(s+ y(s)) i&2 v3(s) };, s # I: ,
estimating the single terms as in (23) and (24).
Thus all conditions of Proposition 5 are satisfied. K
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