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Abstract. In this paper we study discrete harmonic analysis associated with ultraspherical
orthogonal functions. We establish weighted `p-boundedness properties of maximal operators and
Littlewood-Paley g-functions defined by Poisson and heat semigroups generated by the difference
operator
∆λf(n) := a
λ
nf(n+ 1)− 2f(n) + aλn−1f(n− 1), n ∈ N, λ > 0,
where aλn := {(2λ+n)(n+1)/[(n+λ)(n+1+λ)]}1/2, n ∈ N, and aλ−1 := 0. We also prove weighted
`p-boundedness properties of transplantation operators associated with the system {ϕλn}n∈N of ul-
traspherical functions, a family of eigenfunctions of ∆λ. In order to show our results we previously
establish a vector-valued local Calderón-Zygmund theorem in our discrete setting.
1. Introduction
The study of harmonic analysis in discrete settings has attracted considerable attention in the
last years. For instance, harmonic analysis on graphs has been studied in [8], [9], [34], [43] and
[44], and it has been considered on discrete groups in [18], [19], [21], [23], [33], [38] and [39]. Also,
celebrated mathematicians have investigated discrete analogues of Euclidean harmonic analysis
problems where the underlying real field R is replaced by the ring of integers Z. In this discrete
context the exponential sums play the role of oscillatory integrals in the Euclidean setting. Some
of these problems are studied in [14], [15], [30], [31], [47], [48] and [49].
As far as we know Titchmarsh ([53]) was the first one who investigated the `p-boundedness
properties of discrete harmonic analysis operators (see also [41]). For every 1 ≤ p ≤ ∞ we de-
note as usual by `p(Z) the space that consists of all those complex sequences (an)n∈Z such that
‖(an)n∈Z‖`p(Z) <∞, where
(1) ‖(an)n∈Z‖`p(Z) :=

(∑
n∈Z
|an|p
)1/p
, 1 ≤ p <∞,
sup
n∈Z
|an|, p =∞.
The convolution operation on CN associated to the usual group operation on Z is defined as follows:
if a = (an)n∈Z ∈ CZ, and b = (bn)n∈Z ∈ CZ, the convolution a ∗ b ∈ CZ is given by
(a ∗ b)n =
∑
m∈Z
ambn−m, n ∈ Z,
provided that the last sum converges for every n ∈ Z. As it is wellknown, the Young’s inequality
holds for ∗ in `p(Z) spaces. The discrete Hilbert transform HZ was defined in [53] as the ∗-
convolution operator with the kernel k = (k(n))n∈Z, where k(n) := (pi(n+ 1/2))−1, n ∈ Z, and the
convergence of the series is understood as a principal value, i.e., as the limit of partial sums from
-M to M. HZ is bounded from `p(Z) into itself, for every 1 < p < ∞. As in the continuous case,
when p = 1 the situation is different. The discrete Hilbert transform is bounded from `1(Z) into
`1,∞(Z) where `1,∞(Z) denotes the weak-`1 space (see [17, Proposition 5 and Corollary 2]). As the
transference results show the Lp-boundedness properties of continuous and their discrete analogues
operators are closely connected (see, for instance, [7] and [16]).
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The discrete Hilbert transform also adopts other forms. It is usual to consider the operator HZ
defined by
HZ(f)(n) :=
1
pi
∑
m∈Z,m 6=n
f(m)
n−m, f ∈ `
p(Z), 1 ≤ p <∞,
(see [3], [4] and [29]).
The operators HZ and HZ map `2(Z) into itself with norm 1 ([25] and [53]). Laeng ([36]) has
investigated the norms of discrete Hilbert transforms as bounded operators in `p(Z), 1 < p <∞.
Recently, Ciaurri et al. ([17]) studied discrete harmonic analysis operators related to the discrete
Laplacian ∆Z defined by
(∆Zf)(n) := f(n+ 1)− 2f(n) + f(n− 1), n ∈ Z,
for every f = (f(n))n∈Z ∈ CZ. By using heat and Poisson semigroups associated with ∆Z they
defined maximal operators, fractional powers of ∆Z, Littlewood-Paley g-functions and Riesz trans-
forms. The discrete Hilbert transform HZ appears as a Riesz transform. `p-boundedness properties
of those operators are studied in [17] by employing scalar and vector-valued Calderón-Zygmund
theory ([42]).
Motivated by [17], in this paper we develope a discrete harmonic analysis associated with ultra-
spherical expansions.
Assume that λ > 0. For every n ∈ N we consider the n-th ultraspherical polynomial of order λ
defined by ([51, §4.7])
(2) Pλn(x) :=
(−1)n
2n(λ+ 1/2)n
(1− x2)1/2−λ d
n
dxn
(1− x2)n+λ−1/2, x ∈ [−1, 1].
Here (a)n = a(a+ 1) · · · (a+ n− 1), for each a > 0, n ∈ N. We have that, for every n,m ∈ N,∫ 1
−1
Pλn(x)P
λ
m(x)(1− x2)λ−1/2dx =
δn,m
wλ(n)
,
where δn,m represents the Kronecker’s delta and
wλ(n) :=
Γ(λ)(2λ)n(n+ λ)√
piΓ(λ+ 1/2)n!
.
By taking into account that, for certain C ≥ 1,
(3)
1
C
(m+ 1)α−1 ≤ (α)m
m!
≤ C(m+ 1)α−1, α > 0 and m ∈ N,
we get
(4)
1
C
(n+ 1)2λ ≤ wλ(n) ≤ C(n+ 1)2λ, n ∈ N.
We consider for each n ∈ N the ultraspherical function ϕλn defined by
ϕλn(x) :=
√
wλ(n)P
λ
n(x)(1− x2)λ/2−1/4, x ∈ (−1, 1).
The sequence {ϕλn}n∈N is an orthonormal basis in L2(−1, 1).
According to [51, (4.7.17)], we have that
(5) 2xϕλn(x) = a
λ
nϕ
λ
n+1(x) + a
λ
n−1ϕ
λ
n−1(x), x ∈ (−1, 1) and n ∈ N,
where
aλn :=
√
(2λ+ n)(n+ 1)
(n+ λ)(n+ 1 + λ)
, n ∈ N.
Here and in the sequel ϕλ−1 := 0 and aλ−1 := 0.
We consider the λ- Laplacian operator given by
(∆λf)(n) := a
λ
nf(n+ 1)− 2f(n) + aλn−1f(n− 1), n ∈ N, f = (f(n))n∈N ∈ CN.
Note that ∆λ reduces to the discrete Laplacian ∆ on N in the end point λ = 0.
For every 1 ≤ p ≤ ∞ we denote by `p(N) the space constituted by all those complex sequences
(an)n∈N such that ‖(an)n∈N‖`p(N) <∞, where ‖ ·‖`p(N) is naturally defined as in (1) with Z replaced
by N.
The operator ∆λ is selfadjoint in `2(N) and bounded in `p(N), for every 1 ≤ p ≤ ∞.
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We define the λ-transform Fλ(f) of f = (f(n))n∈N ∈ `2(N), by
Fλ(f) =
∞∑
n=0
f(n)ϕλn.
Parseval’s equality says that Fλ is an isometry from `2(N) into L2(−1, 1).
From (5) we deduce that, for every f ∈ `2(N),
(6) Fλ(∆λf)(x) = 2(x− 1)Fλ(f)(x), x ∈ (−1, 1).
By using again Parseval’s equality we obtain
∞∑
n=0
(∆λf)(n)f(n) =
∫ 1
−1
2(x− 1)|Fλ(f)(x)|2dx ≤ 0, f = (f(n))n∈N ∈ `2(N).
Thus, we show that −∆λ is a positive operator in `2(N).
Since ∆λ is bounded in `p(N), 1 ≤ p ≤ ∞, we have that ∆λ generates a semigroup of operators
{Wλt := et∆λ}t>0 in `p(N), 1 ≤ p ≤ ∞, such that
lim
t→0+
et∆λf = f, for every f ∈ `p(N).
We can obtain an expression for Wλt , t > 0, in terms of a convolution operation #λ that is well
adapted to our discrete ultraspherical setting. This #λ convolution is a modification of the one
introduced in [27].
If f = (f(m))m∈N ∈ CN and n ∈ N the λ-translated λτnf is defined by
(7) (λτnf)(m) :=
∞∑
k=0
cλ(n,m, k)f(k), m ∈ N,
where, for every m, k ∈ N,
cλ(n,m, k) :=
∫ 1
−1
ϕλn(x)ϕ
λ
m(x)ϕ
λ
k(x)(1− x2)1/4−λ/2dx.
According to [28, (1.1)] we have that
(8)
cλ(n,m, k) =
√
wλ(n)wλ(m)wλ(k)
n!m!k!
(2λ)n(2λ)m(2λ)k
(λ)σ−n(λ)σ−m(λ)σ−k
(σ − n)!(σ −m)!(σ − k)!
21−2λpiΓ(σ + 2λ)
Γ(λ)Γ(σ + λ+ 1)
,
when n,m, k ∈ N, |n − m| ≤ k ≤ n + m and n + m + k = 2σ, for some σ ∈ N. Otherwise
cλ(n,m, k) = 0. Note that the series in (7) is actually a finite sum.
Moreover, by using (3) and (4) we have that, there exists C > 0 such that, for each n,m, k ∈ N,
such that n+m+ k = 2σ, with σ ∈ N, and |n−m| ≤ k ≤ n+m,
1
C
(
σ(σ − n+ 1)(σ −m+ 1)(σ − k + 1)
(n+ 1)(m+ 1)(k + 1)
)λ−1
≤ cλ(n,m, k) ≤ C
(
σ(σ − n+ 1)(σ −m+ 1)(σ − k + 1)
(n+ 1)(m+ 1)(k + 1)
)λ−1
.(9)
We remark that there is not a group operation ◦ on N such that (λτnf)(m) = f(n ◦m−1), for
every n,m ∈ N, where m−1 represents the inverse of m with respect to ◦.
If f = (f(n))n∈N ∈ CN and g = (g(n))n∈N ∈ CN, the #λ-convolution f#λg of f and g is defined
by
(f#λg)(n) :=
∞∑
m=0
f(m)(λτng)(m), n ∈ N,
provided that the last series converges.
The triple (N, µ,#λ), is an hypergroup ([13]), where µ is the measure
∑
n∈N δn, and δn, n ∈ N,
is the point mass probability measure supported on n. From [27, (11)] we deduce that
(10) Fλ(f#λg)(x) = (1− x2)−λ/2+1/4Fλ(f)(x)Fλ(g)(x), x ∈ (−1, 1),
for every f, g ∈ CN such that √wλf ∈ `1(N) and √wλg ∈ `1(N).
Analytic continuation and [22, 10.9 (38)] allow us to write, for every n ∈ N,
(11)
∫ 1
−1
etxϕλn(x)(1− x2)λ/2−1/4dx = 2λ
√
piΓ
(
λ+
1
2
)√
wλ(n)t
−λIλ+n(t), t > 0.
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Here, Iν denotes the modified Bessel function of the first kind and order ν. By taking into account
(6) and (11) we obtain that, for every t > 0,
(12) Wλt (f) = h
λ
t #λf, f ∈ `p(N), 1 ≤ p ≤ ∞,
where
(13) hλt (n) :=
√
piΓ
(
λ+
1
2
)√
wλ(n)e
−2tt−λIλ+n(2t), n ∈ N.
By using the subordination formula, the Poisson semigroup {Pλt }t>0 associated with ∆λ (gene-
rated by −√−∆λ) is defined by
(14) Pλt (f)(n) :=
1√
pi
∫ ∞
0
e−u√
u
Wλt2/(4u)(f)(n)du, n ∈ N, f ∈ `p(N), and 1 ≤ p ≤ ∞.
The semigroups {Wλt }t>0 and {Pλt }t>0 are not Markovian, that is, they do not map constants into
constants (see Section 3).
From now on, let {Tλt }t>0 represents the heat or the Poisson semigroup associated with ∆λ. If
k ∈ N \ {0}, we define the Littlewood-Paley gkTλ of k-th order by
gkTλ(f)(n) :=
(∫ ∞
0
|tk∂kt (Tλt f)(n)|2
dt
t
)1/2
, n ∈ N,
and the maximal operator Tλ∗ by
Tλ∗ f := sup
t>0
|Tλt f |.
Suppose that w = (w(n))n∈N ∈ (0,∞)N. We say that w ∈ Ap(N) provided that
sup
0≤n≤m
n,m∈N
1
(m− n+ 1)p
(
m∑
k=n
w(k)
)(
m∑
k=n
w(k)−1/(p−1)
)p−1
<∞, when 1 < p <∞,
and
sup
0≤n≤m
n,m∈N
1
m− n+ 1
(
m∑
k=n
w(k)
)
max
n≤k≤m
1
w(k)
<∞, when p = 1.
For every 1 ≤ p < ∞ and w ∈ Ap(N) we denote by `p(N, w) and `p,∞(N, w) the usual weighted
and weak weighted `p space, respectively.
By using vector-valued local Calderón-Zygmund theory, we establish the `p-boundedness proper-
ties for our discrete g-functions and maximal operators.
Theorem 1.1. Let λ > 0 and k ∈ N \ {0}. Then,
(i) If 1 < p <∞ and w ∈ Ap(N), gkTλ and Tλ∗ are bounded from `p(N, w) into itself.
(ii) If w ∈ A1(N), g1Wλ , gkPλ and Tλ∗ are bounded from `1(N, w) into `1,∞(N, w).
Let 1 ≤ p ≤ ∞. Since ∆λ is bounded in `p(N), for every f ∈ `p(N), f = limt→0+ Wλt f in `p(N).
Hence, for every f ∈ `p(N),
f(n) = lim
t→0+
(Wλt f)(n), n ∈ N.
Subordination formula (10) allows us to obtain the same convergence properties for the Poisson
semigroup {Pλt }t>0.
From Theorem 1.1 and by using density arguments we get the following.
Corollary 1.1. Let λ > 0, 1 ≤ p <∞ and w ∈ Ap(N). Then, for every f ∈ `p(N, w),
f(n) = lim
t→0+
(Tλt f)(n), n ∈ N.
Moreover, if 1 < p <∞, f = limt→0+ Tλt f , in `p(N, w).
As a consequence of Theorem 1.1 we can see that the Littlewood-Paley functions gkWλ and g
k
Pλ ,
k ∈ N \ {0}, define equivalent norms in `p(N, w), 1 < p <∞ and w ∈ Ap(N).
Proposition 1.1. Let λ > 0, k ∈ N \ {0}, 1 < p < ∞ and w ∈ Ap(N). Then, there exists C > 0
such that, for every f ∈ `p(N, w),
(15)
1
C
‖f‖`p(N,w) ≤ ‖gkTλ(f)‖`p(N,w) ≤ C‖f‖`p(N,w).
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In [6] Askey and Wainger established a transplantation theorem for ultraspherical coefficients (see
[6, Theorem 1]). They obtained weighted `p inequalities with power Ap(N)-weights for 1 < p <∞.
By using discrete local Calderón-Zygmund theory we extend [6, Theorem 1] to general Ap(N)-weights
for 1 < p <∞ and also we get results for p = 1.
Suppose that λ, µ > 0. We consider the operator Tλ,µ defined by Tλ,µ := F−1µ Fλ on `2(N).
`p-boundedness properties of the operator Tλ,µ are established in the following.
Theorem 1.2. Let λ, µ > 1. If 1 < p <∞ and w ∈ Ap(N), then there exits C > 0 such that
1
C
‖f‖`p(N,w) ≤ ‖Tλ,µ(f)‖`p(N,w) ≤ C‖f‖`p(N,w), f ∈ `p(N, w).
If (µ− 1)/2 < λ < µ and w ∈ A1(N), the operator Tλ,µ is bounded from `1(N, w) into `1,∞(N, w).
Tλ,µ is really a transplantation operator and Theorem 1.2 extends [6, Theorem 1]. Indeed, let
1 < q < ∞, v a weight in the Muckenhoupt class Aq(−1, 1) and F ∈ Lq((−1, 1), v). According to
[32, Theorem 2] (see also the proof of [2, Proposition 2.2]), we have that
Sλn(F ) =
n∑
k=0
cλk(F )ϕ
λ
k −→ F, as n→∞,
in Lq((−1, 1), v). Here, for every k ∈ N,
cλk(F ) :=
∫ 1
−1
F (x)ϕλk(x)dx.
Since |Pγk (x)| ≤ 1, k ∈ N and γ > 0, ([51, Theorem 7.33.1]), it follows that
cµm(F ) = lim
n→∞
∫ 1
−1
Sλn(F )(x)ϕ
µ
m(x)dx = lim
n→∞
n∑
k=0
cλk(F )
∫ 1
−1
ϕλk(x)ϕ
µ
m(x)dx = Tλ,µ(f)(m), m ∈ N,
where f(k) = cλk(F ), k ∈ N.
From Theorem 1.2 we deduce the following generalization of [6, Theorem 1].
Corollary 1.2. Let λ, µ > 1. Assume that 1 < p, q < ∞, w ∈ Ap(N) and v ∈ Aq(−1, 1). Then,
there exits C > 0 such that, for every F ∈ Lq((−1, 1), v),
1
C
‖(cλk(F ))k∈N‖`p(N,w) ≤ ‖(cµk(F ))k∈N‖`p(N,w) ≤ C‖(cλk(F ))k∈N‖`p(N,w).
The transplantation operator can also be seen as an extension of Riesz transform operators (see,
for instance, [50]).
In Sections 3, 4 and 5 we present proofs of our results. In Section 2 we establish a discrete
vector-valued local Calderón-Zygmund theorem that will be very useful to prove Theorems 1.1 and
1.2.
Throughout this paper by C we always denote a positive constant that can change in each
ocurrence.
2. Discrete vector-valued local Calderón-Zygmund operators
Nowak and Stempak [40] developed the so called local Calderón-Zygmund theory that allows us
to treat singular integrals on (0,∞). They used it to obtain Lp-boundedness properties for trans-
plantation operators in the Bessel settings ([40, Proposition 4.2]). Banach valued singular integral
operators were investigated by Rubio de Francia, Ruiz and Torrea [42] (see also [10]). Recently,
Grafakos, Liu and Yang [26] have established a Banach valued version of Calderón-Zygmund theory
for singular integrals on spaces of homogeneous type.
In order to show Theorem 1.1 we need to establish the following result that is a local version
of [26, Theorem 1.1] for Banach valued Calderón-Zygmund operators on the space (N, µ, | · |) of
homogeneous type. Here, µ as above denotes the measure µ =
∑
n∈N δn on N, and | · | represents
the usual metric on N. Next result can also be seen as a discrete version of [40, Proposition 4.2].
Suppose that B1 and B2 are Banach spaces. By L (B1,B2) we denote the space of bounded linear
operators from B1 into B2. Assume also that the function
K : (N× N) \D −→ L (B1,B2),
where D := {(n, n) : n ∈ N}, is measurable, and that for certain C > 0 the following conditions are
satisfied, for each n,m, ` ∈ N, n 6= m:
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(a) the size condition:
‖K(n,m)‖L (B1,B2) ≤
C
|n−m| ,
(b) the regularity properties:
(b1) ‖K(n,m)−K(`,m)‖L (B1,B2) ≤ C
|n− `|
|n−m|2 , |n−m| > 2|n− `|,
m
2
< n, ` <
3m
2
.
(b2) ‖K(m,n)−K(m, `)‖L (B1,B2) ≤ C
|n− `|
|n−m|2 , |n−m| > 2|n− `|,
m
2
< n, ` <
3m
2
.
We say that K is a local L (B1,B2)-standard kernel when the above conditions are satisfied.
Here and in the sequel, if B is a Banach space we denote by `pB(N) the B-valued `p(N) space, for
every 1 ≤ p ≤ ∞. Also, by BN0 we represent the space of B-valued sequences f = (f(n))n∈N such
that f(n) = 0, n > k, for some k ∈ N.
Theorem 2.1. Let B1 and B2 be Banach spaces. Suppose that T is a linear and bounded operator
from `rB1(N) into `
r
B2(N), for some 1 < r <∞, and such that there exists a local L (B1,B2)-standard
kernel K such that, for every sequence f ∈ (B1)N0 ,
T (f)(n) =
∑
m∈N
K(n,m)f(m),
for every n ∈ N such that f(n) = 0. Then,
(i) for every 1 < p <∞ and w ∈ Ap(N) the operator T can be extended from `rB1(N)
⋂
`pB1(N, w)
to `pB1(N, w) as a bounded operator from `
p
B1(N, w) into `
p
B2(N, w).
(ii) for every w ∈ A1(N), the operator T can be extended from `rB1(N)
⋂
`1B1(N, w) to `
1
B1(N, w) as
a bounded operator from `1B1(N, w) into `
1,∞
B2 (N, w).
Proof. For every n ∈ N, we define Wn := {m ∈ N : n/2 ≤ m ≤ 3n/2} and the operators
Tglob(f)(n) := T (χN\Wnf)(n), n ∈ N,
and
Tloc(f) := T (f)− Tglob(f),
for every f = (f(n))n∈N ∈ (B1)N0 .
Let f ∈ (B1)N0 . Since χN\Wn(n) = 0, n ∈ N, we can write
Tglob(f)(n) =
∑
m∈N\Wn
K(n,m)f(m), n ∈ N.
According to condition (a) for K we get
‖Tglob(f)(n)‖B2 ≤ C
∑
m∈N\Wn
‖f(m)‖B1
|n−m| ≤ C
 1
n
∑
m∈N,m<n/2
‖f(m)‖B1 +
∑
m∈N,m>3n/2
‖f(m)‖B1
m

≤ C
(
H0(‖f‖B1)(n) +H∞(‖f‖B1)(n)
)
, n ∈ N,
where ‖f‖B1 := (‖f(m)‖B1)m∈N, and H0, and H∞ are the discrete Hardy operators given by
H0(g)(n) :=
1
n
n∑
m=0
g(m), n ∈ N \ {0},
and
H∞(g)(n) :=
∞∑
m=n
g(m)
m
, n ∈ N \ {0},
with g = (g(m))m∈N ∈ CN. Wellknown `p-boundedness properties for discrete Hardy operators
([1]) allow us to conclude that if 1 < p < ∞ and w ∈ Ap(N), Tglob can be extended to `pB1(N, w)
as a bounded operator from `pB1(N, w) into `
p
B2(N, w) and if w ∈ A1(N), Tglob can be extended to
`1B1(N, w) as a bounded operator from `
1
B1(N, w) into `
1,∞
B2 (N, w).
We now study the operator Tloc. If f = (f(n))n∈N ∈ (B1)N0 , we can write
Tloc(f)(n) =
∑
m∈Wn
K(n,m)f(m), n ∈ N such that f(n) = 0.
We define the function K˜ by
K˜(n,m) := χWn(m)K(n,m), n,m ∈ N, n 6= m.
DISCRETE HARMONIC ANALYSIS ASSOCIATED WITH ULTRASPHERICAL EXPANSIONS 7
We are going to see that K˜ satisfies certain Hörmander type conditions that can be seen as discrete
analogues of [40, (4.4) and (4.5)].
If a, b ∈ N, a < b, and I is the interval in N given by I := [a, b] ∩ N, we denote by 2I the set
2I :=
[
a− b− a
2
, b+
b− a
2
]
∩ N.
By M we represent the noncentered Hardy-Littlewood maximal function on N defined as follows:
for every g = (g(m))m∈N ∈ CN,
M (g)(n) := sup
Iinterval
n∈I
1
#(I)
∑
m∈I
g(m), n ∈ N,
where #(I) denotes the cardinal of I.
We assert that the function K˜ satisfies the following Hörmander conditions: there exists C > 0
such that, for every interval I in N and f = (f(m))m∈N ∈ BN1 ,
(16)
∑
m∈N\2I
‖K˜(n,m)− K˜(`,m)‖L (B1,B2)‖f(m)‖B1 ≤ CM (‖f‖B1)(n), n, ` ∈ I,
and
(17)
∑
m∈N\2I
‖K˜(m,n)− K˜(m, `)‖L (B1,B2)‖f(m)‖B1 ≤ CM (‖f‖B1)(n), n, ` ∈ I.
Since (16) and (17) can be proved similarly, we only show (16). Let a, b ∈ N, a < b, I := [a, b]∩N
and f = (f(m))m∈N ∈ BN1 . Suppose that n, ` ∈ I, and n < `.
First we observe that when m ∈ N \ 2I, then,
(18)
|m− n|
3
≤ |m− `| ≤ 3|m− n|.
To see this estimate, let us write 2I = [A,B] ∩ N and L = (b − a)/2, and take m ∈ N \ 2I. In the
case that m > B, we get
m− n > m− ` > m− b = m−B + L = m−B + B − a
3
≥ m− a
3
≥ m− n
3
.
Similarly, when m < A, we obtain that
`−m > n−m > L+A−m = b−A
3
+A−m ≥ b−m
3
≥ `−m
3
,
and (18) is established.
We can decompose the left hand side in (16) as follows:∑
m∈N\2I
‖K˜(n,m)− K˜(`,m)‖L (B1,B2)‖f(m)‖B1 =
∑
m∈N\2I
m∈Wn∩W`
‖K(n,m)−K(`,m)‖L (B1,B2)‖f(m)‖B1
+
∑
m∈N\2I
m∈Wn\W`
‖K(n,m)‖L (B1,B2)‖f(m)‖B1 +
∑
m∈N\2I
m∈W`\Wn
‖K(`,m)‖L (B1,B2)‖f(m)‖B1
:= S1(n, `) + S2(n, `) + S3(n, `).(19)
By taking into account the size condition of K and (18) we have that
S2(n, `) + S3(n, `) ≤ C
( ∑
m∈N\2I
m∈Wn\W`
+
∑
m∈N\2I
m∈W`\Wn
)‖f(m)‖B1
|n−m| .
Assume now that 3n < `. In this case we have that Wn ∩W` = ∅ and then S1(n, `) = 0. Also,
since for m ∈ N \ 2I, |m− n| > (b− a)/2 ≥ (`− n)/2 ≥ `/3 > n, we get
S2(n, `) + S3(n, `) ≤ C
(
1
n
∑
m∈Wn
‖f(m)‖B1 +
1
`
∑
m∈W`
‖f(m)‖B1
)
≤ C
(
1
n
∑
m∈Wn
‖f(m)‖B1 +
1
`
∑
m∈J
‖f(m)‖B1
)
,
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where J := [n, 3`/2] ∩ N. By considering that 3`/2 ≥ 3`/2 − n > 3`/2 − `/3 = 7`/6, we conclude
that
(20) S2(n, `) + S3(n, `) ≤ CM (‖f‖B1)(n).
Next we deal with the condition ` ≤ 3n. Now we have that
Wn ∩W` =
[ `
2
,
3n
2
]
∩ N =
([ `
2
,
2`
3
]
∩ N
)⋃([2`
3
,
3n
2
]
∩ N
)
=: J1 ∪ J2,
Wn \W` =
[n
2
,
`
2
)
∩ N,
W` \Wn =
(3n
2
,
3`
2
]
∩ N,
and we can write
S1(n, `) + S2(n, `) + S3(n, `) ≤
∑
m∈J2∩N\2I
‖K(n,m)−K(`,m)‖L (B1,B2)‖f(m)‖B1
+
( ∑
m∈N\2I
n/2≤m≤2`/3
+
∑
m∈N\2I
3n/2≤m≤3`/2
)‖f(m)‖B1
|n−m| =: T1(n, `) + T2(n, `).(21)
In order to estimate T1(n, `), we decompose it into two terms as follows:
T1(n, `) =
( ∑
m∈J2∩N\2I
|n−m|≤2|n−`|
+
∑
m∈J2∩N\2I
|n−m|>2|n−`|
)
‖K(n,m)−K(`,m)‖L (B1,B2)‖f(m)‖B1
=: T1,1(n, `) + T1,2(n, `).
Then, according to the size condition (a) and (18) we get
T1,1(n, `) ≤ C
∑
m∈N\2I
|n−m|≤2|n−`|
‖f(m)‖B1
|n−m| ≤ C
∑
m∈N\2I
|n− `|
|n−m|2 ‖f(m)‖B1 ,
and by taking into account the regularity property (b1) for K we deduce the same estimate for
T1,2(n, `). Hence,
T1(n, `) ≤ C
∑
m∈N\2I
|n− `|
|n−m|2 ‖f(m)‖B1 ≤ C
∞∑
k=1
∑
m∈2k+1I\2kI
|n− `|
|n−m|2 ‖f(m)‖B1
≤ C
∞∑
k=1
#(I)
22k(#(I))2
∑
m∈2k+1I
‖f(m)‖B1 ≤ CM (‖f‖B1)(n).(22)
We analyze now T2(n, `). It is clear that m − n > n/2, when m > 3n/2. We can also establish
that if m ∈ N \ 2I and n/2 ≤ m ≤ 2`/3, then |m − n| > n/8. Let m ∈ N \ 2I, such that
n/2 ≤ m ≤ 2`/3. If ` < 5n/4, then, m ≤ 5`/6, and n −m > n/6. When ` ≥ 5n/4, we get that
|n−m| > (b− a)/2 > (5n/4− n)/2 = n/8 and the result is establihed.
Then, since ` ≤ 3n, we can write
(23) T2(n, `) ≤ C
n
( ∑
m∈[n/2,2n]∩N
+
∑
m∈[n,9n/2]∩N
)
‖f(m)‖B1 ≤ CM (‖f‖B1).
By combining (19)-(23) we establish (16).
Since T and Tglob are bounded from `rB1(N) into `
r
B2(N), Tloc is also bounded from `
r
B1(N) into
`rB2(N). Hence, according to [26, Theorem 1.1], for every 1 < p < ∞, Tloc can be extended from
`pB1(N)∩ `rB1(N) to `
p
B1(N) as a bounded operator from `
p
B1(N) into `
p
B2(N) and Tloc can be extended
from `1B1(N)∩`rB1(N) to `1B1(N) as a bounded operator from `1B1(N) into `1,∞B2 (N). The same properties
are satisfied by T because Tglob also verifies them.
Finally, by adapting the arguments in [20, Lemmas 5.15, 7.9 and 7.10 and Theorems 7.11 and
7.12] to vector-valued homogeneous settings, we conclude that Tloc, and then T , can be extended
from `pB1(N, w)∩ `rB1(N) to `
p
B1(N, w) as a bounded operator from `
p
B1(N, w) into `
p
B2(N, w), for every
1 < p < ∞ and w ∈ Ap(N), and from `1B1(N, w) ∩ `rB1(N) to `1B1(N, w) as a bounded operator from
`1B1(N, w) into `
1,∞
B2 (N, w), for every w ∈ A1(N).
Thus the proof of this theorem is completed. 
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3. Proof of Theorem 1.1 for maximal operators
In this section we prove the boundedness properties for the maximal operators associated with
heat and Poisson semigroups stated in Theorem 1.1. From (14) we deduce that Pλ∗ (f) ≤ Wλ∗ (f).
Hence, the properties in Theorem 1.1 for Pλ∗ can be infered from the corresponding properties for
Wλ∗ . Hence, it is sufficient to prove Theorem 1.1 for Wλ∗ .
Let 1 ≤ p ≤ ∞. Since ∆λ is a bounded operator from `p(N) into itself, ∆λ generates the
C0-semigroup {Wλt := et∆λ}t>0 of operators in `p(N). We have that
(24) ∂tWλt (f) = ∆λW
λ
t (f), f ∈ `p(N) and t > 0.
Moreover, {Wλt }t>0 is not Markovian. Indeed, let g = (g(n) = 1)n∈N. If Wλt (g) = g, t > 0, then,
by (24) we have that ∆λg = 0, and that is clearly impossible.
According to (10), (11) and (12) we can write, for every f = (f(n))n∈N ∈ `2(N),∑
n∈N
|Wλt (f)(n)|2 =
∫ 1
−1
|Fλ(Wλt f)(x)|2dx =
∫ 1
−1
|e−2t(1−x)Fλ(f)(x)|2dx
≤
∫ 1
−1
|Fλ(f)(x)|2dx =
∑
n∈N
|f(n)|2, t > 0.(25)
Hence, for every t > 0, Wλt is contractive in `2(N). We now prove that the maximal operator Wλ∗
is bounded in `2(N). By proceeding as in [46, p. 75] we obtain
Wλ∗ (f) ≤Mλ(f) + g1Wλ(f), f ∈ `2(N),
where
g1Wλ(f)(n) :=
(∫ ∞
0
|t∂t(Wλt f)(n)|2
dt
t
)1/2
, n ∈ N,
and
Mλ(f)(n) := sup
s>0
1
s
∣∣∣∣∫ s
0
Wλt (f)(n)dt
∣∣∣∣ , n ∈ N.
The g-function g1Wλ is bounded from `
2(N) into itself. This can be seen by using spectral
arguments (see [46, p. 74]). Since Wλt is a contraction in `2(N), for every t > 0, the Hopf-
Dunford-Schwartz ergodic theorem (see [45]) allows us to show that the maximal operator Mλ is
bounded from `2(N) into itself. Hence, Wλ∗ is bounded from `2(N) into itself.
In order to show `p-properties of Wλ∗ for 1 ≤ p <∞, p 6= 2, we use Theorem 2.1.
We consider the operator
T : `2(N) −→ `2B(N)
f → T (f)(n; t) := Wλt (f)(n),
where B = L∞(0,∞). The operator T is bounded from `2(N) into `2B(N), because Wλ∗ is bounded
from `2(N) into itself.
According to (12), for every f ∈ CN0 we can write
T (f)(n; t) = (hλt #λf)(n) =
N∑
m=0
f(m) λτn(h
λ
t )(m), n ∈ N and t > 0,
where N ∈ N is such that f(n) = 0, n ≥ N .
To simplify we define Kλt (n,m) := λτn(hλt )(m), n,m ∈ N and t > 0. By (7) we have that
Kλt (n,m) =
n+m∑
k=|n−m|
cλ(n,m, k)h
λ
t (k), m, n ∈ N,
where cλ(n,m, k), n,m, k ∈ N, and hλt , t > 0, are given by (8) and (13), respectively.
We are going to see that there exists C > 0 such that, for every n,m, ` ∈ N, n 6= m,
(26) ‖Kλt (n,m)‖B ≤
C
|n−m| ;
(27) ‖Kλt (n,m)−Kλt (`,m)‖B ≤ C
|n− `|
|n−m|2 , |n−m| > 2|n− `|,
m
2
< n, ` <
3m
2
;
(28) ‖Kλt (m,n)−Kλt (m, `)‖B ≤ C
|n− `|
|n−m|2 , |n−m| > 2|n− `|,
m
2
< n, ` <
3m
2
.
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When properties (26), (27) and (28) are established then, from Theorem 2.1 we deduce the `p-
boundedness properties stated in Theorem 1.1 for Wλ∗ . Observe that, since Kλt (n,m) = Kλt (m,n),
n,m ∈ N, t > 0, we only have to establish (26) and (27).
Proof of (26). We will use the following integral representations for the modified Bessel function Iν
([37, (5.10.22)]
(29) Iν(z) =
zν√
pi2νΓ(ν + 1/2)
∫ 1
−1
e−zs(1− s2)ν−1/2ds, z > 0 and ν > −1
2
,
and
(30) Iν(z) = − z
ν−1
√
pi2ν−1Γ(ν − 1/2)
∫ 1
−1
e−zss(1− s2)ν−3/2ds, z > 0 and ν > 1
2
.
Note that (30) is obtained by partial integration in (29) (see [17, (34)]).
We have that
(31) 0 ≤ e−2tt−λIλ+k(2t) ≤ C
(k + 1)2λ+1
, k ∈ N and t > 0,
where C > 0 does not depend on k ∈ N nor on t > 0.
To see this estimation we proceed as in [17, Proposition 3]. For every k ∈ N and t > 0, we can
write
0 ≤ e−2tt−λIλ+k(2t) = t
k
√
piΓ(λ+ k + 1/2)
∫ 1
−1
e−2t(s+1)(1− s2)λ+k−1/2ds
=
2tk−1√
piΓ(λ+ k + 1/2)
∫ t
0
e−4w
(2w
t
)λ+k−1/2[
2
(
1− w
t
)]λ+k−1/2
dw
≤ 2
2(λ+k)
√
piΓ(λ+ k + 1/2)
∫ t
0
e−4w
(w
t
)λ+1/2(
1− w
t
)λ+k−1/2
wk−1dw
≤ 2
2(λ+k)
√
piΓ(λ+ k + 1/2)
(λ+ 1/2
2λ+ k
)λ+1/2 ∫ t
0
e−4wwk−1dw
≤ 2
2λ(λ+ 1/2)λ+1/2√
pi
Γ(k)
Γ(λ+ k + 1/2)(2λ+ k)λ+1/2
≤ C
(k + 1)2λ+1
.
We have taken into account that
(32) (1− r)ηrγ ≤
( γ
γ + η
)γ
, 0 < r < 1, η > 0 and γ > 0.
By using (4) and (31) we obtain
0 ≤ Kλt (n,m) ≤ C
∞∑
k=0
cλ(n,m, k)
(k + 1)λ+1
, n,m ∈ N, n 6= m and t > 0.
Since cλ(n,m, k) = cλ(m,n, k), n,m, k ∈ N, [5, Lemma 3b] says that, if 0 < α < 1/2, then
(33)
∞∑
k=0
cλ(n,m, k)
(k + 1)λ+2α+1
≤ C|n−m|2α+1 , n,m ∈ N, n 6= m.
The same proof of [5, Lemma 3b] allows us to see that (33) also holds for α = 0 and α = 1/2.
Hence,
‖Kλt (n,m)‖B ≤
C
|n−m| , n,m ∈ N, n 6= m.

Proof of (27). In a first step we show the following estimations:
(A1) ‖Kλt (n+ 1,m)−Kλt (n,m)‖B ≤
C
|n−m|2 , n,m ∈ N, n > m;
(A2) ‖Kλt (n,m)−Kλt (n− 1,m)‖B ≤
C
|n−m|2 , n,m ∈ N, 1 ≤ n < m ≤ 2n.
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Let n,m ∈ N and n > m. We can write
Kλt (n+ 1,m)−Kλt (n,m) =
n+m+1∑
k=n−m+1
cλ(n+ 1,m, k)h
λ
t (k)−
n+m∑
k=n−m
cλ(n,m, k)h
λ
t (k)
=
n+m∑
k=n−m
[cλ(n+ 1,m, k + 1)h
λ
t (k + 1)− cλ(n,m, k)hλt (k)]
=
n+m∑
k=n−m
cλ(n+ 1,m, k + 1)
[
hλt (k + 1)−
√
wλ(k + 1)√
wλ(k)
hλt (k)
]
+
n+m∑
k=n−m
[√wλ(k + 1)√
wλ(k)
cλ(n+ 1,m, k + 1)− cλ(n,m, k)
]
hλt (k)
=: I1(n,m, t) + I2(n,m, t), t > 0.(34)
By combining (29) and (30) (see [17, p. 9]) we get, for every t > 0 and k ∈ N,
e−2tt−λ|Iλ+k+1(2t)− Iλ+k(2t)| = t
k
√
piΓ(λ+ k + 1/2)
∫ 1
−1
e−2t(1+s)(1 + s)(1− s2)λ+k−1/2ds
=
22(λ+k)+1tk−1√
piΓ(λ+ k + 1/2)
∫ t
0
e−4w
(w
t
)λ+k+1/2(
1− w
t
)λ+k−1/2
dw
=
22(λ+k)+1√
piΓ(λ+ k + 1/2)
∫ t
0
e−4wwk−1
(w
t
)λ+3/2(
1− w
t
)λ+k−1/2
dw.
By using (32) we conclude
e−2tt−λ|Iλ+k+1(2t)− Iλ+k(2t)| ≤ 2
2(λ+k)+1
√
piΓ(λ+ k + 1/2)
( λ+ 3/2
2λ+ k + 1
)λ+3/2 ∫ ∞
0
e−4wwk−1dw
≤ C Γ(k)
(2λ+ k + 1)λ+3/2Γ(λ+ k + 1/2)
≤ C
(k + 1)2λ+2
, k ∈ N and t > 0.(35)
According to (4) and (33) for α = 1/2, it follows that
(36) |I1(n,m, t)| ≤ C
n+m∑
k=|n−m|
cλ(n,m, k)
(k + 1)λ+2
≤ C C|n−m|2 , t > 0.
We now analyze I2(n,m, t), t > 0. Note that, if k ∈ N, cλ(n,m, k) 6= 0 if and only if cλ(n +
1,m, k + 1) 6= 0. By using (4) and (31), we can write
|I2(n,m, t)| ≤
∑
|n−m|≤k≤n+m
n+m+k even
cλ(n,m, k)
∣∣∣∣∣
√
wλ(k + 1)cλ(n+ 1,m, k + 1)√
wλ(k)cλ(n,m, k)
− 1
∣∣∣∣∣hλt (k)
≤
∑
|n−m|≤k≤n+m
n+m+k even
cλ(n,m, k)
(k + 1)λ+1
∣∣∣∣∣
√
wλ(k + 1)cλ(n+ 1,m, k + 1)√
wλ(k)cλ(n,m, k)
− 1
∣∣∣∣∣
Let k ∈ N, n −m ≤ k ≤ n + m. Assume that n + m + k = 2σ, with σ ∈ N. Straightforward
manipulations lead to√
wλ(k + 1)cλ(n+ 1,m, k + 1)√
wλ(k)cλ(n,m, k)
=
( n+ 1
n+ 2λ
)1/2(n+ λ+ 1
n+ λ
)1/2 k + λ+ 1
k + λ
σ −m+ λ
σ −m+ 1
σ + 2λ
σ + λ+ 1
.
To simplify we define
α1 :=
√
n+ 1
n+ 2λ
, α2 :=
√
n+ λ+ 1
n+ λ
, α3 :=
k + λ+ 1
k + λ
, α4 :=
σ −m+ λ
σ −m+ 1 , α5 :=
σ + 2λ
σ + λ+ 1
.
There exists C > 0 independent on n,m and k, such that 0 ≤ αj ≤ C, j = 1, ..., 5. Also we get( 5∏
j=1
αj
)
− 1 =
5∑
j=1
(αj − 1)
5∏
i=j+1
αi.
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We deduce that
(37)
∣∣∣∣∣
√
wλ(k + 1)cλ(n+ 1,m, k + 1)√
wλ(k)cλ(n,m, k)
− 1
∣∣∣∣∣ ≤ C
5∑
j=1
|αj − 1|.
Since
|αj − 1| ≤ C
n+ 1
, j = 1, 2, |α3 − 1| ≤ C
k + 1
, |α4 − 1| ≤ C
σ −m, and |α5 − 1| ≤
C
σ
,
we have that
|αj − 1| ≤ C
n−m, j = 1, ..., 5.
By using (4), (31) and (33) (for α = 0) we obtain
(38) |I2(n,m, t)| ≤ C
n−m
n+m∑
k=n−m
cλ(n,m, k)
(k + 1)λ+1
≤ C|n−m|2 , t > 0,
According to (34), (36) and (38) we deduce property (A1).
Next we justify (A2). Suppose that 1 ≤ n < m ≤ 2n. We have that
Kλt (n,m)−Kλt (n− 1,m) =
m+n∑
k=m−n
cλ(n,m, k)h
λ
t (k)−
n+m−1∑
k=m−n+1
cλ(n− 1,m, k)hλt (k), t > 0.
In order to make the estimations easier, we assemble the terms in the sums in a suitable form. We
observe that the first sum has two terms more than the sencond one, so we proceed as follows:
Kλt (n,m)−Kλt (n− 1,m) =
(
m−1∑
k=m−n
+
n+m∑
k=m+2
)
cλ(n,m, k)h
λ
t (k)
+ cλ(n,m,m)h
λ
t (m) + cλ(n,m,m+ 1)h
λ
t (m+ 1)−
n+m−1∑
k=m−n+1
cλ(n− 1,m, k)hλt (k)
=
m∑
k=m−n+1
cλ(n,m, k − 1)hλt (k − 1) +
n+m−1∑
k=m+1
cλ(n,m, k + 1)h
λ
t (k + 1)
+ cλ(n,m,m)h
λ
t (m) + cλ(n,m,m+ 1)h
λ
t (m+ 1)−
n+m−1∑
k=m−n+1
cλ(n− 1,m, k)hλt (k)
=
m∑
k=m−n+1
[cλ(n,m, k − 1)hλt (k − 1)− cλ(n− 1,m, k)hλt (k)]
+
m+n−1∑
k=m+1
[cλ(n,m, k + 1)h
λ
t (k + 1)− cλ(n− 1,m, k)hλt (k)]
+ cλ(n,m,m)h
λ
t (m) + cλ(n,m,m+ 1)h
λ
t (m+ 1)
=: J1(n,m, t) + J2(n,m, t) + J3(n,m, t), t > 0.(39)
We first study J3(n,m, t), t > 0. Note that cλ(n,m,m) 6= 0 if and only if cλ(n,m,m+ 1) = 0.
Suppose that n+ 2m = 2σ, with σ ∈ N. By using (9) and (31) and we obtain
cλ(n,m,m)h
λ
t (m) ≤ C
(
σ(σ − n+ 1)(σ −m+ 1)2
(n+ 1)(m+ 1)2
)λ−1
1
(m+ 1)λ+1
≤ C [(n+ 2m)(2m− n)(n+ 1)]
λ−1
(m+ 1)3λ−1
, t > 0.
Since n < m ≤ 2n, we have that n < 2m− n < 3n, and we get
J3(n,m, t) ≤ C
(m+ 1)2
, t > 0.
In a similar way if n+ 1 + 2m = 2σ, with σ ∈ N then
cλ(n,m,m+ 1)h
λ
t (m+ 1) ≤
C
(m+ 1)2
, t > 0.
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Thus, we have obtained that
(40) J3(n,m, t) ≤ C
(m+ 1)2
≤ C|n−m|2 , t > 0.
To analyze J1 we decompose it as follows:
J1(n,m, t) =
m∑
k=m−n+1
cλ(n,m, k − 1)
[
hλt (k − 1)−
√
wλ(k − 1)√
wλ(k)
hλt (k)
]
+
m∑
k=m−n+1
[√wλ(k − 1)√
wλ(k)
cλ(n,m, k − 1)− cλ(n− 1,m, k)
]
hλt (k)
=: J1,1(n,m, t) + J1,2(n,m, t), t > 0.
By (4) and (35) and taking into account (33) (for α = 1/2) we deduce
|J1,1(n,m, t)| ≤
m∑
k=m−n+1
cλ(n,m, k − 1)
√
wλ(k − 1)
(k + 1)2λ+2
≤ C
∞∑
k=0
cλ(n,m, k)
(k + 1)λ+2
≤ C|n−m|2 , t > 0.
On the other hand, by (3) and (31) we can write
|J1,2(n,m, t)| ≤
∑
m−n+1≤k≤m
n+m+k−1 even
cλ(n− 1,m, k)
∣∣∣∣∣
√
wλ(k − 1)cλ(n,m, k − 1)√
wλ(k)cλ(n− 1,m, k)
− 1
∣∣∣∣∣hλt (k)
≤
∑
m−n+1≤k≤m
n+m+k−1 even
cλ(n− 1,m, k)
(k + 1)λ+1
∣∣∣∣∣
√
wλ(k − 1)cλ(n,m, k − 1)√
wλ(k)cλ(n− 1,m, k)
− 1
∣∣∣∣∣ t > 0.
Let k ∈ N, m− n+ 1 ≤ k ≤ m such that n+m+ k− 1 = 2σ, with σ ∈ N. As before, we can see
that√
wλ(k − 1)cλ(n,m, k − 1)√
wλ(k)cλ(n− 1,m, k)
=
√
n
n+ 2λ− 1
√
n+ λ
n+ λ− 1
k + λ− 1
k + λ
σ − n+ 1
σ − n+ λ+ 1
σ − k + λ+ 1
σ − k + 1 =:
5∏
j=1
βj .
There exists C > 0 such that |βj | ≤ C, j = 1, ..., 5, and
|βj − 1| ≤ C
n+ 1
, j = 1, 2, |β3 − 1| ≤ C
k + 1
, |β4 − 1| ≤ C
σ − n+ 1 , and |β5 − 1| ≤
C
σ − k + 1 .
Then,∣∣∣∣∣
√
wλ(k − 1)cλ(n,m, k − 1)√
wλ(k)cλ(n− 1,m, k)
− 1
∣∣∣∣∣ ≤ C
5∑
j=1
|βj − 1| ≤ C
(
1
n+ 1
+
1
k + 1
+
1
m− n+ k +
1
m+ n− k
)
≤ C n+ k
(n+ 1)(k + 1)
≤ m+ 1
(n+ 1)(k + 1)
,
and since m ≤ 2n we deduce, by considering (33) (for α = 1/2), that
|J1,2(n,m, t)| ≤ C
∞∑
k=0
cλ(n− 1,m, k)
(k + 1)λ+2
≤ C|n−m|2 , t > 0.
Hence, we have established that
(41) J1(n,m, t) ≤ C|n−m|2 , t > 0.
Finally we deal with J2. We write
J2(n,m, t) =
m+n−1∑
k=m+1
cλ(n,m, k + 1)
[
hλt (k + 1)−
√
wλ(k + 1)√
wλ(k)
hλt (k)
]
+
m+n−1∑
k=m+1
[√wλ(k + 1)√
wλ(k)
cλ(n,m, k + 1)− cλ(n− 1,m, k)
]
hλt (k)
=: J2,1(n,m, t) + J2,2(n,m, t), t > 0.
14 J.J. BETANCOR, A.J. CASTRO, J.C. FARIÑA, AND L. RODRÍGUEZ-MESA
Again, by taking into account (4), (33) (for α = 1/2) and (35) we deduce
|J2,1(n,m, t)| ≤
m+n−1∑
k=m+1
cλ(n,m, k + 1)
√
wλ(k + 1)
(k + 1)2λ+2
≤ C
∞∑
k=0
cλ(n,m, k)
(k + 1)λ+2
≤ C|n−m|2 , t > 0.
Also, according to by (4) and (31), we have that
|J2,2(n,m, t)| ≤
∑
m+1≤k≤m+n−1
n+m+k+1 even
cλ(n− 1,m, k)
(k + 1)λ+1
∣∣∣∣∣
√
wλ(k + 1)cλ(n,m, k + 1)√
wλ(k)cλ(n− 1,m, k)
− 1
∣∣∣∣∣ , t > 0.
Consider k ∈ N, m+ 1 ≤ k ≤ m+ n, such that n+m+ k + 1 = 2σ, with σ ∈ N. We can write√
wλ(k + 1)cλ(n,m, k + 1)√
wλ(k)cλ(n− 1,m, k)
=
√
n
n+ 2λ− 1
√
n+ λ
n+ λ− 1
k + λ+ 1
k + λ
σ −m+ 2λ− 1
σ −m
σ + 2λ− 1
σ + λ
=:
5∏
j=1
γj .
There exists C > 0 such that |γj | ≤ C, j = 1, ..., 5, and
|γj − 1| ≤ C
n+ 1
, j = 1, 2, |γ3 − 1| ≤ C
k + 1
, |γ4 − 1| ≤ C
σ −m, and |γ5 − 1| ≤
C
σ
.
Since m ≤ 2n, by proceeding as in the case of J1,2, and using again (33) (for α = 1/2) it follows
that
|J2,2(n,m, t)| ≤ C
m+n−1∑
k=m+1
cλ(n− 1,m, k)
(k + 1)λ+1
(
1
n+ 1
+
1
k + 1
+
1
n−m+ k + 1 +
1
n+m+ k + 1
)
≤
∞∑
k=0
cλ(n− 1,m, k)
(k + 1)λ+2
≤ C|n−m|2 , t > 0.
Thus,
(42) J2(n,m, t) ≤ C|n−m|2 , t > 0.
Estimations (39), (40), (41) and (42) allow us to conclude property (A2).
We are going now to establish (27). First observe that when |n−m| > 2|n− `|, n,m, ` ∈ N, then
(43) max{n,m} > min{n,m}+ |n− `| and |n−m| − |n− `| > |n−m|
2
.
Let n,m, ` ∈ N, n 6= m, |n−m| > 2|n− `| and m/2 ≤ n, ` ≤ 3m/2. Suppose that n ≤ `. In this
case, we have that
‖Kλt (n,m)−Kλt (`,m)‖B ≤
`−n−1∑
j=0
‖Kλt (n+ j,m)−Kλt (n+ j + 1,m)‖B.
If n > m, we can apply (A1) and obtain
‖Kλt (n,m)−Kλt (`,m)‖B ≤ C
`−n−1∑
j=0
1
(n+ j −m)2 ≤ C
`− n
|n−m|2 .
When n < m, (43) leads to n+ j + 1 ≤ n+ (`− n) < m, j = 0, ..., n− `− 1, and we can apply (A2)
to get the estimate.
In a similar way if ` ≤ n, we write
‖Kλt (n,m)−Kλt (`,m)‖B ≤
n−`−1∑
j=0
‖Kλt (n− j,m)−Kλt (n− j − 1,m)‖B,
and use (A2) when n < m, and (A1) if n > m, since in this case by (43) it follows that
n− j − 1 ≥ ` = n− (n− `) > m, j = 0, ..., n− `− 1.

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By invoking Theorem 2.1 we deduce that, for every 1 ≤ p < ∞ and w ∈ Ap(N) the operator
T can be extended from `2(N) ∩ `p(N, w) to `p(N, w) as a bounded operator from `p(N, w) into
`pB(N, w), when p ∈ (1,∞) and from `1(N, w) into `1,∞B (N, w).
Let p ∈ [1,∞), w ∈ Ap(N) and denote by T the extension obtained. We are going to see that,
for every f ∈ `p(N, w),
(44) [T(f)(n)](t) = (hλt #λf)(n), n ∈ N and t > 0,
and, thus, we prove that the maximal operator Wλ∗ is bounded from `p(N, w) into itself.
Let n ∈ N and t > 0. We consider the operator
Pt,n : `
p(N, w) −→ C
f −→ Pt,n(f) := (hλt #λf)(n).
We show that Pt,n is a bounded operator. Assume first that p ∈ (1,∞). For every f ∈ `2(N) ∩
`p(N, w), we have that
|w(n)1/pWλt (f)(n)| ≤ ‖Wλ∗ (f)‖`p(N,w) = ‖T(f)‖`p(N,w) ≤ C‖f‖`p(N,w).
Then, for each f ∈ `2(N) ∩ `p(N, w),∣∣∣∣∣∑
m∈N
f(m)λτn(h
λ
t )(m)
∣∣∣∣∣ = |(hλt #f)(n)| = |Wλt (f)(n)| ≤ C ‖f‖`p(N,w)w(n)1/p .
Hence, λτnhλt ∈ (`p(N, w))′ = `p
′
(N, w−1/(p−1)) and we obtain that Pt,n is bounded.
If p = 1, it is sufficient to establish that the sequence(
λτn(h
λ
t )(m)
wλ(m)
)
m∈N
,
is in `∞(N).
By taking into account [27, (9)] and estimations (4) and (31), we have
0 ≤ λτn(hλt )(n) ≤ C
∞∑
k=0
cλ(n, n, k)
√
wλ(k)
(k + 1)2λ+1
≤ C
∞∑
k=0
cλ(n, n, k)wλ(k) = Cwλ(n).
On the other hand, size condition (26) says that
λτn(h
λ
t )(m) ≤
C
|n−m| , m 6= n,
and, since w ∈ A1(N), it follows that, there exists C > 0 for which
1
w(m)
≤ max
0≤k≤m
1
w(k)
m∑
k=0
w(k)
m+ 1
(
m∑
k=0
w(k)
m+ 1
)−1
≤ C(m+ 1)
(
m∑
k=0
w(k)
)−1
≤ Cm+ 1
w(0)
, m ∈ N.
Then, we can find C > 0 such that
λτn(h
λ
t )(m)
wλ(m)
≤ C m+ 1|n−m| ≤ C, m 6= n,
and we conclude that Pt,n is bounded in `1(N, w).
Let us now consider f ∈ `p(N, w) and choose a sequence (fk)k∈N ∈ `2(N) ∩ `p(N, w) such that
fk −→ f , as k →∞, in `p(N, w). The boundedness of T implies that
T(fk) = T (fk) −→ T(f), as k →∞,
in `pB(N, w), when p ∈ (1,∞) and in `1,∞B (N, w), when p = 1.
Suppose p ∈ (1,∞). Hence,
T (fk)(n; t) = Pt,n(fk) −→ [T(f)(n)](t), as k →∞, in C,
and, according to the boundedness of Pt,n, we can conclude that
[T(f)(n)](t) = Pt,n(f) = (f#λhλt )(n).
When p = 1, we consider Fk = (Fk(m))m∈N, k ∈ N, and F = (F (m))m∈N, where Fk(m) =
Pt,m(fk) and F (m) = Pt,m(f), m, k ∈ N.
Since Pt,m, m ∈ N, is a bounded operator, we have that
Fk(m) −→ F (m), as k →∞, m ∈ N.
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Also, we have that Fk = T (fk) −→ T(f), as k → ∞, in `1,∞B (N, w). Then we can conclude that
T(f) = F , that is, (44) is verified when p = 1.
4. Proof of Theorem 1.1 for Littlewood-Paley functions
Let us consider along this section the Banach space B = L2((0,∞), dt/t). The following technical
lemma will be useful.
Lemma 4.1. Let k ∈ N, a, α, β ∈ R such that k+ 2a > β+ 1 > a, k+β+ 1 > 0 and k+α+ 1 > 0.
We have that
(45) Ia,α,βk =
∥∥∥∥tk+a ∫ 1−1 e−2t(1+s)(1− s)k+α(1 + s)k+βds
∥∥∥∥
B
≤ C Γ(k + 1)
(k + 1)β−2a+2
,
for certain C > 0 which does not depend on k.
Proof. We write
(Ia,α,βk )
2 =
∫ ∞
0
t2k+2a−1
(∫ 1
−1
e−2t(1+s)(1− s)k+α(1 + s)k+βds
)2
dt
=
∫ 1
−1
∫ 1
−1
(1− s)k+α(1 + s)k+β(1− z)k+α(1 + z)k+β
∫ ∞
0
t2k+2a−1e−2t(2+s+z)dtdsdz
=
Γ(2k + 2a)
22k+2a
∫ 1
−1
∫ 1
−1
(1− s)k+α(1 + s)k+β(1− z)k+α(1 + z)k+β
(2 + s+ z)2k+2a
dsdz
=
Γ(2k + 2a)
24a−2α−2β−2
∫ 1
0
∫ 1
0
(1− u)k+αuk+β(1− v)k+αvk+β
(u+ v)2k+2a
dudv
≤ Γ(2k + 2a)
24a−2α−2β−2
∫ 1
0
(1− u)k+αuk+β
∫ ∞
0
vk+β
(u+ v)2k+2a
dvdu
=
Γ(k + β + 1)Γ(k + 2a− β − 1)
24a−2α−2β−2
∫ 1
0
(1− u)k+αu2β−2a+1du
=
Γ(k + β + 1)Γ(k + 2a− β − 1)Γ(k + α+ 1)Γ(2β − 2a+ 2)
24a−2α−2β−2Γ(k − 2a+ α+ 2β + 3)
≤ Ca,α,β (Γ(k + 1))
2
(k + 1)2β−4a+4
,
for certain Ca,α,β > 0, and then (45) is obtained. 
4.1. Proof of Theorem 1.1 for g1Wλ . Since ∆λ is a bounded operator from `
p(N) into itself,
1 ≤ p ≤ ∞, it follows that, for every f ∈ `p(N) and k ∈ N, ∂ktWλt (f) = Wλt (∆kλf), in the sense
of derivative in `p(N). Then, for every f ∈ `p(N) and n ∈ N, Wλt (f)(n) is smooth in (0,∞) and
∂tW
λ
t (f)(n) = W
λ
t (∆
k
λf)(n), k ∈ N.
To prove the `p-boundedness properties of the Littlewood-Paley g1Wλ we will apply Theorem 2.1.
Let Gλ the operator given by
Gλ : `
2(N, w) −→ `2B(N)
f −→ Gλ(f)(n; t) := t∂tWλt (f)(n).
As it was commented in Section 3, g1Wλ is a bounded (sublinear) operator from `
2(N) into itself.
Then, the operator Gλ is bounded. Moreover, by defining Kλt (n,m) :=λτn(t∂thλt )(m), n,m ∈ N
and t > 0, we can write, for every f ∈ CN0 ,
Gλ(f)(n; t) =
∑
m∈N
f(m)Kλt (n,m), n ∈ N and t > 0.
Indeed, for every f ∈ CN0 , we have that
t∂tW
λ
t (f)(n) = t∂t(f#h
λ
t )(n) =
∑
m∈N
f(m)t∂t[λτn(h
λ
t )(m)] =
∑
m∈N
f(m)
n+m∑
k=|n−m|
cλ(n,m, k)t∂t[h
λ
t (k)]
=
∑
m∈N
f(m)λτn(t∂th
λ
t )(m), n,m ∈ N and t > 0.
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Next, we establish that the kernel function Kt(n,m), n,m ∈ N, t > 0, satisfies the following
properties for a certain C > 0 and each n,m, ` ∈ N, n 6= m:
‖Kλt (n,m)‖B ≤
C
|n−m| ;(46)
‖Kλt (n,m)−Kλt (`,m)‖B ≤ C
|n− `|
|n−m|2 , |n−m| > 2|n− `| and
m
2
≤ n, ` ≤ 3m
2
;(47)
‖Kλt (m,n)−Kλt (m, `)‖B ≤ C
|n− `|
|n−m|2 , |n−m| > 2|n− `| and
m
2
≤ n, ` ≤ 3m
2
.(48)
We note that, since Kλt (n,m) = Kλt (m,n), n,m ∈ N, t > 0, we only have to prove (46) and (47).
For that, we use, by making suitable modifications some of the ideas in [17, Section 5].
Proof of (46). We denote by ψλt (k) := t∂thλt (k), k ∈ N, t > 0. Firstly, we show that, there exists
C > 0 such that,
(49) ‖ψλt (k)‖B ≤
C
(k + 1)λ+1
, k ∈ N.
Since ([37, (5.7.9)])
2
d
dz
Iν(z) = Iν−1(z) + Iν+1(z), z > 0 and ν > 0,
and
Iν−1(z)− Iν+1(z) = 2ν
z
Iν(z), z > 0 and ν > 0,
we deduce that
ψλt (k) =
√
piΓ
(
λ+
1
2
)√
wλ(k)t∂t[e
−2tt−λIλ+k(2t)]
=
√
piΓ
(
λ+
1
2
)√
wλ(k)te
−2tt−λ
[
− λt−1Iλ+k(2t)− 2Iλ+k(2t) + 2
( d
dt
Iλ+k
)
(2t)
]
=
√
piΓ
(
λ+
1
2
)√
wλ(k)t
1−λe−2t
[ k
λ+ k
Iλ+k−1(2t)− 2Iλ+k(2t) + 2λ+ k
λ+ k
Iλ+k+1(2t)
]
(50)
=
k
λ+ k
√
wλ(k)√
wλ(k − 1)
thλt (k − 1)− 2thλt (k) +
2λ+ k
λ+ k
√
wλ(k)√
wλ(k + 1)
thλt (k + 1)
=
k
λ+ k
[ √
wλ(k)√
wλ(k − 1)
thλt (k − 1)− thλt (k)
]
+
2λ+ k
λ+ k
[ √
wλ(k)√
wλ(k + 1)
thλt (k + 1)− thλt (k)
]
, k ∈ N, t > 0,(51)
where we assume hλt (−1) := 0, t > 0. Then, we can write
‖ψλt (k)‖B ≤
k
λ+ k
√
wλ(k)√
wλ(k − 1)
∥∥∥∥∥thλt (k − 1)−
√
wλ(k − 1)√
wλ(k)
thλt (k)
∥∥∥∥∥
B
+
2λ+ k
λ+ k
∥∥∥∥∥
√
wλ(k)√
wλ(k + 1)
thλt (k + 1)− thλt (k)
∥∥∥∥∥
B
, k ∈ N.(52)
Now, we are going to establish that
(53) L(k) :=
∥∥∥∥∥
√
wλ(k)√
wλ(k + 1)
thλt (k + 1)− thλt (k)
∥∥∥∥∥
B
≤ C
(k + 1)λ+1
, k > λ+
5
2
.
By partial integration in (30) we can obtain ([17, (35)])
(54) Iν(z) =
zν−2√
pi2ν−2Γ(ν − 3/2)
∫ 1
−1
e−zs
z
(1 + zs)s(1− s2)ν−5/2ds, z > 0 and ν > 3
2
.
By using (30) and (54) we have that
L(k) =
√
piΓ
(
λ+
1
2
)√
wλ(k)‖e−2tt1−λ[Iλ+k+1(2t)− Iλ+k(2t)]‖B
≤ C
√
wλ(k)
Γ(λ+ k − 1/2)
∥∥∥∥tk−1 ∫ 1−1 e−2t(1+s)(1− s2)λ+k−3/2s(1 + 2t(1 + s))ds
∥∥∥∥
B
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≤ C
√
wλ(k)
Γ(λ+ k − 1/2)
(∥∥∥∥tk−1 ∫ 1−1 e−2t(1+s)(1− s2)λ+k−3/2(1 + s)ds
∥∥∥∥
B
+
∥∥∥∥tk ∫ 1−1 e−2t(1+s)(1− s2)λ+k−3/2(1 + s)2ds
∥∥∥∥
B
)
.
By taking into account (4) and Lemma 4.1 we can conclude that
L(k) ≤
√
wλ(k)k!
Γ(λ+ k − 1/2)
(
1
(k + 1)λ+7/2
+
1
(k + 1)λ+5/2
)
≤ C
(k + 1)λ+1
, k > λ+
5
2
,
and (53) is proved.
Then, by using (4) and (53), we obtain
(55) ‖ψλt (k)‖B ≤
k
λ+ k
√
wλ(k)√
wλ(k − 1)
L(k − 1) + 2λ+ k
λ+ k
L(k) ≤ C
(k + 1)λ+1
, when k > λ+
7
2
.
On the other hand, [37, (5.16.4) and (5.11.10)] say that, for every ν > 0,
(56) Iν(z) ∼ z
ν
2νΓ(ν + 1)
, as z → 0+,
and, for every n ∈ N,
(57) e−z
√
zIν(z) =
1√
2pi
(
n∑
r=0
(−1)r[ν, r](2z)−r + O(z−n−1)
)
,
where [ν, 0] = 1, and
[ν, r] =
(4ν2 − 1)(4ν2 − 32) · · · (4ν2 − (2r − 1)2)
22rΓ(r + 1)
, r ∈ N \ {0}.
From (56) we deduce that, for every k ∈ N, there exists Ck > 0 such that
(58) |thλt (k)| ≤ Cktk+1, t ∈ (0, 1).
By (50) and (57) it follows that
ψλt (k) =
√
piΓ
(
λ+
1
2
)√
wλ(k)t
1−λe−2t
[
k
λ+ k
Iλ+k−1(2t)− 2Iλ+k(2t) + 2λ+ k
λ+ k
Iλ+k+1(2t)
]
=
1
2
Γ
(
λ+
1
2
)√
wλ(k)t
1/2−λ
[
k
λ+ k
− 2 + 2λ+ k
λ+ k
+O
(1
t
)]
= O(t−1/2−λ), t > 0 and k ∈ N.(59)
By combining (51), (58) and (59) we obtain, for every k ∈ N, a constant Ck > 0 such that
‖ψλt (k)‖B ≤ Ck.
This estimate, jointly (55), gives (49) with a constant C > 0 that does not depend on k.
By considering (33) (for α = 0) and (49) we can write
‖Kλt (n,m)‖B ≤
n+m∑
k=|n−m|
cλ(n,m, k)‖ψλt (k)‖B ≤
∞∑
k=0
cλ(n,m, k)
(k + 1)λ+1
≤ C|n−m| ,
and (46) is established. 
Proof of (47). In order to show (47), we are going to proceed as in the proof of (27). Thus we need
to justify the following estimations:
(B1) ‖Kλt (n+ 1,m)−Kλt (n,m)‖B ≤
C
|n−m|2 , n,m ∈ N, n > m;
(B2) ‖Kλt (n,m)−Kλt (n− 1,m)‖B ≤
C
|n−m|2 , n,m ∈ N, 1 ≤ n < m ≤ 2n.
Let n,m ∈ N and n > m. As in the proof of (27) we can write
(60) Kλt (n+ 1,m)−Kλt (n,m) = I1(n,m, t) + I2(n,m, t), t > 0,
where
I1(n,m, t) :=
n+m∑
k=n−m
cλ(n+ 1,m, k + 1)
[
ψλt (k + 1)−
√
wλ(k + 1)√
wλ(k)
ψλt (k)
]
, t > 0,
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and
I2(n,m, t) :=
n+m∑
k=n−m
[√wλ(k + 1)√
wλ(k)
cλ(n+ 1,m, k + 1)− cλ(n,m, k)
]
ψλt (k), t > 0.
By using the estimations (37), (49) and (33) (for α = 0) we deduce that
(61) ‖I2(n,m, ·)‖B ≤ C
n−m
n+m∑
k=n−m
cλ(n,m, k)
(k + 1)λ+1
≤ C|n−m|2 .
On the other hand, if we show that
(62)
∥∥∥∥∥ψλt (k + 1)−
√
wλ(k + 1)√
wλ(k)
ψλt (k)
∥∥∥∥∥
B
≤ C
(k + 1)λ+2
, k ∈ N,
we can write, by using also (33) (for α = 1/2),
‖I1(n,m, ·)‖B ≤ C
n+m∑
k=n−m
cλ(n+ 1,m, k + 1)
(k + 1)λ+2
≤ C|n−m|2 ,
which, jointly (60) and (61)), gives property (B1).
Let us justify (62). By using (30) and (54) we get∥∥∥∥∥ψλt (k + 1)−
√
wλ(k + 1)√
wλ(k)
ψλt (k)
∥∥∥∥∥
B
=
√
piΓ
(
λ+
1
2
)√
wλ(k + 1)
∥∥t∂t[e−2tt−λ(Iλ+k+1(2t)− Iλ+k(2t)]∥∥B
≤ C
√
wλ(k + 1)
Γ(λ+ k − 1/2)
∥∥∥∥t∂t[tk−2 ∫ 1−1 e−2t(1+s)(1− s2)λ+k−3/2s(1 + 2t(1 + s))ds
]∥∥∥∥
B
≤ C
√
wλ(k + 1)
Γ(λ+ k − 1/2)
(∥∥∥∥(k − 2)tk−2 ∫ 1−1 e−2t(1+s)(1− s2)λ+k−3/2s(1 + 2t(1 + s))ds
]∥∥∥∥
B
+
∥∥∥∥tk−1 ∫ 1−1 e−2t(1+s)(1− s2)λ+k−3/2s(1 + s)(1 + 2t(1 + s))ds
∥∥∥∥
B
+
∥∥∥∥tk−1 ∫ 1−1 e−2t(1+s)(1− s2)λ+k−3/2s(1 + s)ds
∥∥∥∥
B
)
≤ C
√
wλ(k + 1)
Γ(λ+ k − 1/2)
(∥∥∥∥(k + 1)tk−2 ∫ 1−1 e−2t(1+s)(1− s2)λ+k−3/2(1 + s)ds
∥∥∥∥
B
+
∥∥∥∥(k + 1)tk−1 ∫ 1−1 e−2t(1+s)(1− s2)λ+k−3/2(1 + s)2ds
∥∥∥∥
B
+
∥∥∥∥tk ∫ 1−1 e−2t(1+s)(1− s2)λ+k−3/2(1 + s)3ds
∥∥∥∥
B
)
.
Now, by using estimate (4) and Lemma 4.1 we obtain∥∥∥∥∥ψλt (k + 1)−
√
wλ(k + 1)√
wλ(k)
ψλt (k)
∥∥∥∥∥
B
≤ C (k + 1)
λk!
Γ(λ+ k − 1/2)
(
1
(k + 1)λ+9/2
+
1
(k + 1)λ+7/2
)
≤ C k!
Γ(λ+ k − 1/2)(k + 1)7/2 ≤
C
(k + 1)λ+2
, when k > λ+ 9/2.
Also, by taking into account (49), if k ∈ N, k ≤ λ+ 9/2,∥∥∥∥∥ψλt (k + 1)−
√
wλ(k + 1)√
wλ(k)
ψλt (k)
∥∥∥∥∥
B
≤ C(‖ψλt (k + 1)‖B + ‖ψλt (k)‖B)
≤ C
(k + 1)λ
≤ C ≤ C
(k + 1)λ+2
,
and thus, (62) is established.
Property (B2) can be obtained by proceeding as in the proof of (A2), and using (49) and (62).
Moreover, (B1) and (B2) lead to (47) in the same way as (27) was proved from (A1) and (A2).
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
According to Theorem 1.1 we deduce that for every 1 ≤ p < ∞ and w ∈ Ap(N) the operator
Gλ can be extended from `2(N) ∩ `p(N, w) to `p(N, w) as a bounded operator from `p(N, w) into
`pB(N, w), when 1 < p <∞ and from `1(N, w) into `1,∞B (N, w). Let us denote by T to this extension.
Our objective now is to show that
[T(f)(n)](t) = t∂tWt(f)(n), n ∈ N and t ∈ (0,∞) \ E,
for certain E ⊂ (0,∞) with |E| = 0. Thus, we can conclude that the Littlewood-Paley function
g1Wλ is bounded from `
p(N, w) into itself, when 1 < p <∞ and from `1(N, w) into `1,∞(N, w).
Let 1 < p < ∞ and w ∈ Ap(N). Suppose f ∈ `p(N, w) and that (f`)∞`=0 is a sequence in CN0 for
which f` −→ f , as `→∞, in `p(N, w). We have that
Gλ(f`) −→ T(f), as `→∞, in `pB(N, w).
Then, for every n ∈ N,∫ ∞
0
|t∂tWλt (f`)(n)− [T(f)(n)](t)|2
dt
t
−→ 0, as `→∞.
Let n ∈ N. There exists an increasing sequence φ : N −→ N and a measurable set E ⊂ (0,∞) with
zero Lebesgue measure such that, for every t ∈ (0,∞) \ E,
t∂tW
λ
t (fφ(`))(n) −→ [T(f)(n)](t), as `→∞.
We consider the following maximal operators
Wλ,−∗ (g)(`) := sup
t>0
∣∣∣∣∣
∞∑
m=0
g(m)
∞∑
r=1
cλ(`,m, r)h
λ
t (r − 1)
∣∣∣∣∣ , ` ∈ N,
and
Wλ,+∗ (g)(`) := sup
t>0
∣∣∣∣∣
∞∑
m=0
g(m)
∞∑
r=1
cλ(`,m, r)h
λ
t (r + 1)
∣∣∣∣∣ , ` ∈ N.
By proceeding as in Section 3 we can prove that these maximal operators are bounded from `p(N, w)
into itself. Also, by (5), (12) and (24) we have that
|t∂tWλt (g)(n)| ≤ Ct[Wλ∗ (|g|)(n) +Wλ,+∗ (|g|)(n) +Wλ,−∗ (|g|)(n)], t > 0.
Let t0 ∈ (0,∞). Since Wλ∗ , Wλ,+∗ and Wλ,−∗ are bounded operators from `p(N, w) into itself, it
follows that
[t∂tW
λ
t (fφ(`))(n)]|t=t0 −→ [t∂tWλt (f)(n)]|t=t0 , as `→∞.
Hence, for every t ∈ (0,∞) \ E, [T(f)(n)](t) = t∂tWλt (f)(n).
In a similar way we can prove that g1Wλ is bounded from `
1(N, w) into `1,∞(N, w).
4.2. Proof of Theorem 1.1 for gkWλ , k > 1. In order to show that Littlewood-Paley functions
gkWλ , k > 1, are bounded from `
p(N, w) into itself, when 1 < p < ∞ and w ∈ Ap(N), we use a
reduction argument that we learnt from Professor C. Segovia and J.L. Torrea.
We need the following form of a Krivine’s result ([35, Theorem 1.f.14, p. 93]).
Theorem 4.1. Let Hi, i = 1, 2, be Hilbert spaces and let (Ω,A , µ) be a measure space. Assume
that 1 < p <∞, w ∈ Ap(N) and T is a bounded operator from `pH1(N, w) into `
p
H2(N, w). We define
the operator T˜ by
T˜ (F )(n, θ) = T (F (·, θ))(n), n ∈ N and θ ∈ Ω,
for every F : N × Ω −→ H1 such that F (·, θ) ∈ `pH1(N, w), for every θ ∈ Ω. Then, T˜ is a bounded
operator from `p
L2H1 (Ω)
(N, w) into `p
L2H2 (Ω)
(N, w).
Let k ∈ N and suppose that gkWλ is bounded from `p(N, w) into itself, where 1 < p < ∞ and
w ∈ Ap(N). We will show that gk+1Wλ is also bounded from `p(N, w) into itself.
For every m ∈ N we define the operator
Gmλ : `
p(N, w) −→ `pB(N, w)
f −→ Gmλ (f)(n; t) := tm∂mt Wλt (f)(n).
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We have that G1λ and G
k
λ are bounded from `
p(N, w) into `pB(N, w). We also consider the operator
G˜1λ defined by
G˜1λ(F )(n, θ; t) = G
1
λ(F (·, θ))(n; t), n ∈ N, θ, t ∈ (0,∞).
According to Theorem 4.1 for H1 = C and H2 = B, the operator G˜1λ is bounded from `
p
B(N, w) into
`L2B((0,∞),dθ/θ)(N, w).
A straightforward manipulation (see, for instance, [12, Proposition 2.5] leads to
‖Gk+1λ (f)(n; ·)‖B =
√
2k(2k + 1)‖G˜1λ[Gkλ(f)](n, ·; ·)‖L2B((0,∞),dθ/θ), f ∈ C
N
0 .
Hence, Gk+1λ defines a bounded operator from `
p(N, w) into `pB(N, w).
Thus, we have established that gkWλ is bounded from `
p(N, w) into `pB(N, w), for every k ∈ N.
Remark 4.1. The above argument does not allow us to obtain the weak (1,1) boundedness for the
Littlewood-Paley function gkWλ when k > 1. In order to get the `
1-boundedness properties for gkWλ
we need to obtain a treatable expression for ∂kt hλt , t ∈ (0,∞), for every k ∈ N. We can not get this
general form for ∂kt hλt , t ∈ (0,∞).
4.3. Proof of Theorem 1.1 for gkPλ . Let k ∈ N \ {0}. We consider the operator
Qλ,k : `2(N) −→ `2B(N)
f −→ Qλ,k(f)(n; t) := tk∂kt Pλt (f)(n).
According to (12) and (14) we have that, for every f ∈ CN0 ,
Pλt (f)(n) =
1√
pi
∫ ∞
0
e−u√
u
Wλt2
4u
(f)(n)du =
∞∑
m=0
f(m)Mλt (n,m), n ∈ N and t > 0,
where
Mλt (n,m) :=
1√
pi
∫ ∞
0
e−u√
u
λτn(h
λ
t2/(4u))(m)du, n,m ∈ N and t > 0.
By making a change of variables we can write
Mλt (n,m) =
t
2
√
pi
∫ ∞
0
e−t
2/(4u)
u3/2
λτn(h
λ
u)(m)du = λτn
[
1
2
√
pi
∫ ∞
0
te−t
2/(4u)
u3/2
hλu(k)du
]
(m).
For every t > 0 we define Ψλ,kt by
Ψλ,kt (`) :=
tk
2
√
pi
∫ ∞
0
∂kt [te
−t2/(4u)]
u3/2
hλu(`)du, ` ∈ N.
Then, for every f ∈ CN0 , we have that
tk∂kt P
λ
t (f)(n) =
∞∑
m=0
f(m)Qλ,kt (n,m), n ∈ N and t > 0,
where
Qλ,kt (n,m) := λτn(Ψ
λ,k
t )(m), n,m ∈ N.
By using spectral theory we can see that Qλ,k is a bounded operator from `2(N) into `2B(N).
Indeed, let f ∈ `2(N). We have that
Fλ(P
λ
t (f))(x) = e
−
√
2(1−x)tFλ(f)(x), x ∈ (−1, 1), t > 0.
Plancherel equality leads to
∞∑
n=0
‖Qλ,k(f)(n; ·)‖2B =
∫ ∞
0
∞∑
n=0
|Qλ,k(f)(n; t)|2 dt
t
=
∫ ∞
0
∫ 1
−1
(t
√
2(1− x))2ke−2
√
2(1−x)t|Fλ(f)(x)|2dxdt
t
=
Γ(2k)
22k
∫ 1
−1
|Fλ(f)(x)|2dx = Γ(2k)
22k
∞∑
n=0
|f(n)|2.
We are going to see that there exists C > 0 such that, for every n,m, ` ∈ N, n 6= m,
(63) ‖Qλ,kt (n,m)‖B ≤
C
|n−m| ;
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(64) ‖Qλ,kt (n,m)−Qλ,kt (`,m)‖B ≤ C
|n− `|
|n−m|2 , |n−m| > 2|n− `|, and
m
2
≤ n, ` ≤ 3m
2
,
and
(65) ‖Qλ,kt (m,n)−Qλ,kt (m, `)‖B ≤ C
|n− `|
|n−m|2 , |n−m| > 2|n− `|, and
m
2
≤ n, ` ≤ 3m
2
.
In order to obtain these estimations we can proceed as in the heat case in Section 4.1. Thus, we
only need to establish analogous properties to (49) and (62) for Ψλ,kt , that is,
(66) ‖Ψλ,kt (`)‖B ≤
C
(`+ 1)λ+1
, ` ∈ N \ {0},
and
(67)
∥∥∥∥∥Ψλ,kt (`+ 1)−
√
wλ(`+ 1)√
wλ(`)
Ψλ,kt (`)
∥∥∥∥∥
B
≤ C
(`+ 1)λ+2
, ` ∈ N \ {0}.
Remark 4.2. Actually, since we assume n,m ∈ N, n 6= m, and
λτn(Ψ
λ,k
t ) =
n+m∑
`=|n−m|
cλ(n,m, `)Ψ
λ,k
t (`),
we only need to establish properties (66) and (67) for ` ∈ N \ {0}.
By using Fa di Bruno’s formula ([24, Lemma 4.3, (4.6)]) we can obtain (see [11, Lemma 4])
|∂kt [te−t
2/(4u)]| ≤ Ce−t2/(8u)u(1−k)/2, t, u ∈ (0,∞).
It follows that
(68) ‖tk∂kt [te−t
2/(4u)]‖B ≤ Cu(1−k)/2
(∫ ∞
0
t2k−1e−t
2/(4u)dt
)1/2
≤ C√u, u > 0.
Assume ` ∈ N, ` ≥ 1. Let us prove (66). By the Minkowski integral’s inequality and (29) we can
write
‖Ψλ,kt (`)‖B ≤ C
∫ ∞
0
‖tk∂kt [te−t
2/(4u)]‖Bh
λ
u(`)
u3/2
du ≤ C
√
wλ(`)
∫ ∞
0
e−2uu−λ−1Iλ+`(2u)du
≤ C
√
wλ(`)
Γ(λ+ `+ 1/2)
∫ ∞
0
u`−1
∫ 1
−1
e−2u(1+s)(1− s2)λ+`−1/2dsdu
≤ C
√
wλ(`)Γ(`)
2`Γ(λ+ `+ 1/2)
∫ 1
−1
(1− s2)λ+`−1/2(1 + s)−`ds = C
√
wλ(`)Γ(`)
Γ(2λ+ `+ 1)
≤ C
(`+ 1)λ+1
.
In order to prove (67) we use (29) and (30) and again (68) to get∥∥∥∥∥Ψλ,kt (`+ 1)−
√
wλ(`+ 1)√
wλ(`)
Ψλ,kt (`)
∥∥∥∥∥
B
≤ C
√
wλ(`+ 1)
∫ ∞
0
e−2uu−λ−1|Iλ+`+1(2u)− Iλ+`(2u)|du
≤ C
√
wλ(`+ 1)
Γ(λ+ `+ 1/2)
∫ ∞
0
u`−1
∫ 1
−1
e−2u(1+s)(1 + s)(1− s2)λ+`−1/2dsdu
≤ C
√
wλ(`+ 1)Γ(`)
2`Γ(λ+ `+ 1/2)
∫ 1
−1
(1− s2)λ+`−1/2(1 + s)1−`ds
= C
√
wλ(`+ 1)Γ(`)
Γ(2λ+ `+ 2)
≤ C
(`+ 1)λ+2
.
By proceeding as in the proof of the corresponding property for the heat case in Section 4.1, by
using (66) and (67) we can prove (63), (64) and (65).
The proof of the `p-boundedness properties for gkPλ can be finished now similarly to the case of
g1Wλ (see Section 4.1).
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5. Proof of Proposition 1.1
The right hand side inequality in (15) was established in Theorem 1.1. To prove the left hand
side one we need to show the following polarization formulas.
Lemma 5.1. Let λ > 0, 1 < p <∞ and w ∈ Ap(N). Then, for every f ∈ `p(N, w) and g ∈ `p′(N, v),
where 1/p+ 1/p′ = 1 and v = w−p
′/p,
(69)
∞∑
n=0
∫ ∞
0
tk∂ktW
λ
t (f)(n)t
k∂ktW
λ
t (g)(n)
dt
t
=
Γ(2k)
22k
∞∑
n=0
f(n)g(n),
and
(70)
∞∑
n=0
∫ ∞
0
tk∂kt P
λ
t (f)(n)t
k∂kt P
λ
t (g)(n)
dt
t
=
Γ(2k)
22k
∞∑
n=0
f(n)g(n),
Proof. Let f, g ∈ CN0 . We can write, by proceeding as in (25),
∞∑
n=0
∫ ∞
0
tk∂ktW
λ
t (f)(n)t
k∂ktW
λ
t (g)(n)
dt
t
=
∫ ∞
0
t2k−1
∞∑
n=0
∂ktW
λ
t (f)(n)∂
k
tW
λ
t (g)(n)dt
=
∫ ∞
0
t2k−1
∫ 1
−1
Fλ(f)(x)Fλ(g)(x)e
−4t(1−x)(−2(1− x))2kdxdt
=
Γ(2k)
22k
∫ 1
−1
Fλ(f)(x)Fλ(g)(x)dx =
Γ(2k)
22k
∞∑
n=0
f(n)g(n).
The interchange between the serie and the integral is legitimated because f, g ∈ CN0 . Since CN0 is a
dense subspace of `p(N, w) and `p′(N, v), by applying Theorem 1.1 and a continuity argument, we
can prove the equality (69) for every f ∈ `p(N, w) and g ∈ `p′(N, v).
Equality (70) can be established similarly. 
Let 1 < p < ∞ and w ∈ Ap(N). By taking into account that (`p(N, w))′ = `p′(N, w−p′/p), (69)
and Theorem 1.1 we get
‖f‖`p(N,w) = sup
g∈G
∣∣∣∣∣
∞∑
n=0
f(n)g(n)
∣∣∣∣∣ = 22kΓ(2k) supg∈G
∣∣∣∣∣
∞∑
n=0
∫ ∞
0
tk∂ktW
λ
t (f)(n)t
k∂ktW
λ
t (g)(n)
dt
t
∣∣∣∣∣
≤ C sup
g∈G
‖tk∂ktWλt (f)‖`pB(N,w)‖tk∂ktWλt (g)‖`p′B (N,w−p′/p) ≤ C‖t
k∂ktW
λ
t (f)‖`pB(N,w),
where G represents the set of functions g ∈ `p′(N, w−p′/p) such that ‖g‖`p′ (N,w−p′/p) ≤ 1. Thus, the
left hand side inequality in (15) in the heat case is proved. For the Poisson semigroup {Pλt }t>0 we
can proceed in a similar way.
6. Proof of Theorem 1.2
Let λ, µ > 1. The transplantation operator Tλ,µ is defined by
Tλ,µ(f) = F
−1
µ (Fλf), f ∈ `2(N).
Since Fλ is an isometric isomorphism from `2(N) into L2(−1, 1), Tλ,µ is an isometry from `2(N)
into itself. If f ∈ CN0 , we have that
Tλ,µ(f)(n) = F
−1
µ
( ∞∑
m=0
f(m)ϕλm
)
(n) =
∞∑
m=0
f(m)Kλ,µ(n,m), n ∈ N,
where
Kλ,µ(n,m) :=
∫ 1
−1
ϕµn(x)ϕ
λ
m(x)dx, n,m ∈ N.
Moreover, if f ∈ `2(N), then
Tλ,µ(f)(n) = lim
k→∞
k∑
m=0
f(m)Kλ,µ(n,m),
in the sense of convergence in `2(N) and also pointwisely.
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Since ϕλk is an odd (even) function when k is odd (even), we obtain
Kλ,µ(n,m) =

2
∫ 1
0
ϕµn(x)ϕ
λ
m(x)dx, if n and m are both odd or both even,
0, otherwise.
We can write, for every f ∈ `2(N),
Tλ,µ(f)(n) =

∞∑
m=0
f(2m)Kλ,µ(n, 2m), if n is even,
∞∑
m=0
f(2m+ 1)Kλ,µ(n, 2m+ 1), if n is odd.
We now define the following two operators:
T eλ,µ(f)(n) :=
∞∑
m=0
f(m)Keλ,µ(n,m), f ∈ `2(N),
and
T oλ,µ(f)(n) :=
∞∑
m=0
f(m)Koλ,µ(n,m), f ∈ `2(N),
where
Keλ,µ(n,m) := Kλ,µ(2n, 2m), n,m ∈ N,
and
Koλ,µ(n,m) := Kλ,µ(2n+ 1, 2m+ 1), n,m ∈ N.
The superindices e and o refer to even and odd, respectively. Note that, for every f ∈ `2(N),
Tλ,µ(f)(2n) = T
e
λ,µ(f˜)(n), n ∈ N,
and
Tλ,µ(f)(2n+ 1) = T
o
λ,µ(f̂)(n), n ∈ N,
where f˜(n) := f(2n), and f̂(n) := f(2n+ 1), n ∈ N.
Since the operator Tλ,µ is bounded from `2(N) into itself, the operators T eλ,µ and T oλ,µ are
bounded from `2(N) into itself. It is sufficient to note that if f ∈ `2(N), then
T eλ,µ(f)(n) = Tλ,µ(g)(2n) and T
o
λ,µ(f)(n) = Tλ,µ(h)(2n+ 1), n ∈ N,
where
g(n) = f
(n
2
)
χ{m∈N: m is even}(n) and h(n) = f
(n− 1
2
)
χ{m∈N: m is odd}(n), n ∈ N.
We are going to prove that there exists C > 0 such that, for each n,m, ` ∈ N, n 6= m,
|Kλ,µ(n,m)| ≤ C|n−m| , provided that (µ− 1)/2 < λ < µ,(71)
|Ksλ,µ(n,m)−Ksλ,µ(`,m)| ≤ C
|n− `|
|n−m|2 ,
m
2
≤ n, ` ≤ 3m
2
,(72)
|Ksλ,µ(m,n)−Ksλ,µ(m, `)| ≤ C
|n− `|
|n−m|2 ,
m
2
≤ n, ` ≤ 3m
2
,(73)
when s = o or s = e.
Remark 6.1. Actually, we will also establish that (71) is satisfied for all λ, µ > 0, when n,m ∈ N,
n 6= m and m/2 ≤ n ≤ 3m/2, that (72) holds for all λ > 0 and µ > 1, and (73), for all λ > 1 and
µ > 0.
We will use the following two lemmas established in [52, p. 49 and p. 59] (see also [6, p. 400]),
which refers to the ultraspherical polynomials Pλk in (2).
DISCRETE HARMONIC ANALYSIS ASSOCIATED WITH ULTRASPHERICAL EXPANSIONS 25
Lemma 6.1. Assume that γ > 0 is not an integer. Then, for every k, r ∈ N, and θ ∈ (0, pi),
(74) Pγk (cos θ) = A
γ
k,r(θ) +R
γ
k,r(θ),
where
Aγk,r(θ) :=
r−1∑
`=0
bγ`
k!
Γ(k + `+ γ + 1)
cos((k + `+ γ)θ − (`+ γ)pi/2)
(2 sin θ)`+γ
,
with
bγ` :=
2
pi
sin(γpi)
Γ(2γ)
Γ(γ)
Γ(`+ γ)Γ(`− γ + 1)
`!
, ` = 0, ..., r − 1,
and
|Rγk,r(θ)| ≤ C(k sin θ)−(r+γ), θ ∈ (0, pi),
being C > 0 independent of θ ∈ (0, pi) and k, r ∈ N.
Lemma 6.2. Assume that γ ∈ N, γ ≥ 1. Then, for every k ∈ N and θ ∈ (0, pi),
Pγk (cos θ) =
γ−1∑
`=0
b˜γ`
k!
Γ(k + `+ γ + 1)
cos((k + `+ γ)θ − (`+ γ)pi/2)
(2 sin θ)`+γ
,
where
b˜γ` := (−1)`
2Γ(2γ)Γ(`+ γ)
Γ(γ)`!Γ(γ − `) , ` = 0, ..., r − 1.
Note that if r, k ∈ N, r ≤ γ − 1, and θ ∈ (0, pi),
(75) Pγk (cos θ) = A˜
γ
k,r(θ) + R˜
γ
k,r(θ),
where
A˜γk,r :=
r−1∑
`=0
b˜γ`
k!
Γ(k + `+ γ + 1)
cos((k + `+ γ)θ − (`+ γ)pi/2)
(2 sin θ)`+γ
,
and
|R˜γk,r(θ)| ≤ C(k sin θ)−(r+γ), θ ∈ (0, pi),
where C > 0 does not depend on θ ∈ (0, pi) nor on k, r ∈ N, r ≤ γ − 1.
Proof of (71). Let (µ− 1)/2 < λ < µ.
When n,m ∈ N and 0 ≤ n ≤ m/2 or 3m/2 ≤ n, according to [6, pp. 400-401] and since
(µ− 1)/2 < λ < µ, we have that
|Kλ,µ(n,m)| ≤ C

1
m
, 0 ≤ n ≤ m
2
,
1
n
, n ≥ 3m
2
,
and (71) is established for every n,m ∈ N, such that 0 ≤ n ≤ m/2 or 3m/2 ≤ n.
We now assume that n,m ∈ N, m/2 ≤ n ≤ 3m/2, n 6= m. To analyze this case we use some of
the ideas in [6], and, as we can observe, in this case (71) is satisfied for every λ, µ > 0.
Suppose that n and m are both even or both odd. We have that
Kλ,µ(n,m) = 2
∫ pi/2
0
ϕµn(cos θ)ϕ
λ
m(cos θ) sin θdθ = 2
(∫ 1/n
0
+
∫ pi/2
1/n
)
ϕµn(cos θ)ϕ
λ
m(cos θ) sin θdθ
= 2
√
wλ(m)wµ(n)
(∫ 1/n
0
+
∫ pi/2
1/n
)
Pµn (cos θ)P
λ
m(cos θ)(sin θ)
λ+µdθ
=: K0(n,m) +K1(n,m).(76)
By using (4), and since |Pγk (x)| ≤ 1, x ∈ (−1, 1), k ∈ N and γ > 0, ([51, Theorem 7.33.1]), we
get
(77) |K0(n,m)| ≤ Cnλ+µ
∫ 1/n
0
θλ+µdθ ≤ C
n
,
where C > 0 does not depend on n.
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We use Lemmas 6.1 and 6.2 to estimate K1(n,m). Assume that λ, µ are not integers. By using
(74) with r = 2 we get
K1(n,m) = 2
√
wλ(m)wµ(n)
∫ pi/2
1/n
[
Aµn,2(θ)A
λ
m,2(θ) +A
µ
n,2(θ)R
λ
m,2(θ)
+Aλm,2(θ)R
µ
n,2(θ) +R
µ
n,2(θ)R
λ
m,2(θ)
]
(sin θ)λ+µdθ.
We observe that, for every γ > 0, k, r ∈ N, and θ ∈ (0, pi/2),
(78) |Aγk,r(θ)| ≤ C
k!
(sin θ)γ
r−1∑
`=0
1
Γ(k + `+ γ + 1)(sin θ)`
≤ C
[(k + 1)θ]γ
r−1∑
`=0
1
[(k + 1)θ]`
.
Then, for every θ ∈ (1/n, pi/2), we have that
|Aµn,2(θ)Rλm,2(θ) +Aλm,2(θ)Rµn,2(θ) +Rµn,2(θ)Rλm,2(θ)| ≤ C
(
1
(nθ)λ+µ+2
+
1
(nθ)λ+µ+4
)
≤ C
(nθ)λ+µ+2
,
which jointly with (4), leads to
|K1(n,m)| ≤ C
(
nλ+µ
∣∣∣∣∣
∫ pi/2
1/n
Aµn,2(θ)A
λ
m,2(θ)(sin θ)
λ+µdθ
∣∣∣∣∣+ 1n2
∫ ∞
1/n
dθ
θ2
)
≤ C
(
nλ+µ
∣∣∣∣∣
∫ pi/2
1/n
Aµn,2(θ)A
λ
m,2(θ)(sin θ)
λ+µdθ
∣∣∣∣∣+ 1n
)
.(79)
Next we estimate the first summand in the last inequality. For every k ∈ N and γ > 0, we
consider αγk(θ) := (k + γ)θ − γpi/2, θ ∈ (0, pi/2). Then, for every θ ∈ (0, pi/2),
Aµn,2(θ)A
λ
m,2(θ) =
n!m!
(sin θ)λ+µ
(
bµ0 b
λ
0
cos(αµn(θ)) cos(α
λ
m(θ))
Γ(n+ µ+ 1)Γ(m+ λ+ 1)
+ bµ1 b
λ
0
sin(αµn(θ) + θ) cos(α
λ
m(θ))
Γ(n+ µ+ 2)Γ(m+ λ+ 1) sin θ
+bµ0 b
λ
1
cos(αµn(θ)) sin(α
λ
m(θ) + θ)
Γ(n+ µ+ 1)Γ(m+ λ+ 2) sin θ
+ bµ1 b
λ
1
sin(αµn(θ) + θ) sin(α
λ
m(θ) + θ)
Γ(n+ µ+ 2)Γ(m+ λ+ 2)(sin θ)2
)
.
Thus, we obtain
nλ+µ
∣∣∣∣∣
∫ pi/2
1/n
Aµn,2(θ)A
λ
m,2(θ)(sin θ)
λ+µdθ
∣∣∣∣∣ ≤ C
(∣∣∣ ∫ pi/2
1/n
cos(αµn(θ)) cos(α
λ
m(θ))dθ
∣∣∣
+
∣∣∣ ∫ pi/2
1/n
sin(αµn(θ) + θ) cos(α
λ
m(θ))
n sin θ
dθ
∣∣∣+ ∣∣∣ ∫ pi/2
1/n
cos(αµn(θ)) sin(α
λ
m(θ) + θ)
n sin θ
dθ
∣∣∣
+
∣∣∣ ∫ pi/2
1/n
sin(αµn(θ) + θ) sin(α
λ
m(θ) + θ)
(n sin θ)2
dθ
∣∣∣) =: C 4∑
j=1
Ij(n,m).(80)
We note that
(81) I4(n,m) ≤ C
n2
∫ ∞
1/n
dθ
θ2
≤ C
n
.
For I1(n,m), we have I1(n,m) ≤ C and, also, when n+ µ 6= m+ λ,
I1(n,m) =
1
2
∣∣∣∣∣
∫ pi/2
1/n
(
cos(αµn(θ) + α
λ
m(θ)) + cos(α
µ
n(θ)− αλm(θ))
)
dθ
∣∣∣∣∣
≤ C
( | sin(αµn(θ) + αλm(θ))|
n+m+ λ+ µ
∣∣∣pi/2
θ=1/n
+
| sin(αµn(θ)− αλm(θ))|
|n−m+ λ− µ|
∣∣∣pi/2
θ=1/n
)
≤ C
(
1
n+m+ λ+ µ
+
1
|n−m+ µ− λ|
)
≤ C
(
1
n
+
1
|n−m+ µ− λ|
)
.
Then, we get that
I1(n,m) ≤ C ≤ C|n−m| , when |n−m| ≤ 2|µ− λ|,
and
I1(n,m) ≤ C
(
1
n
+
1
|n−m+ µ− λ|
)
≤ C
(
1
n
+
1
|n−m|
)
, if |n−m| > 2|µ− λ|,
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that is,
(82) I1(n,m) ≤ C|n−m| .
On the other hand, we have that
2 sin(αµn(θ) + θ) cos(α
λ
m(θ)) = sin(α
µ
n(θ) + α
λ
m(θ) + θ) + sin(α
µ
n(θ)− αλm(θ) + θ)
= sin((n+m+ µ+ λ+ 1)θ) cos((λ+ µ)pi/2)− cos((n+m+ µ+ λ+ 1)θ) sin((λ+ µ)pi/2)
+ sin((n−m+ µ− λ+ 1)θ) cos((µ− λ)pi/2)− cos((n−m+ µ− λ+ 1)θ) sin((µ− λ)pi/2).
Let A := n+m+ µ+ λ+ 1 or A := n−m+ µ− λ+ 1. We are going to estimate
J1 :=
∣∣∣∣∣
∫ pi/2
1/n
sin(Aθ)
n sin θ
dθ
∣∣∣∣∣ and J2 :=
∣∣∣∣∣
∫ pi/2
1/n
cos(Aθ)
n sin θ
dθ
∣∣∣∣∣ ,
when A 6= 0. We can write
J1 ≤ 1
n
(∫ pi/2
1/n
∣∣∣ 1
sin θ
− 1
θ
∣∣∣dθ + ∣∣∣∣∣
∫ pi/2
1/n
sin(|A|θ)
θ
dθ
∣∣∣∣∣
)
≤ 1
n
(∫ pi/2
1/n
θdθ +
∣∣∣∣∣
∫ |A|pi/2
|A|/n
sinu
u
du
∣∣∣∣∣
)
≤ C
n
(
1 +
∣∣∣∣∣cosuu ]u=|A|pi/2u=|A|/n +
∫ |A|pi/2
|A|/n
cosu
u2
du
∣∣∣∣∣
)
≤ C
n
(
1 +
n
|A| +
∫ ∞
|A|/n
du
u2
)
≤ C
n
(
1 +
n
|A|
)
.
In a similar way,
J2 ≤ C
n
(
1 +
∣∣∣∣∣
∫ |A|pi/2
|A|/n
cosu
u
du
∣∣∣∣∣
)
≤ C
n
(
1 +
∣∣∣∣∣ sinuu ]u=|A|pi/2u=|A|/n +
∫ |A|pi/2
|A|/n
sinu
u2
du
∣∣∣∣∣
)
≤ C
n
(
1 +
n
|A|
)
.
Thus, we can deduce that, when n+ µ 6= m+ λ+ 1, and n+ µ 6= m+ λ− 1,
I2(n,m) + I3(n,m) ≤ C
n
(
1 +
n
n+m+ λ+ µ+ 1
+
n
|n−m+ µ− λ+ 1| +
n
|n−m+ µ− λ− 1|
)
.
Then, if |n−m| > 2 max{|µ− λ+ 1|, |µ− λ− 1|},
I2(n,m)+I3(n,m) ≤ C
(
1
n
+
1
|n−m| − |µ− λ+ 1| +
1
|n−m| − |µ− λ− 1|
)
≤ C
(
1
n
+
1
|n−m|
)
.
In the case that |n−m| ≤ 2 max{|µ− λ+ 1|, |µ− λ− 1|}, we write
I2(n,m) + I3(n,m) ≤ C
n
∫ pi/2
1/n
dθ
θ
=
C
n
log
(pi
2
(n+ 1)
)
≤ C ≤ C|n−m| .
Hence,
(83) I2(n,m) + I3(n,m) ≤ C|n−m| .
By considering estimations (79)-(83) we get
|K1(n,m)| ≤ C
(
1
n
+
1
|n−m|
)
≤ C|n−m| ,
which, jointly (76) and (77), leads to
Kλ,µ(n,m) ≤ C|n−m| ,
m
2
≤ n ≤ 3m
2
, n 6= m,
provided that m/2 ≤ n ≤ 3m/2 and λ, µ are not integers.
When λ or µ is an integer and m/2 ≤ n ≤ 3n/2, (71) can be proved in a similar way by using
also (75). 
Proof of (72) for Keλ,µ. Here we need assume µ > 1. Suppose that λ and µ are not integers. In
other cases we can proceed in a similar way.
It is sufficient to see that, for every n,m ∈ N, m/2 ≤ n ≤ 3m/2, n 6= m,
(84) |Keλ,µ(n+ 1,m)−Keλ,µ(n,m)| ≤
C
|n−m|2 .
Let n,m ∈ N such that n 6= m and m/2 ≤ n ≤ 3m/2. We can write
Keλ,µ(n+ 1,m)−Keλ,µ(n,m) = 2
∫ 1
0
[ϕµ2n+2(x)− ϕµ2n(x)]ϕλ2m(x)dx
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= 2
∫ 1
0
[
ϕλ2n+2(x)−
√
wµ(2n+ 2)√
wµ(2n)
ϕλ2n(x)
]
ϕλ2m(x)dx
+ 2
[√wµ(2n+ 2)√
wµ(2n)
− 1
] ∫ 1
0
ϕµ2n(x)ϕ
λ
2m(x)dx
=: H1(n,m) +H2(n,m).(85)
We have that∣∣∣∣∣
√
wµ(2n+ 2)
wµ(2n)
− 1
∣∣∣∣∣ =
∣∣∣∣wµ(2n+ 2)wµ(2n) − 1
∣∣∣∣
∣∣∣∣∣
√
wµ(2n+ 2)
wµ(2n)
+ 1
∣∣∣∣∣
−1
≤
∣∣∣∣wµ(2n+ 2)wµ(2n) − 1
∣∣∣∣
=
∣∣∣∣ (2µ+ 2n+ 1)(2µ+ 2n)(2n+ 2 + µ)(2n+ 2)(2n+ 1)(2n+ µ) − 1
∣∣∣∣ ≤ Cn .
Hence, by (71) and Remark 6.1 we deduce that
(86) |H2(n,m)| ≤ C
n
|Kλ,µ(2n, 2m)| ≤ C
n|n−m| .
On the other hand, according to [51, (4.7.29)], for every x ∈ (−1, 1),
Pµ2n+2(x)−Pµ2n(x) =
(
(2n+ 2)(2n+ 1)
(2µ+ 2n+ 1)(2µ+ 2n)
− 1
)
Pµ2n(x) +
2(2µ− 1)(2n+ 1 + µ)
(2µ+ 2n+ 1)(2µ+ 2n)
Pµ−12n+2(x).
Then, we can decompose H1(n,m) as follows:
H1(n,m) = 2
√
wµ(2n+ 2)wλ(2m)
∫ pi/2
0
[Pµ2n+2(cos θ)−Pµ2n(cos θ)]Pλ2m(cos θ)(sin θ)λ+µdθ
= 2
√
wµ(2n+ 2)wλ(2m)
×
[(
(2n+ 2)(2n+ 1)
(2µ+ 2n+ 1)(2µ+ 2n)
− 1
)∫ pi/2
0
Pµ2n(cos θ)P
λ
2m(cos θ)(sin θ)
λ+µdθ
+ 2
(2µ− 1)(2n+ 1 + µ)
(2µ+ 2n+ 1)(2µ+ 2n)
∫ pi/2
0
Pµ−12n+2(cos θ)P
λ
2m(cos θ)(sin θ)
λ+µdθ
]
=: H1,1(n,m) +H1,2(n,m).(87)
It is not hard to see that
(88) (a)
∣∣∣∣ (2n− 2)(2n+ 1)(2µ+ 2n+ 1)(2µ+ 2n) − 1
∣∣∣∣ ≤ Cn , and (b)
∣∣∣∣ (2µ− 1)(2n+ 2 + µ)(2µ+ 2n+ 1)(2µ+ 2n)
∣∣∣∣ ≤ Cn .
Then, by using (4), (71) and Remark 6.1 we obtain that
(89) |H1,1(n,m)| ≤ C
n
√
wµ(2n+ 2)√
wµ(2n)
|Kλ,µ(2n, 2m)| ≤ C
n|n−m| .
Also, from (4), (88) (b) and since |Pγk (x)| ≤ 1, γ > 0, k ∈ N, x ∈ (−1, 1), we have that
|H1,2(n,m)| ≤ Cnλ+µ−1
∣∣∣∣∣
(∫ 1/n
0
+
∫ pi/2
1/n
)
Pµ−12n+2(cos θ)P
λ
2m(cos θ)(sin θ)
λ+µdθ
∣∣∣∣∣
≤ Cnλ+µ−1
(∫ 1/n
0
θλ+µdθ +
∣∣∣∣∣
∫ pi/2
1/n
Pµ−12n+2(cos θ)P
λ
2m(cos θ)(sin θ)
λ+µdθ
∣∣∣∣∣
)
≤ C
(
1
n2
+ nλ+µ−1
∣∣∣∣∣
∫ pi/2
1/n
Pµ−12n+2(cos θ)P
λ
2m(cos θ)(sin θ)
λ+µdθ
∣∣∣∣∣
)
.(90)
Lemma 6.1 and (78) with r = 3 leads to∣∣∣∣∣
∫ pi/2
1/n
Pµ−12n+2(cos θ)P
λ
2m(cos θ)(sin θ)
λ+µdθ
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ pi/2
1/n
Aµ−12n+2,3(θ)A
λ
2m,3(θ)(sin θ)
λ+µdθ
∣∣∣∣∣
+
∫ pi/2
1/n
|Aµ−12n+2,3(θ)Rλ2m,3(θ) +Aλ2m,3(θ)Rµ−12n+2,3(θ) +Rµ−12n+2,3(θ)Rλ2m,3(θ)
∣∣∣(sin θ)λ+µdθ
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≤
∣∣∣∣∣
∫ pi/2
1/n
Aµ−12n+2,3(θ)A
λ
2m,3(θ)(sin θ)
λ+µdθ
∣∣∣∣∣+ C
∫ ∞
1/n
θµ+λ
(nθ)λ+µ+2
dθ
≤
∣∣∣∣∣
∫ pi/2
1/n
Aµ−12n+2,3(θ)A
λ
2m,3(θ)(sin θ)
λ+µdθ
∣∣∣∣∣+ Cnλ+µ+1 .(91)
To analyze the integral term we consider, as before, αγk(θ) := (k + γ)θ− γpi/2, k ∈ N, γ > 0 and
θ ∈ (0, pi/2). Then, for every θ ∈ (0, pi/2),
Aµ−12n+2,3(θ)A
λ
2m,3(θ) =
(2n+ 2)!(2m)!
(sin θ)λ+µ−1
(
bµ−10 b
λ
0
cos(αµ−12n+2(θ)) cos(α
λ
2m(θ))
Γ(2n+ 2 + µ)Γ(2m+ λ+ 1)
+ bµ−10 b
λ
1
cos(αµ−12n+2(θ)) sin(α
λ
2m(θ) + θ)
Γ(2n+ 2 + µ)Γ(2m+ λ+ 2) sin θ
− bµ−10 bλ2
cos(αµ−12n+2(θ)) cos(α
λ
2m(θ) + 2θ)
Γ(2n+ 2 + µ)Γ(2m+ λ+ 3)(sin θ)2
+ bµ−11 b
λ
0
sin(αµ−12n+2(θ) + θ) cos(α
λ
2m(θ))
Γ(2n+ 3 + µ)Γ(2m+ λ+ 1) sin θ
+ bµ−11 b
λ
1
sin(αµ−12n+2(θ) + θ) sin(α
λ
2m(θ) + θ)
Γ(2n+ 3 + µ)Γ(2m+ λ+ 2)(sin θ)2
− bµ−11 bλ2
sin(αµ−12n+2(θ) + θ) cos(α
λ
2m(θ) + 2θ)
Γ(2n+ 3 + µ)Γ(2m+ λ+ 3)(sin θ)3
− bµ−12 bλ0
cos(αµ−12n+2(θ) + 2θ) cos(α
λ
2m(θ))
Γ(2n+ 4 + µ)Γ(2m+ λ+ 1)(sin θ)2
−bµ−12 bλ1
cos(αµ−12n+2(θ) + 2θ) sin(α
λ
2m(θ) + θ)
Γ(2n+ 4 + µ)Γ(2m+ λ+ 2)(sin θ)3
+ bµ−12 b
λ
2
cos(αµ−12n+2(θ) + 2θ) cos(α
λ
2m(θ) + 2θ)
Γ(2n+ 4 + µ)Γ(2m+ λ+ 3)(sin θ)4
)
.
Then,
nλ+µ−1
∣∣∣∣∣
∫ pi/2
1/n
Aµ−12n+2,3(θ)A
λ
2m,3(θ)(sin θ)
λ+µdθ
∣∣∣∣∣ ≤ C
(∣∣∣∣∣
∫ pi/2
1/n
cos(αµ−12n+2(θ)) cos(α
λ
2m(θ)) sin θdθ
∣∣∣∣∣
+
1
n
∣∣∣∣∣
∫ pi/2
1/n
cos(αµ−12n+2(θ)) sin(α
λ
2m(θ) + θ)dθ
∣∣∣∣∣+ 1n2
∣∣∣∣∣
∫ pi/2
1/n
cos(αµ−12n+2(θ)) cos(α
λ
2m(θ) + 2θ)
sin θ
dθ
∣∣∣∣∣
+
1
n
∣∣∣∣∣
∫ pi/2
1/n
sin(αµ−12n+2(θ) + θ) cos(α
λ
2m(θ))dθ
∣∣∣∣∣+ 1n2
∣∣∣∣∣
∫ pi/2
1/n
sin(αµ−12n+2(θ) + θ) sin(α
λ
2m(θ) + θ)
sin θ
dθ
∣∣∣∣∣
+
1
n3
∣∣∣∣∣
∫ pi/2
1/n
sin(αµ−12n+2(θ) + θ) cos(α
λ
2m(θ) + 2θ)
(sin θ)2
dθ
∣∣∣∣∣+ 1n2
∣∣∣∣∣
∫ pi/2
1/n
cos(αµ−12n+2(θ) + 2θ) cos(α
λ
2m(θ))
sin θ
dθ
∣∣∣∣∣
+
1
n3
∣∣∣∣∣
∫ pi/2
1/n
cos(αµ−12n+2(θ) + 2θ) sin(α
λ
2m(θ) + θ)
(sin θ)2
dθ
∣∣∣∣∣+ 1n4
∣∣∣∣∣
∫ pi/2
1/n
cos(αµ−12n+2(θ) + 2θ) cos(α
λ
2m(θ) + 2θ)
(sin θ)3
dθ
∣∣∣∣∣
=: C
9∑
j=1
Jj(n,m).(92)
By proceeding as in (82) we get
(93) J2(n,m) + J4(n,m) ≤ C
n|n−m| ,
and the method employed to estimate (83) allows us also to obtain that
(94) J3(n,m) + J5(n,m) + J7(n,m) ≤ C
n|n−m| .
Also, we have that
(95) J6(n,m) + J8(n,m) + J9(n,m) ≤ C
(
1
n3
∫ ∞
1/n
dθ
θ2
+
1
n4
∫ ∞
1/n
dθ
θ3
)
≤ C
n2
.
Finally, it is not hard to see that
cos(αµ−12n+2(θ)) cos(α
λ
2m(θ)) sin θ = − sin(αµ2n+1(θ)) cos(αλ2m(θ)) sin θ
=
1
4
(
cos(αµ2n+1(θ) + α
λ
2m(θ) + θ) + cos(α
µ
2n+1(θ)− αλ2m(θ) + θ)
− cos(αµ2n+1(θ) + αλ2m(θ)− θ)− cos(αµ2n+1(θ)− αλ2m(θ)− θ)
)
.
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Then, we can write, when 2m+ λ 6= 2n+ 2 + µ and 2m+ λ 6= 2n+ µ,
J1(n,m) =
1
4
∣∣∣∣∣
[
sin(αµ2n+1(θ) + α
λ
2m(θ) + θ)
2n+ 2 + µ+ 2m+ λ
+
sin(αµ2n+1(θ)− αλ2m(θ) + θ)
2n+ 2 + µ− 2m− λ
− sin(α
µ
2n+1(θ) + α
λ
2m(θ)− θ)
2n+ µ+ 2m+ λ
− sin(α
µ
2n+1(θ)− αλ2m(θ)− θ)
2n+ µ− 2m− λ
]θ=pi/2
θ=1/n
∣∣∣∣∣∣
=:
1
4
∣∣∣[Fn,m(θ)]θ=pi/2θ=1/n∣∣∣ .
We observe that Fn,m(pi/2) = 0 and also, we can write
Fn,m(θ) = sin(α
µ
2n+1(θ) + α
λ
2m(θ) + θ)
[
1
2n+ 2 + µ+ 2m+ λ
− 1
2n+ µ+ 2m+ λ
]
+
1
2n+ µ+ 2m+ λ
[
sin(αµ2n+1(θ) + α
λ
2m(θ) + θ)− sin(αµ2n+1(θ) + αλ2m(θ)− θ)
]
+ sin(αµ2n+1(θ)− αλ2m(θ) + θ)
[
1
2n+ 2 + µ− 2m− λ −
1
2n+ µ− 2m− λ
]
+
1
2n+ µ− 2m− λ
[
sin(αµ2n+1(θ)− αλ2m(θ) + θ)− sin(αµ2n+1(θ)− αλ2m(θ)− θ)
]
.
Hence, when 2m+ λ 6= 2n+ 2 + µ and 2m+ λ 6= 2n+ µ, by using mean value theorem we obtain
J1(n,m) ≤ C
∣∣∣∣Fn,m( 1m)
∣∣∣∣
≤ C
(
1
n2
+
1
|2n+ µ+ 2− 2m− λ||2n+ µ− 2m− λ| +
1
n|2n+ µ− 2m− λ|
)
.
Then, if |n−m| > max{|µ+ 2− λ|, |µ− λ|}, we have
J1(n,m) ≤ C
(
1
n2
+
1
(2|n−m| − |µ+ 2− λ|)(2|n−m| − |µ− λ|) +
1
n(2|n−m| − |µ− λ|)
)
≤ C|n−m|2 .
On the other hand, if |n−m| ≤ max{|µ+ 2− λ|, |µ− λ|},
J1(n,m) ≤ C
∫ pi/2
1/n
dθ ≤ C ≤ C|n−m|2 ,
and we can deduce that
(96) J1(n,m) ≤ C|n−m|2 .
By joining estimations (90)-(96) it follows that
(97) |H1,2(n,m)| ≤ C|n−m|2 .
Then, by taking into account (85)-(87), (89) and (97) we conclude property (84). The same
procedure allows us to show (72) for Koλ,µ. 
Proof of (73) for Ksλ,µ. We observe that
Kλ,µ(n,m) = Kµ,λ(m,n), n,m ∈ N.
Then, since λ > 1, from (72) we obtain (73). 
Suppose that (µ − 1)/2 < λ < µ. According to Theorem 2.1, the operators T eλ,µ and T oλ,µ are
bounded
(a) from `1(N, ω) into `1,∞(N, ω), for every ω ∈ A1(N);
(b) from `p(N, ω) into itself, for every 1 < p <∞ and ω ∈ Ap(N).
Let 1 ≤ p <∞ and ω ∈ Ap(N). We denote by Teλ,µ and Toλ,µ the bounded extensions to `p(N, w)
of T eλ,µ and T
o
λ,µ, respectively, and define w˜(k) := ω(2k) and ω̂(k) := ω(2k + 1), k ∈ N. Then,
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ω˜, ω̂ ∈ Ap(N). We consider the operator Tλ,µ as follows:
Tλ,µ(f)(n) :=
{
Teλ,µ(f˜)(m), if n = 2m,
Toλ,µ(f̂)(m), if n = 2m+ 1,
, f ∈ `p(N, w).
Note that Tλ,µ(g) = Tλ,µ(g), g ∈ `2(N).
We have that, if 1 < p <∞ and f ∈ `p(N, ω),
∞∑
n=0
|Tλ,µ(f)(n)|p ω(n) =
∞∑
n=0
|Tλ,µ(f)(2n)|p ω(2n) +
∞∑
n=0
|Tλ,µ(f)(2n+ 1)|p ω(2n+ 1)
=
∞∑
n=0
∣∣∣Teλ,µ(f˜)(n)∣∣∣p ω˜(n) + ∞∑
n=0
∣∣∣Toλ,µ(f̂)(n)∣∣∣p ω̂(n)
≤ C
( ∞∑
n=0
∣∣∣f˜(n)∣∣∣p ω(2n) + ∞∑
n=0
∣∣∣f̂(n)∣∣∣p ω(2n+ 1)) = C ∞∑
n=0
|f(n)|pω(n).
Hence, Tλ,µ is bounded from `p(N, ω) into itself, when 1 < p <∞. In a similar way we can see that
Tλ,µ is bounded from `1(N, ω) into `1,∞(N, ω).
Moreover, for every f ∈ `p(N, w),
Tλ,µ(f)(n) = lim
k→∞
k∑
m=0
Kλ,µ(n,m)f(m),
where the convergence of the series can be understood in `p(N, w), when 1 < p <∞; in `1,∞(N, w),
and also, pointwisely. This property justifies to write Tλ,µ = Tλ,µ in `p(N, w), 1 ≤ p <∞.
Suppose now that 1 < λ < µ and consider r ∈ N such that µ ∈ (λ+ r, λ+ r + 1]. We have that
Tλ,µ = Tλ+r,µ ◦Tλ+r−1,λ+r ◦ . . . ◦Tλ+1,λ+2 ◦Tλ,λ+1, on `2(N).
Hence, if 1 < p <∞ and ω ∈ Ap(N), the operator Tλ,µ is bounded from `p(N, ω) into itself.
According to Plancherel equality we can write, for every f, g ∈ `2(N),∑
n∈N
(Tµ,λf)(n)g(n) =
∫ 1
−1
Fµ(f)(x)Fλ(g)(x)dx =
∑
n∈N
f(n)Tλ,µ(g)(n).
Then, Tµ,λ is bounded from `p(N, ω) into itself, for every 1 < p <∞ and ω ∈ Ap(N).
Let now λ, µ > 1, 1 < p <∞ and ω ∈ Ap(N). Since Tµ,λTλ,µf = f , f ∈ `2(N), we get
‖f‖`p(N,ω) ≤ C‖Tλ,µf‖`p(N,ω), f ∈ `p(N, ω),
because Tµ,λ and Tλ,µ are bounded operators from `p(N, ω) into itself.
Thus the proof of this theorem is finished.
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