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DOUBLE GROTHENDIECK POLYNOMIALS AND COLORED LATTICE
MODELS
VALENTIN BUCIUMAS AND TRAVIS SCRIMSHAW
Abstract. We construct an integrable colored six-vertex model whose partition function
is a double Grothendieck polynomial. This gives an integrable systems interpretation
of bumpless pipe dreams and recent results of Weigandt. We then construct a new
model that we call the semidual version model for vexillary permutations. We use our
semidual model and the five-vertex model of Motegi and Sakai to given a new proof that
double Grothendieck polynomials for vexillary permutations are equal to flagged factorial
Grothendieck polynomials. Taking the stable limit, we obtain a new proof that the stable
limit is a factorial Grothendieck polynomial as defined by McNamara. The states of our
semidual model naturally correspond to families of nonintersecting lattice paths, where we
can then use the Lindstro¨m–Gessel–Viennot lemma to give a determinant formula for double
Schubert polynomials corresponding to vexillary permutations.
1. Introduction
The Yang–Baxter equation, also known as the star–triangle equation, has been the
cornerstone of many aspects of modern mathematical physics. It plays an central role in
(quantum) integrable systems, which naturally arise across a broad spectrum of mathematics
and physics. One application has been to explain combinatorial phenomenon and properties,
such as in [BBBG19c, BBF11, BSW20, BW19, EKLP92, FK94, FK96, GK17, HK05,
HKZJ18, HPW20, Kup96, KZJ17, MS13, MS14, MS19, WZJ19]. Another has been to study
probabilistic models [Bor17, CP16, KMO15, KMO16a, KMO16b, MS13, MS14]. Solvable
lattice models have also seen applications in the study of Whittaker functions [BBB19,
BBBG19a, BBBG19b, BBC+12, BBCG12, Gra17, Iva12]. In many of the papers cited, one
equates an object of interest (such as a Hall–Littlewood polynomial or a Whittaker function)
with the partition function of a solvable lattice model. This then naturally implies interesting
properties such as branching rules, Cauchy-type identities, exchange relations under Hecke
operators, and combinatorial descriptions of the functions.
An important class of objects in algebraic geometry are Schubert varieties. Consider
the general linear group G = GL(Cn), the subgroup of lower triangular matrices B, and
subgroup diagonal matrices T . A complete flag is an element in the (complete/full) flag
variety G/B and correspond to a sequence of subspaces {0} = V0 ⊆ · · · ⊆ Vn = C
n such
that dim Vi = i. A Schubert cell is a (left) B-orbit in G/B, and a Schubert variety is the
Zariski closure of a Schubert cell. The Schubert varieties are indexed by permutations and
have many nice properties, such as Bruhat order corresponding to inclusion and forming a
basis for the (T -)equivariant (connective) K-theory ring of the flag variety KβT (G/B). For
additional background, we refer the reader to [And11, Bri04] and references therein.
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In this paper, we connect the equivariant K-theory of the flag variety with solvable lattice
models. To do this, we use the double (β-)Grothendieck polynomials Gw, where w is a
permutation, as representatives for the Schubert varieties in the equivariant K-theory ring
KβT (G/B) [FK94, FK96, Hud14, LS82]. Our main result is a colored six-vertex model whose
partition function is (up to a trivial factor of the parameter β) a double Grothendieck
polynomial. We construct our colored model as a translation of the bumpless pipe dreams
with a fixed key given in [Wei20], where resolving multiple crossings of two strands precisely
corresponds to the colorization performed in [BBBG19c, BSW20]. Thus, we encode the
permutation into the model by using the coloring. Our proof is the Yang–Baxter equation
implies the partition function satisfies the same functional equation as applying a divided
difference operator defining double Grothendieck polynomials (up to a β factor). Therefore,
we have a new proof of [Wei20, Thm. 1.1], which gives a formula for Gw as a sum over
bumpless pipe dreams with key w proven using a combination of algebraic and combinatorial
techniques. Our model is the colored version of the six-vertex model that Lascoux used
in [Las02] to describe Gw using alternating sign matrices. By specializing β = 0, we
have a new proof of the formula for double Schubert polynomials from [LLS18] in terms
of bumpless pipe dreams. We note that our results can be considered as the flag variety
version of [BSW20, GK17, Mot20, MS13] on the Grassmannian, the set of k-dimensional
planes in Cn.
In the second part of our paper, we consider the analog of double Grothendieck
polynomials for the equivariant K-theory of the Grassmannian, which are the factorial
Grothendieck polynomials. The stable limit of double Grothendieck polynomials decompose
into finitely many factorial Grothendieck polynomials [Buc02, McN06]. When w is a
vexillary permutation (it avoids the pattern 2143), the stable limit of Gw is a single
factorial Grothendieck polynomial. Factorial Grothendieck polynomials have a determinant
formula [IN13] and are given as the sum over set-valued tableaux [McN06].
We look at what happens to our colored model restricted to vexillary permutations. To
do this, we first construct a variation of the uncolored version of our model by swapping
0 ↔ 1 on the horizontal lines (i.e., on the auxiliary space), which we call the semidual
model. To encode the permutation w, we modify the semidual model to not be on a
rectangular grid, but instead on a grid given by a partition Λw that depends on w. By
a key property of vexillary permutations, the partition function for the semidual model is
the same as for our original colored model and the semidual model becomes a five-vertex
model. In doing so, we can change the weights of one of the vertices by removing a β factor
and maintain integrability, and the resulting vertices become those of [GK17, MS13, Mot20]
(up to a gauge transformation and a symmetry of the model). The fact that the shape
of the semidual model is Λw corresponds to imposing a flagging on set-valued tableaux
under the natural bijection between (marked) states of the [MS13] model given in [MPS18,
Sec. 4.2]. Therefore we obtain a new proof that double Grothendieck polynomials are
sums over flagged set-valued tableaux [KMY09], which was proved using Gro¨bner geometry.
Furthermore, by taking the stable limit, we recover [McN06], which was proven by examining
the underlying combinatorics. By taking appropriate specializations, we obtain new proofs
of results from [Buc02, GK17, MS13, Mot20, WZJ19].
A state of the semidual model can also be realized as a family of nonintersecting lattice
paths. We can then apply the Lindstro¨m–Gessel–Viennot lemma [Lin73, GV85], but we
can only do so when restricted to Λw at β = 0, which gives a determinant formula for
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flagged (factorial) Schur functions at seems to differ from [Wac85] by elementary row and
column operators. However, we were unable to extend this to the determinant formula
for Gw from [And19, HM18, Mat17, MS19]. Additionally, our nonintersecting lattice paths
are distinct from those in [Kre05, LRS06] referenced in [Wei20, Sec. 7.3] and from those
in [Kra01, Kra05] and [KL04]. We can also translate states of our models to excited
Young diagrams, introduced independently in [Kre05] and [IN09], by using the local moves
from [Wei20, Sec. 7], which are also easy to see directly on the semidual model. Excited
Young diagrams were used to describe polynomial representatives of the T -equivariant K-
theory of the Grassmannian [IN13, GK15], and so we recover special cases of those results
for GL(Cn). We expect our approach using colored lattice models can be used to give a new
proof of the general formulas from [IN13, GK15].
This paper is organized as follows. In Section 2, we provide the necessary background
on double Grothendieck polynomials and colored lattice models. In Section 3, we give
a new integrable colored lattice model whose partition function is a double Grothendieck
polynomial and connect it to bumpless pipe dreams. In Section 4, we give our semidual
model and connect it with excited Young diagrams and (flagged) set-valued tableaux.
After this paper was written, we were made aware of the paper [BFH+20], where a different
lattice model interpretation for double Grothendieck polynomials is given. The admissible
states in their model are related to regular pipe dreams, whereas the admissible states in
our model are related to bumpless pipes dreams. The Boltzmann weights for the states
(and the L-matrices) are different as there is no weight preserving bijection between the two.
Indeed, this can be seen for the case of w = s2, where each of the two states have different
factorizations (cf. [Wei20, Ex. 6.3]). Moreover, their applications are distinct from ours with
the exception of Corollary 3.5, which we realized we could prove after seeing their preprint.
Acknowledgments. The authors thank Anna Weigandt for useful discussions and expla-
nations involving her recent work, as well as comments on an early draft of this paper. The
authors also thank Paul Zinn-Justin for useful discussions. The authors are grateful to the
authors of [BFH+20] for sharing their preprint. TS thanks Kohei Motegi and Kazumitsu
Sakai for valuable discussions on their results [MS13, MS14]. TS also thanks Kohei Motegi
for inspiration for the semidual model in Section 4. This paper benefited from computations
using SageMath [Sag20].
VB was supported by the Australian Research Council DP180103150.
2. Background
Fix positive integers n and m. Let x = (x1, x2, . . . , xn) be a finite sequence of
indeterminates, and let y = (y1, y2, . . .) be an infinite sequence of indeterminates. For any
sequence (α1, . . . , αn) ∈ Z
n of length n, denote xα := xα11 x
α2
2 · · ·x
αn
n .
Let λ = (λ1, λ2, . . . , λn) be a partition, a sequence of weakly decreasing nonnegative
integers (of length n). Let ℓ(λ) = max{k | λk > 0} denote the length of λ. The Young
diagram (in English convention) of λ is a drawing consisting of stacks of boxes with row i
having λi boxes pushed into the upper-left corner. The 01-sequence of λ is given by reading
the boundary of λ, starting at the bottom, with horizontal steps being 0 and vertical steps
being 1 (we ignore all trailing 0s in the 01-sequence). For example, the 01-sequence of
λ = (5, 2, 2, 1, 0, 0) for n = 6 is 11010110001.
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2.1. Permutations. Let Sn denote the symmetric (or permutation) group on n elements
with simple transpositions (s1, s2, . . . , sn−1). For w ∈ Sn, let ℓ(w) denote the length of w:
the minimal number of simple transpositions whose product equals w. We denote by w0 the
longest element in Sn. The diagram of w is
D(w) := {(p, q) ∈ {1, . . . , n} × {1, . . . , n} | w(p) > q and w−1(q) > p},
(these are the boxes not in the Rothe diagram of w) and the essential set of w is
E(w) := {(p, q) ∈ D(w) | (p+ 1, q), (p, q + 1) /∈ D(w)}.
Let w′ = 1k × w denote the permutation given by
w′(i) :=
{
i if i ≤ k,
w(i− k) + k if i > k.
Let ≤ denote the (strong) Bruhat order on Sn. For more information on the symmetric group
and Bruhat order, we refer the reader to [Sag01]. Define wx := (xw(1), xw(2), . . . , xw(n)).
A vexillary permutation is a permutation w that avoids the pattern 2143; that is to say
there does not exists 1 ≤ i < j < k < ℓ ≤ n such that wj < wi < wℓ < wk.
Proposition 2.1 ([Ful92, Sec. 9]; see also [KMY09, Cor. 3.3]). The following are equivalent
for a permutation w:
• The permutation w is vexillary.
• There does not exist (p, q), (i, j) ∈ E(w) such that p < i and q < j.
• We can permute the rows and columns of D(w) to obtain a partition λw.
Note that we can compute λw by ordering the sequence whose i-th value is the number
of boxes in row i of D(w). We call λw the partition associated to w. Next, let Λw denote
the smallest partition whose Young diagram contains the boxes D(w). Following [KMY09,
Sec. 5.2] (see also [Ful92]), we define a sequence Fw = (Fi)
ℓ(λw)
i=1 by Fi the row index of the
southeastern box of Λw that lies on the same diagonal as the last box (i, λi) in row i of
λ = λw. We call Fw the flagging associated to w.
2.2. Divided difference operators. Define x⊕ y := x+ y + βxy. Let f ∈ Z[x]. The i-th
(Newton) divided difference operator is defined as
∂if :=
f − sif
xi − xi+1
,
where we recall that si acts by swapping the variables xi ↔ xi+1. The K-theoretic divided
difference operator is
dif := ∂i
(
(1 + βxi+1)f
)
=
(1 + βxi+1)f − (1 + βxi)sif
xi − xi+1
.
These are normally denoted by πi in the literature, but we choose a different notation in
order to avoid confusion with the common notation for the i-th Demazure operator , which
is defined as
πif := ∂i(xif) =
xif − xi+1sif
xi − xi+1
.
We also require the Demazure–Lascoux operator and the Demazure–Lascoux atom operator
̟if := πi
(
(1 + βxi+1)f
)
, ̟i := ̟i − 1.
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For any operator Di = ∂i, di, πi, ̟i, ̟i, define Dw := Di1 · · ·Dik for any reduced expression
w = si1 · · · sik , which is well-defined since Di satisfies the braid relations:
DiDi+1Di = Di+1DiDi+1, DiDj = DjDi for |i− j| > 1.
2.3. Grothendieck polynomials. Let w ∈ Sn be a permutation. Following [FK94], the
double Grothendieck polynomial is defined recursively by
Gw0(x,y; β) :=
∏
i+j≤n
xi ⊕ yj, Gw(x,y; β) := diGwsi(x,y; β), for ℓ(wsi) = ℓ(w) + 1.
A set-valued tableau of shape λ is a filling of the boxes of λ with non-empty (finite) subsets
of {1, 2, . . . , n} that are weakly increasing along rows and strictly increasing along columns
in the following sense:
A B
C
, maxA ≤ minB, maxA < minC.
Let SVTλ denote the set of set-valued tableaux of shape λ (and max entry n). For T a
set-valued tableau, we write A ∈ T to mean that A is an entry (which is a set) in one of
the boxes of T . Let F = {Fi}
ℓ(λ)
i=1 be a (finite) sequence of integers. Let SVTλ,F denote the
subset of set-valued tableaux of shape λ such that every value in the i-th row of T is at most
Fi. We call a set-valued tableau in SVTλ,F a flagged set-valued tableau.
Following [McN06], the factorial Grothendieck polynomial is defined by
Gλ(x|y; β) :=
∑
T∈SVTλ
β |T |−|λ|
∏
A∈T
∏
i∈A
xi ⊕ yi+c(A),
where c(A) = c − r is the content of the box A (which we have equated with its entry)
in row r and column c. A determinant formula for the factorial Grothendieck polynomials
were given in [IN13, IS14]. Following [KMY09], define the flagged factorial Grothendieck
polynomial as
Gλ,F (x|y; β) :=
∑
T∈SVTλ,F
β |T |−|λ|
∏
A∈T
∏
i∈A
xi ⊕ yi+c(A).
A determinant formula for Gλ,F (x,y; β) was given in [MS19].
Theorem 2.2 ([KMY09, Thm. 5.8]). Let w be a vexillary permutation. Then we have
Gw(x,y; β) = Gλw,Fw(x|y; β).
When we take β = 0 in Theorem 2.2, we recover the corresponding result in [LS82] for
Schubert polynomials (and y 7→ −y) via a Jacobi–Trudi-type determinant formula (see
also [Wac85, KM05]).
2.4. Colored models. We give the colored model from [BSW20] but with the double
Grothendieck substitution x 7→ x⊕ y (i.e., we perform a Gauge transformation).
We construct a (lattice) model by first considering a rectangular grid of n horizontal lines
and m vertical lines. Each crossing of two lines will be a vertex and the lines between
two vertices (resp. from one vertex) are edges (resp. half edges). Fix an n-tuple of colors
c = (c1 > c2 > · · · > cn > 0) and a permutation w ∈ Sn. Let wc = (cw(1), cw(2), . . . , cw(n)) be
the natural action of w on the colors. The boundary conditions , a labeling of the half edges,
are the bottom and left half edges are labeled by 0, the right half edges are labeled by wc
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u1 u2 u
†
2
u
◦
2
v2 w1 w2
0
0
0
0
x c′
c′
c
c
x c′
c
c′
c
x d
d
d
d
x d
0
d
0
x d
d
0
0
x 0
0
d
d
x
1 1 1 1 x⊕ y 1 1 + β(x⊕ y)
Figure 1. The colored Boltzmann weights with c > c′ and d being any color.
from top-to-bottom, and the top half edges given by λ with the i-th 1 in the 01-sequence
of λ, counted from the left, having color ci. A state is a labeling of the edges by {0} ⊔ c,
and we call a state admissible if the local configurations around each vertex are one of the
configurations given by Figure 1.
We assign a non-zero (Boltzmann) weight with spectral parameter x to each of the vertices
as in Figure 1, and any other vertex will have a Boltzmann weight of 0. The (Boltzmann)
weight wt(S) of a state is the product of all of the Boltzmann weights of all vertices with
x = xi in the i-th row numbered starting from top and y = yj in the j-th column numbered
starting from the left. Note that a state S is admissible if and only if wt(S) 6= 0. Let Sλ,w
denote the set of all possible admissible states for this model. We will use Sλ,w to refer to
the model in our formulas. The partition function of the model Sλ,w is
Z(Sλ,w;x,y; β) :=
∑
S∈Sλ,w
wt(S),
the sum of the Boltzmann weights of all possible (admissible) states of the model.
Remark 2.3. An admissible configuration around a vertex can be considered as the L-matrix
L ∈ End(Wa ⊗ Vj), where Wa = C
n+1 is the a-th auxiliary space and Vj = C
n+1 is the j-th
quantum space.
From the description of the vertex weights, we can map a state in Sλ,w to a wiring diagram
of w, where the different strands are represented by different colors. Indeed, we can think
of the configurations v2, w1, and w2 in Figure 1 as a single strand passing through the vertex
(possibly turning), u†
2
as two strands crossing at the vertex (thus corresponding to a simple
transposition), and u1 as two strands both passing near the vertex but not crossing. Note
that u◦
2
does not appear in the model. From the requirement c > c′ in u†
2
, we see that any
two strands can only cross at most once.
Remark 2.4. In our model, we color the right side and follow the convention of the model
in [BBBG19c] (see also [BSW20, Rem. 3.1]). Note that the weights are reflected along the
vertical axis from [BSW20], which also has the left side colored. The model we recall here
also differs from [BSW20] by w 7→ w0w. Thus Sλ,w is the wiring diagram of w (unlike
in [BSW20], where it corresponds to w0w). We do this in order to match the conventions of
Grothendieck polynomials and bumpless pipe dreams from [Wei20].
Remark 2.5. Note that when y = 0, we have the colored model from [BSW20], which recovers
the model of [BBBG19c] when we additionally set β = 0. If we restrict to a single color,
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0
0 0
0
xi, xj
0
d d
0
xi, xj
d
0 d
0
xi, xj
d
0 0
d
xi, xj
(1 + βZi)Zj (1 + βZi)Zj (Zj − Zi)Zj (1 + βZj)Zj
c′
c c
c′
xi, xj
c
c′ c′
c
xi, xj
ch
c c′
c
xi, xj
d
d d
d
xi, xj
(1 + βZj)Zi (1 + βZi)Zj Zj − Zi (1 + βZi)Zj
Figure 2. The colored R-matrix with c > c′ and d being any color, where
Zi = xi ⊕ y and Zj = xj ⊕ y
′. Note that the weights are not symmetric with
respect to color.
which we call the uncolored model , then our L-matrix is the one from [Mot20, Sec. 2] with
an appropriate gauge transformation and reflected over the vertical axis at q = 0, which is
also the L′-matrix given in [GK17, Fig. 3.1] after swapping 1 ↔ 0. This further restricts
to the model of Motegi–Sakai [MS13] (also with an appropriate gauge transformation) by
taking y = 0.
The L-matrix from Figure 1 and the R-matrix from Figure 2 satisfy the RLL form of the
Yang–Baxter equation. Thus, this is an integrable model.
Proposition 2.6 ([BSW20, Prop. 3.2]). The partition function of the following two models
are equal for any boundary conditions a, b, c, d, e, f ∈ {0, c1, c2, . . . , cn}:
(2.1)
a
b
c
d
e
f
xi
xj
xi, xj
a
b
c
d
e
f
xj
xi
xi, xj
Remark 2.7. Note that the Yang–Baxter relation only involves at most 3 colors, so
Proposition 2.6 reduces to an identity of 24 × 24 matrices since colors are conserved under
the R-matrix and L-matrix.
Using the integrability of the model and the standard train argument,1 we can derive a
functional equation for the partition function as in [BSW20, Lemma 3.3] using a fixed value
1The standard train argument is simply repeatedly applying the Yang–Baxter equation to pass an R-
matrix from the left to the right of a model with fixed boundary conditions; see Figure 3.
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· · ·
· · ·xi
xi+1
xi
xi+1
xi, xi+1
di
di+1
0
0
0
0 · · ·
· · · di
di+1xi+1
xi
xi+1
xi
xi, xi+1
Figure 3. The standard train argument described pictorially. Left: The
model with an R-matrix attached on the left. Right: The model after
repeatedly using the Yang–Baxter equation (2.1).
y1 = y2 = · · · = ym = y (which we succinctly write as y = y) in the left and right columns
respectively:
Z(Sλ,siw;x, y; β) =
(1 + βxi)(xi+1 ⊕ y)
(
Z(Sλ,w;x, y; β) + Z(Sλ,w; six, y; β)
)
xi − xi+1
.
This is equal to the functional equation given by ̟i. Therefore, we have the following.
Theorem 2.8 ([BSW20, Thm. 3.4]). We have
Z(Sλ,w0w;x, y; β) = Lwλ(x; β, y) := ̟w
ℓ∏
i=1
(xi ⊕ y)
λi.
We call the polynomial Lwλ(x; β, y) the extended Lascoux atom as it equals the Lascoux
atom [Mon16] when y = 0.
An important point is if the values of y are distinct, then the R-matrix depends on the
particular values of y. In particular, if we consider the i-th column as having a fixed value
yi, then the weights of the R-matrix in Figure 2 become
(1 + βxi)(xj ⊕ y), (1 + βxi)(xj ⊕ y), (xj − xi)(xj ⊕ y), (1 + βxj)(xj ⊕ y),
(1 + βxj)(xi ⊕ y), (1 + βxi)(xj ⊕ y), xj − xi, (1 + βxi)(xj ⊕ y).
Therefore, the standard train argument does not hold as the R-matrix for passing from the
i-th column to the (i + 1)-th column are different. However, because all of the values of
y = y are equal, the value of y is no longer an input for the R-matrix; instead we can think
of the R-matrix as given by the constant value of y (just like for β).
Furthermore, as in [BSW20], we also get an integrable model using the L-matrix given by
Table 4, which differs by replacing the vertex b1 with the colors swapped, which we call b
′
1
.
We denote the admissible states of this model by Sλ,w0w with the same boundary conditions
as before. Therefore, we have the following.
Theorem 2.9 ([BSW20, Thm. 3.4]). We have
Z(Sλ,w0w;x, y; β) = Lwλ(x; β, y) := ̟w
ℓ∏
i=1
(xi ⊕ y)
λi.
We call Lwλ(x; β, y) the extended Lascoux polynomial .
If we consider the uncolored model (equivalently having precisely one color that we call 1),
then the corresponding R-matrix is independent of y [GK17, Mot20] (see Remark 2.5). Note
DOUBLE GROTHENDIECK POLYNOMIALS AND COLORED LATTICE MODELS 9
u1 u
′
2
u
†
2
u
◦
2
v2 w1 w2
0
0
0
0
x c
c
c′
c′
x c′
c
c′
c
x d
d
d
d
x d
0
d
0
x d
d
0
0
x 0
0
d
d
x
1 1 1 1 x⊕ y 1 1 + β(x⊕ y)
Figure 4. The colored Boltzmann weights for the extended Lascoux
polynomial with c > c′ and d being any color.
that from the above discussion there is no natural colored version of this model. We denote
by Sλ the uncolored model with the right boundary being 1, left and bottom boundaries
being 0, and top boundary being the 01-sequence of λ in reverse. Using the natural bijection
between with Gelfand–Tsetlin patterns from [MPS18, Sec. 4.2], we can see the partition
function is precisely the factorial Grothendieck polynomial.
Theorem 2.10 ([GK17, MS13, Mot20, WZJ19]). We have
Z(Sλ;x,y; β) = Gλ(x|y; β).
3. Double Grothendieck polynomial colored model
In this section, we give our main result: an integrable colored model whose partition
function is a double Grothendieck polynomial. We then explain how this model corresponds
to the bumpless pipe dream formula from [Wei20].
3.1. The colored model. We begin with a remark about how we are drawing our L-
matrices relate to their representation-theoretic interpretation.
Remark 3.1. For the previous colored model, the L-matrix given by L(a ⊗ b) = b′ ⊗ a′ by
the picture on the left, whereas in this section we use the picture on the right
b
b′
aa′
b
b′
a a′
We construct a vertex model Gw, which we call the double Grothendieck model on an
n×n grid using the L-matrix given by Figure 5 with the following boundary conditions. We
consider colors c = (c1 > c2 > · · · > cn). We let the left and top boundary conditions be 0,
the bottom boundary being c (from left-to-right), and the right boundary being wc (from
top-to-bottom).
Proposition 3.2. The colored vertex model Gw is integrable with R-matrix given by Figure 6.
See Appendix A for the SageMath [Sag20] code for showing Proposition 3.2.
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a1 a2 a
†
2
b1 b2 c1 c2
0
0
0
0
x c
c
c′
c′
x c′
c
c′
c
x 0
d
0
d
x d
0
d
0
x d
d
0
0
x 0
0
d
d
x
β(x⊕ y) 1 1 1 1 1 + β(x⊕ y) 1
Figure 5. The colored Boltzmann weights with c > c′ and d being any color
for the double Grothendieck model.
0
0 0
0
xi, xj
0
d d
0
xi, xj
0
d 0
d
xi, xj
d
0 0
d
xi, xj
1 + βxi 1 + βxi β(xj − xi) 1 + βxj
c′
c c
c′
xi, xj
c
c′ c′
c
xi, xj
c
c′ c
c′
xi, xj
d
d d
d
xi, xj
1 + βxi 1 + βxj β(xj − xi) 1 + βxi
Figure 6. The colored R-matrix with c > c′ and d being any color for the
double Grothendieck model. Note that the weights are not symmetric with
respect to color.
Following [BBBG19c, BSW20], we use the Yang–Baxter equation and the standard train
argument to construct a functional equation for the partition function of our model Gw. The
proof is entirely standard and is the same as the one given in, e.g., [BSW20, Lemma 3.3].
See Figure 3 for a pictorial description of the proof.
Lemma 3.3. Let w ∈ Sn, and consider any si such that siw > w. Then we have
βZ(Gw;x,y; β) =
(1 + βxi+1) · Z(Gwsi;x,y; β)− (1 + βxi) · Z(Gwsi; six,y; β)
xi − xi+1
.
Now we show that the partition function satisfies the same functional equation and initial
condition as the double Grothendieck polynomials to obtain our main result.
Theorem 3.4. We have
Z(Gw;x,y; β) = β
ℓ(w)Gw(x,y; β).
Proof. A direct computation using the definition of di yields
Gw(x,y; β) = diGwsi(x,y; β) =
(1 + βxi+1) ·Gwsi(x,y; β)− (1 + βxi) ·Gwsi(six,y; β)
xi − xi+1
.
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Figure 7. The unique state for the colored model Gw0 with n = 4 and colors
c1 > c2 > c3 > c4.
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Figure 8. A state in Gs1s3 (left) and Gs2s3s2 (right) with n = 4 and colors
c1 > c2 > c3 > c4.
It is straightforward to see that Z(Gw0;x,y; β) =
∏
i+j≤n xi⊕yj = Gw0(x,y; β) (see Figure 7
for an example). Therefore, the claim follows by induction and Lemma 3.3. 
We can also recover the following well-known symmetry of double Grothendieck polyno-
mials, which can be seen from the formula
Gw(x,y; β) =
∑
uv=w
ℓ(u)+ℓ(v)=ℓ(w)
Gu(x; β)Gv(y; β)
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from [FK96, Thm. 8.1] (see also [FK94]) or from the interpretation of Gw(x,y; β) as a sum
over usual pipe dreams [BB93, FK94, FK96, KM04].2 The authors thank Anatol Kirillov for
noting this. A colored lattice model proof of this was first given in [BFH+20, Prop. 9.1].
Corollary 3.5. We have
Z(Sw;x,y; β) = Z(Sw−1;y,x; β).
Moreover, we have Gw(x,y; β) = Gw−1(y,x; β).
Proof. This can be seen by reflecting the model across the main diagonal (thus interchanging
xi ↔ yi). Note that we are taking the Demazure product in the opposite direction, which
is equivalent to reversing the ordering on the colors. However, this results in an equivalent
colored lattice model. 
3.2. Bumpless pipe dreams. We now relate the states our model to bumpless pipe dreams
given in [Wei20]. So we obtain a new proof of [Wei20, Thm. 1.1] that double Grothendieck
polynomials are a sum over bumpless pipe dreams by a weight preserving bijection as a
corollary of Theorem 3.4. In [Wei20, Eq. (3.7)], we see that each uncolored vertex precisely
corresponds to one of the tiles that defines a bumpless pipe dream.3 The key ∂P of a bumpless
pipe dream P is described using the Demazure product (where we instead consider s2i = si) of
the corresponding product of simple transpositions, which we describe pictorially as follows.
Color each line starting from the bottom as 1, . . . , n (or c1, . . . , cn) from left-to-right where
each color must cross (i.e, look like a†
2
or with the colors swapped or equivalently no vertices
look like a2 or with its colors swapped). Moving from the bottom-left to the top-right along
diagonals, every time we see a local configuration that looks like the color flipped a†
2
, we
replace it with a2 (see also [Wei20, Eq. (2.4), Lemma 2.1] for another pictorial description).
Thus, for any permutation w, the states of our colored vertex model Gw correspond precisely
to those bumpless pipe dreams whose key is w after forgetting about the colors.
4. The semidual vertex model
In this section, we construct a model using the L-matrix for the extended Lascoux
polynomial given in Figure 4 and relating it to the case when w is a vexillary permutation.
We will also draw the states using tiles describing the connections of the corresponding wiring
diagram. Thus the L-matrix given in Figure 5 become the tiles
, , , , , , .
4.1. The semidual model. By [Wei20, Lemma 7.2], a bumpless pipe dream state has no
a2 vertex if and only if w is vexillary. Thus we set the corresponding Boltzmann weight to
0. This allows us to forget about the colors when drawing the lattice models, but it does
not quite equate the colored model with the uncolored model as we still need to keep track
of which strands cross to encode the permutation w. This distinction is important as the
model needs to (implicitly) remain colored in order to get the correct partition function
corresponding to w. Let G denote the corresponding uncolored model.
We define the semidual model D to be the colored lattice model on an n × n grid using
the L-matrix given in Figure 9 and boundary conditions as follows. The left (resp. bottom)
2These are also known as RC-graphs.
3The states of the uncolored model are also equivalent to alternating sign matrices (see [EKLP92, Sec. 7]).
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1
1
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1
x
1 1 1 β(x⊕ y) 1 + β(x⊕ y) 1
Figure 9. Boltzmann weights of the semidual model.
1
1 1
1
xi, xj
0
0 0
0
xi, xj
1
0 1
0
xi, xj
0
1 1
0
xi, xj
1
0 0
1
xi, xj
1 + βxj 1 + βxi β(xj − xi) 1 + βxj 1 + βxi
Figure 10. The R-matrix for the semidual model.
boundary condition is the colors cn > · · · > c1 from top-to-bottom (resp. left-to-right); the
top and right boundary edges are all 0. Since (again) no colors cross, we can forget the
coloring, but unlike before, we obtain an equivalent model as there is no dependency on w.
The following proposition is straightforward.
Proposition 4.1. The map Φ: G→ D given by
7→ , 7→ , 7→ ,
7→ , 7→ , 7→ ,
is a bijection.
We note that the map in Proposition 4.1 is defined by interchanging 0 ↔ 1 on the
horizontal (auxiliary space) component between the models. This is why we refer to this
model as the semidual model.
Example 4.2. We apply the bijection defined in Proposition 4.1 to the state given in
Figure 8(right):
7−→ .
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Proposition 4.3. The uncolored semidual model is an integrable model with the R-matrix
not depending on the parameters y.
Proof. This is a finite computation using the R-matrix given by Figure 10. 
Now we want to reintroduce the vexillary permutation w into these uncolored models. If
we restrict our model to Λw (as opposed to an n×n grid), we can use [Wei20, Lemma 7.2]
4 to
see that there are no vertices of type a2 nor a
†
2
in Gw. Therefore we have an uncolored five-
vertex model whose partition function is βℓ(w)Gw(x,y; β). Equivalently for the corresponding
semidual model on Λw there are no vertical lines, and the states can be thought of as a family
of nonintersecting lattice paths. This allows us to change the L-matrix to the (uncolored)
one from Figure 4 but rotated by 180 degrees (these are also the tiles in [WZJ19, Eq. (7)]
rotated 180 degrees and reflected across the vertical axis with z 7→ 1− (x⊕ y) at β = −1).
In terms of the partition function, all this does is remove the βℓ(w) as only the weight of
vertex b2 changes by removing the β, of which there are precisely ℓ(w) such vertices. Hence
we have an integrable model, which we denote by Dw, and the following result.
Proposition 4.4. The semidual model Dw is an integrable model whose R-matrix also does
not depend on y. Furthermore, the partition function is given by
βℓ(w)Z(Dw;x,y; β) = Z(Gw;x,y; β).
Using the semidual model Dw, let Fw := (Fi)
k
i=1 denote the heights of the right endpoints
of the paths in Λw that end on the right boundary. So the tile immedately to the right of
such a boundary point is a not in Λw. Note that any other path that does not has such
a right endpoint must simply move diagonally. Furthermore, the sequence Fw is exactly the
flagging associated to w.
Example 4.5. We apply the bijection Φ from Proposition 4.1 to the vexillary permutation
w = [8, 7, 1, 6, 2, 9, 5, 3, 4] (written in one-line notation)
7−→ ,
where we have shaded the tiles that do not belong the partition Λw. The heights of the
boundary points are Fw = (1, 2, 4, 6, 7) (cf. [KMY09, Ex. 5.7]).
Now if we rotate the semidual model Dw by 180 degrees and extend from the endpoints in
the (rotated) shape Λw by diagonal lines (which go to the northwest), we obtain precisely a
state in the uncolored model Sλw (see also [GK17, MS13, Mot20]). Thus we can apply the
natural bijection Θ between marked states, where we allow only tiles to be marked, and
4 This can also be seen as a translation of Proposition 2.1 into bumpless pipe dreams.
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set-valued tableaux via marked Gelfand–Tsetlin patterns from [BSW20, Sec. 2.3]. However,
the flagging Fw imposes a restriction on the possible states and set-valued tableaux. It is
straightforward to see that this precisely corresponds to restricting to the set of flagged
set-valued tableau SVTλw,Fw . Hence, we have a new proof of Theorem 2.2.
Theorem 4.6 ([KMY09, Thm. 5.8]). Let w ∈ Sn be a vexillary permutation. Then we have
Gw(x,y; β) = Z(Dw;x,y; β) = Gλw,Fw(x|y; β).
As in [KMY09, Cor. 5.9], this gives an integrable systems proof of [Buc02, Thm 3.1]. The
bijection Θ is also the same as the bijection from pipe dreams to SVTλw,Fw given in [KMY09,
Prop. 5.3], which is different from the formula in [FK94, FK96] (see, e.g., [KMY09, Ex. 5.10]).
We can also give new a proof of [McN06, Thm. 8.7] and Theorem 2.10 by taking the stable
limit of the semidual model D1k×w as k →∞ and restricting to a finite number of variables.
Theorem 4.7 ([GK17, MS13, Mot20, WZJ19]). Fix a positive integer n. Let w ∈ Sm be a
vexillary permutation with λ = λw such that m > n+ λ1. Then we have
Z(Dw;xn,y; β) = Z(Sλw ;x,y; β) = Gλw(xn|y; β) = lim
k→∞
G1k×w(xm+k,y; β)
∣∣∣
xn
,
where xn = (x1, . . . , xn, 0, 0, . . .).
Proof. It is well known that λ1k×w = λw, and for F1k×w = (F
′
i )
ℓ(λw)
i=1 and Fw = (Fi)
ℓ(λw)
i=1 , we
have F ′i = Fi + k. This is also easy to see from examining the corresponding vertex models
(equivalently Rothe diagrams). By taking k such that F ′1 > n, the flagging condition no
longer applies as we cannot have an entry in the tableau larger than n and the flagging is
strictly increasing. Thus the model is exactly the uncolored five-vertex model Sλw , and the
claim follows. 
Example 4.8. We consider λ = (1) and n = 2. We consider w = [2, 1] and 12 × w:
, , , ,
where we have drawn the normal double Grothendieck model states on the left and the
corresponding semidual states on the right. If we restrict to the upper-left 2 × 3 rectangle,
we see that every state of Sλ (after being rotated by 180 degrees) can be realized inside of
that 2× 3 rectangle:
, .
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We also note that the symmetry used in [Wei20, Lemma 8.1] is precisely the natural
symmetry from reflecting the semidual model along the y = x line. Furthermore, the bijection
in [Wei20, Lemma 8.2] comes from the reflected elementary excitations/emissions, where we
instead consider the paths in Λw (which in this case equals λw) as being fixed.
4.2. Excited Young diagrams. We can relate a state of our models to excited Young
diagram (EYD), a combinatorial object introduced independently in [Kre05] and [IN09]
to do computations in equivariant Schubert calculus. We use the extension for K-theory
from [IN13, GK15]. Let λ ⊆ µ. The set of excited Young diagrams EYDλ,µ is a subset of
boxes of the Young diagram of µ generated from λ by the local moves
7−→ , 7−→ ,
called elementary excitations . Following [MPS18], we call the inverses elementary emissions .
In terms of the double Grothendieck model, an excited Young diagram consists of the tiles
for a1 vertices and marked c1 vertices. It is straightforward to see this is an equivalent
definition: The local moves and their inverses from [Wei20, Eq. (7.1), Eq. (7.2)] (with
consideration of the marked corners) are precisely the elementary excitations and emissions.
Using the semidual model, an excited Young diagram can be defined as the set of tiles and
marked tiles. It is also straightforward to see that elementary excitations correspond to
moving the down diagonally one step (provided there is not a marked tile there), adding
a particular marking, or moving markings along a diagonal (when possible). Summarizing
this, we have the following proposition.
Proposition 4.9. The maps
ΓGw : Gw → EYDλw,Λw , ΓDw : Dw → EYDλw,Λw ,
described above are weight preserving bijections.
Let Ψ denote the bijection between excited Young diagrams and set-valued tableaux
from [GK15]. Recall that Θ: Dw → SVTλw,Fw is the restriction of the natural bijection
from [BSW20, Sec. 2.3].
Proposition 4.10. Let w be a vexillary permutation. Then the diagram
Gw
Φ
//
ΓGw

Dw
ΓDw
ww♦♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
Θ

EYDλw,Λw Ψ
// SVTλw,Fw
commutes.
Proof. This can be seen by considering how elementary excitations commute under each of
these bijections. 
4.3. Nonintersecting lattice paths. There is another benefit with the semidual model and
the interpretation of a state as a family of nonintersecting lattice paths. The Lindstro¨m–
Gessel–Viennot (LGV) lemma [Lin73, GV85] posits that the sum of the weights over all
families of nonintersecting lattice paths in a edge-weighted directed graph can be given as
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a determinant of the matrix
[
pab
]n
a,b=1
, where pa,b is the sum of the weights of each path
(which is the product of the edge weights in that path) from the a-th starting point to the
b-th ending point. We will construct a weight preserving bijection from a marked state of
the semidual model into a family of nonintersecting lattice paths in order to use the LGV
lemma to express the partition function as a determinant.
We use the following local translation from tiles to a directed graph:
,
with a non-trivial edge weight on only the second horizontal step in each tile that depends
on the position of the tile. Formally, we have a graph on the vertex set
V =
{
(2i, 2j + 1) | i, j ∈ {1, . . . , n}
}
∪
{
(2i+ 1, j) | i ∈ {1, . . . , n}, j ∈ {1, . . . , 2n+ 1}
}
,
with the edge set divided into two types of edges: Schubert edges
(i, 2j +1)→ (i+1, 2j+1), (2i+1, 2j)→ (2i+2, 2j+1), (2i+1, 2j+1)→ (2i+1, 2j),
and K-theory edges (2i+ 1, 2j + 1)→ (2i+ 1, 2j − 1) for all appropriate i and j. We draw
this graph following English convention (so (x, y) 7→ (x,−y) in our drawing convention) to
match with the tile description above. All edges have weight 1 except for the Schubert edges
(2i, 2j + 1) → (2i + 1, 2j + 1), which have weight w(i, j) that we will give later. We can
also restrict to the paths that are not simply diagonals (i.e., paths that have at least one
horizontal step).
We first consider what happens when we apply the LGV lemma na¨ıvely using the tiles.
In this case, we see that we must have β = 0, and so we take w(i, j) = xi ⊕ yj, remove the
K-theory edges, and only consider unmarked states. Let hb denote the height of the b-th
endpoint and λ = λw. One can see that
(4.1) pab = G(λb+a−b)(xa, . . . , xhb |y; 0).
Therefore, we have the following expression for double Schubert polynomials (after substi-
tuting y 7→ −y) by the LGV lemma.
Theorem 4.11. Let w be a vexillary permutation. Then we have
Z(Dw;x,y; 0) = det
[
pab
]n
a,b=1
= Gw(x,y; 0),
where pab is given by Equation (4.1).
We note that our formula at y = 0 is not the same as in [Wac85], but it is likely equivalent
by some sequence of row operations.
Example 4.12. Consider the permutation w = s2s3s2 (for an example of a state in Dw, see
Example 4.2). We compute λw = (2, 1) and Fw = (2, 3). Applying Theorem 4.11 in this
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case, we have
Z(Dw;x,y; 0) = det


G(2)(x1, x2|y; 0) 1 0 0
G(3)(x2|y; 0) G(1)(x2, x3|y; 0) 0 0
0 G(2)(x3|y; 0) 1 0
0 0 G(1)(x4|y; 0) 1


= det
[
G(2)(x1, x2|y; 0) 1∏3
j=1 x2 ⊕ yj x2 ⊕ y1 + x3 ⊕ y2
]
,
where
G(2)(x1, x2|y; 0) = (x1 ⊕ y1)(x1 ⊕ y2) + (x1 ⊕ y1)(x2 ⊕ y3) + (x2 ⊕ y2)(x2 ⊕ y3).
Note that going from the 4 × 4 determinant to the 2 × 2 determinant comes from the fact
that two of the paths contain no horizontal steps. Hence, we have
Z(Dw;x,y; 0) = (x1 ⊕ y1)(x1 ⊕ y2)(x2 ⊕ y1) + (x1 ⊕ y1)(x2 ⊕ y3)(x2 ⊕ y1)
+ (x1 ⊕ y1)(x1 ⊕ y2)(x3 ⊕ y2) + (x1 ⊕ y1)(x2 ⊕ y3)(x3 ⊕ y2)
+ (x2 ⊕ y2)(x2 ⊕ y3)(x3 ⊕ y2)
= Gλw,Fw(x1, x2|y; 0),
with the corresponding flagged set-valued tableaux5
1 1
2
,
1 2
2
,
1 1
3
,
1 2
3
,
2 2
3
.
If we compare this with the formula from [Wac85, Thm. 1.3], we have
Gλw,Fw(x|0; 0) = det
[
x21 + x1x2 + x
2
2 1
x31 + x
2
1x2 + x1x
2
2 + x
3
2 x1 + x2 + x3
]
,
= x21x2 + x1x
2
2 + x
2
1x3 + x1x2x3 + x
2
2x3.
Note that subtracting x1 times the first row from the second in the above matrix is precisely
the 2× 2 determinant used to compute Z(Dw;x, 0; 0).
Now we want to consider the case for generic β. Here, we take w(i, j) = β(xi ⊕ yj),
and we will see that we get a bijection with states using the L-matrix from Figure 9. It is
straightforward to see the only way you can travel along a K-theory edge is if you have a
local configuration in the semidual model of
, ,
with the dashed edge possibly being in the top tile. We note that there are two possible
paths from the starting point to the end point for the left configuration, which corresponds
to the weight 1 + β(xi ⊕ yj). In particular, a tile is marked if and only if the lattice path
uses the K-theory edge into that tile and then the path goes right.
5The β = 0 condition means these are semistandard Young tableaux, which means no entry has more
than one element in the corresponding set.
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However, this also means that we cannot consider Dw (and hence obtain a result for
Gw(x,y; β)) but we can compute the partition function for D. Thus, we can apply the LGV
lemma, but we need to compute pab that goes from the point (0, 2a− 1) to (2b − 1, 0). We
note the path is uniquely determined by the positions of the tiles and the weight can
be explicitly computed. We leave it as an exercise to the interested reader to give a precise
formula. Therefore, we have the following from the LGV lemma.
Theorem 4.13. We have
Z(D;x,y; β) = det
[
pab
]n
a,b=1
,
where pab is the sum of the weights over all paths from (0, 2a− 1) to (2b− 1, 0) in the graph
given above.
Appendix A. SageMath code to obtain the R-matrix
We give the SageMath [Sag20] code we used to compute the R-matrix such that
Proposition 2.6 holds.
1 def compute_R_matrix():
2 R = ZZ[’y,beta’]
3 y,beta = R.gens()
4 def L_wt(aux_in , q_in , aux_out , q_out , z):
5 if set([aux_in , q_in]) != set([aux_out , q_out ]):
6 return 0
7 if aux_in == aux_out == q_out == q_in == 0: # blank tile
8 return beta*(z + y + beta*z*y)
9 if aux_in == q_out == 0: # right turn corner
10 return 1
11 if q_in == aux_out == 0: # left turn corner
12 return 1 + beta*(z + y + beta*z*y)
13 if q_in == q_out == 0: # horizontal line
14 return 1
15 if aux_in == aux_out == 0: # vertical line
16 return 1
17 # Must be a crossing
18 if aux_in == aux_out:
19 if q_in < aux_in:
20 return 1
21 elif aux_in == q_out:
22 if q_in > aux_in:
23 return 1
24 return 0
25
26 states_to_vars = {(in_top,in_bot,out_top ,out_bot): 0
27 for in_top in range (4)
28 for in_bot in range (4)
29 for out_top in range (4)
30 for out_bot in range (4)
31 if set([in_top, in_bot ]) == set([out_top , out_bot])}
32 zi, zj = R[’zi,zj’].fraction_field().gens()
33 base = zi.parent ()
34 S = PolynomialRing(base , ’x’, len( states_to_vars))
35 vars_to_states = []
36 for i, st in enumerate(states_to_vars):
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37 states_to_vars[st] = S.gen(i)
38 vars_to_states.append(st)
39 def R_wt(in_top , in_bot , out_top , out_bot):
40 return states_to_vars.get((in_top ,in_bot ,out_top ,out_bot), 0)
41
42 states = list( cartesian_product([list(range(4)), list(range(4)),
43 list(range (4))]))
44
45 L1 = matrix(base , [[L_wt(s[0], s[2], t[0], t[2], zi) if s[1] == t[1]
46 else 0 for t in states] for s in states ])
47 L2 = matrix(base , [[L_wt(s[1], s[2], t[1], t[2], zj) if s[0] == t[0]
48 else 0 for t in states] for s in states ])
49 R = matrix(S, [[R_wt(s[0], s[1], t[1], t[0]) if s[2] == t[2] else 0
50 for t in states] for s in states ])
51 RLL = R*(L1*L2) - (L2*L1)*R
52
53 M = matrix(base , [[RLL[i,j]. monomial_coefficient(g) for g in S.gens()]
54 for i in range(len(states ))
55 for j in range(len(states ))])
56 ker = [b for b in M.right_kernel().basis() if b[0] == 1]
57 assert len(ker) == 1, len(ker) # Safety check
58 ret = {}
59 for i, val in enumerate(ker[0]):
60 if val != 0:
61 ret[vars_to_states[i]] = SR(val).factor ()
62 return ret
Running this function results in
1 sage: compute_R_matrix()
2 {(0, 0, 0, 0): 1,
3 (0, 1, 0, 1): (beta*zj + 1)/(beta*zi + 1),
4 (0, 2, 0, 2): (beta*zj + 1)/(beta*zi + 1),
5 (0, 3, 0, 3): (beta*zj + 1)/(beta*zi + 1),
6 (1, 0, 0, 1): -beta*(zi - zj)/(beta*zi + 1),
7 (1, 0, 1, 0): 1,
8 (1, 1, 1, 1): 1,
9 (1, 2, 1, 2): (beta*zj + 1)/(beta*zi + 1),
10 (1, 3, 1, 3): (beta*zj + 1)/(beta*zi + 1),
11 (2, 0, 0, 2): -beta*(zi - zj)/(beta*zi + 1),
12 (2, 0, 2, 0): 1,
13 (2, 1, 1, 2): -beta*(zi - zj)/(beta*zi + 1),
14 (2, 1, 2, 1): 1,
15 (2, 2, 2, 2): 1,
16 (2, 3, 2, 3): (beta*zj + 1)/(beta*zi + 1),
17 (3, 0, 0, 3): -beta*(zi - zj)/(beta*zi + 1),
18 (3, 0, 3, 0): 1,
19 (3, 1, 1, 3): -beta*(zi - zj)/(beta*zi + 1),
20 (3, 1, 3, 1): 1,
21 (3, 2, 2, 3): -beta*(zi - zj)/(beta*zi + 1),
22 (3, 2, 3, 2): 1,
23 (3, 3, 3, 3): 1}
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