Abstract. Given a smooth nonhyperelliptic curve C and a pencil g Introduction Given a smooth, complete, irreducible curve of genus g over the complex numbers, one can associate to it its jacobian (JC := P ic 0 C, Θ C ), a principally polarized abelian variety (ppav) of dimension g. After identifying P ic 0 C with P ic g−1 C by tensoring with a fixed invertible sheaf of degree g − 1, the theta divisor Θ C ∈ P ic g−1 C has a nice description:
Introduction
Given a smooth, complete, irreducible curve of genus g over the complex numbers, one can associate to it its jacobian (JC := P ic 0 C, Θ C ), a principally polarized abelian variety (ppav) of dimension g. After identifying P ic 0 C with P ic g−1 C by tensoring with a fixed invertible sheaf of degree g − 1, the theta divisor Θ C ∈ P ic g−1 C has a nice description:
Another interesting property of jacobians is the following. For a ppav (A, Θ) of dimension g over C, let [Θ] ∈ H 2 (A, Z) be the cohomology class of Θ. Then the cohomology class [Θ] g−1 is divisible by (g − 1)!. The class [Θ] g−1 (g−1)! is not divisible and it is called the minimal cohomology class for curves in (A, Θ). This class is positive in the sense that some multiple of it can be represented by an algebraic curve (for instance [Θ] g−1 is the class of a complete intersection of g − 1 general translates of Θ) and, furthermore, any curve whose class is a multiple of The author was partially supported by grants MDA904-98-1-0014 from the National Security Agency and DMS-0071795 from the National Science Foundation. a jacobian, then the choice of any invertible sheaf L of degree 1 on C gives an embedding of C in JC via
Such a map is called an Abel map and the image of C by it an Abel curve. The cohomology class of an Abel curve is the minimal class
. By a theorem of Matsusaka [Ma] , the minimal class is represented by an algebraic curve C in (A, Θ) if and only if (A, Θ) is the polarized jacobian (JC, Θ C ) of C.
Given these and other nice, explicit properties of jacobians, one would like to know whether every ppav can be described as a jacobian. The answer to this question is negative simply for dimension reasons: ppav of dimension g depend on g(g+1) 2 moduli whereas curves of genus g depend on 3g − 3 moduli. For g ≥ 4, we have
2 > 3g − 3 and so there aren't enough curves of genus g to obtain all ppav of dimension g. The question then is how else can one parametrize ppav? The first step of a generalization of the notion of jacobian is the construction of a Prym variety which is as follows.
Suppose given a smooth, complete and irreducible curve of genus g + 1 and anétale double cover π : C → C. The genus of C is then 2g + 1. The involution σ : C → C of the cover π acts on the jacobian J C and the Prym variety P of π is defined as P := im(σ − 1) ⊂ J C.
It is well-known that, after a translation by some L ∈ P ic 2g C, the intersection of the theta divisor Θ C of P ic 2g C with the translate of P is 2Ξ where the divisor Ξ defines a principal polarization on P . So we again have a nice way of parametrizing the theta divisor of the ppav (P, Ξ). Since P is also a quotient of J C via σ − 1, one can take the image of an Abel embedding of C in P . Such a map gives an embedding of C in P and its image is called a Prym curve. The class of a Prym curve is 2
[Ξ] g−1 (g−1)! . So we have an analogue of the fact that in a jacobian the minimal class is representable by an algebraic curve.
Prym varieties of dimension g depend on the same number of moduli as curves of genus g + 1, meaning 3g moduli. Therefore, for g ≥ 4, a general Prym variety is not a jacobian and, for g ≥ 6, a general ppav is not a Prym variety. So again one would want to know how else to parametrize a ppav.
A futher generalization is the notion of Prym-Tjurin variety. Again, one would want to use a construction using curves. Higher degree coverings do not yield general ppav because the dimension of the Prym variety (defined in a way similar to the degree 2 case) is too high and therefore the families of ppav that one would obtain are too small, their dimensions being the dimensions of the moduli spaces for the bottom curves. A direct generalization of a covering is a correspondence and this is what one uses to define Prym-Tjurin varieties. All ppav are Prym-Tjurin varieties in the sense that we describe below.
Let X be a smooth, complete and irreducible curve and let D ⊂ X × X be a correspondence, i.e., a divisor. To D one can associate an endomorphism of JX in the following way
where p 1 and p 2 are the two projections X × X → X. If D is linearly equivalent to a sum of fibers of p 1 and p 2 , then φ D is the zero endomorphism. If we exchange the roles of p 1 and p 2 in the above definition then φ D is replaced by its image under the Rosati involution. The correspondence D is said to be symmetric if there are (not necessarily effective) divisors a and b on X such that D − D t is linearly equivalent to p * 1 (a) + p * 2 (b), where D t is the transpose of D, i.e., the image of D under the involution exchanging the two factors of X × X. So D is symmetric if and only if φ D is fixed by the Rosati involution. From now on we shall assume that this is the case.
Furthermore, we assume that there is a positive integer m such that φ D satisfies the identity
where the numbers denote the endomorphisms of JX given by multiplication by those numbers. With the above hypotheses, the Prym-Tjurin variety of (X, D) or (X, φ D ) is defined to be
There is a principal polarization Ξ on P such that
Furthermore, the image in P of an Abel curve in JX is a curve of class m
Conversely, for a ppav (A, Θ), suppose given a reduced non-degenerate curve X in A and let X → X be its normalization. Then the composition X → X → A induces, via addition, a morphism σ : JX → A which is onto because X is nondegenerate. LetÂ := P ic 0 (A) and JX := P ic 0 (JX) be the dual abelian varieties of A and JX. Then, by pull-back on P ic 0 , one definesσ :Â →ĴX. The principal polarizations Θ and Θ X of A and JX define isomorphisms
and we define τ : JX → JX as the composition
Then, by a result of Welters ([W] ) the cohomology class of X in A is m
if and only if τ (τ + m) = 0. Furthermore, ifσ :Â →ĴX is injective, then, via
the principal polarization of JX induces the polarization mΘ on A. In other words (A, Θ) is a Prym-Tjurin variety for (X, τ + 1).
So we see that being a Prym-Tjurin variety means containing a curve of class m
, Welters constructs an abelian cover X ′ of X such thatÂ →Ĵ X ′ is injective 1 . The notion of Prym-Tjurin variety is noticeably weaker than that of jacobian or Prym variety in one respect: we do not have a parametrization of a theta divisor. In the case of Prym varieties, the theta divisor Θ C cuts twice a theta divisor on P whereas for Prym-Tjurin varieties we only have a linear equivalence of Θ X with mΞ. Kanev shows that one can do a bit better. In fact he proves that if the correspondence D is fixed-point-free (i.e., the support of D does not intersect the diagonal of X × X), then Θ X | P = mΞ. Furthermore, an invertible sheaf L ∈ P ⊂ P ic g X −1 X (g X is the genus of X) is on Ξ if and only if h 0 (L) ≥ m and L ∈ P if and only if h 0 (L) = 0. This gives a very nice parametrization of Ξ and even allows one to analyze the singularities of Ξ. It is not known however, whether every ppav is a Prym-Tjurin variety for a fixed-point-free correspondence. In addition, two correspondences could induce the same endomorphism of JX while one is fixed-point-free and the other is not. In general it is difficult to determine whether a given endomorphism can be induced by a fixed-pointfree correspondence.
1 The image of X ′ is then a curve of class mn 2g−2 /#K where K is the kernel of JX →Â and n is the smallest integer such that every element of K is of order n Welters showed that every principally polarized abelian variety is a Prym-Tjurin variety. Birkenhacke and Lange showed that every principally polarized abelian variety is a Prym-Tjurin variety for an integer m ≤ 3 g (g − 1)! (see [BL] page 374 Corollary 2.4) 2 .
The smallest integer m for which m
can be represented by an algebraic curve naturally defines a stratification of the moduli space A g of ppav. This is related to a stratification of A g by other geometric invariants as discussed by Beauville [B] and Debarre [D1] and which we describe below.
It is known that for a jacobian the dimension of the singular locus Sing(Θ) of Θ is at least g −4, the Kummer variety K(JC) has trisecant lines and there are reducible intersections of two translates of Θ. For Prym varieties, the dimension of Sing(Θ) is at least g −6, the Kummer variety has quadrisecant planes and there are reducible intersections of three translates of Θ. Under certain restrictive hypotheses, Debarre proves the following in [D1] . For any integer m, the existence of an (m+ 2)-secant m-plane to the Kummer variety K(A) implies that Sing(Θ) has dimension ≥ g − 2m − 2. The existence of a particular type (which Debarre describes in [D1] ) of one-parameter family of (m + 2)-secant m-planes to K(A) implies the existence of a curve of class m
If (A, Θ) is the Prym-Tjurin variety for a symmetric fixed-point-free correspondence on a curve C whose associated endomorphism φ on JC verifies (φ − 1)(φ + m − 1) = 0, then either Sing(Θ) is empty or its dimension is at least g − 2m − 2. This last implication uses results of Kanev ([Ka] , see above).
Since the theta divisor of a general ppav is smooth, the above suggests that, for a general ppav A, the smallest integer m for which there is a curve of class m . Debarre has proved in [D2] that the smallest integer m for which m
is the class of an algebraic curve is at least
In this paper, we consider the problem of deforming curves in jacobians of curves out of the jacobian locus. More precisely, let C be a curve of genus g with a g
2 Their proof uses 3-theta divisors. Using the fact that a general 2-theta divisor is smooth, the exact same proof would give m ≤ 2 g (g − 1)!. For abelian varieties with a smooth theta divisor, the same proof would give m ≤ (g − 1)!.
where C (e) is the e-th symmetric power of C (for the precise schemetheoretical definition see 2.1 when e = 2 and [I2] for e > 2). If d ≥ e+1, this curve can be embedded into JC by subtracting a fixed divisor of degree e on C. Given a one-parameter infinitesimal deformation of the jacobian of C out of the jacobian locus J g we ask when the curve X e (g See Section 1 for the notation of the Theorem.
in JC is an Abel curve and so by the result of [Ma] , the curve X 2 (g Can one describe them in a concrete geometric way. We address the question of construction of deformations in a forthcoming paper [I2] .
For e > 2, the analogous result would be the following. The curve
− 1 and d = 2e + 1. We expect this to be true most of the time. There could, however, be special pairs (C, g 1 d ) for which the curve X e (g 1 d ) deforms out of the jacobian locus but g 1 d does not verify the above conditions. Note that a standard Brill-Noether calculation shows that for general curves of genus ≥ 7, the smallest d for which they can have g
In such a case the class of X e (g which is then what we would find for a general ppav.
For e > 2 the proof would proceed along the same general lines as in the e = 2 case. However, the technicalities of the calculations are more involved and we do not yet have a complete proof of the analogous result. We address this question in a forthcoming paper [I1].
Notation and Conventions
We will denote linear equivalence of divisors by ∼. For any divisor or coherent sheaf D on a scheme X, denote by h i (D) the dimension of the cohomology group
For any subscheme Y of X, we will denote I Y /X the ideal sheaf of Y in X and N Y /X the normal sheaf of Y in X. When there is no ambiguity we drop the subscript X from I Y /X or N Y /X . The tangent sheaf of X will be denoted by T X := Hom(Ω 1 X , O X ) and the dualizing sheaf of X by ω X . We let C be a smooth nonhyperelliptic curve of genus g over the field C of complex numbers. For any positive integer n, denote by C n the n-th Cartesian power of C and by C (n) the n-th symmetric power of C. We denote π n : C n → C (n) the natural quotient map. Note that C (n) parametrizes the effective divisors of degree n on C.
We denote by K an arbitrary canonical divisor on C. Since C is not hyperelliptic, its canonical map C → |K| * is an embedding and throughout this paper we identify C with its canonical image. For a divisor D on C, we denote by D its span in |K| * . Since we will mostly work with the Picard group P ic g−1 C of invertible sheaves of degree g − 1 on C, we put A := P ic g−1 C. Let Θ denote the natural theta divisor of A, i.e.,
Chapter VI p. 226). So the singular locus of Θ is
There is a map
where Sing 2 (Θ) is the locus of points of order 2 on Θ and |I 2 (C)| is the linear system of quadrics containing the canonical curve C. This map is equal to the map sending L to the (quadric) tangent cone to Θ at L and its image Q generates |I 2 (C)| (see [G] and [SV] ). Any Q(L) ∈ Q has rank ≤ 4. The singular locus of Q(L) cuts C in the sum of the base divisors of |L| and |ω C ⊗ L −1 |. The rulings of Q cut the divisors of the moving parts of |L| and |ω C ⊗ L −1 | on C (see [AM] ). For any divisor or invertible sheaf a of degree 0 and any subscheme Y of A, we let Y a denote the translate of Y by a. By a g r d we mean a (not necessarily complete) linear system of degree d and dimension r.
For any effective divisor E of degree e on C and any positive integer n ≥ e, let C
t , note that the restriction of the divisor class
We let δ denote the divisor class on C (2) such that π * 2 δ ∼ ∆ where ∆ is the diagonal of C 2 . By infinitesimal deformation we always mean flat first order infinitesimal deformation.
2. Proof of the main Theorem 2.1. Let L be a pencil of degree d ≥ 4 on C. Let M be the moving part of L and let B be its base divisor. Define the curve X := X 2 (L) as a divisor on C (2) in the following way.
where X 2 (M) is the reduced curve
Lemma 2.1. We have
and X has arithmetic genus
Proof. Pull back to C 2 , restrict to the fibers of the two projections and use the See-Saw Theorem. For the arithmetic genus use the exact sequence
and the results of Appendix 3.1.
Choose
and A by the respective morphisms
(2) with their images by these maps. Recall the usual exact sequence
The curve X is a local complete intersection scheme because it is a divisor in C (2) . Using this, local calculations show that the above sequence can be completed to the exact sequence
where X red is the underlying reduced scheme of X. This sequence can then be split into the following two short exact sequences.
from which we obtain the maps of exterior groups
The composition of the above two maps with restriction
is the obstruction map
Given an infinitesimal deformation η ∈ H 1 (T A ), the curve X deforms with A in the direction of η if and only if ν(η) = 0 (see e.g. [Ko] Chapter 1 and [SV] for these deformation theory results).
Using the fact that X is a divisor in C
(2) , a local calculation shows that we have the usual exact sequence
From this we obtain the map
whose composition with ν we call ν 2 :
So, if ν(η) = 0, then, a fortiori, ν 2 (η) = 0.
The choice of the polarization Θ provides an isomorphism H
⊗2 by which the algebraic (i.e. globally unobstructed) infinitesimal deformations with which Θ deforms are identified with the elements of the subspace
. Via this identification, the space of infinitesimal deformations of (A, Θ) as a jacobian is naturally identified with
The Serre dual of this last map is multiplication of sections
whose kernel is the space I 2 (C) of quadrics containing the canonical image of C. Therefore, to say that we consider an infinitesimal deformation of (A, Θ) out of the jacobian locus, means that we consider
which is equivalent to say that we consider η ∈ S 2 H 1 (O C ) such that there is a quadric Q ∈ I 2 (C) with (Q, η) = 0. Here we denote by
the pairing obtained from Serre Duality. We fix such an infinitesimal deformation η and prove that if ν 2 (η) = 0, then d = 4 or d = 5 and h 0 (L) = 3. For this we use translates of Θ containing C (2) and, a fortiori, X.
Lemma 2.2. If C (2) is contained in a translate Θ a of Θ, then there exists
Proof. For any points q 1 , . . . , q g−3 of C, the image of
→ Θ be the natural morphism. Then (see [G] (1.20) p. 89) we have the exact sequence
where Z g−1 is the subscheme of C (g−1) where ρ fails to be an isomorphism. For the convenience of the reader we mention that the scheme Z g−1 is a determinantal scheme of codimension 2. If g ≥ 5 or if g = 4 and C has two distinct g 1 3 's, the scheme Z g−1 is reduced and is the scheme-theoretical inverse image of the singular locus of Θ.
Combining sequence (2.2) with the tangent bundles sequences for C (2) a , we obtain the commutative diagram with exact rows and columns 0 0
The restriction of this to X a gives the commutative diagram with exact rows and columns
whose cohomology gives the commutative diagram with exact rows and columns
Therefore we have the commutative diagram
Translation by a induces the identity on H 1 (T A ) and isomorphisms
so that the kernel of
is equal to the kernel of the map
obtained from ν 2 by translation. Therefore the previous diagram proves the following theorem.
Theorem 2.3. The kernel of the map
is contained in the kernel of the map obtained from the above
for all a such that Θ −a contains C (2) .
We shall prove that for any
there exists a such that Θ −a contains C (2) and the image of η by the map
is nonzero unless either d = 4 or d = 5, h 0 (L) = 3 and C has genus 5 or genus 4 and only one g 2.7. The latter map is the composition of
with restriction
Restriction of the natural exact sequence
to X a gives us the exact sequence
The image of the leftmost map is I Z g−1 ∩Xa (Θ). From this we obtain the map
Therefore we look at the kernel of the composition
Now, using the commutative diagram with exact rows
Composition 2.4 is also equal to the composition
By [G] p. 95 the first map is the following
where {z i } is a system of coordinates on A and σ is a theta function with divisor of zeros equal to Θ. So we have
We will investigate the kernel of the composition of the first two maps and that of the coboundary map separately. The kernel of the composition of the first two maps is contained in (with equality if and only if Z g−1 ∩ X a is reduced) the annihilator of the quadrics of rank ≤ 4 which are the tangent cones to Θ at the points of ρ(Z g−1 )∩X a = Sing(Θ)∩X a .
Let Z(X) ⊂ C (g−3)
×X be the closure of the subvariety parametrizing pairs ( q i , D 2 ) such that h 0 ( q i ) = 1 (this is the case generically on C (g−3) because dimW 1 g−3 ≤ g −3−2−1 = g −6 by [Mu] pp. 348-350) and h 0 (D 2 + q i ) = 2. Let Z(X) ⊂ C (g−3) be the image of Z(X) by the first projection. It follows from Corollary 2.6 below that Z(X) and Z(X) are not empty.
Given an infinitesimal deformation η ∈ S 2 H 1 (O C ) \ H 1 (T C ) we shall prove that there is always a component of Z(X) such that for ( q i , D 2 ) general in that component the tangent cone to Θ at O C (D 2 + q i ) does not vanish on η. This will follows from Corollary 2.6 below, given that the image Q of Sing 2 (Θ) in |I 2 (C)| generates |I 2 (C)|. By our remarks above, it implies a fortiori that the image of η in H 0 (O Z g−1 ∩Xa (Θ)) is nonzero for −a = p i − q i . We will then show that generically on any component of Z(X) the coboundary map
is injective unless either d = 4 or d = 5 and h 0 (L) = 3. It will follow by Theorem 2.3 that ν 2 (η) = 0, hence ν(η) = 0 and X does not deform with η unless either d = 4 or d = 5 and h 0 (L) = 3. We begin by computing the dimensions of Z(X) and Z(X) and showing that Z(X) maps onto Sing(Θ).
Lemma 2.4. For any quadric Q containing C, there is D 2 ∈ X such that D 2 ⊂ Q.
Proof. By Appendix 3.3 the space I 2 (C) can be identified with
The support of the divisor E Q of zeros of s Q is the set of divisors D ∈ C (2) such that D ⊂ Q. So our lemma is equivalent to saying that the intersection E Q ∩ X is not empty. This follows from the following computation of the intersection number of E Q and X where we use d ≥ 4 and g ≥ 4.
Lemma 2.5. For any g
Proof. This follows from the positivity of the intersection number of X and X 2 (g
Corollary 2.6. The variety Z(X) maps onto Sing(Θ) by ρ.
Proof. It is sufficient to prove that the map Z(X) → Sing(Θ) is dominant. A general point of Sing(Θ) is a complete g 1 g−1 on C. By the previous lemma, there is a divisor of g 1 g−1 which contains D 2 . So there is
Proposition 2.7. The variety Z(X) is everywhere of dimension ≥ g − 4.
Proof. By Corollary 2.6, the variety Z(X) is not empty. To see that the dimension of Z(X) is everywhere ≥ g − 4, note that h 0 (D 2 + q i ) ≥ 2 is equivalent to D 2 + q i ∈ Z g−1 . Requiring D 2 ∈ X imposes at most one condition on the pair ( q i , D 2 ). Since the dimension of Z g−1 is g − 3 [G] , the proposition follows. 2.9. Since quadrics associated to g 1 g−1 's generate I 2 (C) (see [G] ), for any direction η ∈ S 2 H 1 (O C ) \ H 1 (T C ) there exists an irreducible component Q(η) of Q such that for Q general in Q(η), the quadric Q is nonzero on η (in fact Q is almost always irreducible but we do not need to go into this). Let Z(η) be an irreducible component of Z(X) which maps onto Q(η) and let Z(η) be the image of Z(η) in C (g−3) . Then, for q i general in Z(η), the image of η in the corresponding
is not injective, then
Proof. Using the exact sequence
we need to understand the sections of O Xa (Θ) which vanish on Z g−1 ∩ X a . Equivalently, translating everything by −a, we need to understand the sections of O X (Θ −a ) which vanish on (Z g−1 ) −a ∩ X. For this, we use the embedding of X in C (2) :
(see 3.1 for this notation), by Appendix 3.1 this gives the exact sequence of cohomology
, hence they also vanish on (Z g−1 ) −a ∩X. So if the coboundary map is not injective, then there must be elements of H 0 (X, Θ −a ) which are not restrictions of elements of H 0 (C (2) , Θ −a ). In particular, by the above exact sequence, we must have
Theorem 2.9. Suppose X deforms infinitesimally with A in a direc-
Proof. Let Q(η), Z(η), Z(η) be as in 2.9 and let q i ∈ Z(η) be general so that in particular we have h 0 ( q i ) = 1 (see 2.8). Then, as we noted in 2.9, the image η of η in H 0 (O Z g−1 ∩Xa (Θ)) is not zero. Since X deforms with η, by Theorem 2.3, the image of η in H 1 (I Z g−1 (Θ)| Xa ) is zero. So η is in the kernel of the coboundary map
which is therefore not injective. It follows, by Lemma 2.8, that h
Since the dimension of Z(η) is at least g − 4 (see Proposition 2.7) and X is one-dimensional, the dimension of Z(η) is at least g − 5. If the genus is 4, then since Z(η) is not empty, the dimension of Z(η) is at least g − 4.
If Z(η) has dimension ≥ g − 4, then by the above discussion we have
. Suppose now that Z(η) has dimension g − 5 (then g ≥ 5 by the above). First note that by the same reasoning as above, we have d ≤ 6 and, if d = 6, then h 0 (L) = 3. Next Z(η) has dimension g − 4 and the fibers of Z(η) → Z(η) are one-dimensional, all equal to a union of components of X, say X ′ . Since we can suppose h 0 ( q i ) = 1 (see 2.8), the condition h
′ . Therefore the projection of center q i from the canonical curve C to P 2 = |K − q i | * is not birational to its image. It follows in particular that X ′ ⊂ X 2 (M) (see 2.1 for this notation) since otherwise all of C would be sent to a point by this projection. So there is a nonconstant map κ : C → C ′ of degree ≥ 2 with C ′ smooth such that |K − q i | is the inverse image of a linear system on C ′ , say R( q i ). (B g−5 ) ). As B g−5 moves, any given point in κ * (κ (B g−5 ) ) is a general point of C (provided g − 5 ≥ 1), so because L is fixed, the divisor κ * (κ(B g−5 )) is contained in B ′ 0 +B g−5 . So we obtain the inequality
If d ≥ 5, we obtain g ≤ 6. For g = 6, we have g + 1 = 7 is prime so the projection from q i is birational. For g = 5, we have g + 1 = 6 and κ can have degree 2 or 3. If κ has degree 2, then C ′ is elliptic, C biellptic and
≥ 2 if and only if q 1 + q 2 ∈ X ′ as well (this can be easily seen by looking at the quadrics of Q which contain D 2 ). So in fact there is only one possiblity for Z(η) which is Z(η) = X ′ and this is one-dimensional: 1 = g − 4 which contradicts the hypothesis dimZ(η) = g − 5 = 0. If κ has degree 3, then
Furthermore, in this case, the variety Q is irreducible and so Let us then analyze the case d = 5. Here h 0 (L) = 3 so g ≤ 6. By the above, for X to deform out of J g , it is necessary that, if generically on a component of Z(X) we have h 0 (K − q i − L) = 0, then the image in Q of the inverse image of that component in Z(X) does not generate |I 2 (C)|. Let D 2 ∈ X be such that h 0 ( q i + D 2 ) = 2 (by our generality assumption we can suppose that this is equal to 2 and not just ≥ 2). So the span
, any divisor of L spans a plane in |K| * . Let us now distinguish the cases of different genera.
g=4: Here g − 3 = 1 and q i = q 1 . The variety Q = |I 2 (C)| is a point so for X to deform out of J 4 we need that for all
The intersection number of this with X is
Now any g 2 5 on C is of the form |K − t| for some point t on C. Therefore the divisors of the g 2 5 are cut by planes through t. A pencil of these whose base locus we denote L 0 ⊂ |K| * , (L 0 ∼ = P 1 ) cuts the divisors of L on C and the divisor D 5 of L containing D 2 is cut by the span L 0 , t + D 2 which is a plane. To say that |D 2 + q 1 | is a g . So we see that for these three choices of D 2 , we have h 0 (K − L − q 1 ) = 0 and X cannot deform. This stays valid even if we degenerate L so that the two planes above come together: as long as C has two distinct g 1 3 's we still would have one divisor D 2 for which h 0 (K − L − q 1 ) = 0. So we see that if X deforms, then C has only one g 1 3 . g=5: Here g −3 = 2 and q i = q 1 + q 2 . To say h 0 (D 2 + q 1 + q 2 ) = 2 means |D 2 +q 1 +q 2 | is a g on C, unique because the genus is ≥ 5. The variety Q is a plane quintic with a double point: it is the image of C in P 2 = |I 2 (C)| by the morphism associated to g 2 5 . Every quadric of Q has rank 4 except its double point Q 0 which has rank 3. The singular locus of Q 0 is a secant to C and its ruling cuts g 1 3 on C. The intersection of the singular locus of Q 0 with C is the divisor D 0 such that 2g
, containing D 2 imposes one linear condition on |I 2 (C)| and hence also on Q ⊂ |I 2 (C)|. Since D 2 can vary in a one-dimensional family (contained in X), for a general D 2 , there are either 5 distinct elements of Q containing it or 4 distinct elements one of which is Q 0 . In the first case we see that there are five distinct g 
The first three are contained in a component of Z(X) whose inverse image in Z(X) maps to a point in Q. Indeed, they are all contained in the plane D 2 +s 1 +s 2 +s 3 which is contained for all such D 2 in the quadric Q of rank 4 obtained as the union ∪ D∈L D . The quadric Q is the image of our component of Z(X). So we see that X might deform in the directions annihilating Q. g=6: Here g − 3 = 3 and q i = q 1 + q 2 + q 3 . The curve C is a smooth plane quintic and K ∼ 2g 1. q = t i for some i ∈ {1, 2}. Then
The span of D 5 is the span of the unique divisor of g 2 5 containing p + t j and t i so it contains a divisor of degree 6 on C. We see that p can vary freely in C. This gives two possibily equal (depending on whether t 1 = t 2 ) copies of C in Z(D 2 ). 2. q = t i for i ∈ {1, 2}. Then g 
As D 2 varies in a component of X, the points p and q will freely vary in C. Therefore g 1 5 = g 2 5 − p + q traces all of Sing(Θ). So we see that X cannot deform with JC out of J 6 . Note however, that if we degenerate the plane quintic to a singular one, then X might deform.
3. Appendix 3.1. The cohomology of some sheaves on C (n) . We calculate the cohomologies of some sheaves on C (n) for an integer n ≥ 2. Recall that π n : C n → C (n) is the natural morphism and let ∆ n i,j (1 ≤ i < j ≤ n) be the diagonals of C n . Also let pr i : C n → C be the i-th projection. Then
by the Hurwitz formula, and
For any non-trivial divisor class b of degree 0 on C, the intersection Θ.Θ b is easily seen to be reduced and its inverse image in
If n ≤ g − 1, the restriction of this to C (n)
whose pull-back to C n by π n is in the linear system
as can be easily seen by restricting to fibers of the various projections C n → C n−1 and using the See-saw Theorem. More generally, for any divisor E on C, let L n,E and L ′ n,E be the invertible sheaves on C (n) whose inverse images by π n are isomorphic to pr * 1 O C (E) ⊗ . . . ⊗ pr * n O C (E) and
respectively. We will calculate the cohomologies of L n,E and L ′ n,E . Since π * n L n,E ∼ = pr * 1 O C (E) ⊗ . . . ⊗ pr * n O C (E), the sheaf L n,E is the invariant subsheaf of π n * π * n L n,E = π n * (pr * 1 O C (E) ⊗ . . . ⊗ pr * n O C (E)) for the action of the symmetric group S n . We claim that L ′ n,E is the skew-symmetric subsheaf of
for the action of S n . To see this, first note that any skew-symmetric local section of π n * (pr Similarly, the skew-symmetric parts of the cohomology groups are
3.2. Useful exact sequences of cohomology groups. Let a be such that Θ a ⊃ C (2) and Sing(Θ a ) ⊃ C (2) . Then −a + p i ∼ q i and h 0 ( q i ) = 1. As we saw in 3.1 we have
Consider the composition
For 3 ≤ n ≤ g − 1, we have the exact sequence
For each i, by 3.1, we have
q i ) and the map on cohomology
is obtained from the inclusion
(note that the dimension of H 1 (K − g−n i=1 q i ) and H 1 (K − g−1−n i=1 q i ) is 1). It follows that for all i the sequence
is exact. In particular, all the sections of O C (2) (Θ a ) vanish on (Z g−1 ) a ∩ C (2) , hence on (Z g−1 ) a ∩X, so they restrict to sections of I (Z g−1 )a∩X (Θ a ) on X.
3.3. The cohomology of L 2,E (−∆) = O C (2) (C E − ∆) = O C (2) (C E − ∆). We use the exact sequence
Under the isomorphism ∆ ∼ = C we have O C (2) (C E )| ∆ ∼ = O C (2E)) and, by 3.1, we have the long exact sequence of cohomology
(3.1) So, in particular, H 0 (C (2) , C E −2δ) = I 2 (C, E) is the space of quadratic forms vanishing on the image of C in |E| * if |E| = ∅.
