Path-based measures of expansion rates and Lagrangian transport in
  stochastic flows by Branicki, Michal & Uda, Kenneth
PATH-BASED MEASURES OF EXPANSION RATES AND LAGRANGIAN
TRANSPORT IN STOCHASTIC FLOWS
MICHA L BRANICKI †,∗ AND KENNETH UDA†
† Department of Mathematics, University of Edinburgh, Scotland, UK
∗ The Alan Turing Institute for Data Science, London, UK
Abstract. We develop a systematic information-theoretic framework for a probabilistic charac-
terisation of expansion rates in non-autonomous stochastic dynamical systems which are known
over a finite time interval. This work is motivated by the desire to quantify uncertainty in
time-dependent transport analysis and to improve Lagrangian (trajectory-based) predictions in
multi-scale systems based on simplified, data-driven models. In this framework the average finite-
time nonlinear expansion along system trajectories is based on a finite-time rate of information
loss between evolving probability measures. We characterise properties of finite-time divergence
rate fields, defined via so-called ϕ-divergencies, and we derive a link between this probabilistic
approach and a diagnostic based on finite-time Lyapunov exponents which are commonly used in
estimating expansion and identifying transport barriers in deterministic flows; this missing link is
subsequently extended to evolution of path-based uncertainty in stochastic flows; the Lagrangian
uncertainty quantification is a subject of a follow-up publication.
Keywords: stochastic flows, SDEs, random probability measures, ϕ-divergence, information
theory, Markov evolutions, Lagrangian transport, mixing, expansion rates, Lyapunov exponents.
E-mail address: M.Branicki@ed.ac.uk, K.Uda@ed.ac.uk.
This work was supported by the Office of Naval Research grant ONR N00014-15-1-2351.
1
ar
X
iv
:1
81
0.
07
56
7v
1 
 [m
ath
.D
S]
  1
7 O
ct 
20
18
2 MEASURES OF EXPANSION RATES AND LAGRANGIAN TRANSPORT IN STOCHASTIC FLOWS
Contents
1. Introduction 2
2. Outline of main results 4
3. General setup 5
3.1. Random probability measures 8
3.2. Derivative flow 10
3.3. Centred flow 11
4. Finite-time expansion rates in stochastic flows 12
4.1. Finite-time divergence rates (ϕ-FTDR) 13
4.2. Some general properties of divergence-based expansion rates in stochastic flows 15
4.3. Expansion rates from a uniform initial measure 18
5. Properties of divergence-based expansion rates in deterministic flows 28
5.1. The link between KL-divergence and the largest finite-time Lyapunov exponent 28
5.2. The link between KL-divergence and the minimal finite-time Lyapunov exponent 31
6. Lyapunov functionals on a finite-time horizon for stochastic flows 35
6.1. KL-divergence rates and the almost sure exponent 35
6.2. KL-divergence rates and the moment exponent 38
6.3. KL-divergence rate and the sum of Lyapunov exponents 41
7. Computational aspects 46
7.1. Case study 48
8. Conclusions and future work 53
Appendix A. Evolution of probability densities in the deterministic setting: Frobenius-
Perron and Koopman operators. 54
Appendix B. Further proofs 55
References 85
1. Introduction
The emergence of organised structures in the Lagrangian (i.e., trajectory-based) formulation
of transport phenomena has been a subject of intense study for some time, especially since the
seminal paper of Brown and Roshko [22] in the context of fluid flows. The dynamical systems
approach to describe and understand transport characteristics associated with solutions of the
classical hyperbolic ‘advection’ PDE based on the structure and topology of trajectories x 7→
φt,t0(x) induced by the flow φt,t0 :M→M, φt,s◦φs,t0=φt,t0 , s, t, t0 ∈I ⊆R, on some manifoldM
(usually R2 or R3) became widespread in the 1980’s and 90’s. These efforts have led to various
notions of ‘coherence’ in the Lagrangian structure of underlying flows, utilising a variety of
techniques for determining the existence and geometry of flow-invariant structures. Historically,
the developed approaches fall roughly into two classes:
(i) Geometric/topological methods which utilise flow-invariant manifolds of hyperbolic sets.
(ii) Probabilistic techniques which exploit spectral properties of the Frobenius-Perron operator,
leading to notions of almost-invariant and finite-time coherent sets.
Apart from purely theoretical aspects relevant for finite-dimensional dynamical systems (e.g.,
[70, 88, 59]), Hamiltonian PDEs, or some parabolic PDEs (e.g., [27, 28]), a major motivation for
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these efforts arose from the desire to study time-dependent transport and provide Lagrangian
predictions in geophysical flows; more recent applications include trajectory-based predictions
in molecular dynamics or systems biology based on simplified models with errors affecting the
dynamics in a non-local fashion.
Identification of hyperbolic trajectories and their stable and unstable manifolds provided the
first mathematical approach to the Lagrangian transport problem associated with the classical
‘advection’ PDE - in both the periodic and aperiodic time-dependent deterministic settings - with
applications dating back to the beginning of studies of ‘chaotic advection’ in fluid flows (e.g.,
[77]). The exponential contraction/expansion near a hyperbolic trajectory, and Palis-Lambda
Lemma (e.g., [49]), implies that pairs of points straddling a stable manifold will initially separate
exponentially fast; analogous situation occurs for an unstable manifold backward-in-time. In
nonlinear dynamical systems such an exponential dichotomy allows, in principle, to identify the
most prominent or ‘distinguished’ hyperbolic trajectory whose stable and unstable manifolds can
be detected by searching for sets of ‘distinguished’ initial conditions (e.g., [57, 58]). Important
obstacles for deriving a general theory of Lagrangian transport in this framework arise from
the need to account for the effects of transient phenomena (e.g., time-localised mixing) which
cannot be captured by time-asymptotic notions (e.g., hyperbolicity, ergodicity), and to account
for dynamical uncertainty in estimating trajectory-based ‘observables’ which need to be inferred
from approximate models in applications. In deterministic non-autonomous dynamical systems
(M, (φt,s)s,t∈I) generalised techniques exploiting notions of stable/unstable manifolds of ‘finite-
time hyperbolic’ trajectories, or approaches based on finite-time Lyapunov exponents (FTLE)
are frequently used as a means to estimate dominant Lagrangian structures and infer transport
characteristics. (e.g., lobe dynamics associated with ‘distinguished’ hyperbolic trajectories (e.g.,
[82, 88, 57, 58]), or so-called Lagrangian coherent structures (e.g., [52, 53])). In particular,
approximately invariant Lagrangian coherent structures are often studied computationally (e.g.
[51, 52, 19]) based on FTLE maps whose ridges may indicate transport barriers.
Alternatively, probabilistic approaches to Lagrangian transport - originating from [69, 73] or
[34, 35] and so far largely confined to deterministic systems - focus on the evolution of probability
measures on trajectories with the aim to detect regions in the state manifoldM that are weakly
deformed (in an appropriate sense) under the flow (φt,s)s,t∈I of the underlying dynamical system.
These regions are known as almost-invariant, finite-time coherent sets, or time-asymptotic coher-
ent sets (e.g., [46]) depending on whether eigenvectors, singular vectors, or Oseledets vectors of
the associated transfer operator acting on probability measures are considered. Both approaches
(i.e., geometric and probabilistic) have advantages and disadvantages, but they usually give com-
patible answers in deterministic case studies [46, 19]. However, rigorous or even formal results
concerning the connection between the two frameworks remain elusive (e.g., [47]).
Our main objective is to develop a general and systematic framework for quantification and
mitigation of error in probabilistic predictions of path-based (Lagrangian) functionals which are
obtained from (Eulerian) vector fields generating the underlying dynamical system in a way which
naturally applies in both the deterministic and stochastic settings. This is driven by the desire to
obtain meaningful information about evolution of trajectory-based functionals from ‘uncertain’
approximations of the true dynamics. Importantly, consequences of uncertainties on the skill
of Lagrangian predictions (obtained via the underlying flow map over some time interval) are
distinctly different from those affecting approximations of the Eulerian fields (generating the
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flow map). It is well-known in the theory of dynamical systems (e.g., [88]) that even ‘nearly
identical’ vector fields can produce drastically different trajectory structure, thus affecting the
associated path-based predictions in a nonlocal-in-time fashion. Quantification and mitigation
of error in Lagrangian predictions due to the potentially uncertain Eulerian input is amenable to
analysis in a probabilistic framework; in such a setting information-theoretic tools can be used to
understand how to bound and optimise the lack of information in path-based predictions obtained
from imperfect Eulerian fields. To achieve this goal, which is discussed in a subsequent work [18],
one needs to first develop a framework which allows to ‘tune’ imperfect model dynamics so that
their trajectory structure remains ‘close’ to that of the original system in an appropriate metric.
Three major steps, to which this work is devoted, are needed to achieve our objective:
(i) determination of an appropriate probabilistic measure of discrepancy between two Lagrangian
(trajectory-based) predictions,
(ii) development of a framework for detecting and quantifying path-based ‘coherent’ structures
in stochastic dynamical systems, and
(iii) identification of the most important Lagrangian structures which need to be tuned in order
to maximise the skill of reduced-order Lagrangian predictions.
The above challenges are addressed within a general information-theoretic framework, in which
expansion rates between neighbouring trajectories are defined via a class of pre-metrics on prob-
ability measures referred to as divergencies. Importantly, this approach is based on the evolution
of probability measures under general nonlinear flows, it applies to both the deterministic and
stochastic dynamics, and it does not rely on local linearisation or time-asymptotic properties
(e.g., hyperbolicity, ergodicity, etc.). A follow-up work involves Lagrangian uncertainty quan-
tification and optimal path-space tuning of reduced-order Lagrangian predictions of multi-scale
stochastic dynamical systems obtained from uncertain vector fields [18].
2. Outline of main results
In this work we develop a framework for quantifying finite-time expansion rates in stochastic
flows of measurable maps φt,t0(· , ω), t0, t ∈ I := [T1 T2], on a measurable space (M,B(M)), and
defined on a suitable probability space (Ω,F ,P). Here, we set either M = Rd or M = T¯d a flat
d-dimensional torus. In particular, we consider flows of diffeomorphisms associated with solutions
Xt0,xt (ω)=φt,t0(x, ω) of stochastic differential equations on I×M. A unified approach to studying
expansion rates associated with φt,t0(· , ω) is based on utilising so-called ϕ-divergencies, Dϕ(µ‖ν),
between probability measures µ and ν on (M,B(M)). Specifically, we consider divergencies
Dϕ(µt‖µt0) where µt = P∗t,t0µt0 evolves from the measure µt0 under the action of linear operators(P∗t,t0)t0,t∈I which are dual to the Markov evolutions Pt,t0f(x) = E[f(φt,t0(x, ω))], f ∈Cb(M).
The results described in the subsequent sections can be summarised as follows:
(i) We define nonlinear expansion rates based on the evolution of the probability measure µt
from some initial measure µt0 in terms of the growth rate Dt−t0ϕ (µt‖µt0), t0, t∈I, where
Dτϕ := |τ |−1Dϕ. We refer to this quantity as the finite-time divergence rate (FTDR); details
are discussed in §4. The FTDR framework elucidates trajectorial connections between
the evolution of probability measures on (M,B(M)) and average local stretching rates
obtained from Lyapunov exponents for probability measures. In the particular case of the
Kullback-Leibler divergence the expansion rate, Dt−t0kl (µt‖µt0), has an information-theoretic
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interpretation as the growth of uncertainty in the measure µt0 for describing µt. This
probabilistic notion of expansion is used subsequently in [18] for uncertainty quantification
in path-based predictions from reduced-order approximations of the original dynamics.
(ii) We then show that, under fairly general conditions, space-time continuous FTDR fields
exist, and that they provide practically computable diagnostics of nonlinear stretching
induced by the considered flow. Moreover, under some weak conditions on the differentia-
bility of the underlying flow, we show (Theorem 4.12, §4.3) that a unique limit of FTDR
exists as the support of the initial measure localises on some x∈M. Importantly, this
limit coincides with the FTDR derived for a flow linearised about the trajectory containing
(t0, x) ∈ I ×M. Thus, FTDR fields can be viewed as a general measure-based diagnostic
of finite-time expansion rates in stochastic flows which operates in a fully nonlinear setting.
(iii) Starting from the deterministic setting, we establish rigorous bounds on (trajectory-based)
FTLE fields in terms of measure-based FTDR fields in the form (Proposition 5.2)∣∣EµBˆ(x)[Λ˜t−t0t0 (x, ·)]∣∣ ≤ At,t0(Dkl(µxt ‖µB(x)) ), At,t0 > 0,
where Λ˜t−t0t0 (x, y) is the largest finite-time Lyapunov exponent at x∈M approximated from
the perturbation y ∈ TxM. These bounds - an instance of ‘information bounds’ derived
for general observables in a follow-up work [18] - are then generalised to stochastic flows in
Proposition 6.3 of §6, leading to a general link between the standard path-based expansion
diagnostics obtained from linearised flows, and probabilistic expansion rates estimated from
nonlinear flows. Moreover, a rigorous link between FTDR fields and the moment exponent
fields is derived in Proposition 6.6; the time-asymptotic variant of this result is useful in
the investigation of stochastic p-bifurcation of autonomous Markovian flows (see, e.g., [6]).
(iv) Finally, in §7 we sum up the main results with the help of simple numerical tests, where
we illustrate the form of FTDR fields and their relationship to FTLE fields for two specific
cases of non-autonomous 2D and 3D benchmark stochastic dynamical systems.
We note that (infinite-time) Lyapunov exponents for densities in the time-asymptotic, ergodic
setting were considered by Kunita in [61] and Baxendale [12, 13]; despite a different focus, these
works proved to be very useful in our considerations.
3. General setup
Here, we introduce the main notions needed for describing average properties of trajectory
structure in stochastic flows. These concepts are necessary for a probabilistic generalisation of
Lagrangian transport analysis which are dealt with subsequently.
Consider the probability space (Ω,F ,P) associated with a d-dimensional Brownian motion{
W kt : W
k
t0 = 0, 1 6 k 6 d
}
for t, t0 ∈ I := [T1, T2] ⊂ R. We focus on stochastic flows of
diffeomorphisms on M = Rd or M = T¯d (flat d-dimensional torus) with continuous sample
paths given by solutions of the stochastic differential equation (SDE) on M,
dXt0,xt = b
(
t,Xt0,xt
)
dt+ σ
(
t,Xt0,xt
) ◦ dWt, Xt0,xt0 = x ∈M, t0, t ∈ I (3.1)
with x := (x1, . . . , xd)
t. We assume that the ‘drift’ and ‘diffusion’ terms b, σ : I × M→M,
satisfy the standard conditions (e.g., [76, 61] or Theorem 3.6) for existence and uniqueness of
solutions Xt0,xt (ω) of (3.1) for t0, t ∈ I, ω ∈ Ω. Consequently, we consider a probability space
with Ω = C0( I ;M) the space of continuous functions from I ⊂ R into M, P a d-dimensional
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Wiener measure, and F is the completion of a Borel sigma field of Ω with respect to P; i.e.,
(Ω,F ,P) is the classical Wiener space. The SDE (3.1) is to be understood in the sense of two-
sided stochastic calculus (e.g., [6, 61]) which will enable us to treat the solutions for t > t0 and
t 6 t0 in a unified fashion (given an appropriate two-parameter filtration specified later).
Given the semimartingale f(Xt0,xt (ω)) for f ∈ C2b (M,R) and t0 6 t, we have
f
(
Xt0,xt (ω)
)
= f(x) +
∫ t
t0
Lsf
(
Xt0,xs (ω)
)
ds+
∫ t
t0
∇xf
(
Xt0,xs (ω)
) · σ(s,Xt0,xs (ω))dWs, ω-a.s.
based on the Itoˆ formula, with the generator
Ltf(x) = b˚(t, x) · ∇xf(x) + 1
2
a(t, x) : ∇x∇xf(x), t ∈ I, x ∈M, (3.2)
where ‘ : ’ denotes the Frobenius product, the diffusion matrix a := σσt has components
aij(t, x) =
∑d
k=1 σik(t, x)σjk(t, x), (3.3)
and b˚i(t, x) := bi(t, x)+ci(t, x), ci(t, x) =
1
2
∑d
k=1 σjk(t, x)∂xjσik(t, x), is the Stratonovich-corrected
drift. Similarly, the time-backward semimartingale f
(
Xt0,xt (ω)
)
, t 6 t0 is generated by (e.g., [61])
Lˇtf(x) = −
(
b(t, x)− c(t, x)) · ∇xf(x) + 1
2
a(t, x) : ∇x∇xf(x), t ∈ I, x ∈M. (3.4)
In order to make the presentation self-contained, we outline the setup associated with the evo-
lution of observables E[f(Xs,xt (ω))], s, t∈I, associated with arbitrary stochastic flows (e.g.,
[61, 60]) which requires a two-parameter family of Markov evolutions defined via Markov transi-
tion kernels (for more details see, e.g., [87, 16] and references therein).
Definition 3.1 (Markov evolutions and their duals). Any Markov transition kernel P (s, x; t, B)
on M defines a two-parameter family of linear operators (Pt,s)t>s, referred to as Markov evolu-
tions, on the space of bounded measurable functions Mb(M) as follows
Pt,sf(x) :=
∫
M
f(y)P (s, x; t, dy), t > s, f ∈Mb(M). (3.5)
Given the set P(M) of all probability measures on (M,B(M), the dual P∗t,s of Pt,s in (3.5), acts
on probability measures µ ∈ P(M) as follows
P∗t,s µ(B) :=
∫
M
P (s, x; t, B)µ(dx), t > s, B ∈ B(M). (3.6)
For a given Markov transition kernel P the evolution of measures on P(M) is induced by∫
M
Pt,sf(x)µs(dx) =
∫
M
[ ∫
M
f(y)P (s, x; t, dy)
]
µs(dx) =
∫
M
f(y)P∗t,sµs(dy), f ∈Mb(M). (3.7)
In particular, for f(y) = IB(y), B ∈ B(M), the evolution of the measure µt from µs is given by∫
M
P (s, x; t, B)µs(dx) = P∗t,sµs(B) =: µt(B). (3.8)
In this work we focus on kernels which are induced by an underlying stochastic flow ; this restric-
tion is natural when dealing with solutions of SDEs (3.1) which we consider here.
Definition 3.2 (Stochastic flow). Let φt,s : M× Ω → M be a map continuous in (s, t, x) ∈
I ×I ×M and such that, for any s, t ∈ I, φt,s(·, ω) is a random field defined on (Ω,F ,P). Then,
(a) φt,s(·, ω) is called a stochastic flow of homeomorphisms (on M over I) if there exists a null
set N ⊂ Ω such that for any ω /∈ N, the family of maps {φt,s(·, ω) : s, t ∈ I} is such that
(i) φt,s(·, ω) = φt,u(·, ω) ◦ φu,s(·, ω) holds for any s, t, u ∈ I,
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(ii) φs,s(·, ω) = IdM, for all s ∈ I,
(iii) φt,s(·, ω) is a homeomorphism on M for any s, t ∈ I.
(b) φt,s(·, ω) is called a stochastic flow of Ck-diffeormorphisms if, in addition to (a), φt,s(x, ω) is
k-times differentiable w.r.t. x∈M and the derivatives are continuous in (s, t, x) ∈ I×I×M.
Definition 3.3 (Two parameter filtration). Let F ts be the smallest sub σ-field of F containing
of its null sets, and ∩ε>0 σ
(
φu,v : s − ε 6 u, v 6 t + ε
)
. Then, the two-parameter filtration
{F ts : t0 6 s 6 t 6 t0 + T} is generated by the stochastic flow φt,s.
Given the law of the stochastic flow, φt,s : M×Ω→M, the corresponding Markov transition
kernel, P (s, x; t, B), is generated via
P (s, x; t, B) := P
({ω ∈ Ω: φt,s(x, ω) ∈ B}), t > s, B ∈ B(M). (3.9)
Thus, P (s, x; t, B) represents the probability that φt,s(x, ·) takes a value in B at time t > s, given
that φs,s(x, ·) = x. Consequently, the Markov evolution (3.5) induced by the flow φt,s is given by
Pt,sf(x) = E
[
f(φt,s(x, ω))
]
:=
∫
M
f(y)P (s, x; t, dy), t > s, f ∈Mb(M), (3.10)
and the dual P∗t,sµs is given by∫
M
f(x)P∗t,sµs(dx) =
∫
M
E
[
f(φt,s(x, ω))
]
µs(dx), t > s, f ∈Mb(M). (3.11)
Remark 3.4. For deterministic flows onM, i.e., {φt,s(·) : t, s ∈ I}, φt,s :M→M, the associated
Markov evolution Pt,s is commonly referred to as the Koopman operator, and its dual P∗t,s is
referred to as the transfer operator; further details are recapped in Appendix A.
Kolmogorov equations. It is well-known (e.g., [61]) that the solutions of (3.1) are represented
by a stochastic process Xt0,xt (ω) with continuous sample paths and that, for sufficiently regular
coefficients of (3.1) (e.g. uniform Lipschitz), they generate stochastic flows φs,t(·, ω) on M for
almost all ω ∈ Ω. The regularity of the map x 7→ φt,s(·, ω) and its inverse x 7→ φ−1t,s (·, ω) implies
that the Markov evolution (3.10) associated with the flow of (3.1) satisfies (in the weak sense)
the backward Kolmogorov equations ([61, 16, 87])
∂sPt,sf = −LsPt,sf, ∂tPt,sf = LtPt,sf, f ∈ Cb(M), (3.12)
where the generator Lt of Xt is defined in (3.2). By (3.8) and (3.12), the evolution of the initial
probability measure µs for t > s satisfies (in the weak sense) the forward Kolmogorov equation
∂tµt = L∗tµt, µt(B)|t=s = µs(B), s, t ∈ I, s 6 t, B ∈ B(M), (3.13)
where L∗t is the L2(M) adjoint of Lt (see §3.1 and, e.g., [16, 87, 43]) for details). The evolution
of the initial probability measure backward in time is governed by
∂rµr = Lˇ∗rµr, µr(B)|r=s = µs(B), r, s ∈ I, r 6 s, B ∈ B(M), (3.14)
where Lˇ∗r is the L2(M) adjoint of Lˇr in (3.4). If the coefficients of the generator Lt are sufficiently
smooth, the forward Kolmogorov equation (3.13) can be written in terms of a density of µt w.r.t.
the Lebesgue measure, md, on M, i.e., µt(dx) = ρt(x)md(dx), and (3.13) becomes
∂tρt(x) = L∗tρt(x), ρt(x)|t=s = ρs(x), s, t ∈ I, s 6 t, x ∈M. (3.15)
Analogous representation holds for (3.14) for sufficiently smooth coefficients of Lˇt in (3.4).
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Remark 3.5. The existence of the density representation for the dynamics of µt in (3.13) or (3.14)
is not guaranteed for an arbitrary process satisfying the SDE in (3.1). However, the following
sufficient conditions will be useful in the subsequent considerations:
(a) If φs,s(x, ω) = x ∈ M and rank(σ(ξ, x)) = d, for all ξ in the neighbourhood of s ∈ I, then
the law of φt,s, s 6 t, is absolutely continuous w.r.t. the Lebesgue measure md ([74, 75]).
(b) If the law µs of the initial condition x∈M has a density ρs = dµs/dmd ∈ L1(M,R+), and
the flow φt,s is a C1,α diffeormorphism1 on M with α > 0, then µt  md, P-a.s. (e.g.,
[74, 75]). In particular, when b(t, ·) ∈ C1,δb (M;M), σk(t, ·) ∈ C2,δb (M;M) for k = 1, 2, . . . , d,
δ > 0, are continuous in t, then (3.1) generates a flow of C1,α diffeomorphisms with 0<α<δ.
(c) If the coefficients b(t, ·) ∈ C1b (M;M), σk(t, ·) ∈ C2b (M;M), k = 1, . . . , d, are continuous in t,
and a = σσT in (3.3) is uniform elliptic, i.e., ∃ c > 0 s.t.∑d
i,j=1 aij(t, x)θ
iθj ≥ c|θ|2, ∀ (θ1, . . . , θd) ∈M, (3.16)
then the law µt of the stochastic flow φt,s induced by (3.1) is absolutely continuous w.r.t. the
Lebesgue measure md so that ρt := dµt/dmd ∈ C1,2b (I×M;R+)∩L1(M,R+), t > s, s, t ∈ I,
even if the density of the initial measure µs is a Dirac mass (see, e.g., [74, 16, 87, 75]).
3.1. Random probability measures. In what follows, we will often represent the solution
of the forward Kolmogorov equations, (3.13) or (3.14), in terms of a measure transported by
the stochastic flow φt,s(·, ω) on M. In order to treat both the deterministic and stochastic
configurations in a unified fashion, it is convenient to first consider the evolution of a measure-
valued stochastic processes in the set P(M). Then, the solutions of (3.13) or (3.14) are obtained
through appropriate averages as summarised in Theorem 3.6 below.
First, recall that if φt,s(·, ω) is a stochastic flow of diffeormorphisms, its inverse φ−1t,s (·, ω) solves
the stochastic integral equation [6, 61, 60]
φ−1t,s (x, ω) = x−
∫ t
s
Dφξ,s(φ
−1
ξ,s(x, ω), ω)
−1
(
b(ξ, x)dξ +
∑
kσk(ξ, x) ◦ dW kξ
)
, (3.17)
where Dφt,s(x, ω) denotes the Jacobian matrix of φt,s(x, ω) and | detDφt,s(x, ω)| 6= 0, P-a.s.,
since x 7→ φt,s(x, ω) is a diffeomorphism (see also §3.2). Let µs be a Borel probability measure
on M and define the pushforward of µs under the maps φt,s(·, ω), φ−1t,s (·, ω) by
Πt,s(A,ω) := (φt,sµs)(A) = µs
(
φ−1t,s (A,ω)
)
, (3.18)
Πˇt,s(A,ω) := (φ
−1
t,s µs)(A) = µs
(
φt,s(A,ω)
)
, (3.19)
for each t, s ∈ I, ω ∈ Ω and A ∈ B(M). Densities of Πt,s and Πˇt,s w.r.t. µs are related by the
stochastic flow φt,s(·, ω). In order to see this, recall the change-of-variable formula∫
φt,s(A,ω)
f(y)md(dy) =
∫
A
f(φt,s(x, ω))
∣∣detDφt,s(x, ω)∣∣md(dx), P-a.s., f ∈ C(M). (3.20)
If µs has a strictly positive density ρs(x) = dµs/dmd > 0, then by (3.20) the measure Πˇt,s satisfies
Πˇt,s(A,ω) = µs(φt,s(A,ω)) =
∫
A
ρs(φt,s(x, ω))ρ
−1
s (x)
∣∣detDφt,s(x, ω)∣∣µs(dx), ∀A ∈ B(M),
1A real function f on M is Ck,α if it has k continuous derivatives and the k-th order derivatives are locally
Ho¨lder continuous of order α with 0 < α 6 1; Ck,αb functions are, in addition, globally bounded.
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and it follows that,
αt,s(x, ω) :=
dΠˇt,s
dµs
= ρ−1s (x)ρs(φt,s(x, ω))
∣∣detDφt,s(x, ω)∣∣, (3.21)
is the Radon-Nikodym derivative of the probability measure Πˇt,s with respect to µs. In fact, if
ρs ∈ C3(M;R+) ∩ L1(M,R+), then αt,s(x) admits the stochastic integral representation [61]
αt,s(x, ω) = exp
{∫ t
s
ρ−1s (φξ,s(x, ω)) div(ρsb)(ξ, φξ,s(x, ω))dξ
+
∫ t
s
d∑
k=1
ρ−1s (φξ,s(x, ω)) div(ρsσk)(ξ, φξ,s(x, ω)) ◦ dW kξ (ω)
}
, (3.22)
where σk denote the columns of σ in (3.1). Similarly, the random measure Πt,s are given by
Πt,s(A,ω) = µs(φ
−1
t,s (A,ω)) =
∫
A
ρs(φ
−1
t,s (x, ω))
|detDφt,s(φ−1t,s (x, ω), ω)|ρs(x)
µs(dx),
so that the Radon-Nikodym derivative of Πt,s with respect to µs is given by
pit,s(x, ω) :=
dΠt,s
dµ
= ρ−1s (x)ρs(φ
−1
t,s (x, ω))
∣∣detDφt,s(φ−1t,s (x, ω), ω)∣∣−1. (3.23)
The two densities in (3.21) and (3.23) are related by
pi−1t,s (x, ω) = αt,s(φ
−1
t,s (x, ω), ω); (3.24)
the above relationship is crucial as it is generally not possible to write the stochastic integral
governing pit,s which we need in the derivations of §4.
Finally, the following important result provides the link between the evolution of random
measures Πt,s and the solutions µt of the forward Kolmogorov equations (3.13), (3.14).
Theorem 3.6 ([61, 68]). Suppose the coefficients in (3.1) are σk(t, ·)∈C3,δ(M;M), k = 1, · · ·, d,
and b(t, ·)∈C1,δ(M,M), δ > 0, and that for all x, y ∈M there exist constants K1, K2 such that
sup
t∈I
[
‖σ(t, x)− σ(t, y)‖+ |b(t, x)− b(t, y)|
]
≤ K1|x− y|, (3.25)
sup
t∈I
[
‖σ(t, x)‖+ |b(t, x)|
]
≤ K2(1 + |x|). (3.26)
Then, for any µs ∈ P(M), s ∈ I, the forward Kolmogorov equation (3.13) has a unique finite
non-negative measure-valued solution. Moreover, if the initial measure µs is such that µs  md
with a density ρs = dµs/dmd ∈ C3(M;R+) ∩ L1(M;R+), then the unique solution µt to (3.13)
is absolutely continuous with respect to md with density
ρt(x) = ρs(x)E[pit,s(x, ω)], t, s ∈ I. (3.27)
Proof. See Appendix B.2.
Remark 3.7. Theorem 3.6 assures the existence of a useful projection piM :M× Ω →M, s.t.
(x, ω) 7→ piM(x, ω) = x, with its preimage denoted by pi−1M . For Π(·, ω) ∈ P(M), ω ∈ Ω, we have
(piMΠ)(B) := Π(pi−1M (B)) =
∫
Ω
Π(B,ω)P(dω) = E
[
Π(B,ω)
]
, B ∈ B(M).
Furthermore, for any f :M→ R+ measurable w.r.t. piMΠ, we have (see, e.g., [6])∫
Ω
∫
M
f(x)Π(dx, ω)P(dω) =
∫
M
f(x)(piMΠ)(dx).
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In particular, note that Πt,s(·, ω), Πˇt,s(·, ω) ∈ P(M) for t, s ∈ I, based on (3.18), (3.19), and the
Markov property of the flow map and its inverse. The above relationship is useful for characteris-
ing expansion rates in stochastic flows discussed in §4; in particular, we will need the framework
developed in this section (and in §3.2, 3.3) to derive bounds on expansion rates expressed via
so-called ϕ-divergences (see §4) in terms of the coefficients of the underlying dynamics (3.1).
3.2. Derivative flow. This notion, together with that of the centred flow introduced in the next
section, plays an important role when considering properties of nonlinear stochastic flows localised
about a particular path, φt,t0(x, ω), t, t0 ∈ I, x ∈ M (see §4.3, §5.2, and §5.3). Derivative flows
are in a class of affine stochastic flows of diffeomorphisms.
Affine stochastic flows of diffeomorphisms generated by an SDE on M have the form
φAt,t0(y) = y +
∫ t
t0
(
A0(s)φ
A
s,t0(y) + b0
)
ds+
d∑
k=1
∫ t
t0
(
Ak(s)φ
A
s,t0(y) + bk
) ◦ dW ks , (3.28)
where t 7→ Ak(t) are continuous and bounded d × d matrices, bk ∈ Rd are constant vectors
(the explicit dependence of Ak, and φt,t0 on ω is skipped for brevity). Clearly, Ak(t)v + bk is
C∞b
(
Rd,Rd
)
for fixed t ∈ I, m(I) <∞, which implies that φAt,t0 , t, t0 ∈ I, is a stochastic flow of
diffeomorphisms (e.g., [6, 61, 60]) represented explicitly by the variation-of-constants formula
φAt,t0(y, ω) = Ut,t0(ω)
(
y +
∫ t
t0
Us,t0(ω)
−1b0 ds+
d∑
k=1
∫ t
t0
Us,t0(ω)
−1bk ◦ dW ks
)
, (3.29)
where Ut,t0(ω) is the solution of the linear SDE
dUt,t0 = A0(t)Ut,t0dt+
∑d
k=1Ak(t)Ut,t0 ◦ dW kt , Ut0,t0 = Id×d. (3.30)
Following a classical result (e.g. [61, 60, 6]), it is known that if the coefficients of the SDE (3.1)
are sufficiently smooth - specifically C1,δb for some δ > 0 and with bounded first derivatives - the
solution φt,t0(x, ω) is P-a.s. a C1,α function of x ∈ M for any α < δ and t, t0 ∈ I. In this case,
the derivative process
(
Dφt,t0(·, ω)
)
t,t0∈I , Dφt,t0(x, ω) : TxM→ Tφt,t0(x)M, satisfies (cf. (3.28))
Dφt,t0(x) = IdTxM +
∫ t
t0
∇b(ξ, φξ,t0(x))Dφξ,t0(x)dξ
+
d∑
k=1
∫ t
t0
∇σk(ξ, φξ,t0(x))Dφξ,t0(x) ◦ dW kξ , (3.31)
where ∇b(t, φt,t0(x)) := ∇ζ b(t, ζ)|ζ=φt,t0 (x) is the Jacobian of the drift term b in (3.1) and we
skip the explicit dependence of Dφt,t0 on ω ∈Ω for brevity. Equation (3.31) is in general non-
autonomous even if the nonlinear dynamics generating φt,t0 is deterministic and autonomous
2.
Importantly, Dφt,t0(x, ω) is non-singular since there exists a process (Zt,t0(x, ω))t,t0∈I defined by
Zt,t0(x, ω) = Idd×d −
∫ t
t0
Zξ,s(x, ω)∇b(ξ, φξ,s(x, ω))dξ −
d∑
k=1
∫ t
t0
Zξ,s(x, ω)∇σk(ξ, φξ,s(x, ω))◦ dW kξ ,
2 In fact, in the deterministic and autonomous case, i.e., σ = 0 and φt,t0 = φt−t0,0, the linearised flow is a
cocycle given by a family of functions Ψ from R ×M to the set of linear transformations of L(M,M) satisfying
Ψ(0, x) = x and Ψ(t + s, x) = Ψ(t,Ψ(s, φs,0(x)). The notion of a cocycle arises naturally in stochastic differential
equations, as well as random differential and difference equations (e.g., [6]).
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which is continuous in (t, t0, x) P-a.s., and one has from the Itoˆ formula that
Zt,t0(x, ω)Dφt,t0(x, ω) = Dφt,t0(x, ω)Zt,t0(x, ω) = IdTxM.
Finally, let x ∈ M and y ∈ TxM and consider the evolution on the tangent bundle induced
by the pair of one-point motions
{(
φt,t0(x, ω), Dφt,t0(x, ω)y
)
: (t, t0, x, y) ∈ I2×M×TxM
}
s.t.
dφt,t0(x) = b(t, φt,t0(x))dt+
∑
k σk(t, φt,t0(x)) ◦ dW kt , φt0,t0(x) = x ∈M, (3.32)
dyt = ∇b(t, φt,t0(x))ytdt+
∑
k∇σk(t, φt,t0(x))yt ◦ dW kt , yt0 = y ∈ TxM, (3.33)
where the explicit dependence on ω is skipped. Based on (3.30) we identify yt =Dφt,t0(x, ω)y
solving (3.33) as the derivative of the flow φt,t0 at x in the direction of y.
3.3. Centred flow. We close the introductory sections by highlighting connections between the
nonlinear stochastic flow φt,t0 generated by (3.1) and its centred counterpart Φ
x
t,t0 . Consider the
dynamics induced by (3.1) relative to a specific solution Xt0,xt (ω)=φt,t0(x, ω) and determined by
Φxt,t0(v, ω) := φt,t0(x+ v, ω)− φt,t0(x, ω), Φxt,t0(0, ω) = 0, (3.34)
where we define x + v to be the point in B|v|(x) ∩M. We refer to Φxt,t0 : M× Ω→M as the
(stochastic) flow centred on the solution φt,t0(x, ω) or the centred flow for short. This represen-
tation plays a key role in defining fields of finite-time divergence rates in §4.3 and in analysing
their properties in §5.2 and §5.3.
Proposition 3.8. Suppose that φt,t0(x + v, ω) is a solution of (3.1) starting at t= t0 from a
non-random initial value x+ v ∈M. Then, the centred stochastic flow {Φxt,t0(v, ω) : (t0, t, v, x) ∈
I2×M2} defined in (3.34) satisfies
dΦxt,t0(v, ω) = b˚
x(t,Φxt,t0(v, ω))dt+
∑
k σ
x
k(t,Φ
x
t,t0(v, ω))dW
k
t , (3.35)
where b˚x(t, v) := b˚(t, x+ v)− b˚(t, x), σx(t, v) := σ(t, x+ v)− σ(t, x), and it induces the evolution
PΦxt,t0g(v) = E
[
g
(
Φxt,t0(v, ω)
)]
, g ∈ Cb(M). (3.36)
The generator Lxt of Φxt,t0 is defined by
Lxt g(v) = b˚x(t, v)∂v g(v) + 12tr
(
(σx(t, v))THg(v)σx(t, v)
)
, (3.37)
where Hg(v) denotes the Hessian of g at v ∈M.
Proof. See Appendix B.3.
Proposition 3.9. Suppose the coefficients of the SDE (3.1) are such that {φt,t0 : t0, t ∈ I} is a
stochastic flow of C1,α diffeomorphisms on M for some 0 < α 6 1. Then {Φxt,t0 : t0, t ∈ I} is a
C1,α flow of diffeomorphisms on M. If the derivative flow Dφt,t0(x+ v, ω) is bounded away from
zero for x+ v ∈M and for almost all ω ∈ Ω, then DΦxt,t0(v, ω) is nonsingular for a.a. ω ∈ Ω, and
DΦxt,t0(v, ω) = Dφt,t0(x+ v, ω), P-a.s.; (3.38)
in particular, DΦxt,t0(0, ω) = Dφt,t0(x, ω), and Φ
−1,x
t,t0
(0, ω) = 0, P-a.s. Moreover, if Dφt,t0(x+v, ω)
and Dφt,t0(x+ v, ω)
−1 satisfy the uniform integrability condition
E
(
sup
{‖Dφs,t0(x, ω)‖+ ‖Dφs,t0(x, ω)−1‖ : (s, x) ∈ [t0, t]×M}) <∞, ∀ t0, t ∈ I, (3.39)
then, DΦxt,t0(v, ω) and DΦ
x
t,t0(v, ω)
−1 also satisfy the uniform integrability condition.
Proof. See Apendix B.4.
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4. Finite-time expansion rates in stochastic flows
In this section, we introduce a new probabilistic measure of nonlinear expansion in stochastic
flows based on a class of so-called ϕ-divergences. This approach allows to consider finite-time
expansion rates for both deterministic and stochastic flows in a unified framework, and without
the need for the linearisation of the underlying dynamics. This abstract approach is desirable
from the point of view of information-theoretic considerations discussed in the subsequent sections
and in the follow-up work on Lagrangian uncertainty quantification [18].
Let ϕ : J ⊂R→R be a strictly convex function satisfying the following normality conditions
ϕ(1) = 0, ϕ′(1) = 0, inf
a>0
ϕ(a) > −∞, (4.1)
and let µ, ν ∈ P(M) be two probability measures on a measurable space (M,B(M)) such that
µ  λ and ν  λ w.r.t. to some positive reference (dominating) measure λ. Then, the ϕ-
divergence between µ and ν is defined by3
Dϕ(µ||ν) :=
∫
M
ϕ
(
dµ
dλ
/dν
dλ
)
dν, (4.2)
for ϕ
(
dµ
dλ
/
dν
dλ
)
∈ L1(M, ν) and Dϕ(µ||ν) = ∞ otherwise. Note that the definition in (4.2) is
independent of the choice of the dominating measure due to the properties of the Radon-Nikodym
derivative. Clearly, Dϕ in (4.2) is generally not symmetric and it does not satisfy the triangle
inequality. However, due to Jensen’s inequality and (4.1), Dϕ is information monotone (e.g.,
[31, 32, 33]); i.e., for any Markov kernel κ, we have
Dϕ(µ‖ν) > Dϕ(µκ‖νκ),
where µκ(A) =
∫
M κ(x,A)µ(dx), νκ(A) =
∫
M κ(x,A)ν(dx) for all A ∈ B(M). Information
monotonicity is naturally imposed by physical constraints when coarse-graining the underlying
dynamics and it also implies that Dϕ is a premetric; i.e., Dϕ(µ||ν) > 0 and Dϕ(µ||ν) = 0 iff µ = ν
almost everywhere. Importantly, ϕ-divergences belong to a class of convex functionals which
admit the following variational (or duality) representation (e.g., [62]) for any ν, µ ∈ P(M):
Dϕ(µ||ν) = sup
f∈Cb(M)
{∫
M
f(x)µ(dx)−
∫
M
ϕ∗(f(x))ν(dx)
}
=: sup
f∈Cb(M)
{〈
f, µ
〉− 〈ϕ∗(f), ν〉},
where ϕ∗ is the Legendre-Fenchel dual of ϕ. It follows immediately from the above representation
that Dϕ : P(M)× P(M) → R+ is jointly convext in the arguments and lower semi-continuous;
i.e., if µn, νn ∈ P(M) converge narrowly to µ, ν ∈ P(M), then
Dϕ(µ||ν) ≤ lim inf
n→∞ Dϕ(µn||νn).
Various well-known divergencies used in information theory, probability theory and statistics
are obtained from (4.2) with an appropriate choice of the convex function ϕ; the most common
divergencies (some of them proper metrics) are listed in the table below (see, e.g., [67]):
3 A similar divergence may be defined via Dϕ(µ||ν) :=
∫
M ϕ
(
dµ
dν
)
dν for ϕ
(
dµ
dν
) ∈ L1(M, ν) and Dϕ(µ||ν) =∞
otherwise (see the f -divergence due to Csiszar [31, 32, 33]). This definition is more restrictive since it requires
µ ν and it is generally not suitable for our purposes; these two notions coincide when dν/dmd > 0 and µ evolves
from ν under the flow of (3.13) with sufficiently smooth coefficients (see [5] or (B.40)), as well as Remark 3.5.
Moreover, the conditions (4.1) are often not imposed on f -divergences in which case they are not even premetrics.
we disambiguate the notation by requiring that ϕ used to generate Dϕ necessarily satisfies the normality conditions
(4.1); thus removing the symmetries Df+c(u−1) =Df , Dcf =Df , c 6= 0, which are present in f -divergencies.
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Examples of ϕ-divergences
ϕ(u)
KL-divergence u log u− u+ 1
Hellinger distance (
√
u− 1)2, 2(1−√u)
Total variation 12 |u− 1|
χ2-divergence (u− 1)2, u2 − 1
χα-divergence |u− 1|α, 1 6 α <∞
α-divergence

4
1−α2 (1− u(1+α)/2), α 6= ±1
u log u, α = 1,
− log u, α = −1.
Information-monotone divergencies uniquely determine (cf. [25]) a special Riemannian geome-
try on the manifold of probability measures in which a Pythagorean-like decomposition and a
geodesic projection theorem play a crucial role for applications of information-geometric frame-
work to statistical estimation ([4, 1, 3, 2]). The suitability of the geometry induced by a given
ϕ-divergence for uncertainty quantification depends on the particular application and on the
considered submanifold of probability measures (e.g., [4, 1, 2, 31, 32, 33]). A number of other
divergences, including Chernoff [26], Renyi [80], and Bregman [21] divergencies, have been ex-
tensively investigated in various contexts (e.g., [23, 9, 2, 67, 3, 31, 33]) but they are generally
not information monotone. Given that we aim to exploit these geometric properties in the fu-
ture work on uncertainty quantification in reduced-order models, we consider the whole family
of ϕ-divergencies in the framework developed in the subsequent sections.
An important example of the ϕ-divergence, which is of key importance in information theory,
as well as in statistics, is the Kullback-Leibler divergence, Dkl, which is obtained by setting
ϕ(x) = x log x− x+ 1 for x > 0 in (4.2) so that
Dkl(µ||ν) =
∫
M
log
(
dµ
dλ
/dµ
dλ
)
dµ. (4.3)
The variational representation ([37, 39]) for KL-divergence is given by
Dkl(µ||ν) = sup
f∈Cb(M)
(〈
f, µ
〉− log 〈ef , ν〉). (4.4)
4.1. Finite-time divergence rates (ϕ-FTDR). The Stroock-Varadhan martingale solution
and the support theorem [87, 86] provide a trajectory-based interpretation of solutions of sto-
chastic differential equations. Thus, it is natural to quantify finite-time expansion, transport
and mixing in stochastic dynamical systems in terms of probability measures associated with the
path-wise solutions. Here, we define expansion rates in stochastic flows as follows:
Definition 4.1 (Finite-time ϕ-divergence rate; ϕ-FTDR). Let (µt)t∈I represent the evolution
of probability measures in P(M) generated by the duals of the Markov evolutions (P∗t,t0)t,t0∈I
so that µt = P∗t,t0µt0 . The finite-time divergence rate between µt and µt0 is given by
Dt−t0ϕ (µt||µt0) =
1
|t−t0|
Dϕ(µt||µt0), t, t0 ∈ I. (4.5)
We will show in the subsequent sections (see §5 and §6) that the rate Dt−t0ϕ generalises the
standard notions of expansion rates based on the finite-time Lyapunov exponents encountered in
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deterministic dynamical systems to stochastic dynamical systems. For µt  λ and µt0  λ with
the respective densities ρt and ρt0 , we will sometimes denote Dt−t0ϕ (µt||µt0) as Dt−t0ϕ
(
ρt||ρt0
)
.
Remark 4.2.
(i) Note that the definition in (4.5) holds for probability measures evolving under a general
stochastic flow as long as the absolute continuity conditions in (4.2) are satisfied. When the
Markov evolution Pt,t0 and its dual P∗t,t0 are generated by the stochastic flow (φt,t0(·, ω))t,t0∈I
of (3.1), or by its centred version (Φxt,t0(·, ω))t,t0∈I in (3.34), the corresponding probability
measures µt in Dt−t0ϕ solve an appropriate forward Kolmogorov equation (3.13). The case of
a compactly supported µt0 is more suitable for numerical approximations and we discuss it
§4.2, 4.3. In this configuration care has to be taken to guarantee the existence of Dt−t0ϕ due
to a potential loss of absolute continuity µt  md. However, this issue can be rectified when
(3.1) has sufficiently smooth coefficients by first mollifying the initial density ρt0 = dµt0/dmd
to make it strictly positive on M (see Remark 3.5 and Propositions 4.4 and 4.14).
(ii) Alternatively to (4.5), one could define a probabilistic expansion rate via the ϕ-divergence as
Kt−t0ϕ,Aε(µt||µt0) =
1
|t−t0|
Dϕ
(Aε E[ρt ◦ φt,t0 ]|| ρt0), t, t0 ∈ I, (4.6)
assuming that µt(dx) = ρt(x)md(dx), µt0(dx)= ρt0(x)md(dx), and
Aερ(x) =
∫
M
ηε(x− ξ)ρ(ξ)dξ, ηε(ξ) = m−1d (Bε(0))IBε(0)(ξ).
It can be verified, based on the framework introduced in §3.1, that (4.6) is well-defined
even for compactly supported ρt0 ; however, such a definition requires an ad-hoc introduction
of the averaging operator Aε to avoid a trivial behaviour for deterministic incompressible
flows4. Similar to Kt−t0ϕ,Aε , a measure of stretching known as the finite-time entropy (FTE)
was considered and applied to transport in deterministic problems in [47]; this measure of
expansion/stretching rates is defined in terms of the differential entropy H as
FTE(u, t0, t) = lim
ε→0
1
|t−t0|
[
H(Aεµt)−H(µt0)
]
, H(µ) = −
∫
Rd
log
(
dµ
dmd
)
dµ(x).
FTE can be naturally extended to apply to stochastic flows if one assumes that P∗t,t0 is
generated by the stochastic flow φt,t0 ; however, similar to Kt−t0ϕ,Aε in (4.6), it requires an ad-
hoc introduction of the averaging operator Aε to avoid a trivial behaviour for deterministic
incompressible flows (in which case H(µt) = H(µt0)). The class of expansion rates defined
in (4.5) is devoid of such problems, and its information-geometric properties are naturally
suited for uncertainty quantification which will be important in subsequent publications.
(iii) One approach to identification of so-called almost invariant and coherent sets (e.g., [34, 35,
46]) utilises level sets of the principal eigenfunctions of Markov evolutions {Pt,t0}t,t0∈I ; the
principal eigenvalues and eigenfunctions of Pt,t0 are recovered from those of the corresponding
generator Lt via the spectral mapping theorem. In this context, we note that in ergodic
theory of SDE’s the limit t→∞ of the functional
βtt0(f) :=
1
|t− t0| log ‖Pt,t0f‖L1(M,µt0 ), f ∈ L
1(M, µt0),
provides a useful information about the spectral gap of an extension of the generator of
the Markov evolution (Pt,t0)t,t0∈I and, consequently, on the rate of convergence towards the
4 Incompressible flows preserve the Lebesgue measure.
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invariant measure (e.g., [8]). Moreover, the functional βtt0 is linked to the principal eigenvalue
of the generator of Pt,t0 via (e.g., [38])
λ1 = lim
t→∞ supf∈L∩1⊥µt0
βtt0(f), (4.7)
where L is a closed convex subset of L1(M, µt0) and 1⊥µt0= {f ∈ L1(M, µt0) :
∫
M fdµt0 = 0}.
Below, we provide a link between λ1 and the ϕ-divergence in the time asymptotic regime.
We consider the case where Pt,t0 is uniquely ergodic on M; otherwise, M can be split into
ergodic components and analogous results apply to each component separately.
Proposition 4.3. Let λ be a strictly positive and finite Borel measure on M such that
µt  λ, µt0  λ, and P∗t,t0µt0 6= µt0 with P∗t,t0 uniquely ergodic on M. Then, for ϕ
strictly convex with ϕ
(dµt
dλ /
dµt0
dλ
) ∈ L1(M, µt0), there exist constants −∞ < C˜ϕ < ∞, and
0 < Cϕ,K <∞, independent of t and µt such that
− C˜ϕ|t− t0| +K|β˜
t
t0 | 6 Dt−t0ϕ (µt||µt0) 6 2|β˜tt0 |2 +
Cϕ
|t− t0| , t, t0 ∈ I, (4.8)
where β˜tt0 := supf∈L†∩1⊥µt0
{βtt0(f)} with L† = L1(M;µt0) ∩ L∞(M;µt0). In particular,
2K|λ1| 6 lim
t→∞D
t−t0
ϕ (µt||µt0) 6 2|λ1|2,
where K 6 |λ1|. Bounds in terms of the KL-divergence are obtained for ϕ(x) = x log x−x+1.
Proof. See Appendix B.1.
4.2. Some general properties of divergence-based expansion rates in stochastic flows.
The expansion rate Dt−t0ϕ (µt||µt0) introduced in (4.5) is well-defined when µt  λ and µt0  λ
for every t0, t ∈ I and for some strictly positive dominating measure λ on (M,B(M)); however,
this absolute continuity requirement is not guaranteed in general and it depends on the choice of
the initial measure and on the specific properties of the underlying dynamics. If the evolution of
probability measures (µt)t∈I is associated with the flow of the SDE in (3.1), there exist a wide
range of dynamical configurations in finite dimension where the absolute continuity w.r.t. the
Lebesgue measure md on M, is automatically satisfied; we derive bounds on this expansion rate
in terms of random measures discussed in §3.1 (see also §5 for further details). As discussed
in Remark 3.5, if the stochastic flow φt,t0 is induced by the SDE in (3.1) so that the measure
µt evolves under the forward Kolmogorov equations (3.13), the absolute continuity µt  md
is controlled by the smoothness of the drift and diffusion coefficients in (3.1). In particular, if
non-degeneracy conditions are satisfied by the dynamics in (3.1), e.g., uniform ellipticity (3.16)
or hypoellipticity, then µt  md and Dt−t0ϕ (µt||µt0) is well-defined provided that the density of
the initial measure ρt0 = dµt0/dmd is strictly positive. In the absence of hypoellipticity, more
regularity is required on the diffusion coefficients in (3.1) and the initial measure has to have a
smooth enough strictly positive density with respect to the Lebesgue measure (see Theorem 3.6).
In such a case, we shall define Dt−t0ϕ (µt||µt0) on I ⊂R without requiring µtµt0 but provided
that µt  md with µt0  md, where t, t0 ∈ I.
Here, we discuss some general properties of Dt−t0ϕ (µt||µt0) assuming that µt evolves under the
dynamics of (3.13) from the initial measure with a strictly positive density w.r.t. the Lebesgue
measure; this requirement can be weakened, if necessary, by an appropriate mollification (see
Proposition 4.14). Numerical approximations of Dt−t0ϕ (µt||µt0) are most naturally implemented
for a compactly supported uniform initial measure µt0 ; this formulation is dealt with in §4.3.
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Proposition 4.4. Consider the expansion rate Dt−t0ϕ in (4.5) with the strictly convex function ϕ
which is locally bounded on (0,∞). Assume that the coefficients of the SDE (3.1) are sufficiently
smooth so that the resulting dynamics generates a flow of C1,α diffeomorphisms. Then, the
evolution of probability measures (µt)t∈I governed by the forward Kolmogorov equation (3.13)
with ρt0=dµt0/dmd > 0 is such that µt(dx)=ρt(x)md(dx) for all t0, t ∈ I, and
Dt−t0ϕ (µt||µt0) =
1
|t− t0|
∫
M
ϕ
(
ρt(x)
ρt0(x)
)
ρt0(x)md(dx) <∞.
Proof. See Appendix B.5.
We further characterise the finite-time divergence rate Dt−t0ϕ in (4.5) by deriving a local
bound (Corollary 4.7) which is valid for both stochastic and deterministic flows as long as
ρt0 = dµt0/dmd ∈ C3(M;R+)∩L1(M,R+). This bound provides a suitable link to finite-time sto-
chastic Lyapunov functionals (see §5,6). Moreover, these results provide an important estimate for
the principal eigenvalue of the operator LF,V =L+F · ∇+V, for some bounded continuous vector
fields F, V onM. This estimate occurs naturally in the analysis and dimensionality reduction of
multi-scale ODE/SDE dynamics (e.g., [17, 78]), and we rely on the corresponding bounds in the
forthcoming sequel to this paper [18]. First, consider the density process {pit,t0(x, ω)}(t,x)∈I×M
of the pushforward φt,t0µt0 , which is represented in terms of {αt,t0(x, ω)}(t,x)∈I×M given by the
pushforward φ−1t,t0µt0 in (3.22). Importantly, the density process αt,t0(x, ω) can be written in
terms of the generator Lˇt of the inverse flow {φ−1t,t0(x, ω): (t, x)∈I ×M} as follows [61, Lemma
4.3.4]:
αt,t0(x, ω) = exp
{∫ t
t0
G(s, φs,t0(x, ω))dWs −
1
2
∫ t
t0
aGs (φs,t0(x, ω), φs,t0(x, ω))ds
}
× exp
{∫ t
t0
1
ρt0(φs,t0(x, ω))
Lˇ∗sρt0(φs,t0(x, ω))ds
}
, (4.9)
where ρt0 = dµt0/dmd > 0, Lˇ∗s is the dual of Lˇs in (3.4), and aGt (x, x)=〈G(t, x)〉t is the quadratic
variation5 of the martingale G(t, x) = ρ−1t0 (x)div
(
ρt0(x)M(t, x)
)
with M(t, x) =
∫ t
t0
σ(s, x)dWs.
Combining the definition of Dϕ(µt||µt0) in (4.2), Theorem 3.6, and the relationship between the
two random density processes pi−1t,s (x, ω) = αt,s(φ
−1
t,s (x, ω)) derived in (3.24) of §3.1 leads to the
following sequence of results for increasingly refined bounds on Dϕ(µt||µt0).
Lemma 4.5. Given the assumptions on the measures µt and µt0 as in Theorem 4.4, we have
Dϕ(µt||µt0) 6
∫
M
E
[
ϕ‡(αt,t0(x, ω))
]
µt0(dx), t0, t ∈ I. (4.10)
Proof. See Appendix B.6.
Remark 4.6. A related lemma is utilised in a more general setting in [18] to derive so-called
ϕ-projection of a probability measures generated by SDEs on a pathspace C(I;M). The ϕ-
projection is related to the marginal problem (e.g., [24]) which is a well-known optimisation
strategy of obtaining time marginals of martingale solutions of a Markov process; in our case,
these time marginals correspond to the solutions (µt)t∈I of the forward Kolmogorov equation.
5 The quadratic variation aGt (x, y) could also be written as an infinitesimal covariance of the process G(t, x),
i.e., aGt (x, y) = limh→0
1
h
E
[
(G(x, t+ h)− x)(G(y, t+ h)− y)T
]
.
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The bound in (4.10) can be developed further using the representation of αt,t0 in (4.9) and the
following result:
Theorem 4.7. Suppose the drift and diffusion coefficients of (3.1) satisfy σk(t, ·)∈C3,δ(M;M),
and b(t, ·) ∈ C1,δ(M,M) with δ > 0 and that (3.25)-(3.26) hold. If µt0  md and the density
ρt0= dµt0/dmd ∈ C3(M;R+) ∩ L1(M,R+), then
|t− t0|Dt−t0ϕ (µt||µt0) ≤ −∆ϕ‡(0)P{ω : t0 < τ 6 t}+
1
2
∫
M
E
[ ∫ ∞
0
L`t(α)ϕ
′′
‡ (d`)
]
dµt0 , t, t0 ∈ I,
where L`t(α) is the local time of αt,t0(x, ω) at level ` > 0 (cf. [61, 81]). Moreover, if ϕ‡ is twice
continuously differentiable on (0,∞), we have that
Dt−t0ϕ (µt||µ0) 6
1
2|t− t0|
∫
M
E
[ ∫ t
t0
I{ω:s<τ}ϕ′′‡ (αs,t0(x, ω))βs,t0(x, ω)ds
]
µt0(dx), t0, t ∈ I,
where βt,t0 is given by βt,t0 = α
2
t,t0
[
aGt (φt,t0φt,t0)− 2ρ−1t0 (φt,t0)Lˇ∗tρt0(φt,t0)
]
, and Lˇ∗s is the dual of
the generator of the backward flow φ−1t,t0 defined in (3.4).
Proof. See Appendix B.7.
Corollary 4.8. Let ϕ(z) = z log z − z + 1, z > 0, so that ϕ‡(z) = − log z + z − 1 is twice
continuously differentiable on (0,∞) with ϕ′′‡ (z) = z−2. Then, for t, t0 ∈ I
Dt−t0kl (µt||µt0) ≤
1
|t− t0|
∫
M
E
[ ∫ t
t0
(
1
2
aGs (φs,t0(x, ω), φs,t0(x, ω))
− Lˇ
∗
sρt0(φs,t0(x, ω))
ρt0(φs,t0(x, ω))
ds
)]
ρt0(x)md(dx). (4.11)
Alternatively, (4.11) can be written in the form
Dt−t0kl (µt||µt0) 6
1
|t− t0|
∫ t
t0
E
[∫
Mx
(1
2
aGs (ξ, ξ)−
Lˇ∗sρt0(ξ)
ρt0(ξ)
)
(φs,t0µt0)(dξ)
]
ds, (4.12)
where (φt,t0µt0)(dξ) = ρt0(ξ)pit,t0(ξ, ω)md(dξ), and a
G
t (ξ, ξ) :=
1
ρt0 (ξ)
∇ξ(ρt0a)(t, ξ)∇ξ log ρt0(ξ).
Remark 4.9.
(i) Corollary (4.8) can be derived without the localisation argument (i.e., without relying on
Theorem 4.7) by utilising similar techniques to those exploited to bound for finite-time Lya-
punov functionals in §5,6; see Appendix B.9 for details.
(ii) If the dynamics in (3.1) is autonomous and the Markov semigroup (Pt−t0,0)t>t0 admits a
smooth ergodic measure on M, the formulas (4.11), (4.12) become equalities and Corol-
lary 4.8 reduces to a well-known result (e.g., [6, 12, 61, 30]). This result is also related to a
quantitative variant of the bound on the sum of Lyapunov exponents in ergodic regime (see,
e.g., part III of [6]); the sum of Lyapunov exponents over a finite-time horizon is discussed
in §6.3 with a bound in terms of the KL-rate of random measures.
(iii) In the autonomous, ergodic setting Corollary 4.8 provides an important estimate for the prin-
cipal eigenvalue λF,V1 of the uniformly elliptic operator LF,V =L+F · ∇+ V with a bounded
continuous potential V ; namely
λF,V1 6 sup
ν∈Pinv(M)
sup
0<f∈C2b (M)
∫
M
Q(af)(x)ν(dx)− lim
t→∞D
t−t0
kl (µt||µt0), (4.13)
18 MEASURES OF EXPANSION RATES AND LAGRANGIAN TRANSPORT IN STOCHASTIC FLOWS
where Pinv(M) = {ν ∈ P(M) : P∗t−t0,0 ν = ν}, Q(aρt0(x)) = 12
(
a∇ log ρt0(x)
) · ∇ log ρt0(x),
Fi(x) =
1
2
∑d
j=1
(
σik(x)∂xjσjk(x)− σjk(x)∂xjσik(x)
)
, 1 6 i 6 d, and V is a bounded contin-
uous function defined by
V (x) = 12
∑d
i,j=1 ∂
2
xi,xjaij(x) +
∑d
i=1 ∂xi (bi(x)− ci(x)) ,
where aij(x) =
∑d
k=1 σik(x)σjk(x), ci(x) =
1
2
∑d
k,j=1 σjk(x)∂xjσik(x) (see (3.1)). Derivation
of (4.13) is given in Appendix B.10. It is not immediately clear that (4.13) extends to the
deterministic case, i.e., when L = b ·∇, as this result relies on the existence of a maximum
principle for L. However, if the transport equation ∂tu − b · ∇u = 0, admits renormalised
solutions in the sense of DiPerna and Lions6 (e.g., [43, 16]), the bound (4.13) holds for flows
generated by corresponding ODEs with an analogous maximum principle argument.
4.3. Expansion rates from a uniform initial measure. Here, we consider local expansion
rates defined via ϕ-divergences in (4.5) assuming that the probability measure µt evolves from
a compactly supported measure µt0 on the initial condition; this setting is naturally suited for
computations. In such a configuration it is convenient to ‘relabel’ the points inM and to consider
Mx := {v : x+ v ∈ B|v|(x) ⊂M}. (4.14)
In particular, a ball Bε(0) ⊂Mx is equivalent to Bε(x) ⊂M.
Given the family of probability measures (µt)t∈I , µt ∈ P(Mx), the evolution µt = PΦx∗t,t0 µt0 ,
t, t0 ∈ I is induced by the dual of the Markov evolution PΦxt,t0 (see (3.6) and (3.36)) which is
defined via the transition kernel
P (t0, A; t, B) = P({ω : Φxt,t0(v, ω) ∈ B
∣∣Φxt0,t0(v, ω) = v ∈ A})
=
1
µt0(A)
P({Φxt,t0(v, ω) ∈ B, v ∈ A}) =
1
µt0(A)
∫
A
P (t0, v; t, B)µt0(dv),
where A,B ∈ B(Mx) and Φxt,t0 is the centred flow defined in (3.34); i.e., P (t0, A; t, B) is the
probability that the flow Φxt,t0(v, ω) hits the set B ∈ B(Mx) at time t ∈ I given that v is in the
set A ∈ B(Mx) at time t0 ∈ I.
Definition 4.10 (ϕ-FTDR field). The local finite-time divergence rate at x ∈M based on Dt−t0ϕ
in (4.5) and associated with the centred flow of φt,t0 (cf. (3.34))
Φxt,t0(v, ω) = φt,t0(x+ v, ω)− φt,t0(x, ω), t, t0 ∈ I, (4.15)
is defined as
RΦϕ(x; t, t0) = lim
ε→0+
RΦϕ,ε(x; t, t0), (4.16)
where
RΦϕ,ε(x; t, t0) = Dt−t0ϕ
(PΦx∗t,t0 µBε(0)||µBε(0)), (4.17)
with µBε(0) a Borel probability measure on
(Mx,B(Mx)) and supported on a ball Bε(0)⊂Mx.
Remark 4.11. The local expansion rate (4.16) is defined for a general nonlinear stochastic flow
Φxt,t0 (3.34) which does not need to be generated by an SDE. Thus, we study the properties of
RΦϕ,ε(x; t0, t) under a weaker assumption of uniform integrability (3.39); note that this condition
is automatically satisfied for the dynamics in (3.1) when σ(t, ·) ∈ C2,δb (M, L(M;M)) and b(t, ·) ∈
C1,δb (M;M) together with (3.25)-(3.26).
6 A solution u ∈ L∞(R+;Mb(M)) of the transport equation ∂tu− b ·∇u = 0, is called a renormalised solution in
the sense of Diperna and Lions, if u solves ∂tβ(u)− b ·∇β(u) = 0, for all β ∈ C1b (R) with |β
′(r)|
1+|r| <∞ and β(0) = 0.
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The most important properties of the local expansion rate RΦϕ,ε(x; t0, t) are stated below.
These results are crucial for both the analytical and computational considerations and we discuss
them in a considerable detail in the remainder of this section; in §5 these results are used to
identify connections of the local expansion rateRΦϕ,ε to other well-known descriptors of Lagrangian
expansion rates in deterministic flows, and in §6 to generalise these notions to stochastic flows.
Theorem 4.12. Let φt,t0 be a continuous stochastic flow with the derivative flow Dφt,t0 satisfying
the uniform integrability conditions (3.39). Given the centred flow Φxt,t0 (4.15) associated with
φt,t0 , the local expansion rate RΦϕ,ε(x; t, t0) defined in (4.16) is continuous at t ∈ (t0, t0 + T ] ⊆ I
and it satisfies the following properties:
(i) x 7→ RΦϕ,ε(x; t, t0) is continuous for any ε > 0.
(ii) RφAϕ,ε(x; t, t0) is independent of ε, where φA is an affine stochastic flow (3.28).
(iii) RΦϕ(x; t, t0) is determined by RDΦϕ (x; t, t0) in the sense that
lim
ε→0
RΦϕ,ε(x; t, t0) = RDΦϕ (x; t, t0).
The time continuity aspect of Theorem 4.12 follows easily from the strict convexity of ϕ
together with time continuity of the stochastic flow Φxt,t0 and, consequently, time continuity of
the corresponding Markov evolution PΦxt,t0 . The rest of the proof for general ϕ-divergences under
the uniform integrability condition (3.39) is central to this work but it is rather involved; thus,
we split it into three parts given in Propositions 4.15, 4.16, and 4.22. The first step towards the
proof relies on an appropriate regularisation of the initial measure with the help of some general
mollification techniques which are outlined next.
Definition 4.13 (Gaussian mollifier). A strictly positive function ηα(x) ∈ C∞(M,R+) given by
ηα(x) = (2piα)−d/2 exp
(
− |x|2/2α
)
, α > 0,
is called a Gaussian mollifier. A Gaussian mollification of a locally integrable function f :M→ R
is defined via the convolution of f with ηα, namely
fα := ηα ∗ f, s.t. fα(x) =
∫
ηα(x− ξ)f(ξ)dξ =
∫
ηα(y)f(x− y)dy,
where fα ∈ C∞(M), fα → f a.e. as α↘ 0.
Consider a family of probability measures (µεt )t∈I on (M,B(M))7 generated by the Markov
evolution Pt,t0 from the initial measure µt0 = µBε(u); i.e., µεt = P∗t,t0µBε(u) with
µBε(u)(dx) = fBε(u)(x)md(dx),
where fBε(u) is a uniform density function supported on a ball Bε(u), and md is the Lebesgue
measure on Rd. Next, consider the family of mollified measures (µε,αt )α>0 defined by
µε,αt0 (dx) = ρ
ε,α
t0
(x)md(dx) and µ
ε,α
t (dx) = ρ
ε,α
t (x)md(dx), (4.18)
where
ρε,αt0 (x) =
∫
Rd
fBε(u)(x− ξ)ηα(ξ)md(dξ) and ρε,αt (x) =
∫
Rd
P∗t,t0fBε(u)(x− ξ)ηα(ξ)md(dξ).
7 Later on we will consider a family of measures defined specifically on (Mx,B(Mx)) but we do not impose
such a constraint at this stage.
20 MEASURES OF EXPANSION RATES AND LAGRANGIAN TRANSPORT IN STOCHASTIC FLOWS
Following standard arguments (e.g., [62] for ODE’s, and [16] for SDE’s), one can establish the
existence of unique weak solutions µε,αt (dx) of the forward Kolmogorov equation (3.13) starting
from µε,αt0 (dx) and associated with the stochastic flow φt,t0 . Moreover, as t 7→ µε,αt is narrowly
continuous, there exists J⊂I with m(J ) 6= 0 s.t. Dϕ(µε,αt ||µε,αt0 ) is well-defined for all t, t0 ∈ J .
Proposition 4.14. Consider the family of mollified probability measures (µε,αt )t∈I ⊂ P(M) with
µε,αt0 (dx) = ρ
ε,α
t0
(x)md(dx), generated by the solutions of (3.13) with b(t, ·) ∈ C1,δb (M,M), σk(t, ·) ∈
C2,δb (M,M), 1 6 k 6 d, δ > 0, and (3.25)-(3.26) hold. Then,
lim
α→0
Dt−t0ϕ
(
µε,αt ||µε,αt0
)
= Dt−t0ϕ
(P∗t,t0µBε(u)||µBε(u)) ∀ t, t0 ∈ I.
Proof. See Appendix B.11.
Given the above results, we proceed to the proof of Theorem 4.12 which we split into three
separate propositions corresponding to properties (i), (ii) and (iii).
Proposition 4.15 (Property (i) in Theorem 4.12). Let φt,t0 be a continuous stochastic flow on
M, satisfying the uniform integrability condition (3.39) with the centred flow Φxt,t0 in (4.15).
Then, the map x 7→ RΦϕ,ε(x; t, t0) is continuous for all ε > 0.
Proof. Given the definition of RΦϕ,ε in (4.17) and the fact that m(I) <∞, it is sufficient to prove
the claim for the ϕ-divergence Dϕ alone. First, we mollify the density fBε(0) of the initial measure
in (4.17) to make it non-zero almost everywhere in M; in the proof we will utilise a similar idea
to that in Proposition 4.4 and, subsequently, Proposition 4.14.
Consider µε,αt0 ∈P(Mx) defined in (4.18) and let (xn)n≥1 be a sequence in M such that xn →
x∈M as n→∞. Suppose that Dϕ
(PΦx∗t,t0 µε,αt0 ‖|µε,αt0 ) and Dϕ(PΦxn∗t,t0 µε,αt0 ||µε,αt0 ) are well-defined for
all t, t0 ∈ I. First, we show that x 7→ Dϕ(PΦx∗t,t0 µε,αt0 ||µε,αt0 ) is lower semicontinuous for all t, t0 ∈ I.
This property can be derived from the duality representation of Dϕ which yields
Dϕ(PΦx∗t,t0 µε,αt0 ||µε,αt0 ) = sup
h∈Cb(M)
{
〈PΦxt,t0h, µε,αt0 〉 − 〈ϕ∗(h), µε,αt0 〉
}
6 Dϕ
(PΦxn∗t,t0 µε,αt0 ||µε,αt0 )+ sup
h∈Cb(M)
{〈PΦxt,t0h, µε,αt0 〉− 〈PΦxnt,t0 h, µε,αt0 〉}.
We first treat the term in the remaining supremum by noting that Φxt,t0(v) = φt,t0(x+v)−φt,t0(x)
and PΦxt,t0h(v) = E
[
h(φt,t0(x+ v)− φt,t0(x))
]
for h ∈ Cb(M). So that〈PΦxt,t0h, µε,αt0 〉− 〈PΦxnt,t0 h, µε,αt0 〉 = ∫M E[h(φt,t0(x+ v)− φt,t0(x))]µε,αt0 (dv)
−
∫
M
E
[
h(φt,t0(xn + v)− φt,t0(xn))
]
µε,αt0 (dv),
which converges to zero, due to continuity of the map x 7→ φt,t0(x, ·) for all t, t0 ∈ I, P-a.s. Then,
by Fatou’s lemma, we have the required lower semicontinuity
Dϕ
(PΦx∗t,t0 µε,αt0 ||µε,αt0 ) 6 lim infn→∞ Dϕ(PΦxn∗t,t0 µε,αt0 ||µε,αt0 ), ∀ t, t0 ∈ I. (4.19)
Next, we show that x 7→ Dϕ
(PΦx∗t,t0 µε,αt0 ||µε,αt0 ) is also upper semicontinuous. In order to see this
consider the function
Hϕ :M→ [0,∞], x 7→ Hϕ(x) := Dϕ
(PΦx∗t,t0 µε,αt0 ||µε,αt0 ).
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By the properties of the ϕ-divergence, x 7→ Hϕ(x) is bounded from below (i.e., Hϕ(x) > 0). Now,
for a fixed y ∈Mx take |x− y| > r and k ∈ N such that k > (Hϕ(y)−Hϕ(x))/r; then, we have
Hϕ(x) + k|x− y| > Hϕ(y). (4.20)
Given the continuity of the norm | · |, the function (x, y) 7→ Hϕ(x) + k|x − y| is also lower
semicontinuous and bounded from below. Therefore, there exists a sequence (xk)k>1 ⊂M s.t.
Hϕ(xk) > Hϕ(xk) + k|x− xk| − δ
for some δ > 0 small enough. Thus, we have from (4.20) that
Hϕ(x) > Hϕ(xk)− k|x− xk| > Hϕ(xk)− δ ⇒ Hϕ(xk) 6 Hϕ(x), ∀ k ∈ N,
and consequently
lim sup
k→∞
Hϕ(xk) 6 Hϕ(x). (4.21)
Finally, comparing (4.19) and (4.21), we conclude that
lim
k→∞
Hϕ(xk) = Hϕ(x), (4.22)
which implies that x 7→ Dϕ
(PΦx∗µε,αt0 ||µε,αt0 ) is continuous, and we conclude from the limit (B.43)
that x 7→ Dϕ
(PΦx∗µBε(0)||µBε(0)) is continuous. 
Proposition 4.16 (Property (ii) in Theorem 4.12). Let (φAt,t0)t,t0∈I be an affine stochastic flow
satisfying the uniform integrability condition (3.39) so that, in particular, φAt,t0 is uniformly
bounded away from zero. Then, RφAϕ,ε(x; t0, t) is independent of ε.
Proof. In line with (3.29) an affine stochastic flow φAt,t0 on M is a random field (e.g., [6])
φAt,t0(x, ω) = Ψt,t0(ω)x+ ψt,t0(ω),
where Ψt,t0(ω) is an invertible time-dependent matrix inM and ψt,t0(ω) ∈M. The centred flow
of φAt,t0 (cf. (4.15)) coincides with the linear part Ψt,t0(ω) which is also an affine flow. Next,
consider the initial measure µεt0(dx) = fBε(u)(x)md(dx). Without the loss of generality, set u = 0
and consider the pushforward of the density fBε(0) under φ
A
t,t0 which is a stochastic process with
values in P(M) given by
f εt (x, ω) =
1
‖Ψt,t0(ω)‖
fBε(0)
(
(φAt,t0(x, ω))
−1), P-a.s.
Let λ1(t, t0, ω), · · · , λd(t, t0, ω) be the singular values of the the matrix Ψt,t0(ω). Then, it is easily
verifiable that f εt (x, ω) represents a uniform density supported on an ellipsoid E
ε
t,t0(0, ω) with
radii ελ1, . . . , ελd. Following a similar strategy to that in the proof of Proposition (4.15), we
regularise the densities fBε(0) and f
ε
t to obtain their mollified counterparts
f ε,αt0 (x) =
∫
M
ηα(x− ξ)fBε(0)(ξ)md(dξ)
=
1
µ(Bε(0))
∫
M
ηα(x− ξ)IBε(0)(ξ)md(dξ) =
1
µ(Bε(0))
∫
Bε(x)
ηα(ξ)md(dξ), (4.23)
and, similarly,
f ε,αt (x, ω) =
1
µ(Eεt,t0(0, ω))
∫
Eεt,t0
(x,ω)
ηα(ξ)md(dξ). (4.24)
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Following the results discussed in §3.1 together with the analogous argument to that in (B.40),
the the Radon-Nikodym derivative of the random measure Πε,αt,t0(dx, ω) = f
ε,α
t,t0
(x, ω)md(dx) with
respect to the measure µα,εt0 = f
ε,α
t0
(x)md(dx) is given by (see (3.23))
dΠε,αt,t0
dµα,εt0
(x, ω) := piε,αt,t0(x, ω) =
f ε,αt (ω, x)
f ε,αt0 (x)
.
Next, consider the forward Kolmogorov equation (3.13) induced by the affine flow φA
∂tµt = LA∗t µt, µt|t=t0(dx) = f ε,αt0 (x)md(dx), (4.25)
where LA,∗t is the formal L2(M) adjoint of the generator
LAh(x) =
d∑
i=1
(Ai0(t)xi + b
i
0)∂xih(x) +
1
2
d∑
i,j=1
Bij(t, x)∂
2
xixjh(x),
with B(t, x) =
∑d
k=1[Ak(t)x + bk][Ak(t)x + bk]
T . Crucially, based on Theorem 3.6, the density
of the measure µε,αt (dx) = PA∗t,t0f ε,αt0 (x)md(dx) solving (4.25) coincides with fα,εt0 (x)E[piε,αt,t0(x, ω)];
thus, using arguments analogous to those leading to (B.40), we obtain
dµα,εt
dµαt0
(x) =
PA∗t,t0f ε,αt0 (x)
fα,εt0 (x)
= E[piε,αt,t0(x, ω)]. (4.26)
Now, recall that the matrices Ak(t) and the vectors bk are such that the solutions of the corre-
sponding SDE (or ODE) generate the flow φAt,t0 which satisfies the uniform integrability condi-
tion (3.39). Then, by Proposition (4.4), we have
Dϕ(µε,αt ||µε,αt0 ) =
∫
M
ϕ
(
dµε,αt
dµε,αt0
(x)
)
dµε,αt0 (x) <∞, ∀ t, t0 ∈ I.
Furthermore, we can write Dϕ(· || ·) as
Dϕ(µε,αt ||µε,αt0 ) =
∫
M
ϕ
(
exp(log(dµε,αt /dµ
ε,α
t0
)(x)
)
dµε,αt0 (x). (4.27)
Now, with να(A) :=
∫
A η
α(ξ)dξ, we obtain the following from (4.26), (4.23) and (4.24)
log
(
PA∗t,t0f ε,αt0 (x)
fα,εt0 (x)
)
= log
(
E[piε,αt,t0(x, ω)]
)
= log E
[
µ(Bε(0))
µ(Eεt,t0(0, ω))
]
+ log E
[
να(E
ε
t,t0(x, ω)
να(Bε(x))
]
= log E
[
εdµ(B1(0))
εdµ(E1t,t0(0, ω))
]
+ log E
[
εdνα(E
1
t,t0(
x
ε , ω)
εdνα(B1(
x
ε ))
]
= log E
[
µ(B1(0))
µ(E1t,t0(0, ω))
]
+ log E
[
να(E
1
t,t0(
x
ε , ω)
να(B1(
x
ε ))
]
,
which implies that log
(
(fα,εt0 (x))
−1PA∗t,t0f ε,αt0 (x)
)
or logE[piε,αt,t0(x, ω)] is independent of ε. Finally,
by continuity of the logarithm we have
lim
α↓0
log E
[
piε,αt,t0(x, ω)
]
= log E
[
µ(B1(0))
µ(E1t,t0(0, ω))
]
,
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and, consequently, from (4.27) we arrive at
Dϕ(PA∗t,t0µBε(0)||µBε(0)) = limα→0Dϕ(P
A∗
t,t0µ
ε,α
t0
||µε,αt0 )
=
∫
M
ϕ
(
E
[
µ(B1(0))
µ(E1t,t0(0, ω))
])
dµεt0 = ϕ
(
E
[
µ(B1(0))
µ(E1t,t0(0, ω))
])
.
which is independent of ε, as claimed. 
We now turn to property (iii) of Theorem 4.12 for flows satisfying the uniform integrability
condition (3.39). In order to prove this property, we lift the stochastic flow to a centred tangent
bundle TMx ⊆ TM' Rd×Rd, and the result follows by Strassen’s Theorem via the variational
representation of ϕ-divergence on TMx; an alternative proof is presented in Appendix B.12.
Theorem 4.17 (Strassen’s Theorem ([85, 84])). Let E and F be two Polish spaces and let Γ be
a nonempty weakly closed convex subset of P(E × F ). Then, γ ∈ Γ admits marginals ν ∈ P(E)
and µ ∈ P(F ) if and only if, for all f ∈ Cb(E) and g ∈ Cb(F ), the following holds∫
E
fdν +
∫
F
gdµ ≤ sup
γ∈Γ
(∫
E×F
(f ⊕ g)dγ
)
,
where f ⊕ g(x, y) = f(x) + g(y) on E × F.
In general Γ is constructed as Γ =
{
γ : γ  % and dγ/d% ∈ Λ}, where Λ is a ball in the Orlicz
space related to %. In what follows, we will replace Γ with a set constructed via ϕ-divergence
Γϕ,L =
{
γ ∈ P(E × F ) : Dϕ(γ||%) 6 L
}
. (4.28)
One can easily check that Γϕ,L is a weakly closed convex subset (in fact, a weakly compact subset)
of P(E × F ); thus, Strassen’s theorem can be restated in terms of Γϕ,L as follows:
Corollary 4.18 ([24]). Let E and F be two Polish spaces and % ∈ P(E × F ) a fixed reference
measure. Then γ ∈ P(E × F ) with Dϕ(γ||%) ≤ L, admit marginals ν ∈ P(E) and µ ∈ P(F ) if
and only if, for all f ∈ Cb(E) and g ∈ Cb(F ), the following holds∫
E
fdν +
∫
F
gdµ 6 sup
γ∈Γϕ,L
{∫
E×F
(f ⊕ g)dγ
}
. (4.29)
In order to prove (iii) in Theorem 4.12, one needs to approximate Dϕ
(PΦx∗t,t0 µBε(0)||µBε(0)) with
Dϕ
(PDΦx∗t,t0 νBε(0)||νBε(0)) in an appropriate limit as ε→ 0 with the help of Corollary 4.18. This is
eventually achieved in Proposition 4.22 by appropriately lifting the centred stochastic flow Φxt,t0
onMx to the tangent bundle TMx using a standard geometric technique, and then constructing
a weakly closed convex set on P(TMx). We set up the necessary framework in two major steps
outlined below.
Step 1 (leading to proof of (iii) of Theorem 4.12 in Proposition 4.22). First, we re-write the
inequality (4.29) as∫
E
fdν +
∫
F
gdµ 6 sup
γ∈Γϕ,L
{∫
E×F
(f ⊕ g)dγ −
∫
E×F
(f ⊕ g)d%
}
+
∫
E×F
(f ⊕ g)d%. (4.30)
Suppose that the reference measure % = νt0 ⊗µt0 where νt0 ∈ P(E) and µt0 ∈ P(F ) are reference
measures on E and F respectively. Then, the use of Fenchel-Young inequality yields (recall that
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ϕ(1) = 0 by (4.1))∫
E
fdν +
∫
F
gdµ 6 sup
γ∈Γϕ,L
{∫
E×F
(f ⊕ g)dγ −
∫
E×F
(f ⊕ g)d%
}
+
∫
E×F
(ϕ∗(f)⊕ ϕ∗(g))d%.
Also, suppose that ν ∈ P(E) and µ ∈ P(F ) are such that Dϕ(ν||νt0) and Dϕ(µ||µt0) are well
defined. In this case, equation (4.30) becomes∫
E
fdν −
∫
E
ϕ∗(f)dνt0 6 sup
γ∈Γϕ,L
{∫
E×F
(f ⊕ g)dγ−
∫
E×F
(f ⊕ g)dνt0⊗µt0
}
−
(∫
F
gdµ−
∫
F
ϕ∗(g)dµt0
)
so that
sup
f∈Cb(E)
(∫
E
fdν −
∫
E
ϕ∗(f)dνt0
)
6 sup
(f,g)∈Cb(E×F )
sup
γ∈Γϕ,L
{∫
E×F
(f ⊕ g)dγ −
∫
E×F
(f ⊕ g)dνt0 ⊗ µt0
}
+ sup
g∈Cb(F )
(∫
F
gdµ−
∫
F
ϕ∗(g)dµt0
)
. (4.31)
Consequently, using the variational formulation of the ϕ-divergence, we have
Dϕ(ν||νt0) ≤ sup
(f,g)∈Cb(E×F )
sup
γ∈Γϕ,L
{∫
E×F
(f ⊕ g)dγ −
∫
E×F
(f ⊕ g)dνt0 ⊗ µt0
}
+Dϕ(µ||µt0);
(4.32)
in a similar fashion we obtain
Dϕ(µ||µt0) ≤ sup
(f,g)∈Cb(E×F )
sup
γ∈Γϕ,L
{∫
E×F
(f ⊕ g)dγ −
∫
E×F
(f ⊕ g)dνt0 ⊗ µt0
}
+Dϕ(ν||νt0).
(4.33)
Step 2 (leading to proof of (iii) of Theorem 4.12 in Proposition 4.22). Consider the pair
of stochastic processes
{(
Φxt,t0(v, ω), DΦ
x
t,t0(0, ω)y
)
: t, t0 ∈I
}
comprising of the centred flow
Φxt,t0(·, ω) :Mx → Φxt,t0(Mx) ⊂ Rd in (3.34) and its derivative flow DΦxt,t0(0, ω) : T0Mx → T0Mx.
If Φxt,t0 is induced by the dynamics of the SDE in (3.1), then the pair
(
Φxt,t0 , DΦ
x
t,t0
)
solves the
skew-coupled system (see §3.2) for t, t0 ∈ I
dΦxt,t0(v, ω) = b
x(t,Φxt,t0(v, ω))dt+
∑
k
σxk(t,Φ
x
t,t0(v, ω)) ◦ dW kt , v ∈Mx, (4.34)
dyt = A
x
0(t)ytdt+
∑
k
Axk(t)yt ◦ dW tk, yt0 = y ∈ T0Mx ' TxM' Rd, (4.35)
where Ax0(t) = ∇v bx(t,Φx(v, ω))|v=0, Axk(t) = ∇v σxk(t,Φxt,t0(v, ω))|v=0 (note that, following §3.2,
we can write explicitly yt = DΦ
x
t,t0(0, ω)y).
The above setup leads to the notion of a lifted flow and sets of probability measures on the
centred tangent bundle TMx defined by
TMx =
⋃
v∈Mx
{v} × TvMx = {(v, y) : v ∈Mx, y ∈ TvMx} (4.36)
which will be needed in proving (iii) of Theorem 4.12 (see Proposition 4.22).
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Definition 4.19 (Lifted flow). Given the centred tangent bundle TMx in (4.36), a lifted flow
Ξxt,t0(·, ·, ω) : TMx → Ξxt,t0(TMx) ⊆ TM' Rd × Rd
generated by the system (4.35–4.34) is given by
Ξxt,t0(v, y, ω) =
(
Φxt,t0(v, ω), DΦ
x
t,t0(0, ω)y
) ≡ (Φxt,t0(pix(v, y), ω), DΦxt,t0(pix(0, y), ω)y) (4.37)
where pix is a natural projection map pix : TMx →Mx such that pix(v, y) = v.
Definition 4.20 (Probability measures on the tangent bundle [12]). We define the following
sets of probability measures on the tangent bundles TM and TMx:
(a) Denote by P(TM) the set of probability measures on TM endowed with topology of weak
convergence. Analogous definition holds for the set of probability measures on P(TMx).
(b) The subset Pµ(TM) ⊂ P(TM) comprises of γ ∈ P(TM) such that γpi−1 = µ ∈ P(M)
(where (γpi−1)(A) = γ(pi(A)) for any Borel measurable subset A ⊂ TM). Similarly, the
subset Pµ(TMx) ⊂ P(TM) comprises of γ ∈ P(TMx) such that γpi−1x = µ ∈ P(Mx).
Definition 4.21 (Regular conditional probability distribution on TM and TMx ). For any Borel
probability measure γ ∈ Pµ(TM) and we denote by {γx : x ∈ M} the regular conditional prob-
ability distribution of γ given the projection map pi. Such conditional distributions are uniquely
defined γpi−1 = µ a.e. x ∈ M8 and each γx is a Borel probability measure on TM such that
γx(TxM) = 1 (here, the fibre TxM' Rd). An analogous definition holds for probability measures
on TMx with fibres TvMx (i.e., via the restriction of γ on TMx).
Indeed, given that (TM,B(TM)) is a Polish space, by disintegration theorem (e.g. [62]) there
exits a γpi−1x = µ-almost everywhere uniquely determined family of probability measures {γv :
v ∈ TMx} ⊆ P(TvMx)∫
TMx
h(v, y)γ(dv, dy) =
∫
Mx
(∫
pi−1x (v)
h(v, y)γv(dv, dy)
)
µ(dv) (4.38)
for every bounded Borel measurable function h : TMx → R. In particular, taking h to be the
indicator of U ∈ B(TMx) implies
γ(U) =
∫
Mx
(∫
pi−1x (v)
IU (v, y)γv(dv, dy)
)
µ(dv) =
∫
Mx
γv(U ∩ pi−1x (v))µ(dv). (4.39)
Now, since we can identify the smooth manifold TM with Rd×Rd and TMx ⊆ TM, the family
of probability measures {γv : v ∈Mx} can be defined as
γ =
∫
Mx
γv(γpi−1x )(dv) =
∫
Mx
γvd(γpi−1x )(v).
In particular, for any bounded Borel measurable function h : TMx → R , we have∫
TMx
h(v, y)γ(dv, dy) =
∫
Mx
(∫
TvMx
h(v, y)γ(dy|v)
)
(γpi−1x )(dv),
=
∫
Mx
(∫
TvMx
h(v, y)γ(dy|v)
)
µ(dv).
8 This is due to the continuity of the projection map pi and Radon-Nikodym theorem for conditional expectation
or generally, by the disintegration theorem on a Polish space.
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It then follows that for B × C ∈ B(TMx) ⊆ B(TM) ' B(Rd)⊗ B(Rd), we have the conditional
probability measure
γ(B × C|pi)(v) = IB(v) · γ(C|v) = IB(v) · γv(C). (4.40)
We are now ready to prove the result (property (iii) of Theorem 4.12) which is stated as follows:
Proposition 4.22. [Property (iii) of Theorem 4.12]. Let (φt,t0)t,t0∈I be a stochastic flow of
diffeomorphisms satisfying the uniform integrability condition (3.39). Then, the limit
RΦϕ(x; t0, t) := lim
ε→0
RΦϕ,ε(x; t0, t)
exists and is given by RDΦϕ (x; t0, t) = RDφϕ (x; t0, t) with DΦxt,t0 the derivative flow of the centred
flow (4.15), and Dφt,t0(x, ·) the derivative flow of the flow φt,t0(x, ·) induced by the SDE (3.1).
Proof.9 Recall thatRΦϕ,ε(x; t0, t) := 1|t−t0|Dϕ
(PΦx∗t,t0 µBε(0)||µBε(0)), where (PΦxt,t0)t,t0∈I is the Markov
evolution of the centred flow Φxt,t0(v, ω) = φt,t0(x + v, ω) − φt,t0(x, ω). We denote the Markov
evolution of the the derivative flow on the fibre TvMx by
(PDΦxt,t0 )t,t0∈I . Next, define the Markov
evolution Qxt,t0 : Cb(TMx)→ Cb(TMx) of the lifted stochastic flow (Ξxt,t0)t,t0∈I in (4.37) as
(Qxt,t0h)(z) =
∫
TMx
h(ζ)Qx(t0, z; t, dζ), h ∈ Cb(TMx),
where Qx(t0, z; t, A) = P{ω : Ξxt,t0(z, ω) ∈ A}, z ∈ TMx, A ∈ B(TMx). For any C ∈ B(TvMx)
and B ∈ B(Mx), we consider the measure (cf. 4.40)
νεt0(C) :=
∫
Mx
γ(B × C|pix)(v)µεt0(dv),
where µεt0(dv) = fBε(0)(v)md(dv). Now, for Bε(0) ⊂Mx, consider the tangent map lε : Bε(0)→
T0Mx = TxM defined by lε(v) = v/ε; the image of the ball Bε(0) under the map lε is B1 :=
lε(Bε(0)) = {u ∈ T0Mx : |u| < 1}. We see that Sd−1 is a cover of B1 for v ∈ Bε(0) ⊂ Mx. We
may take νεt0 as the normalised Lebesgue measure on S
d−1 ⊂ Rd, with the density gε given by
gε(y) := glε(Bε(0))(y) =
1
λ(lε(Bε(0)))
Ilε(Bε(0))(y) =
1
λ(B1)
IB1(y) = gB1(y)
where λ is the Lebesgue measure on Sd−1, so that for C ∈ B(TxM), we have
νεt0(C) =
1
λ(lε(Bε(0)))
∫
C
Ilε(Bε(0))(y)λ(dy) =
∫
C
gB1(y)λ(dy) = ν
1
t0(C).
Now, let U ∈ B(TMx) and consider γεt = Qx∗t,t0γεt0 , where γεt0 is defined by
γεt0(U) =
∫
Mx
ν1t0(U ∩ pi−1x (v))µεt0(dv).
Next, in line with (4.18), we regularise the measures γεt0 and γ
ε
t with a strictly positive mollifier to
obtain γε,αt0 and γ
ε,α
t . Since the lifted flow {Ξxt,t0(·, ω) : t, t0 ∈ I} is a C1 diffeomorphism P-almost
all ω ∈ Ω on TMx ⊆ TM ' Rd × Rd, based on a similar argument to that in Proposition 4.4,
we have that γε,αt ∈ Γαϕ,L for some L ∈ [0,∞), where
Γαϕ,L =
{
γt : Dϕ
(
γt||γε,αt0
)
6 L
}
, t, t0 ∈ I.
9 See Appendix B.12 for an alternative, but less general, version of the proof.
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Substitution of Dϕ
(PΦx∗t,t0 µε,αt0 ||µε,αt0 ) and Dϕ(PDΦx∗t,t0 ν1,αt0 ||ν1,αt0 ) into (4.32) and (4.33) yields
Dϕ
(PΦx∗t,t0 µε,αt0 ||µε,αt0 )−Dϕ(PDΦx∗t,t0 ν1,αt0 ||ν1,αt0 )
≤ sup
(h1,h2)∈Cb(M)×Cb(TvM)
sup
γt∈Γαϕ,L
{∫
TMx
(h1 ⊕ h2)(z)γt(dz)−
∫
TMx
(h1 ⊕ h2)(z)γε,αt0 (dz)
}
,
(4.41)
and
Dϕ
(PDΦx∗t,t0 ν1,αt0 ||ν1,αt0 )−Dϕ(PΦx∗t,t0 µε,αt0 ||µε,αt0 )
≤ sup
(h1,h2)∈Cb(M)×Cb(TvM)
sup
γt∈Γαϕ,r
{∫
TMx
(h1 ⊕ h2)(z)γt(dz)−
∫
TMx
(h1 ⊕ h2)(z)γε,αt0 (dz)
}
,
(4.42)
where h1 ⊕ h2(v, y) = h1(v) + h2(y) on the centred tangent bundle TMx with values in R.
Let Cγ ⊂P(TMx) be a set of marginals of extremal martingale solutions for the lifted flow
{Ξxt,t0(·, ω) : t, t0 ∈ I} on TMx. It is known that Cγ is a closed convex set (e.g., [43, 87]),
then, by Hahn–Banach theorem, the supremum over γt ∈ Γαϕ,r in (4.42) coincides with that over
γt ∈ Cγ . The remainder of the proof relies on the fact that for all z ∈ supp(µε,αt0 ⊗ ν1,αt0 ) and
t, t0 ∈ I, m(I) <∞ we have
sup
h∈Cb(TMx)
|Qt,t0h(z)− h(z)| −→
ε→0
0. (4.43)
In order to show this, we first assume that h ∈ C1b (TMx). Then, by the mean value theorem, we
have for p > 1 that∣∣Qt,t0h(z)− h(z)∣∣ = ∣∣E[h(Ξxt,t0(z, ω))− h(z)]∣∣ 6 ‖h‖C1b (TMx)(E[|Ξxt,t0(z, ω)− z|p]) 1p . (4.44)
Next, from the definition of the lifted flow Ξxt,t0 in (4.37) and by Minkowski’s inequality we have(
E
[∣∣Ξxt,t0(z, ω)− z∣∣p] ) 1p 6 (E [∣∣Φxt,t0(v, ω)− v∣∣p] ) 1p + (E [∣∣DΦxt,t0(0, ω)y − y∣∣p] ) 1p
=
(
E
[∣∣φt,t0(x+ v, ω)− φt,t0(x, ω)− v∣∣p] ) 1p + (E [∣∣DΦxt,t0(0, ω)y − y∣∣p] ) 1p .
(4.45)
Given that φt,t0 is a flow of C1-diffeomorphisms on M, the mean value theorem yields
E
[∣∣φt,t0(x+ v, ω)− φt,t0(x, ω)∣∣] 6 E[‖Dφt,t0(x, ω)‖v]|v|, (4.46)
where ‖Dφt,t0(x, ·)‖v :=
ξ∈Bv(x)
sup ‖Dφt,t0(ξ, ·)‖ with ‖·‖ the operator norm on linear maps on
T(·)M ' Rd. Moreover, recall that the derivative Dφt,t0(x, ω) is affine on the fibre TxM ' Rd.
Thus, by the uniform integrability (3.39) we have
E|DΦxt,t0(0, ω)y|p 6 E
[‖Dφt,t0(x, ω)‖p]|y|p 6 E[‖Dφt,t0(x, ω)‖pv]|y|p. (4.47)
Combining (4.45), (4.46) and (4.47), we obtain(
E
[ ∣∣Ξxt,t0(z, ω)− z∣∣p ])1/p 6 (E[‖Dφt,t0(x, ω)‖pv]|v|p + |v|p)1/p + (E[‖Dφt,t0(x, ω)‖pv]|y|p + |y|p)1/p
=
(
E
[
(‖Dφt,t0(x, ω)‖pv + 1)
])1/p
(|v|+ |y|) = Kv,p|z|,
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where Kv,p :=
(
E
[‖Dφt,t0(x, ω)‖pv]+ 1)1/p. Then, the inequality (4.44) becomes∣∣Qt,t0h(z)− h(z)∣∣ 6 ‖h‖C1b (TMx)Kv,p |z|. (4.48)
Next we extend to all h ∈ Cb(TMx). Recall that since C1b (TMx) is dense in Cb(TMx), for any
h ∈ Cb(TMx) we have (hn)n∈N ⊂ C1b (TMx) s.t.
‖h− hn‖C1b (TMx) 6 n
−1, n ∈ N. (4.49)
Furthermore, by the regularity of the flow (Ξxt,t0)t,t0∈I , we also obtain
‖Qt,t0h−Qt,t0hn‖C1b (TMx) 6 n
−1, n ∈ N. (4.50)
Now, based on the inequalities (4.48), (4.49) and (4.50), we have
|Qt,t0h(z)− h(z)| 6 |Qt,t0h(z)−Qt,t0hn(z)|+ |Qt,t0hn(z)− hn(z)|+ |hn(z)− h(z)|
6 2n−1 + ‖hn‖C1b (TMx)Kv,p |z|.
Consequently, for all z ∈ supp(µε,αt0 ⊗ ν1,αt0 ) and t, t0 ∈ I with m(I) < ∞, we obtain the result
claimed in (4.43). Next, using the property (4.43) when taking the limit of inequalities (4.41)
and (4.42) as ε→ 0, we arrive at the limit
lim
ε→0
1
|t− t0|Dϕ(P
Φx∗
t,t0 µ
ε,α
t0
||µε,αt0 ) =
1
|t− t0|Dϕ(P
DΦx∗
t,t0 ν
1,α
t0
||ν1,αt0 ).
Finally, taking the limit as α→ 0, we obtain the desired equality
RΦϕ(x; t0, t) = lim
ε→0
RΦϕ,ε(x; t0, t) = lim
ε→0
1
|t− t0|Dϕ(P
Φx∗
t,t0 µ
ε
t0 ||µεt0)
=
1
|t− t0|Dϕ(P
DΦx∗
t,t0 ν
1
t0 ||ν1t0) = RDΦϕ (x; t0, t). 
5. Properties of divergence-based expansion rates in deterministic flows
In this section, we focus on the deterministic dynamics (i.e., σ ≡ 0 in (3.1)) and we derive the
link between finite-time expansion rates defined via the KL-divergence (4.3) and various Lyapunov
exponent functionals defined over the finite time interval I ⊂R. Finite-time Lyapunov exponents
(FTLE) are frequently used in the deterministic setting as a proxy for identifying flow-invariant
manifolds which are associated with dominant transport barriers; FTLE’s are obtained through
the linearisation of the underlying flow about a chosen solution and they can be labelled by the
corresponding initial condition, leading to the scalar FTLE fields. Time-forward FTLE fields
tend to reveal repelling structures in the manifold I ×M, while time-backward FTLE fields tend
to reveal attracting structures in I ×M. In many deterministic flows (but with several caveats;
see e.g., [55, 54, 42, 46, 50, 52, 51]) the forward FTLE’s align with stable manifolds of hyperbolic
trajectories, and the backward FTLE’s align with unstable manifolds of hyperbolic trajectories.
5.1. The link between KL-divergence and the largest finite-time Lyapunov exponent.
Here, we discuss the link between the expansion rates introduced in §4 and the largest finite-time
Lyapunov exponents which are commonly used to quantify the trajectory structure in determin-
istic flows. For brevity we focus on nonlinear flows induced by an ODE (i.e., (3.1) with σ = 0). In
particular, given a trajectory Xt0,xt = φt,t0(x), t0, t ∈ I ⊂R, we establish a bound on the FTLE
fields (5.3) in terms of the FTDR fields (4.1) in the form
−Dt−t0kl
(
µˆxt ||µˆxt0
) ≤ Eµˆxt0 [Λ˜t−t0t0 (x, y)] ≤ Dt−t0kl (µˆxt ||µˆxt0), (5.1)
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where Eµ[g] :=
∫
g dµ and the probability measure µˆxt on the initial condition y ∈ T0Mx evolves
from µˆxt0 ∈ P(T0Mx) with a strictly positive density dµˆxt0/dmd > 0 under the dynamics (3.15)
associated with the linearisation of (3.1) about Xt0,xt . A further bound is then obtained in terms
of the local expansion rates (4.10) of the nonlinear centred flow Φxt,t0 in the form
−RΦkl(x, t0, t) 6 lim
ε→0
Eµˆ
x
Bε(0)
[
Λ˜t−t0t0 (x, y)
]
6 RΦkl(x, t0, t),
where RΦkl(x, t0, t) = limε→0+ |t−t0|−1Dkl
(PΦx∗t,t0 µxBε(0)||µxBε(0)), and µˆxBˆε(0), µxBε(0) are probability
measures supported, respectievly, on a ball Bˆε(0)∈T0Mx and Bε(0)∈Mx with a uniform density
w.r.t. the Lebesgue measure md. We generalise these results to the case of stochastic flows in §6.
The standard approach to the quantification of attraction and repulsion rates of trajectories
in deterministic flows in the neighbourhood of Xt0,xt relies on the evolution of the residual
vt = X
t0,x+v
t −Xt0,xt = φt,t0(x+ v)− φt,t0(x) := Φxt,t0(v), t0, t ∈ I,
under the centred flow Φxt,t0 discussed in §3.3. Following standard results in the dynamical
systems theory (e.g., [88, 45]), as well as the results used in the proof of Theorem 4.12 (iii) (cf.
Proposition 4.22), the evolution of vt can be approximated by the dynamics of (3.1) linearised
about Xt0,xt for x+ v ∈ Bε(x) ⊂M (or v ∈ Bε(0) ⊂Mx), ε 1, and for sufficiently short times
|t−t0|; i.e., the dynamics of the linear approximation of vt in the tangent bundle TMx is
dyt = ∇b(t, φt,t0(x))yt, ys = y ∈ T0Mx ' TxM,
with solutions yt = Dφt,t0(x)y = DΦ
x
t,t0(0)y obtained either in terms of the derivative flow
Dφt,t0 or in terms of the derivative centred flow DΦ
x
t,t0 discussed in §3.2, 3.3 (see, in particular,
Lemma 3.9). The magnitude of the tangent approximation yt is given by
|yt| :=
(
yTt yt
)1/2
=
(
yTM(t, t0, x) y
)1/2
, (5.2)
where M(t, t0, x) := [DΦ
x
t,t0(0)]
TDΦxt,t0(0) is a symmetric operator and |·| is the L2-norm induced
by the inner product on Rd ' T(·)M.
Definition 5.1 (Forward and Backward Largest FTLE). Consider the nonlinear flow {φt,t0 :
t0, t ∈ I}, its centred version {Φxt,t0 : t, t0 ∈ I} (3.34), and the derivative flow {DΦxt,t0 : t0, t ∈ I}
associated with linearisation of deterministic dynamics about the trajectory φt,t0(x). Let τ :=
t− t0, t0, t ∈ I and consider the scalar field
Λτt0(x) :=
1
|τ | log ‖Dφt0+τ,t0(x)‖ =
1
|τ | log ‖DΦ
x
t0+τ,t0(0)‖, (5.3)
where ‖ · ‖ denotes the spectral norm, i.e., ‖A‖ = sup{|Ay| : |y| = 1} for A ∈ L(M;M) and | · |
is the L2 norm on M. Then
(i) The largest forward finite-time Lyapunov exponent at t0 ∈ I is defined by (5.3) for τ > 0.
(ii) The largest backward FTLE at time t0 ∈ I is defined by (5.3) for τ < 0.
Note that the above definitions are not unique but we follow the standard FTLE convention; a
unique interpretation can be obtained by considering (5.3) as the forward/backward Lyapunov
exponent fields over a time interval [min(t0, t) max(t0, t)].
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For y 6= 0, one considers the approximation of the largest finite-time Lyapunov exponent which
is amenable to computational approximations and given by
Λ˜τs(x, y) :=
1
|τ | log
[ |DΦxs+τ,s(0)y|
|y|
]
, y 6= 0,
where y ∈ T0Mx is the initial perturbation in the tangent space at x ∈ M and | · | is the L2
norm on T(·)Mx. The averaged approximate largest Lyapunov exponent around the trajectory
φt0+τ,t0(x) is given by
Λ˜τt0(x) := E
µˆxt0
[
Λ˜τt0(x, y)
]
,
where µˆxt0 ∈ P(T0Mx) is the probability measure on the initial perturbation y. So-called ‘ridges’
(or locally maximising curves) in the scalar FTLE fields Λ˜τt0(x, y) indicate the location of repelling
and attracting LCS [51, 52, 83, 66]; the repelling LCS are estimated from FTLE fields with τ > 0
and they tend to align with stable manifolds of hyperbolic trajectories, while the attracting LCS
are estimated from FTLE fields with τ < 0 and they tend to align with unstable manifolds of
hyperbolic trajectories [20].
Here, we focus on the new link between the largest FTLE and the KL-divergence rates in deter-
ministic flows which is summarised in the following10:
Proposition 5.2. Consider the deterministic dynamics in the neighbourhood of the trajectory
Xx,t0t = φt,t0(x) of (3.1) with σ = 0 given by Xt + vt with vt = Φ
x
t,t0(v), t0, t∈I⊂R, and
the centred derivative flow DΦxt,t0(0) bounded away from zero. Let {µˆxt : t ∈ I} be the law
of yt = DΦ
x
t,t0(0)y, which evolves from the measure µˆ
x
t0 ∈ P(T0Mx) on the initial condition
y ∈ T0Mx with a strictly positive density dµˆxt0/dmd > 0 such that Eµˆ
x
t0 [|y|] <∞. Then,
−Dt−t0kl
(
µˆxt ||µˆxt0
)
6 Eµˆ
x
t0
[
Λ˜τt0(x, y)
]
6 Dt−t0kl
(
µˆxt ||µˆxt0
)
, (5.4)
where τ = t− t0. Moreover,
−RΦkl(x, t0, t) 6 lim
ε→0
Eµˆ
x
Bε(0)
[
Λ˜τt0(x, y)
]
6 RΦkl(x, t0, t), (5.5)
where
RΦkl(x, t0, t) = lim
ε→0+
Dt−t0kl
(PΦx∗t,t0 µxBε(0)||µxBε(0))
with the Markov dual PΦx∗t,t0 induced by the centred flow Φxt,t0 , and µˆxBε(0), µxBε(0) are probability
measures supported, respectively, on a ball Bε(0)∈T0Mx and Bε(0)∈Mx with a uniform density
w.r.t. the Lebesgue measure.
Proof. Let {µˆxt : t ∈ I} be the law of the flow of yt = DΦxt,t0(0)y for y ∈ T0Mx ' TxM' Rd. If
DΦxt,t0(0) is bounded away from zero, then for |y| 6= 0
exp
(
log |y| − Eµˆxt0 [ log |y|]) = |y| exp(− Eµˆxt0 [ log |y|]) ≤ |y|Eµˆxt0 [ |y|−1 ]. (5.6)
Based on the variational representation of the KL-divergence (4.4), we have the following in-
equality
Dkl
(
µˆxt ||µˆxt0
)
= sup
f∈Mb(Rd)
(
Eµˆ
x
t [f ]− logEµˆxt0 [ef ]) > Eµˆxt [f ]− logEµˆxt0 [ef ], (5.7)
10 Generalisation to stochastic flows is discussed in §6.
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which can be rearranged as
Eµˆ
x
t [f ] ≤ logEµˆxt0 [ef ]+Dkl(µˆxt ||µˆxt0), f ∈Mb(Rd). (5.8)
In particular, take f = log |y| − Eµˆxt0 [ log |y| ], |y| 6= 0. Then, from the inequality (5.6) we have
Eµˆ
x
t0
[
ef
]
= Eµˆ
x
t0
[
exp
(
log |y| − Eµˆxt0 [ log |y|])] 6 Eµˆxt0[|y|Eµˆxt0 [|y|−1]] 6 1, |y| 6= 0. (5.9)
Now, consider g smooth enough so that the solution backward Kolmogorov equation associated
with the linearised system exists in the weak sense (cf. §3); then, by the duality (3.11) of the
Markov evolution we have Eµˆ
x
t0 (g(yt)) = Eµˆ
x
t (g(y)), so that for |y| 6= 0
Eµˆ
x
t (f) = Eµˆ
x
t
[
log |y| − Eµˆt0 [ log |y|]] = Eµˆxt0[ log |yt| − Eµˆxt0 [ log |y|]] = Eµˆxt0 [log |yt||y|
]
. (5.10)
Finally, from (5.8), (5.9) and (5.10) we deduce that
Eµˆ
x
t0
[
log
|yt|
|y|
]
6 Dkl
(
µˆxt ||µˆxt0
)
. (5.11)
We follow a similar argument to derive the lower bound (with |y| 6= 0)
Eµˆ
x
t0
[
e−f
]
= Eµˆ
x
t0
[
exp
(
−
{
log |y| − Eµˆxt0 [ log |y|]})] ≤ Eµˆxt0[ exp(− log |y|+ Eµˆt0 [ log |y|])] 6 1.
so that
− logEµˆxt0 [e−f ] = − logEµˆxt0[ exp(− { log |y| − Eµˆxt0 [ log |y|]})] > − log(1) = 0. (5.12)
Then, we have from (5.7) and (5.12)
Dkl
(
µˆxt ||µˆxt0
) ≥ −Eµˆxt [f ]− logEµˆxt0 [e−f ] > Eµˆxt [−f ] = Eµˆxt (− { log |y| − Eµˆxt0 [ log |y|]})
= Eµˆ
x
t0
(
−
{
log |yt| − Eµˆ
x
t0 (log |y|)
})
= −Eµˆxt0
[
log
|yt|
|y|
]
,
which implies that
−Dkl
(
µˆxt ||µˆxt0
)
6 Eµˆ
x
t0
[
log
|yt|
|y|
]
, |y| 6= 0. (5.13)
Finally, combining (5.11) and (5.13), we obtain the desired link between KL-divergence rate and
average finite-time Lyapunov exponent
−Dt−t0kl
(
µˆxt ||µˆxt0
) ≤ Eµˆxt0 [Λ˜t−t0t0 (x, y)] ≤ Dt−t0kl (µˆxt ||µˆxt0), t0, t ∈ I. (5.14)
The assertion (5.5) is a direct consequence of (5.4) derived above and the property (iii) in Theo-
rem 4.12 of the local expansion rate discussed in §4.3. 
5.2. The link between KL-divergence and the minimal finite-time Lyapunov expo-
nent. Given t0, t ∈ I, the minimal finite-time Lyapunov exponent at t0 is defined as
Γτt0(x) =
1
2|τ | log λmin
(
M(t, t0, x)
)
,
where τ = t− t0 and M(t, t0, x) := [DΦxt,t0(0)]TDΦxt,t0(0)y as in (5.2). For τ > 0, Γτt0 is referred
to as the minimal forward FTLE, and for τ < 0 one talks about the minimal backward FTLE.
The minimal FTLE fields do not arise naturally in measuring growth of perturbations about
a trajectory, and their connection to flow-invariant manifolds and dominant transport barriers
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(Lagrangian coherent structures (LCS)) is not well studied as compare to largest FTLE. However,
the minimal forward FTLE is related to the largest backward FTLE by (e.g., [55])
Λt0−tt (φt,t0(x)) =− Γt−t0t0 (x), (5.15)
where φt,t0 denotes the deterministic flow induced by (3.1) with σ = 0 and Λ
τ
t0 is defined in §5.2.
Here, we show that our definition of expansion rates (4.5) is naturally linked to the average
minimal FTLE. In particular, for the deterministic flow φt,t0 we obtain the following result:
Proposition 5.3 (KL-divergence rate and the minimal FTLE). Let {φt,t0 : t0, t ∈ I} be a
divergence free deterministic flow of diffeomorphisms. Assume that the centred flow {Φxt,t0 :
t0, t ∈ I} about the trajectory φt,t0(x) satisfies the uniform integrability condition (3.39). Let
{µxt : t ∈ I} be the law of Φxt,t0 where µxt (A) = Φxt,t0µxt0(A) := µxt0(Φ−1,xt,t0 (A)) given the probability
measure µxt0 ∈ P(Mx) on the initial condition s.t. µxt0  md. Then,
Dt−t0kl (µxt ||µxt0) 6 dEµ
x
t0 [Λt0−tt (Φ
x
t,t0(v))] = −dEµ
x
t0 [Γt−t0t0 (x+ v)], for all t0, t ∈ I,
where Dt−t0kl is the rate of kl-divergence (4.4). Moreover,
RΦkl(x, t0, t) 6 −d lim
ε→0+
Eµ
x
Bε(0) [Γt−t0t0 (x+ v)], for all t0, t ∈ I,
where
RΦkl(x, t0, t) = lim
ε→0+
Dt−t0kl
(PΦx∗t,t0 µxBε(0)||µxBε(0)),
with the Markov dual PΦx∗t,t0 induced by the centred deterministic flow Φxt,t0 (cf. (§3.3)), and
µxBε(0) is a probability measure supported on a ball Bε(0)∈Mx with a uniform density w.r.t. the
Lebesgue measure.
The proof is based on the Bescovitch covering lemma and the properties of the centred flow.
We recall some of the consequences of Besicovitch’s covering lemma that will be needed in our
setting; for more general treatment in the metric manifold setting see ([5, 29, 30, 64, 65, 12]).
First, note that since Φxt,t0(0) = 0 for t0, t ∈ I (§3.3) one can write the centred flow in the form
Φxt,t0(v) = DΦ
x
t,t0(0)v +G
x
t,t0(v), (5.16)
where the nonlinear part Gxt,t0(v) is such that G
x
t0,t0(v) = 0 and G
x
t,t0(0) = 0. Given the represen-
tation (5.16), the smoothness of the flow φt,t0 , and the fact that DΦ
x
t,t0(0)v = Dφt,t0(x)v (see
Lemma 3.9 ), we have for any v, u ∈Mx
|Φxt,t0(v)− Φxt,t0(u)| = |φt,t0(x+ v)− φt,t0(x+ u)| 6 ‖Dφt,t0(x)‖|v|+|u||v − u|, (5.17)
where ‖Dφt,t0‖r := sup
ξ∈Br(x)
‖Dφt,t0(ξ)‖. Moreover, the uniform integrability condition (3.39) implies
that sup
{‖Dφs,t0(x)‖ + ‖Dφ−1s,t0(x)‖ : t0, s ∈ I, x ∈ M} < ∞ for all t0, s ∈ I; in particular,
‖Dφ−1t,t0(x)‖r <∞ for t, t0 ∈ I. It then follows from the bound (5.17) and Lemma 3.9 that
Bδr
(
Φxt,t0(v)
) ⊂ Φxt,t0(Br(v)), δr(v) := r‖DΦ−1,xt,t0 (Φxt,t0(v))‖−1κ(v). (5.18)
Lemma 5.4 ([29, 30, 64, 65, 12]). LetM be a smooth manifold, let µ and ν be Borel probability
measures on (M,B(M)). Then, the following hold
lim sup
r→0
logµ
(
Br(v)
)
log r
≤ dim(M) =: d, for µ-a.e. v ∈ supp(µ), (5.19)
lim
r→0
ν(Br(v))
µ(Br(v))
=
dν
dµ
, for µ-a.e. v ∈ supp(µ), (5.20)
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where dν/dµ denote the density of absolutely continuous part in the Lebesgue decomposition of
ν with respect to µ. Moreover, let f∗ :M→ R+ ∪ {∞} be given by
f∗(v) = sup
{µ(Br(v))
ν(Br(v))
: r > 0
}
.
Then,
∫
M log f
∗(v)dν(v) ≤ CM, where CM is a constant depending only on M.
Proof of Proposition 5.3. Throughout the proof, we set B(v, r) := Br(v). Consider the divergence
Dkl(µxt ||µxt0) between the probability measures µxt (A) = Φxt,t0µxt0(A) := µxt0(Φ−1,xt,t0 (A)) generated
by the centred deterministic flow Φxt,t0 from the initial measure µ
x
t0 ; i.e.,
Dkl(µxt ||µxt0) =
∫
Mx
log
(
d(Φxt,t0µ
x
t0)
dµxt0
(ξ)
)
µxt (dξ) = −
∫
Mx
log
(
d(Φ−1,xt,t0 µ
x
t0)
dµxt0
(ζ)
)
µxt0(dζ),
where we used (4.3) and (3.24). The flow map Φxt,t0 , t0, t∈I = [T1, T2], is equivalent to Φxτ+t0,t0 ,
τ ∈ I˜ := [T1 − t0, T2 − t0]. First, set τ + t0 = 1, Φx1,t0 =: Φx1 and consider the function
g(v) = − log d(Φ
−1,x
1 µ
x
t0)
dµxt0
(v), v ∈Mx. (5.21)
From equation (5.20) in Lemma 5.4 we have
lim
r→0
(Φ−1,x1 µt0)
(
B(v, r)
)
µt0
(
B(v, r)
) = d(Φ−1,x1 µxt0)
dµxt0
(v) = exp(−g(v)), µxt0-a.e.,
which implies that, for g(v,N) := min{g(v), N}, N ∈ N, the following holds
lim
r→0
(Φ−1,x1 µ
x
t0)
(
B(v, r)
)
µxt0
(
B(v, r)
) 6 exp(−g(v,N)), µxt0-a.e.
Thus, for any εˆ > 0, there exists a measurable function hεˆ(v,N) such that
g(v,N) 6 − log (Φ
−1,x
1 µ
x
t0)
(
B(v, r)
)
µxt0
(
B(v, r)
) + εˆ, 0 < r < hεˆ(v,N). (5.22)
Furthermore, from the property (5.18) of the centred flow, we have
− log (Φ
−1,x
τ+t0,t0
µxt0)
(
B(v, r)
)
µxt0
(
B(v, r)
) = − log µxt0(Φxτ+t0,t0(B(v, r)))
µxt0
(
B(v, r)
)
6 − log
µxt0
(
B
(
Φxτ+t0,t0(v), re
−ε(τ)‖DΦ−1,xτ+t0,t0(Φxτ+t0,t0(v))‖−1κ(v)
))
µxt0
(
B(v, r)
) . (5.23)
In particular, for τ + t0 = 1 we have from (5.23) that for all ε, εˆ> 0 and 0<r<hεˆ(v,N) the
following also holds in addition to (5.22)
g(v,N) 6 − log
µxt0
(
B
(
Φx1(v), re
−ε‖DΦ−1,x1 (Φx1(v))‖−1κ(v)
))
µxt0
(
B(v, r)
) + εˆ. (5.24)
Next, fix N ∈ N and εˆ, ε > 0 and choose rˆ > 0 small enough such that∫
Mx
I{hεˆ(v,N)6rˆ}(ξ)g(ξ,N)dµ
x
t0(dξ) 6 εˆ ; (5.25)
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the constraint (5.25) can be satisfied as a consequence of Besicovitch covering lemma (see [5, 29,
30, 64, 65, 12] or Lemma 5.4), since we have
∫
log f∗dµxt0 6 CM with
f∗(v) = sup
r>0
{(Φ−1,x1 µxt0)(B(v, r))
µxt0(B(v, r))
}
for some constant CM depending on dim(M). Thus,
∫
Mx I{hεˆ(v,N)6rˆ}(ξ) log f
∗(ξ)µxt0(dξ) 6 εˆ
implying that (5.25) holds as well.
Furthermore, based on Lemma 5.4, and (5.18), we have for all ε, εˆ > 0 and 0 < rˆ 6 r < hεˆ(v,N) logµxt0(B(v, rˆ)) 6 d log rˆ,− logµxt0(B(Φx1(v), rˆe−ε‖DΦ−1,x1 (Φx1(v))‖−1κ(v))) 6 d log (rˆ−1eε‖DΦ−1,x1 (Φx1(v))‖), (5.26)
so that substitution of (5.26) into (5.24) yields
g(v,N) 6 d log
(‖DΦ−1,x1 (Φx1(v))‖)+ d ε+ εˆ. (5.27)
Next, we combine (5.25) and (5.27) with the identity∫
Mx
g(ξ,N)µxt0(dξ) =
∫
Mx
I{hε(v,N)6rˆ}(ξ)g(ξ,N)µ
x
t0(dξ) +
∫
Mx
I{hεˆ(v,N)>rˆ}(ξ)g(ξ,N)µ
x
t0(dξ)
which leads to the following estimate∫
Mx
g(ξ,N)µxt0(dξ) 6 εˆ+
∫
Mx
I{hεˆ(v,N)>rˆ}(ξ)g(ξ,N)µ
x
t0(dξ)
6 d
∫
Mx
log
(‖DΦ−1,x1 (Φx1(ξ))‖)µxt0(dξ) + dε+ 2εˆ.
Since g(v,N) = min{g(v), N}, N ∈ N and ε, εˆ are arbitrary, choosing N large enough, yields∫
Mx
g(ξ)µxt0(dξ) 6 d
∫
Mx
log
(‖DΦ−1,x1 (Φx1(ξ))‖)µxt0(dξ).
Note that N = N(ε, εˆ) > εˆ−1 log(rˆ r−1) with rˆ 6 eε will suffice for choice of r and rˆ (see [29, 30]
for a random dynamical systems setting). Next, given the form of g(v) in (5.21), we obtain
Dkl(µx1 ||µxt0) = −
∫
Mx
log
(d(Φ−1,x1 µxt0)
dµxt0
(ξ)
)
µxt0(dξ) 6 d
∫
Mx
log
(‖DΦ−1,x1 (Φx1(ξ))‖)µxt0(dξ).
(5.28)
To complete the proof, let k > 1, h > 0 be such that T1 6 (τ + t0 − h)k 6 T2 for τ ∈ I˜, and
define the following flow map and the corresponding evolved probability measure
Φ˜xk,t0 := Φ
x
(τ+t0−h)k,t0 , µ˜
x
k := Φ˜
x
k,t0µ
x
t0 .
For a Markovian flow the map t 7→ Dkl(µxt ||µxt0) is non-increasing (e.g., [8, 62]) which implies
that for all t, t0 ∈ I˜, m(I˜) 6= 0, s.t. D(µxt−h||µxt0) <∞, we have
Dkl(µxt ||µxt0) 6 Dkl(µxt−h||µxt0) = Dkl(µ˜x1 ||µxt0)
6 d
∫
Mx
log ‖DΦ˜−1,x1,t0 (Φ˜x1,t0(ξ))‖µxt0(dξ) = d
∫
Mx
log ‖DΦ−1,xt−h,t0(Φxt−h,t0(ξ))‖µxt0(dξ).
Since h > 0 is arbitrary, we use the continuity of the derivative flow (t, x) 7→ DΦ−1,xt,t0 and of the
logarithm to arrive at
Dkl(µxt ||µxt0) 6 d
∫
Mx
log ‖DΦ−1,xt,t0 (Φxt,t0(ξ))‖µxt0(dξ).
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The assertion follows from the formula
1
|t− t0| log ‖DΦ
−1,x
t,t0
(Φxt,t0(v))‖ = Λt0−tt (Φxt,t0(v)) = −Γt−t0t0 (x+ v).
The second assertion is a direct consequence of local expansion rate property. 
6. Lyapunov functionals on a finite-time horizon for stochastic flows
In this section we go beyond the deterministic setting of §5 and we consider connections
between the finite time divergence rates introduced in §4 and Lyapunov functionals (almost sure
exponents and moment exponents) for stochastic flows. These functionals are encountered in
various studies ranging from stability, large deviations, central limit theory, exceeding threshold,
etc. (e.g., [7]). Here, similar to §4.3, we employ the Furstenberg-Hasminskii technique (see, e.g.,
[6, Chapter 6] for more details), but without the restriction to uniform probability measures.
6.1. KL-divergence rates and the almost sure exponent. Here, we consider the largest
Lyapunov exponent on finite-time horizon and derive a stochastic (generalised) version of the
bound in §5.2. In particular, given a flow {φt,t0(·, ω): t0, t ∈ I} with a uniformly integrable
derivative flow {Dφt,t0(·, ω): t0, t ∈ I}, we establish a bound on the largest stochastic finite-time
Lyapunov exponent at (t0, x) ∈ I ×M in terms of FTDR fields (4.1) in the form∣∣∣Eµˆxt0⊗P(Λ˜t−t0t0 (x, y, ω))∣∣∣ 6 Dt−t0kl (µˆxt ||µˆxt0) 6 E[Dt−t0kl (Πˆxt,t0 ||µˆxt0)] ,
where Eµ⊗P[g] =
∫
M E[g(ω)]dµ, Πˆ
x
t,t0(ω, dy) = pˆi
x
t,t0(y, ω)md(dy), and the probability measure
µˆxt is the law of DΦ
x
t,t0(0, ω)y with initial condition y ∈ T0Mx distributed according to µˆxt0 ∈
P(T0Mx) with a strictly positive density dµˆxt0/dmd > 0.
We start with the linearised one-point motion, yt = Dφt,t0(x, ω)y = DΦ
x
t,t0(0, ω)y, y ∈ T0Mx,
around the trajectory Xt(ω;x, t0) = φt,t0(x, ω). Following the setup of §3.2, the linearised flow
{Dφt,t0(x, ω) : t, t0 ∈ I} is generated by the linear SDE
dyt = A0(t, x, ω)ytdt+
d∑
k=1
Ak(t, x, ω)yt ◦ dW tk, yt0 = y ∈ T0Mx ' Rd, t0, t ∈ I, (6.1)
where A0(t, x, ω) = ∇ζ b(t, φt,t0(ζ, ω))|ζ=x, Ak(t, x, ω) = ∇ζ σk(t, φt,t0(ζ, ω))|ζ=x, 1 6 k 6 d are
d× d matrices. Re-writing (6.1) in spherical coordinates leads to an SDE for the angular part
dSxt = h
x
0(t, S
x
t , ω)dt+
d∑
j=1
hxj (t, S
x
t , ω) ◦ dW jt , Sxt
∣∣∣
t=t0
=
y
|y| = z ∈ S
d−1, y 6= 0, (6.2)
where | · | is the L2 norm on Rd associated with the inner product 〈·, ·〉, and the fields hxj are
hxj (t, S
x
t , ω) := Aj(t, x, ω)S
x
t − 〈Aj(t, x, ω)Sxt , Sxt 〉Sxt , 0 6 j 6 d,
are the orthogonal projections of the linear vector fields Aj(t, x, ω)y onto Sd−1. Note that if
d = 1 we have Sd−1 = {−1, 1}. Also, we can identify the antipodals of Sd−1 as {−z, z}, from
the definition of the vector fields hxj we see that h
x
j (t,−z, ω) = −hxj (t, z, ω); this implies that the
angular equation (6.2) still holds in this case.
The radial part of (6.1) satisfies the SDE
dRxt = q0(t, S
x
t , ω)R
x
t dt+
d∑
j=1
qj(t, S
x
t , ω)R
x
t ◦ dWt, Rxt
∣∣∣
t=t0
= |y| ∈ (0,∞), (6.3)
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where qj(t, S
x
t , ω) := 〈Aj(t, x, ω)Sxt , Sxt 〉. One can write the equation for Rxt in the integral form
to obtain,
Rxt = R
x
t0 exp
(∫ t
t0
q0(ξ, S
x
ξ , ω)dξ +
d∑
j=1
∫ t
t0
qj(ξ, S
x
ξ , ω) ◦ dW jξ
)
= Rxt0 exp
(∫ t
t0
q0(ξ, S
x
ξ , ω)dξ +
1
2
d∑
j=1
∫ t
t0
κAj (ξ, S
x
ξ , ω)dξ +
d∑
j=1
∫ t
t0
qj(ξ, S
x
ξ , ω)dW
j
ξ
)
,
where
κA(t, S
x
t , ω) =
〈
(A(t, x, ω) +A(t, x, ω)∗)Sxt , A(t, x, ω)S
x
t
〉− 2〈Sxt , A(t, x, ω)Sxt 〉2.
Importantly, for y 6= 0, the solutions of the radial SDE in (6.3) can be written as
log
|yt|
|y| = log
Rxt
Rxt0
=
∫ t
t0
q0(ξ, S
x
ξ , ω)dξ +
1
2
d∑
j=1
∫ t
t0
κAj (ξ, S
x
ξ , ω)dξ +
d∑
j=1
∫ t
t0
qj(ξ, S
x
ξ , ω)dW
j
ξ . (6.4)
Based on the uniform integrability of the derivative flow or, in particular, by the regularity of
the vector fields (b, σ) in the SDE (3.1), one can verify that {log(R−1t0 Rt): t0, t ∈ I} admit a
continuous version (e.g., [6, 7]) which implies that E[logRt(y)/Rt0(y)], y 6= 0, is well-defined for
the one-point motion {St(z): (t, z) ∈ I × Sd−1}, z = y/|y| ∈ Sd−1.
Definition 6.1 (Largest stochastic finite-time Lyapunov exponents). Consider the stochastic
flow {φt,t0 : t0, t ∈ I}, s.t. φt,t0(·, ω) :M→M, generated by the SDE (3.1) on the Wiener space
(Ω,F ,P) in the neighbourhood of the trajectory φt,t0(x, ω); equivalently, consider the centred
flow {Φxt,t0(·, ω): t0, t ∈ I}) in (3.34).
(a) The largest stochastic finite-time Lyapunov exponent associated with the flow φτ+t0,t0 at
(t0, x) ∈ I ×M for τ = t− t0, t0, t ∈ I is defined for almost all ω ∈ Ω as
Λτt0(x, ω) :=
1
|τ | log ‖DΦ
x
τ+t0,t0(0, ω)‖ =
1
|τ | log ‖Dφτ+t0,t0(x, ω)‖, (6.5)
whereDΦxt,t0(0, ω) = Dφt,t0(x, ω) (3.38) is the derivative flow associated with the linearisation
of (3.1) about φt,t0(x, ω), and ‖A‖ = sup
{|Ay| : |y| = 1} = sup{|Ay|/|y|: y 6= 0} for
A ∈ L(M;M) and | · | the L2 norm on TxM' Rd.
(b) The approximate largest stochastic finite-time Lyapunov exponent associated with the flow
φt,t0 at (t0, x) is defined P-a.s. by
Λ˜τt0(x, y, ω) =
1
|τ | log
|DΦxτ+t0,t0(0, ω)y|
|y| =
1
|τ | log
|yt|
|y| , t0, t ∈ I, y 6= 0, (6.6)
where y ∈ T0Mx = TxM.
(c) The largest average finite-time Lyapunov exponents associated with the flow φt,t0 at (t0, x)
are defined, respectively, as
Λτt0(x) =
1
|τ |E
P [log ‖DΦxτ+t0,t0(0, ω)‖] , Λ˜τt0(x, y) = 1|τ |EP
[
log |DΦxτ+t0,t0(0, ω)y|
|y|
]
. (6.7)
In all cases the Lyapunov exponents are referred to as forward for τ>0, and as backward for τ<0.
Remark 6.2. Note the following:
(a) For deterministic flows the Lyapunov exponents above coincide with those defined in §5.2.
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(b) While the backward FTLE fields may be defined for stochastic dynamics via (6.7), their rele-
vance is currently unclear. In contrast to the backward FTLE fields for deterministic dynamical
systems, the backward FTLE fields for stochastic
(c) Given the approximate average of the largest stochastic Lyapunov exponent Λ˜τt0(x, y), in (c)
one might consider the spatial average
Eµˆ
x
t0 [Λ˜τt0(x, y)] = E
µˆxt0
⊗P[Λ˜τt0(x, y, ω)] = 1|τ |
∫
T0Mx
EP
[
log |DΦxτ+t0,t0(0, ω)y|
|y|
]
µˆxt0(dy),
where µˆxt0 ∈ P(T0Mx) is the measure on the initial condition of the dynamics induced by the
derivative centred flow DΦxt,t0(0, ω). Similar to the approach used in §4.3, we will abuse notation
and identify µˆxt0 with a probability measure on S
d−1 so that
Eµˆ
x
t0
⊗P[Λ˜τt0(x, y, ω)] = 1|τ |
∫
Sd−1
EP
[ ∫ t
t0
q0(ξ, S
x
ξ (z))dξ +
1
2
d∑
j=1
∫ t
t0
κAj (ξ, S
x
ξ (z))dξ
]ˆ
µxt0(dz).
We now derive the stochastic counterpart of the bound from §5 on average largest Lyapunov
exponent over a finite-time horizon.
Proposition 6.3. Let (Ω,F ,P) be a probability space and {DΦxt,t0(0, ω): t0, t ∈ I} be the
derivative flow generated by the linearised SDE (6.1). Denote by (µˆxt )t∈I the family of laws of
yt = DΦ
x
t,t0(0, ω)y, such that ‖DΦxt,t0(0, ω)‖ 6= 0, P-a.s. for all t0, t ∈ I. If Dϕ(µˆxt ||µˆxt0) < ∞ for
all t0, t ∈ I, then
−Dt−t0kl (µˆxt ||µˆxt0) ≤ Eµˆ
x
t0
⊗P(Λ˜t−t0t0 (x, y, ω)) ≤ Dt−t0kl (µˆxt ||µˆxt0), ∀ t0, t ∈ I.
Moreover,
−RΦkl(x, t0, t) ≤ Eµ
x
Bε(0)
⊗P(
Λ˜t−t0t0 (x, y, ω)
)
≤ RΦkl(x, t0, t), ∀ t0, t ∈ I,
where
Rφkl(x, t0, t) = lim
ε→0+
Dt−t0kl
(PΦx∗t,t0 µxBε(0)||µxBε(0))
with the Markov dual PΦx∗t,t0 induced by the centred flow Φxt,t0 , and µxBε(0) is a probability measure
supported on a ball Bε(0)∈Mx with a uniform density w.r.t. the Lebesgue measure on M.
Remark 6.4. The bounds in Proposition 6.3 can be written in terms of the forward random
measure Πˆxt,t0(ω, dy) = pˆi
x
t,t0(y, ω)md(dy) induced by DΦ
x
t,t0(0)y on the tangent space T0Mx (see
3.18). If ρˆxt0 ∈ C3b (T0Mx,R+), then µˆxt (dy) = ρˆxt0(y)E[pˆixt,t0(y, ω)]md(dy) (cf. Thm 3.6) and
Dkl(µˆxt ||µˆxt0) =
∫
M
ϕ
(
E[pˆixt,t0(y, ω)]
)
µˆxt0(dy) 6
∫
M
E[ϕ(pˆixt,t0(y, ω))]µˆ
x
t0(dy) = E
[Dkl(pˆixt,t0(ω)||ρˆxt0)] .
This bounds follows by Jensen’s inequality and Fubini’s theorem.
Proof of Proposition 6.3. Given the Donsker-Varadhan variational representation of KL-divergence
(4.4), we have for any bounded measurable function f : T0Mx → R,
Dkl(µˆxt ||µˆxt0) >
∫
T0Mx
f(ξ)µˆxt (dξ)− log
∫
T0Mx
exp(f(ξ))µˆxt0(dξ)
=
∫
T0Mx
PDΦxt,t0 f(ξ)µˆxt0(dξ)− log
∫
T0Mx
exp(f(ξ))µˆxt0(dξ). (6.8)
In particular, take f(y) = log |y| − Eµˆxt0 [ log |y|] for y 6= 0 independent of ω. Then,
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∫
T0Mx
exp(f(ξ))µˆxt0(dξ) = E
µˆxt0
[
exp
(
log |y| − Eµˆxt0 [ log |y|])] 6 1.
This implies that
− log
∫
T0Mx
exp(f(ξ))µˆxt0(dξ) = − logEµˆ
x
t0
[
exp
(
log |y| − Eµˆxt0 [ log |y|])] > 0. (6.9)
Recall that for g ∈Mb(T0Mx), we have by the Markov duality that∫
T0Mx
PDΦxt,t0 g(ξ)µˆxt0(dξ) = Eµˆ
x
t [g(y)] = Eµˆ
x
t0
⊗P[g(yt)],
so that for y 6= 0
Eµˆ
x
t
[
log |y| − Eµˆxt0 [ log |y|]] = Eµˆxt0⊗P [log |yt||y|
]
. (6.10)
Next, from (6.8), (6.9) and (6.10), we obtain for y 6= 0
Dkl(µˆxt ||µˆxt0) > Eµˆ
x
t0
⊗P
[
log
|yt|
|y|
]
. (6.11)
On the other hand, take f(y) = Eµˆ
x
t0
[
log |y|]− log |y| for y 6= 0 independent of ω; then, we have
Eµˆ
x
t0
[
ef(y)
]
= Eµˆ
x
t0
[
exp
(
Eµˆ
x
t0
[
log |y|]− log |y|)] 6 Eµˆxt0 [exp( logEµˆxt0 [|y|]− log |y|)] 6 1,
so that
− logEµˆxt0 [ef(y)] = − logEµˆxt0 [exp(Eµˆxt0 [ log |y|]− log |y|)] > 0. (6.12)
In a similar fashion as above, we have that
Eµˆ
x
t
[
− log |y|+ Eµˆxt0 [ log |y|]] = −Eµˆxt0⊗P [log |yt||y|
]
,
and, from (6.8), (6.12) and (6.1), we obtain for y 6= 0
−Dkl(µˆxt ||µˆxt0) 6 Eµˆ
x
t0
⊗P
[
log
|yt|
|y|
]
. (6.13)
Comparing the inequalities (6.11) and (6.13), we have the desired inequality
−Dt−t0kl (µˆxt ||µˆxt0) ≤ Eµˆ
x
t0
⊗P(Λ˜t−t0t0 (x, y, ω)) ≤ Dt−t0kl (µˆxt ||µˆxt0), ∀ t0, t ∈ I.
The second assertion follows from property (iii) of local expansion rate in §4.3. 
6.2. KL-divergence rates and the moment exponent. Consider a Markovian stochastic
flow {φt,t0(·, ω): t0, t ∈ I}, φt,t0(·, ω) :M→M. We define the finite-time moment exponent as
E t−t0t0 (x; p) :=
1
|t− t0| logE‖Dφt,t0(x, ω)‖
p =
1
|t− t0| logE‖DΦ
x
t,t0(0, ω)‖p, p ∈ R, (6.14)
with ‖ · ‖ the spectral norms on linear maps on TxM and T0Mx, respectively. The infinite-time
variant of E t−t0t0 (x; p) is well-known and useful in the investigation of stochastic p-bifurcation
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of autonomous Markovian flows11. Similar to the approach in §6.1 the approximate finite-time
moment exponent
E˜ t−t0t0 (x, y; p) :=
1
|t− t0| logE
[ |Dφt,t0(x, ω)y|p
|y|p
]
, (x, y) ∈M× TxM, (6.15)
is more suitable for computational purposes. Here, we derive a bound on the moment exponent
for nonlinear stochastic flows generated by the SDE (3.1) in terms KL-rate in Proposition 6.6.
First, we outline the main properties of finite-time moment exponents for stochastic flows and
highlight a link to the largest finite-time Lyapunov exponent discussed earlier; related properties
are also known for autonomous stochastic flows in the ergodic regime (e.g., [6, 12, 13, 7]).
Lemma 6.5 (Properties of the finite-time moment exponents for SDEs). Let {φt,t0 : t0, t ∈ I},
φt,t0(·, ω) : M → M, be a stochastic flow of C1,α diffeomorphisms generated by the SDE (3.1)
with 0 < α 6 1 on the Wiener space (Ω,F ,P). Assume that the initial law µt0 is absolutely
continuous w.r.t the Lebesgue measure md and that the derivative flow {Dφt,t0(x, ω): t0, t ∈ I} at
x ∈ supp(µt0) ⊆M is uniformly integrable in the sense of (3.39). Then, for µt0 a.e. x ∈ supp(µt0)
and t0, t ∈ I, the finite-time moment exponent E t−t0t0 (x; p) has the following properties:
(a) the function p 7→ E t−t0t0 (x; p) is convex,
(b) for p 6= 0, the function p 7→ p−1E t−t0t0 (x; p) is increasing,
(c) the limit of the function p 7→ p−1E t−t0t0 (x; p) exists as p→ 0 and
lim
p→0
p−1E t−t0t0 (x; p) = EP
[
Λt−t0t0 (x, ω)
]
.
Analogous properties hold for the approximate finite-time moment exponent E˜ t−t0t0 (x, y; p) in
(6.15) with Λ˜t−t0t0 in (c) given by (6.6).
Proof. See Appendix B.13.
Now, we derive bounds on the Lyapunov functional E˜ t−t0t0 (x, y; p) in terms of KL-rate of the
derivative and centred flows over a finite-time horizon.
Proposition 6.6 (KL-expansion rates and the moment exponent). Let {φt,t0(·, ω): t0, t ∈ I} be a
stochastic flow of C1,α diffeomorphisms generated by the SDE (3.1) onM, 0<α6 1, and consider
its centred version {Φxt,t0(·, ω): t0, t ∈ I} on Mx. Assume that the corresponding derivative flow
{DΦxt,t0(·, ω): t0, t ∈ I} on T0Mx is uniformly integrable (cf. (3.39)), and let µˆxt be the law of the
one-point motion {DΦxt,t0(·, ω)y: t0, t ∈ I, y ∈ T0Mx} such that Dkl(µˆxt ||µˆxt0) <∞ for t0, t ∈ I.
Then, ∫
TxM
E˜ t−t0t0 (x, y; p)µˆxt0(dy) +
2− e
|t− t0| 6 D
t−t0
kl (µˆ
x
t ||µˆxt0), p ∈ R, t0, t ∈ I,
where e is Euler’s number. Moreover, if the law µxt0 ∈ P(Mx) of initial data of the centred flow
{Φxt,t0 : t0, t ∈ I} is such that µxt0  md with Dkl(µxt ||µxt0) <∞ for t0, t ∈ I, then∫
TxM
E˜ t−t0t0 (x, y; p)µˆxt0(dy) +
2− e
|t− t0| 6 D
t−t0
kl (µ
x
t ||µxt0), p ∈ R, t0, t ∈ I.
11 See, e.g., Chapter 9 of [6], for an overview of bifurcation analysis of the of ergodic invariant measures generated
by the Markov semigroup (Pt−t0,0)t>t0 .
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Proof. First, fix p ∈ R and for f ∈ Cc(Sd−1), consider the process PS
x, p
t,t0
f(z) defined by (e.g., [7])
PSx, pt,t0 f(z) := E
[
f(Sxt,t0(z))(R
x
t,t0(z))
p
]
= |y|−pPDΦxt,t0 |y|pf(z),
where Sxt,t0 ∈ Sd−1, Rxt,t0 ∈ (0,∞) are, respectively, the angular and radial parts of the derivative
flow (6.1) solving, respectively, (6.2) and (6.3). We observe that
PSx, pt,t0 I(z) = E[(Rxt,t0(z))p] = E
[ |DΦxt,t0(0, ω)y|p
|y|p
]
, z =
y
|y| ∈ S
d−1, y 6= 0.
Next, we recall that the convex conjugate of the KL-divergence is given by (e.g., [39])
log
∫
T0Mx
eg(y)µˆxt0(dy) = sup
µˆxt ∈P(T0Mx)
{∫
T0Mx
g(y)µˆxt (dy)−Dkl(µˆxt ||µˆxt0)
}
, g ∈Mb(T0Mx).
Let g(y) = |z|pf(z), z = y/|y|, f ∈ Cc
(
Sd−1
)
and use log u 6 u− 1, for u > 0, to obtain∫
T0Mx
exp(|z|pf(z)))µˆxt0(dy)− 1 > log ∫
T0Mx
exp(|z|pf(z))µˆxt0(dy)
= sup
µˆxt ∈P(T0Mx)
{∫
T0Mx
|z|pf(z)µˆxt (dy)−Dkl(µˆxt ||µˆxt0)
}
.
By Markov duality together with the homogeneity of the derivative flow (i.e., |DΦxt,t0(0, ω)λy|p =
λp|DΦxt,t0(0, ω)y|p, for λ > 0), we have∫
T0Mx
exp(|z|pf(z))µˆxt0(dy)− 1 >
∫
T0Mx
PDΦxt,t0 |z|pf(z)µˆxt0(dy)−Dkl(µˆxt ||µˆxt0)
=
∫
T0Mx
|y|−pPDΦxt,t0 |y|pf(z)µˆxt0(dy)−Dkl(µˆxt ||µˆxt0)
=
∫
T0Mx
|y|−pE[|DΦt,t0(0, ω)y|pf(Sxt,t0(z))]µˆxt0(dy)−Dkl(µˆxt ||µˆxt0)
=
∫
T0Mx
E
[
(Rxt,t0(z))
pf(Sxt,t0(z))
]
µˆxt0(dy)−Dkl(µˆxt ||µˆxt0)
=
∫
T0Mx
PSx,pt,t0 f(z)µˆxt0(dy)−Dkl(µˆxt ||µˆxt0).
In particular, take f(z) = ISd−1(z),∫
T0Mx
exp(|z|pISd−1(z)))µˆxt0(dy)− 1 >
∫
T0Mx
PSx,pt,t0 I(z)µˆxt0(dy)−Dkl(µˆxt ||µˆxt0)
>
∫
T0Mx
E
[ |Dφt,t0(x, ω)y|p
|y|p
]
µˆxt0(dy)−Dkl(µˆxt ||µˆxt0)
>
∫
T0Mx
logE
[ |Dφt,t0(x, ω)y|p
|y|p
]
µˆxt0(dy) + 1−Dkl(µˆxt ||µˆxt0),
where we have used that log u 6 u− 1, u > 0 in the last line. Re-arranging the above inequality,
we obtain∫
TxM
logE
[ |DΦxt,t0(0, ω)y|p
|y|p
]
µˆxt0(dy) +
∫
TxM
(
2− e|y|p
)
µˆxt0(dy) 6 Dkl(µˆxt ||µˆxt0).
Finally, z ∈ Sd−1 implies that e|z|p = e. which leads to the inequality
1
|t− t0|
(∫
TxM
logE
[ |DΦxt,t0(0, ω)y|p
|y|p
]
µˆxt0(dy) + 2− e
)
6 Dt−t0kl (µˆxt ||µˆxt0).
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For the second assertion, we use the fact that (φt,t0)t0,t∈I and, consequently, (Φxt,t0)t0,t∈I are
stochastic flow of diffeomorphisms, which implies that solutions of the underlying SDE (3.1) are
both forward and backward complete12 [60, 61]; given the uniform integrability (3.39), it is known
(e.g., [41, 40]) that
δy(PΦxt,t0h)(v) = PDΦ
x
t,t0 δyh(v), h ∈ C1b (Mx), (6.16)
where δy(h)(v) := 〈∇vh(v), y〉. Next, for any f ∈ Cb(Mx), we have∫
Mx
PΦxt,t0fdµxt0 − log
∫
Mx
efdµxt0 6 Dkl(µxt ||µxt0).
In particular, for h ∈ C1b (Mx), and ε ∈ (0, 1),∫
Mx
PΦxt,t0
(
h(εy + v)− h(v)
εµt0(Bε(x))
)
µxt0(dv)− log
(
1
µt0(Bε(x))
∫
Mx
exp
(
h(εy + v)− h(v)
ε
)
µxt0(dv)
)
6 Dkl(µxt ||µxt0). (6.17)
Using the linearity of Cb(Mx) 3 f 7→ PΦxt,t0f, the continuity of log z and ez, the commutation
property (6.16), taking limit as ε→ 0 and identifying µˆxt0 ∈ P(Sd−1) we obtain∫
TxM
PDφt,t0 δyhdµˆxt0 − log
∫
TxM
eδyhdµˆxt0 6 Dkl(µxt ||µxt0).
Finally, taking supremum over all gx ∈ Cb(TxM), and combining with (6.17), we obtain
Dkl(µˆxt ||µˆxt0) 6 Dkl(µxt ||µxt0). 
6.3. KL-divergence rate and the sum of Lyapunov exponents. In subsections §6.1 and
§6.2, we discussed the link between the finite-time divergence rate Dt−t0kl and the Lyapunov
functionals, Λt−t0t0 , E t−t0t0 , which provide information on the finite-time action of stochastic flow on
a single vector in the tangent bundle TMx. In order to extract information about the evolution
of volume elements in the tangent bundle, simultaneous action of the stochastic flow on several
vectors needs to be considered. To quantify this, we define the forward Lyapunov functional
J t−t0t0 (x+ v; p) :=
1
|t− t0| logE[(Jt,t0(x+ v, ω))
p], p ∈ R, t0, t ∈ I, (6.18)
where Jt,t0(x + v, ω) := |detDφt,t0(x + v, ω)| = | detDΦxt,t0(v, ω)|, x + v ∈ B|v|(x) ⊂ M and
almost all ω ∈ Ω. We also consider the backward Lyapunov functional
Jˇ t−t0t0 (x+ v; p) :=
1
|t− t0| logE[(Jˇt,t0(x+ v, ω))
p], p ∈ R, (6.19)
where Jˇt,t0(x+ v, ω) := | detDφ−1t,t0(x+ v, ω)| = |detDΦ−1,xt,t0 (v, ω)|.
As in previous subsections, we aim to provide bounds on the forward and backward Lyapunov
functionals in terms of ϕ-divergence rates in the centred tangent bundle TMx. It is also worth
noting that in the case of ergodic dynamics the time-asymptotic properties of Jt,t0(x; p) play an
important role in bifurcation analysis of stochastic dynamical systems and the large deviation of
Lyapunov spectrum (e.g., [6, 7, 14]). For example, if the stochastic flow φt,t0 satisfies uniform
integrability conditions of multiplicative ergodic theorem (e.g., [6, part II]), so that the Lyapunov
exponents (λi)16i6m for some m ∈ N with m 6 d exist, the functional Jt,t0(x; p) controls the
12 The flow and its inverse as functions of time and initial condition do not explode within the time interval I.
42 MEASURES OF EXPANSION RATES AND LAGRANGIAN TRANSPORT IN STOCHASTIC FLOWS
asymptotics of the probability P{ω : |1t log | detDφt,0(x, ω)| − λΣ| > δ} where λΣ = λ1 + λ2 +
· · ·+ λm, (see e.g., [6, 7, 14] and references therein).
The determinant flow detDΦxt,t0(v, ω) in (6.18), (6.19) is defined via the Liouville’s formula by
| detDΦxt,t0(v, ω)|U | =
vol
(
DΦxt,t0(v, ω)y1, DΦ
x
t,t0(v, ω)y2, · · · , DΦxt,t0(v, ω)ym
)
vol(y1, y2, · · · , ym) , (6.20)
where U = span(y1, · · · ym) and vol(y1, y2, · · · , ym) := |y1 ∧ y2 ∧ · · · ∧ ym| = (det〈yi, yj〉m×m)1/2 is
the volume of m-dimensional parallelepiped spanned by y1, y2, · · · , ym with m 6 d = dim(M).
For an SDE with a uniformly integrable derivative flow {DΦxt,t0(v, ω) : t, t0 ∈ I} we have ([6, 11]),
vol
(
DΦxt,t0(v, ω)y1, DΦ
x
t,t0(v, ω)y2, · · · , DΦxt,t0(v, ω)ym
)
= | ∧m DΦxt,t0(v, ω)ym|,
where ∧mAym = Ay1∧Ay2∧ · · · ∧Aym. If m = 1, we recover the Lyapunov functionals discussed
in subsections §6.1 and §6.2; E tt0 , E˜ tt0 defined in (6.14), (6.15) follow directly from (6.18) and
Λt−t0t0 , Λ˜
t−t0
t0
defined in (6.5), (6.6) follow from part (c) of Lemma 6.5. For m = d, we have
the following relationship between the forward Lyapunov functional J tt0 (6.18) and the sum of
finite-time forward Lyapunov exponents Λ˜t−t0t0 in (6.6).
Lemma 6.7. Let {Φxt,t0(·, ω): t0, t ∈ I} be a stochastic flow of diffeomorphisms centred around
the trajectory φt,t0(x, ω) with uniformly integrable derivative flow {DΦxt,t0(v, ω) : t0, t ∈ I} at
v ∈Mx. For span(y1, · · · yd) = TvMx the following holds
d
d∑
i=1
E[Λ˜t−t0t0 (x+ v, yi, ω)] 6 J t−t0t0 (x+ v; d), t0 6 t, t, t0 ∈ I, (6.21)
with an equality when the flow is deterministic. Analogous connection holds for the backward
Lyapunov functional Jˇ t−t0t0 (x + v; p) and the sum of finite-time backward Lyapunov exponents
with the derivative flow DΦxt,t0(v, ω) replaced by DΦ
−1,x
t,t0
(v, ω) = Dφ−1t,t0(x+ v, ω).
Proof. For m = d in (6.20) with span(y1, · · · yd) = TvMx ∼= Rd, we have,
| ∧d DΦxt,t0(v, ω)| = |detDΦxt,t0(v, ω)| = Jt,t0(x+ v, ω)
so that, with δit,t0(x+ v, ω) = |DΦxt,t0(v, ω)yi|/|yi|, one obtains
log(Jt,t0(x+ v, ω)) = log
d∏
i=1
δit,t0(x+ v, ω) =
d∑
i=1
log δit,t0(x+ v, ω) = |t− t0|
d∑
i=1
Λ˜tt0(x+ v, yi, ω).
Based on the equality above and the Ho¨lder’s inequality, one obtains
d∑
i=1
E[Λ˜t−t0t0 (x+ v, yi, ω)] =
1
|t− t0|E log (Jt,t0(x+ v, ω)) 6
1
|t− t0| logE (Jt,t0(x+ v, ω))
=
1
|t− t0| logE (Jt,t0(x+ v, ω))
d/d 6 d
−1
|t− t0| logE (Jt,t0(x+ v, ω))
d = d−1J t−t0t0 (x+ v; d).

Next, we derive bounds on the Lyapunov functionals J t−t0t0 (x + v; 1) and Jˇ t−t0t0 (x + v; 1) in-
volving finite-time KL-rate in the following propositions. Here, the use of forward and backward
random measures, defined respectively by
Πxt,t0(dv, ω) := (Φ
x
t,t0µ
x
t0)(dv) = µ
x
t0
(
Φ−1,xt,t0 (dv, ω)
)
, (6.22)
Πˇxt,t0(dv, ω) := (Φ
−1,x
t,t0
µxt0)(dv) = µ
x
t0
(
Φxt,t0(dv, ω)
)
, (6.23)
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is very useful in derivations.
Proposition 6.8. Let {Φxt,t0(·, ω): t0, t∈I} be a stochastic flow of diffeomorphisms centred
around the trajectory φt,t0(x, ω), x ∈M, with {DΦxt,t0(·, ω) : t0, t∈I} a uniformly integrable de-
rivative flow generated by the SDE (3.1). Suppose the initial distribution µxt0(dv) = ρ
x
t0(v)md(dv)
is such that ρxt0 ∈ C3b (Mx;R+) and E[Dϕ‡(Πˇxt,t0 ||µxt0)]<∞ for all t0, t∈I with ϕ‡(z) = − log z +
z − 1, z > 0. Then, for t > t0, t, t0 ∈ I, we have
−
∫
Mx
J t−t0t0 (x+ v; 1)µxt0(dv) 6 2E[Dt−t0ϕ‡ (Πˇxt,t0 ||µxt0)] +
Cϕ‡
|t− t0| ,
where Cϕ‡ =
∫
Mx ϕ‡(ρ
x
t0(v))µ
x
t0(dv) is a constant independent of µ
x
t .
Proof. Given the convex functions, ϕ(z) = z log z− z+ 1, ϕ‡(z) = − log z+ z− 1, z > 0, and the
Lemma 4.5, we have Dϕ(µxt ||µxt0) = Dkl(µxt ||µxt0) and
Dkl(µxt ||µxt0) 6
∫
Mx
E
[
ϕ‡(αt,t0(v, ω))
]
µxt0(dv) = −
∫
Mx
E[log (αt,t0(v, ω))]µxt0(dv). (6.24)
The density process {αt,t0(v, ω): t > t0, t, t0 ∈ I} can be written as (see (3.21))
αxt,t0(v, ω)µ
x
t0(dv) =
1
ρxt0(v)
Jt,t0(x+ v, ω)ρ
x
t0(Φ
x
t,t0(v, ω))µ
x
t0(dv), ω - a.e.,
so that∫
Mx
[
E[logαt,t0(v, ω)] + log ρxt0(v)
]
µxt0(dv) =
∫
Mx
E
[
log
[
Jt,t0(x+ v, ω)ρt0(Φ
x
t,t0(v, ω))
] ]
µxt0(dv)
=
∫
Mx
E[log Jt,t0(x+ v, ω)]µxt0(dv) +
∫
Mx
log ρxt0(v)(PΦ
x∗
t,t0 µ
x
t0)(dv)
6
∫
Mx
logE[Jt,t0(x+ v, ω)]µxt0(dv) +
∫
Mx
log ρxt0(v)(PΦ
x∗
t,t0 µ
x
t0)(dv).
Let gx(v) := log ρxt0(v) and re-arrange the above inequality to obtain∫
Mx
logE[Jt,t0(x+ v, ω)]µxt0(dv) >
∫
Mx
E[logαt,t0(v, ω)]µxt0(dv)
−
∫
Mx
gx(v)(PΦx∗t,t0 µxt0)(dv) +
∫
Mx
gx(v)µxt0(dv).
Next, consider the convex function f(z) = ez − 1 and its conjugate f∗(z∗) = z∗ log z∗ − z∗ + 1.
Since Dkl(µxt ||µxt0)<∞ for all t0, t ∈ I, then by the Young-Fenchel’s inequality and (6.30) we have∫
Mx
logE[Jt,t0(x+ v, ω)]µxt0(dv) >
∫
Mx
E[logαt,t0(v, ω)]µxt0(dv) +
∫
Mx
gx(v)µxt0(dv)
−
∫
Mx
gx(v)(PΦx∗t,t0 µxt0)(dv)
>
∫
Mx
E[logαt,t0(v, ω)]µxt0(dv) +
∫
Mx
gx(v)µxt0(dv)
−
∫
Mx
eg
x(v)µxt0(dv) + 1−Dkl(µxt ||µxt0)
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=
∫
Mx
E[logαt,t0(v, ω)]µxt0(dv)−Dkl(µxt ||µxt0)
−
∫
Mx
ρxt0(v)µ
x
t0(dv) + 1 +
∫
Mx
log ρxt0(v)µ
x
t0(dv)
> 2
∫
Mx
E[logαt,t0(v, ω)]µxt0(dv)−
∫
Mx
ϕ‡(ρxt0(v))µ
x
t0(dv).
The proof is complete after application of Fubini’s theorem. 
Next, we derive an analogous bound via the forward random density process {pixt,t0(v) : t0, t∈I, v ∈
Mx} for the backward Lyapunov functional Jˇ t−t0t0 (x+ v; p).
Proposition 6.9. Let {Φxt,t0(·, ω): t0, t ∈ I} be a stochastic flow of diffeomorphisms centred
around the trajectory φt,t0(x, ω), x ∈ M, with {DΦxt,t0(·, ω): t0, t ∈ I} a uniformly integrable
derivative flow generated by the SDE (3.1). Assume that the initial distribution µxt0(dv) =
ρxt0(v)md(dv), is such that ρ
x
t0 ∈ C3b (Mx;R+), and E[Dϕ‡(Πxt,t0 ||µxt0)] < ∞ for all t0, t ∈ I with
ϕ‡(z) = − log z + z − 1, z > 0. If ρxt0 has a local maximum in some neighbourhood of v ∈ Mx,
then, for all t > t0, t, t0 ∈ I, we have
−
∫
Mx
Jˇ t−t0t0 (x+ v; 1)µxt0(dv) 6 E
(
Dt−t0ϕ‡ (Πxt,t0 ||µxt0)
)
+
Cϕ‡
|t− t0| . (6.25)
Here Cϕ‡ is a constant defined by
Cϕ‡ =
∫
Mx
ϕ‡(ρxt0(v))µ
x
t0(dv).
Proof. By Fubini’s theorem
E
[Dϕ‡(Πxt,t0 ||µxt0)] = E [∫Mxϕ‡(pixt,t0(v, ω))µxt0(dv)
]
= −
∫
Mx
E
[
log pixt,t0(v, ω)
]
µxt0(dv), (6.26)
where (Φxt,t0µ
x
t0)(dv) =: Π
x
t,t0(dv, ω) = pi
x
t,t0(v, ω)µ
x
t0(dv). The forward random density process
pixt,t0(v, ω) for t0, t ∈ I can be written as (cf. (3.23))
pixt,t0(v, ω)µ
x
t0(dv) =
ρxt0(Φ
−1,x
t,t0
(v, ω))
ρxt0(v)| detDΦxt,t0(Φ−1,xt,t0 (v, ω))|
µxt0(dv), a.a. ω ∈ Ω.
Thus, for x+ v ∈ B|v|(x) we have
E
[
log
(
|detDΦxt,t0(Φ−1,xt,t0 (v, ω))|pixt,t0(v, ω)ρxt0(v)
)]
= E
[
log ρxt,t0(Φ
−1,x
t,t0
(v, ω))
]
6 E
[
ρxt0(Φ
−1,x
t,t0
(v, ω))
]− 1. (6.27)
Next, by the flow property and chain rule of differentiation, we have
E
[
log |detDΦxt,t0(Φ−1,xt,t0 (v, ω))|
]
= −E [log | detDφ−1t,t0(x+ v, ω)|] . (6.28)
Furthermore, Jensen’s inequality together with (6.28) and (6.27) yields
− logE[|detDφ−1t,t0(x+ v, ω)|] + E[log pixt,t0(v, ω)] + log ρxt0(v)
6 −E[log |detDφ−1t,t0(x+ v, ω)|] + E[log pixt,t0(v, ω)] + log ρxt0(v)
= E[log | detDΦxt,t0(Φ−1,xt,t0 (v, ω))|] + E[log pixt,t0(v, ω)] + log ρxt0(v)
= E
[
log
(
|detDΦxt,t0(Φ−1,xt,t0 (v, ω))|pixt,t0(v, ω)ρxt0(v)
)]
= E
[
log ρxt,t0(Φ
−1,x
t,t0
(v, ω))
]
6 E[ρxt0(Φ
−1,x
t,t0
(v, ω))]− 1 =: uxt (v)− 1. (6.29)
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Given that ρxt0 ∈ C3b (Mx;R+), a well-known classical result (e.g., Theorem 7.1 in [60]) guarantees
that uxt (v) is the classical solution of the Cauchy problem
∂tu
x
t (v) = Lxt uxt (v), uxt0(v) = ρxt0(v), t0, t ∈ I, v ∈Mx,
so that
uxt (v) = ρ
x
t0(v) +
∫ t
t0
Lxsuxs (v)ds,
where
Lxt g(v) = b˚x(t, v)∂vg(v) +
1
2
tr
(
σx(t, v)THg(v)σx(t, v)
)
, g ∈ C2b (Mx),
is the generator of the centred one-point motion {Φxt,t0(·, ω) : t0, t ∈ I, v ∈ Mx} with bˆx(t, v) =
b˚(t, x+ v)− b˚(t, x), σx(t, v) = σ(t, x+ v)− σ(t, x), and Hg(v) is the Hessian of g at v ∈Mx. As
ρxt0 ∈ C3b (Mx;R+) has a local maximum in the neighbourhood of v, then by Feller property of
the Markov evolution PΦxt,t0 , the generator Axs satisfies the maximum principle in the sense that
Lxsuxs (v) 6 0, t0 6 s 6 t, (see, e.g., [87, Chapter 3]). Consequently, the inequality (6.29) becomes
− logE[| detDφ−1t,t0(x+ v, ω)|]+ E[ log pixt,t0(v, ω)]+ log ρxt0(v) 6 ρxt0(v)− 1.
Integrating both sides of the above expression w.r.t. µxt0 ∈ P(Mx), we have,
−|t− t0|
∫
Mx
Jˇ t−t0t0 (x+ v; 1)µxt0(dv) 6
∫
Mx
ϕ‡(ρxt0(v))µ
x
t0(dv)−
∫
M
E[log pixt,t0(v, ω)]µ
x
t0(dv).
Finally, the bound in (6.25) follows by using (6.26) in the above inequality. 
We note, following [11] and [6, Chapter 6], that J t−t0t0 (· ; 1) 6 0 and J t−t0t0 (· ;−1) > 0 as
t→∞, if the Markov evolution Pt,t0 is strong Feller13 and admit an invariant probability measure
µ(dx) = %(x)md(dx) s.t. % ∈ C2(M), 0 < %(x) < ∞ for all x ∈ M. This leads to the following
simple Corollary, which is valid for autonomous and uniform almost periodic forcing SDEs with
weak dissipative drift b(t, x) and globally Lipschitz diffusion coefficients σ·k(t, x), 1 6 k 6 d.
Corollary 6.10. Let µ be an invariant probability measure of a strong Feller evolution (Pt,t0)t>t0 ,
t, t0 ∈ I, induced by the one-point motion {φt,t0(x, ω): t, t0 ∈ I, x ∈ M} of the SDE (3.1). If
µ(dx) = %(x)md(dx) is such that % ∈ C2b (M;R+), then we have for p > 0
Dt−t0kl (µt||µ) 6 p−1
∫
M
J t−t0t0 (x;−p)µ(dx).
Proof. Given Lemma 4.5 and ϕ‡(z) = − log z + z − 1, z > 0, we have
Dϕ(µt||µ) 6
∫
M
E
[
ϕ‡(αt,t0(x, ω))
]
µ(dx) = −
∫
M
E[log (αt,t0(x, ω))]µ(dx). (6.30)
The density process {αt,t0(x, ω) : t > t0} can be written as (see (3.21))
αt,t0(x, ω) =
1
%(x)
Jt,t0(x, ω)%(φt,t0(x, ω)), P⊗ µ-a.s.
13 i.e., Pt,t0 : Mb(M)→ Cb(M).
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Thus, given the invariance of µ w.r.t. P∗t,t0 , we have∫
M
E[logαt,t0(x, ω)]µ(dx) =
∫
M
E [log [Jt,t0(x, ω)%(φt,t0(x, ω))]]µ(dx)−
∫
M
log %(x)µ(dx)
=
∫
M
E[log Jt,t0(x, ω)]µ(dx) +
∫
M
log %(x)(P∗t,t0µ)(dx)−
∫
M
log %(x)µ(dx)
=
∫
M
E[log Jt,t0(x, ω)]µ(dx). (6.31)
Next, for p > 0,
p−1J t−t0t0 (x;−p) = p−1
1
|t− t0| logE
[
(Jt,t0(x, ω))
−p] > − 1|t− t0|E[ log Jt,t0(x, ω)];
integrating both sides of the above inequality w.r.t. µ leads, by (6.30) and (6.31), to
Dt−t0kl (µt|µ) 6 −
1
|t− t0|
∫
M
E[log Jt,t0(x, ω)]µ(dx) 6 p−1
∫
M
J t−t0t0 (x;−p)µ(dx). 
7. Computational aspects
Before considering numerical implementation of the ϕ-FTDR diagnostic introduced in §5 and
§6, we first derive the set-oriented representation of the ϕ-divergence.
Lemma 7.1 (Set-oriented ϕ-divergence). Let M be a Polish space and let Π be the class of all
finite measurable partitions ofM. Let ϕ : R+ → [−∞,∞] be a strictly convex function satisfying
the normality condition (4.1). Then, for µ, ν ∈ P(M), a set-oriented ϕ-divergence is defined by
Dϕ(µ||ν) = sup
pi∈Π
∑
A∈pi
ϕ
(
µ(A)
ν(A)
)
ν(A).
Proof. See Appendix B.14
In order to provide computational examples of the results obtained in §5 and 6 it is sufficient
to consider the expansion rates based on the KL-divergence; in particular, we have
Lemma 7.2 (Set-oriented KL-divergence [39]). Let µ, ν be probability measures on a Polish
space M. Let Π denote the class of all finite measurable partitions of M. Then
Dkl(µ||ν) = sup
pi∈Π
∑
A∈pi
µ(A) log
µ(A)
ν(A)
,
in particular,
µ(A) log
µ(A)
ν(A)
=
0, if µ(A) = 0,+∞, if µ(A) > 0 and ν(A) = 0.
Given the above set-oriented representation of KL-divergence, we have for any finite measurable
partition Πn with µ(A) 6= 0 for all A ∈ Πn
Dkl(P∗t,t0µ||µ) = limn→∞
∑
A∈Πn
P∗t,t0µ(A) log
(P∗t,t0µ(A)
µ(A)
)
= lim
n→∞
∑
A∈Πn
P∗t,t0µ(A)
{
log
(P∗t,t0µ(A))− logµ(A)},
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where the Perron-Frobenius operator P∗t,t0 is the dual of the Markov evolution (3.10) linked to the
underlying flow of the SDE (3.1) via (3.10). In order to derive numerical approximations of the
FDTR fieldsRΦ(x; t0, t) in (4.16) based on the KL-divergence, we utilise a discrete and finite-rank
approximation of the Perron-Frobenius operator which, in this case, is associated with the centred
flow Φx (3.34) and denoted by PΦx∗t,t0 (cf §4.3). A standard approach for numerically approximating
PΦx∗t,t0 is Ulam’s method which is given by a Galerkin projection on a set of compactly supported
basis functions with supports partitioning the domainM (assumed bounded in the computational
setup).
Here, we partitionM into a collection of connected sets {B1, B2, · · · , Bn} chosen to be equal-
volume cubes and s.t. ∪ni=1Bi ⊇ M and ∩ni=1Bi = ∅, and define a projection from space of
Mb(M) to the subspace spanned by the indicator functions of the partition ([47, 48] and references
therein). The L2-orthogonal projection pin : Mb(M)→ An := span{IB1 , IB2 , · · · , IBn} ⊂ Mb(M)
is defined by
pinf =
n∑
i=1
( 1
md(Bi)
∫
Bi
fdmd
)
IBi , f ∈Mb(M).
Given the above projection, the approximation of Perron-Frobenius operator PΦx∗t,t0 is obtained
via the duality (3.11) by constructing the map Pn,Φx∗t,t0 := pinPΦ
x
t,t0 , Pn,Φ
x∗
t,t0
: An → An, so that
Pn,Φxt,t0 IBi = pinPΦ
x
t,t0 IBi =
n∑
j=1
( 1
md(Bj)
∫
Bj
PΦxt,t0 IBidmd
)
IBj ,
where
(Qnt,t0)ij =
1
md(Bj)
∫
Bj
PΦxt,t0 IBidmd =
E
[
md
(
Bi ∩ φ−1t,t0(xi +Bj , ω)
)]
md(Bj)
, (7.1)
is the n× n matrix representation of PΦx∗t,t0 with respect to the basis {IBi}i=1,...,n. For simplicity,
it is normally assumed14 that md(Bi) = md(Bj) for all i, j ∈ {1, 2, · · · , n}, which leads to the
stochastic row matrix
(Pnt,t0)ij =
E
[
md
(
Bi ∩ φ−1t,t0(Bj , ω)
)]
md(Bi)
.
Numerical estimates of Pnt,t0 within each partition Bi of M, are obtained by choosing a set
of 2N uniformly distributed sample points xi(−N,−N), x
i
(−N,−N+1), · · · , xi(N,N) and numerically
integrating trajectories of (3.1) to obtain φt,t0(x
i
(k,m), ω`), k,m = −N, · · · , N , ` = 1, . . . , L. Then
(Pnt,t0)ij ≈
#{k,m, ` : xi(k,m) ∈ Bi, φt,t0(xi(k,m), ω`) ∈ φt,t0(xi(0,0), ω`) +Bj}
2NL
.
Refinements of the above procedure are certainly possible. In particular, gains in computational
efficiency and accuracy could be achieved by considering adaptive algorithms on cubes of varying
volume (e.g., [47, 48]). However, this is beyond the scope of this work where we focus on a basic
illustration of the analytical results.
Given the above set-oriented framework we can finally define the set-oriented KL-expansion rate
as follows:
14 If m(Bi) 6= m(Bj), i, j ∈ {1, · · ·n}, the matrix Qnt,t0 defined in equation (7.1) is not necessarily a stochastic
matrix. However, one can construct a similar matrix to Qtn by using matrix diag(m(B1),m(B2), · · · ,m(Bn)).
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(a)  time-forward FTLE  deterministic setting (b)  time-forward FTDR  deterministic setting
(c)  time-forward FTDR  uncertain setting  (d)   time-forward FTDR   uncertain setting x, y =0.01
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Figure 1. Time-forward FTLE and FTDR expansion rates via KL-divergence (see (4.5) and (4.3)) in
deterministic and stochastic flows induced by (7.3). The FTLE fields (5.3) are defined only in the deterministic
case, while FTDR fields ((4.16) and (7.2)) are well-defined in both deterministic and stochastic settings; fixed-
time snapshots shown at t0 = 0 for τ = t − t0 = 8 for a non-autonomous flows induced by (7.3). The ridges
(yellow) in both types of maps indicate regions of maximal Lagrangian expansion. The top row shows the
FTLE and FTDR fields in a deterministic setting; the dashed-red line represents a stable (invariant) manifold
which represents an exact transport barrier. The bottom row shows partial transport barriers determined from
FTDR in uncertain velocity field in (7.3) for two different values of noise amplitude indicated in the insets.
Definition 7.3 (KL-divergence rate on partition Bi). Let the Πm = {B1, B2, · · · , Bm} be finite
measurable partition of M with µ(Bi) 6= 0 for all i, we define the KL-divergence rate on each
partition by
RΦkl(Bi; t0, t) =
1
|t− t0|
n∑
j=1
(Pnt,t0)ij
{
log(Pnt,t0)ij − logmd(Bi)
}
. (7.2)
7.1. Case study. Here, we demonstrate the utility of the probabilistic approach for determining
path-based expansion rates, summarised in Theorem 4.12, through a number of examples. We
stress that the main goal of this paper is to introduce a systematic diagnostic of local expansion
rates applicable to both deterministic and stochastic dynamics, and to use the expansion rate
fields for tuning Lagrangian predictions from reduced-order models (cf. [18]). From this perspec-
tive, the relationship between FTDR fields (4.16) as a proxy for Lagrangian coherent structures
and flow-invariant transport barriers15 is of secondary importance. However, where possible (i.e.,
in the deterministic setting) it is possible to compare the FTDR and FTLE (5.3) fields, and their
15 Ridges of the FTLE field have been broadly found to be accurate indicators of LCSs in a number of ap-
plications; see e.g., [20, 79] and references therein. However, these local maximisers/minimisers of FTLE fields
only mark LCS candidates and further conditions need to be verified on these ridges to ascertain that they are
attracting or repelling LCSs, as opposed to spurious structures [53].
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(a)  time-backward FTLE  deterministic setting (b)  time-backward FTDR  deterministic setting
(c)  time-backward FTDR  uncertain setting  (d)   time-backward FTDR   uncertain setting x, y =0.01
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Figure 2. Time-backward FTLE (5.3) and FTDR expansion rates via KL-divergence (see (4.5) and (4.3))
in deterministic and stochastic flows for the dynamics (7.3). The dashed-red line represents the unstable
(invariant) manifold which represents an exact transport barrier. See figure 1 for more details.
relationship to the (flow-invariant) stable and unstable manifolds of relevant hyperbolic trajec-
tories. The notion of FTLE fields or the stable and unstable manifolds of respective hyperbolic
trajectories does not straightforwardly extend to the stochastic case; possible extensions would
lead to random FTLE fields in line with Remark 6.4. On the other hand, the FTDR fields (4.16)
and their approximations (7.2) are defined via the underlying evolution of probability measures
and their general properties are unaffected by the presence of stochastic noise. Hence, the FTDR
maps can be computed in an analogous fashion to the deterministic case, and they can be used
subsequently for detecting regions of high/low expansion rates, which can be used for tuning
reduced models for subsequent probabilistic Lagrangian predictions. Detailed computational
analysis of the FTDR fields as a Lagrangian diagnostic for approximating coherent structures are
postponed to a separate publication.
To illustrate our methodology we consider two toy examples. First consider the following 2D
system of stochastic differential equations, which represents a periodically driven ‘double gyre’
flow with additive stochastic noise
dx = −piA sin(pif(x, t)) cos(piy) + σxdWx(t),
dy = piA cos(pif(x, t)) sin(piy)∂xf(x, t) + σydWy(t),
 (7.3)
where f(x, t) =  sin(Ωt)x2 + (1− 2 sin(Ωt))x; the dynamics is defined on a two-dimensional flat
torus where we take M := [0, 2]× [0, 1] with doubly-periodic boundary conditions.
For σx =σy = 0 the dynamics (7.3) reduces to the well-known benchmark for studying La-
grangian transport; note that in the deterministic case the boundary of M is invariant under
the induced flow. When = 0 the system (7.3) is autonomous with two important hyperbolic
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Figure 3. Time-forward FTLE (5.3) and FTDR expansion rates via KL-divergence (see (4.5) and (4.3))
in a deterministic flow associated with (7.4) for σx =σy =σz = 0. Fixed-time snapshots shown at t0 = 0 for
τ = t− t0 = 8 for a non-autonomous flow induced by (7.4). The ridges (yellow) in both types of maps indicate
regions of maximal Lagrangian expansion; time-backward fields are shown in figure 5. See also figure 1.
fixed points at (1, 0) and (0, 1) whose stable and unstable manifolds protrude into the interior of
M. For 0 <  1 (i.e., the non-autonomous case) these two fixed points morph into non-trivial
hyperbolic trajectories confined to the boundary of M which move parallel to the x-axis along
[1, x], and [0, x], x ∈ [0, 2], with a period 2pi/Ω. For t = 0 these hyperbolic trajectories are in
the same position as the fixed points in the autonomous case, whereas for t = 2pi/Ω these trajec-
tories are at their extreme locations. The stable and unstable manifolds of these two hyperbolic
trajectories form a heteroclinic tangle which has been the focus of many computational studies
[20, 83, 46, 66] and which we expect to recover in the FTDR fields (4.16), similarly to the FTLE
fields (5.3). In the presence of stochastic noise in (7.3) the above deterministic picture no longer
applies but one is still interested in the spatial structure of local expansion rates.
In Figures 1 and 2 we compare numerical approximations of FTDR fields and FTLE fields;
where appropriate, we also determine the geometry of stable and unstable manifolds of the
two hyperbolic trajectories confined to the top and bottom boundary of M based on methods
described in [72, 71, 20]. We fix parameter values in (7.3) as A= 1, = 0.25 and Ω = 2 and the
results are shown at t = 0 with the FTLE and FTDR fields computed over the time interval |τ |= 8
(recall that the FTLE (5.3) and FTDR (4.16) fields depend on the length of the time interval
used for their estimation). To create a numerical approximation of the transfer operator PΦx∗t,t0 ,
the domain M is partitioned into n = 10002 boxes. We estimate the entries of the transition
matrix Pnt,t0 in (7.2) for the flow map φt,t0 of (7.3) by numerically integrating the system with
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Figure 4. Time-forward FTDR expansion rates via KL-divergence (see (4.5) and (4.3)) in stochastic flows
associated with (7.4) for two different amplitudes of additive noise. Fixed-time snapshots shown at t0 = 0 for
τ = t − t0 = 8 for a non-autonomous flow induced by (7.4). The ridges (yellow) indicate regions of maximal
Lagrangian expansion. Compare these fields with those associated with the deterministic dynamics of (7.4)
shown in figure 3. See also figure 1.
respect to N2 = 10002 inner grid points per box using the 4th-order Runge-Kutta scheme in the
deterministic case or the Euler-Maruyama scheme in the stochastic case (with time step chosen
to guarantee numerical convergence and desired accuracy).
As a final example, consider the dynamical system associated with the well-known solution
of the Euler equation of an inviscid incompressible fluid flow given by the Hill’s spherical vor-
tex (e.g., [10]). The SDE associated with the Hill’s vortex in Cartesian coordinates are
dx =
(
ur(t) sin Θ + uΘ(t) cos Θ
)
cos Φdx+ σxdW
x
t ,
dy =
(
ur(t) sin Θ + uΘ(t) cos Θ
)
sin Φdt+ σydW
y
t ,
dz =
(
ur(t) cos Θ− uΘ(t) sin Θ
)
dt+ σzdW
z
t ,
 (7.4)
where r =
√
x2 + y2 + z2, Θ = acos(z/r), Φ = acos(x/
√
x2 + y2) and, assuming that a > 0
denotes the radius of the vortex, the velocity components in the spherical coordinates are
ur(t) =
 U
(
1− a3(t)/r3) cos Θ if r > a,
−32U
(
1− r2/a2(t)) cos Θ if r < a,
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(a)  time-backward FTLE (b)  time-backward FTDR  x, y, z =0
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Figure 5. Time-backward FTLE (5.3) and FTDR expansion rates via KL-divergence (see (4.5) and (4.3))
in a deterministic flow associated with (7.4) for σx =σy =σz = 0. Fixed-time snapshots shown at t0 = 0 for
τ = t − t0 = −8 for a non-autonomous flow induced by (7.4). The ridges (yellow) in both types of maps
indicate regions of maximal Lagrangian expansion (backwards in time). See also figure 3 for the associated
time-forward FDTR fields.
uΘ(t) =
−U
(
1 + a(t)3/(2r3)
)
sin Θ if r > a,
3
2U
(
1− 2r2/a2(t)) sin Θ if r < a,
where we set U = 2. In the deterministic autonomous case the steady Hill’s vortex flow has two
hyperbolic fixed points
h1 = (0, 0,−a)T , h2 = (0, 0, a)T ,
which are located on the (flow-invariant) axis of symmetry ez of the vortex. The fixed point
h1 has a two-dimensional unstable manifold in R3 and the fixed point h2 has a two-dimensional
stable manifold in R3. Here, we consider a non-autonomous version of the dynamics (7.4) and set
a(t) = 2 + 0.12 sin(2.2t).
This time-dependence does not break the axial symmetry of the dynamics and, consequently, any
plane containing ez is invariant under the flow. This, in turn, implies that the stable and unstable
manifolds of hyperbolic trajectories, γh1(t), γh2(t), confined to the axis of symmetry are foliated
by planes containing ez (i.e., at any fixed t, the stable and unstable manifolds of γh1(t), γh2(t)
intersect any invariant plane along a 1D curve). These trajectories can be computed using the
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algorithms of [57, 58]. Their stable and unstable manifolds are computed as in the previous
examples using techniques described in [72, 71, 20]. They are distinguished in the sense that
their manifolds organise the overall flow dynamics. In Figures 3 and 5 we compare numerical
approximations of FTDR fields and FTLE fields associated with the dynamics of (7.4); figures
3 and 5 correspond to the deterministic dynamics in (7.4) with σx =σy =σz = 0, and figure 4
illustrates the structure of FTDR fields in the stochastic case.
In the deterministic case the FTDR fields match well the location of the stable and unstable
manifolds of the two hyperbolic trajectories, as well as the corresponding FTLE fields for both
(7.3) and (7.4); see figures 1(a,b), 2(a,b), 3, and 5. Remnants of the deterministic Lagrangian
structures persist for small values of the noise amplitude but they gradually degrade with in-
creasing ‘stochasticity’ (Figures 1(c,d), 2(c,d), 4) and when the diagnostic fields are computed
over increasingly long time intervals |τ | = |t−t0|. This behaviour is to be expected. For example,
for ergodic dynamics the support of the measures PΦ∗t,t0µBε increases from the radius ε ball to
M as t→∞. For large t, the KL-divergence Dkl(PΦ∗t,t0µBε‖µBε) approaches its asymptotic value
Dkl(µ‖µB) with µ the ergodic measure on M w.r.t. the considered flow, so that the corre-
sponding expansion rate RΦkl,ε(x; t0, t) in (4.17) decays to zero for t → ∞ after reaching some
maximum value. Similar, arguments hold in the presence of multiple invariant sets inM and for
the discrete version of the expansion rates RΦkl(Bi; t0, t) in (7.2). Detailed computational analysis
and comparison of Lagrangian diagnostics are postponed to a separate publication.
8. Conclusions and future work
In this work we developed a new probabilitsic/information-theoretic framework for character-
isation of average of expansion rates in stochastic dynamical systems which are non-autonomous
and known over a finite time interval. Construction of this framework is motivated by the desire
to quantify uncertainty in time-dependent Lagrangian in multi-scale systems based on simplified,
data-driven models which is a subject of a follow-up publication. To this end, we derived the
following:
We defined the probabilistic notion of a finite-time divergence rate field, ϕ-FTDR, on the
spatially extended domain I ×M, I ⊂ R which elucidates connections between the evolution of
probability measures and averages of path-based local stretching rates. This notion allows for a
systematic definition of finite-time nonlinear expansion rates based on the Lyapunov exponents
for probability measures. For the particular case of the Kullback-Leibler divergence the corre-
sponding expansion rate has an information-theoretic interpretation as the growth of uncertainty
for describing the the push-forward of the probability measure on the initial conditions by the
initial measure.
We then showed that, under fairly general conditions, practically computable ϕ-FTDR fields
exist and that they provide a well-defined diagnostics of nonlinear stretching. Moreover, under
some weak conditions on the sufficient regularity of the underlying flow, we showed that for any
x ∈M a unique limit of a continuous ϕ-FTDR field exists as the essential support of the initial
measure localises on some deterministic initial condition x ∈M. Importantly, this limit coincides
with ϕ-FTDR obtained from a flow linearised about the trajectory containing (t0, x) ∈ I ×M.
Thus, FTDR fields can be viewed as a general measure-based diagnostic of average expansion
rates in stochastic and deterministic flows that operates in a fully nonlinear setting.
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Furthermore, for deterministic dynamics, we established rigorous bounds on (trajectory-based)
FTLE fields in terms of measure-based ϕ-FTDR fields (Proposition 5.2). These bounds were
subsequently generalised to stochastic flows (Proposition 6.3), leading to a general link between
the standard path-based expansion diagnostics obtained from linearised flows, and probabilistic
expansion rates which can be estimated from nonlinear flows. A further link between FTDR fields
and the moment exponent fields was derived in Proposition 6.6; the infinite-time variant of this
result is useful in the investigation of stochastic p-bifurcation of autonomous Markovian flows.
Finally, we summed up the main results with the help of simple numerical tests in §7 where we
illustrated the form of FTDR fields and their relationship to FTLE fields for two specific cases
of non-autonomous 2D and 3D benchmark stochastic dynamical systems.
A follow-up work based on this abstract framework involves Lagrangian uncertainty quan-
tification and optimal path-space tuning of reduced-order Lagrangian predictions of multi-scale
stochastic dynamical systems obtained from uncertain vector fields. For path-based functionals
the uncertainty bounds can be derived either in terms of a measure-valued process on M or
based on the (infinite-dimensional) path-space measure associated with the stochastic flow. We
derive and study such uncertainty bounds for Markov processes in terms of information-theoretic
measures on a finite-time interval in a subsequent publication [18].
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Appendix A. Evolution of probability densities in the deterministic setting:
Frobenius-Perron and Koopman operators.
Consider the flow {φt,t0(·) : t0, t ∈ I}, φt,t0 :M→M, associated with the ODE
dXxt
dt
= F (t,Xxt ), X
x
t0 = x ∈M, (A.1)
where F is sufficiently regular such that the solution of (A.1) exists and unique so that we
have Xxt =φt,t0(x). The Frobenius-Perron operators and Koopman operators generated by the
flow φt,t0 provide complementary (dual) description of the underlying dynamics (A.1).
Definition A.1 (Frobenius-Perron and Koopman operators). Let (M,B, µ) be a measure space
and let φt,t0 be nonsingular (µ(A) = 0 implies µ(φ
−1
t,t0
(A)) = 0 for A ∈ B). Then
(i) The linear operator P∗t,t0 : L1(M)→ L1(M) satisfying∫
A
P∗t,t0f(x)µ(dx) =
∫
φ−1t,t0 (A)
f(x)µ(dx), for A ∈ B (A.2)
defines the Frobenius-Perron or transfer operator associated with the flow φt,t0 .
(ii) The operator Pt,t0 : L∞(M) → L∞(M) defined by Pt,t0g(x) := g
(
φt,t0(x)
)
is known as
Koopman operator associated with the flow φt,t0 .
(iii) If the flow φt,t0 is µ-preserving, then P∗t,t0f(x) = f(φt0,t(x)) = Pt0,tf(x).
The transfer operator is a Markov operator (e.g., [63]); i.e., it satisfies
(i) P∗t,t0 : L1(M)→ L1M) is linear,
(ii) P∗t,t0f > 0 for f > 0,
(iii) ‖P∗t,t0f‖1 = ‖f‖1 for all f ∈ L1(M).
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Moreover, it generates a flow on L1(M) (cf Definition 3.2) due to the flow property inherited from
φt,t0 ; namely P∗t,t0f = P∗s,t0 ◦P∗t,s f , for f ∈ L1(M). Similarly, the Koopman operator inherits the
flow property from the flow φt,t0 and it is L
2-adjoint to the Frobenius-Perron operator, i.e.∫
M
g(x)P∗t,t0f(x)µ(dx) =
∫
M
f(x)Pt,t0g(x)µ(dx), for f ∈ L1(M), g ∈ L∞(M).
Thus, the transfer operator P∗t,t0 transports the function f supported on A ∈ B forward in time
to a function supported on the set φt,t0(A). The Koopman operator transports the function
supported on A ∈ B backward in time to a function supported on the set φ−1t,t0(A).
The following standard result characterises nonsingular flow in terms density transported by
the flow φt,t0 , which follows in particular from equation (A.2).
Lemma A.2 ([63],[36]). Let (M,B, µ) be a σ-finite measure space and φt,t0 :M→M, t0, t ∈ I,
be a non-singular flow. If f > 0, then f(x) = 0 for all x ∈ φ−1t,t0(A) if and only if P∗t,t0f(x) = 0 for
all x ∈ A. In particular, φt,t0(supp(f)) ⊂ supp(P∗t,t0f).
The Frobenius-Perron and Koopman operators generate the the following important linear
operators and its dual
Ltg = lim
t→0
Pt,t0g − g
t
, g ∈ D(L), L∗t f = lim
t→0
P∗t,t0f − f
t
, f ∈ D(L∗),
where the domains, D(L), D(L∗) contain sets of all h ∈ Lp(M), 1 ≤ p ≤ ∞, such that the
respective limits above exist. The evolution of functions on the initial condition x ∈ M is
governed by Lt, while the evolution of probability density functions on M is governed by L∗t .
The flow of (A.1), ut(x) = Pt,t0g(x) = g(φt,t0(x)) is the classical solution of the backward
equation (e.g., [63, 78])
∂ut
∂t
= Ltut = F · ∇ut, ut0(x) = g(x) ∈ C1b (M), t0, t ∈ I. (A.3)
For stochastic flows (Definition 3.2) the dynamics (A.3) generalises to that induced by the back-
ward Kolmogorov equation (3.12) which is associated with the generator (3.2) of solutions to (3.1).
The probability density ρt(x) = P∗t,t0ρ(x) on the initial conditions of (A.1) evolves from ρ(x)
according to the Liouville equation (e.g., [63, 78])
∂ρt
∂t
= −∇(Fρt) =: L∗tρt, ρt0(x) = ρ(x) ∈ C1b (M) ∩ L1(M). (A.4)
For stochastic flows {φt,t0(·, ω), t0, t ∈ I} the above dynamics generalises to that induced by the
forward Kolmogorov equation (3.13), (3.14).
Appendix B. Further proofs
B.1. Proof of Proposition 4.3. First, we show that there exists 0 < Cϕ <∞ such that
Dϕ(µt||µt0) 6 2 sup
0<f∈C∞0 (M)
{
〈Pt,t0f, µt0〉 − 〈ϕ∗(f), µt0〉
}
+ Cϕ, t0, t ∈ I, (B.1)
where C∞0 (M) = {f ∈ C∞(M) : lim|x|→∞ f(x) = 0}. To this end, we write Dϕ in the form
Dϕ(µt||µt0) = sup
f∈Cb(M)
{〈f+, µt〉 − 〈f−, µt〉 − 〈ϕ∗(f), µt0〉}, t0, t ∈ I, (B.2)
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where f = f+−f−, f−, f+ ∈ C+b (M). Next, recall (e.g., [5, Prop. 2.31]) that for every real-
valued, lower-semicontinuous convex function ϕ∗, there exists a sequence (an, bn)n∈N ⊂ R × R
such that
ϕ∗(z) = sup
n∈N
{anz + bn}. (B.3)
The equality (B.3) and the normality conditions (4.1) imply that ϕ∗(0) = 0, and we have
−ϕ∗(f) = − sup
n∈N
{−anf− + anf+} = inf
n∈N
{anf− − anf+}
6 sup
n∈N
{anf− − anf+} 6 ϕ∗(f+) + ϕ∗(f−),
which, in turn, implies that
−ϕ∗(f)− ϕ∗(f−) + ϕ∗(f+) 6 2ϕ∗(f+). (B.4)
Utilising (B.4) in the inequality (B.2) leads to
Dϕ(µt||µt0) 6 sup
f∈Cb(M)
{
〈f+, µt〉 − 〈ϕ∗(f+), µt0〉 − 〈f−, µt〉+ 〈ϕ∗(f−), µt0〉
}
+ Cϕ
6 2 sup
f∈C+b (M)
{
〈f, µt〉 − 〈ϕ∗(f), µt0〉
}
+ Cϕ, (B.5)
where Cϕ = 2 supf∈C+b (M){〈ϕ
∗(f), µt0〉}. Next, define the set function Hϕ(f) of C+b (M) by
Hϕ(f) = sup
f∈C+b (M)
{
〈f, µt〉 − 〈ϕ∗(f), µt0〉
}
, t0, t ∈ I.
Since the set{f ∈ C∞0 (M) : f > 0} is uniformly dense in C+b (M), we have (fn)n∈N ⊂ C∞0 (M)
with fn > 0 such that fn → f ∈ C+b (M) as n→∞. Then, by Fatou’s lemma, we obtain
Hϕ(f) 6 lim inf
n→∞ Hϕ(fn). (B.6)
Finally, the limit (B.6) together with the inequality (B.5) and Markov duality, we arrive at the
claimed estimate (B.1).
Next, let K be a relative compact subset of M, consider the Dirichlet problem
Lf(x) = λ˜f(x), x ∈ K
f |∂K = 0
f ∈ C∞(K), f > 0.
(B.7)
Using the identity Pt,t0f = f +
∫ t
t0
Ps,t0Lfds and (B.7), we have for t0, t ∈ I
Dϕ(µt||µt0) 6 2 sup
0<f∈C∞0 (M)
{
〈f, µt0〉 − 〈ϕ∗(f), µt0〉+ λ˜
∫ t
t0
〈Ps,t0f, µt0〉ds
}
+ Cϕ.
On the other hand, Itoˆ’s formula yields Pt,t0 log f − log f =
∫ t
t0
(Ps,t0f)−1LPs,t0fds, for all 0 <
f ∈ C∞0 (M). Then by (B.7) and Jensen’s inequality, we have
λ˜ =
1
|t− t0| 〈Pt,t0 log f − log f, µt0〉 6
1
|t− t0| log〈f
−1Pt,t0f, µt0〉 6 sup
f∈L†∩1⊥µt0
βtt0(f) =: β˜
t
t0 .
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Combining this with (B.8), we obtain
Dϕ(µt||µt0) 6 2 sup
0<f∈C∞0 (M)
{
〈f, µt0〉 − 〈ϕ∗(f), µt0〉+ βtt0
∫ t
t0
〈Ps,t0f, µt0〉ds
}
+ Cϕ
6 2|βtt0 | sup
0<f∈C∞0 (M)
{∫ t
t0
〈Ps,t0f, µt0〉ds
}
+ Cϕ
= 2|βtt0 | sup
f∈C∞0 (M)
{∫ t
t0
〈Ps,t0 log ef , µt0〉ds
}
+ Cϕ
6 2|β˜tt0 |2|t− t0|+ Cϕ. (B.8)
Dividing through by |t− t0|, t0, t ∈ I, we have
Dt−t0ϕ (µt||µt0) 6 2|β˜tt0 |2 +
Cϕ
|t− t0| . (B.9)
In order to derive the lower bound in (4.8), recall that if µt  λ, µt0  λ and ϕ
(
dµt
dλ /
dµt0
dλ
)
∈
L1(M, µt0) for a positive finite measure λ ∈ P(M), then it is enough to write Fenchel’s convex
conjugate of Dϕ as follows (e.g., [39])
〈ϕ∗ (−f + 〈f, µt0〉) , µt0〉 = sup
µt:Dϕ(µt||µt0 )<∞
{
− 〈f, µt〉+ 〈f, µt0〉 − Dϕ(µt||µt0)
}
, f ∈ Cb(M).
In particular, take f ∈ C∞0 (M), we have
〈ϕ∗ (−f + 〈f, µt0〉) , µt0〉 = sup
µt:Dϕ(µt||µt0 )<∞
{
− 〈f, µt〉+ 〈f, µt0〉 − Dϕ(µt||µt0)
}
,
Next, take µt = P∗t,t0µt0 , then by Markov duality, we have
−〈ϕ∗ (−f + 〈f, µt0〉) , µt0〉 6 〈Pt,t0f+, µt0〉 − 〈f+, µt0〉 − 〈Pt,t0f−, µt0〉+ 〈f−, µt0〉+Dϕ(µt||µt0),
where f ∈ C∞0 (M) such that f = f+ − f−. This implies that
−〈ϕ∗ (−f + 〈f, µt0〉) , µt0〉 6 2〈Pt,t0f+, µt0〉+ 2〈f+, µt0〉+Dϕ(µt||µt), f ∈ C∞0 (M).
Using the fact that Pt,t0f − f =
∫ t
t0
Ps,t0Lfds, and that λ˜ 6 β˜tt0 , we have
−〈ϕ∗ (−f + 〈f, µt0〉) , µt0〉 6 2β˜tt0
∫ t
t0
〈Ps,t0f+, µt0〉ds+ 4〈f+, µt0〉+Dϕ(µt||µt0)
= 2β˜tt0
∫ t
t0
(
〈Ps,t0f+g, ν〉 − 〈f+g, ν〉
)
+ 2β˜tt0〈f+, µt0〉|t− t0|
+ 4〈f+, µt0〉+Dϕ(µt||µt0), (B.10)
where f−, f+ ∈ C+b (M), f ∈ C∞0 (M), P∗t,t0µt0 6= µt0 , and g = dµt0/dν with ν ∈ P(M) the
ergodic measure for Pt,t0 . The invariance of ν simplifies the bound (B.10) to
−2βtt0〈f+, µt0〉|t− t0| 6 Dϕ(µt||µt0) + 〈ϕ∗ (−f + 〈f, µt0〉) , µt0〉+ 4〈f+, µt0〉. (B.11)
It only remains to show that 〈ϕ∗ (−f + 〈f, µt0〉) , µt0〉 < ∞ for all f ∈ C∞0 (M). Indeed, for
ergodic ν ∈ P(M), P∗t,t0µt0 6= µt0 , and the continuity of (t, t0) 7→ Pt,t0f for all f ∈ C∞0 (M), we
have that ν  µt0 and µt0  ν (e.g., §5.6 in [16]). Thus, if f ∈ L1(M;µt0) ∩ L∞(M;µt0) we
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have f ∈ L1(M; ν) ∩ L∞(M; ν) and vice versa. Finally, as Dϕ(µt||µt0) < ∞ for all t > t0, we
have that Dϕ(ν||µt0) <∞ and the Fenchel’s convex conjugate of Dϕ(ν||µt0) yields
〈ϕ∗ (−f + 〈f, µt0〉) , µt0〉 = sup
ν:Dϕ(ν||µt0 )<∞
{−〈f, ν〉+ 〈f, µt0〉 − Dϕ(ν||µt0)} <∞.
Taking supremum over all f ∈ C∞0 (M) in (B.11) and noting that β˜(t) 6 0 we have
− C˜ϕ|t− t0| + 2K|β˜
t
t0 | 6 Dt−t0ϕ (µt||µt0), (B.12)
where
C˜ϕ := sup
f∈C∞0 (M)
{〈ϕ∗ (−f + 〈f, µt0〉) , µt0〉+ 4〈f, µt0〉} , K := sup
0<f∈C∞0 (M)
{〈f, µt0〉} .
The last assertion follows by taking the limit of (B.9) and (B.12) as t → ∞, and K 6 |λ1| can
easily be deduced from the ergodicity assumption. 
B.2. Proof of Theorem 3.6. The first part of the theorem is a well-known result since the
imposed regularity of the coefficients in (3.1) guarantees the existence of the strong solution
φt,t0(x, ω) of the SDE. This in turn implies that the Martingale problem associated with Lt has
an extremal solution16 and thus the existence and uniqueness of the nonnegative measure-valued
solution of the forward Kolmogorov equation (3.13) (e.g. [16, 43, 87]).
We present the proof of the second part of the theorem to make this article self-contained
(see [61, 68] for more details). Under the imposed regularity assumptions on the coefficients
of (3.1) satisfying (3.25)-(3.26), the maps φt,t0(x) and φ
−1
t,t0
(x) are C1 flows of diffeomorphisms
(e.g., [60, 61, 68]) and there exist Kω ∈ ∩p>1Lp(Ω) and α > 1 such that
|φ−1t,t0(x, ω)| 6 Kω(1 + |x|α), for all (t0, t, x) ∈ I × I ×M. (B.13)
Let Br ⊂M ⊆ Rd be a ball of radius r > 0, the spatial estimate (B.13) in turn gives us that
φ−1t,t0(Br, ω) ⊂ BKω(1+rα),
and, due to the monotone property of the finite positive measure µt0 , we have
µt0(φ
−1
t,t0
(Br, ω)) 6 ν0(BKω(1+rα)) =
∫
BKω(1+rα)
ρt0(x)md(dx) 6 sup
x∈BKω(1+rα)
{
ρt0(x)
}
Vd(1)K
d
ω(1 + r
α)d,
where Vd(1) is the volume of the unit ball in Rd. Therefore,
E
(
sup
t∈I
[
µt0(φ
−1
t,t0
(Br, ω))
]p) 6 Vd(1)p(1 + rα)pdE(MpKpdω ) <∞, ∀ p > 1, (B.14)
where M := sup{ρt0(x) : x ∈ BKω(1+rα)} < ∞. This procedure can be extended to a set of
the form
⋃
x∈S Br(x)(x) for some countable subset of S ⊂ M provided that the density of the
initial measure is sufficiently smooth and strictly positive (see, e.g., [68] for details). Thus, by
the covering lemma, the above construction can be extended to any Borel measurable subset
16 Here, an element P0 ∈ ∆ ⊂ P(C(I;M)) is said to be an extremal if P0 = λP1+(1−λ)P2, for some P0, P1 ∈ ∆
and 0 < λ < 1, implies that P0 = P1 = P2 i.e., a point in the convex set ∆ which is not an interior point of any
line segment lying entirely in ∆.
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A ∈ B(M) and we have that µt  md, P -a.s. for t ∈ I. Finally, in order to derive (3.27), note
that for any f ∈ C∞c (M),∫
M
f(φt,t0(x, ω))µt0(dx) =
∫
M
f(y)
d(µt0 ◦ φ−1t,t0)(y)
dµt0
µt0(dy) =
∫
M
f(y)pit,t0(y, ω)µt0(dy). (B.15)
On the other hand, by the duality of Markov evolutions (3.11), we have∫
M
f(x)µt(dx) =
∫
M
E[f(φt,t0(x, ω))]µt0(dx) =
∫
M
f(x)E[pit,t0(x, ω)]µt0(dx). (B.16)
Combining (B.15) and (B.16) leads to∫
M
f(x)µt(dx) =
∫
M
f(x)E(pit,t0(x, ω))ρt0(x)md(dx), f ∈ C∞c (M),
which gives
µt(dx) = ρt0(x)E[pit,t0(x, ω)]md(dx), t0, t ∈ I. 
B.3. Proof of Proposition 3.8. The proof exploits the Itoˆ formula for continuous semimartin-
gales obtained from the two-point motion
{
(φt,t0(x1, ω), φt,t0(x2, ω)) : (x1, x2)∈M⊗M, t, t0 ∈I
}
.
First, consider a semimartingale V (N)t : RNd → RNd with V (N)t,t0 = (Xx1t , . . . , XxNt ), (x1, · · ·xN ) ∈
⊗NM, s.t. Xt0,xit solves (3.1) with the initial conditoin xi ∈ M. The continuous depen-
dence the solutions Xt0,xit on the initial condition leads to the N -point motion generated by{
(φt,t0(x1, ω), · · · , φt,t0(xN , ω)): (x1, · · ·xN ) ∈ ⊗NM, t0, t ∈ I
}
which may be interpreted as a
stochastic flow generated by ‘running’ (3.1) simultaneously from N different initial conditions
(see, e.g., [6, 61, 13] for details). The N -point motion of stochastic flows is a Markov process on
RNd with the generator L(N) induced by (B.17) and Markov evolutions (P (N)t,t0 )t∈I in the form (3.5)
and generated by the transition kernel
P (N)(t0, (x1, . . . , xN ); t, E) := P
{
ω : (φt,t0(x1, ω), . . . , φt,t0(xN , ω))∈E
}
, t0, t ∈ I, E ∈ B(⊗NM).
Theorem B.1. [Itoˆ formula for continuous semimartingales [61]]. Let V (N)t,t0 = (X
x1
t , · · · , XxNt )
be a continuous semi-martinagale with Xt0,xit = φt,t0(xi, ω). If f ∈ C2(RNd), then f(V (N)t ) is a
continuous semi-martingale which satisfies
f(V (N)t,t0 )− f(V (N)t0 ) =
N∑
i=1
∫ t
t0
∂xif(V
(N)
s,t0
)dXis +
1
2
N∑
i,j=1
∫ t
t0
∂2xixjf(V
(N)
s,t0
)d
〈
Xis, X
j
s
〉
s
. (B.17)
If f ∈ C3(RNd), then we have
f(V (N)t,t0 )− f(V (N)t0 ) =
N∑
i=1
∫ t
t0
∂xif(V
(N)
s,t0
) ◦ dXis. (B.18)
Proof of Proposition 3.8: Consider the Markov transition kernel for the two-point motion{
(φt,t0(x1, ω), φt,t0(x2, ω)) : (x1, x2) ∈M×M, t, t0 ∈ I
}
is given by
P (2)(t0, (x1, x2); t, E) := P{ω : (φt,t0(x1, ω), φt,t0(x2, ω)) ∈ E}, t0, t ∈ I, E ∈ B(M×M),
and the corresponding Markov evolution P (2)t,t0 (cf. (3.5)) defined by
P (2)t,t0f(x1, x2) :=
∫
R2d
f(u, z)P (2)(t0, (x1, x2); t, du⊗ dz) = E
[
f(φt,t0(x1, ω), φt,t0(x2, ω))
]
,
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for f ∈ Cb(M×M) and µ⊗ ν ∈ P(M×M) with the dual
(P (2)∗t,t0 µ⊗ ν)(E) =
∫
M×M
P (2)(t0, (x1, x2); t, E)µ⊗ ν(dx1, dx2), t > t0, E ∈ B(M×M).
Now, let Xt0,x1t (ω) = φt,t0(x1, ω) and X
t0,x2
t (ω) = φt,t0(x2, ω) be solutions of (3.1) starting from
two initial conditions x1, x2 ∈ M. Then, according to the Itoˆ’s formula (B.18) with f(x1, x2) =
x1 − x2, the process V (2)t,t0 = φt,t0(x1, ·)− φt,t0(x2, ·) is a semimartingale and it can be represented
as
V (2)t,t0 = x1−x2 +
∫ t
t0
[
b(s, φs,t0(x1))− b(s, φs,t0(x2))
]
ds+
∫ t
t0
[
σ(s, φs,t0(x1))− σ(s, φs,t0(x2))
]
◦ dWs.
(B.19)
The equation (3.35) follows from (B.19). Next, for g ∈ Cb(M×M), define
P (2)t,t0 g(x1 − x2) := E
[
g
(
V (2)t,t0
)∣∣∣V (2)t,t0 = x1 − x2] = ∫M×M g(y − u)P (2)(t0, (x1, x2)); t, dy ⊗ du).
Furthermore, the generator of the two-point motion {(φt,t0(x, ω), φt,t0(y, ω)) : t0, t ∈ I, (x, y) ∈
M×M} is given by
L(2)t :=
d∑
i=1
b˚i(t, x)∂xi +
d∑
i=1
b˚i(t, y)∂yi +
1
2
2d∑
i,j=1
d∑
k=1
σk,i(t, x, y)σk,j(t, x, y)∂
2
xixk
,
where σk,i(t, x, y) := σki(t, x) and σk,i+d(t, x, y) := σkj(t, y), i = 1, 2, · · · , d. Finally, application of
Itoˆ’s formula (Theorem B.1) to the process g
(
V (2)t,t0(ω)
)
= g (φt,t0(x1, ω)− φt,t0(x2, ω)) , t0, t ∈ I,
for g ∈ C2b (M×M), gives a simplified form of the generator L(2)t as
L(2)t g(x1 − x2) =
(˚
b(t, x1)− b˚(t, x2)
)
∂x g(x1 − x2)
+ 12tr
([
σ(t, x1)− σ(t, x2)
]THg(x1 − x2)[σ(t, x1)− σ(t, x2)]) .
Setting x1 = x+v and x2 = x in the above two expressions for P (2)t,t0 and L(2)t yields, PΦ
x
t,t0 in (3.36)
and Lxt in (3.37). 
B.4. Proof of Proposition 3.9. If Dφt,t0(x + v, ω) exists for t0, t ∈ I, x + v ∈ M for almost
all ω ∈ Ω, we differentiate the centred flow Φxt,t0(v, ω) in (3.34) with respect to v which yields
DΦxt,t0(v, ω) = Dφt,t0(x+ v, ω), P-a.s. (B.20)
The relationship in (B.20) implies, in particular, that the solutions yt = Dφt,t0(x+v, ω)y coincide
with yt = DΦ
x
t,t0(v, ω)y for almost all ω ∈ Ω. Thus, if Dφt,t0(x+ v, ω) in (3.31) is bounded away
from zero for x + v ∈ M and for almost all ω ∈ Ω, then DΦxt,t0(v, ω)−1 = Dφt,t0(x + v, ω)−1,
P-a.s. which implies that DΦxt,t0(v, ω) is nonsingular.
Next, if the coefficients of the SDE (3.1) are such that φt,t0 is a stochastic flow of C1,α diffeo-
morphisms for some 0 < α 6 1, it is clear from the definition in (3.34) and Remark 3.5 that the
stochastic flow Φxt,t0 is C1,β for some 0 < β 6 1, satisfies (see also [6, 61, 60])
Φ−1,xt,t0 (v, ω) = v −
∫ t
t0
DΦxξ,t0(Φ
−1,x
ξ,t0
(v, ω), ω)−1
(
bx(ξ, v)dξ +
d∑
k=1
σx(ξ, v) ◦ dW kξ
)
,
where bx(t, v) = b(t, x + v) − b(t, x) and σx(t, v) = σ(t, x + v) − σ(t, x); clearly, Φ−1,xt,t0 (0, ω) = 0
for almost all ω ∈ Ω. Moreover, if the derivative flows Dφt,t0(x˜, ω) and Dφt,t0(x˜, ω)−1 satisfy the
MEASURES OF EXPANSION RATES AND LAGRANGIAN TRANSPORT IN STOCHASTIC FLOWS 61
uniform integrability condition (3.39) at x˜ = x + v ∈ M, it follows from the above and (B.20)
that DΦxt,t0(v, ω) and DΦ
x
t,t0(v, ω)
−1 also satisfy the uniform integrability condition. 
B.5. Proof of Proposition 4.4. Consider a convex function ϕ‡ : (0,∞)→ R defined by ϕ‡(z) =
zϕ(z−1) for all z > 0, where ϕ satisfies (4.1) and its local boundedness implies continuity. Then,
for all t, t0 ∈ I, one might represent Dϕ(µt||µt0) in a way resembling the Caldero´n-Zygmund
decomposition as
|t− t0|Dt−t0ϕ (µt||µt0) =
∫
M
ϕ
(
ρt(x)
ρt0(x)
)
ρt0(x)md(dx)
=
∫
{x: ρt(x)ρt0 (x)>0}
ϕ
(
ρt(x)
ρt0(x)
)
ρt0(x)md(dx)
+ lim
ε→0
ϕ(ε)µt0{x : ρt(x) = 0}+ lim
ε→0
ϕ‡(ε)µt{x : ρt0(x) = 0}. (B.21)
Since the initial density ρt0 is strictly positive and the Markov dual is generated by a flow of C
1,α
diffeomorphisms, then the solution of the forward Kolmogorov equation (3.13) is strictly positive
(see, e.g., [87, 16, 43, 62]). Taking the limits in (B.21) and accounting for properties of ϕ and ϕ‡
imposed by the normality conditions (4.1) leads to the desired result.
In order to complete the proof, we need to show that ϕ
(
ρt/ρt0
) ∈ L1(M;µt0). Recall, that ρt
solves (3.15) which may be re-written as (e.g., [43])
∂tρt = L∗tρt = L˜tρt − V (t, x)ρt,
where L∗t is the L2(M)-dual of the generator Lt (3.2) of the flow φt,t0 associated with (3.1), L˜t
is a second-order differential operator given by
L˜tρ := −
∑
i
(˚
bi −
∑
j ∂xjaij
)
∂xiρ+
1
2
∑
i,j aij∂
2
xixjρ, (B.22)
and the function V (t, x) is given by
V (t, x) :=
∑
i ∂xi b˚i − 12
∑
i,j ∂
2
xixjaij .
Then, by the Feynman-Kac formula we have
‖ρt‖∞ 6 ‖ρt0‖∞ exp
(∫ t
t0
∥∥∥(∑i∂xi b˚i(s, ·)− 12 ∑i,j ∂2xixjaij(s, ·))∥∥∥∞ds
)
=: K, t0, t ∈ I.
Given that ρt0 > 0, there exists C > 0 such that ρt0(x) > C for all x ∈M and, consequently,
0 <
ρt
ρt0
6 K
C
, t0, t ∈ I. (B.23)
Recall that the convex function ϕ : (0,∞) → [0,∞) in the definition of ϕ-divergence in (4.2) is
locally bounded with ϕ(1) = 0 and let L be the bound on ϕ on the ball B2r(1) ⊂ [0,∞) with
r = K/C+1. Next, observe from (B.23) that ρt/ρt0 , 1 ∈ Br(1) and define z = ρ˜+ ra(ρ˜−1), where
ρ˜ := ρt/ρt0 and a := |ρ˜− 1|. Clearly, |z| 6 2r, which implies that z ∈ B2r(1) and that ρt/ρt0 can
be written as a convex combination of points lying in the ball B2r(1); namely
ρt
ρt0
=
a
a+ r
z +
r
a+ r
1.
Then, by convexity of ϕ, we have
ϕ
( ρt
ρt0
)
6 a
a+ r
ϕ(z) +
r
a+ r
ϕ(1) 6 L
a+ r
a 6 L
r
a =
L
r
∣∣ ρt
ρt0
− 1∣∣ 6 L.
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Integrating both sides with respect to µt0 , we have∫
M
ϕ
(
ρt(x)
ρt0(x)
)
ρt0(x)md(dx) 6 L <∞,
which implies that ϕ
(
ρt/ρt0
) ∈ L1(M;µt0), t0, t ∈ I. 
B.6. Proof of Lemma 4.5. Given the same assumptions as in Theorem 4.4 we have for t, t0 ∈ I
Dϕ(µt||µt0) =
∫
M
ϕ (ρt(x)/ρt0(x)) ρt0(x)md(dx) =
Thm. 3.6
∫
M
ϕ
(
E[pit,t0(x, ω)]
)
ρt0(x)md(dx)
6
Jensen’s ineq.
∫
M
E[ϕ(pit,t0(x, ω))]ρt0(x)md(dx) =
∫
M
E
[
ϕ
(
α−1t,t0(φ
−1
t,t0
(x, ω), ω)
)]
ρt0(x)md(dx)
=
Fubini’s thm.
E
[ ∫
M
ϕ
(
α−1t,t0(φ
−1
t,t0
(x, ω), ω)
)
ρt0(x)md(dx)
]
= E
[ ∫
M
ϕ
(
α−1t,t0(ξ, ω)
)
ρt0(φt,t0(ξ, ω))
∣∣detDφt,t0(ξ, ω)∣∣ρ−1t0 (ξ)ρt0(ξ)md(dξ)]
= E
[ ∫
M
ϕ
(
α−1t,t0(ξ, ω)
)
αt,t0(ξ, ω)ρt0(ξ)md(dξ)
]
=
∫
M
E
[
ϕ‡(αt,t0(ξ, ω))
]
µt0(dξ).
B.7. Proof of Theorem 4.7. In order to prove Theorem 4.7, which is given below in §B.8, we
first need the following result:
Theorem B.2. Suppose the drift and diffusion coefficients of (3.1) satisfy σk(t, ·)∈C3,δ(Rd;Rd),
and b(t, ·) ∈ C1,δ(Rd,Rd) with δ > 0 and that (3.25)-(3.26) hold. If µt0md and the density
ρt0= dµt0/dmd ∈ C3(Rd;R+), then the semi-martingale
{
ϕ‡(αt,t0(x, ω)) : t, t0 ∈I
}
admits the
Doob-Meyer’s decomposition
ϕ‡(αt,t0(x, ω)) =
∫ t
t0
I{ω: s<τ}D−ϕ‡(αs,t0(x, ω))dαs,t0(x, ω)
+
1
2
∫ ∞
0
L`t(α)ϕ
′′
‡ (d`)−∆ϕ‡(0)I{t0<τ≤t}, (B.24)
where τ = inf
{
t ∈ I : αt,t0(x, ω) = 0
}
, ∆ϕ‡(0) = limz→0+ ϕ‡(z) − ϕ‡(0) ≤ 0, L`t(α) is the local
time of αt,t0(x, ω) at level ` > 0 (e.g., [61, 81]), and ϕ′′‡ (d`) is a locally finite Borel measure
on (0,∞)17. In particular, if ϕ‡ is twice continuously differentiable on (0,∞), then
ϕ‡(αt,t0(x, ω)) =
∫ t
t0
I{ω: s<τ}D−ϕ‡(αs,t0(x, ω))dαs,t0(x, ω)
+
1
2
∫ t
t0
I{ω: s<τ}ϕ′′‡ (αs,t0(x, ω))d〈αs,t0(x, ω)〉s. (B.25)
Proof. The proof is related to the result in [44]) where similar localisation argument with the
‘time-reversal’ trick was used to obtain a bound on a different functional (the so-called U -entropy)
17Recall that the second weak derivative of locally bounded convex function defines a locally finite Borel measure
on the real line (see, e.g., [5, 67, 81] for details).
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satisfying (4.1). First, we construct a sequence of stopping times using the density process
{αt,t0(x, ω) : t, t0 ∈ I}. For this, consider the stopping time for any n ∈ N given by
τn = inf
{
t ∈ I : αt,t0(x, ω) ≤
1
n
or
∫ t
t0
[D−ϕ‡(αt,t0(x, ω))]
2d〈αs,t0〉s ≥ n
}
,
and τn ↑ τ as n → ∞ with τ = inf
{
t ∈ I : αt,t0(x, ω) = 0
}
. The process {αt,t0(x, ω) : t, t0 ∈ I}
is an F tt0 continuous semi-martingale, since by Itoˆ’s formula it satisfies the following SDE ([61])
with smooth coefficients
αt,t0(x, ω) = 1 +
∫ t
t0
αs,t0(x, ω)G(φs,t0(x, ω), s)dWs +
∫ t
t0
αs,t0(x, ω)
Lˇ∗sρt0(φs,t0(x, ω))
ρt0(φs,t0(x, ω))
ds. (B.26)
The left-sided derivative D−ϕ‡ is bounded on I due to the convexity of ϕ‡. Furthermore, t 7→∫ t
t0
[D−ϕ‡(αs,t0(x, ω))]2d〈αs,t0〉s is finite and continuous on [t0, (t0 + T ) ∧ τ ] (see [81, 44]). Then,
by Itoˆ-Tanaka’s formula (e.g., [61, 81]), we have for any t, t0 ∈ I
ϕ‡(αt∧τn,t0(x, ω)) = ϕ‡(αt0,t0(x, ω))+
∫ t∧τn
t0
D−ϕ‡(αs,t0(x, ω))dαs,t0(x, ω)
+
1
2
∫
R+
L`t∧τn(α(x, ω))ϕ
′′
‡ (d`), (B.27)
where L`t(α) is the local time of αt,t0(x, ω) at level ` > 0 (e.g., [61, 81]) given by
L`t(α) = 2
[
(αt,t0(x, ω)− `)+ − (αt0,t0(x, ω)− `)+ −
∫ t
t0
I{αs,t0 (x,ω)>`}dαs,t0(x, ω)
]
.
Next, we note that
ϕ‡(αt0,t0(x, ω)) = ϕ‡(1) <∞ and E
[ ∫ t∧τn
t0
D−ϕ‡(αs,t0(x, ω))dαs,t0(x, ω)
]
= 0
in (B.27) which leads to
E[ϕ‡(αt∧τn,t0(x, ω))] =
1
2
E
[ ∫
R+
L`t∧τn(α(x, ω))ϕ
′′
‡ (d`)
]
. (B.28)
Furthermore, the function ϕ‡ is convex and locally bounded on the set (0,∞), which leads to
lim
n→∞ϕ‡(αt∧τn,t0(x, ω)) = ϕ‡(αt∧τ,t0(x, ω)) + ∆ϕ‡(0)I{t0<τ≤t}
= ϕ‡(αt,t0(x, ω)) + ∆ϕ‡(0)I{t0<τ≤t}. (B.29)
Next, using the continuity of the semi-martingale {ϕ‡(αt,t0(x, ω) : t, t0 ∈ I} we have that
lim
n→∞E[ϕ‡(αt∧τn,t0(x, ω)] = E[ϕ‡(αt,t0(x, ω))] + P{ω : t0 < τ ≤ t}∆ϕ‡(0), (B.30)
and by the Monotone Convergence Theorem, we can combine (B.30) and (B.28) to obtain
E[ϕ‡(αt,t0(x, ω))] = −∆ϕ‡(0)P{ω : 0 < τ ≤ t}+
1
2
E
[ ∫
(0,∞)
L`t∧τ (α)ϕ
′′
‡ (d`)
]
.
Next, we notice that αs,t0 = 0, P ⊗ µt0-a.s. for all s ∈ [τ, t0 + T ] with T < ∞. We now replace
t ∧ τ by t and notice that
lim
n→∞
∫
(0,∞)
L`t∧τn(α)ϕ
′′
‡ (d`) =
∫
(0,∞)
L`t(α)ϕ
′′
‡ (d`) <∞, P⊗ µt0 - a.s.
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Also, we have seen that the left hand side of (B.27) converges to ϕ∗{αt,t0} + ∆ϕ∗(0)I{0<τ≤t} in
(B.29), this implies that the stochastic integral in the left hand of (B.27) has finite limit in proba-
bility. So
∫ t∧τ
t0
[D−ϕ‡(αs,t0(x, ω))]2d〈αs,t0(x, ω)〉s <∞ and thus
∫ t∧τ
t0
D−ϕ‡(αs,t0(x, ω))dαs,t0(x, ω)
is well defined, we therefore, have for any t, t0 ∈ I
ϕ‡(αt,t0(x, ω)) =
∫ t
t0
I{ω:s<τ}D−ϕ‡(αs,t0(x, ω))dαs,t0(x, ω)
+
1
2
∫
(0,∞)
L`t(α)ϕ
′′
‡ (d`)−∆ϕ‡(0)I{t0<τ≤t}. (B.31)
For the second assertion, we observe that if ϕ‡ is twice continuously differentiable on (0,∞) we
have have ϕ′′‡ (dy) = ϕ
′′
‡ (y)dy and then by the occupation time formula (e.g., [81]), equation (B.31)
becomes
ϕ‡(αt,t0(x, ω) =
∫ t
t0
I{ω: s<τ}D−ϕ‡(αs,t0(x, ω))dαs,t0(x, ω)
− 1
2
∫ t
t0
I{ω: s<τ}ϕ′′‡ (αs,t0(x, ω))d〈αs,t0(x, ω)〉s.
which gives (B.25) as claimed. 
B.8. Proof of Corollary 4.8. Based on Theorem B.2 the following holds for any t, t0 ∈ I
ϕ‡(αt,t0(x, ω)) =
∫ t
t0
I{ω:s<τ}D−ϕ‡(αs,t0(x, ω))dαs,t0(x, ω)
+
1
2
∫
(0,∞)
L`t(α)ϕ
′′
‡ (d`)−∆ϕ‡(0)I{t0<τ≤t}. (B.32)
Taking the expectation of (B.32) conditioned on the filtration F tt0 , we have that
E
[
ϕ‡(αt,t0(x, ω))
]
= −∆ϕ‡(0)P{ω : t0 < τ ≤ t}+ 1
2
E
[ ∫
(0,∞)
L`t(αt0)ϕ
′′
‡ (d`)
]
, t, t0 ∈ I,
which, combined with the inequality (4.10), leads to the first assertion
Dϕ(µt||µt0) ≤ −∆ϕ‡(0)P{ω : t0 < τ ≤ t}+
1
2
∫
M
E
[ ∫
(0,∞)
L`t(αt0)ϕ
′′
‡ (d`)
]
dµt0 , t, t0 ∈ I.
Next, if ϕ is twice continuously differentiable on (0,∞), we obtain
Dϕ(µt||µt0) ≤ −
1
2
∫
M
E
[ ∫ t
t0
I{ω:s<τ}ϕ′′‡ (αs,t0(x, ω))d〈αs,t0(x, ω)〉s
]
ρt0(x)md(dx), t, t0 ∈ I.
Finally, using the fact that αt,t0(x, ω)
2−〈αt,t0(x, ω)〉t is a local martingale, we obtain the desired
inequality
Dϕ(µt||µt0) ≤
1
2
∫
M
E
[ ∫ t
t0
I{ω:s<τ}ϕ′′‡ (αs,t0(x, ω))βs,t0(x, ω)ds
]
ρt0(x)md(dx), t, t0 ∈ I,
where
βt,t0 = α
2
t,t0
[
aGt (φt,t0 , φt,t0)− 2ρ−1t0 (φt,t0)Lˇ∗tρt0(φt,t0)
]
. 
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B.9. Alternative version of the bound (4.12) in Corollary 4.8. Corollary (4.8) can be
derived without the localisation argument (i.e., without relying on Theorem 4.7) by utilising
similar techniques to those exploited to bound finite-time Lyapunov functionals in §5,6. Here,
in line with the framework adopted in in §5,6, we present this result in terms of the centred
flow Φxt,t0 ; given the definition of the centred flow Φ
x
t,t0 (3.34) an equivalent result holds for the
‘uncentred’ flow φt,t0 induced by (3.1).
Proposition B.3. Let {Φxt,t0 : t ∈ I} be a centred stochastic flow of diffeomorphisms of (3.1) with
uniformly integrable derivative flow {DΦxt,t0(v, ω) : t ∈ I} at v ∈Mx ⊆ Rd. Let µxt0 ∈ P(Mx) be
the law of the initial condition with ρxt0 ∈ C3b (Mx;R+). If µxt (dv) = PΦ∗t,t0µxt0(dv) = ρxt (v)md(dv) is
the solution of the corresponding Forward Kolmogorov such that Dkl(µxt ||µxt0) <∞ for all t ∈ I
(cf. Proposition 4.4), then
Dt−t0kl (µxt ||µxt0) 6
1
|t− t0|
∫ t
t0
E
[∫
Mx
(
V xs ρ
x
t0(v)− Lˇx∗s ρxt0(v)
)
Πxs,t0(dv, ω)
]
ds,
where Πx(dv, ω) := (Φxt,t0µ
x
t0)(dv) = pi
x
t,t0(v, ω)µ
x
t0(dv), V
x
t ρ
x
t0(ξ) :=
1
2∇ξ(ρxt0ax)(t, ξ)∇v log ρxt0(ξ)
and Lˇx∗s is the generator of the inverse centred flow Φ−1,xt,t0 (x) given by
Lˇx∗t h(v) =
1
2
d∑
i,j=1
∂2vivj (a
x
ij(t, v)h(v)) +
d∑
i=1
∂xi [b
x
i (t, v)h(v)− cxi (t, v)h(v)] ,
with axij = σ
x
ikσ
x
jk, k = 1, . . . , d, and c
x
i (t, v) =
1
2
∑d
j=1 σ
x
jk(t, v)∂vjσ
x
ik(t, v).
Proof. Recall from Lemma 4.5 that
Dϕ(µxt ||µxt0) 6
∫
Mx
E
[
ϕ‡(αxt,t0(v, ω))
]
µt0(dx). (B.33)
For ϕ(z) = z log z − z + 1, z > 0, we have that ϕ‡(z) = − log z + z − 1, z > 0, so that∫
Mx
E[ϕ‡
(
αxt,t0(v, ω)
)
]ρxt0(v)md(dv) = −
∫
Mx
E[log
(
αxt,t0(v, ω)
)
]ρxt0(v)md(dv).
The density process {αxt,t0(v, ω) : t ∈ I} can be written as (see (3.21))
logαxt,t0(v, ω) = log
[
Jt,t0(x+ v, ω)ρ
x
t0(Φ
x
t,t0(v, ω))
]− log ρxt0(v). (B.34)
By the assumption that ρxt0 ∈ C3b (Mx;R+), we apply stochastic Liouville formula (e.g., [6, 61, 11])
and Itoˆ’s formula to obtain
dJt,t0(x+ v) = Jt,t0(x+ v)
[
∇v · bx(t,Φxt,t0(v))dt+
d∑
k=1
∇v · σxk(t,Φxt,t0(v)) ◦ dW kt
]
, (B.35)
and
dρxt0(Φ
x
t,t0(v)) = b
x(t,Φxt,t0(v))∇vρxt0(Φxt,t0(v))dt
+
d∑
k=1
σxk(t,Φ
x
t,t0(v))∇vρxt0(Φxt,t0(v)) ◦ dW kt . (B.36)
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Application of Itoˆ’s product rule to Jt,t0(x+ v)ρ
x
t0(Φ
x
t,t0(v)) leads to
d
[
Jt,t0(x+ v)ρ
x
t0(Φ
x
t,t0(v))
]
= ρxt0(Φ
x
t,t0(v)) ◦ dJt,t0(x+ v) + Jt,t0(x+ v) ◦ dρxt0(Φxt,t0(v))
= Jt,t0(x+ v)ρ
x
t0(Φ
x
t,t0(v))
[
∇v · bx(t,Φxt,t0(v))dt+
d∑
k=1
∇v · σxk(t,Φx(v)) ◦ dW kt
+ bx(t,Φxt,t0(v))∇v log ρxt0(Φxt,t0(v))dt+
d∑
k=1
∇v log ρxt0(Φxt,t0(v))σxk(t,Φxt,t0(v)) ◦ dW kt
]
.
Setting b˚x = bx − cx and converting the above to Itoˆ’s differential, we obtain
d log
[
Jt,t0(x+ v)ρt0(Φ
x
t,t0(v))
]
=
1
ρxt0(Φ
x
t,t0
(v))
∇v · (˚bxρxt0)(t,Φxt,t0(v))dt+
1
2
∇v ·
(
1
ρxt0(Φ
x
t,t0
(v))
∇v · (axρt0)(t,Φxt,t0(v)))
)
dt
+
d∑
k=1
1
ρxt0(Φ
x
t,t0
(v))
∇v · (σxkρxt,t0)(t,Φxt,t0(v))dW kt
=
1
ρxt0(Φ
x
t,t0
(v))
[
∇v · (˚bxρxt0)(t,Φxt,t0(v))
]
dt+
1
2ρt0(t, φt,t0(x))
∇v · ∇v · (axρxt0)(t,Φxt,t0(v))dt
− 1
2ρxt0(Φ
x
t,t0
(v))
∇v · (axρxt0)(t,Φxt,t0(v))∇v log ρxt0(Φxt,t0(v))dt
+
d∑
k=1
1
ρxt0(Φ
x
t,t0
(v))
∇v · (σxkρxt0)(t,Φxt,t0(v))dW kt
=
1
ρxt0(Φ
x
t,t0
(v))
Lˇx∗t ρxt0(Φxt,t0(v))dt−
1
2ρxt0(Φ
x
t,t0
(v))
∇v · (axρxt0)(t,Φxt,t0(v))∇v log ρxt0(Φxt,t0(v))dt
+
d∑
k=1
1
ρxt0(Φ
x
t,t0
(v))
∇v · (σxkρxt0)(t,Φxt,t0(v))dW kt .
This implies that
E log
[
Jt,t0(x+ v)ρ
x
t0(Φ
x
t,t0(v))
]− log ρxt0(v)
= E
[∫ t
t0
1
ρxt0(Φ
x
s,t0
(v))
Lˇx∗s ρxt0(Φxs,t0(v))ds
]
− 1
2
E
[∫ t
t0
1
ρxt0(Φ
x
s,t0
(x))
∇v · (axρxt0)(s,Φxs,t0(v))∇v log ρxt0(Φxs,t0(v))ds
]
= E
[∫ t
t0
1
ρxt0(Φ
x
s,t0
(v))
(Lˇx∗s − V xs )ρxt0(Φxs,t0(v))ds
]
.
By the equality (B.34), we have∫
Mx
E[log
(
αxt,t0(v, ω)
)
]µxt0(dv) =
∫
Mx
E
[ ∫ t
t0
1
ρxt0(Φ
x
s,t0
(v))
(Lˇx∗s − V xs )ρxt0(Φxs,t0(v))ds
]
µxt0(dv)
=
∫ t
t0
E
[∫
Mx
[Lˇx∗s ρxt0(v)− V xs ρxt0(v)]Πxs,t0(dv, ω)
]
ds,
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where the second equality follows from the Fubini’s theorem and fact that
Πxt,t0(dv, ω) =
1
ρxt0(v)
|detDΦ−1,xt,t0 (v, ω)|ρxt0(Φ−1,xt,t0 (v))µxt0(dv).
Finally, by the inequality (B.33), we have
Dt−t0kl (µxt ||µxt0) 6
1
|t− t0|
∫ t
t0
E
[∫
Mx
(
V xs ρ
x
t0(v)− Lˇx∗s ρxt0(v)
)
Πxs,t0(dv, ω)
]
ds. 
B.10. Derivation of the bound (4.13).
Proposition B.4. Consider the following autonomous SDE
dXt = b(Xt)dt+
d∑
k=1
σk(Xt) ◦ dW kt , Xt0 = x ∼ µt0(dx) = ρt0(x)md(dx),
on M = Rd or M = Td with b ∈ C1,δb (Rd), σk ∈ C3,δb (Rd), 16 k6 d, 0<δ< 1. Assume that
the corresponding Markov semigroup (Pt−t0,0)t>t0 admits a smooth ergodic probability measure
ν on M. Let λF,V1 be the principal eigenvalue of the operator LF,V = L+ F · ∇+ V with F, V
defined below. If Dkl(µt||µt0) <∞ for all t > t0, then, the following inequality holds
λF,V1 6 sup
ν∈Pinv(M)
sup
0<f∈C2b (M)
∫
M
Q(af)(x)ν(dx)− lim
t→∞D
t−t0
kl (µt||µt0).
where Pinv(M) = {ν ∈ P(M) : P∗t−t0,0ν = ν},
Q(aρt0(x)) =
1
2
(
a∇ log ρt0(x)
) · ∇ log ρt0(x),
Fi(x) =
1
2
d∑
j=1
(
σik(x)∂xjσjk(x)− σjk(x)∂xjσik(x)
)
, 1 6 i 6 d,
and V is a bounded continuous function defined by
V (x) =
1
2
d∑
i,j=1
∂2xi,xjaij(x) +
d∑
i=1
∂xi (bi(x)− ci(x)) ,
aij(x) =
d∑
k=1
σik(x)σjk(x), ci(x) =
1
2
d∑
k,j=1
σjk(x)∂xjσik(x).
Proof. We rewrite the integrand in (4.12) of Corollary 4.8 as
1
2
aG(x, x)− Lˇ
∗ρt0(x)
ρt0(x)
=
1
2
aG(x, x)− 1
2ρt0(x)
d∑
ij=1
∂2xixj (aij(x)ρt0(x))
− 1
ρt0(x)
d∑
i=1
∂xi([bi − ci](x)ρt0(x))
=
1
2
aG(x, x)− 1
2ρt0(x)
d∑
ij=1
aij(x)∂
2
xixjρt0(x)−
1
ρt0(x)
d∑
i=1
[bi + ci](x)∂xiρt0(x)
+
2
ρt0(x)
d∑
i=1
ci(x)∂xiρt0(x)−
1
ρt0(x)
d∑
i,j=1
∂xjaij(x)∂xiρt0(x)− V (x)
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=
1
2
(
a∇ log ρt0(x)
) · ∇ log ρt0(x) + 12∇a∇ log ρt0(x)− Lρt0(x)ρt0(x)
+
2
ρt0(x)
d∑
i=1
ci(x)∂xiρt0(x)−
1
ρt0(x)
d∑
i,j=1
∂xjaij(x)∂xiρt0(x)− V (x)
=
1
2
(
a∇ log ρt0(x)
) · ∇ log ρt0(x) + 12ρt0(x)
d∑
i,j=1
σjk(x)∂xjσik(x)∂xiρt0(x)
− 1
2ρt0(x)
d∑
ij=1
σik(x)∂xjσjk(x)∂xiρt0(x)−
Lρt0(x)
ρt0(x)
− V (x)
= Q(a(x)ρt0(x))−
LF,V ρt0(x)
ρt0(x)
. (B.37)
Let K ⊂M be a relative compact subset ofM, and consider the generator LF,V = L+F ·∇+V
with the corresponding semigroup PF,Vt−t0,0. Consider, the Dirichlet problem
LF,V f(t, x) + λf(t, x) = 0, x ∈ K,
f(t, x) = 0, (t, x) ∈ [0,∞)× ∂K,
f(0, x) = ρt0(x).
Then, by the sub-multiplicative property of ‖PF,Vt−t0,0‖ = supx∈K(P
F,V
t−t0,0 · 1)(x) in t, the following
limit is well-defined (e.g., [38, 15])
λF,V1 = limt→∞
1
|t− t0| log ‖P
F,V
t−t0,0‖. (B.38)
The variational representation is also given by [38, 15]
λF,V1 = sup
ν∈P(K)
sup
0<f∈Cb(M)
{∫
M
LF,V f(x)
f(x)
)ν(dx)
}
= sup
ν∈P(K)
{∫
M
V (x)ν(dx)− IF (ν)
}
,
where the functional ν 7→ IF (ν) is defined by
IF (ν) = − inf
0<f∈C2b (M)
{∫
M
(Lf/f + F · ∇f/f) (x)ν(dx)
}
.
In this case, the inequality (4.12) in Corollary 4.8 becomes
Dt−t0kl (µt||µt0) 6
1
|t− t0|
∫ t
t0
E
[∫
M
(
Q(a(ξ)ρt0(ξ))−
LF,V ρt0(ξ)
ρt0(ξ)
)
(φs−t0,0µt0)(dξ)
]
.
Recall from Theorem 3.6 that the expectation of the random measure E[(φt−t0,0µt0)(A))] =
E[µ(φ−1t−t0,0(A))], A ∈ B(M), coincides with the solution of forward Kolmogorov equation, also,
as the coefficients b, σ.k, 1 6 k 6 d are smooth and independent of (t, ω) ∈ R× Ω, we have
Dt−t0kl (µt||µt0) 6
1
|t− t0|
∫ t
t0
[
−
∫
M
LF,V ρt0(ξ)
ρt0(ξ)
µs(dξ) +
∫
M
Q(aρt0)(ξ)µs(dξ)
]
ds.
If the Markov semigroup Pt−t0,0 has an invariant measure ν, taking limit of both sides as t→∞
and supremum over all f ∈ C2b (M), f > 0, we obtain
lim
t→∞D
t−t0
kl (µt||µt0) +
(∫
M
V (x)ν(dx)− IF (ν)
)
6 sup
0<f∈C2b (M)
∫
M
Q(af)(x)ν(dx).
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Finally, taking supremum over the closed convex set Pinv(M), we arrive at the claimed estimate
lim
t→∞D
t−t0
kl (µt||µt0) + λF,V1 6 sup
ν∈Pinv(M)
sup
0<f∈C2b (M)
∫
M
Q(af)(x)ν(dx). 
B.11. Proof of Proposition 4.14. This result can be obtained from the duality representation
of the ϕ-divergence since
Dϕ(P∗t,t0µBε(u)||µBε(u)) = sup
h∈Cb(M)
{〈
h,P∗t,t0µBε(u) − µε,αt
〉
−
〈
ϕ∗(h), µε,αt0 − µBε(u)
〉
+
〈
h, µε,αt
〉
−
〈
ϕ∗(h), µε,αt0
〉}
6 sup
h∈Cb(M)
{〈
h,P∗t,t0µBε(u) − µε,αt
〉
−
〈
ϕ∗(h), µε,αt0 − µBε(u)
〉}
+Dϕ
(
µε,αt ||µε,αt0
)
.
Given that infu∈R+ ϕ(u) > −∞ (cf. (4.1)), we have (−a, a) ⊂ domϕ∗ for some a ∈ R+, it
follows that the strictly convex function ϕ∗ is bounded, so that ϕ∗(h) ∈ Cb(M). The joint lower-
semicontinuity of Dϕ, the fact that ϕ∗(h) ∈ Cb(M), and application of Fatou’s lemma yields
lim inf
α→0
Dϕ(µε,αt ||µε,αt0 ) ≥ Dϕ(P∗t0,tµBε(u)||µBε(u)), for all t, t0 ∈ I. (B.39)
On the other hand, let Br(ξ)⊂M. Given the above regularisation and the existence of unique
weak solutions of (3.13) with density ρε,αt (e.g., [16]), we have from Besicovitch derivation [5] that
lim
r→0
µε,αt0 (Br(ξ))
md(Br(ξ))
= ρε,αt0 (ξ) > 0, and limr→0
µε,αt (Br(ξ))
md(Br(ξ))
= ρε,αt (ξ), a.e.,
which, consequently, implies that
dµε,αt
dµε,αt0
(ξ) = lim
r→0
µε,αt (Br(ξ))
µε,αt0 (Br(ξ))
, a.e. ξ ∈ supp(µε,αt0 ). (B.40)
Furthermore, the convexity of ϕ and the Jensen’s inequality leads to
ϕ
(
dµε,αt
dµε,αt0
(ξ)
)
6
∫
M
ϕ(gεt (ξ − y))ηα(y)md(dy), (B.41)
where dµε,αt /dµ
ε,α
t0
(x) → gεt (x) := (fBε(u)(x))−1P∗t,t0fBε(u)(x) a.e. x ∈ Bε(u) as α → 0. Integrat-
ing both sides w.r.t µε,αt0 yields∫
M
ϕ
(
dµε,αt
dµε,αt0
(ξ)
)
µε,αt0 (dξ) 6
∫
M
(∫
M
ϕ(gεt (ξ − y))ηα(y)md(dy)− ϕ(gεt (ξ))
)
µε,αt0 (dξ)
+
(∫
M
ϕ(gεt (ξ))µ
ε,α
t0
(dξ)−
∫
M
ϕ(gεt (ξ))µ
ε
t0(dξ)
)
+
∫
M
ϕ(gεt (ξ))µ
ε
t0(dξ).
Using (B.40), convexity and local boundedness of ϕ, we have that
lim
α→0
Dϕ
(
µε,αt ||µε,αt0
)
6 Dϕ
(P∗t,t0µBε(u)||µBε(u)). (B.42)
Finally, combining (B.39) and (B.42), and the definition (4.5), we have that
lim
α→0
Dt−t0ϕ
(
µε,αt ||µε,αt0
)
= Dt−t0ϕ
(P∗t,t0µBε(u)||µBε(u)), (B.43)
which leads to the desired claim. 
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B.12. Alternative proof of property (iii) of Theorem 4.12.
Proposition B.5 (Property (iii) in Theorem 4.12). Let (φt,t0)t∈I be a stochastic flow of C2
diffeomorphisms on M satisfying the uniform integrability condition (3.39) and let (Φxt,t0)t∈I be
a centred flow around the trajectory φt,t0(x, ω). Then, the limit of RΦϕ,ε(x; t0, t) as ε ↓ 0 exists
and is determined by the RDφϕ (x, t0, t).
Proof. We start by recalling that the local expansion rate RΦϕ(x; t0, t) is defined by
RΦϕ(x; t0, t) = lim
ε↓0
RΦϕ,ε(x; t0, t) = lim
ε↓0
1
|t− t0|Dϕ
(PΦx∗t,t0 µBε(0)||µBε(0)) .
Here µBε(0) =
1
md(Bε(0))
IBε(0) is a uniform probability measure supported on the ball Bε(0) ⊂
Mx := {v : v + x ∈ B|v|(x)} and PΦx∗t,t0 is the dual of the Markov evolution PΦ
x
t,t0 of the centred
flow Φxt,t0 :Mx →Mx
Φxt,t0(v, ω) = φt,t0(x+ v, ω)− φt,t0(x, ω).
As usual, we regularise the initial measure µεt0 = µBε(0), with a family of strictly positive regu-
larising kernel (ηα)α>0 ⊂ C∞(Rd,R+) to make it non-zero almost everywhere onMx and denote
µε,αt0 := µ
ε
t0 ∗ ηα. Next, consider the tangent map l0,ε : Bε(0) → T0Mx given by l0,ε(v) = vε and
l0,ε(Bε(0)) =: Bˆ
x
1 (0) = {y ∈ T0Mx : |y| < 1}. We consider the consider the conjugated centred
flow Ψx,εt,t0 : T0Mx → T0Mx defined by Ψx,εt,t0 = l0,ε ◦ Φxt,t0 ◦ l−10,ε , i.e.,
Ψx,εt,t0(y, ω) = ε
−1Φxt,t0(εy, ω).
In a similar fashion, we define the conjugated Markov evolution PΨx,εt,t0 : Cb(T0Mx)→ Cb(T0Mx)
by PΨx,εt,t0 = T0,ε ◦ PΦ
x
t,t0 ◦ T −10,ε , where T0,ε : Cb(Mx)→ Cb(T0Mx), T0,εh(v) = h(vε ) and T −10,ε h(y) =
h(εy); so that
PΨx,εt,t0 h(y) = E
[
h(ε−1Φxt,t0(εy, ω))
]
.
The initial mollified probability measure µˆx,1,αt0 on the tangent space T0Mx becomes µˆx,1,αt0 :=
fBˆx1 (0)
∗ ηα, where fBˆx1 (0)(y) =
1
md(Bˆ
x
1 (0))
IBˆx1 (0)(y).
With the above notations in place, we have from the variational formulation of Dϕ,
Dϕ(PΨx,ε∗t,t0 µˆx,1,αt0 ||µˆx,1,αt0 ) = sup
h∈Cb(T0Mx)
{∫
T0Mx
PΨx,εt,t0 h(y)µˆx,1,αt0 (dy)−
∫
T0Mx
ϕ∗(h(y))µˆx,1,αt0 (dy)
}
6 sup
h∈Cb(T0Mx)
{∫
T0Mx
PΨx,εt,t0 h(y)µˆx,1,αt0 (dy)−
∫
T0Mx
PDφt,t0h(y)µˆx,1,αt0 (dy)
}
+Dϕ(PDφ∗t,t0 µˆx,1,αt0 ||µˆx,1,αt0 ), (B.44)
where PDφt,t0 is the Markov evolution of the derivative flow DΦxt,t0(0) = Dφt,t0(x) and PDφ∗t,t0 is its
Markov dual. On the other hand,
Dϕ(PDφ∗t,t0 µˆx,1,αt0 ||µˆx,1,αt0 ) 6 sup
h∈Cb(T0Mx)
{∫
T0Mx
PDφt,t0h(y)µˆx,1,αt0 (dy)−
∫
T0Mx
PΨx,εt,t0 h(y)µˆx,1,αt0 (dy)
}
+Dϕ(PΨx,ε∗t,t0 µˆx,1,αt0 ||µˆx,1,αt0 ). (B.45)
Comparing (B.44) and (B.45), we only have to show that for all y ∈ Bˆx1 (0), t ∈ I∣∣∣PΨx,εt,t0 h(y)− PDφt,t0h(y)∣∣∣ −→ε→0 0, h ∈ Cb(T0Mx).
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First, we show this for h ∈ C1b (T0Mx); by the mean value theorem and Ho¨lder’s inequality,∣∣∣PΨx,εt,t0 h(y)− PDφt,t0h(y)∣∣∣ 6 sup
ξ∈T0Mx
|∇h(ξ)|E ∣∣Ψx,εt,t0(y, ω)−DΦxt,t0(0, ω)y∣∣
6 sup
ξ∈T0Mx
|∇h(ξ)| (E ∣∣Ψx,εt,t0(y, ω)−DΦxt,t0(0, ω)y∣∣p)1/p , (B.46)
for p > 1. We use that the flow φt,t0 is a C2 diffeomorphism satisfying the uniform integrability
condition (3.39) to obatin the following Lp(Ω) estimate for p > 1,
E
∣∣Ψx,εt,t0(y, ω)−DΦxt,t0(0, ω)y∣∣p = ε−pE ∣∣Φxt,t0(εy, ω)−DΦxt,t0(0, ω)εy∣∣p
= ε−pE |φt,t0(εy + x, ω)− φt,t0(x, ω)−Dφt,t0(x, ω)εy|p
6 K(T, x)εp. (B.47)
Combining (B.46) and (B.47), we have∣∣∣PΨx,εt,t0 h(y)− PDφt,t0h(y)∣∣∣ 6 K˜∇h(T, x)ε. (B.48)
Next, we extend the bound (B.48) to all h ∈ Cb(T0Mx). Recall that C1b (T0Mx) is dense in
Cb(T0Mx), i.e., for h ∈ Cb(T0Mx) there exists (hn)n∈N ⊂ C1b (T0Mx) such that
‖h− hn‖C1b (T0Mx) 6 n
−1, n ∈ N.
The regularity of Ψx,εt,t0(., ω) and DΦ
x
t,t0(0, ω) implies that
‖PΨx,εt,t0 h− PΨ
x,ε
t,t0 hn‖C1b (T0Mx) 6 n
−1 and ‖PDφt,t0h− PDφt,t0hn‖C1b (T0Mx) 6 n
−1. (B.49)
Given the estimates (B.48) and (B.49), we obtain∣∣∣PΨx,εt,t0 h(y)− PDφt,t0h(y)∣∣∣ 6 2n−1 + K˜∇hn(T, x)ε
and taking limit as n→∞, we have∣∣∣PΨx,εt,t0 h(y)− PDφt,t0h(y)∣∣∣ 6 K˜h(T, x)ε.
Consequently, for all y ∈ Bˆx1 (0), t ∈ I,
lim
ε↓0
∣∣∣PΨx,εt,t0 h(y)− PDφt,t0h(y)∣∣∣ = 0,
leading to the limit
lim
ε↓0
Dϕ(PΨx,ε∗t,t0 µˆx,1,αt0 ||µˆx,1,αt0 ) = Dϕ(PDφ∗t,t0 µˆx,1,αt0 ||µˆx,1,αt0 ). (B.50)
It only remains to recover the l.h.s of (B.50) on Mx. We start by noticing that the Markov dual
PΨx,ε∗t,t0 : L1(T0Mx,md) → L1(T0Mx,md) takes the form PΨ
x,ε∗
t,t0 = T ∗0,ε ◦ PΦ
x∗
t,t0 ◦ T ∗−10,ε , where
T ∗0,ε : L1(Mx,md)→ L1(T0Mx,md) is defined by T ∗0,ερ(v) = εdρ(v/ε) and T ∗−10,ε ρ(y) = ε−dρ(εy).
In particular, if µˆx,1,αt0 (dy) = ρˆ
x,1,α
t0
(y)md(dy), we have
ε−dρˆx,ε,αt ◦ l0,ε(v)md(dv) = ρε,αt (dv)md(dv), v ∈Mx.
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From the definition of the tangent map l0,ε, we see that l
−1
0,ε(y) = εy, for y ∈ supp(µˆx,1,α) ⊂ T0Mx
and with the above preparation in place, we obtain
Dϕ(PΨx,ε∗t,t0 µˆx,1,αt0 ||µˆx,1,αt0 ) =
∫
T0Mx
ϕ
(
ρˆx,ε,αt (y)/ρˆ
x,1,α
t0
(y)
)
ρˆx,1,αt0 (y)md(dy)
=
∫
l−10,ε(T0Mx)
ϕ
(
ρˆx,ε,αt ◦ l0,ε(v)
/
ρˆx,1,αt0 ◦ l0,ε(v)
)
ε−dρˆx,1,αt0 ◦ l0,ε(v)md(dv)
=
∫
Mx
ϕ
(
ρε,αt (v)/ρ
ε,α
t0
(v)
)
ρε,αt0 (v)md(dv)
= Dϕ(PΦx∗t,t0 µε,αt0 ||µε,αt0 ).
The limit (B.50) becomes
lim
ε↓0
Dϕ(PΦx∗t,t0 µε,αt0 ||µε,αt0 ) = Dϕ(PDφ∗t,t0 µˆx,1,αt0 ||µˆx,1,αt0 ) (B.51)
Next, from (B.51) and property of mollified Dϕ (cf. Proposition 4.14), we have
RΦϕ(x; t0, t) = lim
ε↓0
1
|t− t0|Dϕ
(PΦx∗t,t0 µBε(0)||µBε(0))
= lim
α↓0
lim
ε↓0
1
|t− t0|Dϕ(P
Φx∗
t,t0 µ
ε,α
t0
||µε,αt0 ) = limα↓0
1
|t− t0|Dϕ(P
Dφ∗
t,t0
µˆx,1,αt0 ||µˆx,1,αt0 )
=
1
|t− t0|Dϕ(P
Dφ∗
t,t0
µˆx,1t0 ||µˆx,1t0 ) = RDφϕ (x; t0, t). 
B.13. Proof of Lemma 6.5. For part (a), let α ∈ [0, 1] and p, q ∈ R. We want show that
E tt0(x;αp+ (1− α)q) 6 αE tt0(x; p) + (1− α)E tt0(x; q).
The inequality is clear for α = 0 and α = 1 from the definition of E tt0(x; p). It is enough to show
this for α ∈ (0, 1). In this case, the assertion follows by Ho¨lder’s inequality, i.e.,
|t− t0|E tt0(x;αp+ (1− α)q) = logE‖Dφt,t0(x, ω)‖(αp+(1−α)q)
= logE
(
‖Dφt,t0(x, ω)‖αp‖Dφt,t0(x, ω)‖(1−α)q
)
6 log
[
(E‖Dφt,t0(x, ω)‖
α
α
p)α(E‖Dφt,t0(x, ω)‖
1−α
1−α q)1−α
]
= α|t− t0|E tt0(x; p) + (1− α)|t− t0|E tt0(x; q).
In regards to part (b), let p, q ∈ R \ {0} such that p 6 q. Notice that
|t− t0|E tt0(x; q) = logE‖Dφt,t0(x, ω)‖pq/p > log(E‖Dφt,t0(x, ω)‖p)q/p
=
q
p
logE‖Dφt,t0(x, ω)‖p =
q
p
|t− t0|E tt0(x; p),
and the assertion follows.
Finally, regarding part (c), we know from part (a) that p 7→ E tt0(x; p) is convex for µt0 a.e. x
and t ∈ I. Thus, the right and left derivatives of p 7→ E tt0(x; p) exist. In particular, the following
right and left limits exist
lim
p→0+
p−1E tt0(x; p) := ER(t, t0, x), lim
p→0−
p−1E tt0(x; p) := EL(t, t0, x).
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Furthermore, based on (b) and (c), we have that p 7→ E tt0(x; p) is convex for all p ∈ R, and
p 7→ p−1E tt0(x; p) is increasing for all p 6= 0, so we obtain the limit
lim
p→0
p−1E tt0(x; p) = ER(t, t0, x) = EL(t, t0, x), µt0 -a.e. x, t ∈ I. (B.52)
Next, recall that the largest finite-time Lyapunov exponent averaged over Ω is given by
E
[
Λtt0(x, ω)
]
=
1
|t− t0|E
[
log ‖Dφt,t0(x, ω)‖
]
,
so that, for p > 0, we have
|t− t0|E
[
Λtt0(x, ω)
]
= E
[
log ‖Dφt,t0(x, ω)‖
]
6 p−1 logE‖Dφt,t0(x, ω)‖p = p−1|t− t0|E tt0(x; p).
On the other hand, for p < 0, set q = −p > 0, and use convexity of − log u, u > 0, to obtain
p−1|t−t0|E tt0(x; p) =−q−1logE‖Dφt,t0(x, ω)‖p 6−pq−1E log ‖Dφt,t0(x, ω)‖ = |t−t0|E
[
Λtt0(x, ω)
]
.
Comparing the above two inequalities in the appropriate limit as p→ 0+ and p→ 0−, we have
E
[
Λtt0(x, ω)
]
6 lim
p→0+
p−1E tt0(x; p) = lim
p→0−
p−1E tt0(x; p) 6 E
[
Λtt0(x, ω)
]
.
It follows from (B.52) that
lim
p→0
p−1E tt0(x; p) = E
[
Λtt0(x, ω)
]
, µt0 -a.e., t ∈ I.
It is clear from the above steps that the properties (a)-(c) hold for E˜ tt0 as well.
B.14. Proof of Lemma 7.1. The assumption that Π is a class of all finite measurable partitions
ofM and µ, ν ∈ P(M) implies that pi ∈ Π with pi = {A1, · · · , An}, n ∈ N, such that Ai∩Aj = ∅,
if i 6= j with ⋃nAn =M and 0 6 µ(An), ν(An) 6 1. Next, if we denote µn, νn as the restriction
of µ, ν on each An, i.e., µn(B) = µ(An ∩ B), νn(B) = ν(An ∩ B) for B ∈ B(M). It follows that
µ =
∑
n µn, ν =
∑
n νn and µ(B) = 0, ν(B) = 0 ⇔ µn(B) = 0, νn(B) = 0, respectively. Also,
one can easily check that µ ν ⇔ µn  νn.
We note that if µ is not absolutely continuous w.r.t ν, then there is nothing to prove, as the
formula is obvious in this case. We assume that µ  ν which by the above observation implies
that µn  νn on each An. Let fn : An → [0,∞) be the Radon-Nikodym derivative of µn w.r.t.
νn on each An. If we define f(x) by
f(x) =
fn(x), if x ∈ An,0, otherwise,
we see that f is a nonnegative Borel measurable function and∫
B
fdν =
∑
n
∫
An∩B
fndν =
∑
n
µ(An ∩B) = µ(B), B ∈ B(M).
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Then, by the uniqueness of Radon-Nikodym derivative, we have that f = dµ/dν, ν-a.e. Next,
recall that ϕ(z) = supη>0{〈η, z〉 −ϕ∗(η)}, given this representation of ϕ; for B ∈ B(M), we have∫
B
ϕ(dµ/dν)dν =
∫
B
ϕ(f)dν =
∫
B
sup
η>0
{〈η, f〉 − ϕ∗(η)}dν
= sup
η>0
∑
n
{∫
An∩B
(ηfn − ϕ∗(η)) dν
}
=
∑
n
sup
η>0
{ηµ(An ∩B)/ν(An ∩B)− ϕ∗(η)} ν(An ∩B)
=
∑
n
ϕ (µ(An ∩B)/ν(An ∩B)) ν(An ∩B). (B.53)
In particular, take B =M, as ϕ is locally bounded due to its strict convexity and the normality
condition (4.1); we take supremum over all pi ∈ Π to arrive at
Dϕ(µ||ν) 6 sup
pi∈Π
∑
A∈pi
ϕ (µ(A)/ν(A)) ν(A). (B.54)
Conversely, we have
ϕ (µ(An ∩B)/ν(An ∩B)) = sup
η>0
{ηµ(An ∩B)/ν(An ∩B)− ϕ∗(η)}
6 1
ν(An ∩B) supg∈M+(An∩B)
{∫
An∩B
gdµ−
∫
An∩B
ϕ∗(g)dν
}
.
This implies that
ϕ (µ(An ∩B)/ν(An ∩B)) ν(An ∩B) 6
∫
An∩B
ϕ (dµ/dν) dν, B ∈ B(M).
Next, we sum over all An ∈ pi and use the fact that M = ∪nAn together with the additive
property of Lebesgue integral w.r.t. a union of measurable sets to arrive at∑
A∈pi
ϕ (µ(A)/ν(A)) ν(A) 6 Dϕ(µ||ν).
Finally, taking supremum over all pi ∈ Π we have
sup
pi∈Π
∑
A∈pi
ϕ (µ(A)/ν(A)) ν(A) 6 Dϕ(µ||ν). (B.55)
Comparing (B.54) and (B.55), we obtain the set-oriented formula
Dϕ(µ||ν) = sup
pi∈Π
∑
A∈pi
ϕ (µ(A)/ν(A)) ν(A). 
B.15. Alternative proofs of Theorem 4.12. Here, we present alternative proofs of Theorem
4.12 which is concerned with the properties of expansion rates based on ϕ-divergences (4.5).
Theorem 4.12 can be first proved in the deterministic setting and then generalised to the stochastic
case with the help of the time reversal technique described in §B.16. As shown in Proposition B.13,
for sufficiently regular coefficients of (3.1), the time-reversal approach allows to consider the
evolution of probability measures under the dynamics of the forward Kolmogorov equation as an
evolution of measures under the Liuoville equation induced by a specially constructed random
process driven by a random ODE. Note also that the local expansion rate considered here is
defined via the ‘uncentred flow’ φt,t0 rather than the centred one Φ
x
t,t0 , i.e., the respective Markov
evolutions are induced by (3.10) rather than (3.35).
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B.15.1. Proofs of Theorem 4.12 in the deterministic setting. We split the proofs of the three
parts of Theorem 4.12 into separate propositions; for brevity, we focus on the KL-divergence.
Proposition B.6 (Property (i) of Theorem 4.12; deterministic dynamics). Let φt,t0 :M→M
be a deterministic nonsingular flow as in Definition A.1 with the derivative flow satisfying the
uniform integrability condition (3.39). Then, M3 x 7→ R˜φKL,ε(x; t0, t) where
R˜φϕ,ε(x; t0, t) = Dt−t0ϕ
(P∗t,t0µBε(x)||µBε(x)) ,
with µBε(x) a Borel probability measure supported on a ball Bε(x) ⊂ M is continuous for all
ε > 0.
Proof. We mollify the density fBε(x) to make it non-zero almost everywhere on M. Let
(ηα)α>0 ⊂ C∞(M;R+) be family of strictly positive mollifiers and let gx,αt := ηα ∗ P∗t,t0fBε(x).
Following an argument in [62], one can show that {gx,αt : t ∈ I} is a probability density
induced by the deterministic flow φαt,t0 with coefficient b
α(t, .) = (b(t, )gxt ) ∗ ηα/gx,αt , where
gxt := P∗t,t0fBε(x). In other words, gx,αt solves the Liouville equation with the coefficient bα(t, x)
and gx,αt → P∗t,t0fBε(x) = gxt almost everywhere, in the weak sense as α ↓ 0. We also, note that as
gx,αt0 (x) > 0, there exist C > 0 such that g
x,α
t0
(x) > C for all x ∈M. Here, we want to show that
Dkl(gx,αt ||gx,αt0 )→ Dkl(gxt ||gxt0), as α ↓ 0.
This is done as follows:
Dkl(gx,αt ||gx,αt0 )−Dkl(gxt ||gxt0) = −H(gx,αt ) +H(gxt )
−
∫
M
log
(
gx,αt0
)
gx,αt dmd +
∫
M
log(gxt0)g
x
t dmd
= −H(gx,αt ) +H(gxt )− J α + J .
Since gx,αt → gxt almost everywhere as α ↓ 0 (property of mollification), it is easy to verify that
H(gx,αt )→ H(gxt ), as α ↓ 0. Furthermore, by Young’s inequality for convolution, we know that
gx,αt0 , g
x,α
t ∈ Lploc(M) for p > 1, so that∫
M
|gx,αt log(gx,αt0 + 1)|dmd 6
∫
M
|gx,αt · gx,αt0 |dmd 6 ‖gx,αt ‖p‖gx,αt0 ‖q <∞,
with 1p +
1
q = 1. Now, with the above observation, we show that |J α−J | → 0 almost everywhere
as α ↓ 0
|J α − J | =
∣∣∣∣ ∫M [log(gx,αt0 )− log(gx,αt0 + 1)] gx,αt dmd +
∫
M
log(gx,αt0 + 1) (g
x,α
t − gxt ) dmd
−
∫
M
[
log(gxt0)− log(gx,αt0 + 1)
]
gxt dmd
∣∣∣∣
=
∣∣∣∣ ∫M log
( gx,αt0
gx,αt0 + 1
)
gx,αt dmd +
∫
M
log(gx,αt0 + 1) (g
x,α
t − gxt ) dmd
−
∫
M
log
( gxt0
gx,αt0 + 1
)
gxt dmd
∣∣∣∣
=
∣∣∣∣ ∫M log
(
gx,αt0 + 1
gx,αt0
)
(gx,αt − gxt )dmd +
∫
M
log(gx,αt0 + 1) (g
x,α
t − gxt ) dmd
∣∣∣∣
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6
∫
M
∣∣∣ log(gx,αt0 + 1
gx,αt0
) ∣∣∣∣∣∣gx,αt − gxt ∣∣∣dmd + ∫
M
∣∣∣ log(gx,αt0 + 1)∣∣∣∣∣∣gx,αt − gxt ∣∣∣dmd
6
∫
M
1
gx,αt0
∣∣∣gx,αt − gxt ∣∣∣dmd + ∫
M
gx,αt0
∣∣∣gx,αt − gxt ∣∣∣dmd
6 1
C
‖gx,αt − gxt ‖1 + ‖gxt0‖∞‖gx,αt − gxt ‖1 +
1
2
‖gx,αt − gxt ‖22 +
1
2
‖gx,αt0 − gxt0‖22.
It then follows that J α → J , almost everywhere as α ↓ 0. Finally, let (xn)n≥1 be a sequence
such that xn → x, as n→∞. In order to show that
∣∣Dkl(gxn,αt ||gxn,αt0 )−Dkl(gx,αt ||gx,αt0 )∣∣→ 0, as n→∞, (B.56)
consider the following estimate
∣∣Dkl(gxn,αt ||gxn,αt0 )−Dkl(gx,αt ||gx,αt0 )∣∣ = ∣∣∣∣H(gxn,αt )−H(gx,αt )− ∫M log(gxn,αt0 )gxn,αt dmd
+
∫
M
log(gx,αt0 )g
x,α
t dmd
∣∣∣∣
≤ ∣∣H(gxn,αt )−H(gx,αt )∣∣+ |J n,α − J α|. (B.57)
We observe that ‖gxn,αt0 − gx,αt0 ‖∞ → 0 and ‖gxn,αt − gx,αt ‖∞ → 0 as n→∞. It then follows from
(Lemma A.1 in [47]) that
∣∣H(gxn,αt )−H(gx,αt )∣∣→ 0, as n→∞. (B.58)
In order to prove that |J n,α − J α| → 0, as n→ 0, we consider the estimate
|J n,α − J α| =
∣∣∣∣ ∫M log(gxn,αt0 )gxn,αt dmd −
∫
M
log(gx,αt0 )g
x,α
t dmd
∣∣∣∣
=
∣∣∣∣ ∫M[log(gxn,αt0 )− log(gxn,αt0 + 1)] gxn,αt dmd +
∫
M
log(gxn,αt0 + 1)[g
xn,α
t − gx,αt ]dmd
+
∫
M
[
log(gxn,αt0 + 1)− log(gx,αt0 ) + log(gxn,αt0 )− log(gxn,αt0 )
]
gx,αt dmd
∣∣∣∣
=
∣∣∣∣ ∫M [log(gxn,αt0 + 1)− log(gxn,αt0 )] (gx,αt − gxn,αt )dmd
+
∫
M
log(gxn,αt0 + 1)[g
xn,α
t − gx,αt ]dmd +
∫
M
[
log(gxn,αt0 )− log(gx,αt0 )
]
gx,αt dmd
∣∣∣∣
=
∣∣∣∣ ∫M log
(
gxn,αt0 + 1
gxn,αt0
)
(gx,αt − gxn,αt )dmd +
∫
M
log(gxn,αt0 + 1)[g
xn,α
t − gx,αt ]dmd
+
∫
M
log
(
gxn,αt0
gx,αt0
)
gx,αt dmd
∣∣∣∣
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6
∣∣∣∣ ∫M log
(
gxn,αt0 + 1
gxn,αt0
)
(gx,αt − gxn,αt )dmd +
∫
M
log(gxn,αt0 + 1)[g
xn,α
t − gx,αt ]dmd
+
∫
M
gxn,αt0 − gx,αt0
gx,αt0
gx,αt dmd
∣∣∣∣
6
∫
M
1
gxn,αt0
∣∣∣gx,αt − gxn,αt ∣∣∣dmd + ∫
M
gxn,αt0
∣∣∣gxn,αt − gx,αt ∣∣∣dmd
+
∫
M
∣∣∣gxn,αt0 − gx,αt0
gx,αt0
∣∣∣gx,αt dmd
6 1
C
∫
M
∣∣∣gxn,αt − gx,αt ∣∣∣dmd + ∫
M
∣∣∣gxn,αt0 − gx,αt0 ∣∣∣∣∣∣gxn,αt − gx,αt ∣∣∣dmd
+
∫
M
gx,αt0
∣∣∣gxn,αt − gx,αt ∣∣∣dmd + 1C
∫
M
∣∣∣gxn,αt0 − gx,αt0 ∣∣∣gx,αt dmd
6 1
C
‖gxn,αt − gx,αt ‖1 + ‖gxn,αt0 − gx,αt0 ‖2‖gxn,αt − gx,αt ‖2
+ ‖gx,αt0 ‖2‖gxn,αt − gx,αt ‖2 +
1
C
‖gx,αt ‖2‖gxn,αt0 − gx,αt0 ‖2.
In summary, we have that
|J n,α − J α| 6 1
C
‖gxn,αt − gx,αt ‖1 + ‖gxn,αt0 − gx,αt0 ‖2‖gxn,αt − gx,αt ‖2
+ ‖gx,αt0 ‖2‖gxn,αt − gx,αt ‖2 +
1
C
‖gx,αt ‖2‖gxn,αt0 − gx,αt0 ‖2. (B.59)
Combining (B.58) and (B.59), we have that Dkl(gxn,αt ||gxn,αt0 )→ Dkl(gx,αt ||gx,αt0 ), as n→∞ 
In order to prove the remaining properties of the local expansion rates in Theorem 4.12, the
following lemma is helpful; a similar lemma was proved in [47] for differential entropy.
Lemma B.7. Let (M,B(M), µ) be a measure space with µ(M) < ∞ and let (fn)n∈N be a
sequence of probability densities such that
• ‖fn‖∞ ≤ K for all n ∈ N with K <∞,
• (fn)n∈N converges in L1(µ) to f such that ‖f‖∞ ≤ Kˆ with Kˆ <∞.
Let f0 be a probability density onM such thatDkl(fn||f0) <∞ for all n ∈ N andDkl(f ||f0) <∞.
If infx∈M f0(x) = c > 0, then Dkl(fn||f0)→ Dkl(f ||f0) as n→∞.
Proposition B.8 (Property (ii) of Theorem 4.12; deterministic dynamics). Let φt,t0 :M→M
be a deterministic nonsingular flow as in Definition A.1 with the derivative flow satisfying the uni-
form integrability condition (3.39). If Dφt,t0(x) is bounded away from zero, then R˜DφKl,ε(x0; t0, t)
is independent of ε.
Proof. Consider the Liouville equation for the linearised dynamics of (3.1) with σ = 0, namely
∂ρˆt
∂t
= Lˆx∗t ρˆt, ρˆt0(y) = ρˆx,ε(y), (B.60)
Lˆx∗t := −Db(φt,t0(x))·∇y(y ·), with ρˆx,ε a uniform density with support on a ball Bˆxε (u) ⊂ TxM'
Rd; i.e., ρˆx,ε(y) = 1
µ(Bˆxε (u))
IBˆxε (u)(y). The solution of the initial value problem (B.60) is given by
ρˆt(y) =
∫
M
δ(y −Dφt,t0(x)ζ)ρˆε,x(ζ)dζ. (B.61)
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Since the derivative flow Dφt,t0(x) is invertible, the alternative form of (B.61) is
ρˆx,εt (y) =
1
J(t, t0, x)
ρˆx,ε(Dφt,t0(x)
−1y), t ∈ [t0, t0 + T ],
where J(t, t0, x) is the determinant of the Jacobian matrix of the linearised flow Dφt,t0(x).
The determinant J(t, t0, x) is given by the product of singular values of Dφt,t0(x) denoted by
(λi(t, t0, x))
d
i=1, which correspond to the eigenvalues of the symmetric matrix [Dφt,t0(x)]
TDφt,t0(x)).
One can check that the solution ρˆx,εt (y) of (B.60) is uniformly supported on an ellipsoid Eˆ
x
ε (u)
with radii ελ1(t, t0, x), · · · , ελd(t, t0, x). Following a similar procedure to that in Proposition
(B.6), we mollify this solution to have
ρˆx,ε,αt (y) := η
α ∗ ρˆt(y) =
∫
M
ηα(y − ζ)ρˆx,εt (ζ)dζ =
1
J(t, t0, x)
∫
M
ηα(y − ζ)ρˆε,x(Dφt,t0(x)−1ζ)dζ.
The mollified density ρˆx,ε,αt solves the forward equation
∂ρˆx,ε,αt
∂t
= Lˆx∗t ρˆx,ε,αt , ρx,ε,αt0 (y) =
∫
M
ηα(y − ζ)ρˆx,ε(ζ)dζ = 1
md(Bˆxε (u))
∫
Bˆxε (u+y)
ηα(ξ)dξ.
(B.62)
Moreover, we know from the property of convolution that supp(ρˆx,ε,αt0 ) ⊂ supp(ηα) + supp(ρˆx,εt0 ).
Furthermore, we have
ρˆx,ε,αt (y) =
1
md(Eˆxε (u))
∫
Eˆxε (u+y)
ηα(ξ)dξ.
Without the loss of generality we can assume u = 0. Then
log
( ρˆx,ε,αt (y)
ρˆx,ε,αt0 (y)
)
= log
(md(Bˆx1 (0))
md(Eˆxε (0))
)
+ log
(∫
Eˆxε (y)
ηα(ξ)dξ
)
− log
(∫
Bˆxε (y)
ηα(ξ)dξ
)
.
Then, the KL-divergence now becomes
Dkl(ρˆx,ε,αt ||ρˆx,ε,αt0 ) = log
(md(Bˆxε (0))
md(Eˆxε (0))
)
+
∫
M
log
(∫
Eˆxε (y)
ηα(ξ)dξ
)
ρˆx,ε,αt (y)dy
−
∫
M
log
(∫
Bˆxε (y)
ηα(ξ)dξ
)
ρˆx,ε,αt (y)dy,
= log
(md(Bˆxε (0))
md(Eˆxε (0))
)
+
∫
M
log
(να(Eˆxε (y))
να(Bˆxε (y))
)
ρˆx,ε,αt (y)dy
where να(A) =
∫
A η
α(ξ)dξ. Thus,
Dkl(ρˆx,ε,αt ||ρˆx,ε,αt0 ) = log
(εdmd(Bˆx1 (0))
εdmd(Eˆ
x
1 (0))
)
+
∫
M
log
(εdνα(Eˆx1 (yε ))
εdνα(Bˆx1 (
y
ε ))
)
ρˆx,ε,αt (y)dy
= log
(md(Bˆx1 (0))
md(Eˆ
x
1 (0))
)
+
∫
M
log
( να(E1(yε ))
να(Bˆx1 (
y
ε ))
)
ρˆx,ε,αt (y)dy
= log
(md(Bˆx1 (0))
md(Eˆ
x
1 (0))
)
+ log
(να(Eˆx1 (0))
να(Bˆx1 (0))
)
.

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Proposition B.9 (Property (iii) of Theorem 4.12; deterministic dynamics). Let φt,t0 be a smooth
flow (C2 will suffice) such that ‖Dφt,t0(x)‖ is bounded away from zero. Then, the limit of
R˜φKL,ε(x; t0, t) as ε ↓ 0 exists and it is determined by the KL-divergence rate R˜φ
A
KL(x; t0, t) of an
affine flow φAt,t0approximating φt,t0 on the ball Bε(x).
In order to prove proposition B.9, we need some preliminary definitions and lemmas from [47].
Definition B.10 ([47]). Consider the tangent bundle TM ' Rd × Rd of M ⊆ Rd with the
tangent space at x ∈M denoted by TxM. Next, consider the tangent map
lx,ε : Bε(x)→ TxM, lx,ε(v) = v − x
ε
,
and note that lx,ε(Bε(x)) = Bˆ
x
1 (0) := {y ∈ TxM : |y| ≤ 1}. The expanded action of the flow φt,t0
on TxM is generated via the conjugation
Ψx,εt,t0 : TxM→ TxM, Ψx,εt,t0 = lx,ε ◦ φt,t0 ◦ l−1x,ε
The above notion allows us to consider a probability density on TxM induced by Ψx,εt,t0
ρˆx,εt (y) =
ρˆx,1t0 (Ψ
−1x,ε
t,t0
(y))
|detDSˆε,x(Ψ−1,x,ε(y))|
.
Next, consider an affine approximation of the flow φt,t0 on Bε(x) given by φ
A
t,t0(v) = φt,t0(x) +
Dφt,t0(x) · (v − x) and its conjugation with lx,ε given by
ΨA,x,εt,t0 = lx,ε ◦ φAt,t0 ◦ l−1x,ε.
The probability density carried by the flow ΨA,x,εt,t0 is given by
ρˆA,x,εt (y) =
ρˆx,1t0 (Ψ
A,x,ε,−1(y))
|detDSˆε,x(Ψ−1,A,x,ε(y))|
.
The relationship between Sˆε,x and S
t
ε,x is summarised in the the following lemma.
Lemma B.11 ([47]). Given ε0 > 0 there exist a constant C = C(x, ε0) <∞ such that
(a) ‖Stε,x(y)− Sˆε,x(y)‖ ≤ Cε, for all 0 < ε < ε0 and all y ∈ Bˆx1 (0).
(b) ‖DStε,x(y)−DSˆε,x(y)‖ ≤ Cε, for all 0 < ε < ε0 and all y ∈ Bˆx1 (0).
(c) Suppose that in addition to the smoothness of the flow φt,t0 , | detDφt,t0 | is uniformly
bounded away from zero. Then
‖ρˆx,εt − ρˆA,x,εt ‖1 → 0, as ε→ 0. (B.63)
Proof.
(a) Note that if y ∈ Bˆx1 (0), then l−1x,ε(y) ∈ Bε(x). Thus, we have
|Stε,x(y)− Sˆε,x(y)| = |lx,ε
(
φt,t0(l
−1
x,ε(y))
)− lx,ε(Ψt,t0(l−1x,ε(y)))|
= ε−1|φt,t0(εy + x)− x− φAt,t0(εy + x) + x|
= ε−1|φt,t0(εy + x)− φt,t0(x)−Dφt,t0(x)ε| 6 Cε,
where we used the fact that φt,t0 is a C2 flow.
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(b) We have DStε,x(y) = D(lx,ε ◦ φt,t0 ◦ l−1x,ε)(y) = Dφt,t0(l−1x,ε(y)) and, consequently,
|DStε,x(y)−DSˆε,x(y)| = |Dφt,t0(l−1x,ε(y))−DφAt,t0(l−1x,ε(y))| 6 Cε,
where we used the fact that φt,t0 is C2 and l−1x,ε(y) ∈ Bε(x) for y ∈ Bˆx1 (0).
(c) For the last part we have
‖ρˆx,εt − ρˆA,x,εt ‖1 =
∫
TxM
∣∣∣∣( ρ0,1|detDStx0,ε| − ρ
0,1
| detDSˆtε,x)|
)
◦Ψ−1,x,εt,t0
+
ρ0,1
|detDSˆtε,x)|
◦Ψ−1,x,ε − ρ
0,1
|detDSˆtε,x)|
◦Ψ−1,A,x,εt,t0
∣∣∣∣dmd.
Consider the first term and make change of variables to have∫
TxM
∣∣∣∣( ρ0,1| detDStx0,ε| − ρ
0,1
|detDSˆtε,x)|
)
◦Ψ−1,A,x,ε
∣∣∣∣dµ = ∫
TxM
∣∣∣∣ρ0,1(1− | detDStε,x|| detDSˆε,x|
)∣∣∣∣dmd
≤ sup
y∈Bˆx1 (0)
∣∣∣∣1− | detDStε,x|| detDSˆε,x|
∣∣∣∣ ∫
TxM
ρ0,1dmd.
We see that the first term tends to zero as ε→ 0, since ρˆx,1t0 is a density and |detDStε,x| =
| detDφt,t0(l−1x,ε)| is bounded away from zero. Next, we note that ρ
0,1
| detDSˆtε,x)|
is a function
of time (t) only on its support and thus,∫ ∣∣∣∣ ρ0,1| detDSˆtε,x)| ◦Ψ−1,A,x,ε − ρ
0,1
|detDSˆtε,x)|
◦Ψ−1,x,ε
∣∣∣∣dmd
=
1
md(Bˆ
x
1 (0))|detDSˆε,x|
∫
|IB0 ◦Ψ−1,A,x,ε − IBˆx1 (0) ◦Ψ
−1,x,ε|dmd
=
1
md(Bˆ
x
1 (0))|detDSˆε,x|
∫
|IStε,xBˆx1 (0) − ISˆε,xBˆx1 (0)|dmd
=
md(S
t
ε,xBˆ
x
1 (0)4 Sˆε,xBˆx1 (0))
md(Bˆ
x
1 (0))|detDSˆε,x|
.
We have used the following argument in the last line; recall that IA∪B − IA∩B = IA4B,
also, if B ⊂ A, one will have that IA − IB = IA4B. From construction (conjugation)
Sˆε,xBˆ
x
1 (0) ⊂ Stε,xBˆx1 (0), thus IStε,xBˆx1 (0) − ISˆε,xBˆx1 (0) = IStε,xBˆx1 (0)4Sˆε,xBˆx1 (0).
It now remains to show that
md
(
Stε,xBˆ
x
1 (0)4 Sˆε,xBˆx1 (0)
)
md(Bˆ
x
1 (0))| detDSˆε,x|
→ 0 as ε→ 0.
Since Sˆε,x is affine (from the construction above) and |detDφt,t0 | 6= 0, one has that
Sˆε,xBˆ
x
1 (0) is an ellipsoid of full dimension. The topological boundary of Sˆε,xBˆ
x
1 (0) is a
connected d − 1 dimensional hypersurface of finite volume. There exists C = C(x, ε0)
such that supy∈Bˆx1 (0) ‖Sˆε,x(y) − S
t
ε,x(y)‖ ≤ Cε, for all 0 < ε < ε0 by part (a). Consider
the set Kε =
{
y ∈ Tφt,t0 (x)M : d(y, ∂(Sˆε,xBˆx1 (0))) ≤ Cε
}
. It follows that Stε,xBˆ
x
1 (0) 4
Sˆε,xBˆ
x
1 (0) ⊂ Kε.We compute the measure ofKε as followsmd(Kε) = Vold−1(∂(Sˆε,xBˆx1 (0)))·
2Cε. Finally, we have that md(S
t
ε,xBˆ
x
1 (0)4Sˆε,xBˆx1 (0)) ≤ md(Kε) = Vold−1(∂(Sˆε,xBˆx1 (0)))·
2Cε which tends to zero as ε→ 0.
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
Finally, note that Proposition B.9 is equivalent to the following
Proposition B.12. Suppose φt,t0 is smooth and that |detDφt,t0 | is uniformly bounded away
from zero. Assume further, that there exist J ⊂ I with m(J ) 6= 0 such that Dkl(ρˆε,xt ||ρˆ1,xt0 ) <∞
for all t ∈ J . Then, we have that
|Dkl(ρˆx,εt ||ρˆx,1t0 )−Dkl(ρˆA
x,ε
t ||ρˆx,1t0 )| → 0, as ε→ 0.
Proof. Given the definition the KL-divergence in (4.3), we only need to check that
(i) |H (ρˆx,εt )−H
(
ρˆA
x,ε
t
) | → 0 as ε→ 0,
(ii)
∣∣∣∣ ∫TxM log(ρˆx,1t0 (y))(ρˆx,εt (y)− ρˆAx,εt (y))dmd(y)
∣∣∣∣→ 0 as ε→ 0.
The proof of Proposition B.12, and thus of Proposition B.9, follows analogously to the one for
Proposition (B.6), i.e., by mollifying the densities to make them strictly positive on TxM so that
ρˆx,1t0 ∗ ηα, ρˆx,εt ∗ ηα, ρˆA
x,ε
t ∗ ηα are in the space L logL(TxM,md)18. 
B.16. Proofs of Theorem 4.12 (ii)-(iii) via time reversed SDE’s. The time-reversal ap-
proach outlined below is useful for deriving alternative proofs of some of the properties of the
expansion rates stated in Theorem 4.12 (properties (ii)-(iii)); these are discussed in §B.16.1.
First, we show in Proposition B.13 that for sufficiently regular coefficients of (3.1) the time-
reversal approach allows to consider the evolution of probability measures under the dynamics
of the forward Kolmogorov equation as an evolution of measures under the Liuoville equation
induced by a specially constructed auxiliary stochastic process. Moreover, this framework al-
lows to derive a simple bound on the KL-divergence (4.3) and the associated expansion rate
Dt−t0kl (ρt||ρt0), t, t0 ∈ I := [T1, T2], in terms of the drifts b(t, x) and b∗(t, x) and their spatial
gradients ∇xb(t, x),∇xb∗(t, x), as summarised in §B.16.2.
Consider a d-dimensional Itoˆ process {Xt : T1 6 t0 6 t 6 t0 + T 6 T2}, 0<T <∞, given by
the solution of
dXt = b(t,Xt)dt+ σ(t,Xt)dWt, (B.64)
where (Wt)t06t6t0+T is the m-dimensional Brownian motion, and b, σ satisfy the standard con-
ditions (3.25)-(3.26) for the existence of a local solution. We consider the time-reversed process
{X¯t := Xτ−t : t0 ≤ t < t0 + T =: τ} of the diffusion process {Xt : t0 6 t 6 τ} given by the SDE
dX¯ = b¯(t, X¯)dt+ σ¯(t, X¯)dW¯t, (B.65)
where W¯t = Wτ − Wτ−t, t ∈ I = [t0, τ ]. It is well-known (e.g. [81]) that the process X¯t is
Markovian. Moreover, if in addition to the standard existence and uniqueness conditions (3.25)-
(3.26), there exists a smooth and integrable probability density for all t ∈ I, then the martingale
problem for X¯t is well-posed and the associated generator L¯t is given in terms of the coefficients
of the SDE (B.64). The following regularity conditons (e.g., [74, 56] are necessary:
(H1) The Xt solves (B.64) and it has a density ρt(x) for all s ∈ I which satisfies∫ τ
s
∫
D
|ρt(x)|2 +
d∑
i=1
|σij(t, x)∂xjρt(x)|2dxdt <∞.
18 Here, f ∈ L logL(TxM,md) implies that
∫
TxM |f log(f + 1)|dmd <∞.
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(H2) For any bounded open set D ⊂M and any s ∈ I∫ τ
s
∫
D
|∂xj (aij(t, x)ρt(x))|dxdt <∞, aij = σijσji.
In summary, if {Xt : t ∈ I} is a strong solution to the SDE (B.64) with a probability density ρt(x)
satisfying (H1) or (H2), one can construct a time-reversed process {X¯t : t0 ≤ t ≤ τ} satisfying
the SDE (B.65) with coefficients
σ¯ij(t, x) = −σij(τ − t, x),
b¯i(t, x) = −bi(τ − t, x) + 1
ρτ−t(x)
d∑
j=1
∂xj
(
aij(τ − t, x)ρτ−t(x)
)
I{x:ρτ−t(x)6=0}, (B.66)
and the generator
L¯tf(x) =
d∑
i=1
b¯i(t, x)∂if(x) +
1
2
d∑
i,j=1
a¯ij(t, x)∂
2
ijf(x),
where a¯ij(t, x) = aij(τ − t, x).
Proposition B.13. Given the strong solution {Xt : t ∈ I} of the SDE (B.64) with a probability
density ρt(x) satisfying (H1) or (H2), and the time-reversed process {X¯t : t0 ≤ t ≤ τ} satisfying
the SDE (B.65), the probability density ρt(x) also satisfies the Liouville equation
∂tρt(x) = −
d∑
i=1
∂i
([
bi(t, x) + b
∗
i (t, x)
]
ρt(x)
)
, (B.67)
with b∗(t, x) = −b¯(τ − t, x).
Proof. We make the change of variable t 7→ τ − t, and rewrite equation (B.66) as follows
b(t, x)− b∗(t, x) = 1
ρt(x)
d∑
j=1
∂xj
(
aij(t, x)ρt(x)
)
I{x:ρt(x)6=0},
where b∗(t, x) = −b¯(τ − t, x). Let µ¯t = P{ω¯ : X¯t(ω¯) ∈ A}, A ∈ B(M), and let µ¯t(dx) =
ρ¯t(x)md(dx). Then, with the change of variable t 7→ τ − t, we have
µ¯τ−t(A) = P{ω¯ : X¯τ−t(ω¯) ∈ A} = P{ω : Xt(ω) ∈ A},
which gives ρ¯τ−t = ρt. Now, consider the forward Kolmogorov equations for both SDEs (B.64)
and (B.65)
∂tρt(x) = −
d∑
i=1
∂i(bi(t, x)ρt(x)) +
1
2
d∑
ij=1
∂2ij
(
aij(t, x)ρt(x)
)
, (B.68)
∂tρ¯t(x) = −
d∑
i=1
∂i(b¯i(t, x)ρ¯t(x)) +
1
2
d∑
ij=1
∂2ij
(
a¯ij(t, x)ρ¯t(x)
)
.
As usual, consider t 7→ τ − t we have
−∂tρ¯τ−t(x) = −
d∑
i=1
∂i(b¯i(τ − t, x)ρ¯τ−t(x)) + 1
2
d∑
ij=1
∂2ij
(
a¯ij(τ − t, x)ρ¯τ−t(x)
)
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so that
∂tρt(x) = −
d∑
i=1
∂i(b
∗
i (t, x)ρt(x))−
1
2
d∑
ij=1
∂2ij
(
aij(t, x)ρt(x)
)
. (B.69)
Combining equation (B.68) and (B.69) gives
∂tρt(x) = −
d∑
i=1
∂i
([
bi(t, x) + b
∗
i (t, x)
]
ρt(x)
)
. 
B.16.1. Sketch of proof of Theorem 4.12 (ii,iii) in the stochastic setting via time reversal. The
proof of property (ii,iii) in the SDE setting can be derived from the ODE setting presented in
Proposition B.8 via the time-reversal technique with the help of Proposition B.13. The derivative
flow yt = Dφt,t0(x, ω)y solves the linear SDE
dyt = A0(t, x)ytdt+
m∑
k=1
Ak(t, x)ytdW
t
k, yt0 = y ∈ TxM' Rd, t ∈ [t0, t0 + T ],
where Dbˆ(t, φt,t0(x, ω))y =: A0(t, x)y and Dσk(t, φt,t0(x, ω))y := Ak(t, x)y. Consider also the
time-reversed derivative solution y¯t = yτ−t, τ := t0 + T , which solves the linear SDE
dy¯t = A¯0(t, x)y¯tdt+
m∑
k=1
A¯k(t, x)y¯tdW¯t,
where W¯t = Wτ −Wτ−t, for t ∈ [t0, τ ] = [t0, t0 + T ] and
A¯0i(t, x)yi = −A0i(τ − t, x)yi + 1
ρˆxτ−t(y)
d∑
j=1
∂yj
(
Dij(τ − t, x, y)ρˆxτ−t(y)
)
I{y:ρˆxτ−t(y)6=0},
A¯k(t, x) = −Ak(τ − t, x), 1 < k 6 m.
Here, Dij(t, x, ·), 1 6 i, j 6 d is a bilinear form given by
Dij(t, x, y) =
∑d
k=1Akj(t, x)Aki(t, x)yiyj .
One can decompose the linear map Dbˆ(t, φt,t0(x, ω))y = A0(t, x)y using the time reversal tech-
nique considered in §B.16 as
B(t, x)y :=
A0(t, x)y −A∗0(t, x)y
2
, C(t, x)y :=
A0(t, x)y +A
∗
0(t, x)y
2
, (B.70)
so that
A0(t, x)y = C(t, x)y +B(t, x)y, A
∗
0(t, x)y = C(t, x)y −B(t, x)y.
Following steps analogous to those leading to (B.67), we arrive at the Liouville equation
∂tρˆ
x
t (y) = −2∂y(C(t, x)yρˆxt (y))
which allows us to transform the proofs associated with the stochastic dynamics to that of the
deterministic dynamics. Consequently, the proof of (ii,iii) in Theorem 4.12 follows in a similar
fashion as in the deterministic case discussed in Proposition B.8.
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B.16.2. Bounds on KL-divergence via time-reversed SDEs. Proposition B.13 allows to derive a
bound on the KL-divergence (4.3) and the associated expansion rate Dt−t0kl (ρt||ρt0), t, t0 ∈ I, in
terms of the drifts b(t, x), b∗(t, x) and their gradients ∇xb(t, x),∇xb∗(t, x) as summarised below.
Proposition B.14. Let {Xt : t ∈ I} be the solutions of the SDE (B.64) with coefficients
satisfying (3.25)-(3.26) such that the probability density ρt(x) exists for all t ∈ I and satisfies the
regularity conditions (H1) and (H2). If the density ρt0(x) satisfies the finite entropy condition∫
M
log ρ0(x)ρ0(x)dx <∞,
then
Dt−t0kl (ρt||ρt0) 6
1
|t− t0
∫
M
∫ t
t0
∣∣∣∣∇x[b(s, x) + b∗(s, x)]∣∣∣∣dsρt(x)dx
+
1
2|t− t0|
∫
M
∫ t
t0
∣∣b(s, x) + b∗(s, x)∣∣2dsρt(x)dx
+
1
2|t− t0|
∫
M
∫ t
t0
|∇x log ρs(x)|2 dsρt(x)dx <∞.
Proof. We start by simplifying the expression in the definition of kl-divergence by a transforma-
tion involving the coefficients of both the SDE (B.64) and the time-reversed SDE (B.65). First,
substitute (B.67) into the definition of KL-divergence of ρt(x) from ρ0(x) :
Dkl(ρt||ρt0) =
∫
M
(
log(ρt(x))− log(ρt0(x))
)
ρt(x)dx =
∫
M
(∫ t
t0
ρ−1s (x)∂sρs(x)ds
)
ρt(x)dx
=
∫
M
(∫ t
t0
−∇x
[
b(s, x) + b∗(s, x)ds
]
ρt(x)dx
+
∫
M
(∫ t
t0
−
[
b(s, x) + b∗(s, x)
]
∇x log ρs(x)ds
)
ρt(x)dx
≤
∣∣∣∣ ∫M
(∫ t
t0
∇x
[
b(s, x) + b∗(s, x)
]
ds
)
ρt(x)dx
∣∣∣∣
+
∣∣∣∣ ∫M
(∫ t
t0
[
b(s, x) + b∗(s, x)
]
∇x log ρs(x)ds
)
ρt(x)dx
∣∣∣∣. (B.71)
It is known (e.g., [16] and references therein) that, given the regularity conditions (H1) and (H2)
and the finite entropy condition on the initial density, the logarithmic gradient ∇x log ρt(x) is
square integrable, i.e.,∫
M
∫ t
t0
|∇x log ρs(x)|2 dsρs(x)dx =
∫
M
∫ t
t0
|∇xρs(x)|2
ρs(x)
dsdx <∞, ∀ t ∈ I. (B.72)
Given the square integrability of the logarithmic gradient ∇x log ρt(x), application of the Young’s
inequality to the r.h.s. of (B.71) leads to
Dkl(ρt||ρt0) 6
∫
M
∫ t
t0
∣∣∣∣∇x[b(s, x) + b∗(s, x)]∣∣∣∣dsρt(x)dx+ 12
∫
M
∫ t
t0
∣∣b(s, x) + b∗(s, x)∣∣2dsρt(x)dx
+
1
2
∫
M
∫ t
t0
|∇x log ρs(x)|2 dsρt(x)dx.
The first two terms in the above inequality are finite due to the Lipschitz continuity of b and b∗
(cf. (3.25)), and the last term is finite due to (B.72). 
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