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We have determined a simple expression for the absolute Helmholtz free energy of the fcc
Lennard-Jones solid from molecular dynamics simulations. The pressure and energy data from these
simulations have been fitted to a simple functional form ~18 parameters! for densities ranging from
around 0.94–1.20, and temperatures ranging from 0.1 to 2.0 ~values in reduced Lennard-Jones
units!. The absolute free energy at an arbitrary state point in this range is obtained by integrating
over density and temperature from the triple-point. Our result for the free energy is in very good
agreement with the values reported in literature previously. Also the melting line obtained from our
free energy expression, in combination with an equation of state for the liquid phase, is in excellent
agreement with results by Agrawal and Kofke @Mol. Phys. 85, 43 ~1995!# obtained via the Gibbs–
Duhem integration method. © 2000 American Institute of Physics. @S0021-9606~00!50342-0#I. INTRODUCTION
The Lennard-Jones ~LJ! 6-12 potential is one of the most
widely studied model potentials for simple fluids, owing to
its simple functional form which greatly facilitates both the-
oretical evaluations and computer simulations, and yet
proves to capture much of the essential physics. Although
the potential is clearly an oversimplification—in particular it
neglects higher-order dispersion interactions such as r28 and
r210 attractions and three-body interactions—it gives sur-
prisingly good results for the liquid properties of systems of
closed-shell atoms or molecules, in particular of those which
contain a high degree of spherical symmetry such as meth-
ane. But also for nonspherical molecules such as nitrogen,
carbon dioxide, and even alkanes, the LJ potential may prove
accurate if a temperature-dependent well-depth parameter
e(T) is used.1–3 Therefore, the determination of the thermo-
dynamic properties of the ‘‘Lennard-Jonesium’’ has been the
subject of intense research over the past 40 years. The most
fundamental ~and most difficult to obtain! thermodynamic
property of any system is the free energy. Once the Helm-
holtz free energy is known as function of density and tem-
perature, any other thermodynamic quantity can be calcu-
lated. Moreover, the stability of a system with respect to
some other system is directly related to the value of the free
energy. There have been several attempts to determine an
explicit functional form for the Helmholtz free energy of the
LJ system for the liquid phase; one of the most accurate
expressions has been obtained by Johnson et al.4 ~hereafter
called the Johnson EoS!, who have fitted a modified
Benedict–Webb–Rubin-type expression to the data of a
large number of molecular dynamics simulations. For a com-
parison of the Johnson EoS with other equations of state
which have appeared in literature we refer to a recent paper
by Mulero et al.5 For the solid phase, the situation is differ-
ent. Although over the years there have been many studies
on the determination of the free energy of the LJ solid,6–10 to
our knowledge there does not exist a simple single expres-8140021-9606/2000/113(18)/8142/7/$17.00
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the liquid, at least not for densities and temperatures close
the solid–liquid coexistence line. Broughton and Gilmer11
have determined an expression for the free energy by ther-
modynamic integration of the internal energy from the har-
monic crystal, but only for the P50 isochore. Lacks and
Shukla12 have obtained an expression for the anharmonic
free energy from molecular dynamics simulation and pertur-
bation theory in the density range r50.864 to r51.0, and
temperature range T50 to T50.5, which is well below the
triple-point, and therefore not applicable to solid–liquid co-
existence properties. Moreover, the normal-mode frequen-
cies required for the harmonic part of the free energy are not
explicitly given, and have to be calculated separately to ob-
tain the total free energy.
The goal of the present work is to obtain a simple but
accurate expression for the Helmholtz free energy of the LJ
solid ~fcc! phase, in the same spirit as the Johnson EoS for
the liquid phase. To this end, we have performed molecular
dynamics simulations for a large number of state points ~877
in total! for densities ranging from r50.94 to r51.20, and
temperatures ranging from T50.1 up to T52.0. The data for
the energy and pressure from the simulations have been fitted
to polynomial functions of density and temperature. It should
be noted that these fits cannot be determined independently,
since the expression for energy and pressure should obey the
Maxwell relation given by Eq. ~6!, which we will use explic-
itly in the derivation of the free energy. The absolute free
energy at some arbitrary state-point can then be obtained by
integrating the expressions for energy and pressure from
some reference state-point, for which the free energy is
known. For the liquid phase, one normally integrates from
the ideal gas state, for which the absolute value of the free
energy is known. However, this cannot be done for the solid
phase, since along this path the system undergoes a phase
transition. For our reference state point we have therefore
chosen the triple-point, for which the absolute free energy
can be obtained from an equation of state ~EoS! for the liq-2 © 2000 American Institute of Physics
 AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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point temperature and an equation of state for the liquid are
a prerequisite in our approach. This paper is organized as
follows. In Sec. II we introduce an expression for the free
energy from basic thermodynamic concepts. In Sec. III we
discuss the details of the simulations and compare the results
for the free energy with those from literature. In Sec. IV we
calculate the melting line from the present EoS for the solid,
in combination with the Johnson EoS for the liquid, and we
have some concluding remarks in Sec. V.
II. EXPRESSION FOR THE FREE-ENERGY
We consider a fcc crystal at finite temperature, where the
particles interact via a Lennard-Jones potential,
f~r !54eS S s
r
D 122S s
r
D 6D .
As is common for Lennard-Jones systems, we will use re-
duced units throughout the remainder of the paper, i.e., we
define distances in units of s and energies in units of e , from
which follows that densities are in units of s23, pressures in
units of es23, and temperatures in units of e/k , where k is
Boltzmann’s constant.
We define the excess free energy per particle aex of the
system at density r and inverse temperature b51/T as the
total free energy a minus the free energy a id of an ideal gas
at the same density and inverse temperature, viz.,
a~r ,b!5a id~r ,b!1aex~r ,b!,
ba id~r ,b!5ln~L3/e !1ln r , ~1!
where L is the de Broglie wavelength. In the same way we
define the excess energy and pressure,
u~r ,b!5u id~r ,b!1uex~r ,b!, u id~r ,b!5 32b
21
, ~2!
P~r ,b!5P id~r ,b!1Pex~r ,b!, P id~r ,b!5~rb!21,
~3!
where we have introduced P5P/r2, with P the pressure.
The excess pressure and energy are related to the excess free
energy via
S ]baex]b D
r
5uex~r ,b!, S ]aex]r D
b
5Pex~r ,b!. ~4!
Thus one can obtain the excess free energy for an arbitrary
state-point (r ,b) by integrating uex and Pex from a reference
state-point (r0 ,b0),
baex~r ,b!2b0a
ex~r0 ,b0!5E
b0
b
uex~r ,b8!db8
1b0E
r0
r
Pex~r8,b0!dr8.
~5!
The functions uex(r ,b) and Pex(r ,b) are not independent,
however, since they should obey the Maxwell relation which
follows from Eq. ~4!,Downloaded 23 Mar 2005 to 130.89.81.123. Redistribution subject toS ]uex]r D
b
5S ]bPex]b D
r
, ~6!
from which follows that
bPex~r ,b!5b~r!1
]Uex~r ,b!
]r
, ~7!
where Uex(r ,b) is defined as the primitive function of
uex(r ,b), with respect to b , and the ‘‘integration constant’’
b(r) is a yet unknown function of the density only. Inserting
this into Eq. ~5! gives
baex~r ,b!2b0a
ex~r0 ,b0!5Uex~r ,b!2Uex~r0 ,b0!
1E
r0
r
b~r8!dr8. ~8!
For a crystal it is convenient to split the total excess energy
into a harmonic ~harm! and anharmonic ~ah! part,
uex~r ,b!5uharm~r ,b!1uah~r ,b!, ~9!
where the harmonic energy is equal to
uharm~r ,b!5ustat~r!1 32b
21
, ~10!
where the static energy ustat is the excess energy at zero
temperature, i.e., the energy of the atoms if positioned ex-
actly at the fcc lattice sites. From a simple scaling argument
it follows that for the Lennard-Jones potential,
ustat~r!5c2r
21c4r
4
. ~11!
The coefficients c2 and c4 have been evaluated numerically
for the fcc lattice, and are found to be equal to
c25214.453 920 93, c456.065 940 096.
We next make the assumption that the anharmonic part of
the excess energy uah(r ,b) can be represented by the follow-
ing functional form,
uah~r ,b!5 (
n50
2
(
m52
5
anmr
nb2m ~12!
which form ensures that in the limit of low temperature the
total excess energy approaches that of a harmonic crystal.
From Eq. ~7! then follows that
b~r!5bPex~r ,b!2b
]ustat~r!
]r
2
]Uah~r ,b!
]r
~13!
with
Uah~r ,b!52 (
n50
2
(
m52
5
anm
1
m21 r
nb2m11. ~14!
We make the second assumption that the function b(r) can
be represented by a polynomial in r ,
b~r!5 (
n50
3
bnrn.
From the above formulas we may finally write Eq. ~8! as AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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1 (
n50
3 bn
n11 r
n11
, ~15!
with
C~r0 ,b0!5b0aex~r0 ,b0!2b0ustat~r0!2 32 ln b0
2Uah~r0 ,b0!2 (
n50
3 bn
n11 r0
n11
. ~16!
The absolute free energy is now completely determined by
18 parameters anm (n50 – 2, m52 – 5), bn (n50 – 3),
c2 , c4 , and the absolute free energy of the reference point
(r0 ,b0); the latter can be estimated from a single known
point on the liquid–solid coexistence line. From the coexist-
ence pressure Pcoex at temperature b0 one can obtain the
corresponding crystal density r0 from the EoS given above;
the liquid density at coexistence r l can be obtained from a
separate EoS for the liquid, such as Johnson EoS. From the
conditions for coexistence follows that
aex~r0 ,b0!5b0
21 ln~r l /r0!1a liq
ex~r l ,b0!
1Pcoex
r02r l
r0r l
, ~17!
where the absolute free energy a liq
ex can be obtained from the
liquid EoS. The values for the parameters which determine
the equation of state described above will be obtained by
fitting the expressions for energy and pressure to the data
from molecular dynamics simulations for a large number of
state-points, which is described in the next section.
III. RESULTS FROM MOLECULAR DYNAMICS
SIMULATION
From molecular dynamics simulation we have evaluated
uex(r ,b) and Pex(r ,b) for a total of 877 different state-
points (r ,b), in the density range from around r50.94 to
r51.2, but not smaller than the melting density, and for
temperatures ranging from T50.1 to T52.0. The system
contained 2048 particles, and periodic boundary conditions
were employed. The particles were interacting via a
Lennard-Jones potential which was truncated ~but not
shifted! at a distance rc56, which was in any case smaller
than half the periodic box-length. We have added the usual
long-range correction to the values for energy and pressure
obtained with the truncated potential,
uex~r ,b!5u trunc
ex ~r ,b!2 83prc
23r ,
Pex~r ,b!5P trunc
ex ~r ,b!2 163 prc
23
.
Note that in these corrections it is assumed that the radial
distribution function equals one from the cut-off value to
infinity; This might be a valid approximation for the liquid
phase, however for the crystal phase this is not true, as
shown in Fig. 1, where we show the g(r) for a much larger
system ~8000 particles! at density r51.2 and T51.0. How-
ever, the error that is made in the correction term by assum-
ing that g(r)51 beyond r56 is small, where it should beDownloaded 23 Mar 2005 to 130.89.81.123. Redistribution subject tonoted that the correction term itself is relatively small ~ex-
cept for very low temperatures!, since we have used a rather
large cut-off value. The systems were equilibrated for 1000
time steps from their initial state in which the particles were
positioned at the fcc lattice sites with a Maxwellian velocity
distribution. Production runs during which pressure and en-
ergy were recorded lasted 50 000 time steps, where the tem-
perature was kept at a constant value via a Nose´–Hoover
FIG. 2. b(r) constructed according to Eq. ~13! from the simulation data for
the pressure and the fit parameters anm , for various inverse temperatures b .
The results for different b are almost indistinguishable.
FIG. 1. Radial distribution function of the fcc Lennard-Jones system at a
density r51.2 and temperature T51.0. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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Downloaded 23 MTABLE I. Values for the parameters in Eqs. ~19!–~21!.
n an2 an3 an4 an5 bn
0 28.215 1768 12.070 686 26.659 4615 1.321 1582 69.833 875
1 13.404 069 220.632 066 11.564 825 22.306 4801 2132.869 63
2 25.548 1261 8.846 5978 25.025 8631 1.007 0066 97.438 593
3 {{{ {{{ {{{ {{{ 225.848 057thermostat. The parameters anm in Eq. ~12! were obtained by
a least-square fit to the simulation data for the anharmonic
energy, where we used the singular value decomposition
method.13 We should note that in this fit we have given less
weight to the data for temperatures lower than 0.3; we will
come back to this point in the discussion in Sec. V. From the
resulting fit parameters anm and the simulation data for
Pex(r ,b), the function b(r) can be constructed according to
Eq. ~13!. Note that both the functions Uah(r ,b) and
Pex(r ,b) depend on b , however b(r) itself should not de-
pend on b . This is indeed the case, as shown in Fig. 2, where
we have plotted b(r) as function of r for all 35 values of b
studied in the range T50.3 to T52.0. The data for different
b all fall onto a single curve, which indicates that the simu-
lation data are thermodynamically consistent, i.e., the data
for pressure and energy obey the Maxwell relation ~6!. The
curve shown in Fig. 2 has been fitted to a polynomial of
order 3 to obtain the parameters bn . The final values ob-
tained for both anm and bn from the procedure described
above are given in Table I. In order to obtain the absolute
free energy, we choose the triple-point as our reference state
point. From a triple-point temperature T tr we can determine
the triple point pressure by implying the conditions for co-
existence ~equal pressure and equal chemical potential! for
the gas and the liquid phase at that temperature. The values
for the gas phase are calculated from the virial equation of
state up to the third virial coefficient, and the values for the
liquid phase are calculated from the Johnson EoS. Once the
coexisting pressure is determined, we evaluate the excess
free energy of the solid at the triple-point from Eq. ~17!,
from which the constant C can be determined according to
Eq. ~16!. We have performed this procedure for various val-
ues of the triple point temperature ranging from 0.683 to
0.691. The coefficient C was found to fit well to the follow-
ing function of the triple-point temperature,
C~T tr!5219.450 398228.891 038 55T tr
14.689 854 18T tr2. ~18!
From the equations of Sec. II, we thus finally arrive at the
following expressions for energy, pressure and Helmholtz
free energy of the solid fcc state,
uex~r ,b!5ustat~r!1 32b
211uah~r ,b!, ~19!
bPex
r2
5b
]ustat~r!
]r
1
]Uah~r ,b!
]r
1 (
n50
3
bnrn, ~20!ar 2005 to 130.89.81.123. Redistribution subject tobaex~r ,b!5C~T tr!1bustat~r!1 32 ln b1Uah~r ,b!
1 (
n50
3 bn
n11 r
n11
, ~21!
where ustat(r), uah(r ,b), Uah(r ,b), and C(T tr) are given by
Eqs. ~11!, ~12!, ~14!, and ~18!, respectively. For the triple-
point temperature we choose the value T tr50.687 from
Agrawal and Kofke.1 From Eq. ~18! then follows that
C5223.345 0759, ~22!
which value we will use in the remainder of the paper.
As a first test of the validity of expression ~21! we in-
vestigate the limit of low temperature, in which case the free
energy should approach that of a harmonic crystal, which
can be calculated from a normal-mode analysis. In the limit
of T small, Eq. ~21! reduces to
lim
b→‘
baex~r ,b!5223.345 07591bustat~r!1 32 ln b
1 (
n50
3 bn
n11 r
n11
,
which is equal to the free energy of a harmonic crystal if
1
N (i51
3N23
ln v i~r!5223.345 07591 (
n50
3 bn
n11 r
n11
1ln r1 32 ln~2p!21, ~23!
where v i are the normal-mode frequencies. In Table II we
compare the LHS of Eq. ~23! with the RHS for five different
densities, where the normal-mode frequencies are taken from
Lacks and Rutledge,14 Table I. We find that the agreement is
within 0.5%. After having confirmed that the expression ~21!
has the correct low-temperature behavior, we next compare
in Fig. 3 with results from literature at finite temperatures. In
Fig. 3 the lines represent the free energy calculated from Eq.
~21! at temperatures 0.75, 1.15, and 1.35; the open symbols
are the results obtained by Monte Carlo simulation,7 the
TABLE II. Comparison of the low-temperature limit of the free energy
expression with the normal-mode frequencies.
r 1
N ( i ln vi(r)
RHS of Eq. ~23!
0.9423 7.210 7.248
0.9706 7.503 7.540
1.0000 7.790 7.828
1.0306 8.070 8.113
1.0625 8.346 8.395 AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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tion theory.7 Again the agreement is good to very good.
IV. APPLICATION TO THE MELTING LINE
From the expression for the free energy of the solid ob-
tained in the previous section, combined with the expression
for free energy of the liquid from the Johnson EoS, we have
calculated the liquid–solid coexistence line by equating the
chemical potential and pressure for both phases. In Fig. 4 we
compare our results ~solid lines! with the results from
Agrawal and Kofke ~open symbols! which were obtained by
the Gibbs–Duhem integration method.1 We find excellent
agreement between the two results; it should be borne in
FIG. 3. Excess free energy divided by temperature as a function of density
at three different temperatures. The lines follow from the expression derived
in this paper. The open circles, squares and triangles are from Monte Carlo
simulations at temperatures T50.75, T51.15, and T51.35, respectively
~Ref. 7!. The plus-, cross-, and star-symbols are from perturbation theory at
temperatures T50.75, T51.15, and T51.35, respectively ~Ref. 7!.Downloaded 23 Mar 2005 to 130.89.81.123. Redistribution subject tomind however that the location of ‘‘our’’ triple-point is equal
to that of Agrawal and Kofke by construction. It was sug-
gested by these authors that the coexistence pressure can be
well represented by the following function:
Pcoex5b25/4 exp~20.4759 b1/2!@16.891Ab1Bb2# ,
~24!
which satisfies the soft-sphere result for b→0. We find that
this expression fits the coexistence pressure extremely well,
where inclusion of higher powers of b in Eq. ~24! will not
give any improvement. From our data we obtain the values
A527.2866 and B522.9895, where Agrawal and Kofke
found the values A527.19 and B523.028. For complete-
ness we also give expressions for the liquid density r liq and
the solid density rsol at coexistence, which are found to be
well described by the following fits:
r liq5b
21/4@0.910 7020.251 24b10.858 61b2
21.089 18b310.639 32b420.144 33b5# , ~25!
rsol5b
21/4@0.923 0220.092 18b10.623 81b2
20.826 72b310.491 24b420.108 47b5# . ~26!
Next, we compare the melting line with the experimental
results for argon15 and krypton,16 see Fig. 5. The experimen-
tal data has been reduced by the Lennard-Jones parameters
e/k5119.8 K and s50.3405 nm for argon, and e/k
5172.7 K and s50.3591 nm for krypton, which are ob-
tained from a fit of the second virial coefficient to experi-
mental PV-data.17 We find that the Lennard-Jones potential
with these parameters describe the solid–liquid coexistence
properties very well, which is to some extent remarkable
since the LJ parameters have been obtained from gas-phase
data. We also compare with results18 obtained by perturba-
tion theory for the two-body Aziz potential plus an approxi-
mation to the Axilrod–Teller triple-dipole three-body poten-
tial ~open symbols in Fig. 6!. It is shown that the Lennard-
Jones potential gives a better agreement with experiment
than the full three-body potential. One cause might be the
approximate nature of the three-body interactions in Ref. 18;
in that paper they use an effective isotropic r29 potential,FIG. 4. Coexistence pressure vs density ~left! and vs
temperature ~right! for the fcc-liquid Lennard-Jones
system. The solid lines follow from the expression for
the free energy derived in this paper. The open symbols
are the results by Agrawal and Kofke ~Ref. 1!. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
8147J. Chem. Phys., Vol. 113, No. 18, 8 November 2000 Free energy of the Lennard-Jones solidinstead of the full an-isotropic three-body potential. A sec-
ond cause might be the neglect of higher-order dispersion
interactions in the three-body potential. Recently,19 it was
found that the dipole–dipole–quadrupole three-body forces
contribute substantially to the pressure in dense liquids,
bringing the results from simulation very close to the experi-
mental results for argon.
FIG. 5. Coexistence pressure vs temperature for the fcc-liquid Lennard-
Jones system. The solid line is the same as in Fig. 4. The filled circles and
open triangles are the experimental results for argon and krypton, respec-
tively. The open circles are the results from perturbation theory for krypton,
where the atoms interact via a two-body Aziz potential plus a three-body
Axilrod–Teller potential. The data for argon and krypton have been reduced
by the Lennard-Jones parameters derived from gas-phase data.
FIG. 6. The ‘‘Ross constant’’ baex2bustat along the melting line, as func-
tion of b .Downloaded 23 Mar 2005 to 130.89.81.123. Redistribution subject toFinally, we test the validity of Ross’ melting rule,20
which states that along the melting line,
baex2bustat5constant, ~27!
which follows from the assumption that along the melting
line the reduced free volume of the crystal is constant. For
the inverse power potential r2n the relation is exact, where
the constant is around 6 for all values of n .21 From the
present expression for the free energy ~21! we can write Eq.
~27! as
3
2 ln b1Uah~r ,b!1 (
n50
3 bn
n11 r
n115constant. ~28!
In Fig. 6 we show baex2bustat as a function of inverse
temperature along the melting line. We find the same result
as Agrawal and Kofke,1 namely, a slight variation in Ross’
‘‘constant’’ from 6.30 to 6.55. Although this variation might
seem relatively small, it is still too large for the coexistence
pressure to be accurately predicted from Ross’ rule. In Fig. 7
the filled symbols indicate the coexistence pressure obtained
by solving Eq. ~28! for one particular value of the constant
~at b51.1). We find rather large deviations from the true
coexistence pressure, given by the solid line ~same as in Fig.
4!. The functional form of Ross’ constant shown in Fig. 6
suggests that we could accurately predict the melting line
from the following ‘‘empirical’’ modification to the Ross
melting rule
baex2bustat5H 6.03410.348b b,1.1,6.19110.205b b>1.1. ~29!
The coexistence pressure obtained by solving Eq. ~29! ~Fig.
7, open symbols! is found to be in very close agreement with
the true coexistence pressure.
FIG. 7. Coexistence pressure calculated from Ross’ melting rule ~solid sym-
bols!, compared with the true coexistence pressure ~solid line! and the co-
existence pressure calculated from Eq. ~29! ~open symbols!. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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We would like to conclude with a few remarks.
First, we note that in the fit procedure as described in
Sec. III we have also included data for temperatures lower
than 0.3, since we want to explore the low-temperature limit
of our function in order to compare with the normal-mode
frequencies. It turned out however that the functions could
not fit the low-temperature data with as high accuracy as for
temperatures equal or higher than 0.3, since for lower tem-
peratures the finite size effects become relatively large, and
the inadequacy of the ‘‘standard’’ correction ~e.g.
8prc
23r/3) becomes noticable. In particular, the functions
b(r) constructed at temperatures smaller than 0.3 did
slightly deviate from the curve as shown in Fig. 2, which
indicates that there is some inconsistency with respect to the
pressure and energy data, which could be well caused by
finite size effects. We have therefore given the low-
temperature data less weight in the fitting procedure than the
high-temperature data, so that the function ~21! is expected
to be most accurate in the temperature range T50.3 to T
52.0, and less accurate ~but still valid!, for lower tempera-
tures. This could be the cause of the ~very small! deviation
with the normal-mode frequencies as shown in Table II.
Second, our expression for the absolute free energy de-
pends directly on the reported value for the triple-point tem-
perature. Any new and improved estimate of this temperature
could be readily used in the present EoS, since it would only
change the ‘‘offset’’ value C @see Eq. ~18!#, and not the
values for the parameters anm and bn . Because of this de-
pendence on the triple-point value, we have not attempted to
put strict confidence limits on the final result for the free
energy, which would in any case be a nontrivial task; the
error in the final expression for the free energy not only
depends on the error in the simulation data, but also on the
error in the Johnson EoS ~which is not known!; these errors
also have an indirect impact via the estimates for the coex-
isting densities at the triple-point, which are used in both the
liquid and solid EoS to obtain the offset value in the total
free energy. This procedure makes it very difficult to put
reliable confidence limits on the final result, where the larg-
est error is expected to follow in any case from the estimate
of the triple-point temperature.
Third, we would like to stress that the particular form of
the functions to which energy and pressure have been fitted
has not been guided by considerations from statistical me-
chanics, other than splitting the quantities into harmonic and
anharmonic parts, and imposing the Maxwell relation for en-Downloaded 23 Mar 2005 to 130.89.81.123. Redistribution subject toergy and pressure. Rather, we have chosen simple polyno-
mial functions to which the data could be fitted with good
accuracy. The purpose of this work is therefore not to give
any new insight from a statistical mechanics point of view,
but to provide with an expression for practical purposes, i.e.,
from which any thermodynamic quantity of the solid can be
easily obtained with good accuracy, which can be used in-
stead of a molecular dynamics or Monte Carlo simulation to
verify results from theory. Moreover, quantities that are dif-
ficult to obtain from simulation with good accuracy ~such as
the compressibility or the heat capacity! can be obtained
straightforwardly from the present equation of state. Another
application could be found in studies of systems with more
complicated potentials ~such as three-body, or two-center po-
tentials! for which the Lennard-Jones potential could serve
as a reference potential, and the thermodynamic properties
from the potential of interest can be obtained by thermody-
namic integration. Since the knowledge of the free energy of
the reference system is a prerequisite in such an approach,
the present equation of state could serve useful. Work along
these lines to obtain the free energy for solid nitrogen is
currently underway.
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