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RESUMO 
 
 
O problema da programação diária da operação de sistemas hi-
drotérmicos tem como objetivo definir quais unidades devem 
estar operando, os respectivos níveis de geração, em cada hora do 
dia seguinte, com o propósito de atender à demanda ao longo do 
dia, às restrições operativas das usinas e dos reservatórios e às 
restrições elétricas do sistema ao menor custo operativo. Uma 
característica desafiante do problema da programação consiste 
em obter uma solução de boa qualidade com um custo computa-
cional moderado. A obtenção de uma solução dessa natureza 
requer uma modelagem detalhada de todos os elementos de ge-
ração e transmissão do sistema hidrotérmico. Em consequência, o 
problema de otimização resultante possui um elevado grau de 
complexidade, o qual pode ser decomposto em subproblemas 
menores, com características distintas e mais fáceis de serem so-
lucionados. Neste trabalho, a estratégia de solução proposta para 
o problema da programação diária está baseada nas metodologi-
as da Relaxação Lagrangeana e do Lagrageano Aumentado. Essa 
estratégia de solução proposta para o problema da programação 
diária é analisada em uma configuração hidrotérmica, extraída do 
sistema elétrico brasileiro. 
 
Palavras-chave: Sistemas Hidrotérmicos, Programação Diária da 
Operação Eletroenergética, Relaxação Lagrangeana, Lagrangeano 
Aumentado, Princípio do Problema Auxiliar, Método não linear 
de Gauss Seidel, Ponto Pseudo-Primal.  
 
 
 
 
 
ABSTRACT 
 
 
The daily operation programming problem of hydrothermal sys-
tems aims to define which units should be in operation, the re-
spective generation levels at each hour of the day, with the pur-
pose of matching the demand, and meeting the operating plants 
constraints, the reservoir constraints and the electrical system 
constraints at the minimum operative cost. A challenging feature 
of this programming problem consists of obtaining a solution 
with good quality and moderate computational burden. In order 
to obtain a good solution, a detailed modeling of the generation 
and the transmission system is required. Consequently, the re-
sulting optimization problem has a high degree of complexity, 
which can be decomposed into smaller subproblems, with dis-
tinctive characteristics and easier to solve. In this work, the pro-
posed strategy of solution to the daily programming problem is 
based on the Lagrangian Relaxation and Augmented Lagrangian 
methods. This proposed strategy to the daily programming prob-
lem is analyzed in a hydrothermal setting, extracted from the 
Brazilian electrical system. 
 
Keywords: Hydrothermal Systems, Daily Operation Program-
ming, Lagrangian Relaxation, Augmented Lagrangian, Auxiliary 
Problem Principle, Block Coordinate Descent Method, Pseudo-
Primal Point.  
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 CAPÍTULO 1 INTRODUÇÃO 
A energia elétrica é essencial para a vida humana. Atual-
mente, é uma das principais fontes energéticas para as mais vari-
adas atividades realizadas pela humanidade, e possibilita uma 
série de benefícios sociais e econômicos para o país. No entanto, 
todos esses benefícios decorrem de um custo para a sociedade, 
associados, entre outros aspectos, à geração da energia elétrica. 
A produção da energia elétrica pode ser efetuada por usi-
nas termelétricas, em que um gerador é impulsionado pela quei-
ma de um combustível, por usinas hidrelétricas, em que a geração 
é efetuada pelo aproveitamento das forças das águas de um rio, 
ou pela combinação de ambas as usinas. O sistema que possui 
esses dois tipos de usinas é chamado de hidrotérmico. 
As usinas de um sistema hidrotérmico estão interligadas 
por um sistema de transmissão, o qual permite explorar as com-
plementaridades associadas ao regime hidrológico e às usinas 
termelétricas. Isso acontece, pois a operação de uma usina hidre-
létrica depende, entre diversos fatores, do volume armazenado 
no reservatório e da vazão afluente incremental1, enquanto a usi-
na termelétrica depende da disponibilidade do combustível. Des-
ta forma, é possível reduzir os custos operativos, com a diminui-
ção de geração termelétrica sempre que houver energia hidrelé-
trica excedente em outras regiões do sistema. Da mesma forma, 
em períodos com baixos valores de afluências, a contribuição das 
usinas termelétricas é de especial importância no atendimento à 
demanda. 
O sistema de produção e transmissão de energia elétrica do 
Brasil, Sistema Interligado Nacional – SIN, pode ser classificado 
como hidrotérmico, predominantemente hidrelétrico, de grande 
                                                        
1 Vazão afluente incremental é a vazão de água que chega no respectivo reservatório 
devido às chuvas e que não é controlável. 
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porte e com múltiplos proprietários (ONS, 2010). O tamanho e as 
características permitem considerá-lo único em âmbito mundial.  
A maior parte dos recursos de geração do SIN está distribu-
ída em 12 bacias hidrográficas de diferentes regiões do país, como 
ilustra a Figura 1.1 extraída de ONS (2010). Atualmente a capaci-
dade instalada dos recursos de geração hidrelétrica é de, aproxi-
madamente, 75.827 MW, correspondendo a 73% do total2. 
 
 
Figura 1.1: Integração das bacias do SIN. 
 
O SIN dispõe ainda de uma extensa malha de transmissão 
pela qual é possível integrar a geração no atendimento ao merca-
                                                        
2 Ressalte-se que nesse montante foi considerada a metade da capacidade da usina 
hidrelétrica de Itaipú. 
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do de energia e à demanda, como pode ser observada na Figura 
1.2, também extraída de ONS (2010). 
 
 
Figura 1.2: Sistema de transmissão do SIN. 
 
Devido à extensão territorial do Brasil e às complexidades 
na operação do SIN, optou-se por uma operação centralizada no 
sentido de otimizar os recursos existentes e reduzir os custos de 
operação no atendimento à demanda. O responsável pela coor-
denação e controle da operação das instalações de geração e 
transmissão de energia elétrica no SIN é o Operador Nacional do 
Sistema Elétrico – ONS. 
O planejamento da operação energética do SIN (MACEIRA 
et al., 2002) é efetuado pelo ONS, por meio de uma cadeia de mo-
delos, que tem como objetivo definir a operação ótima do sistema 
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hidrotérmico brasileiro, conforme será visto no capítulo seguinte. 
A cadeia é formada por três etapas, denominadas de Planejamen-
to Anual da Operação Energética – PEN, Programa Mensal da 
Operação Energética – PMO e Programação Diária da Operação 
Eletroenergética - PDO. De maneira geral, a diferença fundamen-
tal entre as etapas está relacionada ao horizonte de estudo e ao 
detalhamento dos componentes do sistema hidrotérmico.  
O objetivo principal deste trabalho é auxiliar no desenvol-
vimento técnico-metodológico e na validação técnica e computa-
cional para o problema da PDO3, o qual tem como objetivo de-
terminar quais unidades4 devem estar em operação, com seus 
respectivos níveis de geração, em cada hora do dia seguinte, a-
tendendo à demanda ao longo do dia, às restrições operativas das 
usinas e dos reservatórios e às restrições elétricas do sistema.  
Devido à proximidade da operação real, o modelo compu-
tacional a ser desenvolvido para o problema da PDO necessita 
conciliar uma modelagem detalhada de todos os componentes do 
sistema e solucioná-lo com um esforço computacional compatí-
vel. Essa modelagem detalhada, que será exposta no Capítulo 3, 
resulta em um problema de otimização de natureza não-linear e 
inteira mista.  
O uso de métodos de otimização para a solução do proble-
ma da programação é atrativo do ponto de vista econômico devi-
do aos elevados custos operacionais envolvidos. Adicionalmente, 
também é atrativo sob ponto de vista acadêmico por causa do 
desafiante modelo associado. Nesse sentido, a implementação 
computacional de um modelo de otimização depende, crucial-
mente, da precisão requerida, das técnicas de otimização utiliza-
das e, adicionalmente, da existência de dados confiáveis.  
Este trabalho tem como foco modelar detalhadamente os 
componentes do sistema hidrotérmico e apresentar uma estraté-
gia de solução para o problema da PDO. As metodologias utili-
                                                        
3 Os modelos de planejamento da operação energética, PEN e PMO, utilizam de um 
ferramental bastante desenvolvido e que resultaram do desenvolvimento técnico-
metodológico obtido no setor durante as últimas três décadas. Por sua vez, o modelo 
da PDO encontra-se em fase de desenvolvimento. 
4 Neste trabalho, uma unidade se refere a um conjunto turbina-gerador de uma usina. 
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zadas são: a Relaxação Lagrangeana – RL (BAZARAA et al., 1979; 
BERTSEKAS, 1999; LEMARÉCHAL, 2001), a qual tem provada na 
literatura sua capacidade de manusear eficientemente as restri-
ções que comumente aparecem neste tipo de problema e o La-
grangeano Aumentado – LA (GILL et al., 1981; BERTSEKAS, 
1999), que possibilita recuperar a solução inicialmente encontrada 
e torná-la viável. Nesta etapa de recuperação da solução, inicial-
mente, dois métodos baseados na metodologia do LA são utiliza-
dos: o método do Princípio do Problema Auxiliar – PPA 
(COHEN, 1980; BATUT et al., 1992; YAN et al., 1994; BELTRAN et 
al., 2002; DUBOST et al., 2003) e o método não linear de Gauss 
Seidel – GS (BERTSEKAS, 1999; BELTRAN et al., 1999, BELTRAN 
et al., 2002).   
O comportamento da estratégia de solução proposta e da 
análise comparativa entre os dois métodos propostos para recu-
perar a solução são, inicialmente, observados em um sistema hi-
drotérmico extraído do SIN, com algumas simplificações. Na se-
quência, o problema da PDO é modelado detalhadamente e o 
programa computacional desenvolvido é avaliado para diversas 
configurações. A estratégia de solução proposta fornece uma so-
lução viável para problema da PDO e uma visão inicial da aplica-
ção para o SIN. 
Em resumo, os principais objetivos deste trabalho são: 
 implementação de um modelo que represente de 
maneira realista o sistema de geração e de trans-
missão; 
 analisar o comportamento de uma nova estratégia 
de solução proposta para o problema da PDO. 
 
Este documento está organizado da seguinte maneira. O 
Capítulo 2 descreve o problema da PDO no contexto do planeja-
mento da operação de sistemas hidrotérmicos e situa o trabalho 
proposto com suas principais contribuições na revisão bibliográ-
fica. 
No Capítulo 3, o objetivo consiste em modelar o problema 
da PDO, detalhando as características operativas das unidades, 
usinas e dos reservatórios de um sistema hidrotérmico. Devido à 
predominância hidrelétrica do sistema brasileiro, maior ênfase é 
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dada à modelagem dos reservatórios e das unidades hidrelétri-
cas, mediante a ilustração das principais características básicas 
operativas. A rede de transmissão é representada por meio de 
uma modelagem DC, considerando as impedâncias das linhas. 
Uma notação compacta é apresentada, a qual será utilizada no 
decorrer do documento. 
No Capítulo 4, inicialmente, é dada atenção para as meto-
dologias, RL e LA, as quais são utilizadas sequencialmente na 
estratégia de solução para o problema da PDO. Na primeira fase, 
a metodologia da RL é utilizada com apoio da introdução conve-
niente de variáveis artificiais na estrutura de acoplamento (tem-
poral e espacial) do problema, possibilitando criar subproblemas 
menores, com naturezas matemáticas distintas e mais fáceis de 
serem solucionadas.  Como a solução dessa fase, geralmente, é 
inviável, a metodologia do LA é utilizada para encontrar uma 
solução viável. Nessa segunda fase, dois métodos baseados em 
heurísticas do LA, PPA e GS, são utilizados, sendo que a princi-
pal diferença encontra-se na maneira que as constantes do termo 
quadrático são atualizadas. 
O Capítulo 5 tem como objetivo analisar a estratégia de so-
lução proposta em um sistema hidrotérmico, extraído do sistema 
brasileiro. Nesse capítulo, ainda são analisados o comportamento 
do algoritmo de Programação Quadrática Sequencial – PQS de-
senvolvido ao longo deste trabalho de tese, frente a diversas con-
figurações, e é efetuada uma análise comparativa entre os dois 
métodos propostos para encontrar uma solução viável para o 
problema da PDO. No sentido de demonstrar as propriedades 
dos métodos, algumas análises são efetuadas. As análises se ba-
seiam na qualidade da solução inicial a ser utilizada pelos dois 
métodos propostos, na alteração da demanda do cenário base e 
na modificação da estrutura proposta para o método GS. 
No Capítulo 6, o objetivo é analisar o desempenho do mo-
delo computacional desenvolvido para o problema da PDO. Nes-
te capítulo, a modelagem do problema da PDO é efetuada sem 
simplificações e o método utilizado para recuperar a solução é o 
PPA. Diversas análises serão consideradas, referentes ao ponto de 
partida para o processo de recuperação da solução, a resposta do 
modelo computacional frente às alterações nas configurações da 
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rede de transmissão e de sua modelagem, e a utilização de uma 
alternativa de atualização das constantes dos termos quadráticos 
na recuperação primal. 
No Capítulo 7, as principais conclusões e as recomendações 
para trabalhos futuros são apresentadas. 
 
 CAPÍTULO 2 O PROBLEMA DA PROGRAMAÇÃO DIÁRIA DA 
OPERAÇÃO ELETROENERGÉTICA 
2.1 INTRODUÇÃO 
O objetivo deste capítulo consiste em abordar o problema 
do planejamento da operação centralizada do SIN com foco no 
problema da PDO. Desta forma, inicialmente será apresentada, de 
maneira geral, a operação centralizada do SIN e o inter-
relacionamento dos modelos da cadeia de planejamento da ope-
ração energética. Na sequência o problema da PDO, a ser tratado 
neste trabalho, é descrito. O capítulo é finalizado com uma breve 
revisão bibliográfica do problema em questão, contextualizando o 
presente trabalho com aqueles encontrados na literatura. 
2.2 OPERAÇÃO CENTRALIZADA DO SISTEMA INTERLIGADO 
NACIONAL 
Conceitualmente, a operação centralizada do SIN está em-
basada na interdependência operativa entre as usinas, na interco-
nexão do sistema de transmissão e na integração desses recursos 
para o atendimento à demanda de energia elétrica. A interdepen-
dência é causada pelo aproveitamento conjunto dos recursos hi-
drelétricos, por meio da operação de usinas e reservatórios locali-
zados em várias bacias hidrográficas. Dessa forma, a operação de 
uma determinada usina depende das vazões liberadas a montan-
te por outras usinas, ao mesmo tempo em que sua operação afeta 
as usinas a jusante, de forma análoga. A utilização dos recursos 
de geração e transmissão de forma integrada permite reduzir os 
custos operativos, mediante a minimização de geração termelétri-
ca.  
Atualmente as atividades que visam obter a operação cen-
tralizada do SIN, as quais são realizadas pelo ONS, podem ser 
agrupadas em cinco áreas (AZEVEDO FILHO, 2000; FINARDI, 
2004): 
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(1) Planejamento da Operação: engloba os estudos e 
análises operacionais com um horizonte variando 
de 5 anos até uma semana; 
(2) Programação Diária da Operação Eletroenergéti-
ca: atividades operacionais desenvolvidas dentro 
de um horizonte de uma semana até o dia que an-
tecede a operação propriamente dita; 
(3) Supervisão e Coordenação em Tempo Real 
(Despacho): engloba as atividades que vão desde 
a operação em tempo real até algumas horas à 
frente; 
(4) Análise e Estatística Pós Operativa: atividades de 
análise dos resultados da operação, com armaze-
namento de dados estatísticos que realimentarão 
as áreas citadas anteriormente; 
(5) Contabilização e Faturamento Energético. 
 
Na Figura 2.1, estão detalhadas um pouco mais algumas a-
tividades realizadas pelo ONS na operação centralizada do SIN. 
 
 
Atividades Ligadas à Operação Centralizada do
Sistema Hidrotérmico Brasileiro
Programação Diária da
Operação Eletroenergética
(2)
Planejamento da
Operação
(1)
Supervisão e Controle
(3)
Análise Estatística da
Operação
(4)
Contabilização e
Faturamento
(5)
ESTUDOS ENERGÉTICOS
 Programa Diário da
Produção
ESTUDOS ELÉTRICOS
 Programa Diário de
Intervenções
ESTUDOS ENERGÉTICOS
 Planejamento Anual da
Operação Energética
 Programa Mensal da
Operação Energética
ESTUDOS ELÉTRICOS
 Planejamento da
Operação Elétrica de
Médio Prazo
 Planejamento da
Operação Elétrica de
Curto Prazo
SUPERVISÃO DA GERAÇÃO
E DA TRANSMISSÃO
RELATÓRIOS E ANÁLISE DA
OPERAÇÃO
CONTABILIZAÇÃO E
FATURAMENTO ENERGÉTICO
 
Figura 2.1: Atividades típicas da operação integrada do SIN. 
 
Nas atividades (3), (4) e (5), os interesses estão voltados, ba-
sicamente, para a garantia de qualidade e confiabilidade do su-
primento, os relatórios e análises de operação e a contabilização 
dos suprimentos entre os agentes. Por sua vez, no planejamento 
da operação, os estudos energéticos, ligados às fontes de geração, 
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e os estudos elétricos, ligados à análise da rede, são realizados 
por cadeias de modelos distintas, as quais se relacionam entre si 
pela inclusão das restrições elétricas mais relevantes nos estudos 
energéticos e vice-versa. Na programação diária, o inter-
relacionamento entre os estudos elétricos e energéticos é bem 
mais evidente, traduzindo–se numa etapa onde são analisados 
aspectos ligados às fontes de geração e à rede de transmissão 
simultaneamente. 
A seguir será abordado o Planejamento da Operação Ener-
gética do SIN e os modelos utilizados. Detalhes sobre os estudos 
referentes ao Planejamento da Operação Elétrica podem ser en-
contrados no Módulo 6 dos Procedimentos de Rede (ONS, 2010). 
2.3 PLANEJAMENTO DA OPERAÇÃO ENERGÉTICA DE SISTEMAS 
HIDROTÉRMICOS 
A natureza e complexidade do SIN tornam inviável a ado-
ção de um modelo computacional único para realizar o despacho 
de geração. Nesse sentido, o ONS utiliza uma cadeia de estudos 
coordenados entre si (MACEIRA et al., 2002), com diferentes ho-
rizontes de análise e distintos graus de detalhamento na modela-
gem do sistema. Essa cadeia, ilustrada na Figura 2.2, tem como 
etapas principais o Planejamento Anual da Operação Energética – 
PEN, o Programa Mensal da Operação Energética – PMO e a 
PDO.  
Todas as etapas têm como objetivo principal assegurar a o-
timização dos recursos de geração disponíveis, mediante a análise 
das condições de atendimento ao mercado de energia e à deman-
da nos horizontes cobertos por esses estudos. 
 
Análise Horária para o 
Dia
Análise Semanal 
para o Mês
PEN PMO PDO
PROGRAMA 
MENSAL DA 
OPERAÇÃO 
ENERGÉTICA
PROGRAMAÇÃO
DIÁRIA DA 
OPERAÇÃO 
ELETROENERGÉTICA
Análise Mensal 
para o Ano
PLANEJAMENTO
ANUAL DA 
OPERAÇÃO 
ENERGÉTICA
 
Figura 2.2: Etapas do despacho centralizado de geração. 
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No PEN o horizonte de planejamento é de cinco anos, dis-
cretizado em base mensal. Esse estudo é elaborado anualmente, 
tendo revisões quadrimestrais, de modo a incorporar revisões nas 
informações básicas. A principal ferramenta utilizada é o modelo 
computacional NEWAVE (CEPEL, 2001; MACEIRA et al., 2008), o 
qual define mensalmente o despacho de geração para cada sub-
sistema do SIN (Sul – SU, Sudeste/Centro-Oeste – SE/CO, Norte 
– NO e Nordeste – NE). Um subsistema é uma representação 
agregada das usinas hidrelétricas de uma determinada região 
elétrica (SILVA, 2001). 
Em sua estratégia de solução, o NEWAVE calcula a função 
de custo futuro – FCF, como função do nível de armazenamento 
no final de cada mês e da tendência hidrológica1 verificada em 
meses anteriores, de cada subsistema. Além disso, o NEWAVE é 
utilizado para obter diversos resultados tais como riscos de défi-
cit de energia, estimativas do custo de operação, montantes de 
geração termelétrica, evolução do armazenamento do sistema, 
adequação de cronogramas de manutenção, entre outros. A FCF 
por esse modelo é repassada ao PMO para manter a coordenação 
dos estudos. 
Por sua vez, no PMO são definidas as políticas operativas 
para as semanas do mês em questão, sendo que esse estudo é 
executado mensalmente e elaborado num prazo de até três dias 
úteis. Devido à dinâmica operativa do sistema, o estudo é revisa-
do semanalmente. A principal ferramenta utilizada é o modelo 
computacional DECOMP (CEPEL, 2003), o qual representa de 
forma detalhada cada usina hidrelétrica do SIN e algumas restri-
ções elétricas e hidráulicas especiais. Os níveis de geração por 
usina e as diretrizes energéticas a serem implementados na PDO 
são alguns dos diversos resultados obtidos nesse estudo. 
Finalizando a cadeia, a PDO tem como objetivo estabelecer 
os níveis de geração de cada unidade geradora do sistema, em 
intervalos de 30 minutos, para o dia que antecede a operação em 
tempo real, visando garantir a otimização energética dos recursos 
de geração e a segurança operacional, considerando (ONS, 2010): 
                                                        
1 Afluência de energia prevista aos sistemas equivalentes. 
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(a) políticas e diretrizes do PMO, e suas revisões se-
manais;  
(b)   restrições elétricas entre e intra-subsistemas; 
(c) cronogramas de manutenção das unidades gera-
doras; 
(d) programa de intervenções em instalações da rede 
de operação; 
(e) restrições hidráulicas, de uso múltiplo da água e 
ambientais; 
(f) restrições em instalações e equipamentos. 
 
Diferentemente das outras duas etapas do planejamento, ci-
tadas anteriormente, a PDO utilizada pelo ONS ainda não utiliza 
de um modelo computacional que otimize, de forma sistêmica, 
todos os recursos de geração.  
Conforme será detalhado na revisão bibliográfica, diversos 
trabalhos têm sido publicados agregando contribuições para o 
desenvolvimento metodológico do modelo de otimização da pro-
gramação diária da operação. Atualmente, para sobrepujar essa 
lacuna o ONS faz uso, com o apoio dos agentes, de modelos 
computacionais para validação elétrica e hidráulica no sentido de 
definir os procedimentos a serem seguidos na operação em tem-
po real. 
Vale ainda ressaltar que a cadeia mostrada na Figura 2.2 é 
apoiada por diversos modelos que realizam previsão de mercado 
de energia e vazões afluentes, análises de confiabilidade, entre 
outros. Detalhes sobre esses modelos, e com respeito ao despacho 
de geração do SIN, podem ser obtidos nos módulos 7 e 8 dos Pro-
cedimentos de Rede (ONS, 2010). 
2.4 PROGRAMAÇÃO DIÁRIA DA OPERAÇÃO ELETROENERGÉTICA 
A complexidade matemática do problema da PDO pode ser 
resumida com base nos seguintes tópicos:  
 acoplamento no tempo, devido à capacidade limi-
tada de armazenamento dos reservatórios, tempo 
de viagem da água entre os reservatórios e fatores 
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termodinâmicos de operação das usinas termelétri-
cas; 
 acoplamento no espaço, devido à presença de 
diversas usinas hidrelétricas em uma cascata e aos 
requisitos de atendimento à demanda e reserva do 
sistema; 
 não-linear, devido às funções de produção das 
unidades hidrelétricas, custos de operação das 
usinas termelétricas e ao fluxo de potência na rede 
elétrica; 
 de natureza combinatória, dado que uma das 
tarefas primordiais da operação de um sistema de 
energia consiste em decidir dentre todas as 
unidades que compõem o sistema gerador, quais 
devem estar operando no atendimento à demanda e 
às demais restrições do sistema em cada período de 
tempo; 
 de grande porte, devido ao grande número de 
reservatórios, unidades hidrelétricas, termelétricas 
e períodos de estudo necessários para avaliar o 
impacto do acoplamento temporal na operação do 
sistema. 
 
Como resultado, a programação diária se caracteriza por 
ser um problema de otimização não-linear e inteiro misto. O obje-
tivo deste trabalho consiste em modelar detalhadamente os ele-
mentos de geração e de transmissão de um sistema hidrotérmico 
e propor uma estratégia de solução para o problema da PDO, 
auxiliando desta maneira no desenvolvimento metodológico da 
etapa.  
2.5 REVISÃO BIBLIOGRÁFICA 
Neste trabalho, a revisão bibliográfica será feita de maneira 
sucinta, visto que o principal objetivo desta seção é situar o proje-
to com os trabalhos mais relevantes, presentes na bibliografia do 
problema da PDO. Revisões bibliográficas com trabalhos anterio-
res podem ser encontradas em Finardi (2003) e Diniz (2007). 
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Independentemente do tipo de sistema, seja termelétrico ou 
hidrotérmico, os modelos direcionados para a programação diá-
ria possuem diversas simplificações na modelagem e as estraté-
gias de solução são escolhidas segundo as particularidades de 
cada sistema em estudo.  
Os primeiros estudos referentes ao problema da programa-
ção diária foram realizados em meados da década de 60, em sis-
temas termelétricos com poucas unidades geradoras. A partir de 
então, um grande número de pesquisadores tem direcionado 
estudos para esse problema, o qual é também conhecido como 
thermal unit commitment problem (MERLIN et al., 1983; ZHUANG 
et al., 1988; GUAN et al., 1992; SHEBLE et al., 1994; MÖLLER et al., 
1995, KAZARLIS et al., 1996; ZHAI et al., 2002; PADHY, 2004; 
ARROYO et al., 2004; CARRIÓN et al., 2006; SIMOPOULOS et al., 
2006; LI et al., 2007a; LI et al., 2007b; HOSEINI et al., 2007; 
VENKATESH et al., 2008; AMINIFAR et al., 2009; LAU et al., 2009; 
ORTEGA et al., 2009; PAPPALA et al., 2009; FENG et al , 2010; 
LOTFJOU et al., 2010; SEKI et al., 2010; SIAHKALI et al., 2010).  
Devido à natureza inteira-mista e a estrutura das restrições 
do modelo de otimização relacionado, as metodologias típicas 
comumente utilizadas são as técnicas de Branch and Bound (cujos 
conceitos podem ser vistos em WOLSEY, 1998), Benders 
(BENDERS, 1962), Programação Dinâmica (BELLMAN, 1957) e a 
Relaxação Lagrangeana (cujos conceitos podem ser vistos em 
BAZARAA et al., 1979; BERTSEKAS, 1999; LEMARÉCHAL, 2001), 
com destaque para a última conforme pode ser visto em Sheble et 
al. (1994).  
Desde a década passada, novas técnicas baseadas em algo-
ritmos evolucionários, de inteligência artificial ou metaheurísti-
cas, estratégias híbridas e lógica Fuzzy estão sendo propostas 
para a solução do problema, as quais podem ser encontradas em 
Padhy (2004), Saber et al. (2006), Simopoulos et al. (2006), Venka-
tesh et al. (2008), Lau et al. (2009), Pappala et al. (2009). Essas técni-
cas possuem facilidades de implementação e têm como embasa-
mento uma busca aleatória de pontos, que seguem regras custo-
mizadas ao problema.  
Papageorgiou et al. (2007) inclui a modelagem das zonas 
proibidas para as unidades termelétricas e soluciona o problema 
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de alocação via programação quadrática inteira mista, compa-
rando a eficiência de sua solução com alguns trabalhos da litera-
tura, que utilizam técnicas de inteligência artificial. Em suas aná-
lises comparativas, a programação matemática sempre obtém 
soluções melhores ou tão boas quanto os demais trabalhos. A 
vantagem da programação matemática é a garantia da qualidade 
da solução obtida para o problema modelado.  
Em trabalhos mais recentes (ARROYO et al., 2004; 
CARRIÓN et al., 2006; LI et al., 2007a; LI et al., 2007b; HOSEINI et 
al., 2007; AMINIFAR et al., 2009), o thermal unit commitment pro-
blem está sendo solucionado por Programação Linear Inteira Mis-
ta (WOLSEY, 1998). Arroyo et al. (2004) destaca a modelagem das 
restrições de rampa de partida (aquecimento da caldeira) e de 
desligamento (resfriamento da caldeira). Carrión et al. (2006) mo-
dela as restrições de rampa, custos de partida e de desligamento e 
minimum up/down time. Em Li et al. (2007a) é proposto que o limite 
de rampa seja função da geração da unidade e em outro trabalho 
(LI et al, 2007b) os autores inserem no problema de alocação às 
incertezas relacionadas ao preço de mercado, utilizando técnicas 
de Monte Carlo para a geração dos cenários. Hosseini et al. (2007) 
solucionam o problema por meio de três fases, em que para cada 
fase são efetuadas algumas simplificações na modelagem do pro-
blema, as fases são sucessivas até o encontro de uma solução viá-
vel. Em Aminifar et al. (2009), um critério de confiabilidade, a 
energia esperada não suprida, é incorporada ao problema de alo-
cação das unidades termelétricas. 
Devido à forte tendência mundial de inserir fontes gerado-
ras renováveis, a inserção das fontes eólicas, que utilizam da ve-
locidade do vento para a conversão de energia elétrica, está sendo 
cada vez mais pesquisada. A incorporação das características 
estocásticas da geração eólica ao problema do thermal unit com-
mitment problem estão sendo consideradas em diversos trabalhos 
recentes (VENKATESH et al., 2008; ORTEGA et al., 2009; 
PAPPALA et al., 2009; SIAHKALI et al., 2010). 
No tocante a sistemas hidrotérmicos podem ser citados al-
guns modelos desenvolvidos no Brasil (SOARES et al., 1997; 
ARCE et al., 2002; BELLONI et al., 2003; FINARDI, 2003; 
MONTIBELLER, 2003; FINARDI et al., 2004; FINARDI et al., 2005; 
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TAKIGAWA, 2006; FINARDI et al., 2006; RODRIGUES et al., 2006; 
DINIZ et al., 2006; DINIZ, 2007; MEZGER et al., 2007; DINIZ et al., 
2007b; ENCINA et al , 2008; RODRIGUES et al., 2008; 
RODRIGUES, 2009). E em outros países (SHAW et al., 1985; 
FERREIRA et al., 1989; YAN et al., 1994; HEREDIA et al., 1995; 
RUZIC et al., 1996a; RUZIC et al., 1996b; LI et al., 1997; GUAN et 
al., 1997; SALAM et al., 1998; GUAN et al., 1999; NI et al., 1999; 
BORGHETTI et al., 2003; LI et al., 2005; NOWAK et al., 2005; 
SIFUENTES et al., 2007). Dado que o interesse do nosso trabalho 
refere-se a sistemas hidrotérmicos, na sequência alguns dos traba-
lhos descritos acima serão brevemente comentados. 
Nos trabalhos estrangeiros citados, os sistemas considera-
dos são, em sua maioria, predominantemente termelétricos. Con-
sequentemente, a modelagem da função de produção das unida-
des hidrelétricas é em geral simplificada. Geralmente, a geração é 
dependente da vazão turbinada, e representada por uma função 
linear por partes (JOHANNENSEN et al., 1991) ou por uma fun-
ção quadrática (SALAM et al., 1998). Neste sentido, destaque é 
dado ao trabalho de Li et al. (1997), em que o sistema tem predo-
minância hidrelétrica2 e a modelagem do problema apresenta os 
custos de partida e restrições de minimum uptime e downtime das 
unidades hidrelétricas. O custo futuro da água armazenada nos 
reservatórios é representado na função objetivo. No entanto, não 
são consideradas as zonas proibidas e não existe a influência da 
variação da altura líquida na função de produção das unidades 
hidrelétricas, isto é, o volume é considerado constante e a função 
de produção não depende da vazão vertida. 
Em Guan et al. (1997), Guan et al. (1999) e Ni et al. (1999) são 
modeladas as zonas proibidas de operação das unidades hidrelé-
tricas no sentido de evitar sua operação em níveis que compro-
metam suas características operativas. Guan et al. (1999) modelam 
também restrições de defluência considerando, portanto, vazões 
que respeitem requisitos de navegação e recreação. 
                                                        
2 O sistema hidrelétrico possui 65 reservatórios, localizados em 14 cascatas das regiões 
nordeste e central do Estado da Califórnia. O sistema hidrotérmico possui 115 unida-
des hidrelétricas e 50 unidades termelétricas. 
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Na maioria dos trabalhos, a metodologia de solução utili-
zada é a RL, que será detalhada na Seção 4.2.1, em que o proble-
ma original é decomposto em um subproblema termelétrico e 
outro hidrelétrico, por meio de multiplicadores de Lagrange as-
sociados às restrições relaxadas de atendimento à demanda e de 
reserva. O subproblema termelétrico resultante é muito seme-
lhante ao thermal unit commitment problem, sendo solucionado via 
Programação Dinâmica, conforme pode ser visto em Ferreira et al. 
(1989). Em Martínez et al. (2008) uma estratégia de solução para o 
Subproblema Termelétrico utilizando uma técnica de memória, 
reduzindo o número de nós nos grafos da Programação Dinâmica 
obteve resultados expressivos relacionados ao esforço computa-
cional, quando comparados à excursão clássica da Programação 
Dinâmica. 
No subproblema hidrelétrico, as restrições de conservação 
da massa da água acoplam, no tempo e no espaço, os reservató-
rios ligados em cascata, dificultando sua solução. Neste sentido, 
em Guan et al. (1997) são utilizados dois conjuntos de multiplica-
dores adicionais que relaxam as restrições de limites de volume e 
de volume final. Desse modo, e com o apoio de algumas heurísti-
cas, são desacoplados hidraulicamente os reservatórios e o sub-
problema hidrelétrico pode ser solucionado individualmente 
para cada estágio de tempo. No entanto, os mesmos autores em 
outro artigo (NI et al., 1999) admitem que o modelo proposto an-
teriormente possui simplificações visto que não foi considerada a 
dependência do volume na função de produção das unidades, e 
desse modo à metodologia anterior não desacopla o problema no 
tempo. Neste sentido, no modelo mais recente, as restrições de 
limites das zonas operativas das unidades são relaxadas. Desta 
forma, utilizando a RL, o subproblema hidrelétrico é decomposto 
em dois problemas menores de características distintas: contínua 
e inteira. O problema contínuo é solucionado via Fluxo de Redes 
(KENNINGTON et al., 1980) e o problema inteiro é solucionado 
via Programação Dinâmica (GUAN et al., 1997; GUAN et al.,1999; 
NI et al., 1999). Objetivando diminuir o espaço de estados desse 
problema, uma Lista de Prioridades (WOOD et al., 1984) é utili-
zada em conjunto com a metodologia da Programação Dinâmica. 
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González et al. (2001) consideram um sistema puramente 
hidrelétrico, com três usinas em cascata, e destacam o inter-
relacionamento das variáveis de vazão turbinada na usina e do 
volume do reservatório na função de produção da mesma. No 
entanto, neste trabalho não se representam as perdas hidráulicas 
e a alocação das unidades hidrelétricas. A função de produção é 
linearizada por partes, podendo ser não côncava, o que requere o 
uso de variáveis binárias. O problema hidrelétrico é modelado 
via Programação Linear Inteira Mista – PLIM e solucionado por 
um pacote comercial especializado.  
Trabalhos como Li et al. (2005) e Nowak et al. (2005) mode-
lam o problema hidrotérmico via PLIM e os solucionam por um 
pacote comercial especializado. Nesses trabalhos, a modelagem 
do parque gerador é feita por usinas, e deste modo, as restrições 
relacionadas às unidades hidrelétricas não são consideradas. Li et 
al. (2005) compara a solução do problema pela metodologia da RL 
com uma mistura das metodologias do Branch and bound e do 
Cutting Plane (WOLSEY, 1998). Nowak et al. (2005) incorpora as 
negociações de energia do dia seguinte, no problema de alocação 
das unidades, por meio de ofertas de geração que podem ser efe-
tuadas pelos geradores no mercado. Essas ofertas têm influência 
direta no cálculo do preço. As incertezas da demanda e das ofer-
tas de geração dos outros participantes acrescentam à natureza 
estocástica no problema de PLIM. 
A representação da função de produção da água tem rece-
bido grande preocupação por parte dos pesquisadores; no entan-
to, a complexidade da sua modelagem, muitas vezes faz com que 
a mesma seja simplificada em seus estudos. Borghetti et al. (2003) 
definem que a função de produção de uma usina hidrelétrica 
depende da vazão turbinada, da altura de queda (dependente do 
volume do reservatório) e do rendimento da unidade (função da 
vazão turbinada e da altura de queda). No entanto, os autores 
simplificam a mesma como uma função linear da vazão turbina-
da da usina. Em um trabalho mais recente (BORGHETTI et al., 
2008), os autores aproximam a função de produção da unidade 
por uma função linear por partes, não-côncava, dependente da 
vazão turbinada e da altura de queda. 
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Mariano et al. (2008), em um sistema hidrelétrico, compa-
ram uma modelagem não linear da função de produção da usina, 
dependente da vazão turbinada e da altura de queda, com uma 
modelagem clássica linear, dependente apenas da vazão turbina-
da. A conclusão é que a modelagem mais detalhada rende mais 
lucros, considerando os preços de energia conhecidos, em um 
tempo computacional aceitável. 
Estudos focados apenas no hydro unit commitment são efe-
tuados nos trabalhos de George et al. (1996), Philpott et al. (2000), 
Catalão et al. (2009) e Catalão et al. (2010). Em George et al. (1996), 
o problema da alocação das unidades hidrelétricas é solucionado 
via Programação Inteira Mista, em que os mesmos consideram o 
tempo de viagem da água entre sete reservatórios e o custo de 
partida para as unidades. A inserção das incertezas da demanda 
no problema de alocação é apresentada por Philpott et al. (2000), 
na qual a mesma é solucionada por Programação Dinâmica e 
Programação Inteira Estocástica. 
Catalão et al. (2009) destaca a importância de uma modela-
gem não linear da função de produção hidrelétrica. Neste traba-
lho os autores modelam a função de produção dependente da 
vazão turbinada e de sua altura de queda; e a vazão turbinada 
máxima, também, como função da altura de queda. Nos testes 
efetuados, os autores ilustram os benefícios obtidos pela modela-
gem não linear em detrimento da modelagem linear, em que não 
foi considerada a variação da altura de queda na função de pro-
dução. Em Catalão et al. (2010), os autores incluem restrições de 
rampa e de custos associados à partida e ao desligamento, no 
sentido de obter soluções mais realísticas. 
Trabalhos com detalhamento na representação do sistema 
de geração e transmissão são muito escassos na literatura, geral-
mente, o detalhamento se atém à representação de um sistema e 
simplificações no outro.  Sifuentes et al. (2007) modelam o sistema 
de transmissão de um sistema hidrotérmico como uma rede AC, 
no qual problemas de congestionamento de linhas e controle de 
tensão podem ser considerados nessa metodologia; no entanto, o 
sistema de geração é representado de forma bem simplificada. De 
maneira semelhante, Fu et al. (2006) e Martínez-Crespo et al. 
(2006) também simplificam a modelagem do sistema de geração e 
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solucionam o problema de otimização pela decomposição de 
Benders. 
Em uma representação precisa do sistema de geração e 
transmissão de um sistema hidrotérmico, a metodologia da RL 
aparece como uma escolha eficaz na literatura. A principal razão 
consiste na possibilidade de manipular as diferentes característi-
cas matemáticas envolvidas e solucioná-las separadamente em 
subproblemas menores. 
Uma desvantagem da aplicação da metodologia da RL é 
que a solução primal obtida, geralmente, é inviável. Isso torna 
necessário o desenvolvimento de uma outra fase para recuperar a 
mesma, conhecida como Recuperação Primal – RP.  Essa fase RP é 
baseada em heurísticas (ZHUANG et al., 1988; RUZIC et al., 
1996a; BELTRAN et al., 2002; DUBOST et al., 2003). Em Zhuang et 
al. (1988), heurísticas são utilizadas para ajustar alguns multipli-
cadores de forma a atender à reserva e, em seguida, um despacho 
viável pode ser obtido fixando-se os status das unidades, resol-
vendo um problema contínuo. Em Ruzic et al. (1996a) procura-se 
o ponto viável que apresente o menor desvio em relação à solu-
ção primal encontrada ao resolver o problema dual.  
Beltran et al. (2002) encontram uma solução viável para o 
problema da alocação das unidades termelétricas utilizando a 
técnica de variáveis artificiais (LEMARÉCHAL et al., 2001) na fase 
RL e analisam comparativamente o uso de duas heurísticas base-
adas na metodologia do Lagrangeano Aumentado – LA (GILL et 
al., 1981; BERTSEKAS, 1999), que será detalhado na Seção 4.2.2. O 
desempenho computacional das duas heurísticas, método do 
Princípio do Problema Auxiliar – PPA (COHEN, 1980) e o Block 
Coordinate Descent ou método não-linear de Gauss Seidel – GS 
(BERTSEKAS, 1999), é analisado e para os casos estudados tem-se 
que o GS foi muito mais rápido do que o PPA. No entanto, a aná-
lise qualitativa da solução obtida pelos dois métodos não foi con-
siderada. 
No trabalho de Dubost et al. (2003), duas heurísticas para a 
fase RP são comparadas. A primeira baseia-se na solução do pro-
blema convexificado, fornecido pelo Método dos Feixes 
(LEMARÉCHAL et al., 1996; REDONDO et al., 1999; 
FELTENMARK et al., 2000; LEMARÉCHAL, 2001; BORGUETTI et 
O Problema da Programação Diária da Operação Eletroenergética | Capítulo 2 
 52 
al., 2003; BELLONI et al., 2003; MONTIBELLER, 2003). A segunda 
utiliza o método PPA para manter o problema resultante separá-
vel e obter uma solução viável. Nas análises efetuadas, a solução 
convexificada obteve resultados melhores do que o PPA. 
No Brasil, devido à predominância de recursos hídricos e a 
consequente necessidade de se representar seu parque gerador o 
mais próximo da realidade, os trabalhos desenvolvidos buscam 
detalhar as características operacionais das unidades hidrelétri-
cas. Em Soares et al. (1997) pode-se observar  uma modelagem 
detalhada das unidades com a representação das curvas colinas 
das unidades, relacionando as perdas nos condutos forçados, a 
cota de jusante como um polinônimo de quarta ordem e o rendi-
mento do conjunto turbina-gerador, e a modelagem DC da rede 
de transmissão; e, em Arce et al. (2002) pode-se observar à repre-
sentação dos custos de partida e de desligamento das unidades; 
no entanto, a modelagem das zonas proibidas das unidades hi-
drelétricas não é considerada. Em Encina et al. (2008), os resulta-
dos da modelagem detalhada das unidades resultou em benefí-
cios na eficiência da conversão de energia elétrica e na redução 
das perdas relacionadas a geração, em um sistema hidrelétrico 
extraído do SIN. No entanto, neste trabalho não foram considera-
das as restrições de conservação da massa da água e dos limites 
de armazenamento dos reservatórios. 
Belloni et al. (2003) apresentam um modelo que inclui a alo-
cação das unidades termelétricas no problema do despacho de 
geração horária desenvolvido para o sistema brasileiro. Na mode-
lagem do parque gerador hidrelétrico, a função de produção das 
unidades hidrelétricas depende da vazão turbinada na usina, do 
volume do reservatório e da vazão vertida. A restrição de função 
de custo futuro da água também é representada. No entanto, a 
alocação das unidades hidrelétricas e suas respectivas zonas pro-
ibidas não são modeladas. A estratégia de solução proposta utili-
za a metodologia da RL, com o auxílio da técnica de introdução 
de variáveis artificiais. Desta forma, o problema da PDO é de-
composto em dois subproblemas distintos: Termelétrico e Hidro-
térmico. O primeiro é solucionado por Programação Dinâmica e o 
segundo por Programação Linear. A coordenação dos subpro-
blemas é feito pelo Método dos Feixes. Na fase RP é utilizado o 
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método PPA, em que os termos lineares relacionados à derivada 
primeira são negligenciados e a constante do termo quadrático é 
obtida pela média da solução encontrada na iteração anterior.  
Finardi (2003) e Montibeller (2003) recebem destaque no to-
cante à representação do parque hidrelétrico, principalmente, na 
modelagem das unidades hidrelétricas. A função de produção 
considerada é não-linear, dependente da vazão defluente do re-
servatório e da vazão turbinada na unidade. Como restrições, 
múltiplas faixas operativas das unidades são consideradas, de 
forma que as mesmas não operem em regiões que forneçam des-
gastes no conjunto turbina-gerador.  
Nas duas estratégias de decomposição propostas por Fi-
nardi (2003), subproblemas semelhantes ao Termelétrico e ao 
Hidrotérmico propostos por Belloni et al. (2003) são apresentados. 
No entanto, como existe também a duplicação da geração hidrelé-
trica, torna-se possível separar o Subproblema Hidrotérmico de 
Belloni et al. (2003) em dois subproblemas menores, Hidrotérmico 
e Hidrelétrico. Desta forma no subproblema Hidrelétrico resul-
tante, uma diferença fundamental além da modelagem detalhada 
das unidades hidrelétricas é o tratamento da natureza inteira e 
não linear.  A complexidade desse subproblema é acentuada de-
vido ao acoplamento temporal e espacial das usinas pela restrição 
de conservação da massa da água. Desta forma, o autor propõe a 
separação das características das usinas e das unidades em dois 
subproblemas, Hidráulico e Alocação de Unidades Hidrelétricas, 
sendo que o último ainda contém a natureza inteira e não linear. 
As duas estratégias de decomposição propostas diferem no tra-
tamento combinatório das unidades hidrelétricas. No sentido de 
compará-las, somente o problema hidrelétrico foi analisado. A 
solução dos subproblemas foi feita por Programação Linear para 
o Subproblema Hidráulico e foi desenvolvido um algoritmo de 
Programação Quadrática Sequencial (FINARDI et al., 2004; 
FINARDI et al., 2006) para a solução do problema não linear re-
sultante das duas estratégias de decomposição.  
Takigawa (2006) analisa comparativamente as duas estraté-
gias de decomposição propostas por Finardi (2003) em um siste-
ma hidrotérmico reduzido, extraído do SIN. Outras análises fo-
ram efetuadas analisando a retirada das zonas proibidas da mo-
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delagem e uma representação agregada das unidades hidrelétri-
cas. No entanto, algumas simplificações foram realizadas acerca 
da modelagem termelétrica e da rede de transmissão.  
Diniz (2007) modela detalhadamente o parque gerador 
termelétrico, sendo a rede de transmissão modelada com restri-
ções de fluxo de potência linearizado (JONHANSEN et al., 1991; 
DINIZ et al., 2006; MEZGER et al., 2007) no SIN. Em respeito à 
modelagem da função de produção das unidades hidrelétricas, a 
mesma é dependente da vazão turbinada da usina, da altura de 
queda e, em alguns casos, da vazão vertida; no entanto, essa fun-
ção é aproximada por funções lineares por partes e a representa-
ção das zonas proibidas de operação não foi considerada. Para 
linearizar a função de produção, todos os pontos das regiões não 
côncavas da função são eliminados do cálculo e um ajuste corre-
tivo, considerando o desvio médio entre o valor real e a aproxi-
mação, é efetuado (DINIZ et al., 2008). A estratégia de solução 
proposta decompõe o problema da PDO de maneira semelhante a 
Belloni et al.(2003). No entanto, são duplicadas as variáveis de 
geração termelétrica e hidrelétrica, decompondo o problema da 
PDO em três subproblemas distintos: Termelétrico, Hidrotérmico 
e Hidrelétrico. Uma solução viável é encontrada utilizando o mé-
todo do PPA. 
Rodrigues (2009) utiliza a estratégia de decomposição pro-
posta inicialmente por Finardi (2003), em que a natureza inteira 
das unidades hidrelétricas é tratada de maneira enumerativa, 
percorrendo todo o espaço de estados. A modelagem da geração 
hidrelétrica e termelétrica é detalhada, mas existem simplifica-
ções na modelagem da rede. Uma solução viável é obtida utili-
zando o método PPA de maneira semelhante a Belloni (2003) e 
Diniz (2007).  
Neste trabalho, o sistema hidrotérmico possui predominân-
cia de recursos hidrelétricos. Desta forma, a modelagem do par-
que hidrelétrico é representada de forma adequada, semelhante 
aos trabalhos anteriores (FINARDI, 2003; MONTIBELLER, 2003; 
TAKIGAWA, 2006; RODRIGUES, 2009). Ainda em relação à mo-
delagem, este trabalho difere dos demais, pois inclui restrições de 
permanência para cada estado operativo das unidades hidrelétri-
cas, no sentido de evitar o desgaste das unidades pelo ligamen-
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to/desligamento sucessivo; a função de produção das unidades 
hidrelétricas é dependente do volume armazenado no reservató-
rio; e, a modelagem do sistema de transmissão é efetuada por 
meio de restrições de fluxo de potência linearizado.  
Como contribuições adicionais deste trabalho, uma nova 
estratégia de solução é proposta para o problema da PDO, utili-
zando a metodologia da RL, com apoio da técnica de introdução 
das variáveis artificiais. Os subproblemas resultantes da estrutura 
de decomposição, que será apresentada na Seção 4.3, diferem dos 
trabalhos supracitados, principalmente, no tratamento do pro-
blema hidrelétrico, mas mantém o Subproblema Termelétrico 
idêntico e o Subproblema Hidrotérmico muito semelhante3. O 
problema hidrelétrico é decomposto em três subproblemas meno-
res (Hidrelétrico, Alocação das Unidades Hidrelétricas e Coorde-
nação com o Curto Prazo), que possuem características distintas 
aos tratados nos trabalhos anteriores. Desta forma, para solucio-
nar o problema não linear, que possui características distintas de 
Finardi (2003), um algoritmo de Programação Quadrática Se-
quencial, também, foi desenvolvido. 
Os dois métodos, PPA e GS, que serão, inicialmente, pro-
postos para obtenção de uma solução viável para o problema da 
PDO são baseados na metodologia do LA, que conforme foi co-
mentado obteve sucesso em problemas semelhantes. Neste senti-
do, inicialmente, a estratégia de solução proposta será analisada 
em um sistema hidrotérmico com simplificações na rede de 
transmissão e nas variáveis inteiras das unidades hidrelétricas, e 
as soluções obtidas pelos dois métodos serão analisadas compara-
tivamente. Ainda serão analisados e apresentados o comporta-
mento do algoritmo de Programação Quadrática Sequencial, de-
senvolvido e algumas peculiaridades do mesmo. 
Enfim, a estratégia de solução será analisada em um siste-
ma hidrotérmico modelado detalhadamente. No sentido de obter 
as principais características sobre o comportamento do programa 
                                                        
3 Diferentemente dos trabalhos supracitados, neste trabalho, o Subproblema Hidro-
térmico considera as restrições relacionadas ao fluxo de potência linearizado e as 
restrições de reserva. 
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computacional, algumas análises são efetuadas, considerando 
alterações: na capacidade das linhas de transmissão bem como na 
sua modelagem, no ponto de partida para a recuperação primal e 
na obtenção de uma solução viável, uma maneira híbrida, basea-
da nos dois métodos PPA e GS, será proposta e analisada. 
2.6 CONCLUSÕES 
Este capítulo teve como objetivo apresentar o contexto em 
que o problema da PDO está situado. Desta forma, a operação 
centralizada do SIN e o inter-relacionamento da cadeia de plane-
jamento da operação energética foram abordados. Na sequência, 
a complexidade matemática do problema da PDO foi apresenta-
da. 
A revisão bibliográfica foi feita de maneira sucinta, relacio-
nando este trabalho com os demais presentes na literatura. O 
intuito da revisão foi destacar os trabalhos mais relevantes para o 
desenvolvimento deste e explorar de maneira geral a modelagem 
efetuada dos elementos de geração e transmissão do sistema hi-
drotérmico e a estratégia de solução utilizada pelos diversos tra-
balhos. 
Este trabalho consiste em modelar detalhadamente os ele-
mentos de geração e transmissão do sistema hidrotérmico e pro-
por uma estratégia de solução para o problema da PDO. A estra-
tégia de solução a ser proposta é baseada na metodologia da RL 
com auxílio da técnica de variáveis artificiais e em heurísticas 
baseadas na metodologia do LA. Dois métodos para se obter uma 
solução viável, PPA e GS, serão inicialmente propostos e analisa-
dos comparativamente. 
Dessa forma, o próximo capítulo aborda a formulação ma-
temática do problema da PDO, descrevendo as principais caracte-
rísticas operativas dos elementos de geração e de transmissão de 
um sistema hidrotérmico.  
 CAPÍTULO 3 MODELAGEM DA PROGRAMAÇÃO DIÁRIA DA 
OPERAÇÃO ELETROENERGÉTICA 
3.1 INTRODUÇÃO 
O objetivo principal deste capítulo é apresentar a formula-
ção matemática do problema da PDO. O capítulo inicia descre-
vendo as principais características operativas dos elementos de 
geração e de transmissão de um sistema hidrotérmico, e em se-
quência, estrutura-se o problema de otimização resultante para a 
PDO. O capítulo é finalizado com a apresentação de uma notação 
compacta para a PDO, que será utilizada no decorrer do docu-
mento. 
3.2 SISTEMA HIDRELÉTRICO 
As usinas hidrelétricas despachadas pelo ONS na otimiza-
ção eletroenergética do SIN são definidas por dois tipos. A usina 
é denominada de fio d’água quando opera com volume armaze-
nado fixo e quando possui capacidade de armazenamento é de-
nominada de usina com reservatório. No entanto, no SIN ainda 
existem as usinas que operam apenas como reservatório, por não 
possuírem unidades geradoras. 
No SIN existe a presença de diversas bacias compostas por 
diferentes tipos de usinas hidrelétricas dispostas em cascata. Des-
ta forma, o comportamento operativo das usinas visa maximizar 
o uso energético do cenário hidrológico da cascata como um todo. 
Ressalta-se que no problema da PDO as vazões afluentes incre-
mentais em cada reservatório são consideradas como conhecidas 
(determinadas), visto que a natureza estocástica das afluências 
incrementais é tratada nos problemas de mais longo prazo da 
cadeia de planejamento (PEN e PMO). 
Assim, dois aspectos são importantes para se descrever a 
operação das usinas hidrelétricas: a função de produção das uni-
dades geradoras e as restrições operativas associadas às mesmas 
e aos reservatórios. Nesta seção, inicialmente, serão descritas as 
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principais equações que estão associadas com a representação dos 
reservatórios no problema da PDO. Logo em seguida, essa mes-
ma tarefa é realizada para as unidades geradoras. 
3.2.1 Reservatórios 
Uma das principais características associada à operação de 
um reservatório é descrita pelo princípio da conservação da mas-
sa da água; isto é, o volume de um reservatório, no final de um 
estágio de tempo, deve ser igual ao volume no início do estágio 
mais o volume afluente, menos os volumes defluente, evaporado 
e infiltrado. Desconsiderando os efeitos da evaporação e da infil-
tração, esse princípio é representado por: 
 
1 1( ) 0r,t rt rt rt rtv c Q s a v  (3.1) 
Em que: 
t índice associado aos estágios da programação, tal que 
t=1,T (número total de estágios da programação); 
r índice dos reservatórios do sistema, tal que r=1,R 
(total de reservatórios); 
vrt variável de estado que representa o volume armaze-
nado do reservatório r  [hm3] no início do estágio t; 
Qrt variável de decisão que representa a vazão turbinada 
da usina [m3/s] durante o estágio t. Seu valor é dado 
pela soma das vazões turbinadas de todas as unida-
des que estão operando durante o estágio t, isto é: 
 rtJ
rt jrt
j 1
Q q  (3.2) 
                    Em que: 
 Jrt número total de unidades hidrelétricas em 
operação, associadas ao r-ésimo reservató-
rio, durante o estágio t; 
 j índice de unidades hidrelétricas (turbina-
gerador), tal que j=1,Jrt;  
 qjrt variável de decisão que representa a vazão 
turbinada da unidade hidrelétrica j [m3/s], 
no reservatório r e no estágio t; 
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srt variável de decisão que representa a vazão verti-
da na usina durante o estágio t, em [m3/s]; 
art vazão afluente ao reservatório r durante o estágio 
t, em [m3/s]. Note que art pode ser composta da 
seguinte maneira: 
(a) rt rta y   (3.3) 
caso não exista reservatório a montante do re-
servatório r. Deste modo yrt [m3/s] representa a 
previsão para a vazão afluente incremental ao 
reservatório r no estágio t; 
(b) ( )
mr mr
(r)
rt rt r,t τ r,t τ
m
a y Q s   (3.4) 
caso existam m reservatórios a montante do re-
servatório r, onde, ℜ(r)+ é o conjunto de reserva-
tórios imediatamente a montante do reservatório 
r e τmr é o tempo de viagem da água entre os 
reservatórios m e r; 
c1 constante que é utilizada para calcular o volume 
associado com uma determinada vazão ao longo 
de um estágio de tempo t qualquer. Seu valor 
depende do sistema de unidades utilizado1. 
Conforme descrito matematicamente em (3.1)-(3.4) a equa-
ção da conservação da massa da água garante que a operação dos 
reservatórios seja acoplada no tempo e no espaço. Isto é, essas 
equações apresentam simultaneamente variáveis de distintos 
estágios de tempo e reservatórios do sistema. Adicionalmente, é 
necessário ainda observar que algumas variáveis devem estar 
restritas a determinados valores devido às características constru-
tivas das usinas ou de restrições hidráulicas especiais. Dentre as 
mais importantes destacam-se os limites de armazenamento, tur-
binamento e vertimento dos reservatórios (equações (3.5), (3.6) e 
                                                        
1 Por exemplo, o volume V, associado a uma vazão Q de 1000 m3/s durante o interva-
lo de uma hora (i.e., 3600 segundos) é calculado da seguinte forma: V = Q.c1 = 
1000.(3600/106) = 3,6hm3. Neste caso, c1=0,0036. 
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(3.7), respectivamente) e as restrições de defluência2 (equações 
(3.8) e (3.9)). No caso brasileiro, usualmente, os limites de vazão 
defluente são impostos pelo manuseio da água na irrigação, na-
vegação e controle de cheias. 
1
min max
r r,t rv v v  (3.5) 
0 Q maxrt rQ  (3.6) 
0 maxrt rs s  (3.7) 
rt rt rt
Q s d  (3.8) 
dmin max
r rt r
d d  (3.9) 
Em que: 
vrmin representa o limite mínimo de armazenamento do 
reservatório r, em [hm3]; 
vrmax representa o limite máximo de armazenamento 
do reservatório r, em [hm3]; 
Qrmax representa o turbinamento máximo do reservató-
rio r, em [m3/s]; 
srmax representa o vertimento máximo do reservatório 
r, em [m3/s]; 
drt variável de decisão que representa a vazão deflu-
ente da usina [m3/s] durante o estágio t. Seu valor 
é dado pela soma da vazão turbinada e vertida da 
mesma; 
drmin vazão defluente mínima, [m3/s] do reservatório r 
durante o estágio t; 
drmax vazão defluente máxima, [m3/s] do reservatório r 
durante o estágio t. 
Conforme comentado anteriormente, as incertezas das a-
fluências incrementais futuras aos reservatórios não são modela-
das na PDO, sendo o problema em questão tratado como deter-
minístico. No entanto, o valor futuro da água armazenada nos 
reservatórios e a previsão das afluências futuras devem ser quan-
tificadas no sentido de evitar decisões míopes no presente. Neste 
trabalho, essa coordenação será representada por meio de FCFs 
                                                        
2 No decorrer do trabalho, nas equações de conservação da massa da água, descritas 
em (3.1)-(3.4), Q+s será substituído por d.  
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calculadas pelos modelos de mais longo prazo (curto e médio 
prazo), nos quais as incertezas são modeladas. Em trabalhos ante-
riores (FINARDI, 2003; TAKIGAWA, 2006), a coordenação entre 
as etapas era realizada por meio de metas de volume armazenado 
nos reservatórios para o último estágio de tempo. 
Neste trabalho, a coordenação da PDO com o problema de 
curto prazo é realizada pelo acoplamento da FCF no final do ho-
rizonte da programação. A função de custo futuro permite com-
parar o custo de operação resultante da utilização da água arma-
zenada nos reservatórios, ao longo do horizonte de estudo, com o 
custo de manter essa água armazenada. Matematicamente, a 
mesma é representada por uma função linear por partes: 
α π α
1 0
1
, 1,
R
rp r,T p
r=
v p P  (3.10) 
Em que: 
 variável escalar positiva que representa o custo 
total de operação do final do horizonte da pro-
gramação até o final do horizonte avaliado pelo 
modelo de planejamento de médio prazo [R$]; 
vr,T+1 volume armazenado no r-ésimo reservatório ao 
final do horizonte da programação; 
P representa a quantidade de aproximações lineares 
utilizada na modelagem da função de custo futu-
ro; 
πrp fator constante associado ao r-ésimo reservatório e 
ao p-ésimo segmento linear por partes da função 
de custo futuro; 
0p termo independente associado ao p-ésimo seg-
mento linear por partes da FCF. 
A Figura 3.1 ilustra um diagrama esquemático da FCF para 
o volume armazenado de um reservatório, considerando que 
exista somente essa usina hidrelétrica no sistema hipotético3. 
                                                        
3 Caso existam mais usinas no sistema, a função de custo futuro deveria ser represen-
tada por hiperplanos, em que a quantidade de eixos corresponderia à quantidade de 
reservatórios do sistema. 
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Figura 3.1: Função de Custo Futuro para um reservatório.  
 
Na Figura 3.1, pode-se perceber o inter-relacionamento en-
tre volume armazenado no reservatório e o custo futuro associa-
do na utilização do mesmo. Em outras palavras, quanto maior o 
volume armazenado no último estágio, menor é o custo associado 
à operação futura. De maneira inversa, o custo associado à opera-
ção futura aumenta para uma maior utilização do volume arma-
zenado no presente. A representação de um custo futuro para a 
utilização da água impede que o modelo computacional resultan-
te para a PDO, utilize toda a água armazenada nos reservatórios, 
no sentido de minimizar o custo operacional no presente. 
3.2.1.1 Queda Bruta 
Uma importante variável associada com a operação de um 
reservatório é a altura de queda bruta. Essa queda, em metros, é 
dada pela diferença entre cota de montante e cota de jusante. A 
cota de montante e a cota de jusante são funções não-lineares, 
respectivamente, do volume armazenado no reservatório e da 
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vazão defluente da usina. No caso brasileiro, essas cotas são re-
presentadas por polinômios de quarta ordem. 
Matematicamente, altura de queda bruta média de um da-
do reservatório r, durante o estágio t, hbrt, é dada, por: 
2 3 4 2
0 1 2 3 4 0 1 2
3 4
3 4 rt
d
d d
rt rt rt rtrt rt rt
rt
hb a a v a v a v a v b b d b -
b b
 (3.11) 
Em que: 
0 4a ,...,a  coeficientes do polinômio que compõem a cota 
de montante do reservatório;  
0 4b ,...,b  coeficientes do polinômio que compõem a cota 
de jusante do reservatório;  
rtv  volume médio ao longo do estágio t4, dado por 
(vrt+vr,t+1)/2. 
O comportamento típico da função de cota de montante, 
cota de jusante e da altura bruta de uma usina podem ser obser-
vadas em Takigawa (2006). 
3.2.2 Função de Produção das Unidades Hidrelétricas 
O processo de produção de energia elétrica, em um apro-
veitamento hidrelétrico, pode ser visto como a transformação da 
energia potencial da água armazenada no reservatório em ener-
gia elétrica, por meio das unidades geradoras. Desse modo, a 
potência em MW produzida por uma unidade geradora é 
(FORTUNATO et al., 1990; SILVA, 2001; MONTIBELLER, 2003; 
FINARDI, 2003): 
jrt jrt jrt jrtph G η hl q  (3.12) 
Em que: 
G constante com valor de 9,81х10-3 [kg/m2s2], a qual 
representa o produto do coeficiente de massa espe-
cífica da água (103 kg/m3) pela aceleração da gra-
vidade (9,81 m/s2), multiplicada por 10-6 para con-
verter a potência de W para MW; 
                                                        
4 Como a variação da cota montante não é significativa no planejamento de curto 
prazo, a simplificação pelo volume médio é uma boa aproximação (FINARDI, 2003) 
para a grande maioria dos reservatórios do caso brasileiro. 
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hljrt altura de queda líquida [m], dada pela diferença 
entre a altura de queda bruta e as perdas hidráuli-
cas no conduto forçado: 
 2
jrt rt jr jrthl hb k q  (3.13) 
                  Em que: 
 kjr constante característica do conduto forçado 
da j-ésima unidade geradora (adutores indi-
viduais de cada unidade), expresso  em 
[s2/m5]; 
 Neste trabalho, a perda hidráulica é proporcional 
somente ao quadrado da vazão turbinada na u-
nidade geradora. No entanto, conforme pode ser 
visto em SOUZA (1983) essa perda depende, den-
tre outros fatores, das características construtivas 
dos condutos. 
jrtη  produto do rendimento hidráulico e mecânico da 
turbina e do gerador (RIBAS, 2003)5. O rendimen-
to hidráulico da turbina é uma função que de-
pende da altura de queda líquida e da vazão tur-
binada na unidade. Esse inter-relacionamento é 
complexo, sendo normalmente expresso por meio 
de curvas de desempenho (curvas-colina) da uni-
dade. Neste trabalho, o rendimento é modelado 
pela seguinte função quadrática (FINARDI, 
2003)6: 
 
0 1 2
2 2
3 4 5
( )jrt jrt jrt jr jr jrt jr jrt
jr jrt jrt jr jrt jr jrt
η q ,hl ρ ρ q ρ hl
ρ hl q ρ q ρ hl
 (3.14) 
                  Em que: 
0 5jr jrρ ...ρ  coeficientes de eficiência da j-ésima unida-
de, que devem ser estimados a partir de 
pontos da curva-colina da mesma.  
                                                        
5 Neste trabalho os rendimentos mecânicos da turbina e do gerador são considerados 
como 100%. 
6 Para uma aproximação mais precisa da curva colina seria necessário um mapeamen-
to dessa curva por subregiões no entorno do ponto de operação da unidade geradora, 
de modo a se obter funções específicas para cada uma das subregiões. 
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Polinômios de diferentes ordens para a efi-
ciência da unidade podem ser observados 
em Diniz et al. (2007b). 
De maneira semelhante à seção anterior, o comportamento 
típico das perdas das unidades, altura líquida, rendimento e o 
comportamento da função de produção das mesmas podem ser 
vistos em Takigawa (2006). 
Diferentemente dos trabalhos anteriores (FINARDI, 2003; 
TAKIGAWA, 2006; RODRIGUES, 2009) em que a cota de mon-
tante é constante e relacionada ao volume inicial dos reservató-
rios, neste trabalho a função de produção considera a cota de 
montante dependente do volume do reservatório para cada está-
gio de tempo. 
Deste modo, a função de produção é um polinômio de or-
dem 12 com relação à vazão defluente da usina e do volume do 
reservatório7 e de ordem 7 em relação à vazão turbinada na uni-
dade: 
7 12 12 2 4 4
0 1 2
2 4 4 2
3 4
2 2 4 4 2 4 4
5
( ) ( )
( )
( ) ( )
Gj j j j j j j j
j j j j j j
j j j j j j
ph q ,d ,v ρ ρ q ρ hl q ,d ,v
ρ q hl q ,d ,v ρ q
ρ hl q ,d ,v hl q ,d ,v q
 (3.15) 
Além da função de produção, existem restrições operativas 
tais como aquelas associadas às zonas proibidas de geração. As 
zonas proibidas representam as regiões nas quais a turbina não 
pode ser operada devido a problemas que comprometem seu 
funcionamento, como a cavitação e as vibrações mecânicas. As 
zonas proibidas de geração, geralmente, são fornecidas pelo fa-
bricante e expressas na curva-colina da unidade. 
Matematicamente as restrições associadas com as zonas 
proibidas podem ser definidas pela representação das faixas 
permitidas de operação, da seguinte maneira: 
Φ Φ
7 12 12
1 1
( )
jr jr
min max
jkr jkr jrt j jkr jkrt
k= k=
ph z ph q ,d ,v ph z  (3.16) 
Em que: 
                                                        
7 O volume utilizado foi o volume ao final do estágio. 
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Φjr total de faixas permitidas da j-ésima unidade do r-
ésimo reservatório; 
k índice associado às faixas permitidas de operação 
das unidades, tal que k=1,Φjr; 
min
jkrph  potência mínima da j-ésima unidade [MW], per-
tencente ao r-ésimo reservatório, quando a mesma 
estiver operando em sua k-ésima faixa permitida; 
max
jkrph  potência máxima da j-ésima unidade [MW], per-
tencente ao r-ésimo reservatório, quando a mesma 
estiver operando em sua k-ésima faixa permitida; 
zjkrt variável de decisão binária que indica se a j-ésima 
unidade, pertencente ao r-ésimo reservatório, está 
ligada (zjkrt=1) ou desligada (zjkrt=0), na k-ésima 
faixa permitida, durante o estágio t. Essa variável 
deve respeitar mais uma restrição, uma vez que 
cada unidade só pode operar em uma faixa permi-
tida, em cada estágio t, ou estar desligada: 
 
1
jrΦ
jkrt
k
z 1  (3.17) 
Adicionalmente às zonas proibidas (ou faixas permitidas), é 
necessário considerar-se restrições que impeçam o sucessivo li-
gamento e desligamento das unidades e o respectivo desgaste das 
mesmas8. Neste sentido, neste trabalho, é proposta a modelagem 
de restrições de minimum up e downtime para as unidades hidrelé-
tricas, da seguinte forma: 
1 se 1
0 se 1
0ou1 em casocontrário às restrições acima
up
jrt jr
down
jrt jrt jr
w t
z w t  (3.18) 
Em que: 
jrtz  
variável  binária que indica se a j-ésima unidade, 
pertencente ao r-ésimo reservatório, está ligada ou 
desligada, durante o estágio t. 
                                                        
8 Algumas unidades hidrelétricas não podem operar como compensador síncrono, o 
que requer a imposição de restrições dessa natureza. Tais restrições não são necessá-
rias para unidades que operam como compensador síncrono. 
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1
jrΦ
jrt jkrt
k
z z  (3.19) 
tjrup número mínimo de estágios que a unidade j do 
reservatório r deve permanecer ligada após a 
mesma ter entrado em operação [h]; 
tjrdown número mínimo de estágios que a unidade j do 
reservatório r deve permanecer desligada após a 
mesma ter sido retirada de operação [h]; 
wjrt variável inteira que indica o estado da unidade j 
do reservatório r durante o estágio t, ou seja, re-
presenta o número de estágios que a unidade está 
ligada (wjrt > 0) ou desligada (wjrt < 0). O valor de 
wjrt pode ser calculado pela seguinte equação de 
transição de estados: 
  
jr t jrt
jrt
jr t jrt
w z
w
w z
, 1
, 1
max( ,0) 1 se 1
min( ,0) 1 se 0
 (3.20) 
As restrições de minimum up e downtime podem ser utiliza-
das no sentido de possibilitar uma certa quantidade de alterações 
de estados operativos durante um horizonte de tempo. Considere 
dois exemplos ilustrativos do possível comportamento de uma 
unidade durante o horizonte de tempo de cinco estágios apresen-
tado na Figura 3.2.  
 
t=1 t=2 t=3 t=4 t=5
tup=2
tdown=1
z0=0  t=1 t=2 t=3 t=4 t=5
tup=4
tdown=1
z0=0  
Figura 3.2: Ilustração do comportamento de uma unidade. 
 
Na primeira ilustração da Figura 3.2, para z0=0, tup=2 e 
tdown=1, existe a possibilidade de três mudanças de estados opera-
tivos (ex: desligada, ligada, ligada, desligada e ligada) ou de, no 
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máximo, dois religamentos em cinco estágios de tempo. No sen-
tido de evitar essa possibilidade de existir diversos religamentos, 
observe a segunda ilustração da Figura 3.2, para z0=0, tup=4 e 
tdown=1, na mesma existe a possibilidade de, no máximo, uma 
alteração de estado operativo (ex: desligada e ligada nos quatro 
estágios, ou ligada nos quatro estágios e desligada). Pode-se notar 
que se a condição inicial z0=1 (independente da quantidade de 
horas ligadas), poderiam existir, no máximo, duas alterações de 
estados operativos (ex: ligada, desligada, ligada), ou de outra 
maneira, um único religamento no horizonte de estudo. 
Essa modelagem das restrições de minimum up e downtime 
permite uma versatilidade na quantidade de religamentos permi-
tidos para a unidade em um horizonte de tempo. No sentido de 
permitir os religamentos da unidade, ou seja, de não ter as restri-
ções de minimum up e downtime modeladas pode-se considerar tup 
e tdown igual a um, como ilustrado na Figura 3.3. 
 
t=1 t=2 t=3 t=4 t=5
tdown=1
tup=1
 
Figura 3.3: Ilustração do comportamento da unidade sem as restições 
de minimum up e downtime. 
 
Adicionalmente, o presente trabalho considera, em cada es-
tágio de tempo, uma restrição de reserva para o parque hidrelé-
trico9: 
7 12 12
1 1 1
( )
r
JrtR R
max
rt jrt j t
= r= j=
PH ph q ,d ,v RH  (3.21) 
Em que: 
 
                                                        
9 Neste trabalho, a totalidade da reserva girante do sistema foi alocada exclusivamente 
nas unidades hidrelétricas em razão de sua rápida resposta, não sendo necessário se 
fazer uso das unidades termelétricas (mais lentas). 
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max
rtPH  máxima geração
10 da usina r durante o estágio t 
[MW]; 
tRH  valor de reserva energética do parque hidrelétri-
co [MW], para cada estágio t. 
3.3 SISTEMA TERMELÉTRICO 
As usinas termelétricas produzem energia elétrica a partir 
da energia química ou nuclear de determinados elementos de-
nominados de combustíveis. Basicamente, as usinas termelétricas 
podem ser divididas em dois grandes grupos: 
 as que utilizam combustíveis fósseis11 (gás natural, 
carvão, diesel, entre outros); 
 as que utilizam combustíveis nucleares (plutônio, 
urânio, por exemplo). 
O custo operativo de uma unidade geradora termelétrica é 
dado pelo somatório do custo de partida e do custo de geração 
das unidades (incluídos os custos de operação e manutenção das 
mesmas). Deste modo, o custo total de operação, ao longo do 
horizonte da programação, é dado por: 
, , 1 , , 1
1 1
( ) ( ) (1 )i t i t i t i tf u x u u
T nt
CT it it it
t i
 CT pt st  (3.22) 
Em que: 
i índice que corresponde à usina termelétrica 
varia de i=1,nt (número de usinas termelétricas); 
CTit(ptit) custo associado ao custo de combustível da 
usina termelétrica i durante o estágio t. Esse 
custo pode ser dado por uma função quadrática 
da forma: 
 2
1 2 3( )it it i it i it iCT pt ct pt ct pt ct  (3.23) 
                  Em que: 
 ptit geração da i-ésima usina termelétri-
                                                        
10 Ressalte-se que a geração máxima da usina considera o volume disponível do reser-
vatório em cada estágio t. 
11 Existem também usinas menores que utilizam de biomassa (lenha, cana de açúcar 
entre outros). 
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ca no estágio t [MW]; 
 ct1i,...,ct3i coeficientes da função de produção 
da i-ésima usina termelétrica. 
stit(xi,t-1) função que representa o custo de partida12 asso-
ciada à usina termelétrica i durante o estágio t.  
xit variável inteira que indica o estado da unidade i 
durante o estágio t, ou seja, representa o núme-
ro de estágios que a unidade está ligada (xit > 0) 
ou desligada (xit < 0). O valor de xit pode ser 
calculado pela seguinte equação de transição de 
estados: 
 
, 1
, 1
max( ,0) 1 se 1
min( ,0) 1 se 0
i t it
it
i t it
x u
x
x u
 (3.24) 
uit variável de decisão binária que indica se a i-
ésima unidade está ou não ligada, no estágio t. 
As restrições de tempo mínimo para cada estado operativo, 
Equação (3.25), conhecidas como restrições de minimum uptime 
and downtime, representam matematicamente algumas caracterís-
ticas operativas das termelétricas, como a necessidade de equipes 
para efetuar o ligamento ou desligamento e as variações graduais 
de temperaturas a que as mesmas devem ser submetidas. 
1 se 1
0 se 1
0ou1 emcasocontrário às restrições acima
up
it i
down
it it i
x t
u x t  (3.25) 
Em que: 
tiup número mínimo de estágios que a unidade i deve 
permanecer ligada após a mesma ter entrado em 
operação [h]; 
tidown número mínimo de estágios que a unidade i deve 
permanecer desligada após a mesma ter sido reti-
rada de operação [h]; 
                                                        
12 Em geral, o custo de partida da unidade é uma função exponencial dependente da 
temperatura da caldeira, ou seja, dependente do número de estágios que a unidade 
está desligada, conforme utilizada em Finardi (2003).  
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A Equação (3.26) representa os limites operativos das uni-
dades termelétricas. 
it itu u
min max
i it ipt pt pt  (3.26) 
Em que: 
ptimin limite mínimo da potência de saída da unidade 
termelétrica i [MW]; 
ptimax limite máximo da potência de saída da unidade 
termelétrica i [MW]. 
A restrição de rampa representa a capacidade de variação 
de geração em intervalos de tempo consecutivos. Portanto, trata-
se de uma restrição acoplada no tempo, como pode ser observada 
abaixo: 
1 Δit i,t ipt pt  (3.27) 
Em que: 
∆i valor que representa a máxima variação para a i-
ésima usina termelétrica entre dois períodos de tem-
po consecutivos, em MW. 
A restrição apresentada em (3.27) é simplificada, pois co-
mumente, em sistemas termelétricos, as restrições de rampa são 
formuladas matematicamente por três tipos de restrições de ram-
pa: sob condição normal, partida e quando a unidade está sendo 
desligada. 
A estratégia de solução proposta para o problema da PDO, 
que será apresentada no Capítulo 4, considera a modelagem deta-
lhada das unidades termelétricas. No entanto, algumas simplifi-
cações relacionadas ao custo de partida e as variáveis inteiras das 
unidades termelétricas serão efetuadas na implementação com-
putacional, as quais serão devidamente explicitadas ao longo do 
texto. 
3.4 SISTEMA DE TRANSMISSÃO 
O sistema de transmissão permite explorar as complemen-
taridades associadas ao regime hidrológico e às usinas termelétri-
cas. Dessa forma, é possível reduzir os custos operativos, com a 
diminuição de geração termelétrica sempre que houver energia 
hidrelétrica excedente em outras regiões do sistema. Da mesma 
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forma, em períodos com baixos valores de afluências, a contribui-
ção das usinas termelétricas em outras regiões é de especial im-
portância no atendimento da demanda. 
Matematicamente, o sistema de transmissão promove aco-
plamento entre as unidades termelétricas e hidrelétricas. Consi-
derando uma modelagem DC da rede elétrica, as equações de 
balanço de energia13 em cada barra do sistema (restrições de a-
tendimento à demanda) são formuladas como se segue: 
12 7 12 1
1
( , , ) θ
rt
b b b
J
it jrt rt jrt rt bm bmt bt
i I r R j= m
pt ph v q d x D  (3.28) 
Em que: 
b índice associado à barra b; 
Ib conjunto de índices das usinas termelétricas que 
pertencem à barra b; 
Rb conjunto de índices dos reservatórios que perten-
cem à barra b; 
Ωb conjunto de barras conectadas à barra b; 
xbm reatância da linha entre a barra b e m [pu]; 
θbmt diferença angular da tensão da barra b e m no está-
gio t [rad]; 
Dbt demanda associada a barra b, no estágio t [MW]. 
Os limites dos fluxos são explicitados por: 
bt mt
bm bm
bm
- f f
x
θ θ
 (3.29) 
Em que: 
bmf
 capacidade da linha de transmissão entre a bar-
ra b e m [MW]; 
θbt ângulo da tensão da barra b no estágio t [rad]; 
θmt ângulo da tensão da barra m no estágio t [rad]. 
                                                        
13 No caso de existir uma usina ligada a mais que uma barra, será necessária uma 
restrição adicional considerando que o somatório da geração em cada barra seja a 
geração da usina. 
Modelagem da Programação Diária da Operação Eletroenergética | Capítulo 3 
 73 
3.5 MODELAGEM MATEMÁTICA DO PROBLEMA 
A modelagem matemática do problema da PDO é dada 
por: 
2
1 2 3
1 1
, 1 , 1
1 1
( ) (1 ) α
it
i t it i t
f u
x u u
T nt
i it i it i
t= i=
T nt
it
t= i=
min ct pt ct pt ct
st
 (3.30) 
sujeito a:  
1 1 ( ) 0mr
(r)
r,t rt rt r,t τ rt
m
v v c d d y  (3.31) 
rt rt rtQ s d  (3.32) 
1
rtJ
rt jrt
j
Q q 0  (3.33) 
1
min max
r r,t rv v v  (3.34) 
0 Q maxrt rQ  (3.35) 
0 maxrt rs s  (3.36) 
dmin maxrt rt rtd d  (3.37) 
α π α
1 0
1
R
rp r,T p
r
v  (3.38) 
Φ Φ
7 12 12
1 1
( )
jr jr
min max
jkr jkrt jrt jrt rt rt jkr jkrt
k= k=
ph z ph q ,d ,v ph z  (3.39) 
max
jrt jr0 q q  (3.40) 
~ ~
0 0 0 00 1 ; ;jkrt jr jr jr jrz , z z w w  (3.41) 
Φ
1
1
jr
jkrt
k
z  (3.42) 
Φ
1
jr
jrt jkrt
k
z z  (3.43) 
1 se 1
0 se 1
0ou1 em caso contrário às restrições acima
up
jrt jr
down
jrt jrt jr
w t
z w t
 
(3.44) 
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jr t jrt
jrt
jr t jrt
w w
w
w w
, 1
, 1
max( ,0) 1 se 1
min( ,0) 1 se 0
 
(3.45) 
~ ~
0 0 0 0 0 0; ;
~
i i ipt pt u u x x  
(3.46) 
1it i,t ipt pt Δ  (3.47) 
it itu u
min max
i it ipt pt pt  (3.48) 
1 se 1
0 se 1
0ou1 em casocontrário às restrições acima
up
it i
down
it it i
x t
u x t  (3.49) 
, 1
, 1
max( ,0) 1 se 1
min( ,0) 1 se 0
i t it
it
i t it
x u
x
x u
 (3.50) 
12 7 12 1
1
( , , ) θ
rt
b b b
J
it jrt rt jrt rt bm bmt bt
i I r R j= m
pt ph v q d x D  (3.51) 
bt mt
bm bm
bm
- f f
x
θ θ
 (3.52) 
7 12 12
1 1 1
( )
r
JrtR R
max
rt jrt jrt rt rt t
= r= j=
PH ph q ,d ,v RH  (3.53) 
3.6 NOTAÇÃO COMPACTA 
De modo similar a Finardi (2004) e a Takigawa (2006), a es-
tratégia de solução será mostrada por meio de uma notação com-
pacta. Neste sentido, as restrições da PDO (3.31)-(3.53) são agru-
padas de acordo com as suas características de acoplamento. Des-
se modo, obtém-se três subconjuntos diferentes, CH, CT e CHT, 
correspondentes às variáveis hidrelétricas, termelétricas e de am-
bas naturezas. Esses subconjuntos são descritos na sequência. 
3.6.1 Restrições com variáveis hidráulicas (CH) 
O Subconjunto CH, com variáveis exclusivamente hidráuli-
cas, possui variáveis dos reservatórios, bem como das unidades 
hidrelétricas. Deste modo, CH é dividido em outros três conjuntos 
(CHH, CCCP e CHUC), em que CH = CHH (q,Q,s,d,v)  CCCP(vT+1, )  
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CHUC (w,z, z ,q,d,v), onde q representa o vetor das vazões turbina-
das das unidades; Q, s, d e v representam os respectivos vetores 
de vazão turbinada, vertida, defluente e volume armazenado de 
todos os reservatórios; vT+1 representa o vetor de volume armaze-
nado de todos os reservatórios no final do estágio T;  representa 
o custo futuro associado ao uso da água; w o vetor inteiro; z re-
presenta o vetor binário associado com a operação nas faixas 
permitidas das unidades; e z , também, representa o vetor biná-
rio, mas o mesmo independe da faixa permitida, para todos os T 
estágios. 
O Subconjunto CHH engloba as restrições de modelagem 
dos reservatórios dadas por (3.31)-(3.37), CCCP as restrições de 
função de custo futuro (3.38), enquanto que CHUC representa as 
restrições das unidades hidrelétricas (3.39)-(3.45). 
3.6.2 Restrições com variáveis termelétricas (CT) 
O Subconjunto CT é dado pelas restrições (3.46) à (3.50), e 
possui apenas as variáveis associadas à geração termelétrica pt, x 
e u, isto é, CT (x,u,pt), onde x representa o vetor inteiro; u repre-
senta o vetor binário e pt representa o vetor de geração termelé-
trica, para todas as nt usinas, em todo o horizonte de estudo, T. 
3.6.3 Restrições com variáveis hidrotérmicas (CHT) 
O Subconjunto CHT é formado pelas restrições (3.51), (3.52) 
e (3.53). A razão para as restrições de reserva hidrelétrica serem 
tratadas em CHT, será descrito mais adiante. Desta forma, o Sub-
conjunto CHT contém as variáveis pt, q, d, v e θ, cujas restrições na 
forma abstrata ficam CHT (pt,q,d,v,θ). Aqui, θ representa o vetor 
com todas as variáveis de ângulos das barras. 
3.6.4 Função Objetivo 
A função objetivo f (3.30), também pode ser representada 
da seguinte maneira: f=fCT(x,u,pt)+fH(α). 
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3.6.5 Forma Compacta do Problema 
O problema de otimização (3.30)-(3.53), em notação abstra-
ta, tem a seguinte estrutura: 
( ) (α)f CT Hmin f x,u,pt f  
sujeito a: (3.54) 
1( ) ( α) ( )
( , ) ( θ)
CCPHH T+ HUC
T HT
C q,Q,s,d,v C v , C w,z,z,q,d,v
C x u,pt C pt,q,d,v,
 
Pode-se observar a interdependência entre as variáveis per-
tencentes aos diferentes subconjuntos, o que representa o forte 
acoplamento do problema da PDO. 
3.7 CONCLUSÕES 
Este capítulo teve como objetivo apresentar a modelagem 
matemática referente ao problema da PDO que será tratada neste 
trabalho. Como pode ser observado, existe um alto grau de deta-
lhamento da modelagem das fontes geradoras e da rede de 
transmissão. 
No Brasil, onde existe uma predominância de recursos hi-
drelétricos, é necessário que a função de produção das unidades 
hidrelétricas seja detalhada de modo que a mesma represente de 
maneira realista seu comportamento físico. Este detalhamento 
leva em conta o rendimento da unidade como função do volume 
do reservatório, da vazão e da queda associada à mesma; o efeito 
da perda hidráulica nas unidades e a existência de múltiplos es-
tados operativos devido às zonas proibidas de operação. 
A modelagem representada neste capítulo resulta em um 
problema de programação matemática (3.30)-(3.53) com caracte-
rísticas que tornam o processo de solução uma tarefa complexa. 
As características matemáticas deste problema são: natureza 
combinatória, devido à necessidade de se definir quais unidades 
devem estar operando em cada estágio de tempo; não-linear, de-
vido às funções de produção tanto hidrelétrica como termelétrica 
e grande porte, devido a natureza combinatória e aos estágios da 
programação. 
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Devido à complexidade matemática deste problema é ne-
cessária uma metodologia de solução que consiga tratá-la ade-
quadamente. Essa metodologia, conforme será vista no próximo 
capítulo, é a RL, a qual tem sido largamente utilizada na literatu-
ra para problemas com características similares. No entanto, a 
solução via RL usualmente resulta em soluções inviáveis, as quais 
não podem ser utilizadas pelo operador do sistema. Dessa forma, 
é necessária uma outra fase chamada de RP, que é usualmente 
solucionada por heurísticas baseadas na metodologia do LA.  
O próximo capítulo aborda as metodologias que serão em-
pregadas na solução do problema da PDO e utilizando a formu-
lação compacta da PDO (3.54) a estratégia de solução proposta é 
demonstrada, a qual utiliza a metodologia da RL, com apoio da 
técnica de introdução de variáveis artificiais, e são abordadas, 
ainda, duas diferentes maneiras de obter uma solução viável, 
PPA e GS, baseadas na metodologia do LA.  
 
  
CAPÍTULO 4 ESTRATÉGIA DE SOLUÇÃO PARA O PROBLEMA DA 
PROGRAMAÇÃO DIÁRIA DA OPERAÇÃO 
4.1 INTRODUÇÃO 
Neste capítulo o objetivo consiste em detalhar a estratégia 
de solução proposta para o problema da PDO. Inicialmente são 
abordadas as metodologias de solução a serem empregadas: a RL 
e o LA. Na sequência com o apoio da notação compacta da PDO 
(3.54) apresentada no Capítulo 3, a estratégia de solução é de-
monstrada matematicamente. 
4.2 METODOLOGIAS DE SOLUÇÃO 
Conforme abordado na seção de revisão bibliográfica, a es-
tratégia de solução a ser apresentada baseia-se na utilização da 
metodologia da RL e do LA. A metodologia da RL permite explo-
rar as características matemáticas do problema da PDO de manei-
ra eficiente. No entanto, como o resultado de sua utilização em 
problemas não convexos, geralmente, proporciona uma solução 
inviável, heurísticas devem ser empregadas de forma a encontrar 
uma solução viável. Essas heurísticas podem ser efetuadas de 
muitas maneiras (ZHUANG et al., 1988; RUZIC et al., 1996a; 
BELTRAN et al., 2002; DUBOST et al., 2003). Neste trabalho, inici-
almente, serão abordados dois métodos, PPA e GS, baseados na 
metodologia do LA de maneira semelhante à Beltran et al. (2002). 
Dessa forma, primeiramente será abordada a metodologia 
da RL, com seus dois níveis hierárquicos de solução. Na sequên-
cia, a metodologia do LA, com os dois métodos propostos, PPA e 
GS, é apresentada. 
4.2.1 Relaxação Lagrangeana 
Conforme mostrado no capítulo anterior, o problema da 
PDO é de complexidade evidente, necessitando, portanto, de um 
método de solução que possibilite manusear eficientemente suas 
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características. Neste sentido, a RL aparece na literatura como 
uma boa escolha para a resolução de problemas semelhantes à 
programação da operação, como pode ser visto na sinopse feita 
por Sheble et al. (1994). 
A estratégia de “dividir para conquistar” da RL, também 
conhecida como decomposição por preços, é bem conhecida. Es-
sencialmente, as restrições que acoplam o problema no tempo 
e/ou no espaço são relaxadas via multiplicadores de Lagrange, o 
que resulta em um problema de otimização com dois níveis hie-
rárquicos de solução. 
O primeiro nível é constituído pelo problema mestre, res-
ponsável pela coordenação dos subproblemas locais, que atualiza 
os multiplicadores de Lagrange visando maximizar o problema 
dual. O segundo nível consiste na resolução de um conjunto de 
subproblemas menores e mais simples de serem resolvidos que o 
problema original (subproblemas locais). Na Figura 4.1 é ilustra-
da uma visão da estrutura empregada pela RL na solução de um 
problema de otimização com restrições. 
 
Problema 
Mestre
Subproblemas 
Locais
Soluções Primais
Multiplicadores de 
Lagrange
 
Figura 4.1: Níveis hierárquicos da RL. 
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De uma forma geral, os subproblemas locais são soluciona-
dos para uma condição inicial (multiplicadores iniciais) e retor-
nam ao problema mestre suas respostas (soluções primais). A 
atualização dos multiplicadores visa à maximização deste último 
problema. 
Para que esse esquema de solução seja eficiente, o gap1 de 
dualidade, no final do processo iterativo, deve ser o menor possí-
vel. De um modo geral, somente quando o problema original for 
convexo pode-se assegurar que o valor ótimo da solução do pro-
blema dual corresponderá ao valor ótimo da solução do proble-
ma primal, ou seja, o gap será nulo. Conforme visto, no problema 
da PDO existe a presença de variáveis binárias, garantindo assim 
que o problema seja de natureza não-convexa. 
Dois aspectos são fundamentais para que seja encontrado 
um pequeno valor do gap de dualidade. Em primeiro lugar, os 
subproblemas locais devem ser resolvidos de maneira eficiente. 
Deste modo, é de fundamental importância que esses subproble-
mas sejam de fácil solução ou, que possam ser adequadamente 
resolvidos por algoritmos de otimização robustos. Na RL, os sub-
problemas com essas características podem ser obtidos escolhen-
do-se adequadamente quais grupos de restrições serão relaxadas. 
O segundo aspecto diz respeito ao procedimento de atuali-
zação dos multiplicadores de Lagrange, isto é, a maximização do 
problema dual. Tipicamente, o problema dual é não-diferenciável 
e, portanto, realizar sua otimização não é uma tarefa trivial, dado 
que, por exemplo, os critérios de parada usualmente utilizados 
para funções diferenciáveis não podem ser aplicados. 
Existem algumas possibilidades de otimizar o problema 
dual. A técnica mais utilizada é a do Subgradiente (ZHUANG et 
al., 1988, FERREIRA et al., 1989; RUZIC et al., 1996b; GUAN et al., 
1999; NI et al., 1999; FU et al., 2005), o qual é computacionalmente 
ineficiente devido às oscilações no processo iterativo e inexistên-
cia de um critério de parada. Por sua vez, os métodos dos Planos 
Cortantes (WOLSEY, 1998) e dos Feixes (LEMARÉCHAL et al., 
1996; REDONDO et al., 1999; FELTENMARK et al., 2000; 
                                                        
1 Diferença entre os valores ótimos dos problemas primal e dual. 
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LEMARÉCHAL, 2001; BORGUETTI et al., 2003; BELLONI et al., 
2003; MONTIBELLER, 2003) sobrepujam essas desvantagens; 
porém, o preço a ser pago está na complexidade de atualização 
dos multiplicadores. Nos Planos Cortantes deve-se resolver um 
problema de Programação Linear (tamanho crescente em cada 
iteração), enquanto nos Feixes é necessário resolver um problema 
de Programação Quadrática.  
Algumas limitações presentes no método dos Planos Cor-
tantes são a acumulação indefinida de cortes e, principalmente, a 
estabilidade do mesmo. Algumas estratégias são propostas em 
conjunto com o método dos Planos Cortantes no sentido de esta-
bilizar e acelerar sua convergência, como o algoritmo dos pontos 
interiores no cálculo do centro analítico (MADRIGAL et al., 2000) 
e uma variante proximal (BABONNEAU et al., 2006). Nos traba-
lhos citados, testes de casos foram efetuados e a robustez do mé-
todo foi ilustrada.  
Neste trabalho, o método dos Feixes, que representa o esta-
do da arte em otimização não-diferenciável, será utilizado como o 
atualizador dos multiplicadores de Lagrange, por meio do soft-
ware N1CV2 (LEMARÉCHAL et al., 1987; KIWIEL, 1990; 
LEMARÉCHAL et al., 1997). Os dados de entrada, em cada itera-
ção, para o método são apenas o valor de função dual e o vetor de 
subgradientes, o qual representa os desvios das restrições duali-
zadas. 
4.2.2 Lagrangeano Aumentado 
Diferentemente da metodologia da RL, a metodologia do 
LA maximiza uma função dual côncava e diferenciável 
(BERTSEKAS, 1999; FREUND, 2004), podendo obter uma solução 
viável mesmo nos casos em que a RL apresenta gap de dualidade 
e pode utilizar métodos diferenciáveis para solucionar o proble-
ma dual resultante. Todas essas diferenças são devido ao fato do 
LA acrescentar termos quadráticos penalizados por um parâme-
tro positivo na função objetivo. Estudos relacionados à penaliza-
ção exata do parâmetro de penalidade do LA são feitos em Hu-
ang et al. (2003) e Zhou et al. (2006). 
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Neste trabalho, a metodologia do LA (fase RP) é utilizada 
na sequência da metodologia da RL (fase RL), com apoio da téc-
nica de introdução de variáveis artificiais2, de forma a obter uma 
solução viável, como em Belloni et al. (2003), Diniz (2007) e Ro-
drigues (2009).  
Essencialmente no LA, as mesmas restrições que foram re-
laxadas via multiplicadores de Lagrange na fase RL, são inseridas 
na nova função dual, elevadas ao quadrado e multiplicadas por 
um parâmetro positivo3, c, dividido por dois. 
4.3 FASES DE SOLUÇÃO DA PROGRAMAÇÃO DIÁRIA DA OPERAÇÃO  
Conforme abordado nos tópicos anteriores, a metodologia 
de solução implementada neste trabalho faz uso de duas fases 
distintas de solução. Deste modo, primeiramente, será mostrada a 
fase RL com a decomposição proposta4 para a PDO. E, em segui-
da, a fase RP com a aplicação dos dois métodos, PPA e GS, para 
obter uma solução viável para o problema da PDO. 
4.3.1 Solução via Relaxação Lagrangeana  
Existem muitas maneiras de relaxar as restrições de aco-
plamento de um problema. Um importante critério para tomar 
essa decisão tem como base analisar o tamanho do gap de duali-
dade, que deve ser o menor possível. Nesse sentido, a introdução 
de variáveis artificiais aparece como uma boa escolha; veja Lema-
réchal et al. (2001) e também Guignard et al. (1987), Batut et al. 
(1992), Lemaréchal et al (1996), Belloni et al (2003), Finardi (2003), 
Finardi et al (2004), Finardi et al (2005), Takigawa (2006), Finardi et 
                                                        
2 O objetivo consiste em duplicar algumas variáveis do problema, introduzindo as 
chamadas variáveis artificiais. Essas variáveis artificiais são introduzidas em algumas 
restrições de acoplamento, no lugar das variáveis originais. Desta maneira, é possível 
obter o desacoplamento relaxando as equações de igualdade entre as variáveis origi-
nais e artificiais. Um exemplo da aplicação desta técnica para um problema simplifi-
cado é mostrado no APÊNDICE I. 
3 É parâmetro de penalização para a violação das restrições, o qual é incrementado a 
cada iteração. 
4 Uma estratégia de decomposição semelhante a que será mostrada foi inicialmente 
proposta em Takigawa (2006). 
Estratégia de Solução para o Problema da Programação Diária da Operação | Capítulo 4 
 84 
al (2006), Rodrigues et al. (2006), Diniz (2007), Diniz et al.(2007a), 
Rodrigues et al. (2008) e Rodrigues (2009) para aplicações dessa 
técnica. 
No Problema da Programação Diária (4.1), observa-se que o 
Subconjunto CHT está acoplado com CT, CHUC e CHH 5, devido à 
restrição de atendimento à demanda. Essa restrição acopla espa-
cialmente todas as usinas/unidades e reservatórios do problema. 
Deste modo, o primeiro objetivo é desacoplar as variáveis hidre-
létricas das termelétricas. 
 
( ) (α)f CT Hmin f x,u,pt f  
sujeito a: (4.1) 
1( ) ( α) ( )
( , ) ( θ)
CCPHH T+ HUC
T HT
C q,Q,s,d,v C v , C w,z,z,q,d,v
C x u,pt C pt,q,d,v,
 
 
Neste sentido, são incluídas variáveis artificiais pta e PHa, 
da seguinte maneira: 
 
( ) (α)f CT Hmin f x,u,pt f  
sujeito a: (4.2) 
1( ) ( α) ( )
( , ) ( θ)
HH CCP T+ HUC
T HT
C q,Q,s,d,v C v , C w,z,z,q,d,v
C x u,pt C pta,PHa,
 
7 12 12
1
( )
rtJ
it it rt jrt jrt rt rt
j
pta pt ; PHa ph q ,d ,v  
 
Observe que as variáveis pta e PHa são utilizadas nas restri-
ções de atendimento à demanda e de reserva, substituindo pt e 
∑ph(qjrt7,drt12,vrt12) em CHT, respectivamente. 
Agora, pode-se observar que as variáveis de CHT não estão 
mais acopladas com os outros subconjuntos. Como consequência 
ainda, o Subconjunto CT também se apresenta desacoplado dos 
demais subconjuntos. O resultado é que por meio da duplicação 
                                                        
5 Observa-se também no problema (3.54), que os vetores q, d e v acoplam CHH e CHUC. E 
o vetor v, no último estágio, também acopla CCCP com CHH e CHUC. 
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de variáveis de geração termelétrica e hidrelétrica, podem-se ter 
três subproblemas distintos, com as seguintes características: um 
subproblema puramente termelétrico, outro puramente hidrelé-
trico e o último com ambas as características, isto é, hidrotérmico.  
No entanto, o subproblema puramente hidrelétrico ainda é 
bastante complexo, principalmente pelo acoplamento das variá-
veis no tempo e no espaço e a presença de variáveis inteiras. Essa 
complexidade encontra-se nas restrições de conservação da massa 
da água, das zonas proibidas das unidades e da função de custo 
futuro, representadas nos subconjuntos CHH, CHUC e CCCP.  
No sentido de separar a função de custo futuro, que acopla 
todas as variáveis de reservatórios, no último estágio, das outras 
restrições, variáveis artificiais vaT+1 são introduzidas e substituem 
as variáveis vT+1, no subconjunto CCCP. Desta forma, o problema 
(4.2) é reescrito: 
 
( ) (α)f CT Hmin f x,u,pt f  
sujeito a: (4.3) 
1( ) ( α) ( )
( , ) ( θ)
HH CCP T+ HUC
T HT
C q,Q,s,d,v C va , C w,z,z,q,d,v
C x u,pt C pta,PHa,
 
7 12 12
1 1
1
( );
rtJ
it it rt jrt jrt rt rt r,T+ r,T+
j=
pta pt ; PHa ph q ,d ,v va v  
No Problema (4.3) destaca-se ainda a presença das restri-
ções de conservação da massa da água, no subconjunto CHH, que 
acoplam as variáveis de operação do reservatório no tempo e no 
espaço6. No sentido de desacoplar as variáveis de operação do 
reservatório, variáveis artificiais da e va são substituídas nas res-
trições de balanço hídrico7 em CHH. Com essas variáveis adicio-
nais, o Problema (4.3) é reescrito da seguinte maneira: 
 
                                                        
6 A restrição acopla variáveis de operação de diferentes reservatórios, quando os 
mesmos estão ligados em uma mesma cascata. 
7 1 1 0mr
(r)
+
r,t+ rt rt m,t-τ rt
m R
v - va +c d - da - y . Observe que vart existe para t ≤ T. 
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( ) (α)f CT Hmin f x,u,pt f  
sujeito a: (4.4) 
1( ) ( α) ( )
( , ) ( θ)
HH CCP T+ HUC
T HT
C q,Q,s,d,v,da,va C va , C w,z,z,q,d,v
C x u,pt C pta,PHa,
 
7 12 12
1
1 1
( ); ;d
rt
mr mr
J
it it rt jrt jrt rt rt m,t- m,t-
j=
r,t+ r,t+
pta pt ; PHa ph q ,d ,v da
va v
 
 
Para terminar a apresentação da decomposição proposta 
para a PDO, faltaria abordar a natureza inteira das variáveis hi-
drelétricas. Baseado nos trabalhos anteriores (FINARDI, 2003 e 
TAKIGAWA, 2006), essa natureza pode ser tratada eficientemen-
te enumerando-se diversos subproblemas não-lineares ou tratan-
do a mesma em um subproblema separadamente. Neste trabalho, 
a mesma será tratada separadamente em um subproblema especí-
fico, que evita o alto esforço computacional relacionado ao pro-
cesso enumerativo e possibilita a inclusão das restrições de mini-
mum up e downtime propostas para as unidades hidrelétricas. 
Neste sentido, observe que no Problema (4.4) as variáveis q, 
d e v ainda acoplam os subconjuntos CHH e CHUC. No sentido de 
desacoplar os respectivos subconjuntos, variáveis artificiais pha 
são substituídas nas restrições de zonas proibidas em CHUC. As-
sim, tem-se: 
 
( ) (α)f CT Hmin f x,u,pt f  
sujeito a: (4.5) 
1( ) ( α) ( , )
( , ) ( θ)
HH CCP T+ HUC
T HT
C q,Q,s,d,v,da,va C va , C w,z,z pha
C x u,pt C pta,PHa,
 
7 12 12
1
7 12 12
1 1
( ); ;
( )
d
rt
mr mr
J
it it rt jrt jrt rt rt m,t- m,t-
j=
r,t+ r,t+ jrt jrt jrt rt rt
pta pt ; PHa ph q ,d ,v da
va v ; pha ph q ,d ,v
 
 
Deste modo, o Problema (4.5) tem seus subconjuntos origi-
nais de restrições desacoplados entre si, isto é, CHH, CCCP, CHUC, CT 
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e CHT. No entanto, o acoplamento agora é dado pelas restrições 
artificiais de igualdade. Para quebrar esse acoplamento, basta 
relaxar essas restrições com o uso dos multiplicadores de Lagran-
ge λpt, λPH, λd, λv e λph: 
 
( )
7 12 12
1
1 1
7 12 12
θ =  ( ) (α) ,
, ( )
, ,
, ( )
rm
d
it
rt
rt
m,t - mr mr rtmr
jrt
RL CT H pt it it
J
PH rt jrt jrt rt rt
j=
d m,t- m,t- v r,t+ r,t+
ph jrt jrt jrt rt rt
max min f x,u,pt f λ pta - pt
λ PHa ph q ,d ,v
λ da λ va v
λ pha ph q ,d ,v
 
sujeito a: (4.6) 
1( ) ( α) ( )
( , ) ( θ)
HH CCP T+ HUC
T HT
C q,Q,s,d,v,da,va C va , C w,z,z,pha
C x u,pt C pta,PHa,
 
 
O Problema (4.6) pode ser decomposto em subproblemas 
menores, com características distintas, conforme será detalhado a 
seguir. 
4.3.1.1 Subproblema Termelétrico 
O primeiro subproblema gerado pela decomposição proposta é 
denominado de Termelétrico (θT), o qual contém apenas restri-
ções referentes às termelétricas, conforme visto anteriormente 
pelo subconjunto CT. O subproblema é representado abaixo. 
 
θ  = ( )
itT CT pt it
min f x,u,pt λ ,pt  
sujeito a: CT (x,u,pt) (4.7) 
 
Trata-se de um problema quadrático inteiro-misto devido 
ao custo de produção das unidades termelétricas e é acoplado no 
tempo devido à restrição de rampa e minimum uptime and downti-
me.  
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Note que existem nt problemas quadráticos com 4 T restri-
ções (duas restrições de rampa8 e duas restrições de minimum up e 
downtime, para cada estágio de tempo t) e 3 T variáveis (relacio-
nadas às variáveis u, x e pt, para cada estágio de tempo t). No 
tamanho do problema não estão sendo consideradas as restrições 
de canalização (limites de geração termelétrica). O modelo de 
programação utilizado para a solução do Subproblema Termelé-
trico é a Programação Dinâmica clássica – PD.  
4.3.1.2 Subproblema Hidrotérmico 
O segundo subproblema é denominado de Hidrotérmico 
(θHT), e contém restrições de natureza tanto termelétrica como 
hidrelétrica, presentes no Subconjunto CHT. O respectivo subpro-
blema é representado da seguinte forma: 
 
θ ( , ) =
it rtHT pt PH pt it PH rt
λ λ min λ ,pta λ ,PHa   
sujeito a: CHT (pta,PHa,θ) (4.8) 
 
Este problema é linear e acoplado no espaço, devido à res-
trição de atendimento à demanda. Entretanto, o mesmo é desaco-
plado no tempo. Dessa forma é composto por T problemas de PL 
com nbarras restrições de atendimento à demanda, 2 nlinhas restri-
ções de desigualdade relacionadas às capacidades das linhas, 
uma restrição de reserva hidrelétrica e R+nt+nbarras variáveis. O 
pacote utilizado para a solução do HT é o Ilog CPLEX 7.1 (ILOG, 
2001). 
                                                        
8 Como a restrição de rampa é em módulo, a geração pode tanto diminuir como au-
mentar em um dado intervalo de tempo. Essa restrição pode ser decomposta em duas, 
conforme se segue: 
1it i,t ipt pt Δ
1
1
it i,t i
it i,t i
pt pt Δ
pt pt Δ
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4.3.1.3 Subproblema de Coordenação com o Planejamento de Curto 
Prazo 
O Subproblema de Coordenação com o Planejamento de 
Curto-Prazo (θCCP) contém as restrições pertencentes ao subcon-
junto CCCP: 
 
1θ = (α) rTCCP H v r,T+min f λ ,va   
sujeito a: CCCP (vaT+1 ) (4.9) 
 
Esse problema possui natureza linear e é acoplado no espa-
ço, devido às restrições de função custo futuro. Desta forma, exis-
te um único PL com P restrições, as quais representam as apro-
ximações lineares utilizadas na modelagem da FCF e R+1 variá-
veis. Existem ainda mais R restrições de limites operacionais. O 
pacote utilizado para a solução de θCCP é o Ilog CPLEX 7.1. 
4.3.1.4 Subproblema de Alocação das Unidades Hidrelétricas 
O Subproblema de Alocação das Unidades Hidrelétricas 
(θHUC) possui somente restrições referentes à alocação das unida-
des, como pode ser visto no subconjunto CHUC. 
 
θ  = 
jrtHUC ph jrt
min λ ,pha   
sujeito a: CHUC (w,z, z ,pha) (4.10) 
 
O Subproblema (4.10) é responsável pela enumeração das 
unidades hidrelétricas. Existem R Jrt problemas inteiro-misto 
com 3 T variáveis (relacionadas às variáveis, w, z e pha, para cada 
estágio de tempo t), os quais podem ser resolvidos de forma in-
dependente. No entanto, as restrições de minimum up e downtime 
inseridas no problema da programação diária acoplam a decisão 
operativa da unidade hidrelétrica j do reservatório r em cada 
estágio de tempo t. Esse problema é solucionado pela PD. 
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4.3.1.5 Subproblema Hidrelétrico 
O último subproblema resultante da decomposição é o 
Subproblema Hidrelétrico (θH), o qual possui restrições referentes 
à operação dos reservatórios, como pode ser visto no subconjunto 
CHH. 
0 1
1
2
7 12 12 7 12 12
† †
1
†
θ = , ( ) , ( )
,
,
d
da
rt jrt
rt r,t - rt
mrm,t - mr
H PH jrt jrt rt rt ph jrt jrt rt rt
v r,t+ v rt d rt
d m,t-
min λ ph q ,d ,v λ ph q ,d ,v
λ ,v λ ,va λ
λ
 
sujeito a: CHH (q,Q,s,d,v,da,va) (4.11) 
 
O subproblema acima apresenta característica não-linear 
devido à função de produção das unidades hidrelétricas. O pro-
blema não-linear apresentado em (4.11)9 é semelhante ao tratado 
nos trabalhos anteriores (FINARDI, 2003; TAKIGAWA, 2006 e 
RODRIGUES, 2009). A diferença fundamental entre (4.11) e o 
problema tratado em Finardi (2003) é que as restrições existentes 
no conjunto CHH são lineares e de igualdade.  
Neste problema, não existe acoplamento espacial e tempo-
ral entre as diferentes usinas. Cada subproblema é um Problema 
de Programação Não Linear – PNL, com quantidade de variáveis 
que variam com o número de unidades, estágio de tempo e a 
posição da usina na cascata. Cada PNL possui três restrições line-
ares de igualdade e Jrt+4+nj+i_t0 variáveis, em que 4 representa o 
número de variáveis de operação do reservatório (Q, s, d e v), nj a 
quantidade de usinas à montante do mesmo (da) e i_t0 é igual a 1 
para t > 1 (va). Detalhes adicionais da modelagem do Subproble-
ma Hidrelétrico podem ser observados no exemplo didático a-
presentado no APÊNDICE II. 
                                                        
9 [.]†0 não existe no primeiro estágio; [.]†1 depende se existe um reservatório à jusante e 
se a vazão defluente do reservatório pode chegar ao reservatório à jusante, antes do 
fim do horizonte de estudo; [.]†2 depende se existe um reservatório a montante e se a 
vazão defluente desse reservatório pode chegar no reservatório à jusante, em função 
do tempo de viagem da água entre os dois reservatórios. 
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O modelo desenvolvido para solução do PNL, semelhante 
ao desenvolvido por Finardi (2003), utiliza os conceitos da meto-
dologia da Programação Quadrática Sequencial - PQS (DIAZ et 
al., 1989; BOGGS et al., 1996; NOCEDAL, 1999) e seu algoritmo é 
apresentado no APÊNDICE III. 
4.3.1.6 Representação Esquemática do Problema Dual 
A Figura 4.2 ilustra os subproblemas associados ao pro-
blema dual. Na figura ainda é possível observar os nomes dos 
subproblemas e as respectivas metodologias de solução empre-
gadas em cada subproblema. 
 
PROBLEMA MESTRE
(Método dos Feixes)
SUBPROBLEMA 
HIDROTÉRMICO
(Programação Linear)
SUBPROBLEMA DE 
COORDENAÇÃO COM 
O PLANEJAMENTO DE 
CURTO PRAZO  
(Programação Linear)
SUBPROBLEMA 
HIDRELÉTRICO
(Programação Não-
Linear)
SUBPROBLEMA 
TERMELÉTRICO
(Programação 
Dinâmica )
Multiplicadores de 
Lagrange
Vetor de subgradiente 
e valor da função dual
Soluções Primais
SUBPROBLEMA DE 
ALOCAÇÃO DAS 
UNIDADES 
HIDRELETRICAS
(Programação Dinâmica)
 
Figura 4.2: Diagrama Esquemático do Problema Dual – fase RL. 
4.3.2 Recuperação Primal via Lagrangeano Aumentado 
A fase da RP tem como objetivo viabilizar a solução encon-
trada na fase RL, utilizando as informações dessa solução obtida 
como ponto de partida para a fase RP. Aplicando a metodologia 
do LA no problema (4.6), obtém-se: 
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sujeito a: (4.12) 
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C q,Q,s,d,v,da,va C va , C w,z,z pha
C x u,pt C pta,PHa,
 
 
Pode-se observar no problema (4.12) que a mesma estrutu-
ra de decomposição apresentada anteriormente na fase RL não é 
possível, devido aos termos quadráticos introduzidos. No sentido 
de torná-lo separável, duas heurísticas baseadas na metodologia 
do LA serão abordadas, as quais estão presentes na literatura 
para problemas semelhantes ao da PDO; o método do PPA 
(COHEN, 1980; BATUT et al., 1992; YAN et al., 1994; BELTRAN 
et al., 2002; BELLONI et al, 20003; DUBOST et al., 2003) e o méto-
do do GS (BERTSEKAS, 1999; BELTRAN et al., 1999, BELTRAN 
et al., 2002).  
Os dois métodos que serão utilizados, PPA e GS, utilizam à 
mesma idéia para separar as variáveis do termo quadrático. No 
entanto, a diferença fundamental entre os dois métodos consiste 
na atualização da constante do termo quadrático, como será deta-
lhado a seguir. 
O método do PPA utilizado é idêntico à Belloni et al. (2003), 
Diniz (2007) e Rodrigues (2009). A idéia geral consiste em fazer a 
seguinte aproximação: 
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2 22 * *c c cxa - x xa - k + k - x
2 2 2
 
(4.13) 
Em que: 
*
* *xa + x
k
2
 
(4.14) 
A constante k* adotada depende de xa* e x* que são os valo-
res obtidos da iteração anterior. 
Observe que quando a solução for viável (xa = x), o termo 
quadrático é igual à zero. No entanto, para pontos diferentes (xa ≠ 
x), o termo resultante à esquerda da Equação (4.13) pode ser bem 
diferente do somatório à direita. Desta forma, a aproximação é 
apropriada, para pontos próximos de uma solução viável. 
O método não-linear de Gauss Seidel, também conhecido 
como Block Coordinate Descent, baseia-se em atualizar a constante 
do termo quadrático pelo novo valor encontrado da variável. 
Desta forma, é utilizada a mesma aproximação apresentada em 
(4.13) e a atualização de k* ocorre da seguinte forma10: 
 
* ,apósocálculode
,apósocálculode
x
xa
*
*
x
k
xa
 
(4.15) 
 
Neste trabalho o conceito da atualização via GS foi efetua-
do somente durante a iteração da RP, mantendo a atualização por 
iteração (início da mesma) como a média dos valores encontrados 
para x e xa (idêntico ao PPA). 
No APÊNDICE I ilustra-se em um exemplo bastante sim-
plificado a aplicação da RL, utilizando a técnica de introdução 
das variáveis artificiais, e dos dois métodos, PPA e GS. Desta 
forma, possibilita-se ilustrar de maneira didática a diferença na 
atualização das constantes entre os dois métodos apresentados. 
Desta maneira, utilizando a aproximação apresentada em 
(4.13) no problema (4.12), obtém-se: 
                                                        
10 Note que para atualizar k* pelo novo valor calculado, antes do cálculo do outro 
subproblema, deve haver uma ordem sequencial. Isso será melhor abordado após a 
exposição da estratégia de solução proposta. 
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sujeito a: (4.16) 
1( ) ( α) ( )
( ) ( θ)
HH CCP T+ HUC
T HT
C q,Q,s,d,v,da,va C va , C w,z,z,pha
C u,pt C pta,PHa,
 
 
Agora o problema (4.16) pode ser decomposto, nos mesmos 
subproblemas apresentados na fase RL, acrescidos dos respecti-
vos termos quadráticos. 
4.3.2.1 Subproblema Termelétrico 
T) na fase RP é semelhante ao 
mostrado em (4.7) e contém o mesmo conjunto de restrições refe-
rentes às termelétricas, CT. O subproblema é representado abaixo. 
2
= ( )
2
c
k
it itT CT pt it pt it
min f x,u,pt λ ,pt - pt  
sujeito a: CT (x,u,pt) (4.17) 
 
O modelo de programação utilizado para a solução do 
Subproblema Termelétrico é a PD. 
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4.3.2.2 Subproblema Hidrotérmico 
De forma semelhante ao subproblema (4.8), o Subproblema 
Hidro HT) contém restrições de natureza tanto termelé-
trica como hidrelétrica, em CHT, sendo representado da seguinte 
forma: 
 
2
2
=
2
2
pt
c
k
c
k
it rt it
rt
HT pt it PH rt it
rt PH
min λ ,pta λ ,PHa pta
PHa
 
 
sujeito a: CHT (pta,PHa,θ) (4.18) 
 
A única diferença em relação ao Subproblema (4.8) é que a 
natureza dos problemas passa a ser quadrática, devido aos ter-
mos quadráticos introduzidos. Dessa forma, (4.18) é composto 
por T problemas quadráticos solucionados pelo CPLEX. 
4.3.2.3 Subproblema de Coordenação com o Planejamento de Curto 
Prazo 
O Subproblema de Coordenação com o Planejamento de 
Curto- CCP) contém as restrições pertencentes ao subcon-
junto CCCP: 
 
1 1= (α) rT rT
2
CCP H v r,T+ r,T+ v
c
min f λ ,va + va - k
2
 
 
sujeito a: CCCP (vaT+1 ) (4.19) 
 
O subproblema (4.19) difere do subproblema (4.9) da fase 
RL, pelos termos quadráticos introduzidos. Desta forma, o pro-
blema quadrático resultante é solucionado pela PLCBAS (CASAS 
et al., 2002). 
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4.3.2.4 Subproblema de Alocação das Unidades Hidrelétricas 
O Subproblema de Alocação das Unidades Hidrelétricas 
HUC) possui somente restrições referentes à alocação das unida-
des, como pode ser visto no subconjunto CHUC. 
 
2
= 
2
c
k
jrt jrtHUC ph jrt jrt ph
min λ ,pha pha  
 
sujeito a: CHUC (w,z, z ,pha) (4.20) 
 
Existem R Jrt problemas quadráticos acoplados no tempo, 
os quais podem ser resolvidos de forma independente pela PD. 
4.3.2.5 Subproblema Hidrelétrico 
H), 
o qual possui restrições referentes à operação dos reservatórios, 
como pode ser visto no subconjunto CHH. 
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sujeito a: CHH (q,Q,s,d,v,da,va) (4.21) 
 
O subproblema (4.21)11 possui características não-lineares e 
é similar ao subproblema (4.11) da fase RL. Cada PNL é solucio-
                                                        
11 [.]†0 não existe no primeiro estágio; [.]†1 depende se existe um reservatório a jusante e 
se a vazão defluente do reservatório pode chegar ao reservatório a jusante, antes do 
fim do horizonte de estudo; [.]†2 depende se existe um reservatório a montante e se a 
vazão defluente desse reservatório pode chegar no reservatório a jusante, consideran-
do o tempo de viagem da água entre os dois reservatórios. 
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nado pelo modelo de PQS desenvolvido, como pode ser visto no 
APÊNDICE III. 
4.3.2.6 Representação Esquemática do Problema Dual 
A Figura 4.3 ilustra os subproblemas associados ao pro-
blema dual na fase RP. Na figura ainda é possível observar os 
nomes dos subproblemas e as respectivas metodologias de solu-
ção empregadas em cada subproblema. 
 
PROBLEMA MESTRE
(Método do Gradiente)
SUBPROBLEMA 
HIDROTÉRMICO
(Programação 
Quadrática)
SUBPROBLEMA DE 
COORDENAÇÃO COM 
O PLANEJAMENTO DE 
CURTO PRAZO  
(Programação Quadrática)
SUBPROBLEMA 
HIDRELÉTRICO
(Programação Não-
Linear)
SUBPROBLEMA 
TERMELÉTRICO
(Programação 
Dinâmica )
Multiplicadores de 
Lagrange
Vetor de gradiente e 
valor da função dual
Soluções Primais
SUBPROBLEMA DE 
ALOCAÇÃO DAS 
UNIDADES 
HIDRELETRICAS
(Programação Dinâmica)
 
Figura 4.3: Diagrama Esquemático do Problema Dual – fase RP. 
 
O ponto de partida utilizado para a fase RP pode ser a so-
lução primal e os multiplicadores de Lagrange da última iteração 
da fase RL ou a solução convexificada, também conhecida como o 
ponto pseudo-primal ou ponto convexificado (DUBOST et al., 
2003; DINIZ, 2007), com os multiplicadores de Lagrange da últi-
ma iteração. O ponto pseudo-primal é obtido pela combinação 
convexa dos cortes ativos do método dos Feixes, da seguinte for-
ma: 
k k
k
xx =  (4.22) 
Em que: 
k número de cortes ativos do método dos Feixes; 
x vetor com todas as variáveis; 
δ valor, entre 0 e 1, da combinação convexa (a 
soma de todos os valores do vetor é igual a 1);  
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xk vetor com a solução primal de todas as variá-
veis para cada k. 
 
Uma análise comparativa entre os dois pontos de partida 
supracitados para a fase RP será apresentada no Capítulo 6. 
Como a função dual é diferenciável, o problema mestre po-
de ser maximizado pelo método do gradiente inexato 
(BERTSEKAS, 1999), da seguinte forma: 
 
( 1)
1
( 1)
λ λ ν
k-
k+ k
k-
g
= +
g
 (4.23) 
 
E a atualização do parâmetro de penalidade c é feita da se-
guinte maneira: 
 
( 1) (0)( 1)
( ) ( 1) ( 1) (0) ( -1) ( -2)
( 1)
( 1) (0) ( -1) ( -2)
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β γ
γ
k-k-
k k- k- k k
k-
k- k k
se c < cc ,
c = c + ,se c > c e g > g
c , se c > c e g g
100
100
100
 (4.24) 
 
Os valores utilizados para β, γ e ν foram, respectivamente, 
1,5, 0,25 e 0,9; idênticos aos adotados em Diniz (2007). 
É importante salientar que, na fase RP, o método GS neces-
sita que uma ordem seja arbitrada para atualização das constan-
tes do termo quadrático, a qual será descrita no Capítulo 5. 
4.4 CONCLUSÕES 
Este capítulo teve como objetivo apresentar a estratégia de 
solução para o problema da PDO, baseada nas metodologias da 
RL, com a introdução de variáveis artificiais, e do LA. 
A RL é uma metodologia de solução que possibilita, por 
meio da relaxação das restrições de acoplamento, decompor o 
problema em subproblemas menores e mais fáceis de solucionar. 
Na estratégia proposta, o problema dual resultante é composto 
por cinco subproblemas menores (Termelétrico, Hidrelétrico, 
Hidrotérmico, Coordenação com o Curto-Prazo e Alocação das 
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Unidades Hidrelétricas) de características matemáticas distintas, 
sendo solucionados por diferentes técnicas de otimização con-
forme foi abordado. A coordenação dos subproblemas é feito pelo 
Método dos Feixes, que representa o estado da arte em otimiza-
ção não-diferenciável. 
Como a solução primal obtida na fase RL geralmente é in-
viável, uma outra fase é necessária. Desta forma, utilizando as 
informações da solução da fase RL como ponto de partida, dois 
métodos, PPA e GS, baseados na metodologia do LA são propos-
tos no sentido de se obter uma solução viável. Utilizando esses 
dois métodos, é possível manter a estrutura de decomposição 
proposta na fase RL. Vale ressaltar que na fase RP não existe a 
presença de subproblemas de natureza linear. 
No próximo capítulo, os objetivos principais são: analisar o 
comportamento do algoritmo de PQS desenvolvido e efetuar uma 
análise comparativa do resultado da estratégia de solução pro-
posta, por meio da utilização dos dois métodos propostos de se 
obter uma solução viável. Nesta primeira etapa do trabalho, sim-
plificações relacionadas à modelagem das variáveis inteiras da 
PDO e à modelagem da rede de transmissão são efetuadas. Na 
segunda etapa (Capítulo 6), o modelo computacional proposto é 
analisado em um sistema hidrotérmico sem as simplificações 
supracitadas. 
  
 
  
CAPÍTULO 5 RESULTADOS PARTE I: ANÁLISE DA PERFORMANCE 
DA METODOLOGIA DE SOLUÇÃO PROPOSTA 
5.1 INTRODUÇÃO 
O objetivo deste capítulo consiste em analisar os resultados 
da estratégia de solução abordada no capítulo anterior. Nesta 
etapa do trabalho, algumas simplificações relacionadas à mode-
lagem das variáveis inteiras da PDO e à modelagem da rede de 
transmissão são efetuadas. O capítulo inicia descrevendo o cená-
rio base utilizado e, em sequência, apresenta a solução referente à 
fase RL, ilustrando o comportamento das soluções viáveis obti-
das, por meio dos dois métodos, PPA e GS, da fase RP. O capítulo 
é finalizado com algumas análises de sensibilidade das soluções 
para os dois métodos. A análise do comportamento do algoritmo 
de PQS será comentada no decorrer do capítulo. 
5.2 DADOS UTILIZADOS 
A seguir serão ilustrados os dados do cenário base utiliza-
dos na implementação computacional. O sistema hidrotérmico 
utilizado é apresentado na Figura 5.1. De acordo com essa figura, 
pode-se notar que o sistema de geração possui sete usinas hidre-
létricas e quatro usinas termelétricas. Ainda é possível observar 
que o sistema de transmissão é composto por duas barras e uma 
linha de transmissão. Cada barra deste sistema possui, além da 
geração, uma determinada demanda de energia. 
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Figura 5.1: Diagrama esquemático do sistema hidrotérmico. 
 
A curva de demanda é representada em termos percentuais 
na Figura 5.2.  
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Figura 5.2: Demanda de energia. 
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A referência de 100% representa 85% da capacidade insta-
lada do sistema hidrotérmico (11.281,6 MW.). A demanda do 
sistema é dividida entre as duas barras L1 e L2, respectivamente, 
com 20% e 80%. A capacidade de transmissão adotada foi de 
10.000MW no sentido de INT12 e 2.000MW no sentido inverso. 
Os dados referentes às quatro usinas termelétricas estão 
dispostos na Tabela 5.1. Na mesma, pode ser observado o tipo de 
combustível utilizado pela usina, a condição inicial, os limites de 
geração, a rampa e os coeficientes do custo de produção, respec-
tivamente. 
Tabela 5.1: Dados das Usinas Termelétricas. 
Usina Combustível 
pt0 
[MW] 
ptmin 
[MW] 
ptmax 
[MW] 
i 
[MW/h] 
ct1i 
[R$/MW2] 
ct2i 
[R$/MW] 
ct3i 
[R$] 
T1 Carvão 0 0 857 50 0.000946 143 0 
T2 Gás 0 0 160 100 0.000498 110.4 0 
T3 Óleo 0 0 500 30 0.0034 248.3 0 
T4 Óleo 0 0 500 30 0.001 609.5 0 
 
Na implementação computacional, para as usinas termelé-
tricas, não foram consideradas as restrições de minimum uptime e 
downtime e os custos de partida1. Na Figura 5.3 é mostrada a con-
figuração hidráulica do sistema. 
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H7
1240 MW
H6
1078 MW
H5
1420 MW
H4
1260 MW
H3
1676 MW
R
io
 P
ar
an
á
Rio Iguaçu
(4)
[1]
H2
1450 MW
H1
1140 MWO
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(4)(4)(4) (6)
(3)(5)
 
Figura 5.3: Configuração Hidráulica. 
                                                        
1 A solução do Subproblema Termelétrico já está bastante consolidada e as restrições 
citadas podem ser incluídas ao problema da mesma maneira que em Martinez et al. 
(2008) e Rodrigues (2009). 
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Como pode ser visto, as usinas hidrelétricas estão dispostas 
em dois rios distintos, localizados ao sul do Brasil (ONS, 2010). 
Na figura ainda estão expostos os dados de máxima capacidade 
instalada de cada usina, o tempo de viagem da água, em horas, 
entre cada reservatório (em colchetes) e a quantidade de unida-
des pertencentes a cada usina (em parênteses).  
Conforme comentado anteriormente, as afluências incre-
mentais são consideradas conhecidas no problema da PDO. Na 
Figura 5.4 está ilustrado o comportamento2 considerado para 
todos os reservatórios, em termos percentuais, da discretização 
horária da vazão afluente incremental no horizonte de um dia.  
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Figura 5.4: Perfil da vazão afluente nos reservatórios. 
 
Na Tabela 5.2 estão mostrados os dados de operação dos 
reservatórios, tais como afluência incremental, volume inicial, 
limites de volume e os máximos valores de vazão turbinada, ver-
tida e defluente3, respectivamente.  
 
 
                                                        
2 O comportamento brusco adotado para as vazões afluentes incrementais tem o 
intuito de ilustrar a robustez do modelo proposto. 
3 Os limites máximos de vertimento e de defluência foram arbitrados para impossibili-
tar que essas variáveis sejam ilimitadas no programa computacional.  
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Tabela 5.2: Dados dos reservatórios. 
Usinas 
yr 
[m3/s] 
v0 
[hm3] 
vmin/max 
[hm3] 
Qrmax 
[m3/s] 
srmax 
[m3/s] 
drmax 
[m3/s] 
H1 17,53 3.181,45 2.283/3.340 1.140 2.280 3.420 
H2 25,29 5.100,00 5.050/5.100 1.450 2.900 4.350 
H3 21,36 5.208,25 1.974/5.779 1.376 2.752 4.128 
H4 26,53 2.891,80 2.562/2.950 1.268 2.536 3.804 
H5 30,21 6.158,05 2.662/6.775 1.576 3.152 4.728 
H6 31,53 1.124,00 1.014/1.124 1.784 3.568 5.352 
H7 39,95 3.573,00 3.473/3.573 2.100 4.200 6.300 
 
Os mínimos valores considerados de vazão turbinada, ver-
tida e defluente são iguais a zero. Os volumes iniciais dos reser-
vatórios foram arbitrados da seguinte forma: as usinas com reser-
vatórios (H1, H3, H4 e H5) iniciam com 80% do volume útil e as 
usinas à fio d’água (H2, H6 e H7)4 com o volume máximo. Entre as 
usinas hidrelétricas, somente H6 possui dois grupos de unidades 
distintas. 
Os coeficientes dos polinômios de cota de montante e de 
jusante estão ilustrados, respectivamente, na Tabela 5.3 e na Tabe-
la 5.4. 
 
Tabela 5.3: Coeficientes do polinômio de cota de montante. 
Usinas 
a0 (×103) 
[m] 
a1 (×10-1)  
[m/hm3] 
a2 (×10-5)  
[m/hm6] 
a3 (×10-9)  
[m/hm9] 
a4 (×10-13)  
[m/hm12] 
H1 0,4012 0,5010 -1,5730 3,2966 -2,2883 
H2 0,3700 0 0 0 0 
H3 0,6509 0,3499 -0,6500 0,7778 -0,3953 
H4 0,5525 0,2469 -0,2103 0 0 
H5 0,4477 0,1823 -0,2871 0,3003 -0,1273 
H6 0,3970 0 0 0 0 
H7 0,3250 0 0 0 0 
 
 
 
 
                                                        
4 Como pode ser observado na Tabela 5.2, foi considerado um pequeno reservatório 
para as usinas à fio d’água, já que no curto prazo todas as usinas são capazes de arma-
zenar água para permitir controle de sua produção. 
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Tabela 5.4: Coeficientes do polinômio de cota de jusante. 
Usinas 
b0 (×103)  
[m] 
b1 (×10-4)  
[s/m2] 
b2 (×10-7)  
[s2/m5] 
b3 (×10-12)  
[s3/m8] 
b4 (×10-18)  
[s4/m11] 
H1 0,3719 19,3242 -0,8530 2,3757 -26,1625 
H2 0,2614 30,1186 -5,6361 67,9144 -3028,480 
H3 0,6019 11,0583 4,2089 -83,1147 4761,118 
H4 0,4900 0,6084 2,9248 -23,2012 456,450 
H5 0,3944 21,110 -0,7923 2,3516 -27,1386 
H6 0,3218 22,8099 -1,4027 3,8419 -53,6304 
H7 0,2579 6,2084 -0,1718 0,2283 0,0122 
 
Os coeficientes do rendimento das unidades e o coeficiente 
de perdas hidráulicas estão ilustrados na Tabela 5.5. Os dois gru-
pos de unidades da usina H6 estão ilustrados por H6(I) e H6(II).  
 
Tabela 5.5: Coeficientes de rendimento das unidades e coeficiente de 
perdas hidráulicas. 
Usinas 
ρ0j (×10-1)  
 
ρ1j (×10-3)  
[s/m3] 
ρ2j (×10-3)  
[1/m] 
ρ3j (×10-6)  
[s/m4] 
ρ4j (×10-6)  
[s2/m6] 
ρ5j (×10-5)  
[1/m2] 
kj (×10-6)  
[s2/m5] 
H1 3,5873 2,3513 3,6111 8,1284 -4,9075 -3,1207 5,452 
H2 -7,3739 4,4640 22,6385 13,8422 -11,3849 -13,0273 20,173 
H3 -5,0142 4,7803 11,5051 -2,4030 -7,6154 -4,2333 22,290 
H4 3,5873 3,2068 3,1942 9,8056 -9,1278 -2,4417 18,300 
H5 3,9235 2,9719 1,9804 4,0996 -5,7325 -1,3964 10,776 
H6(I) 2,7070 1,2147 14,3106 41,1210 -8,3343 -17,2818 36,156 
H6(II) 0,7769 3,3052 11,8035 5,7557 -6,9621 -9,3947 71,270 
H7 3,5873 1,9373 5,3725 9,9638 -3,3314 -6,9074 3,628 
 
As zonas proibidas das unidades hidrelétricas não foram 
modeladas nesta etapa do trabalho, mas as mesmas serão consi-
deradas e abordadas no Capítulo 6.  
A coordenação com o planejamento de curto-prazo é reali-
zada por meio das funções de custo futuro; nesta etapa, as mes-
mas foram obtidas de Gonçalves (2007) e de Santos et al. (2008). 
As funções de custo futuro foram modificadas para o sistema 
hidrotérmico apresentado neste trabalho. Desta forma, os dados 
das 21 restrições lineares utilizadas para representar a FCF estão 
dispostas na Tabela 5.6. 
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Tabela 5.6: Dados da função de custo futuro. 
π1p π2p π3p π4p π5p π6p π7p p (1011) 
1884,899 0 3947,696 3063,042 2053,351 0 0 42,0872 
6,438 0 6,188 3049,435 2311,881 0 0 1,15609 
41,571 0 80,106 61,763 41,037 0 0 1,88169 
369,991 0 783,851 607,018 407,217 0 0 10,3126 
233,423 0 528,608 409,270 274,554 0 0 7,4806 
147,847 0 306,827 237,608 159,399 0 0 5,73241 
97,156 0 198,398 153,826 103,194 0 0 4,55063 
97,156 0 198,638 153,826 103,194 0 0 4,54328 
96,208 0 197,177 152,695 102,435 0 0 4,5221 
95,361 0 194,695 150,773 101,146 0 0 4,48295 
89,037 0 186,607 144,508 96,943 0 0 4,31544 
53,355 0 113,710 86,498 57,472 0 0 3,15688 
58,665 0 125,411 97,222 65,197 0 0 3,4334 
210,901 0 438,513 339,586 227,811 0 0 6,26446 
244,521 0 528,488 409,262 274,554 0 0 6,84673 
254,373 0 528,199 408,974 274,266 0 0 6,94554 
181,812 0 383,223 296,769 199,088 0 0 5,71579 
50,267 0 105,321 81,561 54,715 0 0 2,88574 
49,017 0 103,749 80,330 53,869 0 0 3,02779 
68,187 0 144,459 111,870 75,048 0 0 3,48063 
49,049 0 104,190 80,685 54,128 0 0 0,30391 
 
Pode-se observar na Tabela 5.6 p, que 
corresponde ao custo de operação futuro observado no horizonte 
do planejamento da operação energética, pelo modelo de plane-
jamento de curto prazo. 
5.3 ANÁLISE DA SOLUÇÃO  
A estratégia de solução proposta e a solução obtida, para o 
problema da PDO, foram avaliadas em uma configuração redu-
zida do sistema hidrotérmico brasileiro, cujos principais dados 
foram apresentados na seção anterior. O número de estágios con-
siderado foi 24, que representa a discretização horária de um ho-
rizonte de um dia. Os testes foram efetuados em um computador 
Pentium IV 2.8 GHz, 1 Gb de memória RAM, com sistema opera-
cional Windows 2000. A linguagem de programação utilizada é o 
FORTRAN e o compilador é o Compaq Visual FORTRAN Profes-
sional Edition 6.1.0. 
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A solução para o sistema hidrotérmico é apresentada em 
duas etapas. A primeira refere-se à solução primal encontrada 
pela RL e, a segunda etapa, à solução primal obtida pelos dois 
métodos na fase da RP. Na sequência, são apresentadas algumas 
análises de sensibilidade referente aos métodos, PPA e GS, da 
fase RP. 
5.3.1 Análise da etapa RL 
Na Tabela 5.7 são ilustrados os principais resultados com-
putacionais obtidos do problema dual na fase RL5. Os multiplica-
dores de Lagrange iniciais foram arbitrados em 0,1 e o critério de 
parada utilizado para o método dos Feixes foi de iteração máxima 
(1.000 iterações). O problema possui 547 variáveis duais e os valo-
res da função objetivo obtidos no início e no término da fase RL 
estão apresentados em f0 e fRL, respectivamente. Pode-se observar 
que o crescimento de fRL em relação a f0 é pequeno, aproximada-
mente, 4,25×10-5%, isto se deve ao elevado valor de αp da Tabela 
5.6. 
 
Tabela 5.7: Resultados duais para a fase RL. 
Cenário Base  Fase RL 
f0 [R$] 4.208.668.124.975,892 
fRL[R$] 4.208.669.912.759,500 
iter 1.000 
t [min] 8,91 
|sg| 30.171,140 
 
A norma do subgradiente, |sg|, é calculada pela norma 
Euclidiana e ilustra a inviabilidade da solução primal nesta fase.  
Ainda relacionado à inviabilidade da solução primal, a Fi-
gura 5.5 ilustra o somatório de geração hidrelétrica e termelétrica 
no atendimento à demanda. As variáveis utilizadas no somatório 
                                                        
5 Durante o processo iterativo foram observadas algumas peculiaridades adicionais 
relacionadas à convergência do algoritmo de Wolfe descrito no APÊNDICE III, da 
PQS implementada, as quais são ilustradas no APÊNDICE IV. 
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de geração foram as resultantes do Subproblema Hidrelétrico 
(PH) e do Termelétrico (pt), respectivamente. 
 
Figura 5.5: Geração hidrelétrica e termelétrica no atendimento à de-
manda - fase RL. 
 
Como as restrições de atendimento à demanda estão no 
Subproblema Hidrotérmico pode-se atentar que somente as vari-
áveis de geração, PHa e pta, contidas nesse subproblema atendem 
à demanda. A Figura 5.6 ilustra a diferença entre o montante total 
relacionado à geração hidrelétrica de PH e PHa e à geração terme-
létrica de pt e pta. 
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Figura 5.6: Montante de geração hidrelétrica e termelétrica. 
 
A Figura 5.7 ilustra a diferença entre o comportamento das 
variáveis do Subproblema Hidrotérmico e das variáveis associa-
das aos subproblemas não lineares, PH e pt, para as usinas H1 e 
T1. 
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Figura 5.7: Geração hidrelétrica de H1 e geração termelétrica de T1. 
 
Em pontilhado estão representadas as gerações resultantes 
do Subproblema Hidrotérmico e em linha contínua a geração do 
Subproblema Hidrelétrico (esquerda) e do Subproblema Termelé-
trico (direita). Pode-se observar nas figuras ainda que na maior 
parte do tempo as gerações resultantes dos diferentes subpro-
blemas são diferentes.  
Outros resultados característicos da RL podem ser obser-
vados na Figura 5.8.  
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Figura 5.8: Vazão defluente e volume do reservatório de H1. 
 
Os dois resultados observados na Figura 5.8, à esquerda a 
vazão defluente e à direita o volume do reservatório, decorrem 
do mesmo Subproblema Hidrelétrico. No caso da vazão defluen-
te, as variáveis d e da fazem parte de problemas não-lineares dis-
tintos, visto que atuam em reservatórios diferentes. Por outro 
lado, para o caso do volume do reservatório, as variáveis v e va, 
também estão em problemas distintos, mas separados apenas 
pelo estágio de tempo. 
O comportamento da vazão defluente e do volume do re-
servatório nas demais usinas é semelhante ao ilustrado na Figura 
5.8. Vale destacar que o desvio relacionado entre as variáveis v e 
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va é relativamente pequeno e na maioria dos reservatórios ocor-
rem poucas oscilações. 
A seguir nas figuras abaixo estão ilustradas os desvios rela-
tivos de todas as variáveis duplicadas em relação ao limite máxi-
mo das mesmas. A Figura 5.9 ilustra os desvios relativos relacio-
nados às variáveis de geração termelétrica. Como pode ser obser-
vado, os desvios ocorrem nos períodos de demanda mais eleva-
da. 
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Figura 5.9: Desvio relativo das variáveis de geração termelétrica. 
 
Na Figura 5.10 os desvios relativos das variáveis de geração 
hidrelétrica são apresentados. Como pode ser observada a invia-
bilidade, entre as variáveis originais e artificiais, alcançam diver-
sas vezes o máximo possível. 
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Figura 5.10: Desvio relativo das variáveis de geração hidrelétrica. 
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Os desvios relativos das variáveis de volume armazenado 
são ilustrados na Figura 5.11. Pode-se observar que os desvios são 
relativamente pequenos, com exceção da variável do reservatório 
H3 em dois estágios (12h e 13h), que ultrapassa 60% da capacida-
de máxima do reservatório. 
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Figura 5.11: Desvio relativo das variáveis de volume armazenado. 
 
Na Figura 5.12 estão ilustrados os desvios relativos das va-
riáveis de vazão defluente.  
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Figura 5.12: Desvio relativo das variáveis de vazão defluente. 
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5.3.2 Análise da etapa RP  
Como esperado, as soluções primais na fase RL são inviá-
veis, o que torna necessária uma outra fase para viabilizar essa 
solução. Essa fase, conhecida como RP, será efetuada de duas 
maneiras distintas conforme detalhado anteriormente. A sequên-
cia arbitrada6 para a atualização das constantes dos termos qua-
dráticos no método GS está apresentada na Figura 5.13. 
 
 
PROBLEMA MESTRE
(Método do Gradiente)
SUBPROBLEMA 
HIDROTÉRMICO
(Programação 
Quadrática)
SUBPROBLEMA DE 
COORDENAÇÃO COM 
O PLANEJAMENTO DE 
CURTO PRAZO  
(Programação Quadrática)
SUBPROBLEMA 
HIDRELÉTRICO
(Programação Não-
Linear)
SUBPROBLEMA 
TERMELÉTRICO
(Programação 
Quadrática )
Multiplicadores de 
Lagrange
Vetor de gradiente e 
valor da função dual
Soluções Primais
1 2 3 4
 
Figura 5.13: Sequência arbitrada para o método GS. 
 
Como pode ser observado na Figura 5.13, a ordem para a 
solução dos subproblemas está enumerada de 1 a 4, e as linhas 
pontilhadas ilustram a comunicação entre dois subproblemas, 
indicando a atualização da constante k pela solução encontrada, a 
qual servirá de dado de entrada para o outro subproblema. Por 
exemplo, de 1 para 4, o vetor que contém kpt é alterado para os 
valores encontrados de pt. Existem ainda as atualizações das 
constantes kv e kd dentro do Subproblema Hidrelétrico. 
                                                        
6 A sequência de solução dos subproblemas foi arbitrada da seguinte maneira: os 
subproblemas não-lineares (Termelétrico e Hidrelétrico) seriam solucionados antes do 
subproblema linear (Hidrotérmico), com exceção do Subproblema de Coordenação 
com o Planejamento de Curto Prazo que seria solucionado antes do Hidrelétrico, 
fornecendo dessa maneira uma “meta” de volume armazenado para o mesmo. 
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No sentido de apresentar uma análise comparativa entre os 
dois métodos, PPA e GS, os dois resultados serão apresentados 
conjuntamente. Desta forma, nas figuras desta seção, o resultado 
obtido pelo método PPA e pelo método GS estarão, respectiva-
mente, no lado esquerdo e direito.  
A Tabela 5.8 ilustra os principais resultados computacio-
nais obtidos no problema dual na fase RP7. O ponto de partida 
utilizado nessa fase foi o resultado obtido na fase RL e o critério 
de convergência utilizado foi a norma euclidiana do vetor de 
restrições relaxadas ser menor que 50. 
 
Tabela 5.8: Resultados duais para a fase RP. 
Cenário Base  PPA GS 
fRP [R$] 4.208.674.418.626,208 4.208.673.743.631,857 
iter 1.948 186 
t [min] 5,98 0,66 
|g| 49,979 49,845 
 
Pode-se observar que a quantidade de iterações e o tempo 
computacional necessário para obtenção de uma solução viável, 
considerando a qualidade estipulada para a mesma (|g|<50), são 
muito mais elevados para o método PPA do que para o GS, neste 
caso, aproximadamente, nove vezes maior. Ainda, em relação ao 
esforço computacional na solução dos problemas das duas etapas 
(iterações por segundos), comparam-se as Tabela 5.7 e Tabela 5.8, 
e observa-se que na fase RP os cálculos dos subproblemas locais e 
do dual, para os dois métodos, são muito mais rápidos do que na 
fase RL, aproximadamente, três vezes mais veloz8. O aumento 
percentual do valor da função objetivo, fRP, comparando-se com o 
valor de fRL da fase RL é de, aproximadamente, 1,07x10-4% para o 
PPA e 0,91x10-4% para o GS. 
A Figura 5.14 ilustra o comportamento da função dual e da 
norma do gradiente, ao longo do processo iterativo.  
 
                                                        
7 Da mesma maneira que na fase RL, foram observadas peculiaridades relacionadas à 
convergência forçada no algoritmo de busca linear, apresentadas no APÊNDICE IV. 
8 A razão é que os subproblemas na fase RP são quadráticos. 
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Figura 5.14: Comportamento de fRP e da |g|, ao longo do processo 
iterativo. 
 
Pode-se perceber que a norma do gradiente diminui rapi-
damente em poucas iterações nos dois métodos e que o valor da 
função dual tende a aumentar nas primeiras iterações e a estabili-
zar-se ao final. 
Em relação aos valores da função objetivo, fRP, nota-se na 
Tabela 5.8 que no PPA o valor encontrado é maior que no GS. No 
entanto, é necessário avaliar o verdadeiro custo de operação, fOP, 
o qual desconsidera os efeitos dos termos relaxados de primeira, 
frl, e de segunda ordem, fla, na função objetivo. Desta forma, fOP é 
a s icas, 
fCT. 
A Tabela 5.9 mostra o valor de fOP e os demais termos da 
função objetivo. 
 
Tabela 5.9: Valores dos termos da função objetivo na fase RP. 
Cenário Base  PPA GS 
fOP [R$] 4.208.672.320.902,193 4.208.673.109.771,208 
 [R$] 4.208.671.232.681,633 4.208.671.986.374,782 
frl [R$] 282.210,320 225.709,284 
fla [R$] 1.815.513,696 408.151,365 
fCT [R$] 1.088.220,560 1.123.396,426 
 
Na Tabela 5.9, pode-se notar que o custo de operação, fOP, 
obtido no método PPA é menor do que o obtido no método GS, o 
que pode indicar que a prudência do método PPA alcança uma 
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solução com menor custo de operação de curto prazo que o GS9. 
A diferença entre os custos operacionais10 é de R$788.869,015, 
sendo 95,54% relacionado ao custo futuro da água e 4,46% rela-
cionado ao custo operativo das termelétricas.  
Na Figura 5.15 e na Figura 5.16 são ilustradas, respectiva-
mente, o comportamento do custo futuro e do custo associado ao 
uso das termelétricas, ao longo do processo iterativo. 
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Figura 5.15: Comportamento do custo futuro ao longo do processo 
iterativo. 
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Figura 5.16: Comportamento de fCT ao longo do processo iterativo. 
 
A Figura 5.17 ilustra a viabilidade da solução primal obtida 
na fase RP, para os dois métodos abordados, considerando a tole-
rância estipulada. 
                                                        
9 Uma outra alternativa seria testar novas maneiras de atualizar o parâmetro de pena-
lidade c para o método GS, de modo a evitar uma penalidade demasiada. 
10 alores relacionados aos custos 
operacionais são muito próximos. O custo de operação de GS é, aproximadamente, 
1,87x10-5% maior que o obtido pelo PPA. 
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PPA GS
 
Figura 5.17: Geração hidrelétrica e termelétrica no atendimento à de-
manda – fase RP. 
 
Observado o comportamento da geração no atendimento 
da demanda na Figura 5.17, pode-se perceber que os níveis de 
geração termelétrica e hidrelétrica são semelhantes para os dois 
métodos.  
A Figura 5.18 ilustra o nível de geração termelétrica de cada 
usina do sistema. 
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Figura 5.18: Geração termelétrica de cada usina. 
 
A geração11 termelétrica total no PPA foi de 5.973,02MW e 
no GS de 6.114,57MW, tendo-se, portanto, uma diferença de 
141,55MW no horizonte de um dia. A Figura 5.19 ilustra da mes-
ma maneira a geração hidrelétrica de cada usina do sistema. 
 
                                                        
11 Neste trabalho, a geração corresponde à potência gerada ao longo do horizonte de 
estudo. 
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Figura 5.19: Geração hidrelétrica de cada usina. 
 
A geração hidrelétrica total do PPA é de 145.920,54MW e a 
do GS de 145.770,52MW, com 150,02MW de diferença entre os 
dois métodos12. A Figura 5.20 ilustra o somatório da geração hi-
drelétrica para os dois métodos. 
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Figura 5.20: Montante de geração hidrelétrica obtida pelo PPA e GS. 
 
Como pode ser visto o montante de geração hidrelétrica 
despachado é muito semelhante nos dois métodos. No entanto, o 
                                                        
12 Observe que a diferença entre o somatório de geração hidrelétrica (150,02MW) não é 
igual à diferença entre o somatório de geração termelétrica (141,55MW) dos dois 
métodos, isso se deve a utilização das variáveis pt e PH (que não estão contidas no 
Suproblema Hidrotérmico) e ao critério de parada utilizado, que pode permitir um 
pequeno desvio entre as variáveis originais e artificiais. 
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comportamento do volume armazenado nos reservatórios é bas-
tante diferente, como mostra a Figura 5.21. 
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Figura 5.21: Volume armazenado de H1. 
 
A Tabela 5.10 ilustra os volumes finais armazenados nos 
reservatórios para os dois métodos propostos, ressaltando que os 
reservatórios H2, H6 e H7 não entram nas funções lineares de cus-
to futuro, pois são modelados como reservatórios a fio d’água no 
planejamento de curto prazo. Pode-se observar que a diferença 
relacionada ao custo futuro entre os dois métodos, R$ 
753.693,149, está relacionada com a diferença entre os volumes 
armazenados dos reservatórios, no final do horizonte de estudo, 
apresentados na Tabela 5.10. 
 
Tabela 5.10: Volume final armazenado nos reservatórios. 
Volume Final 
[hm3] 
PPA GS 
GS/PPA 
(%) 
H1 3.199,93 3.162,55 98,83 
H2 5.088,62 5.050,01 99,24 
H3 5.362,16 5.265,76 98,20 
H4 2.760,32 2.710,93 98,21 
H5 6.501,91 6.428,18 98,86 
H6 1.014,00 1.014,00 100,00 
H7 3.573,00 3.558,54 99,60 
 
A diferença entre os volumes armazenados nos reservató-
rios resulta em uma diferença na máxima geração da usina hidre-
létrica para os dois métodos, visto que a geração varia com o vo-
lume armazenado em cada estágio de tempo e possui uma limita-
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ção da própria capacidade da turbina13. A Figura 5.22 ilustra a 
diferença relacionada ao montante máximo de geração hidrelétri-
ca possível em cada estágio de tempo, para os dois métodos con-
siderados. 
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Figura 5.22: Máxima geração hidrelétrica possível. 
 
Na Figura 5.22 pode-se observar que a diferença máxima 
entre os possíveis montantes de geração hidrelétrica é, aproxima-
damente, 40MW.  
Como as zonas proibidas das unidades hidrelétricas não fo-
ram consideradas, tem-se como resultado do despacho horário 
das unidades à violação das zonas, como pode ser observado na 
Figura 5.23.  
                                                        
13 Para o cálculo da geração máxima da usina, considera-se que todas as unidades 
estão com vazão turbinada máxima, o vertimento é igual a zero e a cota de montante e 
de jusante variam em cada estágio t. 
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Figura 5.23: Despacho horário das unidades hidrelétricas de H1. 
 
Pode-se perceber que o perfil de despacho de geração das 
unidades é semelhante nos dois métodos. Nota-se também que 
em diversos horários o nível de geração das unidades é muito 
baixo, representando que as unidades operam em regiões de bai-
xa eficiência (violam as zonas proibidas).  
Na Figura 5.23, independentemente do método empregado 
para solução, observa-se que a usina despacha todas as suas uni-
dades com o mesmo nível de geração. Adicionalmente, o compor-
tamento da geração é oscilatório, o que pode ser atenuado com a 
modelagem das restrições de minimum up e downtime e das zonas 
proibidas de geração, as quais serão incorporadas no Capítulo 6. 
Nos dois métodos da fase RP, PPA e GS, as variáveis de vo-
lume armazenado dos reservatórios apresentaram a maior difi-
culdade para alcançar a convergência, principalmente para os 
reservatórios que possuem usinas a jusante. A Figura 5.24 ilustra 
o comportamento do desvio entre as variáveis artificiais e as ori-
ginais de volume14 para o reservatório H4. 
                                                        
14 Esses desvios das variáveis não ultrapassam 1% do volume máximo do reservatório. 
Resultados Parte I: Análise da Performance da Metodologia Proposta | Capítulo 5 
 
 122 
0.00
3.00
6.00
9.00
12.00
15.00
18.00
21.00
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
D
e
s
v
io
 d
o
 V
o
lu
m
e
 A
rm
a
z
e
n
a
d
o
 (
h
m
3
)
Estágios de Tempo (h)
PPA GS
 
Figura 5.24: Desvio do volume armazenado do reservatório H4. 
 
Os valores de desvios das outras variáveis foram pratica-
mente nulos para o método do PPA15, enquanto que para o GS os 
maiores valores ocorreram nas variáveis de volume armazenado 
para os últimos estágios (conforme pode ser visto na Figura 5.24) 
e na geração termelétrica16 no estágio 18.  
5.4 ANÁLISE DE SENSIBILIDADE 
Como pôde ser observado pelos resultados obtidos pelos 
dois métodos, PPA e GS, uma solução viável para o despacho 
horário do sistema hidrotérmico em questão foi obtida. O método 
PPA fornece a melhor qualidade da solução e o menor custo de 
operação, em contrapartida, o método GS encontra uma solução 
de pior qualidade, mas com um tempo computacional menor. 
Três alterações são propostas, no sentido de realizar uma 
análise de sensibilidade dos métodos17 e da solução. Na primeira 
                                                        
15 Ocorreram valores próximos de 1,5 MW para os desvios relacionados à geração 
termelétrica de T1, T3 e T4, no estágio 18. 
16 O valor do desvio é de, aproximadamente, 10,1 MW. 
17 Outras análises relacionadas à inclusão de um critério de parada na busca linear de 
Wolfe e à utilização da hessiana anterior na PQS, são ilustradas no APÊNDICE V. 
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alteração, é analisado o comportamento dos métodos frente a 
uma solução de baixa qualidade da fase RL, ou seja, é fornecido 
um ponto inicial ruim para a fase RP. A segunda alteração está 
relacionada ao cenário de demanda, em que o máximo valor de 
demanda é modificado de 85% para 65% da capacidade instalada 
do sistema hidrotérmico. Na terceira alteração, uma nova sequên-
cia para a solução dos subproblemas, para o método GS, é adota-
da e são ilustrados os resultados para os cenários base e de baixa 
demanda. 
5.4.1 Alteração do ponto inicial para a fase RP 
O objetivo desta análise é observar o comportamento dos 
métodos propostos para a fase RP utilizando um ponto de parti-
da de baixa qualidade, o qual é obtido encerrando-se a fase RL 
com apenas 20 iterações. Os principais resultados duais das duas 
etapas de solução estão dispostos na Tabela 5.11. 
 
Tabela 5.11: Principais resultados duais da fase RL e RP – ponto de 
partida com 20 iterações na fase RL. 
Cenário Base Fase RL 
fRL[R$] 4.207.740.347.674,266 
iter 20 
t [min] 0,12 
|sg| 50.352,991 
 PPA GS 
fOP [R$] 4.208.673.864.601,431 4.208.678.250.922,040 
iter 3.279 877 
t [min] 14,84 2,30 
|g| 49,990 49,958 
 
Como era de se esperar, as soluções dos dois métodos são 
piores do que as apresentadas na Seção 5.3.2, tanto em termos de 
valores do custo de operação, fOP, como em termos de esforço 
computacional para a fase RP. No entanto, o método mais ousa-
do, GS, gera uma solução com qualidade inferior do que o PPA, 
comparando os valores obtidos de custo de operação com os da 
Tabela 5.9 (aumento de 0,37 x 10-5% e 1,22 x 10-4%, respectivamen-
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te). Pode-se perceber também que o tempo computacional desti-
nado à fase RP, utilizando um ponto inicial de baixa qualidade, se 
torna muito mais elevado do que o apresentado na Tabela 5.8. 
Em termos do montante gerado no atendimento à deman-
da, o PPA resulta em 140.582,37MW de origem hidrelétrica e 
11.375,5MW de termelétrica, enquanto o GS resulta em 
126.848,06MW de origem hidrelétrica e 25.096,05MW de termelé-
trica. O custo futuro
forma, pode-se perceber que a maior diferença entre os custos de 
operação dos dois métodos, PPA e GS, é o custo de geração ter-
melétrica, fCT. 
A Figura 5.25 ilustra a visível diferença no despacho das 
termelétricas. 
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Figura 5.25: Geração termelétrica – ponto de partida com 20 iterações 
na fase RL. 
5.4.2 Cenário de baixa demanda 
As possibilidades de despacho para se atender um cenário 
de baixa demanda são superiores se comparado a um cenário de 
alta demanda (caso base), em que as unidades e usinas são des-
pachadas próximas do máximo possível. Desta forma, o intuito 
desta alteração é analisar o comportamento dos métodos PPA e 
GS na obtenção de uma solução factível para um cenário de baixa 
demanda. Neste cenário, o máximo valor de demanda é modifi-
cado de 85% para 65% da capacidade instalada do sistema hidro-
térmico. 
Os principais resultados duais das duas fases de solução es-
tão dispostos na Tabela 5.12. 
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Tabela 5.12: Principais resultados duais da fase RL e RP – baixa de-
manda. 
Cenário baixa demanda Fase RL 
fRL[R$] 4.208.667.102.297,854 
iter 1.000 
t [min] 11,47 
|sg| 42.556,911 
 PPA GS 
fOP [R$] 4.208.671.300.631,143 4.208.671.979.165,156 
iter 1.906 200 
t [min] 6,58 0,69 
|g| 49,990 49,863 
 
Na Tabela 5.12 pode-se observar a novamente que o méto-
do PPA fornece uma solução com menor custo de operação en-
volvendo um tempo computacional bem mais elevado do que o 
método GS. A diferença entre os valores de fOP, entre os dois mé-
todos, é de R$ 678.534,013, sendo que praticamente a totalidade é 
devido ao custo futuro, visto que a geração termelétrica é prati-
camente nula18.   
Na Tabela 5.13 é ilustrada a diferença do volume armaze-
nado dos reservatórios no final do horizonte, para os dois méto-
dos. Pode-se observar que o método GS encerra com o volume 
armazenado nos reservatórios inferior ao método PPA. 
 
Tabela 5.13: Volume final armazenado nos reservatórios. 
Volume Final 
[hm3] 
PPA GS 
H1 3.173,10 3.146,78 
H2 5.072,32 5.062,67 
H3 5.339,78 5.226,69 
H4 2.877,33 2.856,53 
H5 6.361,94 6.304,11 
H6 1.014,00 1.014,00 
H7 3.548,39 3.504,32 
                                                        
18 Da diferença de custo operativo entre os dois métodos, aproximadamente, 0,004% é 
devido ao custo de operação das termelétricas, pois existiu uma geração termelétrica 
de 0,02MW no método PPA e 0,21MW no método GS. 
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No atendimento à demanda do cenário, o montante gerado 
é praticamente de natureza hidrelétrica. Apesar disso a geração 
das usinas são bem diferentes no horizonte de um dia para os 
dois métodos, e, consequentemente, o despacho horário das uni-
dades é bem diferente, como pode ser observado na Figura 5.26. 
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Figura 5.26: Geração das unidades de H1 – cenário de baixa demanda. 
5.4.3 Alteração na sequência de solução dos subproblemas - GS 
O objetivo dessa análise é observar o comportamento do 
método GS alterando a sequência de solução dos subproblemas. 
A nova sequência arbitrada é ilustrada na Figura 5.27. 
 
 
PROBLEMA MESTRE
(Método do Gradiente)
SUBPROBLEMA 
HIDROTÉRMICO
(Programação 
Quadrática)
SUBPROBLEMA DE 
COORDENAÇÃO COM 
O PLANEJAMENTO DE 
CURTO PRAZO  
(Programação Quadrática)
SUBPROBLEMA 
HIDRELÉTRICO
(Programação Não-
Linear)
SUBPROBLEMA 
TERMELÉTRICO
(Programação 
Quadrática )
Multiplicadores de 
Lagrange
Vetor de gradiente e 
valor da função dual
Soluções Primais
1 2 3 4
 
Figura 5.27: Nova sequência arbitrada para o método GS. 
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A única alteração é a solução do Subproblema Hidrelétrico 
antes da solução do Subproblema de Coordenação com o Plane-
jamento de Curto Prazo. Essa alteração afeta somente o método 
GS, assim, nessa seção somente será analisado o comportamento 
de GS. 
Na Tabela 5.14 estão ilustrados os resultados obtidos para 
os cenários base e de baixa demanda, para a sequência inicial e 
para a nova sequência arbitrada. 
 
Tabela 5.14: Resultados para a nova sequência de solução dos subpro-
blemas – GS. 
Cenário Base  Sequência Inicial – GS  Nova Sequência – GS  
fOP [R$] 4.208.673.743.631,857 4.208.673.100.151,728 
Iter 186 109 
t [min] 0,66 0,41 
|g| 49,845 49,628 
Cenário de Baixa Demanda Sequência Inicial – GS  Nova Sequência – GS  
fOP [R$] 4.208.671.979.165,156 4.208.671.838.150,050 
Iter 200 87 
t [min] 0,69 0,34 
|g| 49,863 49,914 
 
Na Tabela 5.14 pode-se observar que a nova sequência arbi-
trada resulta consegue obter uma solução com menor valor de fOP 
em um menor tempo computacional.  Para o cenário base o valor 
de fOP diminuiu R$ 9.619,480 e para o cenário de baixa demanda, 
diminuiu R$ 141.015,106. No entanto, ainda possuem valores 
superiores aos encontrados pelo método PPA. 
Esses resultados indicam que a solução do método GS é 
sensível às alterações na sequência de solução dos subproblemas. 
5.5 CONCLUSÕES 
Este capítulo teve como objetivo analisar a performance da 
estratégia de solução proposta, analisando comparativamente 
duas formas de se obter uma solução viável para o problema da 
PDO. Ainda foram incluídas três análises de sensibilidade, no 
sentido de observar o comportamento dos dois métodos, PPA e 
GS. 
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Nesta etapa inicial do trabalho, algumas simplificações fo-
ram efetuadas na modelagem da rede de transmissão e das uni-
dades geradoras. No entanto, como resultado observado tem-se 
que os dois métodos, PPA e GS, conseguem obter uma solução 
viável para o problema da PDO. E, ainda de forma preliminar, 
tem-se que o método GS encontra uma solução de pior qualidade, 
mas relativamente próxima do PPA, mas com tempo computa-
cional menor. 
O método GS possibilita uma aceleração no processo de 
convergência da fase RP. No entanto, o método é sensível à se-
quência de solução dos subproblemas, visto que isso representa a 
sequência com que as constantes dos termos quadráticos são atu-
alizadas.  
No próximo capítulo, a estratégia de solução proposta será 
analisada em um sistema hidrotérmico sem as simplificações ado-
tadas nessa parte do trabalho. Desta forma, será analisado o com-
portamento da rede de transmissão no problema da programação 
diária, as zonas operativas e as restrições de minimum up e down-
time das unidades hidrelétricas. Outras análises, considerando o 
ponto convexificado como ponto de partida na fase RP e uma 
maneira híbrida dos dois métodos apresentados, GS e PPA, de 
atualizar as constantes do termo quadrático na fase RP serão efe-
tuadas. 
 
 
  
CAPÍTULO 6 RESULTADOS PARTE II: ANÁLISE COM A 
MODELAGEM DA REDE E DAS ZONAS OPERATIVAS DAS 
UNIDADES HIDRELÉTRICAS 
6.1 INTRODUÇÃO 
O objetivo deste capítulo consiste em analisar a estratégia 
de solução abordada no Capítulo 4, utilizando o PPA1 para obter 
uma solução viável, considerando a modelagem da rede de 
transmissão, das zonas operativas e das restrições de minimum up 
e downtime das unidades hidrelétricas. O capítulo inicia descre-
vendo o cenário base utilizado e, em sequência, apresenta a solu-
ção referente à fase RL e à fase RP. O capítulo é finalizado com 
algumas análises de sensibilidade considerando o ponto convexi-
ficado como ponto de partida na fase RP, alterações na capacida-
de das linhas de transmissão e uma maneira híbrida, entre GS e 
PPA, de atualizar as constantes do termo quadrático na fase RP. 
6.2 DADOS UTILIZADOS 
O sistema de geração utilizado foi o mesmo do apresentado 
em 5.2. O horizonte de estudo é de dois dias, discretizado em 
horas.  As alterações do cenário base serão apresentadas a seguir. 
Na Figura 6.1 está ilustrada a disposição do sistema de geração, 
transmissão e as respectivas demandas. Pode-se notar que o sis-
tema de geração é composto por sete usinas hidrelétricas e quatro 
usinas termelétricas, o sistema de transmissão possui 33 barras e 
51 linhas e existem consumidores em nove barras. 
 
 
                                                        
1 Com a inserção das variáveis inteiras no problema da programação diária, foi obser-
vado que o método GS, na maioria dos testes, conseguia obter uma solução viável de 
pior qualidade. No entanto, o conceito do método GS será utilizado no método híbri-
do (combinado com o PPA), que será explicado no decorrer do capítulo. 
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Figura 6.1: Rede de transmissão do sistema hidrotérmico. 
 
O sistema de transmissão foi retirado de Alves (2007). As 
linhas de 230kV e de 500kV são representadas, respectivamente, 
pelas linhas tracejadas e cheias. 
Nas Tabela 6.1 e Tabela 6.2, os dados das linhas e das bar-
ras da rede de transmissão são apresentados. 
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Tabela 6.1: Dados das linhas do sistema de transmissão. 
Linhas 
 
Barras 
 
xl 
[pu] 
Capacidade 
[MW] 
Linhas 
 
Barras 
 
xl 
 [pu] 
Capacidade 
[MW] 
1 4-10 1,1460 660,0 27 20-23 1,6030 1.392,6 
2 4-10 1,1651 660,0 28 21-20 1,1500 739,2 
3 5-1 1,1200 1.843,6 29 21-20 1,1630 739,2 
4 5-18 0,1240 2.400,2 30 21-20 1,2770 739,2 
5 5-18 0,1260 2.400,2 31 22-25 2,3467 1.856,8 
6 6-7 6,6400 165,0 32 23-10 0,4400 2.321,0 
7 6-7 6,2900 165,0 33 24-23 1,1630 739,2 
8 6-7 6,7000 165,0 34 24-23 1,1660 739,2 
9 6-13 6,9900 207,9 35 25-27 0,9164 1.856,8 
10 6-30 7,6900 323,0 36 26-25 1,2110 739,2 
11 6-33 1,0900 350,9 37 26-25 1,2330 739,2 
12 6-33 1,0300 391,6 38 27-28 3,8520 1.856,8 
13 9-3 1,0500 1.386,0 39 28-14 1,5383 1.787,5 
14 9-18 0,6540 2.500,3 40 28-25 3,0339 2.400,2 
15 9-31 0,6970 2.400,2 41 28-29 0,9200 2.400,2 
16 11-12 0,7300 1.800,7 42 28-31 2,1700 2.321,0 
17 12-2 1,0200 1.478,4 43 29-15 4,1310 1.379,4 
18 13-8 6,3600 165,0 44 29-22 0,5900 2.400,2 
19 13-30 0,8900 356,4 45 30-16 1,7022 1.180,0 
20 18-10 2,5500 2.321,0 46 31-12 1,1710 2.607,0 
21 18-22 2,0480 2.321,0 47 31-17 1,5150 1.542,2 
22 18-23 2,6900 2.400,2 48 32-27 1,2190 739,2 
23 19-18 1,2070 739,2 49 32-27 1,1380 739,2 
24 19-30 15,7380 350,9 50 32-27 1,2170 739,2 
25 19-30 15,7180 350,9 51 33-11 1,2700 739,2 
26 20-22 2,9224 2.240,7     
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Tabela 6.2: Dados das barras do sistema de transmissão. 
Barras 
 
Geração 
[usina] 
Demanda 
[%] 
Barras 
 
Geração 
[usina] 
Demanda 
[%] 
1 H3 ― 18 ― 4,20 
2 H7 ― 19 ― ― 
3 H4 13,10 20 ― 20,50 
4 T3 ― 21 T1 ― 
5 ―  ― 22 ― ― 
6 ― 2,80 23 ― 15,10 
7 ― 1,70 24 T4 ― 
8 ― ― 25 ― 13,50 
9 ― ― 26 ― ― 
10 ― ― 27 ― ― 
11 ― ― 28 ― ― 
12 ― ― 29 ― ― 
13 ― ― 30 ― ― 
14 H2 ― 31 ― 21,90 
15 H1 ― 32 T2 7,20 
16 H6 ― 33 ― ― 
17 H5 ―    
 
O perfil da demanda nas barras é o mesmo apresentado na 
Figura 5.2, considerando que a demanda do segundo dia é idênti-
ca ao do primeiro dia. A referência de 100% representa 85% da 
capacidade instalada do sistema hidrotérmico e ocorrem em dois 
estágios, às 18h e 42h. 
A configuração hidráulica das usinas hidrelétricas foi apre-
sentada na Figura 5.3 e os dados dos reservatórios na Tabela 5.2, 
a diferença é que os reservatórios (H1, H3, H4 e H5) iniciam com 
85% do volume armazenado útil. O perfil da vazão afluente é o 
mesmo apresentado na Figura 5.4, considerando que a vazão 
afluente do segundo dia é a mesma do primeiro dia. 
Na Tabela 6.3 são ilustradas as zonas proibidas das unida-
des hidrelétricas e os respectivos grupos de unidades para cada 
usina. Pode-se observar que somente a usina H6 possui dois gru-
pos distintos de unidades. 
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Tabela 6.3: Zonas proibidas das unidades hidrelétricas. 
Usinas 
 
Grupo 1 
[unidades] 
Faixa permitida 
[MW] 
Grupo 2 
[unidades] 
Faixa permitida 
[MW] 
H1 3 250-380 ― ― 
H2 5 200-290 ― ― 
H3 4 290-419 ― ― 
H4 4 180-315 ― ― 
H5 4 210-355 ― ― 
H6 4 120-182 2 120-175 
H7 4 205-310 ― ― 
 
No sentido de evitar o desgaste mecânico relacionado aos 
sucessivos ligamentos e desligamentos das unidades hidrelétri-
cas, restrições de minimum up e downtime foram inseridas no pro-
blema da PDO. Os tup e tdown utilizados foram, respectivamente, 23 
e 1. Desta forma, será possível apenas um religamento ao dia para 
as unidades hidrelétricas. 
A coordenação com o planejamento de curto-prazo é reali-
zado por meio da função de custo futuro. Essa função foi obtida 
pela otimização do problema hidrotérmico de curto-prazo, utili-
zando cinco anos do histórico de baixas afluências2. Na Tabela 6.4 
são ilustrados os dados das 18 restrições lineares utilizadas para 
representar a função de custo futuro. 
 
 
 
 
 
 
 
 
 
 
                                                        
2 O problema foi solucionado pela Programação Dinâmica Dual – PDD para obter os 
cortes da função de custo futuro e comparados com a solução de um único problema 
linear. A razão para a escolha dos cenários de baixas afluências é para considerar um 
custo associado maior para o uso da água. 
Resultados Parte II: Análise com a Modelagem da Rede e das Zonas Operativas das 
Unidades Hidrelétricas | Capítulo 6 
 
 134 
Tabela 6.4: Dados da função de custo futuro. 
π1p π2p π3p π4p π5p π6p π7p p 
434,35273 218,13142 932,51221 449,49575 206,9213 0 0 47471822,69 
178,62698 89,70626 105,26939 0 0 0 0 63127196,74 
178,62698 89,70626 111,40665 0 0 0 0 63249339,03 
178,62698 89,70626 111,40665 0 0 0 0 63249339,03 
178,62698 89,70626 111,40665 0 0 0 0 63249339,03 
178,62698 89,70626 195,79882 84,39217 0 0 0 64610189,26 
178,62698 89,70626 106,26827 0 0 0 0 64568872,65 
178,62698 89,70626 111,40665 0 0 0 0 64600546,52 
178,62698 89,70626 111,40665 0 0 0 0 64600546,52 
178,62698 89,70626 111,40665 0 0 0 0 64600780,10 
178,62698 89,70626 111,40665 0 0 0 0 64620692,18 
178,62698 89,70626 111,40665 0 0 0 0 64620692,18 
178,62698 89,70626 111,40665 0 0 0 0 64621288,76 
178,62698 89,70626 111,60347 0,19682 0,19682 0 0 64655382,10 
178,62698 89,70626 111,40665 0 0 0 0 64654713,80 
178,62698 89,70626 111,40665 0 0 0 0 64672291,79 
178,62698 89,70626 111,40665 0 0 0 0 64672293,71 
178,62698 89,70626 111,40665 0 0 0 0 64672391,63 
 
As condições iniciais das unidades hidrelétricas não foram 
arbitradas. Desta forma, no primeiro estágio as unidades têm 
liberdade de iniciar ligada ou desligada, ou seja, todos os cami-
nhos do espaço de estados da PD podem ser considerados. 
6.3 ANÁLISE DA SOLUÇÃO 
Os testes foram efetuados em um computador Intel Core 2 
Duo 2.33 GHz, 2 Gb de memória RAM, com sistema operacional 
Windows XP Professional 2002. A linguagem de programação 
utilizada é o FORTRAN e o compilador é o Compaq Visual 
FORTRAN Professional Edition 6.1.0. 
A solução para o sistema hidrotérmico é apresentada em 
duas etapas. A primeira refere-se à solução primal encontrada 
pela RL e, a segunda etapa, à solução primal obtida pelo método 
PPA na fase da RP. Na sequência, outras análises de sensibilidade 
do modelo proposto são analisadas, considerando o ponto conve-
xificado como ponto de partida na fase RP, alterações na modela-
gem e na capacidade das linhas de transmissão, e uma maneira 
híbrida dos dois métodos apresentados, GS e PPA, de atualizar as 
constantes do termo quadrático na fase RP. 
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6.3.1 Análise da etapa RL 
A Tabela 6.5 ilustra os principais resultados computacio-
nais obtidos do problema dual na fase RL. Os multiplicadores de 
Lagrange iniciais foram arbitrados em 0,1 e o critério de parada 
utilizado para o método de Feixes foi de iteração máxima (1.000 
iterações). A quantidade de variáveis duais do problema é de 
2.539. Os valores da função objetivo obtidos no início e no térmi-
no da fase RL estão apresentados em f0 e fRL, respectivamente. 
 
Tabela 6.5: Resultados duais para a fase RL. 
Cenário Base  Fase RL 
f0 [R$] 62.816.162,64 
fRL[R$] 62.980.007,63 
iter 206 
t [min] 2,89 
|sg| 30.857,05 
 
A norma do subgradiente, |sg|, é calculada pela norma 
Euclidiana e ilustra a inviabilidade da solução primal nesta fase. 
A Figura 6.2 ilustra o comportamento da função dual e da norma 
do subgradiente no decorrer do processo iterativo da fase RL. 
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Figura 6.2: Comportamento da função dual e da norma do subgradien-
te. 
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Ainda relacionado à inviabilidade da solução primal, a Fi-
gura 6.3 ilustra o somatório de geração hidrelétrica e termelétrica 
no atendimento à demanda. As variáveis utilizadas no somatório 
de geração foram às resultantes do Subproblema Hidrelétrico 
(PH) e do Termelétrico (pt), respectivamente. 
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Figura 6.3: Geração hidrelétrica e termelétrica no atendimento à de-
manda - fase RL. 
 
Como as restrições de atendimento à demanda estão no 
Subproblema Hidrotérmico pode-se atentar que somente as vari-
áveis de geração, PHa e pta, contidas nesse subproblema atendem 
à demanda.  
A Figura 6.4 ilustra a diferença entre o comportamento das 
variáveis do Subproblema Hidrotérmico, PHa e pta, e das variá-
veis associadas aos subproblemas não lineares, PH e pt, para as 
usinas H1 e T1. Pode-se observar nas figuras, que na maior parte 
do tempo, as gerações resultantes dos diferentes subproblemas 
são distintas.  
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Figura 6.4: Geração hidrelétrica de H1 e geração termelétrica de T1. 
 
Outros resultados característicos da RL podem ser obser-
vados nas Figura 6.5 e Figura 6.6.  
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Figura 6.5: Vazão defluente e volume do reservatório de H1. 
 
O comportamento da vazão defluente e do volume do re-
servatório nas demais usinas é semelhante ao ilustrado na Figura 
6.5. Vale destacar que o desvio relacionado entre as variáveis v e 
va é relativamente pequeno e na maioria dos reservatórios ocor-
rem poucas oscilações. 
O comportamento característico das variáveis de geração 
das unidades do Subproblema Hidrelétrico, ph, e das variáveis 
associadas ao Subproblema de Alocação das Unidades Hidrelé-
tricas, pha, está ilustrado na Figura 6.6. 
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Figura 6.6: Comportamento da geração da unidade 1 de H1. 
 
Pode-se observar que as gerações são diferentes, ou seja, ph 
(barras) é diferente de pha (linha contínua). O comportamento 
típico da variável ph é o sucessivo ligamento e desligamento das 
unidades, visto que as restrições de minimum up e downtime estão 
presentes somente no Subproblema de Alocação das Unidades 
Hidrelétricas. Desta forma, pode-se observar que a variável pha  
respeita tanto a faixa da zona permitida (linha pontilhada) como 
os religamentos permitidos no horizonte de tempo. Na Figura 6.6 
pode-ser notar que existe o religamento da unidade 1, de H1, a-
penas no estágio 9.  
6.3.2 Análise da etapa RP 
A recuperação da solução inviável obtida pela fase RL é e-
fetuada pelo método PPA. Os critérios de parada utilizados nessa 
fase foram a norma euclidiana do vetor de restrições relaxadas e a 
norma infinita. A norma euclidiana, |g|, quantifica o total de 
inviabilidade para todas as variáveis e a norma infinita quantifica 
o máximo de inviabilidade por grupo de variáveis. Foram sepa-
rados quatro grupos de variáveis: geração das usinas, |g1|, (pt e 
PH); volume dos reservatórios, |g2|, (v); vazão defluente, |g3|, 
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(d); e geração das unidades, |g4|, (ph). A Tabela 6.6 ilustra os 
valores e as respectivas percentagens relacionadas. 
 
Tabela 6.6: Critérios de parada utilizados3. 
Norma  Critério Valor (≤) 
|g| 0,2% para todas as variáveis4 326,71 
|g1| 3% de 1.676MW 50,28 
|g2| 0,8% de 6.775hm3 54,20 
|g3| 1% de 6.300m3/s 63,00 
|g4| 10% de 419MW 41,90 
 
A Figura 6.7 ilustra o comportamento da norma infinita pa-
ra os grupos de variáveis mencionados, no processo de conver-
gência do caso base. Pode-se observar que os valores relacionados 
aos diversos grupos de variáveis diminuem os seus valores abso-
lutos drasticamente nas iterações iniciais da RP. Ainda na figura, 
o grupo relacionado às variáveis de vazão defluente, |g3|, con-
verge rapidamente, enquanto que o grupo relacionado aos volu-
mes dos reservatórios, |g2|, converge mais lentamente. 
 
                                                        
3 Após diversos testes foi observado que existia uma grande dificuldade de convergir 
todas as variáveis com a mesma precisão, desta forma os valores percentuais específi-
cos foram escolhidos para cada grupo de variáveis para facilitar a convergência do 
algoritmo. 
4 Foi considerado 0,2% de inviabilidade do máximo valor da variável. Por exemplo, 
para todas as variáveis de volume foi considerado 0,2% de 6775 hm3. 
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Figura 6.7: Comportamento da norma infinita para os grupos de variá-
veis. 
 
Na Tabela 6.7 estão ilustrados os principais resultados 
computacionais obtidos no problema dual na fase RP. A função 
objetivo, fRP, é a soma de quatro termos: os termos relaxados de 
primeira, frl, e de segunda ordem, fla, o custo futuro
associado às termelétricas, fCT. Desta forma, o custo de operação, 
fOP, é a soma de e fCT. 
 
Tabela 6.7: Resultados duais para a fase RP. 
Cenário Base  PPA 
fRP [R$] 78.077.052,39 
 [R$] 62.989.158,66 
frl [R$] -87.278,08 
fla [R$] 13.263.480,88 
fCT [R$] 1.911.690,93 
fOP [R$] 64.900.849,59 
iter 343 
t [min] 3,37 
|g| 326,69 
 
A Figura 6.8 ilustra o comportamento da função dual e da 
norma do gradiente, ao longo do processo iterativo.  
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Figura 6.8: Comportamento de fRP e da |g|, ao longo do processo itera-
tivo. 
 
Pode-se perceber que a norma do gradiente diminui rapi-
damente em poucas iterações (como pode ser observado também 
na Figura 6.7) e que o valor da função dual tende a aumentar nas 
primeiras iterações e a estabilizar-se ao final. 
Na Figura 6.9 é ilustrado, respectivamente, o comporta-
mento do custo futuro (esquerda) e do custo associado ao uso das 
termelétricas (direita), ao longo do processo iterativo. 
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Figura 6.9: Comportamento do custo futuro e de fCT ao longo do pro-
cesso iterativo. 
 
A Figura 6.10 ilustra a viabilidade da solução primal obtida 
na fase RP, considerando a tolerância estipulada. A geração ter-
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melétrica e hidrelétrica total, no horizonte estudado, foi de, res-
pectivamente, 8.595,65MW e 295.555,47MW.  
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Figura 6.10: Geração hidrelétrica e termelétrica no atendimento à de-
manda – fase RP. 
 
Na Figura 6.10, pode-se notar o comportamento da geração 
hidrelétrica e termelétrica no atendimento da demanda. A gera-
ção hidrelétrica é a responsável pela maior parte do atendimento 
e a geração termelétrica se concentra apenas nos estágios de alta 
demanda. A Figura 6.11 ilustra o nível de geração termelétrica de 
cada usina do sistema. 
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Figura 6.11: Geração termelétrica de cada usina. 
 
Pode-se observar na Figura 6.11 que existe geração termelé-
trica nos estágios 28h e 32h, que representam estágios de baixa 
demanda. O comportamento das usinas ao longo do processo 
iterativo da RP, para o estágio 28h, é ilustrado no APÊNDICE VI. 
O comportamento da geração hidrelétrica de cada usina, ao 
longo do horizonte de estudo, é ilustrado na Figura 6.12. 
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Figura 6.12: Geração hidrelétrica de cada usina. 
 
A Figura 6.13 ilustra o comportamento do volume armaze-
nado de todos os reservatórios. Pode-se observar na figura que os 
reservatórios H1, H2 e H3 aumentam o volume armazenado no 
final do horizonte5, enquanto que os demais reservatórios dimi-
nuem o volume armazenado.  
                                                        
5 Observe na Tabela 6.4, que os reservatórios mencionados possuem valores de πrp, na 
função de custo futuro, diferentes de zero. 
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Figura 6.13: Volume armazenado dos reservatórios ao longo do tempo. 
 
A Tabela 6.8 ilustra os volumes finais armazenados nos re-
servatórios e o percentual do volume útil. Pode-se perceber que 
somente os reservatórios H1 e H3, que estão à montante de suas 
cascatas, aumentam o percentual do volume útil inicial (85%). 
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Tabela 6.8: Volume final armazenado nos reservatórios. 
Usinas 
Volume Final 
[hm3] 
Volume 
(%) 
H1 3.289,84 95,25 
H2 5.100,00 100,00 
H3 5.727,46 98,64 
H4 2.801,84 61,81 
H5 5.620,85 71,94 
H6 1.028,57 13,25 
H7 3.504,77 31,77 
 
Como resultado do despacho horário das unidades tem-se 
o respeito das zonas proibidas de operação e os sucessivos liga-
mentos e desligamentos são evitados, como pode ser observado 
na Figura 6.14.  
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Figura 6.14: Despacho horário da unidade hidrelétrica 1 de H1. 
 
Na Figura 6.14 pode-se observar que as gerações relaciona-
das aos subproblemas, Hidrelétrico (ph) e de Alocação das Uni-
dades Hidrelétricas (pha), são praticamente as mesmas e estão 
acima do limite mínimo da faixa permitida (lim_min). Existem 
pequenas imprecisões do modelo, por exemplo, nos estágios 14 e 
15, em que a geração de ph é um pouco menor que o valor da 
faixa permitida. No entanto, pode-se observar o comportamento 
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realístico de operação da unidade, ocorrendo apenas um religa-
mento, às 9h, no horizonte de dois dias. 
Na Figura 6.15 está ilustrado o comportamento de H1 e das 
suas três unidades hidrelétricas. Pode-se observar que as unida-
des 2 e 3 têm um comportamento idêntico6 no decorrer do hori-
zonte e que a geração da usina, ao longo do horizonte, oscila com 
a combinação da geração de uma, duas e três unidades em opera-
ção.  
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Figura 6.15: Despacho horário de H1 e suas três unidades hidrelétricas. 
 
6.4 ANÁLISE DE SENSIBILIDADE 
As análises de sensibilidade efetuadas, nesta parte do tra-
balho, serão a consideração do ponto convexificado como ponto 
de partida na fase RP, as alterações na capacidade das linhas de 
transmissão e a utilização de uma maneira híbrida, entre GS e 
PPA, de atualizar as constantes do termo quadrático na fase RP. 
                                                        
6 Observe que caso não existisse as restrições de zonas proibidas e de minimum up e 
downtime, a geração das unidades seriam idênticas. 
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6.4.1 Utilização do Ponto Convexificado 
O cenário é o mesmo que o caso base, sendo que a única di-
ferença é a utilização do ponto pseudo-primal como ponto de 
partida na fase RP. Desta forma, a apresentação da seção será 
efetuada, ilustrando as características do ponto pseudo-primal e, 
depois, a análise comparativa entre a solução viável encontrada e 
a solução obtida no Caso base. 
6.4.1.1 Análise da etapa RL 
Os principais resultados computacionais obtidos do pro-
blema dual da fase RL são aqueles apresentados na Tabela 6.5, 
com exceção do valor da função dual e do subgradiente que são 
recalculados para a nova solução obtida, como pode ser observa-
do na Tabela 6.9. Pode-se atentar que o valor da função dual é 
maior e a norma do subgradiente é bem menor, do que o Caso 
base. 
 
Tabela 6.9: Resultados duais para a fase RL – ponto pseudo-primal. 
Cenário Base  Fase RL 
f0 [R$] 62.816.162,64 
fRL[R$] 62.980.017,53 
iter 206 
t [min] 2,89 
|sg| 7.107,89 
 
A solução obtida ainda é inviável, como pode ser observa-
do na Figura 6.16. No entanto, a qualidade da solução é melhor, 
ou seja, as inviabilidades são menores do que as apresentadas na 
Figura 6.3. 
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Figura 6.16: Geração hidrelétrica e termelétrica no atendimento à de-
manda – fase RL (ponto pseudo-primal). 
 
Ainda relacionado à menor inviabilidade da solução obtida 
pelo ponto pseudo-primal, a Figura 6.17 ilustra, a esquerda, a 
diferença entre o comportamento da variável PHa e da variável 
PH e, a direita, a diferença entre o comportamento da variável d e 
da, para a usina H1. 
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Figura 6.17: Geração hidrelétrica e vazão defluente de H1 – ponto 
pseudo-primal. 
 
Pode-se observar que as variáveis originais e artificiais pos-
suem uma diferença menor do que a apresentada no item 6.3.1. 
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6.4.1.2 Análise da etapa RP 
Na Tabela 6.10 são ilustrados os principais resultados com-
putacionais obtidos no problema dual utilizando o ponto pseudo-
primal na fase RP7 e os resultados obtidos no Caso base.  
 
Tabela 6.10: Resultados da fase RP – ponto pseudo -primal. 
Cenário Base  Pseudo-primal Última solução da RL 
 [R$] 62.982.231,27 62.989.158,66 
fCT [R$] 1.758.116,24 1.911.690,93 
fOP [R$] 64.740.347,51 64.900.849,59 
iter 269 343 
t [min] 2,87 3,37 
|g| 326,62 326,69 
 
Pode-se observar na Tabela 6.10 que o custo de operação e 
o tempo computacional são reduzidos, respectivamente, em 
0,25% e 14,84%, utilizando o ponto pseudo-primal. A diferença 
no custo de operação é praticamente relacionada à diferença no 
custo associado às termelétricas, visto que a diferença no valor do 
custo futuro da água é pequena. Na Tabela 6.11 é ilustrado o vo-
lume final armazenado nos reservatórios. 
 
Tabela 6.11: Volume final armazenado nos reservatórios – ponto pseu-
do primal x Caso Base. 
Volume Final 
[hm3] 
Pseudo-primal Caso Base 
H1 3.313,53 3.289,84 
H2 5.100,00 5.100,00 
H3 5.751,66 5.727,46 
H4 2.780,73 2.801,84 
H5 5.886,81 5.620,85 
H6 1.018,05 1.028,57 
H7 3.492,78 3.504,77 
 
                                                        
7 Não foi modificado o processo de atualização do parâmetro de penalidade e nem o 
cálculo do parâmetro de penalidade inicial. 
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Pode-se observar que somente H4, H6 e H7 encerram o hori-
zonte com um volume armazenado menor do que o Caso Base, 
ilustrando a razão para o ponto convexificado possuir um custo 
futuro da água menor do que o Caso Base.  
A Figura 6.18 ilustra a viabilidade da solução primal obtida 
na fase RP, considerando a tolerância estipulada.  
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Figura 6.18: Geração hidrelétrica e termelétrica no atendimento à de-
manda – fase RP (ponto pseudo-primal). 
 
A geração termelétrica e hidrelétrica total, no horizonte es-
tudado, foi de, respectivamente, 7.970,15MW e 296.220,67MW. 
Em relação ao Caso Base, a solução do ponto pseudo-primal utili-
za 7,28% menos de geração termelétrica no atendimento à de-
manda. 
6.4.2 Alterações no Sistema de Transmissão 
Três análises foram efetuadas, duas alterando as capacida-
des das linhas de transmissão e uma alterando a modelagem da 
rede de transmissão para um modelo de fluxo de rede, ou seja, 
não modelando as impedâncias. As análises são comparadas com 
o Caso Base. 
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6.4.2.1 Caso 1: Redução da Capacidade da Linha 42 em 60% 
A alteração do cenário base é a redução da capacidade da 
linha 42 (entre as barras 31 e 28) em 60%. A Tabela 6.12 ilustra os 
resultados da fase RP e do Caso Base. 
 
Tabela 6.12: Resultados duais para a fase RP – Caso 1. 
Última solução da 
RL – APP  
Caso 1 Caso Base 
 [R$] 63.010.592,42 62.989.158,66 
fCT [R$] 4.034.185,38 1.911.690,93 
fOP [R$] 67.044.777,80 64.900.849,59 
iter 1.038 343 
t [min] 10,24 3,37 
|g| 326,31 326,69 
 
Pode-se observar na Tabela 6.12 que o custo relacionado à 
utilização das termelétricas aumentou consideravelmente (apro-
ximadamente, 205,56%) e, consequentemente, o custo de opera-
ção também aumentou. Essa alteração significativa da participa-
ção da geração termelétrica pode ser percebida no atendimento à 
demanda ilustrado na Figura 6.19.  
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Figura 6.19: Geração hidrelétrica e termelétrica no atendimento à de-
manda – fase RP (Caso 1). 
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6.4.2.2 Caso 2: Redução da Capacidade da Linha 14 em 40% 
A alteração do cenário é a redução da capacidade da linha 
14 (entre as barras 9 e 17) em 40%. A Tabela 6.13 ilustra os resul-
tados da fase RP e do Caso base. 
 
Tabela 6.13: Resultados duais para a fase RP – Caso 2. 
Última solução da 
RL – APP  
Caso 2 Caso Base 
 [R$] 62.986.878,55 62.989.158,66 
fCT [R$] 5.549.018,95 1.911.690,93 
fOP [R$] 68.535.897,50 64.900.849,59 
iter 369 343 
t [min] 3,61 3,37 
|g| 255,65 326,69 
 
Da mesma maneira que no Caso 1, com a redução da capa-
cidade da linha 14, o custo relacionado à geração termelétrica 
aumentou, aumentando o custo de operação. A geração termelé-
trica foi 311,10% maior do que o Caso Base. 
6.4.2.3 Caso 3: Modelagem da Rede por Fluxo em Redes 
O Caso 3 tem a modelagem da rede efetuada pelo fluxo em 
redes, ou seja, somente pelos limites de intercâmbios entre as 
barras. A Tabela 6.14 ilustra os resultados da fase RP e do Caso 
base. 
 
Tabela 6.14: Resultados duais para a fase RP – Caso 3. 
Última solução da 
RL – APP  
Caso 3 Caso Base 
 [R$] 62.985.415,17 62.989.158,66 
fCT [R$] 1.736.673,60 1.911.690,93 
fOP [R$] 64.722.088,77 64.900.849,59 
iter 210 343 
t [min] 1,90 3,37 
|g| 298,01 326,69 
 
Pode-se observar na Tabela 6.14 que o custo de operação 
para o caso em que não tem a modelagem DC da rede de trans-
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missão é menor que o Caso base, esboçando um despacho de 
geração que pode não existir visto que não há a consideração das 
impedâncias das linhas.  
6.4.3 Atualização das Constantes Quadráticas pelo Método Híbrido 
A alteração em relação ao Caso base é efetuada somente na 
atualização das constantes quadráticas. O objetivo dessa análise é 
observar o comportamento do método híbrido, entre GS e PPA, 
na solução do problema da PDO. A Figura 6.20 ilustra a sequên-
cia arbitrada. 
 
PROBLEMA MESTRE
(Método do Gradiente)
SUBPROBLEMA 
HIDROTÉRMICO
(Programação 
Quadrática)
SUBPROBLEMA DE 
COORDENAÇÃO COM 
O PLANEJAMENTO DE 
CURTO PRAZO  
(Programação 
Quadrática)
SUBPROBLEMA 
HIDRELÉTRICO
(Programação 
Não-Linear)
SUBPROBLEMA 
TERMELÉTRICO
(Programação 
Dinâmica )
Multiplicadores de Lagrange
Vetor de gradiente e valor da função dual
Soluções Primais
SUBPROBLEMA 
DE ALOCAÇÃO 
DAS UNIDADES 
HIDRELETRICAS
(Programação 
Dinâmica)
1
2
3
4
5
 
Figura 6.20: Sequência arbitrada para o método híbrido, entre GS e 
PPA. 
 
Como pode ser observado na Figura 6.20, a sequência para 
a solução dos subproblemas está enumerada pelos números 1 a 5 
e as linhas pontilhadas ilustram a comunicação entre dois sub-
problemas, indicando a atualização da constante k pela média 
entre a solução encontrada e a solução da iteração anterior, a qual 
servirá de dado de entrada para o outro subproblema. Por exem-
plo, de 1 para 4, o vetor que contém kpt é alterado para a média 
entre pt (obtido na solução do Subproblema Termelétrico) e pta 
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(da solução da iteração anterior)8. Existem ainda as atualizações 
das constantes kv e kd dentro do Subproblema Hidrelétrico. 
A Tabela 6.15 ilustra os resultados da fase RP utilizando o 
método híbrido e o Caso base. 
 
Tabela 6.15: Resultados duais para a fase RP – Método híbrido. 
Última solução da 
RL 
Método Híbrido Caso Base – PPA 
 [R$] 62.984.624,08 62.989.158,66 
fCT [R$] 1.782.667,48 1.911.690,93 
fOP [R$] 64.767.291,56 64.900.849,59 
iter 238 343 
t [min] 2,37 3,37 
|g| 325,99 326,69 
 
Pode-se perceber na Tabela 6.15 que o método híbrido pos-
sibilitou encontrar uma solução viável de menor custo de opera-
ção em um tempo computacional inferior do que o Caso base. 
Uma outra análise do método híbrido, alterando a sequência de 
atualização das constantes k é ilustrada no APÊNDICE VII. 
A Tabela 6.16 ilustra os resultados da fase RP utilizando o 
método híbrido e o ponto pseudo-primal. 
 
Tabela 6.16: Resultados duais para a fase RP – Método híbrido e ponto 
pseudo-primal. 
 
Método Híbrido  
Ponto pseudo-primal 
Método Híbrido  
Última solução da RL  
 [R$] 62.981.806,50 62.984.624,08 
fCT [R$] 1.608.628,52 1.782.667,48 
fOP [R$] 64.590.435,02 64.767.291,56 
iter 211 238 
t [min] 2,30 2,37 
|g| 326,56 325,99 
 
A utilização do método híbrido e do ponto pseudo-primal 
alcançou os melhores resultados relacionados ao custo de opera-
                                                        
8 Observe que as variáveis pta não foram atualizadas ainda, ou seja, os valores são os 
obtidos da iteração anterior. 
Resultados Parte II: Análise com a Modelagem da Rede e das Zonas Operativas das 
Unidades Hidrelétricas | Capítulo 6 
 
 156 
ção e tempo computacional, ilustrando a importância de uma 
solução menos inviável como ponto de partida para a fase RP e 
da atualização das constantes dos termos quadráticos. 
6.5 CONCLUSÕES 
Este capítulo teve como objetivo analisar a performance da 
estratégia de solução proposta para um problema com uma mo-
delagem detalhada da geração e da rede de transmissão. Como 
resultado observado tem-se que a estratégia possibilita obter uma 
solução viável para o problema da PDO. Algumas análises de 
sensibilidade foram incorporadas a esse trabalho, no sentido de 
observar o comportamento do programa computacional e da 
solução obtida pelo mesmo. 
As restrições de minimum up e downtime das unidades hi-
drelétricas foram inseridas ao problema da PDO evitando os des-
gastes mecânicos causados por sucessivos ligamentos e desliga-
mentos. Pode-se observar ainda que o despacho resultante da 
estratégia proposta possibilitaria a sua utilização pelo operador 
sem a necessidade de grandes ajustes. 
Como resultado das análises de sensibilidade, pode-se ob-
servar que a utilização do ponto pseudo-primal ou ponto conve-
xificado como ponto de partida na fase RP possibilita encontrar 
uma solução de melhor qualidade em um tempo computacional 
menor. 
Uma outra questão abordada foi a importância da atualiza-
ção das constantes do termo quadrático na fase RP. Como visto 
no Capítulo 5 o método GS possibilita uma aceleração no proces-
so de convergência da fase RP. No entanto, foi observado que 
quando inserido as variáveis binárias ao problema da PDO, em 
diversos testes o método foi muito instável e por muitas vezes a 
qualidade da solução era ruim. Desta maneira, foi proposta e 
analisada uma maneira híbrida entre o PPA e o GS, chamado 
neste trabalho de método híbrido. Com sua utilização é possível 
melhorar o processo de convergência da fase RP. Vale ressaltar 
que de maneira semelhante ao GS, o método híbrido também é 
sensível à sequência arbitrada para a solução dos subproblemas.  
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No próximo capítulo serão apresentadas as conclusões fi-
nais e algumas recomendações para trabalhos futuros. 
 
 
 
 
 
 
 
 
  
CAPÍTULO 7 CONCLUSÕES E RECOMENDAÇÕES PARA 
TRABALHOS FUTUROS 
Este trabalho teve como tema central o problema da PDO 
de sistemas hidrotérmicos, com predominância de recursos hidre-
létricos. O objetivo inicial deste trabalho consistiu em modelar de 
maneira detalhada os elementos de geração e transmissão do 
sistema e apresentar uma estratégia de solução para o problema 
da PDO.  
A estratégia de solução proposta utiliza a metodologia da 
RL, com o auxílio da técnica de inclusão de variáveis artificiais, 
para decompor o problema da PDO em subproblemas menores e 
emprega a metodologia do LA para alcançar uma solução viável. 
Além da estratégia de solução proposta, um modelo de PQS foi 
desenvolvido e duas formas de recuperar a solução, baseadas na 
metodologia do LA, foram inicialmente propostas e analisadas 
comparativamente em um sistema hidrotérmico, extraído do sis-
tema brasileiro.  
O uso da metodologia da RL possibilita a decomposição de 
um problema de elevada complexidade em subproblemas meno-
res de soluções mais simples. Utilizando a RL, o problema da 
PDO foi decomposto em cinco subproblemas menores de caracte-
rísticas distintas: Termelétrico, Hidrelétrico, Hidrotérmico, Coor-
denação com o Planejamento de Curto Prazo e Alocação das Uni-
dades Hidrelétricas. Essa decomposição do problema da PDO em 
subproblemas menores possibilita que em cada um deles a mode-
lagem dos agentes e dos equipamentos possa ser a mais detalha-
da possível. Nesta fase, a coordenação dos subproblemas é efetu-
ada pelo método dos Feixes, que representa o estado da arte em 
otimização não-diferenciável. 
Devido à inviabilidade operativa da solução primal, da fase 
RL, dois métodos, PPA e GS, foram inicialmente propostos para 
recuperar essa solução. Os dois métodos são baseados em heurís-
ticas da metodologia do LA, em que a diferença fundamental 
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entre eles é que o método GS atualiza as constantes dos termos 
quadráticos durante a iteração, enquanto que a atualização do 
método PPA ocorre somente entre as iterações duais. Utilizando 
essas heurísticas é possível manter a estratégia de decomposição 
proposta na fase RL e a coordenação entre os subproblemas pode 
ser feita por métodos diferenciáveis, como por exemplo, o gradi-
ente inexato. 
A natureza dos problemas contidos no Subproblema Hidre-
létrico, nas duas etapas de solução, é não linear, desacoplado no 
tempo e no espaço. Nesse problema existe uma certa dificuldade 
na estruturação do mesmo, visto que são necessárias informações 
das variáveis que acoplavam espacialmente os reservatórios. De 
outra maneira, na estruturação do problema, as variáveis de vo-
lume e de defluência na função objetivo e nas restrições depen-
dem da posição do reservatório na cascata. Como resultado deste 
trabalho, um modelo de PQS foi desenvolvido para solucionar os 
problemas não lineares do Subproblema Hidrelétrico, nas fases 
RL e RP.  
A estratégia de solução proposta para o problema da PDO 
foi inicialmente averiguada em um cenário base, extraído de uma 
configuração do sistema brasileiro, com algumas simplificações 
na modelagem do sistema de geração e de transmissão. Como 
resultado principal tem-se que para os dois métodos propostos na 
fase RP, PPA e GS, uma solução viável é obtida. A qualidade da 
solução é analisada relacionando o custo de operação obtido pe-
los métodos e o tempo computacional envolvido no processo. 
Como resultado, o método PPA alcança a melhor solução utili-
zando um maior número de iterações e de esforço computacional, 
em relação ao método GS.  
No sentido de observar o comportamento da estratégia de 
solução e dos dois métodos propostos na fase RP, três análises de 
sensibilidade foram efetuadas. A primeira considera-se um ponto 
de partida ruim para a fase RP; a segunda, um cenário com baixa 
demanda; e, a última, modifica-se a sequência de solução dos 
subproblemas no método GS. Como decorrência, em todas as 
análises, o método GS obteve uma solução viável com um menor 
esforço computacional; no entanto, na primeira análise de sensibi-
lidade o custo de operação da solução encontrada é mais oneroso 
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do que a obtida no método PPA. Observa-se ainda que o método 
GS é dependente da sequência adotada para a solução dos sub-
problemas. 
Por fim, a estratégia de solução proposta, utilizando o mé-
todo PPA, foi averiguada para o sistema hidrotérmico, com uma 
modelagem detalhada de todos os componentes do sistema. Co-
mo resultado, pode-se observar um comportamento realístico 
para o despacho das unidades hidrelétricas e termelétricas, vi-
sando o menor custo de operação. Algumas análises relacionadas 
ao desempenho do programa computacional desenvolvido foram 
efetuadas, alterando configurações da rede de transmissão e de 
sua modelagem. 
Outras análises foram efetuadas, relacionadas ao compor-
tamento da fase RP, como a utilização de um ponto convexificado 
ou ponto pseudo-primal como ponto de partida e o método hí-
brido, entre os métodos PPA e GS, para atualizar as constantes 
dos termos quadráticos. O ponto convexificado é obtido por meio 
dos cortes ativos do método dos Feixes e das soluções primais 
obtidas nessas iterações. A característica principal desse ponto é 
uma solução primal de menor inviabilidade que, na maioria dos 
testes efetuados, possibilita a obtenção de uma solução viável de 
melhor qualidade em um tempo computacional menor. O méto-
do híbrido possibilita mesclar a característica conservadora do 
método PPA e arrojada do método GS. O resultado obtido pelo 
método híbrido é uma solução viável de melhor qualidade e com 
um tempo computacional menor. 
A estratégia de solução proposta nesta tese de doutorado 
possibilita obter uma solução viável para o problema da PDO, 
com uma modelagem detalhada de todos os componentes do 
sistema hidrotérmico. No entanto, alguns estudos adicionais ain-
da são necessários para que o programa computacional possa se 
tornar mais robusto e eficiente.  
Como recomendações para trabalhos futuros, é importante 
analisar o processo da fase RP no sentido de obter uma maneira 
mais robusta para a convergência do programa computacional. 
Diversos problemas de convergência podem ser minimizados por 
meio da escolha de um bom parâmetro de penalidade inicial, de 
uma boa atualização do mesmo e da possibilidade de utilizar 
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uma penalização distinta para cada grupo de restrições relaxadas. 
Análises relacionadas às ordens de solução dos subproblemas 
(quando existir atualizações de parâmetros durante a iteração) e 
outras heurísticas para viabilizar a solução também devem ser 
estudadas, pois possibilitam melhorar a qualidade da solução 
viável. 
Os resultados obtidos nesta tese são bastante promissores e 
podem auxiliar na validação de um modelo para a operação do 
SIN. A implementação computacional do SIN deve ser acompa-
nhada pela programação paralela, visto que o uso da RL permite 
tornar o problema paralelizável. 
Um outro importante estudo refere-se à qualidade das es-
tratégias de solucionar o problema da PDO. Neste sentido, uma 
análise comparativa entre as diversas estratégias propostas na 
literatura pode ser efetuada, relacionado o desempenho compu-
tacional e a qualidade da solução obtida. 
Em relação à modelagem das unidades hidrelétricas, no in-
tuito de evitar o desgaste das mesmas pelos sucessivos ligamen-
tos e desligamentos, pode ser analisada a inclusão de outras res-
trições ao invés das restrições de minimum up e downtime. 
 
  
APÊNDICE I  – EXEMPLO COM APLICAÇÃO DA ESTRATÉGIA DE 
SOLUÇÃO PROPOSTA 
O objetivo deste apêndice é mostrar de maneira didática o 
modo em que às metodologias são empregadas na estratégia de 
solução proposta para a PDO, diferenciando a maneira como os 
métodos PPA e GS são utilizados. Neste sentido, será utilizado o 
seguinte exemplo didático (A.I.1): 
 
1( )f xmin  
(A.I.1) 
sujeito a: 
1 2 3( , )x f x x D  
2 3x x E  
1 1 1 , (0,1)
min maxux x ux u  
 
No problema apresentado em A.I.1, pode-se observar que o 
mesmo possui natureza inteira e existem quatro variáveis, x1, x2, 
x3 e u (binária), acopladas pelas duas restrições de igualdade. 
Conforme abordado no Capítulo 2, neste trabalho a meto-
dologia da RL é utilizada com auxílio da técnica de introdução de 
variáveis artificiais. Desta maneira, diferentemente do modo clás-
sico da RL, que consiste em relaxar todas as restrições de acopla-
mento utilizando multiplicadores de Lagrange associados à 
mesma, a introdução de variáveis artificiais possibilita manter a 
característica original do problema relaxando somente as restri-
ções de igualdade artificialmente incluídas.  
Existem diversas formas de decompor o problema utilizan-
do a metodologia da RL, aqui será apresentada uma maneira que 
foi eleita, com base na forma utilizada neste trabalho. Assim, se-
rão introduzidas duas variáveis artificiais, xa1 e fa, que são iguais 
a x1 e f(x2,x3) e as mesmas são substituídas na primeira restrição 
do problema. Desta forma, o problema A.I.1 é reescrito da seguin-
te forma: 
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1( )f xmin  
(A.I.2) 
sujeito a: 
1xa fa D  
2 3x x E  
1 1 1 , (0,1)
min maxux x ux u  
1 1 2 30 ( , ) 0xa x fa f x x  
 
Relaxando as restrições artificialmente impostas ao pro-
blema, com o uso dos multiplicadores de Lagrange λ1 e λ2, obtém-
se: 
 
1 1 1 1 2 2 3( ) ( ) ( , )f x fmin λ xa x λ fa x x  
(A.I.3) 
sujeito a: 
1xa fa D  
2 3x x E  
1 1 1 , (0,1)
min maxux x ux u  
 
Como resultado, o problema pode ser separado em três 
subproblemas menores: 
 
1 1 1( )f xmin λ x  
(A.I.4) 
sujeito a: 
1 1 1 , (0,1)
min maxux x ux u  
1 1 2minλ xa λ fa  
sujeito a: 
1xa fa D  
2 2 3( , )fmin λ x x  
sujeito a: 
2 3x x E  
 
A solução dos três subproblemas A.I.4 refere-se à fase RL. 
Como usualmente essa fase resulta em soluções primais inviá-
veis, torna-se necessária uma segunda fase de solução, a fase RP. 
A seguir, portanto, são ilustradas a aplicação da heurística do LA 
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apresentada em (4.13) no exemplo proposto. Desta forma, na fase 
RP, o problema pode ser decomposto em três subproblemas, a-
presentados em A.I.5, semelhantes à A.I.4. 
 
2
*
1 1 1 1( )
2
x
c
f x k xmin λ x  
(A.I.5) 
sujeito a: 
1 1 1 , (0,1)
min maxux x ux u  
2 2
* *
1 1 2 1
2 2
x f
c c
xa k fa kmin λ xa λ fa  
sujeito a: 
1xa fa D  
2
*
2 2 3 2 3( , ) ( , )
2
f
c
f k f x xmin λ x x  
sujeito a: 
2 3x x E  
 
A diferença entre os dois métodos, PPA e GS, ocorre na a-
tualização das constantes do termo quadrático. No método PPA, 
as constantes do termo quadrático (kx* e kf*) sempre são a média 
dos valores encontrados na iteração anterior. Por exemplo 
kx*=(x1*+xa1*)/2, em que x1* e xa1* são os valores encontrados na 
iteração anterior. 
Utilizando o método GS na fase RP, a mesma configuração 
dos subproblemas de (A.I.5) é obtida. No entanto, a atualização 
das constantes (kx* e kf*) é feita de forma diferenciada1 ao método 
PPA, em que a atualização também é efetuada durante o processo 
iterativo. Assim, é necessário que exista uma sequência na solu-
ção dos subproblemas, em que a mesma deve ser arbitrada. Note 
que podem existir n! combinações distintas, em que n é a quanti-
dade de subproblemas. 
Por exemplo, adotando-se a ordem de cima para baixo para 
os subproblemas de A.I.5, tem-se que: 
                                                        
1 A exceção é que sempre ao início da iteração as constantes são atualizadas pela 
média dos valores obtidos na iteração anterior (idêntico ao PPA). 
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- após a solução do primeiro subproblema, kx* é atualizado 
pelo novo valor de x1; 
- após a solução do segundo subproblema, kf* é atualizado 
pelo novo valor de fa; 
- após a solução do terceiro subproblema, inicia uma nova 
iteração da RP e os valores das constantes são calculados pela 
média dos valores obtidos na iteração anterior (idêntico ao PPA). 
 
 
  
APÊNDICE II  – SUBPROBLEMA HIDRELÉTRICO 
No sentido de auxiliar o entendimento do Subproblema 
Hidrelétrico (4.11), a seguir é apresentado um exemplo didático 
de três usinas acopladas hidraulicamente em uma cascata, como 
apresentado na Figura A.1.  
 
H1
H3
H2
 
Figura A.1: Três Usinas Hidrelétricas em Cascata. 
 
Considere que cada usina contém apenas uma unidade, 
que o tempo de viagem da água entre os reservatórios é de 1 hora 
e que o horizonte de estudo é de 3 horas, com discretização horá-
ria. Desta forma, têm-se os seguintes problemas não-lineares: 
- Para r=1: 
11 111 11 11 11
7 12 12
111 111 11 11 12 11θ = ( ) dH ph PH vmin λ λ ph q ,d ,v λ v λ d  
(A.II.1) 
sujeito a:  
12 0 1 11 11 0v v c d y  
11 11 11sQ d  
11 111 0Q q  
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12 112 12 12
11 12
7 12 12
112 112 12 12 13
12 12
θ = ( )
d
H ph PH v
v
min λ λ ph q ,d ,v λ v
λ va λ d
 
(A.II.2) sujeito a:  
13 12 1 12 12 0v va c d y  
12 12 12sQ d  
12 112 0Q q  
13 113 13 13 12
7 12 12
113 113 13 13 14 13θ = ( )H ph PH v vmin λ λ ph q ,d ,v λ v λ va  
(A.II.3) 
sujeito a:  
14 13 1 13 13 0v va c d y  
13 13 13sQ d  
13 113 0Q q  
 
- Para r=2 
21 121 21 21 21
7 12 12
121 121 21 21 22 21θ = ( ) dH ph PH vmin λ λ ph q ,d ,v λ v λ d  
(A.II.4) 
sujeito a:  
22 21 1 21 21 0v v c d y  
21 21 21sQ d  
21 121 0Q q  
12 122 22 22
21 22 11
7 12 12
122 122 22 22 23
22 22 11
θ = ( )
d d
H ph PH v
v
min λ λ ph q ,d ,v λ v
λ va λ d λ da
 
(A.II.5) sujeito a:  
23 22 1 22 11 22 0v va c d da y  
22 22 22sQ d  
22 122 0Q q  
23 123 23 23
22 12
7 12 12
123 123 23 23 24
23 12
θ = ( )
d
H ph PH v
v
min λ λ ph q ,d ,v λ v
λ va λ da
 
(A.II.6) sujeito a:  
24 23 1 23 12 23 0v va c d da y  
23 23 23sQ d  
23 123 0Q q  
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- Para r=3: 
31 131 31 31
7 12 12
131 131 31 31 32θ = ( )H ph PH vmin λ λ ph q ,d ,v λ v  
(A.II.7) 
sujeito a:  
32 31 1 31 31 0v v c d y  
31 31 31sQ d  
31 131 0Q q  
32 132 32 32
31 21
7 12 12
132 132 32 32 33
32 21
θ = ( )
d
H ph PH v
v
min λ λ ph q ,d ,v λ v
λ va λ da
 
(A.II.8) sujeito a:  
33 32 1 32 21 32 0v va c d da y  
32 32 32sQ d  
32 132 0Q q  
33 133 33 33
32 22
7 12 12
133 133 33 33 34
33 22
θ = ( )
d
H ph PH v
v
min λ λ ph q ,d ,v λ v
λ va λ da
 
(A.II.9) sujeito a:  
34 33 1 33 22 33 0v va c d da y  
33 33 33sQ d  
33 133 0Q q  
 
Como pode ser observado nos nove problemas não-lineares 
(A.II.1 – A.II.9), em certos casos, uma variável pode existir nas 
restrições de conservação da massa da água, mas não pode estar 
presente na função objetivo dos subproblemas, pois sua decisão 
operativa não afeta outra usina no horizonte de estudo. 
Nesse sentido, a quantidade de termos na função objetivo 
depende de algumas condições, as quais podem ser resumidas da 
seguinte forma: 
- somente em t=1 o termo referente à variável va não exis-
te1; 
                                                        
1 Vale ressaltar que a variável va no último estágio de tempo, encontra-se no Subpro-
blema de Coordenação com o Curto-Prazo. 
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- se o reservatório está à montante, o termo referente à vari-
ável d existe desde que essa vazão defluente no estágio t chegue 
ao reservatório à jusante antes do final do horizonte de estudo; 
- se o reservatório está à jusante, o termo referente à variá-
vel da existe a partir do estágio t+γmr, onde γmr é o tempo de via-
gem da água entre os dois reservatórios considerados (m e r). 
Desta forma, é intuitivo imaginar que a estruturação desses 
problemas não-lineares pode tornar-se um tanto complexa, visto 
que os termos da função objetivo dependem da quantidade de 
unidades hidrelétricas, do tempo de viagem da água entre dos 
reservatórios e da posição do reservatório na cascata (quantidade 
de reservatórios associados à montante e à jusante).  
 
 
  
APÊNDICE III  – ALGORITMO DE PROGRAMAÇÃO QUADRÁTICA 
SEQUENCIAL IMPLEMENTADO 
Para a resolução de problemas de programação não linear 
com restrições, há uma grande variedade de métodos eficientes. 
De maneira geral, os algoritmos de otimização são processos ite-
rativos, inicializados com uma primeira estimativa, e que a cada 
iteração, uma nova estimativa é obtida, melhorando o valor da 
função objetivo do problema e obedecendo ao conjunto de restri-
ções. A diferença entre os métodos é a maneira como cada algo-
ritmo obtém a nova estimativa.  
A metodologia escolhida para a solução do Subproblema 
Hidrelétrico (4.11) e (4.21), resultante da estratégia de decomposi-
ção utilizada, é a PQS (DIAZ et al., 1989; BOGGS et al., 1996; 
NOCEDAL et al., 1999). Na literatura, a metodologia é ampla-
mente reconhecida na solução de problemas não lineares de pe-
queno ou médio porte.  
De forma geral, a PQS é uma metodologia que soluciona 
um problema não linear por meio de uma seqüência de proble-
mas quadráticos. Desta maneira, em cada iteração iter, resolve-se 
um problema de Programação Quadrática – PQ gerado a partir 
de informações de primeira e de segunda ordem. A informação 
de primeira ordem é a derivada primeira e a de segunda ordem 
normalmente é obtida por meio do método de Quase-Newton, 
em que a hessiana do Lagrangeano é estimada.  
Assim, a metodologia necessita de três etapas distintas. A 
primeira é o cálculo da direção de busca (problema de PQ); a se-
gunda é o cálculo do tamanho de passo a ser utilizado caminhan-
do-se na direção encontrada na etapa anterior (busca linear pelo 
algoritmo de Wolfe); e, por fim, a atualização dos parâmetros 
(método de Quase-Newton) do problema de PQ. 
A Figura A.2 a seguir ilustra a metodologia da PQS. 
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Problema Não-Linear
Problema 
Quadrático
Direção de 
Descida “p”
Tamanho do 
passo “ ”
Atualização 
da Hessiana 
“H”
Atualização 
do Ponto 
xk =xk+ p
Programação 
Quadrática
Método de 
Quase-Newton
Programação 
Quadrática 
Sequencial
Convergiu
Condições 
“Fortes” de 
Wolfe
Sim
Não
Teste de 
Convergência
Convergiu
Sim
Não
Teste de 
Convergência
iter=iter+1
 
Figura A.2: Programação Quadrática Sequencial. 
 
Os testes de convergência da PQS são relacionados ao ta-
manho da direção de busca (resultante da PQ) e do atendimento à 
condição de Karush-Kuhn-Tucker – KKT (BERTSEKAS, 1999) 
para o novo ponto xk, em que, a tolerância estipulada é de 10-6. A 
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seguir são apresentados os algoritmos utilizados de PQ, de busca 
unidimensional e do método de Quase-Newton. 
 
AIII.1 PROGRAMAÇÃO QUADRÁTICA 
 
Os problemas não-lineares ilustrados em (4.11) e (4.21) po-
dem ser aproximados por um problema quadrático padrão, como 
segue: 
 
t ' tmax p H p +(f ) p
1
2
 
(A.III.1) sujeito a: 
Ap = b  
min maxp p p  
 
A função objetivo de (A.III.1) possui natureza quadrática 
em que f’ representa o vetor de coeficientes lineares e H a matriz 
hessiana. As restrições de igualdade ilustradas do problema de 
maximização acima são as mesmas do Subproblema Hidrelétrico 
da fase RL (4.11) e da fase RP (4.21). E, finalmente, p é o vetor com 
a direção de descida resultante do problema quadrático apresen-
tado. 
O modelo de PQ utilizado para a solução de (AIII.1) é a 
PLCBAS. 
 
AIII.2 CONDIÇÕES “FORTES” DE WOLFE 
Considerando a direção de busca p, resultante do problema 
de PQ, torna-se necessário então encontrar um valor de passo 
ótimo  que minimize a função objetivo de (4.11) e (4.21). Existem 
diversos métodos na literatura de busca linear, mas em muitos 
deles existem dúvidas sobre a estabilidade e a convergência glo-
bal do algoritmo (NOCEDAL et al., 1999). Em contrapartida, No-
cedal et al. (1999) afirma que as condições “fortes” de Wolfe garan-
tem o decréscimo da função em um número finito de iterações, 
desde que p seja efetivamente uma direção de descida. Em Moré 
et al. (1994), além de uma aplicação prática, são apresentados de-
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talhadamente os teoremas que comprovam matematicamente a 
funcionalidade do método. 
As condições “fortes” de Wolfe são apresentadas em 
(A.III.2). 
 
1(α ) (0) α (0)i i+ 'μ  
(A.III.2) 
2(α ) (0)i' - 'μ  
 
Em (AIII.2) são apresentadas as duas condições. A primeira 
condição é conhecida como condição de Armijo, em que se garan-
te o suficiente decréscimo da função objetivo. No entanto, a mes-
ma possibilita valores pequenos para , o que não é desejável. A 
segunda é conhecida como condição de curvatura, que além de 
. A condição de curvatura, também, é 
particularmente importante para o método de Quase Newton, 
porque garante que a matriz hessiana atualizada seja definida 
positiva (MORÉ et al., 1994; NOCEDAL et al., 1999). Os parâme-
tros μ1 e μ2 são constantes e, respectivamente, iguais à 0,001 e 0,9 
(NOCEDAL et al., 1999). 
No algoritmo da busca linear de Wolfe existem duas etapas 
distintas. A primeira consiste em encontrar um intervalo [ lo, hi] 
que contenha um valor ótimo de . A segunda etapa (conhecida 
como ZOOM) consiste em encontrar o valor ótimo de  dentro do 
intervalo obtido na etapa anterior. A Figura A.3 ilustra o algorit-
mo de Wolfe. 
Na primeira etapa, inicialmente, é analisado o atendimento 
1. Caso a mesma não 
lo hi] que contém o valor óti-
, é necessário 
analisar a segunda condição, a de curvatura. Se ela for confirma-
á-
rio deve-se avaliar a derivada direcional2 para o novo valor de 
                                                        
1  et al. (1999), é igual a 1. 
2 A derivada direcional é o produto escalar da derivada no ponto xk com a direção de 
descida p. 
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passo. No caso da derivada direcional no novo ponto ser positiva, 
encontra- lo hi], caso contrário atualiza-se o va-
 
Tendo- lo hi], inicia-se a segunda etapa. A 
atualização do passo, nessa etapa da busca linear, é efetuada por 
interpolação quadrática (NOCEDAL et al., 1999). De forma seme-
lhante à primeira etapa, inicialmente, analisa o atendimento à 
hi contrá-
rio, é necessário analisar a condição de curvatura. Se ela for con-
contrário deve-se avaliar o produto entre a derivada direcional 
hi- lo). No caso do produto ser negativo, o 
lo -se primei-
hi lo) e depois o limite inferior 
lo -
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Condição de Armijo
( i) ≤ (0)+μ1 i ’(0)
ou ( i) < ( i-1), i > 1
Primeira Etapa
Condições “Fortes” de Wolfe
Condição de Curvatura
| ’( i)| ≤ -μ2 ’(0)
Sim
Não
Sim
Fim
Intervalo
[ i-1, i]
Sim
Sim
i = i+1
i = 0.5( max+ i-1)
Intervalo
[ i, i-1]
ZOOM( lo, hi)
Fim
Sim
Segunda Etapa
Condição de Curvatura
| ’( j)| ≤ -μ2 ’(0)
Sim
Não
Sim
Fim
hi = j
Não Testa a condição
’( j)( hi- lo) ≥ 0
Interpolação Quadrática
j Є [ lo, hi]
j = j+1
ZOOM( lo, hi)
Não Derivada Positiva
’( i) ≥ 0
Condição de Armijo
( j) ≤ (0)+μ1 j ’(0)
ou ( j) < ( lo)
lo = j
Não
hi = lo
Sim
i = 1
1 = 1
Não
 
Figura A.3: Algoritmo das Condições Fortes de Wolfe. 
 
Na Figura A.3, pode-se observar que o algoritmo de Wolfe 
trabalha somente com os valores de função objetivo do problema 
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não linear (4.11) e (4.21) e de derivada direcional no ponto xk, 
para o cálculo do valor ótimo de . 
No sentido de evitar um alto desgaste em tempo computa-
cional na etapa da busca linear, o número de iterações nas duas 
etapas é limitado (10 iterações) e o algoritmo nem sempre con-
verge atendendo às duas condições. No entanto, caso o algoritmo 
convirja pelo número de iterações, obrigatoriamente o valor de 
passo encontrado atende à condição de Armijo ou de suficiente 
decréscimo3. 
Uma outra situação em que o algoritmo pode convergir a-
tendendo somente à condição de Armijo, ocorre quando o valor 
max é igual a 1. Esse valor é calculado considerando o vetor de 
direção de busca, p, e os limites superiores do vetor de variáveis, 
cs max é que o algoritmo de Wolfe 
iteração a ser efetuada na primeira etapa da busca linear da PQS. 
Como resultado, pode-se convergir atendendo as duas condições, 
atender somente Armijo ou formar o intervalo [0,1] para a segun-
da etapa. 
AIII.2.1 Interpolação Quadrática 
A interpolação quadrática do intervalo [ lo, hi] é obtida por 
meio de três parâmetros: os valores de função nas extremidades 
do intervalo e a derivada direcional em lo ou hi. Desta forma, 
considere o polinômio quadrático abaixo: 
2
0 1 2(α) α+ αa a2p a  (A.III.3) 
Atendendo aos três parâmetros considerados, temos o se-
guinte sistema de três equações e três incógnitas: 
2
0 1 2
2
0 1 2
1 2
(α ) α (α )
(α ) α (α )
(α ) α
lo lo lo
hi hi hi
i i
= a + a + a
= a + a + a
' = a + 2a
 (A.III.4) 
                                                        
3 lo sempre atende a condição de Armijo. 
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Resolvendo o sistema (AIII.4): 
2 2 2
1 2
2
0 2 2
(α ) (α ) (α α ) ' (α )
(α ) (α ) (α α )2α
' (α ) 2α
(α ) α (α ) 2α (α )
lo hi lo hi
i
lo hi lo hi
i
i i
lo lo lo
i i
- - -
a =
- - -
a = - a
a = - ' - a - a
 (A.III.5) 
O valor de passo ótimo encontra-se no ponto de mínimo do 
polinômio (A.III.3). Portanto, a formulação utilizada no programa 
computacional é apresentada a seguir, considerando os coeficien-
tes do polinômio (A.III.5). 
2 1
1 2
2
(α)
2 α 0 α
α 2
p a
= a + a = = -
a
 (A.III.6) 
Considerando-se o intervalo [0, 0] a fórmula apresentada 
em Nocedal et al.(1999) é obtida. 
 
AIII.2 MÉTODO DE QUASE - NEWTON 
O objetivo principal desta etapa é atualizar a matriz H do 
problema quadrático evitando cálculos de derivadas de segunda 
ordem. O programa de PQS desenvolvido usa a variação de Qua-
se-Newton mais utilizada, denominada de Broyden-Fletcher-
Goldfarb-Shanno – BFGS (BAZARAA et al., 1979; BERTSEKAS, 
1999, LASDON, 2002), como pode ser visto a seguir. 
1 1 1
1 1
1
( , ) ( , )
( , ) ( ) ( , ) ( )
( ) ( , ) ( )
k k k k
k k k k t k k k k t
k t k k k k t k
H x H x
H x s s H x z z
s H x s z s
λ λ
λ λ
λ
 
(A.III.7) 
1k k ks x x  
1 1 1( , ) ( , )k k k k kx xz L x L xλ λ  
Uma característica importante de H que deve ser preserva-
da, no decorrer do processo iterativo, é que a matriz deve ser 
definida positiva. Em outras palavras, significa que sk e zk devem 
satisfazer a condição de curvatura (sk)tzk  > 0. Note que caso a bus-
ca linear convirja atendendo às duas condições de Wolfe, a condi-
ção de curvatura sempre será positiva (NOCEDAL et al., 1999). 
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No entanto, nem sempre o valor de passo resultante do algoritmo 
de Wolfe atende à condição de curvatura. 
Desta forma, uma maneira de sobrepujar essa condição é 
denominada de correção de Powell (POWELL, 1978). Considere o 
vetor r: 
1(1 ) ( , )k k k k k k kr z H x sθ θ λ  (A.III.8) 
onde o escalar θk é definido como: 
1
1
1
1
1, ( ) 0.20( ) ( , )
0.8( ) ( , )
,
( ) ( , ) ( )
( ) 0.20( ) ( , )
k t k k t k k k
k t k k k
k
k t k k k k t k
k t k k t k k k
se s z s H x s
s H x s
s H x s s z
se s z s H x s
θ
λ
λ
λ
λ
 (A.III.9) 
Assim, a equação de atualização da Hessiana torna-se: 
1 1 1
1 1
1
( , ) ( , )
( , ) ( ) ( , ) ( )
( ) ( , ) ( )
k k k k
k k k k t k k k k t
k t k k k k t k
H x H x
H x s s H x r z
s H x s s r
λ λ
λ λ
λ
 (A.III.10) 
A matriz hessiana inicial adotada no método de Quase-
Newton é a identidade. 
 
 
  
APÊNDICE IV - PECULIARIDADES DO ALGORITMO DE 
PROGRAMAÇÃO QUADRÁTICA SEQUENCIAL 
A metodologia da PQS necessita por definição que a dire-
ção de busca seja de descida, caso contrário à busca linear de 
Wolfe não garante convergência. Associado a essa necessidade, a 
função objetivo do Subproblema Hidrelétrico, (4.11) e (4.21), pode 
apresentar regiões mal comportadas em que mesmo algoritmos 
sofisticados como o de Wolfe não encontram o valor de passo 
ótimo. Normalmente as causas são devidas à quantidade estipu-
lada de iterações e à possibilidade de ocorrência de problemas 
numéricos. 
Neste sentido, este apêndice tem como objetivo ilustrar os 
casos em que não ocorre o atendimento das condições da busca 
linear de Wolfe, na PQS implementada. Existem dois casos em 
que as condições não são atendidas: quando a derivada direcio-
0), é positiva e quando o valor do limite inferior do inter-
lo, é igual à zero e o algoritmo é forçado a encerrar.  
O primeiro caso ocorre quando o solver de programação 
quadrática (PLCBAS) resulta em uma direção que não é de desci-
0)>0). Esse caso ocorre com pouca intensidade, mas existe 
a necessidade da busca linear de Wolfe ser encerrada visto que o 
algoritmo não garante a convergência. Desta forma, o algoritmo é 
 
O segundo caso ocorre devido à convergência forçada no 
algoritmo de Wolfe, que consiste na quantidade de iterações má-
xima ou quando os valores da função em lo e hi são aproxima-
damente iguais1 (segunda etapa da busca linear). Relembrando 
que nas duas situações, o algoritmo converge com o valor de pas-
so igual a lo, o qual por definição atende à condição de suficiente 
                                                        
1 A tolerância utilizada é de 10-6. Foram analisados outros valores de tolerância, mas o 
resultado não se alterava, somente aumentava-se a quantidade de iterações na segun-
da etapa da busca linear. 
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decréscimo. No entanto, o problema ocorre quando lo é igual à 
zero. Pode-se perceber que isso somente ocorrerá quando o inter-
valo inicial formado para a segunda etapa for [0, 1], ou seja, 
quando para  igual a 1, a condição de Armijo não é atendida. 
Nos dois casos abordados, o valor resultante da busca line-
ar de Wolfe,  igual à zero, atesta que não é possível encontrar 
um valor menor para a função objetivo do Subproblema Hidrelé-
trico, (4.11) e (4.21). Neste sentido, a PQS implementada deve ser 
encerrada. 
A seguir, são ilustrados dois exemplos com as peculiarida-
des da PQS quando não se atende nenhuma das condições da 
busca linear de Wolfe. Os exemplos foram extraídos do processo 
de convergência da PQS implementada, para o sistema hidrotér-
mico apresentado no Capítulo 5, utilizando o método PPA na fase 
RP. 
 
AIV.1 DERIVADA DIRECIONAL POSITIVA 
O exemplo a ser descrito foi à única ocorrência encontrada 
durante a solução do sistema hidrotérmico apresentado no Capí-
tulo 5. No entanto, como existe a possibilidade deste caso ocorrer, 
o exemplo será utilizado para ilustrar o funcionamento da PQS 
implementada frente a esse evento. 
O exemplo de problema não linear é apresentado em 
A.IV.1, que representa a usina H1 no estágio t=6, na fase RL. 
16
3
7 12 12
1 6 1 6 16 17 17
=1
16 16
θ = 3,31616 ( ) 175,73312
159,65063 0,63266
H j j
j
min ph q ,d ,v v
va d
 
(A.IV.1) 
sujeito a:  
17 16 160,0036 629,5 0v va d  
16 16 16sQ d  
3
16 1 6
=1
=0j
j
Q q  
1 6 16 16 160 437,0 1311, 0 2622, 0 3933jq Q s d
 
17 162283 3340, 2283 3340v va  
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O ponto inicial2:  
xk = [q116 q216 q316 Q16 s16 v17 va16 d16]t = [0 0 0 0 0 3340 
3337,7338 0]t 
com valor de função objetivo igual a: 
xk) = -54077,336439  
A matriz hessiana inicial é a identidade. A seguir o proces-
so iterativo da PQS para o problema apresentado em A.IV.1 é 
ilustrado, em que p 
o valor de passo encontrado na busca linear de Wolfe; xk é o novo 
ponto; e opt_test é a norma infinita do lagrangeano para o novo 
ponto xk. 
Iteração 1: 
(1) 0 0 0 0 0,02896 0 0,00010 0,02896
t
p  
 -54077,338116 
(1) 0 0 0 0 0,02896 3340 3337,7339 0,02896
t
xk  
opt_test = 0,02896 
 
Iteração 2: 
(2) 0 0 0 0 0,14478 0 0,00052 0,14478
t
p  
 -54077,346501 
(2) 0 0 0 0 0,17374 3340 3337,73443 0,17374
t
xk  
opt_test = 0,02896 
 
Iteração 3: 
(3) 0 0 0 0 0,72392 0 0,00261 0,72392
t
p  
 -54077,38843 
                                                        
2 O ponto inicial xk , na fase RL, é estipulado da seguinte maneira. Para t=1 (não existe 
a variável va e como o tempo de viagem da água considerado é de 1h, também, não 
existe a variável da), as vazões turbinadas nas unidades, qjrt, e na usina, Qrt, estão no 
máximo; o vertimento, srt, no mínimo; e o volume, vrt, e a vazão defluente, drt, são 
calculados considerando as estipulações efetuadas. Para t>1, utilizam-se as informa-
ções do ponto xk do estágio anterior (t-1), alterando o volume inicial para o valor de 
vrt. 
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(3) 0 0 0 0 0,89766 3340 3337,73703 0,89766
t
xk  
opt_test = 0,02896 
 
Iteração 4: 
(4) 0 0 0 0 3,61960 0 0,01303 3,61960
t
p  
 -54.077,59805 
(4) 0 0 0 0 4,51726 3340 3337,75006 4,51726
t
xk  
opt_test = 0,02896 
 
Iteração 5: 
(5) 0 0 0 0 18,09799 0 0,065153 18,09799
t
p  
 -54078,64618 
(5) 0 0 0 0 22,61525 3340 3337,81521 22,61525
t
xk  
opt_test = 0,02896 
 
Iteração 6: 
(6) 0 0 0 0 90,48995 0 0,32576 90,48995
t
p  
 -54083,88681 
(6) 0 0 0 0 113,10520 3340 3338,14098 113,10520
t
xk  
opt_test = 0,02896 
 
Iteração 7: 
(7) 0 0 0 0 452,44980 0 1,62882 452,44980
t
p  
 -54110,08995 
(7) 0 0 0 0 565,55500 3340 3339,76980 565,55500
t
xk  
opt_test = 0,02896 
 
Iteração 8: 
(8) 0 0 0 0 63,94500 0 0,23020 63,94500
t
p  
= 1 (Armijo)  -54113,79326 
(8) 0 0 0 0 629,50000 3340 3340 629,50000
t
xk  
opt_test = 0,00082 
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Iteração 9: 
(9) 0 0 0 0 0,54586 0,00197 0 0,54586
t
p  
 -54113,79327 
(9) 0 0 0 0 630,04586 3339,99803 3340 630,04586
t
xk  
opt_test = 0,001965 
 
Iteração 10: 
(10) 0 0 0 0 2,72929 0,00983 0 2,72929
t
p  
= 1 (Armijo)  -54113,79331 
(10) 0 0 0 0 632,77514 3339,98821 3340 632,77514
t
xk  
opt_test = 0,001965 
 
Iteração 11: 
(11) 0 0 0 0 13,64643 0,04913 0 13,64643
t
p  
3  -54113,79354 
(11) 0 0 0 0 646,42158 3339,93908 3340 646,42158
t
xk  
opt_test = 0,001965 
 
Iteração 12: 
(12) 0 0 0 0 68,23217 0,24534 0 68,23217
t
p  
 -54113,79470 
(12) 0 0 0 0 714,65374 3339,69345 3340 714,65374
t
xk  
opt_test = 0,001965 
 
Iteração 13: 
(13) 0 0 0 0 341,16086 1,22818 0 341,16086
t
p  
 -54113,80048 
(13) 0 0 0 0 1055,81460 3338,46527 3340 1055,81460
t
xk  
opt_test = 0,001965 
 
                                                        
3 Neste caso foram necessárias cinco iterações na primeira etapa da busca linear, por-
max não é exatamente igual à 1. 
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Iteração 14: 
(14) 0 0 0 0 426,31460 1,53473 0 426,31460
t
p  
 -54113,80048 
 
A derivada direcional é o produto escalar entre a derivada 
da função objetivo no ponto xk com a direção de descida p encon-
trada pelo problema de PQ. O valor da mesma na iteração 14 é 
positivo e igual à 0,00722. 
Conforme comentado no início do Apêndice, a busca linear 
é encerrada para uma solução igual à xk(13). Uma outra ressalva 
pode ser feita observando que o algoritmo de Wolfe, para este 
caso específico, converge atendendo somente à condição de Ar-
mijo em todas as iterações. 
 
AIV.2 CONVERGÊNCIA FORÇADA NA BUSCA LINEAR 
Conforme abordado anteriormente, a convergência forçada 
do algoritmo de Wolfe ocorre quando o número de iterações ou 
lo hi] são pratica-
mente iguais. O exemplo a seguir (A.IV.2), baseado no processo 
iterativo da PQS, ilustra um caso em que a convergência do algo-
lo é igual à zero. 
O problema não linear representa a usina H7 no estágio 
t=13, na fase RP. 
 
7,13
4
7 12 12
7 13 7 13 7,13 7,14 7,14
=1
7,13 6,12
2
4
7 12 12
7 13 7 13 7,13 7,14
=1
2 2
7,14 7,13
6,12
= 0,06011 ( ) 5,54859
3,30987
5,53001 0,99009
2
1139,31728 ( )
3540,76370 3541,67657
H j j
j
j j
j
min ph q ,d ,v v
va da
ph q ,d ,v
- v va
da
2
2674,94501
 (A.IV.2) 
sujeito a:  
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7,14 7,13 7,13 6,120,0036 300,825 0v va d da  
7,13 7,13 7,13sQ d  
4
7,13 7 13
=1
=0j
j
Q q  
7 13 7,13 7,13 7,13525, 2100, 4200, 6300jq Q s d  
7,14 7,133473 3573, 3473 3573v va  
 
O ponto inicial4: 
xk = [q71,13 q72,13 q73,13 q74,13 Q7,13 s7,13 v7,14 va7,13 d7,13 da6,12]t = 
[525 525 525 525 2100 480,81777 3541,6020 3540,28531 2580,81777 
2674,39289]t 
com valor de função objetivo igual a: 
xk) = 2668,67228  
A matriz hessiana inicial é a identidade. A seguir é ilustra-
do o processo iterativo da PQS para o problema apresentado em 
A.IV.2. 
Iteração 1: 
p(1)=[0 0 0 0 0 -0,02939 0,90733 0,90433 -0,02939 0,80412]t 
 ,32617 
xk(1) = [525 525 525 525 2100 480,80889 3541,87634 3540,55873  
2580,80889 2674,63602]t 
opt_test = 0,02939 
 
Iteração 2: 
p(2)=[0 0 0 0 0 -0,02939 0,90733 0,90433 -0,02939 0,80412]t 
  
xk(2) = [525 525 525 525 2100 478,83313 3541,87989 3540,55517  
2578,83313 2674,63601]t 
opt_test = 0,02939 
 
Iteração 3: 
p(3)=[0 0 0 0 0 -0,14512 0,00026 -0,00026 -0,14512 -0,00000]t  
  
                                                        
4 O ponto inicial xk , na fase RP, utiliza o mesmo resultado xk da iteração dual anterior. 
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xk(3) = [525 525 525 525 2100 478,68801 3541,88015 3540,55491  
2578,68801 2674,63601]t 
opt_test = 0,02898 
 
Iteração 4: 
p(4)=[0 0 0 0 0 0,72486 -0,0013 -0,0013 -0,72486 -0,00001]t  
  
xk(4) = [525 525 525 525 2100 464,53463 3541,90561 3540,52941  
2564,53463 2674,63590]t 
opt_test = 0,10264 
 
Iteração 5: 
p(5)=[0 0 0 0 0 -3,27718 0,00589 -0,00590 -3,27718 -0,00003]t  
  
xk(5) = [525 525 525 525 2100 461,25746 3541,91150 3540,52351  
2561,25746 2674,63587]t 
opt_test = 0,02556 
 
Iteração 6: 
p(6)=[0 0 0 0 0 -15,98344 0,02875 -0,02879 -15,98344 -0,000122]t  
  
xk(6) = [525 525 525 525 2100 445,27402 3541,94025 3540,49472 
 2545,27402 2674,63575]t 
opt_test = 0,02242 
 
Iteração 7: 
p(7)=[0 0 0 0 0 -70,08845 0,12606 -0,12626 -70,08845 -0,00054]t  
  
xk(7) = [525 525 525 525 2100 375,18557 3542,06631 3540,36846  
2475,18557 2674,63521]t  
opt_test = 0,00863 
 
Iteração 8: 
p(8)=[0 0 0 0 0 -43,12928 0,07758 -0,07768 -43,12928 -0,00035]t  
  
xk(8) = [525 525 525 525 2100 332,05629 3542,14389 3540,29078  
2432,05629 2674,63486]t  
opt_test = 0,00178 
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Iteração 9: 
p(9)=[0 0 0 0 0 0,37649 -0,00070 0,00066 0,37649 0,00005]t 
  
xk(9) = [525 525 525 525 2100 332,43277 3542,14319 3540,29143 
2432,43277 2674,63492]t  
opt_test = 0,00012 
 
Iteração 10: 
p(9)=[0 0 0 0 0 -0,00111 0,00005 0,00005 -0,00111 -0,00012]t  
 
etapa lo hi 
são, aproximadamente, iguais. Conforme comentado no início do 
Apêndice, a busca linear é encerrada com solução igual à xk(9).  
 
  
APÊNDICE V – ALTERAÇÕES NOS PARÂMETROS DA 
PROGRAMAÇÃO QUADRÁTICA SEQUENCIAL 
No desenvolvimento da PQS, diversos testes relacionados 
aos valores de tolerâncias para evitar possíveis problemas numé-
ricos, aos parâmetros de busca linear e às formas de atualizar a 
hessiana foram efetuados. Este apêndice tem como objetivo ilus-
trar duas simples alterações na PQS e observar as conseqüentes 
alterações na solução encontrada para o problema da PDO. Vale 
ressaltar que essas modificações não foram incorporadas, pois os 
resultados não foram considerados satisfatórios.  
As duas alterações se resumem da seguinte forma: na pri-
meira adiciona-se uma condição de parada na primeira etapa da 
busca linear de Wolfe e na segunda aproveitam-se, para o mesmo 
reservatório, as informações da matriz hessiana utilizada no está-
gio anterior. 
 
AV.1 CONDIÇÃO DE PARADA NA PRIMEIRA ETAPA DA BUSCA LINEAR 
DE WOLFE 
Durante o processo iterativo da PQS, por inúmeras vezes, o 
valor de passo encontrado na busca linear de Wolfe é aproxi-
madamente ou igual a 1. O motivo, na maioria das vezes, é que o 
valor calculado de max é muito próximo de 1. Quando isso ocor-
re, em muitas vezes, a convergência do algoritmo de Wolfe é en-
cerrado pela quantidade de iterações máxima estipulada.  
No sentido de encerrar o algoritmo de Wolfe antes de ocor-
rerem todas as iterações, uma condição de parada foi analisada 
considerando uma tolerância de 10-5 max 
ser igual a 1. Os principais resultados da inclusão dessas restrição 
podem ser observados na Tabela A.1. 
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Tabela A.1: Principais resultados duais da fase RL e RP – tolerância de 
10-5. 
Cenário Base Fase RL 
fRL[R$] 4.208.671.305.092,805 
iter 1.000 
t [s] 571,719 
|sg| 37.566,683 
 PPA GS 
fOP [R$] 4.208.674.132.762,326 4.208.673.430.623,523 
iter 2.399 183 
t [s] 573,297 41,312 
|g| 49,990 49,963 
 
Comparando os resultados obtidos para o cenário base, a-
presentados nas Tabela 5.7, Tabela 5.8 e Tabela 5.9 com a Tabela 
A.1, observa-se que tanto o valor encontrado de função dual co-
mo o valor de inviabilidade |sg|, na fase RL, é maior do que o 
obtido na Tabela 5.7. Em relação à fase RP, a qualidade da solu-
ção encontrada com o critério de parada adicionado é inferior, 
visto que os custos de operação, para os dois métodos, são supe-
riores aos indicados nas Tabela 5.8 e Tabela 5.9. Outras observa-
ções referem-se a um aumento do montante gerado pelas termelé-
tricas durante o horizonte de estudo e a conseqüente diminuição 
da geração hidrelétrica. No entanto, o custo futuro associado à 
água é maior, pois mesmo utilizando-se de uma menor geração 
hidrelétrica, o volume armazenado nos reservatórios ao final do 
horizonte, também, permanecem menores.  
 
AV.2 UTILIZAÇÃO DA HESSIANA DO ESTÁGIO ANTERIOR 
O intuito de se utilizar a hessiana do problema do estágio 
anterior é acelerar o processo de convergência da PQS. O critério 
adotado foi o seguinte, a utilização da hessiana anterior somente 
aconteceria na fase RP1, para problemas envolvendo o mesmo 
reservatório e com a mesma dimensão de variáveis.  
                                                        
1 Foi testado utilizar a hessiana anterior na fase RL, mas a solução tornava-se pior com 
diversas ocorrências de derivada direcional positiva. 
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A Tabela A.2 ilustra os principais resultados obtidos da fase 
RP, utilizando a hessiana do estágio anterior, lembrando que a 
fase RL permaneceu inalterada. 
 
Tabela A.2: Principais resultados duais da fase RP – Hessiana anterior. 
Cenário Base PPA GS 
fOP [R$] 4.208.672.318.938,879 4.208.673.108.002,868 
Iter 1.948 186 
t [s] 459,625 49,125 
|g| 49,960 49,783 
 
Os resultados observados na Tabela A.2 são muito seme-
lhantes aos obtidos nas Tabela 5.8 e Tabela 5.9, com uma pequena 
melhora relacionado aos valores de fOP. No entanto, ocorreram 
diversos casos de derivada direcional positiva, como ilustrado no 
APÊNDICE IV, para os dois métodos. 
Em relação à solução primal, a principal diferença está rela-
cionada ao despacho das unidades, em que para um grupo de 
unidades idênticas as mesmas são despachadas diferentemente, 
como pode ser observado na Figura A.4. 
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Figura A.4:Geração das unidades de H1 – Hessiana anterior. 
 
A diferença de geração entre as unidades ocorre devido às 
informações de uma matriz hessiana utilizada em um problema 
com características diferentes. Desta forma, o problema de PQ da 
PQS pode fornecer uma direção de descida com informações di-
ferentes para as unidades, acarretando em uma solução com ní-
veis distintos de geração. 
A princípio o não aproveitamento da hessiana no processo 
iterativo da PQS é mais aceitável. Com a inclusão da modelagem 
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das variáveis inteiras e das zonas proibidas das unidades no pro-
blema da PDO; e, conseqüentemente, cada unidade possuindo 
um multiplicador de Lagrange associado à mesma, o aproveita-
mento das informações da hessiana utilizada em um estágio ante-
rior pode ser analisado novamente. 
 
 
 
 
  
APÊNDICE VI – COMPORTAMENTO DAS GERAÇÕES 
TERMELÉTRICAS E HIDRELÉTRICAS AO LONGO DO PROCESSO 
ITERATIVO DA FASE RP 
A convergência da fase RP está associada a algumas heurís-
ticas, que foram ilustradas na seção 4.3.2. O objetivo deste apên-
dice é ilustrar o comportamento da geração termelétrica e hidrelé-
trica no processo de convergência.  
Os resultados ilustrados referem-se ao estágio 28h do Caso 
base apresentado na seção 6.3.2. As figuras A.5 e A.6 ilustram o 
comportamento das gerações termelétricas e hidrelétricas, respec-
tivamente. Em todas as figuras estão apresentadas as variáveis 
originais (pt ou PH), as variáveis artificiais (pta ou PHa) e a média 
entre as mesmas (c_pt ou c_PH). 
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Figura A.5: Comportamento das gerações termelétricas, para t=28, do 
Caso base. 
 
Na primeira figura (à esquerda, no canto superior) da Figu-
ra A.5, além do comportamento da geração da usina T1 (pt e PTa) 
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existe o comportamento do parâmetro de penalidade c. Pode-se 
observar que o perfil das gerações de todas as usinas é alterado 
quando o valor de c aumenta (c=c+β)1. A diferença é significativa, 
pois o β adotado é 1,5 e o parâmetro de penalidade c estava sendo 
atualizado por c=cхβ, como foi apresentado em (4.24). A partir, 
dessa alteração, c é maior que 1 e tem seu valor aumentado de 
forma linear, forçando a viabilidade da solução para a média k 
(centro de massa). 
Pode-se observar que ao final da fase RP, somente a terme-
létrica T2 está sendo despachada, enquanto todas as outras usinas 
estão com suas gerações zeradas. 
Na Figura A.6 estão ilustradas a evolução do comporta-
mento de todas as usinas hidrelétricas, no estágio 28h, do Caso 
base. É importante lembrar que o valor de c é único para todas as 
variáveis relaxadas, como pode ser observado no problema apre-
sentado em (4.16).  
Neste sentido, pode-se observar que o comportamento das 
gerações hidrelétricas também sofre uma alteração mais brusca, 
quando o parâmetro de penalidade tem seu valor aumentado 
significativamente. Nesse processo de convergência das variáveis 
originais e artificiais, vale ressaltar que esses valores convergidos 
atendem além da demanda do sistema, todas as restrições do 
problema da PDO. 
 
 
                                                        
1 Essa alteração ocorre, aproximadamente, na 14º iteração. 
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Figura A.6: Comportamento das gerações Hidrelétricas, para t=28, do 
Caso base. 
 
Na Figura A.6 (à esquerda, no canto superior), pode-se per-
ceber que as gerações, PHa e PH, de H1 no primeiro estágio, são, 
aproximadamente, iguais a 900MW e 0MW. Ao final da fase RL, o 
valor convergido para as gerações de H1 é igual a, aproximada-
mente, 400MW. A Figura A.7 ilustra o comportamento da geração 
das três unidades hidrelétricas de H1. 
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Figura A.7: Comportamento das gerações das unidades hidrelétricas de 
H1, para t=28, do Caso base. 
 
Pode-se observar na Figura A.7, que o comportamento das 
unidades hidrelétricas é diferente ao final do processo iterativo e 
que somente a unidade 1 está ligada.  
 
 
 
  
APÊNDICE VII – ALTERAÇÃO NA SEQUÊNCIA DE SOLUÇÃO DOS 
SUBPROBLEMAS - MÉTODO HÍBRIDO 
O objetivo dessa análise é observar o comportamento do 
método híbrido alterando a sequência de solução dos subproble-
mas. A nova sequência arbitrada é ilustrada na Figura A.8. 
 
PROBLEMA MESTRE
(Método do Gradiente)
SUBPROBLEMA 
HIDROTÉRMICO
(Programação 
Quadrática)
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Figura A.8: Nova sequência arbitrada para atualização das constantes 
k. 
 
A alteração efetuada consiste em solucionar o Subproblema 
de Coordenação com o Planejamento de Curto Prazo e o subpro-
blema de Alocação das Unidades Hidrelétricas após a solução do 
Subproblema Hidrelétrico.  
A Tabela A.3 ilustra os resultados obtidos para o cenário 
base, para a nova sequência arbitrada. 
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Tabela A.3: Resultados duais para a fase RP – Nova sequência de solu-
ção dos subproblemas. 
Última solução da 
RL 
Método Híbrido  
Nova sequência 
Método Híbrido  
 
 [R$] 62.984.124,61 62.984.624,08 
fCT [R$] 1.737.648,10 1.782.667,48 
fOP [R$] 64.721.772,71 64.767.291,56 
iter 226 238 
t [min] 2,25 2,37 
|g| 326,56 325,99 
 
Como observado na Tabela A.3 é possível encontrar uma 
solução com menor custo de operação em um tempo computa-
cional menor, com alterações na atualização das constantes dos 
termos quadráticos. Esses resultados indicam que a solução do 
método híbrido é sensível às alterações na sequência de solução 
dos subproblemas, de maneira semelhante ao comentado sobre o 
método GS em 5.4.3. 
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