We used a happy/sad classification task and a psychophysical model to study the tuning properties of facial expression processors across viewing conditions. Using morphed faces, in this study we measured the extent to which classification of facial expressions depends on the intensity of a particular expression on either the upper or lower face. In the fovea, the upper and lower parts of the test image were either aligned or had a lateral shift of 44 0 visual angle. In the periphery, the aligned test image was placed at a 6°v isual angle to the left of the fixation. Observers were asked to classify a test image of a facial expression as happy or sad. We discovered that the alignment of the upper and lower halves of the face had no effect on happy/sad classification in the fovea, suggesting that the classification of facial expressions is an analytic process. The model also showed no interaction between the two halves of the face in foveal facial expression classification. In addition, the poor performance of observers in recognizing happiness in the periphery manifests a computational complexity, suggesting a model in which the happy-face processor relies on both facial features and the interaction between them to recognize happiness in the periphery.
Introduction
The ability to correctly interpret one another's emotions is an essential part of social interaction. After generations of evolution, facial expressions, which are combinations of the movements and states of facial muscles, have become perhaps the most efficient means of communicating emotion (Darwin, 1872 (Darwin, /1965 Ekman & Friesen, 1975) . For the successful communication of emotion through facial expressions, not only does the sender need to move his facial muscles correctly, but the visual system of the perceiver also needs to decode the apparent muscle movement in the right way. That is, the visual system has to extract important information from the states of the sender's facial muscle movements and turn it into a percept of the emotion represented by the facial expression (Etcoff & Magee, 1992; Goren & Wilson, 2006; Young et al., 1997) .
However, in the literature, controversy remains as to what information is crucial in order for the visual system to classify a facial expression. The results from the reverse correlation technique (Kontsevich & Tyler, 2004; Mangini & Biederman, 2004) and the Bubbles method (Gosselin & Schyns, 2001; Smith, Cottrell, Gosselin, & Schyns, 2005) do not agree. Kontsevich and Tyler (2004) applied white noise to the lower and upper parts of Leonardo's painting of the Mona Lisa. They discovered that the perceived expression of the Mona Lisa was affected by noise applied to the lower part of the face but not the upper part. Further analysis showed that noise applied only to the corners of the mouth could affect the perceived expression. Using the Bubbles method, Smith et al. (2005) had their observers identify the expressions of faces that were partially visible through Gaussian apertures. By summing the stimuli weighted by the observers' responses, they were able to identify features that are critical to expression identification. These critical features were very local and varied from one expression to another. However, there is an inconsistency between the results derived from the reverse correlation method (Kontsevich & Tyler, 2004) and the Bubbles method (Smith et al., 2005) . The former suggests that happy/sad discrimination can be achieved by a small change at the corners of the mouth alone. In contrast, the latter indicates that the identification of a sad face requires both the mouth and the areas around the eyes, even though the identification of a happy face can be achieved through the mouth alone. This inconsistency could result from various reasons, from the nature of the noise (e.g., additive versus multiplicative) to the difference in the underlying hypothesis of the two methods (Gosselin & Schyns, 2004; Murray & Gold, 2004) .
In addition, the contribution of each facial feature to the perception of facial expressions may depend on context. Kontsevich and Tyler (2004) of expression in the eyes was dependent on the mouth. This context dependency was also illustrated in the composite face paradigm (Calder, Young, Keane, & Dean, 2000; Young, Hellawell, & Hay, 1987) , where the observers were presented with faces whose upper and lower halves could have the same, or different, expressions. Calder et al. (2000) showed that it took more time to identify the facial expression on one part of the composite face when the other part showed a different expression than when they were the same. This effect disappeared when the two parts were misaligned. Notice that they used this result as evidence of holistic processing of expression. While this reference to holistic processing is not surprising, given that there is ample evidence of holistic processing of face perception (Carey & Diamond, 1977; Chen, Kao, & Tyler, 2007; Fantz, 1961; Leder & Bruce, 2000; O'Toole, Deffenbacher, Valentin, & Abdi, 1994; Valentine, 1988) , Calder et al. (2000) may overstate their case. In their experiment, the participants only attended to one part of a face in a given trial. Hence, what they studied was how the response to one feature can be affected by its context, rather than facial expression as a whole. This kind of context effect has been demonstrated with a variety of stimuli. For instance, the detection threshold of a Gabor patch can be affected by the presence of another Gabor patch projected onto another part of the retina (Chen & Tyler, 2001 Polat & Sagi, 1993) . This context effect depends heavily on the relative distance and location (e.g., side or collinear) of the target and context Gabor patches (Chen & Tyler, 2008) . In general, one would not consider the effect of one Gabor patch on the other as an evidence of holistic processing. Thus, one should restrain from calling the effect of face feature on the other as an evidence of holistic processing. The result of Calder et al. (2000) may just suggest that an interaction exists between the upper and lower face, but does not necessarily prove holistic processing. Thus, to better study this issue of holistic versus analytic processing, we instructed the observers to attend to the whole face. This made it more likely that the observer would use all available information on a face.
Whatever information the visual system might use to decode a facial expression, there is evidence suggesting that perception of the basic emotions may be categorical (Ekman & Friesen, 1975; Etcoff & Magee, 1992; Young et al., 1997) . That is, the visual system is relatively insensitive to a change in the image within a categorical boundary, but is sensitive to a change across that boundary (Angeli, Davidoff, & Valentine, 2008; Beale & Keil, 1995; Etcoff & Magee, 1992; Rotshtein, Henson, Treves, Driver, & Dolan, 2004) . This categorical perception implies that the visual system contains certain mechanisms, or processors, that respond to particular expressions better than others. In this study, we attempt to resolve the controversy of holistic versus analytic process in the perception of facial expressions by modeling the tuning properties of facial expression processors.
Our approach was to study how the classification of facial expressions can be affected by changes in intensity of a particular expression in either the upper or the lower face. Our experiment paradigm used image manipulation in a way similar to the composite face paradigm (Calder et al., 2000; Young et al., 1987) . We morphed the upper and lower halves of the face from sadness to happiness, and randomly combined these half images into test faces. We then measured the probability of each image being classified as happiness. We applied a model based on the multidimensional signal detection theory (Ashby, 1992) to estimate the tuning properties of the expression processors. The assumption was that the probability of an observer classifying a face into a particular expression category would depend on the relative intensities between facial expression processors. The more sensitive a processor is to a particular feature, the greater its response to that feature would be. Accordingly, an observer would be more likely to put the input facial image into the facial expression category represented by that processor. In addition, this model provides an estimation of response covariance between features in a processor. If there is no interaction between features in determining the facial expression, the response covariance matrix should be a diagonal matrix (see the Section 2 for details). Hence, this paradigm not only allows us to identify the contributions of the upper and lower face but also any possible interaction between them. Such information may resolve the controversy in the literature (Kontsevich & Tyler, 2004; Smith et al., 2005) regarding the role of eyes and eyebrows in happy/sad classification, as discussed above.
With this paradigm, we also explored other issues regarding perception of facial expressions. Here, we focused on two issues. The first was whether perception of facial expression is holistic. There is much evidence for holistic processing in face identification and recognition (Yin, 1969; Carey & Diamond, 1977) . That is, face recognition may be based on an analysis of the spatial relationship between facial features rather than the properties of the features themselves (Carey & Diamond, 1977; Chen et al., 2007; Fantz, 1961; Leder & Bruce, 2000; O'Toole, Deffenbacher, Valentin, & Abdi, 1994; Valentine, 1988) . However, we cannot conclude that the processing of facial expressions is holistic; there is also evidence that localized face features are essential for face recognition. Hence, face recognition may be an analytic process (Bradshaw & Wallace, 1971; Konar, Bennett, & Sekuler, 2010; Sekuler, Gaspar, Gold, & Bennett, 2004) . It is suggested that holistic processing may be interrupted if the upper and the lower parts of a face are not aligned (Calder et al., 2000) . Hence, if the classification of facial expressions is indeed holistic, we should observe different classification responses for aligned and misaligned faces. In addition, the interaction terms in the response covariance matrix should be nonzero for aligned faces and should be about zero for misaligned faces.
The second issue we were interested in was whether there are different mechanisms of facial expression perception at different eccentricities. Neuroimaging results have shown that a face with negative emotions presented in the periphery produces a much greater response in the amygdala than one with positive emotions (Silvert et al., 2007; Vuilleumier, Armony, Driver, & Dolan, 2001 ). This effect was not found for stimuli presented in the fovea. On the other hand, Goren and Wilson (2006) showed that it was more difficult to recognize negative emotions when a face was presented in the periphery than in the fovea. However, for happy faces, recognition performance was about the same at different eccentricities. These results suggest that different mechanisms might be involved in analyzing facial expressions in the fovea than in the periphery. If this is the case, then, we should observe a change in the covariance matrix.
Methods

Apparatus
The visual stimuli were presented on a 17-in. LCD monitor controlled by a PC-compatible computer. The LCD monitor was calibrated with an International Light PRS380 radiometer and Lightmouse photometer (Tyler & McBride, 1997) for both luminance and chromaticity. The LCD monitor had a 1024(H) Â 768(V) spatial resolution and a 75 Hz temporal refresh rate. The viewing distance was 127.5 cm. At this distance, each pixel occupied one minute of visual angle. A chin rest was used to restrain observers' head movements. The experiment software was written in MATLAB with the Psychophysics Toolbox (Brainard, 1997) .
Stimuli
The grayscale images of happiness and sadness, using the same model, were chosen from Ekman's POFA (Pictures of Facial Affect) database (Ekman & Friesen, 1976) . The images were morphed, or interpolated, between a happy and sad face of the same person by FantaMorph 4.0 (Abrosoft, www.fantamorph.com). The morphing levels were defined by the proportion of the 'happy' face used in the morphed image. The morphing levels we used were 0%, 20%, 40%, 50%, 60%, 80%, and 100% (see Fig. 1 ). There were images of four models (two male and two female) in the stimulus set. All of the expressions on the chosen images could be correctly recognized by local observers (Cho, 2001) .
For each morphed image, we first normalized the contrast and the luminance of each image by equating the mean and the standard deviation of the luminance distribution of each image. We then cut the normalized image at the midpoint to separate it into upper and lower halves, and randomly joined the upper and lower halves from different morphing levels to create the test images. For each test image, the upper and lower halves were always from the same model. Combining seven morphing levels for both the upper and lower face, we had 49 test images for each model. Those images constituted the stimulus space, as shown in Fig. 1 .
Procedure and observers
There were three test conditions in the experiment: aligned images in the fovea and in the periphery, and misaligned images in the fovea. In the foveal viewing conditions, the images were centered on a fixation point placed at the center of the display. In the peripheral viewing condition, the images were placed at six degrees to the left of the fixation point. It has been shown that performance in facial expression recognition is the same regardless of whether the images are placed to the left or the right of the visual field (Goren & Wilson, 2006) .
The image sizes were determined by the measured cortical magnification factor for facial expression classification (Appendix A). The distance between the midpoint of the two eyes and the center of the mouth was 27 min for the foveal and 103 min for the peripheral viewing condition, as determined by the cortical magnification factor experiment. Accordingly, the image size was 58 Â 44 min in the fovea and 216 Â 162 min in the periphery. Notice that, our foveal stimuli were smaller than most studies on facial expression perception. Therefore, due to the limit resolution on the display, our observer might not access details of facial features for their tasks. In the foveal viewing condition, the upper and lower parts of the test image were either aligned or had a lateral shift of 44 min visual angle. Misaligned faces served as a test of the effect of spatial configuration on facial features in the fovea. Regardless of viewing conditions, the duration of each test image was 200 ms. In the experiment, there were 40 blocks for every observer. Within each block, the 49 test images were presented randomly.
A training session was given to prepare all observers for consistent identification of happy and sad faces before the experimental session. In the training session, observers practiced discriminating happy (100% morph level) and sad (0% morph level) faces in both foveal and peripheral viewings. Auditory feedback was delivered until their performance reached at least 90% correct. In the experimental session, these well-trained observers were asked to press a button to indicate whether a presented image was happy or sad while staring at a fixation point.
Four observers (two male and two female, all in their early 20s) participated in the experiment. One observer was the author and the others were paid observers, who were naïve to the purpose of the experiment. All observers had experience in psychophysics experiments and had normal or corrected-to-normal visual acuity (20/20).
Data analysis
We used the multidimensional signal detection theory (Ashby, 1992) to model our result. Our stimuli consisted of images varied in a two dimensional space-the upper and lower face. In our classification paradigm, the task of the observer was equivalent to dividing this space into two parts. Suppose that a sample, x, whose coordinates (a, b) denote the a% morphing level in the lower face and b% morphing level in the upper face, produced a response f H in the happy-face processor and f S in the sad-face processor. The response in each processor follows a bivariate normal distribution: f H ðxÞ $ Nðx; l H ; R H Þ and f S ðxÞ $ Nðx; l S ; R S Þ; ð1Þ where N(x; l, R) denotes the Gaussian probability density function with location vector l and covariance matrix R; and the subscript H denotes the happy-face processor and S denotes the sad-face Fig. 1 . The stimuli. The top panel presents the morphed images. The morphing levels are defined as the proportion of the happy face used in the morphed image. The images we used were morphed from 0% to 100% in 20% increments and at 50% morphing levels. We cut the image at the midpoint to separate it into upper and lower halves. These half-face images were used to create the stimulus space. The stimulus space, presented in the bottom panel, has two dimensions: one for the upper face, and another for the lower face. The coordinates of the stimulus space are the morphing levels. The randomly-sampled upper and lower faces, at different morphing levels, were joined to create the test images. The misaligned face had a lateral shift of 44 0 visual angle.
processor. In the context of our experiment l is a 2 Â 1 vector for the preferred stimulus of the processor in the two-dimensional stimulus space and R is a 2 Â 2 matrix that represents the covariance matrix for each processor's response to the upper and lower faces. The upper and lower faces were presented independently throughout the experiment. Hence, if there is no interaction between the contributions of the upper and lower faces, the off-diagonal elements of R should be zero and the covariance matrix should be reduced to a diagonal matrix. Otherwise, it should be possible to quantify the interaction between the upper and the lower faces in classification of expressions by the covariance. Happy/sad classification depends on the likelihood ratio, l(x), between the responses of the two processors,
The image x is classified as happy if l(x) P 1, and sad if l(x) < 1. For convenience of computation, we took the logarithm transform of the likelihood ratio in Eq. (2),
where h(x) is the likelihood of x to be a happy face. A face is considered to be happy if h(x) P 0, and sad if otherwise.
Plugging the probability density function in Eq. (1) into Eq. (3), the likelihood function h(x) is:
The probability of an observer classifying a stimulus x as a happy face is a function of the likelihood ratio, h(x). The cumulative distribution function of the standard normal distribution accounts for the observer's performance. That is, the probability of an image, x, being considered as happiness, P H (x), is: P H ðxÞ ¼ UðhðxÞ; m; sÞ; ð5Þ where U(z, m, s is the Gaussian cumulative distribution function of the dummy variable z with location parameter (mean), m, and scale parameter (standard deviation), s. Empirically, we found that m = 0 and s = 1 gave a good fit to the data. The observers' performance conforms to the cumulative standard normal distribution.
The decision boundary is the zero-crossing of the likelihood function. It has been shown that the general form of the decision boundary is quadratic, unless the covariance matrices of both processors, R H and R S , are the same (Ashby, 1992, p. 28) . That is, if the noise structures of the two processors are equal, a linear decision boundary could be expected. Otherwise, we would expect a quadratic decision boundary.
A Chi-square goodness-of-fit test (Wackerly, Mendenhall, & Scheaffer, 2002 ) served as the model fitting indicator. The F-test was used to compare a full model with a reduced model (Kirk, 2003) . That is,
where SSE r and SSE f were the sum of squared error of the reduced and full model fits respectively and df r and df f were the degree of freedom of the corresponding models. The degree of freedom of the F-test was df f À df r for the numerator and df f for the denominator.
Results
Fig. 2 plots the probability of classifying a test image as happiness as a function of morphing levels in the lower face. Each row in Fig. 2 shows the data from one observer. The left column shows the data on the aligned faces presented in the fovea; the middle column, the misaligned faces presented in the fovea; the right column, the aligned faces presented in the 6°periphery. Different curves in each panel denote different morphing levels of the upper faces. The light blue curves and circles denote a sad upper face (0% morphing level); the red curves and circles denote a happy upper face (100% morphing level). A color bar on the side of the figure denotes that the greater degree of red in the curve and circles corresponds to the greater morphing level on the upper face. The smooth curves are the fits of the model discussed below.
In general, the probability of happiness classification increased monotonically with the morphing levels of the lower face in all conditions, as shown in Fig. 2 . The functions of the increment of the 'happiness' response have a sigmoid shape. The probability of the expression being judged to be happy also increased monotonically with the upper face morphing level, suggesting the contribution of the upper face in happy/sad classification. However, the magnitude of change produced by the happy and sad upper faces was different. Here, for simplicity, we used the classification performance for images with a 50% lower face morphing level to illustrate this difference. As plotted as solid lines in Fig. 3 , when both the upper and the lower faces were at 50% morphing level, the response of the observers to the images was at the level of chance (.51). We used this point as a reference point for the following comparisons. When the morphing level in the upper face increased toward the happy face (from 50% to 100%), the probability of a 'happiness' response reached a plateau of .60. That is, there was a maximum of .09 increment (t(11) = À2.98, p = .02 > a = .01) in the probability of a 'happiness' response that can be produced by a happy upper face. That is, there is practically no effect of increasing ''happiness" proportion in the image beyond 50%. On the other hand, when the morphing level moved toward the sad face (from 50% to 0%), the probability of a 'happiness' response reduced to .32. That is, the change in the probability of a 'happiness' response produced by a sad upper face (.19) was statistically significant (t(11) = À3.18, p = .008 < a = .01) and was about twice that of the happy upper faces.
On the other hand, the change of lower face, while produced a more pronounced effect in expression classification, did not show such bias toward either happy or sad. Increasing the happiness proportion in the image from 50% to 100% increased the probability of a 'happiness' response to 84%. That is, the probability of a 'happiness' response increased by 33%. On the other hand, decreasing the happiness proportion in the image from 50% to 0% decreased the probability of a 'happiness' response to 16%, or a 35% decrease. That is, moving the morphing level toward either expression in the lower face had a symmetric effect. Fig. 4 plots the averaged probability of a 'happiness' response for an image with a morphing level of 50% in both the lower and the upper face in the three experimental conditions. Classification performance for the fovea was different from the peripheral viewing condition (t(3) = 4.37, p = 0.0220 < a = .05). It was more difficult to perceive a face presented in the periphery as happy. Classification performance was similar, however, for both the aligned and misaligned face conditions (t(3) = À2.24, p = 0.1112 > a = .05). That is, spatial configuration played little role in classification of facial expressions.
The data were fit with the model presented in Section 2. This model provided a good fit for the data (v 2 = 21-41 < v 2 ð40Þ = 55.76, a = .05). Table 1 
lists the best fit parameter values and the F-test
results of the goodness-of-fit for each observer's data. Notice that the parameters are the same for both the aligned and misaligned conditions. Even though we allowed the parameters for these two datasets to be different, the goodness-of-fit did not improve (F(10, 126) = 0.46-1.74, p = .07-.94 > a = .05).
The covariance between the upper and lower facial features was constrained to be zero for the two foveal viewing conditions. This constraint was applied to both happy-and sad-face processors.
Allowing the two covariant parameters to be free provided little, if any, improvement in the model fit (F(2, 38) = 0.59-2.67, p = 0.08-0.55 > a = .05). This suggests that there was little interaction between upper and lower facial features in expression classification. This result is consistent with the idea discussed above, that spatial configuration has little effect in classification of facial expressions.
The parameters in Table 1 suggest that the mechanisms of facial expression classification differ across eccentricities. We first constrained the parameters for the foveal and peripheral viewing conditions to be the same. This constraint significantly deteriorated the goodness-of-fit of the model (F(10, 126) = 2.05-4.35, p = 0-0.03 < a = .05). The difference between foveal and peripheral classification results from the difference in the covariance structure of the contribution of the upper and lower faces to the happy-and sad-face processors. Contrasted with the foveal conditions, the covariance parameters for the happy-face processor in the peripheral viewing conditions could not be reduced to zero. Such constraint would significantly deteriorate the goodness-of-fit (F(1, 185) = 39.27, p = 0.0000 < a = .05). The same constraint for the sad-face processor, on the other hand, had little, if any, influence on the goodness-offit (F(1, 185) < 0.0001, p > 0.9999 > a = .05). Table 1 . The decision boundary is the zero-crossing of the likelihood function. That is, it denotes the point where the stimuli Fig. 2 . The data and the model prediction of the three conditions. The columns are the experimental conditions; the rows are the observers. In each plot, the vertical axis represents the probability of a test image being classified as happiness; the horizontal axis represents the morphing levels on the lower face. The morphing level of the upper face is differentiated by colored lines. As the color of the lines changes from blue to red, the morphing levels in the upper face changes from sad to happy. The circles and lines represent the empirical data and the model prediction respectively. The probability of classification of happiness increased monotonically with morphing levels of the lower face in all conditions. produced the same amount of response in both happy-and sad-face processors. The stimuli sampled from the left of the decision boundary would produce more response in the sad-face processor than in the happy-face processor. Therefore, these stimuli would be classified as sadness, and vice versa. Compared with the foveal viewing conditions, the decision boundaries for the peripheral viewing condition shifted in the stimulus space. This is consistent with the finding in Fig. 4 that the sensitivity of the happy-face processor is lower than that of the sad-face processor in the periphery.
The form of the decision boundaries is determined by the covariance matrices of the expression processors. A decision boundary is linear when the covariance matrices of the two processors, R H and R S , are the same (Ashby, 1992; Duda & Hart, 1973) ; otherwise, it is quadratic. As can be seen from Table 1 and Fig. 5 , all except one observer showed quadratic decision boundaries.
Discussion
We can conclude the following points from the data and the model fits. First, there is no difference between aligned and misaligned faces, at least in the fovea. The same set of parameters can well fit classification performance in both conditions. Second, there is no interaction between features on the upper and lower face in determining the facial expression in the fovea. The model still fits well even though the covariance matrices of both happy-and sad-face processors are diagonal matrices. Third, the interaction between features on the upper and lower face in the happy-face processor is, however, pronounced in the periphery. Fourth, the decision boundary is always quadratic in most of the observers, regardless of viewing conditions. This implies an unequal variance in the processors, or a different bandwidth of expression tuning, in the happy-and sad-face processors. Fifth, the decision boundary shifts sideways in the peripheral viewing condition. This implies that the happy-face processor is relatively insensitive in the periphery. Fig. 3 . The different contribution of the upper and the lower face in happy/sad classification. When the upper face was fixed at 50% (solid lines), an increment of morphing level in the lower face significantly increased the probability of happiness classification. However, when the lower face was fixed at 50% (dashed lines), an increment of morphing level in the upper face beyond 50% had little effect on classification. The horizontal axis represents the morphing levels, or the proportion of happiness, of the other half face. The vertical axis represents the probability of observers classifying an image as a happy face. The data points were averaged across observers and test conditions. Error bar indicates one standard error. Fig. 4 . A comparison of the three experimental conditions. The horizontal axis represents the three experimental conditions. The vertical axis shows the averaged probability of a 'happiness' response in the four observers. The observers' performance in the two foveal viewing conditions is the same (one-tailed paired t-test, p = 0.9444 > a = .05), but is different from the peripheral viewing condition (onetailed paired t-test, p = 0.0110 < a = .05). Error bar indicates one standard error. Our results support the assumption that happy/sad classification is an analytic process, at least in the fovea. There is no significant difference in classification performance between the aligned and misaligned conditions, even though misaligned faces change the relative positions of facial features in the upper and lower face, and in turn change the spatial configuration of the face. Our result is different from results in studies of face recognition, which is considered to be a holistic process (Carey & Diamond, 1977; Chen et al., 2007; Yin, 1969) . We suggest that the visual system may use different computational rules to deal with different types of information, such as identity and expression, in a face (Calder & Young, 2005) .
The significant difference between the foveal and peripheral viewing conditions implies that there is more than one mechanism operating at different eccentricities. In our experiment, we controlled the impact of spatial frequency on classification of facial expressions (Livingstone, 2000) . The image size was scaled to equalize the sensitivity to a face in the foveal and peripheral viewing conditions. The shift of the decision boundaries can be explained by a change in sensitivity in the expression processors, rather than a difference in sensitivity to faces in general. Such a difference occurs in the covariance matrices of the happy-and sadface processors. In the periphery, the happy-face processor relies on the interaction between the upper and lower parts of a face. This computational complexity may account for the difficulty of recognizing happiness in the periphery.
Previous studies have also shown a difference in brain activation caused by emotional faces presented in the fovea and in the periphery. Those results showed that fearful faces presented in the periphery produce more BOLD signals in the amygdala than those presented in the fovea (Morris et al., 1996; Silvert et al., 2007; Vuilleumier, Armony, Driver, & Dolan, 2003; Winston, Vuilleumier, & Dolan, 2003) . A common explanation for this effect is that it is due to the different roles of the parvo-and magno-cellular pathways in carrying information about expressions. Our result is consistent with this notion. However, our result differs from Goren and Wilson's (2006) , which shows that the geometry change threshold for negative emotion is greater in the periphery than in the fovea. In their study the judgment was based on three negative emotions and one positive emotion, while in our experiment the judgment was based on one positive and one negative emotion. It is likely that observers had difficulty in discriminating among the three negative emotions in Goren and Wilson's task. Thus, their results may reflect a difficulty in discriminating facial features rather than in classification of positive versus negative emotions.
Our results also show a difference in the contribution of the upper face to the happy-and sad-face processors which may solve the inconsistency in the literature (i.e., Kontsevich & Tyler, 2004; Smith et al., 2005) . A happy upper face did not increase the judgment of happiness by much when the lower face was sad. However, a sad upper face dramatically decreased the probability of the expression being judged as happy, even when the lower face was happy. This effect was also reflected in the quadratic decision boundary. The decision boundary at high morphing levels of the upper face (i.e., happier) tended to be near the center of the stimulus space, while at lower face morphing levels (i.e., sadder) it tended to shift rightward. That is, much stronger happiness was required in the lower face for a happy-face processor to cancel the effect from a sad upper face. These results are consistent with the locations of the behavioral receptive fields revealed by the Bubbles method (Smith et al., 2005) . That is, while the lower face is informative in recognizing a happy expression, the upper face is necessary for recognition of a sad one. These regions have also been demonstrated to be perceptually necessary and sufficient to recognize happiness and sadness in facial expressions on video (Nusseck, Cunningham, Wallraven, & Bulthoff, 2008) and in reaction time (Calder et al., 2000) . The finding of Kontsevich and Tyler (2004) , the upper face contributes little to classification of facial expressions, may be due to the stimuli used. The weak expression around the Mona Lisa's eyes cannot produce enough effect to manifest itself in the classification task.
While our image manipulation, in which the upper and lower faces were combined using different morphing levels, was similar to that used in a composite face paradigm (Calder et al., 2000; Young et al., 1987) , our paradigm differed from the composite face paradigm in two important ways. First, the composite face paradigm measured reaction time while our paradigm measured classification behavior. It is unclear whether the same neural mechanism is tagged in the measurement of reaction time and classification performance. Hence, it may not be appropriate to make a direct comparison between our paradigm and the composite face paradigm. Second, in our experiment, the observers were instructed to make their decisions based on the information of a whole face, while in a typical composite face paradigm observers are instructed to attend to one half of a face. In other words, the observers are encouraged to use localized information, but their performance tends to be affected by the unattended half. Thus, it is suggested that the composite face effect can be considered as evidence of holistic processing (Young et al., 1987) for face recognition. In our paradigm, the observers were instructed to attend to the whole face. That is, we encouraged the observers to use global, or holistic information. In a sense, our paradigm was designed to amplify the interaction, if there is any, between facial features. Yet, the observers' performance in our paradigm showed that there is little interaction between upper and lower faces. Since our result was in the opposite direction from the bias of our instruction, it shows the robustness of our result.
In conclusion, the present study has revealed the tuning properties of the facial expression processor in happy/sad classification in the fovea and periphery. We showed that perception of facial expressions is an analytic process, at least in the fovea. There is no interaction between facial features in happy/sad classification in the fovea. In addition, our results suggest different mechanisms across eccentricities. The interaction between facial features becomes valuable in recognizing a happy face in the periphery.
where E is the eccentricity of the stimulus center, Th i is the size threshold at eccentricity i, Th 0 is the size threshold at the fovea, and E 2 is the cortical magnification factor. In the present study, we measured the size threshold at different eccentricities. Thus, we can estimate the cortical magnification factor with the size threshold and Eq. (A1). Three observers participated in the experiment (one female; two male). One was the author and the other two were naïve to the purpose of the experiment. The task of the observer was to determine whether the presented face was happy or sad. Observers were asked to fixate on the fixation point. Feedback was given according to the response in every trial.
The PSI (Kontsevich & Tyler, 1999 ) dynamic threshold seeking algorithm was used to measure size threshold at 86% correct response level at the five different eccentricities from 0°to 10°visual angle with 100-min step. These eccentricities were randomized in five threshold measurement runs. Each run contained 40 trials. In each trial, either a happy face (100% morphing level) or a sad face (0% morphing level) was presented at a pre-designated eccentricity for 200 ms. See Section 2 for detailed information on the images. The images were placed to the left of the fixation point. . At the fovea, the averaged minimum image size for an observer to correctly discriminate happiness from sadness is 17.9 min visual angle. The size threshold increased with eccentricity. From the fovea to 10°e ccentricity, the size threshold increased four to fivefold. This result was well fit by Eq. (A1). The mean cortical magnification factor, E 2 , is 2.12°visual angle. Hence, the size threshold at 6°eccen-tricity is 68.6 min visual angle. With this information, in the main experiment, we used an image size that was 1.5 times the size threshold at a designated eccentricity. These image sizes yielded at least 90% correct performance.
