Abstract. The nonadditive thermodynamic formalism is a generalization of the classical thermodynamic formalism, in which the topological pressure of a single function ϕ is replaced by the topological pressure of a sequence of functions Φ = (ϕn)n. The theory also includes a variational principle for the topological pressure, although with restrictive assumptions on Φ. Our main objective is to provide a new class of sequences, the so-called almost additive sequences, for which it is possible not only to establish a variational principle, but also to discuss the existence and uniqueness of equilibrium and Gibbs measures. In addition, we give several characterizations of the invariant Gibbs measures, also in terms of an averaging procedure over the periodic points.
Introduction
The nonadditive thermodynamic formalism developed in [1] is a generalization of the classical thermodynamic formalism, in which the topological pressure P (ϕ) of a single continuous function ϕ (with respect to a given dynamics on a compact metric space), is replaced by the topological pressure P (Φ) of a sequence of continuous functions Φ = (ϕ n ) n . The main motivation behind the nonadditive thermodynamic formalism was to allow certain applications to a more general class of invariant sets in the dimension theory of dynamical systems. Namely, it is well-known that the unique solution s of the so-called Bowen-Ruelle equation P (sϕ) = 0, where ϕ is a certain function associated to a given invariant set, is often related to the Hausdorff dimension of the set. Moreover, virtually all known equations used to compute or to estimate the dimension of invariant sets of a dynamical system are particular cases of the Bowen-Ruelle equation or of an appropriate generalization. However, in certain applications of dimension theory we are naturally led to consider sequences of functions Φ which may satisfy no additivity between its terms ϕ n . The nonadditive topological pressure allows us to consider these generalizations in a unified framework. In particular this allowed to establish in [1] sharp lower and upper dimension estimates for repellers and hyperbolic sets, including the case of nondifferentiable maps. This continues to justify the interest in the nonadditive thermodynamic formalism. We refer to the book [10] for a more detailed discussion.
The thermodynamic formalism developed in [1] includes a variational principle for the topological pressure, although with restrictive assumptions on the sequence Φ. In order to present this variational principle, which will allow us to describe the generalizations obtained in the present paper, we first recall the classical variational principle. Given a continuous function ϕ : X → R on a compact metric space X, the topological pressure of ϕ with respect to a given continuous map f on X satisfies the variational principle
where h µ (f ) is the Kolmogorov-Sinai entropy, and where the supremum is taken over all f -invariant Borel probability measures on X. In the case of the nonadditive topological pressure (we recall the definition in Section 3.1), the following statement was established in [1] . Consider a sequence of continuous functions ϕ n : X → R, and assume that there exists a continuous function ϕ : X → R such that
We also assume that Φ satisfies a nonadditive version of what can be called tempered variation. Namely, we assume that Then the topological pressure of the sequence Φ = (ϕ n ) n with respect to the map f satisfies the variational principle
again with the supremum taken over all f -invariant Borel probability measures on X. Notice that in the additive case, i.e., when ϕ n = n−1 k=0 ϕ • f k for some continuous function ϕ and every n, we have ϕ n+1 − ϕ n • f = ϕ for every n. Thus, the classical variational principle in (1) is a particular case of the variational principle in (4) (one can easily verify from the definitions that in this case the two pressures coincide, i.e., that P (Φ) = P (ϕ); see also Section 3.1).
It must be emphasized that the hypothesis in (2) is a considerable restriction. We note that this was already realized in [1] , and in fact the hypothesis is used nowhere else in that paper other than in the variational principle. In particular, the applications to dimension theory given in [1] do not use this hypothesis. On the other hand, the restriction in (2) caused that until now there was no discussion of equilibrium and Gibbs measures in the context of the nonadditive thermodynamic formalism. But it is well-known that equilibrium and Gibbs measures play a prominent role in the dimension theory and in the multifractal analysis of dynamical systems. For example, these provide natural measures that sit on the invariant sets under consideration, carrying at the same time some "dynamical" information (we note that both equilibrium and Gibbs measures depend on the dynamics). They can be for example measures of full Hausdorff dimension or full topological entropy.
It is often possible to develop those theories without a variational principle for the topological pressure, and thus without equilibrium and Gibbs measures, but the corresponding proofs (without using such measures) tend to be much more technical, which may overshadow the main ideas behind the arguments. Clearly, from the points of view of dimension theory and of multifractal analysis, it would be desirable to be able to continue using equilibrium and Gibbs measures even when the classical thermodynamical formalism cannot be used. Overall this justifies the interest in looking for more general classes of sequences of functions for which it is possible to establish a corresponding variational principle, and to initiate the study of the associated equilibrium and Gibbs measures.
Our main objective is precisely to provide a new class of sequences, the socalled almost additive sequences, for which it is possible not only to establish a variational principle, but also to discuss the existence and uniqueness of equilibrium and Gibbs measures. We recall that a sequence Φ = (ϕ n ) n is called almost additive if there is a constant C > 0 such that for every n, m ∈ N we have
. Clearly, any additive sequence ϕ n = n−1 k=0 ϕ • f k is almost additive. See Section 5 for nontrivial examples of almost additive sequences, related to the study of Lyapunov exponents of nonconformal transformations. In this paper we consider repellers and hyperbolic sets of C 1 transformations, and for an almost additive sequence of continuous functions Φ we establish the following results (see Sections 4 and 6 respectively for the cases of repellers and of hyperbolic sets, further generalizations are also given in Section 6).
Formula for the topological pressure. We obtain an explicit formula for the topological pressure of an almost additive sequence Φ with tempered variation, namely
This formula has the advantage of being a limit. The original definition of P (Φ) (see Section 3.1) is given in terms of a Carathédory dimension characteristic, and although this is convenient from the point of view of unification of the theory (see [10] for details), it sometimes causes the arguments to be more complicated. We note that for sequences that are not almost additive the topological pressure P (Φ) in general does not coincide with the righthand side of (5) even when we replace the limit by a lim inf or a lim sup.
Variational principle and existence of equilibrium measures. We obtain the variational principle in (4) now for the topological pressure of an almost additive sequence Φ with tempered variation. In addition, we show that there always exist measures at which the supremum in (4) is attained (we note that this problem was not considered in [1] ). It seems appropriate to call these measures equilibrium measures for Φ.
Uniqueness of equilibrium and invariant Gibbs measures. We establish the uniqueness of equilibrium measures for an almost additive sequence Φ with bounded variation (we say that Φ has bounded variation if there exists ε > 0 for which sup n∈N γ n (Φ, ε) < ∞, with γ n (Φ, ε) as in (3)). We also consider the notion of Gibbs measure, by mimicking the corresponding notion in the classical thermodynamic formalism, and we establish the uniqueness of invariant Gibbs measures for an almost additive sequence Φ with bounded variation. We also show that the unique equilibrium and Gibbs measures for a sequence Φ coincide and are mixing.
Characterizations of unique equilibrium measures. We give a characterization of the above unique equilibrium and invariant Gibbs measures as a limit of an average over the periodic points: namely, we show that for an almost additive sequence Φ with bounded variation the unique equilibrium measure is the weak limit of the sequence
as n → ∞, where δ x is the delta measure on x. We also show that the unique equilibrium measure can be obtained as a weak limit of other sequences of measures, obtained from the symbolic dynamics.
We note that each of the above results includes as a particular case the corresponding result of the classical thermodynamic formalism (for example, it is well known that the unique equilibrium measure of a sufficiently regular continuous function ϕ coincides with the weak limit of the sequence in (6) when we replace ϕ n by n−1 k=0 ϕ • f k for each n). For the purpose of clarity, the proofs are first given in the case of repellers. We then explain how the proofs of the corresponding results for hyperbolic sets and for more general types of dynamics (namely, for continuous expansive transformations) can be obtained from the proofs for repellers, by essentially modifying the arguments in a simple manner.
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Repellers and Markov partitions
We briefly recall here the notion of repeller and of Markov partition. Let f : M → M be a C 1 map, and let Λ ⊂ M be a compact f -invariant set (f −1 Λ = Λ). We say that f is expanding on Λ, and that Λ is a repeller of f if there exist constants c > 0 and β > 1 such that
In addition, we always assume in this paper that there is an open set U ⊃ Λ such that Λ = n∈N f n U , and that f is topologically mixing on Λ. We recall that a collection of closed sets R 1 , . . ., R p ⊂ Λ is called a Markov partition of the repeller Λ if:
We note that the interior of each set R i is computed with respect to the induced topology on Λ. It is well known that any repeller possesses Markov partitions with arbitrarily small diameter (see [11] ). Given a Markov partition R 1 , . . . , R p of Λ, we define a p × p matrix A = (τ ij ) with entries
and we consider the corresponding topological Markov chain σ :
We denote by Σ A,n the set of n-tuples (i 1 · · · i n ) for which there is a sequence
we define
and setting
we obtain a coding map χ : Σ A → Λ for the repeller. Given a continuous function ϕ : Λ → R we define the (classical) topological pressure of ϕ (with respect to f on Λ) by
One can easily verify that the limit exists (by showing that the first sum defines a submultiplicative sequence). Furthermore, the limit is independent of the particular Markov partition used to define it (see [10, 13] for details).
Topological pressure for almost additive sequences
Let Λ be a repeller of a C 1 map, and let ∆ i 1 ···in be the sets in (8) obtained from a given Markov partition. We show in this section that for an almost additive sequence of functions Φ = (ϕ n ) n (we recall the definition in Section 3.2), the nonadditive topological pressure P (Φ) introduced in [1] , by means of a Carathéodory construction, is given by the formula
(in particular, the limit exists and is independent of the Markov partition). This is clearly a generalization of the formula in (9) for the classical topological pressure. A more general statement is formulated in Theorem 1 below. We note that for an arbitrary sequence of functions Φ in general the nonadditive topological pressure does not coincide with the right-hand side of (10) (in particular, in general the limit in (10) does not exist, and P (Φ) may not even coincide with the right-hand side of (10) when the limit is replaced by a lim sup or a lim inf). See [1] for details.
3.1. Nonadditive topological pressure. We first recall the general concept of nonadditive topological pressure. Let U be a finite open cover of the repeller Λ (with respect to the induced topology on Λ). Given n ∈ N, we denote by W n (U) the collection of n-tuples U = (U 1 · · · U n ) with U 1 , . . ., U n ∈ U. Consider now a continuous map f : Λ → Λ. For each U ∈ W n (U) we write m(U ) = n, and we define the open set
We say that a collection Γ ⊂ n∈N W n (U) covers the set Λ if U ∈Γ Λ(U ) ⊃ Λ. Let now Φ = (ϕ n ) n be a sequence of continuous functions ϕ n : Λ → R. We define the number
We assume that
We observe that this assumption is always satisfied when Φ is an additive sequence (this is an immediate consequence of the uniform continuity of any continuous function on Λ). For each n-tuple U ∈ W n (U) we write ϕ(U ) = sup Λ(U ) ϕ n when Λ(U ) = ∅, and ϕ(U ) = −∞ otherwise. We also define
where the infimum is taken over all collections Γ ⊂ k≥n W k (U) covering Λ. One can show that the quantity in (14) jumps from +∞ to 0 at a unique value of α, and thus we can define
Moreover, the limit
exists (see [1] for details). The number P (Φ) is called the nonadditive topological pressure of the sequence of functions Φ (with respect to f on Λ). For simplicity, when there is no danger of confusion, we simply refer to P (Φ) as the topological pressure of Φ (with respect to f on Λ). One can easily verify that if Φ is the (additive) sequence of functions ϕ n = n−1 k=0 ϕ • f k , for a given continuous function ϕ : Λ → R, then P (Φ) coincides with the classical topological pressure P (ϕ) of the function ϕ (see (9) ).
For each n ∈ N we define
where the infimum is taken over all collections Γ ⊂ W n (U) covering Λ. The following statement is a simple combination of Theorem 1.6 and Proposition 1.10 in [1] .
Assume that the sequence of continuous functions Φ = (ϕ n ) n is subadditive, i.e., that it satisfies
and that (ϕ n − ϕ n+1 ) n is uniformly bounded from above. If U is a finite open cover of Λ, then
In particular, the right-hand side of (16) is independent of the cover U.
3.2.
Almost additive sequences and topological pressure. We now introduce the class of sequences considered in this paper. We say that the sequence of functions Φ = (ϕ n ) n is almost additive (with respect to f on Λ) if there exists a constant C > 0 such that for every n, m ∈ N and x ∈ Λ we have
Clearly, any additive sequence of functions ϕ n = n−1
Nontrivial examples of almost additive sequences, related to the study of Lyapunov exponents of nonconformal transformations, are given in Section 5. Let now Λ be a repeller of f , and let ∆ i 1 ···in be the sets in (8) obtained from a given Markov partition. We write
Note that γ n (Φ) coincides with γ n (Φ, U) in (12) for the open cover U of Λ formed by the elements R 1 , . . . , R p of the Markov partition. We say that Φ has tempered variation if γ n (Φ)/n → 0 as n → ∞. Clearly, any sequence with tempered variation satisfies (13) .
The following result provides a formula for the topological pressure of an almost additive sequence with tempered variation. Theorem 1. Let Λ be a repeller of a C 1 map, and let Φ = (ϕ n ) n be an almost additive sequence of continuous functions on Λ with tempered variation. Then
for any points
Proof. Since Φ = (ϕ n ) n is almost additive, the sequence of functions Ψ = (ψ n ) n defined by ψ n = ϕ n + C is subadditive, i.e., it satisfies (15). We now consider the open cover of Λ formed by the rectangles R 1 , . . ., R p of the Markov partition used to define the sets ∆ i 1 ···in (we note that this is a partition by open sets with respect to the induced topology on Λ). In this case we have
where the sum is taken over all n-tuples (i 1 · · · i n ) ∈ Σ A,n . Alternatively we can make the convention that max x∈∆ i 1 ···in ϕ n (x) = −∞ when ∆ i 1 ···in = ∅. In addition, again since Φ is almost additive, we have
and the continuity of ϕ 1 on the compact set Λ ensures that the sequence (ψ n −ψ n+1 ) n = (ϕ n −ϕ n+1 ) n is uniformly bounded from above. Furthermore, since Φ has tempered variation, the same happens with Ψ, and thus the sequence Ψ satisfies (13) . It now follows immediately from Proposition 1 that
The tempered variation property of Ψ ensures that there exists a positive sequence (ρ n ) n decreasing to zero such that
and hence, by (19),
It also follows from (19) that lim sup
Combining the two inequalities we find that
and since P (Ψ) = P (Φ) + C we readily obtain (18). This completes the proof of the theorem.
We note that the identity in (18) ensures not only that the nonadditive topological pressure is a limit (in the case of almost additive sequences), but also that this limit is independent of the particular Markov partition used to define it.
We have also the following alternative characterization of the topological pressure. This characterization has the advantage of not requiring the symbolic dynamics. Let Fix(f ) = {x ∈ Λ : f x = x} be the set of fixed points of f on Λ Theorem 2. Let Λ be a repeller of a C 1 map, and let Φ = (ϕ n ) n be an almost additive sequence of continuous functions on Λ with tempered variation. Then
Proof. Since
Hence, by (18) and the tempered variation property of Φ we obtain lim inf
Furthermore,
Again by (18) and the tempered variation property we obtain lim sup
This completes the proof.
Main results: the case of repellers
We formulate our main results in this section. We first establish a variational principle for the topological pressure. We then introduce, in the context of the nonadditive thermodynamic formalism, the notions of equilibrium measure and of Gibbs measure, and we study the existence and uniqueness of these measures. We also present several characterizations of the unique equilibrium measures.
4.1.
Variational principle for the topological pressure. We shall denote by M the family of f -invariant Borel probability measures on Λ. Given a measure µ ∈ M, we denote by h µ (f ) the entropy of f with respect to µ. In the present situation the entropy can be obtained in the following manner. We consider the partition ξ n = {∆ i 1 ···in : (i 1 · · · i n ) ∈ Σ A,n } of the repeller Λ, and we set
We first obtain a variational principle for the topological pressure.
Theorem 3. Let Λ be a repeller of a C 1 map f , and let Φ = (ϕ n ) n be an almost additive sequence of continuous functions on Λ with tempered variation. Then
including the existence in L 1 (Λ, µ) of the first limit, and the existence of the second limit.
Theorem 3 and the remaining results in this section are proved in Section 7.
Equilibrium and Gibbs measures: existence and uniqueness.
In an analogous manner to that in the classical theory, we say that µ ∈ M is an equilibrium measure for the almost additive sequence Φ (with respect to f on Λ) if it attains any of the maxima in (22) (and thus both maxima), i.e., if
The existence of equilibrium measures is an immediate consequence of Theorem 3.
Theorem 4. Let Λ be a repeller of a C 1 map. Then any almost additive sequence of continuous functions on Λ with tempered variation has at least one equilibrium measure.
We also say that a Borel probability measure µ on Λ (which need not be f -invariant) is a Gibbs measure for the sequence Φ (with respect to f on Λ) if there exists a constant K > 0 such that for every n ∈ N, (i 1 · · · i n ) ∈ Σ A,n , and x ∈ ∆ i 1 ···in we have
We can easily verify that, as in the classical theory, invariant Gibbs measures are always equilibrium measures. For this we first note that if µ is an finvariant Gibbs measure, then
for µ-almost every x ∈ Λ (by Theorem 3 the second limit in (23) exists in L 1 (Λ, µ), and thus in particular it exists for µ-almost every x ∈ Λ). By the Shannon-McMillan-Breiman theorem we obtain
and hence µ is an equilibrium measure. For the following result and those in Section 4.3 we also need to consider the stronger notion of bounded variation. We say that the sequence of functions Φ = (ϕ n ) n has bounded variation if sup n∈N γ n (Φ) < ∞ (see (17) for the definition of γ n (Φ)). For example, if Φ is the additive sequence ϕ n = n−1 k=0 ϕ • f k with ϕ Hölder continuous on a given repeller, then one can easily verify that Φ has bounded variation. Of course that bounded variation implies tempered variation.
We now show that for almost additive sequences with bounded variation there exists a unique equilibrium measure, and that this is a Gibbs measure.
Theorem 5. Let Λ be a repeller of a C 1 map, and let Φ be an almost additive sequence of continuous functions on Λ with bounded variation. Then:
1. there is a unique equilibrium measure for Φ; 2. there is a unique invariant Gibbs measure for Φ; 3. the two measures coincide and are mixing.
In particular, the unique equilibrium measure for an almost additive sequence with bounded variation is always a Gibbs measure.
4.3.
Characterizations of unique equilibrium measures. The unique measure in Theorem 5 can be characterized as follows. We denote by δ x the probability measure with δ x ({x}) = 1.
Theorem 6. Let Λ be a repeller of a C 1 map, and let Φ = (ϕ n ) n be an almost additive sequence of continuous functions on Λ with bounded variation. Then the unique equilibrium measure for Φ is the weak limit of the sequence of invariant probability measures
We now present other characterization of the unique equilibrium measures. Given a sequence of continuous functions Φ = (ϕ n ) n on Λ with bounded variation, we set
with the convention that a i 1 ···in = 0 if ∆ i 1 ···in = ∅. We also set
We define a probability measure ν n on the algebra generated by the sets ∆ i 1 ···in by setting ν n (∆ i 1 ···in ) = a i 1 ···in /α n (27) for each (i 1 · · · i n ) ∈ Σ A,n , and we extend it arbitrarily to the Borel σ-algebra of Λ. Since Λ is compact, the family of Borel probability measures on Λ is also compact in the weak topology, and hence, there exists a subsequence (ν n k ) k converging to some probability measure ν in the weak topology. We emphasize that a priori the accumulation point ν may not be unique. We denote the collection of all accumulation points of the sequence (ν n ) n by M(Φ).
Theorem 7. Let Λ be a repeller of a C 1 map, and let Φ be an almost additive sequence of continuous functions on Λ with bounded variation. Then each measure in M(Φ) is an ergodic Gibbs measure for Φ.
We note that a priori the set M(Φ) ∩ M could be empty. It follows from Theorem 7 and the definition of Gibbs measure that any two measures in M(Φ) must be equivalent. Since ergodic measures are mutually singular and M(Φ) = ∅, Theorem 7 shows that there exists at most one invariant measure in M(Φ). In view of Theorem 5 we thus obtain the following characterization of the unique invariant Gibbs measure.
Theorem 8. Let Λ be a repeller of a C 1 map, and let Φ be an almost additive sequence of continuous functions on Λ with bounded variation. Then the unique invariant Gibbs measure for Φ is the unique invariant measure in M(Φ).
In particular, there exists one and only one invariant accumulation point of the sequence (ν n ) n .
When Φ is an almost additive sequence of continuous functions on Λ with tempered variation (but not necessarily with bounded variation), we can show that there exist an ergodic probability measure ν on Λ, a constant K > 0, and a positive sequence (ρ n ) n decreasing to 0, such that for every n ∈ N, (i 1 · · · i n ) ∈ Σ A,n , and x ∈ ∆ i 1 ···in we have
We emphasize that the measure ν need not be invariant. Furthermore, in general it is not possible to obtain an invariant measure with an averaging procedure, due to the extra small exponentials in (28). This seems to make the measure ν in (28) less interesting. However, it is still reasonable to call it a "weak" Gibbs measure for Φ.
Application to nonconformal repellers and Lyapunov exponents
We now describe a class of examples considered in [3] to which one can apply the results in the former section. This amounts to verify that the sequences under consideration are almost additive and have bounded distortion. The examples are related to the study of Lyapunov exponents of nonconformal transformations. For simplicity of the exposition we mostly consider transformations in the plane.
5.1.
Cone conditions and bounded distortion. Given γ < 1, we define the cone
Let now f : R 2 → R 2 be a differentiable map. We say that f satisfies a cone condition on the set Λ ⊂ R 2 if there exists γ < 1 such that for every x ∈ Λ and v 1 , v 2 ∈ C with v 1 = v 2 we have
A particular example is the following. Assume that for each x ∈ Λ the derivative d x f is represented by a positive 2 × 2 matrix, i.e., a matrix with positive entries. Then the first quadrant Q is invariant under these transformations, i.e., (d x f )Q ⊂ Q for each x ∈ Λ. Denoting by S the rotation by an angle of π/4, the transformation S −1 • f • S satisfies the cone condition in (29) with γ = 1. This example is related to work in [7] (see also [6] ). We now consider certain sequences of functions obtained from the singular values of a 2 × 2 matrix A, namely (with the 2-norm in R 2 ). We define sequences of functions Φ i = (ϕ i,n ) n , i = 1, 2 by
Clearly each function ϕ i,n is continuous. These sequences are related to the Lyapunov exponents of the map f (see Section 5.2). We first present a criterium for almost additivity.
Proposition 2 ([3]
). Let Λ be a repeller of a C 1 map f : R 2 → R 2 . If f satisfies a cone condition on Λ, then Φ i is almost additive for i = 1, 2.
Let now f : M → M be a C 1 map (not necessarily in R 2 ). Consider a number δ > 0 such that for every x ∈ Λ the map f is invertible on the ball B(x, δ) (simply take a Lebesgue number of a cover by balls with the property that f is invertible on each of them). For each x ∈ Λ and n ∈ N we define
We always assume that the diameter of the Markov partition used to define the sets ∆ i 1 ···in in (8) is at most δ/2 (we recall that any repeller possesses Markov partitions of arbitrarily small diameter). This ensures that
We say that f has bounded distortion on Λ if for some δ > 0,
Note that if this holds for some δ then it also holds for any smaller δ. We now give a condition for bounded distortion in the case of C 1+α transformations. Given α > 0, we say that f is α-bunched on Λ if
for every x ∈ Λ (this notion was introduced in [1] in the context of dimension theory of nonconformal transformations). The following statement is an immediate consequence of the proof of Theorem 4 in [2] .
Proposition 3. Let Λ be a repeller of the C 1+α map f : M → M which is α-bunched on Λ. Then f has bounded distortion on Λ.
We now consider the sequences Φ i introduced in (30) and we present a criterium for bounded variation.
Proposition 4 (see [3] ). Let Λ be a repeller of the
If f has bounded distortion on Λ, then Φ i has bounded variation for i = 1, 2.
Variational principle and Gibbs measures.
It follows from Propositions 2 and 4 that if the map f : R 2 → R 2 satisfies a cone condition on Λ and has bounded distortion on Λ, then Φ i is an almost additive sequence with bounded variation for i = 1, 2. This allows us to apply the results in Section 4 to the study of Lyapunov exponents.
We first recall some basic notions from the abstract theory of Lyapunov exponents. Given a differentiable transformation f : M → M (which is not necessarily invertible), for each x ∈ M and v ∈ T x M we define the Lyapunov exponent of (x, v) by
with the convention that log 0 = −∞. It follows from the abstract theory of Lyapunov exponents (see [4] for full details) that for each x ∈ M there exist a positive integer s(x) ≤ dim M , numbers χ 1 (x) > · · · > χ s(x) (x), and linear spaces
such that for i = 1, . . ., s(x) we have
and χ(x, v) = χ i (x) whenever v ∈ E i (x)\E i+1 (x). It follows from Oseledets' multiplicative ergodic theorem (see for example [4] ), or more precisely from its version for noninvertible transformations, that for each finite f -invariant measure on M there is a set X ⊂ M of full measure such that if x ∈ X then
for every v ∈ E i (x) \ E i+1 (x) and i = 1, . . ., s(x), with uniform convergence in v on each subspace F ⊂ E i (x) such that F ∩ E i+1 (x) = {0} (in particular, the lim sup in (31) is now a limit). When M = R 2 , for each x ∈ R 2 either s(x) = 1, and we set λ 1 (x) = χ 1 (x) and λ 2 (x) = χ 1 (x), or s(x) = 2, and we set λ 1 (x) = χ 1 (x) and λ 2 (x) = χ 2 (x). The numbers λ 1 (x) and λ 2 (x) are the values of the Lyapunov exponent counted with multiplicities. It follows again from Oseledets' multiplicative ergodic theorem that for each finite f -invariant measure on R 2 there is a set X ⊂ R 2 of full measure such that if x ∈ X then
for i = 1, 2 (see (30)). Combining these observations with the criteria presented in Propositions 2 and 4, we readily obtain the following statement by applying the results in Section 4.
Theorem 9. Let Λ be a repeller of a C 1 map f : R 2 → R 2 . If f satisfies a cone condition on Λ, and f has bounded distortion on Λ, then for i = 1, 2 the following properties hold: 1. the topological pressure satisfies the variational principle
2. there is a measure µ i ∈ M which is the unique equilibrium measure for Φ i and the unique invariant Gibbs measure for Φ i ; 3. there is a constant K > 0 such that for every n ∈ N, (i 1 · · · i n ) ∈ Σ A,n , and x ∈ ∆ i 1 ···in we have
4. the measure µ i is mixing, and
6. Hyperbolic sets and further generalizations 6.1. Hyperbolic sets. Let now f : M → M be a diffeomorphism, and let Λ ⊂ M be a compact f -invariant set. We recall that such a set Λ is called a hyperbolic set for f if for every point x ∈ Λ there exists a decomposition of the tangent space
and there exist constants λ ∈ (0, 1) and c > 0 such that
for every x ∈ Λ and n ∈ N. Given ε > 0, for each x ∈ M the local stable and unstable manifolds of size ε are given by
where d is the distance on M , and B(x, ε) ⊂ M is the open ball of radius ε centered at x. We briefly recall the notion of Markov partition for a hyperbolic set. A collection of closed sets R 1 , . . ., R p ⊂ Λ is called a Markov partition of Λ if:
We note that the interior of each set R i is computed with respect to the induced topology on Λ. Any hyperbolic set possesses Markov partitions with arbitrarily small diameter (see for example [5] ). In addition, we always assume in this paper that there is an open set U ⊃ Λ such that Λ = n∈Z f n U , and that f is topologically mixing on Λ.
Given a Markov partition R 1 , . . . , R p of a hyperbolic set Λ, we define as in the case of repellers a p × p matrix A = (τ ij ) with entries given by (7), and we consider the corresponding two-sided topological Markov chain now defined by the shift map on the set
We continue to denote by Σ A,n the set of n-tuples (i 1 · · · i n ) for which there is a sequence (· · · j 0 j 1 j 2 · · · ) ∈ Σ A such that i = j for = 1, . . ., n. For each (i 1 · · · i n ) ∈ Σ A,n we consider again the sets ∆ i 1 ···in defined by (8) .
Using the same notations, and repeating the arguments in the proofs of Theorems 1 and 2 we obtain the following statement, thus providing formulas for the topological pressure of a nonadditive sequence.
Theorem 10. Let Λ be a hyperbolic set of a C 1 map, and let Φ be an almost additive sequence of continuous functions on Λ with tempered variation. Then the identities (18) and (20) hold, for any points x i 1 ···in ∈ ∆ i 1 ···in for each (i 1 · · · i n ) ∈ Σ A,n and n ∈ N.
Using these formulas and proceeding in a similar manner to that in the proofs of the results in Section 4 (see Section 7), although with straightforward modifications, we obtain the following statements (and thus their proofs will be omitted).
Theorem 11. Let Λ be a hyperbolic set of a C 1 map f , and let Φ be an almost additive sequence of continuous functions on Λ with tempered variation. Then (22) holds, including the existence in L 1 (Λ, µ) of the first limit, and the existence of the second limit.
Theorem 12. Let Λ be a hyperbolic set of a C 1 map, and let Φ be an almost additive sequence of continuous functions on Λ with bounded variation. Then:
1. there is a unique equilibrium measure for Φ; 2. there is a unique invariant Gibbs measure for Φ; 3. the two measures are equal, are mixing, and coincide with the weak limit of the sequence of invariant probability measures µ n in (24).
Further generalizations.
We now describe how some of the former results can be generalized to more general classes of maps. We first present a variational principle for the topological pressure.
Theorem 13. Let f be a continuous map on the compact metric space Λ, and let Φ be an almost additive sequence of continuous functions on Λ satisfying (13). Then
We now formulate a criterion for the existence of equilibrium measures.
Theorem 14. Let f be a continuous map on a compact metric space Λ such that the entropy map M ∈ µ → h µ (f ) is upper semi-continuous, and let Φ be an almost additive sequence of continuous functions on Λ satisfying (13).
Then there exists an equilibrium measure for Φ.
For example, if f is an expansive continuous map on Λ, then the entropy map is upper semi-continuous, and hence there exist equilibrium measures for any almost additive sequence. We recall that f is called expansive if there exists δ > 0 such that if d(f n x, f n y) < δ for every n ∈ N then x = y (when f is invertible we replace N by Z in this condition). For example, when f is a one-sided or a two-sided topologically mixing topological Markov chain, and thus in particular when f is the restriction to a repeller or to a hyperbolic set, the entropy is upper semi-continuous (although the associated coding maps need not be invertible, they are always finite-to-one, and thus the entropy never changes with the coding). Incidentally, it should be noted that all these transformations satisfy specification (see for example Section 13.8 in [8] for the definition and for some basic properties). On the other hand, we observe that one can exhibit plenty transformations not satisfying specification for which the entropy map is still upper semi-continuous. For example, all β-shifts are expansive, and thus the entropy is upper semi-continuous (see [9] for details), but for β in a residual set of full Lebesgue measure (although the complement has full Hausdorff dimension) the corresponding β-shift does not satisfy specification (see [12] ).
We can also establish a criterion for the uniqueness of equilibrium measures, in the case of an expansive continuous map with the specification property provided that the condition (13) is replaced by the stronger assumption that sup n∈N γ n (Φ, U) < ∞ for some finite open cover U of the compact metric space Λ. The proof is a simple modification of the proof of the corresponding statement in the classical additive case, although the full argument is long and technical (in particular it involves establishing a volume lemma for the equilibrium measures of an almost additive sequence). Thus we refrain ourselves from including the detailed argument.
Proofs of the results in Sections 4 and 6
Proof of Theorem 3. Since the sequence ϕ n + C is subadditive, it follows from Kingman's subadditive ergodic theorem that for any measure µ ∈ M the limit ψ(x) := lim n→∞ (ϕ n (x)/n) exists for µ-almost every x ∈ Λ. Furthermore,
Thus, |ϕ n /n| ≤ C + ϕ 1 ∞ , and by Lebesgue's dominated convergence theorem ϕ n /n → ψ in L 1 (Λ, µ) as n → ∞, and we have
In particular, the two limits in (22) exist as stated. We now proceed with the proof of the identities in (22). Given numbers a 1 , . . ., a k and p 1 , . . ., p k ≥ 0 satisfying
(see for example [13, Lemma 9.9] ). Thus, it follows from the definition of α n in (26) that for each measure µ ∈ M we have
and hence (see (25)), log α n ≥ H µ (ξ n ) + Λ ϕ n dµ. Dividing by n, and taking the limit as n → ∞ it follows from (21), (26), and Theorem 1 that
We now establish the reverse inequality. We use analogous arguments to those in the proof of Theorem 1.7 in [1] . In its turn, this proof was inspired in arguments in [5] in the classical case.
Given x ∈ Λ and n ∈ N, we define a probability measure on Λ by
where δ y is the probability measure with δ y ({y}) = 1. Let now V (x) be the set of weak sublimits of the sequence (µ x,n ) n . Clearly V (x) ⊂ M and V (x) = ∅ for every x ∈ Λ (by the Krylov-Bogoliubov theorem). We note that by considering an ergodic decomposition it is sufficient to consider the ergodic measures in each V (x). Take now x ∈ Λ and δ > 0. If µ ∈ V (x) is ergodic, then for each n ∈ N there exists an increasing sequence of positive integers
Since the sequence Φ is almost additive, for each n ∈ N we have
Thus,
Choosing n with C/n < δ such that the last absolute value is less than δ, we conclude that there exists a sequence n k of positive integers such that
We now proceed as in the proof of Theorem 1.7 in [1] . Let E be a finite set. Choose k ∈ N and take a = (a 1 , . . . , a k ) ∈ E k . We define a measure µ a on E by µ a (e) = 1 k card {j : a j = e} for each e ∈ E, and we set
Using (34), a slight modification of the proof of Lemma 2.15 in [5] shows that there exist n ∈ N arbitrarily large and m ∈ N for which one can find a set ∆ i 1 ···i N containing x such that:
Fix now δ > 0. For each m ∈ N we denote by Λ m the set of points x ∈ Λ such that the above properties 1 and 2 hold for some measure µ ∈ V (x). Given a real number u, we denote by Λ m,u the set of points x ∈ Λ m associated with some measure µ ∈ V (x) satisfying the properties 1 and 2, such that γ ∈ [u − δ, u + δ]. We also denote by b N the number of N -tuples satisfying 1 and 2 for some point x ∈ Λ m,u . By property 1 we have
Then Lemma 2.16 in [5] shows that for all sufficiently large N ,
Notice that for each l ∈ N, the tuples (i 1 · · · i N ) satisfying the properties 1 and 2 for some x ∈ Λ m,u and some N ≥ l cover the set Λ m,u . We now consider a slight generalization of (14) when the open cover U = {R 1 , . . . , R p } is obtained from the given Markov partition. Namely, for each Z ⊂ X we set
where the infimum is taken over all collections Γ ⊂ k≥n W k (U) such that
It follows from the former discussion that
since Φ has tempered variation we obtain
Therefore M (Λ m,u , α) = 0 whenever α > c+5δ, and hence P Λm,u (Φ) ≤ c+5δ.
We now select points u 1 , . . . , u r such that for each number u with |u| ≤ γ there exists 1 ≤ j ≤ r with |u − u j | < δ. Then
and it follows from the properties of the nonadditive topological pressure (see Theorem 1.4 in [1] ) that
Since δ is arbitrary we conclude that
This establishes the identities in (22) with each maximum replaced by a supremum. We now show that the supremum is always attained. For this observe that since the sequence of functions ϕ n +C is subadditive, the same happens with the sequence Λ (ϕ n + C) dµ, and thus
Similarly, the sequence Λ (ϕ n − C) dµ is supadditive and thus
If µ m is a sequence of measures converging to µ, then
for every m, n ∈ N, and letting m → ∞ and then n → ∞ we find that
The desired statement follows now readily from the continuity in (36) and from the upper semicontinuity of the entropy map µ → h µ (f ). This completes the proof of the theorem.
Note that since f is topologically mixing on Λ, there exists k ∈ N such that A k has only positive entries. This ensures that given sequences (i 1 · · · i n ) ∈ Σ A,n and (
Lemma 1. Let Λ be a repeller of a C 1 map, and let Φ be an almost additive sequence of continuous functions on Λ with bounded variation. Any measure ν ∈ M(Φ) is a Gibbs measure.
Proof. Take n ∈ N and l > n + k. Since the sequence Φ is almost additive we have a i 1 ···inj 1 ···j l−n ≤ e C a i 1 ···in a j 1 ···j l−n , and thus,
In particular
On the other hand, for each (
Hence, for each x ∈ ∆ i 1 ···inm 1 ···m k j 1 ···j l−k we have
If the point x also satisfies the identity e ϕ l−k (f n+k x) = a j 1 ···j l−k , then it follows from (39) that
. Using (38) we obtain
where C 2 > 0 is some universal constant. In particular,
We note that by (38) the sequence e C α n is submultiplicative, and hence
Recall that (see (18))
and by (42) we obtain exp[nP (Φ)] ≤ e C α n . Similarly, by (41) we obtain
and thus exp[nP (Φ)] ≥ C 2 α n . We conclude that for every n ∈ N,
Since ν l is a measure on the algebra generated by the sets ∆ i 1 ···i l we have
By (37), (41), and (43), using the almost additivity and the bounded variation of Φ we obtain
for every y ∈ ∆ i 1 ···in , where C 3 , C 4 > 0 are universal constants. Analogously, by (40), (38), and (43) we obtain
(45) for every y ∈ ∆ i 1 ···in , where C 5 , C 6 > 0 are universal constants. We now consider a sequence ν n k converging to ν as k → ∞. Replacing l by n k in (44) and (45), and letting k → ∞, we obtain
for every y ∈ ∆ i 1 ···in . Thus ν is a Gibbs measure.
Lemma 2. Let Λ be a repeller of a C 1 map, and let Φ be an almost additive sequence of continuous functions on Λ with bounded variation. Any Gibbs measure for Φ is ergodic.
Proof. Let ν be a Gibbs measure for Φ. Given sets ∆ i 1 ···in and ∆ j 1 ···j l , for each m > n + 2k we have
Using similar arguments to those in the proof of Lemma 1, we obtain
where C 7 , C 8 , C 9 , C 10 > 0 are universal constants. Since each Borel set can be arbitrarily approximated in measure by a disjoint union of sets ∆ i 1 ···in , possibly not all with the same n, standard arguments of measure theory show that lim inf
for any Borel sets A, B ⊂ Λ. Taking now B = Λ \ A with A f -invariant, we find that either ν(A) = 0 or ν(A) = 1, and ν is ergodic.
Proof of Theorem 7. The statement in the theorem follows readily from the combination of Lemmas 1 and 2.
Proof of Theorem 5. Let ν be a Gibbs measure for Φ (by Lemma 1 it always exists), and consider the sequence (
Since f is continuous on Λ, any limit point µ of this sequence in the weak topology is an f -invariant probability measure on Λ. Furthermore, using similar arguments to those in Lemma 1 we obtain
for some universal constants c 1 , c 2 , c 3 , and c 4 > 0. Analogously,
for some universal constants c 5 , c 6 , c 7 , and c 8 > 0. Therefore,
and hence also
for every n ∈ N and (i 1 · · · i n ) ∈ Σ A,n . Clearly, by (46), µ is a Gibbs measure for Φ. By Lemma 2 the measure ν is ergodic, and thus, by (46), µ is also ergodic. The uniqueness of µ follows from its ergodicity together with the fact that by the Gibbs property any two such measures must be equivalent. Let now ν ∈ M be an equilibrium measure for Φ, and let µ be the unique invariant Gibbs measure for Φ. We want to show that ν = µ. We proceed in a similar manner to that in the proof of Theorem 20.3.7 in [8] (which presents a slightly stronger version of work of Bowen). We first observe that ν = αη + (1 − α)µ for some α ∈ [0, 1] and η, µ ∈ M such that µ µ and η ⊥ µ. The Radon-Nikodym derivative dµ /dµ is f -invariant µ-almost everywhere. Moreover, by Lemma 2, µ is ergodic and hence dµ /dµ is constant µ-almost everywhere. Therefore µ = µ. Since η ⊥ µ we have
(see for example Corollary 4.3.17 in [8] ). Since
the fact that µ is an equilibrium measure implies that either α = 0, in which case ν = µ = µ, or, by (47), the measure η must also be an equilibrium measure for Φ. We will show that this is impossible, in view of the assumption η ⊥ µ. If B ⊂ Λ is an f -invariant set (i.e., f −1 B = B) such that µ(B) = 0 and η(B) = 1, then given δ > 0 there exists n = n(δ) ∈ N and a union C n of sets of the form ∆ i 1 ···in such that µ(B∆C n ) < δ and η(B∆C n ) < δ.
Since h η (f ) ≤ H η (ξ n )/n, using (35) we obtain
for any points x i 1 ···in ∈ ∆ i 1 ···in , where we used the inequality
that is valid for any numbers b i ∈ R and x i ≥ 0 for i = 1, . . . , k (see the inequality (20.3.5) in [8] ). Therefore, using the fact that µ is a Gibbs measure we obtain
where K > 0 is some universal constant. Letting δ → 0 in (48) we obtain µ(C n ) → 0 and η(C n ) → 1 as n → ∞. Therefore, the right-hand side of (49) tends to −∞ as n → ∞ (we recall that Φ has bounded variation). This shows that
Hence, η is not an equilibrium measure for Φ. In particular, this shows that there exists a unique equilibrium measure. Moreover, it coincides with the unique equilibrium measure for Φ (since ν = µ). It remains to show that the measure µ is mixing (we already know that it is ergodic, by Lemma 2). Since µ is a Gibbs measure, it follows from the proof of Lemma 2 that lim inf
for any Borel sets A, B ⊂ Λ, where C 10 > 0 is some universal constant. Proceeding in a similar manner to that in the proof of Lemma 2 we also find that lim sup
for any Borel sets A, B ⊂ Λ, where C 11 > 0 is some universal constant. Using (50) and (51), we can now proceed in a similar manner to that in the proof of Proposition 20.3.6 in [8] , with slight modifications, to show that µ is mixing. This completes the proof of the theorem.
Proof of Theorem 6. Each measure ν n in (27), when restricted to the algebra generated by the sets ∆ i 1 ···in , can be written in the form
where χ A denotes the characteristic function of the set A. We now consider an extensionν n of the measure ν n to the Borel σ-algebra of Λ such that ν n |∆ i 1 ···in = δ x i 1 ···in /α n whenever τ ini 1 = 1, where x i 1 ···in ∈ Fix(f n ) is the periodic point corresponding to the repetition of the sequence (i 1 · · · i n ). Hencē
We conclude thatν n ≥ β n µ n /α n , where (see (24)) µ n = 1 β n x∈Fix(f n ) e ϕn(x) δ x and β n = x∈Fix(f n ) e ϕn(x) .
Since
setting γ = sup n∈N γ n (Φ) + k( ϕ 1 ∞ + C) we obtain
ϕn(x i 1 ···in )
and hence (see (38))ν n ≥ α n−k α n e −γ µ n ≥ e −γ−C α k µ n .
We also establish an upper bound forν n . Proceeding in a similar manner to that in (52) we obtain (recall that A k > 0) ν n ≤ 1 α n i 1 ···i n+k τ i n+k i 1 a i 1 ···in δ x i 1 ···in ≤ 1 α n x∈Fix(f n+k ) e ϕn(x)+γn(Φ) δ x .
we conclude that ν n ≤ 1 α n x∈Fix(f n+k ) e ϕ n+k (x)+γn(Φ)+k( ϕ 1 ∞+C) δ x ≤ e γ α n β n+k µ n+k .
Moreover, proceeding in a similar manner to that in (53) and using (38) we obtain β n+k ≤ i 1 ···i n+k τ i n+k i 1 a i 1 ···i n+k ≤ α n+k ≤ e C α n α k , andν n ≤ e γ α n β n+k µ n+k ≤ e γ+C α k µ n+k .
We now observe that for each n ∈ N the measure µ n is f -invariant. In order to see this, notice that given a point x ∈ Fix(f n ) corresponding to the repetition of the sequence (i 1 · · · i n ), the set f −1 x consists of those points x j corresponding to the sequences (ji 1 · · · i n i 1 · · · ) for which τ ji 1 = 1. But since f n x j then corresponds to the sequence (i n i 1 · · · i n i 1 · · · ), we find that x j ∈ Fix(f n ) if and only if j = i n . Thus µ n (f −1 x) = µ n ({x}) for every x ∈ Fix(f n ). Since the measure µ n is atomic this shows that it is f -invariant. Therefore, any weak limit of the sequence (µ n ) n is an f -invariant probability measure on Λ.
On the other hand, it follows from Theorem 8 that the sequence (ν n ) n , or more precisely the sequence (ν n ) n , has one and only one weak limit which is an invariant Gibbs measure (we note Theorem 8 is a simple consequence of Theorems 5 and 7, which were already established above, and thus there is no danger of circular reasoning). Therefore, by the inequalities in (54) and (55), since any weak limit of the sequence (µ n ) n is f -invariant, we conclude that this sequence has in fact a unique weak limit. This establishes the convergence of the sequence (µ n ) n , and since by Theorem 5 the unique invariant Gibbs measure is the unique equilibrium measure we obtain the desired statement.
Proof of Theorem 13. As in the proof of Theorem 3, it follows from Kingman's subadditive ergodic theorem that for any measure µ ∈ M the limit ψ(x) := lim n→∞ (ϕ n (x)/n) exists for µ-almost every x ∈ Λ and in L 1 (Λ, µ), and the identity (33) holds. In particular, the two limits in (22) exist as stated.
To establish the inequality
we can proceed in a similar manner to that in the proof of Theorem 3, replacing the covers formed by the sets ∆ i 1 ···in in (8) (obtained from a given Markov partition) by covers formed by the sets Λ(U ) in (11) (obtained from an arbitrary open cover U), and replacing the number γ n (Φ) in (17) by the number γ n (Φ, U) in (12) . Namely, repeating the arguments in the proof of Theorem 3 (and using the same notation) we find that Since δ is arbitrary, it follows from the hypothesis (13) that (56) holds.
The proof of the reverse inequality can be obtained by repeating arguments in the proof of Theorem 1.7 in [1] , more precisely by repeating the arguments of Lemma 2 in the proof of this theorem, and thus it is omitted (we emphasize that the proof of the reverse inequality cannot be obtained in this case by modifying the corresponding arguments in the proof of Theorem 3). We note that although this Lemma 2 is proved for additive sequences, the proof only depends on the following property: for any measure µ ∈ M there exists an f -invariant integrable function ψ : Λ → R such that lim n→∞ (ϕ n /n) = ψ µ-almost everywhere and in L 1 (Λ, µ). But as observed above, in the case of almost additive sequences this property is a consequence of Kingman's subadditive ergodic theorem.
Proof of Theorem 14. It is shown in the proof of Theorem 3 (see (36)) that the map
is continuous for each given almost additive sequence Φ. Therefore, the map
is upper semi-continuous, and hence there exists a measure µ ∈ M at which the supremum in (32) is attained.
