We code Galton-Walton trees by a continuous height process, in order to give a precise meaning to the convergence of forests of trees. This allows us to establish the convergence of the forest of genealogical trees of the branching process of a large population towards the genealogical trees of the limiting continuous state branching process (CSBP). The approximation considered here is new, compared to that which has been studied in [5] .
process taking values in [0, ∞], where 0 and ∞ are two absorbing states, and satisfying the branching property; that is to say, it's Laplace transform satisfies E [exp(−λ X x t )] = exp {−xu t (λ )} , for λ 0, for some non negative function u t (λ ). According to Silverstein [14] , the function u t is the unique nonnegative solution of the integral equation : u t (λ ) = λ − t 0 ψ(u r (λ ))dr, where ψ is called the branching mechanism associated with X x and is defined by ψ(λ ) = bλ + cλ 2 + ∞ 0 (e −λ z − 1 + λ z1 {z≤1} )µ(dz), with b ∈ R, c 0 and µ is a σ -finite measure which satisfies ∞ 0 (1 ∧ z 2 )µ(dz) < ∞. We shall in fact assume in this paper that (H) :
∞ 0 (z ∧ z 2 )µ(dz) < ∞ and c > 0.
The first assumption implies in particular that the process X x does not explode and it allows is to write the last integral in the above equation in the following form ψ(λ ) = bλ + cλ 2 + ∞ 0 (e −λ z − 1 + λ z)µ(dz).
(2.1)
From Fu and Li [7] (see also the results in Dawson-Li [2] ), we have
2)
where W (ds, du) is a space-time white nose on (0, ∞) 2 , M(ds, dz, du) is a Poisson random measure on (0, ∞) 3 , with intensity dsµ(dz)du, and M is the compensated measure of M.
The height process
We shall also interpret below the function ψ defined by (2.1) as the Laplace exponent of a spectrally positive Lévy process Y . Lamperti [10] observed that CSBPs are connected to Lévy processes with no negative jumps by a simple time-change. More precisely, define
Then Y (s) is a Lévy process of the form until the first that it hits 0
where B is a standard Brownian motion and Π(ds, dz) = Π(ds, dz) − dsµ(dz), Π being a Poisson random measure on R 2 + independent of B with mean measure dsµ(dz). We refer the reader to [10] for a proof of that result. To code the genealogy of the CSBP, Le Gall and Le Jan [12] introduced the so-called height process, which is a functional of a Lévy process with Laplace exponent ψ; see also Duquesne and Le Gall [6] . In this paper, we will use the new definition of the height process H given by Li et all in [13] . Indeed, if the Lévy process Y has the form (2.3), then the associated height process is given by 
Approximation of the Height process
In the following, we consider a specific forest of Bellman-Harris trees, obtained by Poissonian sampling of the height process H. In other words, let α > 0 and we consider a standard Poisson process with intensity α. We denote by τ α 1 ≤ τ α 2 ≤ · · · the jump times of this Poisson process. If H is seen as the contour process of a continuous tree, consider the forest of the smaller trees carried by the vector H(τ α 1 ), H(τ α 2 ), · · · . We have
The trees in this forest are trees, which are distributed as the family tree of a continuous-time Galton-Watson process starting with one individual at time 0 and such that : * Lifetimes of individuals have exponential distributions with parameter ψ ′ (ψ −1 (α)); * The offspring distribution is the law of the variable η with generating function :
Let N 1 be an integer which will eventually go to infinity. In the next two sections, we choose a sequence δ N ↓ 0 such that, as N → ∞,
This implies in particular that 1 N +∞ δ N zµ(dz) → 0. Moreover, we will need to consider
We will also set α = ψ δ N (N) in the limit of large populations.
A discrete mass approximation
The aim of this subsection is to set up a "discrete mass -continuous time" approximation of (2.2) . To this end, we set
It is easy to see that s → h N (s) is an analytic function in (−1, 1) satisfying h N (1) = 1 and d n ds n h N (0) ≥ 0, n ≥ 0. Therefore h N is a probability generating function. and we have h N (s) = ∑ ℓ≥0 ν N (ℓ)s ℓ , |s| 1, where ν N is probability measure on Z + . Fix x > 0 the approximation of (2.2) will be given by the total mass X N,x of a population of individuals, each of which has mass 1/N. The initial mass is X N,x 0 = [Nx]/N, and X N,x follows a Markovian jump dynamics : from its current state k/N,
In this process, each individual dies without descendant at rate
dies and leaves two descendants at rate cN + 1 
The approximate height process
In this section, we show that the rescaled exploration process of the corresponding Galton-Watson genealogical forest of trees, converges in a functional sense, to the continuous height process associated with the CSBP. We will first need to write precisely the evolution of {H N (s), s ≥ 0}, the height process of the forest of trees representing the population described in section 3. To this end, to any δ > 0, we define
and we associate H δ the exploration process defined with the Lévy process Y δ . In other words, we have suppressed the small jumps, smaller than δ , i.e (2.4) takes the following form
We consider for each N ≥ 1 a Poisson process {P N s , s ≥ 0} with intensity ψ δ N (N) independent from {Y (s), s ≥ 0}. We denote by τ N 1 ≤ τ N 2 ≤ · · · the jump times of this Poisson process. The height process {H N (s), s ≥ 0} is simply the piecewise affine function of slope ±2N passing through the values
see Duquesne and Le Gall [6] . We are ready to state the main result of this paper. Recall the process H defined in (2.4). To prove this theorem, we will proceed in several steps. So, for any s > 0, we define 
h(Y re f (r))dr in probability, as N → ∞.
Proof. We have For any N ≥ 1, s > 0, we define
It is not hard to see that K N (s) is the time taken by the process H N to reach the point
So we get by our construction that
For the proof of Theorem 3.3 we will need the two following Propositions. Proof. It is easy to see that τ N
is an sequence of independent and identically distributed (i.i.d)∼ Exp(1). The desired result follows easily from the law of large numbers. Proof. Let us rewrite (3.7) in the form
A standard argument combined with Proposition 3.5 yields K N 3 (s) → 0 a.s, as N → ∞, for any s > 0. The Proposition is now a consequence of the two next Propositions. Proposition 3.7 For any s > 0, K N 1 (s) −→ 0 in probability, as N → ∞. Proof. In this proof, we will use the following notations
Let us define
We first note that V U δ N [0, s], the total variation of U δ N on the interval [0, s], satisfies
However, we can rewrite (3.6) indexed by δ N in the following form cH δ N (s) = Y re f δ N (s) − U δ N (s). It is not hard to obtain the following inequality
The result follows easily from this estimate combined with assumption (A).
For the proof of the next proposition, we need a basic result on Levy processes. Let us define
where Y δ N is a again a Lévy process with characteristic exponent ψ δ N . The following result is Corollary 2, chapter VII in [1] .
has an exponential distribution with parameter N. 
We first notice that 0 ≤ e −λ − 1 + λ ≤ λ , for all λ ≥ 0, this implies ψ δ N (N)
Let Γ ′ and Y ′ δ N be independent copies of Γ and Y δ N respectively. We notice that
Let (Ξ k ) k≥1 be an sequence of i.i.d random variables whose common law is that of NΓ(τ N 1 ), such that in addition for any k ≥ 1, Ξ k and {Y re f δ N (r), r ≤ τ N k } are independent. We notice from Corollary 3.8 that Ξ 1 has an standard exponential distribution. The Proposition is now a consequence the next lemma. Lemma 3.10 For any s > 0,
Proof. Let ε > 0, which will eventually go to zero. Let g ε , h ε : R + → R be two functions defined by
It is not hard to see that
However, we first have
We can prove similarly that E[J N 3 (s, ε)] 2 −→ 0, as N → +∞. Combining Lemma 3.4 and the fact that Y re f (r) > 0 dr a.s, we deduce
In addition, we deduce from the law of large numbers that J N 1 (s) −→ s, as N → +∞. The desired result follows by combining the above arguments. We shall also need below the Proposition 3.11 For all ε > 0, lim δ →0 lim sup N→∞ P w N δ (a, b) ≥ ε = 0. Proof. We have
So the result follows from both the two following facts : for each δ > 0, A combination of Propositions 3.6 and 3.11 implies that the first term on the right tends to 0 in probability, as N → +∞.
Since H δ N → H a.s. locally uniformly in s, and from Proposition 3.5, τ [ψ δ N (N)s] → s a.s., the second term tends to 0 a.s. Finally the last term tends to 0 a.s. thanks again to Proposition 3.5 and the continuity of H.
We have juste proved that for each s > 0, H N (s) −→ H(s) in probability, as N → +∞. Since from Proposition 3.11, H is tight in C ([0, s]) for all s > 0, the convergence is locally uniform in s.
