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WELL-POSEDNESS OF SPACE AND TIME DEPENDENT
TRANSPORT EQUATIONS ON A NETWORK
ARNE ROGGENSACK
Abstract. This article is concerned with the study of weak solutions of a linear
transport equation on a bounded domain with coupled boundary data for general
non smooth space and time dependent velocity fields. The existence of solutions,
its uniqueness and the continuous dependence of the solution on the initial and
boundary data as well on the velocity is proven. The results are based on the
renormalization property. At the end, the theory is shown to be applicable to the
continuity equation on a network.
1. Introduction
In this article, we study linear transport equations on bounded domains with cou-
pled boundary values and prove their well-posedness. As a main application we have
in mind transport phenomena on a network which occur in various fluid dynamical ap-
plications. In that case, on each edge of a graph a linear transport equation is imposed.
The equations are coupled at the nodes by linear boundary conditions mapping from
the outflow part of the boundary to the inflow part. From an abstract point of view,
one can see this as a multivariate transport equation on a one-dimensional domain
with coupled boundary data
ρt + (Uρ)x +Cρ = f in (0, T )× Ω
ρ(0, ·) = ρ0 in Ω
(νU)−ρ = (νU)−H(ρ|ΓT ) on ΓT .
We will prove existence, boundedness, uniqueness, and stability of solutions ρ ∈
C([0, T ], Lp((0, 1))n) for non-smooth matrix-valued velocities U = diag(u) with u ∈
L1((0, T ),W 1,1((0, 1))n) and ux ∈ L
1((0, T ), L∞((0, 1))n) without any restrictions on
the sign of the velocity. In the Lipschitz continuous setting, every change of the sign
of the velocity implies a change of the direction of a characteristic. This can lead to
additional difficulties since it has two effects:
First, even if the data is smooth, there does not have to exist a classical smooth
solution as the domain is bounded. For example, by the method of characteristics the
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solution of
ρt + ((2t− 1)ρ)x = 0
on (0, 1)× (0, 1) is given by
ρ(t, x) =


ρ0 (x− t(t− 1)) if t <
1
2 or x ≥
(
t− 12
)2
ρin
(
1
2 +
√(
t− 12
)2
− x
)
otherwise,
which has possibly a discontinuity if no further conditions are imposed. The only way
to get smooth solutions is to require additional conditions on the initial and boundary
data ρ0 and ρin, which depend on the characteristics and thus on the velocity. In many
applications however, the velocity is not known a priori.
The second issue concerns the coupled boundary data. In this case, we can compute
the characteristics, but due to the coupling conditions, we are not able to use them
directly to find a solution if the velocity has an infinite number of changes of the sign
in a finite time. On a network, this can lead to a characteristic of the form of an
infinite tree. Each time the characteristic intersects an inner node it divides itself into
multiple parts.
For these reasons we will use a different and very general approach looking for weak
solutions. This approach is based on the concept of the renormalization property,
which was introduced in 1989 by Lions and DiPerna [8] for tangential velocity fields.
This concept was extended to bounded domains in RN with inflow boundary conditions
and velocity fields with a kind of Sobolev regularity by Boyer [2] in 2005 and Boyer
and Fabrie [3]. Recently, these results were generalized to velocity fields with BV
regularity by Crippa et al. [4, 5] and to stochastic differential equations by Neves and
Olivera [14]. For constant velocity fields, the transport equation on a network was
studied by Sikolya in her dissertation [18] in 2004. In 2008, this was expanded to
infinite networks by Dorn [9, 10]. Especially, the long time behaviour was analysed by
a semigroup approach.
In this article, we generalize the results of Boyer and Fabrie to the case of coupled
boundary data. In particular, we will study a vector valued transport equation with
affine linear coupled boundary conditions and a time and space dependent velocity
field.
Our results for the transport equation can e.g. be applied to study the existence
of solutions of a low Mach number model on a network. Details to this topic can be
found in a forthcoming paper or in the PhD thesis [16]. However, transport equations
on networks occur also in various other contexts as traffic flow [12, 11], gas flow in
pipe lines [1] or river flow [6, 15]
The article is divided in six sections. In Section 2, we introduce the notations and
requirements. Section 3 recalls the renormalization property and it provides uniqueness
and boundedness results. In section 4, we prove the continuous dependence of the
solution on the data before we show the existence of a solution in Section 5. In the
last section, we illustrate how these general results can be applied to the continuity
equation on a network.
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2. Assumptions and requirements
In this section, we introduce the precise setting. For simplicity, we will only consider
the one-dimensional domain Ω = (0, 1) and denote the boundary Γ = ∂Ω = {0, 1} and
ΓT = [0, T ]× Γ. Since we have in mind to consider one-dimensional edges of a graph
this is no restriction for the application. The outer normal vector on Γ is called ν and is
given by ν = −(−1)ω for ω ∈ Γ. We use the integral notation
∫
Γ although the boundary
consists only of two single points, i.e. dω is the counting measure. An advantage of
this notation is the easy generalization to higher dimensions. All considerations in this
article could also be done for the case of bounded multidimensional domains Ω with
Lipschitz boundaries.
The aim of this article is to find and characterize a solution ρ(t, x) ∈ Rn of the
problem
ρt + (Uρ)x +Cρ = f in (0, T )× Ω
ρ(0, ·) = ρ0 in Ω (1)
(νU)−ρ = (νU)−H(ρ|ΓT ) on ΓT
with initial conditions ρ0 ∈ L
∞(Ω)n with ρ0 ≥ 0 almost everywhere and with an affine
linear boundary operator H. We assume
u ∈ L1((0, T ),W 1,1(Ω)n),
c ∈ L1((0, T )× Ω)n,
(ux + c)
− ∈ L1((0, T ), L∞(Ω)n), (2)
(ux)
+ ∈ L1((0, T ), L∞(Ω)n)
and
f ∈ L1((0, T ), L∞(Ω)n)
with f ≥ 0 and denote by U = diag(u) and C = diag(c) diagonal matrices with the
diagonal entries uj and cj , respectively. On ΓT we define component-by-component
the measure
dµu = (νu)dωdt (3)
and introduce its positive part dµ+u = (νu)
+dωdt, its negative part dµ−u = (νu)
−dωdt
and its absolute value |dµu| = dµ
+
u + dµ
−
u . For each j, these measures divide the
boundary ΓT into two parts, the inflow part Γ
−
T with νuj < 0 and the outflow part Γ
+
T
with νuj > 0. For p ∈ [1,∞) the space L
p(ΓT , dµ
±
u ) = L
p(ΓT ,R
n, dµ±u ) is provided
with the norm
‖g‖p,w,± =
(∫ T
0
∫
Γ
β(|g|)TW(νu)±dωdt
) 1
p
with the function β(x) =
(
x
p
1 · · · x
p
n
)T
and with a positive definite diagonal weight
matrix W ∈ Rn×n. Here, the absolute value has to be understood component-by-
component. We do also consider the space L∞(ΓT , dµ
±
u ) = L
∞(ΓT ,R
n, dµ±u ) equipped
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with the maximum norm of the componentwise L∞-norm, i.e.
‖g‖∞,± = max
j

ess sup
(ω,t)∈ΓT
uj(t,ω)± 6=0
|gj |

 .
The boundary operator H has to assign a boundary value to the inflow part of the
boundary, i.e. H is a mapping
H : L∞(ΓT , dµ
+
u )→ L
∞(ΓT , dµ
−
u ).
We assume the mapping to be affine linear, i.e. it is given as H(ρ) = ρin + G(ρ) where
it is ρin ∈ L
∞(ΓT , dµ
−
u ) with ρin(t, x) ≥ 0 for dµ
−
u -almost all (t, ω). Here, G is a linear
operator fulfilling the following conditions:
- The operator G : L∞(ΓT , dµ
+
u )→ L
∞(ΓT , dµ
−
u ) is weakly-⋆ continuous, i.e. for
all ρn ∈ L
∞(ΓT , dµ
+
u ) with ρn
⋆
−⇀ ρ in L∞(ΓT , dµ
+
u ) it holds
G(ρn)
⋆
−⇀ G(ρ)
in L∞(ΓT , dµ
−
u ).
- There is a positive definite diagonal weight matrix W ∈ Rn×n such that the
L1-operator norm of G is less or equal one, i.e. for all ρ ∈ L∞(ΓT , dµ
+
u ) it holds
‖G(ρ)‖1,w,− ≤ ‖ρ‖1,w,+.
- ¿The operator G is causal, i.e. for all ρ ∈ L∞(ΓT , dµ
+
u ) and almost all t ∈ [0, T ]
it holds
χ[0,t]G(χ[0,t]ρ) = χ[0,t]G(ρ). (4)
- The operator G is dµ+u -almost everywhere positive, i.e. it holds G(ρ) ≥ 0 dµ
−
u -
almost everywhere for all ρ ∈ L∞(ΓT , dµ
+
u ) with ρ ≥ 0 dµ
+
u -almost everywhere.
- There exists a constant vector ρmax ∈ R
n such that component-by-component
the inequalities
ρin exp
(
−
∫ t
0
α(s)ds
)
− F+ + G(F+) + G(ρmax) ≤ ρmax (5)
for dµ−u -almost all (t, ω) ∈ ΓT and
ρ0 ≤ ρmax
for almost all x ∈ Ω are valid. Here, it is α(s) = ‖(ux(s, ·) + c(s, ·))
−‖L∞(Ω)n
and
F+(t) =
∫ t
0
exp
(
−
∫ s
0
α(r)dr
)
‖(f1(s, ·))
+‖L∞
...
‖(fn(s, ·))
+‖L∞

ds.
As we will see later, this construction of H is motivated by the transport equation on
a network.
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To conclude this section, we observe three properties of the operator G. First, for
all ρ ∈ L∞(ΓT , dµ
+
u ) and all t ∈ [0, T ] the inequality∫ t
0
∫
Γ
|G(ρ)|TW(νu)−dωdt =
∫ T
0
∫
Γ
χ[0,t]|G(ρ)|
TW(νu)−dωdt
=
∫ T
0
∫
Γ
|G(χ[0,t]ρ)|
TW(νu)−dωdt
= ‖G(χ[0,t]ρ)‖1,w,−
≤ ‖χ[0,t]ρ‖1,w,+
=
∫ T
0
∫
Γ
|χ[0,t]ρ|
TW(νu)+dωdt
=
∫ t
0
∫
Γ
|ρ|TW(νu)+dωdt
(6)
is true. Second, the equation (4) holds in fact for all essential bounded functions
g ∈ L∞([0, T ]): Let ρ ∈ L∞(ΓT , dµ
+
u ), ρ 6= 0 and ε > 0 be given. Since the step
functions are dense in L∞([0, T ]) we can choose a step function gn =
∑n
k=1 akχ[tk,tk+1]
with
‖g − gn‖L∞([0,T ]) <
ε
2‖ρ‖1,w,+
.
Then, because of G(fnρ) = fnG(ρ) it follows
‖G(gρ)− gG(ρ)‖1,w,− ≤ ‖G((g − gn)ρ)‖1,w,− + ‖(g − gn)G(ρ)‖1,w,−
≤ ‖(g − gn)ρ‖1,w,+ + ‖g − gn‖L∞([0,T ])‖G(ρ)‖1,w,−
≤ ‖g − gn‖L∞([0,T ])‖ρ‖1,w,+ + ‖g − gn‖L∞([0,T ])‖ρ‖1,w,+
< ε
and thus
G(gρ) = gG(ρ) (7)
holds dµ−u -almost everywhere.
The third observation concerns the positivity of the operator. Using the positivity
of G and the triangle inequality, we estimate for ρ ∈ L∞(ΓT , dµ
+
u )
(G(ρ))
+
=
1
2
(G(ρ) + |G(ρ)|)
=
1
2
(
G(ρ+)− G(ρ−) +
∣∣G(ρ+)− G(ρ−)∣∣)
≤
1
2
(
G(ρ+)− G(ρ−) +
∣∣G(ρ+)∣∣+ ∣∣G(ρ−)∣∣)
= G(ρ+)
(8)
almost everywhere in ΓT . In the same way, we can prove that
(G(ρ))
−
≤ G(ρ−) (9)
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holds. In the following, we often extend functions in Lp(ΓT , dµ
±
u ) by zero to con-
struct functions in Lp(ΓT , |dµu|) or L
p(ΓT )
n. Especially, we extend, if necessary, the
operators G and H to operators mapping from L∞(ΓT , |dµu|)→ L
∞(ΓT , |dµu|).
3. Uniqueness and Boundedness
In this section, we will prove the uniqueness and boundedness of solutions of the
initial-boundary-value problem (1). To this end, we first introduce the concept of
weak solutions before we discuss regularity and the renormalization property of the
solutions. Equipped with this, we are able to prove uniqueness and boundedness. For
the latter, we will give explicit lower and upper bounds.
We start with the usual definition for a weak solution.
Definition 1. We call a function
ρ ∈ L∞([0, T ]× Ω)n
a weak solution of the transport equation ρt + (Uρ)x +Cρ = f if it holds
0 =
∫ T
0
∫
Ω
ρT (ϕt +Uϕx −Cϕ) + f
Tϕdxdt
for all ϕ ∈ C0,1([0, T ]× Ω,Rn) with ϕ(0, ·) = ϕ(T, ·) = 0 and ϕ = 0 on ΓT .
A priori, it is not clear how to define boundary conditions for this class of weak
solutions since ρ is not a Sobolev function and thus, the usual trace theory is not
applicable.
In [3], Boyer has proven some properties of such weak solutions for scalar equations,
especially the existence of a trace and the renormalization property of the solution (see
the following theorem).
Theorem 2 (Trace theorem, Boyer [3]). Let Ω ⊂ Rd be a d-dimensional bounded
Lipschitz domain and let be u ∈ L1((0, T ),W 1,1(Ω)d) and c, f ∈ L1((0, T ) × Ω) with
(c + ux)
− ∈ L1((0, T ), L∞(Ω)) and (ux)
+ ∈ L1((0, T ), L∞(Ω)). Then, for each weak
solution ρ ∈ L∞((0, T )× Ω) of the scalar transport equation
ρt + div(uρ) + cρ = f
the following properties hold:
Time continuity: The function ρ lies in C([0, T ], Lp(Ω)) for all p ∈ [1,∞).
Existence and uniqueness of a trace function: There exists a unique essen-
tially bounded function γρ ∈ L∞(ΓT , |dµu|), called trace, such that for any
[t0, t1] ⊂ [0, T ] and for all test functions ϕ ∈ C
0,1([0, T ]× Ω)
0 =
∫ t1
t0
∫
Ω
ρ(ϕt + u
T∇ϕ− cϕ) + fϕdxdt−
∫ t1
t0
∫
Γ
γρϕ(uT ν)dωdt
+
∫
Ω
ρ(t0)ϕ(t0)dx−
∫
Ω
ρ(t1)ϕ(t1)dx
(10)
holds.
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Renormalization property: For any continuous and piecewise C1 function β
the renormalization property holds, i.e. ρ satisfies for any [t0, t1] ⊂ [0, T ] and
for all test functions ϕ ∈ C0,1([0, T ]× Ω)
0 =
∫ t1
t0
∫
Ω
β(ρ)(ϕt + u
T∇ϕ)dxdt −
∫ t1
t0
∫
Ω
β′(ρ) (ρc− f)ϕdxdt
−
∫ t1
t0
∫
Ω
ϕdiv(u)(β′(ρ)ρ− β(ρ))dxdt −
∫ t1
t0
∫
Γ
β(γρ)(uT ν)ϕdωdt
+
∫
Ω
β(ρ(t0))ϕ(t0)dx−
∫
Ω
β(ρ(t1))ϕ(t1)dx.
(11)
Proof. See [3]. 
Remark 3. A component-by-component consideration shows the validity of Theorem 2
for vector-valued equations with n > 1. The renormalization property then reads:
There exists a trace γρ ∈ L∞(ΓT , |dµu|) such that for any continuous and piecewise
C1 function β : Rn → Rn with Dβ diagonal, for any [t0, t1] ⊂ [0, T ] and for any test
function ϕ ∈ C0,1([0, T ]× Ω,Rn) it holds
0 =
∫ t1
t0
∫
Ω
β(ρ)T (ϕt +Uϕx)dxdt−
∫ t1
t0
ϕT (CDβ(ρ)ρ −Dβ(ρ)f) dxdt
−
∫ t1
t0
∫
Ω
ϕTUx(Dβ(ρ)ρ − β(ρ))dxdt −
∫ t1
t0
∫
Γ
β(γρ)T (νU)ϕdωdt
+
∫
Ω
β(ρ(t0))
Tϕ(t0)dx−
∫
Ω
β(ρ(t1))
Tϕ(t1)dx.
This theorem is no existence result, it only classifies solutions. But due to the
continuity of ρ with values in Lp(Ω) and the existence of the trace we can define a
solution of the initial-boundary-value problem as following:
Definition 4. The function
ρ ∈ L∞((0, T )× Ω)n
is called a solution of the initial-boundary-value problem (1) if and only if
- ρ is a weak solution of the transport equation,
- the initial conditions are fulfilled, i.e. ρ(0) = ρ0 and
- the trace γρ satisfies the boundary conditions, i.e. H(γρ) = γρ.
As a consequence of the renormalization property we can prove the uniqueness of
the above defined solution.
Theorem 5 (Uniqueness). Under the assumptions from Section 2, there is at most
one solution of the initial-boundary-value problem (1).
Proof. Let ρ1 and ρ2 be two solutions of (1) with its traces γρ1 and γρ2 and define
ρ = ρ1 − ρ2. Then, ρ is a weak solution of the homogeneous transport equation.
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Because of the uniqueness of the trace, γρ = γρ1 − γρ2 is the trace of ρ. Thus, we see
that ρ is a solution of the following homogeneous initial-boundary-value problem
ρt + (Uρ)x +Cρ = 0 in (0, T )× Ω
ρ(0, ·) = 0 in Ω
(νU)−ρ = (νU)−G(ρ|ΓT ) on ΓT .
Using the renormalization property for β(s) = |s| and ϕ =W1 with 1 =
(
1 · · · 1
)T
we conclude for all t ∈ [0, T ]
0 = −
∫
Ω
1TWβ(ρ(t))dx −
∫ t
0
∫
Ω
1TWCβ(ρ)dxdt
−
∫ t
0
∫
Γ
1TW(νU)β(γρ)dωdt
= −‖Wρ(t)‖L1(Ω)n −
∫ t
0
∫
Ω
1TWC|ρ|dxdt
−
∫ t
0
∫
Γ
|γρ|TW(νu)+ − |G(γρ)|TW(νu)−dωdt.
With inequality (6) we get
‖Wρ(t)‖L1(Ω)n ≤ −
∫ t
0
∫
Ω
1TWC|ρ|dxdt
and thus
‖Wρ(t)‖L1(Ω)n ≤
∫ t
0
‖c−‖L∞(Ω)n‖Wρ‖L1(Ω)ndt
≤
∫ t
0
(
‖(ux + c)
−‖L∞(Ω)n + ‖(ux)
+‖L∞(Ω)n
)
‖Wρ‖L1(Ω)ndt.
By Gronwall’s inequality we conclude ‖Wρ(t)‖L1(Ω)n = 0 for all t and thus ρ = 0
almost everywhere since W is positive definite. 
Remark 6. We can slightly weaken the assumptions on the source term f . In fact,
for the existence of the trace, the renormalization property and the uniqueness it is
sufficient to require f ∈ L1((0, T )× Ω)n (see [3]).
Now, we are able to prove an upper and lower bound of the defined solution.
Lemma 7 (Upper bound). Let the assumptions from Section 2 be valid. Then, a
solution ρ of the initial-boundary-value problem (1) and its trace γρ are componentwise
bounded, i.e. it holds for all t ∈ [0, T ]
0 ≤ ρ(t, ·) ≤ (ρmax + F+(t)) exp
(∫ t
0
α(s)ds
)
(12)
almost everywhere in Ω and
0 ≤ γρ(t, ω) ≤ (ρmax + F+(t)) exp
(∫ t
0
α(s)ds
)
(13)
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for |dµu|-almost all (t, ω) ∈ ΓT . Here, it is α(t) =
∥∥∥(ux(t, ·) + c(t, ·))−∥∥∥
L∞(Ω)n
and
F+(t) =
∫ t
0
exp
(
−
∫ s
0
α(r)dr
)
‖(f1(s, ·))
+‖L∞
...
‖(fn(s, ·))
+‖L∞

ds.
Proof. Let ϕ ∈ C0,1([0, T ] × Ω,Rn) be an arbitrary test function with ϕ(T ) = 0. In
order to prove that rρ with r(t) = exp
(
−
∫ t
0
α(s)ds
)
solves also a transport equation,
we would like to use ϕr as a test function. Since r is only absolutely continuous, but
not necessarily Lipschitz continuous, we need to approximate r by smoother functions.
Therefore, let αk ∈ C
1([0, T ]) be a sequence converging to α in L1((0, T )). We define
rk(t) = exp
(
−
∫ t
0
αk(s)ds
)
.
The mean value theorem states for all a ≤ b ∈ R the existence of ζ ∈ [a, b] with
exp(b)− exp(a) = exp(ζ)(b − a).
Thus, we find for each t ∈ [0, T ] a constant ζ(t) with
|ζ(t)| ≤ Ck := max
(
‖αk‖L1((0,T )), ‖α‖L1((0,T ))
)
such that it holds
|rk(t)− r(t)| = exp(ζ(t))
∣∣∣∣
∫ t
0
αk(s)− α(s)ds
∣∣∣∣
≤ exp(Ck)‖αk − α‖L1((0,T )).
The sequence Ck is bounded as ‖αk‖L1((0,T )) is convergent, thus rk → r in L
∞((0, T )).
Especially, it also holds αkrk → αr in L
1((0, T )). Now, we will use ϕrk as test
functions in the weak formulation of the transport equation and take the limit for
k →∞. Because of (rk)t = −αkrk this yields
0 =
∫ T
0
∫
Ω
rkρ
T (ϕt +Uϕx − (C+ αkId)ϕ) + rkf
Tϕdxdt
−
∫ T
0
∫
Γ
rkγρ
T (νU)ϕdωdt +
∫
Ω
ρT0 ϕ(0)dx
→
∫ T
0
∫
Ω
rρT (ϕt +Uϕx − (C+ αId)ϕ) + rf
Tϕdxdt
−
∫ T
0
∫
Γ
rγρT (νU)ϕdωdt +
∫
Ω
ρT0 ϕ(0)dx
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=
∫ T
0
∫
Ω
(rρ− F+)
T
(ϕt +Uϕx − (C+ αId)ϕ) dxdt
+
∫ T
0
∫
Ω
(rf − (F+)t)
T
ϕ− FT+ (Ux +C+ αId)ϕdxdt
−
∫ T
0
∫
Γ
(rγρ− F+)
T (νU)ϕdωdt +
∫
Ω
ρT0 ϕ(0)dx.
Keeping in mind Remark 6, this shows that ρ¯(t, x) = r(t)ρ(t, x)−F+(t) with its trace
γρ¯(t, ω) = r(t)γρ(t, ω)−F+(t) is the unique solution of the following initial-boundary-
value problem:
ρ¯t + (Uρ¯)x + C¯ρ¯ = f¯ in (0, T )× Ω
ρ¯(0, x) = ρ0(x) in Ω
(νU)−ρ¯ = (νU)−H¯(ρ¯|ΓT ) dµ
−
u on ΓT
with reaction term c¯ = c+α1, boundary operator H¯(ρ) = rρin−F++G(F+)+G(ρ) and
source term f¯i = rfi −‖(rfi)
+‖L∞(Ω)− ((ui)x + c¯i) (F+)i. For the boundary operator
H¯ this conclusion needs further explanations. Since ρ is a solution of (1) we find
γρ¯|ΓT = rγρ|ΓT − F+
= rH(γρ|ΓT )− F+
= rρin + G(rγρ|ΓT )− F+
= rρin − F+ + G(F+) + G(γρ¯|ΓT )
= H¯(γρ¯|ΓT ).
The advantage of introducing ρ¯ is that proving the upper bound (12) reduces to proving
ρ¯ ≤ ρmax, where ρmax is known from the assumptions in Section 2. To this end, we
define β : Rn → Rn as
β(s) = (s− ρmax)
+
and we will show β(ρ¯) = 0 almost everywhere.
For the test function ϕ = W1 and all t0 ∈ [0, T ], the renormalization property
yields
−
∫ t0
0
∫
Ω
1TW
(
C¯Dβ(ρ¯)ρ¯−Dβ(ρ¯)f¯
)
dxdt −
∫ t0
0
∫
Ω
1TWUx(Dβ(ρ¯)ρ¯− β(ρ¯))dxdt
−
∫ t0
0
∫
Γ
β(γρ¯)TW(νu)dωdt−
∫
Ω
1TWβ(ρ¯(t0))dx = 0
(14)
because of β(ρ0) = 0. The boundary term of this equation is non-positive. This can
be shown using the componentwise monotonicity of β, the assumption (5) and the
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inequalities (6) and (8):∫ t0
0
∫
Γ
β(H¯(γρ¯))TW(νu)−dωdt
=
∫ t0
0
∫
Γ
β (rρin − F+ + G(F+) + G(γρ¯))
T
W(νu)−dωdt
=
∫ t0
0
∫
Γ
β (rρin − F+ + G(F+) + G(ρmax) + G(γρ¯− ρmax))
T
W(νu)−dωdt
≤
∫ t0
0
∫
Γ
β (ρmax + G(γρ¯− ρmax))
T
W(νu)−dωdt
=
∫ t0
0
∫
Γ
((
G(γρ¯− ρmax)
)+)T
W(νu)−dωdt
≤
∫ t0
0
∫
Γ
G
(
(γρ¯− ρmax)
+
)T
W(νu)−dωdt
≤
∫ t0
0
∫
Γ
(
(γρ¯− ρmax)
+
)T
W(νu)+dωdt
=
∫ t0
0
∫
Γ
β(γρ¯)TW(νu)+dωdt.
Because of β(s) ≥ 0, Dβ(s)s ≥ 0, c¯ + ux = c + ux + ‖(c + ux)
−‖L∞(Ω)n1 ≥ 0 and
(D(β)f¯ )i = D(β)ii
(
rfi − ‖(rfi)
+‖L∞(Ω) − ((ui)x + c¯i)(F+)i
)
≤ 0 we conclude from
equation (14) that it holds∫
Ω
1TWβ(ρ¯(t0))dx = −
∫ t0
0
∫
Ω
1TW
(
C¯+Ux
)
Dβ(ρ¯)ρ¯dxdt
+
∫ t0
0
∫
Ω
1TWDβ(ρ¯)f¯dxdt +
∫ t0
0
∫
Ω
1TWUxβ(ρ¯)dxdt
−
∫ t0
0
∫
Γ
β(γρ¯)TW(νu)+dωdt+
∫ t0
0
∫
Γ
β(H¯(γρ¯))TW(νu)−dωdt
≤
∫ t0
0
‖(ux)
+‖L∞(Ω)n
∫
Ω
1TWβ(ρ¯)dxdt.
(15)
With Gronwall’s inequality this leads to
∫
Ω
1TWβ(ρ¯(t0))dx = 0 and thus β(ρ¯(t0)) = 0
and ρ¯(t0) ≤ ρmax almost everywhere. Using the renormalization property and the
uniqueness of the trace of β(ρ¯) = 0, we also conclude
0 = γβ(ρ¯) = β(γρ¯)
and thus γρ¯(t, ω) ≤ ρmax holds for |dµu|-almost all (t, ω). Addition of F and multipli-
cation by exp
(∫ t
0
α(s)ds
)
shows the desired upper bound for ρ and γρ.
In order to prove the lower bound, we use the same procedure for ρ¯ = rρ and
β(s) = s−. In this case, it is c¯ = c + α1, f¯i = rfi and H¯(ρ) = rρin + G(ρ). The
only step we have to take into account again is the transition from equation (14) to
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inequality (15). With the monotonicity of β, the positivity of ρin and the inequalities
(6) and (9), it follows∫ t0
0
∫
Γ
β(H¯(γρ¯))TW(νu)−dωdt
=
∫ t0
0
∫
Γ
β (rρin + G(γρ¯))
T
W(νu)−dωdt
=
∫ t0
0
((
rρin + G(γρ¯)
)−)T
W(νu)−dωdt
≤
∫ t0
0
∫
Γ
((
G(γρ¯)
)−)T
W(νu)−dωdt
≤
∫ t0
0
∫
Γ
G
(
(γρ¯)−
)T
W(νu)−dωdt
≤
∫ t0
0
∫
Γ
(
(γρ¯)
−
)T
W(νu)+dωdt
=
∫ t0
0
∫
Γ
β(γρ¯)TW(νu)+dωdt.
Therefore, we can conclude as before ρ¯(t0) ≥ 0 almost everywhere in Ω and γρ¯(t, ω) ≥ 0
for |dµu|-almost all (t, ω) ∈ ΓT . This completes the proof. 
Beside the upper bound we just proved a lower bound. This lower bound can be
sharpened if we ask for an additional assumption on G and use the fact ρ ≥ 0 almost
everywhere.
Lemma 8 (Lower bound). In addition to the requirements from Section 2, we as-
sume (c + ux) ∈ L
1((0, T ), L∞(Ω)n). Furthermore, let ρmin ∈ R
n
>0 be a vector such
that it holds
ρin exp
(∫ t
0
ζ(s)ds
)
+ G(ρmin) ≥ ρmin (16)
component-by component for dµ−u -almost all (t, ω) ∈ ΓT and
ρ0(x) ≥ ρmin
for almost all x ∈ Ω with ζ(s) = ‖(ux(s, ·) + c(s, ·))
+‖L∞(Ω)n . Then, any solution of
the initial-boundary-value problem (1) is bounded from below. More precisely, it is
ρ(t, ·) ≥ ρmin exp
(
−
∫ t
0
ζ(s)ds
)
> 0
almost everywhere in Ω and
γρ(t, ω) ≥ ρmin exp
(
−
∫ t
0
ζ(s)ds
)
> 0
for all t ∈ [0, T ] and |dµu|-almost all (t, ω) ∈ ΓT .
Proof. Keeping in mind the non-negativity of ρ, this lemma can be proven in exactly
the same manner as Lemma 7. 
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4. Continuous Dependence on the data
The previous statements, especially the renormalization property of Theorem 2,
provide us with the necessary tools to prove a central result of this article: a kind
of sequential continuity of the solution operator. We formulate this statement as
a theorem with two parts. In the first part, the weak-⋆ convergence of a sequence
of solutions to a solution of the limit problem is obtained for very weak assumptions.
This result will play a crucial role in the proof of existence of solutions of the transport
equation, whereas the second part, proving the convergence in C([0, T ], Lp(Ω)n) under
more restrictive assumptions, can for example be used for the proof of the existence
of solutions of the low Mach number equations on a network (see [16]).
For the proof of the second part, we need the following result from the theory
of Banach spaces concerning the uniform convergence of sequences of Banach valued
functions. A proof can be found in [17].
Theorem 9. Let V be a uniformly convex and uniformly smooth Banach space. Let
(fn)n ⊂ C([0, T ], V ) be a sequence and f ∈ C([0, T ], V ) a function. Let the pair
((fn)n, f) fulfil the following two properties:
(1) ‖fn(t)‖V converges uniformly to ‖f(t)‖V and
(2) 〈ϕ(t), fn(t)〉 converges uniformly to 〈ϕ(t), f(t)〉 for all ϕ ∈ C([0, T ], V
′).
Then, fn converges to f in the norm of C([0, T ], V ), i.e.
lim
n→∞
sup
t∈[0,T ]
‖fn(t)− f(t)‖V = 0.
Proof. See [17]. 
Theorem 10 (Stability). 1. For all k ∈ N let uk, ck, fk, ρ0,k, ρin,k and Gk be defined
as in Section 2. Assume there exists for each k a solution
ρk ∈ L
∞((0, T )× Ω)n
of the initial-boundary-value problem
(ρk)t + (Ukρk)x +Ckρk = fk in (0, T )× Ω
ρk(0) = ρ0,k in Ω
(νUk)
−ρk = (νUk)
−Hk(ρk|ΓT ) on ΓT
with trace γρk ∈ L
∞(ΓT , |dµuk |).
Moreover, we assume:
uniform boundedness: The sequence (ρmax,k)k ⊂ R
n
≥0 from assumption (5) is
bounded, i.e. there is ρmax ∈ R
n
≥0 with ρmax,k ≤ ρmax.
convergence of reaction terms: The sequence (ck)k strongly converges to c ∈
L1((0, T )× Ω)n in L1((0, T )× Ω)n.
convergence of the velocities: (uk)k strongly converges in L
1((0, T )×Ω)n to
u ∈ L1((0, T ),W 1,1(Ω)n) with (ux + c)
− ∈ L1((0, T ), L∞(Ω)n) and (ux)
+ ∈
L1((0, T ), L∞(Ω)n).
convergence of velocities at the boundary: (νuk)k strongly converges to νu
in L1(ΓT )
n.
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boundedness of reaction terms and velocity derivatives: The sequence
((ck + (uk)x)
−)k is bounded in L
1((0, T ), L∞(Ω)).
weak convergence and boundedness of source terms: The sequence (fk)k
weakly converges to f ∈ L1((0, T ), L∞(Ω)n) in L1((0, T ) × Ω)n and it is
bounded in L1((0, T ), L∞(Ω)n).
weak-⋆ convergence of the initial conditions: The sequence (ρ0,k)k weak-
ly-⋆ converges to ρ0 ∈ L
∞(Ω)n in L∞(Ω)n.
weak-⋆ convergence of the inflow densities: The sequence (ρin,k)k weakly-⋆
converges to ρin ∈ L
∞(ΓT , dµ
−
u ) in L
∞(ΓT , dµ
−
u ).
weak-⋆ convergence/continuity of the boundary operators: There exists
an operator G fulfilling the assumptions of Section 2 such that for each weak-⋆
convergent sequence qk ∈ L
∞(ΓT )
n with limit q it holds
(νUk)
−Gk(qk)(νuk)
− ⇀ (νU)−G(q)
in L1(ΓT )
n.
Then, there exists a solution ρ ∈ C([0, T ], Lp(Ω)n) with trace γρ ∈ L∞(ΓT , |dµu|) of
the transport equation
ρt + (U)ρx +Cρ = f in (0, T )× Ω
ρ(0) = ρ0 in Ω (17)
(νU)−ρ = (νU)−H(ρ|ΓT ) on ΓT .
Furthermore, it holds
ρk
⋆
−⇀ ρ in L∞((0, T )× Ω)n,
γρk
⋆
−⇀ γρ in L∞(ΓT , |dµu|)
and
ρk(t) ⇀ ρ(t) in L
p(Ω)n
for all t ∈ [0, T ] and p ∈ [1,∞).
2. We assume additionally:
convergence of the velocity derivative: The sequence ((uk)x)k strongly con-
verges to ux in the L
1((0, T )× Ω)n-norm.
convergence of reaction terms and velocity derivatives: (α¯k)k with α¯k =
‖(2ck + (uk)x)
−‖L∞(Ω)n strongly converges to α¯ = ‖(2c+ ux)
−‖L∞(Ω)n in the
L1(0, T )-norm.
convergence of source terms: The sequence (fk)k strongly converges to f in
L1((0, T )× Ω)n.
convergence of initial conditions: The sequence (ρ0,k)k strongly converges to
ρ0 in the L
1(Ω)n-norm.
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weak lower semi-continuity of the boundary operators: For each weak-⋆
convergent sequence ρk
⋆
−⇀ ρ in L∞(ΓT )
n it holds∫ T
0
∫
Γ
β(ρ)TW(νu)+ − β(H¯(ρ))TW(νu)−dωdt
≤ lim inf
k
∫ T
0
∫
Γ
β(ρk)
TW(νuk)
+ − β(H¯k(ρk))
TW(νuk)
−dωdt
(18)
with β : Rn → Rn defined by βj(s) = s
2
j , H¯k(ρ) = rkρin,k + Gk(ρ) and H¯(ρ) =
rρin + G(ρ). Here, rk and r are given by rk(t) = exp
(
− 12
∫ t
0 α¯k(s)ds
)
and
r(t) = exp
(
− 12
∫ t
0
α¯(s)ds
)
andW is the weight matrix introduced in Section 2.
Then, the convergence is even stronger:
ρk → ρ in C([0, T ], L
p(Ω)n)
and
γρk → γρ in L
p(ΓT , |dµu|)
for all p ∈ [1,∞).
Proof. As before, we extend γρk, ρin,k, Gk(γρk) and H(γρk) by zero to functions in
L∞(ΓT )
n.
1. First, we want to prove the existence of a solution of the limit problem and the
weak-⋆ convergence. Because of Lemma 7 and the boundedness of ρmaxk ≤ ρmax,
‖(ck + (uk)x)
−‖L1((0,T ),L∞(Ω)n) ≤ C1 and ‖fk‖L1((0,T ),L∞(Ω)n) ≤ C2 the sequences ρk
and γρk are bounded almost everywhere by
max(‖ρk‖L∞((0,T )×Ω)n , ‖γρk‖L∞(ΓT )n)
≤ max ((ρmax,k + Fk(t), Fk(T ) + Fk(t)) exp
(
‖(ck + (uk)x)
−‖L1((0,T ),L∞(Ω)n)
)
≤ (max(ρmax, C2) + C2) exp(C1) (19)
= ρ¯max.
Here, it is
Fk(t) =
∫ t
0
exp
(
−
∫ s
0
‖(ck + (uk)x)
−‖dr
)
‖((fk)1(s, ·))
+‖L∞(Ω)
...
‖((fk)n(s, ·))
+‖L∞(Ω).

ds
Thus, we can extract weak-⋆ convergent subsequences - also denoted by ρk and γρk -
with
ρk
⋆
−⇀ ρ in L∞((0, T )× Ω)n
and
γρk
⋆
−⇀ q in L∞(ΓT )
n.
As a second step, we will show that ρ is a solution of the transport equation and that
q is its trace and fulfils the boundary conditions.
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Because of the strong convergence of uk and ck in L
1((0, T ) × Ω)n, the sequences
Ukρk and Ckρk converge weakly in L
1((0, T )× Ω)n, i.e.
Ukρk ⇀ Uρ
and
Ckρk ⇀ Cρ.
Similarly, (νUk)γρk converges weakly to (νU)ρ in L
1(ΓT )
n. Thus, for a test function
ϕ ∈ C0,1([0, T ]× Ω) with ϕ(T ) = 0 it holds
0 =
∫ T
0
∫
Ω
ρTk (ϕt +Ukϕx −Ckϕ) + f
T
k ϕdxdt
+
∫
Ω
ρT0,kϕ(0)dx−
∫ T
0
∫
Γ
γρTk (νUk)ϕdωdt
→
∫ T
0
∫
Ω
ρT (ϕt +Uϕx −Cϕ) + f
Tϕdxdt
+
∫
Ω
ρT0 ϕ(0)dx−
∫ T
0
∫
Γ
qT (νU)ϕdωdt.
In words, this means that ρ is a solution of the transport equation with its unique
trace γρ = q. Furthermore, because of Theorem 2 it is ρ ∈ C([0, T ], Lp(Ω)n) and ρ
fulfils the initial condition ρ(0) = ρ0. For the boundary term we have to consider the
trace q in more detail. The assumptions on Gk and ρin,k yield the weak convergence
of (νUk)
−ρin,k and (νUk)
−Gk(γρk). Thus,∫ T
0
∫
Γ
qT (νU)−ϕdωdt←
∫ T
0
∫
Γ
γρTk (νUk)
−ϕdωdt
=
∫ T
0
∫
Γ
H(γρk)
T (νUk)
−ϕdωdt
=
∫ T
0
∫
Γ
(ρin,k + Gk(γρk))
T (νUk)
−ϕdωdt
→
∫ T
0
∫
Γ
(ρin + G(q))
T (νU)−ϕdωdt
=
∫ T
0
∫
Γ
H(q)T (νU)−ϕdωdt
is true and the trace q = γρ fulfils the boundary condition
(νU)−γq = (νU)−H(γq).
Hence, ρ is the unique solution of the limit problem (17). Since the weak-⋆ limits ρ
and q are unique, in fact the whole sequences and not only subsequences converge.
As last step of the first statement, we have to show the weak convergence of ρk(t)
for each t ∈ [0, T ]. However, this is rather simple, as the sequence ρk(t) is bounded in
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Lp(Ω)n because of the continuity of ρk with values in L
p(Ω)n and Lemma 7. Thus,
there exists a weak convergent subsequence in Lp(Ω)n with
ρk(t)⇀ q.
For this subsequence and for all time-independent test functions ϕ ∈ C0,1(Ω,Rn) it
holds with Theorem 2∫
Ω
qTϕdx←
∫
Ω
ρk(t)
Tϕdx
=
∫ t
0
∫
Ω
ρTk (Ukϕx −Ckϕ) + f
T
k ϕdxdt
+
∫
Ω
ρT0,kϕdx−
∫ t
0
∫
Γ
γρTk (νUk)ϕdωdt
→
∫ t
0
∫
Ω
ρT (Uϕx −Cϕ) + f
Tϕdxdt
+
∫
Ω
ρT0 ϕdx −
∫ t
0
∫
Γ
γρT (νU)ϕdωdt
=
∫
Ω
ρ(t)Tϕdx.
Thus, we conclude
q = ρ(t)
due to the density of C0,1(Ω,Rn) in Lp
′
(Ω)n. Again, by the uniqueness of the solution
ρ we see that the whole sequence converges weakly.
2. Now, we consider the stronger assumptions in order to prove both, the uniform
convergence of ρk with values in L
p(Ω)n and the strong convergence of the trace. As
a first step, we prove that the convergence of ρk(t) is actually strong in L
p(Ω)n for
each t ∈ [0, T ]. To this end, we use the Radon-Riesz property (see e.g. [13]) of the
Lp-spaces with p ∈ (1,∞), i.e. the fact
fk ⇀ f in L
p(Ω)n
‖fk‖Lp(Ω)n → ‖f‖Lp(Ω)n
}
⇒ fk → f in L
p(Ω)n. (20)
We define the auxiliary variable
ρ¯k(t, x) = ρk(t, x)rk(t)
with rk(t) = exp
(
− 12
∫ t
0 α¯k(s)ds
)
and α¯k(s) =
∥∥∥(2ck + (uk)x)−∥∥∥
L∞(Ω)n
. By assump-
tion, it holds α¯k → α¯ =
∥∥∥(2c+ ux)−∥∥∥
L∞(Ω)n
in L1((0, T )). Thus, we conclude
rk(t)→ r(t) = exp
(
−
1
2
∫ t
0
α(s)ds
)
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in C([0, T ]), as in the proof of Lemma 7. We also see, as in that proof, that ρ¯k solves
the equation
(ρ¯k)t + (Ukρ¯k)x + C¯kρ¯k = f¯k in (0, T )× Ω
ρ¯k(0) = ρ0,k in Ω
(νUk)
−ρ¯k = (νUk)
−H¯k(ρ¯k|ΓT ) on ΓT
with c¯k = ck +
1
2 α¯k1, f¯k = rkfk and H¯k(ρ¯) = rk(t)ρin,k + Gk(ρ¯). For ρ¯k and this
problem, all requirements of the first part of this theorem are fulfilled. Thus, we
conclude
ρ¯k(t)⇀ ρ¯(t)
in Lp(Ω)n, where ρ¯ is the solution of
(ρ¯)t + (Uρ¯)x + C¯ρ¯ = f¯ in (0, T )× Ω
ρ¯(0) = ρ0 in Ω
(νU)−ρ¯k = (νU)
−H¯(ρ¯|ΓT ) on ΓT
with c¯ = c+ 12 α¯1, f¯ = rf and H¯(ρ¯) = r(t)ρin + G(ρ¯).
The renormalization property for β : Rn → Rn defined by β(s)j = s
2
j and ϕ =W1,
the weak lower semi-continuity of the L2-Norm, the strong convergence of ρ0,k and the
weak convergence of f¯Tk Wρ¯k yield∫
Ω
1TWβ(ρ0)dx −
∫ t
0
∫
Γ
β(γρ¯)TW(νu)dωdt
−
∫ t
0
∫
Ω
(2c¯+ ux)
TWβ(ρ¯)dxdt− 2f¯TWρ¯dxdt
=
∫
Ω
1TWβ(ρ¯(t))dx
= ‖Wρ¯(t)‖2L2(Ω)n
≤ lim inf
k
‖Wρ¯k(t)‖
2
L2(Ω)n (21)
= lim inf
k
(∫
Ω
1TWβ(ρ0,k)dx −
∫ t
0
∫
Γ
β(γρ¯k)
TW(ukν)dωdt
−
∫ t
0
∫
Ω
((2c¯k + uk)x)
TWβ(ρ¯k)− 2f¯
T
k Wρ¯kdxdt
)
=
∫
Ω
1TWβ(ρ0)dx
+ lim inf
k
(∫ t
0
∫
Γ
β(H¯k(γρ¯k))
TW(ukν)
− − β(γρk)
TW(ukν)
+dωdt
−
∫ t
0
∫
Ω
(2c¯k + (uk)x)
TWβ(ρ¯k)dxdt
)
+
∫ t
0
∫
Ω
2f¯TWρ¯dxdt
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and thus
lim sup
k
(∫ t
0
∫
Γ
β(γρ¯k)
TW(ukν)
+ − β(H¯k(γρ¯k))
TW(ukν)
−dωdt
+
∫ t
0
∫
Ω
(2c¯k + (uk)x)
TWβ(ρ¯k)dxdt
)
≤
∫ t
0
∫
Γ
β(γρ¯)TW(νu)+ − β(H¯(γρ¯))TW(νu)−dωdt
+
∫ t
0
∫
Ω
(2c¯+ ux)
TWβ(ρ¯)dxdt.
(22)
Using the assumption (18) for the weak-⋆ convergent sequence χ[0,t]γρ¯k, we conclude∫ t
0
∫
Γ
β(γρ¯)TW(νu)+ − β(H¯(γρ¯))TW(νu)−dωdt
≤ lim inf
k
∫ t
0
∫
Γ
β(γρ¯k)
TW(νuk)
+ − β(H¯k(γρ¯k))
TW(νuk)
−dωdt
(23)
for all t ∈ [0, T ]. Because of the strong convergence of ck and (uk)x in L
1((0, T )×Ω)n,
we have for j = 1, . . . , n also the convergence∣∣∣2c¯jk + (ujk)x∣∣∣ 12 → ∣∣2c¯j + (uj)x∣∣ 12
in L2([0, T ]× Ω) and hence also the weak convergence∣∣∣2c¯jk + (ujk)x∣∣∣ 12 ρ¯jk ⇀ ∣∣2c¯j + (uj)x∣∣ 12 ρ¯j
in L2((0, T )×Ω). Here, the superscripts denote the components of the vectors. Since
it holds 2c¯k + (uk)x = 2ck + (uk)x + ‖(2ck + (uk)x)
−‖L∞(Ω)n1 ≥ 0, we can again use
the weak lower semi-continuity of the norm to find∫ t
0
∫
Ω
(2c¯+ ux)
TWβ(ρ¯)dxdt =
n∑
j=1
‖(2c¯j + (uj)x)
1
2Wjj ρ¯
j‖2L2((0,t)×Ω)
≤ lim inf
k
n∑
j=1
‖(2c¯jk + (u
j
k)x)
1
2Wjj ρ¯
j
k‖
2
L2((0,t)×Ω)
= lim inf
k
∫ t
0
∫
Ω
(2c¯k + (uk)x)
T
Wβ(ρ¯k)dxdt.
This leads with the inequalities (22) and (23) to
lim sup
k
(∫ t
0
∫
Γ
β(γρ¯k)
TW(ukν)
+ − β(H¯k(γρ¯k))
TW(ukν)
−dωdt
+
∫ t
0
∫
Ω
(2c¯k + (uk)x)
TWβ(ρ¯k)dxdt
)
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≤
∫ t
0
∫
Γ
β(γρ¯)TW(νu)+ − β(H¯(γρ¯))TW(νu)−dωdt
+
∫ t
0
∫
Ω
(2c¯+ ux)
TWβ(ρ¯)dxdt
≤ lim inf
k
(∫ t
0
∫
Γ
β(γρ¯k)
TW(ukν)
+ − β(H¯k(γρ¯k))
TW(ukν)
−dω
)
dt
+ lim inf
k
∫ t
0
∫
Ω
(2c¯k + (uk)x)
TWβ(ρ¯k)dxdt
≤ lim inf
k
(∫ t
0
∫
Γ
β(γρ¯k)
TW(ukν)
+ − β(H¯k(γρ¯k))
TW(ukν)
−dωdt
+
∫ t
0
∫
Ω
(2c¯k + (uk)x)
TWβ(ρ¯k)dxdt
)
.
Hence, the limit inferior and the limit superior coincide and consequently they are
equal to the limit. Altogether, this yields
lim
k→∞
‖Wρ¯k(t)‖
2
L2(Ω)n
= lim
k→∞
(
−
∫ t
0
∫
Γ
β(γρ¯k)
TW(ukν)
+ − β(H¯k(γρ¯k))
TW(ukν)
−dωdt
+
∫
Ω
1TWβ(ρ0,k)dx−
∫ t
0
∫
Ω
(2c¯k + (uk)x)
TWβ(ρ¯k)− 2f¯
T
k Wρ¯kdxdt
)
= −
∫ t
0
∫
Γ
β(γρ¯)TW(νu)+ − β(H¯(γρ¯))TW(νu)−dωdt
+
∫
Ω
1TWβ(ρ0)dx −
∫ t
0
∫
Ω
(2c¯+ ux)
TWβ(ρ¯)− 2f¯TWρ¯dxdt
= ‖Wρ¯(t)‖2L2(Ω)n .
Now, the strong convergence of ρ¯k(t) for all t ∈ [0, T ] follows by the Radon-Riesz
property (20) of L2(Ω)n and the equivalence of the weighted Euclidean norm ‖W · ‖2
and the Euclidean norm ‖ · ‖2. Thus, by the convergence of r¯k
r¯k(t) = exp
(
1
2
∫ t
0
α¯k(s)ds
)
→ r¯(t) = exp
(
1
2
∫ t
0
α¯(s)ds
)
in C([0, T ]) (see proof of Lemma 7), the convergence
ρk(t) = ρ¯k(t)r¯k(t)→ ρ¯(t)r¯(t) = ρ(t)
in L2(Ω)n is also true. Because of the uniform boundedness of ρk(t) in L
∞(Ω)n, we
see that ρk(t) converges in all L
p(Ω)n-spaces for p ∈ [1,∞).
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Up to now, we have shown the pointwise in time convergence of ρk. In the next
step, we want to show that the convergence of ρk is uniform in [0, T ] with values in
Lp(Ω)n. This can be done by applying Theorem 9 to ρk, a Radon-Riesz like property
for uniform convergence. Therefore, we first prove that
∫
Ω ρk(t, x)
Tϕ(t, x)dx converges
uniformly towards
∫
Ω
ρ(t, x)Tϕ(t, x)dx for all fixed ϕ ∈ C1([0, T ]× Ω,Rn). Recall the
upper bound ρ¯max ∈ R>0 for ρk from the first part of the proof and let be ε > 0. We
define ε˜ = ε5ρ¯max‖ϕ‖C1([0,T ]×Ω,Rn)
. Since uk, ck, fk and νuk are converging in L
1, they are
equi-integrable. Thus, there exists δ > 0 such that S ⊂ [0, T ] with µ(S) < δ implies the
four inequalities:
∫
S
‖uk‖L1(Ω)ndt < ε˜,
∫
S
‖ck‖L1(Ω)ndt < ε˜,
∫
S
‖fk‖L1(Ω)ndt < ε˜ and∫
S
‖νuk‖L1(Γ)ndt < ε˜. Then, we compute for t1, t2 ∈ [0, T ] with |t2 − t1| < min(δ, ε˜)∣∣∣∣
∫
Ω
ϕ(t2)
Tρk(t2)dx −
∫
Ω
ϕ(t1)
T ρk(t1)dx
∣∣∣∣
=
∣∣∣∣
∫ t2
t1
∫
Ω
(
ϕTt + ϕ
T
xUk − ϕ
TCk
)
ρk + f
T
k ϕdxdt −
∫ t2
t1
∫
Γ
ϕT (νUk)γρkdωdt
∣∣∣∣
≤ ‖ϕ‖C1 ρ¯max
∫ t2
t1
(
1 + ‖uk‖L1(Ω)n + ‖ck‖L1(Ω)n + ‖fk‖L1(Ω)n
)
dt
+ ‖ϕ‖∞ρ¯max
∫ t2
t1
‖νuk‖L1(Γ)ndt
≤ ρ¯max‖ϕ‖C1
∫ t2
t1
(
1 + ‖uk‖L1(Ω)n + ‖ck‖L1(Ω)n + ‖fk‖L1(Ω)n + ‖νuk‖L1(Γ)n
)
dt
< ε
which proves the weak equicontinuity of ρk. Together with the weak convergence of
ρk(t) in L
p(Ω), we conclude the uniform in time convergence of
∫
Ω
ρk(t)
Tϕ(t)dx as
each equicontinuous pointwise convergent sequence is uniformly convergent. Due to
the density of C1([0, T ]× Ω)n in C([0, T ], L2(Ω)n), this uniform convergence holds in
fact for all ϕ ∈ C([0, T ], L2(Ω)n).
To apply Theorem 9, we additionally need the uniform convergence of the norm
‖ρk(t)‖L2(Ω)n . Therefore, let again be ε > 0, define ε˜ =
ε
4max(ρ¯max,1)ρ¯max
and choose
a value δ > 0 such that for all S ⊂ [0, T ] with µ(S) < δ the inequalities
∫
S
‖2ck +
(uk)x‖L1(Ω)ndt < ε˜,
∫
S
‖fk‖L1(Ω)ndt < ε˜ and
∫
S
‖νuk‖L1(Γ)ndt < ε˜ hold. Then, the
renormalization property leads to∣∣∣‖ρk(t2)‖2L2(Ω)n − ‖ρk(t1)‖2L2(Ω)n ∣∣∣
=
∣∣∣∣
∫ t2
t1
∫
Γ
β(γρk)
T (νuk)dωdt+
∫ t2
t1
∫
Ω
(2ck + (uk)x)
T
β(ρk)− 2f
T
k ρkdxdt
∣∣∣∣
≤ max(ρ¯max, 1)ρ¯max
∫ t2
t1
(
‖νuk‖L1(Γ)n+‖2ck + (uk)x‖L1(Ω)n + 2‖fk‖L1(Ω)n
)
dt
< ε
for t1, t2 ∈ [0, T ] with |t2−t1| < δ. Again, the shown equicontinuity yields together with
the pointwise convergence of ‖ρk(t)‖L2(Ω)n the uniform convergence. As a consequence,
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we can apply Theorem 9 to deduce the convergence of ρk in C([0, T ], L
2(Ω)n). As
before, the convergence holds in fact in all the spaces C([0, T ], Lp(Ω)n) for p ∈ [1,∞)
because of the uniform boundedness.
To finish the proof, it remains to show the strong convergence of the trace γρk.
Again, we consider the renormalization property for β as before with an arbitrary
ϕ ∈ C0,1([0, T ] × Ω,Rn). Since β(ρk) converges strongly to β(ρ) in L
p((0, T ) × Ω)n
and β(ρk(T )) to β(ρ(T )) in L
p(Ω)n we conclude∫ T
0
∫
Γ
β(γρk)
T (νUk)ϕdωdt
=
∫ T
0
∫
Ω
β(ρk)
T (ϕt +Ukϕx − (2Ck + (Uk)x)ϕ) + 2f
T
k ρkdxdt
+
∫
Ω
β(ρ0,k)
Tϕ(0)dx −
∫
Ω
β(ρk(T ))
Tϕ(T )dx
→
∫ T
0
∫
Ω
β(ρ)T (ϕt +Uϕx − (2C+Ux)ϕ) + 2f
Tρdxdt
+
∫
Ω
β(ρ0)
Tϕ(0)dx−
∫
Ω
β(ρ(T ))Tϕ(T )dx
=
∫ T
0
∫
Γ
β(γρ)T (νU)ϕdωdt.
(24)
To use the Radon-Riesz-property again, we would like to choose sgn(νu) as a test
function in order to receive a norm of γρ. But since this function is not smooth
enough, we have to approximate it to ensure the C0,1-regularity. Therefore, let be
ϕj ∈ C
0,1([0, T ]× Ω,Rn) such that
ϕj → sgn(νu)
holds almost everywhere in ΓT with |ϕ(t, x)| ≤ 1. The dominated convergence theorem
immediately yields
(νU)ϕj → |νu|
in L1(ΓT )
n. Thus, we find for ε > 0 an index J ∈ N with
‖(νU)ϕJ − |νu|‖L1(ΓT )n <
ε
4ρ¯2max
.
With the convergence in (24) we find for ϕJ an index K1 such that∣∣∣∣∣
∫ T
0
∫
Γ
(
β(γρk)
T (νUk)− β(γρ)
T (νU)
)
ϕJdωdt
∣∣∣∣∣ < ε4
for all k ≥ K1. Furthermore, because of the convergence of νuk in L
1(ΓT )
n there is
also K2 with
‖ν(uk − u)‖L1(ΓT )n <
ε
4ρ¯2max
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for k ≥ K2. Finally, for all k ≥ max(K1,K2) it holds∣∣∣‖γρk‖2L2(ΓT ,|dµu|) − ‖γρ‖2L2(ΓT ,|dµu|)
∣∣∣
≤
∣∣∣∣∣
∫ T
0
∫
Γ
β(γρk)
T (νU) (sgn(νu)− ϕJ ) dωdt
∣∣∣∣∣
+
∣∣∣∣∣
∫ T
0
∫
Γ
β(γρk)
T (ν (U−Uk))ϕJdωdt
∣∣∣∣∣
+
∣∣∣∣∣
∫ T
0
∫
Γ
(
β(γρk)
T (νUk)− β(γρ)
T (νU)
)
ϕJdωdt
∣∣∣∣∣
+
∣∣∣∣∣
∫ T
0
∫
Γ
β(γρ)T (νU) (ϕJ − sgn(νu)) dωdt
∣∣∣∣∣
< 2ρ¯2max‖|νu| − (νU)ϕJ‖L1(ΓT )n + ρ¯
2
max‖ν(u− uk)‖L1(ΓT )n +
ε
4
< ε
and we can use the Radon-Riesz-property and the boundedness of γρk to conclude the
strong convergence in Lp(ΓT , |dµu|) for all p ∈ [1,∞), which finishes the proof. 
Remark 11. Boyer and Fabrie obtained in [3] an equivalent result for the scalar trans-
port equation with non-coupled boundary conditions. However, their proof technique
is completely different and uses a mollifying procedure.
5. Existence
Now, we are finally able to prove the existence of solutions of the transport equation
(1). This will be done in two steps. In a first step, we will consider the equation with
non-coupled boundary conditions. In this case, the existence of a solution is classical
and it can be proven in several ways. One possibility is to use the method of char-
acteristics for smooth data. Then, the first part of the previous theorem yields the
existence for general data. In [3], a proof of the existence using a parabolic approxima-
tion is presented. In a second step, we will construct a solution for general boundary
conditions by an iterative method, where we will use the first part of Theorem 10.
Lemma 12 (Existence). For G = 0 there exists a solution of the initial-boundary-
value problem (1) under the assumptions from Section 2.
Proof. See e.g. [3] or [16]. 
Now that we know the existence of solutions in the case of non-coupled boundary
conditions, we will provide a small lemma concerning the monotonicity of the solution
operator in dependence on the inflow values. This lemma will turn out to be useful for
the construction of the solution in the general case with coupled boundary conditions.
Lemma 13. For G = 0 let the assumptions from Section 2 be true and let the functions
ρin,1, ρin,2 ∈ L
∞(ΓT , dµ
−
u ) be two different inflow values with
ρin,2 ≥ ρin,1 ≥ 0
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dµ−u -almost everywhere. Then, for the solutions ρi of the transport equation (1) with
inflow values (νU)−ρi = (νU)
−ρin,i it holds
ρ2(t) ≥ ρ1(t)
almost everywhere in Ω. Moreover, for their traces γρi hold
γρ2 ≥ γρ1
|dµu|-almost everywhere in ΓT .
Proof. Let ρ1 and ρ2 be the solutions corresponding to the inflow values ρin,1 and ρin,2.
Recall that these solutions ρ1 and ρ2 exist due to Lemma 12. Then, the difference
ρ = ρ2 − ρ1 with trace γρ = γρ2 − γρ1 solves the homogeneous transport equation
ρt + (Uρ)x +Cρ = 0 in (0, T )× Ω
ρ(0, ·) = 0 in Ω
(νU)−ρ = (νU)− (ρin,2 − ρin,1) on ΓT .
Since the inflow value ρin,2−ρin,1 is non-negative dµ
−
u almost everywhere, we can apply
Lemma 7 to obtain the lower bound ρ(t) ≥ 0 almost everywhere in Ω and γρ(t, ω) ≥ 0
for |dµu|-almost all (t, ω) ∈ ΓT . 
Equipped with this lemma, we can prove the existence of solutions for general
boundary operators H using an iterative construction in the next theorem.
Theorem 14 (Existence). Under the assumptions (2) on u, c and f and under the
assumptions from Section 2 on H, there exists a solution of the initial-boundary-value
problem (1).
Proof. We will iteratively construct a sequence of functions converging weakly-⋆ to a
solution ρ of the transport equation. The idea is to use the outflow value of a solution
to compute the inflow value for the problem of the next iteration step. Due to the
positivity of the operator G, the obtained sequence will be monotonically increasing.
Therefore, we define the starting value of the sequence γρ0 = 0. From Lemma 12
we know that the problem
(ρk)t + (Uρk)x +Cρk = f in (0, T )× Ω
ρk(0) = ρ0 in Ω
(νU)−ρk = (νU)
−H(γρk−1) on ΓT
has a unique solution ρk with trace γρk. Once more, we want to use the stability
theorem (Theorem 10), but this time with ρin,k = H(γρk−1) and Gk = 0.
As a first step, we have to check the requirements for this theorem. Therefore, we
want to analyse the boundedness of the boundary value. From assumption (5) we
know that there is a constant ρmax ∈ R
n
>0 with
ρin exp
(
−
∫ t
0
α(s)ds
)
− F + G(F ) + G(ρmax) ≤ ρmax
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and
ρ0 ≤ ρmax
almost everywhere. We want to show by induction that an analogue bound for the
boundary value ρin,k = H(γρk−1) and Gk = 0 is valid for all k, i.e.
γρk exp
(
−
∫ t
0
α(s)ds
)
− F ≤ ρmax.
The base case is clear since G and ρin are positive and it holds γρ0 = 0. Using the
positivity of G, the induction hypothesis and the assumption (5) on ρmax we calculate
for the inductive step
H(γρk−1) exp
(
−
∫ t
0
α(s)ds
)
= ρin exp
(
−
∫ t
0
α(s)ds
)
+ G(ρmax) + G(F )
− G
(
ρmax + F − γρk−1 exp
(
−
∫ t
0
α(s)ds
))
≤ ρin exp
(
−
∫ t
0
α(s)ds
)
+ G(ρmax) + G(F )
≤ ρmax + F.
Thus, Lemma 7 yields the desired bound for γρk for all k.
The next aim is to show the convergence of the inflow values ρin,k. As we have just
seen, this sequence is bounded and it is monotonically increasing, i.e. it holds
ρin,k+1(t, ω) ≥ ρin,k(t, ω)
for dµ−u -almost all (t, ω) ∈ ΓT . We will also prove this by induction. Due to the
non-negativity of f and Lemma 7 it is γρ1(t, ω) ≥ 0 for |dµu|-almost all (t, ω) and
thus, because of the positivity of G and ρin
ρin,2 = H(γρ1) ≥ ρin = H(γρ0) = ρin,1
holds dµ−u -almost everywhere. For the inductive step, we will use the previous lemma
about the monotonicity. Assume, it is ρin,k ≥ ρin,k−1. Then, Lemma 13 immediately
yields γρk ≥ γρk−1. Thus, the positivity of G leads to
ρin,k+1 − ρin,k = H(γρk)−H(γρk−1) = G(γρk − γρk−1) ≥ 0.
Since (ρin,k)k is bounded and monotone, we can apply the monotone convergence
theorem to conclude that there exists a function q ∈ L∞(ΓT , dµ
−
u ) with
ρin,k → q
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in Lp(ΓT , dµ
−
u ). Since the sequence is bounded in L
∞(ΓT , dµ
−
u ), it is also weakly-⋆
convergent in L∞(ΓT , dµ
−
u ). Hence, Theorem 10 is applicable and it yields the exis-
tence of a solution ρ with trace γρ of
ρt + (Uρ)x +Cρ = f in (0, T )× Ω
ρ(0) = ρ0 in Ω
(νU)−ρ = (νU)−q on ΓT .
Furthermore, it holds
γρk
⋆
−⇀ γρ
in L∞(ΓT , |dµu|). The weak-⋆ continuity of the operator G implies
H(γρk)
⋆
−⇀ H(γρ)
in L∞(ΓT , dµ
−
u ). Finally, we conclude
(νU)−γρ ↼ (νU)−γρk
= (νU)−H(γρk−1)
⇀ (νU)−H(γρ)
in L1(ΓT ). Because of the uniqueness of the weak limit the boundary condition
(νU)−γρ = (νU)−H(γρ)
is satisfied. 
Remark 15. Remark, that the required non-negativity of f is essential in the pre-
vious proof. In order to prove the existence without this restriction, one needs an
additional requirement on G, e.g. the existence of a constant vector ρˆmin ∈ R
n
≥0 with
G(F− + ρˆmin) ≤ F− + ρˆmin for dµ
−
u almost all (t, ω) ∈ ΓT . Here, it is F−(t) =
exp
(
−
∫ t
0 α(s)ds
)
‖(f1(s, ·))
−‖L∞
...
‖(fn(s, ·))
−‖L∞

 ds. Then, we can split the problem in the two
subproblems
ρ1t + (Uρ
1)x +Cρ
1 = f+ in (0, T )× Ω
ρ1(0, ·) = ρ0 in Ω
(νU)−ρ1 = (νU)−H(ρ1|ΓT ) on ΓT
and
ρ2t + (Uρ
2)x +Cρ
2 = f− in (0, T )× Ω
ρ2(0, ·) = 0 in Ω
(νU)−ρ2 = (νU)−G(ρ2|ΓT ) on ΓT
so that ρ = ρ1− ρ2 is a solution of the original problem. Due to the existence of ρˆmin,
both subproblems fulfill all requirements of section 2.
TRANSPORT EQUATIONS ON A NETWORK 27
6. Application on networks
One of the main applications of such coupled boundary value problems are transport
problems on networks or graphs. In this case, the boundary operator describes the
coupling of the density at the nodes of the network. As usual, we enforce the mass
to be conserved at the nodes. Furthermore, the density should be distributed by a
prescribed ratio. This is similar to the coupling conditions for traffic flow (see [11]) or
open channel flow (see [6] or [15]).
In order to describe such flows on a network, the notation of graph theory is very
well suited. We will briefly introduce the notions which are needed in this context.
For more details, we refer to the PhD thesis [16] and to any text book about graph
theory as e.g. [7].
Let G = (V,E,w, init, ter) be an oriented, weighted and connected graph with n
edges and m nodes and let B ∈ {−1, 0, 1}m×n denote its incidence matrix. Assume
that the graph has k > 0 inner nodes vj ∈ V with degree d(vj) > 1. We denote by
B>1 ∈ {−1, 0, 1}
k×n the submatrix of the incidence matrix containing only the rows
of B corresponding to inner nodes. In the same way, B=1 ∈ {−1, 0, 1}
(m−k)×n is the
submatrix corresponding to the outer nodes vj ∈ V with degree d(vj) = 1.
With this notation, we are able to write the mass conservation at the inner nodes
as ∫
Γ
(νB>1)
−
(νU) ρdω = 0.
If there is more than one outflow edge at the same node, we need to specify the
distribution of the density. The simplest model is the perfect mixing of the density,
i.e. the density in the outflow edges is continuous at the node. However, also other
linear models to determine the distribution on the different outflow edges are possible.
In order to define the above-described boundary operator for the perfect mixing
precisely, we introduce the matrix M ∈ L1((0, T ))k×k by
M =
∫
Γ
(νB>1)
−
(νU)
− (
νBT>1
)−
dω. (25)
A simple computation using the structure of the incidence matrix shows that this
matrix M = (mij) has a diagonal form with
mij = δij
∫
Γ
(
(νB>1)
−
(νu)−
)
i
dω
(see [16]). For the well-posedness of the transport equation we need additionally some
sort of energy conservation. We assume∫
Γ
(
(νB>1)
−
(νu)
)
i
dω = 0 (26)
for all inner nodes vi ∈ V with d(vi) > 1. In the formal low Mach number limit of the
Euler or Navier-Stokes equation on a network studied in [16] this condition is fulfilled
naturally.
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Then, for ρout ∈ L
∞((0, T ))m−k with ρout ≥ ρ¯min > 0 almost everywhere, we define
the boundary operator
Hu : L
∞(ΓT , dµ
+
u )→ L
∞(ΓT , dµ
−
u )
ρ 7→ ρin + Gu(ρ)
with
ρin =
(
νBT=1
)−
ρout
and
Gu : L
∞(ΓT , dµ
+
u )→ L
∞(ΓT , dµ
−
u )
Gu(ρ) =
(
νBT>1
)−
M−1
∫
Γ
(νB>1)
−
(νU)
+
ρdω.
Here and in the following,M−1 has to be understood in the sense of the Moore-Penrose
pseudoinverse. Clearly, this boundary operator satisfies the assumption on the perfect
mixing since for each inner node there is a common outflow value for the density.
Furthermore, the mass is conserved at the inner node since it holds∫
Γ
(νB>1)
−
(νU)
−
Hu(ρ)dω =
∫
Γ
(νB>1)
−
(νU)
−
Gu(ρ)dω
=MM−1
∫
Γ
(νB>1)
−
(νU)
+
ρdω
=
∫
Γ
(νB>1)
−
(νU)
+
ρdω
(27)
for all ρ ∈ L∞(ΓT , dµ
+
u ) and almost all t ∈ [0, T ]. For the first equality we used the fact
(ν1B>1)
−W(ν2B
T
=1)
− = 0 for arbitrary diagonal matrices W and ν1, ν2 ∈ {−1, 1}.
And for the last equality we have to take into account the energy conservation (26)
since M−1 is just the pseudoinverse: In the case mii = 0 it is also∫
Γ
(
(νB>1)
− (νu)+
)
i
dω = 0
by (26). This is a sum of positive terms and thus all summands have to be zero and
the third equality in (27) is obvious.
Until now we have formally seen that the operator describes the above-mentioned
coupling conditions. Before we check that Hu fulfils the requirements of Section 2 for
the well-posedness of the problem, we will show the well-definedness of Gu and we will
introduce the pre-adjoint operator G¯u, to which Gu is the adjoint operator.
For all ρ ∈ L∞(ΓT , dµ
+
u ) and for almost all t ∈ [0, T ] it is either mjj(t) = 0 or
mjj(t)
−1
∫
Γ
(
(νB>1)
− (νU(t))+ ρ(t, ω)
)
j
dω ≤ max
j,ω
(ρj(t, ω)). (28)
In the case mjj(t) = 0, it is (Gu)i (ρ)(t, ω) = 0 for all adjacent edges ei.
Altogether, this proves
|(Gu)i (ρ)| ≤ max
j,ω
(|ρj(t, ω)|)
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for almost all (t, ω) ∈ ΓT with νui(t, ω) < 0. Hence, it is Gu(ρ) ∈ L
∞(ΓT , dµ
−
u ) and
the linear operator Gu is well-defined. Descriptively, this is not surprising since the
coupling condition chooses a weighted mean value of the inflow densities for each t.
Clearly, this weighted mean value is smaller than the maximum.
As a next step, we define the operator G¯u as
G¯u : L
1(ΓT , dµ
−
u )→ L
1(ΓT , dµ
+
u )
ρ¯ 7→
(
νBT>1
)−
M−1
∫
Γ
(νB>1)
−
(νU)
−
ρ¯dω.
This operator is well-defined by the same argument. We observe that Gu is the adjoint
operator of G¯u. To check this, let be ρ ∈ L
∞(ΓT , dµ
+
u ) and ρ¯ ∈ L
1(ΓT , dµ
−
u ). Then,
we compute∫
ΓT
ρ¯T (νU)−Gu(ρ)dωdt =
∫ T
0
∫
Γ
ρ¯T (νU)−
(
νBT>1
)−
dωM−1
∫
Γ
(νB>1)
−
(νU)
+
ρdω
=
∫
ΓT
G¯u(ρ¯)
T (νU)+ρdωdt.
Now, we will check all requirements for the boundary operator assumed in Section 2.
Lemma 16 (Continuity equation on a network). Let u ∈ L1((0, T ),W 1,1(Ω)n)
with ux ∈ L
1((0, T ), L∞(Ω)n) and ρ0 ∈ L
∞(Ω)n be given and let be Hu the above-
defined operator. Then, the continuity equation on a network
ρt + (Uρ)x = 0 in (0, T )× Ω
ρ(0, ·) = ρ0 in Ω
(νU)−ρ = (νU)−Hu(ρ|ΓT ) on ΓT
has a unique solution which is bounded and depends continuously on ρ0 and ρin. In
addition, for each ρ0 ∈ L
∞(Ω)n with ρ0 ≥ ρ¯min > 0 almost everywhere, there is
a vector ρmin ∈ R
n
>0 satisfying inequality (16), which guarantees the existence of a
strictly positive lower bound of the solution.
Proof. We will verify each of the assumptions of Section 2 so that we can apply the
theory of the previous sections. Therefore, let be ρ ∈ L∞(ΓT , dµ
+
u ).
Weak-⋆ continuity: Since Gu is the adjoint of another operator, namely G¯u, it is
weak-⋆ continuous.
L1-operator norm: As weight matrix for the Lp(ΓT , dµ
±
u ) norm we choose the
identity matrix W = I. Then, using the definition of M, we estimate
‖Gu(ρ)‖1,w,− =
∫
ΓT
|Gu(ρ)|
T (νu)−dωdt
=
∫ T
0
∣∣∣∣
∫
Γ
ρT (νU)+
(
νBT>1
)−
dω
∣∣∣∣M−1
∫
Γ
(νB>1)
−
(νu)−dωdt
=
∫ T
0
∣∣∣∣
∫
Γ
ρT (νU)+
(
νBT>1
)−
dω
∣∣∣∣ 1dt
≤ ‖ρ‖1,w,+.
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Thus, the L1-operator norm of Gu is less or equal one.
Causality: Equation (4) is fulfilled for almost all t ∈ [0, T ] since it holds
χ[0,t]Gu(χ[0,t]ρ) =
(
νBT>1
)−
M−1
∫
Γ
(νB>1)
− (νU)+ χ[0,t]ρdω = χ[0,t]Gu(ρ)
by definition of Gu.
Positivity: Let be ρ ≥ 0 almost everywhere. Then, Gu(ρ) is positive as sum of
products of positive factors.
Boundedness: For any ρ0 ∈ L
∞(Ω)n define the scalar
ρmax = max
(
‖ρoutr‖L∞(ΓT )m−k , ‖ρ0‖L∞(Ω)n
)
with r = exp
(
−
∫ t
0 ‖(ux(s, ·))
−‖L∞(Ω)nds
)
. Observe that the reaction term c and the
source term f are not present in the continuity equation. Due to the definition of the
matrix M, it is
Gu(ρmax1n) = ρmaxGu(1n) = ρmax
(
νBT>1
)−
M−1M1k = ρmax
(
νBT>1
)−
1k
and thus, it follows also
ρinr + Gu(ρmax1n) =
(
νBT=1
)−
ρoutr + Gu(ρmax1n)
≤ ρmax
(
νBT=1
)−
1m−k + ρmax
(
νBT>1
)−
1k
= ρmax(νB
T )−1m
= ρmax1n
dµ−u -almost everywhere. Here, one has to be careful with the different dimensions of
the 1-vectors. In the last step, we used that (νB)− has in each column exactly one
non-vanishing entry.
Now, we additionally assume ρ0 ≥ ρmin > 0 almost everywhere and denote
r¯(t) = exp
(∫ t
0
‖(ux(s, ·))
+‖ds
)
.
Then, we define
ρmin = min{ess inf
Ω
ρ0, ess inf
ΓT
(r¯ρout)} ≥ ρ¯min > 0
and thus, it holds
ρinr¯ + Gu(ρmin1n) =
(
νBT=1
)−
ρoutr¯ + ρminGu(1n)
≥ ρmin
(
νBT=1
)−
1m−k + ρmin
(
νBT>1
)−
1k
= ρmin(νB
T )−1m
= ρmin1n
dµ−u -almost everywhere. This completes the proof.

Remark 17. Using the stability theorem 10, one can also proof that the solution of the
equations on a network continuously depends on the velocity u.
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