Objectives. We examined potential nonresponse bias in a large-scale, populationbased, random-digit-dialed telephone survey in California and its association with the response rate.
projected nonresponse bias appeared very small.
Conclusions.
The response rate in CHIS did not result in significant nonresponse bias and did not substantially affect the level of data representativeness, and it is not valid to focus on response rates alone in determining the quality of 
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Declining survey response rates over the last decade have raised concerns regarding public health research that uses population-based survey data. Response rates are commonly considered the most important indicator of the representativeness of a survey sample and overall data quality, and low response rates are viewed as evidence that a sample suffers from nonresponse bias. 1, 2 Recent survey research literature, however, suggests that response rates are a poor measure of not only nonresponse bias but also data quality [3] [4] [5] [6] [7] The decline in survey response rates over the past several decades has led to a number of rigorous studies and innovative methods to explore the relationship between survey response rates and bias. A meta-analysis that examined response rates and nonresponse bias in 59 surveys found no clear association between nonresponse rates and nonresponse bias. 8 Some surveys with response rates under 20% had a level of nonresponse bias similar to that of surveys with response rates over 70%. This is because nonresponse bias is either a function of both the response rate and the difference between respondents and nonrespondents in a variable of interest, 9 or it is a function of covariance between response propensity and a variable of interest. 10 Therefore, response rates alone are not the determinant of nonresponse bias of the survey estimates. Although it may be convenient to use the response rate as a single indicator of a survey's representativeness and data quality, nonresponse bias is a property of a particular variable, not of a survey.
Nonetheless, declining survey response rates increase the potential for nonresponse bias and have raised questions about the representativeness of inferences made from probability sample surveys. Inferences from surveys are based on randomization theory and assume a 100% response from the sample. Although the gap between theory-based assumptions and the reality of survey administration has always been a concern, the increasing deviation from the full response assumption increases this concern.
Nonresponse is multidimensional, not a unitary outcome, and is roughly divided into 3 components: noncontact, refusal, and other nonresponse. 9 Most examples of nonresponse compose the first 2 components. A study by Curtin et al. found that refusal rates in a telephone survey remained constant between 1979 and 2003, although the contact rates decreased dramatically. 11 Another study by Tuckel and O'Neill found the same pattern. 12 Arguably, different dynamics lead to noncontact and refusal. 13, 14 Noncontact (e.g., unanswered phone calls in random-digit-dialed surveys) is related to accessibility. Call screening devices, phone usage, and at-home patterns affect accessibility, and calling strategy (e.g., number of call attempts and timing of calls) directly influences contact rates. 7, 12 Refusal occurs only after contact is made. The decision to participate or not is an indicator of the respondent's amenability to the survey and is also influenced by other factors. Noncontact and refusal may affect different types of potential biases, and these biases may offset one another. 7, 15 For example, measures on volunteerism may be biased through noncontact because those who spend much time volunteering may be hard to reach in randomdigit-dialed surveys. On the other hand, those who refuse to participate in the same survey may have opinions and behaviors related to volunteerism that differ dramatically from those of persons who are never contacted. Because aggregating noncontact and refusal may obscure our understanding of nonresponse bias, understanding detailed response behaviors along with overall nonresponse bias is important
The decline in response rates is more rapid for random-digit-dialed telephone surveys than for other survey types. The difficulties inherent in examining nonresponse bias arise from the absence of data on nonrespondents. Unlike face-to-face surveys, in which interviewers make direct observation of the sampled individual and have an opportunity to gather contextual information regardless of response status, such information is scarce in telephone surveys because interviewers do not visit the individual and the interviewerrespondent interaction, if any, remains oral and over the telephone. Follow-up with nonrespondents in a telephone survey can be conducted to study its nonresponse bias, but such efforts are resource intensive. Additionally, unless 100% participation is achieved, there still remains some level of nonresponse.
Alternatively, nonresponse can be studied through the use of the geographic identifiers associated with sampled telephone numbers. Phone numbers from random-digit-dialed sampling frames can be readily associated with a limited number of geographic identifiers, such as zip codes. In addition, most phone numbers can be matched to a postal address and consequently to a census tract and county, which provides a unique opportunity to evaluate patterns of nonresponse as a function of neighborhood characteristics. A few recent nonresponse bias studies have used such contextual data. [16] [17] [18] [19] We examined potential nonresponse bias in the 2005 CHIS, a large random-digit-dialed telephone survey, by comparing a wide range of census tract-level neighborhood characteristics by response behavior as well as examining response rates across neighborhood characteristics. Although these characteristics are not specific to individual cases (households), neighborhood characteristics at the census tract level serve as useful proxy indicators of differences in the population. This is because census tracts are relatively permanent small geographic divisions with 1500 to 8000 people that are designed to be homogeneous with respect to sociodemographic characteristics. 20 Unlike previous studies that focused on statistical significance, we discuss substantive significance. We explored nonresponse bias in a large, population-based telephone health survey in California. We linked data from the California Health Interview Survey (CHIS) to US Census data at the tract level to compare respondents and nonrespondents across a broad range of neighborhood characteristics.
METHODS
Potential nonresponse bias was evaluated in 3 stages. The data for the first 2 stages was a product of 4 different data sources: (1) 25 The response rate for sampled adults was 54.0%, and the overall response rate for adults was 26.9%.
CHIS call history data provide information about both respondents and nonrespondents, including response behavior at the screener interview and the geographic location of their residence. In this report, we focus on nonresponse at the screener interview stage because a greater number and proportion of the sample failed to be captured at that stage. To eliminate any potential confounding effects, we excluded from the analysis 81498 individuals from the later stages of data collection who did not necessarily receive the same level of call attempts and attempts to persuade them to respond. There were 10 cases located in 4 census tracts formed after the 2000 Census. Because census neighborhood characteristics were not available, they were also excluded from the further analyses. After these exclusions, the total sample size for the analyses described in this study was 143 721.
All telephone numbers were matched to addresses to the extent possible; the addresses were in turn geocoded to the corresponding census tracts. For those without exact addresses, we used the most likely zip code available from the sample frame and assigned the census tract of the corresponding zip code's centroid. This was done for 29.1% of the total sample. Additionally, each sampled individual was also linked to county.
For each individual in the CHIS call history data set, we had identical contextual information with which to compare (1) respondents, (2) persons who were contacted but refused to respond, and (3) Although the CHIS call history data are specific to each individual, the rest are aggregate characteristics at what we refer to as the neighborhood level. All census data were used at the tract level, and the election data at the county level. These 4 data files were merged so that each of 143 721 individuals in the CHIS call history data has variables from 3 other data sources. For example, an unemployment variable indicates the proportion of the population that was unemployed within the census tract in which the sampled individual was located, rather than whether the individual was unemployed.
In the first stage of the study, we divided the sample by response behavior and computed respective means of neighborhood characteristics. Nonresponses were further classified into 3 groups: refusals (e.g., the individual refused, made an appointment for a later call, or requested an advance letter), noncontacts (e.g., telephone rang but no one answered, maximum number of calls, reached answering machine, or questionable ring), and other nonresponse (e.g., hearing and speech problem, language difficulty, or other factor).
The second evaluation used the mean of each neighborhood characteristic for the total sample from the first evaluation and divided the sample into high and low groups (e.g., low proportion of urban population vs high proportion of urban population). We then calculated response rates for the respective groups. Both analyses were expected to show neighborhood characteristics associated with response behaviors.
In the third stage, we added 6 survey vari ables to the data used in the previous stages, including the current health insurance cover age, self-report of fair or poor health, over weight or obese status, disability status, binge drinking in the last 12 months, and current smoking status. These 6 variables, which were some of the key survey variables, were from the 2005 CHIS data, which included only respondents. We projected individual-level nonresponse bias in light of neighborhood variables demonstrated to be substantively re lated to the response behavior. We modeled individual-level survey variables with neigh borhood characteristics in multilevel logistic regression:
where P ij is the probability of a survey variable for respondent i in neighborhood j, β coefficients, x j a vector of an intercept and neighborhood characteristics for neighborhood j, and u j a random residual error for neigh borhood j, allowing the effect of x j to vary by neighborhood. We selected the following 9 neighborhood characteristics to include as x j in equation 1 : the proportions of non-Hispanic Whites, urban dwellers, never-married per sons, linguistically isolated persons, those living in the same house as in 1995, those with less than a high school education, unemployed persons, median household income, and the 2000 Census hard-to-count score. Using the respondent data and census data, we fitted multilevel logistic regression models for survey variables with the neighborhood variables (results are shown in Appendix 2, which is available as a supplement to the online version of this article at http://www.ajph.org). The parameter estimates from the fitted models were applied to predict survey variables for the entire sample. The differences between the observed values for respondents and the predicted values for the total sample were considered to be the projected nonresponse bias.
We expected even small differences to be statistically significant because of the large sample sizes. Consequently, tests of statistical significance may not be meaningful, and we do not report them. We conducted both unweighted and sample-design-weighted analyses using SAS version 9.2 (SAS Institute Inc, Cary, NC). Because unweighted results showed larger differences, we report them to be more conservative. For the nonresponse projection analysis, we used Stata version 9 (StataCorp LP, College Station, TX). 22, 23, 24 The urban population variable was excluded from the analysis because more than 75% of the sample resided in areas with a 100% urban population. For an explanation of quartiles, see the "Results" section. "Determined by the 1999 US Census.
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persons and renters, and lower census hard-tocount scores. Additional characteristics, such as higher proportions of people receiving social security income or having an available vehicle and lower proportions of registered Democrats, appeared to be associated with positive response rates. Nonetheless, these response rate differences were less than 9
percentage points except for marital status and renter status. 
DISCUSSION
We evaluated the potential for nonresponse bias in a random-digit-dialed telephone survey using neighborhood characteristics as proxy measures. As noted in the introduction, potential nonresponse bias differed by particular variables. We found that the estimates of this survey may understate proportions of urban area residents, single persons, renters, and racial and linguistic minorities. Potentially, health estimates associated with these characteristics may have been affected; however, the degree of potential underestimation was rather small. Characteristics such as age, gender, income, education, and employment status did not show much association with response behaviors. Although it seemed reasonable to expect that census tract-level response rates would be highly associated with census mail response rates and missing rates of income in the census, the results did not support this expectation. Most importantly, estimates of the proportion of people with disability at the neighborhood level, the most likely correlate of many health characteristics, were almost identical for respondents and nonrespondents. In addition, when using the relationship between neighborhood characteristics and survey variables in the respondent data, we found that the individual-level nonresponse biases in 6 key survey variables were projected to be very small-well under 1 percentage point.
This study examined characteristics at the neighborhood level and as a result has limitations. First, diversity at the individual level may be lost in the aggregate measures. Second, estimates from Census Summary File 3 are subject to sampling errors, and the findings In spite of these limitations, the findings are compelling. We found that, contrary to the prevailing assumption that nonresponse bias arises from low response rates, the neighbor hood characteristics of respondents differed little from those of nonrespondents and most of the observed difference was among households that could not be contacted, as distinguished from those that refused to participate in the screcner interview. Our findings are consistent with most previous studies on survey nonre sponse. At least for CHIS, relatively high refusal rates do not appear to result in a biased sample. Even differences between noncontact house holds and respondent households were small, but because this is the fastest-growing segment of nonresponse, it should remain an important focus of efforts to understand response rates and nonresponse bias.
By no means are survey data free from error. Nonresponse is merely 1 of 4 error sources-the others, according to the total survey error paradigm, being noncoverage, sampling, and measurement. 9 High response rates do not nec essarily produce high-quality data. For instance, large financial incentives may be used to increase response rates, which may attract a certain group in the population more than others and lead to systematic measurement error. The overall error may decrease, increase, or stay the same. Re sponse rates are simply one of many ways to summarize the characteristics of a survey and may be a convenient, but not necessarily scien tific, tool for summarizing nonresponse bias or data quality. This is well reflected in a statement by the American Association for Public Opinion Research:
[Consumers of survey results should treat all response rates with skepticism, since these rates do not necessarily differentiate reliably between accurate and inaccurate data. 27 It is evident that a broader spectrum of error sources should be taken into consideration when evaluating survey data quality.
It is noteworthy that recent studies on noncoverage bias in random-digit-dialed telephone surveys found that renters, racial/ethnic minorities, singles, and urban area residents were more likely to be affected by noncover age. 28, 29 The characteristics of these individuals mirror neighborhood characteristics associated with nonresponse shown in this study. It will be important to understand data quality for varia bles related to these characteristics as a combi nation of nonresponse and noncoverage biases. Telephone surveys will need to pay attention to these characteristics through, for example, morerigorous data collection efforts or moresophisticated adjustment methods. •
