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Résumé—On donne des conditions nécessaires et suffisantes
d’existence d’observateurs à entrées inconnues, pour les sys-
tèmes linéaires invariants, à temps continu ou discret. Une
structure générique valable quel que soit le degré relatif du
système est alors proposée en monovariable, qui peut être
étendue au multivariable. Deux exemples, dont l’un avec si-
mulations numériques, sont examinés.
Mots-clés— Systèmes linéaires, observateurs, reconstruc-
teurs, inversibilité, zéros invariants, platitude, modules.
I. Introduction
La recherche d’observateurs linéaires, en temps continu
ou discret, à entrées inconnues a suscité ces dernières an-
nées une abondante littérature, en raison d’applications po-
tentielles dans divers domaines, comme le diagnostic ou
la cryptographie. Des méthodes spécifiques doivent, alors,
être introduites. On rappelle ci-dessous quelques-uns des
articles les plus marquants.
Une première solution peut être envisagée lorsque les
quantités inconnues satisfont une dynamique connue. On
définit alors un système augmenté et un observateur es-
time le vecteur d’état étendu (cf. [29], [31], [32]). Quand
cette dynamique est inconnue, on doit faire appel à des
observateurs, dits à entrées inconnues. De nombreux algo-
rithmes emploient des observateurs réduits. Un algorithme
de reconstruction, basé sur l’approche géométrique, a été
proposé pour la première fois en [27], fournissant des condi-
tions nécessaires et suffisantes d’existence de l’observateur
associé. Notons que ce type d’approche a été également uti-
lisé en [1] dans un contexte un peu plus général. On propose
en [45] une procédure simple pour construire l’observateur
en présence de perturbations non mesurables, mais sans au-
cune condition d’existence et avec un point de vue « essai -
erreur ». La solution constructive de [33], basée sur les in-
verses généralisées matricielles, s’exprime en termes de rang
des matrices d’état. Ces conditions prennent en compte les
zéros invariants et traduisent le fait que le système doit
être à déphasage minimal. La construction plus simple de
[36] repose aussi sur les inverses généralisées matricielles.
Les conditions nécessaires et suffisantes d’existence d’un
observateur réduit en [30] traduisent des propriétés d’ob-
servabilité ou de détectabilité.
Venons-en aux observateurs non réduits. La procédure
simple de [46] indique la moins bonne performance en
convergence des observateurs réduits, car une partie de la
dynamique de reconstruction est imposée. Ces conditions,
reprises et détaillées en [9], se traduisent en termes simi-
laires à ceux proposés en [30] pour les observateurs réduits.
Notons que l’inversion des systèmes linéaires invariants
a été traitée depuis longtemps de façon indépendante. Les
premières études sur l’existence d’un système inverse et sa
construction datent de 1965 pour le cas monovariable [6],
[7] et de 1966 pour le multivariable [47]. Les conditions
d’existence ont été ensuite exprimées en termes simplifiés
et constructifs en [41] : on y établit des conditions d’exis-
tence d’un système appelé L-integral inverse, dont la sor-
tie reproduit l’entrée à une chaîne de L-intégrateurs près.
Ajoutons que ces résultats s’étendent au multivariable et au
temps discret. Une condition similaire est établie à la même
époque et indépendamment en [42]. Le test d’inversibilité
et la construction de l’inverse y dérivent d’une procédure
séquentielle.
Plusieurs faits en ressortent :
1. La plupart des contributions sur les observateurs à en-
trées inconnues ne considèrent que les systèmes de degré
relatif 1 car une structure restrictive d’observateur est im-
posée.
2. Il est paradoxal que peu de travaux1 établissent un lien
direct entre structure et conditions d’existence d’un obser-
vateur à entrées inconnues et propriétés du système inverse.
Cette communication propose une approche intrinsèque
des observateurs à entrées inconnues. Son but essentiel est
une condition nécessaire et suffisante d’existence de tels ob-
servateurs, qui s’écrit : Un système linéaire invariant pos-
sède un observateur à entrées inconnues si, et seulement si,
il est inversible à gauche et à déphasage minimal. Pour les
observateurs en temps fini, on se ramène à une condition
nécessaire et suffisante, analogue à la caractérisation des
sorties plates. On obtient au § IV une structure générique
d’observateurs monovariables à entrées inconnues quel que
soit degré relatif. L’exemple, avec simulations numériques,
1Mentionnons toutefois [26]. L’existence y est formulée à partir des
conditions de rang de la fonction de transfert et donc à partir de
l’inverse. Le gain de l’observateur est calculé afin d’obtenir une dyna-
mique de reconstruction en temps fini. L’excellent aperçu de [9] (voir,
aussi, [8]), qui fournit une procédure simple et efficace de synthèse
d’observateurs à entrées inconnues, se limite au degré relatif 1.
du § V ébauche une généralisation au multivariable. Le
principal outil mathématique est la théorie des modules
telle qu’elle a été employée depuis [12] : elle est rappelée
au § II. Les résultats structurels fondamentaux sont expo-
sés au § III, sans démonstrations détaillées par manque de
place. La conclusion du § VI évoque brièvement des pistes
futures.
II. Modules et systèmes linéaires
A. Modules
Soient k un corps commutatif, qui sera, en général, le
corps R des réels, et k[σ] l’anneau principal des polynômes
sur k, en l’indéterminée σ. Un k[σ]-module2 M est un k-
espace vectoriel tel que σ : M → M soit un endomorphisme
k-linéaire. Tous les modules ci-dessous sont finiment engen-
drés.
Un élément ξ ∈ M est dit de torsion si, et seulement si,
il existe pi ∈ k[σ], pi 6= 0, tel que piξ = 0. L’ensemble des
éléments de torsion forme un sous-module Mtor ⊆ M, dit
sous-module de torsion. Si Mtor = M, on dit que M est
de torsion. Si Mtor est trivial, c’est-à-dire Mtor = {0}, on
dit que M est sans torsion. On dit que M est libre si, et
seulement si, il admet une base, c’est-à-dire un ensemble gé-
nérateur, formé d’éléments k[σ]-linéairement indépendants.
La cardinalité d’une telle base est le rang de M.
Les définitions et propriétés suivantes sont primordiales :
1. Les classes des modules libres et sans torsion coïncident.
2. Le module M est de torsion si, et seulement si, sa di-
mension en tant que k-espace vectoriel est finie, c’est-à-dire
dimk(M) < +∞. Le spectre d’un module de torsion M est,
par définition, le spectre de σ, considérée comme endomor-
phisme k-linéaire de M, sur la clôture algébrique k¯ de k.
3. Tout module M se décompose ainsi :
M= Mlibre ⊕Mtor
où Mlibre = M/Mtor est un module libre, défini à un iso-
morphisme près. Le rang de M, noté rg(M), est, par dé-
finition, celui de Mlibre. Le rang de M est donc nul si, et
seulement si, M est de torsion.
Soit k(σ) le corps de fractions de k[σ], c’est-à-dire le
corps des fractions rationnelles sur k en l’indéterminée σ.
Le k(σ)-espace vectoriel Mˆ = k(σ)⊗M est appelé espace de
transfert [14] de M. Le noyau de l’application k[σ]-linéaire
M → Mˆ, ξ 7→ ξˆ = 1 ⊗ ξ, est Mtor. On démontre les faits
suivants :
– la famille {ξι | ι ∈ I} ⊂ M est k[σ]-linéairement
(in)dépendante si, et seulement si, {ξˆι | ι ∈ I} ⊂ Mˆ
est k(σ)-linéairement (in)dépendante ;
– la dimension de Mˆ est égale au rang de M.
B. Temps continu
Ici, σ = d
dt
. Un système (linéaire), à temps continu, est un
k[ d
dt
]-module Λ. Une dynamique (linéaire) est un système
linéaire Λ muni d’une commande u = (u1, . . . , um) ⊂ Λ,
telle que le module quotient Λ/spank[ d
dt
](u) soit de torsion.
2Le cours [2] contient une excellente présentation de cette approche
des systèmes linéaires et des outils mathématiques nécessaires. Ren-
voyons aussi à [34] pour une introduction à l’algèbre.
On suppose désormais la commande indépendante, c’est-
à-dire u1, . . . , um k[
d
dt
]-linéairement indépendants. Un sys-
tème (linéaire) entrée-sortie est une dynamique linéaire Λ
munie d’une sortie y = (y1, . . . , yp) ⊂ Λ.
Remarque 1 Que l’on nous permette de rappeler que cette approche,
née en [12], a permis les avancées suivantes3 :
– définition intrinsèque [12] de la commandabilité, à l’origine de
la platitude [17] (voir aussi [40], [43]), et de l’observabilité ;
– représentations généralisées d’état [12] ;
– simplification [14] des liens entre approche polynômiales et par
matrices de transfert ;
– dualité entre commandabilité et observabilité [39] ;
– pôles et zéros, finis ou non [4], [5] ;
– inversion entrée-sortie et son application aux bouclages quasi-
statiques dans diverses synthèses classiques [10], [11] ;
– comportement impulsif [3] ;
– pousuite de modèles [35] ;
– approche « naturelle » de la commande prédictive [18], [19] ;
– correcteurs proportionnels intégraux généralisés [20] ;
– estimations paramétriques en boucle fermée [21] ;
– diagnostic [16].
Soient k(s), s = d
dt
, le corps de fractions de k[ d
dt
] et
Λˆ = k(s) ⊗ Λ l’espace vectoriel de transfert. L’application
Λ→ Λˆ, λ 7→ λˆ = 1⊗λ, s’appelle transformation de Laplace




















où T (s) ∈ k(s)p×m est la matrice de transfert.
Rappelons les faits suivants :
1. Le système Λ est commandable si, et seulement si, le
module Λ est libre. Toute base du module libre est appelée
sortie plate, ou basique.
2. Le système entrée-sortie Λ est observable si, et seulement
si, Λ = spank[ d
dt
](u,y). C’est dire que l’observabilité équi-
vaut à la possibilité d’exprimer toute variable du système,
et, en particulier, toute variable d’état comme combinaison
k-linéaire des composantes de la commande, de la sortie et
de leurs dérivées jusqu’à un ordre fini.
3. Le système entrée-sortie est inversible à gauche (resp. à
droite) si, et seulement si, sa matrice de transfert l’est. Ces
deux propriétés sont équivalentes pour un système carré,
c’est-à-dire où m = p. On dit, alors, qu’il y a inversibilité.
4. Le système entrée-sortie Λ est inversible à gauche
si, et seulement si, le module quotient Λ/spank[ d
dt
](y)
est de torsion. Alors, les éléments du spectre de la dy-





](y), sont appelés zéros invariants.
Si k = R, on dit que le système est à déphasage minimal si,
et seulement si, les parties réelles des zéros invariants sont
strictement négatives.
Nous nous limiterons, ici, à la représentation d’état
3Une grande partie des résultats ci-dessous restent valables dans























































– A ∈ kn×n, B ∈ kn×m, C ∈ kp×n ;
– rg(B) = m et, donc, m ≤ n.




Posons σ = δ, où δ est l’opérateur de retard : δφ(t) =
φ(t− 1). On reprend5 les définitions des systèmes, des dy-
namiques, des système entrée sortie, de la commandabilité,
de la sortie plate, de l’observabilité, des matrices de trans-
ferts de l’inversion entrée-sortie, de la dynamique des zéros
et des zéros invariants6 du § II-B en substitutuant k[σ] à
k[ d
dt
]. Il convient, cependant, de noter que l’on obtient aussi
des systèmes non causaux, comme δy = u, y(t− 1) = u(t).
Une dynamique Λ est dite causale [13], ou non anticipa-
tive, si, et seulement si, δ est un automorphisme k-linéaire
de Λ/spank[δ](u), considéré comme k-espace vectoriel de
dimension finie. Un système entrée-sortie est causal si, et
seulement, la dynamique correspondante l’est.






























































– A ∈ kn×n, B ∈ kn×m, C ∈ kp×n, D ∈ δk[δ]p×m ;
– rg(B) = m et, donc, m ≤ n ;
– det(A) 6= 0.
Ici, encore, n = dimk(Λ/spank[δ](u)).
Remarque 2 La condition det(A) 6= 0, étrangère aux approches
usuelles (cf. [44]), est due au fait suivant : le système monovariable
y(t) = u(t− ℓ), ℓ ≥ 1, possède une représentation d’état minimale de
dimension ℓ dans les théories actuelles de la réalisation, et, ici, nulle
(voir [13], [19]). Il en résulte de légères modifications par rapport au
continu quant à certaines définitions, comme celles des pôles et des
zéros.
III. Observabilités à entrées inconnues
Désormais, k = R.
A. Temps continu
A.1 Observabilité rapide à entrées inconnues
Le système (1) est dit rapidement observable, ou obser-
vable en temps fini, à entrées inconnues si, et seulement
si,
xi, uj ∈ spanR[ d
dt
]
(y) i = 1, . . . , n, j = 1, . . . ,m (3)
4Voir [12] pour plus de détails.
5Renvoyons à [13], [19] pour davantage de détails.
6Si k = R, le déphasage minimal équivaut au fait que les modules
des zéros invariants sont strictement inférieurs à 1.
c’est-à-dire si toute composante de l’état ou de la com-
mande est combinaison R-linéaire des composantes de la
sortie et de leurs dérivées jusqu’à un ordre fini7. Ce qui
suit est facile (voir, aussi, [25]) :
Proposition 1 Le système (1) est rapidement observable
à entrées inconnues si, et seulement si, y est un système
générateur du module associé à (1). Alors, (1) est obser-
vable et inversible à gauche.
Avec un système carré, cette propriété de la sortie conduit
à la platitude :
Proposition 2 Le système (1), supposé carré et comman-
dable, est rapidement observable à entrées inconnues si, et
seulement si, y est une sortie plate. Il est, alors, observable
et inversible.
A.2 Observabilité asymptotique à entrées inconnues
Commençons par nous placer dans la situation analy-
tique élémentaire suivante : Les variables d’entrée, de sor-
tie et d’état du système (1) s’expriment, pour t grand, sous
forme de séries de
∑
ν≥0 ανt
ν , αν ∈ R. Nous dirons que (1)
est asymptotiquement observable à entrées inconnues si, et
seulement, toute composante de l’état s’exprime comme
somme de deux séries :
– l’une dont les coefficients dépendent exclusivement des
coefficients des développements en séries des compo-
santes de la sortie,
– l’autre représentant une fonction tendant vers zéro
lorque t→ +∞.
On obtient la caractérisation suivante (comparer avec
[28]) :
Théorème 3 Le système (1) est asymptotiquement obser-
vable à entrées inconnues si, et seulement si, il est inver-
sible à gauche et à déphasage minimal.
Corollaire 4 Le système (1), supposé asymptotiquement
observable à entrées inconnues, est rapidement observable




Il convient d’accepter les avances. Introduisons pour cela
l’anneau principal R[δ, δ−1] des polynômes de Laurent,
c’est-à-dire des sommes finies
∑
ι∈Z cιδ
ι, cι ∈ R, et le
R[δ, δ−1]-module Λ = R[δ, δ−1] ⊗ Λ. Le noyau de l’appli-
cation R[δ]-linéaire Λ → Λ, λ 7→ λ = 1 ⊗ λ est {λ | ∃ α ≥
1 tel que δαλ = 0}. Nous ferons l’hypothèse naturelle qu’il
est réduit à {0} : Λ peut être canoniquement considéré
comme un sous-module de Λ. Il en découle que la liberté
de Λ equivaut à celle de Λ. Alors, tout m-uplet d’éléments
de Λ, qui est une base de Λ, est appelé sortie plate généra-
lisée.
7Rappelons que, d’après le § II-B, l’observabilité usuelle de (1) s’ex-
prime par
xi ∈ spanR[ d
dt
]
(u,y) i = 1, . . . , n
B.2 Observabilité rapide à entrées inconnues
Le système (2) est dit rapidement observable, ou obser-
vable en temps fini, à entrées inconnues si, et seulement si,
xi, uj ∈ spanR[δ,δ−1](y), i = 1, . . . , n, j = 1, . . . ,m, c’est-
à-dire si toute composante de l’état ou de la commande
est combinaison R-linéaire des composantes de la sortie et
de leurs retards et avances jusqu’à un ordre fini (comparer
avec (3)). Ce qui suit adapte les deux propositions du §
III-A.1 (voir, aussi, [24]) :
Proposition 5 Le système (2) est rapidement observable
à entrées inconnues si, et seulement si, y est un système
générateur du R[δ, δ−1]-module associé à (2). Alors, (2) est
observable et inversible à gauche.
Proposition 6 Le système (2), supposé carré et comman-
dable, est rapidement observable à entrées inconnues si, et
seulement si, y est une sortie plate généralisée. Il est, alors,
observable et inversible.
B.3 Observabilité asymptotique à entrées inconnues
Adaptons le § III-A.2. Nous dirons que (2) est asympto-
tiquement observable à entrées inconnues si, et seulement,
toute composante xi(t), i = 1, . . . , n, de l’état s’exprime
comme somme ai(t) + bi(t) où :
– ai(t) dépend exclusivement d’un nombre fini de yj(τ),
j = 1, . . . , p, τ ∈ Z,
– bi(t)→ 0 si t→ +∞.
On obtient la caractérisation suivante :
Théorème 7 Le système (2) est asymptotiquement obser-
vable à entrées inconnues si, et seulement si, il est inver-
sible à gauche et à déphasage minimal.
Corollaire 8 Le système (2), supposé asymptotiquement
observable à entrées inconnues, est rapidement observable
à entrées inconnues si, et seulement si, sa dynamique des
zéros est triviale.
IV. Détermination des observateurs
On propose une structure générique d’observateurs à en-
trées inconnues dans le cas monovariable valable quel que
soit le degré relatif du système. On s’intéresse ensuite plus
particulièrement au temps discret afin de mettre en évi-
dence une spécificité liant des conditions de convergence
en temps fini de l’observateur et la platitude utilisée dans
les propositions 2 et 6. L’extension multivariable n’est pas
détaillée ; un exemple est donné à titre illustratif au § V.
Remarque 3 Nous avons choisi d’exhiber des observateurs pour res-
ter plus proche du point de vue dominant en automatique. Rappe-
lons cependant que la définition de l’observabilité, donnée en [12],
et les techniques d’estimation de [21] conduisent à des reconstruc-
teurs d’états [22], de nature non asymptotique et aux performances
remarquables (voir [15] pour le traitement des bruits). Deux faits en
découlent :
– La détermination de reconstructeurs à entrées inconnues est im-
médiate.
– La généralisation au non-linéaire est, à la différence des obser-
vateurs asymptotiques, aisée [23].
A. Définition du degré relatif
Il existe trois définitions équivalentes du degré relatif
d’un système linéaire monovariable :
i) le nombre de différenciations (resp. d’itérations) r né-
cessaires pour que u (resp. uk) apparaisse de manière
explicite au niveau de la sortie y(r) (resp. yk+r)
ii) la différence r = n−q entre le degré du dénominateur
D(s) (resp. D(z)) et du numérateur (resp. N(s)) de la
fonction de transfert T (s) (resp. T (z))
iii) le plus petit entier r tel que CAr−1B 6= 0 et
CAs−1B = 0 pour s < r.
Dans le cas multivariable, une notion équivalente au de-
gré relatif est l’ordre relatif [42].
B. Observateurs
On propose une structure générique d’un observateur à
entrées inconnues pour un système de degré relatif 0 < r ≤
n. Dans le cas continu, l’observateur s’écrit :

˙ˆx = (PA− LC)xˆ+Qy(r) + Ly
uˆ = (CAr−1B)−1(y(r) − CAr xˆ)
(4)
En discret, il vient :






Les matrices Q et P vérifient :
Q = B(CAr−1B)−1, P = 1n −QCA
r−1 (6)
Notons que (CAr−1B)−1 existe d’après la définition du de-
gré relatif. Cette structure est directement inspirée de celle
d’un système inverse. En effet, lorsque L = 0, on retrouve
le système inverse donné dans [6] pour le cas temps continu
ou dans [41] pour la cas temps discret (voir, aussi, [9] et
[8]). Pour les systèmes linéaires, la matrice L n’a d’intérêt
que dans un contexte stochastique pour assurer un filtrage
de l’erreur de reconstruction.
C. Convergence
On considère les systèmes (1) ou (2) avec D = 0. En ité-
rant (1) ou (2) et en tenant compte de iii) dans la définition
du degré relatif, on obtient :






x˙− ˙ˆx = (PA− LC)(x− xˆ) (9)
u− uˆ = (CAr−1B)−1CAr(x− xˆ) (10)
ou
xk+1 − xˆk+1 = (PA− LC)(xk − xˆk) (11)
uk − uˆk = (CA
r−1B)−1CAr(xk − xˆk) (12)
C.1 Observabilité asymptotique à entrées inconnues
La reconstruction asymptotique de u (resp. uk) repose
sur la convergence vers 0 de u − uˆ (resp. uk − uˆk), c’est-
à-dire la convergence vers 0 de x − xˆ (resp. xk − xˆk). On
peut aisément montrer, en raisonnant par exemple à partir
d’une forme canonique compagne, que le polynôme caracté-




r) un polynôme de degré r, à coefficients constants
dépendant de L, et Ψb(λ
n−r) = b0 + . . . + bn−rλ
n−r. Le
spectre de PA− LC noté σ(PA− LC) vérifie donc :
σ(PA− LC) = {λi}i=1,...,r ∪ {λZI} (13)
Les {λi} sont les racines de ΨL ; les {λZI} sont celles de Ψb,
c’est-à-dire les n− r zéros invariants de (1). Les théorèmes
3 et 7 sont donc confirmés.
C.2 Observabilité rapide à entrées inconnues
L’observabilité rapide à entrées inconnues est une spé-
cificité des systèmes à temps discret. La reconstruction en
temps fini de uk est assurée si xk−xˆk converge à 0 en temps
fini. La matrice PA− LC doit donc être nilpotente, c’est-
à-dire Φ(λ) = λn. Cela nécessite que ΨL(λ
r) = λr et que
Ψb(λ
n−r) = λn−r , ce qui implique que les zéros invariants
du système sont tous nuls. On a alors σ(PA−LC) = {0}n
et donc (PA−LC)n = 0. D’après (11), xˆk+n = xk+n et en









Si xˆk+n = xk+n, l’entrée reconstruite vérifie uˆk+n = uk+n
d’après (12). En itérant (5) et à l’aide de (14), l’entrée















Si les équations (14) et (15) sont vérifiées, cela signifie que
la sortie yk du système (1) est une sortie plate généralisée,
les quantités s’écrivant comme des combinaisons linéaires
des sorties retardées et/ou avancées. L’équation (15) n’est
rien d’autre que la relation entrée/sortie du système (1).
La Proposition 6 est bien vérifiée.
Remarque 4 Les solutions (14) et (15) sont en réalité indépendantes
de L puisque xˆk+n = xk+n et uˆk+n = uk+n et que ni xk, ni uk
de dépendent de L. Les solutions restent donc valables pour L = 0,
c’est-à-dire lorsque l’observateur à entrées inconnues (5) se réduit
à l’expression du système inverse. La dynamique de l’erreur de re-




Soit le système monovariable, à temps discret, défini par




















Le système est de degré relatif r = 2 si b1 = 0, b2 6= 0 et b3
quelconque. La fonction de transfert s’écrit :
G(z) =
b2z + b3
z3 + 4z2 − 3z + 2




















Seule la stabilité des racines de ce polynôme est exigée pour
une reconstruction asymptotique. On peut noter qu’elle
implique à travers Ψb(λ
n−r) la stabilité des zéros inva-
riant. En revanche, pour une reconstruction en temps fini,
la matrice PA − LC doît être nilpotente. Son spectre
σ(PA − LC) = {0}3, si l1 = 0, l2 = 0, l3 quelconque,
b3 = 0, correspondant au fait que le zéro invariant doit










L’entrée reconstruite est déduite de (15) et s’écrit b2uˆk+1 =
yk+3 + 4yk+2 − 3yk+1 + 2yk. Ce n’est rien d’autre que la
relation entrée/sortie du système. Notons à ce niveau que
ces expressions de xˆk+3 et de uˆk+3 sont bien indépendantes
de la matrice L comme indiquée dans la remarque 2. De
même, elle montrent que la sortie yk de ce système est bien
une sortie plate.
B. Cas multivariable
On considère un système multivariable, carré et à temps





0.3 1 0 1
0.3 0 0.1 0.2
0.6 0 0 −0.4

















1 1 1 1
1 3 1 4

L’ordre relatif vaut 2 ; la dynamique des zéros est triviale.
Pour un gain L assurant une dynamique de reconstruc-
tion de spectre σ(PA) = {0, 0.5, 0.2, 0.8}, la convergence
asymptotique à zéro de xk − xˆk et de uk − uˆk est illustrée
respectivement sur les Figures 1A et 1B.
Pour un gain L = 0, la dynamique de l’erreur de re-
constrution se réduit à la dynamique des zéros (voir re-
marque 4). La convergence en temps fini des erreurs xk−xˆk
(Fig. 1C) et uk − uˆk (Fig. 1D) illustrent bien le corollaire



































Fig. 1. Convergence asymptotique de |xk− xˆk|2 (A) et de |uk− uˆk|2
(B). Convergence en temps fini de |xk− xˆk|2 (C) et de |uk− uˆk|2
(D)
VI. Conclusion
Les techniques développées ici permettent une généra-
lisation aisée de la plupart des résultats aux systèmes li-
néaires instationnaires ou à commutations, ainsi qu’aux
systèmes non linéaires. Ce sera l’objet de prochaines pu-
blications qui développeront également le point de vue des
reconstructeurs, évoqué dans la remarque 3 du § IV.
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