In the disjoint path allocation problem, we consider a path of L + 1 vertices, representing the nodes in a communication network. Requests for an unbounded-time communication between pairs of vertices arrive in an online fashion and some central authority has to decide which of these calls to admit. The constraint is that each edge in the path can serve only one call and the goal is to admit as many calls as possible. Advice complexity is a recently introduced method for a fine-grained analysis of the hardness of online problems. We consider the advice complexity of disjoint path allocation, measured in the length L of the path. We show that asking for a bit of advice for every edge is necessary to be optimal and give online algorithms with advice achieving a constant competitive ratio using much less advice. Furthermore, we consider the case of using less than log log L advice bits, where we prove almost matching lower and upper bounds on the competitive ratio. In the latter case, we moreover show that randomness is as powerful as advice by designing a barely random online algorithm achieving almost the same competitive ratio.
Introduction
Many important practical computational problems are best formulated in an online scenario, where the input arrives piecewise over time and an online algorithm has to irrevocably compute a part of the output for any given part of the input. One prominent example for such an online problem is call admission in communication networks, where a central authority has to admit or reject requests for communication between certain pairs of nodes in the network.
We consider a special case of the call admission problem in this paper, called the disjoint path allocation problem. Here, the communication network is simply modeled by a path of length L, where the L+1 vertices correspond to the nodes of the network which might want to communicate with each other using the links modeled by the edges of the path. We assume that a communication request between two vertices is issued at some point in time, but is of unbounded duration. Moreover, we assume that any link of the path is only capable of serving one communication request. Thus, admitting a request between two vertices on the path prevents any vertex in between from participating in any communication. The goal is to admit as many requests as possible. This problem is well-studied, for an overview of known results, see, e. g., Section 13.5 in the textbook by Borodin and El-Yaniv [3] .
Classically, the hardness of online problems is measured using the so-called competitive analysis introduced by Sleator and Tarjan [21] where the cost of the solution computed by an online algorithm is compared to the cost of an optimal (offline) algorithm that knows the complete input beforehand. Obviously, the offline algorithm has a big advantage by knowing the complete input. Thus, this way of measuring the hardness of online problems can be considered quite rough. Recently, advice complexity has been introduced as a means for a more fine-grained complexity analysis of online problems [7, 11, 13, 16] . The idea here is to measure how much information about the not yet revealed parts of the input is necessary and sufficient to compute an optimal solution or to reach a specific competitive ratio.
In the model of advice complexity, an online algorithm gets advice about the upcoming instance on an advice tape that has been prepared in advance by a clairvoyant and computationally unlimited oracle. The advice complexity is then the number of bits the algorithm reads from this advice tape. A number of online problems have already been analyzed within this model, such as paging [7] , buffer management [12] , job shop scheduling [7, 18] , the k-server problem [6] , online set cover [17] , string guessing [4] , metrical tasks systems [13] , graph exploration [10] , independent set [9] , knapsack [5] , bin packing [8] , and graph coloring problems [1, 2, 14, 20] .
For a detailed introduction to the advice complexity of online problems, see [7, 16] . There is also an interesting relationship between advice complexity and randomized algorithms as discussed in [6, 13, 18] .
The disjoint path allocation problem was among the first problems that were investigated using the model of advice complexity, but most upper and lower bounds were measured depending on the number of communication requests [7] . In contrast, most classical results in the competitive analysis of the disjoint path allocation problem were derived with respect to the size of the communication network, i. e., the length of the path. In this paper, we adopt this convention and analyze the advice complexity of the disjoint path allocation problem with respect to the path length. Our results can be summarized as follows. First, we prove that L − 1 advice bits are both necessary and sufficient to compute an optimal solution. While the upper bound is rather straightforward, we introduce a new technique to prove the lower bound which might be of independent interest. Second, we analyze the competitive ratio achievable by using a constant number of advice bits, or any advice of size b ≤ log log L, respectively. Here, we are able to prove an upper bound
and an almost matching lower bound. Then, we design several online algorithms with advice to achieve a constant competitive ratio. These upper bounds are complemented by a result of Gebauer et al. [15] , who show that for every (not necessarily integer) constant c there is a δ = δ(c) such that any c-competitive algorithm needs at least δL advice bits. We note that their result can also be generalized for slowly growing functions c = c(L).
In the last part of the paper, we prove that any number b ≤ log log L of advice bits can be replaced by the same number of random bits while achieving (almost) the same competitive ratio in expectation. Thus, in some sense, a small number of random bits is as powerful as a small number of advice bits for this problem.
Preliminaries
Let us first formally define the framework we are using. Consider an input sequence I = (x 1 , . . . , x n ) of some maximization problem U with cost function cost(·). Let us denote by Opt an (offline) algorithm that outputs an optimal solution on every input I. We emphasize that Opt has access to the entire input sequence in advance and is computationally unbounded. Let c ≥ 1.
Definition 1 (Online Algorithm).
An online algorithm A computes the output sequence A(I) = (y 1 , . . . , y n ), where y i = f (x 1 , . . . , x i ), for some function f and 1 ≤ i ≤ n. An algorithm A is ccompetitive if there is a constant α such that cost(A(I)) ≥ cost(Opt(I))/c − α holds. We call c the competitive ratio of A. If α = 0, then A is strictly c-competitive. We call A optimal if it is strictly 1-competitive.
Definition 2 (Online Algorithm with Advice).
An online algorithm A with advice computes the output sequence A φ (I) = (y 1 , . . . , y n ), where φ is an infinite bit string called the advice and
The algorithm A is c-competitive with advice complexity s(n) if there is a constant α such that, for every n and every input sequence I of length at most n, there is an advice φ such that cost(A φ (I)) ≥ cost(Opt(I))/c − α holds and at most the first s(n) bits of φ are accessed during the computation of A φ on I. The definitions of a c-competitive algorithm and an optimal algorithm are analogous to those in Definition 1.
At times, when the input sequence I is clear from the context, we omit the explicit dependence on it and write Opt and cost(Opt) instead of Opt(I) and cost(Opt(I)), respectively. For a given sequence σ, we denote by [σ] k the prefix of σ of length k. Throughout this paper, log x denotes the binary logarithm of x.
Problem Definition and Related Work
The disjoint path allocation problem is the following maximization problem. Given is a path and a sequence of requests, each of them being a subpath (given by two vertices of the path). The goal is to admit as many requests as possible, such that no two admitted requests share a common edge. We consider the online version of the problem, where the requests arrive sequentially, and the decision whether to admit a given request or not must be made before the next request arrives. Once the decision is made, it cannot be revoked later.
More formally, we define the disjoint path allocation problem as follows: 
We do not want to restrict ourselves to strict competitiveness for this problem. To see why, consider the following instance. An adversary Adv may first request the path P itself. If an algorithm A admits this request, then Adv requests all subpaths of P of length 1 and A achieves a competitive ratio of L. If A does not admit the first request, then Adv sends no more requests and A is not competitive at all. Thus, no deterministic algorithm can achieve a better strict competitive ratio than L. We avoid such pathological instances by setting α := 1, as the algorithm is then free to reject the first request and still be competitive [19] . Note that, when computing the competitive ratio, this allows us to assume, without loss of generality, that any algorithm admits at least one request.
Also note that L is not a parameter of the problem, but is communicated as the first request instead. This avoids another pitfall: If an online algorithm A was designed for some specific constant L, it would always be 1-competitive when admitting at least one request, because for
as every subpath is, without loss of generality, requested at most once and therefore, there can be at most
many requests in total.
The disjoint path allocation problem can be analyzed with respect to two different parameters: the number n of requested subpaths and the length L of the path. For the parameter n, the randomized setting was analyzed in [3] and the advice complexity in [7] . Theorem 1 (Böckenhauer et al. [7] ). Every strictly c-competitive algorithm for DPA needs to read at least (n + 2)/(2c) − 2 advice bits. Corollary 1. Every optimal algorithm for DPA needs to read at least n/2 − 1 advice bits. Theorem 2 (Böckenhauer et al. [7] ). For every c > 1, there is a c-competitive algorithm for DPA that reads at most
advice bits.
For L, only a lower bound on the advice complexity for optimality has previously been shown. We analyze DPA with respect to the parameter L. We establish upper and lower bounds for optimality and c-competitiveness.
A Technique to Prove Lower Bounds
We start by introducing a generic technique to prove lower bounds on the advice complexity of online problems when solving them optimally. The technique is based on a set of special instances such that no online algorithm can distinguish their prefixes of a certain length. Yet, an optimal online algorithm would need to behave differently on these instances, even before there is a distinction between them. Thus, the online algorithm is required to read advice in order to solve these instances optimally, as there is no other way to distinguish them.
The idea is to partition a set of instances into subsets, such that all input sequences of a given subset start with the same prefix of a given length for various prefix lengths. These partitions can be structured in a hierarchy of partitions, depending on the respective prefix length. Thus, we can describe the relationship between these instance sets with a partition tree.
Definition 4 (partition tree).
Consider some online problem U and a set I of input sequences of U . We define a partition tree of I, denoted by T (I), as a labeled rooted tree that satisfies the following properties: Next we want to use a constructed partition tree to prove that an optimal online algorithm is required to read a certain number of advice bits. Here, the first property of a partition tree is crucial. This implies that no online algorithm can distinguish two given input sequences if it only sees their common prefix. Thus, an optimal online algorithm with advice has to use a different advice string for each set of the partition tree, as the following lemma shows. If every optimal online algorithm A with advice needs to behave differently on the common prefix of these input sequences, more specifically, if
then A needs a different advice string for each of the two input sequences I 1 and I 2 .
Proof. We have I 1 , I 2 ∈ I v . According to the definition of T (I), the prefixes of length k v of I 1 and I 2 are equal, but [A(I 1 )] kv = [A(I 2 )] kv by the prerequisite of the lemma. Because the prefixes of length k v of the two input sequences are the same, there is no way to distinguish them except by using a different advice string for each. Thus, A needs a different advice string for each of the two input sequences in order to answer both of them optimally.
This lemma leads to the following corollary that we can use to prove lower bounds. 
Bounds for Achieving Optimality
Using the techniques from Section 4, we improve the lower bound from Theorem 3 by a factor of 2. This new bound is tight. 
For the lower bound, we construct a set I of input sequences for which there is a partition tree T (I) that satisfies the prerequisite of Lemma 1. Then, we only need to show that T (I) has the desired number of leaves in order to prove the theorem.
The requests of a particular input sequence are asked over a series of L phases, from phase L down to 1. In each phase p, all requests of length p are asked from the leftmost request to the rightmost one, except for some requests, such that each input instance is different. More specifically, for each input sequence, an associated bit string
L−1 represents the optimal solution for this input sequence as described for the upper bound. If a request [i, j] in phase (j − i) is designated to be admitted in the optimal solution, that is,
are requested. An example of such an input sequence is shown in Figure 1 . Now we prove that T(I) satisfies the prerequisite Lemma 1, i. e., that no online algorithm can distinguish between these instances without advice.
Let I and I be two input sequences from different vertices of T (I) and let p be the phase in which I and I first differ. Let Opt(I) be an optimal output sequence for I. Because the requests in phase p of the two input sequences are different, there must be a request in the previous phase that should be admitted in one input sequence, but not in the other. (Otherwise, the two input sequences would be the same, as the requests in phase p are dependent on whether some requests should be admitted in the previous phase.) Hence, an optimal output sequence Opt(I) for I cannot also be optimal for I . This also shows that, in order for an online algorithm A to be optimal for both request sequences, it needs to behave differently already in phase (p + 1), and thus the prerequisite of Lemma 1 is satisfied.
The L − 1 bit strings define 2 L−1 different request sequences, each belonging to a different leaf of T (I). We have 2 L−1 leaves and thus, from Lemma 1 and Corollary 2, it follows that an optimal online algorithm needs at least log(2 L−1 ) = L − 1 advice bits to be optimal for a given input sequence.
Bounds for Small Advice
Our first approach for an upper bound is to divide incoming requests into classes according to their lengths and accept only requests from one class, based on the advice.
For this, we need the following simple fact about the greedy algorithm that admits every possible request.
Lemma 2. If the length of all requests is at least t and at most s, where t ≤ s, then the greedy algorithm is ( (s − 2)/t + 2)-competitive.
Proof. Consider any request r of length s that the greedy algorithm admits. The worst case is that the optimal solution on this subpath consists of as many paths of length t as possible that are internal to r as well as two paths that contain the endpoints of r as inner vertices (see Figure 2) . Then, the optimal solution on this subpath has cost (s − 2)/t + 2. b } of the class C j that contains the most requests that can be accepted by a greedy algorithm, ignoring the class C 2 b +1 . The algorithm reads the number j and greedily admits the requests in C j , say a many in total. We know from Lemma 2 that some fixed optimal solution Opt contains at most
requests in class C 1 , again due to Lemma 2. For class C 2 b +1 , the maximum number of requests in Opt is L 
Hence, we obtain a competitive ratio of
We immediately obtain the following results for the special cases b = 0, b = 1 and b = log log (L/2) .
Corollary 3. 2
√ L-competitiveness can be achieved without advice.
Corollary 4.
One advice bit is sufficient to be 3
Corollary 5.
To be (4 log L − 4)-competitive, log log (L/2) advice bits are sufficient.
We complement Theorem 5 with an almost matching lower bound. To this end, we use the following technical result.
Proof. It suffices to prove that, in the interval 1
(Note that x 0 lies in the considered range.) We have
So x 0 is a local minimum of f . Since f has no other root than x 0 , f has no other extremum. Thus, x 0 is also a global minimum of f in the considered interval. In particular,
, then we could find a local maximum between y and x 0 .) Theorem 6. Any algorithm that uses at most b advice bits cannot achieve a competitive ratio better than
We note that an online algorithm A using b advice bits can be considered as a set of 2 b deterministic algorithms A 1 , . . . , A 2 b : For a given input sequence I, cost(A(I)) := max i=1...2 b cost(A i (I)) (cf. [17] ). Thus, Theorem 6 is a direct consequence of the following lemma, which we will prove in the sequel.
Lemma 4. For any set
and cost(A j (I)) ≤ 1, for every j ∈ {1, . . . , m}.
Proof. We consider the sequence s = s(L) of requests consisting of To prove Lemma 4, we apply induction on m. Note that we can assume without loss of generality that every algorithm admits each request of length 1. and all but at most two of the presented requests of length i + 1. Hence,
Base case
By elementary calculus, the expression i
Induction step. Let A = {A 1 , . . . , A m } be a set of deterministic algorithms. We first describe the input sequence I = I(L, A). To this end, we consider an adversary Adv that, in the first phase, sends requests according to s, until some A j admits some request, say [ry, (r + 1)y]. (Note that this happens eventually, since requests of length 1 are never refused.) In the second phase, Adv presents the input sequence I = I(y, A\{A j }) on the subpath P = (ry, ry + 1, . . . , (r + 1)y). Note that cost(A j (I)) = 1 by construction. By induction, cost(A(I)) ≤ 1 for every A ∈ A\{A j }. To bound cost(Opt(I)) from below, we consider the solution that contains all presented requests of length y + 1 outside P plus the number of requests contained in P chosen by the optimal solution for the second phase. In the first phase, at most two of the presented requests of length y + 1 intersect P . Hence,
By the binomial theorem, (a + 1) m ≥ a m + 1, for every natural number m ≥ 1 and every a ≥ 0. 
By Lemma 3, we obtain
Upper Bounds for c-Competitiveness
In this section, we present several complementary upper bounds on the advice complexity to achieve c-competitiveness. The first algorithm that we present divides the path into segments and treats those segments separately. For this, we need the following simple observation.
Lemma 5. For every
where the last inequality holds because δ < 1 and
Theorem 7.
There is a c-competitive online algorithm A, for c = 2 √ k with k ∈ N + , that uses at most 4L/c 2 log 3 advice bits.
Proof. We divide the path into N := (L + 1)/k consecutive vertex-disjoint subpaths (or segments) of length k − 1, i. e., every segment contains k vertices and k − 1 edges (except maybe the last one), and there is a separating edge between any two consecutive segments. Let Opt be an arbitrary, but fixed optimal solution. For every segment S i , 1 ≤ i ≤ N , A reads a number x i ∈ {0, 1, 2} from the advice tape with the following meaning. If x i = 0, then no request in Opt starts in S i . (We then call S i empty.) If x i = 1, then at least one and at most √ k requests in Opt start in S i . If x i = 2, then more than √ k requests in Opt start in S i . This needs at most N log 3 advice bits, and A reads the entire advice after the first request.
3
Let r be an incoming request starting in segment S i that can still be admitted, and let S j be the first non-empty segment to the right of S i , i. e., x i+1 = x i+2 = · · · = x j−1 = 0 and x j = 0. Furthermore, let S l be the segment in which r ends. A inspects x i and x j and behaves as follows. If there is no segment S j , i. e., if S i+1 = S i+2 = · · · = S N = 0, then A admits r if x i = 1, or if r has length of at most √ k and x i = 2. Now we investigate the competitive ratio of these three cases separately. Without loss of generality, we assume j = i + 1.
The worst case is when Opt contains
√ k requests starting in S i and equally many requests starting in S i+1 , but A admits one long request covering all these short ones (see Figure 3a) . This results in a competitive ratio of 2 √ k for these two segments. 2. Similar as above, the worst case here is when Opt contains √ k requests starting and ending in S i , but A admits one long request covering all these short ones (see Figure 3b) . This results in a competitive ratio of √ k for segment S i . 3. We only consider S i . Let a A be the number of requests of length at most √ k admitted by A. We know that a A ≥ 1 because no request is ever admitted that starts in some segment S l , l < i, and ends in S i . This in turn immediately follows from the fact that x i = 2 and the rules about when to admit a request. By setting t := 1 and s := √ k , we know from Lemma 2 that Opt contains a Opt ≤ a A · √ k requests of length at most √ k (plus possibly one more that starts in S i and ends in S i+1 , but let us assume, without loss of generality, that this is not the case). Additionally, Opt contains at most (k − a Opt )/ √ k requests of length greater than √ k (or one less if Opt contains a short request that starts in S i and ends in S i+1 ). Then, we get a competitive ratio of
where the last inequality follows from Lemma 5.
Note that L/k = (L + 1)/k if and only if L is a multiple of k. But in this case, the rightmost segment contains only one vertex and thus, no advice is necessary for it. Therefore, we have shown that L/k log 3 advice bits are sufficient to be 2 √ k-competitive. Setting c = 2 √ k, the theorem follows.
The following result provides a better upper bound than Theorem 7 for sufficiently large c. A segment with corresponding advice bit 1 is called 1-segment. Then, A admits any satisfiable request in a 1-segment that has its end point in either this segment or the next 1-segment to the right. Let S i be an arbitrary 1-segment and S j be the next 1-segment to the right of S i .
Assume that A admits at least one request that starts in either S i or S j . Opt may admit up to c requests in these two segments, so the competitive ratio of A on these two segments is c. Now assume that A does not accept any requests starting in S i or S j . Because both are 1-segments, there must be a request r i starting in S i and ending in S i or S j , and also a request r j starting in S j . Because A does not accept r i , it must already have accepted a request r that is overlapping with r i . We know that r starts in the first 1-segment to the left of S i , because A does not admit requests that cover a complete 1-segment. Moreover, A must already have accepted a request starting in the next 1-segment to the right of S j that overlaps with r j . Hence, on the considered four 1-segments A admits at least two requests, whereas Opt may satisfy at most 2c requests. Thus, the competitive ratio of A is c. Now we generalize the approach from Theorem 5 by applying it to edge-disjoint segments of the path. The following result improves on the previous one, again for sufficiently large c. Proof. Without loss of generality, let the length L of the path be a multiple of k, and let k be a power of 2. We divide the path of length L into L/k segments consisting of a subpath of length k each. We say that a request r belongs to segment S if r starts in S. In the following, we will consider a fixed optimal solution Opt for some instance and, for each segment S i , the rightmost request r i of the optimal solution belonging to S i , for 1 ≤ i ≤ L/k. We say that a segment S i is empty if no requests in Opt belong to S i . (Note that therefore, when we say that S i is empty, some requests might still start in S i , but no requests that are part of Opt.) After the first request, A knows L and reads all L/(2 c/4 ) · (c/2 + log c + 0.33) advice bits at once, the first L/k · (2 log k + log 5) of which serve to specify the start and end points of all The algorithm A accepts all requests r i specified by the advice (let us call these type 1 requests) and does not accept any requests starting in empty segments. Now we will describe how A interprets the remaining advice bits. In each segment S i , some edges might be left that are not blocked by type 1 requests. Let this be k i ≤ k many edges. We will call requests that occur on these remaining subpaths type 2 requests. For i = 1, . . . , L/k, the requests on the subpath in segment S i are partitioned into 2 l + 1 classes as in the proof of Theorem 5 for an appropriate value of l, which we will give later. To specify the class that contains the most requests that can be accepted by a greedy algorithm for each segment (again analogously to Theorem 5), l · L/k bits are necessary. The algorithm A then greedily accepts the requests of the specified class in each segment.
We now calculate the overall competitive ratio as the maximum over the competitive ratios of all segments. The competitive ratio of an empty segment is always 1, and a decision concerning a request r starting in an empty segment cannot impair the competitive ratio of other segments. This is because r is not contained in the optimal solution and is not accepted by the algorithm either. Now let us consider a non-empty segment S i . We define o i as the number of type 2 requests of segment S i that are contained in Opt. At least one request in each segment S i is accepted, the type 1 request. The number of accepted type 2 requests on the k i edges that are not blocked by type 1 requests is at least
due to Theorem 5 and because k i ≤ k. Hence, as the competitive ratio of each segment S i , and therefore also as the overall competitive ratio for the presented algorithm, we obtain
Choosing l = log log k , the algorithm A uses
many advice bits and has a competitive ratio of
The theorem follows.
We already know how to construct a bit string of length L−1 that serves as advice to be optimal. Below, we show that approximate knowledge of this bit string can still be used to guarantee a good competitive ratio. More precisely, we prove that we can get arbitrarily close to optimality using less than L − 1 advice bits.
Theorem 10. For any
Proof. Let B = b 1 . . . b L−1 be the bit string corresponding to some fixed optimal solution computed by an optimal online algorithm Opt as described in the proof of Theorem 4. Instead of using B, our advice string is a shorter sequence created from B by taking some pairs of consecutive bits and adding them (producing a number between 0 and 2). Given such an advice sequence, an online algorithm A may behave as follows. First, it reconstructs the sequence B. This is only ambiguous if the sum of some two consecutive bits is 1. In that case we assume that the bits are 0 + 1 (and not 1 + 0). Given the reconstructed sequence, we simulate Opt.
Let q be the number of pairs of bits we reconstructed incorrectly. We can easily see that A constructs a solution with at least cost(Opt) − q accepted requests: The worst that can happen is that we lose one accepted request per such pair.
We will now consider k different strategies of creating the pairs of bits. The advice string for A is produced as follows: It consists of log k bits to announce the strategy used, and then at most L − 1 − (L − 2)/k · (2 − log 3) bits to encode the corresponding compressed sequence.
Clearly, each pair of consecutive bits is selected by exactly one of the k given strategies. Let z be the number of occurrences of consecutive bits 1, 0 in B. As these are non-overlapping, there are at least z ones in B, hence cost(Opt) ≥ z. The strategy that we encode in the advice string is chosen to be the strategy where the number of occurences of consecutive bits 1, 0 within the selected pairs is as small as possible. By the pigeonhole principle, in some strategy, the selected pairs include at most z/k occurrences of consecutive bits 1, 0. Hence, the competitive ratio of our algorithm is at most cost(Opt)/(cost(Opt) − z/k), and as z ≤ cost(Opt), the competitive ratio is at most cost(Opt)/(cost(Opt) − cost(Opt)/k) = k/(k − 1). 
On the Power of Random Bits
We continue the study of the exact power of randomness in online algorithms (focusing on DPA) and show a trade-off between the number of random bits available to the online algorithm and its competitive ratio.
Recall that an O(log(L))-competitive algorithm for DPA can be implemented using log log(L) random bits, and this matches the lower bound on the competitive ratio that can be obtained by any randomized online algorithm (Theorems 13.7 and 13.8 in [3] ).
In this section, we obtain an online algorithm that uses only b random bits and enjoys a competitive ratio of (L 1 2 b · 2 b+1 ) for any b ∈ {0, . . . , log log(L) }. Indeed, for b = 0, we obtain the greedy algorithm, and for b = log log(L) , we obtain the randomized algorithm from [3] .
Partitioning Edges and Intervals
In this section, we identify the edge (v t , v t+1 ) with its right vertex and call it edge t + 1. That is, a request [i, j] contains the edges {i + 1, . . . , j}. Requests intersect if they contain a mutual edge. A set of requests covers a request if every edge in the request is contained by some request from the set.
It will be useful to think of an edge t as the bit-string of length log(L+1) that denotes its binary expansion. For simplicity of presentation, for the rest of this section, we assume that L = 2 − 1 for some integer , but our results here hold for any L (just think of the natural embedding of the path to the first L vertices in a path of length L − 1, where L is the smallest power of 2 larger than L).
We partition the edges into levels, where an edge e belongs to level λ(e), where λ : E → N is given by λ(e) := max { t : 2 t divides e }. Alternatively, λ(e) is the largest t such that, in the binary representation of e, the t right-most bits of e are zero. That is, the edge 10 −1 is the only edge of level − 1, the edges 10 −2 and 110 −2 are the only edges of level − 2, and in general, there are exactly 2 −j−1 edges of level j. It will be useful to consider a coarser partition to blocks of B levels. To this end, for every B ∈ N + , we define the B-block of an edge
. It is immediate that λ B (e) = i if and only if λ(e) ∈ {iB, iB + 1, . . . , (i + 1)B − 1}. We extend λ (resp., λ B ) to any request r by setting λ(r) = max e∈r λ(e) (resp., λ B (r) = max e∈r λ B (e)). We call a request a level-t (resp., B-block i) request if λ(r) = t (resp., λ B (r) = i).
The B-Block-Greedy Algorithm
Let Opt be an optimal solution for a DPA instance with value cost(Opt). We denote by o t the number of requests in Opt for which λ(r) = t. Similarly, we set o i := 
We shall make use of the following proposition and the corollary that follows it.
Proposition 1. If a request contains two different edges of level t, then it contains an edge of level at least t + 1.
Proof. Let e < e be two edges of level t in r. It holds that e = x10 t and e = y10 t for some x, y ∈ {0, 1} −t . Now, observe that the edge e + 10 t is of level at least t + 1, and is contained in the request since e < e + 10 t ≤ e .
Corollary 7. Every request r has exactly one edge of level λ(r).
Proof. Towards contradiction, let e, e ∈ r be two edges of maximal level λ(r). By Proposition 1, r contains an edge of level at least λ(r) + 1, which contradicts the maximality of the levels of e and e .
Corollary 7 asserts that every request has exactly one edge of maximal level. We call this edge the level-edge of the request. Additionally, for any edge e, any solution to a DPA instance contains at most one request with e as its level edge (this is true for any edge, and in particular for the level edges).
Proposition 2. Let r be a level-t request. Then, for any solution of a DPA instance and any t ≥ t, the solution contains at most one level-t request that intersects with r.
Proof. Suppose that some solution contains two level-t requests, r and r , that intersect with r. Let e and e be their level-edges of level t , respectively. It must hold that e = e , as otherwise r and r overlap and cannot both be contained in the solution, and, without loss of generality, we assume that e < e . Observe that, by Proposition 1, the request [e − 1, e ] contains an edge f of level at least t + 1. Now, since r intersects with both requests, the request [e − 1, e ] is covered by the union of the three requests, and therefore f is contained in at least one of r, r and r , which is a contradiction to the fact that all three requests are of level at most t .
We are now ready to present and analyze the i-th B-block greedy algorithm for DPA. The algorithm B-Block-Greedy i takes all the requests offered from B-block i as long as they do not intersect with requests already chosen to the current solution. Proof. We show that, for every edge that the algorithm chooses, at most 2 B requests chosen by Opt from block i intersect with it. Let r be a request of level λ(r) = t = iB + j for some j ∈ {0, . . . , B − 1} chosen by B-Block-Greedy i and let e, an edge of level t, be its level-edge. That is, the binary representation of e is of the form e = x10 j 0 iB for some x ∈ {0, 1} −1−j−iB . Applying Proposition 2 to Opt yields the following.
Claim. for any level t ≥ t, Opt contains at most one level-t request that intersects with r.
Moreover we need the following claim.
Claim. For any level t < t, Opt contains at most 2 (t−t ) level-t requests that intersect with r.
The second claim can be shown as follows. Let r be a level-t request that intersects with r, and let e be its level-edge. We argue that e is of the form xy10 t for some y ∈ {0, 1} t−t and x as before. Assuming otherwise, without loss of generality that e < x0 t−t 10 t (the case where e > x1 t−t 10 t is handled similarly), it holds that e is of the form x 10 t as it is a level-t edge, and therefore x < x0 t−t . Now, consider the request (e , e). It is covered by the requests r and r (as they intersect and contain both edges), and additionally, contains the edge x0 t+1 , since e < x0 t+1 < e. Therefore, one of the requests (without loss of generality r ) contains the edge x0 t+1 . This immediately leads to a contradiction, since it now holds that λ(r ) ≥ λ(x0 t+1 ) ≥ t + 1 > t = λ(r ). The claim follows using Corollary 7 and the fact that there are 2 (t−t ) edges of the form xy10 t , where y ∈ {0, 1} t−t .
Combining both claims, we observe that the bound on the total number of requests in B-block i that intersect with r and are contained in Opt is (B − j + 1) + j−1 k=1 2 (j−k) , and is maximized when the request is chosen from the uppermost level of the block, in which case it holds that at most 1 + Put differently, we obtain a ( /B · 2 B )-competitive algorithm. Note that choosing a random B-block out of the /B possible blocks is the only random choice of the algorithm and can be done using log( /B ) random bits. 
A Competitive Algorithm Using b Random Bits
So far our analysis was made in terms of the block size B. Next, we present our main theorem for this section, which delineates explicitly the competitive ratio obtained as a function of the number of available random bits b.
Theorem 11. The randomized B-Block-Greedy algorithm that uses b random bits is
Proof. Observe that the smaller the block size B is, the better is the competitive ratio of the algorithm. Using b bits it is possible to randomly choose of one of 2 b blocks. Therefore, we can use any B ∈ N such that 2 b · B ≥ holds. Setting a block size of B = /2 b levels in ( /B · 2 B ), we obtain a competitive ratio of 2
b · 2 b+1 using b random bits.
