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Projection method for partial eigenproblems
of linear matrix pencils
Keiichi Morikuni
∗
Abstract
In this contribution, we extend a projection method for square matrix pencils to the
singular non-square case. Eigensolvers involving complex moments for linear square matrix
eigenproblems are paid much attention in the eigencomputation due to its coarse-grained
parallelizability. Such solvers determine all finite eigenvalues in a prescribed region in the
complex plane and the corresponding eigenvectors. For extracting eigencomponents from
random vectors or matrices, a complex moment forms a filter that allows desired eigencom-
ponents to pass through. The challenge is to extend the definition of a complex matrix
moment to the non-square case. This extension naively replaces the standard matrix inverse
in the resolvent with the pseudoinverse. The extended method involves complex moments
associated with contour integrals of generalized resolvents associated with rectangular ma-
trices. We give conditions such that this method gives all finite eigenvalues in a prescribed
region in the complex plane and the corresponding eigenvectors. Surprisingly, almost the
same algorithm as the original complex moment eigensolver works similarly on the non-
square case. In numerical computations, the contour integrals are approximated by using
numerical quadratures. The dominant cost is in the solutions of linear least squares prob-
lems that arise from quadrature points, and they can be readily parallelized in practice.
Numerical experiments on large matrix pencils illustrate the method, comparing with pre-
vious methods, and show that the new method is more robust and efficient, in particular,
in parallel. Further, the proposed method does not fail for the existence of many pairs of
extremely close eigenvalues and breaks the previous barrier of problem size. We also discuss
the limitation of the scope of problems that the proposed method can solve.
1 Introduction
Consider computing all finite eigenvalues of a linear matrix pencil zB − A ∈ Cm×n, z ∈ C, A,
B ∈ Cm×n in a prescribed region Ω ⊂ C
Ax = λBx, x ∈ Cn \ {0}, λ ∈ Ω (1.1)
and the corresponding eigenvectors. We say the matrix pencil zB − A is regular if m = n
and det(zB − A) is not identically equal to zero for all z ∈ C; otherwise singular. This study
focuses on singular cases. This kind of problems (1.1) arises in the eigenstate computations of
semiconductor quantum wells [1], the collocation method for approximating the eigenfunctions
of the Hilbert–Schmidt operator [11], rectangular-shaped linear operators [4], and supervised
dimensionality reduction [27, 26].
Projection methods developed in [35] give the eigenvalues in a prescribed region and the
corresponding eigenvectors of a regular matrix pencil. See [18] for a comprehensive summary
of projection methods using complex moments and references therein. Given a matrix whose
columns have eigencomponents corresponding to the desires eigenvalues, a complex moment
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consisting of a resolvent filters out undesired eigencomponents in the matrix and extract the
desired eigencomponents. We consider extending such a projection method to singular cases.
To this end, the resolvent in the previous projection methods is replaced with the pseudoin-
verse of the linear matrix pencil, motivated by a consideration of spectra of single rectangular
matrices [5, Section 6.7]. In numerical computations, the integral is approximated by a nu-
merical quadrature. Each quadrature point gives a resolvent which needs to solve (block) least
squares problems. Numerical experiments show hat the proposed method has an advantage
over previous methods regarding efficiency and accuracy.
A well-established method for computing eigenvalues of matrix pencils is to use the QZ al-
gorithm [28]. An extension of Kublanovskaya’s algorithm [24] combined with the QZ algorithm
was proposed in [10]. See also [38]. These methods aim at determining the Kronecker structure
of a linear matrix pencil zB−A via unitary equivalence transformation. A sophisticated imple-
mentation of these methods is the GUPTRI (Generalized UPper TRIangular) algorithm [21, 22].
Hence, it is not designed to compute the eigenvalues in a prescribed region, and is not designed
to be efficient for sparse matrices A and B. Remark that the proposed method does not aim at
determining the sizes of Kronecker blocks so that it is not naively comparable to GUPTRI.
1.1 Preliminary.
The spectral properties of linear matrix pencil zB − A are given by the Kronecker canonical
form (KCF) [13, Chapter XII]
P (zB −A)Q = G(z) ⊕K(z)⊕ L(z)⊕ U(z) ∈ Cm×n, (1.2)
where P ∈ Cm×m and Q ∈ Cn×n are nonsingular matrices, ⊕ denotes the direct sum of matrices,
G(z) = ⊕ℓi=1Gi(z) ∈ C
η×η ,
Gi(z) = zIηi − Ji ∈ C
ηi×ηi , i = 1, 2, . . . , ℓ,
K(z) = ⊕pi=1Ki(z) ∈ C
ρ×ρ,
Ki(z) = zNρi − Iρi ∈ C
ρi×ρi , i = 1, 2, . . . , p,
L(z) = ⊕qi=1Li(z) ∈ C
µ×(µ+q),
Li(z) = z [Iµi ,0]− [Nµi ,eµi ] ∈ C
µi×(µi+1), i = 1, 2, . . . , q,
U(z) = ⊕ri=1Ui(z) ∈ C
(ν+r)×ν ,
Ui(z) = z [Iνi ,0]
T − [Nνi ,eνi ]
T ∈ C(νi+1)×νi , i = 1, 2, . . . , r,
η =
∑ℓ
i=1 ηi, ρ =
∑p
i=1 ρi, µ =
∑q
i=1 µi, ν =
∑r
i=1 νi,
Ji =


λi 1 0
λi 1
. . .
. . .
1
0 λi


∈ Cηi×ηi
is a Jordan block corresponding to finite eigenvalues λi, Nρi ∈ C
ρi×ρi is the shift matrix whose
superdiagonal entries are 1 and remaining entries are zero. Here, we denote the identity matrix
of size η by Iη ∈ R
η×η and the ith standard basis vector by ei. Note that G(z) and K(z)
have the finite and infinite eigenvalues of zB − A, respectively. We call the blocks Gi(z) and
Ki(z) the regular blocks, and Li(z) and Ui(z) the right and left singular blocks, respectively.
Hence, matrix pencil zB − A has η finite eigenvalues ληi , i = 1, 2, . . ., ℓ, with multiplicity ηi,
respectively, and ρ infinite eigenvalues. Let t be the number of finite eigenvalues of matrix
pencil zB−A counting multiplicity in the prescribed region Ω. Then, without loss of generality,
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we denote the eigenvalues in the region Ω by λ1, λ2, . . ., λs and the associated regular blocks
by G1(z), G2(z), . . ., Gs(z). Then, let JΩ = ⊕
s
i=1Ji ∈ C
t×t. Hence, t =
∑s
i=1 ηi holds.
Throughout, we assume that matrix pencil zB −A has left and right singular blocks of size
µ = ν = 0. Hence, the proposed method aims at determining the eigenvalues of Ji for all i such
that λi ∈ Ω. Remark that the proposed method does not aim at determining the Kronecker
structure such as the minimal indices µi and νi. Also, we assume that the matrix pencil zB−A
is exact. In different contexts, perturbations in matrices A and B are assumed [8, 9, 19].
1.2 Organization.
Section 2 formulates the proposed method, gives condition such that the method gives the
desired eigenpairs, and presents the implementation issues. Section 3 presents numerical exper-
iment results on test matrix pencils. Section 4 concludes the paper.
2 Proposed method
We consider extending the scope of problems that can be solved by a projection method using
a Rayleigh-Ritz procedure for regular matrix pencils (CIRR [36, 15]) to singular rectangular
matrix pencils. The extended method reduces a given rectangular eigenproblem (1.1) to a
generalized square eigenproblem. The key of this approach lies in the kth order complex moment
matrix that is given by the contour integral
Mk =
1
2πi
∮
Γ
zk(zB −A)†dz ∈ Cn×m, k = 0, 1, . . . ,M − 1, (2.1)
where π is the circular constant, i is the imaginary unit, Γ is a positively-oriented closed Jordan
curve in which the prescribed region Ω lies, † denotes the Moore–Penrose generalized inverse
(pseudoinverse) of a matrix, andM is the order of moments such asM < n. (See [5, Section 6.7]
for spectral properties of rectangular matrices.) Throughout, we assume that no eigenvalues of
Ji exist in Γ for all i = 1, 2, . . ., ℓ.
We reduce (1.1) to a smaller eigenproblem that has the desired eigenvalues λ ∈ Ω. Let
L ∈ Z>0 such as L < min(m,n), T ∈ C
LM×m and V ∈ Cn×L be random matrices, and
S = [S0, S1, . . . , SM−1] ∈ C
n×LM , Sk = MkV ∈ C
n×L. (2.2)
Then, the reduction of (1.1) to the square generalized eigenproblem
TASy = λTBSy, y ∈ CLM \ {0}, λ ∈ C (2.3)
is yielded by a Rayleigh–Ritz-like procedure [34, §4.3] over the subspace R(S) to obtain the
desired eigenvalues, where R(·) denotes the range of a matrix.
We deal with both cases m ≥ n and m < n in a unified way. To derive conditions such that
(2.3) has the desired eigenpairs, we prepare a form of matrix pencil zB − A. The Kronecker
canonical form (1.2) of matrix pencil zB −A is equivalent to
(zB −A)†
=
[
P−1(G(z) ⊕K(z)⊕ L(z)⊕ U(z))Q−1
]†
=
{[
P−1 (Iη+ρ+µ ⊕ U(z))
] [
(G(z) ⊕K(z)⊕ L(z)⊕ Iν)Q
−1
]}†
=
[
(G(z)⊕K(z)⊕ L(z)⊕ Iν)Q
−1
]† [
P−1 (Iη+ρ+µ ⊕ U(z))
]†
=
{
(G(z) ⊕K(z)⊕ Iµ+ν) [Iη+ρ ⊕ L(z)⊕ Iν ]Q
−1
}† [
P−1 (Iη+ρ+ν ⊕ U(z))
]†
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=
[
(Iη+ρ ⊕ L(z)⊕ Iν)Q
−1
]†
(G(z)⊕K(z)⊕ Iµ+ν)
−1
[
P−1 (Iη+ρ+ν ⊕ U(z))
]†
. (2.4)
Here, we used the fact [6, Fact 8.4.23] that if E ∈ Cℓ×m has full-column rank and F ∈ Cm×n
has full-row rank, then E†E = FF † = Im and
(EF )† = (E†EF )†(EFF †)†
= F †E†.
Hence, (zB − A)† is decomposed into three full-rank matrices (2.4): the first is related to the
right singular blocks, the second is related to the regular blocks, and the third is related to the
left singular blocks.
Assume that the singular Kronecker blocks L(z), U(z) have size µ = ν = 0. Then, we reduce
the decomposition (2.4) into
(zB −A)† =
(
[Iη+ρ,Oη+ρ,q]Q
−1
)†
(G(z)⊕K(z))−1
(
P−1
[
Iη+ρ
Or,η+ρ
])†
,
where Or,q is the zero matrix of size r× q. The next lemma gives useful expressions of the first
factor ([Iη+ρ,O]Q
−1)† and third factor (P−1[ Iη+ρ
O
])†. Here, ΠS denotes the orthogonal projector
onto a subspace S and S⊥ denotes the orthogonal complement of S.
Lemma 2.1. Let C ∈ Cn×n be a nonsingular matrix. Partition
C = [C1, C2]
columnwise into submatrices C1 ∈ C
n×k and C2 ∈ C
n×(n−k). Then, we have
(
[Ik,Ok,n−k]C
−1
)†
= ΠR(C2H)⊥C1.
Proof. Since [Ik,O]C
−1 has full-row rank, we have
(
[Ik,O]C
−1
)†
=
(
[Ik,O]C
−1
)H [(
[Ik,O]C
−1
)(
[Ik,O]C
−1
)H]−1
= C
(
CHC
)−1 [Ik
O
]{
[Ik,O] (C
HC)−1
[
Ik
O
]}−1
.
Since the Schur complement S of CH2 C2 in the 2× 2 block matrix
CHC =
[
C1
HC1 C1
HC2
C2
HC1 C2
HC2
]
is
S = C1
HC1 − C1
HC2(C2
HC2)
−1C2
HC1,
we have
(CCH)−1
[
Ik
O
]
=

 S−1
−
(
Q2
HQ2
)−1
Q2
HQ1S
−1


=
[
S−1
−Q2
†Q1S
−1
]
(2.5)
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and (
[Ik,O] (CC
H)−1
[
Ik
O
])−1
= S. (2.6)
Collecting (2.5)–(2.6) results in
(
[Ik,O]C
−1
)†
= [C1, C2]
[
S−1
−C2
†C1S
−1
]
S
= C1 − C2C2
†C1
= ΠR(C2)⊥C1.
Partition
Q = [Qr, Qs]
columnwise into submatrices Qr ∈ C
n×(η+ρ) corresponding to the regular Kronecker blocks and
Qs ∈ C
n×r corresponding to the right singular Kronecker blocks. Applying Lemma 2.1 to Q,
we obtain (
[Iη+ρ,O]Q
−1
)†
= ΠR(Qs)⊥Qr.
Also, partition
P =
[
Pr
Ps
]
rowwise into submatrices Pr ∈ C
(η+ρ)×m corresponding to the regular Kronecker blocks and Ps ∈
C
r×m corresponding to the left singular Kronecker blocks. By transposition of the statements
in Lemma 2.1, we obtain
(
P−1
[
Iη+ρ
O
])†
= PrΠR(PsH)⊥ .
For convenience, according to the Kronecker block structure, we partition
P =


P1
P2
...
Pℓ+p+r


rowwise into submatrices
Pi ∈


C
ηi×m, i = 1, 2, . . . , ℓ,
C
ρi×m, i = ℓ+ 1, ℓ+ 2, . . . , ℓ+ p,
C
1×m, i = ℓ+ p+ 1, ℓ+ p+ 2, . . . , ℓ+ p+ r
corresponding to the regular Kronecker blocks regarding the finite eigenvalues, the regular
Kronecker blocks regarding the infinite eigenvalues, and the left singular blocks, respectively.
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Here, the first column of Pi is the left eigenvector corresponding to λi and the remaining columns
of Pi are the generalized right eigenvectors for i = 1, 2, . . ., s. And, partition
(
P−1
[
Iη+ρ
O
])†
=


Pˆ1
Pˆ2
...
Pˆℓ+p

 ∈ C(η+ρ)×m
rowwise into submatrices
Pˆi = PiΠR(PsH)⊥ ∈ C
ηi×m, i = 1, 2, . . . , ℓ, (2.7)
Pˆℓ+i = Pℓ+iΠR(PsH)⊥ ∈ C
ρi×m, i = 1, 2, . . . , p. (2.8)
Also, according to the Kronecker block structure, we partition
Q = [Q1, Q2, . . . , Qℓ+p+q] , Qi ∈


C
n×ηi , i = 1, 2, . . . , ℓ,
C
n×ρi , i = ℓ+ 1, ℓ+ 2, . . . , ℓ+ p,
C
n×1, i = ℓ+ p+ 1, ℓ+ p+ 2, . . . , ℓ+ p+ q
columnwise into submatrices the right singular blocks, respectively. Here, the first column of Qi
is the right eigenvector corresponding to λi and the remaining columns of Qi are the generalized
right eigenvectors for i = 1, 2, . . ., s. And, partition(
[Iη+ρ,O]Q
−1
)†
=
[
Qˆ1, Qˆ2, . . . , Qˆℓ+p
]
∈ Cn×(η+ρ)
columnwise into
Qˆi = ΠR(Qs)⊥Qi ∈ C
n×ηi , i = 1, 2, . . . , ℓ, (2.9)
Qˆℓ+i = ΠR(Qs)⊥Qℓ+i ∈ C
n×ρi , i = 1, 2, . . . , p. (2.10)
Now, we express the moment matrix Mk of order k using the the Kronecker canonical form
via the expansion
(zB −A)† =
ℓ∑
i=1
QˆiGi(z)
−1Pˆi +
p∑
i=1
Qˆℓ+iKi(z)
−1Pˆℓ+i. (2.11)
The next lemma gives the localized moment matrix in a simple form.
Lemma 2.2. Let
PˆΩ =


Pˆ1
Pˆ2
...
Pˆs

 ∈ Ct×m, (2.12)
QˆΩ =
[
Qˆ1, Qˆ2, . . . , Qˆs
]
∈ Cn×t, (2.13)
where Pˆi and Qˆi are defined by (2.7)–(2.8) and (2.9)–(2.10), respectively. If Mk is the moment
matrix (2.1), then we have
Mk =
s∑
i=1
QˆiJ
k
i Pˆi
= QˆΩJ
k
ΩPˆΩ. (2.14)
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Proof. The expansion (2.11) gives
Mk =
ℓ∑
i=1
Qˆi
[
1
2πi
∫
Γ
zkGi(z)
−1dz
]
Pˆi +
p∑
j=1
Qˆℓ+i
[
1
2πi
∫
Γ
zkKi(z)
−1dz
]
Pˆℓ+i,
in which we consider two contour integrals regarding Gi(z) and Ki(z). The inverse of a regular
Kronecker block corresponding to a finite eigenvalue has the form
Gi(z)
−1 =
ηi−1∑
j=0
1
(z − λi)j+1
(Ji − λiIηi)
j .
Noting the binomial expansion
zk = [(z − λ)− λ]k =
k∑
i=0
(
k
i
)
(z − λ)k−iλi,
where
(k
i
)
is the binomial coefficient, the residue theorem gives
1
2πi
∮
Γ
zk
(z − λ)j+1
dz = Res
z=λ
zk
(z − λ)j+1
=
{
0, j > k,( k
k−j
)
λk−j, j ≤ k,
where Resz=λ f(z) gives a residue of function f(z) at pole z = λ. It follows from the assumption
and [16, Theorems 2, 4] that Gi(z) is regular for all z ∈ Γ and we have
1
2πi
∮
Γ
zkGi(z)
−1dz
=
min(k,ηi−1)∑
j=0
[
1
2πi
∮
Γ
zk
(z − λi)j+1
dz
]
(Ji − λiIηi)
j
=


∑min(k,ηi−1)
j=0
( k
k−j
)
λi
k−j(Ji − λiIηi)
j for i such that λi ∈ Ω,
O for i such that λi 6∈ Ω
=
{
Ji
k for i such that λi ∈ Ω,
O for i such that λi 6∈ Ω.
Since Ki(z)
−1 is regular for all z ∈ C, we have
1
2πi
∮
Γ
zkKi(z)
−1dz = O.
Therefore, we have
Mk =
s∑
i=1
QˆiJi
kPˆi
= QˆΩJΩ
kPˆΩ.
The decomposition (2.14) reduces to the one in [15, equation (6)], when m = n and no sin-
gular Kronecker blocks L(z) and U(z) exist. Hence, the decomposition (2.14) is a generalization
to the singular case.
We use the localized moment matrix (2.14) in the next lemma to extract the Jordan blocks
corresponding to the eigenvalues located in the region Ω.
7
Lemma 2.3 (cf. [16, Theorem 5]). Let L, M ∈ Z>0 such that min(m,n) > L ≥ t, W ∈ C
L×n,
V ∈ Cm×L be arbitrary matrices, t be the number of eigenvalues of matrix pencil zB − A in a
region Ω, and PˆΩ, QˆΩ be defined by (2.12), (2.13), respectively. If rank(WQˆΩ) = rank(PˆΩV ) = t,
then the nonsingular part of the size-reduced matrix pencil zWM0V −WM1V is equivalent to
zI− JΩ.
Proof. Since rank(WQˆΩ) = rank(PˆΩV ) = t ≤ L, there exist nonsingular matrices P ∈ C
L×L
and Q ∈ CL×L such that
PˆΩV P = [It,O] , QWQˆΩ =
[
It
O
]
.
Hence, we have
Q(zWM0V −WM1V )P = Q
(
zWQˆΩItPˆΩV −WQˆΩJΩPˆΩV
)
P
= (zIt − JΩ)⊕O.
Lemma 2.3 shows that solving the size-reduced eigenproblem WM1V y = λWM0V y, y 6= 0
gives the desired eigenvalues. Based on Lemma 2.3, the next theorem shows how to project
matrix pencil zB−A onto the desired Ritz space to form a size-reduced matrix pencil that has
the desired eigenvalues.
Theorem 2.4. Let S be defined in (2.2) and T ∈ CL×m and V ∈ Cm×L be arbitrary matrices.
If rank(PˆΩV ) = rank
(
TP−1[It,O]
T
)
= t, then the nonsingular part of the reduced moment
matrix pencil zTBS − TAS is equivalent to zIt − JΩ.
Proof. We express the coefficient matrices as
A = P−1
[
(⊕ℓi=1Ji)⊕ Iρ ⊕Or×q
]
Q−1
= P−1
[
Iη+ρ
O
] [
(⊕ℓi=1Ji)⊕ Iρ
]
[Iη+ρ,O]Q
−1,
B = P−1 [Iη ⊕ (⊕
p
i=1Nρi)⊕Or×q]Q
−1
= P−1
[
Iη+ρ
O
]
[Iη ⊕ (⊕
p
i=1Nρi)] [Iη+ρ,O]Q
−1.
Then, we have
PAMk =
[
Iη+ρ
O
] [(
⊕ℓi=1Ji
)
⊕ Iρ
]
[Iη+ρ,O]
[
Q−1
(
In −QsQs
†
)
QΩ
]
JΩ
kPˆΩ
=
[
Iη+ρ
O
][(⊕ℓi=1Ji)⊕ Iρ] [Iη+ρ,O]

 ItO
−Qs
†QΩ



 JΩkPˆΩ
=
[
Iη+ρ
O
] [
JΩ
O
]
JΩ
kPˆΩ
=
[
Iη+ρ
O
] [
It
O
]
JΩ
k+1PˆΩ
= (Iη+ρ ⊕O)Q
−1
(
ΠR(Qs)⊥QΩJΩ
k+1PˆΩ
)
= (Iη+ρ ⊕O)Q
−1Mk+1
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and
PBMk =
[
Iη+ρ
O
]
[Iη ⊕ (⊕
p
i=1Nρi)] [Iη+ρ,O]
[
Q−1
(
In −QsQs
†
)
QΩ
]
JΩ
kPˆΩ
=
[
Iη+ρ
O
][Iη ⊕ (⊕pi=1Nρi)] [Iη+ρ,O]

 ItO
−Qs
†QΩ



 JΩkPˆΩ
=
[
Iη+ρ
O
] [
It
O
]
JΩ
kPˆΩ
= (Iη+ρ ⊕O)Q
−1
(
ΠR(Qs)⊥QΩJΩ
kPˆΩ
)
= (Iη+ρ ⊕O)Q
−1Mk.
Here, we used
Q−1QΩ =
[
It
O
]
∈ Rn×t,
Q−1Qs =
[
O
Iq
]
∈ Rn×q,
(
[Iη+ρ,O]Q
−1
)(
[Iη+ρ,O]Q
−1
)†
=
(
[Iη+ρ,O]Q
−1
)
ΠR(Qs)⊥ [QΩ, Qs+1, . . . Qℓ+p]
= It ⊕ Iη+ρ−t.
Let
W = TP−1(Iη+ρ ⊕O)Q
−1. (2.15)
Then, we have
TAMkV =WMk+1V,
TBMkV =WMkV.
Applying
(
[Iη+ρ,O]Q
−1
)†
to both sides of the equation (2.15), we have
W
(
[Iη+ρ,O]Q
−1
)†
= TP−1
[
[Iη+ρ,O]Q
−1
(
[Iη+ρ,O]Q
−1
)†
O
]
,
or
WΠR(Qs)⊥Qr = TP
−1
[
Iη+ρ
O
]
. (2.16)
The first t columns of both sides of (2.16) form
WQˆΩ = TP
−1
[
It
O
]
.
Hence, from the assumption, we have
rank(WQˆΩ) = rank
(
TP−1
[
It
O
])
= t.
Therefore, since rank(WQˆΩ) = rank(PˆΩV ) = t, Lemma 2.3 gives the assertion.
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We prepare the following lemma to show the main theorem.
Lemma 2.5. Let L, M ∈ Z>0, JΩ, QˆΩ, PˆΩ be defined as in Lemma 2.2, V ∈ C
m×L, S be
defined as in (2.2), and
Y =
[
PˆΩV, JΩPˆΩV, . . . , J
M−1
Ω PˆΩV
]
∈ Cm×LM .
Then, the equalities S = QˆΩY and rank(S) = rank(Y ) hold.
Proof. It follows from the definition (2.2) of S and Lemma 2.2 that we have
S = [M0V,M1V, . . . ,MM−1V ]
=
[
QˆΩPˆΩV, QˆΩJΩPˆΩV, . . . , QˆΩJΩ
M−1PˆΩV
]
= QˆΩ
[
PˆΩV, JΩPˆΩV, . . . , JΩ
M−1PˆΩV
]
= QˆΩY.
It follows from [39, Lemma 4.1] that since R(QΩ) ∩R(Qs) = {0}, we have
rank(ΠR(Qs)⊥QΩ) = rank(QΩ)
= t,
i.e., QˆΩ = ΠR(Qr)⊥QΩ has full-column rank. Hence, rank(S) = rank(Y ) holds.
We are ready to prove the main theorem.
Theorem 2.6. Let L ∈ Z>0, V ∈ C
m×L, JΩ, PˆΩ, QˆΩ ∈ C
n×t be defined as in Lemma 2.2,
S be defined in (2.2), and t be the number of eigenvalues of matrix pencil zB − A counting
multiplicity. Then, rank(S) = t holds if and only if R(QˆΩ) = R(S) ⊇ R(XΩ) holds, where the
columns of XΩ are the eigenvectors corresponding to the eigenvalues in Ω.
Proof. It follows from Lemma 2.5 thatR(S) = R(QˆΩY ) = R(QˆΩ) holds if and only if rank(S) =
t holds. The definitions of QˆΩ and XΩ give R(QˆΩ) ⊇ R(XΩ).
Remark 2.7. The desired eigenvector x can be obtained from y of (2.3) by x = Sy, where y is
the eigenvector corresponding to an eigenvalue λ of (2.3).
Remark 2.8. The idea behind the design of this formulation is the construction of a filter
for eigencomponents. Combining Lemma 2.5 with Theorem 2.6 shows that the orthogonal
projector ΠR(Qs)⊥ in S filters out the R(Qs) component in the vector QΩY y, i.e., stop undesired
eigencomponents.
Remark 2.9. Theorem 2.6 shows that the numbers of L andM must be chosen to satisfy LM ≥ t
to obtain the eigenvalues in Ω. The number t of eigenvalues in Ω would be estimated by using
analogous techniques given in [25, 31, 37].
Remark 2.10. The condition rank(Y ) = t in Theorem 2.6 is not necessarily satisfied even
though PˆΩV has full-column rank.
2.1 Implementation.
In numerical computations, we approximate the contour integral (2.1) by using the N -point
trapezoidal quadrature rule
M˜k =
N∑
j=1
wjz
k
j (zjB −A)
† ≃ Mk,
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where zj is a quadrature point and ωj is its corresponding weight. Thus, we obtain the approx-
imations
S˜k = M˜kV, S˜ =
[
S˜0, S˜1, . . . , S˜M−1
]
≃ S.
Moreover, to reduce the computational cost and improve the numerical stability, we apply a
low-rank approximation of the reduction (2.3) using principal basis vectors of R(S˜) associated
with the truncated singular value decompositions (TSVD) of S˜
S˜ = USΣSVS
H
= [US,1, US,2] (ΣS,1 ⊕ ΣS,2) [VS,1, VS,2]
H
≃ US,1ΣS,1VS,1
H,
where the columns of US = [US,1, US,2] are the left singular vectors of S˜, the columns of VS =
[VS,1, VS,2] are the right singular vectors of S˜, and ΣS = ΣS,1 ⊕ ΣS,2 ∈ R
n×m is a diagonal
matrix whose diagonal entries are the singular values of S˜. Here, the diagonal entries of ΣS,1
are dominating singular values of S˜, the columns of US,1 and VS,1 are the corresponding left and
right singular vectors, respectively. Hence, US,1ΣS,1VS,1
H is a low-rank approximation of S˜.
Thus, by solving the reduced square generalized eigenproblem
TTAUS,1y˜ = λ˜T
TBUS,1y˜,
we can obtain the approximate eigenpair (λ˜, x˜) = (λ˜, US,1y˜). These procedures are summarized
in Algorithm 2.1.
Algorithm 2.1 Proposed method.
1: Set L, M , N ∈ Z>0, V ∈ C
m×L, T ∈ Cn×L, (zj , ωj), j = 1, 2, . . . , N .
2: Compute S˜k =
∑N
j=1 ωjz
k
j (zjB −A)
†V ; Set S˜ = [S˜0, S˜1, . . . , S˜M−1].
3: Compute SVD of S˜ = [US,1, US,2] (ΣS,1 ⊕ ΣS,2) [VS,1, VS,2]
H.
4: Compute the eigenpairs (λ˜,y) of TTAUS,1y = λ˜T
TBUS,1y.
5: Compute the approximate eigenpairs (λ˜, x˜) = (λ˜, US,1y˜).
Remark 2.11. The computation of the pseudoinverse solution (zjB−A)
†V in line 2 of Algorithm
2.1 is the most expensive part. It is fortunate that the computation can be done independently
for each j in parallel.
Further, the pseudoinverse solution (zjB−A)
†V in line 2 of Algorithm 2.1 may be efficiently
computed by solving the minimum-norm least squares problem
(zjB −A)
†
vi = argmin
y∈Cn
‖y‖2,
subject to min ‖vi − (zjB −A)y‖2, i = 1, 2, . . . , L
by using (preconditioned) iterative solvers such as the CGLS, LSQR, LSMR,
MRNE, and AB- and BA-GMRES methods [14, 32, 12, 29, 30], where vi is the ith column
of the random matrix V and ‖ · ‖2 denotes the Euclidean norm, or the minimum-norm block
least squares problem
(zjB −A)
†V = argmin
Y ∈Cn×L
‖Y ‖F, subject to min ‖V − (zjB −A)Y ‖F
by using iterative solvers such as the block CGLS and LSQR methods [20, 23], where ‖ · ‖F
denotes the Frobenius norm.
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3 Numerical experiments
Numerical experiments show that the proposed method (Algorithm 2.1) is superior to previous
methods regarding efficiency and accuracy. We measured the efficiency regarding the CPU time
and the accuracy regarding the relative residual norm
RRN =
‖Ax − λBx‖2
‖A‖F + |λ|‖B‖F
.
All computations were performed on a computer with an Intel Core i7-8565U 1.80 GHz CPU,
16 GB of random-access memory (RAM), and Microsoft Windows 10 Pro 64 bit Version 1909.
All programs for the proposed method were coded and run in Matlab R2019b for double precision
floating-point arithmetic with unit roundoff 2−53 ≃ 1.1 · 10−16. The compared implementation
of GUPTRI was in the Matrix Canonical Structure (MCS) Toolbox [22].
For the proposed method, we set the quadrature points zi to
zi = γ +R exp (iθi) , θi =
2i− 1
N
π, i = 1, 2, . . . , N
on the circle with center γ = 1+i and radius R. In the proposed method, we used the MATLAB
function pinv to compute (zjB −A)
†V for small sizes min(m,n) < 1000, whereas we used the
block CGLS method [20] to compute it for large sizes min(m,n) > 1000 for efficiency.
For comparison, we tested the following folklore methods. Let V ∈ Cn×m be a pseudo
random matrix. On the one hand, supposem < n. Then, we computed the eigenpairs of square
matrix pencil zBV −AV by using the MATLAB function eig. We call this method the folklore
method 1. Also, we computed the eigenpairs of square matrix pencil
z
[
B
O
]
−
[
A
O
]
, O ∈ R(n−m)×n
by using the MATLAB function eig. We call this method the folklore method 2. On the other
hand, suppose m > n. Then, we computed the eigenpairs of square matrix pencil zV B − V A
by using the MATLAB function eig. We call this method the folklore method 3. Also, we
computed the eigenpairs of square matrix pencil
z [B,O]− [A,O] , O ∈ Rm×(m−n)
by using the MATLAB function eig. We call this method the folklore method 4.
3.1 Case m < n.
We show experiment results for m < n. Test matrix pencils zB −A were generated as follows.
Firstly, we generated a matrix pencil G(z) = zIη − Λ ∈ C
η×η that has finite eigenvalues, where
Λ ∈ Cη×η is a diagonal matrix whose diagonal entries are complex numbers whose real and
imaginary parts are drawn from the standardized normal distribution. Secondly, we generated
a matrix pencil K(z) = z ⊕pi=1 Nρi − Iρ ∈ C
ρ×ρ that have infinite eigenvalues, where Nρi is a
shift matrix whose size was randomly chosen such that ρ/2 superdiagonal entries of ⊕pi=1 Nρi
are one and the remaining entries are zero. Finally, we formed test matrices
A = R1

Λ Iρ
0

R2 ∈ Cm×n, (3.1)
B = R1

Iη ⊕pi=1 Nρi
0

R2 ∈ Cm×n, (3.2)
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Table 3.1: Values of parameters for m < n.
m n η ρ q R t L M N
30 100 10 10 10 1 2 4 2 48
300 1000 100 100 100 0.3 3 4 2 48
3000 10000 1000 1000 1000 0.1 3 8 4 48
30000 100000 10000 10000 10000 0.05 2 8 4 48
m: number of rows of a matrix, n: number of columns of a matrix, η: total size of the Jordan
blocks, ρ: , R: center, R: radius, t: number of eigenvalues in the curve Γ, L: number of columns
of pseudo random matrix V , M : order of complex moments, and N : number of quadrature
points.
Table 3.2: CPU time [seconds] and maximum relative residual norm for m < n.
(m,n) (30, 100) (300, 1000)
Time RRN Time RRN
Folklore 1 * 0.003 2.63e-13 * 0.39 1.15e-11
Folklore 2 * 0.003 1.67e-13 0.92 9.75e-12
GUPTRI 0.11 †1.15e-16 7.66 5.27e-09
Proposed 0.06 2.82e-16 5.39 †2.64e-16
(m,n) (3000, 10000) (30000, 100000)
Time RRN Time RRN
Folklore 1 329.6 8.13e-10 — —
Folklore 2 1726 8.03e-10 — —
GUPTRI 1116 — — —
Proposed * 37.48 †3.64e-16 * 7033 †2.00e-16
m: number of rows of a matrix, n: number of columns of a matrix, time: elapsed CPU time,
RRN: relative residual norm.
where R1 and R2 were generated by using the MATLAB function randn for (m,n) = (30, 100),
(300, 1000) and by using the products of randomly generated Givens rotation matrices to set the
nonzero density of sparse matrices A and B to 0.001 for (m,n) = (3000, 10000), (30000, 100000).
We set the block sizes η = ρ = r, q = n− η − ρ, and µ = ν = 0.
Table 3.1 gives information about the test matrix pencils, including the size of each matrix
pencil and its Kronecker blocks, and the values of parameters for the proposed method, including
the center and radius of the circle Γ of the prescribed region Ω, the number of eigenvalues t in
the region, the number of columns L of matrix V , the order of complex moments M , and the
number of quadrature points N .
Table 3.2 gives the elapsed CPU time of each method and the maximum relative residual
norm regarding the eigenvalues in the prescribed region and the corresponding eigenvectors.
Symbol ∗ means the least CPU time among the compared methods for each test problem.
Symbol † means the least case among maximum relative residual norms given by the compared
methods for each test problem. The table shows that the proposed method was faster than
GUPTRI regarding the CPU time and was robust than other methods. The folklore methods 1,
2 did not work on the case (m,n) = (30000, 100000) because of insufficient computer memory.
GUPTRI fails to give finite eigenvalues for (m,n) = (30000, 100000). This may be due to
rounding errors. The folklore methods 1, 2 were faster than the proposed method for (m,n) =
(30, 100), (300, 1000) but failed to give more accurate eigenvalues compared to the proposed
method.
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Table 3.3: Values of parameters for m > n.
m n η ρ r R t L M N
100 30 10 10 10 1 2 4 2 32
1000 300 100 100 100 0.3 3 8 4 48
10000 3000 1000 1000 1000 0.1 3 8 4 48
100000 30000 1000 1000 10000 0.05 2 8 4 48
m: number of rows of a matrix, n: number of columns of a matrix, R: radius, t: number of
eigenvalues in the curve Γ, L: number of columns of random matrix V , M : order of complex
moments, and N : number of quadrature points.
Table 3.4: CPU time (seconds) and maximum relative residual norm for m > n.
(m,n) (100, 30) (1000, 300)
Time RRN Time RRN
Folklore 3 * 0.003 5.66e-13 0.58 2.24e-11
Folklore 4 0.007 4.73e-13 * 0.48 2.37e-11
GUPTRI 0.11 †1.05e-15 8.16 4.33e-15
Proposed 0.03 3.78e-15 5.16 4.99e-16
(m,n) (10000, 3000) (100000, 30000)
Time RRN Time RRN
Folklore 3 182.0 — — —
Folklore 4 472.8 1.46e-14 — —
GUPTRI 10,543 1.40e-14 — —
Proposed * 35.81 †2.72e-16 * 10,131 †2.76e-16
m: number of rows of a matrix, n: number of columns of a matrix, Time: elapsed CPU time,
RRN: relative residual norm.
3.2 Case m > n.
We show experiment results for m > n. Test matrix pencils zB −A were generated as in (3.1)
and (3.2) with block sizes η = ρ = q, r = m− η− ρ, and µ = ν = 0. Table 3.3 gives information
about the test matrix pencils, similarly to Table 3.1.
Table 3.4 gives the elapsed CPU time of each method and the maximum relative resid-
ual norm regarding the eigenvalues in the prescribed region and the corresponding eigenvec-
tors. The table shows that the proposed method was faster than GUPTRI regarding the
CPU time and was robust than other methods. The folklore method 1 failed to give accu-
rate eigenvalues for (m,n) = (10000, 3000), i.e., did not give numerically computed eigenvalues
in the prescribed region. The Folklore methods 1, 2 and GUPTRI did not work on the case
(m,n) = (100000, 30000) because of insufficient computer memory . The folklore methods 1, 2
were faster than the proposed method for (m,n) = (100, 30), (1000, 300) but failed to give more
accurate eigenvalues compared to the proposed method. GUPTRI fails to give finite eigenvalues
for (m,n) = (100000, 30000). This may be due to rounding errors.
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Table 3.5: CPU time (seconds) and maximum relative residual norm for ν > 0.
ν 1 10
Time RRN Time RRN
Folklore 3 161.2 4.25e-13 125.1 3.60e-13
Folklore 4 407.9 1.47e-14 420.8 1.63e-14
GUPTRI 8,283 6.66e-15 15,554 —
Proposed * 55.79 †2.13e-16 * 32.58 †4.23e-16
ν 100 1000
Time RRN Time RRN
Folklore 3 116.1 2.52e-13 324.5 1.34e-12
Folklore 4 380.3 — 1,014 —
GUPTRI — > 1 day —
Proposed * 28.04 †2.98e-16 33.57 9.08e-16
ν: number of the columns of the left singular block, Time: elapsed CPU time, RRN: relative
residual norm.
3.3 Case ν > 0.
We show experiment results for ν > 0, though the proposed method is not theoretically guar-
anteed to work on this case. Test matrix pencils zB −A ∈ Cm×n were generated as follows:
A = R1


Λ 0
Iρ
Nν
T
0 e
T
ν

R2 ∈ Cm×n,
B = R1


Iη 0
⊕pi=1 Nρi
Iν
0 0
T

R2 ∈ Cm×n,
where Λ, ⊕pi=1 Nρi , R1, and R2 were generated as in section 3.1. We fixed m = 10000 > n,
η = ρ = 1000, r = 1, and R = 0.1, and varying ν = 1, 10, 100, and 1000 (n = 2001, 2010, 2100,
and 3000, respectively). Then, the number of eigenvalues in the prescribed region was t = 3.
We set the numbers of parameters L = 8, M = 4, and N = 48.
Table 3.5 gives the elapsed CPU time of each method and the maximum relative residual
norm regarding the eigenvalues in the prescribed region and the corresponding eigenvectors.
The table shows that the proposed method was faster than other methods regarding the CPU
time and was more accurate than other methods regarding the residual norm. Folklore 4 gave
only one of the three eigenvalues in the prescribed region for ν = 100 and 1000. GUPTRI did
not give the three eigenvalues in the prescribed region for ν = 10 and 100 and did not terminate
after 24 hours for ν = 1000.
4 Conclusions
We extended the projection method for computing partial eigenpairs of square linear matrix
pencils to non-square cases. We show that the method works on matrix pencils with particular
Kronecker structures. Numerical experiments show that the proposed method is superior to
previous methods regarding efficiency and accuracy for large problems. Experiment results
conjecture that the proposed method works on matrix pencils with left singular blocks. The
experiments were performed on a serial computer, and the CPU time will be about 1/N for
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large problems when the solutions of the (block) least squares problems are implemented in
parallel. This extension may be applied to the Hankel-type approach [35], FEAST [33], Beyn’s
approach [7], and Arnoldi-type approach [17]. This study will open the door to tackle further
extensions of the projection method to nonlinear rectangular eigenproblems, cf. [2, 3, 7].
References
[1] F. Alharbi, Meshfree eigenstate calculation of arbitrary quantum well structures, Phys.
Lett. A, 374 (2010), pp. 2501–2505.
[2] J. Asakura, T. Sakurai, H. Tadano, T. Ikegami, and K. Kimura, A numerical
method for nonlinear eigenvalue problems using contour integrals, JSIAM Lett., 1 (2009),
pp. 52–55.
[3] , A numerical method for polynomial eigenvalue problems using contour integral, Jpn.
J. Ind. Appl. Math., 27 (2010), pp. 73–90.
[4] J. L. Aurentz and L. N. Trefethen, Block operators and spectral discretizations, SIAM
Rev., 59 (2017), pp. 423–446.
[5] A. Ben-Israel and T. N. E. Greville, Generalized Inverses: Theory and Applications,
Springer-Verlag, New York, 2nd ed., 2003.
[6] D. S. Bernstein, Scaler, Vector, and Matrix Mathematics: Theory, Facts, and Formulas,
Princeton University Press, Princeton, revised and expanded ed., 2018.
[7] W.-J. Beyn, An integral method for solving nonlinear eigenvalue problems, Linear Algebra
Appl., 436 (2012), pp. 3839–3863.
[8] G. Boutry, M. Elad, G. H. Golub, and P. Milanfar, The generalized eigenvalue
problem for nonsquare pencils using a minimal perturbation approach, SIAM J. Matrix
Anal. Appl., 27 (2005), pp. 582–601.
[9] S. Das and A. Neumaier, Solving overdetermined eigenvalue problems, SIAM J. Sci.
Comput., 35 (2013), pp. A541–A560.
[10] P. V. Dooren, The computation of Kronecker’s canonical form of a singular pencil, Linear
Algebra Appl., 27 (1979), pp. 103–140.
[11] G. Fasshauer and M. McCourt, Kernel-based Approximation Methods Using MAT-
LAB, World Scientific, Singapore, 2015.
[12] D. C.-L. Fong and M. A. Saunders, LSMR: An iterative algorithm for sparse least-
squares problems, SIAM J. Sci. Comput., 33 (2011), pp. 2950–2971.
[13] F. R. Gantmacher, The Theory of Matrices, vol. 2, Chelsea, New York, 1959.
[14] M. R. Hestenes and E. Stiefel, Methods of conjugate gradients for solving linear
systems, J. Research Nat. Bur. Standards, 49 (1952), pp. 409–436.
[15] T. Ikegami and T. Sakurai, Contour integral eigensolver for non-Hermitian systems:
A Rayleigh–Ritz-type approach, Taiwanese J. Math., 14 (2010), pp. 825–837.
[16] T. Ikegami, T. Sakurai, and U. Nagashima, A filter diagonalization for generalized
eigenvalue problems based on the Sakurai–Sugiura projection method, J. Comput. Appl.
Math., 233 (2010), pp. 1927–1936.
16
[17] A. Imakura, L. Du, and T. Sakurai, A block Arnoldi-type contour integral spectral
projection method for solving generalized eigenvalue problems, Appl. Math. Lett., 32 (2014),
pp. 22–27.
[18] , Relationships among contour integral-based methods for solving generalized eigenvalue
problems, Jpn. J. Ind. Appl. Math., 33 (2016), pp. 721–750.
[19] S. Ito and K. Murota, An algorithm for the generalized eigenvalue problem for nonsquare
matrix pencils by minimal perturbation approach, SIAM J. Matrix Anal. Appl., 37 (2016),
pp. 409–419.
[20] H. Ji and Y.-H. Li, Block conjugate gradient algorithms for least squares problems, J.
Comput. Appl. Math., 317 (2017), pp. 203–217.
[21] B. Kågström, Guptri Software for singular pencils. https://www8.cs.umu.se/research/
nla/singular_pairs/guptri/.
[22] , StratiGraph and MCS Toolbox. https://www.umu.se/en/research/projects/
stratigraph-and-mcs-toolbox/.
[23] S. Karimi and F. Toutounian, The block least squares method for solving nonsymmetric
linear systems with multiple right-hand sides, Appl. Math. Comput., 177 (2006), pp. 852–
862.
[24] V. N. Kublanovskaya, Analysis of singular matrix pencils, J. Sov. Math., 23 (1983),
pp. 1939–1950.
[25] Y. Maeda, Y. Futamura, A. Imakura, and T. Sakurai, Filter analysis for the
stochastic estimation of eigenvalue counts, JSIAM Lett., 7 (2015), pp. 53–56.
[26] M. Matsuda, K. Morikuni, A. Imakura, X.-C. Ye, and T. Sakurai, Multiclass
spectral feature scaling method for dimensionality reduction, Intell. Data Anal., 24 (2020),
pp. 2560–2566.
[27] M. Matsuda, K. Morikuni, and T. Sakurai, Spectral feature scaling method for super-
vised dimensionality reduction, in Proceedings of the Twenty-Seventh International Joint
Conference on Artificial Intelligence, 2018, pp. 2560–2566.
[28] C. B. Moler and G. W. Stewart, An algorithm for generalized matrix eigenvalue
problems, SIAM J. Numer. Anal., 10 (1973), pp. 241–256.
[29] K. Morikuni and K. Hayami, Inner-iteration Krylov subspace methods for least squares
problems, SIAM J. Matrix Anal. Appl., 34 (2013), pp. 1–22.
[30] , Convergence of inner-iteration GMRES methods for rank-deficient least squares prob-
lems, SIAM J. Matrix Anal. Appl., 36 (2015), pp. 225–250.
[31] E. D. Napoli, E. Polizzi, and Y. Saad, Efficient estimation of eigenvalue counts in
an interval, Numer. Linear Algebra Appl., 23 (2016), pp. 674–692.
[32] C. C. Paige and M. A. Saunders, LSQR: An algorithm for sparse linear equations and
sparse least squares, ACM Trans. Math. Software, 8 (1982), pp. 43–71.
[33] E. Polizzi, Density-matrix-based algorithm for solving eigenvalue problems, Phys. Rev. B,
79 (2009), pp. 115112–1–6.
[34] Y. Saad, Numerical Methods for Large Eigenvalue Problems, SIAM, Philadelphia, PA,
2011.
17
[35] T. Sakurai and H. Sugiura, A projection method for generalized eigenvalue problems
using numerical integration, J. Comput. Appl. Math., 159 (2003), pp. 119–128.
[36] T. Sakurai and H. Tadano, CIRR: a Rayleigh–Ritz type method with contour integral
for generalized eigenvalue problems, Hokkaido Math. J., 36 (2007), pp. 745–757.
[37] E. Vecharynski and C. Yang, Preconditioned iterative methods for eigenvalue counts,
in Lecture Notes in Computational Science and Engineering, Springer International Pub-
lishing, 2017, pp. 107–123.
[38] J. Wilkinson, Kronecker’s canonical form and the QZ algorithm, Linear Algebra Appl.,
28 (1979), pp. 285–303.
[39] H. Yanai, K. Takeuchi, and Y. Takane, Projection Matrices, Generalized Inverse
Matrices, and Singular Value Decomposition, Springer, New York, NY, 2011.
18
