state of the art as well as issues and solution guidelines for VCC. It will also provide a compelling panorama of current research efforts, which is widely inherent in topics of high interest for the fusion algorithms and high-performance applications for VCC.
This special section solicited innovative ideas and solutions in all aspects revolving around fusion algorithms and high-performance applications for VCC. The general scope of this issue covers the fusion algorithms, technologies and scenarios, highperformance applications, and technologies for VCC. It also includes new approaches for VANET, CPS and IoT for VCC, Inter-& Intra-Vehicle communication technologies, high-accuracy positioning technology, remote vehicle control, intelligent services for connected car, security and safety issue for VCC, and others. As a result, with careful consideration, this special section selects and publishes excellent research articles from a large number of contributed papers.
Related works
Xu et al. [1] introduced a shareable keyword search scheme based on ID-based encryption. The new scheme enables users to search in data owners' shared storage while preserving the privacy of data, which is suitable for the cloud computing environment. In this paper, data owners can share their document with their friends, who in turn can search in the data owner's storage while preserving the owner's privacy. The experiment result provides better efficiency compared with other related works, and security proofs show the correctness and soundness of the scheme.
Nkenyereye et al. [2] proposed a novel protocol for secure vehicle traffic data dissemination and analysis in vehicular cloud computing wherein the privacy of the vehicles and their generated message is ensured through pseudonym techniques. They use anonymous credentials to ensure the authorization of demanding vehicles. An ID-based signature is applied to ensure the authenticity of the vehicle for a given pseudonym. The efficient verification of the signature of the message and the discarded vehicle are made through the batch cation technique and pseudonymous revocation list, respectively.
As the massive data market grows explosively, cloud storage systems face significant challenges in maintaining large data volumes [3] . Due to the diversity and volume of data sets, the demand for new, resilient storage systems is increasing. While replication is widely used as a means of improving the availability and throughput of storage systems, some important features of replication have yet to be discovered. Data classification and block-based replication are promising in terms of improving the efficiency of cloud storage. Chen et al. [4] proposed an elastic, efficient file storage called E2FS, which can dynamically expand and shrink storage systems based on the real-time demands of large data applications. According to their experiments, E2FS can outperform HDFS while ensuring the performance of large data applications.
Munoz and Villalba [5] presented a new method of mapping web vulnerability classification based on diverse automatic scanners. The most common tool for analyzing vulnerabilities in Web applications is the automatic scanner. Note, however, that it is difficult to compare a particular scanner with the best-or at least the most appropriate-scanner to detect a particular vulnerability. It is important to define some evaluation criteria to evaluate scanner capabilities. This paper defines several evaluation criteria to estimate scanner functionality with flexibility, from the past to the latest classification techniques. The key of the proposed method is to reduce each vulnerability to a small, unique group of keywords representing the vulnerability and search for relations on the Internet.
Lim et al. [6] proposed an efficient solution to traffic control management for the intersection, which is one of the key issues in the research and development of ITS and its applications, based on VANET [7] and VCC [8] . It proposes an algorithm for the traffic control management for intersection in the context of VANET. The solution does not utilize a broadcast mechanism but works with point-to-point communication. The proposed algorithm solves the mutual exclusion problem for intersection traffic control using point-to-point communication, which is designed as an efficient distributed mutual exclusion algorithm based on the lead vehicle on each lane at the intersection; a local vehicle information exchange mechanism that supplements the mutual exclusion algorithm was also developed for the intersection traffic control problem.
Ji et al. [9] proposed a phased array image method based on compression sampling and data fusion for wireless structure damage monitoring. Structural health monitoring (SHM) is an important area of research in wireless sensor networks. Note, however, that the damage identification of SHM has problems with detection accuracy and network traffic. To solve this problem, the proposed method first obtains the compressed measurements in the sparse region of the damaged signal, performs data fusion with the Bayesian, and finally reconstructs the structural damage signal. Experimental results show that the proposed method can reduce the data transmission cost and balance network energy in SHM.
Software as a service (SaaS) technology in ubiquitous cloud computing uses customer relationship management (CRM) to enhance the quality of service for customers. Note, however, that traditional CRM is different from SaaS CRM since companies do not need to invest in machinery, equipment, and manpower to maintain the operation of CRM systems, which is suitable for various enterprises. Based on the research framework of the Stimulus-Organism-Response model [10] , the cloud CRM projects based on multi-criteria decision-making (MCDM) analysis tool do not require prior assumptions to explore the weights, performances among project risks, project management, and organizational performance. The most representative MCDMs are the DEMATEL-based analytical network process (DANP) [11] and the VIKOR (VlseKriterijumska Optimizacija I Kompromisno Resenje) technique [12] .
Chen et al. [13] studied a discussion on the relevance of cloud CRM project risk management and performance. The empirical results of this study show that the largest criterion for relative weight is mainly connected to the risk dimension, which represents the project risk assessment of the experts. In addition, cloud CRM experts and companies announced that the financial performance should improve during the process of a CRM project. This result means that companies implementing cloud CRM projects must pay attention to project risk and financial performance management.
Ramadoss et al. [14] proposed a novel approach to non-intrusive, transaction-aware filtering during enterprise modernization. The enterprise based on this approach can utilize the existing business knowledge and filter out the transaction characteristics, which will be useful for further business analysis and decision making by generating and deducing the documentation on legacy systems. They use transaction logs as input and focus on maximizing the information value and minimizing the size of the data collected. It has the advantage of being non-intrusive and applicable to a wide range of systems on cloud computing.
Lee et al. [15] introduces a new type of problem called remote data authenticity problem for stream data that are acquired and stored remotely. They propose a method for generating metadata for authenticating stream data using secure data collection and signature extraction modules. To share the encryption key, it generates the signature and exchange messages with signatures. The module of the proposed method establishes a secure communication channel with the verifier that attests to the authenticity of the remote data. The proposed method can remotely acquire and successfully detect loss and modification of the stored stream data.
The one critical issue analyzing ubiquitous networks is to understand the internal structure of the networks. In spite of various approaches that address structure mining in the graph, these approaches unfortunately cannot cope with the big graph generated by large-scale streaming data [16] . Hao and Park [17] presented cSketch, an efficient mining framework that enables capturing the cliques quickly and aims to mine the structure from the big graph. First, the input graph stream is summarized into another simplified graph stream via a hash function. Then, the FCA (formal concept analysis) theory and the previously defined k-equiconcept are adopted to discover the k-cliques from it. According to proof, the proposed framework demonstrates feasibility and effectiveness.
Kim [18] proposed a load balance scheme with Loadbot agent in IoT. This paper proposes a load balance scheme through Loadbot, which measures network load and processes the structural configuration by analyzing a large amount of user data and the network load by applying the deep belief network method. The proposed scheme uses the neural load prediction algorithm based on deep learning's Q-learning method to achieve efficient load balancing in IoT. The experiment results show the effectiveness of the proposal by comparing with previous researches.
Min et al. [19] proposed an optimization method that integrates resource allocation scheduling and traffic routing to improve data transmission speed by increasing network utilization in STDMA-based multi-hop wireless mesh networks. They also proposed JRS-S and JRS-M algorithms that simultaneously use path discovery and resource allocation to maximize the capacity of wireless mesh networks in cloud computing. The proposed algorithm for each flow uses a cross-layer design method based on numerical modeling to control data scheduling adaptively at the link layer and find a high data rate path with minimum interference at the network layer.
The efficiency of large data transfers from remote cloud platforms is one of the critical issues. Recently, there has been massive research interest regarding the utilization of big data via remote cloud platforms [20, 21] . Lee et al. [22] measured throughput and analyzed the measurement according to L2 tuning factors and IP levels, including kernel parameter turning. They discussed improving throughput performance by setting an appropriate window size that takes into account the buffer size used in the experiment. L2 dedicated equipment has recently been installed in dedicated network equipment. It is important to optimize tuning factors to improve performance, because the performance of the L2 layer equipment is not optimized in the leased network.
The experiment results show that, in addition to tuning kernel-level parameters at the system level, end-to-end servers with coordinated elements can take advantage of the available bandwidth.
Tan et al. [23] proposed TSDEGA (time synchronization and enhanced greedy algorithm based on D(v)), a routing algorithm suitable for structural health monitoring. The proposed algorithm can identify whether the node has been accessed by setting the access marker based on the existing greedy algorithm to solve the node coverage problem and the degree of the node. As a result, each node can only be accessed once in the same round, thereby significantly reducing time and complexity. The proposed algorithm improves the stability of time synchronization and synchronization accuracy and eliminates the interference of outliers while maintaining the original lower communication overhead.
Park et al. [24] described the advanced proposal for the transportation management plan (TMP) development of expressway work zones. This study analyzed the association between lane closure types of expressway work zones and the types of operations performed, using text mining techniques for large-scale traffic data sets with descriptive text. The relationship between work types and lane closure types was investigated using text mining techniques and big data analysis for massive data sets in expressway work zones. The aim is to improve the overall efficiency of TMP by examining the unique patterns implied in these relationships, through the identification of the common characteristics of various work zones and utilization of proper applications based on the targeted TMP strategies.
