On almost surely periodic and almost periodic solutions of backward
  SPDEs by Dokuchaev, Nikolai
ar
X
iv
:1
20
8.
55
38
v3
  [
ma
th.
PR
]  
31
 Ju
l 2
01
3
On almost surely periodic and almost periodic solutions of
backward SPDEs
Nikolai Dokuchaev
Department of Mathematics & Statistics, Curtin University,
GPO Box U1987, Perth, 6845 Western Australia
Email N.Dokuchaev@curtin.edu.au
July 1, 2018
Abstract
We study linear backward stochastic partial differential equations of parabolic type with
special boundary conditions in time. The standard Cauchy condition at the terminal time is
replaced by a condition that holds almost surely and mixes the random values of the solution
at different times, including the terminal time, initial time and continuously distributed
times. Uniqueness, solvability and regularity results for the solutions are obtained. In
particular, conditions of existence of periodic in time and ”almost periodic” solutions are
obtained for backward SPDEs.
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1 Introduction
Partial differential equations and stochastic partial differential equations (SPDEs) have fun-
damental significance for natural sciences, and various boundary value problems for them were
widely studied. Usually, well-posedness of a boundary value depends on the choice of the bound-
ary value conditions. For the deterministic parabolic equations, well-posedness requires the cor-
rect choice of the initial condition. For example, consider the heat equation u′t = u
′′
xx, t ∈ [0, T ].
For this equation, a boundary value problem with the Cauchy condition at initial time t = 0 is
well-posed, and a boundary value problem with the Cauchy condition at terminal time t = T is
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ill-posed. It is known also that the problems for deterministic parabolic equation are well-posed
for periodic type condition u(x, 0) = u(x, T ); see, e.g., Dokuchaev (1994, 1995), Fife (1964),
Hess (1991), Lieberman (1999), Nakao (1984), Shelukhin (1993), Vejvoda (1982). Less is known
for parabolic equation with more general non-local in time conditions and for SPDEs.
Boundary value problems for SPDEs are well studied in the existing literature for the case
of forward parabolic Ito equations with the Cauchy condition at initial time (see, e.g., Alo´s
et al (1999), Bally et al (1994), Da Prato and Tubaro (1996), Gyo¨ngy (1998), Krylov (1999),
Maslowski (1995), Pardoux (1993), Rozovskii (1990), Walsh (1986), Zhou (1992), and the bibli-
ography there). Many results have been also obtained for the backward parabolic Ito equations
with Cauchy condition at terminal time, as well as for pairs of forward and backward equations
with separate Cauchy conditions at initial time and the terminal time respectively; see, e.g.,
Yong and Zhou (1999), and the author’s papers (1992), (2005), (2011), (2012). Note that a
backward SPDE cannot be transformed into a forward equation by a simple time change, unlike
as for the case of deterministic equations. Usually, a backward SPDE is solvable in the sense
that there exists a diffusion term being considered as a part of the solution that helps to ensure
that the solution is adapted to the driving Brownian motions.
There are also results for SPDEs with boundary conditions that mix the solution at different
times that may include initial time and terminal time. This category includes stationary type
solutions for forward SPDEs (see, e.g., Dorogovtsev and Ortega (1988), Caraballo et al (2004),
Chojnowska-Michalik (19987), Chojnowska-Michalik and Goldys (1995), Duan et al (2003), Mat-
tingly (1999), Mohammed et al (2008), Sinai (1996), and the references here). There are also
results for different types of the periodicity of the solutions of SPDEs; see, e.g., Chojnowska-
Michalik (1990), Tudor (1992), Da Prato and Tudor (1995), Arnold and Tudor (1998), Klu¨nger
(2001), Bezandry and Diagana (2007), Mellah and de Fitte (2007), Feng and Zhao (2012),
Bedouhene et al (2012), Crewe (2013). As was mentioned in Feng and Zhao (2012), it is difficult
to expect that, in general, a SPDE has a periodic in time solution u(·, t)|t∈[0,T ] in a usual sense
of exact equality u(·, t) = u(·, t + T ) that holds almost surely given that u(·, t) is adapted to
some Brownian motion. However, there are important examples of stochastic processes with
this property. In particular, this property holds at t = 0 for a Brownian bridge. Using this,
the existence of almost surely periodic solutions was established in Rodkina (1992) for ordinary
stochastic equations with the driving Brownian motion replaced by a Brownian bridge.
In a more typical setting with driving Brownian motion, the periodicity of the solutions of
stochastic equations has to be interpreted differently. This periodicity was usually considered
in the sense of the distributions. In Feng and Zhao (2012), the periodicity was established in a
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stronger sense as a random periodic solution (see Definition 1.1 from Feng and Zhao (2012)); this
definition does not assume the equality u(·, t) = u(·, T ). In Feng and Zhao (2012), semi-linear
parabolic Ito equations with a self-adjoint main operator were considered. There are also results
for almost periodic in mean-square sense solutions; see, e.g., Tudor (1992), Da Prato and Tudor
(1995), Arnold and Tudor (1998), Bezandry and Diagana (2007), Bedouhene et al (2012), Crewe
(2013).
The present paper addresses these and related problems again for a single period setting. We
found examples of SPDEs where almost periodicity conditions and exact periodicity conditions
hold almost surely a well as more general non-local boundary value conditions. It appears that
this is possible with the replacement of forward SPDEs for backward SPDEs.
We consider linear Dirichlet condition at the boundary of the state domain; the equations
are of a parabolic type and are not necessary self-adjoint. The standard boundary value Cauchy
condition at the one fixed time is replaces by a condition that mixes in one equation the values
of the solution at different times over given time interval, including the terminal time and
continuously distributed times. This is a novel setting comparing with the periodic conditions
for the distributions, or with conditions from Klu¨nger (2001) and Feng and Zhao (2012), or
with conditions for the expectations from Dokuchaev (2008), or mean-square almost periodicity
from Tudor (1992). These conditions include, for instance, conditions κu(·, 0) = u(·, T ) a.e.
with κ ∈ R (Theorems 3.1-3.5). We present sufficient conditions for existence and regularity
of solutions in L2-setting (Corollary 3.1 and Corollary 3.2). Corollary 3.2 establishes existence
of modified almost periodic solution. It can be noted that we consider ”almost periodicity” on
a single time period; this setting is easier than a multiperiod setting on infinite interval since
it does not require to formalize a periodic extension of the coefficients. However, with respect
to a single period, our ”almost periodicity” property from Corollary 3.2) is stronger than the
mean square ”almost periodicity”. Finally, we present sufficient conditions for existence and
regularity of almost surely exact periodicity (Theorem 3.5). The proofs is based on compactness
and Fredholm theory in L2-spaces. The periodic solution obtained here can be considered as a
generalization of a classical Brownian bridge for the case of an infinite dimensional state space.
It can be noted the almost surely periodicity was achieved for the purely backward SPDEs;
the previous result of this kind was obtained for forward-backward SPDEs in Feng and Zhao
(2012). Usually, backward SPDEs are usually associated with a Cauchy condition at the terminal
time. With regards to the general theory of SPDEs, our results open a way to extend applications
of backward SPDEs on the problems with periodic and mixed in time conditions.
Related problems were considered in Dokuchaev (2012b,c) for a less general backward SPDE
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with β¯i = 0, in the notations of the present paper. In Dokuchaev (2012b), the approach was
based on the contraction mapping theorem in a L∞-space; this approach is not applicable for
the more general SPDEs considered in the present paper. In Dokuchaev (2012c), related forward
and backward SPDEs with β¯i = 0 were studied in an unified framework.
2 The problem setting and definitions
We are given a standard complete probability space (Ω,F ,P) and a right-continuous filtration
Ft of complete σ-algebras of events, t ≥ 0. We are given also a N -dimensional Wiener process
w(t) with independent components; it is a Wiener process with respect to Ft.
Assume that we are given an open domain D ⊂ Rn such that either D = Rn or D is bounded
with C2-smooth boundary ∂D. Let T > 0 be given, and let Q
∆
= D × [0, T ].
We will study the following boundary value problem in Q
dtu+ (Au+ ϕ) dt+
N∑
i=1
Biχidt =
N∑
i=1
χi(t)dwi(t), t ≥ 0, (2.1)
u(x, t, ω) |x∈∂D = 0 (2.2)
u(·, T ) − Γu(·) = ξ. (2.3)
Here u = u(x, t, ω), ϕ = ϕ(x, t, ω), χi = χi(x, t, ω), (x, t) ∈ Q, ω ∈ Ω.
In (2.3), Γ is a linear operator that maps functions defined on Q×Ω to functions defines on
D × Ω. For instance, the case where Γu = u(·, 0) is not excluded; this case corresponds to the
periodic type boundary condition
u(·, T )− u(·, 0) = ξ. (2.4)
In (2.1),
Av
∆
=
n∑
i=1
∂
∂xi
n∑
j=1
(
bij(x, t, ω)
∂v
∂xj
(x)
)
+
n∑
i=1
fi(x, t, ω)
∂v
∂xi
(x)− λ(x, t, ω)v(x), (2.5)
where bij, fi, xi are the components of b,f , and x respectively, and
Biv
∆
=
dv
dx
(x)βi(x, t, ω) + β¯i(x, t, ω) v(x), i = 1, . . . , N. (2.6)
We assume that the functions b(x, t, ω) : Rn×[0, T ]×Ω→ Rn×n, βj(x, t, ω) : R
n×[0, T ]×Ω →
Rn, β¯i(x, t, ω) :R
n×[0, T ]×Ω→ R, f(x, t, ω) : Rn×[0, T ]×Ω→ Rn, λ(x, t, ω) : Rn×[0, T ]×Ω→
R, χi(x, t, ω) : R
n × [0, T ] × Ω → R, and ϕ(x, t, ω) : Rn × [0, T ] × Ω → R are progressively
measurable with respect to Ft for all x ∈ R
n, and the function ξ(x, ω) : Rn × Ω → R is
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F0-measurable for all x ∈ R
n. In fact, we will also consider ϕ and ξ from wider classes. In
particular, we will consider generalized functions ϕ.
If the functions b, f , λ, ϕ, Γ, and ξ, are deterministic, then χi ≡ 0 and equation (2.1) is
deterministic.
Spaces and classes of functions
We denote by ‖ · ‖X the norm in a linear normed space X, and (·, ·)X denote the scalar product
in a Hilbert space X.
We introduce some spaces of real valued functions.
Let G ⊂ Rk be an open domain, then Wmq (G) denote the Sobolev space of functions that
belong to Lq(G) together with the distributional derivatives up to the mth order, q ≥ 1.
We denote by | · | the Euclidean norm in Rk, and G¯ denote the closure of a region G ⊂ Rk.
Let H0
∆
= L2(D), and let H
1 ∆=
0
W 12 (D) be the closure in the W
1
2 (D)-norm of the set of all
smooth functions u : D → R such that u|∂D ≡ 0. Let H
2 =W 22 (D)∩H
1 be the space equipped
with the norm ofW 22 (D). The spaces H
k andW k2 (D) are called Sobolev spaces, they are Hilbert
spaces, and Hk is a closed subspace of W k2 (D), k = 1, 2.
Let H−1 be the dual space to H1, with the norm ‖ · ‖H−1 such that if u ∈ H
0 then ‖u‖H−1
is the supremum of (u, v)H0 over all v ∈ H
1 such that ‖v‖H1 ≤ 1. H
−1 is a Hilbert space.
We shall write (u, v)H0 for u ∈ H
−1 and v ∈ H1, meaning the obvious extension of the
bilinear form from u ∈ H0 and v ∈ H1.
We denote by ℓ¯k the Lebesgue measure in R
k, and we denote by B¯k the σ-algebra of Lebesgue
sets in Rk.
We denote by P¯ the completion (with respect to the measure ℓ¯1 × P) of the σ-algebra of
subsets of [0, T ] × Ω, generated by functions that are progressively measurable with respect to
Ft.
We introduce the spaces
Xk(s, t)
∆
= L2([s, t]× Ω, P¯ , ℓ¯1 ×P;H
k),
Zkt
∆
= L2(Ω,Ft,P;H
k),
Ck(s, t)
∆
= C
(
[s, t];ZkT
)
, k = −1, 0, 1, 2,
X kc = L
2([0, T ]× Ω, P¯ , ℓ¯1 ×P; C
k(D¯)), k ≥ 0.
The spaces Xk(s, t) and Zkt are Hilbert spaces.
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We introduce the spaces
Y k(s, t)
∆
= Xk(s, t)∩ Ck−1(s, t), k = 1, 2,
with the norm ‖u‖Y k(s,T )
∆
= ‖u‖Xk(s,t) + ‖u‖Ck−1(s,t). For brevity, we shall use the notations
Xk
∆
= Xk(0, T ), Ck
∆
= Ck(0, T ), and Y k
∆
= Y k(0, T ).
We also introduce spaces CkPC consisting of u ∈ C
k such that either u ∈ Ck or there exists
θ = θ(u) ∈ [0, T ] such that ‖u(·, t)‖Zk
T
is bounded, u(·, t) is continuous in ZkT in t ∈ [0, θ],
and u(·, t) is continuous in ZkT in t ∈ [θ + ε, T ] for any ε > 0. We also introduce spaces
Y kPC = X
k∩ Ck−1PC , with the norms from Y
k.
Conditions for the coefficients
To proceed further, we assume that Conditions 2.1-2.3 remain in force throughout this paper.
Condition 2.1 The matrix b = b⊤ is symmetric and bounded. In addition, there exists a
constant δ > 0 such that
y⊤b(x, t, ω) y −
1
2
N∑
i=1
|y⊤βi(x, t, ω)|
2 ≥ δ|y|2 ∀ y ∈ Rn, (x, t) ∈ D × [0, T ], ω ∈ Ω. (2.7)
Condition 2.2 The functions f(x, t, ω), λ(x, t, ω), βi(x, t, ω), and β¯i(x, t, ω), are bounded.
Condition 2.3 The mapping Γ : Y 1PC → Z
0
T is linear and continuous.
Condition 2.3 allows, for instance, to consider Γ such Γu = u(·, 0), i.e., it covers periodic
boundary value conditions (2.4). Another example includes the case where there exists an integer
m ≥ 0, a set {ti}
m
i=1 ⊂ [0, T ), and linear continuous operators Γ˜0 : L2([0, T ];B1, ℓ1,H
0) → H0,
Γ˜i : H
0 → H0, i = 1, .., N , such that
Γu = Γ˜0u+
m∑
i=1
Γ˜iu(·, ti).
In particular, it includes
Γ˜0u =
∫ T
0
k0(t)u(·, t)dt, Γ˜iu(·, ti) = kiu(·, ti),
where k0(·) ∈ L2(0, T ) and ki ∈ R. It covers also Γ such that
Γ˜0u =
∫ T
0
dt
∫
D
k0(x, y, t)u(y, t)dx, Γ˜iu(·, ti)(x) =
∫
D
ki(x, y)u(y, ti)dy,
where ki(·) are some regular enough kernels.
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We introduce the set of parameters
P
∆
=
(
n, D, T, Γ, δ,
ess supx,t,ω,i
[
|b(x, t, ω)| + |f(x, t, ω)|+ |λ(x, t, ω)| + |βi(x, t, ω)| + |β¯i(x, t, ω)|
]
.
Sometimes we shall omit ω.
The definition of solution
Proposition 2.1 Let ζ ∈ X0, let a sequence {ζk}
+∞
k=1 ⊂ L
∞([0, T ] × Ω, ℓ1 × P; C(D)) be such
that all ζk(·, t, ω) are progressively measurable with respect to Ft, and let ‖ζ − ζk‖X0 → 0. Let
t ∈ [0, T ] and j ∈ {1, . . . , N} be given. Then the sequence of the integrals
∫ t
0 ζk(x, s, ω) dwj(s)
converges in Z0t as k →∞, and its limit depends on ζ, but does not depend on {ζk}.
Proof follows from completeness of X0 and from the equality
E
∫ t
0
‖ζk(·, s, ω)− ζm(·, s, ω)‖
2
H0 ds =
∫
D
dxE
(∫ t
0
(ζk(x, s, ω)− ζm(x, s, ω)) dwj(s)
)2
.
Definition 2.1 Let ζ ∈ X0, t ∈ [0, T ], j ∈ {1, . . . , N}, then we define
∫ t
0 ζ(x, s, ω) dwj(s) as the
limit in Z0t as k → ∞ of a sequence
∫ t
0 ζk(x, s, ω) dwj(s), where the sequence {ζk} is such as in
Proposition 2.1.
Definition 2.2 Let u ∈ Y 1, χi ∈ X
0, i = 1, ..., N , and ϕ ∈ X−1. We say that equations
(2.1)-(2.2) are satisfied if
u(·, t, ω) = u(·, T, ω) +
∫ T
t
(Au(·, s, ω) + ϕ(·, s, ω)) ds
+
N∑
i=1
∫ T
t
Biχi(·, s, ω)ds −
N∑
i=1
∫ T
t
χi(·, s) dwi(s)
for all r, t such that 0 ≤ r < t ≤ T , and this equality is satisfied as an equality in Z−1T .
Note that the condition on ∂D is satisfied in the sense that u(·, t, ω) ∈ H1 for a.e. t, ω. Further,
u ∈ Y 1, and the value of u(·, t, ω) is uniquely defined in Z0T given t, by the definitions of the
corresponding spaces. The integrals with dwi in (2.8) are defined as elements of Z
0
T . The integral
with ds in (2.8) is defined as an element of Z−1T . In fact, Definition 2.2 requires for (2.1) that
this integral must be equal to an element of Z0T in the sense of equality in Z
−1
T .
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3 The main results
Theorem 3.1 There exist a number κ = κ(P) > 0 such that problem (2.1)-(2.3) has an unique
solution (u, χ1, ..., χN ) in the class Y
1 × (X0)N , for any ϕ ∈ X−1, ξ ∈ Z0T , and any Γ such that
‖Γ‖ ≤ κ, where ‖Γ‖ is the norms of the operator Γ : Y 1 → Z0T . In addition,
‖u‖Y 1 +
N∑
i=1
‖χi‖X0 ≤ C
(
‖ϕ‖X−1 + ‖ξ‖Z0
T
)
, (3.1)
where C = C(κ,P) > 0 is a constant that depends only on κ and P.
Let I denote the indicator function.
Theorem 3.2 Let Γ be such that there exists θ < T such that Γu = Γ(I{t≤θ}u). Then
‖u‖Y 1 +
N∑
i=1
‖χi‖X0 ≤ C
(
‖ϕ‖X−1 + ‖u‖X−1 + ‖ξ‖Z0
T
)
(3.2)
for all solutions (u, χ1, ..., χN ) of problem (2.1)-(2.3) in the class Y
1×(X0)N , where C = C(P) >
0 depends only on P and does not depend on u, ϕ and ξ.
Starting from now and up to the end of this section, we assume that Condition 3.1 holds.
Condition 3.1 (i) The domain D is bounded.
(ii) The functions b(x, t, ω), f(x, t, ω), λ(x, t, ω), βi(x, t, ω) and β¯i(x, t, ω) are differentiable in
x for a.e. t, ω, and the corresponding derivatives are bounded.
(iii) βi(x, t, ω) = 0 for x ∈ ∂D, i = 1, ..., N .
(iv) F0 is the P-augmentation of the set {∅,Ω}.
(v) Γ = Γ0 + Γ1, where Γ0 : X
1 → Z10 and Γ1 : Y
1
PC → Z
1
0 are continuous linear operators
such that there exists θ < T such that ‖Γ1(I{t≤θ}u)‖Z1
0
≤ ‖u|t≤θ‖C1(0,θ) for all u ∈ Y
1 such
that u|t≤θ ∈ C
1(0, θ).
In particular, Condition 3.1(ii) implies that there exist modifications of βi such that the
functions βi(x, t, ω) are continuous in x for a.e. t, ω. We assume that βi are such functions.
Example 3.1 The assumptions on Γ in Condition 3.1 are satisfied, for instance, if there exists
an integer m ≥ 0, a set {ti}
m
i=1 ⊂ [0, T ), and linear continuous operators Γ¯ : L2(Q) → H
0,
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Γ¯i : H
0 → H0, i = 0, 1, .., N , such that the operators Γ¯ : L2([0, T ];B1, ℓ1,H
1) → W 12 (D) and
Γ¯i : H
1 → W 12 (D) are continuous and
Γu = Γ¯0u(·, 0) +E{Γ¯u+
m∑
i=1
Γ¯iu(·, ti)}.
Theorem 3.3 Assume that problem (2.1)-(2.3) with ϕ ≡ 0, ξ ≡ 0, does not admit non-zero
solutions (u, χ1, ..., χN ) in the class Y
1×(X0)N . Then problem (2.1)-(2.3) has a unique solution
(u, χ1, ..., χN ) in the class Y
1 × (X0)N , for any ϕ ∈ X−1, and ξ ∈ H0. In addition,
‖u‖Y 1 +
N∑
i=1
‖χi‖X0 ≤ C (‖ϕ‖X−1 + ‖ξ‖H0) , (3.3)
where C > 0 does not depend on ϕ and ξ.
Theorem 3.4 There exists ε0 > 0 such that, for any ε ∈ (−ε0, ε0) such that ε 6= 0, problem
(2.1)-(2.2) with the boundary value condition
u(·, T ) − (1 + ε)Γu = ξ (3.4)
has a unique solution (u, χ1, ..., χN ) in the class Y
1 × (X0)N for any ϕ ∈ X−1 and ξ ∈ H0. In
addition,
‖u‖Y 1 +
N∑
i=1
‖χi‖X0 ≤ C (‖ϕ‖X−1 + ‖ξ‖H0) , (3.5)
where C = C(ε) > 0 does not depend on ϕ and ξ.
Corollary 3.1 For any κ ∈ R, there exists ε0 = ε0(P, κ) > 0 such that, for any ε ∈ (−ε0, ε0)\{0},
for any ϕ ∈ X−1, there exists a unique solution (u, χ1, ..., χN ) in the class Y
1×(X0)N , of problem
(2.1),(2.2) with the boundary conditions
u(·, T ) = κ(1 + ε)u(·, 0). (3.6)
Corollary 3.2 Corollary 3.1 with κ = 1 implies that backward SPDE (2.1)-(2.2) can be regarded
as an almost surely almost periodic solution on a single time period.
Note that Tudor (1992) and other authors considered almost periodic solution for SPDEs on a
infinite time horizon, i.e., for many periods. We consider a single period only.
Remark 3.1 The ”almost periodicity” in the mean-square sense of Tudor (1992) requires that,
for any ε > 0, ‖u(·, 0) − u(·, T )‖Z0
T
≤ ε; we establish that the equality u(·, 0) = (1 + ε)u(·, T )
9
can be achieved. It follows that ‖u(·, 0) − u(·, T )‖Z0
T
≤ ε‖u(·, T )‖Z0
T
≤ εC‖ϕ‖X−1 . Therefore,
for a single time period, the ”almost periodicity” property in Corollary 3.2) implies the ”almost
periodicity” in the mean-square sense from Tudor (1992). Moreover, this condition is stronger
than the mean-square almost periodicity since it requires that the shapes of u(·, T ) and u(·, 0)
are the same up to proportionality.
The remaining part of the section devoted to an example where an exact periodic condition
is satisfied almost surely; this corresponds to the case where ε = 0 in (3.6).
Let functions β˜i : Q× Ω→ R
n, i = 1, . . . ,M , be such that
2b(x, t, ω) =
N∑
i=1
βi(x, t, ω)βi(x, t, ω)
⊤ +
M∑
j=1
β˜j(x, t, ω) β˜j(x, t, ω)
⊤,
and β˜i has the similar properties as βi. (Note that, by Condition 2.1, 2b >
∑N
i=1 βiβ
⊤
i ).
Let w˜(t) = (w˜1(t), . . . , w˜M (t)) be a new Wiener process independent on w(t). Let a ∈
L2(Ω,F ,P;R
n) be a vector such that a ∈ D. We assume also that a is independent from
(w(t) − w(t1), ŵ(t) − ŵ(t1)) for all t > t1 > s. Let s ∈ [0, T ) be given. Consider the following
Ito equation
dy(t) = f˜(y(t), t) dt +
N∑
i=1
βi(y(t), t) dwi(t) +
M∑
j=1
β˜j(y(t), t) dw˜j(t),
y(s) = x. (3.7)
Here, f˜ = f̂ −
∑
i β¯iβi, f˜ : D × [0, T ]× Ω→ R
n is a vector functions with the components f˜i.
Let y(t) = ya,s(t) be the solution of (3.7), and let τa,s
∆
= inf{t ≥ s : ya,s(t) /∈ D}.
The following lemma is a modification for the case of random coefficients of Lemma 2.1 from
Dokuchaev (2004).
Lemma 3.1 There exists ν ∈ (0, 1) that depends only on P such that P(τa,0 > T ) ≤ ν for any
random vector a such that a ∈ D a.s. and a does not depend on w(t)− w(r) for all t > r > 0.
Theorem 3.5 Let the functions b, f and λ be such that the operator A can be represented as
Av =
n∑
i,j=1
bij(x, t, ω)
∂2v
∂xi∂xj
(x) +
n∑
i=1
f̂i(x, t, ω)
∂v
∂xi
(x)− λ̂(x, t, ω)v(x),
where λ̂(x, t, ω) ≥ 0 a.e., and where f̂i are bounded functions.
Further, let at least one of the following conditions is satisfied:
(i) There exists cλ > 0 such that λ̂(x, t, ω) ≥ cλ for all x, t, ω; or
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(ii) κ ∈ (−1, 1); or
(iii) For ν ∈ (0, 1) from Lemma 3.1,
1
2
N∑
i=1
∫ T
0
sup
x,ω
β¯i(x, t, ω)
2dt+ log ν < 0. (3.8)
Furthermore, let b ∈ X 3c , f̂ ∈ X
2
c , λ̂ ∈ X
1
c , βi ∈ X
3
c . Then there exists κ¯ > 1 such that, for any
κ ∈ [−κ¯, κ¯], problem (2.1)-(2.2) with the boundary condition
u(·, T ) − κu(·, 0) = ξ (3.9)
has a unique solution (u, χ1, ..., χN ) in the class Y
1 × (X0)N for any ϕ ∈ X−1 and ξ ∈ Z0T . In
addition, (3.3) holds with C > 0 that does not depend on ϕ and ξ.
4 Proofs
Let s ∈ (0, T ], ϕ ∈ X−1 and Φ ∈ Z0s . Consider the problem
dtu+ (Au+ ϕ) dt+
∑N
i=1Biχi(t)dt =
∑N
i=1 χi(t)dwi(t), t ≤ s,
u(x, t, ω)|x∈∂D,
u(x, s, ω) = Φ(x, ω).
(4.1)
The following lemma represents an analog of the so-called ”the first energy inequality”,
or ”the first fundamental inequality” known for deterministic parabolic equations (see, e.g.,
inequality (3.14) from Ladyzhenskaya (1985), Chapter III).
Lemma 4.1 Assume that Conditions 2.1–2.3 are satisfied. Then problem (4.1) has an unique
solution a unique solution (u, χ1, ..., χN ) in the class Y
1×(X0)N for any ϕ ∈ X−1(0, s), Φ ∈ Z0s ,
and
‖u‖Y 1(0,s) +
N∑
i=1
‖χi‖X0 ≤ C
(
‖ϕ‖X−1(0,s) + ‖Φ‖Z0s
)
, (4.2)
where C = C(P) does not depend on ϕ and ξ.
(See, e.g., Dokuchaev (1991) or Theorem 4.2 from Dokuchaev (2010)).
Note that the solution u = u(·, t) is continuous in t in L2(Ω,F ,P,H
0), since Y 1(0, s) =
X1(0, s)∩ C0(0, s).
Introduce operators Ls : X
−1(0, s) → Y 1(0, s) and Ls : Z
0
s → Y
1(0, s), such that u =
Lsϕ + LsΦ, where (u, χ1, ..., χN ) is the solution of problem (4.1) in the class Y
2 × (X1)N . By
Lemma 4.1, these linear operators are continuous.
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Introduce operators Q : Z0T → Z
0
T and T : X
−1 → Z0T such that QΦ = ΓLTΦ and T ϕ =
ΓLTϕ, i.e., QΦ+T ϕ = Γu, where u is the solution in Y
1 of problem (4.1) with s = T , ϕ ∈ X−1,
and Φ ∈ Z0T . It is easy to see that if the operator Γ : Y
1 → Z0T is continuous, then the operators
Q : Z0T → Z
0
T and T : X
−1 → Z0T are linear and continuous. In particular, ‖Q‖ ≤ ‖Γ‖‖LT ‖,
where ‖Q‖, ‖Γ‖, and ‖LT ‖, are the norms of the operators Q : Z
0
T → Z
0
T , Γ : Y
1 → Z0T , and
LT : Z
0
T → Y
1, respectively.
Lemma 4.2 Assume that the operator Γ : Y 1 → Z0T is continuous. If the operator (I −Q)
−1 :
Z0T → Z
0
T is also continuous then problem (4.1) has a unique solution (u, χ1, ..., χN ) in the class
Y 1 × (X0)N for any ϕ ∈ X−1, Φ ∈ Z0T . For this solution,
u = LTϕ+ LT (I −Q)
−1(ξ + T ϕ) (4.3)
and
‖u‖Y 1(0,s) +
N∑
i=1
‖χi‖X0 ≤ C
(
‖ϕ‖X−1(0,s) + ‖Φ‖Z0s
)
,
where C = C(P) does not depend on ϕ and ξ.
Proof of Lemma 4.2. For brevity, we denote u(·, t) = u(x, t, ω). Clearly, u ∈ Y 1 is the
solution of problem (2.1)-(2.3) with some (χ1, ..., χN ) ∈ (X
0)N if and only if
u = LTu(·, T ) + LTϕ, (4.4)
u(·, T ) − Γu = ξ. (4.5)
Since Γu = Qu(·, T ) + T ϕ, equation (4.5) can be rewritten as
u(·, T )−Qu(·, T ) − T ϕ = ξ. (4.6)
By the continuity of (I −Q)−1, equation (4.6) can be rewritten as
u(·, T ) = (I −Q)−1(ξ + T ϕ).
Therefore, equations (4.4)-(4.5) imply that
u = LTϕ+ LTu(·, T ) = LTϕ+ LT (I −Q)
−1(ξ + T ϕ).
Further, let us show that if (4.3) holds then equations (4.4)-(4.5) hold. Let u be defined by
(4.3). Since u = LTϕ+ LTu(·, T ), it follows that u(·, T ) = (I −Q)
−1(ξ + T ϕ). Hence
u(·, T )−Qu(·, T ) = ξ + T ϕ,
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i.e., u(·, T )− ΓLTu(·, T ) = ξ + T ϕ = ξ + ΓLTϕ. Hence
u(·, T )− Γ[LTu(·, T ) + LTϕ] = ξ.
This means that (4.4)-(4.5) hold. Then the proof of Lemma 4.2 follows. 
Proof of Theorem 3.1. Since the operator Q : Z0T → Z
0
T is continuous, the operator (I−Q)
−1 :
Z0T → Z
0
T is continuous for small enough ‖Q‖, i.e. for a small enough κ > 0. Then the proof of
Theorem 3.1 follows. 
Proof of Theorem 3.2. For a real q > 0, set uq(x, t, ω)
∆
= eq(T−t)u(x, t, ω). Then uq is the
solution of problem (2.1)-(2.3) with ϕ replaced by eq(T−t)ϕ(x, t)+ quq(x, t), and with Γ replaced
by the operator defined such that Γq, where
Γquq = Γu.
By the assumptions on Γ, we have that
‖Γquq‖Z0
T
= ‖Γu‖Z0
T
= ‖ΓIt≤θu‖Z0
T
=
∥∥∥ΓI{t≤θ}e−q(T−t)uq∥∥∥
Z0
T
≤ e−q(T−θ)‖Γ‖‖u‖X0(0,θ).
It follows that ‖Γq‖ → 0 as q → +∞, for the norm of the operator Γq : Y
1 → ZTT . By Lemma
4.1 and Theorem 3.1, it follows that, for a large enough q > 0,
‖uq‖Y 1 +
N∑
i=1
‖χi‖X0 ≤ C1
(
‖eq(T−t)ϕ+ quq‖X−1 + ‖ξ‖H0
)
≤ C2 (‖ϕ‖X−1 + ‖uq‖X−1 + ‖ξ‖H0) ,
where C1 = C1(P) > 0 and C2 = C2(q,P) > 0 do not depend on u, ϕ, ξ. Then the proof of
Theorem 3.2 follows. 
Starting from now, we assume that Condition 3.1 is satisfied, in addition to Conditions
2.1-2.3.
The following lemma represents an analog of the so-called ”the second energy inequality”, or
”the second fundamental inequality” known for the deterministic parabolic equations (see, e.g.,
inequality (4.56) from Ladyzhenskaya (1985), Chapter III).
Lemma 4.3 Problem (4.1) has a unique solution (u, χ1, ..., χN ) in the class Y
2 × (X1)N for
any ϕ ∈ X0, Φ ∈ Z1T , and
‖u‖Y 2 +
N∑
i=1
‖χi‖X1 ≤ C
(
‖ϕ‖X0 + ‖Φ‖Z1
T
)
, (4.7)
where C > 0 does not depend on ϕ and Φ; it depends on P an on the supremums of the
derivatives listed in Condition 3.1(ii).
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The lemma above represents a reformulation of Theorem 3.4 from Dokuchaev (2010) or
Theorem 4.3 from Dokuchaev (2012a). In the cited paper, this result was obtained under some
strengthened version of Condition 2.1; this was restrictive. In Du and Tang (2012), this result
was obtained without this restriction, i.e., under Condition 2.1 only.
Lemma 4.4 The operator Q : Z0T → Z
0
T is compact.
Proof of Lemma 4.4. Let u = L0Φ, where Φ ∈ Z
0
T . By the semi-group property of backward
SPDEs from Theorem 6.1 from Dokuchaev (2010), we obtain that u|t∈[0,s] = Lsu(·, s) for all
s ∈ (0, T ]. By Lemmas 4.1 and 4.3, we have that
‖Γ1u‖
2
Z10
≤ C0 sup
τ∈[0,θ]
‖u(·, τ)‖2Z10
≤ C1 sup
τ∈[0,T ]
inf
t∈[τ,T ]
‖u(·, t)‖2Z1t
≤ sup
τ∈[0,T ]
C1
T − τ
∫ T
τ
‖u(·, t)‖2Z1t
dt ≤
C2
T − θ
‖Φ‖2Z0
T
and
‖Γ0u‖
2
Z1
0
≤ C3E
∫ T
0
‖u(·, t)‖2Z1
T
dt ≤ C4‖Φ‖Z0
T
.
for constants Ci > 0 which do not depend on Φ. Hence the operator Q : Z
0
T → Z
0
T repre-
sents a linear continuous operator Q : Z0T → W
1
2 (D). Note that, by the definitions, Z
0
T =
L2(Ω,F0,P, L2(D)). Since F0 is a trivial σ-algebra, the convergence in Z
0
T is equivalent to con-
vergence in H0 = L2(D)). Since the embeddings of W
1
2 (D) into H
0 and into Z0T are compact
operators, the proof of Lemma 4.4 follows. 
Proof of Theorem 3.3. By the assumptions, the equation QΦ = Φ has the only solution
Φ = 0 in H0. By Lemma 4.4 and by the Fredholm Theorem, the operator (I −Q)−1 : H0 → H0
is continuous. Then the proof of Theorem 3.3 follows from representation (4.7). 
Proof of Theorem 3.4. By Lemma 4.4 and by the Fredholm Theorem again, for any ε0 ∈ (0, 1),
there exists a finite set Λ ⊂ C such that the operator (λI − Q)−1 : H0 → H0 is continuous
for all λ ∈ (1 − ε0, 1 + ε0)\Λ. Then the proof of Theorem 3.4 follows from representation (4.7)
again. 
Corollary 3.1 is a special case of Theorem 3.4 with Γu = u(·, 0).
Proof of Lemma 3.1. This proof represents a modification of the proof for Lemma 2.1 from
Dokuchaev (2004) for the case of random coefficients. For the case of β¯ = 0, the proof of Lemma
3.1 can be found in Dokuchaev (2012c).
Let µ = (f˜ , β, x, s).
14
Clearly, there exists a finite interval D1
∆
= (d1, d2) ⊂ R and a bounded domain Dn−1 ⊂ R
n−1
such that D ⊂ D1 ×Dn−1.
For (x, s) ∈ D × [0, T ), let τx,s1
∆
= inf{t ≥ s : yx,s1 (t) /∈ D1}, where y
x,s
1 (t) is the first
component of the vector yx,s(t) = (yx,s1 (t), ..., y
x,s
n (t)). We have that
P(τx,0 > T ) ≤ P(τx,01 > T ) = P(y
x,0
1 (t) ∈ D1 ∀t ∈ [0, T ]). (4.8)
Let
Mµ(t)
∆
=
N∑
k=1
∫ t
s
hk(y
x,0(r), r)dwi(r) +
N+M∑
k=N+1
∫ t
s
hk(y
x,0(r), r)dw˜i(r), t ≥ s,
where h = (h1, .., hN+M ) is a vector that represents the first row of the matrix
(β1, ..., βN , β̂1, ..., β̂M )
with the values in Rn×(N+M).
Let D̂1
∆
= (d1 + K1, d2 + K2), where K1
∆
= −d2 − ϑ supx,t,ω |f̂1(x, t, ω)|, K2
∆
= −d1 +
ϑ supx,t |f̂1(x, t, ω)|. Clearly, D̂1 depends only on n,D, and cf . It is easy to see that
P(yx,01 (t) ∈ D1 ∀t ∈ [0, T ]) ≤ P(M
µ(t) ∈ D̂1 ∀t ∈ [0, T ]). (4.9)
Further,
h(yx,0(t), t)⊤h(yx,0(t), t) = |h(yx,0(t), t)|2 ∈ [δ, cβ ], (4.10)
where
δ = inf
x,0,ω, ξ∈Rn: |ξ|=1
2ξ⊤b(x, t, ω)ξ, cβ = sup
x,0,ω, ξ∈Rn: |ξ|=1
2ξ⊤b(x, t, ω)ξ.
Clearly, Mµ(t) is a martingale vanishing at s with quadratic variation process
[Mµ]t
∆
=
∫ t
0
|h(yx,0(r), r)|2dr, t ≥ 0.
Let θµ(t)
∆
= inf{r ≥ 0 : [Mµ]r > t}. Note that θ
µ(0) = 0, and the function θµ(t) is strictly
increasing in t given x. By Dambis–Dubins–Schwarz Theorem (see, e.g., Revuz and Yor (1999)),
the process Bµ(t)
∆
= M(θµ(t)) is a Brownian motion vanishing at t = 0, i.e., Bµ(0) = 0, and
Mµ(t) = Bµ([Mµ]t). Clearly,
P(Mµ(t) ∈ D̂1 ∀t ∈ [0, s + T ]) = P(B
µ([Mµ]t) ∈ D̂1 ∀t ∈ [0, T ])
≤ P(Bµ(r) ∈ D̂1 ∀r ∈ [0, [M
µ]T ]).
(4.11)
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By (4.10), [Mµ]T ≥ δT a.s. for all x. Hence
P(Bµ(r) ∈ D̂1 ∀r ∈ [0, [M
µ]T ]) ≤ P(B
µ(r) ∈ D̂1 ∀r ∈ [0, δT ]). (4.12)
By (4.8)–(4.9) and (4.11)–(4.12), it follows that
supµP(τ
x,0 > T ) ≤ ν
∆
= supµP(B
µ(r) ∈ D̂1 ∀r ∈ [0, δT ]),
and ν = ν(P) ∈ (0, 1). This completes the proof of Lemma 3.1. 
Proof of Theorem 3.5. Let us introduce operators
A∗v
∆
=
n∑
i,j=1
∂2
∂xi∂xj
(bij(x, t)v(x)) −
n∑
i=1
∂
∂xi
(
f˜i(x, t)v(x)
)
− λ̂(x, t)v(x)
and
B∗i v
∆
= −
n∑
k=1
∂
∂xk
(βik(x, t, ω) v(x)) + β¯i(x, t, ω) v(x), i = 1, . . . , N.
Here bij, xi, βik are the components of b, βi, and x.
Let ρ ∈ Z0s , and let p = p(x, t, ω) be the solution of the problem
dtp = A
∗p dt+
N∑
i=1
B∗i p dwi(t), t ≥ s,
p|t=s = ρ, p(x, t, ω)|x∈∂D = 0.
By Theorem 3.4.8 from Rozovskii (1990), this boundary value problem has an unique solution
p ∈ Y 1(s, T ). Introduce an operatorMs : Z
0
s → Y
1(s, T ) such that p =Msρ, where p ∈ Y
1(s, T )
is the solution this boundary value problem..
The following lemma from Dokuchaev (2005) represents an analog of the so-called ”the
second energy inequality”, or ”the second fundamental inequality” known for the deterministic
parabolic equations (see, e.g., inequality (4.56) from Ladyzhenskaya (1985), Chapter III).
Lemma 4.5 Problem (4.1) has an unique solution p ∈ Y 2 for any ρ ∈ Z1s , and
‖p‖Y 2(s,T ) ≤ C‖ρ‖Z1s , (4.13)
where C > 0 does not depend on ρ. This C depends on P and on the supremums of the
derivatives in Condition 3.1.
By Theorem 4.2 from Dokuchaev (2010), we have that κp(·, T ) = Q∗ρ, i.e.,
(ρ,QΦ)Z00 = (ρ, κv(·, 0))Z00 = (p(·, T ), κv(·, T ))Z0T
= (κp(·, T ),Φ)Z0
T
(4.14)
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for v = LTΦ. (See also Lemma 6.1 from Dokuchaev (1991) and related results in Zhou (1992)).
Suppose that there exists Φ ∈ Z0T such that κv(·, 0) = v(·, T ) for v = LTΦ, i.e., v(·, 0) =
QΦ = Φ. Let us show that Φ = 0 in this case.
Since QΦ ∈ Z00 , it follows that Φ ∈ H
0 = Z00 . Let p = M0ρ and p¯(x, t, 0) = Ep(x, t, ω)
(meaning the projection from Z0T on H
0 = Z00 ). Introduce an operator Q : H
0 → H0 such that
κp¯(·, T ) = Qρ. By (4.14), the properties of Φ lead to the equality
(ρ− κp(·, T ),Φ(·, T ))Z0
T
= (ρ− κp¯(·, T ),Φ(·, T ))H0 = 0 ∀ρ ∈ H
0. (4.15)
It suffices to show that the set {ρ − κp¯(·, T )}ρ∈H0 is dense in H
0. For this, it suffices to show
that the equation ρ−Qρ = z is solvable in H0 for any z ∈ H0.
Let us show that the operator Q : H0 → H0 is compact. Let p be the solution of (4.13).
This means that κEp(·, T ) = Qρ. By Lemma 4.3, it follows that
‖p(·, τ)‖Z1τ ≤ C‖p(·, s)‖Z1s , τ ∈ [s, T ], (4.16)
where C∗ > 0 is a constant that does not depend on p, s, and τ .
We have that p|t∈[s,T ] =Msp(·, s) for all s ∈ [0, T ], and, for τ > 0,
‖p¯(·, T )‖2W 12 (D)
≤ C0‖p(·, T )‖
2
Z1
T
≤ C1 inf
t∈[0,T ]
‖p(·, t)‖2Z1t
≤
C1
T
∫ T
0
‖p(·, t)‖2Z1t
dt ≤
C2
T
‖p‖2X1 ≤
C3
T
‖Φ‖H0
for constants Ci > 0 that do not depend on Φ. Hence the operator Q : H
0 → H1 is continuous.
The embedding of H1 into H0 is a compact operator (see, e.g., Theorem 7.3 from Ladyzhenskaia
(1985), Chapter I).
Let us show that if
κp¯(·, T ) = κEp(·, T ) = Qρ = p(·, 0) (4.17)
for some ρ ∈ H0 then ρ = 0.
Let ρ ∈ H0 be such that ρ ≥ 0 a.e. and
∫
D ρ(x)dx = 1. Let a ∈ L2(Ω,F ,P;R
n) be
independent from the process (w(·), ŵ(·)) such that a ∈ D a.s. and it has the probability
density function ρ. Let p = M0ρ, and let y
a,0(t) be the solution of Ito equation (3.7) with the
initial condition y(0) = a.
For t ≥ s, set
γx,sM (t)
∆
= exp
[ N∑
i=1
∫ t
s
β¯i(y
x,s(s), s) dwi(s)−
N∑
i=1
1
2
∫ t
s
β¯i(y
x,s(s), s)2 ds
]
,
γx,s(t)
∆
= exp
[
−
∫ t
s
λ̂(yx,s(t), t) dt
]
γx,sM (t).
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By Theorem 6.1 from Dokuchaev (2011), for all bounded functions Φ ∈ Z0T and u = LTΦ, we
have that
E
∫
D
p(x, T, ω)Φ(x, ω)dx =
∫
D
p(x, 0)u(x, 0)dx = EI{τa,0≥T}γ
a,0(T )Φ(ya,0(T )) a.s. (4.18)
If D = Rn and I{τa,0≤T} ≡ 1, then this equality follows from Theorem 5.3.1 from Rozovskii
(2001). Equality (4.18) means that p(x, T, ω) is the conditional (given FT ) probability density
function of the vector ya,0(T ) if the process ya,0(t) is killed at ∂D and if it is killed inside D
with the rate of killing λ̂. In particular, it follows that p(x, t, ω) ≥ 0 a.e. and
E
∫
D
p(x, T, ω)dx = EI{τa,0≥T}γ
a,0(T ).
Assume first that λ̂(x, t, ω) ≥ cλ > 0 for all x, t, ω, i.e., that condition (i) is satisfied. In this
case, 0 ≤ γa,0(T ) ≤ ν1γ
a,0
M (T ), where ν1
∆
= e−cλT , ν1 ∈ (0, 1). Hence
E
∫
D
p(x, T, ω)dx = EI{τa,0≥T}γ
a,0(T ) ≤ ν1Eγ
a,0
M (T ) = ν1. (4.19)
Assume now that |κ| < 1, i.e., that condition (ii) is satisfied. This case can be reduced to
the case of condition (i) as the following. The problem u(x, t) can be replaced by the problem
for uq(x, t) = u(x, t)e
q(T−t) with q = T−1 log |κ| < 0. The new boundary value condition for uq
is κe−qTuq(·, 0) + uq(·, T ) = 0, i.e.,
κ
|κ|
uq(·, 0) + uq(·, T ) = 0.
In the new equation for uq(x, t), the coefficient λ has to be replaced by λ − q. It follows that
condition (i) with cλ = −q is satisfied for the new problem.
Further, assume that (3.8) is satisfied, i.e. that condition (iii) is satisfied. Let p > 1 and
q > 1 be such that 1/p+ 1/q = 1. By Lemma 3.1, we have that it that
E
∫
D
p(x, T, ω)dx = EI{τa,0≥T}γ
a,0(T ) ≤ ‖I{τa,0≥T}‖Lp(Ω)‖γ
a,0
M (T )‖Lq(Ω)
= P(τa,0 ≥ T )1/p‖γa,0M (T )‖Lq(Ω) ≤ ν
1/p‖γa,0M (T )‖Lq(Ω).
Clearly, we have that
‖γa,0M (T )‖
q
Lq(Ω)
≤ exp
(
q2 − q
2
N∑
i=1
∫ T
0
sup
x,ω
β¯i(x, t, ω)
2dt
)
.
Hence
‖γa,0M (T )‖Lq(Ω) ≤ exp
(
q − 1
2
N∑
i=1
∫ T
0
sup
x,ω
β¯i(x, t, ω)
2dt
)
.
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Further, (q − 1)/q = 1/p and q − 1 = q/p. Hence
E
∫
D
p(x, T, ω)dx ≤ ν2(q), (4.20)
where
ν2(q)
∆
= ν1/p exp
(
1
p
[
log ν +
q
2
N∑
i=1
∫ T
0
sup
x,ω
β¯i(x, t, ω)
2dt
])
.
By (3.8), there exists q0 > 1 such that ν2(q0) < 1.
Let ν∗
∆
= max(ν1, ν2(q0)). We have that ν∗ ∈ (0, 1). By (4.19), (4.20), and by the linearity
of problem (4.13), it follows that∫
D
Ep(x, T, ω)dx ≤ ν∗
∫
D
ρ(x)dx (4.21)
for all non-negative ρ(x).
Suppose that (4.17) holds for ρ ∈ H0. Let
ρ+(x)
∆
= max(0, ρ(x)), ρ−(x)
∆
= max(0,−ρ(x)).
Let p+ and p− be the solutions of (4.13) with s = 0 and with ρ replaced by ρ± respectively. Let
p¯±(x, t) = Ep±(x, t, ω). By the definitions,
p¯+(·, T )
∆
= Qρ+, p¯−(·, T )
∆
= Qρ−.
By (4.18), it follows that p¯±(x, T ) ≥ 0 for a.e. x. By (4.21), it follows that∫
D
p¯±(x, T )dx ≤ ν∗
∫
D
ρ±(x)dx. (4.22)
Let us select any κ¯ > 1 such that κ¯ν∗ < 1.
Let us assume first that ρ+ 6= 0 and that κ ∈ [0, 1]. It follows that there exist a measurable
set D0 ⊂ D such that mes (D0) > 0 and that ρ(x) > 0 and
∫
D0
p¯+(x, T )dx ≤ ν∗
∫
D0
ρ(x)dx for
all x ∈ D0. It follows that
∫
D0
p¯(x, T )dx =
∫
D0
p+(x, T )dx −
∫
D0
p−(x, t)dx ≤ ν∗
∫
D0
ρ(x)dx.
Therefore, κp¯(·, T ) 6= ρ(·) in this case. Similarly, we can show that κp¯(·, T ) 6= ρ if ρ− 6= 0 and
κ ∈ [0, 1].
Further, let us assume that κ ∈ [−κ¯, 0). Let D+ = {x : ρ(x) ≥ 0}, D− = {x : ρ(x) < 0}. By
the assumptions,∫
D+
ρ(x)dx = κ
∫
D+
p¯(x, T )dx > 0,
∫
D
−
ρ(x)dx = κ
∫
D
−
p¯(x, T )dx < 0.
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We have that
0 ≤ −
∫
D+
p¯(x, T )dx ≤ −ν∗
∫
D
−
ρ(x)dx, 0 ≤
∫
D
−
p¯(x, T )dx ≤ ν∗
∫
D+
ρ(x)dx.
Hence
−
∫
D+
p¯(x, T )dx ≤ −ν∗κ
∫
D
−
p¯(x, T )dx,
∫
D
−
p¯(x, T )dx ≤ ν∗κ
∫
D+
p¯(x, T )dx.
Hence ∫
D+
p¯(x, T )dx ≥ ν∗κ
∫
D
−
p¯(x, T )dx,
∫
D
−
p¯(x, T )dx ≤ ν∗κ
∫
D+
p¯(x, T )dx. (4.23)
Hence∣∣∣∣∫
D+
p¯(x, T )dx
∣∣∣∣ ≤ |ν∗κ| ∣∣∣∣∫
D
−
p¯(x, T )dx
∣∣∣∣ , ∣∣∣∣∫
D
−
p¯(x, T )dx
∣∣∣∣ ≤ |ν∗κ| ∣∣∣∣∫
D+
p¯(x, T )dx
∣∣∣∣ .
The system of the last two inequalities can be satisfied only if the integrals there are zero. This
means that ρ = 0.
We have proved that if (4.17) holds for ρ ∈ H0 then ρ = 0. We had proved also that the
operator Q is compact. By the Fredholm Theorem, it follows that the equation ρ − Qρ = z
is solvable in H0 for any z ∈ H0. By (4.15), it follows that Φ = 0. Therefore, the condition
κu(·, 0) = u(·, T ) fails to be satisfied for u 6= 0, ξ = 0, and ϕ = 0. Thus, u = 0 is the unique
solution of problem (2.1)-(2.3) for ξ = 0 and ϕ = 0. Then the proof of Theorem 3.5 follows from
Theorem 3.3. 
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