Analysis of Reply-Tweets for Buzz Tweet Detection by Matsumoto Kazuyuki et al.
Analysis of Reply-Tweets for Buzz Tweet Detection
Kazuyuki Matsumoto1, Yuta Hada2, Minoru Yoshida1, Kenji Kita1
1Tokushima University, Graduate School of Technology, Industrial and Social Sciences
Minamijosanjima-cho 2-1, Tokushima, Japan
2Tech Information Corp., Technical support department,
Inubushihigashidani 6-23, Itano, Tokushiima, Japan
{matumoto;mino;kita}@is.tokushima-u.ac.jp
Abstract
In this study, we propose a method for pre-
dicting whether a tweet will create a buzz
on the Internet by examining tweeted replies
posted by others. We also investigate the dis-
tinguishing characteristics of replies to buzz
tweets by analyzing feature amounts. Our pro-
posed method first converts each reply tweet
into a vector expression using a word dis-
tributed representation or some other vector-
ization method. We then apply a machine
learning method for binary classification to
determine whether the reply is to a buzz
tweet or a non-buzz tweet. We classify the
target tweet into “buzz” or “non-buzz” cat-
egories by comparing the total “buzz” and
“non-buzz” scores produced by the classi-
fier. The proposed method using StarSpace
achieved 93.1% F1-score, while an approach
that used number of retweets and number of
favors (“likes”) achieved 77.8% F1-score. We
also found that there are a number of words
that are characteristic of buzz tweet replies and
a number of words that are characteristic of
non-buzz tweet replies.
1 Introduction
In recent years, portable information and commu-
nication devices have become a common means by
which individuals interact with one another via the
Internet. Social networking sites such as Twitter,
Facebook and Instagram are immensely popular. In
Japan, the term “Bazuru” (or “buzz”) is frequently
used to describe a situation in which a topic expands
dramatically in a short period of time, attracting the
attention of many. The term typically refers to the
rapid spread of a topic on the Internet through so-
cial media, etc. On Twitter, such a phenomenon
is caused by followers or other Twitter users re-
tweeting (RT), registering a “like” (or favor) or re-
plying to a tweet.
In this paper, we describe a method for detecting
a “buzz tweet” (i.e., a tweet that induces a “Bazuru”
phenomenon) using reply tweets as features. This
technique makes it possible to discover important
tweets and topics from various viewpoints that were
difficult to detect with conventional methods.
2 Related Works
Numerous studies have analyzed trend keywords on
the web or social media (Cataldi et al., 2010),(Lau
et al., 2012),(Cheong and Lee, 2009),(Yu et al.,
2011),(Naaman et al., 2011),(Kaushik et al., 2015).
Twitter, in particular, is one of the more popular tar-
gets of such studies, as it has superior real-time post-
ing. Many of these studies have attempted to detect
keywords or topics that sharply increase usage rates
and analyze the stream of times considering the key-
words as trend keywords. Their main focus has been
on analyzing the relation between keywords in the
posted tweets and trends in the real world and as-
sessing the factor of the trend.
To clarify the mechanism by which a “buzz” is
created, we believe that it is important to determine
the distinctive features of buzz tweets by identify-
ing the various types of buzz tweets that exist and
analyzing the responses they produce. As a method
to grasp the scale of the response, numerical infor-
mation such as the number of retweets or favors
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(“likes”), as well as the number follows and various
follower characteristics, can be useful. However, to
fully assess the response to a target buzz tweet, it
is necessary to analyze the contents of the replies to
the posted tweet.
Counting the number of the retweets is not a par-
ticularly reliable indicator of “buzz,” as retweeting is
a mechanical and easy way to produce information
diffusion. This renders simply counting the number
of retweets of a given posted tweet a rather limited
way to distinguish a true buzz phenomenon from
an artificially created one. Various methods (Za-
man et al., 2010),(Suh et al., 2010),(Morchid et al.,
2014),(Firdaus et al., 2018) that predict the scale of
information diffusion based on a change in relation-
ships of users such as the number of follows, or fol-
lowers, or retweets or favors have been proposed.
However, none are capable of determining whether
the information diffusion resulting from a particular
tweet is due to a true popular phenomena.
There have also been studies that estimate the
probability of retweeting by using the correspon-
dence relation between the contents of a tweet and
the interest of users (Imamori and Tajima, 2016).
However, having interest is not equal to having a fa-
vorable opinion of a tweet, which makes it difficult
to distinguish a buzz tweet from a “flame.”
Another study (Deusser et al., 2018) used the
metadata of articles posted on Facebook as features
to predict the popularity of an article. The authors
of this study used binary classification to determine
whether an article is popular by employing a ma-
chine learning method. Here, the contents of the ar-
ticle are not used as a feature, as the authors believed
that the interaction between an article?s author and
his/her friends (viewers) was more related to buzz.
In the case of Facebook, the probability that an arti-
cle will be read by complete strangers is lower than
on Twitter. There are thus fewer uncertain elements
and the amount of noise in feature values is thought
to be smaller. For this reason, such a method may
not be particularly effective for evaluating postings
on Twitter.
3 Buzz Tweet Classification Method
3.1 Definition of problem
In this study, buzz tweets are tweet contents that
have a large number of RTs, replies, likes, give
strong impact to readers, and are sympathetic to
many people, or that are accompanied by photos or
videos. To obtain such tweets, in this paper we de-
fine buzz tweets as those listed on the websites (cu-
ration sites) that collects buzz tweets filtered by nu-
merical indicators such as the number of RTs.
3.2 Target data
To detect a buzz tweet, it is necessary to collect buzz
tweets as training data. For that purpose, a definition
of “buzz tweet” is necessary. Because the definition
of a buzz phenomenon is ambiguous and it is diffi-
cult to establish a clear basis for determining buzz,
we collected buzz tweets from various buzz tweet
roundup websites.
Many of the roundup sites determine the
buzz/non-buzz status of a tweet by using the num-
ber of retweets, i.e., the tweet ?s degree of diffu-
sion. However, if buzz tweets are identified solely by
counting the number of retweets, tweets by celebri-
ties or flame tweets are more likely to be identified
as buzz tweets.
In this study, we considered “flame” and “buzz”
as different phenomena. Generally, “flame” indi-
cates that a tweet has attracted negative attention,
while “buzz” is associated with largely positive re-
sponses.
Tweets posted by famous persons such as enter-
tainers, politicians, athletes and YouTubers tend to
be diffused at a higher rate than those of general
users, which means that their tweets often become
buzz tweets. It is natural that the tweets of au-
thors with more fans or friends will produce more
retweets or favors, which increases the probability
of buzz. When we surveyed the buzz tweet roundup
websites, we found that there were several tweets
posted by famous persons, but they were small in
number. Therefore, we decided not to remove such
tweets from the buzz tweets used in our study. Nev-
ertheless, we recognize that diffusion in the case
of tweets by famous persons reflects the attributes
of the person rather than the contents of the tweet,
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Type # of Avg. # of Avg. # ofreplies RTs Likes
Buzz 13218 30253.6 80845.8
Non-Buzz 16012 2425.0 12925.0
Total 29230 20977.4 58205.5
Table 1: Number of replies and the average # of
RTs/Likes.
which makes it difficult to establish them as repre-
senting a true buzz phenomenon.
Additionally, as pictures or videos can be posted
on Twitter, tweets using such non-verbal media tend
to attract more attention and, as a result, are more
likely to be identified as buzz tweets.
The following are the websites from which we
collected the buzz tweets used in the study. The pe-
riod of collection was from December 2018 to Au-
gust 2019:
Collection source of roundup websites:
• iitwi: https://service.webgoto.net/
iitwi/
• Matome site: https://matome.naver.jp/
odai/2150908164548234501
In this paper, we validate whether it is possible to
classify buzz/non-buzz tweets by using reply tweets.
Non-buzz tweets are posted by famous persons with
a larger number of retweets or favors. The tweets
of famous persons were selected from the tweets of
users who ranked in the top 500 in number of fol-
lowers during the period from 2016 through April
2019.
The number of unique user accounts was 150 for
buzz tweets and 151 for non-buzz tweets. For each
of the targeted buzz/non-buzz tweets, we collected
replies. Table 1 shows the number of replies and the
average number of Retweets/Likes for the buzz/non-
buzz tweets used in the study.
Because Twitter?s API is unable to collect replies
to specific tweets, we manually collected the replies
that could be viewed. We defined seven categories,
from A to G, for the buzz tweets based on their fac-
tors of buzz. A breakdown of the 150 buzz tweets is
shown in Table 2.
As shown in the table, categories C (buzz tweets
due to images or videos) and F (buzz tweets due to
jokes or funny behavior/utterance) make up the vast
Category Example (Factor) Count
A knowledge 13
B surprise news 3
C image, video 61
D celebrity news, information 7
E moral, social remarks 11
F joke, funny behavior/utterance,
etc.
51
G common thing 4
Table 2: Number of tweets for each buzz category.
majority of the buzz tweet factors. Table 3 shows the
example of buzz tweet and its replies.
3.3 Flow of the buzz tweet classification
Our proposed method constructs a binary classi-
fier (buzz/non-buzz) that uses the reply texts posted
to buzz/non-buzz tweets as features and uses the
buzz/non-buzz tweet to which a reply text is posted
as a label.
To judge whether an unknown tweet is a buzz or
non-buzz tweet, a buzz/non-buzz classification score
is produced by the classifier for each posted reply to
the tweet. These scores are then aggregated to pro-
duce a total classification score for each of the two
classifications (buzz/non-buzz). The larger of the
two scores determines whether the unknown tweet
should be judged a buzz tweet or a non-buzz tweet.
Eq.1 and 2 show the buzz score calculation and
label judgement criteria. Probi,x indicates the prob-
ability of label x estimated by the classifier for reply
i posted to tweet t; labelt shows the result of the la-
bel judgment for tweet t, determined by comparing
the magnitude of the two total label scores.
Scorex =
N∑
i=1
Probi,x (1)
labelt =
{
buzz (Scorebuzz > Scorenonbuzz)
nonbuzz (Scorebuzz ≤ Scorenonbuzz)
(2)
The flow of the proposed method is shown in
Fig.1.
3.4 Conversion of reply tweet into vector
It is not easy to identify features from the reply
tweets posted to a buzz tweet without formatting.
Therefore, we embedded each reply into the feature
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Figure 1: Flow of the proposed method.
space. Recently, techniques such as word2vec that
express words or sentences with fixed length vectors
are being used not only in studies but also in various
actual services.
Buzz tweet
(# of RT: 13034, # of Favorite: 23504)
If the insistence that “an artist is arrested and all the work
of that person can not be used” is strictly used, perhaps the
most significant impact on Japan at the time of becoming a
suspect is probably “Illust-ya’s creator”.
Example of replies
Ex.1) Conspiracy of people who are trying to capture the
share of “Illust-ya” starts to move. I understand.
Ex.2) I think Asei Kobayashi is quite good (lol). ? I
checked again by chance.
Table 3: Example of buzz tweet and its replies.
In this study, we employ a method to convert reply
data into vectors by using unsupervised pre-training
based on a large-sized corpus. By pre-training the
reply vectors, we are able to create a buzz/non-buzz
judgement model that is robust to unknown words
based on a small-sized corpus.
As a baseline, we apply the dimensional compres-
sion method that applies TF-IDF-based keyword
weighting to bag of words vectors. This method is
often used for document retrieval or document clas-
sification.
In this study, we used the following vectorizing
methods and machine learning models:
• Averaged word vector (AWV)
• CNN, bi-LSTM, bi-GRU
• character-AutoEncoder-Decoder trained by
CNN, LSTM, and GRU
• StarSpace
• BERT (Bidirectional Encoder Representations
from Transformers)
• Baseline: bag of words vector (tfidf-weight)
The following subsections explain each method in
sequence.
3.4.1 Averaged word vector(AWV)
This method employs the averaged vector(AWV)
of a word distributed representation trained by the
fastText (Joulin et al., 2016) algorithm using a
Japanese tokenized corpus. Because the fastText al-
gorithm can consider the sub word information of
words, this method is more robust to unknown words
than word2vec. The buzz/non-buzz binary classi-
fier was created by training feed forward neural net-
works (FFNN) using averaged vectors as features.
In our experiment, we use 300 dimension dis-
tributed representations that were trained based on
Japanese Wikipedia articles.
3.4.2 CNN, bi-LSTM, bi-GRU
Here we created a buzz/non-buzz binary classifier
by training Convolutional Neural Networks (CNN),
Bidirectional Long-short TermMemory (bi-LSTM),
Bidirectional Gated Recurrent Unit (bi-GRU) using
pre-trained word distributed representations as fea-
tures, which is the same as the features used in the
averaged word vector method.
Because the length of the various reply texts dif-
fers, we applied padding to the reply data as prepro-
cessing. From the average number of words, we set
the maximum word number as 30.
We also created a classifier by neural network
using a simple attention mechanism (Luong et al.,
2015). The structure of the self-attention bi-LSTM
network is shown in Fig.2.
3.4.3 Character-AutoEncoder-Decoder trained
by CNN, LSTM, and GRU
Because the reply texts include several character
strings that are difficult to divide morphologically,
we applied training per character. We first created
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Figure 2: Bi-LSTM attention network.
character-based one-hot-vectors (maximum charac-
ter length: 140), then trained an encoder-decoder
that reproduced the original texts by using CNN,
LSTM and GRU. By using the output of the encoder
of the trained model, we converted the reply texts
into fixed length vectors.
The buzz/non-buzz binary classifier was created
by training the FFNN using the obtained vec-
tor as input. Fig. 3 shows the character-based
AutoEncoder-Decoder by CNN. The AutoEncoder-
Decoder based on LSTM and GRU, respectively,
consists of four layers for the encoders and three lay-
ers for the decoders. There were 15 training epochs
for CNN, 50 for LSTM, and 8 for GRU.
3.4.4 StarSpace
The “StarSpace” (Wu et al., 2018) algorithm con-
verts text into distributed representations. Because
StarSpace can learn effective distributed representa-
tions for the text classification task, we were able to
create a model to classify replies accurately without
pre-learning.
We trained a one-to-one classifier (which es-
timates one label for the one inputted text) by
StarSpace, and used it to classify replies as
buzz/non-buzz. We set the parameters n of the word
Figure 3: CNN auto encoder-decoder note: (‘None’ is the
batch dimension).
n-gram at 3 and the number of word distributed rep-
resentation dimensions at 100. We used Sentence-
piece (Sentencepiece, ) as a tokenizer with vocabu-
lary size is 10000.
3.4.5 BERT(Bidirectional Encoder
Representation from Transformers)
BERT, developed by Google (Devlin et al., 2018),
is a model that can produce versatile distributed
representations. To apply the BERT model to
Japanese reply texts, we generated 768 dimen-
sional distributed representation vectors by using
the pre-trained BERT model trained with Japanese
Wikipedia articles (BERT, ). Using the vectors as
feature vectors, we created a buzz/non-buzz classi-
fier using a perceptron without hidden layers.
3.4.6 Baseline: bag of words vector(TF-IDF)
As feature words, we selected words with high
importance values (applying a threshold) based on
TF-IDF values, set vector dimensions, respectively,
for the important words, and created vectors with
TF-IDF values as dimension values. We constructed
a buzz/non-buzz classifier by FFNN using the TF-
IDF vectors as features. In this paper, we removed
142
words with TF-IDF values under the threshold and
decided on 197 dimensions.
4 Experiment
4.1 Preliminary experiment
As features other than the reply tweets to the
buzz/non-buzz tweets, numerical measures such as
the number of users following the poster, the poster?
s number of followers, and the number of retweets,
favors, etc., as well as features obtained from the
tweets themselves or from user profiles, were avail-
able. We conducted a preliminary experiment to
evaluate variations of a classifying method based on
combining these features. A support vector machine
(SVM) was used to train the classifier. We divided
the data by 10 and conducted a cross validation to
evaluate the performance of the method. We used
Recall, Precision and F1-score as evaluation scores
(see Eq.3, 4, 5). TPx means true positive of label
x, FPx means false positive of label x, and FNx
means false negative of label x.
R(Recall)x =
TPx
TPx + FNx
× 100 (3)
P (Precision)x =
TPx
TPx + FPx
× 100 (4)
F1(F1− Score)x = 2× Rx × Px
Rx + Px
(5)
Table 4 shows the features used in the experiment.
Results from the preliminary experiment are shown
in Table 5. As indicated, the M2 feature combina-
tion produced the highest F1-score level (77.8%) for
buzz tweets. The lowest F1-Score for buzz tweets
of combinations M6 shows that the number of Fol-
lows/Followers and total number of favors (“likes”)
were more important than the features obtained from
the tweets themselves (feature ID: 14). With the ex-
ception of combinationM7, the various feature com-
binations showed higher F1-Score in the non-buzz
tweet classification than in the buzz tweet classifica-
tion.
These results suggest that famous persons who
posted target non-buzz tweets might have distinc-
tive characteristics with respect to the number of
retweets or favors.
Because the buzz tweet classification F1-Scores
were all under 80% in the preliminary experiment,
we concluded that features from the buzz tweets
themselves and user account information were not
suitable for identifying buzz tweets.
ID Feature type
1 # of replies
2 # of Retweets
3 # of Favors
4 # of Follows by the account
5 # of Followers of the account
6 Total # of Favors
7 Total # of List
8 Total # of Moment
9 Total # of tweets
10 Elapsed days from the date when the account regis-
tered
11 Whether the account is locked
12 Whether an image is attached
13 The # of characters of the tweet
14 The averaged word vector of the tweet (300 dimen-
sion)
15 The averaged word vector of the profile text (300
dimension)
Table 4: Feature type.
Method Buzz Non-Buzz
(Feature IDs) R P F1 R P F1
M1 (1-13) 84.8 71.1 77.4 75.4 87.4 81.0
M2 (1-12) 84.9 71.8 77.8 75.9 87.4 81.2
M3 (1-3, 12) 62.0 53.7 57.6 59.6 67.5 63.4
M4 (1-3) 89.7 17.4 29.2 54.6 98.0 70.1
M5 (4-11) 85.0 68.5 75.8 73.9 88.1 80.4
M6 (13, 14) 55.3 17.4 26.5 51.4 86.1 64.4
M7 (15) 50.0 84.8 62.9 46.3 13.4 20.8
Table 5: Result of preliminary experiment.
4.2 Evaluation experiment
Table 6 shows the experimental results when fea-
tures of the replies were used. We conducted our
cross validation test by using the same data di-
vided into 10 groupings as in the preliminary exper-
iment. As indicated, 94.7% classification precision
for buzz tweets was achieved when BERT was used.
In the case of AWV, TF-IDF, bi-LSTM+Attention,
and LSTM-AE, the classification precisions for buzz
tweets were over 85%.
We think the reason of the highest F1-score of
StarSpace is mainly due to supervised learning of
word embedding. On the other hand, BERT and the
143
other methods used unsupervised pre-trained word
embedding.
The baseline method using TF-IDF produced
85.0% precision for buzz tweets, which was not par-
ticularly low. In fact, the classification recall for
buzz tweets was over 94%.
Method Buzz Non-Buzz
R P F1 R P F1
AWV 89.3 86.5 87.9 86.1 89.0 87.5
TF-IDF 94.7 85.0 89.6 83.4 94.0 88.4
CNN 93.3 83.8 88.3 82.1 92.5 87.0
bi-LSTM 95.3 84.1 89.4 82.1 94.7 87.9
bi-GRU 96.7 83.3 89.5 80.8 96.1 87.8
bi-LSTM +
95.3 86.1 90.5 84.8 94.8 89.5
Attention
CNN-AE 80.0 82.2 81.1 82.8 80.6 81.7
LSTM-AE 88.0 86.3 87.1 86.1 87.8 87.0
GRU-AE 90.0 84.9 87.4 84.1 89.4 86.7
StarSpace 94.7 91.6 93.1 91.4 94.5 92.9
BERT 88.2 94.7 91.3 94.3 87.4 90.7
Table 6: R, P, F1 of each method.
5 Analysis and Discussion
One of the primary aims of our study was to analyze
the features of buzz tweets. Accordingly, in this sec-
tion, from the training results of the classifier, we
present our analysis of the distinguishing character-
istics of replies to buzz tweets and replies to non-
buzz tweets. We first randomly extracted 10000 re-
ply vectors based on BERT. We compressed the vec-
tors into two dimensions using the t-SNE algorithm
(Maaten and Hinton, 2008) and plotted them in two-
dimensional space. As can be seen in Fig.4, the
replies to buzz tweets and non-buzz tweets are not
clearly divided into buzz and non-buzz groupings.
To analyze this plot, the two-dimensional reply
vectors compressed by t-SNE were clustered into
eight clusters by k-means algorithm. Among these
clusters, there were two clusters (cluster1, cluster4:
these clusters are “magenta” and “lime” in Fig.5)
where the numbers of non-buzz replies were twice
as large as the numbers of buzz replies. As for
these two clusters, we investigated the frequently
appearing expressions in non-buzz replies by calcu-
lating the frequency of word appearance. The fea-
ture expressions frequently appeared in the non-buzz
replies are shown in Table 7.
This result showed that among the non-buzz
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Figure 4: t-SNE plotting of BERT reply vectors.
?
?
Figure 5: 8-clusters by k-means.
replies, there were comments on the events such
as the concert or on their performance on TV pro-
grams, expression of thanks, support messages from
the fans to their admiring famous persons. Next, we
analyzed the differences between buzz and non-buzz
tweets according to the word distributed represen-
tations obtained by training the reply texts, using
features in the replies to buzz and non-buzz tweets
based on the distributed representations trained by
StarSpace.
StarSpace classifies texts by calculating the in-
ner product of the label distributed representations
and the vector summation of the distributed repre-
sentations of the words in the texts. Therefore, we
believed that the feature words for buzz/non-buzz
could be obtained by calculating the similarity be-
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Cluster Frequently expressions in non-buzzreplies
1
Arigato (Thank you)
Omedeto (Congratulations)
ouen (support)
4
Tanoshimidesu (I ?m looking forward it)
Yoroshiku (Glad to see you)
Saikoudeshita (It was the best)
Table 7: Frequently expressions in non-buzz replies.
tween the word distributed representations and the
label distributed representations of buzz/non-buzz.
A partial list of the feature words is provided in
Table 8. The numerical values indicate the cosine
similarity with the given label. The table shows that
in the replies posted to buzz tweets, distinctive ex-
pressions such as “buzztteru,” “RT,” and “FF” (an
abbreviation of Follow/Follower) appeared, all of
which are related to buzz phenomena on Twitter.
In contrast, in the replies posted to non-
buzz tweets, there were many proper nouns
(names/nicknames of famous persons, affiliations,
etc.), as well as emojis (emoticons) or greeting ex-
pressions. This is thought to be because the fans
(primarily, followers) of famous persons often post
relatively polite replies that include greeting expres-
sions or emotional expressions with many emojis.
Because many of the buzz tweet authors are not
famous persons, they typically have a relatively
small number of followers. Therefore, the attributes
of the reply users are not limited to followers and
cover a wider range than the reply users of famous
figures. This may be one important reason why
replies would be effective features for buzz/non-
buzz classification.
On the other hand, proper nouns did not appear
with exceptional frequency in the replies to buzz
tweets. However, a large number of admiration ex-
pressions; such as “warota”(means have laughed),
“genius” were found among the expressions that ap-
peared in the buzz tweet replies.
6 Conclusions
In this paper, we proposed a method to classify buzz
tweets by using reply features, which contain much
1Japanese slang
2Name of famous person
3Japanese emoticon
Buzz
RT (Retweet) 0.90 buzztteru1(now
buzzing)
0.81
warota1 (laughed) 0.89 maji 1(really) 0.81
kusa1 (laugh) 0.87 Garigarigarikuson2 0.81
dekusa1 (laugh) 0.84 Snape teacher 0.79
FF (Follow-
Follower)
0.83 Excel 0.78
operation 0.83 station 0.77
Wakuwakusan2 0.83 waratta (laughed) 0.74
foreign citizen 0.82 tensai (genius) 0.73
Mac 0.82 (;?;)3 0.69
Non-Buzz
Yoshimoto 0.94 politician 0.87
election 0.93 emoji (cherry blos-
som)
0.86
I’m looking for-
ward to it
0.92 It was the best 0.86
pleasure 0.90 I support you 0.86
Sugichan2 0.89 Murosan2 0.85
Korea 0.87 participation 0.82
TV 0.87 KeisukeHonda2 0.85
jerky 0.87 emoji (dazzle) 0.83
Table 8: Example of terms that are important in each cat-
egory.
richer information than numerical information such
as the number of replies or favors. The proposed
method converts the replies posted to buzz tweets
into feature vectors and constructs a buzz tweet clas-
sification model by training the vectors with a ma-
chine learning method.
Based on results from an evaluation experiment
and treating tweets by famous persons as non-buzz
tweets, the method using StarSpace with Sentence-
Piece tokenizer classified buzz tweets with 93.1 F1-
score. This score is significantly higher than that
of other methods that use such features as the num-
ber of retweets, number of follows, etc., all of which
achieved less than 80 F1-score.
In the future, we plan to analyze whether the level
of accuracy would change if we consider the posting
times of the replies. According to our analysis of the
differences in feature words between buzz and non-
buzz tweet replies, we perceived a certain bias in the
appearance of expressions related to differences in
various attributes of the replying users.
As part of our extended investigation, we intend
to determine whether the proposed method using re-
ply features is capable of distinguishing buzz tweets
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from flame tweets through additional experiments.
We also plan to include additional features such as
whether the replying user has a relationship to the
author of the original tweet (e.g., is a follow or fol-
lower of the author), as this would seem to be an
important feature for classification.
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