Click models provide a principled way of understanding user interaction with web search results in a query session and a statistical tool for leveraging search engine click logs to analyze and improve user experience. An important component in all existing click models is the user behavior assumptionhow users scan, examine and click web documents listed in the result page. Usually the average user behavior pattern is summarized in a small set of global parameters. Can we fit multiple models with different user behavior parameters on a click data set? A previous study showed that the mixture modeling approach did not lead to better performance despite extra computational cost.
INTRODUCTION
Researchers sought to understand user browsing and navigation behaviors well before the dot-com era of the web, usually through personal interview and questionnaire-based survey (e.g., [12] ). The first large-scale analysis of search engine query logs to our knowledge dates back to 10 years ago, carried out by Silverstein et al. [16] , using over 285 million sessions collected from all the search traffic of AltaVista during 43 days in August and September 1998. What is missing in this early study is the click data -among the ranked list of search results which ones are clicked through.
Click data is now one of the most important and extensive feedback signals from the WWW audience. And a number of approaches have been proposed to leverage click logs to improve the user experience of web search engines. For example, Joachims [8] put forward an SVM algorithm to optimize the ranking function using pairwise relevance judgement extracted from clickthrough as the input. A clicked web document is considered more relevant to the query term than a skipped one that appears above. Agichtein et al. [1] explored a number of alternatives for incorporating user behavior features into popular web search rankers such as RankNet [3] . Click data have also been applied to the evaluation of search engine performance [4, 13] .
However, the interpretation of user clicks is a non-trivial task because many elements come into play in this decision process. Previous eyetracking studies [9, 10] indicated that clicks are biased as a form of absolute relevance judgement, and clicking decision on a web document depends on both the position (rank) and the context (other documents) of the presentation. Richardson et al. [14] suggested the examination hypothesis as a general solution to account for the position bias, under which the chance of a click is decoupled to two factors: the examination probability and the document relevance. For example, a document that is ranked at the bottom of the search result may not be clicked simply because few users would pay attention to it. Recently, Craswell et al. [5] proposed the cascade hypothesis which assumes that users sequentially scan each document in the list of search results until reaching the first click, and the clicking decision on the document is made after examination and before going to the next one in the list.
Click models provide a principled way of understanding user interaction with web search results in a query session. They usually incorporate user behavior assumptions, such as the examination hypothesis and the cascade hypothesis, to specify how examination and clicks at different positions depend on each other. Given the click log which includes the query term, a ranked list of web documents and click data for each query session, model learning outputs document relevance estimation with respect to the query term, as well as a set of model parameters characterizing the underlying user behavior. The estimation and learning algorithms have to be efficient and incremental to be applied on real world scenario with millions of new query sessions every day. A common assumption in existing click models [6, 7] is that query sessions are independent of each other and share the same user behavior model, while in the real world users may have different browsing strategies for different query terms. In [6] a mixture-modeling approach was proposed so that query terms could be clustered softly using an EMbased iterative algorithm. However, despite the expensive computational cost and extra algorithmic difficulty for incremental update, fitting multiple models failed to provide better performances than a single click model. On the other hand, the authors were aware of two general categories of query terms in existing literatures [2, 15] . Navigation queries are generated when a user has a particular web site in mind and only need to find a link to the final destination, whereas the purpose of informational queries is to obtain information about the query content. This difference in user goals leads to different browsing and click patterns. And based on features derived from click data, query terms could be classified with good accuracy as demonstrated by Lee et al. [11] .
In this paper, we present a simple, yet effective approach of tailoring click models to user goals. We adapt the idea in [11] to classify query terms, and demonstrate that with little extra computation, fitting two click models achieves significant gain in the model predicative power. Moreover, our approach offers the first quantitative comparison of the difference between user examination behavior for navigational and information queries, as well as other summary statistics derived from the click models learned. In particular, we propose the search relevance score as a flexible evaluation metric of search engine performance, which is applicable to different granularity levels such as a single query session, a particular query term and the search engine overall.
The remainder of the paper is organized as follows. In Sec. 2 we briefly introduce the recently proposed dependent click model as the running example, and present algorithms for parameter estimation and user goal identification. In Sec. 3 we show how to derive the search relevance score. Experimental evaluation is covered in Sec. 4, and the paper is concluded in Sec. 5. 
MODEL AND ALGORITHMS
The notation in this paper is similar to [7] . A query session is initialized by a web search user when the query (or query term) is submitted to the search engine. Query resubmission and reformulation is treated as independent query sessions. Only the organic search results without ads, query suggestions shown on the first page are considered as web documents in the model. They appear in a ranked list where a document in a higher position is followed by those in lower positions. For a particular query session, documents in the ranked list are denoted by {d1, . . . , dM }, where M is the length of the list. Each document di is associated with a document relevance r d i ∈ [0, 1]. Click models specify examination probabilities e d i ,i and click probabilities c d i ,i for each position i.
Dependent Click Model
The user behavior assumption of dependent click model is depicted in Fig. 1 . A user always examines the first position
and the probability of a click upon examination always equals the document relevance as in the examination hypothesis
If there is no click at a position i < M , the user always continues to examine the next document di+1 as in the cascade hypothesis. The probability of resuming the examination after a click is λi:
The user behavior parameters in DCM are therefore λ1, . . . , λM−1.
They are shared by all query sessions under the model. The model can also be illustrated using a state-transition diagram in Fig. 2 . Ei and Ci correspond to the state of examination and click at position i respectively. The initial state is E1 and there is an absorbing state representing the end of the query session (not shown in the figure).
Estimation Algorithm
We follow the general procedure of maximum-likelihood estimation. The log-likelihood for a query session whose last clicked position is l
If there is no click in this session, then the log-likelihood is
Here we introduce an efficient learning algorithm which maximizes the lower bound of log-likelihood in Eq. 5. Given a query term, we keep the following three counts for each of its document d:
• C Then the document relevance estimate is
For more robust estimation, we add 1 to the numerator and add 2 to the denominator for each document as pseudocounts to provide some smoothing. Similarly we keep three global counts for each position i
Therefore we need to keep 3 counts for each query-document pair of interest, and a total of 3M counts for estimating the user behavior parameters. To collect these counting statistics, we only need a single pass through the log data. And when new logs flow in, we similarly update the counts and create additional ones for every new query-document pair when necessary.
Identifying User Goals
To classify each query term into one of the two general categories of navigational queries and informational queries, we first compute the number of clicks on each position and sort them in descending order to obtain a click vector C = {c1, . . . , cM }. This vector characterizes how user clicks distribute over positions. We also record the time elapsed in the query session before the first click happens. Following a similar approach as in [11] , we can derive a single numeric feature based on these statistics and define a cut-off threshold. In particular, we propose and implement the following metrics:
• MeanClk:
, the mean of click distribution.
• MedClk: min{m| i≤m ci > i>m ci}, the median of click distribution.
• AvgClk: the average number of clicks per query session.
• MedTime: the median of time (in second) spent before the first click.
For every metric above, if the value is less or equal than the threshold, then the query term is identified as a navigational query, otherwise, it belongs to the set of informational queries. The cut-off can be set empirically to optimize the evaluation score on the training set. After we have identified the user goals for each query, we are ready to fit two DCMs on the click log. The only change that need to be made is that we have to keep two sets of global counts for estimating user behavior parameters, and update the counts according to the type of query term. When we compute the log-likelihood and other summary statistics on the test set, our choice of user behavior parameters also depend on whether the query is navigational or informational.
SEARCH RELEVANCE SCORE
Given the learned document relevance and user behavior parameters, the examination probabilities for each position (1 ≤ i ≤ M ) can be derived from Eqs. 1∼3 in Sec. 2.1:
The search relevance score (SRS) is defined as the expected examined document relevance, i.e., the average document relevance weighted by the examination probabilities:
The computation above obtains the SRS for a particular query session. The score can also be aggregated for each query term by adding together the numerators (click probabilities) and denominators (examination probabilities) in Eq. 9 for all its query sessions respectively and doing a division. Similar aggregation procedure could be applied over all query terms to obtain the search engine score. Other interesting summary statistics can also computed under DCM, for example, the expected last examined position, also known as examination depth, is given by
EXPERIMENT
The data set comes from the MSN 2006 RFP data. Usually each search result page contains 10 documents. Query sessions with clicks after the 10th position and with less than 10 documents listed are discarded. Also, only query sessions with at least one click are kept for better data quality since clicks on ads and query suggestions are not logged in the data. For each query term, we order its query sessions by time and split them equally into the training set and the test set. The query frequency has to be at least 3 in both sets. After these preprocessing, there are 121,179 distinct query terms. The training set contains 1.52 million query sessions, and the test set contains 1.21 million query sessions, with statistics summarized in Table 1 .
In this query log, we don't know the identity of the document when it is in the search result and it is not clicked, therefore we only compute the relevance of each position as We compare the average log-likelihood and perplexity results on the test data to measure model fitness. Log-likelihood (LL) is defined as the log probability of observed click events under the learned click model. The optimal LL value is 0 and the improvement of ℓ1 over ℓ2 is reported as (exp(ℓ1 − ℓ2) − 1) × 100%. Perplexity is defined to capture click prediction quality for each position in a query session independently. Perplexity pi = 2 −(C i log 2 q i +(1−C i ) log 2 (1−q i )) if Ci is the actual binary click event as position i and qi is the model prediction. The optimal value is 1 and the improvement of perplexity value p1 over p2 is reported as (p2 −p1)/(p2 −1)× 100%. Note that average perplexity values are computed using geometric mean since it is not in log scale and smaller perplexity value indicates higher prediction quality. Table 2 lists the evaluation results. Median of click distribution, as a robust statistics, is the best measure in fitting two click models, and leads to a 4% improvement over the baseline in log-likelihood, as well as a 1.3% better perplexity values. The larger margin in log-likelihood is expected because multiple models could better capture click dependencies for heterogenous user browsing and click patterns, whereas the perplexity for individual positions, especially the top few, will be less sensitive. Figure 3 depicts the clear difference in the examination and click distribution derived by the two models under the MedClk approach. Probability curves of the navigational model are much steeper than its informational counterparts, and the decreasing rates are largest at top positions, whereas the click probability curve of the informational model imply a close-to-exponential decay with a factor of 0.75. For each click model, the gap between its examination and click curves in Fig. 3 correspond to the average document relevance for each position. So we expect that top-ranked search results in navigational queries are generally more relevant than informational queries, which leads to higher search relevance scores. And in fact users usually have a higher ex- pectation on the relevance of navigational queries than informational queries. A few additional summary statistics for the two models ("Nav" and "Inf" in short) are as follows: We compute search relevance scores using Eq. 9 for each query term and plot how these scores vary with query frequency (the number of corresponding query sessions) in Fig. 4 . For each query type, solid lines represent all query terms except the 100 most frequent ones, and dash lines indicate that data points are limited. Both curves are smoothed with Gaussian kernels. As expected, navigational queries generally have higher scores than informational queries. It is interesting to see that trends for two types of queries are in opposite direction. Most popular navigation queries achieve best quality scores, partly because the search engine might tweak their rankings for some head queries to place the best document on the top. On the other hand, SRS curve for informational queries goes down as query terms are more popular. There is not an easy answer to explain this effect and it might be interesting to investigate further and test some conjectures. For example, there might be potential biases introduced by query resubmission (as suggested by one of our anonymous reviewers) or by the fraction of ignored no-click sessions.
CONCLUSION AND DISCUSSION
In this study, we show that by tailoring click models to user goals, better performance can be achieved by fitting different click models for navigational queries and informational queries. Moreover, we provide a quantitative comparison of user behavior using summary statistics derived from click models learned. And we propose the search relevance score to evaluate search engine performance at different granularity levels.
We also tested a number of alternatives in our experiments. For example, we tried to combine the user goal classification of query terms from different metrics by simple voting, however, the MedClk method remains the winner. We also implemented soft query clustering using mixture of Gaussian for MeanClk and AvgClk features, but this did not lead to better log-likelihood. It is also possible to fit completely different click models (e.g., a UBM and a DCM) for different query categories, but we suspect that the results would not outperform the best of the two.
A hidden assumption in the derivation of SRS in Sec. 3 is that document impression, the identity of all documents in the search result, is already known. And examination probabilities are computed a priori without knowledge of the click events. This represents the average user behavior under the particular click model. Therefore, if we want to derive SRS for a particular user, a better alternative is to compute the posterior probabilities given the actual click sequences. This type of scores could be helpful for personalized search.
We also plan to carry out similar studies on other click models. In DCM, user behavior parameters do not come into relevance estimation, i.e., no λ appears in Eq. 6. But this observation can not be generalized to other click models such as user browsing models. Since document relevance generally depends on user behavior parameters, we expect that tailoring these click models to user goals could also provide more accurate relevance feedbacks. Another direction to go is studying potential applications of SRS. In particular, we could update the score using real-time click logs and plot a SRS curve over time. Anomalies in the average quality may be used to trigger a bug report for further investigation.
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