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PRESENTATION OF THE IWASAWA ALGEBRA OF THE FIRST
CONGRUENCE KERNEL OF A SEMI-SIMPLE, SIMPLY
CONNECTED CHEVALLEY GROUP OVER Zp.
JISHNU RAY
This paper is dedicated to my father, who loves mathematics with all his heart.
Abstract. It is a general principle that objects coming from semi-simple,
simply connected (split) groups have explicit presentations like Serre’s pre-
sentation of semi-simple algebras and Steinberg’s presentation of Chevalley
groups. In this paper we give an explicit presentation (by generators and rela-
tions) of the Iwasawa algebra for the first congruence kernel of a semi-simple,
simply connected Chevalley group over Zp, extending the proof given by Clozel
for the group Γ1(SL2(Zp)), the first congruence kernel of SL2(Zp) for primes
p > 2 .
1. Introduction
Lazard, in his seminal work [11], II.2.2 studied non-commutative Iwasawa alge-
bras for pro-p groups. They are completed group algebras
Λ(P ) = lim
←−
Zp[P/N ]
where Zp is the ring of p-adic integers, P is a pro-p group and the inverse limit is
taken over the open normal subgroup N of P . It seems that explicit description, by
generators and relations, of these algebras were inaccessible. However, Serre’s pre-
sentation of semi-simple algebras and Steinberg’s presentation of Chevalley groups
[15], [16] make us believe that the objects coming from semi-simple split groups
have explicit presentation. Indeed, for any odd prime p, Clozel in his paper [6]
gives an explicit presentation of the Iwasawa algebra of the subgroup of level 1
of SL2(Zp), which is Γ1(SL2(Zp)) = ker(SL2(Zp) → SL2(Fp)). Notice that as
Γ1(SL2(Zp)) ∼= Z3p, its (non-commutative) Iwasawa algebra is isomorphic (as topo-
logical Zp-module) to the ring of power series in three variables. The key ingredient
in Clozel’s proof was to compute the relations between those variables viewing them
as elements of the Iwasawa algebra. The case p = 2 has to be omitted because then
Γ1(SL2(Zp)) will have p-torsion and thus its Iwasawa algebra is not an integral
domain which prevents one from using deep results of Lazard.
Our main result is to give an explicit presentation, by generators and relations, of
the Iwasawa algebra for the subgroup of level 1 of a semi-simple, simply connected,
split Chevalley group overZp. Lazard, in his paper [11] defines, for a compact locally
Qp-analytic group H , a function ω : H − {1} → (
1
p−1 ,∞) ⊂ R satisfying certain
properties (cf. [11] III.2.1.2) and calls it a p-valuation. Let d be the dimension
of H (as a locally analytic manifold). Lazard also defines an ordered basis of H
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with respect to the p-valuation ω. Those are an ordered sequence of elements
h1, ..., hd ∈ H − {1} such that the following conditions hold:
(1) ψ : Zp
∼
−→ H, (x1, ..., xd) 7−→ h
x1
1 · · ·h
xd
d ,
(2) ω(hx11 · · ·h
xd
d ) = min1≤i≤d(ω(hi) + valp(xi)),
where the map ψ is a homeomorphism. Let G be a semi-simple, simply connected
Chevalley group over Zp with a split maximal torus T , Φ be the root system of
the Lie algebra of G with respect to the Lie algebra of T , Π be a set of simple
roots of Φ. Under a faithful representation of group schemes G →֒ GLn over Z,
consider G(1)-the pullback of the congruence kernel at level 1 of GLn(Zp). The
natural filtration of G(1) by deeper congruence subgroups enables us to define a
p-valuation ω on G(1).
Let us now present a brief overview of the results of our paper.
• The first result in our paper is to find an ordered basis of G(1) with respect
to its p-valuation. Such an ordered basis is constructed in theorem 3.5.
For the proof we have used the triangular decomposition of G(1) and the
assumption that our group G is simply connected.
• The second result concerns the presentation of the Iwasawa algebra of
G(1) in terms of generators and relations. Let A be the universal non-
commutative p-adic algebra over Zp in the variables {Vα,Wδ;α ∈ Φ, δ ∈ Π};
the ordering being given by the increasing height function on the roots. The
algebra A has a topology given by the filtration by the powers of its unique
maximal ideal. The algebra A is naturally sent to Λ(G(1)) (cf. section 6).
Computing in Λ(G(1)), we obtain the relations between the variables in A
precisely given by (5.7, 5.8, 5.9, 5.10) and let R be the closed two-sided ideal
generated by the relations in A. Then our main result is (cf. Theorem 6.6)
Theorem . For p > 2, the Iwasawa algebra Λ(G(1)) is naturally isomor-
phic to A/R.
To compute the relations between the variables in A, we have used the
Steinberg’s Chevalley relations for simply connected groups ([16]). The ad-
vantage of this description of the Iwasawa algebra is not only its simplicity
but also the fact that it allows one to do explicit computations about its
center. For example, for the group Γ1(SL2(Zp)), Clozel used his presen-
tation to show that the center of the Iwasawa algebra of Γ1(SL2(Zp)) is
composed of the multiple of the Dirac measure at 1, thus giving a different
proof of Ardakov’s result (cf. [2]).
Hence the objective of this paper is to solve two problems: firstly finding an ordered
basis for the p-valuable groupG(1), secondly to use it to give an explicit presentation
of the Iwasawa algebra of G(1).
The structure of this paper. In Section 2 we go for a quick tour through
the notions of p-valuable groups and Chevalley groups that we need. In section
3 we construct an ordered basis of G(1) in theorem 3.5, an alternative proof of
which is provided in section 4 using the theory of uniform pro-p groups (cf. [7]). In
section 5 we use Steinberg’s relations of Chevalley groups to compute the relations
in Λ(G(1)). Finally, in section 6, we first provide an explicit presentation of the
Iwasawa algebra of G(1) with coefficients in Fp (cf. theorem 6.5) and then we lift
its coefficients to Zp to prove our main result, which is theorem 6.6.
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2. Notations and preliminary definitions
Let G be any abstract group. We recall that an application
ω : G→ R∗+ ∪ {+∞}
is called a filtration (cf. [11], II.1.1.1) if the following conditions hold for all x, y ∈ G:
(1) ω(xy−1) > min(ω(x), ω(y)),
(2) ω(x−1y−1xy) > ω(x) + ω(y).
If ω is such a filtration, then G is called a filtered group and ω(x) is called the
filtration of the element x.
For any v ∈ R∗+, we define the subgroups
Gv = {x ∈ G|ω(x) > v} and Gv+ = {x ∈ G|ω(x) > v}.
Then the subgroups Gv satisfy the following three relations:
(1) G = ∪v>0Gv,
(2) [Gv, Gv′ ] ⊂ Gv+v′ for v, v
′
∈ R∗+,
(3) Gv = ∩v′≤vGv′ for v ∈ R
∗
+,
where [Gv, Gv′ ] is the commutator subgroup of Gv and Gv′ . Conversely, if there
exists a family of subgroups Gv satisfying the above three relations then we can
define a filtration ω by the formula
ω(x) = sup v for x ∈ Gv.
(Cf. Lazard, [11], II.1.1.2.4). Such a filtration ω is called separated if ω(x) = +∞
implies x = 1. For a prime number p and for all v ∈ R+, we define
ϕ(v) = min(v + 1, pv).
The filtration ω is called a p-filtration if it verifies the following axiom:
ω(xp) > ϕ(ω(x)) for x ∈ G,
that is
ω(xp) ≥ min(ω(x) + 1, pω(x)).
In that case, G is said to be a p-filtered group with the p-filtration ω.
Definition 2.1. A filtered group G is p-valued if, for all x ∈ G, ω satisfies the
following three axioms:
ω(x) <∞, x 6= 1,
ω(x) > (p− 1)−1,
ω(xp) = ω(x) + 1.
Such a group G is also called p-valuable, and ω is called a p-valuation on G with
the convention ω(1) =∞. Henceforth we assume that G is a profinite group and ω
is a p-valuation on G which defines the topology of G.
The Gv’s form a decreasing filtration of G, so there exists the unique topology
on G (the topology defined by the filtration) such that Gv’s form a fundamental
system of open neighborhoods of identity. It is the topology defined by ω. We put
for each v > 0,
grvG := Gv/Gv+ and gr(G) := ⊕v>0 grvG.
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The commutator induces a Lie bracket on gr(G) which gives gr(G) the structure of
a Lie algebra over Fp. The map P defined by
P : gr(G)→ gr(G), P (gGv+) = g
pG(v+1)+
is an Fp-linear map on gr(G), which gives gr(G) the structure of a graded Lie
algebra over Fp[P ] (cf. [11], III.2.1.1).
Definition 2.2. The pair (G,ω) is called of finite rank if gr(G) is finitely generated
over Fp[P ].
As gr(G) is torsion free module over Fp[P ] (cf. [13], remark 25.2), being finitely
generated torsion free module over a principal ideal domain Fp[P ], it is free over
Fp[P ]. We define
rank(G,ω) :=rankFp[P ]grG.
For g1, ..., gd ∈ G, we consider the continuous map
Zdp → G, (x1, ..., xd) 7→ g
x1
1 · · · g
xd
d .(2.1)
The map above depends on the order of g1, ..., gd and hence it is not a group
homomorphism.
Definition 2.3. The sequence of elements (g1, ..., gd) in G is called an ordered
basis of (G,ω) if the map in (2.1) is a bijection (and hence, by compactness, a
homeomorphism) and
(2.2) ω(gx11 , · · · , g
xd
d ) = min16i6d
(ω(gi) + valp(xi)) for xi ∈ Zp.
If (G,ω) is of finite rank, then the rank of grG over Fp[P ] is finite. Following [13]
(proposition 26.5), we can relate the basis of G to the basis of gr(G) over Fp[P ]. In
fact, the following lemma holds.
Lemma 2.4. The sequence (g1, ..., gd) is an ordered basis of (G,ω) if and only
if σ(g1), ..., σ(gd) is a basis of the Fp[P ]-module gr(G) where for g 6= 1, σ(g) :=
gGω(g)+ ∈ gr(G).
In particular a p-valuation ω of G is a p-filtration, separated for which grv(G) = 0
for v 6 (p − 1)−1, and gr(G) is torsion free (cf. the discussion after 2.1.2.3, chap
III of [11]).
Let G be a p-valued group, complete, with discrete filtration. Let g1, ..., gd be
an ordered basis. Then G is defined to be p-saturated (cf. [11], III.2.2.7) if the
valuations ω(gi) satisfy the following relation:
(2.3) (p− 1)−1 < ω(gi) 6 p(p− 1)
−1, i ∈ [1, d].
In the remaining part of this section, we introduce the basic notion of Chevalley
groups over Z that we need throughout the paper (cf. [5],[10]) following section 1
of [1] . Steinberg gives the construction in [16].
Let GC be a connected complex semi-simple Lie group, TC a maximal torus of
GC. Let gC, tC be the Lie algebras of GC and TC respectively. Let Φ be the root
system of gC with respect to tC, Π = {δ1, ..., δl} be a set of simple roots of Φ, gZ be a
Chevalley lattice (cf. Theorem 1 of [16]) of gC generated by the Chevalley basis (cf.
p.6 of [16]) {Hδ1 , ..., Hδl , Xγ , γ ∈ Φ}. For each γ ∈ Φ, the element Hγ = [Xγ , X−γ ]
is contained in the submodule tZ = gZ ∩ tC. We then have, by definition of the
Chevalley basis,
PRESENTATION OF THE IWASAWA ALGEBRA Λ(G(1)) 5
(a) γ(Hγ) = 2, γ ∈ Φ,
(b) if γ1, γ2 are roots, then γ2(Hγ1) = v − u, where v, u are the non-negative
integers such that γ2 + iγ1 is a root if and only if −v ≤ i ≤ u, or
(c) if γ1, γ2 and γ1 + γ2 are roots, [Xγ1 , Xγ2 ] = Nγ1,γ2Xγ1+γ2 , where
Nγ1γ2 = ±(v + 1).
Let ρ be a faithful representation of GC in an n-dimensional vector space V over
C, dρ the differential of ρ which is a representation of gC in V . Then, there exists
(cf. p.17 of [16]) a free n-dimensional, Z-module VZ generated by {v1, ..., vn} in V
which is stable under the action of the universal enveloping algebra UZ. We also
have
dρ(Hγ)vi = λi(Hγ); 1 ≤ i ≤ n, γ ∈ Φ
where λi are linear functions on tC with λi(Hγ) ∈ Z. The base {v1, ..., vn} of VZ
determines the coordinates xij(1 ≤ i, j ≤ n) on GL(V ) and the restrictions of xij
to GC generate a subring Z[G] of the affine algebra C[G] of GC. The ring Z[G] has
a structure of a Hopf algebra (cf. section 1 of [1]) and defines a group scheme G
over Z. Namely,
R→ G(R) = Hom(Z[G], R)
is a contravariant functor from the category of commutative unitary rings into the
category of groups. We call the group G the Chevalley group scheme associated
with GC.
Now, for any t ∈ C, xγ(t) = exp tdρ(Xγ), (γ ∈ Φ), is an element of GC and the
coordinates of xγ(t) are polynomial functions on t with coefficients in Z. Let Z[ζ] be
the algebra over Z generated by one variable ζ. Then there exists a homomorphism
of Z[G] onto Z[ζ] which assigns to each xij the (i, j)-coordinate of xγ(ζ). The
homomorphism induces an injective homorphism of groups
Gγ(R) = Hom(Z[ζ], R)→ G(R) = Hom(Z[G], R)
We denote also by xγ(t), t ∈ R, the element of G(R) corresponding to an element
of Gγ(R) such that ζ → t.
Let P (resp. X,Pr) the additive group generated by the weights of all the rep-
resentations of G (resp. the weights of ρ, the roots of gC). Then these are all free
abelian groups of rank l such that P ⊇ X ⊇ Pr. The group G is said to be simply
connected or universal if P = X . Henceforth we fix the ring R to be Zp, p being an
odd prime, and we always work with the simply connected group denoted G, and
G(Zp) will denote its Zp-points.
For λ ∈ Q∗p, γ ∈ Φ, we define
hγ(λ) := wγ(λ)wγ (1)
−1
where
wγ(λ) := xγ(λ)x−γ(−λ
−1)xγ(λ).
Given our embedding ρ : G →֒ GLn, let us define, for k ∈ N,
Γ(k) := ker(GLn(Zp)→ GLn(Zp/pkZp))
(the Z-structure on GLn being given by VZ) and G(k) := G(Zp)∩Γ(k). Then G(k)
is called the kth congruence kernel of G(Zp) which satisfies a descending filtration
G(1) ⊇ G(2) ⊇ · · · .
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3. Ordered basis of G(1)
Let us define ω, a function on the first congruence kernel G(1), by
(3.1) ω(x) = k for x ∈ G(k)\G(k + 1).
We then show in theorem 3.1 that ω is a p-valuation on G(1). Furthermore, we
show in theorem 3.5 that {xβ(p), hδ(1 + p), xα(p); β ∈ Φ−, δ ∈ Π, α ∈ Φ+} forms
an ordered basis for (G(1), ω), where the order is given by the height function on
the roots.
Theorem 3.1. The valuation ω defined in (3.1) is a p-valuation on G(1).
Proof. First we recall that the function (denoted again by ω) on Γ(1), defined as
ω(x) = k for x ∈ Γ(k)\Γ(k + 1)
is a p-valuation on Γ(1) (cf. p.171 of [13]). Therefore, Γ(k) satisfies the following
three conditions:
Γ(1) = ∪k>1Γ(k),
[Γ(k),Γ(k
′
)] ⊂ Γk+k′ for k, k
′
∈ N,
Γ(v) = ∩w≤vΓ(w) for v, w ∈ N.
By definition of G(k) we have
G(1) = ∪k>1G(k),
G(v) = ∩w≤vG(w) for v, w ∈ N.
Also,
[G(k), G(k
′
)] ⊆ G(Zp) ∩ [Γ(k),Γ(k
′
)],
⊆ G(Zp) ∩ Γ(k + k
′
),
= G(k + k
′
).
This shows that (by section 2) ω is a filtration on G(1). Obviously, if x ∈ G(1) then
ω(x) = +∞ implies x ∈ ∩kG(k) ⊂ ∩kΓ(k) = 1 which in particular shows that ω is
separated. For x ∈ G(1), x 6= 1 we have ω(x) < ∞. The valuation ω(g) is strictly
greater than (p− 1)−1 for all g ∈ G(1). To prove that ω(gp) = ω(g)+ 1, we use the
fact that Γ(1) is p-valuable.
Suppose ω(x) = k i.e. x ∈ G(k)\G(k+1) where G(k) = Γ(k)∩G(Zp). Since Γ(1)
is p-valuable, xp ∈ Γ(k + 1)\Γ(k + 2). This implies that xp ∈ G(k + 1)\G(k + 2).
Hence, we obtain ω(xp) = ω(x) + 1. This finishes the proof that ω is a p-valuation
on G(1). 
Theorem 3.2. Any element g ∈ G(k) can be uniquely written as
g =
∏
β∈Φ− xβ(uβ)
∏
δ∈Π hδ(1 + vδ)
∏
α∈Φ+ xα(wα),
where uβ, wα, vδ ∈ pkZp. The order of the above product is given by the height
function on the roots.
Proof. Let us define
U(Zp, p
kZp) := 〈xα(t); t ∈ p
kZp, α ∈ Φ
+〉,
V (Zp, p
kZp) := 〈xβ(v); v ∈ p
kZp, β ∈ Φ
−〉,
T (Zp, p
kZp) := 〈hγ(u);u ∈ 1 + p
kZp, γ ∈ Φ〉.
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From corollary 3.3 and section 3.21 of [1] we have a unique triangular decomposition
G(k) = V (Zp, p
kZp)T (Zp, p
kZp)U(Zp, p
kZp).(3.2)
Proposition 2.5 (and the discussion following it) of [1] gives that each element of
U(Zp, p
kZp) can be written uniquely in the form
∏
α∈Φ+ xα(ti), ti ∈ p
kZp, where the
product is taken over all the positive roots with the order according to increasing
height, the uniqueness criterion follows from p.26-corollary 2 of [16]. Because of
symmetry the similar statement will also hold for V (Zp, p
kZp).
For hγ(u) ∈ T (Zp, pkZp), γ ∈ Φ, lemma 28 and the proof of corollary 5, p.44 of
[16] give that there exist integers ni such that
hγ(u) =
∏l
i=1 hδi(u)
ni =
∏l
i=1 hδi(u
ni),
where δ1, · · · , δl are the simple roots, l being the cardinality of the set of simple
roots. The above expression is unique because our G is simply connected (cf.
Corollary of lemma 28 p.44 of [16]). Thus by 3.2, each element g ∈ G(k) can be
uniquely written as
g =
∏
β∈Φ− xβ(uβ)
∏
δ∈Π hδ(1 + vδ)
∏
α∈Φ+ xα(wα),
where uβ, wα, vδ ∈ pkZp. The order of the above product is given by the height
function on the roots. 
Remark 3.3. The paper [1] by Abe gives actually the decomposition
G(k) = U(Zp, p
kZp)T (Zp, p
kZp)V (Zp, p
kZp).
Its proof uses proposition 1 of [5] and by just following the proof of corollary 3.3
of [1], one can easily show that there is no harm if we interchange the places of
V (Zp, p
kZp) and U(Zp, p
kZp) in the above decomposition.
Theorem 3.4. Let g ∈ G(k). Then using the decomposition given by theorem 3.2,
if
g =
∏
β∈Φ− xβ(uβ)
∏
δ∈Π hδ(1 + vδ)
∏
α∈Φ+ xα(wα),
then
ω(g) = min{β∈Φ−,α∈Φ+,δ∈Π}{valp(uβ), valp(vδ), valp(wα)}.
Proof. Let g ∈ G(k)\G(k + 1) so that ω(g) = k. Then any one of the elements of
{uβ, vδ, wα;β ∈ Φ−, δ ∈ Π, α ∈ Φ+}
should belong to pkZp and not all of them in p
k+1Zp, because if all the elements
uβ, vδ, wα ∈ pk+1Zp, then g ∈ G(k+1) and this is a contradiction to our assumption.

For mβ , nδ, zα ∈ Zp we have
ω
( ∏
β∈Φ−
xβ(p)
mβ
∏
δ∈Π
hδ(1 + p)
nδ
∏
α∈Φ+
xα(p)
zα
)
= ω
( ∏
β∈Φ−
xβ(pmβ)
∏
δ∈Π
hδ((1 + p)
nδ )
∏
α∈Φ+
xα(pzα)
)
= min
β,α,δ
{1 + valp(mβ), 1 + valp(nδ), 1 + valp(zα)}.
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The first equality follows from p.30, and lemma 28 of [16] and the second equality
follows from Theorem 3.4.
Since ω(xβ(p)) = ω(xα(p)) = ω(hδ(1+p)) = 1 and p > 2, G(1) is also p-saturated
(cf. 2.3). Hence, with theorem 3.2, it follows that:
Theorem 3.5. The first congruence kernel G(1) is p-saturated with an ordered
basis
{xβ(p), hδ(1 + p), xα(p);β ∈ Φ−, δ ∈ Π, α ∈ Φ+},
the order being given by the height function on the roots.
The group G(1) has a decomposition
G(1) =
∏
β∈Φ− Nβ
∏
δ∈Π Tδ
∏
α∈Φ+ Nα,
where
Nβ = 〈xβ(u), u ∈ pZp〉,
Nα = 〈xα(w), w ∈ pZp〉,
Tδ = 〈hδ(1 + v), v ∈ 1 + pZp〉;
the order of the products is taken according to the height function on the roots.
Let Λ(G(1)) be the Iwasawa algebra of Zp-valued measures on G(1). It can also
be thought as distributions on G(1) in the sense of [17]. The decomposition of G(1)
given above yields a decomposition of Λ(G(1)) as a topological Zp-module:
(3.3) Λ(G(1)) = Λ(N−αmax)⊗ˆ · · · ⊗ˆΛ(Tδ)⊗ˆ · · · ⊗ˆΛ(Nαmax)
where αmax is the highest root and the order of the product is taken according to
the height function on the roots. The factors of (3.3) are the spaces of distributions
on the factors of G(1). If f is a function on G(1) and Uβ, Vα,Wδ distributions on
Nβ, Tδ, Nα, then
< U−αmax ⊗ · · · ⊗Wδ ⊗ · · · ⊗ Vαmax , f >(3.4)
:=< U−αmax ⊗ · · · ⊗Wδ ⊗ · · · ⊗ Vαmax , f(u−αmax · · ·hδ · · ·nαmax) >(3.5)
where uβ ∈ Nβ , hδ ∈ Tδ, nα ∈ Nα and f is seen as a function on∏
β∈Φ−
Nβ
∏
δ∈Π
Tδ
∏
α∈Φ+
Nα.
For each factor, U = Nβ, Tδ or Nα of G(1), Λ(U) is naturally sent to Λ(G(1)), by
integrating a function f ∈ C(G(1),Zp) against µ ∈ Λ(U) on the U -factor. This
map is compatible with the convolution product as in [6].
4. Alternative proof of Theorem 3.5
In this section we briefly sketch another proof of theorem 3.5 using group theory.
Dixon, Sautoy, Mann and Segal in [7] describe a subclass of p-saturated groups
called uniform pro-p groups. It is not clear whether any p-saturated group is uniform
pro-p (cf. notes at the end of chapter 4 of [7]). In this section, without giving the
proofs, we use the results of [7] to provide another proof of theorem 3.5.
Let p > 2 be a prime. Let G be a pro-p group which is topologically finitely
generated. Then we say that G is powerful if G/Gp is abelian. Moreover, if G is
torsion-free, then we say that G is uniform. Note that [7] has a different defini-
tion for uniform pro-p group, but Theorem 4.5 of [7] shows that it is equivalent
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to the definition given above. For uniform pro-p group G we have the following
proposition:
Proposition 4.1. Let G be a topologically finitely generated uniform pro-p group.
Let G = 〈a1, · · ·ad〉 such that d is minimum. Then
G = 〈a1〉 · · · 〈ad〉
and the mapping
(λ1, ..., λd)→ a
λ1
1 · · · a
λd
d
from Zdp to G is a homeomorphism.
Proof. See proposition 3.7 and theorem 4.9 of [7]. 
Remark 4.2. With the hypothesis as in proposition 4.1, the discussion in section 4.2
of [7] shows that G has an integrally valued p-valuation ω and an Lazard’s ordered
basis a1, ..., ad with ω(ai) = 1, i ∈ [1, d] (see also the remark after lemma 4.3 of
[14]).
In section 8.2 of [7], the authors describe p-adic analytic groups. Without giving
the definition, we just like to point out that uniform pro-p groups are p-adic analytic
groups (cf. example 5, section 8.17 of [7]).
In the following we define the notion of standard groups (cf. definition 8.2.2 of
[7]).
Definition 4.3. Let G be a p-adic analytic group. Then G is a standard group (of
dimension d over Qp) if
(i) the analytic manifold structure on G is defined by a global atlas of the form
{(G,ψ, d)} where ψ is a homeomorphism of G onto (pZp)d with ψ(1) = 0,
(ii) for j = 1, ..., d, there exists Pj(X,Y ) ∈ Zp[[X,Y ]] such that
ψj(xy
−1) = Pj(ψ(x), ψ(y))
for all x, y ∈ G, where ψ = (ψ1, ..., ψd).
Proposition 4.4. Let G be a standard group of dimension d over Qp. Then G is
a uniform pro-p group of dimension d.
Proof. See theorem 8.31 of [7]. 
Lemma 4.5. The first congruence kernel G(1) is a Zp- standard group (of level 1)
with dimension |Φ|+ |Π|.
Proof. By theorem 3.2 each element g ∈ G(1) can be uniquely written as∏
β∈Φ− xβ(uβ)
∏
δ∈Π hδ(1 + vδ)
∏
α∈Φ+ xα(wα) for some uβ , vδ, wα ∈ pZp. The
proof then follows from theorem 8 of [16] and exercise 11 of chapter 13 of [7]. 
Alternative proof of Theorem 3.5: Lemma 4.5 gives us that G(1) is a Zp-
standard group of dimension |Φ| + |Π|. Then proposition 4.4 gives that G(1) is a
uniform pro-p group. But uniform pro-p groups are p-valuable and p-saturated (cf.
remark after lemma 4.3 of [14].) Now, Theorem 3.2 shows that
G(1) =
∏
β∈Φ− xβ(p)
∏
δ∈Π hδ(1 + p)
∏
α∈Φ+ xα(p),
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where the bars denotes the closure, that is
xβ(p) = {xβ(p)
mβ , ∀mβ ∈ Zp} = {xβ(mβp), ∀mβ ∈ Zp},
xα(p) = {xα(p)
zα , ∀zα ∈ Zp} = {xα(zαp), ∀zα ∈ Zp},
hδ(1 + p) = {hδ(1 + p)
nδ , ∀nδ ∈ Zp} = {hδ((1 + p)
nδ ), ∀nδ ∈ Zp}.
Then remark 4.2 finishes the proof of Theorem 3.5 [Q.E.D].
5. Iwasawa algebras and relations
In this section, for α ∈ Φ and δ ∈ Π, we identify (as Zp-module) the Iwasawa
algebra of G(1) with the ring of power series in the variables Vα andWδ over Zp (cf.
5.1). This isomorphism is given by sending 1+Vα 7→ xα(p) and 1+Wδ 7→ hδ(1+p).
As the Iwasawa algebra is non-commutative, this identification is obviously not a
ring isomorphism. Therefore, the goal of this section is to study the product of the
variables in wrong order, viewing them as elements of the Iwasawa algebra, and
then find the relations among the variables (5.7− 5.10).
Theorem 3.5 gives us an ordered basis of G(1) with the p-valuation ω. By
definition we have a homeomorphism
c : Zdp → G(1)
(y1, ..., yd) 7→ g
y1
1 · · · g
yd
d
where d = |Φ| + |Π| and (g1, ..., gd) is the ordered basis of G(1). Let C(G(1))
be continuous functions from G(1) to Zp. The map c induces, by pulling back
functions, an isomorphism of Zp-modules
c∗ : C(G(1)) ≃ C(Zdp).
We may recall that Λ(G(1)) is the Iwasawa algebra of G(1) over Zp introduced
in section 3 that is Λ(G(1)) := lim
←−N∈N (G(1))
(G(1)/N) where N (G(1)) is the set of
open normal subgroups in G(1). Lemma 22.1 of [13] shows that
Λ(G(1)) = HomZp(C(G(1)),Zp).
So dualizing the map c∗, we get an isomorphism of Zp-modules
c∗ = Λ(Z
d
p)
∼= Λ(G(1)).
This gives us the following isomorphism of Zp-modules:
c˜ : Zp[[Vα,Wδ;α ∈ Φ, δ ∈ Π]] ∼= Λ(G(1))(5.1)
1 + Vα 7→ xα(p)(5.2)
1 +Wδ 7→ hδ(1 + p).(5.3)
This is because the Iwasawa algebra of Zdp can be identified with the ring of power
series in d variables (cf. prop 20.1 of [13]). From (3.3), any λ ∈ Λ(G(1)) can be
written uniquely as
(5.4) λ =
∑
m
λmV
m1
−αmax · · ·W
m−
δ · · ·V
md
αmax
,
with λm ∈ Zp,m = (m1, ...,md) ∈ Nd. The product of the above variables
V m1−αmax · · ·W
m−
δ · · ·V
md
αmax
:= Vm1−αmax ⊗ · · · ⊗W
m−
δ ⊗ · · · ⊗ V
md
αmax
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is taken according to the height function on the roots. We note that we can write
unambiguously the variables V nα ,W
n
δ ;n ≥ 0 because from the discussion after (3.4)
in section 3, it follows that the convolution of Vα’s (or Wδ’s) taken n times equals
their tensor product, i.e.
V nα = Vα ⊗ · · · ⊗ Vα = Vα ∗ · · · ∗ Vα.
It immediately follows from (3.4) that the convolution (taken on G(1)) of the dis-
tributions Vα,Wδ equals their tensor product when they are taken in the order of
the height function. We simply write, consistent with our previous notation,
V m1−αmax · · ·W
m−
δ · · ·V
md
αmax
= V m1−αmax ∗ · · · ∗W
m−
δ ∗ · · · ∗ V
md
αmax
,
where
(5.5) V nα = Vα ∗ Vα ∗ · · · ∗ Vα, (n ≥ 0)
and
(5.6) Wnδ = Wδ ∗Wδ ∗ · · · ∗Wδ, (n ≥ 0).
In the following we study the product of the variables in the wrong order.
Let bi := gi − 1, (g1, ..., gd) being the Lazard ordered basis of G(1) and bm :=
bm11 · · · b
md
d , for any multi-index m = (m1, ...,md) ∈ N
d, in Λ(G(1)). We define a
function
ω˜ : Λ(G(1))\{0} → [0,∞)
by
ω˜
(∑
m cmb
m
)
:= infm
(
valp(cm) + |m|
)
where cm ∈ Zp, |m| := m1 + · · ·+ml, with the convention that ω˜(0) :=∞.
By the isomorphism c˜, we can identify the variables Vα,Wδ; (α ∈ Φ, δ ∈ Π) as
elements of the Iwasawa algebra of G(1). Our goal is to find the relations among
the above variables. For this, we use the Chevalley relations given by Steinberg in
[16]. With xα(p), hδ(1 + p) as defined in section 2, [16] gives
hδ(1 + p)xα(p)hδ(1 + p)
−1 = xα((1 + p)
〈α,δ〉p), (α ∈ Φ, δ ∈ Π)
where 〈α, δ〉 = 2(α, δ)/(δ, δ) ∈ Z (cf. [16], p.30). It follows that the corresponding
relation in the Iwasawa algebra of G(1) is
(5.7) (1 +Wδ)(1 + Vα) = (1 + Vα)
(1+p)〈α,δ〉
(1 +Wδ), (α ∈ Φ, δ ∈ Π).
Let α1, α2 ∈ Φ, α1 6= −α2 and α1 + α2 /∈ Φ then example (a), p.24 of [16] gives
xα1(p)xα2 (p) = xα2(p)xα1(p), (α1, α2 ∈ Φ).
Thus, the relation in the Iwasawa algebra is
(5.8) (1 + Vα1)(1 + Vα2 ) = (1 + Vα2)(1 + Vα1), (α1, α2 ∈ Φ).
If α1 6= −α2 and α1 + α2 ∈ Φ then xα1(p)xα2(p) = [xα1 (p), xα2(p)]xα2(p)xα1 (p),
where [, ] is the commutator function. So lemma 15, p.22 of [16] gives
xα1 (p)xα2(p) =
( ∏
i,j>0
xiα1+jα2(cijp
ipj)
)
xα2(p)xα1 (p), (α1, α2 ∈ Φ),
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where cij ∈ Z and the order of the product is as prescribed in lemma 15 of [16].
This gives
(5.9)
(1+Vα1)(1+Vα2) =
( ∏
i,j>0
(1+Viα1+jα2)
cijp
i+j−1
)
(1+Vα2)(1+Vα1), (α1, α2 ∈ Φ).
If α3 ∈ Φ+, corollary 6, p.46 of [16] gives a homomorphism
ϕα3 : SL2(Qp)→ 〈xα3(t), x−α3 (t); t ∈ Qp〉
such that
ϕα3(1 + tE12) = xα3(t),
ϕα3(1 + tE21) = x−α3(t),
ϕα3(tE11 + t
−1E22) = hα3(t),
where Eij is the 2 × 2 matrix with 1 in the (i, j)th entry and zero elsewhere. We
have (
1 p
0 1
)(
1 0
p 1
)
=
(
1 0
v 1
)(
t 0
0 t−1
)(
1 u
0 1
)
where t = 1+ p2, u = p(1+ p2)−1, v = p(1+ p2)−1. As ϕα3 is a homomorphism, we
therefore obtain
xα3 (p)x−α3(p) = x−α3(v)hα3(t)xα3 (u), (α3 ∈ Φ
+).
As before let δ1, ..., δl be the simple roots where l = |Π|. Then, as in the proof of
Theorem 3.2, we can uniquely decompose
hα3(t) =
∏l
i=1 hδi(t
ni) for ni ∈ Z.
Now, let P = log(1+p
2)
log(1+p) ∈ Zp, 1 + p
2 = (1 + p)P and let Q = (1 + p2)−1 then
hα3(t) = hα3(1 + p)
P =
l∏
i=1
hδi(1 + p)
niP , (α3 ∈ Φ
+, δi ∈ Π).
This gives that the corresponding relation in the Iwasawa algebra is
(5.10)
(1+Vα3)(1+V−α3) = (1+V−α3)
Q
( l∏
i=1
(1+Wδi)
niP
)
(1+Vα3)
Q, (α3 ∈ Φ
+, δi ∈ Π).
Thus we have shown
Lemma 5.1. With the notations as above, we have the following relations in
Λ(G(1)):
(1) (1 +Wδ)(1 + Vα) = (1 + Vα)
(1+p)〈α,δ〉
(1 +Wδ),
(2) (1 + Vα1)(1 + Vα2) = (1 + Vα2)(1 + Vα1 ), (α1 + α2 /∈ Φ),
(3) (1 + Vα1)(1 + Vα2) =
(∏
i,j>0(1 + Viα1+jα2 )
cijp
i+j−1
)
(1 + Vα2)(1 + Vα1), (α1 + α2 ∈ Φ),
(4) (1 + Vα3)(1 + V−α3) = (1 + V−α3)
Q
(∏l
i=1(1 +Wδi)
niP
)
(1 + Vα3)
Q.
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Consider A - the universal non-commutative p-adic algebra in variables Vα and
Wδ, where α varies over the roots and δ varies over the simple roots and the
ordering of the variables are given by the height function on the roots to which
they correspond. Thus it is composed of all non-commutative series
f =
∑
n>0
∑
i aix
i
where ai ∈ Zp, xi := xi(1) · · ·xi(n) and for all n > 0, i runs over all maps
{1, 2, ..., n} → {1, 2, ..., d}; the monomials xi, with i increasing, are assigned to
the product of the variables among {Vα,Wδ;α ∈ Φ, δ ∈ Π} corresponding to a fixed
order compatible with the partial order given by the height function on the roots.
The algebra A has a maximal ideal MA generated by (p, x1, ..., xd) and a prime
ideal PA generated by (x1, ..., xd). The topology on A is given by the powers of
MA.
Let R be the closed two-sided ideal generated in A by the relations (5.7− 5.10).
Let A be the image of the reduction modulo p map on A; i.e. we consider the
non-commutative series with coefficients in Fp with its natural topology given by
its maximal ideal MA.
Lemma 5.2. Let R be the image of R in A. Then R is the closed two-sided ideal
generated in A by the images of the relations (5.7, 5.8, 5.9, 5.10).
Proof. We follow the proof exactly as in lemma 1.3 of [6]. For completeness we
repeat the proof. We denote by I ⊂ A the ideal generated by the relations, let
J ⊂ A be the similar ideal. Then J is obviously the image of I in A; we denote it
by I.
Let R be the reduction of R, and consider the closure cl(I) of I in A. If f ∈ R,
we have f = limn fn(fn ∈ I) for the topology given by MNA . This implies that
f = lim fn for the topology given byMNA on A, thus f ∈ cl(I). Conversely, assume
f ∈ A can be written f = lim fn with fn ∈ I. Then, fn is the reduction of a series
fn ∈ I ⊂ R. Since R is closed and A is compact, we may assume that fn converges
to g ∈ R. Then, by definition of the topologies, f = lim fn = g. Thus cl(I) = R,
which finishes the proof. 
6. Presentation of the Iwasawa algebra Λ(G(1)) for p > 2
Our goal in this section is to give an explicit presentation of Λ(G(1)) (theorem
6.6). The strategy of the proof is to first show the corresponding statement with
coefficients in Fp and then lift the coefficients to Zp. Let
ΩG(1) = Λ(G(1))⊗Zp Fp
be the Iwasawa algebra with finite coefficients as in [6]. We show in theorem 6.5
that for p > 2, the Iwasawa algebra mod p, ΩG(1), is naturally isomorphic to A/R.
We first construct a map ϕ : B = A/R → ΩG(1) (see corollary 6.3), then using
the natural grading (see the discussion before proposition 6.4) on B, we show that
dim grnB 6 dimSn (see proposition 6.4), where Sn is the space of homogeneous
commutative polynomials in the variables {Vα,Wδ;α ∈ Φ, δ ∈ Π} over Fp of degree
n.
The discussion before Theorem 6.6 gives up a natural map ϕ from A → Λ(G(1)).
The map ϕ sends xi(1 ≤ i ≤ d; i increasing) to the variable {Vα,Wδ;α ∈ Φ, δ ∈ Π}
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corresponding to the order compatible with the height function on the roots. Let
us define
MNΛ := {λ ∈ Λ(G(1))|ω˜(λ) > N}.
It follows from Lazard’s results [11] (also Schneider, chapter 6 of [13] ) that MNΛ is
indeed the N th power of the maximal ideal MΛ of Λ(G(1)).
We consider the filtration of A given by the powers of its maximal ideal. Then
we can define a valuation wA given by:
let f =
∑
i aix
i,
then wA(f) = infi(valp(ai) + |i|)
where |i| = n is the degree of i.
Lemma 6.1. The natural map ϕ : A → Λ(G(1)) is surjective and continuous.
Moreover for N > 0, we have
ϕ(MNA ) ⊂M
N
Λ .
Proof. Surjectivity of the map ϕ is obvious from (5.4 − 5.6). Now, for continuity
we use the fact that the valuation ω˜ is additive i.e.
ω˜(λ ∗ µ) = ω˜(λ) + ω˜(µ);λ, µ ∈ Λ(G(1)).
This is a nontrivial fact proved by Lazard (cf. [11], III.2.3.3 ).
The continuity of the map ϕ is implied by the stronger property
(6.1) ω˜(ϕ(xi)) = n = |i|
where n is the degree of the monomial. By induction on n, this follows from the
non-trivial fact that ω˜ is additive. If f ∈ MNA , we have wA(f) > N and the
continuity follows from 6.1 by Zp-linearity. This completes the proof. 
This gives the following two corollaries:
Corollary 6.2. There is a natural continuous surjection
B = A/R→ Λ(G(1)).
Corollary 6.3. There is a continuous surjection
ϕ : B = A/R→ ΩG(1).
This follows from Lemma 5.2.
By Abelian distribution theory, ΩG(1) is, as a space, isomorphic to the com-
mutative power series ring in the variables Vα and Wδ over Fp with the compact
topology, where α varies over the roots and δ varies over the simple roots. By
obvious computation one can show that
MNΩ = {λ ∈ ΩG(1) : vΩ(λ) > N},
vΩ being the usual valuation on power series, is the reduction of MNΛ . It is also a
(two-sided) ideal, MΩ being the maximal ideal.
Similarly, in A we have that the reduction mod p of MNA is the ideal of series
f =
∑
i aix
i with (ai ∈ Fp)
such that |i| > N . We obtain the maximal ideal of A by setting N = 1. Further-
more, we have (MA)
N =MN
A
.
In the following we study the algebra B using the relations (5.7, 5.8, 5.9, 5.10)
which is used to prove Proposition 6.4 below. Then, we will use it to give the proof
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of Theorem 6.5, which in turn, after lifting coefficients to Zp, leads to the proof of
Theorem 6.6.
Consider the natural filtration of A by the powers of MA, which we denote by
FnA as in [6]. We have FnA/Fn+1A = grnA. The filtration Fn induces a filtration
on B:
FnB = FnA+R
and hence a graduation
grnB = FnA+R/Fn+1A+R.
Hence, we have
grnB = FnA/Fn+1A+ (FnA ∩R).
Let Sn be the space of homogeneous commutative polynomials in the variables
{Vα,Wδ;α ∈ Φ, δ ∈ Π} over Fp of degree n. Let Σn be the corresponding space of
homogeneous non-commutative polynomials of degree n; hence Σn → FnA/Fn+1A,
and therefore Σn → gr
nB, is surjective.
Proposition 6.4. We have dim grnB 6 dimSn.
Proof. The case n = 1 is obvious. We first prove the proposition for n = 2 by
studying the relations defining R (or rather R) and then we use an induction
argument to complete the proof.
For α ∈ Φ, δ ∈ Π, relation 5.7 is
(1 +Wδ)(1 + Vα) = (1 + Vα)
(1+p)〈α,δ〉(1 +Wδ), (α ∈ Φ, δ ∈ Π).
We set q = (1+p)〈α,δ〉, so that q ≡ 1[p]. Expanding the above relation we obtain
1 +Wδ + Vα +WδVα =
(
1 + qVα +
q(q−1)
2 V
2
α + · · ·
)
(1 +Wδ).
As q(q−1)2 ≡ 0[p] and p > 2,
1 +Wδ + Vα +WδVα = (1 + qVα)(1 +Wδ) +R(Vα)(1 +Wδ)
where R(Vα) has degree > 3. Thus
WδVα = (q − 1)Vα + q(VαWδ) +R1(Vα,Wδ)
where R1(Vα,Wδ) has degree > 3. Since q ≡ 1[p] we deduce
WδVα = VαWδ in gr
2B.
Relation 5.8 obviously gives for α1, α2 ∈ Φ, α1 6= −α2, α1 + α2 /∈ Φ,
Vα1Vα2 = Vα2Vα1 , (α1, α2 ∈ Φ).
Relation 5.9 is for α1, α2 ∈ Φ, α1 6= −α2, α1 + α2 ∈ Φ,
(1 + Vα1)(1 + Vα2) =
(∏
i,j>0(1 + Viα1+jα2)
cijp
i+j−1
)
(1 + Vα2)(1 + Vα1 ),
where cij ∈ Z. Now,
(1 + Viα1+jα2)
cijp
i+j−1
= 1 + cViα1+jα2 +
c(c−1)
2 V
2
iα1+jα2
+ · · ·
where c = cijp
i+j−1. It is easy to see that p|c if i > 0 and j > 0. As p > 2, and 2
is invertible in Zp we deduce
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(1 + Viα1+jα2)
cijp
i+j−1
≡ 1[ mod F 3B].
This implies
Vα1Vα2 = Vα2Vα1 in gr
2B.
Relation 5.10 for α3 ∈ Φ+ is the following:
(1+Vα3)(1+V−α3) = (1+V−α3 )
Q
(∏l
i=1(1+Wδi)
niP
)
(1+Vα3)
Q, (α3 ∈ Φ+, δi ∈ Π).
The constant Q = (1 + p2)−1 ≡ 1[p2], Q(Q−1)2 ≡ 0[p]. As P =
log(1+p2)
log(1+p) ≡ p[p
2],
p > 2, 2 is invertible in Zp, we get that
(1 +Wδi)
P ≡ 1[ mod (p,W 3δi)], (δi ∈ Π).
Hence, modulo F 3B, relation 5.10 reduces to
(1 + Vα3)(1 + V−α3) = 1 +QV−α3 +QVα3 +Q
2V−α3Vα3 [ mod F
3B], (α3 ∈ Φ+).
Therefore, as Q ≡ 1[p2] we obtain
Vα3V−α3 ≡ V−α3Vα3 in gr
2B for α3 ∈ Φ+.
This proves
dim gr2B 6 dimS2.
Now, consider an arbitrary monomial of degree n,
xi = xi1 ...xin .
As in Lemma 3.2 of [6], we can change xi into a well-ordered monomial (b 7→ ib
increasing) by a sequence of transpositions. Consider a move (b, b+ 1) 7→ (b+ 1, b)
and assume ib > ib+1. We write
xi = xfxibxib+1x
e
where deg(f) = r, deg(e) = s and deg(i) = n. Then, from the proof of Propo-
sition 6.4 we have xibxib+1 = xib+1xib [F
3B]. Hence, we obtain xfxib+1xibx
e ≡
xi[Fn+1], n = r + s+ 2. This reduces the number of inversions in xi.
This completes the proof of proposition 6.4. 
In the following we state our main theorems of this paper. After proposition 6.4
their proofs directly follow from [6]. But for convenience of the reader we include
the proofs.
Theorem 6.5. For p > 2, the Iwasawa algebra mod p, ΩG(1), is naturally isomor-
phic to A/R.
Proof. The natural map ϕ : A → Λ(G(1)) sends MnA to M
n
Λ. As F
• on B is the
filtration inherited from the natural filtration on A, we see that ϕ sends FnB to
MnΩ. As ϕ is surjective, the natural map
grϕ : gr•B → gr•ΩG(1)
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is surjective. Moreover, it is an isomorphism because dim grnB 6 dimSn = dim
grnΩG(1). (The last equality follows from the discussion after corollary 6.3, see also
Theorem 7.24 of [7]). Since the filtration on B is complete, we deduce that ϕ is
an isomorphism (cf. Theorem 4 (5), p.31 of [9]). We have B complete because
B = A/R, where R is closed and therefore complete for the filtration induced from
that of A. 
Theorem 6.6. For p > 2, the Iwasawa algebra Λ(G(1))is naturally isomorphic to
A/R.
Proof. The reduction of ϕ is ϕ. We recall that R is the image of R in A. Let f ∈ A
satisfies ϕ(f) = 0. We then have f ∈ R since A/R ∼= ΩG(1). So f = r1 + pf1, r1 ∈
R, f1 ∈ A. Then ϕ(f1) = 0. Inductively, we obtain an expression f = rn + pnfn of
the same type. Since pnfn → 0 in A and R is closed, we deduce that f ∈ R. 
In conclusion for p > 2 and G simply connected, we have found a Lazard basis of
G(1) with respect to its p-valuation ω (see theorem 3.5). Furthermore, we have used
it to construct explicit generators and relations for the Iwasawa algebra Ω(G(1)) with
coefficients in Fp (see theorem 6.5) and then we have lifted the coefficients to Zp
to construct the generators and relations of Λ(G(1)) (see theorem 6.6). We might
use the explicit presentation of the Iwasawa algebra, although we haven’t done it
already, to study the center of the Iwasawa algebra of G(1) as done by Clozel in [6]
for SL2(Zp), which will then provide a different proof of the results of Ardakov [2].
References
1. E. Abe, Chevalley groups over local rings, Tôhoku Mathematical Journal (Second Series),
Tôhoku University, Sendai, Japan 21 (3), 474–494, April (1969).
2. K. Ardakov, The Centre of Completed Group Algebras of Pro-p Groups, Documenta Math-
ematica, Universität Bielefeld, Germany, 9 (27), 599-606, December (2004).
3. F. Bruhat and J. Tits, Groupes réductifs sur un corps local : I. Données radicielles valuées,
Publications Mathématiques de l’I.H.É.S., Bures-sur-Yvette, France, 41, 5-251, (1972).
4. R.W. Carter, Simple Groups of Lie Type, John Wiley & Sons, London, UK, 339, (1989).
5. C. Chevalley, Certains schémas de groupes semi-simples, Séminaire Bourbaki, Paris, France,
6, 219-234, Mai, (1961).
6. L. Clozel, Presentation of an Iwasawa Algebra: The Case of Γ1SL(2, Zp), Documenta Math-
ematica, Universität Bielefeld, Germany, 16 (17), 545–559, February (2011).
7. J. D. Dixon, M. P. F. Du Sautoy, A. Mann, and D. Segal, Analytic Pro-p Groups, 2nd
Edition, Cambridge University Press, Cambridge, UK, 368, September (2003).
8. P. Garrett, Buildings and Classical groups, Chapman and Hall, London, UK, 375, (1977).
9. L. Huishi and F. V. Oystaeyen, Zariskian filtrations, K-Monographs in Mathematics, Kluwer
Academic Publishers, Netherlands, 2, 70–126, (1996).
10. B. Kostant, Groups over Z: Algebraic groups and discontinuous subgroups, edited by Armand
Borel and George Daniel Mostow, Proceedings of Symposia in Pure Mathematics, AMS,
Providence, RI, USA, 9, 99-107 (original 90-98), (1966).
11. M. Lazard, Groupes analytiques p-adiques, Publications Mathématiques de l’I.H.É.S., Bures-
sur-Yvette, France, 26, 5-219, (1965).
12. G. Malle and D. Testerman, Linear Algebraic Groups and Finite Groups of Lie Type, Cam-
bridge University Press, Cambridge, UK, 309, (2011).
13. P. Schneider, p-adic Lie groups, Springer-Verlag, Berlin, Gerrmany, 254, (2011).
14. P. Schneider and J. Teitelbaum, Algebras of p-adic distributions and admissible representa-
tions, Inventiones mathematicae, Springer-Verlag, Berlin, Germany, 153 (1), 145-196, July
(2003).
15. J. P. Serre, Complex semisimple Lie algebras, translated from the French by G. A. Jones,
Springer, New York, USA, 84, (1987).
18 JISHNU RAY
16. R. Steinberg, Lectures on Chevalley Groups, mimeographed notes, Yale University, New
Haven, Connecticut, USA, 151, (1967).
17. L. C. Washington, Introduction to cyclotomic fields, Springer-Verlag, NY, USA, 399, (1982).
Département de Mathématiques, Université Paris-Sud 11, Bât. 430, 91405 Orsay
CEDEX France
E-mail address: jishnu.ray@u-psud.fr, jishnuray1992@gmail.com
