"linearized waveform inversion." In recent years, LSRTM was further developed for high-resolution true amplitude imaging (Dong et al., 2012; Zhang et al., 2015; Yao and Jakubowicz, 2016) , migration of multisource blended seismic data (Dai et al., 2012; Xue et al., 2016) , and for imaging with multiples (Zhang and Schuster, 2014; Wong et al., 2015) . The acoustic slowness perturbation or velocity perturbation represents the "image" or reflectivity model. We would like to classify the above-mentioned least-squares migration techniques as linearized waveform inversion. These methods, in general, invert for an image that is proportional to an averaged subsurface reflectivity. Leastsquares migration can also be implemented in an extended domain to produce an image volume that depends on redundant parameters (Symes, 2008) . This idea was implemented by Kuehl and Sacchi (2003) using the surveysinking approach (Claerbout, 1985) . The technique was modified to process 3D field data via the constant azimuth approximation by Wang et al. (2005) and to include sparsity constraints to increase vertical resolution by Wang and Sacchi (2007) . Moreover, Kaplan et al. (2010) derive least-squares split-step migration for extended shot-domain image inversion. The latter was also applied for the migration of blended seismic data (Cheng et al., 2016) . Similarly, Dai and Schuster (2013) implement LSRTM in the extended plane-wave domain for blended seismic data. Finally, we also mention that Hou and Symes (2016) and Huang et al. (2016) implement LSRTM in the extended subsurface offset domain and extended shot domain, respectively. We can classify this type of least-squares migration algorithms as extended least-squares migration (Symes, 2008) , in which an extended reflectivity volume is produced. Least-squares migration has also been formulated in the image domain that the inverse of the Hessian is approximated via various strategies (Rickett, 2003; Guitton, 2004; Fletcher et al., 2016; Wang et al., 2016) . Imagedomain least-squares migration requires lower computational cost than data-domain least-squares migration methods. The aforementioned least-squares migration methods are based on the acoustic approximation. Land data and ocean-bottom data record both P-and S-waves. The geophysical community has investigated several elastic leastsquares migration algorithms. Elastic least-squares ray-Born migration/inversion is implemented by Beydoun and Mendes (1989) and Jin et al. (1992) in heterogeneous media for multicomponent seismic data. Tura and Johnson (1993) discuss an elastic least-squares migration/inversion method in the f-k domain for homogeneous background media. Anikiev et al. (2013) investigate the decoupling of parameters for frequency-domain elastic LSRTM for the case of a point scatterer in a homogeneous background model. In these studies, the elastic parameter perturbations are estimated and defined as elastic images. Recently, Sacchi (2015, 2017) and Xu et al. (2016) use Helmholtz decomposition (Dellinger and Etgen, 1990 ) for elastic least-squares split-step and reverse time migration to estimate elastic reflectivity volumes in the extended domain, respectively. This paper formulates time-domain elastic LSRTM as a linearized elastic FWI problem (Chen and Sacchi, 2016) . We discussed the relationship between LSRTM and Gauss-Newton FWI in Appendix A. The elastic Born approximation and elastic RTM operators are derived via a time-domain continuous adjoint-state method. The adjoint-state equation system is equivalent to the state equation system with one difference: The explosive source is replaced by an adjoint source. In our work, P-and S-wave impedance perturbations are defined as elastic images. The two terms "model perturbation" and "image" are used interchangeably. All derivations are in a continuous functional form; the problem is discretized after developing the algorithm. This is the so-called optimize-before-discretize approach (Borzi and Schulz, 2012) . The discretized numerical version of elastic Born operator and its adjoint (elastic RTM operator) pass the dot-product test (Mora, 1987; Claerbout, 1992) . The latter allows the use of the conjugate gradient least-squares (CGLS) algorithm (Hestenes and Stiefel, 1952; Paige and Saunders, 1982) to solve the least-squares migration optimization problem. In other words, the Hessian operator is implicitly inverted via a matrix-free algorithm that requires only the forward and adjoint operator applied to vectors. The diagonal of the pseudo-Hessian operator (Shin et al., 2001a) was adapted for the elastic case and used as a preconditioning operator to accelerate the convergence of the elastic LSRTM algorithm. Our elastic LSRTM yields higher resolution images with fewer artifacts and more balanced amplitudes than elastic RTM. Moreover, elastic LSRTM can reduce the multiparameter crosstalk given that the off-diagonal terms of the Hessian operator are attenuated via the least-squares inversion. Finally, the adopted pseudo-Hessian preconditioning strategy accelerates the convergence of our algorithm and improves the amplitude responses of the P-and S-wave impedance perturbation images. Our research originated from a detailed study of the time-domain elastic Gauss-Newton FWI and its sensitivity kernels (Epanomeritakis et al., 2008) . Recently, we noticed that a similar line of work is also presented by Feng and Schuster (2016) . Our research complements the work of Feng and Schuster (2016) . We stress the following differences between our work and the aforementioned work and summarize our contributions in the next paragraph. First, we formally derived an adjoint-state equation system via the continuous adjoint-state method for the first-order velocity-stress elastic wave-equation system. The adjoint-state equation system is equivalent to the state equation system after a variable transformation (Vigh et al., 2014) . This allows us to reuse our forward-modeling code to compute the receiver-side wavefield (adjoint-state variable). The differences are the replacement of the explosive source by an adjoint source and the back-propagation of the adjoint source from final time to zero time. Second, we carefully discretized the continuous functional forms of the elastic Born operator and the elastic RTM operator to guarantee that the operators pass the dot-product test (Mora, 1987) . This allows us to adopt the CGLS algorithm (Hestenes and Stiefel, 1952; Paige and Saunders, 1982) to solve the least-squares migration optimization problem. The advantage of the CGLS algorithm is that the step size of the method is analytically calculated. In other words, one does not need to compute the step size via line search (Dong et al., 2012) as it often done when the forward and adjoint operators do not satisfy the numerical condition for adjointness. Third, we have also investigated the structure of the multiparameter Hessian operator for elastic LSRTM to design a preconditioning strategy. We adapted the pseudo-Hessian (Shin et al., 2001a) to the time-domain elastic case and derived the equations of the Hessian and pseudo-Hessian for elastic parameters. We adopted the diagonal of the pseudo-Hessian to precondition the CGLS algorithm. This paper is organized as follows: First, we describe the system of equations that we have adopted to forward model elastic wavefields. Then, we introduce linearized forward modeling by adopting the elastic Born approximation. Subsequently, we derive the adjoint operator (elastic RTM operator) of the linearized forward-modeling operator. We discuss the numerical adjointness of forward and adjoint operators and propose to solve the elastic LSRTM via the CGLS algorithm. Furthermore, we discuss preconditioning as a strategy to accelerate the convergence of the CGLS algorithm. In the last section, we provide numerical examples that permit us to evaluate the performance of the proposed algorithm. The first numerical example is a simple elastic Camembert model. Our second numerical example entails adopting the elastic Marmousi2 model for additional tests. 
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where u=(vσ),v=(vxvz),σ=(σxxσzzσxz),f=(0fσ),C=(λ+2μλ0λλ
with zero initial condition u| t=0 =0 and appropriate boundary conditions. The vector u denotes the wavefield with vbeing the vector particle velocity field and σ being the stress field. Similarly, ρ indicates the density and C is being the isotropic elastic tensor in Voigt notation with λ and μ the Lamé parameters. The matrix D is a collection of spatial differential operators, and f σ is the explosive source term. Finally, I is the identity matrix. In the wave equation, we dropped the dependence on spatial and temporal coordinates x and t of our variables to make the notations concise, but we understand that v=v(x,t), λ=λ(x), etc. The elastic wave equation is the state equation of the elastic parameter inversion problem when it is regarded as optimal control problem (Lions, 1971; Plessix, 2006) . Abstractly, the elastic wave equation 1 can be written in functional form as follows:
where u is the wavefield vector in space U, f is the source vector in space F, S=S(m) (S:U→F) is the wave-equation operator with initial conditions and boundary conditions, and m=(ρ,λ,μ) T denotes the model parameter vector in space M. The solution of the wave equation can be abstractly written as
where G=S −1 is the inverse of wave equation operator S called the Green's operator (Tarantola, 1988) . The Green's operator is an integral operator with the integration kernel given by the Green's function of the wave equation (Tarantola, 1988) . The wavefield u is linear in the source term f, but it is nonlinear in the model m. If the source term is assumed known, u can be regarded as a nonlinear function of the model parameters m u=u(m).
In a general heterogeneous media, there is no analytic solution for u given m. A numerical method must be used to solve the forward problem. In this paper, a time-domain staggered-grid finite-difference (FD) scheme (Virieux, 1986; Levander, 1988 ) is used to discretize the continuous form elastic wave equation 1. The unsplit convolutional perfectly matched layer (C-PML) method is used to absorb incident waves on artificial computational boundaries (Komatitsch and Martin, 2007) . In our FD code, we adopted a second-order centerd difference scheme in time and a selectable order staggered difference scheme in space. In seismic exploration, the wavefield is sampled at the surface of the earth by a finite number of receivers
where d is the recorded full-waveform seismic data and operator T represents the sampling operator that extracts the wavefield at the receivers positions. 
where m is the background model, δm is the model perturbation, 
where Fréchet derivative L=∂d/∂m is the Born modeling operator, δd is the first-order scattered seismic data δd≈d(m+δm)−d(m), and the linear operator ∂u/∂m is the Fréchet derivative or Jacobian matrix of u. The Fréchet derivative is prohibitively expensive to compute explicitly. Alternatively, the adjoint-state method is used to compute the action of the Fréchet derivative on vectors. For this purpose, we first differentiate the wave equation 3with respect to m (Fichtner, 2010; Fichtner and Trampert, 2011) ∂S∂mu+S∂u∂m=0, 
where the multiplication of two operators follows the rule ABv=A(Bv) (Chen and Lee, 2015) . The term −(∂S/∂m)uis the so-called "virtual secondary source," which is the product of the incident wavefield and ∂S/∂m. The operator ∂S/∂m represents the radiation pattern of the virtual secondary source (Pageot et al., 2013) . Inserting the expression of Fréchet derivative of u into equation 8, the Born approximation can be written as
Equation 11 indicates that the incident wavefield u hits the scatterers δm, acts as a secondary source and generates the scattered wavefield. The latter is sampled at the surface of the earth by receivers and generates the scattered seismic data. The linearized Born modeling operator L only depends on the smooth background model mand the acquisition geometry. One can apply the abstract linearized Born approximation equation 11 directly to the first-order velocity-stress elastic wave-equation system 1. Alternatively, perturbing the elastic wave equation will lead to the same result. A perturbation of the model parameters
leads to a perturbation of the wavefield
u→u+δu. (12d)
Inserting equation 12 into equation 1, subtracting equation 1, and dropping second and higher order terms leads to the Born approximation for the first-order velocity stress elastic wave-equation system
where
with zero initial condition δu| t=0 =0 and appropriate boundary conditions. The vector δu is the scattered wavefield, with δv and δσ being the scattered particle velocity field and scattered stress field due to model perturbations δρ, δλ, and δμ, and v is the incident particle velocity field. The right side of equation 13 is the so-called "secondary source." The scattered wavefield can be computed using the same FD code that is adopted to compute the source-side incident wavefield in equation 1. The scattered data are obtained by sampling the scattered wavefield at the receiver positions δd=Tδu.
The linearized adjoint problem: Elastic reverse time migration
The migration operator is the adjoint of the Born modeling operator that maps from reflection data to model perturbation or image. The adjoint operator of the Born operator satisfies ⟨δd,Lδm⟩D=⟨L †δd,δm⟩M,
where † denotes the adjoint of an operator and ⟨·,·⟩ D and ⟨·,·⟩ M denote inner products in the data domain and model domain, respectively. The adjoint of Born operator (equation 11) applied to reflection data can be expressed as (Tarantola, 1984a) 
δm*=L †δd=(∂d∂m) †δd=−(∂S∂mu) †(S−1) †T †δd=−(∂S∂mu) †(S †)−1T †δd,
where T † is the adjoint of sampling operator T. Notice that we used the property (S −1 ) † =(S † ) −1 in equation 16 (Tarantola, 1988) . We adopted the symbol δm * to represent the model perturbation that one can obtain by applying the adjoint operator to data perturbation δd. Evidently, the adjoint operator is not equal to the inverse of the linearized forward operator and therefore, δm * ≠δm. To continue with our analysis, we now introduce the adjoint-state variable p=(S † ) −1 T † δd. The latter satisfies the "adjoint-state equation" corresponding to the state equation 3
where p is the adjoint-state variable of the state variable u, S † is the adjoint wave-equation operator, and T † δd is the adjoint source. The model perturbations or images (equation 16) can be expressed as follows:
or rewritten the implicit inner product over time explicitly
δm(x)*=−∫(∂S(x,t)∂m(x)u(x,t)) †p(x,t)dt=−∫p(x,t)T(∂S(x,t)∂m(x)u(x,t))dt,
where p(x,t) † =p(x,t) T was applied. This is the formulation of RTM with the adjoint-state method (Lions, 1971; Tarantola, 1984a Tarantola, , 1988 Tromp et al., 2005 ). The estimated images for different shots are usually stacked to form a stacked image. The abstract form adjoint-state equation 17 can be applied to the first-order velocity-stress elastic wave equation system 1 (ρI00I) †(∂∂t ) †p−(0DCDT0) †p=T †δd, (20) with zero final condition p| t=T =0 and appropriate boundary conditions. The vector p=(υ,ς) T , where υ=(υ x ,υ z ) T is the adjoint-state particle velocity field and ς=(ς xx ,ς zz ,ς xz ) T is the adjoint-state stress field. The reflection data δd=(δd v ,δd σ ) T act as the adjoint source to the adjoint-state equation. The differential operator is antiselfadjoint (∂/∂x) † =−(∂/∂x). Consequently, one can write the expression D † =−D T . Finally, the adjoint-state equation can be rewritten as follows:
(ρI00I)(−∂∂t )p+(0DCDT0)p=T †δd.
The structure of the adjoint-state equation is slightly different to the structure of the state equation 1. However, the adjoint-state equation can be redefined into a form that resembles the state equation by adopting a transformation of variables (Vigh et al., 2014) p=(I00C)p,
where ˜p=(˜υ,˜ς) T is the transformed adjoint-state variable, ˜υ=(˜υ x ,˜υ z ) T and ˜ς=(˜ς xx ,˜ς zz ,˜ς xz ) T . If we multiply both sides of the adjoint-state equation 21 by the transformation matrix, the adjoint-state equation can be rewritten as follows:
where the adjoint-state equation now has the same structure as the state equation 1. Consequently, the FD code adopted to solve the forward equation system 1 and the Born modeling equation system 13 can be reused to compute the adjoint wavefield in equation 23. The only difference is that the source term is replaced by an elastic tensor scaled adjoint source and the FD steps are in time-reversal mode. After computing the transformed adjointstate variable ˜p, the original adjoint-state variable p can be retrieved by the inverse transformation p=(I00C−1)˜p=(I00C−1)(˜υ˜ς)=(˜υC−1˜ς),
with C−1=(λ+2μ4λμ+4μ2−λ4λμ+4μ20−λ4λμ+4μ2λ+2μ4λμ+4μ20001μ). 
where the over-dot means the time derivative. The interaction of the forward (state variable) and backward wavefields (adjoint-state variable) requires access to the two wavefields at the same time step. However, these two wavefields are computed in the reverse time direction. Naive methods, such as saving either forward or backward wavefield to disk can be used. However, I/O can degrade computational performance for large-scale problems. In our work, we have adopted the source-wavefield reconstruction method (Gauthier et al., 1986; Dussaud et al., 2008) . During the forward simulation of state (source side) wavefield, only the wavefield within the depth of half of the spatial FD operator length on boundaries and the final time snapshots are saved in memory. Then, the state (source side) wavefield is recomputed from the saved wavefield by backward propagation while simultaneously computing the backward adjoint (receiver side) wavefield. This completes the derivation of the elastic Born operator and elastic RTM operator using continuous functional analysis and the time-domain adjoint-state method. Numerical adjointness of the elastic Born and RTM programs We derived the elastic Born operator and elastic RTM operator using continuous functional analysis first and then discretize them. This is the so-called optimize-before-discretize approach (Borzi and Schulz, 2012). One must be careful when discretizing the forward and adjoint operators to guarantee that they truly behave like a forward and adjoint pair. In particular, one needs to be attentive to scaling terms, source-injection strategies, and rules for updating particle velocities and stresses. We adopted the dot-product test to numerically evaluate how close the discretize adjoint operator is to the true adjoint of the forward operator (Mora, 1987; Claerbout, 1992; Le, 2016 err=|⟨δd1,δd2⟩D−⟨δm1,δm2⟩M⟨δd1,δd2⟩D+⟨δm1,δm2⟩M|.
Our code was written in single-precision float data type in C. The relative error of our dot-product test is 10 −3 for a model that consists of 500×500 samples in space and a single shot that consists of 5000 samples in time and 500 receivers.
Elastic least-squares reverse time migration CGLS with adjoint-state method From the above derivation, a properly designed elastic RTM code can be considered equivalent to the adjoint operator of the elastic Born forward-modeling operator. The adjoint operator is an approximation to the inverse operator, in which the Hessian of the linearized inversion problem is replaced by an identity matrix. In other words, the migrated image obtained via the adjoint operator is a blurred version of the true subsurface image. The migrated image, in general, suffers from relative low resolution, unbalanced amplitudes due to geometric spreading and acquisition footprint. Moreover, multiparameter elastic migration will generate crosstalk among different components because different parameters are coupled. To estimate higher resolution images with properly balanced amplitudes and fewer crosstalk and artifacts, the elastic LSRTM is formulated as a quadratic optimization problem, in which one minimizes the following cost function:
where L i is the Born approximation operator for the ith shot, δd i is the reflection data associated to the ith shot gather, δm denotes model perturbation (elastic images), N s indicates the number of shots, and ‖·‖ 2 indicates the ℓ 2 norm of vector. The optimal solution satisfies the condition [∂J(δm)]/∂δm=0. The latter leads to the normal equations (Ns ∑i=1L †iLi)δm=Ns∑i=1L †iδdi, (29) where View Larger Version Algorithm 1. CGLS algorithm. Parameterization For reflection data FWI, P-wave impedance, S-wave impedance, and density are the most suitable parameters to invert for. The latter was confirmed by a detailed radiation pattern analysis for different parameterizations of elastic FWI (Tarantola, 1986) . We parameterized our elastic LSRTM in terms of P-wave impedance perturbation δI p and Swave impedance perturbation δI s . We have preferred to omit the inversion of the density perturbation because it cannot be properly resolved from reflection data (Tarantola, 1986; Lebrun et al., 2001 ). We use the following relationships between elastic parameters:
λ=ρV2p−2ρV2s,μ=ρV2s,Ip=ρVp,Is=ρVs,
in conjunction with total derivatives to write down the following parameter perturbation transformation:
(δλδμ)=(2Vp−4Vs 02Vs)(δIpδIs).
We insert the above parameter transformation into the elastic LSRTM formulation (equation 28). The parameter transformation matrix and its adjoint are incorporated into the CGLS algorithm (Algorithm 1). The change of parameters is similar to adding preconditioning to our system of equations. In our experience, inverting for impedance perturbations leads to an algorithm with faster convergence than inverting for the Lamé parameter perturbations. Preconditioning using multiparameter Hessian The elastic LSRTM implicitly inverts the Hessian operator via CGLS iterations combined with adjoint-state method; i.e., we apply the Fréchet derivative and its adjoint on vectors via the adjoint-state method on the fly in each CGLS iteration. It does not need to form the Fréchet derivative or Hessian explicitly. However, the CGLS algorithm may need a relatively large number of iterations to converge to an optimal solution. Preconditioning of the gradients is important to accelerate the convergence of CGLS and save computational resources. We investigate the structure of the Hessian operator of the elastic LSRTM and use the diagonal of the pseudo-Hessian for preconditioning (Shin et al., 2001a) . The Hessian operator of elastic LSRTM problem can be expressed as
where u i is the source-side wavefield for ith shot, and recall that S −1 is the Green's operator. If the Green's functions are not saved, explicitly computing the Hessian needs N s ·N m forward simulations with N m as the number of model grid points. Using the reciprocity of the Green's function (Tarantola, 1988) , the number of forward simulations needed for explicitly computing the Hessian reduces to N s ·N g , where N g denotes the number of receivers. The diagonal element of the Hessian is the zero-lag autocorrelation of the Fréchet derivative. It accounts for the geometric spreading effect (Shin et al., 2001b) . Explicitly computing the diagonal of the Hessian also requires N s ·N g forward simulations. Shin et al. (2001a) propose to neglect the receiver Green's function to save computation cost. Under this assumption, the Hessian can be simplified to the so-called "pseudo-Hessian":
H=Ns∑i=1(∂S∂mui) †(∂S∂mui). (33)
For multiparameter problem, the Hessian and pseudo-Hessian are blockwise. The pseudo-Hessian for Lamé parameters is given by
HL=(HλλHλμHμλHμμ). (34)
Using the pseudo-Hessian operator expression (equation 33) and the elastic wave equation 1, the diagonal blocks can be expressed as
where the dependence on shot index i of particle velocity field is omitted to avoid notation clutter. The diagonal terms of the pseudo-Hessian (x=x ′ ) for Lamé parameters can be expressed as follows:
Hλλ(x,x)=Ns∑i=1∫(˙σxx+˙σzz)22(λ+μ)2dt,Hμμ(x,x)=Ns∑i=1∫[˙σ2xzμ2+
( 3 6) Using the relationships between elastic parameters and chain rule, the pseudo-Hessian for P-and S-wave impedances is given by HI=(HIpIpHIpIsHIsIpHIsIs)=(2Vp0−4Vs2Vs)(HλλHλμHμλHμμ) (2Vp−4Vs 02Vs).
(37 )
We use the inverse of the diagonal of the pseudo-Hessian for preconditioning. The diagonal terms of the pseudoHessian for P-and S-wave impedances can be expressed as follows:
HIpIp(x,x)=Ns∑i=1∫2V2p(˙σxx+˙σzz)2(λ+μ)2dt,HIsIs(x,x)=Ns∑i=1∫4V2s[˙σ2xzμ2+
( 3 8) The preconditioned version of elastic LSRTM minimizes
where P H denotes the inverse of the diagonal of pseudo-Hessian for P-and S-wave impedances, P T denotes the parameter transformation matrix in equation 31. As discussed in the last section, the parameter transformation matrix P T and its adjoint also play the role of preconditioning to our system of equations. The preconditioned CGLS algorithm (Bjorck, 1996) can be summarized as Algorithm 2. The output of Algorithm 2 is the inverted Lamé parameter perturbations δˆm=(δˆλ,δˆμ) T =P T P H δˆ˜m. And, the inverted P-and S-wave impedance perturbations can be retrieved by (δˆI p ,δˆI s ) T =P −1T (δˆλ,δˆμ) T .
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Algorithm 2. Preconditioned CGLS algorithm.
EXAMPLE S
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The proposed method was tested on two synthetic models: the elastic version of the Camembert model (Gauthier et al., 1986) and the elastic Marmousi2 model (Martin et al., 2006) . All the "observed data" are generated with the time-domain elastic staggered-grid FD method. In other words, we have not committed the so-called "inverse crime" that entails using the linearized Born modeling operator to generate data to test least-squares migration. The same staggered-grid FD code was used for the elastic LSRTM inversion. The C-PML boundary condition was applied on the top of the model. The observed data were assumed to be vector particle velocity fields. Only the direct wave was muted from the data. The data contain internal multiples that are not honored by the linearized Born modeling. In real data applications, the multiples can be attenuated from the data to only keep first-order scattered energy. The code for our numerical examples was written in C and parallelized with message passing interface (MPI).
Elastic Camembert model
The elastic LSRTM is tested on a synthetic elastic version of the Camembert model. This test shows that elastic LSRTM can attenuate crosstalk between P-and S-wave impedance perturbations. Figure 1a and 1b shows the true P-and S-wave velocity models. The velocity anomalies are embedded in two layered models. The velocity anomalies for P and S are in different positions. Density is assumed to be constant (1500 kg/m 3 ). The model has a dimension of 2.5 km in the horizontal axis and 1.5 km in depth with 501×301 grid points. There are 101 shots and 501 receivers that simulate a fixed-spread survey geometry. The shot interval is 25 m, and the receiver interval is 5 m. The shot depth is 5 m, and the receiver depth is 10 m. A 20 Hz central frequency Ricker wavelet is used to simulate an explosive source. The observed data are simulated using our elastic FD code. No other preprocessing was applied to the data except for muting the direct wave. The observed data are shown in Figure 2 . Figure 1c and 1d shows the smoothed background velocity models for elastic RTM and elastic LSRTM. Smoothed models were obtained by convolving the true models with a 2D Gaussian function of 50 m width with standard deviation as half the width. The width of the 2D Gaussian function is approximately equal to the shortest P-wave wavelength. Figure 1e and 1f shows the true P-and S-wave impedance perturbations with respect to the background models. The results of elastic RTM are shown in Figure 3a and 3b. The elastic RTM operator generates high-amplitude lowfrequency artifacts caused by the crosscorrelation of the head wave, diving wave, and backscattered internal reflections. A Laplacian filter (Youn and Zhou, 2001 ) was used to attenuate the artifacts. As expected, there is crosstalk between the P-and S-wave impedance perturbations in the elastic RTM images. Elastic LSRTM (Figure 3c and 3d) not only reduces multiparameter crosstalk but also displays fewer artifacts, properly balanced amplitudes, and higher resolution. To make a fair comparison with the elastic RTM images (Figure 3a and 3b) , the least-squares inverted images were postprocessed by Laplacian filtering. No filters were applied during the inversion process. These results were computed after 82 iterations of elastic LSRTM. The relative data-misfit percentage reduces to approximately 6%. The relative data misfit is defined as ∑Nsi=1‖Liδˆm−δdi‖22∑Nsi=1‖δdi‖22.
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View larger version (42K) View larger version (24K) Figure 4 . Comparison of relative data-misfit convergence curves for elastic LSRTM (blue) and preconditioned elastic LSRTM (red) for Camembert model.
Sensitivity to background model error
We tested the proposed elastic LSRTM using background models with different degrees of spatial smoothing. The setup is equivalent to the setup adopted in the last section (the elastic Camembert model test). We have run our algorithm using background models with increasing degrees of smoothing. The background velocity models were smoothed via 2D Gaussian functions of width W 50, 100, 150, and 200 m. The standard derivation of the 2D Gaussian function equals to its half width. Results for W=50 m smoothing have already been shown in the previous section. We only plot the models and results for smoothing with 100, 150, and 200 m widths. Figure 5shows background models using different levels of smoothing. The comparison of the data-misfit convergence curves of elastic LSRTM using the four background models is shown in Figure 6 . We observe that the level of smoothing of the background models influences the data misfit. The elastic LSRTM for different background models converge to different levels of data misfit. We have compared the results at fixed number of iterations (82 iterations) that all misfit curves have converged. The inverted results are shown in Figure 7 . The quality of the inverted images degrades and more artifacts are present in the images as the level of smoothing increases. 
View larger version

Elastic Marmousi2 model
The proposed method was also tested on a complex elastic model. To this end, we adopted the elastic Marmousi2 model (Martin et al., 2006) . The model consists of a total of 199 layers with a steep anticline fault zone. The size of the original model was reduced to 1001×426 grid points to decrease the turnaround time of our tests. The water layer in the original Marmousi2 model was removed and replaced by a low-velocity layer to simulate a purely elastic model. Figure 8 shows the modified elastic Marmousi2 P-and S-wave velocity models. In the steep fault zone, there are two hydrocarbon reservoirs around depth 500 m that have decreased P-wave velocity and a small change in the S-wave velocity (indicated by the white triangles). This uncorrelated P-and S-wave structures will cause crosstalk in elastic RTM images. We will show that the elastic LSRTM can attenuate the crosstalk. Density is assumed to be constant ( The observed data were simulated with our FD code, and the direct wave was removed from the observed data. The observed data are shown in Figure 9 . Figure 10 shows the smoothed background velocity models for elastic RTM and elastic LSRTM. Smoothing was accomplished by convolving the true velocity models with a 35 m width 2D Gaussian function. Figure 11 shows the true P-and S-wave impedance perturbations with respect to the smoothed background models. From this figure, we can also observe that the P-and S-wave models are inconsistent in the two hydrocarbon reservoirs region at approximately 500 m depth in the steep fault zone (indicated by white triangles). Figure 12 shows the P-and S-wave impedance perturbation images obtained via elastic RTM. The elastic RTM algorithm has successfully imaged the geologic structures. However, the amplitudes of the elastic images are unbalanced. Uncollapsed energy artifacts caused by not having a dense distribution of sources and limited aperture are also visible. Most important, the elastic RTM operator has generated crosstalk between P and S images in the two hydrocarbon reservoir areas because the P-and S-wave velocity structures are different. These problems are caused by the fact that the elastic RTM operator is an adjoint operator as opposed to an ideal inverse operator. The elastic LSRTM ( Figure 13 ) can solve these problems. Results for elastic LSRTM were computed after 98 iterations. The relative data misfit percentage reduces to approximately 40%. The geologic structure of the elastic Marmousi2 model is complex. The data generated by FD modeling contain internal multiples that are not honored by the linearized Born modeling operator. We believe that the latter explains the inability of the algorithm to reduce the data misfit further. The elastic LSRTM corrected the unbalanced amplitudes and suppressed the low-frequency RTM artifacts and artifacts caused by limited aperture. The elastic LSRTM also generates highresolution images. More important, the elastic LSRTM can successfully decouple elastic parameters and suppress multiparameter crosstalk in areas with hydrocarbon traps in the P-and S-impedance perturbation images. These benefits are the result of the embedded de-blurring process that is associated with the inversion of the Hessian operator in elastic LSRTM.
View larger version (82K) Figure 15 . Comparison of relative data-misfit convergence curves for elastic LSRTM (blue) and preconditioned elastic LSRTM (red) for the Marmousi2 model. Figure 14 shows the pseudo-Hessian preconditioned elastic LSRTM after 58 iterations. The relative data misfit also reduces to approximately 40%. The preconditioned version of the elastic LSRTM yielded more amplitude balanced images than the unpreconditioned elastic LSRTM. To finalize our analysis, we also provide Figure 15 in which we compared convergence curves for the unpreconditioned and preconditioned elastic LSRTM. Preconditioning with the pseudo-Hessian has led to a visible improvement in convergence. 
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.CITING ARTICLES
The source type adopted in our numerical examples is an explosive P-wave source that imitates an air gun or a dynamite source. A different type of source could have been implemented in the proposed elastic LSRTM. For example, a vertical force source term could have been implemented in our FD code to simulate a vibroseis source. For land seismic acquisition, the recorded data can contain multicomponent or single vertical component observations. In the single-component case, one should use the vertical component and use a sampling operator to exclude the horizontal component. Clearly, multicomponent vector data are preferable than the single vertical component data. The horizontal component will help to resolve the S-wave impedance perturbation because it primarily captures converted modes. Recording long-offset vertical component data containing converted S-wave energy will contribute to resolve the S-wave impedance perturbation as well. Applying elastic LSRTM to field land seismic data requires having high-quality data and access to accurate background models for P-and S-wave velocities. The proposed elastic LSRTM method also can be applied on marine seismic data. The staggered-grid FD modeling code used for elastic solid media can be used for acoustic fluid media as well. In this case, one can set the S-wave velocity to zero, and no particular treatment is needed for the solid-fluid interface (Virieux, 1986) . In acoustic fluid media, the inverse elastic tensor C −1 in equation 24 is replaced by the pseudoinverse of C (Albertin et al., 2016). Conventional wide-aperture marine streamer pressure data can be used in the proposed elastic LSRTM. However, the normal stress fields simulated by the elastic wave equation need to be transformed to pressure field (Vigh et al., 2014) . It is clear that modern multicomponent ocean-bottom cable data can resolve the subsurface elastic images better than the streamer data. 
CONCLUSI ON
.CITING ARTICLES
Elastic LSRTM is formulated as a linearized elastic waveform inversion problem. The inversion is parameterized in terms of P-and S-wave impedance perturbations. The formulations of elastic Born approximation operator and elastic RTM operator are derived from the time-domain continuous adjoint-state method. The adjoint-state equation system is the same as the state-equation system. The only difference is the replacement of an explosive source to an adjoint source. After developing the functional formulations for our forward and adjoint operators, we have discretized the elastic Born and RTM operators. The numerical discretized versions of the two operators pass the dot-product test. This allows us to use the CGLS algorithm for solving the least-squares optimization problem. The Hessian is implicitly inverted via the adjoint-state method combined with CGLS algorithm. We investigated adopting the diagonal of the pseudo-Hessian operator to precondition the elastic LSRTM and thereby to accelerate its convergence. The elastic LSRTM produces high-resolution images with fewer artifacts and more balanced amplitudes than elastic RTM. More importantly, elastic LSRTM can reduce crosstalk artifacts between P-and S-wave impedance perturbations that are present in elastic RTM images. In essence, the off-diagonal elements of the Hessian operator are attenuated by the inversion process. The pseudo-Hessian preconditioning operator adopted in our work not only accelerates the convergence of the elastic LSRTM but also improves the overall amplitude response of our images. 
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