does show its superiority, compared to GCMs, in depicting a good regional terrain including the Tibetan Plateau, the Sichuan Basin and the Qilian Mountains.
Introduction
Numerical modeling is one of the most effective tools for climate change researches. There are more than 40 global models participating in the Coupled Model Intercomparison Project phase 5 (CMIP5) (Taylor et al. 2012 ) which provides a large number of climate simulations. Compared to the previous exercise CMIP3, the ability of simulating historical climate at global scale has been largely enhanced (Taylor et al. 2012; Sperber et al. 2013) . However, the ability of simulating climate at regional scale is still poor, in particular for rainfall Jiang et al. 2015) .
China, located in the East Asian monsoon area, is one of the regions in the world possessing large climate variability. A complex surface topography also increases the difficulties for GCMs to accurately simulate the regional climate (Sperber et al. 2013) . The main reason arises from their low spatial resolution, not capable of considering regional scale forcing, such as the complex terrain. The heterogeneity of surface conditions generally makes regional climate simulations unreliable. This is particularly true for the Tibetan Plateau and the surrounding areas (Mannig et al. 2013 ). To get higher-resolution and good-quality data, downscaling is indispensable (van Vuuren et al. 2011; Gao et al. 2010; Chen et al. 2011a; Jiang et al. 2012; Guo et al. 2012 Guo et al. , 2014 .
The technique of dynamical downscaling generally consists of using a high-resolution regional model nested into global models. It ensures a complete coherence among different variables. With a refined terrain, the capability of the regional model in simulating local weather and climate can Abstract A dynamical downscaling is performed to improve the regional climate simulation in China. It consists of using a variable resolution model LMDZ4 nested into three global climate models (GCMs): BCC-csm1-1-m, FGOALS-g2 and IPSL-CM5A-MR, respectively. The regional climate from different simulations is assessed in terms of surface air temperature and rainfalls through a comparison to observations (both station data and gridded data). The comparison includes climatic trends during the last 40 years, statistical distribution of sub-regional climate, and the seasonal cycle. For surface air temperature, a significant part of the improvement provided by LMDZ4 is related to the effect of surface elevation which is more realistic in high-resolution simulations; the rest is related to changes in regional or local atmospheric general circulation. All GCMs and the downscaling model LMDZ4 are, more or less, able to describe the spatial distribution of surface air temperature and precipitation in China. LMDZ4 be significantly improved (Giorgi et al. 2004; Frei et al. 2006) . Based on this dynamical downscaling methodology, a few investigations on regional climate over China have been reported (Shi et al. 2011; Zhang and Shi 2012; Gao et al. 2012a; Wang and Yu 2013) . However, there is still a lack of downscaling studies with multi-model global forcing, obviously due to the large demand on computer resources.
An alternative to the limited-area modeling is to generate regional climate information with variable-resolution (zoomed) global atmosphere general circulation models, the higher-resolution domain being put over the region of interest (Deque and Piedelievre 1995; Goubanova and Li 2007) . Such a global model can also work as a traditional limitedarea model if the whole globe outside the interested domain is considered as buffer zone which is driven by re-analysis data or 6-h outputs of global ocean-atmosphere coupled models. Such a regional configuration apparently wastes computer resources, the buffer zone where nudging takes place covering the whole globe. But this over-consumption is generally tolerable, since the number of model grids outside the interested domain is relatively limited if the zoom is appropriately designed. The advantage of this regional modelling approach resides in its general universality for different regions on Earth. LMDZ4, developed in the Laboratoire de Météorologie Dynamique, France, is a variable-grid GCM with the possibility of zooming and nudging. Many applications have been reported for different regions of the world: the Mediterranean (Li 2006; Rojas et al. 2013; L'Hévéder et al. 2013; Vautard et al. 2013 ); South America (Carril et al. 2012; Solman et al. 2013) . Regional applications were also reported over East Asia (Zou et al. 2010; Chen et al. 2011a) .
As part of the Coordinated Regional Climate Downscaling Experiment (CORDEX) project (Giorgi et al. 2009 ), we simulate and analyze regional climate change signals over China under different scenarios. The particularity of our study is to use LMDZ-regional to conduct an ensemble of climate downscaling simulations with outputs of many global models (three when the paper was written). Simulations cover present day and future (2006-2100) for RCP4.5 and RCP8.5 IPCC scenarios (Taylor et al. 2012) . We hope that the multi-model ensemble approach allows us to deal with the issue of uncertainty by examining the spread of results.
In this paper, we describe results from LMDZ4 nested into three CMIP5 global simulations. Section 2 describes the model and data used. In Sects. 3.1-3.3, the simulation performance between global models and their counterparts after downscaling is compared. Section 3.4 presents a simple off-line bias-correction method applied to surface air temperature, by revising the surface elevation in global models and LMDZ4. We believe that this correction, directly related to surface terrain, is meaningful for impact studies that might need high quality in surface air temperatures. Since there is no simple methodology allowing a bias correction for precipitations, the added value of regional simulations is much clearer for precipitations.
Model description and data
LMDZ4 used in this study (Le Treut et al. 1994; Li 1999) , is zoomed in East Asia (zoom center at 30°N/110°E, coverage 5°-55°N, 85°-135°E). There are 120 × 120 latitude and longitude grids and 19 layers in the vertical. The spatial resolution inside the zoom is approximately 0.6° × 0.6°. The driving forcing is added through a relaxation procedure. We put a long (10 days, but not infinite, to be comparable with other simulations using this historical set-up) relaxation time scale inside the zoom, while the relaxation time scale is 1.5 h outside. The use of two distinct relaxation time scales inside and outside implies that the model runs almost freely inside the zoom, whereas it totally follows the forcing outside the zoom. This operation (a long but finite time scale inside the zoom) has some similarities with the concept of spectral nudging commonly used in limited-area models for climate downscaling. But our nudging effect is very weak, and we just interpolate (with a bilinear algorithm) global fields into the regional grid without performing any scale filtering. The main physical processes used in the model correspond to the atmospheric component of the IPSL-CM5A coupled model, as described in Hourdin et al. (2006) and Dufresne et al. (2013) .
The three global climate models (GCMs) that we used as drivers are all from the fifth Coupled Model Intercomparison Project (CMIP5) (Taylor et al. 2012) . BCC-CSM1.1-m is the climate system model developed by the China Meteorological Administration, National Climate Center ). FGOALS-g2 was developed by the Institute of Atmospheric Physics, State Key Laboratory of Numerical Modeling for Atmospheric Sciences and Geophysical Fluid Dynamics (IAP-LASG), China ). FGOALS-g2 was obviously improved in many aspects in comparison with early versions of FGOALS Yu et al. 2013) . The performance of the two models has been evaluated in Zhou et al. (2014) . IPSL-CM5A-MR is the last version of the global climate model developed by IPSL (Institute Pierre-Simon Laplace), France, taking part in different CMIP exercises. It generally gives a good performance at global scale or in East Asia (Chen et al. 2011b ). The three selected models are quite representative of the climate modelling community. They are considered as suitable for studies of Southeast Asian climate, consensus obtained from many published works on global models evaluation (Sperber et al. 2013; Kitoh et al. 2013; Zhou et al. 2014; Jiang et al. 2015) . LMDZ4 used in this study is the atmospheric circulation module in IPSL-CM5A-MR, but with different horizontal and vertical resolution.
LMDZ4 is used in its regional configuration, its main variables being nudged to 6-h outputs of GCMs. It is actually used as a traditional limited-area model with the whole globe as buffer zone that receives outputs of GCMs. The nudged variables include zonal wind, meridional wind, temperature and specific humidity, with a time interval of 6 h. The SST and sea ice prescribed as surface boundary conditions in the simulation are also from GCMs. The effective time period covers 1961-2005. Our downscaling approach is the largely used one-way nesting technique, which means that there is no feedback to GCMs from the regional model. Results after downscaling are referred to as LMDZ/BCC, LMDZ/FGOALS and LMDZ/IPSL in this paper.
For the purpose of model assessment, daily temperature and rainfall at a few meteorological stations in China are used. They are quality checked and homogenized as described in Xu et al. (2009) and Chen et al. (2010) . These two data sets are available with a resolution of 0.5° × 0.5°, for the same time period of model runs. The topography of meteorological stations is provided by China Meteorological Administration (CMA). Main characteristics of models and observed data sets are listed in Table 1 . The original resolution of models is preserved in the following analysis. Figure 1 shows the spatial resolution and surface height in different models (LMDZ, BCC, FGOALS and IPSL) in East Asia. The region roughly follows a three-step 3 Results and analysis
Temperature and precipitation mean climatology
Surface air temperature will be first assessed. By examining the surface air temperature among the three global models and their counterparts after downscaling, we can see that all of them are well consistent with the observation. Temperature in China is strongly affected by terrains (as shown in Fig. 2 ). For example, the observational temperature around the Sichuan Basin is approximately 15 °C or more, which is evidently higher than the surrounding areas (roughly 12-15 °C). Compared with observations, GCMs reproduce well the patterns of temperature decrease from south to north (Fig. 2) . The pattern correlation coefficients between simulated and observed annual-mean temperature are 0.94, 0.92 and 0.96, respectively, for BCC, FGOALS and IPSL (as shown in Fig. 2a) . The root-mean-square errors (RMSE) are 3.4, 4.7 and 2.3 °C, respectively (Fig. 2b) . However, GCMs show a weak skill of simulation in the Sichuan Basin. This is particularly true for FGOALS which does not show the warm center at all. The downscaling results show a significant improvement for the Sichuan Basin and other mountainous regions. The high-value center in the Qaidam Basin and the low-value center in the Qilian Mountains and the Tarim Basin are obviously better achieved after downscaling than those in GCMs. This improvement is a direct consequence of the higher-resolution terrain and consistent with previous works (Deque and Piedelievre 1995; Gao et al. 2010; Shi et al. 2011; Mannig et al. 2013) . Similarly, topographic structures of LMDZ4 are very well reflected in the temperature patterns, much better than in GCMs. The pattern correlation coefficients between downscaled and observed annualmean temperature are increased to 0.98, 0.97 and 0.98, respectively, for BCC, FGOALS and IPSL. The RMSE are decreased to 2.6, 3.6, and 2.0 °C, respectively.
Precipitation is another important climate variable to evaluate. China experiences a typical monsoon climate and large rainfall variability in both space and time. As revealed in observation data (Fig. 3) , the annual mean precipitation in China decreases from the Southeast coast to the Northwest. In East China, the 3 mm/day rainfall intensity reaches 32°N. The three GCMs can basically depict the main characteristics of rainfall distribution with a gradual decrease from east to west, but important biases can be noted. The spatial pattern correlation coefficients between simulated and observed precipitation are of 0.61, 0.59 and 0.62, respectively, for BCC, FGOALS and IPSL (as shown in Fig. 3a ). The RMSE are 1.19, 1.15, and 1.21 (mm/day), respectively ( Fig. 3b) . In BCC and IPSL, the simulated precipitation in Southeast of the Tibetan Plateau is stronger than observation, while much less in Southeast China and the Sichuan Basin. FGOALS simulates more precipitation on the Tibetan Plateau and in the Sichuan Basin. These precipitation defects are common in GCM simulations with coarse resolution (Li et al. 2011; Chen et al. 2011b; Jiang et al. 2012) .
After downscaling, there is a significant improvement in the regions mentioned above. In particular, a highvalue center in the Qilian Mountains has been reproduced as the observation shows. The pattern correlation coefficients between downscaled and observed precipitation are increased to 0.67, 0.65 and 0.69, respectively, for BCC, FGOALS and IPSL. The RMSE are decreased to 1.03, 0.98, and 1.16 (mm/day), respectively. Both LMDZ/BCC and LMDZ/IPSL reduce the wet biases around Northeast China and the Tibetan Plateau. LMDZ/FGOALS also improves the simulated ability in east of the Tibetan Plateau. Moreover, the dry bias of GCMs in Southeast China has been reduced after downscaling.
We examine furthermore models performance in different months of the year. Figure 4 displays the spatial correlation coefficient and RMSE in function of month. For surface air temperature (Fig. 4 panels a, c) , the correlation coefficient is generally smaller in summer than in winter; the RMSE does not show large variation during the year. There is a general improvement in regional simulations than in global models. FGOALS seems the less skillful for the two parameters. For precipitation (Fig. 4 panels b, d) , both the correlation coefficient and RMSE are smaller in winter than in summer, due to the fact that this region is generally dry in winter and wet in summer.
In summary, the dynamical downscaling shows a significant improvement in the spatial distribution of both temperature and precipitation. The main patterns of temperature and precipitation over China are well depicted in the downscaling simulations. This is mainly due to a detailed terrain present in LMDZ4 for the Tibetan Plateau, the Sichuan Basin and the Qilian mountains.
Climatic trends
The long-term trend of a climate variable can be calculated with a simple linear regression. It consists of calculating the regression coefficient of the climate time series (temperature or precipitation) against a regularly increasing time series {t = 1, 2,…, n}. where r x denotes the correlation coefficient between the two time series, σ x , σ t are their respective standard deviation. The statistical significance of r x can be calculated by a t test.
The global climate was dominated by a warming trend in the twentieth century (Taylor et al. 2012 ). Figure 5 shows the spatial distribution of the trend evaluated from 1961 to 2005 with the annual-mean temperatures, for observations and different models respectively. Observational field presents an increasing trend of temperature in most of the country. The temperature increases much faster in the north than in the south. The warming rate in South China is lower than 0.2 °C (10a) , with stronger intensity in Inner Mongolia, Northeast China and east of the Tarim Basin. The observed temperature pattern is almost reproduced in the global models of BCC and FGOALS, but the amplitude
is much lower than that in observation, and the high-value centers are not well depicted. The spatial distribution given by IPSL is characterized by over-estimated values in South China. Meanwhile, the significant warming in Northeast China does not appear. After downscaling, the spatial patterns of trend in the three models are more precisely displayed. The spatial distribution of lower-in-the-south and higher-in-the-north is more consistent with observation. But the warming rate is larger in simulations than in observation, particularly in Northeast China, where the warming rate exceeds 0.6 °C (10a) −1
. Simulated trends in central and South China in LMDZ/BCC and LMDZ/IPSL are also higher than their counterparts in observation.
Observed trend of annual-mean precipitation from 1961 to 2005 shows a decrease over North China, but an increase in the middle and lower reaches of the Yangtze river and in the coastal areas of South China (as shown in Fig. 6 ). This result is in a general agreement with previous studies which show a contrasting pattern of precipitation trend in East China: wet in the south and dry in the north (Zou et al. 2010) .
The ability of models in simulating precipitation is generally weaker than that in simulating surface air temperature. Simulated trend for precipitation is still far from realistic, although the situation for temperature is more consistent with observation (shown in Fig. 6 ). Results from different GCMs all revealed a sharp increase in North China, but a decrease in the Yangtze-Huaihe river basin, especially for FGOALS and IPSL, which are almost contrary to the observation. Compared to the previous exercise in CMIP3, the ability of simulating interannual variability and seasonal cycle of East Asian summer monsoon has been largely enhanced in CMIP5 (Sperber et al. 2013; Flato et al. 2013 ). However, for rainfall, there are still important uncertainties and differences among GCMs (Jiang and Tian 2013; Zhang et al. 2013) .
After downscaling, all the three models show a gradually decreasing trend of precipitation in North China, but still significantly different from observation. LMDZ/IPSL reproduces the increasing trend in the Yangtze-Huaihe drainage basins. It performs much better than IPSL, its counterpart of global models.
Figures 5 and 6 show an obvious advantage for LMDZ4. The regional simulations are closer to each other than to the respective driving GCMs. For example, the three downscaled simulations show a meridional gradient of warming in line with observations, while the driving GCMs miss it completely (Fig. 5) . Similar phenomenon for the precipitation trends (Fig. 6) . Trend patterns in the regional runs are generally different from those in GCMs, but closer to each other. That is because, in our experiment, LMDZ4 conducts quite freely inside the target area (5°-55°N, 85°-135°E) with very weak forcing from GCMs. The relaxation time scale is 10 days inside the entire zoom. This corresponds to a week nudging used in some limited-area models. So the , stippling indicates areas where the trend is statistically significant at the 95 % confidence level) three downscaled simulations are more resemblant to each other than to their respective driving GCMs. Based on the above comparative studies before and after the downscaling, there is an impressive ability for temperature, but feeble skill in GCMs for the simulated precipitation. Moreover, for both surface air temperature and precipitation, the good regions for climate means are not necessarily the good areas for trends.
Validation in sub-regions
Due to significant regional differences of climate in China, it is useful to divide China into a few sub-regions. The regional division is shown in Fig. 1a for six sub-regions, reflecting the increasing continental characteristics of climate from east to west, as well as the south-north gradient and the main orographic features. The sub-regions are Northeast China (NE), North China (NC), Yangtze river basin (YZ), Southeast China (SE), Southwest China (SW) and Northwest China (NW).
Unlike for long-term trend, it is not relevant to compare simulated sequences against observed ones, especially for the interannual time scale. However, it is adequate to compare their statistical behaviors from each other. Figure 7 shows such statistical properties (in the form of box and whisker plots) of annual-mean temperature during the period 1961-2005. Each panel shows the area average of the corresponding sub-region.
On the whole, the medians (quantity separating the higher half from the lower half of the distribution) of GCMs and downscaling runs are generally smaller than that of the observation, which indicates a cold bias in most regions, except in NC and SE. In NE, NW and SW, the median temperatures in downscaling runs are more accurate than those in GCMs. The median temperatures in downscaling runs in NE, YZ and SE are closer to observation than those in other sub-regions, and the median biases are smaller than 2 °C. We can however see that, the minimum and maximum values (represented by the whiskers) in simulated temperatures do not show significant changes after the downscaling.
Compared to temperature, rainfall in the dynamical downscaling simulation has a more obvious positive effect (Fig. 8) , especially in NE, NW and SW. The wet biases in GCMs over most areas range from 20 to 100 %, with some areas exceeding 150 %. The downscaled rainfalls have a reduced bias in median values. Both GCMs and regional simulations have a wet bias in west areas with complex terrain. Earlier studies have shown that the reason lies within the upwind effect, which is even stronger with a better-resolved topography (Mannig et al. 2013 ). It should be noted that rainfall simulation in climate models is still an issue of grand challenge, since there are many processes controlling the macro-properties and microphysics of clouds and precipitations, but missing in current parameterizations. Moreover, the lack of a high-quality and high-resolution observed rainfall dataset contributes to the persistency of uncertainties in models, and makes models evaluation a very challenging issue (You et al. 2012) .
China, strongly affected by the East Asian Monsoon, presents a strong seasonal cycle in both temperature and rainfall. Therefore, it is necessary to evaluate the simulation capacity of GCMs and downscaling models in terms of seasonal changes. Figure 9 shows the seasonal cycle of temperature in different regions from observation, GCMs and downscaled simulations respectively. It can be learned that, the maximum temperature difference between summer and winter appears in Northeast, approaching 40 °C. The primary cause is its high-latitude location, where under the control of the Siberia cold high-pressure in winter, the temperature is as low as −20 °C, while in summer it exceeds 20 °C because of the East Asian summer monsoon. In North China, models present a relatively small deviation. They are close to the observation. All the simulated temperatures in the Yangtze river basin are higher in summer and lower in winter than the observation. Southeast China has a similar situation except that the temperature in LMDZ/FGOALS has a cold bias all year round. Temperatures among most models in Northwest and Southwest are lower throughout the year, except for some models (LMDZ/BCC and LMDZ/IPSL) showing higher temperature in summer. All downscaled results are closer to observation than GCMs. For all sub-regions, whatever GCMs or downscaled simulations, September and October show the best performance.
For precipitation, the seasonal cycles from different regions show a broad range of characteristics (see Fig. 10 ). A common behavior is, however, that rainfalls peak in summer for all sub-regions. Northeast and North China show the most remarkable seasonal cycle with peaks in July, accompanied with rapid transitions in June and August (Fig. 10 , NE and NC). All simulations seem able to reproduce such characteristics in these two regions. But they have a general dry bias in summer, while a wet bias in other In the Yangtze river basin, the observed precipitation peaks in July, while all GCMs and downscaled maxima appear in May with an advance in phase (except for Fig. 9 , but for precipitation (mm/day) IPSL), and precipitation intensity is weaker in summer, autumn and winter, but stronger in spring. In Southeast China, precipitations peak in June, but most simulations show a phase shift to July or a too-broad distribution from May to August. Precipitation amounts in all simulations are generally smaller than the observed values (see Fig. 10 SE) .
The mountainous regions in Southwest and Northwest China (Fig. 10 , SW and NW) with their complex terrain show large differences for each model throughout the year. All the models overestimate precipitation in these two regions, while the three downscaling simulations show significant improvements. This is particularly true for the model FGOALS running with a lower resolution.
To quantify the above comparison, we calculate the correlation coefficient and the RMSE for each curve in Fig. 10 with their counterpart from observation (black curve in Fig. 10 ). Results (Table 2) show that there is a general improvement from GCMs to regional simulations in terms of RMSE, but not always correlation coefficient. This means that LMDZ-regional has a better mean climatology, but its seasonal match, controlled by GCMs, is not ameliorated. We also observe the same results for the surface air temperature (mean climatology improved, but not the seasonal match itself; results not shown).
In summary, models show different performances in different sub-regions. Consistent with previous studies (Zhou and Li 2002; Chen et al. 2011a; Jiang and Tian 2013) , most GCMs have a poor skill in terms of precipitation in West China (especially the Tibet Plateau). Encouragingly in our study, for both temperature and precipitation, the dynamical downscaling simulations are generally closer to observations. Among the three GCMs, the downscaling simulation from FGOALS shows the most obvious improvements. For both temperature and rainfall, the superiority of dynamical downscaling is deeply dependent on topography. Especially over the complex terrain in China, the dynamical downscaling has a more powerful capacity than GCMs.
Orographic effects
Our previous analysis shows clearly that a dynamical downscaling gives important improvements in complex-terrain regions in Southwest and Northwest China. The observational data at meteorological stations can be regarded as the "ground truth", which help us to examine GCMs and downscaling performances in more details. We select 25 stations covering the transition from wet coastal regions to dry inland areas (see Fig. 11 ).
It can be seen that almost all elevations in GCMs and LMDZ4 are higher than the real elevation. This is due to the fact that terrain in models is of mean topography, but meteorological stations are generally located in valleys or low-land areas. The terrain height deviations (see ∆EL, simulations minus observations) for stations in West China are generally larger. For most stations with low altitude in East China, the surface height in LMDZ4 is closer to observed elevation than GCMs (as shown in Table 3 ).
By comparing temperatures from GCMs and downscaled simulations, it is found that the average temperature bias at the 25 stations is reduced after downscaling, with Fig. 11 Geographic positions of the 25 representative stations in China absolute value 2.53 °C in GCMs against 1.13 °C in downscaled simulations, except for Fuzhou, Xichang, Kunming and Urumqi (see ∆T). Bias of simulated temperature is usually proportional to the increase of local height. The accuracy of temperature simulation depends on altitudes (Zhao et al. 2008) .
To investigate quantitatively the topographic effects on simulated temperature, we perform a topographic correction, in a similar way as used in a land-data-assimilation system (Cosgrove et al. 2003) . Temperatures from models at each station are adjusted with the following algorithm:
where T cor is the temperature (°C) after correction, and T sim the simulated one (°C) before correction; µ is the lapse rate (2) T corr = T sim + µ�H (assumed to be 0.65 °C/100 m), and ∆H the difference of elevations (m) between models and the true topography.
Corrections from GCMs and regional simulations are all shown in Table 3 (∆T-cor). For GCMs, the absolute value of temperature bias after topographic correction is reduced to 1.09 °C (against 2.53 °C before correction). The temperature bias of the regional simulations is 1.13 °C. The bias becomes 0.98 °C if the same bias correction is applied. It is evident that, for temperature, the topographic correction plays a role in GCMs as well as in the dynamical downscaling simulations. This correction leads to temperatures closer to the observation. From ∆T and ∆T-cor, we can also observe that, in western high-altitude stations like Lhasa, Xi'an, Lanzhou, Xining, Yinchuan with strong biases in GCMs, the effects of topographic correction are Table 3 Weather stations details: EL (m) is the elevation of station; ∆EL (m), ∆T (°C) and ∆Pr (%) are the differences of model elevation, simulated temperature and precipitation with the true terrain, observed temperature and precipitation, respectively ∆T-cor (°C) is the same as ∆T (°C), but for topography-corrected temperature. GCM-ave stands for the average of BCC, FGOALS and IPSL, RCM-ave stands for the average of LMDZ/BCC, LMDZ/FGOALS and LMDZ/IPSL. Figures in bold in the regional simulation columns indicate improvement compared to their counterparts in global models also more spectacular than that in eastern low-altitude stations like Harbin, Shenyang, Chifeng, Jinan, Nanjing, etc.
In agreement with previous studies, our results confirm that the simulated temperature is highly dependent on altitude of model grids and on complexity of model topography. This general behavior should be primarily taken into account for any applications of model outputs to studies of climate change impacts.
For precipitations, Table 3 shows that GCMs generally have over-estimations at stations in wet basins in the east, but under-estimations along the western mountain ranges. The average precipitation bias for the 25 stations is reduced after downscaling, with a relative error of 35.8 % in GCMs and 28.2 % in regional simulations. The amelioration provided by the dynamical downscaling is furthermore revealed different for east and west regions. Some highaltitude stations like Lhasa, Lanzhou, Xining, Yinchuan and Yushu, with serious wet bias in GCMs, have the most significant amelioration after downscaling. Table 3 also reveals that the simulated precipitation deviations are relative to the elevation of stations for both GCMs and downscaling simulations, the higher elevation the larger deviation. Unlike the surface air temperature that can be partly corrected by considering the terrain height, precipitation cannot be simply corrected without considering changes in the regional or local atmospheric general circulation (Tippett et al. 2003) .
Since surface air temperature and precipitation are strongly controlled by atmospheric circulation, their amelioration in downscaling simulations should be accompanied with amelioration in atmospheric dynamic fields, such as wind and geopotential height (GHT). Figure 12 (left two panels) shows geopotential height at 500 hPa and winds at 850 hPa, as depicted in ERA-Interim, for summer and winter respectively. Mean biases of GCMs (middle) and downscaling simulations (right) are also shown. For both summer and winter, there is some resemblance between GCMs and downscaling simulations, due to the nudging relationship between them. This resemblance is found larger in winter than in summer, which can be explained by the fact that winter climate in the region is much more controlled by large-scale circulation in comparison to summer regional climate. Many regional events can develop in summer without necessarily a corresponding large-scale structure, especially when convection is dominant.
Let us now examine further the summer situation. The GCMs bias is consistent with a general imperfection in many models, with a too-strong south wind system in East China, making the summer monsoon too much Inland. This bias is largely reduced in downscaling simulations. We believe that the amelioration of atmospheric circulation in the downscaling simulation brings a significant improvement for both surface air temperature and precipitation. In summary, because the downscaling model LMDZ4 has a higher resolution and a more accurate representation of the underlying terrain, surface air temperature is generally better in LMDZ4 than in GCMs. The topographic correction plays a role in GCMs as well as in the dynamical downscaling simulations. However, the orographic effect is not the only reason why the dynamical downscaling performs better, the amelioration of the atmospheric general circulation at regional or local scale certainly plays its role.
Our results are consistent with those presented in Gao et al. (2006) who studied the performance of a limited-area climate model running over East Asia, in function of different model horizontal resolutions. They also tried to isolate the topographic effect from that of the resolution. They showed that the first contributor for a better simulation of precipitation in East Asia is the increase of model resolution. This resolution effect is more important than that from a better description of the surface topography which is only a second contributor.
Summary and conclusion
Three global models, BCC-csm1-1-m, FGOALS-g2 and IPSL-CM5A-MR, were used to drive a variable grid atmospheric general circulation model LMDZ4, to produce an ensemble of dynamical downscaling simulations in East Asia. Simulations cover the present-day period . The research in this study is, primarily, of practical significance for developing and validating suitable regional climate model system in eastern China. The performance of GCMs and downscaling simulations has been evaluated in terms of precipitation and surface air temperature in China. We compared their mean climatology and long-term trend.
In general, GCMs and downscaling models are all able to reproduce the main spatial patterns of temperature and precipitation over China. Compared to GCMs, the intensity and location of simulated temperature and precipitation from LMDZ4 are closer to observations. The spatial pattern correlation coefficient calculated for the annualmean temperature varies from 0.92/0.94 in GCMs to 0.97/0.98 in downscaling simulations. The same indicator for rainfall varies from 0.59/0.62 to 0.67/0.69. The root mean square errors also significantly decrease from GCMs to regional simulations for both temperature and precipitation. The downscaling with FGOALS exhibits the most significant improvement, compared with BCC and IPSL. This is due to the fact that FGOALS has the lowest spatial resolution and the downscaling shows its most visible added-value.
For long-term trend from 1961 to 2005, a general warming is observed over China with minimum amplitude near the coasts and stronger amplitude inland. All GCM and regional simulations catch the warming trend. But the spatial patterns are not always consistent with the observed one. For rainfall, there is a dipole structure in East China: wet conditions in the south and dry conditions in the north. This structure does not seem to be reproduced, neither in GCMs nor in regional simulations. We note however that the three regional runs present some similar structures, although their counterpart in GCMs is quite different: dry in Northeast China and South China, but weak wet conditions in North China. Simulation in precipitation tendency was inferior to that in temperature. Deficiency in the trend simulation has received more and more concerns in climate models currently (Wang and Yu 2013; Dong and Zhou. 2013) . That requires the comparison of multi-GCM or RCM ensembles (Gao et al. 2012b) . The CORDEX project which we are taking part in will help to understand uncertainties of climate changes including both historical period and future projections (Giorgi et al. 2009 ).
We also divided China into six sub-regions and investigated the statistical properties of regional-mean temperature and precipitation. Results are displayed in the form of box-and-whisker plots allowing us to evaluate the median values and the extrema (minimum and maximum). For both temperature and precipitation, medians seem improved from GCMs to downscaling simulations; but the range of extrema does not show significant changes.
Seasonal evolution for the six sub-regions is examined and compared to observations. We did not observe an obvious improvement in terms of monthly correlation coefficient. But the RMSE is generally ameliorated in the downscaling simulations, for both surface air temperature and precipitation.
We believe that the good general performance of downscaling simulations resides (partly at least) in their higher resolution and the good representation of the terrain. We select 25 representative stations to validate simulations. The terrain in downscaling simulations is closer to the real topography; deviations of both precipitation and temperature are reduced. We also developed a simple algorithm of topographic correction to ameliorate surface air temperature at station level. It is primarily destined to provide relevant information for climate impact studies. But it goes to the idea that a refined description of the terrain was one of the vital factors leading to the superiority of downscaling simulations (Giorgi et al. 2004) . Unfortunately, there is no simple algorithm possible of terrain correction for precipitation.
This paper mainly focuses on the added-value of LMDZ4 in its regional configuration in comparison to its drivers, outputs from GCMs. It is worth to note that other validation works of LMDZ4 over East Asia were also reported with re-analyses (ERA-40 or ERA-Interim) as drivers (Zou et al. 2010; Yang et al. 2015) . Such simulations, in the "perfect boundary condition" mode, did show a good model performance of LMDZ4 in capturing both the sign and magnitude of temperature and precipitation anomalies.
An inter-comparison is planned for our next works to understand errors in regional simulations and attribute them to imperfections in either large-scale boundary conditions or physical parameterizations in LMDZ4. Finally we need to point out that the lack of a reliable observation dataset also contributes to uncertainties for evaluating high-resolution climate models.
