We first compute three-point open Gromov-Witten numbers of Lagrangian torus fibers in toric Fano manifolds and show that they depend on the choice of three points, hence they are not invariants. Then, we find a sufficient (but restrictive) condition on a family of chains on a Lagrangian submanifold which enables invariant countings of holomorphic discs. This condition is equivalent to being a homology cycle of the coalgebra, which is the anti-symmetrized version of A∞-algebra by Fukaya, Oh, Ohta and Ono. We call this homology the big Floer cohomology, and we show that under some restrictions, the count of holomorphic discs intersecting cycles (in symplectic manifold) at fixed interior marked points, and intersecting a big Floer cohomology cycle at the boundary is invariant under various choices ( except for the choice of the complex structure). For the case of the Clifford torus, we obtain a generalized count of holomorphic discs intersecting three cycles at the boundary.
Introduction
In this paper, we first show two examples which illustrate a fundermental difference between counting closed J-holomorphic curves (Gromov-Witten invariants) and counting open J-holomorphic curves("open Gromov-Witten invariant") in the case of toric Fano manifolds. Let M be a toric Fano manifold, and L be a Lagrangian submanifold which is a fiber of the torus action. In the first example, we explicitly compute the 3-point open Gromov-Witten number of L, which counts holomorphic discs intersecting generic three points in L at the boundary of the discs. The computation shows that in fact such a count depends on the choice of 3 points on L, hence the count can not be considered as an invariant. But in the corollary 6.3, for the case of the Clifford torus, we find an alternative counting by adding up different counting numbers to 3-point intersection number.
In the second example, for the Clifford torus in CP n , we compute the count of J-holomorphic discs intersecting a point at the boundary and intersecting a hyperplane at the interior of the disc. This example also shows that the count depends on the choice of a hyperplane. Hence, "open-closed Gromov-Witten invariant" is not well-defined in this case (at least in the usual sense). In this case also, we explain how to define an invariant number by summing up a different counting number to it.
In the rest of the paper, we generalize this idea by finding a sufficient condition on a family of chains to be intersected at the boundary of discs to have an invariant counting. In this counting, instead of counting the holomorphic discs of a given Figure 1 . bubbling off a disc andd homotopy class, we considers a combination of intersection problems of holomorphic discs, and find a condition that this sum becomes invariant under the choices involved (except for the choice of complex structure). The general problem when dealing with holomorphic maps from a Riemann surface with boundary is that the moduli space of such maps does not have a (virtual) fundermental cycle, but at most a (virtual) fundermental chain, which is not good for the intersection theory. This is due to the existence of codimension one boundaries of the moduli spaces, which results from either the deformations of the domain bordered Riemann surfaces, or the blowup of the maps at the boundary (bubbling off a disc). The idea of this paper is as follows. First, we require that domain complex structure to be fixed so that the first type of codimension one phenomenon can not occur. In particular, as we consider discs only, we fix interior marked points to define invariants, while boundary marked points are free. Then, we prescribe a sufficient condition on chains to be intersected at the boundary so that totality of the bubbling off a disc becomes zero. The main observation is that this condition can be written algebraically using L ∞ -algebra.
Suppose we require boundary intersection conditions with the chains P 1 , · · · , P k in L, and interior intersection conditions with cycles A 1 , · · · , A l in M . Then codimension one strata (Figure 1 (a) or (b)) may be considered as intersection conditions with P 1 , · · · , Q, · · · , P k where Q is the boundary image of J-holomorphic discs which intersect with chains P i , · · · , P i+j−1 . This Q is exactly one of the A ∞ map of Lagrangian submanifolds, m j (P i , · · · , P i+j−1 ), introduced by Fukaya, Oh, Ohta and Ono in [FOOO] . Hence the totality of such strata can be related to thê d operator of the coalgebra of the A ∞ -algebra of Lagrangian submanifolds. But in fact we need to work on the (anti)-symmetrized version of it ( L ∞ -algebra) because there are contributions (See Figure 1 (c) ) which can not be written with the A ∞ -operations only, but can be discribed when in the symmetrized version. Also this removes the cyclic ordering of intersection present in A ∞ -algebra, because introducing L ∞ -algebra can be thought as considering permutations of the chains P 1 , · · · , P k altogether given by the symmetric group action S k . It is important that we weight the intersection numbers by 1/k. One of the reason is that k-different cyclic group actions produce the same intersection problems as the intersections with chains occur on ∂D 2 = S 1 . The other reason is that it is crucially used to connect the totality of bubbling off a disc with thed-operator in L ∞ -algebra of Lagrangian submanifolds. All bubbling off a disc (of codimension one) cancel out if the boundary condition is given byd-cycle. We call thisd-homology the big Floer cohomology of a Lagrangian submanifold. Let x = r x r ∈Ê(C[1]) (See section 4.1 for definition) be a cycle with finitely many terms ind homology. We define an invariant OC( A, x, X) which is a sum of finitely many intersection problems each of which counts holomorphic discs intersecting pseudo-cycles A at the fixed interior marked points X and intersect chains in x r at the boundary marked points.
Theorem 4.1 For the cases with at least one interior marked points, OC( A, x, X) is independent of the generic choice of cycles A i 's in their bordism classes, the representative x in LHF big (L; Λ 0,nov ), and the choice of interior marked points X if the number of fixed interior marked points l satisfies l = 1, or l ≤ min (µ(β) − 2)/2, M C ,
(1.1)
where MC is the minimal Chern number of the J-holomorphic sphere in the manifold M , and β is the homotopy class of any holomorphic disc which gives non-trivial intersection in OC( A, x, X).
Remark 1.1. For the case without interior marked points (l = 0), we have a slightly different condition on x, because we cannot distinguish type (b) from type (a) in the Figure 1 . See the Proposition 4.2.
In fact, instead of the whole symmetric group action (which gives L ∞ -algebra), we can work only with the cyclic group action, and the main theorem still holds. But this invariant will count holomorphic discs which intersects chains in the Lagrangian submanifolds with a given cyclic order, hence we prefer to work on L ∞ -version.
The condition on the number of marked points is necessary to control the images at the fixed interior marked points, namely to prove that the related evaluation maps define pseudo-cycles modulo disc bubbling. In fact we found that the usual proof in the closed curve case does not carry over to the disc case for a generic J because the structure of non-simple J-holomorphic discs are very complicated compared to that of J-holomorphic sphere. We will use crucially the structure theorem of J-holomoprhic discs by Kwon and Oh [KO] in the case J is integrable and L is real analytic (see section 5).
Indeed, the invariant OC counts holomorphic discs, not J-holomorphic discs. The problem in the case of a generic J besides the trouble caused by fixing interior marked points, is that we cannot define A ∞ -algebra of Lagrangian submanifolds without using Kuranishi perturbations. In the case of J 0 , in [C1] and [CO] , it is proved that all holomorphic discs are Fredholm regular, but in general, we cannot prove regularity for multiply covered curves. But we conjecture that the invariant defined in this paper is independent of the choice of J also (See Remark 6.2).
Recall that the general construction of A ∞ -algebra of Lagrangian submanifolds are carried out in [FOOO] using Kuranishi perturbation. We may try to generalize the idea in this paper using Kuranishi structures, but it seems that it has little enumerative meaning due to the extensive use of abstract perturbations on fiber products of chains and the moduli spaces, hence we do not pursue this generalization. Hence, we work with the transversal A ∞ -algebra as in [C2] , where A ∞ -equation hold for generic choice of chains. We assume the manifold M is toric Fano manifolds in this paper but the argument in the paper works in general if the moduli spaces of J-holomorphic discs are smooth manifolds with corners of expected dimensions.
We remark that this big Floer cohomology boundary condition is only a sufficient condition. In [C3] , the counting of holomorphic discs with real boundary condition is discussed, where the boundary conditions (configuration of k real points) does not satisfy the big Floer cohomology cycle condition, yet defines an invariant counting. (This is similar to the Welschinger invariants [W] ).
In section 6, we discuss some examples, mainly the case of the Clifford torus as the Floer cohomology is non-trivial, hence we find some examples of this counting. For the case of the Clifford torus, the invariant we defined in this paper provides a generalized counting of holomorphic discs which intersects three cycles (of the Floer cohomology) at the boundary. But in general the condition to have an invariant counting is rather restrictive, as it requires quite strong relations between disc bubblings. In the case without interior marked points, the corollary 6.2 suggest that one should count with boundary condition given by the Floer cohomology cycles, not the singular cohomology cycles. And this is also not supposed to be invaraint in general as the all the structure constants of a general A ∞ -algebra are not supposed to be invariants.
In a broader perspective, the results in this paper seems to strengthen the point of view among experts in this field that the richest invariant is the whole A ∞structure of Lagrangian submanifold itself which is invariant up to weak homotopy equivalences unlike the closed case of Gromov-Witten invariants.
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Three-point open Gromov-Witten numbers of toric Fano manifolds
We show that the count of holomorphic discs passing through generic 3 points depends on the choice of 3 points, by an explicit computation. We first consider the case of (C n , (S 1 ) n ), and explain how to extend the result to the case of toric Fano manifolds with Lagrangian torus fibers. For a Lagrangian submanifold L ⊂ M , we denote by M 3 (β, J) * the moduli space of simple J-holomorphic discs with three boundary marked points of homotopy class β ∈ π 2 (M, L). Recall that the moduli space M 3 (β, J) * has an expected dimension dim(L) + µ(β) − dim(P SL(2; C)) + 3 = n + µ(β).
Here µ(β) is the Maslov index. We have an evaluation map ev 3 : M 3 (β, J) * → L 3 given by the evaluation at the marked points. We want to count the number of points in ev −1 3 (p 0 , p 1 , p 2 ) where p i 's are disjoint generic points in L. Hence, to have a zero dimensional preimage, we require that µ(β) = 2n.
Consider C n and a torus L defined by
We can also consider other tori by setting |z i | to be different positive real numbers than 1, and the following computation will remain true by modifying constants appropriately. Note that π 2 (C n , L) is generated by n elements of whose Maslov indices are two, which we denote by β 1 , · · · , β n . They are homotopy classes of the maps w i : D 2 → C n defined by z → (1, · · · , 1, z, 1, · · · , 1) where z is located at the i-st entry.
Let us fix a homotopy class to be n j=1 β j , and the holomorphic disc of such class may be written as
).
(For the case of other homotopy classes with µ = 2n, it is easy to see that generically there is no intersection as the images of the boundaries of the holomorphic discs are singular.) By using an automorphism of the domain D 2 and simplifying the first entry, the above map can be written as (for z ∈ D 2 )
Now we denote three points on the torus L. By applying the torus action, we may assume that the first point is given by p 0 := (1, · · · , 1). Now, denote two generic points of L as p 1 := (e θ1i , · · · , e θn−1i ), p 2 := (e θni , · · · , e θ2n−1i ).
We may assume that 0 < θ j < 2π for all j and all θ j 's are distinct by genericity. Suppose a holomorphic disc given by the equation (2.1) passes through p 0 , p 1 , and p 2 at the boundary. Then, considering the first coordinate, the disc intersects p 0 at z = 1, intersects p 1 at z = e θ1i and intersects p 2 at z = e θni . Therefore, we have the following equations for each j = 1, · · · , n − 1,
e cji e θ1i − α j 1 − α j e θ1i = e θji (2.3) e cj i e θni − α j 1 − α j e θni = e θn+ji (2.4) Now, we fix j and solve the above equation (find α j and c j ) for each j. We first set e θ1i − α j e −θ1i − α j = e 2δ1i since it has modulus one. Here δ 1 should be considered as a complex argument (between 0 and 2π) of e θ1i − α j . Similarly, we set
where δ 2 is a complex argument of 1 − α j . The equation (2.2) implies that 2δ 2 = −c j . Now, the equation (2.3) can be written as
We rewrite this using the complex arguments as e −2δ2i e 2δ1i = e (θ1+θ2)i .
This implies that the angle from (1 − α j ) (considered as a vector from the origin) to e θ1i − α j is equal to the constant (θ 1 + θ 2 )/2. (See the figure 2)
From an elementary plane geometry, for any two points A,B on the plane, the points C whose angle ∠ACB equal a given constant, forms a circle, say S, which passes through A and C. Here ∠ACB is an (counter-clockwise) angle between −→ CA and − − → CB. We let A,B,C the points 1, e θ1i , α j respectively. Hence, α j lies on the circle S (with the angle ∠ACB = (θ 1 + θ 2 )/2) passing through the points 1 and e θ1i . Moreover, it is not hard to check that the point C in fact lies on the arc S ∩D 2 (inside D 2 ) because of the condition 0 < θ j < 2π. Now consider the tangent line of the circle S at 1 and let D be a point on this line which is not equal to 1. We also require that D and C is located on the opposite side compared to the line AB. (This is for the case θ 1 + θ j > π, which provides different figure than the Figure 2 but with this choice of D, the following will work in both cases). Now we also consider the tangent line of the boundary of the disc, ∂D 2 at 1, and denote by E the point 1 + i which lies on this line.
Then we claim that ∠DAE is θ j /2. This follows from the following arguments. Denote by O the origin. Then, we have ∠AOB = θ 1 . Hence, ∠EAB = θ 1 /2. Now, by assumption, we have ∠ACB = (θ 1 + θ j )/2, which is equal to ∠DAB. Therefore
Hence the circle S passes through 1 and e θ1i and intersects ∂D 2 at 1 with the angle θ j /2. Now the third equation (2.4) can be solved in a similar way. The set of α j which solves the equation (2.4) lies on a circle S ′ passing through 1 and e θni which intersect ∂D 2 at 1 with angle θ n+j /2. Hence, the system of equations (2.2) -(2.4) for a fixed j has a solution if two circles S and S ′ intersect at the interior of D 2 (intersection point would be solution for α j ), which is completely determined by the values θ 1 , θ n and the intersection angles of two circles to ∂D 2 .
More precisely, one can check as in Figure 2 that if 0 < θ n < θ 1 , and 0 < θ n+j < θ j , then the circles intersect at one interior point, or if 0 < θ 1 < θ n , and 0 < θ j < θ n+j , then the circles intersect at one interior point. In other cases, the circles do not intersect, which implies that there is no solution for the system of equations (2.2 -2.4).
It can be summerized as the following proposition.
Proposition 2.1. Let p 0 = (e θ01i , · · · , e θ0ni ), p 1 = (e θ11i , · · · , e θ1ni ), p 2 = (e θ21i , · · · , e θ2ni ) be generic three points on the torus L ⊂ C n . Then if the cyclic ordering of three complex numbers (e θ10i , e θ20i , e θ30i ) on the unit circle S 1 ⊂ C agrees with the cyclic ordering of (e θ1j i , e θ2j i , e θ3j i ) for all j = 1, · · · , n, then there is a holomorphic disc (D 2 , ∂D 2 ) → (C n , L) of the homotopy class n j=1 β j , which passes through p 0 , p 1 and p 2 . Otherwise, there does not exist a holomorphic disc of the given homotopy class which passes through these three points.
In the case of toric Fano manifolds, we proceed in the following way. Let Σ be a complete n-dimensional fan of regular cones defining a toric manifold M . (See [B] or [CO] for details). Let {v 1 , · · · , v n } be the set of all generators of one dimensional cones in Σ. Recall that the toric manifold is obtained as U
is a closed set related to the primitive collection. Let K be the subgroup in Z N consisting of all lattice vectors λ = (λ 1 , · · · , λ N ) such that
6) where the map π sends the basis vectors e i to v i for i = 1, · · · , N . Define D(Σ) to be the connected commutative subgroup in (C * ) N generated by all one-parameter subgroups a λ :
where λ = (λ 1 , · · · , λ N ) ∈ K. Now, in [CO] Yong-Geun Oh and the author, classified all holomorphic discs with boundary on Lagrangian torus fibers. The classification theorem says that such a map can be lifted to a map D 2 → C N \ Z(Σ) such that each factor is given by Blaschke products. More precisely, say j-th coordinate is given by
where µ j are non-negative integers for j = 1, · · · , N . Hence, the homotopy classes of holomorphic discs is generated by β j for j = 1, · · · , N where β j the homotopy class of the map (1, · · · , z, · · · , 1) with z in jth entry. Note that its Maslov index is two. Now, we fix a homotopy class β with µ(β) = 2n to consider three point open Gromov-Witten number. We write β = n k=1 β j k . We first assume the following condition on the indices {j 1 , · · · , j n }. Consider Z l ⊂ Z N , where Z l is a subgroup generated by standard vectors e j k for k = 1, · · · , n. Here l ≤ n since some j k can be repeated. Now, we require that the image of Z l under the map π in (2.6) is equal to Z n . Otherwise, it is easy to show that the boundary images of the holomorphic discs which pass through a point on L lies on a set of codimension one or higher due to the action of D(Σ) or the repitition of indices j k . Hence without the assumption, the three point invariant would be always zero.
The assumption also implies the following. We pick a generic point p 0 , and any lift p 0 ∈ C N \ Z(Σ). We write p 0 = (c 1 , c 2 , · · · , c N ). Then, there is a unique lift of L to L ⊂ C N \ Z(Σ) such that the i-th coordinate of any point in L equals c i if i = j k for all k. This follows from the assumption that π is an isomorphism when restricted to Z l = Z n .
Hence, we can lift the entire intersection problem to C n ⊂ C N , and obtain the similar results as the Proposition 2.1.
Note that we carried out the computation with the standard complex structure J 0 , but in [CO] it was also shown that J 0 is Fredholm regular. Hence the similar phenomenon should also occur for the case of a generic almost complex structure J nearby J 0 .
Corollary 2.2. The "3 -point open Gromov-Witten invariant with a fixed homotopy class" is not well-defined for toric Fano manifolds, namely, it depends on the choice of three points.
An example of open-closed case
In this section, we show an example that the open-closed Gromov-Witten invariant is not well-defined in the case of the (Clifford) torus (CP n , T n ). In fact, we show that we should consider two different intersection problems together to define an invariant number.
Theorem 3.1. Let n 1 be the signed number of J-holomorphic discs of Maslov index 2 in CP n with boundary on T n which intersect a fixed generic hyperplane H at the interior of the disc and a point p ∈ T n at the boundary. Let n 2 be the signed number of intersections of the hyperplane H with 2 dimensional chain Q J p ⊂ L. Then n 1 + n 2 = 1 for any generic choice of hyperplane and for a generic point p ∈ T n and for any generic complex structure J ∈ J reg .
Remark 3.1. First of all, Q J p depends on the choice of p and J, hence this is not a usual enumerative problem. If we do not add the intersection number of the hyperplane with a certain 2-chain Q J p , the number of holomorphic disc with the given intersection condition actually changes. See Figure 3 : When the hyperplane intersects the interior of the triangle Q J p , it does not intersect any holomorphic disc.
We first explain the two dimensional chain Q J p which depends on p and J. In [C2] , we explained that although Bott-Morse Floer cohomology of the Clifford torus is isomorphic to the singular cohomology of the torus, the actual cycles of each homology are different. For example ∂p = 0 in the singular cohomology for a point
where l i is the boundary image of the holomorphic disc [1; · · · ; z; · · · ; 1] with z ∈ D 2 in the (i + 1)-th entry. Note that l 0 + · · · + l n is not zero on the chain level, but is homologous to zero. Hence we can choose a 2-chain Q J0 p ⊂ L with ∂Q J0 p = −(l 0 + · · · + l n ), then the sum p + Q J0 p ⊗ T ω(D) q + higher order terms, turns out to be the correct cycle in Floer homology(See [C2] for details). In the theorem, the higher order terms do not appear due to a dimensional reason. We also remind the reader that from the Proposition 4.1 of [C2] , the cycle p ′ + Q p ′ ⊗ T ω(D) q + · · · for another point p ′ ∈ T 2 is in the same Floer cohomology class as that of p. In the case of a generic compatible almost complex structure J, we may assume that all the simple J-holomorphic discs are Fredholm regular. In fact, in our case, the Maslov index 2 discs are minimal (cannot bubble off a disc), hence is automatically simple. Hence, we can define the chain Q J p for the generic J as above. Also, for a generic family of J t , ∪ t∈[0,1] Q Jt p can be chosen so that it defines a geometric chain in L whose boundary is Q J1 p − Q J0 p .
Proof. The idea of the proof is that these holomorphic discs of Maslov index two (up to P SL(2 : R) action) can be put together, but they form a chain with a boundary, which is homologous to zero. And Q is the two dimensional chain whose boundary is exactly the same as that of discs but with an opposite sign. Hence, when they are considered together, they behave like a cycle. The independence over the choice of the hyperplane H or the point p will be proved in later sections. We only show that it is independent over the choice of generic almost complex structure J. Here, we choose J 1 , J 2 generic and choose a generic path J t connecting J 0 and J 1 .
We consider the moduli space M 1,1 (β, J t ) for some t with µ(β) = 2. This is the moduli space of J t -holomorphic discs of homotopy class β with one interior and one boundary marked points. And we consider the moduli space M(β, para) = ⊔ 0≤t≤1 {t} × M 1,1 (β, J t ). There is an obvious evaluation map ev = (ev + 0 , ev 0 ) : M(β, para) → (M ×L). The preimage ev −1 (H, p) provide a cobordism of a counting between the case of J 0 and J 1 . But, there is additional boundary component which results from the disc bubble as the interior marked point approach to ∂D 2 in the limit. In the next section, this boundary with precise sign will appear as (−1) α OC(H, d Jt 1 p) in equation (4.9), where d Jt 1 is the Bott-Morse Floer boundary operator. Now, we consider the intersection of H with ∪ t∈[0,1] Q Jt p . Note that the latter is a 3-dimensional chain. By genericity, the intersection is one dimensional manifolds with boundaries. The possible boundary terms are H ∩ Q J0 p , H ∩ Q J1 p or H ∩ ∂Q Jt p . The first two terms provide the cobordism, and the last term with exact sign will appear (in the next section ) as (−1) α OC(H, d 1,0 (Q Jt p )) in equation (4.6). Hence, these two extra contributions from (4.9) and (4.6) cancel out since by definition Figure 3 shows an example of a cobordism between two different choices of hyperplanes in CP n . Note that the middle part of the cobordism is given by the intersection H t ∩ Q J0
p . An easy count is given when a hyperplane is given by {[u 0 , · · · , u n ]|u 0 = 0} and a disc given by[z, 1, 1] with J = J 0 .
Intersection with a big Floer cohomology cycle
4.1. Brief Review of the algebraic construction of [FOOO] and the big Floer Cohomology. Fukaya, Oh, Ohta and Ono defined an A ∞ -algebra of Lagrangian submanifolds in their beautiful paper [FOOO] . We will recall several facts needed in our discussion, but we refer readers to [FOOO] for full details including the definition of the map m k . Let C(L; Λ 0,nov ) be a countably generated subcomplex of all integral currents on L, which are represented by singular chains. Here Λ 0,nov be the Novikov ring. We denote by C the completion of C(L; Λ 0,nov ) with respect to the natural filtration of Λ 0,nov . We denote
Then, A ∞ -algebra of a Lagrangian submanifold is defined by the family of maps
which is defined using J-holomorphic discs, and they satisfy the weak A ∞ -formula.(See the Definition 13.17 of [FOOO] ). And let B(C[1]) = ⊕ k B k (C[1]) andB(C[1]) be its completion. Then, considering B(C[1]) as a coalgebra, we can extend m k uniquely to a coderivation
(4.1) for k ≤ n and d k = 0 for k > n. Note that when k = 0, it is defined as
). Then, the A ∞ -equation is equivalent tod •d = 0, which even holds for the obstructed Lagrangian submanifolds.
A Lagrangian submanifold is called unobstructed if there exist an element
Here
1 defines a chain complex if L is unobstructed, and its homology is called the Bott-Morse Floer homology of L. Note that if one takes the homology ofd of BC([1]) for the unital A ∞ -algebra, it is trivial because for any x ∈ C[1], we havê d(e, x) = x for a unit e. Now, we consider (anti)-symmetrized version, in order to get rid of the cyclic ordering present in A ∞ -algebra. Recall that the A ∞ -algebra is constructed by using only the main component of the moduli space, where boundary marked points lie in a cyclic order. We remove this order by working on the submoduleÊ(C[1]) ⊂ B(C[1]) defined as follows (See [Fu] for details, Fukaya seems to be the first person who used l ∞ maps in Floer homology, and the author learned it from [Fu] and his talk).
The group S k of permutation of k elements act on
here degx is a degree as an element of C not C
) be its completion. Then,d defines onÊ(C[1]) the structure of L ∞ -algebra (strong homotopy Lie algebra, where Jacobi identity holds up to homotopy).
Remark 4.1. In fact, we may consider only the cyclic group Z k action rather than the whole symmetric group action: If we let B cyc k (C[1]) the fixed point set of Z k action, thend is well-defined on B cyc (C[1]), and it is easy to check that the main theorem of this paper holds ford-closed cycles in B cyc (C[1] ). This will be a count of holomorphic discs with intersection condition with chains so that the intersection at the boundary occurs with the given cyclic ordering. We consider L ∞ version to remove this cyclic ordering.
In this paper, we consider the homology ofd onÊ(C[1]), and call it the big Floer cohomology, and write it as LHF big (L; Λ 0,nov ). (This should be a well-known operation for algebraists. See [GJ] for example.)
The big Floer cohomology is also invariant under various choices involved, because the A ∞ homomorphisms between two A ∞ -algebras C 1 and C 2 , induces a chain map betweenÊ(C 1 [1]) andÊ(C 2 [1]), and if two A ∞ homomorphisms are chain homotopic than the induced chain maps are also chain homotopic to each other.
A major disadvantage of considering the big Floer cohomology would be the loss of information through symmetrization. One advantage maybe that it is even well-defined when a Lagrangian submanifold is obstructed. It would be interesting to check whether the big Floer cohomology is related to the fine Floer cohomology defined by Cornea and Lalonde [CL] .
One can easily check that for
Hence, a cycle of Bott-Morse Floer cohomology(d(e b xe b ) = 0), is a cycle on the big Floer cohomology. But this correspondence may not be injective.
Also, for any
, we have an element of the big Floer cohomology
Hence for the case the product (
is graded commutative, we can obtain a big Floer cohomology cycle by taking the product of two Floer cohomology cycles as above. But in the case of the Clifford torus, Floer cohomology is not graded commutative, but is isomorphic to a Clifford algebra with the quadratic form given by the Hessian of the superpotential of the Landau-Ginzburg mirror [C2] .
In the case toric Fano manifolds, it is a weakly obstructed case, and we can define transversal A ∞ -algebra with b = 0 [C2] . Namely, A ∞ -formula holds for generic transversal choice of chains. We consider the big Floer cohomology in this setting, we refer readers to [C2] for details.
4.2.
Definition of counting with the big Floer cohomology class boundary condition. Now, we define a counting invariant which is a finite sum of several different counting numbers. Let x = r x r ∈ LHF big (L; Λ 0,nov ) be an element of the big Floer cohomology with finitely many terms. (By [C2] , all the generators of HF * (L; Λ 0,nov ) has finitely many terms for a torus fiber L in toric Fano manifolds.) Denote by k r the length of x r , and x r can be written as a symmetric sum of y r ∈B(C[1]). We may write
Here c r ∈ Λ 0,nov and [P rj , f rj ] denote a geometric chain of L given by the map f rj : P rj → L. ( In general, it is not possible to find such y r if the coefficient ring of the Novikov ring does not contain Q, but, in our case we consider generic boundary condition, and we may assume all the chains P * are distinct. Hence we can find such y r in general.) Consider the moduli space of holomorphic discs M main l,k (β) with l (free) interior marked points and k boundary marked points where boundary marked points are cyclically ordered. This moduli space will be used when l = 1 or 0 only. There is an evaluation map at the marked points
Recall that for l ≥ 2, we fix our interior marked points, and denote them by X = {x 1 , · · · , x l } which is a subset of int(D 2 ). We will fix X to define an invariant, and show that it is independent of the generic choice of X. For the case l ≥ 2, we consider evaluation maps from the space of (parametrized) holomorphic discs M main 0,k (β). Note that we have an evaluation map EV β : M main,reg 0,k (β, J 0 ) → M ×l ×L ×k given by (ev + 1 , · · · , ev + l , ev 0 , ev 1 , · · · , ev k−1 ), where ev + j is the evaluation at the fixed interior marked point x j for j = 1, · · · , l and ev j is an evaluation at boundary marked point z j . We will show that EV β defines a pseudo-cycle modulo disc bubbling in the next section.
Recall that a k-dimensional pseudo-cycle in M is a smooth map f :
. Let W be an oriented k-dimensional manifold W with codimension one boundary, then we will call a smooth map F :
For W a certain moduli space of holomorphic discs, we say that a pseudo-chain f : W → M defines a pseudo-cycle modulo disc bubbling if all the codimension one boundary ∂W occur due to disc bubbling phenomenons on the moduli space W . Now, we consider pseudo-cycles (A j , g j ) representing homology classes in H * (M : Z)(we have g j : A j → M ). For brevity, we write A = (A 1 , · · · , A l ), and P σ = (P kσ(1) , · · · , P kσ(kr ) ).
Definition 4.2. We define OC( A, x, X) to be r c r k r σ∈S kr OC main ( A, P σ , X).
Here OC main ( A, P σ , X) is defined as an intersection number between the image of EV β and A × P σ multiplied by T ω(β) (We set it equal to zero if the intersection is not zero dimensional).
But the intersection signs will be determined as follows. We may consider OC main ( A, P σ , X) as a signed count of the elements of the following fiber product when it is zero dimensional: (We use M main,reg l,k (β) for l ≤ 1)
Here we assume that the fiber product is transversal by a generic choice of A and P . And if β = 0 and if one of the chains P kj is a multiple of a fundermental cycle [L] , then we set OC main ( A, P , X) ≡ 0. The sign ǫ 0 is defined as
The weight 1 kr is important, and is included since each intersection is counted k r times due to the cyclic group action. More precisely, let w be a holomorphic disc intersecting P 0 , · · · , P kr −1 at 0, 1, · · · , (k r −1)-th boundary marked point respectively. Then, by changing the marked points on ∂D 2 appropriately (new i-th marked point is chosen to be old (i + 1)-th marked point), w intersects P 1 , · · · , P kr −1 , P 0 at 0, 1, · · · , (k r − 1)-th marked points. By rotating marked points further, we find that the intersection is counted k r times in the definition of OC. In fact the sign ǫ(σ, P σ ) and the lemma 7.3 guarantees that the signs of each k r contribution is exactly the same, hence we get an integer. We will show that disc bubbling phenomenons can be matched to L ∞ -algebra with multiplicity 1/k r . We have coefficients in the Novikov ring, and in fact, it is not important for the results of this paper (namely if the results hold for the Clifford torus, similar intersection results holds for other torus fibers by scaling). But we believe it may become important if we wish to generalize it to the case of a generic almost complex structure J. (See remark 6.2).
Note that we take fiber products at all the boundary marked points, whereas in [FOOO] , one of the boundary marked point was left free for an evaluation of the intersection images. Note that when β = 0, the expected dimension of the fiber product is zero if
In other cases, the fiber product becomes zero-dimensional if
where a = 2l for l ≤ 1, a = 3 for l ≥ 2.
The transversality of the fiber product is easily achieved by choosing generic chains and cycles. Recall that we may perturb the cycles of the (big) Floer cohomology among their homology classes by using the torus actions (See [C2] ) as we consider the case of toric Fano manifolds. where MC is the minimal Chern number of the manifold M , and β is the homotopy class of any holomorphic disc which gives non-trivial intersection when defining OC( A, x, X) .
Remark 4.3. We remark that even in the cased(x) = 0 but if every term ofd(x) contain the fundermental cycle [L] , we can still define the invariants OC and show the invariance as in the above case. It is because that intersection condition with [L] is redundant, and for generic choice of chains and cycles they do not appear as codimension one strata in the proof of the above theorem. We remark that for the same reason m 0 (1) does not appear in the transversal A ∞ -algebra of toric Fano manifolds. (See [FOOO] or [C2] for details).
Proof. In the next section, we will prove that with the assumption on l as above, the evaluation map EV β defines a pseudo-cycle modulo disc bubbling. We assume this result and prove the theorem. Hence, the intersection theory of EV β is welldefined up to the contribution from the strata with a disc bubble. We show that the condition x ∈ LF H big (L; Λ 0,nov ) implies the vanishing (or cancellation) of the contributions from such disc bubble strata, when we consider cobordisms. We consider the following fiber products, and consider the cases when it is one dimensional.
Then, we will consider the following union with the weights (1/k r )
Now, we consider the possible boundary contributions, which can be classified into three types. A possible boundary term occurs when evaluation map EV β meets ∂A i for some i. If A i is a pseudo-cycle, we have ∂A = 0, but this term will be nonzero when we consider the case when A i is a bordism connecting two different choices of pseudo-cycles. Another boundary term occurs if EV β meets ∂P rσ(j) for some j. This corresponds to d 1,0 boundary operator in the big Floer cohomology which is the usual boundary operator in singular homology. The exact signs will be computed in Section 7 and we have OC(A 1 , · · · , ∂A i , · · · , A l , P , X) ⊂ (−1) α2 ∂F ( A, P , X), (4.5)
where α 1 = n + a + l j=1 degA j and α 2 = i−1 j=1 degA j + a, with a = 0 if l = 0, 1 and a = 1 if l ≥ 2.
The remaining possible codimension one boundary terms occur as holomorphic discs splits into two discs. This case is in fact more complicated than it seems due to the following phenomenon. As we consider interior evaluation maps (for l ≥ 1) it is important that in the limit, we distinguish the main disc component where we evaluate the interior marked points and the disc bubble component. In the case that 0-th marked point lies on the main component, such contribution can be written usingd operation on P σ . But in the case that 0-th marked point lies on the disc bubble component, it cannot be written usingd operator on P σ becaused operation is not related to interior evaluation. The Figure 4 (a) shows an example of the latter case, whereas (b) shows an example of the former case. For example b can be written as OC main A, P 2 ⊗ P 3 ⊗ P 4 ⊗ m 3 (P 5 , P 0 , P 1 ) .
Part of the reason is thatd operation on P 1 ⊗ · · · ⊗ P k will be of type P 1 ⊗ · · · ⊗ d k (· · · ) ⊗ · · · ⊗ P k whered takes arguments in the middle, but bubbling off a disc can occur where the bubble component contains some of the first and some of the last marked points.
We overcome this problem by comparing the strata such as (a) to the strata such as (b) (This shows that we should work with L ∞ -algebra rather than A ∞algebra). Note that the same map contribute to the (a) and (b) strata by different labeling of marked points. In general, we compare (a) type contribution in (−1) ǫ(σ, P ) F ( A, P σ , X) with a certain (b) type contribution in (−1) ǫ(σ ′ , P ) F ( A, P σ ′ , X). by choosing a cyclic rotation τ ∈ S kr with σ ′ = τ • σ. We already observed that, the above two fiber products are the same sets with the same orientations by the Lemma 7.3. Hence its corresponding boundaries carry the same orientations. Therefore, whenever the 0-th marked point appears on the bubble component, we will choose a cyclic rotation and find P σ ′ such that the same intersection occurs with 0-th marked point on the main disc component. There is an ambiguity of the choice of a cyclic group element but it will be fine for our purposes as explained later. Let us proceed more precisely for further details. Denote by (Σ, w) the stable map which consists of two components Σ 1 , the main disc component, and Σ 2 , the disc bubble component. Consider the case that boundary marked points z j , · · · , z i−1 lies on ∂Σ 1 for i > j and z i , · · · , z k−1 , z 0 , · · · , z j−1 on ∂Σ 2 . Suppose (Σ, w) intersect P 1 , · · · , P k at z 0 , · · · , z k−1 . Then, we choose a permutation σ = (1, · · · , k) m ∈ S k for any j ≤ m ≤ i − 1. Then for any such σ, (Σ, w) intersects (P σ(1) , · · · , P σ(k) ) at the appropriate boundary marked points, and intersections can be written usingd, as the 0-th marked point is located at the main component in these cases.
As mentioned before, all the boundary contributions for any m ∈ {1, · · · , k} have the same orientations, and exactly i − j of them can be written usingd. For example, two of these can be written as OC main ( A, P j ⊗ · · · ⊗ P i−1 ⊗ m k−i+j (P i , · · · , P k , P 1 , · · · , P j−1 ), X) (4.7)
OC main ( A, P j+1 ⊗ · · · ⊗ P i−1 ⊗ m k−i+j (P i , · · · , P k , P 1 , · · · , P j−1 ) ⊗ P j , X).
(Note that the expression OC main ( A, m k−i+j (P i , · · · , P k , P 1 , · · · , P j−1 )P j ⊗ · · · ⊗ P i−1 , X).
does not appear as the gluing marked point can not be assigned as 0-th marked point) Now, recall that we multiply 1/k r to the signed count of the boundary contribution,
Hence the above k contributions (of both types) of (Σ, w) will be counted as one, but we will consider it as a sum of (i − j + 1) elements in
where Q 1 , · · · , Q i−j+1 denotes the chains P j , · · · , P i−1 , m k−i+j (P i , · · · , P k , P 1 , · · · , P j−1 ) respectively. Hence the k boundary contributions is written as (i−j +1) expressions which are exactly the sum over the cyclic rotations in S i−j+1 in (4.8).
In this way, it is not hard to see that all the boundary contributions comming from the splitting of the disc domain in (4.4) and the contribution from (4.6) are exactly
where (dx) s is the sum of the terms ofdx which have length s. The sign is given as α 1 = n + a + l j=1 degA j which agrees with (4.6). Hence, with the assumption dx = 0, the boundary contributions vanish.
With these formulas at hand, it is easy to prove the desired invariance. We first prove the independence over the choice of cycles A i . Suppose we have two choice A 0 i , A 1 i for a pseudo-cycle to be intersected at i-th interior marked point, and suppose they are bordant with bordism given by A i . By the standard transversality argument, we may take the chain A i such that ( A, x, X) makes the fiber product F transversal, so that the intersection consist smooth one manifolds with boundary.
Then F ( A, x, X) provides a cobordism between the counts in the case of A 0 i and A 1 i : Recall thatdx = 0 since x ∈ LHF big (L; Λ 0,nov ), hence the boundaries (4.9) are zero, and the remaining term (4.5) gives ∂F ( A, x, X) = (−1) α2 OC(A 1 , · · · , A 0 i , · · · , A l , x, X) − OC(A 1 , · · · , A 1 i , · · · , A l , x, X) This proves the invariance over the choice of A i .
The independence of a representative in LHF big (L; Λ 0,nov ) can be shown in a similar way by choosing y with x 1 − x 2 =dy Finally, we show that it is independent of the choice of interior marked points X. Let X ′ = {(x ′ 1 , · · · , x ′ l )} be another choice of fixed interior marked points. We choose a generic smooth path X(t) of configuration of n points in int(D 2 ) which forms a smooth submanifold of [0, 1] × (intD 2 ) and X(0) = X and X(1) = X ′ . Then, instead of (4.3), we consider
where EV β is defined as before except the evaluation on X(t) for t ∈ [0, 1]. This EV β also forms a pseudo-cycle modulo disc bubbling following the same proof given in the next section. It is not hard to see that the sign also works as in the previous case, that we have
where all the boundary contributions comming from the splitting of holomorphic discs cancel out each other as before. This proves the theorem. 4.3. The cases without interior marked points. In this subsection, we discuss the case l = 0 (hence X = ∅), namely the cases without interior intersection conditions. We need to replace thed-closed condition of chains to another condition as follows. Namely, letd ≤a = a k=0d k .
Let x, x r ∈Ê (C[1] ) as in the section 4.2. Recall that k r is the length of the tensor product in x r . We denote by [k r /2] the biggest integer less or equal to k r /2. Proof. We proceed similarly as in the theorem 4.1. Note that as there are no interior marked points, there is no distinction between the two disc components in the limit. Hence It may be considered to have only one type of disc bubbling (unlike the case with interior marked points as in Figure 4 ). Suppose we consider the case with k r boundary marked points. We can still divide the disc bubbling phenomenons into two types. We call the disc bubbling the first type if the number of marked points in the component containing 0-th marked point is greater or equal to the number of marked points in the other component. We call it the second type otherwise. As in the proof of the case with interior marked points, we can always compare the second type intersection with the first type intersection by suitably rotating the choice of marked points. It can be seen that all k possible intersections contribute with the same sign to (4.4), hence counted as one as we consider with weights 1/k r . Suppose the component with fewer marked point has (i − j) marked points (excluding nodal point), then
Then, as in the proof of the therem 4.1, we can rewrite the k r contribution of both types as a sum of (i − j + 1) expressions with weight 1/(i + j − 1) each of which containsd i−j .
Hence totality of bubbling off a disc can be considered as r s
where ( ) s is the sum of the terms which have length s. The sign is α 1 = n as before. Hence, with the assumption r d ≤[kr /2] (x r ) = 0, the boundary contributions vanish.
The proof that EV γ defines a pseudo-cycle modulo disc bubbling
Denote the evaluation maps by EV γ : M reg 0,k (γ, J 0 ) → M ×l × L ×k given by (ev + 1 , · · · , ev + l , ev 0 , ev 1 , · · · , ev k−1 ), where ev + j is the evaluation at the fixed interior marked point x j for j = 1, · · · , l. Here the domain M reg 0,k (γ, J 0 ) = M reg (γ, J 0 ) × (∂D 2 ) k is the space of non-singular holomorphic discs of class γ with k boundary marked points. Note that the dimension of the domain is n + µ(γ) + k.
For the case l ≤ 1, we already know that M 0,k (γ, J 0 ) are smooth manifold with corners, hence so are M l,k (γ, J 0 ). Hence we consider the case l ≥ 2.
Proposition 5.1. The map EV γ defined as above, is a pseudo-cycle modulo disc bubbling if the number of fixed interior marked points l satisfies
where MC is the minimal Chern number of the manifold M .
Remark 5.1. We use the notation γ instead of β, because we need to use γ 0 but β 0 is reserved for the zero homotopy class.
The restriction on the number of marked points is due to the difficulty as follows. In general, if we consider evaluation maps from fixed marked points, we may lose control of the positions of fixed interior marked points on the strata containing non-simple maps. This was already observed in [MS] in the closed case, but in our case, it is more serious because the structure of non-simple holomorphic disc is far more complicated than that of a sphere. This will force us to make a restrictive assumption on the number of interior marked points related to the minimal Chern number.
Another difficulty arises if the node of a sphere bubble coincide with one of the interior marked points, but this can be handled as in the closed case [R] , [MS] . We remind readers that in the case of [R] , perturbed J-holomorphic curves were used, and there cannot be multiply covered curves due to the perturbation term. In our case, we count non-perturbed holomorphic curves, hence we have non-simple holomorphic discs. It seems to us that even if we try to consider perturbed Jholomorphic discs (with the support of the perturbation on a compact subset of int(D 2 )), it would be still difficult to rule out multiply covered discs because the structure of a non-simple J-holomorphic disc can be quite complicated.
We first recall basic definitions regarding a simple holomorphic map. A J holomorphic map u : S 2 → M is called simple if it is not multiply covered. A map u is said to be injective at p if du(p) = 0 and u −1 (u(p)) = {p}. A map w : (D 2 , ∂D 2 ) → (M, L) is called simple if it is injective away from a discrete set of points in the interior of D 2 . It is well-known that any holomorphic map w : S 2 → M either has an injective point (then, it is injective away from a discrete set) or otherwise it is multiply covered.
But the analoguous statement in the case of discs is not true. The following theorem has been proved by Kwon and Oh. Theorem 5.2 (Theorem II [KO] ). The image of a J-holomorphic disc with totally real boundary condition can be represented as a finite union of simple J-holomorphic discs (with multiplicity) with the same totally real boundary condition, which preserves the homotopy class in π 2 (M, L).
The main difference is that we may need several simple J-holomorphic discs to cover the image of the original J-holomorphic disc, whereas a single map would suffice in the case of a J-holomorphic sphere. A good example is the map w : H → C sending z to z 5 , where we need to split H into 5 parts along the rays {re kπi/5 |r > 0} for k = 1, · · · , 4.
Proof. We begin the proof of the proposition 5.1. We consider the image of EV γ (u i ) for a sequence u i ∈ M main 0,k (γ, J 0 ) of simple maps. There are five cases of the possible limit behavior, and these are that u i converges modulo bubbling (a) to a simple holomorphic disc. (b) to an m-fold covering of a simple holomorphic disc with m ≤ l. (c) to an m-fold covering of a simple holomorphic disc with m > l. (d) to a constant map. (e) to a non-simple map which is not a multiple cover of a simple holomorphic disc. The last case (e) did not occur in the case of J-holomorphic spheres whereas the cases (a) -(d) did occur. For the case of (a) -(d), our proof is a modification of that of [MS] .
We first consider the case (a) and (b). Here (a) is a special case of (b) with m = 1. By assumption, away from finitely many points where bubbling off spheres and discs occur, the map u i converges to a disc v 0 • φ where v 0 is a simple holomorphic disc of homotopy class γ 0 , and φ : D 2 → D 2 is given by products of m Blaschke factors e ic m j=1 z−αj 1−αj z . Denote the space of φ as B m and the real dimension of the space is dim(B m ) = 2m + 1. For simplicity of the exposition, we assume that bubbling off discs does not occur (as they are well-known to be codimension one or more) and bubbling off a sphere only occurs at the image of the fixed interior marked points( otherwise, it is well-known to be of codimension two or higher). Therefore, we consider limit curves of the form (φ, v 0 , · · · , v N ) with v ν (0) = v 0 (φ(x ν )) for ν = 1, · · · , N.
(Here we assume for simplicity that the nodes of sphere bubbles agree with the first N interior marked points x 1 , · · · , x N for N ≤ l.)
Consider the evaluation map
Note that ev D is transversal to ∆ := {(p, q) ∈ M N × M N |p = q}, since the evaluation maps v ν (0) are submersive. Hence ev −1 D (∆) has dimension 2m + 1 + n + ν µ([v ν ])− 2nN . Here, v ν for ν > 0 are spheres, and M([v ν ], J 0 ) denote the space of holomorphic spheres of homotopy class [v ν ]. (hence we should write 2c 1 (v ν ) but we write it µ(v ν ) = 2c 1 (v ν ) for simplicity) Now, we consider
Here G 0 is a subgroup of P SL(2 : C) preserving the point 0, and the action of ψ := (ψ 0 , · · · , ψ N ) ∈ P SL(2 :
, where ξ τ for τ = 1, · · · , k are boundary marked points on ∂D 2 and η ν ∈ CP 1 is a free marked point on each bubble component v ν .
Then we have a well-defined evaluation map EV D : V(D) → M ×l × L ×k defined by
The dimension can be easily calculated to be 2m
In the case that we also consider sphere bubbles at points which are not interior marked points, we would still obtain the same formula by denoting N the total number of sphere bubbles. Now, we compare this with the dimension of the domain of the EV γ map, n + µ(γ) + k. In the special case m = 1 (the case of (a)), note that the dimension becomes n + ν µ([v ν ]) + k − 2N . Hence, any strata with at least one sphere bubble, N ≥ 1, will have at least codimension two and this proves the proposition for the case (a).
In the case of (b), we have
Hence, the image from EV D is of codimension two from that of EV γ if
This holds if µ(γ 0 ) ≥ 4 or the number of bubble component N ≥ 1. Now, we consider the case (c) with m > l. Suppose u i converges to cusp curves with components v 1 , · · · , v N with the main disc component converges to v 0 (φ) where φ is a product of m Blaschke factors. Denote by γ ν the homotopy class of v ν as before. Now, consider all possible limits of the above type, and their images under EV γ can be considered as a subset of the images of the same stable maps where we assume the interior marked points are free to move around on the stable domain. We will estimate the image of the latter in this case.
Namely we consider the EV D map from
where by SM l,k (· · · ) we denote the specific singular stratum at hand of the moduli space M l,k (· · · ) of holomorphic discs with (free) l interior marked points and k boundary marked points. The dimension of this singular stratum is easily computed
This will form a codimension two (or more) set of the image of EV γ if if
This holds true for an arbitrary N ≥ 0 if l ≤ (m − 1) since µ(γ 0 ) ≥ 2. The case (d) can be considered as in the the case (a), (b) with m = 1 and with v 0 having a zero homology class. In this case, all the sphere bubbles which occur at fixed interior marked points, should meet at a point in L. Hence we have v 1 (0) = · · · = v N (0) ∈ L. The dimension can be easily computed to be n + ν 2c 1 (v ν ) − 2N where N is the number of sphere bubbles. Hence, this strata is of codimension two or more without any assumption since N > 1. Now, we consider the case of (e). We first recall more results from [KO] . Recall that the domain int(D 2 ) is decomposed by the net into finitely many connected pieces, int(D 2 ) \ w −1 (Im w| ∂D 2 ) = j E j and we obtain the domains E j by adding a discrete set of points to E j . Kwon and Oh showed that one can further decompose them into simply connected pieces if neccessary, E j = i E i j so that the map w| E i j when composed with a Riemann map φ i j : int(D 2 ) → E i j can be extended smoothly up to the boundary to provide w i j : L) . And this map w i j allows a factorization w i j = w i j • b i j where w i j is a simple map and b i j is a Blaschke product. Theorem 5.3 (Theorem II, [O] , Theorem 6.1 [KO] ). For J integrable near L and L real analytic, all w i j are simple and satisfies the following condition: There is a point z ∈ ∂D 2 such that w −1 ( w(z)) ∩ ∂D 2 = {z} and d w(z) = 0. Furthermore, the union of the images of any two consecutive w i j , w l k for j = k can be reduced to a J-holomorphic sphere.
We first the following lemma, which follows easily from the above theorem.
Lemma 5.4. For J integrable near L and L real analytic, then all b i j has the same degree ( the same number of Blaschke factors).
Proof. It basically follows from the above theorem. If the degree of the Blaschke factors of the consecutive w i j and w l k does not match, w cannot defined as a holomorphic map over E i j ∪ E l k for j = k. For j = k, recall from the section 4 [KO] that the map w on various simply connected pieces E i j can be identified each other. Hence, it has the same degree on each pieces. This proves the lemma. Now, we consider the case of (e). Suppose u i converges to cusp curves with components v 1 , · · · , v N with the main disc component converges to v 0 . We consider the decomposition of v 0 =: w as in [KO] . If the Blaschke factors b i j ≡ 1 for all i, j, then the position of the interior marked point does not change under the limit, hence this case can be done as in the case (a). Therefore we assume that degree d of b i j is at least two, for every i, j. Note that the image of the v 0 can be reduced to that of a J-holomorphic sphere from the above theorem. (Here, we assume there is more than one component in the decomposition, otherwise it is the case of (a) -(d).)
As in the proof of (d), we consider the image as a subset of the image of SM l,k (γ 0 + · · · + γ N ). As before, the image of EV D will be codimension two or more if (d − 1)µ(γ 0 ) − 2l + 2N + 3 ≥ 2.
Here, it may occur that d = 2 even though 2γ 0 = γ. This is because the Maslov index µ(γ) also contribute to µ(γ ν ). But we have
because the image of v 0 forms a J-holomorphic sphere. Hence, if l ≤ M C, then the strata has codimension two or higher by the above inequality. Now, let us summarize the results. In the case of (a),(b), EV γ defines a pseudocycle modulo disc bubbling if either there is a bubble N > 0 or the multiplicity m > 1 with µ(γ 0 ) ≥ 4. Hence, the only troublesome case is γ = mγ 0 without any bubbling off a sphere with µ(γ 0 ) = 2. This is equivalent to the case m = µ(γ)/2. It was shown in (c) that even in such a case, if m > l, then it is in fact the case of (c), hence the result holds. Hence, with the assumption l < µ(γ)/2, the result holds in any case (a) -(d). The case (e) occurs only if µ(γ) > M C where MC is the minimal Chern number of the manifold. (In the case µ(γ) = M C, if there is a sphere bubble, it is the case (d)). And, in such a case, if l ≤ M C the results hold ture. Hence, if we require l ≤ min (µ(γ) − 2)/2, M C then in all cases EV γ defines a pseudo-cycle modulo disc bubbling.
We expect that without the integrability of J (for generic J) and real analyticity of L, the above proof in the case of (e) would allows at most two fixed interior marked points because decomposition of γ 0 may consist of two holomorphic discs which do not produce a J-holmorphic sphere. Hence we can only conclude that µ(γ 0 ) ≥ 4 in such a case as the decomposition of γ 0 map has more than one component.
Examples
Here, we list a few examples of these invariants. We do not know any explicit computations of these invariants.
The first example is provided by considering one intersection condition with a Floer cohomology class at the boundary. Recall from Proposition 4.1 [C2] that, if the Floer cohomology is non-vanishing, for any chain P with ∂P = 0, there is a sum of chains Ψ(P ), which defines a cycle in the Bott-Morse Floer cohomology. In the case of the Clifford torus T n ⊂ CP n , this formula is written as
where Q = Q J0 p0 is the 2 dimensional chain defined in section 3, with p 0 = [1, · · · , 1] ∈ CP n , and k is the largest integer smaller than (n − dim(P ))/2. Remark 6.1. There is a slight error in the definition 4.4 of [C2] where we need to replace i1<···<i k by 1/k ∀i1,··· ,i k . And the chains such as Q × P are defined as geometric chains using by multiplication in T n ∼ = (S 1 ) n ⊂ C n . Corollary 6.1. Let M = CP n , and we choose l with 2 ≤ l ≤ n+1, and the pseudocycles A 1 , · · · , A l presenting homology classes in H * (CP n : Z). If l i=1 degA i ≥ n/2 + l + 1, then the signed number of holomorphic discs (of various Maslov indices) which intersects A j at the fixed interior marked points and intersect the chains Ψ(P ) (when the intersection is finite) is independent of the choice of A, P and X.
Here, this is a sum of (k+1) intersection problems (by the equation 6.1) where the Maslov index of the holomorphic discs intersecting 1
Now, in Section 2, we have shown that the 3-point open Gromov-Witten number was not well-defined. But for the case of the Clifford torus, the invariant we defined in this paper provides a generalized counting of holomorphic discs which intersects three cycles (of the Floer cohomology) at the boundary. Corollary 6.2. Consider the Clifford torus T n ⊂ CP n . For any generic cycles P, Q, R in singular cohomology of T n , the signed count
is invariant under the choices involved (except the choice of the complex structure).
Proof. This follows from the proposition 4.2 with the fact that [3/2] = 1 and d 1 (Ψ(P )) = d 1 (Ψ(Q)) = d 1 (Ψ(R)) = 0.
In the case of CP 2 , and p, q, r are points in T n , the above proposition can be decoded as follows. Corollary 6.3. Let n 1 be the signed number of holomorphic discs of Maslov index 4 intersecting the generic points p, q and r. Let n 2 be the sum of the signed number of holomorphic discs of Maslov index two intersecting (p, q, Q J0 r ) and that of (p, Q J0 q , r) and that of (Q J0 p , q, r). Let n 3 be the sum of the signed intersection number of three chains (p, Q J0 q , Q J0 r ) and that of (Q J0 p , q, Q J0 r ) and that of (Q J0 p , Q J0 q , r). Then, the sum n 1 + n 2 + n 3 is invariant under the generic choice of p, q, r.
For any toric Fano manifold, we consider the case with x = 1. In [CO] ,d(1) = m 0 (1) is computed to be a multiple of fundermental class [L] . By remark 4.3, we can define an invariant in this case.
Corollary 6.4. Let M be any toric Fano manifold. We choose l with 2 ≤ l ≤ M C, and the pseudo-cycles A 1 , · · · , A l presenting homology classes H * (M : Z). If l i=1 degA i ≥ n/2 + l + 1, then the signed number of holomorphic discs of Maslov index µ = −n + l i=1 degA i which intersects A j at the fixed interior marked points is independent of the generic choice of A i in their bordism classes and to the choice of interior marked points For the case of convex Kähler manifolds( whose tangent sheaf is generated by global sections), we consider the diagonal Lagrangian submanifold ∆ ⊂ M × (−M ). One can show that all non-singular J-holomorphic discs with boundary on ∆ is Fredholm regular, and we obtain transversal A ∞ -algebra with m 1 = (−1) n ∂. In this case, for generic three cycles A, B, C, we expect that OC(∅, (A ⊗ B ⊗ C), ∅) to be related to the well-known Gromov-Witten invariants of the triple (A, B, C), but we have not figured out the exact correspondence with the sign yet. OC in this case is well-defined by the Proposition 4.2 since m 1 vanishes on A, B and C . We hope to discuss more details of this case elsewhere. Remark 6.2. We conjecture that the invariant defined in this paper to be independent of J in a suitable sense. The reason is that one can modify the construction of weak homotopy equivalence in [FOOO] , which the author believes, may provide a proof of the invariance over the choice of an almost complex structure. But we do not know how to do it without introducing Kuranishi structures as in [FOOO] . Also we do not know how to prove EV β is a pseudo cycle modulo disc bubbling for a generic almost complex structure J in the case we consider interior marked points.
But here is the argument which shows some evidence toward our conjecture. We consider the moduli space M main 0,k (L, j : β; para) as in [FOOO] , which appears in the definition of A ∞ -homomorphisms between A ∞ -algebras constructed with two different almost complex structures. We evaluate interior marked points at the principal disc component which by definition in this case( [FOOO] ) is a component contains 0-th marked point. But, it turns out we need to add more type of domains of maps for our purpose, since we take fiber product over all marked points including 0-th marked point. Namely, we will also allow the following type of domain. Let (Σ, z) be a domain of the stable map in M main 0,k (β). We add a disc component at the 0-th marked point and denote this added component to be the principal component. Clearly, such a domain is not previously included since there is no boundary marked point on the principal component. After this change we may repeat the construction of [FOOO] .
For x ∈ LHF big J0 (L; Λ 0,nov ), and the A ∞ -homomorphismf , we havef (x) ∈ LHF big J1 (L; Λ 0,nov ) sinced J1 •f (x) =f •d J0 (x) = 0 Now we form a fiber product with the moduli space (as in [FOOO] ) F para = M main 0,k (L, j : β; para) Ev × (P 1 × · · · × P k ). The boundaries of 1-dimensional fiber products, ∂F para , consists of several components. The Figure 5 shows a few stratas with small number of disc components.
There is a component which is a fiber product of the moduli space of J 0 holomorphic discs (denoted as (a) in the figure), which exactly corresponds to OC J0 ( A, x, X). And stratas with J 1 -disc component can be grouped to give OC J1 ( A,f x, X) ((b) in the figure). But there are stratas such as (c), that occur with J 0 holomorphic discs attached with the moduli space M main * (L, j : β; para) . In this case, these terms together with the case when evaluation meets ∂P j , contribute to F para (d(x)) which is zero sinced(x) = 0. All the other terms cancel out and this should imply the independence over the choice of a compatible almost complex structure. This remains as a conjecture, which we leave for the future research. Yong-Geun Oh has informed us that similar arguments were used in the revised version of [FOOO] regarding to the extended deformation of A ∞ -algebra.
Sign
In this section we verify signs of the formulas used so far. To find a correct sign is a tedious job but authors of [FOOO] developed tools very carefully, and we use them to check signs. 7.1. Sign conventions from [FOOO] .
Lemma 7.1 (FOOO, Lemma 22.3) .
(1) Assume that X 1 and X 2 have boundaries and the boundary of Y is empty. Denote its chain dimension as x 1 , x 2 and y. For X 1 → Y and X 2 → Y , we have
Proposition 7.2 (FOOO, Proposition 23.2) . We denote by ev C j the evaluation map from M 0,m+1 (C) at the (j + 1)-th marked point z j (j = 0, . . . , m). We have an isomorphism
as oriented spaces with Kuranishi structures. Here m = m 1 + m 2 − 1 and n = dim(L).
Lemma 7.3 (FOOO, Lemma 25.3) . Let σ be the transposition element (i, i + 1) in the k-th symmetric group S k . Then the action of σ on M 1 (β, P 1 , · · · , P i , P i+1 , · · · , P k ) by changing the order of marked points is described by the following. σ(M 1 (β, P 1 , · · · , P i , P i+1 , · · · , P k )) = (−1) (deg Pi+1)(deg Pi+1+1) (M 1 (β, P 1 , · · · , P i+1 , P i , · · · , P k ) Remark 7.1. The above two moduli space has different ordering of marked points. This kind of moduli spaces with non-cyclic ordering of marked points, will be used only for the sign computations. 7.2. Sign Check for the proof of the main theorem. We consider boundaries of the following fiber product.
where M l,k should be replaced by M 0,k for l ≥ 2. For simplicity of expression, we assume l = 0 throughout the proof, and explain how the case when l ≥ 1 in the next subsection.
Lemma 7.4. We have ∂F ( A, P , X) ⊃ (−1) α OC main ( A, d 1,0 P , X)
where α = n + l j=1 degA j .
Proof.
Here ǫ 1 = (n + µ(β) + k − 3 + nk) from lemma 7.1 (1), and
By elementary calculation, we have ǫ 0 + · · · + ǫ 4 = n + l j=1 dim A j . Lemma 7.5. We have ∂F ( A, P , X) ⊃ (−1) α OC main (A 1 , · · · , ∂A i , · · · , A l , P , X)
A × k 1 P ) = (−1) ǫ0+···+ǫ3 OC main (A 1 , · · · , ∂A i , · · · , A l , P , X)
Here ǫ 1 = (n + µ(β) + k − 3 + nk) as in the previous lemma and Proposition 7.6. We have ∂ F ( A, P , X) ⊃ (−1) α OC main ( A, d k2 P , X)
where α = n + l j=1 degA j . Proof. The proof is rather tedious as it is much like the proof of signed A ∞ -formula. But since we take fiber product for all marked points, and we have interior marked points which intersect cycles in the symplectic manifold, they are different at several parts.
First, the following lemma can be proved as the lemma 7.3 and we omit its proof.
Lemma 7.7 (cf. FOOO, Lemma 25.3) . Let σ be the transposition element (i, i + 1) in the k-th symmetric group S k . Then the action of σ on F ( A, P , X) by changing the order of boundary marked points is described by the following.
σ F ( A, P 1 , · · · , P i , P i+1 , · · · , P k , X) = (−1) (deg Pi+1)(deg Pi+1+1) F ( A, P 1 , · · · , P i+1 , P i , · · · , P k , X).
Hence the same lemma holds for OC main .
To simplify indexing (only for this proof), we assume that boundary marked points of the moduli space is labeled as (1, 2, · · · , k) from now on (not (0, 1, · · · , k − 1)). We also introduce the following notation I 1 = {1, 2, · · · , i − 1} I 2 = {i, i + 1, · · · , i + k 2 − 1} I 3 = {i + k 2 , i + k 2 + 1, · · · , k} Hence, by successively applying the above lemma, we have F ( A, P I1 , P I2 , P I3 , X) = (−1) δ1 F ( A, P I2 , P I1 , P I3 , X) OC main ( A, P I1 , M 1 (β)(P I2 ), P I3 , X) = (−1) δ2 OC main ( A, M 1 (β)(P I2 ), P I1 , P I3 , X) Hence, δ 1 + δ 2 = i−1 j=1 (deg P j + 1) mod 2. Now, it is enough to show that Lemma 7.8.
∂ F ( A, P I2 , P I1 , P I3 , X) ⊃ (−1) α OC main ( A, M 1 (β)(P I2 ), P I1 , P I3 , X)
where α = n + l j=1 degA j . Proof. Before we start, we point out one subtle point. In the middle of the proof, we need to use the Proposition 7.2, but in a slightly different form. Notice that due to the successive action of symmetric group , the boundary marked points of the moduli space in the statement of the Lemma is ordered as I 2 , I 1 , I 3 . But the Proposition 7.2 splits marked points (1, · · · , k) into the boundaries of two discs where (1, m glue , k 2 + 1, k 2 + 2, · · · , k) and (m ′ glue , 2, 3, · · · , k 2 ) is seperated into two discs. Here m glue , m ′ glue are the marked points where two discs intersect. We would like to split (I 2 , I 1 , I 3 ) into m glue , I 1 , I 3 and m ′ glue , I 2 and direct application of proposition does not do so. Hence, to find the correct sign of splitting, we first apply σ which moves entire numbers to the next spot on the right and bring the last k to the front. Then marked points are ordered as k, I 2 , I 1 , I 3 \ k. Now, we apply the Proposition, which provides correct splitting, except that the ordering of (k, m glue , I 1 , I 3 \ k) needs to be shifted to the left by one spot. Hence, we apply σ ′ which makes it (m glue , I 1 , I 3 ). It is easy to check that sign(σ) · sign(σ ′ ) = (−1) (k−1)+(k−k2) = (−1) k2−1 , which is needed to be added to the formula. Hence the formula becomes, ∂M 0,k (β 1 +β 2 ) = (−1) k2−1+(k−k2−1)(k2−1)+(n+k−k2) M 0,k−k2+1 (β 1 ) ev0 × ev0 M 0,k2+1 (β 2 ) = (−1) (k−k2)k2+n M 0,k−k2+1 (β 1 ) ev0 × ev0 M 0,k2+1 (β 2 ). Now we start the proof of the lemma. where ǫ 1 is from the definition of OC main , and ǫ 2 is given as the above since interior mark points are fixed, and ǫ 3 follows from the Lemma 7.1 (3). Now,
Here ǫ 4 is from the discussion in the begining of the proof, and second equality follows from Lemma 7.1.
Hence, (B) , where ǫ 1 = (m 1 − 1)(m 2 − 1) + n + m 1 and the last equality follows from (7.2). Now, note that (∂D 2 ) m−2 × (∂D 2 ) m−1 × (∂D 2 ) m × M 0,m1+1 (A) = (−1) ǫ2 M 0,m1+1 (A) × (∂D 2 ) m−2 × (∂D 2 ) m−1 × (∂D 2 ) m = (−1) ǫ2+ǫ3 M 0,m1+1 (A) where ǫ 2 = n + m 1 and ǫ 3 = m 1 . Therefore, the overall sign is n + 3 + ǫ 1 + ǫ 2 + ǫ 3 ≡ (m 1 − 1)(m 2 − 1) + n + m 1 + 1 mod 2. This proves the lemma.
