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Abstract 
The work presented in this thesis describes an investigation into the properties and 
behaviour of a new class of nonlinear optical organic chromophores. This study 
contributes to the optimisation of nonlinear optical molecules through an improved 
understanding of the relationships between the molecular nonlinear optical properties 
and the measured macroscopic quantities. 
A series of highly dipolar non-linear optical chromophores with absorption typically in 
the range of 350-500 run have been synthesised by the reactions of amines with 
tetracyanoquinodimethane (TCNQ). One of the advantages of these materials is the 
large molecular figure of merit (J-l/3, where J-l is the molecular dipole moment and f3 is 
the second order polarisability), which theoretically allows large nonlinear optical 
coefficients to be obtained. 
The molecular dipole moments of these chromophores were determined both 
experimentally and theoretically, and were found to agree. The nonlinear optical 
properties of these compounds in solution were studied using an electric field induced 
second harmonic generation (EFISH) technique. The measurements of 11/3 at 1064 nm 
and 1907 nm in chloroform and acetone are presented. Moderate J-l/3 values were 
obtained but f3 is found to be unexpectedly small in chloroform and shows unusual 
dispersion characteristics in this solvent compared to acetone. Further concentration 
investigations revealed features that suggest the presence of aggregates within solution. 
Optical spectroscopy measurements provide evidence of new species whose presence 
and conformation were found to be solvent-dependent. The results of this work 
highlight the need for an entire concentration range to be studied if accurate 
determination of molecular properties of highly dipolar molecules is required. 
Guest-host polymer films of these materials have been corona poled using a constant 
current corona triode. Detailed characterisation studies of the second order 
nonlinearities using second harmonic generation (SHG) were compared to a less 
dipolar molecule. These investigations showed that the highly dipolar TCNQ 
derivatives show severe aggregation within the polymer films. The magnitude of the 
SHG that can be obtained from such systems is therefore limited by this aggregation. 
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Chapter I: Introduction 
Chapter 1 lintroduction 
The mid to late 70's saw the arrival of telecommunications using optical fibres. The 
possibility to use photons instead of electrons to collect, store, process and transmit 
data was seen to be a key technology for future devices. Since then, the increased 
demand of high speed computing in daily life has lead to the birth of the optical 
information highway. The development of the information highway requires the 
production of high-speed modulators and switches. Optical fibre telecommunication 
networks have now been installed worldwide and play a major role in the information 
infrastructure. Although optical networks are becoming a major component of the 
infom1ation infrastructure from global to consumer premises, there are remaining issues 
regarding technological and economical breakthroughs. Future networks must meet the 
requirements of multimedia nature and wideband traffic. This has proved to be a 
significant stimulus for the explosion of effort into research of nonlinear optics, (NLO) 
during the last thirty years and it is now an established area of research. 
Nonlinear optics is the study of the interaction of electromagnetic fields and matter in 
which the material's polarisation responds in a nonlinear manner. This is in contrast 
with the usual optical properties, such as absorption and refractive index, in which the 
polarisation response is a linear function of the applied field. When an intense coherent 
optical beam, such as that from a laser is incident on a material, the microscopic 
polarisation response is proportional to both the input field, and proportional to higher 
orders of the input field. The proportionality factors are the susceptibilities cinJ, where 
n is an integer) from which macroscopic polarisabilities are observed. The nonlinear 
response may result in changes in phase, frequency or other propagation characteristics 
of the incident beam. The manipulation of the beam in this manner, known as 
photonics technology, is extremely useful in the telecommunication industry. 
Nonlinear optical devices are likely to be a key component for optical data transmission 
processes (1]. The primary focus of nonlinear optics has been the development of 
nonlinear optical materials with large nonlinearities at the telecommunication 
transmission wavelengths of 1.3 and 1.5 j..tm. The fundamental processes that govern 
~~' 
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NLO effects have been widely investigated in order to deepen the general 
understanding of the origins of the NLO processes and so support the development of 
devices [2-7]. 
Initially, inorganic materials were investigated for their NLO properties [8-11] and 
currently, inorganic materials are used for most devices. For example, lithium niobate, 
LiNb03, is used for electro-optic modulators (with electro-optic coefficients of 
r33 = 30.9 pmV-1 and r13 = 9.6 pmV- 1 [12]) where the phase of the light beam is 
modulated. Nuclear motion is responsible for the NLO effect in LiNb03, which results 
in a relatively slow response. Conversely, conjugated organic materials show fast 
responses with highly polarisable JZ"- electrons [ 4]. In addition, organic compounds 
show great improvements in NLO properties when strong donor-acceptor groups can be 
coupled with each other [13], and when the molecules are well ordered in the medium. 
Organic materials are promising candidates for future devices because of their potential 
low cost and ease of fabrication, together with the possibility of offering higher 
bandwidths and faster modulation speeds than their inorganic counterparts. Thus, 
organic materials have been the subject of a great deal of investigation [14-26], 
including the work in this thesis, for photonic applications. 
The single mode silica fibre that is already utilised in the trunk network is not 
necessarily suitable media for short network distances because the small core diameters 
of the single mode fibre requires accurately designed optical devices and connectors, 
which increases the total system cost. Currently data from the trunk network is 
generally converted into electrical signals and distributed to end users by means of 
local area networks (LAN's) using copper wire. An alternative approach that is 
becoming more popular is the polymer optical fibre (POF) that overcomes fibre 
distributing and connecting problems [27]. In general, POF's have high attenuation in 
the infra-red but adequate transmission at shorter wavelengths used in LAN's (650 nm). 
As the optical data network is extended ever closer to end users, the demand for 
inexpensive LAN's based on POF's is expected to increase. Therefore POF's are 
expected to become a large market since the telecommunications industry requires low 
cost, mass produced fibres and devices. To achieve low voltage operation of high 
frequency modulators requires devices with higher electro-optic coefficients than 
presently available. It was hoped that the organic chromophores studied here would 
meet this requirement when incorporated into a polymer matrix. 
2 
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1.1 Aims of this Thesis 
This research initiates a study into a class of organic materials with the ultimate goal of 
their application to opto-electronic devices in local area networks. These materials are 
derivatives of 7,7,8,8 tetracyanoquinodimethane (TCNQ) and have large optical 
nonlinearities. These materials provide good optical transmission at wavelengths 
longer than 500 nm and good thermal stability with decomposition temperatures in the 
range of260 to 300 °C. 
Evidence has shown that the properties of molecules, such as the dipole moment and 
polarisability, are very sensitive to molecular environment [28, 29]. This result 
suggests that the values of dipole moment and hyperpolarisability measured in solution 
may not be considered a reliable representation of their values in the solid state. In 
addition, it has recently been suggested that molecular interactions that occur at higher 
number densities of chromophore may result in a decrease in the overall nonlinearity of 
the system [30]. In view of the fact that most future devices are likely to be 
manufactured using thin film technology containing large number densities of NLO 
molecules, it is therefore important to investigate the nature of the response of 
chromophores at high number densities in both the solid and solution states. It is clear 
that this approach must be taken if the properties and behaviour of thin polymer films 
are to be characterised accurately with a view to device operation. The subject of the 
studies reported in the body of this work is therefore concerned with the nonlinear 
optical characterisation of molecules as guests doped into polymer thin films as well as 
dissolved in solutions. 
The aim of this thesis is to understand the behaviour of a particular class of organic 
materials, where the molecular nonlinear properties are expected to be large. This 
study attempts to characterise these materials and ascertain the behaviour of the NLO 
properties compared to those predicted by determining the dipole moment, first 
hyperpolarisability in solutions, second order NLO susceptibilities, in-situ paling in 
films and optical spectroscopy of both the solution and solid state. Often, in practice, 
high macroscopic nonlinearities are not achieved from chromophores with large 
molecular nonlinearities due to chromophore-chromophore interactions. This effect is 
3 
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probed in this work by studies of nonlinearities as a function of concentration to 
elucidate the nature of the reduced signals. 
1.2 Outline of Thesis 
With the aims of the study having been outlined in the previous section, the following 
section begins with an introduction of the fundamental concepts of NLO and second 
order effects in particular. There are a number of excellent reviews and text books on 
the subject of nonlinear optics and this thesis merely introduces the necessary concepts 
for this work [ 1, 2, 4, 5, 12, 26, 31-3 3]. A brief historical overview of the field is given 
to set the scene for the work contained in this thesis. This is not an exhaustive list but a 
representation of just some of the important works in the field of NLO. The features 
necessary for optimisation of the nonlinearities is described in the remains of this 
chapter together with an outlook for potential devices. 
Chapter 2 introduces the theoretical concepts necessary for the data analysis later in the 
thesis. To this end the molecular and macroscopic origins of NLO are described. 
Various models significant to the work are discussed and the relationship between the 
macroscopic and microscopic nonlinearities is described in terms of conventional 
thermodynamic models. Molecular interactions are also introduced. 
Chapter 3 describes the experimental methods, including details of the laser and 
detection system useful for a variety of experiments, together with sample preparation 
and characterisation techniques. A detailed description of the poling rigs that were 
used to align the dipolar molecules is included. The constant current corona triode had 
extensive modifications to enable successful poling and these are described. The 
in-situ rig was designed and built as part ofthe work of this thesis. 
Chapter 4 reports the results of the molecular studies in solution. The results from 
solvent-dependent electric field induced second harmonic experiments are presented. 
The data is compared to that expected for these molecules and concentration dependent 
studies are carried out to investigate the effect of intermolecular interactions on the 
macroscopic nonlinearity. A novel "zero-fringe" calculation is applied to derive the 
molecular product, J.JfJ. In addition optical spectroscopy as a function of concentration 
is performed on solutions. 
4 
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In Chapter 5, the evolution of the bulk susceptibilities with concentration is presented. 
In-situ paling studies were undertaken to investigate the temporal stability of the poled 
films and these results are presented in this chapter. The films are also characterised by 
refractive index measurements. This leads finally to Chapter 6 where the conclusions 
of the investigations are made. Various aspects of the thermodynamic model approach 
to the translation of microscopic to macroscopic nonlinearities are also discussed. 
1.3 Fundamental Concepts of Nonlinear Optics and Second Order Effects 
When a beam of electromagnetic radiation is projected into a material, absorption of 
the energy causes the charges within the atoms to oscillate. In a linear material, the 
amount of charge displacement is proportional to the instantaneous magnitude of the 
electric field. The charges oscillate at the same frequency as that of the incident light. 
Either the oscillating charges radiate light at that frequency or the energy is transferred 
into non-radiative modes resulting in material heating or other energy transfer 
mechanisms. 
For an isotropic and homogeneous material, the emitted light travels in the same 
direction as the incident light beam [34]. The light is effectively "bound" to the 
material. The light excites charges that re-radiate light that then excites more charges. 
As a result, the light travels through the material at a lower velocity (exhibiting a phase 
change) than it does in vacuum. Thus the linear refractive index of a material, n, is 
defined as the ratio of light speed in vacuum, c, to the speed of light in the material, v. 
If the motion of some of the charges within the material decays without emitting light, 
some of the light intensity is lost from the incident beam by scattering and absorbance. 
The absorbance is defined as the ratio of light exiting a material to the light incident 
into the material divided by the material thickness. Both the absorbance and refractive 
index are linear optical properties of a material for low intensity incident light. In the 
linear regime, measurements of the index of refraction or dielectric constant probe 
molecular dipole moments and polarisabilities. 
In a nonlinear optical material, the displacement of charge from its equilibrium value is 
a nonlinear function of the electric field. All materials, when exposed to a high enough 
light intensity show a nonlinear response. A nonlinear optical response can be 
understood using a simple classical picture. Figure 1.1 shows a plot of the potential 
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energy and effective polarisation response within a hypothetical material. For small 
potentials, U(x), the displacement of the charge, x, is small and is approximated by a 
harmonic potential shown as the smooth curve Figure 1.1 and a linear polarisation 
response. When the displacement away from equilibrium is large, the harmonic 
approximation breaks down and the polarisation is no longer a linear function of the 
applied field, E as shown by the dotted curves in Figure 1.1. In general, nonlinear 
optical effects are considered to result from nonlinearities in the polarisation response 
of the medium to incident fields. For a slowly varying electric field, the induced 
molecular polarisation, p, can be expanded as a power series in the applied electric 
field, E, 
p=p+aE+fJ E·E+yE·E·E+ 
Equation 1.1 
where J1 is the permanent dipole moment, a is the linear polarisability, and J3 and y are 
the second and third order polarisability (or hyperpolarisability) respectively. The term 
a describes the linear optical properties of the molecule while J3 and r account for the 
second and third order response of the molecule. For the macroscopic description of 
the interaction of a medium with light, an analogous power series may be written for 
the macroscopic polarisation, P, induced in the material by an applied field, E, 
P = P 0 + x11 ; E + Xn; E · E + Xo; E · E · E + 
Equation 1.2 
where P0 is the permanent polarisation of the medium and ;!!) is the linear 
susceptibility and ;!2J and ;!3J are the second and third order nonlinear susceptibilities 
of the material, respectively. Equation 1.1 and Equation 1.2 are introduced here in an 
ad hoc fashion and are described more rigorously with frequency dependence in 
Chapter 2. 
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Figure 1.1: Schematic plot of the potential energy function (a) and the polarisation response (b) of 
a second order NLO material 
Second harmonic generation (SHG) or frequency doubling is a nonlinear optical effect, 
and is an example of a second order response resulting from the molecular f3 in 
Equation 1.1 and the x<2l susceptibility Equation 1.2, where the response is proportional 
to the square of the electric field. Symmetry requirements impose the condition that 
second order effects vanish for centrosymmetric electronic structures. Therefore, to 
observe second order effects, or indeed any "even order effect" where the response is 
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proportional to an even power of the applied field, the molecular structure must be 
asymmetric. 
To a first approximation, it is possible to infer the nonlinear optical properties of the 
bulk medium from those of the constituent molecules and vice versa. The arguments 
regarding the symmetry ofthe medium extend to the macroscopicNLO coefficients / 2) 
and are characteristic of the medium. Only if electric dipoles are contributing to the 
nonlinear effect in non-centrosymmetric media, can bulk SHG be observed. 
1.4 Historical Overview of Nonlinear Optics 
Although nonlinear optical phenomena can be described by Maxwell's and 
Schrodinger's equations, it was not until the advent of the laser in 1960 that most 
nonlinear optical phenomena were discovered [35], with a few notable exceptions. In 
1845, Faraday observed a magnetic dependent refractive index; in 1875, the DC Kerr 
effect was first observed, and in 1893, Pockels studied the linear electro-optic effect, 
now also known as the "Pockels effect" [34]. Kerr applied a constant voltage across a 
dielectric medium and found that the polarization angle of a light beam exiting the 
dielectric depended on the voltage. This is a third-order nonlinear optical effect 
because the birefringence in the index of refraction depends quadratically on the 
applied field. The Pockels effect is a linear electro-optic effect as the induced 
birefringence is proportional to the first power of the applied electric field. However, 
the introduction of the laser led to the discovery of a wide variety of nonlinear 
responses at optical frequencies. 
Production of second harmonic light was first observed by Franken and eo-workers in 
1961 [36]. The beam from a ruby laser (A.= 694 nrn) was passed through a quartz 
crystal and ultraviolet second ham1onic generation (A,= 347 nrn) was observed. Since 
then, researchers have confirmed large numbers of nonlinear optical effects, including 
second and third harmonic generation, electro-optic effects and optical rectification and 
have applied them to many practical uses [4, 12, 32, 37]. 
In 1962, Kleinrnan studied the theoretical nonlinear dielectric polarization in ionic 
crystals and predicted that the linear electro-optic coefficients (r) are related to the 
nonlinear susceptibility tensor, (/2J) [38]. Peticolas et a! were the first to observe 
8 
Chapter I: Introduction 
two-photon processes in organic materials [39]. They studied two-photon excitation of 
a number of polycyclic aromatic molecules by using a ruby laser for the excitation and 
measuring the fluorescence. Only a year later, Heilmer et al experimentally verified 
Kleinman's prediction that the second harmonic coefficient (f2J ) and the electro-optic 
coefficient (r) were directly related in hexamine crystals [40]. This leads to the now 
well-known conclusion that nonlinear optical effects in organic molecules are almost 
exclusively electronic in origin. In 1964 Rentzepis and Pao observed the first second 
harmonic generation from organic crystals [ 41]. In this study, crystals of 
3,4 benzpyrene, 1,2 benzanthracene and anthracene were irradiated with light from a 
ruby laser. Second harmonic generation was observed for the asymmetric 
3,4 benzpyrene and 1,2 benzanthracene crystals but could not be detected from the 
symmetric anthracene crystals. These studies indicate that absorbing molecular crystals 
may emit second harmonic generation provided it is allowed by crystal symmetry. 
A key advance in the field ofNLO was made by Kurtz and Perry by the introduction of 
the powder SHG technique to estimate the optical nonlinearity of the material [ 42]. In 
this method, a laser beam is focused onto a crushed crystalline sample and the intensity 
of the generated second harmonic light detected. In this way, a measure of the 
macroscopic second order susceptibility of the crystals is obtained. The results require 
a powder with a well-detem1ined grain size for an accurate analysis to be obtained. 
The SHG also depends on the phase-matching and absorption properties of the 
material. Because of the complicated interpretation of results, this technique is mainly 
used as a rough screening tool to select materials for further study. When used in this 
way and provided an accurate determination of the second order susceptibility is not 
required, this is an extremely quick experiment with facile sample preparation. For this 
reason, powder SHG experiments are commonly used today to find suitable organic 
materials for more detailed investigation without the need to grow large crystals. 
Following this, Maker observed a fringe pattern of the second harmonic intensity when 
a thin plane-parallel quartz platelet was rotated in the fundamental beam [9]. These 
fringes result from dispersion effects from the phase sensitivity of the energy flow 
between the fundamental and harmonic wave. Thus, if the two waves are 
non-phasematched, the refractive index dispersion at the fundamental and harmonic 
frequencies causes light to propagate at different velocities at the two frequencies. As 
the harmonic light propagates through the medium, overlapping the fundamental wave, 
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energy flows back and forth between these waves, depending on their phase 
relationship and this results in different intensities of harmonic light depending on the 
distance of propagation through the material. These are now known as "Maker fringes" 
and Jerphagnon and Kurtz analysed the optical arrangement to relate the second 
harmonic coefficient to the observed intensity variations [43]. They illustrated their 
method from results of quartz plates. The basis of their mathematical equations are 
often used today to extract i 2l coefficients from angular scans of SHG. This theory 
was later refined by Herman and Hayden to include reflection of the second harmonic 
wave from the film-substrate interface, absorption at both the fundamental and second 
harmonic frequencies and the dispersive nature of the medium [44]. This analysis is 
used in this thesis and will be discussed in more detail in Chapter 5. 
In 1970, Davydov et a! reported a connection between the second harmonic generation 
and the nature of the electronic transitions of the molecules [45]. The correlation 
between the efficiency of second hannonic generation with charge transfer was 
demonstrated by measuring many organic compounds with different charge transfer 
characteristics. The largest nonlinearities were seen for organic molecules containing 
donor and acceptor groups at either end of a conjugated Jr-electron system. From these 
experiments, the Russian scientists concluded that charge transfer in molecules 
enhanced second harmonic generation. 
Following this, further experiments were developed to investigate the molecular 
properties necessary to produce large macroscopic nonlinearities. In particular, the 
technique of electric field induced second harmonic generation, (EFISH), was 
developed to determine the molecular hyperpolarisability, fJ. This method employs a 
pulse of electric field applied across a solution containing the NLO active 
chromophores to partially align the molecules and remove the centrosymmetric 
arrangement. Under such conditions, any hyperpolarisability present can result in the 
generation of second harmonic signal. This solution technique has been refined and 
applied to a number of molecules by Levine and Bethea [17, 46-50] and Oudar [13, 25, 
51]. Since this technique involves an electric field acting on the dipole moment, J.l, of 
the molecules, the result of the experiment is the molecular product JL/3. If the 
molecular hyperpolarisability, /3, is required, the dipole moment must be determined 
through other experiments. 
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In 1975 the two level model was proposed by Oudar and Chemla to account for the 
dispersion of the molecular hyperpolarisability [52]. This is a simple model for 
molecules with intramolecular charge transfer and has been extremely useful in the 
synthetic design of new NLO systems. Subsequently Lalama and Garito discuss the 
origin of the second order susceptibility of substituted benzene molecules in terms of a 
molecular Hartree-Fock calculations [18]. The success of these calculations on 
predicting the molecular susceptibility arises from the dominant contribution of the 
valence electrons to the susceptibility. This contribution takes place through the 
difference between the ground state, and first excited state, dipole moments. 
More recently, a model based on the bond length alternation has been introduced to 
relate the structure of the molecule to nonlinear optical properties [21]. In this work, a 
description ofthe linear and nonlinear polarisability is presented in terms of the average 
differences in length between alternating single and double bonds. 
It has been shown that organic materials containing delocalised n-electrons together 
with electronic asymmetry, such as the class investigated in this work, possess 
exceptional nonlinear responses compared to inorganic crystals in use today [18, 53, 
54]. Besides optimised donor-acceptor groups [55, 56], the hyperpolarisability shows a 
marked dependence on the conjugation length [57-60] and planarity of the molecule. 
Model materials that have been investigated consist of benzene derivatives with 
electron donors and acceptor moieties substituted on either end of the benzene ring. 
Such crystals are intrinsically noncentric and include m-nitroaniline (m-NA) [61] and 
2-methyl-4-nitroaniline (MNA) [50]. Crystals of these materials however are difficult 
to grow and attention has been turned to incorporating the chromophores into 
polymeric systems. 
Chromophores may be incorporated into polymer systems by guest-host systems [62-
64], by chemically attaching to a polymer side chain [65-67] or main chain [65, 68], or 
by using cross-linked polymeric structures [69]. Of these, the simplest method is to 
disperse the guest chromophores throughout the polymer matrix. This is easily 
achieved by using a common solvent to dissolve both the guest molecules and the 
polymer. Since this technique allows simple sample preparation, it is often the 
technique of choice when characterisation of chromophores in the solid state is 
required. 
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The first observation of second order nonlinear etiects from poled polymers occurred in 
1982 when Meredith and eo-workers observed second harmonic generation in a 
molecularly doped thermoplastic liquid crystal polymer [62]. Two models were 
applied to describe the orientation induced by poling, the Isotropic and lsing models. 
After the poling field was removed, the polar order of the material was found to be 
short lived. 
Four years later, Singer et a! demonstrated second harmonic generation from a poled 
chromophore doped polymer [70]. The guest-host system of a poly(methyl 
methacrylate) (PMMA) thin film doped with disperse red 1 (DRl) chromophore was 
poled above the glass transition temperature, Tg, of the system and cooled under field in 
an attempt to stabilise the orientation. Corona poled copolymers have also shown 
second order nonlinear optical properties [71, 72]. One of the copolymers that has been 
investigated is a side chain polymer of PMMA with covalently attached dicyanovinyl 
moiety. The susceptibilities were found to be higher than those previously measured 
due to the increased number density afforded by the incorporation of the chromophore 
to the side-chain of the polymer. Moreover, the side chain polymer was found to have 
a more stable orientation relaxation than guest-host systems previously studied. 
A thermodynamic theory of chromophore orientation in response to poling fields was 
developed by Singer, Kuzyk and Sohn [73], known as the SKS model. They were able 
to demonstrate that this model may be successfully applied to both second harmonic 
generation and electro-optic measurements. Such thermodynamic models predict 
enhancement in the magnitude of second order NLO susceptibilities of a chromophore 
doped polymer when the NLO active chromophore concentration is increased, and 
consequently, later studies focused on methods of electric-field poling and material 
doping. 
The orientational stability of poled polymers was addressed by Hampsch and 
eo-workers using SHG as a probe [74]. These researchers were able to measure the 
SHG intensity as a function of time after poling had been completed. Combined with 
further work, it was found that the molecular orientational stability was a function of 
processing conditions, including physical ageing and temperature [75]. 
Eich and eo-workers at IBM studied the poling dynamics in-situ of an amorphous 
polymer containing p-nitroanaline NLO-active side group covalently attached to a 
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polyethylene-type backbone [76]. The corona field was turned on and off just below 
the Tg of the system and the extrapolated relaxation SHG data exhibited multiple 
exponential behaviour with an average decay time that is longer than predicted by 
Williams-Landel-Ferry (WLF) type behaviour. This group also demonstrated the use 
of the cross linking process during corona paling for the first time [77]. 
It became clear that a better understanding of relaxation and paling dynamics was 
required to improve the stability of paled polymer films for nonlinear optics. 
Furthermore, since the poled lifetimes of new polymer systems was increasing it was 
necessary to define accelerated experiments for predicting the relaxation from a short-
time measurement. In this vein, Kohler et al were the first to correlate second 
ham1onic generation signals with them1ally stimulated discharge results [78). In this 
type of study, the SHG from a paled polymer is monitored simultaneously with current 
across the sample as the system is heated. The results suggested that the trapped charge 
from corona paling is released at temperatures higher than the temperature of total 
polarisation relaxation and the two contributions could be easily distinguished by this 
method. The decay was also found to be consistent with a distribution of relaxation 
times as modelled with WLF theory. In the same year, others were investigating 
models for the orientational order of the poled films. The Maier-Saupe theory for 
liquid crystals was extended by van der Vorst and Picken to describe the electric field 
paling of polymers with Jr-conjugated donor-acceptor molecules as pendant side groups 
[79]. 
Recently, refinements to the SKS theory were made by Ghebremichael and eo-workers 
in 1998 [80]. This work involves calculations relating the microscopic to the 
macroscopic polarisations for second order nonlinear optical properties of dye-doped 
polymers. The extra correction terms arise from expressing the order parameter that 
translates the microscopic nonlinearity to the measured nonlinearity in terms of 
Legendre polynomials. These refinements include extra higher order terms in the 
orientational averaging that are neglected by Singer et a! and are not likely to 
contribute substantially to simple one-dimensional-like molecular dopant systems. 
Dalton et a! have recently investigated the attenuation of the second order coefficients 
with number density [81]. In this work, accentric order is optimised by consideration 
of chromophore-chromophore electrostatic interactions. All intermolecular interactions 
are neglected in the SKS model since the order parameter used to translate the 
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microscopic ordering to the macroscopic nonlinearities is independent of the number 
density. Dalton et al have extended the SKS model to include a modified order 
parameter that comprises extra terms to account for these interactions. The interactions 
considered are van der Waal type electrostatic interactions. The origins of such 
interactions are discussed in Chapter 2. 
In addition to poled polymers the NLO properties of Langmuir-Blodgett films [82-88], 
polymeric photorefractive materials [89-91] and polymers incorporated in sol-gel 
matrices [92, 93] have been extensively investigated. 
Thus over the last thirty years, the search for new materials has been accompanied by 
the elucidation of the origin of the nonlinear responses. A large part of this thesis 
discusses how second harmonic generation may be used as a probe to provide 
information on the arrangement of the molecules in the system. 
1.5 Measurement Techniques 
In this section a brief overview of the different techniques that are commonly used for 
the measurement of nonlinear optical effects is given. More detail may be found in 
later Chapters for the experiments particularly relevant to this thesis. 
1.5.1 Linear Electro-optic Measurements 
The linear electro-optic effect or Pockels effect is the linear change in refractive index 
of a system in the presence of an external field [ 1, 12]. The small changes in refractive 
index are measured by detecting phase shifts of the light traversing the material. In 
practice, the general principle involves an electric field applied to the material that is 
situated between two crossed polarisers. The intensity change as a function of the 
applied field is measured to establish the electro-optic coefficient of the material. Thus, 
the operating system allows the birefringence to be varied electronically by means of a 
controlled applied electric field [94-96]. The retardance can be altered as desired, 
thereby changing the state of polarisation of the incident beam, and the system may 
function as a polarisation modulator [97 -101]. 
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1.5.2 Electric lFieRd Poling 
As described in section 1.3, second order effects are prohibited by symmetry if a 
material possesses a centre of inversion. When guest chromophores are introduced into 
a polymer matrix, they will occupy random positions relative to each other within the 
system. Such a random arrangement of molecules is a centrosymmetric orientational 
distribution. Therefore, order may be imparted to such systems by the technique of 
electric field paling in order to align the guest dipolar chromophores within a host 
polymer matrix. 
A high static electric field is applied while the polymer is heated to a state of high 
mobility close to its glass transition temperature, Tg. The dipole moments of the guest 
molecules may then align in the field direction. The polymer is then cooled whilst 
maintaining the electric field in order to lock in the dipolar alignment. The major 
difficulty in using such a paling process is the serious risk of dielectric breakdown 
caused by film defects as well as the increasing conductivity of the polymer near the 
glass transition. Damage to the sample from such breakdown or even small pinhole 
damages from singular electrical discharges are unacceptable for integrated devices as 
they could introduce additional scattering losses inside the waveguide active region. 
However, for research purposes a small amount of damage may be tolerated. 
There are two main paling methods commonly employed; contact paling and corona 
paling. A third, less common technique is internal field paling. 
Contact paling involves the evaporation of thin metal electrodes onto the insulating 
polymer film and the required electric field is applied directly. The electrode 
configurations may either be parallel plate [70] or in-plane (coplanar) [1 02]. This 
technique allows the use of the same electrodes for the fabrication and operation of 
electro-optic devices. In addition, if optical transparency is required, the film may be 
sandwiched between two ITO coated glass slides, or patterned ITO coplanar electrodes. 
Although these techniques are simple, the processing must usually be carried out in a 
clean room environment to ensure the highest purity of the samples to prevent charge 
injection and catastrophic short-circuiting, destroying the device. In addition, the 
paling fields that can be achieved are generally lower than those achieved using other 
techniques. 
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The internal field poling method employs a ferroelectric polymer as the host and 
utilizes the high internal electric fields generated by such hosts. Efforts were made to 
exploit the high fields to induce the alignment in guest host systems and copolymers 
containing a pendant NLO chromophore [I 03, I 04]. The main advantage of this poling 
technique is that relatively low external fields may be applied to generate large 
ferroelectric polarization fields within the polymer host and thus allowing a greater 
degree of chromophore alignment. However, concentrations of the guest chromophore 
must be kept low since the degree of order in the crystalline regions (from where the 
high electric fields are generated) is disrupted by the inclusion of guest molecules. This 
is clearly a major disadvantage when trying to increase the total non-linearity of the 
system by increasing the number density of the NLO chromophores. 
Corona poling utilizes the ions generated from a corona discharge to create very high 
electric fields when deposited on the polymer surface. Such a discharge may be formed 
when a sufficiently high potential difference exists between an asymmetric electrode 
arrangement, such as a needle and plate conformation. This technique was used to pole 
the materials in this study. 
1.5.3 Second Harmonic Generation (SHG) 
The phenomenon of frequency doubling or second harmonic generation may be 
observed when intense electromagnetic radiation from a laser is directed through a 
NLO material. As mentioned in section I.3, there is an important symmetry constraint 
for the observation of second order NLO effects; these effects are only possible in 
noncentrosymmetric systems. In a gaseous or liquid state where random fluctuations 
create a centre of symmetry, alignment of the molecules using an external field is 
required to break the centre of inversion and observe coherent second order effects. In 
chromophore doped polymer systems, the alignment must also be induced through 
electric field poling [66, 70, I 05]. In this case, the measurement of the nonlinearity 
often utilizes the Maker fringe technique [9]. The Maker fringe method provides a 
powerful tool for making accurate relative measurements of NLO coefficients. The 
reference material is usually a standard NLO material such as quartz. SHG is one of 
the main experimental techniques used in this thesis and will be discussed in detail in 
Chapter 3. 
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1.5.4 Sollvatochromism 
The "solvatochrornic method" developed by Paley and 1-Iarris [I 06], for the 
determination of the molecular first hyperpolarisability, f3, is not a true NLO 
measurement, but rather an estimation based on the two level model [I3] usmg 
spectroscopic data. Solvatochromism is the solvent dependence of the UV -visible 
absorption spectrum of a molecule. Within the two level model (see Chapter 2) the 
molecular hyperpolarisability is related to the frequencies of the optical fields, the 
oscillator strength of the transition between the ground and excited state and the dipole 
moment difference between these two states. Absorption data readily provides 
information about the oscillator strength directly from the integration of the frequency 
spectrum [1 07]. In addition, the spectral shift in the absorption spectrum with solvent 
polarity can be used to determine the dipole moment difference between the ground and 
excited states [I 06]. Highly polarisable molecules create frequency shifts in the optical 
absorption spectra when dissolved in solvents of different polarities due to the presence 
of a reaction field. The dissolved molecule will distort the electronic distribution of the 
solvent molecules and if the solvent molecules are dipolar, cause them to orient. These 
oriented polarised dipolar molecules in turn exert an electric field, the reaction field, on 
the dissolved solute molecule, which tends to increase the dipole moment. The two 
level model and reaction field are described in more detail in Chapter 2. 
1.5.5 Electric Field Induced Second Harmonic Generation (EFISH) 
Electric field induced second harmonic generation (EFISI-1) is a standard technique 
often used to measure the magnitude of the molecular hyperpolarisability, f3 [16, 1 08]. 
The general principle involves a high voltage static electric field applied across a cell 
containing a solution of the NLO chromophore under investigation. The pulsed electric 
field aligns the dipolar molecules and breaks the symmetry of the solution. The SHG is 
then probed using a synchronously pulsed laser beam, often from a Nd: Y AG laser. A 
pulsed rather than DC source is used to minimise problems associated with electrolysis 
of the cell containing the solution. The cell usually contains a wedge shape cavity and 
is mounted on a translation stage that can be stepped or driven laterally with respect to 
the laser beam such that fringes associated with the phase mismatch between the 
nonlinear polarisation of the fundamental propagating wave and the second harmonic 
wave are observed. In practice, a long focal length lens is used to focus the 
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fundamental beam into the cell to avoid significant beam divergence and intensity does 
not vary in the cell. The Maker fringe signal is then compared to the fringes from a 
known substance, as this is a relative measurement. The ratio of the two signals then 
serves as the basis of the data analysis and the extraction of fJ. 
1.5.6 Hyper-Rayleigh Scattering (HRS) 
Hyper-Rayleigh scattering is a powerful technique to extract the molecular 
hyperpolarisability of organic chromophores. In these experiments, a fundamental 
laser beam is incident on a cell containing a solution of the NLO molecule. 
Microscopic fluctuations in chromophore orientation and density give rise to 
incoherently scattered second hmmonic radiation that has intensity proportional to the 
square of the fundamental intensity. This incoherent second harmonic light scattering 
from a disordered system was first observed by Terhune et a! [109]. The magnitude of 
the second harmonic intensity scattered from a solution with known concentration of 
sample chromophore can be related to the chromophore fJ value. Since HRS is an 
incoherent effect and light is scattered in all directions and care must be taken with the 
analysis and interpretation of the data because the scattered light cannot be separated 
spatially from fluorescence contributions [ 110, 111]. However, this technique does not 
involve an orienting electric field so that the experimental set up is relatively simple 
compared to EFISH. Moreover, nonpolar molecules, such as octopolar nonlinear 
species, and ionic molecules may also be assessed that cannot be measured using 
EFISH because they are unable to orient in an electric field [ 112]. In addition, this 
technique has the advantage that it yields the first hyperpolarisability alone without the 
need for calculating any other molecular parameters such as the dipole moment. 
1.6 Optimisation of Systems for Second Order Effects 
Molecular prope11ies relate to bulk effects of the medium. According to the SKS theory 
[73], the magnitude of the macroscopic nonlinear effect, ;(2J responsible for SHG and 
EFISH is linearly proportional to the product NEJifJ, the number density, electric field, 
molecular hyperpolarisability and dipole moment respectively and inversely related to 
5kT. In addition, the degree of non-centrosymmetric orientational order plays a role in 
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the determination of i 2J. This relation will be discussed in more detail in the next 
chapter but here the possible approaches to optimisation of i 2J will be summarised. 
1.6.1 Molecular Design 
Molecular properties may be optimised based on structure property relationships 
obtained from a combination of experimental and theoretical work [ 4, 13, 21, 54, 113-
115]. Properties to be optimised include molecular hyperpolarisabilities, together with 
optical properties such as transparency, mechanical properties of flexibility and tensile 
strength and chemical properties such as solubility, stability against photo-oxidation or 
temperature decomposition. In addition, when guest-host polymer systems are studied 
for second order effects, a high dipole moment, Jl is required to assist the alignment in 
the applied electric field. Therefore, essentially the product JlfJ is required to be 
optimised for these systems. To produce high JlfJ is a mission for molecular design and 
synthesis. A dominant contribution to fJ arises from the charge transfer properties of 
the molecule. That is fJ may be defined in terms of the optical transition strength, the 
excited state energy and the dipole moment difference between the ground and excited 
states of the molecule [13, 116]. A classic structure comprises an electron donor linked 
to an electron acceptor through a ;r-conjugated system and results in chromophores 
with high JlfJ. The simplest example is p-nitroaniline that contains asymmetry in the 
polarisation of electrons within the ;r system leading to a dipole. The class of materials 
studied in the work are highly polarisable dipolar molecules leading to large ground 
state dipole moments and a high figure of merit, JlfJ. 
1.6.2 Increase Poling Field 
The paling field strength is limited due to electrical break down of polymers. An 
increase in molecular mobility when a guest host system is paled above the glass 
transition temperature, Tg, is the mechanism responsible for increased paling efficiency. 
Electrical break down may result from high current densities that also accompany an 
increase in the molecular mobility. The risk of breakdown is further increased if the 
impurity concentration is high, as this will further increase the current density of the 
sample. Corona paling is often preferred over fixed electrode paling because corona 
19 
Chapter I: Introduction 
poling reduces the risk of electrical break down since the absence of a top electrode 
ensures that electrical breakdown remains localized. 
1.6.3 Increase Number Density 
The number density of NLO molecules in a guest-host polymeric system is limited by 
phase-separation caused by poor solubility of the chromophore. Studies in the past 
have indicated that, in guest host systems, doping ofNLO molecules is also limited due 
to a reduction of the Tg of the host polymer in proportion to the doping level due to the 
plasticising effect [63]. Incorporating the NLO moiety as a side chain on a polymer 
backbone allows an increase in number density by preventing the phase separation of 
the dye [72]. 
1. 7 Theoretical Modelling 
Many quanhun-chemical methods have been developed for the calculation of the 
electronic structure and molecular properties. These methods may be classified into 
ab-initio and semi-empirical methods. Ab-initio methods are extremely demanding on 
computation time and are therefore limited to moderate size molecules. However, 
generally ab-initio methods have the advantage of reduced arbitrariness while 
semi-empirical methods are generally less demanding, require substantially less 
computational resources and produce results that may include molecular orbital 
diagrams that may be interpreted in an intuitive chemical manner. Ab-initio software 
packages are widely available, such as GAUSSIAN available through CS Chem 3D Pro 
[ 117], to perform electronic structure calculations. Semi-empirical calculations are a 
simplification compared to ab-initio since empirical functions are used instead of exact 
numerical integrals in the electronic structure calculations. The inner electrons are 
taken as a fixed core potential and only the valence electrons are considered explicitly. 
This method is widely used and in particular, the algorithms are readily available in the 
MOPAC [118] software package. 
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1.8 Devices 
Nonlinear optical effects are widely used in optoelectronic devices that have many 
applications in telecommunications including fast switches, optical computing, optical 
data storage and optical information processing. The nonlinear devices include 
harmonic generators, electro-optic modulators and optically bistable devices. 
In the development of devices, the suitability of a material for applications is not only 
detem1ined by the requirement for a large nonlinearity. Other factors may adversely 
affect device perfonnance and these are important in the design and realisation of 
practical devices. Materials must also be efficient and stable under extreme conditions 
of storage and operation. In addition, low operating voltages are required for 
modulator devices. Other constraints of the material for devices include low absorption 
loss at the required wavelength and high damage thresholds. 
Recent advances in polymeric electro-optic materials and device fabrication techniques 
have significantly increased the potential for incorporation of these materials and 
devices into modern high bandwidth telecommunications and information processing. 
The photonics industry is expected to fully exploit the rich variety of nonlinear optical 
effects and materials, with organic materials in particular a promising candidate for 
future devices. 
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Many studies have focussed on understanding the ongm of the nonlinear 
susceptibilities of molecules with the hope of the production of better materials for 
photonics applications. These include two and three state models [1], symmetry 
models and bond length alternation [2]. These models have helped to enable the 
prediction of classes of structures that give rise to high optical nonlinearities. 
Therefore, the main focus of research has constituted fine tuning the design of organic 
structures [3-8] and until recently, there has been comparatively little attention to the 
problem of macroscopic ordering of these molecules [9, 1 0]. 
2.1 Molecular Origins of NLO 
As previously mentioned in Chapter 1, the microscopic polarisation response is 
proportional to the input field and also proportional to higher orders of the input field. 
However in that phenomenological description, it was implicitly assumed that the 
nonlinear polarisation response follows the applied field instantly, so that the 
susceptibilities were quoted as independent of frequency. For opitcal frequencies this 
is not a good approximation as the electronic excitation frequencies of the molecules 
are typically of the same order of magnitude and this means that dispersion and 
resonance effects are significant. Thus, the linear and nonlinear optical properties can 
be discussed using a frequency dependent power series expansion of the induced dipole 
moment, f.l, in powers of the electric field [ 11-13 ], 
P; (CD) = ~t; + a iJ (eo o ) E J ( ro o) + 13 iik (-eo o ;w 1 , CD 2 ) E i ( w 1 ) E k (eo 2 ) + 
Y;ikl ( -wo ;w P w 2, coJ )E i ( w 1 )Ek ( w 2 )E 1 ( wJ )+··· 
Equation 2.1 
where the subscripts i, j, k, I refer to the molecular coordinate system and ~' Ek etc 
denote the components of the applied field and repeated indices are summed over 
following the Einstein convention [ 12] that will be used throughout this work. The first 
term in the expansion, aiJ is the linear polarisation, the first nonlinear term, f3uk is the 
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second order polarisability or hyperpolarisability tensor and YiJkt is the third order 
hyperpolarisability. The negative sign represents a photon that is "emitted" and a 
positive sign indicates an "absorbed photon", where the energy ofthe emitted photon is 
the sum of those absorbed. 
Symmetry constraints may now be considered directly from Equation 2.1. Analysis of 
the tensorial nature of the polarisation leads to the conclusion that second order effects 
are only present in media that have a non-centrosymmetric molecular structure: In 
centrosymmetric molecules, an inversion of the electric field, E ---+ -E, results in a 
polarisation, p ---+ -p. Considering the second order term of Equation 2.1 and neglecting 
the frequency dependence leads to the following expression, 
Equation 2.2 
This condition is only possible if fJiik = 0 and therefore in centrosymmetric molecules, 
only linear and odd order effects will be observed. 
2.2 Macroscopic Origins of NLO 
The nonlinear response of a material is directly related to the response of the individual 
constituent molecules of the system. The polarisation induced in the bulk medium may 
be expanded out in terms of powers of the applied electric field, in a similar manner to 
the microscopic polarisation resulting in the following parallel expression to Equation 
2.1 [13] (in Gaussian or cgs system of units), 
P1 (- OJ0 ) = P1° + X~11 l (- OJ0 ; OJ0 )E 1 (m0 ) + X~}~ (- OJ0 ; OJ" (VJE 1 (m, )E" (m 2 ) 
+ X~}~L (- (V0 ;(V1 ,OJ2 ,W3 )E 1 (m1 )EK (mJEL (mJ+ · · · 
Equation 2.3 
where the subscripts I, J and K refer to the Cartesian co-ordinate system of the bulk 
material in the laboratmy frame of reference and EJ, EK and EL are the components of 
the externally applied field. P0 is the permanent polarisation in the material and the 
proportionality factors, i'nJ are the molecular susceptibilities from which macroscopic 
polarisabilities are observed. if) is the linear susceptibility of the material, i 2J and i 3J 
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are the second and third order nonlinear susceptibilities respectively. / 2J is a third rank 
tensor and / 3J is a fourth rank tensor. 
2.3 Organic Material Requirements 
Organic materials in particular have several potential attractive properties over 
inorganic materials. Organic materials are generally suitable for inexpensive mass 
production, have the ability to chemically tailor physical and optical properties and 
possess low dielectric constants. In addition, large nonlinearities may be provided 
through the electron systems giving rise to faster switching speeds. 
A variety of different organic material systems are available for NLO, including single 
crystals [14-16], molecular Langmuir-Blodgett (LB) films [17, 18], liquid crystals [19-
21] or polymeric systems [22, 23]. The growih of large pure crystals is difficult, 
expensive and time consuming. Moreover, since NLO materials often contain large 
dipole moments, such molecules have a strong tendency to align in antiparallel pairs 
with oppositely oriented dipoles, and in most cases fom1 centrosymmetric crystals. 
Strategies to hinder the dimerisation process and promote crystallisation into 
noncentrosymmetric crystals include substitution of the NLO chromophores with bulky 
side groups, or with chiral groups, or with functional groups that form specific 
intermolecular bonds such as hydrogen bonds. LB films can suffer from difficult 
preparation conditions such as slow deposition and non-ideal alignment problems. In 
contrast, a promising approach is the use of amorphous polymers that are relatively 
inexpensive, simple and easy to process and fabricate into thin films for device 
applications. 
The general fom1 of an organic molecule consists of a number of carbon and hydrogen 
atoms that are bonded to each other by covalent "sharing" of electrons in the upper 
electronic orbital of the atoms. The types of bonding and subsequent electronic orbital 
overlap determine the atomic an-angement, molecular geometry and physical properties 
ofthe system. 
Conjugated organic systems are comprised of alternating single and double carbon 
bonds. Thus the bonding in conjugated systems is a result of the formation of 
hybridised orbitals and unsaturated multiple bonds. Carbon-carbon single bonds or, 
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a-bonds are formed by the "sharing" of one electron in the outer shell of each atom. 
Although the a-bonds form a significant contribution to the properties of an organic 
molecule, they are highly localised and therefore are only slightly perturbed under the 
application of an electric field. In contrast, Jr-bonds, formed by the interaction of 
remaining p-orbitals of the atom, are highly de localised and are greatly perturbed under 
the influence of an electric field. The formation of a .1r and a bond in a system creates a 
carbon-carbon double bond. Many of the unique features of organic materials originate 
from the .1r electrons within the systems. The delocalisation of Jr-electrons enables the 
movement of charge along the molecule under the influence of an applied electric field, 
allowing molecules to have larger dipole moments, polarisabilities and 
hyperpolarisabilities than would be possible with purely a-bonded molecules [24]. 
In addition to being highly polarisable, molecules for second order nonlinear optics 
must possess an asymmetric charge distribution. This is achieved in practice by 
introducing electron donating groups and accepting groups at either end of the 
conjugated molecule. The nonlinearity arises from the fact that it is more difficult for 
charge to move from the electron deficient acceptor, A, to electron rich donor, D, to 
than to move from the donor to the acceptor. Thus model organic molecules with a 
second order response usually consist of three fundamental moieties, as 
D-n conjugated system-A. These molecules are often termed charge transfer (CT) 
molecules. 
2.4 Bond Length Alternation Model (BLA) 
The bond length alternation (BLA) model allows insight into the structure-property 
relationships that govern the nonlinear optical (NLO) properties of organic conjugated 
molecules. The main aspects of the model are introduced here, but for a more detailed 
description the reader is referred to the literature [2, 8, 25-28]. 
The extent of charge separation and the electronic distribution m the ground state 
depends primarily on the molecular structure and on the nature of the surrounding 
medium. For example, the charge separation may be influenced not only by different 
donor or acceptor moieties of the structure but also on the polarity of the medium 
surrounding the molecule. 
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BLA is defined as the average difference in length between adjacent carbon-carbon 
bonds in a conjugated polyene chain. The degree of charge separation in the ground 
state or the degree of polarisation of ground state is related to fJ through the BLA 
parameter. Polyenes have alternating single and double bonds, with bond lengths 
1.34 A and 1.45 A respectively. Closely related to the BLA is the bond order 
parameter; a bond order of 1 would arise for a single carbon-carbon bond, and a bond 
order of 2 would arise for a double bond and hence a bond order of 1.5 is midway 
between the two. This is a similar case to that of benzene where the bond can be 
considered either as a single bond plus half a bond or as a resonance hybrid between 
two forms, for example two Kekule structures in the case of benzene. 
0 -<i(-~ 0 
(a) 
@ 
(b) 
Figure 2.1: (a) Kekule or resonance structures of benzene where the double headed arrow 
indicates that the actual structure lies between the two representations, (b) delocalised 
representation 
The dipole moment, Jl, of a molecule is seen to increase with increasing applied fields 
and eventually saturates as shown in Figure 2.2. Thus the value of dipole moment 
increases as the field is increased. The left hand side of Figure 2.2 shows that at low 
fields the BLA is conventionally taken to be positive indicating a non-polar or 
quinoidal type structure. The BLA ranges from a positive value through zero at the 
"cyanine" limit, the point at which the average difference between the lengths of 
alternating carbon-carbon bonds is zero. The BLA also exhibits negative values, where 
the structure tends towards a charge separated form. In contrast the polarisability is 
maximum at the cyanine limit where the BLA is zero and the charges are evenly 
distributed between the atoms. The extremes of BLA are therefore less polarisable 
since the charges are more localised between the atoms. The evolution of the second 
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order polarisability also reflects the changes in the electronic structure of the molecules 
as the field is applied. Thus molecules with negative f3 are found on the right hand side 
of Figure 2.2 when BLA is negative, indicating the structure tends towards a charge-
separated ground state. Although this model only strictly applies to polyenes, the 
general ideas and concepts may be extended to encompass general conjugated organic 
systems. 
The microscopic polarisation may be expressed in the form of a Taylor senes 
expansion of the dipole moment as derivative with respect to the applied field, as [2, 
29], 
Equation 2.4 
where i, }, k and I are the usual molecular frame tensorial indices, Ei is the local 
microscopic field applied to the molecule and Jl E=n is the molecular dipole moment 
without any applied field, such that Jl = qd [30], where q is the charge and d is the 
charge separation. aiJ, is the polarisability that is proportional to the derivative of the 
dipole with respect to field. Correspondingly the f3iJk and 'Yiikl are the second and third 
order hyperpolarisabilities that are proportional to the second and third order 
derivatives of dipole moment with respect to the field. This picture of evolution of the 
polarisabilities with the field has been confirmed by quantum-mechanical calculations 
and subsequent experimental observations for polyene-like molecules [I, 2, 25, 26]. 
The wavefunction of the electronic ground state may be considered to be a linear 
combination of two limiting resonance structures; a neutral form characterised by 
positive BLA and a charge separated form characterised by negative BLA [2]. Thus 
the BLA can be considered to be a mixing function of the two states. The 
charge-separated state may be stabilised by the influence of the donor-acceptor strength 
[28, 31 ], or through solvent mediated polarisations [28]. Thus the applied field in 
Equation 2.4 may be considered to be an effective field acting on the molecule to 
influence the degree of mixing ofthe two limiting wavefunctions. 
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a 
+ ve BLA -ve BLA 
Figure 2.2: Schematic plot of a, f3, yand .u of a conjugated polyene as function of applied field to 
demonstrate BLA 
2.5 Two Level Model 
The two level model is a special case of the sum over states approach to modelling 
NLO systems. The sum over states approach is derived from perturbation theory and 
yields expressions for the hyperpolarisabilities in terms of excited state energies and 
dipole matrix elements [32]. Thus to predict hyperpolarisabilities using these 
expressions, the electronic structure of the ground state together with a large number of 
excited states must be calculated. Although this is a very powerful method as it 
automatically yields frequency dependence of the hyperpolarisabilities, it can be time 
consuming. In 1977 Oudar introduced the two level model by considering the special 
case where only transitions involving two levels are involved, and assuming that the 
transition dipole moments lie parallel to each other, and only a single diagonal matrix 
element of the charge transfer transition dominates the contribution to fJ [33]. 
Following this analysis, the contribution to the hyperpolarisability in the z-direction, 
/Jzz= may then be approximated as [11, 12, 29, 33], 
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Equation 2.5 
where Weg is the angular frequency of an energy transition and LJ1-1 is the difference 
between the ground and excited state dipole moments of the molecule. The oscillator 
strength, lose, of the charge transfer transition relates to the transition dipole, Jleg by the 
equation [34], 
Equation 2.6 
In practice the two-level model is often used to extrapolate the zero frequency 
component, f30 value from the measurement of fJ(co) in order to allow relatively easy 
comparisons between hyperpolarisabilities of different molecules obtained at different 
wavelengths or with different measurement techniques [29]. To this end, Equation 2.5 
may be divided into two parts with the aid of Equation 2.6 into the frequency 
independent term, /]0, and dispersion tem1, F( m) which is dependent on the relation of 
the transition frequency to the fundamental and second harmonic frequencies [35]; 
13 ~J- 2co; m, eo) = 130 F( eo) 
3!l;g4t 
Equation 2.7 
Equation 2. 7 shows how the hyperpolarisability increases rapidly as the energy of 
either the fundamental or harmonic incident radiation approaches that of the molecular 
transition. This effect is known as resonant enhancement. In practice, molecular 
absorption of energy also increases, leading to a transparency-etliciency trade off. The 
operation wavelength needs to be close enough to a molecular absorption band to 
obtain some resonant enhancement but far enough away that absorption does not have 
an adverse effect. 
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2.6 Second Harmonic Generation (SHG) 
The origin of second harmonic generation may be readily understood by considering a 
system which is subject to a strong oscillating electric field of the form 
E=E0cos( mt-kz), where m is the frequency of oscillation, k is the propagation constant 
of the wave propagating in the z direction through the NLO material. Substitution of 
this sinusoidal field into the second order term of the polarisation expansion, Equation 
2.3, reveals the contribution to the bulk second order polarisation, 
P(2) = _!_Xl~}£ 2 (1 + cos(2cot- 2kz)) I 2 L 0 
Equation 2.8 
The polarisation response at 2 m results in a harmonic oscillation of the dipolar species 
at twice the frequency, 2m, of the incident fundamental wave. The dipoles act as 
sources of electromagnetic radiation in the medium at the new frequency that propagate 
with twice the fundamental propagation constant value without energy loss to the 
medium. Thus, the second harmonic polarisation leads to the propagation of second 
harmonic light [29, 36, 37]. 
The intensity of the second harmonic beam oscillates as it travels through a thick 
sample [32]. This is due to the natural dispersion of the material that occurs because 
the refractive index at the second harmonic frequency is different from that at the 
fundamental frequency. The contributions to the second ham1onic field generated at 
different positions will have different phases. Thus the second harmonic and 
fundamental wave propagate at different phase velocities, and consequently interfere 
constructively or destructively. The distance between one intensity maximum and the 
next is known as the coherence length of the material, le= )j I (nrv _ n2rv) I. This 
intensity modulation gives rise to an interference pattern known as Maker fringes [38], 
when materials thicker than the coherence length are rotated in a beam. The 
propagation of the second harmonic will be discussed in more detail in the appropriate 
experimental configurations in Chapter 5. 
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2.7 Poling 
Second order nonlinear optical properties of chromophores doped into polymeric 
materials have been a field of interest due to their potential application as electro-optic 
and frequency conversion devices [12, 18, 29]. Polymers provide an easily processable 
host of high optical quality for the incorporation of nonlinear optical chromophores. 
These materials are isotropic however, and so are intrinsically centrosymmetric and 
incapable of exhibiting second order nonlinear optical effects. 
In order to induce polar order to guest-host systems, the technique of electric field 
poling may be employed [19]. Electric field poling utilises the dipolar nature of the 
chromophores by application of a DC electric field in order to preferentially align the 
chromophores in the direction of the applied field. At room temperature, orientational 
motion of the dipolar guest moieties is inhibited by steric interactions with the polymer 
host. As the temperature is raised, orientational motion increases until near the glass 
transition temperature, the mobility state becomes very high and the NLO molecules may 
easily orient under the influence of an electric field. Once the alignment has reached 
equilibrium, the soft polymer is then cooled with the applied field to freeze in the 
alignment of the chromophores. The poling imparts an alignment predicted by the 
Boltzmann distribution and the film gains Ccav symmetry. For this particular symmetry 
group there are two nonvanishing nonlinear coefficients, Xz::./2! and Xzx/2J [12, 37]. 
There are several ways in which the electric field is applied to achieve electrical poling of 
polymer films and these have been outlined in Chapter 1. Probably the most versatile 
teclmique for polymer films is corona poling: When a sufficiently high potential 
difference exists between a pair of unsymmetrical electrodes, such as a needle and plate 
arrangement, shown in Figure 2.3, a corona discharge of electrical ions is produced. 
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Figure 2.3: Schematic of corona poling. ITO is an indium tin oxide, transparent conducting layer 
The ions are of the same polarity as the needle tip and will tend to drift towards regions 
of lower potential. In this way, ions become deposited on the sample surface, where 
some will be trapped. In this manner a field is established across the sample thickness. 
The field strength is only limited by the dielectric strength of the material and the 
availability of surface traps at the paling temperature. More discussion on electric paling 
techniques and the corona paling method in particular may be found in Chapter 4. 
2.7.1 Relationship between Macroscopic and Microscopic Nonlinearities in Poled 
Polymers 
Macroscopic optical properties can be described in terms of the microscopic properties 
when appropriately summed and averaged over all contributing constituents. In this 
section the relationships of microscopic and macroscopic polarizations are addressed. 
Specifically, the polarization of a static-field-oriented system that results in second 
harmonic light is considered. When a static field is applied to an otherwise isotropic 
material, the permanent dipole moments tend to align with the field. This alignment 
breaks the material symmetry making SHG possible. The amount of alignment or 
orientation (and reorientation) monitored through the intensity of second harmonic light 
generated by the material sheds light on the micro-environment of the molecule and its 
vicinity. 
The transfom1ation from the molecular microscopic level to the macroscopic level can 
be achieved using an orientated rigid gas model. This model describes the orientational 
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distribution of independent dipoles under the influence of an applied field [39]. In this 
model it is assumed that the molecules preserve all their properties, and interactions 
with the host are accounted for by the introduction of parameters such as local field 
correction factors. However, all intermolecular interactions are neglected. 
In a rigid gas model, the second order susceptibility responsible for SHG in a material 
IS, 
Equation 2.9 
where /, J and K are the laboratory coordinates, i, j and k describe the molecular 
coordinates, the asterisk, (*), indicates the local field corrected hyperpolarisability, and 
N is the number density of contributing molecules. <~ijk>uK is the ij/(11 component of 
the orientational average of the molecular second order susceptibility. The 
transformation from the molecular coordinate system to the laboratory system is 
achieved by the consecutive rotation of the axes in terms of the standard Euler angles, 
.Q = ('//, tjJ, (}), which relate the two sets of axes as shown in Figure 2.4. The transform 
matrix relating the two axes can be expressed by [40], 
[
cos 8cos $cos 'V- sin $sin 'V 
a = -cos 8 cos$ sin 'V- sin$ cos 'V 
sin 8 cos$ 
cos 8sin $cos 'Jf +cos $sin 'V -sin 8 cos 'V ] 
-cos 8 sin$ sin 'V+ cos$ cos 'V sin 8 sin 'V 
sin 8sin $ cos8 
Equation 2.10 
The transformation is simplified when a molecule with only one dominant polarization 
axis is considered. If the direction of the pennanent dipole moment, 11 and the 
polarization are chosen in the same direction, say the z-axis, then the only contributing 
tenns in a are, for fixed z, 
aiz =(sin 8cos<j>, sin 8sin <j>, cos8) 
Equation 2.1 J 
where the angles are shown in Figure 2.4. 
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Figure 2.4: Diagram to show coordinate axes of transformation 
2. 7.2 Orientational Field Distributions 
A simple classical molecular theory first developed by Keilich [ 41] is presented which 
considers the interaction between electric fields on dipolar species randomly distributed 
in a naturally isotropic medium. 
The statistical average for an azimuthal symmetric molecule (one-dimensional) will be 
independent of t;b and, If/ and the first hyperpolarisability can be written as, 
Equation 2.12 
where G is the orientation distribution function. If the system is ordered by a thermal 
process, such as electric field paling at elevated temperatures, G(()) is the 
thermodynamic, statistical distribution function. When the fundamental signal is 
polarized in the plane of incidence, using Equation 2.9 to Equation 2.12, the non-zero 
components of f3 for one-dimensional molecules are given by: 
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(P:==)x:tx = forr P:==aXzaXzaAzGsine de 
= P:== Jorr [sin 2 ecose] Gsine de 
= P:=z(sin 2 ecose) 
= p :zz (cos e - cos 3 e) 
( p :== ) zzz = forr p :==a Zz a Z: a Zz G sin 8 
= P:== L' [cos 3 e]Gsin8 
= P:==(cos 3 e) 
d8 
d8 
!Equation 2.13 
!Equation 2.14 
In this work, the macroscopic system is assumed to exhibit uniaxial symmetry and as 
such the Boltzmann distribution function of the molecules is only dependent on the 
polar angle () between the molecular dipole axis and the poling axis, as follows, 
where, 
J: exp(p cos 8) d8 
G=---------f: exp(p cos 8) sin 8 d8 
~L_E~oc 
p = - -
kTP 
Equation 2.15 
Equation 2.16 
k is the Boltzmann constant, Tp is the poling temperature, E/oc is the component of the 
local field in the z-direction and Jl is the local permanent dipole moment of the 
molecule. 
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It follows from Equation 2.14 that, 
( cos3 e)= I: G(8). cos3 e. sine d8 
Equation 2.17 
Therefore by substituting Equation 2.15 and Equation 2.16 into Equation 2.17 gives 
r cos 3 8exp(pcos8)sin 8 d8 
(cos 3 8) = - 0-"---------fo exp(p cos 8) sin 8 d8 
= L3 (p) 
Equation 2.18 
where L3(p) is the solution to the integrals in Equation 2.18 and is known as the third 
order Langevin function. The n111 order Langevin functions are given by [ 41]: 
] 
L1(p) = cothp--p 
3 -p p 2p) 
!::::---+--+··· 
3 45 945 
2 2 L2 (p) = 1 +-2 --cothp p p 
L,(p)++ :}(p}- ~ 
p p3 4p5 
;::::---+--··· 
5 105 4725 
Equation 2.19 
Equation 2.20 
Equation 2.21 
For low values of p (implying low dipole moment or field), the odd order Langevin 
functions are essentially linear in p but saturate for higher values. Thus in the low field 
limit the first term ofthe expansions ofthe Langevin function are valid. In general [12, 
39, 42, 43], 
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Ln(p)=(cos"B) 
I: exp(pcosB) cos" BsinB dB 
=------------I: exp(pcosB) sinB dB 
!Equation 2.22 
Therefore, by combining Equation 2.9, Equation 2.14 and Equation 2.18 the second 
order nonlinear susceptibility for SHG may be expressed as follows: 
Equation 2.23 
In the limit of low paling fields and low dipole moments, Equation 2.23 takes the 
relatively simple form, 
NjJ• Eloc (2) _ uz z flzzz 
Xzzz- SkT 
p 
Equation 2.24 
The nonlinear susceptibility is therefore a function of the number density, N, the local 
dipole moment, fl, and the local "field addressed" hyperpolarisability, f3 *, (see section 
2. 7.3) and the paling temperature, Tp. 
2.7.3 Locan Field Factors 
In a dielectric medium containing polarisable molecules, the fields experienced by the 
individual molecules differs from the externally applied fields (optical, E(rvJ, and DC, 
E(0J), due to the presence of the dipole fields generated by the surrounding medium. 
The local field is not the same as the externally applied field because the local field 
includes the total field acting on a molecule due to all external sources and the applied 
field. Thus the externally applied fields must be modified by "local field factors" to 
account for the local field effects. The local field problem, even for a dielectric with an 
idealised linear response is quite difficult to solve. It has received the attention of 
many theoreticians over decades, although this has yielded practical results in only a 
few simple cases [30, 44]. 
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The classical approach, first established over eighty years ago by Lorentz, is commonly 
used today [11, 30, 44]. The chromophore is assumed to be embedded in a uniformly 
polarisable medium. The model assumes an ideal dipole in the centre of a spherical 
cavity. For atoms or nonpolar molecules with tightly bound electrons, the local field 
may be expressed as, 
2 
rL = nw + 2 
Jw 3 
Equation 2.25 
where Jr} is the Lorenz local field factor and n} is the refractive index of the medium 
at the relevant frequency, m, which is related to the dielectric constant at optical fields 
by & z nr}. Thus the Lorentz correction factor results from the effects of induced 
dipoles in the medium from electronic polarization. However, external fields, 
especially static fields can orient molecules with pennanent electric-dipole moments. 
A refinement of the Lorentz local field may be made when orientational reactive forces 
are accounted for. 
The local fields may be considered to be composed of a "self-field" from the dipole 
moment and a reaction field. The field of the polarisable dipole in such a cavity 
polarises the surrounding material, and the resulting inhomogeneous polarisation of the 
environment will cause a field at the dipole, which is known as the reaction field, R. 
The presence of a reaction field has important consequences on the electronic 
properties of guest molecules. The reaction field interacts with the molecule causing a 
perturbation of the electronic distribution. Therefore, the molecular properties such as 
the dipole moment, J.l and second order polarisability, f3 that are extremely sensitive to 
changes in electronic distribution will evolve with R [2]. The reaction field may also 
induce a dipole in a non-dipolar species [30]. 
Since the reaction field is brought about by polarizations in the surrounding media, a 
dipole moment can be expected to change when placed in different environments [ 45]. 
In general, increases in the dielectric constant of a medium enhance the dipole moment. 
In a similar manner, the molecular nonlinear polarisabilities will also be affected by the 
environment [8, 46] resulting in a dependence of nonlinear properties on the host 
media. Since these effects change the ground state dipole moment, the transition 
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energy of the molecule is also dependent on the dielectric constant of the environment, 
resulting in the effect known as solvatochromism [ 4 7]. 
The reaction field is included in the Onsager model that described the local fields in 
terms of two components, the cavity field and the reaction field and results in the 
often-used "Onsager local field factor" [ 45, 48], 
Equation 2.26 
where the polarisable host medium permittivity is given by £ and the cavity is occupied 
by a medium of permittivity, nr/. 
Both Equation 2.25 and Equation 2.26 are the usual corrections exploited to relate gas-
phase computations and solution or solid phase measurements; in particular, for static 
(or DC) electric field the local factor is often given by the Onsager expression. Thus, if 
these local field factors are combined with Equation 2.24, the following result for the 
second order susceptibility is obtained [35]: 
Equation 2.27 
The validity of this approach rests on the hypothesis that the polarization within the 
medium is uniform and also depends on the shape of the cavity employed. It has been 
shown that the distribution of local fields is sensitive to the microstructure of the local 
medium [ 49]. Both equations are derived for spherical cavities and do not account for 
molecular anisotropy. A spherical cavity may not necessarily be the best shape 
approximation for the molecules considered in this work. It may be more appropriate 
to represent guest molecules by ellipsoidal cavity shapes [50]. However, when such 
volumes are used, the semi-principle axes must be calculated together with the 
polarisability. Modelling packages exist to calculate molecular properties [51] such as 
polarisability and molecular dimensions; however, these packages only calculate gas 
phase values and cannot calculate local values. As has been mentioned, the reaction 
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field has a considerable effect on the electronic prope11ies of a molecule, including 
polarisability. Therefore, field factor calculations that are more complex may introduce 
further errors into the computation of susceptibilities and for the sake of simplicity; the 
relatively straightforward form of Equation 2.27 has been employed. 
2.8 Electric Field Induced Second Harmonic Generation (EFISH) 
The time-averaged molecular orientation in liquids or solution will be completely 
isotropic. This random fluctuation of the orientation of molecules in solutions will 
result in average cancellation of macroscopic even-order polarisation effects. In order 
to access the molecular second order susceptibility, r 2muKL, in isotropic media, a static 
electric field is applied to the sample along the direction of polarisation of the 
fundamental beam. The application of the electric field breaks the symmetry of the 
medium introducing a bias orientational distribution of the electric dipoles in the 
direction of the field. Thus the technique of electric field induced second harmonic 
generation, (EFISH) enables the generation of second harmonic fields. Since the 
experiments generate a field at 2w from the interaction of three waves (two at the 
fundamental frequency and one at de), the induced nonlinear polarisation must operate 
through a third order process. 
The polarisation, P/0J, at the second harmonic for EFISH is given by [12, 29, 41], 
P (2(J))- X(2(J))EwEwEo- r2(J) EOJE(J)Eo- deff EwEco I - IJKL J K L - IJKL J K L - IJK J K 
Equation 2.28 
where Ef and EKw are the applied fundamental optical fields and E/ is the static field. 
The susceptibility is related to the susceptibility in Equation 2.3 through the expression, 
r 2(t) - (2w) - (3) ( ') • o) un - X IJKL - X IJKL - _eo, eo, m, 
Equation 2.29 
This susceptibility possesses several general symmetry properties. Firstly, 
r 2w r 2ro . E d E . b IJKL = IKJL smce 1 an K are mterchangea le. Choosing a propagation 
direction because the medium is isotropic can restrict r 2roJJKL· Thus assuming the 
direction of propagation of plane polarised waves is in the x = 1 direction, different 
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combinations of the vanous components of /3iJk will be measured by different 
components of r 2{1). However, the focus here is on Ew and E 0 having a common 
polarisation in the z direction, leading to, 
Equation 2.30 
The second harmonic microscopic polarisation, P2rviikl of a molecule under the influence 
of static and optical fields is given by, 
2w = n.2w E'''E''' + Y2w E''' E"' EO P, 1-' uk .1 k ukl 1 k 1 
[ 
n.2m ) 
= ~+ 2w E"'E'''Eo Eo Y ukl 1 k 1 
I 
Equation 2.31 
h (/J 2rv . 1£ ()) 2rv TOT h 1 h" d d 1" . h w ere iJk'· 1 + r iikl = r represents t e tota t 1r or er non meanty at t e 
second harmonic frequency including contributions from electronic, vibrational, and 
rotational motions. It should be noted that this y TOT is not the same as in Equation 2.1, 
since the polarisation expansion only contains tenns relating to the electronic 
distortion. Thus for a single molecule, the second harmonic polarisation may be 
written as [52], 
2(!) n.2m £m£m ( e v \rm Em£0 
Pi = 1-' uk 'J k + Y ifkl + Y i/kt P J k 1 
Equation 2.32 
where, y eijki and y vijkl are the electronic and vibrational contributions to the 
nonlinearity. In order to relate Equation 2.32 to experiment, p2rvi must be averaged 
over all possible orientations of the molecules. Since contributions to f.1 and f3 are 
dominated by charge transfer interactions this implies that the largest contributions are 
along the charge transfer direction of the molecule. Thus if the charge transfer axis is 
along the z-direction the contributions to f.1 and f3 in the x- and y- directions are small 
compared to the z-direction. For this reason, all the fields are chosen along the 
z-direction. The application of a static field in EFISH experiments orients the dipoles 
so that the average macroscopic dipole moment lies in the direction of the external 
field. Thus if f.1 and f3 are parallel to each other and in the z-direction, an average 
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component of f3 is measured. A Boltzmann distribution of averaging is used to yield 
the following [52]: 
where, 
e r u y zzzz = y = y + y + y 
e ~ p 
~y +--
5kT 
Equation 2.33 
Equation 2.34 
where Yzzzz is the average total hyperpolarisability, re is the average electronic 
contribution, r" is the average vibrational nonlinearity that is often neglected as shown 
in Equation 2.34, and y'" = JLf315kT is the average dipolar rotational contribution. For 
centrosymmetric molecules, this rotation term will vanish because JL and fJ are zero. 
The three contributions to r have different response times; the purely electronic 
contribution has a frequency response in the ultra violet ( r~ 10" 15 s), the molecular 
vibrations occur in the infrared ( r~ 10" 13 s), while the dipole rotation response rr is in 
the mm region ( r~ 1 o·" s). Levine and Bethea have shown that the vibrational 
contribution, r" to the hyperpolarisability is negligible compared to the electronic 
contribution, l [52]. In addition measurements of re using four-wave mixing have 
been performed on a variety of highly conjugated molecules, indicating the effect of l 
will usually be 10% of the rotational term in these systems [53]. Thus, in practice, the 
electronic contribution is also often neglected because this contribution is much smaller 
than the rotational contribution, particularly for molecules with large dipole moments 
[12, 48, 53, 54]. Within the experimental accuracy, it is also reasonable to neglect re in 
this work in line with these other studies of conjugated molecules. 
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2.9 intermolecular Forces 
Forces that arise between particles may be classified into four categories: gravitational, 
electromagnetic, strong nuclear and weak nuclear forces. The gravitational force is 
extremely long range and of small magnitude. Conversely, the strong and weak nuclear 
forces are electromagnetic forces responsible for the binding of neutrons and protons 
inside the nucleus, and consequently the range over which they are significant is of the 
order of 10- 15 m. Since typical molecular dimensions are of the order 5 x 10- 11 m, 
electromagnetic forces are the source of intermolecular interactions. Consequently, 
intermolecular forces are electrostatic forces that exist between molecules that cause 
one molecule to influence another. Such forces will cause a gas to deviate from ideal 
gas behaviour (PV = RT) and are stronger in the liquid and solid state. The ideal gas 
law arises from the fact that the pressure, P, and temperature, T, are both related to the 
motion of the molecules through the gas constant, R. The pressure is due to the force 
that molecules exert on the walls of the container of volume V, by virtue of their 
collisions with the walls and the temperature is a measure of the average kinetic energy 
of the molecules. 
In an attempt to explain this deviation, the Dutch physicist, J.D. van der Waals was one 
of the first to consider the effect of attractive forces between molecules and arrived at 
the famous equation of state for gases and liquids [55-57]. This was a modification to 
the ideal gas law to account for the finite size of the molecules (by subtracting a term, 
h, from the volume) and an extra term was added, a/V2 to the pressure to account for 
the attractive intennolecular forces, now known as van der Waal forces: 
Equation 2.35 
Some thirty years later, in 1903, Mie proposed an interaction "pair potential" of the 
form, 
A B U(r)=--+-
,.~~ rm 
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where A and B are constants, m > n and r is the intennolecular separation. This was a 
semi-empirical expression that, for the first time, included a repulsive short range term 
together with an attractive long range term. The potential exhibits a single minimum 
that represents the closest approach of atoms to their neighbours. This was successfully 
able to account for a wide range of properties. The Lennard-Jones potential was 
developed in 1924 and is a special case of the Mie potential with n = 12 and m = 6. 
The repulsive potential falls at llr12 represents the decay of atomic wavefunctions at 
large distances, and hence the overlap that is responsible for repulsion. These are 
simplified representations of the potential energy where the details are ignored and the 
general features are represented by a few adjustable parameters. Indeed the attractive 
component of the Lennard-Jones potential is theoretically based on the dispersion 
energy contribution, whilst the form of the repulsive term is derived from the fact that 
atoms may not be infinitely close since electron clouds may not overlap. Nonetheless, 
such representations having the considerable advantage of relative simplicity are 
successfully and widely used today. 
The long-range attractive component of intermolecular forces is most significant when 
distances are such that the probability of overlap of electron clouds of different 
molecules is small. There are three main types of force that contribute to the attractive 
van der Waals interactions depending on the nature of the interacting molecules; 
dipole-dipole interactions, dispersion interactions and induced-dipole induced-dipole 
interactions. These will be considered separately in the following sections in more 
detail. In certain instances other types of attractive interactions are observed and are 
often of great importance. 
In particular, hydrogen bonding interactions are forces that exist between molecules 
that have a hydrogen atom bonded to a highly electronegative atom such as oxygen, 
nitrogen, or fluorine. This represents a strong pattial dipole in the molecule that will 
have the hydrogen end (positive) attracting the negative end (0, N, or F) of other 
molecules. In the bonds N-H, 0-H, and F-H the shared electron pair is shifted towards 
the N, 0 and F so that these bonds have a permanent strong dipole X8-- H8+. 
Hydrogen bonding between ammonia molecules, between water molecules, and 
between hydrogen fluoride molecules is responsible for their high boiling points and 
the liquids are said to be highly associated [34]. Carbon and hydrogen have very similar 
electronegativity and C-H bonds are almost non-polar and thus methane has a much 
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lower boiling point than ammonia, water and hydrogen fluoride. Hydrogen bonds are 
responsible for fom1ing the open framework lattice of ice in which each oxygen atom 
forms two intramolecular covalent bonds to hydrogen and two intermolecular hydrogen 
bonds to hydrogen atoms in neighbouring water molecules. 
2.9.1 Dipole-dipole (Keesom) Interactions 
This is one of the interactions that contribute to van der Waals interactions and is often 
termed the orientation or Keesom interaction. Dipole-Dipole interactions are forces 
that exist between polar molecules where the partial positive end of one molecule 
attracts the partial negative charge of another molecule. Only polar molecules can 
exhibit this type of Van Der Waals and the strength of the force increases with an 
increase in the polarity of the molecule. 
Consider a pair of molecules, I and 2, separated at large distances, r, compared to the 
molecular dimensions as shown in Figure 2.5; in the absence of quadrupole or higher 
order mulitpoles, the direct electrostatic interaction energy, U(r. 81, 82, rjJ), may be 
expressed in terms of the separation, r and relative orientation [56] as described in 
Equation 2.37, 
Equation 2.37 
where J.lt and J.12 are the dipole moments of molecules 1 and 2 respectively. 
The function f (8 1, 82, ~) contains the orientation dependence of the energy and has the 
fom1 [55]: 
Equation 2.38 
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!-12 
r 
Figure 2.5: Schematic to show the geometry of a dipole-dipole interaction 
Thus, it can be seen that the dipole-dipole interaction energy is proportional to r-3 for a 
fixed configuration of the molecules, and that it is strongly dependent on orientation, 
varying from attractive to repulsive as one molecule is rotated. 
If the two molecules are free to rotate as they are in the gas phase or in solution, the 
dipole-dipole energy averaged over all possible orientations is required. If all relative 
orientations were equally possible, then this average would lead to zero interaction 
energy. However, such averaging is unrealistic since not all relative orientations are 
equally probable. Preferential weighting results from the introduction of the 
Boltzmann averaging which accounts for temperature effects and favours 
configurations with lower energy relative to those with higher energy. In general, the 
angle-averaged free energy, U(r), of the instantaneous orientation-dependent energy, 
U(r, [}), is given by the potential distribution theorem, 
Equation 2.39 
where T is the temperature and the instantaneous orientation-dependent free interaction 
energy, U(r, [}), arises from Equation 2.37 and dQ corresponds to the polar and 
azimuthal anlges, e and fjJ as in Figure 2.5 and integration over angular space. 
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When the potential energy of the interaction of the two dipoles is very small compared 
with the energy of thermal motion, the exponential in Equation 2.39 may be expanded 
to give, 
Consequently, 
exp[- U(r )] =I_ U(r) + ... 
kT kT 
= / 1_ U(r,Q) + _!_(U(r,0))
2
) 
\ kT 2 kT 
U(r) ~ (u(r,O)--U_(r_,n_)_2 ) 
2kT 
Equation 2.40 
Equation 2.41 
Therefore, using Equation 2.41 and Equation 2.3 7 the angle-averaged free energy of a 
dipole-dipole interaction is 
for 
Equation 2.42 
Noting the spatially averaged values of angles; 
(cos 2 8)= 4
1
rr[fo"cos 2 8sin8d8J fo2" d~=1 
( 
? ) I [ r· , J r2· 2 sin-8 =
4
rr J
0
sin-8sin8d8 ·Jo d~=J 
(sin 2 ~)=(cos 2 ~)=~ 
(sin8)=(cos8)=0 
Equation 2.43 
So far the interactions have implicitly assumed to occur at constant volume and hence 
free energies have been stated. In order relate the free energy, A, to the total energy, 
uror, of the system, the thermodynamic, Gibbs-Helmholtz relation may be used: 
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UTOT = A+TS 
Equation 2.44 
where S is the entropy of the system and T is the temperature. Thus the total energy for 
the angle averaged dipole-dipole interaction is, 
Equation 2.45 
The Boltzmann-angle averaged interaction between two permanent dipoles, the 
dipole-dipole interaction, varies with the inverse sixth power of distance as shown in 
Equation 2.45. 
2.9.2 Dispersion (London) Forces 
London dispersion forces are the attractive forces that exist between all molecules as a 
result of the electrostatic attraction of the positive nuclei of one molecule to electrons 
of another molecule. The electronic distribution of a molecule at a given instant in time 
may not be perfectly symmetrical as shown in Figure 2.6. In this case, the centres of 
gravity of the positive and negative charge distributions do not coincide and the atom 
would have a transient dipole. A close neighbouring atom will be influenced by this 
apparent dipole and thus due to electron repulsion, a temporary dipole on one atom can 
induce a similar dipole in a neighbouring atom and cause an attraction between the two 
atoms. All molecular substances exhibit London dispersion forces and these are the 
weakest of the van der Waals forces. Often the greater the polarisability of a molecule, 
the easier it is to induce a momentary dipole (alter the electron distribution) and the 
stronger the dispersion forces. 
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(a) 
The time-averaged electron density distribution around a nucleus. The shaded area represents the 
electron cloud and the dark dot represents the nucleus 
0- 0-
(b) 
Representation of instantaneous dipole-induced dipole interaction 
Figure 2.6: Scematic to show dispersion interaction 
The dispersion energy is purely quantum mechanical in ongm and so cannot be 
described in terms of classical mechanics. Fritz London first described the dispersion 
force in tem1s of an oscillator model [58] in 1936. For two identical molecules, the 
dispersion interaction energy is, 
-C U(r) = disp 
r 6 
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Equation 2.46 
where r is the distance between the atoms, a is the static polarisability, and I is the 
ionisation potential. 
And for two dissimilar molecules: 
Equation 2.47 
This simple model has been superseded by more rigorous and complicated quantum 
mechanical calculations that lead to expressions of the same form as Equation 2.46 
with different values for Cdisp For the purposes of this work, Equation 2.46 is relied 
upon to give values that contribute to the total van der Waal interactions. 
2.9.3 Induction (Debye) Forces 
When a molecule is placed in an electric field, there is a redistribution of the electronic 
charge distribution, known as polarisation. Consequently, a dipole moment is induced 
in the molecule. The polarising electric field need not necessarily be externally 
applied. Since a neutral molecule possessing a permanent dipole moment, Ji, gives rise 
to an electrostatic potential C/J and consequently and electric field, E = -oC/J/ or, this 
electric field maybe responsible for the induction of a dipole moment in a second 
molecule which is nearby, whether the second molecule is itself polar or not. In 
general, the treatment of induction forces is complex partly because for many 
molecules the polarisability is not isotropic but is tensorial in character. Furthermore, 
higher-order multipoles in polar molecules can induce higher order multipoles in other 
molecules. 
For the simple case of a fixed dipole, Ji, oriented at an angle, B, to the line joining it to a 
polarisable molecule, with polarisability a, as in Figure 2. 7, the interaction energy is 
given by [55, 57], 
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- _ _!_ 2 -- 2 (1 + 3cos2 e) U(r,S)ind- aE - )l a 2 6 2 2(4m::0E) r 
Equation 2.48 
)l 
Figure 2.7: Schematic diagram of interaction between a dipole, !.J. and a polarisable molecule with 
polarisability, a. 
Typically, the strength of this interaction is not sufficient to mutually orient molecules, 
as may occur in strong dipole-dipole interactions. The effective interaction is the 
angle-averaged energy. Thus if each orientation is weighted with the Boltzmann factor, 
exp(-UinclkT), the average energy of the interaction at sufficiently high temperatures 
becomes, 
Equation 2.49 
While more generally, for two molecules each possessing permanent dipole moment, 
JlJ and 112 and polarisabilities, a 1 and a2, the net dipole-induced dipole energy is [55], 
Equation 2.50 
Thus it can be seen that the Debye interaction constitutes another of the three inverse 
sixth power contributions to the total van der Waals interaction energy between 
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molecules. However, unlike the dipole-dipole interaction energy, the induction 
interaction is not temperature dependent. 
This model is considerably simplified. In general, the static polarisability is not 
isotropic so it must be represented by a second rank tensor, a. The elements of this 
tensor relate the dipole moment component induced in one direction to a field 
component in another direction. Furthermore, even if the polarisability is isotropic, 
such as in the case of a molecule with spherical geometry, nonlinearities between the 
induced dipole and the field can occur. In addition, higher order multipole moments 
may be induced by the electric field. Each of these factors may contribute to the 
induction energy between two molecules. 
2.9.4 Solvent Effects 
In general, the interactions of an isolated pair of molecules are not the same when the 
molecules are surrounded by solvent molecules in a medium. Interactions with the 
surrounding medium may cause complex repulsive and attractive torces such as steric 
forces, solvation forces and electrostatic forces. 
The interaction energy is modified by the intervening medium through the dielectric 
constant of the solvent, 55 • This is reflected in the oriented gas model described in this 
chapter by employing local field factors. In addition, the solvent structure will be 
disturbed by the presence of solute molecules as the solvent-solvent interactions are 
replaced by solvent-solute interactions resulting in a change in the net energy of the 
system. These interactions are often called solvation forces. Moreover, local 
rearrangements of molecules may cause a significant entropy change of the system. 
Consequently, the ideal model should consider interactions involving the average of all 
possible configurations of the solvent molecules relative to the solute. Finally, the 
electronic distribution of the solute molecules will become distorted from the free space 
distribution because of interactions between the solute molecules in the solvent, and 
this in turn will modifY the solute-solute and solute-solvent interactions. 
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2.9.5 Modified Ornei!Btated Gas Model 
It is known that for small, polar molecules, the dipole-dipole and induced dipole 
interactions discussed in 2.9.1 and 2.9.3 respectively, comprise approximately 20% of 
the long-range attractive energy [56]. The third contribution to the attractive van der 
Waals interactions consists of the dispersion energy. 
Nevertheless, all of the molecular interactions described m this section are often 
neglected when translating microscopic properties of nonlinearities to macroscopic 
nonlinearities in nonlinear optical materials. As has been shown through Equation 
2.45, Equation 2.50 and Equation 2.4 7, this electrostatic interaction becomes stronger 
the larger the dipole moments and polarisabilities of the molecules concerned. Since 
nonlinear optics intrinsically requires molecules to have large dipole moments and 
polarisabilities, the neglect of these interactions is not likely to be strictly valid. 
Recently, Dalton et a! [59] have proposed a model that includes these intermolecular 
interactions in the paling of thin films and this model has been extended to describe 
EFISH results of this thesis. 
The competition between chromophore-chromophore electrostatic interactions and 
chromophore-applied electric field interactions is modelled using a theory based on 
Van der Waals interactions and is tern1ed a modified "London theory". London's 
famous expression (Equation 2.46) for the dispersion interaction energy between two 
identical neutral atoms is [58], 
-C 
U(r) = ~'''P 
,. 
Equation 2.51 
where r is the distance between the atoms, a is the static polarisability, and I is the 
ionisation potential. This interaction is essentially quantum mechanical in nature, 
arising from instantaneous but fluctuating dipole moments of neutral atoms and thus it 
retains some electrostatic character. Indeed the 1/r6 dependence of the force is the same 
as that for the two other polarisation interactions (the Keesom and Debye forces) that 
contribute to the net van der Waals force. As discussed previously in sections 2.9.1 to 
2.9.3, there are three distinct types of force that contribute to the total long-range 
interaction between polar molecules, collectively known as the van der Waals force: 
namely the interactions of dispersion (or London forces), induction (or Debye forces) 
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and orientational (or Keesom forces). So for two dissimilar polar molecules the 
interaction energy may be written as: 
Equation 2.52 
Where f.li and f.12 are the dipole moments of molecules 1 and 2 respectively and r is the 
average distance between chromophores. It is this statistically averaged potential 
energy for the chromophore-chromophore interaction that is used in model described 
by Dalton et al. Assuming spherically symmetrical chromophores and averaging over 
the relative orientation of one chromophore with respect to another leads to the energy 
term, 
U = ~cos8- WvDw cos~ 
Equation 2.53 
Where F contains all the local field factors, e describes the average angle between a 
chromophore, Wvmv is the interaction energy associated with the van der Waals force 
and the paling field direction and two chromophores are related to each other by the 
angle f/J. This energy term is then used in the usual orientational average <cos38> term 
when translating microscopic to macroscopic nonlinearities, as described in section 
2.7.1 [9], 
Equation 2.54 
Where L 1 is the first order Langevin function as given by the following: 
64 
L1 (p) =< cos p > 
1 
= coth(p)--
p 
f~" cos 9 . exp(p . cos 9) . sin 9 ae 
=------------------------
fore exp(p . cos 9) . sin 9 ae 
Chapter 2: Theoretical Aspects 
!Equation 2.55 
Strictly speaking, the J.1EpF15kT tenn in Equation 2.54 is derived from the 
approximation of the third order Langevin function as described in section 2. 7.2. 
Dalton's modified oriented gas model for polymer films is now adapted to model 
EFISH data. The third order susceptibility can be related to the microscopic properties 
by, 
r = x(3) 
dijk = rijkE? 
= Ny~fofr,; f2w 
= N~ < COS3 8 > fofr,~ f2w 
!Equation 2.56 
where N is the number density of the nonlinear optical molecule, fo, f} and f2(v are the 
local field factors. Equation 2.56 shows that the susceptibility r depends on constant 
field factors, the constant molecular property of jJ, the number density and a term 
relating to the average orientation of the chromophores in the applied electric field, 
<cos39>. So if the orientational average tem1 takes on a simple form the nonlinearity, 
r would be expected to be a linear function of number density, N. However, if the 
functional form of <cos39> term is more complex and depends on factors such as the 
distance between particles (and therefore the number density), the dependence of r on 
N may not be so straightforward. Thus, if the attractive van der Waals interactions are 
taken into account as in Equation 2.54, the third order non-linearity may be expressed 
as, 
r=Nf 2 f ~L (p{l-L 2 (Wvow)] 
w 2wl-l J 1 I kT 
Equation 2.57 
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where pis the ratio of the poling orientation energy to thermal energy, f.lfoE/kT. 
Since the energy, Wvow is proportional to N 2, Equation 2.57 shows that the total 
nonlinearity is no longer a linear function of the number density of active NLO species. 
The long-range van der Waals forces associated with polar and neutral molecules 
defines the form ofthis model. 
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Chapter 3 :Experimental 
3.1 Introduction 
The techniques used for the preparation and characterisation of thin polymer films and 
chromophore solutions are explained in this chapter. The equipment used for EFISH 
measurements is described. It is necessary to induce a non-centrosymmetric structure 
in the polymer samples and hence the dipolar molecules were aligned by poling using 
applied DC fields. The poling was carried out using a constant current corona triode, 
(CCCT) and an outline of this set up is described in section 3.5.2. The polar alignment 
and the second order nonlinear optical coefficients of the molecular species were 
determined by second harmonic generation (SHG) measurements and this is described 
in section 3.6. The molecular figure of merit, JlfJ, was determined by EFISH 
measurements, described in section 3.3. Photoluminescence and absorption 
experiments were used to investigate the aggregation properties of the chromophores. 
3.2 Sample Preparation and Characterisation 
Thin polymer films were prepared by spin coating. This study uses a guest-host system 
where the guest nonlinear optical molecules are dispersed throughout the polymer 
matrix. This method requires that the polymer and guest material can be dissolved in a 
common solvent. Solutions were prepared and usually stirred overnight to ensure 
complete dissolution. To ensure that high optical quality films were produced, the 
solutions were filtered through a 0.45 11m pore size Millipore in-line filter (Millex 
SLHV 025 NS, syringe driven PVDF filter unit) directly onto the cleaned substrate 
immediately before spinning. Following the coating process, excess solvent was 
removed from the samples by drying in a vacuum oven at a suitable temperature 
governed by the properties of both the solvent and the film. 
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3.2.1 Substrate Preparation 
Glass substrates with a transparent conducting coating, indium tin oxide (ITO), were 
patterned to give a circular ground plane area of diameter 18 mm with a surrounding 
guard ring, as described in section 3.5.2, to ensure accurate definition of the area and 
hence current density. ITO coated glass sheets (Merck Display Technologies, 
Resistivity ~ 120 Ohms/square) were cut into 25 x 25 mm squares and washed with 
acetone. The substrates were covered in a photo-resist through a mask pattern. The 
substrates were then etched, before being cleaned prior to sample preparation. The 
photo-resist patterning procedure together with the ITO etching and cleaning 
procedures can be found in Appendix I. 
Experiments were undertaken to investigate the effect of ITO resistivity on poling field 
strengths. Substrates with high ( ~ 120 Ohms/square) and low ( ~ 15 Ohn1s/square) ITO 
resistivities were tested in the CCCT poling rig (described in section 3.5.2). However, 
no appreciable difference in the poling fields was observed. To investigate the effect of 
ITO resistivity, a standard NLO material, 4-(N,N-dimethylamino)-3-
acetamidonitrobenzene, DAN, was doped into poly(bisphenol A carbonate) to a weight 
loading of 20%. Both samples produced the same d33 value when the SHG was 
measured. The readily available 120 Ohms/square ITO was therefore used throughout 
this study. 
3.2.2 Spin Coating 
The solution was filtered directly onto the substrate and complete coverage was 
produced. The substrate was then rotated at 2000 rpm to produce a highly uniform 
coating and the excess solution was removed. The viscosity of the solution, angular 
velocity and time of spinning govern the thickness of the film and careful control of 
these factors can lead to uniform films with thickness ranging from sub-micron to tens 
of microns. Studies were made to investigate the parameters required to produce films 
of the required thickness. Less volatile solvents tend to produce films of a high optical 
quality but this does result in long drying times at high temperatures. 
Typically 1 g of polymer, such as poly(bisphenol A carbonate) (PC) (Aldrich Cat. 
No.l8, 162-5) was eo-dissolved with the required weight loading of chromophore in 
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6 ml of 1,1,2-2 tetrachloroethane (Aldrich Cat. No. 10,653-4, bp=l47°C). This choice 
of solvent was the only one found that was able to dissolve the polymer, whilst also 
being suitable for spin coating. After stirring overnight, the samples were prepared by 
spin coating on cleaned ITO or quartz substrates (as described in Appendix 1). Spin 
speeds of 2000 rpm for 1 0 seconds gave a film thickness of around 3 f-tm. The films 
were then left to dry in a vacuum oven at 80 oc for several days to ensure the complete 
removal of solvent. 
3.2.3 Electrical Contacts 
Electrodes were attached to the samples to enable measurement of the sample current 
during poling. Following removal of an appropriate amount of the polymer film, the 
wires (which had the coating removed from the ends using a flame and wire wool) were 
attached using conducting silver paint (RS Cat No. 186-3600). The paint was allowed 
to dry for 12 hours before cyanoacrylate adhesive was carefully applied to protect the 
contact and the copper guard shield was added. 
3.2.4 Thickness 
Film thickness was determined usmg an Alpha Step 200 surface profiler (Tencor 
Instruments). This instrument requires that a groove be created between the substrate 
surface and the film surface such that the stylus can be vertically displaced when 
traversing across the step. Grooves were made by scratching away a thin section of the 
polymer film using a scalpel blade. The difference in the levels is represented 
graphically and numerically and so the film thickness can be detern1ined. 
3.2.5 Refractive Index 
The refractive index is an intrinsic property of any optical medium and governs the 
ability of the material to refract light. The oscillating electric and magnetic fields of a 
light wave produce oscillating motion of charges in the material. These oscillating 
charges produce their own oscillating magnetic and electric fields. This induced 
electromagnetic wave combines with the original to create a light wave with a velocity 
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slower than the velocity of light in a vacuum. The exact arrangement of charges in the 
material determines the speed of light within that material. The definition of refractive 
index, n, is given by the ratio between the speed of light in a vacuum and the speed of 
light in the medium. 
speed of light in a vacuum c 
n= =-
speed of light in medium v 
Equation 3.1 
The magnitude of the oscillations produced by the incident light depends on the 
wavelength and hence the refractive index is wavelength dependent. This wavelength 
dependence is known as dispersion. In general, normal dispersion requires that the 
refractive index of a material increases as the wavelength becomes shorter. In addition 
to refraction, the intensity of light can decrease as it travels through the material due to 
absorption and scattering of the incident electromagnetic wave. 
The refractive index of the polymer films was measured using prism coupling [1 ]. This 
method requires that a wave guide mode of the film be excited by radiation coupled into 
the film using a prism arrangement as shown in Figure 3.1. The materials are chosen 
such that the refractive index of the prism, np, is larger than the refractive index of the 
film, nf, which in turn has a larger refractive index than the substrate, ns, to ensure that 
all the possible waveguide modes in the film can be excited. 
Air Gap, n= l 
Film. nr 
Substrate, n, 
Figure 3.1: Geometrical arrangement for prism coupling experiment 
The incident laser beam is totally internally reflected at the base ofthe prism, allowing 
an evanescent wave to be established. Providing the air gap is small enough this wave 
extends below the prism base and into the film. In order to excite one of the waveguide 
modes in the film, the phase matching condition must be satisfied. This means that the 
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horizontal component of the wavevector of the evanescent field must match the 
horizontal component of the wavevector of the film. When this boundary condition is 
satisfied, energy from the incident beam is coupled exclusively into individual 
wave guide modes. The number of modes a film can support is related to the thickness, 
with thicker films containing more modes. The propagation constant for the m1h mode 
is defined as: 
Equation 3.2 
where ne1rifthe effective refractive index for the mode, k0 =27TIA is the wavevector in a 
vacuum and A is the wavelength of the incident radiation. Provided the refractive 
indices of the prism, the substrate, the angle of the prism and the wavelength of the 
laser are all known, the refractive index of each mode can be calculated by measuring 
the coupling angles, rjJ of the incident laser beam [2]. 
3.2.6 Refractive Index Experimental Procedure 
In practice two prism coupling is used to measure the coupling angles; a second prism 
is clamped along the waveguide in an opposite direction to the first. This technique 
may only be used when there is very little or no absorption at the measurement 
wavelength. Two right-angled prisms were attached to U shaped mounts and clamped 
directly onto the film and substrate. If good optical contact is achieved between the 
prisms and the film, a coupling spot on the base of the prism can be observed through 
the prism. This coupling spot takes the form of an area that is silvery in appearance 
and becomes larger and smoother as the film surface quality improves and the coupling 
efficiency of the laser beam increases. 
The experimental arrangement is shown in Figure 3.2. Experiments were carried out at 
four different wavelengths, (632.8 nm, 1300 nm, 940 nm, 780 nm) using a HeNe laser 
(5 mw) and a selection of laser diodes. The power supply (Spears Robertson) was 
operated in current mode, supplying around 30-40 mA to the laser diodes such that a 
pale spot could be viewed on an IR detection card. All of the films were prepared on 
silica substrates (n = 1.457018 at 632.8 nm) by spin coating. Tests were carried out to 
achieve the correct film thickness to support at least three guided modes. A narrow air 
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gap between the film surface and the base of the prism is present due to dust particles 
or the uneven surface of the film. The two prisms each have an angle of 60° and are 
made from SF6 glass (n = 1.79883 at 632.8 nrn) . 
Monitor 
Laser Diode 
Lens 
Nd BS BST 
Key 
Nd: Neutral density filters 
BS: Beam splitter 
BST: Beam steerer 
AMP: Amplifier (o/p +12 V) 
C: Infrared Camera 
Sample 
Stage 
Aperture 
Polariser 
Mirror 
Figure 3.2: Experimental arrangement for refractive index measurements. 
The visible laser bean1 was used to align the components for the IR laser beams. The 
beam was aligned through a polariser to strike the centre of the rotation stage to ensure 
a constant coupling efficiency as the stage is carefully rotated backwards and forwards. 
The polariser allows TE (parallel to the plane of incidence of the film) or TM 
(perpendicular to the plane of incidence of the film) guided modes to be excited in the 
waveguide. The first prism was positioned to align the coupling spot with the corner of 
the prism and the centre of the laser beam. The second prism was clamped a small 
distance away to allow light to couple out of the waveguide. The normal incidence 
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angle was determined by rotating the stage so that the incident beam and the beam 
reflected from the sloping face of the first prism had coincident paths. This angle 
reading was recorded and all subsequent coupling angles were referenced from the 
normal incidence angle. 
The guided modes coupled out via the second prism were monitored directly on a 
screen or by using a monitor and camera (Microviewer, Electrophysics model 7290) as 
shown in Figure 3.2. After the reference angle has been measured, the stage is tuned 
roughly clockwise and anti-clockwise until patterns of light, which represent guided 
modes, were observed on the screen. These patterns take the form of several bright 
vertical lines of light, the brightest of which represents the guided mode. Other modes 
can also be seen due to scattering within the waveguide film, and surface roughness. 
Good quality films gave bright sharp lines. Fine-tuning of the rotation stage was used 
to determine the optimum position that produced lines of maximum intensity on the 
screen or monitor for each mode. Angles were recorded from tuning clockwise and 
then anticlockwise to monitor any play in the rotation stage. The optimised angle was 
recorded as the mode angle. The external coupling angles, rjJ, were calculated 
according to: 
~ =Normal Incident Angle- Mode Angle 
Equation 3.3 
These coupling angles, the refractive indices of the prisms and the substrate, and the 
wavelength of the laser used were input into a computer program [3] that calculated the 
refractive index and film thickness using the equations described by Kogelnik and 
Ramaswamy [2]. The results were presented in the form of a curve of film thickness as 
a function of refractive index over which the waveguide mode can be supported. When 
more than one mode of a film is measured, several curves are produced which intersect 
and hence the unique film thickness and refractive index can be determined. Generally, 
three modes were measured so that the error could be estimated easily. In addition, the 
film thickness was measured as described previously to ensure agreement with the 
calculated values. Figure 3.3 shows a typical set of curves from this measurement. In 
this case the sample was a 7-(2,6,dimethylmorpholino)-7-(4-methyl piperdino)-
8,8,-dicyanoquinodimethane (MORPIP) doped bisphenol A-polycarbonate (PC) film to 
I% weight loading. The program gave a thickness of t = 4.88 ~-tm and n = 1.58288. 
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The film thickness was found to be t = 4.89 J..Lm when measured with the Tencor 
surface profiler which is in good agreement in the program. 
Thic kness (mi c r ons ) 
0 order mode 
5.5 
2"d order mode 
RI 
1.582 4 1 . 58 2 6 1 . 58 28 1 . 5832 1.583 4 
Figure 3.3: Graph showing a typical set of curves of refractive index and thickness for a MORPIP 
doped PC (I % wt) polymer film . 
3.2. 7 Optical Spectroscopy 
The absorption spectra of the fi lm and solution samples were measured usmg a 
commercial Perkin-Elmer Lambda 19 absorption spectrometer. Photoluminescence 
emission and excitation spectra were recorded using a commercial Flomomax 
spectrometer. Solution samples were filtered , if necessary, through a 0.45 J..Lm filter 
(Millex SLHV 025 NS, syringe driven filter unit) before optical measurements were 
performed. For so lutions of high concentrations, short path length cells of 0.1 mm 
(Stama, 31/Q/0.1) or 1 mm were used, and for extremely low concentrations a cell of 
path length 100 mm was used. All other solution measurements were made using 
standard 1 cm2 quartz cuvettes. 
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3.3 Electric !Field [nduced Second! lHiarmonnc Genenntnon (JEJF[SlHI) 
The nonlinear optical molecular figure of merit (JL/3) for several chromophores was 
measured using the electric field induced second harmonic generation (EFISH) 
technique [ 4, 5]. These measurements were carried out using equipment at the 
Laboratoire de Photonique Quantique et Moleculaire in Paris. As explained in 
Chapter 1, the EFISH technique utilizes an electric field to break the symmetry of the 
medium and induce a macroscopic third order non-linearity, I[, into a sample in 
solution. The Maker Fringe technique [4-8] was used to measure I[. 
The experimental arrangement is shown in Figure 3.4. The EFISH cell consists of a 
stainless steel container with two quartz optical windows that define a wedge shape 
cavity for the solution within the cell. The quartz windows are polished along the sides 
that are normal to the incident radiation and placed between two electrodes. The angle 
between the wedges is roughly 1 o. If the solution absorbs at either the fundamental or 
the second harmonic wavelength then the signal may not be detected over long path 
lengths, hence the average interaction distance is limited to 2 mm. The uppermost 
electrode is connected to a high voltage supply via an isolated stainless steel rod 
situated above the cavity. The lower electrode is situated under the quartz windows 
and is connected to the high voltage supply by means of an isolated stainless steel 
cylinder. The interelectrode distance is 2 mm, giving a static electric field of 
approximately 40 kVcm- 1• The cell was mounted on an electrically isolated translation 
stage such that the cell could be translated horizontally relative to the indent beam to 
produce Maker Fringes. A computer controlled stepping motor produced a translation 
resolution of 1 f..!m. 
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Figure 3.4: Experimental arrangement for EFISH experiments. The solid and dotted lines show 
the path of 1064 nm and 1907 nm light respectively. 
The experiment employs an actively Q-switched Nd3+:Y AG (Yttrium Aluminum 
Garnet) laser rod to pump a second Nd3+: YAG rod amplifier operating at 1064 nm and 
10 Hz. The output pulse has a duration of 20 ns, which provides a peak power of 
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300 kW. An electronic circuit is used to synchronously time the high voltage pulse 
with the optical laser pulse. A Glan polariser was used to vertically polarize the 
fundamental with respect to the electrodes, i.e. parallel to the applied electric field. The 
beam was then weakly focused using a 40 cm focal length lens to give a 0.5 mm beam 
waist. The harmonic emission was detected using an uncooled photomultiplier and was 
synchronously sampled and averaged using a box-car (Stanford Research Systems 
Ltd.). 
Maker fringes are produced when the EFISH cell is translated horizontally with respect 
to the fundamental "p-polarised" beam. The second harmonic, which is also 
"p-polarised" is detected and analysed according to Oudar [4]. 
3.4 Dipole Moment Measurements 
The molecular dipole moments were determined from the measurement of the dielectric 
constant increment for solutions of varying concentrations of the molecules under 
investigation. The experimental method and capacitance cell used for the measurement 
of the dielectric constant has been developed at Durham by Thomas as part of his PhD 
[9]. The LCR meter (Hewlett Packard, HP4278a) used to measure capacitance of the 
solution was operated at 1 MHz, which is well away from any resonance points. As a 
precaution, the dielectric loss was monitored for all the solutions and was found to be 
very low in every case. Since capacitance depends on the temperature, humidity and 
conditions of measurement, the capacitance of the empty cell was measured prior to 
each experiment. The capacitance meter was switched on at least half an hour before 
measurements were taken. Typical values for the empty cell were found to be 
14.62 ± 0.1 pF. A stock solution of typical concentration 10-4-10-3 mol r 1 was 
prepared. This solution was then successively diluted using 50 ml volumetric flasks 
such that two orders of magnitude in concentration were traversed during the 
experiment. The capacitance of each solution was then measured and recorded and the 
solution returned to the flask, starting with the most dilute solution. In an attempt to 
eliminate any errors caused by changes in temperature during the measurements, the 
solutions were then measured in the order of the highest concentration to the lowest 
concentration. The dielectric constant of the solution was determined by dividing each 
capacitance measurement by the capacitance ofthe empty cell (air). Graphs of solution 
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dielectric constant as a function of concentration (mol r1) were plotted and the gradient 
was calculated. A program written by Thomas in Mathematica [3] was used to extract 
the chromophore dipole moment [9]. 
3.5 Electrical Poling 
Electric field poling was used to align the guest dipolar chromophores within the host 
polymer matrix. The technique of poling involves heating the polymer to a state of 
high mobility close to its glass transition temperature, Tg and simultaneously applying a 
high electric field. The dipole moments of the guest molecules may then align in the 
field direction. The polymer is then cooled whilst maintaining the electric field in order 
to lock in the dipolar alignment. In particular, corona poling utilizes the ions generated 
from a corona discharge to create very high electric fields when deposited on the 
polymer surface. This technique was used to pole the materials in this study. 
3.5.1 Corona Discharge Poling 
In order reduce the likelihood of sample damage and achieve higher poling fields, a 
corona discharge poling method is often used [1 0, 11 ]. This utilizes the low surface 
conductivities of the polymer film. Corona discharge is the partial breakdown of air, 
usually at atmospheric pressure, that is initiated by a discharge in an inhomogeneous 
electric field. Such a field may be established when a sufficiently high potential 
difference exists between a pair of asymmetric electrodes, such as a needle and plate 
arrangement. The corona produced is a continuous, self-sustainable flow of ions. 
An advantage of this type of poling is that the discharge is readily controlled by 
adjustments of the corona voltage. Since the field distribution IS asymmetric, the 
ionization remains localized at the needle tip ensuring there IS no catastrophic 
breakdown across the air gap. Instead, the ions drift towards regions of low potential 
and so become trapped on the sample surface causing a potential field to be set up 
across the sample thickness. Poling field strengths are limited only by the dielectric 
strength of the sample and the availability of surface traps at the poling temperature. 
Thus much higher fields may be established than in the fixed electrode procedures. 
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However, severe physical damage of the film surface caused by ion impact has been 
reported in cmmection with corona discharge poling [12]. Attempts to reduce this 
damage and electrical break-down have included introduction of a protective cladding 
layer [13] and use of a higher resistivity substrate [14]. Also, although high surface 
charges can be attained using corona charging, the final sample voltage and the surface 
uniformity are not easily identified. Knowledge of the applied poling field is of 
particular importance if quantitative analysis of the non-linear response of the sample is 
to be undertaken. 
An important improvement was made by Moreno and Gross with the introduction of an 
electrically biased metallic grid between the needle and sample [ 15]. This three-
electrode system was called a corona triode and became the hallmark of charge 
transport studies in polymers and in corona charging for non-linear optics [16]. The 
grid allows a uniform charge distribution to be achieved across the sample, thereby 
enabling determination of the surface potential and sample charging currents during 
poling [17]. Since constant voltages were applied to the grid and the corona tip, the 
sample current was seen to decrease as the sample became charged up to the potential 
ofthe grid. 
The change in charging current was a limitation that prompted the development of new 
versions of the triode in which the current was controlled and maintained at a constant 
value. The constant current condition is essential for some charge transport equations 
to be solved and the sample potential accurately determined. At first, the corona 
current was increased by increasing the tip voltage to compensate for the decrease in 
charging current when the sample potential rose [18]. However, this method had 
limitations, and the grid could not be operated at high voltages due to grid emissions 
occurring at high potentials. This was overcome by operating the tip in constant 
current mode thus supplying a constant current of ions through the system and varying 
the grid voltage to compensate for the decreasing sample charging currents [19]. Since 
in this mode of operation the grid potential rises with that of the sample, the potential 
difference between the grid and sample is kept constant and so no grid emissions occur, 
even at high charging potentials. The characteristics of this constant current corona 
triode ensure that the sample potential can be determined directly during the charging 
process and when poling is complete. The constant current corona triode used in this 
work is of this type. 
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3.5.2 Constant Current Corona l'riode 
As considered in the previous section, the design of the constant current corona triode 
(CCCT) ensures that the charge is deposited evenly and enables the user to monitor and 
control the surface potential build up. A schematic diagram of the experimental set-up 
used, which is a modification of the charger designed by Giacometti and Campos, is 
shown Figure 3.5. 
The rig consisted of a sharp steel needle, set at a negative potential of 8-10 k V with a 
Brandenberg Alpha III high voltage supply ( Vc), operated in local mode. This high 
voltage supply had the facility to measure the corona current (le) by monitoring the 
output voltage using a 15 pin connector. This voltage was measured in m V (Thandar 
TM 355 digital multimeter) and is then related to the corona current by 
le (nA) = { (1 0 x xm V)/1.5}. The needle was positioned in the centre of PVC cylinder 
that was shielded by an earthed metal cylinder. The flow of ions onto the sample was 
controlled by means of a metal grid that was negatively biased using a high voltage 
amplifier (TREK, model 61 OC) operated in remote mode with the controller function 
selected. The grid (Goodman, Cat no: NI008711) had an approximate optical 
transparency of 0.8, and was placed roughly 5 cm from the needle tip at the end of the 
cylinder. The grid was made of a mesh of wires and the centre was forced slightly 
downwards relative to the sample such that the shape of a lens was formed. This shape 
introduces a small uncertainty in the grid-to-sample distance, but it has been shown that 
this shortcoming is amply compensated for by a greater uniformity of charge deposition 
[20]. 
The sample was placed on the movable heated stage, which was kept approximately 
8 mm below the grid during charging, unless otherwise stated. The temperature of the 
sample was controlled using a Eurotherm temperature controller. A shielded 
thermocouple was located in a small hole near the top of the sample stage. All high 
voltage cables were electrically shielded using earthed foil covering. 
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FC }-
Figure 3.5: Schematic of Constant Current Corona Triode where FC is the Feed Back circuit 
The thin film samples were made by spin coating onto ITO coated glass substrates as 
described in Section 3.2.2. The subsh·ates were patterned by etching (as described in 
Appendix I) to include a guard ring arrangement as shown in Figure 3.6. This ensured 
that only currents pass ing through the film are measured by the feedback circuit, FC, 
and leakage currents, due to the migration of surface charge to earth, are not measured. 
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!TO Measuring Electrode 
Figure 3.6: Substrate design 
The sample current, Is, was monitored with a picoammeter (Keithley model 485). The 
feedback circuit, shown in Figure 3.7, ensures that the flow of ions onto the sample and 
hence Is remains constant by monitoring Is and adjusting Vg accordingly. Typical 
charging currents Us) of 10 nA and corona currents (le) of 1.5 !lA were used. Usually 
these conditions gave rise to a gap voltage between the grid and the sample of 
approximately 200 V. Poling was carried out some degrees below the Tg of the 
polymer host to allow high fields to be established across the sample. Low temperature 
poling is possible for the polymer films but simply takes longer because of increased 
material viscosity. However, lower temperatures allow higher fields to be established 
across the sample, as the conductivity remains low. It has been seen that corona poling 
may be effective several tens of degrees below the Tg of the system [21] and this was 
found to be the case for our material systems. When the grid voltage indicated that the 
charging was complete, the sample was cooled for 30 minutes whilst the constant 
charging current was maintained. 
The advantages of keeping the charging current constant by varying the grid voltage 
have been outlined in the previous sections. The constant current corona triode used in 
this work was originally set up in 1994 by D.Healy et a! [22). Extensive modifications 
were necessary to achieve the required performance, and these modifications 
represented a significant part of this work. In addition, new equipment was purchased, 
namely a new picoammeter for the measurement of the sample current. This involved 
an input voltage into the feedback circuit instead of the sample current directly and so it 
was necessary to design a new feedback circuit. 
A circuit was needed which responds to changes in the sample current; in order to keep 
the charging current constant, the grid voltage must be increased (i.e. become more 
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negative) if the sample current decreases (i.e. becomes less negative). Although the 
input into the picoammter is a negative current, the output is a positive voltage that is 
proportional to the input. Figure 3. 7 shows the circuit that was designed to produce the 
required effect and a summary of its operation follows. 
+5V -5V 
I -12V -ov 
Figure 3.7: Feedback circuit used in CCCT 
The input voltage is amplified, by a factor of 5, before it is compared to a reference 
voltage of the same polarity as the input voltage. The output of the comparator is then 
integrated over time (at a suitable time constant) in either a positive direction or a 
negative direction, depending on which input to the comparator is the larger. The 
output of this circuit is then fed directly into the input of the grid high voltage 
controller. Obviously, the rising (or falling) grid voltage will affect the sample current 
directly. The whole system is thus said to be in a dynamic equilibrium. The polarities 
of the reference voltage, grid voltage and corona voltages may be reversed such that 
samples can be poled with fields of both polarities. 
3.5.3 Theory of CCCT Operation Procedure 
Since it has now been shown how the sample charging current, Is can be kept constant 
at a value Io, the analysis presented here will show how the sample voltage can be 
inferred from measurement of the grid voltage, Vg. Figure 3.8 shows a schematic 
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diagram of the sample and the mr gap regwn below the grid. One-dimensional 
geometry is assumed, i.e. that the electric quantities are independent of lateral position 
in the air gap. This is a reasonable assumption, since the PVC cylinder becomes 
charged and acts as a lens to collimate the ions uniformly onto the grid [17]. 
Corona Ions 
1 1 1 
- - - - - - - - - - ~--------------, 
d Eg(x,t), pg(x,t) 
L 
L..._ ________ _. To Feedback Circuit 
Figure 3.8: Schematic diagram of sample and air gap below the grid ofCCCT. 
The total chm·ging current density, J(t) , in the air gap between the grid and the sample 
ofthickness Lis given by [19]: 
!(x,t) r.r/) Eg(x,t) 
J(x ,t) =-A-= [ v + j.lEg(x,t) } pg(x, t) +-------'
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Equation 3.4 
Where Eg(x,t), JL, pg(x,t) , v and E are the gap electric field (V/cm), the ion mobility 
(cm2/Vs), the charge density in the gap (C/cm\ the velocity ofthe corona wind (cm/s) 
and the dielectric constant (F/cm) of the air respectively. The first term in Equation 3.4 
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1s the conduction current density that includes the gas displacement by corona 
discharge (corona wind) and that due to corona ions. The second term represents the 
electric displacement current density. If Equation 3.4 is integrated over the gap 
distance the following equation is derived: 
I L+d d 
J(t)=- J[v+)lEG{X,t)]p (x,t)dx+E0 -[Vg(t)-V5 (t)] d L g d dt 
Equation 3.5 
Where the gap potential drop due to the ionic space charge is given by 
Vgap = Vg(t}-Vs(t), and Vs and Vg are the sample surface voltage and grid voltage 
respectively. Thus, when Vgap is kept constant, a stationary state for the ionic charge 
density and the electric field is reached in the air gap and so the charging current 
density becomes time independent [23]. In the inverse way, if the charging current is 
kept constant such that J(t) = 10 then the voltage drop Vgap also remains constant. As a 
result, if Vgap is known then the sample potential, Vs, can be determined throughout the 
charging procedure by recording the values of the grid voltage, Vg, necessary to 
maintain a constant sample current, Is. Experimentally a constant charging current is 
achieved by means of the feed back circuit described in section 3.5.2 and by operating 
the grid voltage supply in constant current mode. Since the amount of gap space 
charge is directly proportional to the corona current, le, it is necessary to maintain a 
constant corona current by operating the supply Ve in constant current mode. 
Therefore, this set-up allows the control of the ion flux onto the sample surface and the 
determination of the sample potential during the charging by measuring the grid 
voltage, Vg(t). In order to determine the sample potential it is necessary to know the air 
gap potential Vgap as a function of the system parameters and measurement conditions. 
If there is no polymer sample present (i.e. Vs = 0) then the measured Vgap equals the 
grid voltage value, V:g· This must be recorded prior to each paling experiment using a 
patterned substrate with no polymer film present. 
From the calibration curves shown in Figure 3.9 and Figure 3.10 it can be seen that the 
sample current, Is depends on both the corona current, le and the distance between the 
grid and the sample, d. This highlights the need to maintain le at a constant value and 
the fact that this calibration experiment must be carried out following any changes in d. 
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Figure 3.9: A typical set of calibration curves for CCCT varying the needle current, l e; 9 kV 
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Figure 3.10: A typical set of calibration curves for varying grid-to-sample distance, d 
3.5.4 In-situ Poling 
Although the CCCT has many advantages already outlined; such as uniform charge 
distribution and the possibility of measuring the voltage across the sample it is also 
useful to perform poling "in-situ". In-situ poling enables the measurement of the 
second harmonic generation as a function of system paling parameters. The 
experimental arrangement of the in-situ poling and second harmonic generation 
measurements is shown in Figure 3.11. The intense electric field generated at the 
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needle tip during the corona process accelerates nearby free electrons to velocities high 
enough to impact-ionize gas molecules in their path, creating ions with the same 
polarity as the needle. Space charge is established by the ion current carriers between 
the needle and the sample, since the ambient air forms a relatively good insulator. The 
reactive ions accelerate toward the grounded film and accumulate near the surface 
region, generating a very high magnitude electric field across the film. This field 
orients the dopants thereby inducing second order nonlinear activity. 
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Figure 3.11: The Schematic layout of the experimental set-up for in-situ poling 
The laser arrangement was the same as that used in second harmonic generation 
measurements and is described in the next section. The polarized beam ofthe Nd:YAG 
laser (Spectra-Physics Quanta-Ray DCR-11) was focused on the sample with an 
incident angle of e = 45°. A large voltage was applied (Brandenberg Alpha Ill HV 
supply) to a steel needle located approximately 15 mm above the film. The film was 
mounted on a heated copper plate that was controlled by means of a temperature 
controller (CAL 9900). The thermocouple (type K; nickel chromium/nickel aluminum) 
was located close to the film sample in a small hole in the heated stage. Measurements 
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were made to find the difference in temperature between the sample surface and the 
heated copper plate and the discrepancy taken into account on all subsequent readings. 
The whole rig was mounted in an isolated Perspex cage for safety. 
3.6 Second Harmonic Generation Measurements 
The theory of second harmonic generation has been described in chapter 2. A detailed 
description of the Maker Fringe technique [6] that was performed to detem1ine the 
second harmonic non-linear optical coefficients, du (where duk = YzxuK and duk is 
expressed in its contracted Voigt notation [24]) has been given by Jerphagnon and 
Kurtz in 1970 [8]. This teclmique utilises the difference in the velocities of the bound 
and free second ham10nic waves, such that an interference pattern is produced when the 
optical path lengths of these waves is altered. This can be achieved by translating a 
wedge of material normal to the incident radiation or by simply rotating a film of the 
material about an axis perpendicular to the incident beam. However, in 1995 Herman 
and Hayden presented an analysis that accounted for the absorption at both the 
fundamental and second harmonic wavelengths. This factor was not originally 
considered as at that time transparent crystals, with no absorption at these wavelengths, 
were being studied. The analysis that will be used in this work is therefore based upon 
that of Herman and Hayden as described in Chapter 5. 
3.6.1 Experimental Arrangement 
The experimental arrangement used to monitor the second harmonic intensity and to 
measure the deff coefficient is shown in Figure 3.12. The fundamental beam from a 
Nd : Y AG, Q- switched laser (Spectra-Physics Inc., OCR - 11) of wavelength 1064 
nm and a pulse duration of approximately 7 ns was used as the source. The laser was 
operated at a repetition rate of 3-4 Hz and the beam energy was stopped down to about 
0.1 mJ using a pair of polarisers which may either be crossed (maximum reduction in 
energy) or uncrossed (giving about 90 mJ of energy per pulse). The second polariser 
controlled the polarisation plane of the optical field incident on the sample. 
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A beam splitter positioned after the polarisers, was used to create a reference arm. A 
fastS 1 response silicon photodiode (Instrument Technology Ltd. (UK), t ~ 500ps), pre-
filtered with a diffusion screen, was used to monitor the fundamental intensity from the 
reference arm. The photodiode was operated at 3.0 kV from a standard HV supply 
(Thorn EMI, PM28A). A short focal length lens (approx. 30cm) was used to focus the 
fundamental beam onto the sample that was mounted on a stage such that the poling 
direction was in the plane of incidence. 
Nd -YAG 
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Figure 3.12: Experimental arrangement for second harmonic generation measurements 
The intensity of the 532 nm second harmonic beam (hw), was measured usmg an 
uncooled photomultiplier tube (PMT) (Thorn EMI model 9658B) with a KG3 near infra-
red blocking filter, to remove the fundamental radiation, and a 532 run band pass filter 
mounted on the front. The PMT operates in a linear regime when between 1·1 - 1·3 kV is 
applied by the HV power supply (Thorn EMI, Electron Tubes Division, PM28B). The 
choice of voltage level must be made with care to avoid amplification of noise, whilst 
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using the gain to optimise the signal. It was found that 1·1 k V was the most effective 
supply voltage for the tube to detect the second harmonic signal. A polariser was placed 
between the sample and the PMT tube so that only "p-polarised" light was detected. 
Appropriate neutral density filters were used to reduce the intensity of the detected signal 
if necessary. The intensities of the reference beam and the second harmonic were 
measured with a Stanford Research Systems gated integrator and Boxcar averager 
(SR250) in conjunction with a computer, which normalised the signal by dividing the 
second harmonic by the square of the reference. 
(0 11) face 
p-polarised 
i.e. parallel to x, d11 
15mm 
Laser 
Figure 3.13: Schematic of Quartz wedge used for reference 
In order that the collected data may be analysed quantitatively, the signal is referenced 
to quartz. The quartz was a wedge shape crystal of a-quartz cut to an angle of 1° along 
the (0 11) plane such that the d11 tensorial component of the non-linear coefficient is 
accessed when the incident beam is polarised in this direction. Maker fringes are 
produced when the incident radiation is "p-polarised" and the wedge is translated 
horizontally in the x-direction as shown in Figure 3.13. 
3. 7 Computational Methodology 
The second order polarisabilities and dipole moments presented in Chapter 4 and 
Chapter 5 were calculated using the CS MOPAC PRO program in the CS ChemOffice 
PRO [25] package. CS ChemOffice PRO is an application specifically designed to aid 
scientists in modeling chemicals. This package provides computational tools based on 
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molecular mechanics and quantum mechanics for optimising model structures. CS 
MOPAC is an implementation of MOPAC, the well-known semi-empirical modeling 
application [26], which takes advantage of the interface in CS ChemOffice. The CS 
MOP AC PRO allows advanced energy minimizations and computing properties to be 
performed. 
Computational methods calculate the potential energy surfaces of molecules. The 
potential energy surface can be considered as the embodiment of the forces of 
interaction among the atoms of a molecule. The potential energy surface may be used 
to derive structural and chemical information about the molecule. Different methods 
may be used to calculate the potential energy surface, but in general, there are a set of 
basic calculations that are performed for each method: Firstly, a single point energy 
calculation is performed to calculate the potential energy surface of a given set of 
atomic coordinates i.e. a given spatial arrangement of the atoms in a molecule. Then 
geometry optimization is performed. This involves the systematic modification of the 
atomic coordinates of a model resulting in a geometry where the forces on the atoms 
are zero. This represents a local energy minimum that is a stable molecular geometry. 
Finally, a property calculation can be executed to predict certain physical and chemical 
properties such as the dipole moment and polarisability. 
The calculations performed in the work of this thesis use the CS MOP AC PRO 
program. Such quantum mechanical methods are concerned with the approximate 
solutions to Schrodinger's wave equation. The Hamiltonian operator contains 
information describing the electrons and nuclei in a system. Approximations to the 
Hamiltonian are made using the Bom-Oppenheimer approximation, which allows 
separate treatment of the electronic and nuclear energies. This Hamiltonian is further 
simplified by if the electrons are assumed to act independently of one another such that 
the electronic Hamiltonian may be represented as a sum of 1-electron Hamiltonians. 
However, in molecular systems, this Hamiltonian does not account for the interaction 
between electrons with two or more different interaction centres or the interaction of 
two electrons. Thus, the Hamiltonian is further modified and renamed to the Fock 
operator which is supplemented by terms that describe the interaction between two 
electrons. The default method in CS MOPAC PRO uses the restricted form (RHF) of 
the Fock matrix in the quantum mechanical calculations. The RHF requires that spin 
up and spin down electrons have the same energy and occupy the same orbital. The 
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effects of electron repulsion are underestimated by this method, resulting in the 
overestimation of energies. For this reason the CS MOPAC PRO automatically 
invokes a configuration interaction to correct these errors. Repulsive interactions can 
be minimised by allowing electrons to exist in more orbitals, specifically termed virtual 
orbitals. The multi-electron configuration interaction method in MOPAC addresses 
this problem by allowing multiple electron configurations to be used in constructing 
molecular wavefunctions. Molecular wavefunctions, representing different 
configurations, are combined in a manner analogous to the linear combination of 
atomic orbital approach. 
The computations reported here involved energies that were minimised with 
convergence criteria of a minimum RMS gradient of 0.1 00, the default setting in the 
package. The AMI (Austin Model 1) method of approximating the Hamiltonian with 
the closed shell (restricted) wavefunction was employed. This potential energy 
function modifies the Hamiltonian by approximating and parameterising aspects of the 
Fock matrix. In this approximation the core electrons are not explicitly treated and are 
instead added to the nuclear charge. Under the "properties" tab the heat of formation, 
gradient norm, dipole and polarisability were selected and the default charges of 
Muliken were used. The energy minimisation was then performed with the PRECISE 
keyword added under the general tab. Following the energy minimisation, the 
"compute properties" program was run with the properties dipole and polarisability 
selected. The computations were performed using a PC. The output file gives values 
of p that must be scaled by a factor of 0.5 for comparisons with experimental data (this 
aspect is clarified in the later versions of MOPAC but not the earlier versions). The 
theoretical calculations employ atomic units and conversion factors are required to 
obtain SI and esu units [26]: 
1 a.u. of elelctric field, E 
1 a.u. ofpolarisability, a 
1 a. u. of 2nd order polarisability, p 
1.a.u. of yd order polarisability, r 
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= 1. 71514 x 1 0 7 esu 
= 5.14192 x 1011 V/m 
= 1.48176 X 10-25 esu 
= 8.63993 X 10-33 esu 
= 5.03717 x 10-4° esu 
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4.1 Introduction 
The design of organic molecules with high second order susceptibility, fJ, has been 
guided by theoretical calculations [ 1-3], experimental data [ 4-6] and various related 
models [ 1, 7-11]. Such studies have shown that the optimisation of f3 requires both a 
high degree of polarisability and electronic asymmetry within a molecule. The 
polarisability may be achieved using a molecule that contains a conjugated chain or 
ring system. If such a system is made from alternate single and double bonds, the 
Jr-electrons may become delocalised and move over the conjugation length. A scale for 
Jr-conjugation for a model molecule with a polyenic bridge has been defined by the 
average difference between the lengths of alternating single and double bonds, known 
as bond length alternation [12]. The electronic asymmetry is usually implemented by 
attaching donor and acceptor groups to opposite ends of a conjugated molecule, causing 
the molecule to exhibit a permanent dipole moment, Jl. Indeed, it is the product of the 
molecular properties, JlfJ, which is often cited as a "figure of merit" (FOM) when 
compansons are made between different chromophores for second order NLO 
applications. Further, since sufficient 2pz orbital overlap is required for delocalisation 
of Jr-electrons it follows that planar molecules should provide higher nonlinearities than 
nonplanar molecules. 
It has generally been assumed that the macroscopic optical nonlinearity scales linearly 
with NfJ<cosB>, where N is the chromophore number density, f3 is the molecular 
hyperpolarisability and <cosB> is the orientational averaging factor. According to the 
classical thermodynamic model [ 13-15] that has been outlined in Chapter 2, this 
averaging factor may be approximated by J1EI5kT. This implies that the second order 
nonlinearity will scale linearly with the number density. One of the key assumptions of 
this model is that all chromophore-chromophore interactions are negligible. Thus the 
macroscopic nonlinearity is expected to be the orientational average of molecular 
nonlinearities of the constituent chromophores. 
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It has been described how the hyperpolarisability, /3, vanishes by symmetry in a 
molecule with a centre of inversion. Thus, fJ is particularly sensitive to interactions that 
remove or create such a centre of symmetry. For a system of high Ji/3 chromophores, 
any interaction that has the effect of reducing the fJ of the molecules will result in a 
decreased second order macroscopic nonlinearity. So for a high FOM, molecules are 
designed to be planar with large dipole moments and second order 
hyperpolarisabilities. However, the very same properties that create a large FOM are 
also likely to favour interactions between the highly dipolar chromophores to align 
head to tail, thus creating a symmetric system where fJ will vanish. In fact it is 
reasonable to suppose that noncentrosymmetric order (and hence the bulk second order 
nonlinearity) will be determined by the competition of ordering and disordering 
electrostatic forces. Ordering forces including the electric field used to align the 
chromophores and disordering forces such as thermal effects and chromophore-
chromophore electrostatic interactions. 
Whilst the main thrust of research has concentrated on the design of high "!iP' 
chromophores for second order NLO [3, 16-18], until recently [19, 20], there has been 
comparatively little focus of attention to the macroscopic ordering or packing of such 
molecules. 
Enhanced f3 values have been reported for molecules containing the 
tricyanoquinodimethane acceptor moiety [ 4]. This work uses highly polarisable 
molecules with dicyanoquinodimethane as acceptors to provide a high degree of 
electronic asymmetry within the molecule. 
The molecules discussed m this chapter are all derivatives of 
7,7,8,8 tetracyanoquinodimethane (TCNQ). The chemical structure of TCNQ, shown 
in Figure 4.1, was first reported in 1960 by two independent groups [21, 22]. However 
it was the researchers at Du Pont who went on to study more of the properties of TCNQ 
[23-27]. The molecule has a high electron affinity due to the presence of the four 
strong electron accepting cyano groups and its planar nature and hence it has been used 
to form stable charge transfer salts [22]. 
101 
Chapter 4: Results and Discussion of Molecular Properties 
NC~CN 
Ne~-CN 
Figure 4.1: Molecular Structure of TCNQ 
Although the chemistry of TCNQ has been known for the last forty years, there are 
relatively few reports of the nonlinear optical properties of TCNQ derivatives 
substituted with primary and secondary amines [27-32]. In 1984 it was discovered that 
TCNQ could be reacted to form a zwitterionic donor-n-acceptor adduct [33]. Since this 
discovery, other varieties of TCNQ-zwitterionic molecules have been synthesised for 
applications in nonlinear optics [34-37]. 
Tertiary amine TCNQ zwitterionic derivatives have been synthesised and characterised 
in Durham. These adducts, e.g. 4-[ I Cyano-3-( diethylamino )-2-propenylidene ]-2,5-
cyclohexadiene-1-ylidenepropanedinitrile, (DEMI), illustrated in Figure 4 .2, are highly 
charge separated in the ground state and thus exhibit extremely high values of ground 
state dipole moment, fl· They are also highly polarisable molecules and possess large 
second order hyperpolarisabilities, fJ [34]. The large dipole moment enables a high 
degree of polar order to be achieved by electric field poling of poly(methyl 
methacrylate) films containing these chromophores [38]. Investigations of the 
photostability of these molecules have indicated that they are prone to photo-oxidation 
[39]. The most probable source of the instability is the presence of double bonds in the 
substituents groups. Practical applications of these molecules are limited by visible 
wavelength absorption, to infrared wavelengths. 
( 
N~ 
Figure 4.2: Chemical Structure of DEMI 
In contrast, the adducts used in this thesis are simpler in that they have shorter 
conjugation lengths than the tertiary amine TCNQ derivatives. The molecules in this 
work contain few or no double bonds in the substituents. This class of chromophore is 
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easily synthesised (see Appendix II). The synthetic methods allow a variety of donor 
groups to be introduced. These comparatively small chromophores exhibit high 
thermal stability up to 250-350 oc and have optical transparency through most of the 
visible range. 
In this chapter, the molecular properties of the materials used in this work are presented 
and discussed. The results from EFISH experiments and the corresponding first 
hyperpolarisabilities of nine 7, 7,8,8-tetracyanoquinodimethane (TCNQ) derivatives are 
presented. The study of solvent dependence of the first hyperpolarisability for all the 
molecules and concentration dependence for a standard molecule are discussed. Dipole 
moments and optical spectroscopy data are also presented. 
4.2 Materials 
The molecular structures of the chromophores in this study are shown in Figure 4.3. 
All the molecules except RIGID (molecule 7) are di-substituted 
dicyanoquinodimethanes and were synthesised in the laboratories in Durham by M. 
Ravi and M. Szablewski. The molecules in Figure 4.3 may be grouped into four sets 
based on the nature of the donor amino groups present, a more detailed discussion of 
the molecules follows. 
Molecules in the first senes (1-3) contain at least a single morpholine unit as an 
electron donor group. Crystal structure studies of molecules 2 and 3 have shown that 
these nonlinear optical chromophores adopt configurations such that the piperidino and 
morpholino groups are twisted out of the molecular plane [31]. The twist angle for 
MORPIP (Molecule 2) in the crystal structure being 45.3°. MORPYROL (molecule 1) 
contains a hydroxy group for chemical attachment to a polycarbonate polymer 
backbone [40]. The molecular structure of MORPYROL (molecule 1) was studied 
using synchrotron x-ray diffraction techniques in order to elucidate the crystal structure 
which was obtained from single-crystal x-ray analysis. The x-ray structure was solved 
by J.M. Cole [41] and the crystal structure for MORPYROL (molecule 1) is shown in 
Figure 4.4 revealing the twist between the morpholine unit and the quinoid ring. 
Selected bond lengths are shown in Table 4.1. These compounds exhibit a strong 
fluorescence, which is visible as an iridescent colouration of powder samples under 
daylight illumination [30). 
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The second senes of molecules ( 4-6) also have a characteristic twist, or dihedral, 
between the diaminomethylene plane and the quinoid ring. This twist has been 
observed in all previously determined crystallographic structures of such materials and 
in the computational geometries [29, 42]. Studies have shown that this molecular twist 
is a sensitive structural feature that influences the molecular hyperpolarisability in these 
push-pull quinoid type molecules [43]. 
DMPDQ (molecule 5) was first synthesised as part of a systematic study by M. Ravi et 
al to increase the SHG capability of these materials by the introduction of two rigid 
stereogenic centres close to the dipole axis [36]. It was noted that these molecules 
contained dipole vectors that deviated from an antiparallel orientation in the crystal 
structures. Consequently, larger powder second harmonic generation (SHG) was 
observed from this class of chromophore. These molecules also exhibit fluorescence 
although to a lesser extent compared to the first series of molecules. 
RIGID, (Molecule 7) was originally synthesised for potential use in polymer dispersed 
liquid crystal (PDLC) applications [44]. Liquid crystals often take the structural form 
of a rigid rod with long alkyl chains at one end. In order to make this molecule 
compatible with the liquid crystal host, a long flexible alkyl chain was added to the 
TCNQ adduct. The oxazolidine group in RIGID, (molecule 7) contains more 
asymmetric character than the morpholine or aminomethylene groups of the previous 
two series. Also, there is asymmetry in terms of the electron affinities of the two hetero 
atoms closest to the TCNQ residue and this may lead to molecule 7 having a lower 
dipole moment. It has been discussed in Chapter 2 that highly dipolar molecules may 
be expected to have a stronger tendency to fom1 aggregates than molecules with lower 
dipole moments. Since this molecule is expected to have a lower dipole moment than 
the series above, this molecule was also studied for its second order nonlinear optical 
properties. 
Molecules 8 and 9 were synthesised in an attempt to increase the solubility of these 
compounds by the addition of alkyl chains. No crystal structures for either of these 
compounds or molecule 7 have been determined. 
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2. MORPIP 
5. DMPDQ ) 
HN 0 
I 
7. RIGID 
H 
HO~N 
I 
CN CN 
8. MOR2ALL YL 
9. LCATSOH 
3. MOR2 
6. DPDQF 
Figure 4.3: Chemical structures of molecules studied in this work 
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Cl201 
Figure 4.4: Structu re of molecule I, MORPYROL as a single molecule from crystal structu re 
Bond Distance Bond Distance Bond Distance (A) (A) (A) 
N(5)-C(I 0) 1.323(3) C( 40)-C(3 8) 1.408(3) C(39)-C(36) 1.395(3) 
N(5)-C(I7) 1.480(3) C(4)-C(5) 1.405(3) C(38)-C(33) 1.4 14(4) 
N(5)-C( 16) 1.494(3) C(4)-C(9) 1.4 16(3) C(3 8)-C(34) 1.438(3) 
0( 1)-C( II ) 1.433(3) C(4)-C(3) 1.444(3) C( 17)-C( I I) 1.5 14(3) 
N(6)-C( I 0) 1.345(3) C(5)-C(6) 1.374(3) N(3)-C(33) 1.150(3) 
N(6)-C( 12) 1.46 1 (3) C(7)-C(6) 1.393(3) C( 16)-C( 15) 1.515(3) 
N(6)-C( 14) 1.474(3) C(7)-C(8) 1.403(3) C(37)-C(34) 1.405(4) 
0( 18)-C(2 I ) 1.431(3) C(7)-C(IO) 1.469(3) C(36)-C(32) 1.397(4) 
0( 18)-C( 13) 1.444(3) C(8)-C(9) 1.378(3) C(36)-C(35) 1.476(3) 
C(40)-N(4) 1.144(3) C(39)-C(3 7) 1.375(3) 
Table 4. 1: Bond Lengths fo r the x-ray crystal st r ucture of Molecule I, MORPYRO L 
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4.3 Dipole Moment Measurements 
The solution molecular dipole moments of all the compounds were measured in order 
to extract fJ values from EFISH measurements. The dipole moments were determined 
from the measurement of the capacitance and hence dielectric constant of liquid 
solutions of the molecules under investigation. The experimental method used to 
measure the dielectric constants was developed by P.R. Thomas during PhD work at 
Durham [45]. 
Solutions of successive dilutions were prepared and their dielectric constants calculated 
from the capacitance measurements. The experimental procedure and typical solution 
concentrations are described in Chapter 3. All experiments yield a linear increase in 
dielectric constant with concentration. A typical graph showing the dielectric constant 
obtained for solutions of one of the molecules is shown in Figure 4.5. 
7.18 ....--~~~----------------------------, 
U) 7.16 
1::~ 
~ 7.14 
0 
u 
7.08 -'-----------------..,-----------' 
0 0.0004 0.0008 
Concentration (mol dm-3) 
0.0012 
Figure 4.5: Typical graph showing dielectric constant obtained for a solution of molecule 9, 
LCATSOH, in Tetrahydrofuran (THF). The straight line is a fit to the data. 
The error bars show possible deviations in the dielectric constant. A straight line was 
fitted to the data points and the gradient calculated. Theory predicts that the intercept 
should give the dielectric constant of the solvent. However, all the measurements have 
lower than expected intercepts giving rise to erroneously low solvent dielectric 
constants. At low concentrations, larger errors are incurred, as the differences between 
the solution and solvent permitivity are small but this cannot wholly account for the 
discrepancy. Although the origin for the low intercept is not clear, one possible 
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explanation may arise from external factors such as the cell geometry. Neve1iheless 
since the gradient of the slope gives the dipole moment, this error is inconsequential for 
the calculations. The most commonly used method for calculating dipole moments 
from solution dielectric constant experiments is based on the Guggenheim equation 
[46], Equation 4.1, 
10
36 
9kT 3 & I ~t, = N(J . 4rr. (E+2)(n+2). ac 0 
Equation 4.1 
where J.ls is the solution dipole moment in Debyes, Na is Avogadro's number, k is the 
Boltzman constant, T is the temperature, r:; and n are the dielectric constant and 
refractive index respectively and o~::/oC I 0 is the experimental gradient at zero 
concentration. 
The Guggenheim equation 1s derived from the Debye equation, which implicitly 
assumes that the internal field (or Lorenz field) and the directing fields are the same. 
One of the key assumptions made by Debye was that the molecular interaction energy 
is small compared to the thermal energy, and the effect of a reaction field that is 
produced by an isolated dipole on the surrounding medium is not considered. This 
latter effect was considered by Onsager. 
The phenomenon of deviation of the solution dipole moment from the moment of the 
isolated molecule or the gas phase dipole moment is known as the solvent effect. This 
effect can be attributed to specific interactions between the solute molecule and the 
solvent molecules, and also the bulk properties of the solvent, particularly the dielectric 
constant. For this reason erroneously low dipole moments can be derived using the 
Debye model. This solvent effect may be accounted for using expressions based on the 
Onsager theory. Indeed, P .R. Thomas has shown, through thorough investigations of 
local field formalisms and molecular anisotropy, that the dipole moments derived are 
very sensitively dependent on the model used in the data analysis [ 45] and these issues 
will not be discussed further here. However, the more advanced models have the 
disadvantage of introducing many unknown parameters, such as cavity radius and 
polarisability, to the analysis leading to large uncertainties of the results. Moreover, 
since a solution measurement of J.L/3 is generated by EFISH measurements, in this case, 
the dipole moment in solution is preferred to the use of gas phase dipole to derive jJ. 
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In general solvents of low polarity are chosen for these measurements to reduce the 
solvent-solute interactions. Chloroform was used due to its relatively low dielectric 
constant and, in addition, it was the solvent used in the EFISH measurements. 
However, the solubility of LCAT50H (molecule 9) in chloroform was found to be too 
low to conduct these experiments and so tetrahydrofuran (THF) was used. 
The experimental and theoretical dipole moments for the nine molecules are shown in 
Table 4.2. The theoretical values of the ground state moment are calculated using 
MOPAC [47]. The AMI Hamiltonian was used in the molecular geometry 
optimisation for these calculations. Table 4.3 is included for reference and shows the 
dielectric constants and refractive indices used in the calculations of the experimental 
dipole moments. 
One disadvantage of this method is that reliable determinations of the dielectric 
constant are required at low concentrations where the difference between solution and 
solvent permittivity is small, and the experimental discrimination is correspondingly 
low. Nonetheless, the experimental solution dipole moments are within experimental 
error for the majority of the calculated values as shown in Table 4.2. There are a few 
notable exceptions, namely MOR2 (molecule 3), DPDQ (molecule 4) and RIGID 
(molecule 7); the largest difference between the experimental and theoretical values 
being up to 50% for MOR2 (molecule 3). 
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1 
MORPYROL 
2 
MORPIP 
3 
MOR2 
4 
DPDQ 
5 
DMPDQ 
6 
DPDQF 
7 
RIGID 
8 
MOR2ALLYL 
9 
LCAT50H 
1 Values from [31] 
2 Values from [29] 
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Dipole (D) 
Solvent EXPERIMENTAL THEORY 
)ls )lg 
Chloroform 11.4 ± 1.5 11.2 
Chloroform 15.1 1 ±1.0 14.9 
Chloroform 16.5 ± 2.3 7.9 
Dichloromethane 19.8
2 ± 3.9 11.5 
Dichloromethane 13.2 ± 1.4 13.1 
Dichloromethane 17.7
2 ± 3.5 16.3 
Chloroform 9.1 ± 1.4 13.2 
Chloroform 10.8 ± 1.6 12.6 
Tetrahydrofuran 14.2±1.7 12.2 
Table 4.2: Experimental and theoretical values of dipole moments 
Solvent Dielectric Constant, E Refractive Index, n0 (20 °C) 
Chloroform 4.806 1.4459 
Dichloromethane 8.93 1.42416 
T etrahydrofuran 7.58 1.40716 
Table 4.3: Data for solvents used in dipole measurements 1481 
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The under estimation of theory compared to experimental values for MOR2 (molecule 
3) and DPDQ (molecule 4) is most probably due to the gas phase nature of the 
theoretical calculation. In terms of the "bond length alternation (BLA) model" (see 
Chapter 2), the dipole moment will evolve with reaction field and the gas phase dipole 
moment, being defined as the value at zero reaction fields, is the minimum value. Thus 
when a molecule is placed in a medium, it experiences a reaction field that will have 
the effect of increasing the dipole moment relative to the gas phase. Furthennore, 
Rigid (molecule 7) shows an over estimation of theory compared to the experimental 
value. This is most likely because the Guggenheim equation, (Equation 4.1) used to 
calculate the dipole moment does not account for all the interactions, such as hydrogen 
bonding and solvation effects, between the solute and the solvent and may not be 
strictly appropriate in this case. 
4.4 EFISH Results 
Hyperpolarisabilities of the molecules were determined by electric field induced second 
harmonic generation (EFISH) solution experiments. These experiments were 
performed as part of collaboration with Professor J. Zyss's group at the Laboratoire de 
Photonique Quantique et Moleculaire (LPQM) at the Ecole Normale Superieure de 
Cachan (ENS) in Cachan, Paris [49]. Experiments were conducted on all nine 
molecules at wavelengths of 1064 nm and 1907 nm and were conducted in two 
different solvent systems to determine the effect of solvent on the value of JLfJ. 
4.4.1 Solvent dependent EFISH studies 
Experiments were performed to investigate the solvatochromic effect on the JLfJ of the 
molecules. Furthermore, the resonance enhancement was probed using two different 
wavelengths. For clarity, results for the two solvents will each be described separately 
before comparisons are made between the two. 
The results from EFISH experiments in acetone are shown in Table 4.4. Acetone is a 
relatively polar solvent with a dipole moment of 2.69 D, dielectric constant, E = 20.7 
[48] and relatively small second order polarisability, /]0 = 0.21 x 10"30 esu [50]. The 
absorption maxima for these molecules in acetone range from 383 nm to 447 nm for 
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DPDQF (molecule 6) to RIGID (molecule 7) respectively. All JL/3 values shown are 
solution values, the extrapolated /30 are shown and discussed in the next section, 4.4.2. 
All the JL/3 results from experiments in acetone at I 064 run are higher than those 
performed at I907 nm. This effect may be explained in tenns of resonant 
enhancement. According to the two level model [I 0], measurements at different 
frequencies would be expected to show resonant enhancement closer to the absorption 
maxima. In every case, resonance enhancement between the two wavelengths is 
clearly demonstrated. 
In the second series, the peak absorption wavelength range from 383 nm (for DPDQF, 
molecule 6) to 419 nm (for DMPDQ, molecule 5). The JL/3 increases through the series 
following the order of: DPDQF < DPDQ < DMPDQ. The only difference between 
DPDQ and DPDQF is the substitution of the ring system with fluorine atoms. This 
suggests that the substituted ring system in the case of DPDQF reduces the JL/3 of the 
molecule. The fluorine atoms are highly electronegative and will therefore 
significantly affect the electron accepting properties of the TCNQ residue. Certainly 
the effect of the fluorine substituents has resulted in a blue shift of the absorption 
maximum indicating differences in the relative energies of the ground and excited 
states between DPDQ (molecule 4) and DPDQF (molecule 6). The electronic 
distribution of polar molecules is intimately related to the charge transfer and 
hyperpolarisability. A convenient scale for the relationship of the hyperpolarisability to 
the charge structure and Jr-conjugation is described by the bond length alternation 
model (BLA). The main aspects of the BLA model have been introduced in Chapter 2. 
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Molecule A-max EFISH EFISH j.t~ X 1 048 esu j.t~ X 1 0-48 esu (± 2 run) 1064 run 1907 run 
1 425 -1740 ± 98 -686 ± 122 MORPYROL 
2 433 
-2080 ± 87 -726 ± 162 MORPIP 
3 436 NM -473 ± 85 MOR2 
4 395 -1130±41 -508 ± 86 DPDQ 
5 419 -2030 ± 63 -697 ± 68 DMPDQ 
6 383 -791 ± 32 -361 ± 47 DPDQF 
7 442 -1340 ±54 -521 ±50 RIGID 
8 437 NM -945 ± 85 MOR2ALLYL 
9 390 -988 ± 43 -725 ± 139 LCAT50H 
NM =Not measured 
Table 4.4: EFISH data for molecules in acetone 
The data for the EFISH measurements that were taken in chloroform are shown in 
Table 4.5. Chloroform is a less polar solvent than acetone with a dipole moment of 
1.15 D, dielectric constant of E = 4.8 [48] and second order polarisability, 
f30 = 0.49 x 10-30 esu [51]. The absorption maxima range from 420 run to 478 run for 
RIGID (molecule 7) to MOR2 (molecule 3) respectively. Once again, resonant 
enhancement is clearly shown for all samples studied. However, although the results 
are higher for 1064 run compared to 1907 run, the difference is too great to be 
accounted for by resonant enhancement alone, as described by the two level model. 
This result is highlighted when the data are extrapolated to the static hyperpolarisability 
and so will be discussed in more detail in the next section. 
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Molecule 
1 
MORPYROL 
2 
MORPIP 
3 
MOR2 
4 
DPDQ 
5 
DMPDQ 
6 
DPDQF 
7 
RIGID 
8 
MOR2ALLYL 
9 
LCAT50H 
NS =Not soluble 
NM =Not measured 
A..max 
(± 2 run) 
465 
471 
478 
432 
447 
426 
420 
478 
NS 
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EFISH EFISH 
~l~ X 1 0-48 esu ~l~ X 10-48 eSU 
1064 nm 1907 run 
-900 ± 288 -43 ± 9 
-734 ± 198 -256 ± 75 
-4170 ± 1126 -379 ± 38 
-603 ± 104 -159±59 
-2530 ± 890 -399 ± 64 
-153±57 -37 ± 19 
NM NM 
-770 ± 100 -422 ± 123 
NS NS 
Table 4.5: EFISH data for molecules in chloroform 
As in the case of acetone, a trend may be seen in the second series of molecules. All 
the absorption maxima of this second series occur at significantly lower wavelengths 
than those of the first series. This implies that the electronic transition energy is greater 
for the second series. Both absorption maxima and JL/3 increase in the order DPDQF 
(molecule 6) < DPDQ (molecule 4) <DMPDQ (molecule 5). Once again the effect of 
ring substitution has the effect of reducing the JL/3 of the system. The addition of the 
methoxy groups to the pyrolidine rings in DMPDQ (molecule 5) enhances the JLfJ of 
this molecule relative to the others in the series. These bulky groups may help in the 
reduction of intermolecular interactions in solution. The effect of the methoxy groups 
has been described previously by Ravi et al in relation to powder SHG [42]. 
LCAT50H (molecule 9) was not soluble in sufficient quantities in chloroform to 
perform EFISH measurements at all. This was an unexpected result as the alkyl chains 
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were a deliberate addition to the molecule in an attempt to increase the solubility of this 
molecule. 
Comparison of Table 4.4 and Table 4.5 reveals a negative solvatochromic effect in the 
optical absorption spectra, with a shift towards shorter wavelengths in acetone 
(Amax = 433 run, for MORPIP) compared to chloroform (Amax = 471 nm, for MORPIP), 
which is characteristic of such dipolar molecules, and confim1s a negative JlfJ. This 
shift however is in the wrong direction for resonant enhancement to contribute to the 
higher values in acetone compared to chloroform. Indeed zero-field values of /]0 may 
be extrapolated to eliminate the effects of resonant enhancement and this is the subject 
of the following section, together with further discussion of the differences between 
acetone and chloroform. 
4.4.2 Static Hyperpolarisabilties 
The two-level model describes the contribution of the charge-transfer resonance to the 
first hyperpolarisability within a molecule. This model was first developed by Oudar 
and Chemla [1 0] and is often used in practice today to extrapolate zero field /]0 values 
from experimental values. This model has been outlined in Chapter 2. 
In the case of sum-frequency generation and when only two levels are involved such 
that the transition dipole moments lie parallel to each other and only the single diagonal 
matrix element dominates the contribution to fJ, then /]may be approximated by [52], 
Equation 4.2 
where illeg denotes the resonant frequency of the transition, ill1, W2, ill3 are the 
frequencies of the three interacting waves, iJJJ = Jle-Jlg is the difference between the 
excited and ground state electric dipole moments of the molecule and Jleg is the 
transition dipole moment between the excited and ground state. If the dispersion free 
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hyperpolarisability f30 (that is extrapolated to infinite optical wavelengths away from 
electronic resonance) is now introduced: 
Equation 4.3 
Then for frequency doubling the following equation may be obtained: 
Equation 4.4 
Equation 4.4 together with the dipole moments calculated from experimental 
measurements in Table 4.2 may then be used to extrapolate fJo values from the !'fJ( w) 
results of EFISH experiments from Table 4.4 and Table 4.5. These zero field /]0 values 
are shown in Table 4.6. It can be seen that all molecules have experimental negative 
!'fJ values, agreeing with the theoretical predictions and is consistent with negative 
solvatochromism demonstrated by these molecules. 
Table 4.6 shows that higher values are obtained in the more polar solvent acetone 
(E = 20.7) than in the less polar solvent chloroform (E = 4.8) at both wavelengths. In 
principle, neglecting different interactions and molecular conformations, the same fJ0 
should be obtained when the same solute is measured in the different solvents. 
However, it is well known that different solvents strongly effect fJ0 through different 
solvent-solute interactions that will perturb the electronic configuration of the 
molecules in solutions. In this case, the quality of the recording (and thus the accuracy 
of the measurement) clearly depends on the nature of the solvent and the solute. Thus 
for acetone, stronger EFISH signals results in more precise determination of f30. 
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Molecule 
1 
MORPYROL 
2 
MORPIP 
3 
MOR2 
4 
DPDQ 
5 
DMPDQ 
6 
DPDQF 
7 
RIGID 
8 
MOR2ALLYL 
9 
LCAT50H 
1 Values from [31] 
2 Values from [29] 
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EFISH EFISH 
~0 X I o-JO esu ~0 X I o-JO esu 
1064 nm 1907 nm 
Acetone Chloroform Acetone Chloroform 
-46 ± 9 -11 ± 5 -46 ± 14 -3 ± 1 
-39 ± 4 -9 ± 3 -36 ± 10 -12 ± 4 
NM -38±15 -27 ± 8 -16 ± 4 
-22 ± 3 -9 ± 3 -20 ± 5 -6 ± 3 
-49 ± 7 -46 ± 20 -41 ± 8 -23 ± 6 
-19 ± 3 -3 ± 1.7 -16 ± 4 -1.5±0.9 
-17 ± 3 NM -20 ± 5 NM 
NM -11 ± 3 -39 ± 8 -27 ± 12 
-28 ± 5 NS -41 ± 12 NS 
Table 4.6: Extrapolated f30 values for nine molecules studied in EFISH measurements 
A different f30 value obtained from two solvents for the same solute demonstrates the 
effect of solvent on the hyperpolarisability of the molecules. Marder et al have shown 
that for a given molecule, the BLA and hence J.Lf3o may be tuned by varying the solvent 
polarity [6] since the polarity of the solvent will effect the electronic energy distribution 
of the molecule. The BLA model predicts that with the increase in polarity of the 
solvent (or reaction field) the zwitterionic nature of the molecule will be increased 
leading to an enhancement of the dipole moment. In particular for negative 
solvatochromic molecules, the theory predicts an increase in the magnitude f30 with 
increasing polarity ofthe solvent. 
It has been seen previously that tertiary amino TCNQ adducts measured at 1907 nm in 
chloroform have extremely low values of f30 [45]. This was attributed to the fact that 
the geometry and electronic distribution of the tertiary amino TCNQ adducts are such 
that they reside close to the cyanine limit in this solvent. However in the case of 
tertiary TCNQ adducts, a reversal in the shift of the transition frequency as a function 
of solvent polarity was also observed. In this case, no such reversal in either solvent 
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dependent EFISH measurements or transition frequencies was observed. This leads to 
the conclusion that the low values in chloroform are not due to the electronic 
distribution ofthe dicyanoquinodimethane adducts residing close to the cyanine limit. 
Since chloroform is less polar than acetone, it is possible that the hyperpolarisability 
increases with higher solvent dielectric constant through tuning of the bond length 
alternation parameter [6]. However, the increase in f30 from chloroform to acetone is 
too large for solvatochromic effects to be the only origin of the discrepancy. Thus the 
existence of the discrepancy between f30 in acetone and chloroform could be due to 
inadequacies in the static field models, which may be improved by using more 
appropriate theories. However, since the Lorenz local field proved to be adequate for 
the calculation of dipole moments in chloroform, any remaining discrepancies are more 
likely due to solute-solute interactions and solute-solvent interactions that occur in 
chloroform but not in acetone. Such interactions will affect the electronic energy states 
(for example the ground and first excited state) and involve both angular correlation 
and electronic dispersion effects due to intennolecular charge transfer. 
Furthermore, the values of f30 from chloroform obtained with 1064 nm do not agree 
with f30 obtained at 1907 nm. The same values of f30 for a solute in a particular solvent 
should be obtained regardless of the wavelength used and this is indeed the case for 
measurements in acetone (within experimental errors). The discrepancy in chloroform 
may be attributed to several factors. 
One factor could be the fact that the solutions are absorbing at either the fundamental or 
the second harmonic frequencies. However, absorption spectra of the pure solvents, 
acetone and chloroform referenced to air indicate that there is negligible absorption due 
to the solvent at either the fundamental or second harmonic wavelengths. Moreover, 
absorption from the solvent at the fundamental or the second harmonic frequency is 
unlikely to effect measurements since each measurement was referenced to an 
experiment using the pure solvent. In addition, the dilute concentrations of the 
solutions used for these EFISH measurements show negligible absorption at the 
fundamental or the second harmonic and so should not be a significant problem here. 
Another factor could be the inadequacy of the two level model in describing the 
dispersion of fJ for novel materials as has been previously demonstrated [53, 54] and 
thus care must be taken with the interpretation of the zero frequency results. As the 
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two level model is inadequate for extrapolation for chloroform, yet adequately projects 
the acetone flo values from the two wavelengths studied, the discrepancy between flo in 
acetone and chloroform may be real and could be due to the formation of aggregates in 
chloroform due to chromophore-chromophore interactions. In the less polar solvent, 
there may be more opportunity for solute- solute interactions to dominate 
solute - solvent interactions compared to a polar solvent. If aggregates exist in 
chloroform solution, they are likely to have higher order energy levels that may 
contribute significantly to the fJ of the system. This would not be accounted for in the 
two level model and this would be consistent with discrepancies in flo measured at 
different wavelengths in chloroform but not acetone. This provides evidence for the 
solvent effect on the hyperpolarisability of the molecule through different 
intermolecular interactions occurring in acetone to chloroform. 
Ultraviolet absorption data may provide information of complex systems and these are 
studied for a number of the solutions in section 4.5. Since molecular interactions are an 
important consideration, concentration dependence of fJ0 has been investigated in 
chlorofmm. 
4.4.3 Concentration dependent EFISH studies 
It is well established [50, 55] that the structure of solutions, depending on the nature of 
solvent-solute interactions, strongly influences nonlinear phenomena and, in particular, 
eventually limits the access of solute molecular nonlinearity. Often, an additive model 
such as that expressed in Equation 4.5 is used to describe the macroscopic nonlinearity, 
r = f" N y0 ~I t 1 
Equation 4.5 
where r is the total macroscopic liquid nonlinearity produced by the N molecules of 
type i per unit volume, f accounts for all the local field factors at the relevant 
wavelengths and the hyperpolarisability is, 
0 p·fJ 
y =Ye+ 5kT 
Equation 4.6 
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where Ye is the purely electronic average third order contribution (which does not 
vanish for centrosymmetric molecules) and the temperature dependent rotational term, 
f.lfJ is the scalar product of the dipole moment, f.l, with the vector part of the second 
order polarisability, fJ. When molecular interactions are present solvent and solute 
molecules can no longer be considered as behaving independently from each other; this 
departure from linearity is further enhanced in a solution where the solute-solute 
interactions dominate. The solute-solute interactions, or aggregation effects, are very 
complex and require a more detailed analysis. 
In order to investigate the effect of aggregation, EFISH experiments were also carried 
out as a function of concentration using a representative molecule, MORPIP (molecule 
2). Molecule 2 was chosen as a representative molecule as it has a relatively simple 
synthesis route with fair yields and is more readily available than the other molecules. 
The procedure for the synthesis of this molecule may be found in Appendix 11. 
The peak position of the electronic absorption band, Amax for MORPIP in chloroform 
was found to be 471 nm and this band extends to around 530 nm. Therefore for 
experiments at 1064 nm, there is little or no absorption at either OJ or 2 OJ. Nonetheless, 
such experiments may benefit from the electronic resonant enhancement of fJ at 532 nm 
allowing larger signals to be observed. Thus, it was for this reason that experiments 
were conducted at 1 064 nm. Chloroform was chosen as the solvent as it is relatively 
apolar and so this would limit the solvent-solute interactions present in solution. In this 
way the solute-solute interactions were studied. 
In the absence of appreciable absorption at 2 OJ, and any intermolecular interactions, the 
amplitude of the signal from such EFISH experiments may be related directly to the 
macroscopic susceptibilities. The ratios of the amplitudes of the SHG signal obtained 
for the solution, A,/w and that for the pure solvent, A/w, may be related directly to the 
macroscopic susceptibilities, F111 and I; for the solution and solvent respectively, may 
be expressed by Equation 4. 7. 
A z,u ( r J 2 
_m a r·ms A 2<u 
s 
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Thus the square root of the amplitude of the second harmonic intensity is proportional 
to the non-linearity. The square root of the amplitude of the second harmonic intensity 
as a function of MORPIP concentration in chlorofom1 is shown in Figure 4.6. 
At the more dilute concentrations, a strong dependence is seen. This is mostly due to 
the binary mixture of nonlinear optical species. It is interesting to note that there is a 
reduction in signal strength at weak solute concentrations until a minimum zero value 
followed by an increase in signal strength at high concentrations. This phenomenon is 
seen more clearly in Figure 4. 7, which show the dilute concentrations of MORPIP in 
chloroform solutions. Such behaviour is associated with molecules which possess a 
non-linearity which is opposite in sign to that ofthe solvent. This occurs when there is 
a negative contribution to the susceptibility, l, from a solute dispersed in a solvent 
that only has positive contributions to l. According to Oudar [56], the sign of the non-
linearity of chloroform is positive, r= 8. 7x I o- 14 esu at 1064 nm and the second order 
nonlinearity has been measured by Kajzar et alto be f3= 0.49 x 10-30 esu [51]. Hence 
there occurs a point at which the total non-linearity of MORPIP is exactly equal and 
opposite to that of the chloroform solvent and consequently no fringes are seen at that 
point [50]. The signal strength increases at stronger concentrations when the 
macroscopic non-linearity ofthe solute is greater than the macroscopic non-linearity of 
the solvent. 
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Figure 4.6: SHG intensity of MORPIP as a function of concentration in chloroform solution 
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Figure 4.7: SHG intensity of MORPIP as a function of dilute concentration range in chloroform 
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For a solution of non-associating, non-absorbing molecules, the total non-linearity is 
expected to be the sum of the non-linearities of the constituents [57]. Therefore, 
beyond the zero-fringe concentration, the non-linearity of the solution in Figure 4.6 and 
Figure 4.7 is expected to be a linear function ofMORPIP number density. 
It can be seen that for increased concentrations of MORPIP in chloroform this is not the 
case and the non-linearity of the solution changes in gradient as a function of 
concentration. There may be several reasons for this deviation from linearity and the 
reduction in the gradient. One such reason is a drift in the power of the laser. 
However, since each measurement was immediately followed by a measurement of the 
reference solvent this can be ruled out. Limited solubility would also account for the 
deviation as a function of concentration. However, even the most concentrated 
solutions were transparent to the eye and no evidence of particulate scattering was 
observed. Also there could be an increase in the conductivity of the solutions or an 
increase in the absorption at 532 11111. Since the applied voltage and current were 
monitored throughout the experiment, increased conductivity was eliminated as the 
source of the deviation. Absorption spectra, as shown in section 4.5.1, show that the 
absorption does indeed increase with higher concentrations. Therefore the intensity at 
532 11111 may become a significant problem at the higher concentrations used in this 
experiment. Such an increase in absorption intensity would result in the second 
harmonic signal being overcome by the absorption at the concentration of 
measurement. Following the analysis of Levine and Bethea [58], if the liquid is 
absorbing at the second harmonic intensity with an absorption coefficient, a2w. and 
neglecting absorptions at the fundamental, the necessary data corrections are derived to 
be: 
I 2ro (absorption)~ I 2ro (0{ exp[ -:,· f J] 
Equation 4.8 
Where hrv(O) is the data corrected for absorption at the second harmonic frequency and 
I is the path length ofthe solution. The absorption con·ected data, shown in Figure 4.8, 
clearly demonstrates a deviation from linearity. The line through the data is intended as 
a guide to the eye. The deviation occurs at higher concentrations than the uncorrected 
data implying that some absorption is contributing to the deviation. The residual 
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concentration dependence suggests the deviation is indeed due to strong solute-solute 
interactions. Concentration dependent solute-solvent interactions may also contribute 
to this trend [58]. 
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12 
The analysis described in Chapter 3 has been performed to calculate J.LfJ(m) from the 
data in Figure 4.6, and the results are shown in Figure 4.9. For clarity, the 
concentration has been plotted as a log function. Figure 4. 9 shows three regimes for 
this calculated J.LfJ. There is a region at low concentrations with large negative values 
of J.i/3 ~ -5500 x 1 o-48 esu. Following this there is a middle section where the J.i/3 
appears to change with concentration. Whilst at higher concentrations the third portion 
shows positive values of J.i/3 ~ I 000 x I 048 esu. Since J.i/3 is a molecular property, 
variation with number density for a particular molecule would not be expected. It has 
already been described how f3 vanishes by symmetry in a molecule with a centre of 
inversion (such as benzene) whereas a and ydo not. Thus, fJis particularly sensitive to 
interactions that remove or create such a centre of symmetry. The decrease in non-
linearity with increasing concentration, due to chromophore-chromophore interactions, 
is not accounted for in the usual analysis of the data and calculation of J.Lf3. At higher 
concentrations, there is a smaller signal for increasing number density and, since the 
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calculation involves dividing the signal by the number density, an erroneously smallfL/3 
is derived from this analysis. 
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Figure 4.9: Calculated J-ll3 of MORPIP in chloroform as a function of concentration 
Figure 4.9 and Figure 4.8 both highlight the problems associated with single 
concentration measurements. The change in Jl/3 is primarily due to solute-solute 
interactions. This occurs as the solute-solute separation decreases and thus the dipolar 
forces are increased. 
4.4.4 "Zero-Fringe" Calculations 
The EFISH measurements suggest that at higher concentrations, the molecules become 
aggregated and cannot contribute to the total non-linearity of the system in the same 
way as individual non-interacting molecules. It is possible to consider that at higher 
concentrations, a new species is present with the appearance of aggregates and the form 
of Equation 4. 9 may be employed to describe the total macroscopic non-linearity of the 
system: 
Equation 4.9 
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The first term in square brackets accounts for the non-linearity arising from the NLO 
molecule MORPIP and the second term is due to the contribution from the solvent. F 
denotes the field factors and N is the number density of the particular species. The 
superscripts a, f and s refer to the aggregate, single "free" molecule and solvent 
respectively. If the aggregate takes the expected form of an anti parallel dimer then the 
aggregate would not possess a net dipole moment. Since, in that case, the aggregate is 
not expected to possess a net dipole moment there is no f.lfJ term relating to the 
orientation of the aggregate in the static electric field. 
Initially, at low concentrations, there will be very few aggregates in the solution and so 
the number of aggregates, N a will be negligible compared to the number of single 
MORPIP molecules, Nf. However, as the concentration increases, the number of 
aggregate species will increase and the number of free MORPIP molecules will 
decrease. Therefore, at high concentrations the total contribution to the macroscopic 
susceptibility will be dominated by the positive cubic non-linear Ye terms in Equation 
4.9. Since information about the number density and nature of the aggregates is not 
known this effect is not accounted for in the calculation of f.lfJ. 
For this reason, advantage can be taken of the concentration dependent measurements 
carried out at 1064 nm in chlorofonn. Namely, since there occurs a concentration at 
which the non-linearity of chloroform is exactly equal and opposite to that of MORPIP 
as has been discussed, f.lfJ can be calculated directly. The usual additive model is 
applied as shown in Equation 4.1 0, 
rL =re+ r MORPIP 
=re+( NF[::r +Ye]) 
Equation 4. J 0 
where It~ is the total nonlinearity of the system, re is the nonlinearity of chloroform 
and is taken to be r = 8. 7x 1 o- 14 esu at 1064 nm after Oudar et a! [56], F contains the 
local field factors, N is the number density of MORPIP in cm-3 . In the case where no 
fringes are seen, n = 0. The electronic contribution Ye is assumed to be negligible 
compared with the rotational term in accordance with other experiments [53-56, 59]. 
There were a number of concentrations for which no fringes could be seen and this 
calculation was carried out for those concentrations shown in Table 4.7. By 
126 
Chapter 4: Results and Discussion of Molecular Properties 
companson of this data with that in Table 4.6 it is clear that by neglecting the 
intermolecular interactions at higher concentrations, errors are introduced into the 
calculation of J.lf3. In fact very dilute solutions should give the nearest value of J.i/3 to 
that of MORPIP. Problems arise with large errors at these low concentrations and 
therefore the zero-fringe calculations have also been carried out. An improved 
correlation with theoretical f30 values 1s obtained from this method. 
(~o = -53 x 10 -30 esu from crystal structure calculations for MORPIP). 
Concentration Calculated )l~ )l~o ~0 
(mmol dm-3) ( x 10-48 esu) (x 1 o-48 esu) (x 10-30 esu ) 
1.26 -4830 -840 -55 
1.20 -5071 -881 -59 
0.94 -6447 -1120 -75 
Table 4.7: Zero fringe calculations for MORPIP in chloroform at 1064 nm from EFISH data 
4.4.5 Theoretical f30 Calculations 
In order to compare the f3o values, theoretical f30 values were also calculated. It was 
found that there is a considerable variation in the f30 value obtained depending on the 
starting geometry used. Table 4.8 shows the calculated f30 values for the four molecules 
whose crystal structures have been determined. All the calculations were performed 
using the MOP AC97 [ 4 7] package as described in Chapter 3. Different calculation 
methods involved the crystal structures run with no optimisation and with full AMl 
geometry optimisations. Also structures that had been drawn using Chemoffice (thus 
having an arbitrary starting geometry) were minimised using the AMI formalism. All 
calculations involving the AMI optimisation give lower values for the static 
hyperpolarisability than the crystal structure with no further optimisation. The energy 
of the heat of formation for each molecule was compared for the different calculation 
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methods but there was no obvious correlation between the minimum energy and the 
method of calculation. However, by comparison of Table 4.6, Table 4.7 and Table 4.8 
some interesting features can be seen. Firstly, the zero fringe calculation of the static 
hyperpolarisability agrees most closely to the crystal structure calculation with no 
further minimisation for MORPIP. However, since MOPAC with the AMI 
optimisation, calculates reasonable ground state dipole moments in the gas phase, this 
may suggest that MOPAC is erroneous when calculating excited state characteristics of 
these molecules. 
Theoretical ~o (x I o-30 esu) from Purely Theoretical 
Molecule CS ~0 (x I o-JO esu) 
No AMI AMI 
optimisation 
2 53.4 8.0 16.4 MORPIP 
3 48.4 2.5 2.51 MOR2 
4 39.5 52.6 7.94 DPDQ 
6 20.2 33.6 20.4 DPDQF 
Table 4.8: Calculated static hyperpolarisabilities (13 0) from crystal structure (CS) and AMI 
optimised geomteries 
These results imply that the geometry of the molecule plays an important role in the 
determination of j3 and that j3 is extremely sensitive to the molecular geometry. Thus 
any interactions that affect the molecular geometry will also affect the 
hyperpolarisability, jJ, of the molecule. 
4.4.6 Discussion 
When two polar molecules approach each other, there is a dipole-dipole interaction 
between them. This is often not accounted for when translating microscopic properties 
of nonlinearities to macroscopic nonlinearities in nonlinear optical materials. This 
electrostatic interaction becomes stronger the larger the dipole moments of the 
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molecules concemed. The evidence gathered for dipolar aggregates has been found in 
the concentration dependent EFISH studies (showing a decreasing signal for increasing 
concentration of chromophore). Recently, Dalton et a! have proposed a model [20] for 
these intermolecular interactions and this will be discussed in the context of these new 
molecules. 
The competition between chromophore-chromophore electrostatic interactions and 
chromophore-applied electric field interactions is modelled using a theory based on 
Van der Waals interactions and is termed a modified "London theory". The main 
aspects of Dalton's model have been outlined in Chapter 2. The interaction dispersion 
energy arises from dipole-dipole interactions between induced molecular dipoles and 
follows a 1/r6 dependence where r is the average intermolecular separation. Typical 
strengths of the London dispersion interaction are 2 kJ mor1 [60]. At closer distances 
strong repulsive forces dominate that arise from Coulombic repulsions due to the 
overlap of electronic distributions of molecules. An empirical formula is often used to 
characterise this repulsive interaction, such as the Lennard-Jones potential which has a 
llr12 dependence. These simple expressions of the interaction potential are well suited 
for very simple gaseous species. Dalton's model neglects the repulsive forces between 
molecules and only considers the van der Waal interactions. If this model is applied to 
the calculations for EFISH, the main result is the modification of the usual model such 
that: 
r = N~' 2 f, jl[ ( { 1 - L 2 ( ~"DW )] 
'J m . du 3 p 1 1 kT 
Equation 4.11 
Where p is the ratio of the poling orientation energy to thermal energy, foJ1E,JkT, N is 
the number density of chromophores, L 1 and L3 are the first order and third order 
Langevin functions previously described in Chapter 2, and the .fs are the usual field 
factors. The Wvow statistically averaged energy term includes induction interactions, 
orientation interactions and dipole-induced dipole contributions to the net van der 
Waals force. Figure 4.10 shows the non-linearity plotted as a function of the number 
density of NLO chromophores. The long-range van der Waals forces associated with 
polar and neutral molecules defines the form of this graph. The graph illustrates the 
basic features of this model. Namely it can be seen that initially there is a linear 
increase of r with increasing number density of NLO species followed by a predicted 
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maximum. Also, there is a shift of this maximum to lower chromophore number 
densities with increasing chromophore electrostatic interaction. In other words if the 
dipole moment of the individual molecules is increased, for example, the optimum 
value of loading is shifted towards lower number densities and the gradient thus 
becomes steeper. Clearly this is a disadvantage when trying to build devices and 
increase the total non-linearity of the system by increasing the number of active NLO 
species present. 
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Figure 4.10: Plot of bulk nonlinearity, r as a function of number density, N of chromophore with 
dipole moment, 1.1 = lSD 
Figure 4.10 shows that for a molecule with dipole moment of 15 D, the optimum 
number density is approximately 2 x 1 026 m -J. If the concentrations in Figure 4.8 are 
converted to number densities, it can be seen that the deviation from linearity is 
observed to occur at between 2 and 5 mmol d -3 m, cmTesponding to 
N ~ 1.51 x 1024 m-3 and 3 x 1024 m-3. Indeed the highest concentration used in EFISH 
experiments was about 30 mmol dm-3 which corresponds to a number density of 
1.0 x 25 m-3. At these levels of number density, Figure 4.10 indicates that the bulk 
nonlinearity should be a linear function of the number density. Thus the EFISH 
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experiments show a deviation from linearity at far lower concentrations than are 
predicted from a simple model that includes interacting dipoles subject to van der 
Waals interactions. 
This discrepancy suggests that this model is inappropriate for the description of the 
molecular systems studied here. The reasons for this are not obvious. This model does 
not account for factors such as molecular shape or solvent-solute interactions. 
However, specific molecular interactions within the system, hydrogen bonding for 
example, are likely to increase the separation distances of the molecules and thus 
decrease the forces between them. Another factor not accounted for in this model is the 
fact that the local environment of associated molecules may be significantly different to 
that of a single molecule in a solvent. The reaction fields established when two 
molecules are brought closer together may strongly effect the electron distribution of 
the two molecules. Moreover, the model implicitly assumes a spherical geometry for 
the molecules. The approximations are not appropriate for real chromophores 
characterised by, for example, prolate ellipsoidal shapes. Dalton et al have shown that 
this more complicated treatment requires numerical methods to calculate full rotational 
matrixes and complex three-dimensional minimum energy surfaces [ 61]. Nevertheless, 
their work has shown that when this numerical analysis is applied, the optimum number 
density is indeed shifted to lower concentrations. The discrepancy in the data for the 
MORPIP molecule compared to this model suggests that the same prolate ellipsoidal 
molecular geometry may be more appropriate than the spherical shape assumed in the 
basic van der Waals fommlism in Equation 4.11. 
4.5 Optical Spectroscopy 
The implications of this EFISH data are the presence of strong intermolecular 
interactions. Such interactions occur in luminescent polymers and their effect on 
photoluminescence can often be used as a tool for investigation of aggregates [62, 63]. 
For this reason, advantage was taken of the fluorescence property of the TCNQ adducts 
and this technique used to investigate the aggregation properties. 
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Absorption and photoluminescent spectra were taken to investigate the properties the 
molecule MORPJP in three solvents of differing polarities. Spectra of the molecules in 
solution exhibit a solvatochromic absorption band that is ascribed to the main 
intramolecular electronic excitation from the ground state to the excited state. For the 
highest concentration absorption measurements, very short path length cells were used. 
Each of the three solvents, chloroform (E = 4.806), acetonitrile (E = 35.94) and 
1,1 ,2,2-tetrachloroethane ( E = 8.20) will be discussed separately in the following 
sections. 
4.5.1 Measurements in Chloroform 
Figure 4.11 shows the absorption spectra of molecule 2, MORPIP, in the solvent 
chloroform at varying concentrations. At lower concentrations the absorption follows 
the normal linear relationship ofthe Beer-Lambert law [60] as shown by Figure 4.12. 
A= EC€ 
Equation 4.12 
Where A is the absorbance, C is the concentration (mol dm-3), c: is the molar extinction 
coefficient and l is the path length of solution. 
At more concentrated solutions of MORPIP in chloroform, the absorption peak changes 
shape and an additional band can be observed in the blue edge of the spectra as shown 
in Figure 4.11. This new band is attributed to the presence of a new absorbing species 
present only in higher concentrations. This new band could be due to a transition 
within a physical aggregate. The term physical aggregate or physical dimer is used to 
describe the situation in which two (dimer) or more (aggregate) identical molecules are 
close together in a special spatial arrangement than other like molecules but do not 
fom1 a chemical bond between themselves. These physical dimers often have different 
optical properties relative to the monomer. 
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Figure 4.1 I: Absorption spectra of MORPIP in Chloroform solution as a function of concentration 
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Figure 4.12: Peak absorption of MORPIP in chloroform at dilute concentrations 
There is also the appearance of a shoulder in the concentration-dependent absorption 
spectra for molecule 1, MORPYROL for low polarity solvents such as chloroform, as 
shown in Figure 4.13. Once again a distinctly hypsochromically shifted band can be 
seen occurring even in dilute solutions. The effect is more pronounced than in the case 
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of MORPIP and occurs at lower concentrations. Similar blue shifted absorption bands 
have also recently been attributed to the formation of physical dimer aggregates m 
merocyanine dyes [64]. 
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Figure 4.13: Absorption of MORPYROL in chloroform as a function of concentration 
600 
Solution photoluminescence spectra of the standard molecule MORPIP (compound 2) 
in various solvents were taken as a function of concentration to investigate the 
aggregation properties of these molecules. 
In the range of the concentrations where the new absorption band appears it was also 
important to probe the luminescence properties of the system, and in order to achieve 
this the excitation wavelength was chosen carefully. Namely the excitation wavelength 
was chosen to be slightly in the tail of the absorption (Aex = 500 nm) such that selective 
excitation in one absorption band could be achieved. Figure 4.14 shows the PL spectra 
of MORPIP in chloroform as a function of the concentration. 
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Figure 4.14: Normal ised photoluminescent spectra of MORPIP in chloroform as a function of 
concentration. A. •• = 500 nm 
The peak of the PL spectra occurs at 560 nm and there is a small red shift as the 
concentration is increased. However it should be noted that the peak absorption 
wavelength occurs at Amax = 470 nm. With high concentrations, the absorption at 
520- 540 nm becomes significant and some re-absorption of the photoluminescence 
will occur. This red shift is therefore characteristic of the absorption distorting the 
solution PL spectra. No change was observed in the PL spectra when the excitation 
wavelength was moved further into the tail of the absorption band. This result indicates 
that only one luminescent species was excited within the solution. 
Thus combining the absorption with the PL data may suggest the presence of a new 
aggregated species at higher concentration whose fluorescence is quenched. However, 
in the more concentrated solutions the excitation wavelength would ideally have been 
around 420 nm, in an attempt to exclusively excite the new absorbing species. In fact, 
the optical density (OD) at these wavelengths and concentrations was too high for 
undistorted spectra to be obtained and shorter path-length cells were unavailable. 
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Nevertheless, even though direct excitation is not possible, it is unlikely that the 
aggregate fluorescence would not be detected when the excitation wavelength was near 
the peak absorption band, given the proximity of the aggregate band to the monomer 
absorption band. Thus it might be expected that some change would occur in the PL 
spectra when exciting at 500 nm because this excitation wavelength would be expected 
to contain some of the "tail" of the absorption of the aggregate, particularly at higher 
concentrations. The lack of any change in the PL may be an indication of fluorescence-
quenched aggregates. Future experiments could be perfonned using very short path 
length cells in an attempt to excite into the second absorption band and fully investigate 
this new species. 
Photoluminescence excitation experiments were attempted on these high concentration 
solutions. Once again the concentrations that show new absorbing species exhibit an 
OD that is too large for undistorted results to be obtained. 
4.5.2 Measurements in Acetonitrile 
Absorption spectra and photoluminescence experiments were also carried out on 
solutions of MORPIP in acetonitrile. This is a more polar solvent and allows the 
investigation of the impact of the solvent polarity on the molecular interactions. The 
absorption spectra as a function of concentration are shown in Figure 4.15. The 
absorption band remains a single smooth peak over a range of concentrations that 
exhibited the shoulder in chloroform. The linear relation of Beer Lambert, Equation 
4.12, is also obeyed as shown by the inset in Figure 4.15. 
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Figure 4.15: Absorption spectra of MORPIP in acetonitrile as a function of concentration 
Photoluminescence spectra were also measured and are shown in Figure 4.16. Care 
was taken to use solutions where the OD of the peak absorption was below 0.3. At 
higher concentrations, and hence higher OD, there was a deviation from a linear 
relationship between the intensity and the absorption. This suggests quenching in the 
PL spectra but the peak shape did not change. 
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Figure 4.16: Photoluminescence spectra of MORPIP in acetonitrile solution as a function of 
concentration, A.ex = 410 nm (absorption peak) 
Furthermore, the Stokes shift for MORPIP in acetonitrile was calculated to be 
L'lE = 0.66 eV and this value did not change with increasing concentration. 
Photoluminescence excitation (PLE) experiments were also carried out on the most 
concentrated solution (0.01 mmol dm-3) that could be used in the luminescent 
experiments. In addition, the transmission spectra, T, were approximated from the 
absorption spectra and the plot of (1 - T) and the PLE spectra are shown in Figure 4.17. 
According to the Beer Lambert law, the PLE spectra should scale linearly with the 
(1 - T) spectra and the spectra should follow each other closely if the sample solution is 
homogenous. Figure 4.17 shows that the spectra follow each other, which suggests a 
homogenous solution containing only one absorbing and fluorescing species. 
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Figure 4.17: PLE and (1 -T) spectra for MORPIP in acetonitrile solution, 
PLE detected at 590 nm, c = 0.01 mmol dm-3 
4.5.3 Measurements in Tetrachloroethane (TCE) 
550 
Absorption and PL measurements were also made m the solvent tetrachloroethane 
(TCE). This solvent has a polarity between that of acetonitrile and chloroform. TCE 
was used as the solvent for spin casting of MORPIP doped polycarbonate thin films 
and hence investigations of MORPIP in TCE are particularly relevant and were also 
performed. 
Figure 4.18 shows the absorption spectra of MORPIP in TCE as a function of 
concentration. The spectra are broader than those taken in acetonitrile and there is a 
long tail that is finite even at wavelengths far away from the peak absorption. This tail 
is possibly due to light scattering from aggregates or other inhomogenieties in the 
solutions. A second band is observed at 310 run that has not been shown in Figure 
4.18, which is thought to be attributable to higher order excited states of MORPIP. In 
other solvents this band is thought to occur at wavelengths shorter than 300 nm and 
cannot be quantified due to the limited range of the spectrometer and the cells 
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available. As it has not been considered for any other materials in this study, it has 
been omitted from the plot. 
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Figure 4.18: Absorption of MORPIP in Tetrachloroethance (TCE) as a function of concentration 
PL experiments were carried out as a function of concentration. The spectra have been 
normalised to unity for clarity and are shown in Figure 4.19. At low concentrations, 
the PL peak occurs at 627 nm. As the concentration is increased, a distinct blue-shifted 
new band appears in the original PL spectra. This band increases in intensity with 
increasing concentrations and finally becomes the dominant PL peak at 547 nm. This 
suggests the presence of new species at high concentrations that have fluorescence at 
different wavelengths. These new species are likely to be physical dimers or higher 
order aggregates. 
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Figure 4.19: Normalised photoluminescence spectra of MORPIP in tetrachloroethane (TCE) 
solution as a function of concentration, A.ex = 500 nm 
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In addition to varying the concentration, the PL spectra were taken as a function of 
excitation wavelength and the results are shown in Figure 4.20. When the solution was 
excited in the peak of the absorption band (i.e. at 460 nm) the PL peak occurs at 
547 nm. When the solution was excited at longer wavelengths into the tail of the 
absorption, a second band is seen to arise at the expense of the original band. This 
second band in the PL spectra has a peak at 642 nm. This case is quite unlike solutions 
of MORPIP in acetonitrile or chlorofom1 where no effect was observed. These data 
show that at the higher concentrations there are two distinctly different fluorescing 
species. In other words, the existence of a second band at 642 nm suggests there is 
more than one luminescent species present in the solution. 
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Figure 4.20: Normalised photoluminescent spectra for MORPIP in Tetrachlroethane solution as a 
function of excitation wavelength, concentration = 0.87 m mol dm-3 
The transmission (1-T) spectra were approximated from the absorption spectra and 
compared to the photoluminescent excitation (PLE) spectra. The results, shown in 
Figure 4.21 , show the PLE spectra are slightly red shifted compared to the (1 -T) 
spectra. In addition, the PLE spectra show a long red tail unlike the (1-T) spectra. 
Thus, unlike the case of MORPIP in acetonitrile, the two spectra do not show a close 
correlation as would be expected for a homogenous system. This strongly suggests the 
presence of aggregates in the solution. 
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Figure 4.21: PLE and (1-T) spectra for MORPIP in tetrachloroethane solution, 
PLE detected at 550 nm, c = 0.42, 0.35 and 0.26 mmol dm·3 
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4.5.4 Discussion 
PL and absorption spectra were studied as a function of concentration in the three 
different solvents to investigate the different solvent effects. It was observed that when 
MORPIP is dissolved in solvents of different polarity, strong solvatochromic effects 
were observed in the absorption and PL spectra. 
At lower concentrations, the absorption follows the Beer-Lambert law for all the 
solvents tested. At higher levels of MORPIP concentration in chloroform (& = 4.806), 
the peak changes shape and a shoulder appears in the blue edge of the absorption band 
as shown in Figure 4.13. However, this effect is not observed in acetonitrile 
(& = 35 .94), as demonstrated in Figure 4.15. Absorption experiments were also 
performed with the solvent that was used in the preparation of films, namely TCE, 
(& = 8.20). When dissolved in TCE, the absorption spectrum, shown in Figure 4.18, is 
broad compared to the other solvents with a peak wavelength at around 458 nm. 
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When these data are combined with the PL results some interesting trends may be seen. 
When MORPIP is dissolved in chloroform, there is no change in the PL spectra as the 
concentration is increased and in addition, there is no significant effect when excitation 
wavelength is changed. Since a blue shoulder appears in the absorption over the same 
concentration range (0.34- 9.09 mmol dm-3), it may be concluded that a new species is 
present whose fluorescence properties, although not directly probed, are likely to be 
quenched. The concentration dependent EFISH measurements indicate a deviation 
from linearity between 2 and 5 mmol dm-3 which is in exact agreement with the 
appearance of a new species in the absorption spectra. The nature of this new species is 
likely to be an aggregated form of the molecule MORPIP. Since the presence of this 
new species correlates with the reduction in signal of the EFISH data, it might be 
suggested that the aggregate either has a smaller f3 value than the single molecule or 
that the symmetry of the aggregate reduces the f3 of the aggregated system to zero. 
An anomalous frequency dependence of f3o from EFISH results of MORPIP m 
chloroform was observed. Other reports suggest that the presence of centrosymmetric 
chromophore aggregates may be responsible for anomalous dispersion effects in paled 
guest-host polymer systems [65]. Lundquist and eo-workers observed a sharp 
resonance in the SHG response as a function of frequency near the chromophore 
absorption maximum for films of DANS in PMMA. It is reasonable to suggest that the 
irregular frequency dependence of EFISH observed in this study might be due to 
chromophore aggregates within solution, particularly in light of the new absorbing 
species present in solution. 
Figure 4.19 shows a clear blue shifted band in the photoluminescent spectra of 
MORPIP in tetrachloroethane (TCE) solution with increasing concentration. This new 
band may again be attributed to the presence of aggregates within the solution. The 
aggregates in TCE show fluorescence at a distinctly blue-shifted wavelength. 
However, the results are clearly very different when MORPIP is dissolved m 
acetonitrile. In this case, the absorption obeys the linear Beer Lambert law over the 
whole concentration range with peak absorption at 410 nm. The PL spectra exhibits 
one smooth peak with the peak at 540 nm and the PLE spectra follow the ( 1-T) 
calculations. These three observations suggest less of a tendency for the formation of 
aggregates in the concentration range studies (0.96-9.60 mmol dm-3) in this more polar 
solvent. This may be explained in terms of the solvent interactions with the solute 
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reducing the likelihood of intermolecular interactions. If the solvent-solute interactions 
are sufficiently favourable compared to solute-solute interactions, they may dominate 
over aggregation effects. 
4.6 Conclusions 
New TCNQ derivatives have been studied by means of EFISH and optical 
spectroscopy measurements. High experimental hyperpolarisabilities predicted by 
theoretical calculations were confirmed by means of EFISH measurements in solutions 
of varying concentrations. When combined with optical spectroscopic data, 
overwhelming evidence has been collected that these compounds have a strong 
tendency to form aggregates in moderately dilute solutions. This is in agreement with 
expected behaviour for highly dipolar, molecules of a predominantly flat geometry. In 
addition, different f3o values were obtained from EFISH experiments in different 
solvents. PL and absorption data showed the presence of new luminescent species at 
higher concentrations in TCE, a new non-luminescent species in chloroform at higher 
concentrations and a lack of any new species in acetonitrile at any concentration 
studied. This evidence strongly suggests that the intermolecular interactions and 
aggregates are different in different solvent environments. 
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5.1 Introduction 
In poled polymer films, second order effects such as second harmonic generation 
(SHG) are generally considered to arise from non-interacting chromophores. The 
chromophore number density can limit the response of isolated dipolar chromophores 
in polymer systems because dipolar chromophores tend to form centrosymmetric 
aggregate species as the number density increases. These centrosymmetric species are 
forbidden by symmetry from contributing to conventional second order processes [I]. 
The possible contribution of aggregated chromophore species to poled polymer NLO 
characteristics has seldom been considered [I-6]. 
Indeed, the most severe, and unanticipated, problem encountered in fabricating 
polymeric devices ( electro-optic modulators, or frequency modulators for example), is 
translating the large molecular hyperpolarisability of the organic chromophores into 
large macroscopic activity in the bulk materials. 
This chapter focuses on the bulk results from solid-state measurements. Chromophores 
were doped into a polymer host in a guest-host system. Thin films of these guest-host 
systems were prepared by spin coating onto ITO coated glass substrates as described in 
Chapter 3. Typical concentrations of the guest molecules ranged from I wt% to 
I 0 wt% in films approximately 3 ~m thick. Samples for refractive index measurements 
were coated onto silica substrates. For SHG experiments, it was necessary to induce 
the non-centrosymmetry into the polymer samples and hence the samples were poled 
using applied DC fields in order to align the dipolar molecules. The poling was carried 
out using a constant current corona triode, (CCCT). The second order nonlinear optical 
coefficients of the molecular species were determined by angular second harmonic 
generation (SHG) measurements. Photoluminescence quantum yield experiments were 
used to investigate the aggregation properties of the chromophores. 
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5.2 Material Systems 
The guest molecules have been described previously in some detail in Chapter 4. In 
addition to these new TCNQ adducts, some standard NLO materials were used; 
Disperse Red (DRI) was used to characterise the CCCT ng and 
2- (N, N, dimethylamino)- 5- nitroacetanilide (DAN) was used as a comparison for 
the new materials. The structure of these two guest chromophores may be seen in 
Figure 5.1. Poly(bisphenol A carbonate), (PC) was chosen as the host polymer. This 
polymer possesses a chain extended diphenylmethane structure as shown in Figure 5.2. 
(a) 
(b) 
Figure 5.1: Structures of host chromophores used as standards (a) DR1, (b) DAN 
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Figure 5.2: Chemical structure of the host polymer, Poly(bisphenol A carbonate), (PC) 
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It is a common observation that the dopant relaxation is related to the glass transition 
temperature (Tg) of the system [7]. This polymer has a relatively high Tg of 150 °C. 
The PC polymer has a high optical transparency (89%) in the visible region and good 
mechanical properties [8], which has led to applications such as lens coatings and 
substrates for optical disks. Thin films were prepared using the spin coating technique 
as described in Chapter 3. 
5.2.1 Refractive Index Characterisation of Films 
Refractive index measurements were carried out using the prism coupling technique as 
described in Chapter 3. Measurements were made at four wavelengths (633 nm, 
780 nm, 940 run and 1300 run) on pure polycarbonate and MORPIP doped 
polycarbonate films. The results for transverse electric, TE, and transverse magnetic, 
TM, polarisations are displayed in the form of dispersion curves in Figure 5.3 and 
Figure 5.4, respectively. 
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Figure 5.3: TM mode dispersion graph of polycarbonate films and MORPIP doped polycarbonate 
films. 
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Figure 5.4: TE mode dispersion graph of polycarbonate films and MORPIP doped polycarbonate 
films. 
The dispersion curves follow the normal dispersion for a dielectric medium. The 
results were used to determine the refractive indices at 1064 nm and 532 nm. These 
two wavelengths correspond to the fundamental and second harmonic wavelengths 
used in SHG experiments and therefore accurate determination of the refractive indices 
is necessary to obtain good fits to angular second harmonic data. 
When a material has an absorption band within the visible spectrum, the minima and 
maxima for the refractive index dispersion curve occur at frequencies closely adjacent 
to the absorption band. 
As absorption band frequencies are approached, the Sellmeier equation describes the 
relationship between the refractive index, n(w) , and the frequency, w = 2nc/1, which in 
the case of one dominant oscillator is given by: 
Equation 5.1 
Where Wp is the plasma frequency, ro is a local field parameter, Weg is the oscillator 
frequency and A is a constant containing contributions of other excitations. This 
formula was sufficient to describe the dispersion of the materials since the measured 
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indices were adequately removed from the absorbing region so that no extra damping 
term was required. A typical fit to the refractive index data is shown in Figure 5.5 and 
the resulting Sellmeier parameters are listed in Table 5.1. The values of refractive 
index at 1064 nm and 532 nm were the same within errors for TE and TM 
polarisations. The values quoted in Table 5.1 are used in the SHG measurements. 
2.6 
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Figure 5.5: Sellmeier equation used to fit to refractive index dispersion 
Sellmeier Parameters 
Aeg (nm) 426 
CDeg (1 0 I 5 S-I ) 4.42 
Yoo.:>/ (1030 s-1) 1.60 
A 1.34 
n (1064 nm) 1.56 ± 0.01 
n (532 nm) 1.60 ± 0.02 
Table 5.1: Sellmeier parameters and refractive index 
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5.3 Electric Field lPoling 
As discussed in Chapter 2, a material must not possess a centre of symmetry if it is to 
exhibit a finite second order susceptibility, i 2J. Often the active chromophore is 
dispersed in or chemically attached to polymer chains, either as part of the main chain 
or as a pendant side group. Such polymer systems are amorphous and do not possess 
three-dimensional order. To induce the necessary asymmetry into these systems, an 
electrical poling process must be carried out. The technique of electric field poling 
consists of heating the sample to near the glass transition temperature of the polymer 
whilst simultaneously applying a very high DC electric field. The dipolar nature of the 
chromophores is exploited and the dipole moments align in the direction of the applied 
field. Then, whilst maintaining the electric field, the sample is cooled to room 
temperature and the dipolar alignment is locked in. 
5.3.1 Introduction 
Two types of poling rig were used in the work, a constant current corona triode and an 
"in-situ" poling rig. The experimental descriptions for both of these set-ups may be 
found in Chapter 3. Since the constant current corona triode (CCCT) rig was used to 
obtain quantitative data, (such as d33 values) thorough checks of the system were 
undertaken. Thus this section confirms that the CCCT rig was working to the standard 
required. 
5.3.2 Poling Uniformity 
In order to verify that the CCCT rig was working correctly, a sample of a known 
material, DR 1, was doped into poly (bisphenol A carbonate) and poled in the rig. The 
SHG of this poled sample was then compared to a second sample that had not been 
poled. The un-poled sample produced no signal whereas the poled sample gave a 
strong SHG signal that displayed angular dependency. This sample was then used to 
collect data and calculate a d33 value. These results will be discussed in section 5 .4.1. 
Once confirmation had been achieved that the CCCT was poling the samples, films 
were checked for homogeneity and uniformity of poling. These measurements were 
performed as part of a collaboration with Professor Eich's group in Hamburg by Robert 
Blum et al. 
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Figure 5.6: SHG spatial line scans across a sample to check poling uniformity 
The SHG line scans across the sample surface are shown in Figure 5.6 and indicate that 
uniform poling is achieved across the centre section of the sample. The poling 
uniformity of the sample will be affected by factors such as temperature, electric field 
and thickness uniformities and film inhomogenieties. 
As a further check of the field uniformity, a small 8 x 8 mm ITO coated glass square 
substrate was prepared to which a simple contact was attached. The spatial position of 
this "test" electrode was varied systematically across the heated stage and the fie ld 
measured using the grid voltage. The results, shown diagranunatically in Figure 5.7, 
indicate that there is a w1iform field across the whole sample area. 
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Figure 5.7: Diagram to show spatial variation of the electric field (as measured by the grid high 
voltage supply, in V) of the CCCT 
5.4 System Characterisation 
Once it had been established that the CCCT poling rig was working satisfactorily, the 
whole system was characterised using known standards. For this purpose, samples of 
known materials were prepared and poled in the CCCT and the SHG measured as a 
function of angle. The fitting procedure was then applied to obtain d33 values for these 
samples. 
5.4.1 Comparison of Experimental with Standard Values 
Although it is difficult to compare sets of data from different sources because of 
differences in the poling details and geometrical set up etc, the validation of the 
operation of the apparatus prior to the measurement of the new TCNQ derivatives is 
prudent. To this end, two different systems have been prepared and compared with 
literature values. 
The first system to be studied was that of Disperse Red 1 (DR1) doped into PC films. 
The 95% pure guest DR 1, obtained from Aldrich, was recrystalised from hot absolute 
alcohol and dried overnight in a vacuum oven at 75 °C. The films were prepared from 
solutions containing about 10 wt% (~ N = 2.23 x 1020 cm-3) of guest-host ratio and 
1 0 ml of the solvent cyclohexanone. The mixture was heated and stirred at 70 oc for 
three hours to ensure that a homogeneous solution was produced. The hot solution was 
used to prepare spin-coated films on ITO coated glass substrates for use in the CCCT. 
The films were baked in a vacuum oven at 75 oc overnight. This recipe and procedure 
was performed in accordance with Wan et al [9]. The films were poled in the CCCT at 
95 oc. These samples resulted in d33 values of 8 ± 1 pm v- 1 when referenced to quartz 
159 
Chapter 5: Results and Discussion of Macroscopic Properties 
at 0.46 pm v-1 (following Wan et a[). Accounting for a factor of 3.5 difference in the 
poling fields and linearly scaling d33 accordingly, the d33 values of28.0 ± 3.5 pmV- 1are 
comparable to d33 = 31.6 pmV- 1 obtained by Wan et al [9]. 
There have been extensive studies on DRl incorporated into poly(methyl 
methacrylate), (PMMA), systems. For this reason, a second model system of DRl 
doped PMMA was investigated to ensure agreement with literature values. Once again 
the 95% pure guest DR1, obtained from Aldrich, was recrystalised from hot ethanol 
solution. The films were spin cast from chlorobenzene solution ( 1 g of polymer to 6 ml 
solvent). Poling was carried out at 80 oc and fields of around 65 VJ.!m- 1 were achieved. 
This poling resulted in d33 values of 9.5 ± 0.9 pm v- 1• These values are in excellent 
agreement with the values found elsewhere for films prepared with similar parameters 
(d33 = 9.0 pmV- 1 [3] and d33 = 8.3 pmV-1 [4]). Singer et a! also measured a value of 
d33 = 6.7 pmV-1 of DR1 doped PMMA films at a fundamental wavelength of 
1.58 J.!m [5]. 
Absorption measurements have also been performed by Mortazavi et al on corona 
poled DR 1 doped PMMA films [ 4]. These measurements were used to estimate d33 
values by scaling with d33 values from Hayden and eo-workers [3] at the same doping 
density to obtain d33 = 8.3 pm y-l, which is consistent with the results from this work. 
5.4.2 Contribution of Pure Polymer 
Since this work involves films of composite systems, the total measured susceptibility 
is simply the sum of the susceptibilities of the polymer and the chromophore. The 
second-harmonic coefficient is expected to be linear in the number density [5] and does 
not extrapolate to d33 = 0 at zero chromophore concentrations. The nonzero intercept 
represents the contribution to d33 of the host polymer. The chromophores in this work 
were all doped into PC films and so the contribution from the pure polymer was 
determined. Films of pure PC were spin coated from tetrachloroethane solutions (1 g 
of polymer to 6 ml of solvent, spin speed of 2000 rpm for I 0 s). These samples were 
poled at a temperature of 130 oc achieving poling fields of 140 VJ.!m-1 and SHG results 
gave d33 = 0.05 ± 0.02 pm v- 1• This data is in good agreement with similar studies 
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carried about by Gulotty et al [10] who obtained d33 values ranging from 0.033 to 
0.044 pmV-1• 
5.4.3 Contribution of HTO Coating 
It has been shown that indium tin oxide (ITO) thin films on glass substrates produce a 
small second harmonic signal [ 11]. In order to eliminate the influence of the ITO 
substrate on the optical second harmonic characterisation of guest/host polymer films, 
d33 values from poled films on substrates of different ITO resistivities were measured. 
Samples were produced on high (130 Q /square) and low (12 Q /square) resistivities. 
Poling was performed on samples with the same doping levels and under identical 
conditions. Ghebremichael et al [12] have showed that when isotropic PMMA thin 
films are deposited onto ITO coated surfaces, the resulting SHG intensity is larger than 
the SHG intensity from either ITO or polymer when measured separately. However, in 
this case no distinction was observed between the SHG intensities or measured d33 
values for ITO samples of different resistivities. This is most likely to be a 
consequence of the ITO layer being negligibly thin compared to the polymer films such 
that the ITO did not contribute significantly to the SHG signal. Indeed, when blank 
(i.e. substrates without polymer) ITO substrates were measured, the signal to noise ratio 
was too low for any meaningful results to be obtained. 
5.5 Second Harmonic Generation (SHG) Measurements 
Second harmonic generation is very sensitive to molecular orientation. The intensity of 
the second harmonic generation is dependent, among other factors, on the coherence 
length, angle of incidence and the direction of the polarisation of the light. At the 
molecular level, the second harmonic radiation is produced predominantly as a result of 
the charge transfer through the conjugated pathway along the length of the molecule. 
Consequently the maximum second harmonic intensity will be obtained when the 
electric field vector of the incident radiation is parallel to dominant direction of the 
nonlinearity of the molecule. In the ideal case the poled films are expected to contain 
chromophores that are aligned with uniaxial symmetry. Thus this section presents data 
collected from angular scans of second harmonic generation (SHG) from samples poled 
using the CCCT. 
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5.5.1 Introduction 
For the measurement of the second order susceptibility of the system a Maker fringe-type 
technique was employed. This technique was first introduced by Maker and co workers 
in 1962 [13] and was subsequently discussed in detail by Jerphagnon and Kurtz [14]. 
The fundamental laser beam of angular frequency OJ was incident on a nonlinear 
polymeric film at an angle of B. Inside the film, the electric field Erv induces a non-linear 
polarisation that radiates electromagnetic waves of angular frequency 2w. As the 
harmonic wave propagates through a non-linear medium, light is coupled from the 
fundamental wave to the second harmonic wave, resulting in a build-up of second 
harmonic intensity. This coupled wave is known as the second harmonic bound wave. 
The analysis used is presented here as a summary of that introduced by Herman and 
Hayden [15] who refined the theory of Jerphagnon and Kurtz [14] for thin polymeric 
films on a substrate. The theory takes into account the absorption of the material, the 
second harmonic wave reflected from the film-substrate interface and the dispersive 
nature of the medium. This analysis uses the geometrical arrangement shown in Figure 
5.8, and results in the following relation between the observed second harmonic intensity, 
I 2w, and the fundamental pump intensity, I (1): 
Equation 5.2 
Where: 
= ( 2rr.LJ nm Km 8m A 
Cm 
Equation 5.3 
Equation 5.4 
162 
Chapter 5: Results and Discussion of Macroscopic Properties 
Equation 5.5 
Equation 5.6 
Urn UmAm 
K = - = 
m k 2 m 7tnm 
Equation 5.7 
where L is the film thickness, A is the fundamental wavelength, a111 is the absorption 
coefficient, Km is the extinction coefficient of the film and 1(/), t2ro and to are the 
standard Fresnel transmission coefficients at the air-film, film-substrate and substrate-
air interface respectively for the appropriate polarisations and frequencies. The 
subscript m (m = 1 or 2) refers to the value at frequency mm. Thus by monitoring the 
SHG signal with respect to the incident angle of the fundamental beam, elements of the 
second order susceptibility tensor can be evaluated using Equation 5.2 through to 
Equation 5.7. 
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L 
Film 
(n r= n m) 
Air 
(n = 1) 
Figure 5.8: Optical geometry used in SHG measurements 
Substrate 
(n = n g) 
The effective second harmonic coefficient of the film, deif, is dependent on the 
polarisation plane of the incident optical field and the symmetry of the nonlinear 
medium. If the incident bean1 is polarised in the plane of incidence it is said to be 
p-polarised. Similarly, if the incident beam is polarised perpendicular to the plane of 
incidence, then the light is said to be s-polarised. 
In the case of s-polarised incident light on a poled polymer film, deif is given by: 
Equation 5.8 
If the incident beam is p-polarised and there is no in-plane anisotropy, then def!is given 
by: 
Equation 5.9 
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Where R is the ratio d3 /d33 . For the purpose of these experiments, the second 
harmonic beam is always p-polarised and as such only the t w transmission coefficient 
needs to be adjusted to take into account the polarisation of the incident beam. When 
Equation 5.9 is substituted into Equation 5.2, the only unknown parameter among the 
angular dependent terms is R. The value of R is then determined by fitting the angular 
dependent terms into the second harmonic intensity recorded as a function of rotation 
angle. 
In order that exact values of deJJ are calculated, the output second harmonic intensity is 
compared with the second harmonic of a reference crystal whose nonlinear optical 
coefficient is known. In this work a quartz wedge was used where d11 was taken be 
0.3 pm y-I according to recent measurements [16], unless otherwise stated. Therefore, 
the value of the d~11 and hence the d33 coefficient may be determined. 
In order to analyse the SHG data produced from angular scans a nonlinear regressional 
analysis program [17] was employed in conjunction with the program shown in 
Appendix III. A typical set of data and the fitted curve is shown in Figure 5.9. At 
normal incidence (i.e. 0°), there is no second harmonic intensity because there is no 
projection of the optical electric field along the d33 tensor element. 
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Figure 5.9: Typical curve fit for SHG of a DAN doped polycarbonate film 
5.5.2 Results and Comparison with Theoretical Calculations 
For each film the poling temperature was below its Tg, and the ability to successfully 
align the chromophores was probably aided by molecular backbone motion occurring 
well below Tg [18]. Comparison of the temperature dependence of the dielectric 
constant and low frequency mechanical measurements of polycarbonate have shown 
two major relaxation process above room temperature [19]; a process associated with 
large scale motion of the polymer chain and a process ascribed to more local 
reorientation of the phenyl ring structure. An additional relaxation process has been 
detected in certain samples and is attributed to either changes in morphology or 
relaxation of strained regions within the sample. More discussion of PC relaxations 
will follow in section 5.6.2. 
The data for the molecules that were available in sufficient quantities for polymeric 
guest host films to be prepared are summarised in Table 5.2. The CCCT rig enabled 
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high poling fields to be established across the samples and all the measurements were 
made within a few minutes of the removal ofthe field. 
N Ep Amax d33 (exp) 
Chromophore MW Host 
(x 10 25 m-3) (V~tm- 1 ) (± 4 nm) (pmV-1) 
2 
364.48 7.90 PC 96 426 0.19 ± 0.03 
MORPIP 
1 
352.43 8.17 PC 80 416 0.04 ± 0.02 
MORPYROL 
4 
292.38 9.85 PMMA 200 372 0.45 ± 0.09 
DPDQ 
6 
364.34 7.90 PMMA 60 391 0.09 ± 0.04 
DPDQF 
7 
267.33 8.08 PC 286 418 0.60 ± 0.20 
RIGID 
8 
336.43 10.70 PC 56 435 0.22 ± 0.05 
MOR2ALLYL 
Table 5.2: SHG results for TCNQ derivatives 
The experimental d33 values were found to be very small which correlates with the low 
SHG intensities measured in the in-situ poling rig, see section 5.6. In order that 
comparisons could be made, calculations were perfom1ed to estimate the expected d33 
values for these molecules poled in a PC film. 
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d33 
d33 (pmV- 1) 
d33 
(pmV-1) 
(pmV- 1) Calculated with Chromophore 
Calculated with ~o (1 064 run) from 
Experimental EFISH 
CS ~o 
~0 acetone ~0 chloroform 
2 
0.19 ± 0.03 2.996 2.2 ± 0.2 0.5 ± 0.2 
MORPIP 
1 
0.04 ± 0.02 NA 1.5 ± 0.3 0.3 ± 0.1 
MORPYROL 
4 
0.45 ± 0.09 5.288 2.9 ± 0.4 1.2 ± 0.4 
DPDQ 
6 
0.09 ± 0.04 0.656 0.6 ± 0.1 0.1 ± 0.05 
DPDQF 
7 
0.60 ± 0.20 NA 1.6 ± 0.3 NM 
RIGID 
8 
0.22 ± 0.05 NA NM 0.3 ± 0.08 
MOR2ALLYL 
CS = Crystal Structure 
NA =Not Available 
NM = Not Measured 
Table 5.3: Experimental and theoretical d33 values of doped films 
The two level model [20] was used to extrapolate the fJ( m) values expected at 1064 nm 
from the /]0 value obtained in EFISH experiments and hence calculate the d33 values at 
this wavelength using the orientated free gas model. The experimental poling fields 
and number densities were employed in the calculation. All the experimental values 
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were found to be significantly smaller than the calculated values using the free gas 
model, as shown in Table 5.3. It is also clear that the calculated values of d33 are very 
sensitive to the choice of /30 employed in the calculations since d33 scales linearly with 
f30 in the oriented gas model. Calculations involving the crystal structure f30 show the 
greatest differences compared to experiment. In the crystal structure, the molecules 
will experience a large reaction field due to the electrostatic nature of the surrounding 
molecules in the crystal. It has been shown that f3 is extremely sensitive to reaction 
fields in particular and hence the dielectric nature of the environment of the molecule in 
more general tem1s. The peak of the absorption band in the UV-Visible spectra of 
MORPIP in acetone and chloroform are 433 nm and 471 ill11 respectively. The 
resonance of the MORPIP doped PC films at 426 nm is closer to the absorption peak in 
acetone than chloroform. This suggests that, to a rough approximation, the local 
environment of the MORPIP molecules in PC is more similar to those in acetone and 
less similar to those in chloroform. Healy et al have found that the high reaction fields 
in the PC host environment may enhance the f3 of the guest chromophores [21]. It 
might therefore be expected that comparable hyperpolarisability values will be obtained 
in acetone and PC. Conversely, Table 5.3 indicates that the d33 values obtained from 
calculations employing the /30 from EFISH measurements in acetone are not closer in 
agreement with the experimental values. This would suggest the free gas model does 
not strictly apply to these systems. The free gas model implicitly neglects all 
chromophore-chromophore interactions. These types of interactions will become 
increasingly dominant at larger concentrations of chromophores and hence closer 
intermolecular distances, and their effects will be more pronounced. Thus 
concentration dependent studies were performed to investigate the scaling of the 
nonlinearity with chromophore number density. 
5.5.3 Concentration Dependent Studies of Poled Films 
In order to compare the maximum weight loading of one of the new TCNQ derivatives 
with that of a well known material a concentration dependence study for each was 
carried out. Samples of DAN and MORPIP doped PC films of varying concentrations 
up to 20 %wt were prepared. MORPIP was chosen as a typical representative of the 
new TCNQ derivatives. DAN was chosen as its characterisation is well documented 
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[21-25] and will have similar dispersion characteristics to MORPIP in terms of the two 
level model. 
DAN doped PC films show a linear dependence of d33 as a function of concentration as 
shown in Figure 5.1 0. The oriented gas model has been used to calculate the expected 
values of d33 as described in Chapter 2, using equation 2.27 where ;(2J = 2d33 . For this 
calculation a value of f3o for DAN was required. The dipole moment and 
hyperpolarisability of DAN has been measured by EFISH experiments by Gray et al 
[26]. The measurements were made in the solvent 1 ,4 dioxane and the EFISH 
measurements were referenced to a quartz value of 1.1 x 10·9 esu ( = 0.46 pmV- 1) [27]. 
The results obtained gave a dipole moment of Jl = 9.2 D and hyperpolarisability of 
f30 = 1 7 x 1 0"30 esu. However, more recent work has shown the value of quartz 
susceptibilities to be d11 = 0.3 pmV 1 [16] and this value was used in the SHG ofpoled 
polymer films in this work. Therefore the f30 value had to be scaled according to the 
different quartz reference measurements. Since EFISH gives susceptibilities that are 
proportional to the square root of the signal, and directly proportional to the quartz 
susceptibilities, the /30 may be scaled according to 0.3/0.46, giving f30 = 11 x 1 o·30 esu. 
Using the two level model, the f3 at I 064 nm was calculated and this was then used to 
calculate the theoretical d33 values according to equation 2.27. 
• Experimental 
2 -
<> Theoretical 
·~ -Linear Fit to Experimental 
8 
0 5 10 15 20 
DAN concentration (wt %) 
Figure 5.10: d33 as a function of weight loading for DAN doped PC films 
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A good agreement is achieved between the experimental data with this calculation as 
shown in Figure 5.1 0. In order that comparisons may be seen between d33 values 
directly, values have not field normalised. However the same poling fields that were 
achieved in the experiential were used in the calculation of d33 . Moreover, the fields 
were similar for all samples as is demonstrated by the linear fit in Figure 5.1 0. 
The situation is somewhat different however for the MORPIP doped PC films as shown 
in Figure 5.11. The experimental values are dramatically lower than the calculated 
values; there an order of magnitude discrepancy between the experimental and the 
expected value from the free gas model. This may be seen clearly by the different 
scales used in Figure 5.11. These observations are associated with the effect of dipole-
dipole interactions which form aggregate species whose symmetry render them inactive 
with regard to a second order NLO responses, effectively reducing the active 
chromophore concentration of the samples. 
0.3 ------ 10 
• Experimental 
<>Theoretical 
- 8 
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MORPIP concentration (wt%) 
Figure 5.11: d33 as a function of weight loading for MORPIP doped PC films 
A model for intemwlecular interactions proposed by Dalton et al [28] has been 
described in Chapter 2 and applied to EFISH measurements in Chapter 4. This model 
uses attractive Van der Waals interaction forces to describe the chromophore-
chromophore electrostatic interactions. This type of model predicts a deviation from 
linearity at higher number densities than is shown by experimental data. In the case of 
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the highly dipolar molecules used in this work, the attractive dispersion interactions in 
a polymer film are likely to be overwhelmed by stronger electrostatic interactions and 
the formation of dimers or aggregates. 
5.5.4 Alternative Host Studies 
In an attempt to address the issue of aggregation, a more polar host was used. EFISH 
and optical spectroscopy experiments have shown that chromophore-chromophore 
interactions may be reduced when the molecules are in polar environments. The aim of 
the study was to attempt to reduce the aggregation effects by increasing the 
chromophore-host interactions relative to the chromophore-chromophore interactions 
within the polymer film. Specific interactions between guest and host may increase the 
magnitude and stability of d33 [29] by improving the miscibility and homogeneity of 
chromophore distribution and poling efficiency. To this end a commercially available 
polymer, poly 4-vinylpyridine, P-4VP, was studied. P-4VP is a side chain polymer that 
contains a polar pyridine group directly bonded to the backbone by a single C-C bond 
and the structure is shown in Figure 5.12. The glass transition temperature of P-4VP 
has been reported to be 145° C and the dielectric constant has been measured to be 
8 = 2. 7 at room temperature [22]. Thus this polymer has a similar glass transition 
temperature to poly(bisphenol A carbonate) at 150° C and has a slightly increased 
polarity relative to poly(bisphenol A carbonate) which has 8 = 2.5. 
Figure 5.12: Chemical structure ofP-4VP 
The pyridine group in P-4VP is susceptible to hydrogen bonding with any free 
hydroxyl group [30]. Since all the TCNQ derivatives studied gave lower d33 
coefficients than expected from theory, MORPYROL (molecule 1) was chosen as the 
test molecule for this study. The structure of MORPYROL contains a hydroxyl group 
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attached to a pyridine moiety as one of the electron donating groups of the molecule 
(see Figure 5.3 for the structure). Since hydrogen bonding enhances chromophore 
separation it was expected that this system would show a decrease in the detrimental 
effect of dipole-dipole interactions between chromophores at higher concentrations. In 
addition, since the polymer host is field responsive, coupling of the chromophore to the 
polymer chain may improve paling efficiency thereby producing an increase in the 
measured d33 coefficient. 
A similar study by Banach et al [29] has shown an enhancement in the electrooptic 
coefficient at higher number chromophore density of DRl doped P-2VP films 
compared to DR 1 doped PMMA films. This was attributed to specific hydrogen 
bonding interactions between the host and polymer reducing the dipole-dipole 
interactions of the chromophore. 
Thin films of MORPIP doped P-4VP were prepared by spm casting from 
tetrachloroethane solution (1 g of polymer to 5 ml solvent). The samples were then 
paled in the CCCT ng. However the paling efficiencies were too low at any 
temperature for any significant SHG intensity to be measured. The low paling 
efficiency of P-4VP samples by corona paling is not understood although has been 
reported previously [22]. One possible explanation for the low paling efficiencies may 
be due to the penetration of ions through the sample such that high fields cannot be 
obtained. Karakus et al [22] have conducted careful paling studies of thin films of 
P-4VP and have concluded that an increase in the current density of the P-4VP samples 
leads to a reduction in the effective paling fields and so reduced paling efficiencies. 
5.6 In-situ Poling Experiments 
The ability to monitor the NLO activity of a polymer film during paling process is an 
efficient means to learn more about the paling and relaxation processes. The "in-situ" 
SHG measurement involves measurement of the SHG from the polymer film whilst 
voltage and heat are applied. One of the main advantages of in-situ paling experiments 
over the CCCT rig is that this technique allows the SHG to be monitored during the 
entire poling process and so the poling parameters may be optimised for maximum 
paling efficiency. The immediate effect of removing the field may also be monitored. 
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Polymer film samples were prepared as described in Chapter 3 on ITO coated glass 
slides. Since the sample current was not measured in these in-situ measurements, these 
substrates were not patterned. The sample under investigation was placed in the corona 
holder at an angle of 45° between the plane of normal incidence of the sample and the 
incident laser beam. The laser beam was polarised in the plane of incidence 
(i.e. p- polarised) and the power of the beam was arranged such that adequate SHG 
was generated without destroying the polymer film. The analyser was arranged so that 
the SHG was collected in the plane of incidence of the sample (i.e p top polarisation 
geometry was used). Several different experiments were carried out; room temperature 
experiments where the SHG was monitored as a function of the needle voltage and 
power of the incident beam and experiments that monitored the SHG as a function of 
temperature. 
5.6.1 Room Temperature Experiments 
Glassy polymer films can be poled either above or below the glass transition 
temperature Tg, if there is sufficient segmental mobility or local free volume in the 
polymer matrix to allow dopants to orient freely with their dipole moments along the 
electric field vector. In-situ poling was carried out at room temperature to gain an 
insight into the different poling characteristics of PC samples doped with different 
chromophores. Samples of MORPIP and DAN doped PC were prepared to 
approximately the same concentrations of 4 wt%. In addition a polar polysulphone 
(polymer 2 in [31]) host was kindly provided by Wang et al [31] for these experiments. 
All the samples were prepared by spin coating from tetrachloroethane (TCE) solutions. 
At the outset the optimum needle voltage was determined by measuring the SHG 
intensity as a function of needle current. A typical plot of the square root of the SHG 
signal as a function of corona current, In is shown in Figure 5.13. Initially, there is a 
small offset signal that remains constant until the needle voltages are sufficiently high 
to produce a corona current. Then the signal is seen to increase in the usual quadratic 
manner. 
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Figure 5.13: SHG signal as a function of corona current for a 4.4% MORPIP doped PC film in-situ 
experiment 
Then the needle voltage was set to an optimum value, typically around 4.5 kV, and the 
SHG signal monitored as a function of incident power. Once again a linear relationship 
of the square root of the SHG as a function of incident intensity was observed. The 
incident intensity and needle voltage were maintained at the optimum values 
determined in these experiments and a final decay measurement was performed for all 
the samples. 
After 10 minutes of poling at room temperature, the electric field was removed. 
Removal of the electric field effectively removes the applied driving force for 
chromophore orientation. Thus chromophores that are located in regions of sufficient 
mobility are able to rotate out of the imposed orientation and hence a decrease of the 
SHG intensity was observed. The shapes of the normalised decay curves once the 
electric field has been removed as shown in Figure 5.14 are significantly different, 
implying that there is a change in the mechanism of chromophore rotation. 
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Figure 5.14: Decay of SHG intensity from room temperature poling for three different systems 
after field is removed. A biexponential decay function, Equation 5.11, was used to fit to the data 
Since the decays are highly nonexponential , a single decay time cannot be defined. 
The decays can generally be described by a stretched exponential [32] (Kohlrausch-
Williams-Watts) equation: 
Equation 5.10 
Where (1/IoJ' 2 , is the square root of the normalised SHG intensity and r is the 
characteristic relaxation time required for the system to decay to 1 le of it's initial value. 
The stretched exponential coefficient fJ measures the width of the distribution of 
relaxation times about some central value. A simple exponential decay corresponds 
to fJ = 1. This functional form does not uniquely describe the decays. They can in 
general be described equally well using the sum of two exponentials [33-35]. Thus, to 
a first approximation, the decay of the normalised SHG signal can be described by the 
following biexponential decay: 
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Equation 5.11 
where (JilrJ 112, is the square root of the normalised SHG intensity, r1 and r2 are the 
relaxation time constants for the fast and slow components and a is a decay constant. 
Curves based on Equation 5.10 and Equation 5.11 were fitted to the data by a least 
squares routine. It was found that the biexponential equation gave a better fit and these 
curves are shown in Figure 5.14. Biexponential equations are often found to give better 
fits than stretched exponentials when the decay process of the system does not involve 
many different decay mechanisms. For reference, the constants in Equation 5.11 were 
found to be a=0.563,0.397,0.413, t 1 =8xl0 10,1xl0 11 ,1x10 13 and 
t 2 = 110, 116,49.8 for the DAN/PC, MORPIP/PS and MORPIP/PC films respectively. 
The shapes of the decay curves of the SHG intensity vary according to the guest and 
the host. Firstly, there is a striking difference in the decay of the MORPIP doped PC 
films to the DAN doped PC films. The films doped with DAN show an increased 
temporal stability over those doped with MORPIP. Since the polymer host is identical, 
the differences must be due to the guest chromophores. Previous reports have indicated 
that enhanced stability of DAN doped PC films may be due to the presence of hydrogen 
bond formation between the carbonyl moieties of DAN and poly(bisphenol A 
carbonate) [22, 36]. The MORPIP molecules have no such ability to form hydrogen 
bonds and thus this may account for the increased decay rate of the signal from 
MORPIP doped films. 
It has also been suggested that hydrogen bonds are not the only source of the temporal 
stability in DAN doped PC films and that differences in the alignment mechanisms of 
the polymer also plays an important role [21]. In the study by Healy et a/ [21 ], 
restricted motion of dipolar species in PC compared to PMMA was attributed to the 
slower compensation rate of deposited surface charge by polarisation currents in PC 
compared to PMMA. The polarisation currents may be dependent not only on the 
polymer structure but also on the nature of the dipolar species present within the film. 
Further experiments, such as surface potential, or thermally stimulated discharge 
current measurements would need to be performed to provide conclusive evidence of 
differences in charge build up on the polymer films. 
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The difference in rates of decay for the MORPIP doped into different polymer hosts 
may be explained in terms of differences in the glass transition temperatures of the two 
systems. A connection between the chromophore relaxation time and Tg has been 
suggested such that lifetimes can be improved by higher Tg polymer hosts [7, 37, 38]. 
The polysulphone, PS, has a relatively high Tg = 218° C [31] compared to PC which 
has Tg = 150° C. The reason for this phenomenon is generally explained in terms of 
free volume. 
The free volume of a polymer is defined as the unoccupied space in a sample arising 
from the inefficient packing of disordered chains in the amorphous regions [39). The 
free volume is a measure of the empty space available for the polymer to undergo 
rotation and translation and when the polymer is in a liquid or rubber-like state the 
amount of free volume will increase with temperature as the molecular motion 
mcreases. Conversely, as the free volume collapses with decreasing temperature, the 
molecular mobility decreases until a critical volume is reached where there is 
insufficient free space to allow large-scale segmental motion to take place. The 
temperature at which this critical volume is reached is the glass transition temperature, 
Tg. Thus in general, the greater the difference between the Tg and the sample 
temperature, the smaller the amount of free volume present within the sample. 
However different polymers with similar glass transition temperatures may contain 
different quantities of free volume even at same the same temperature because free 
volume partially arises from the disorder and vibrational and rotational motion of the 
segmental polymer chains. Malhortra et al have measured the free volume of 
polycarbonate and polysulphone by positron annihilation studies [ 40]. They suggest 
that the beta and alpha relaxation processes in PC are intimately connected and that the 
polymer can sustain a larger free volume than found in PS and other glassy polymers. 
Another contributing factor to the faster decay of MORPIP in PC than PS may be due 
to the different conducting properties between the two polymers and differences in the 
decay of surface charges after field is switched off. Again further experiments of 
simultaneous measurement of both the SHG signal and the surface potential, as a 
function of time would give clearer indications of these factors. 
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5.6.2 Experiments at Increased Temperature 
During the electrical poling process dipolar molecules or polymer backbone segments 
will experience a torque, f.1Esin(}, which tends to align the dipole moments, f.1 of the 
polymer segments and the chromophores in the direction of the applied field. As the 
temperature of the polymer film is raised the viscosity is lowered and various motions 
and rotations of the polymer and dipolar dopants become possible, depending on the 
polymer structure and the dipolar nature of the species under torque. Near the polymer 
Tg the increased torque and reduced viscosity become sufficient for large-scale motions 
of the polymer chains and for orientation of the NLO chromophores to occur. 
Since temperature is clearly an important factor in determining the ease of orientation 
of the chromophores, experiments were performed to establish the temperature for 
optimum poling conditions. The SHG intensity indicates that the maximum polar 
alignment occurs at a temperature below the Tg of the pure polymer host as shown in 
Figure 5.15. There are two explanations for this phenomenon; firstly doping polymers 
with guest molecules reduces the Tg of the system by the plasticising effect [22], and 
secondly as the temperature approaches the Tg, the conductivity of the sample increases 
[ 41]. The increased conductivity decreases the effective poling field. Since the doping 
concentrations were at reasonable levels for these experiments the former description is 
favoured over the later to explain the lower poling temperatures. 
The reduction of Tg due to the plasticising effect is well documented [7, 34, 42, 43]. In 
particular, Boyd et al [44] reported a plasticising effect in azo dye doped PC. They 
have found that the doping of 30% DR1 into PC depresses the Tg of the host by 85 °C. 
Similar experiments performed by Healy et al result in the Tg reducing from 155 °C to 
82 oc for a 20%wt DAN doped PC film. Comparable results were obtained by doping 
by DAN with weight fractions 5, l 0, 15 and 20% in PC reducing the Tg from 150 oc 
for pure PC, down to 118 °C, 100 °C, 93 °C, 90 °C, respectively [22]. In addition, 
Karakus et al observed that doping PC with the same amount of different size guest 
molecules (DAN and NMBA) reduces the Tg of the host polymer to the same level [22, 
36,45]. 
In light of these studies, it seems reasonable to assume that doping PC with MORPIP 
will also have a plasticising effect on the Tg of the host polymer films. Indeed Figure 
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5.15 suggests that the maximum SHG intensity is reached well below the Tg of pure PC 
at around 90° C, which is in accordance with the reduced Tg of DAN doped PC films of 
similar weight loading. At temperatures close to and above the Tg of the chromophore 
doped PC the mobility and maximum current flow will occur. Consequently the SHG 
intensity is seen to fall in Figure 5.15 to near zero due to the increased conductivity. 
Also, the dipolar guest molecules gain thermal energy as the temperature of the system 
is increased. At 180° C the induced polar alignment is overcome by the thermal energy 
of the dipoles. Thus in order to achieve high poling fields the temperature must be 
optimised. The dipoles must be mobile and able to rotate in high electric fields without 
the motion being dominated by the randomising them1al effects or the conductivity of 
the system becoming too great. 
Furthermore, dynamic mechanical studies have shown that PC exhibits three relaxation 
peaks, a, fJ and y at 155° C, 80° C and -97° C respectively [ 46]. The prominent a-
relaxation IS undoubtedly due to the glass transition. The small broad band ~ 
relaxation 1s ascribed by Y ee and Smith [ 46] to packing defects or changes in 
morphology while Reding et a/ attribute motion of the phenyl groups as the origin of 
the effect. [47]. It has been suggested that y-relaxation arises from motions involving 
the displacement of the entire monomer unit [ 46, 48]. Thus the ~relaxation is 
probably partly responsible for increased SHG in this study as shown in Figure 5.15. 
The optimum poling temperature was thus determined to be 90° C and a needle voltage 
of -4 kV for the MORPIP doped PC samples studied in-situ. 
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Figure 5.15: Typical curve of SHG intensity as a function of temperature for 8.5 wt% MORPIP 
doped PC film 
Once the optimum poling conditions were established, poling was performed and the 
SHG intensity monitored in-situ. The shapes of growth of the SHG intensity during the 
poling for three different films as a function oftime are shown in Figure 5.16. At short 
times, the signal increases as the electric field causes the polar dopants to orient along 
the field vector. Poling was canied at 90° C for all the samples since this temperature 
is expected to be near or slightly below the glass transition temperature for these doped 
systems. The maximum SHG intensity was reached within two minutes of poling for 
all ofthe samples. 
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Figure 5.16: In-situ growth of observed SHG intensity of corona poled MORPIP and DAN doped 
PC films poled at 90 oc. 
The growth of the SHG intensity with time is similar during the first two minutes for all 
three chromophores, with the DAN poling to far higher intensities as shown by the 
different scale on the second axis of Figure 5 .16. This rapid growth of the SHG signal 
is attributed to the chromophore rotation to align with the electric field. 
The magnitude of the SHG intensity from the 8.5% film should be roughly 16 times 
that of the 2.2% film if the signal according to standard thermodynamic models where, 
I a [x <2> r a N 2 
Equation 5.12 
Figure 5.16 shows that the relative intensities between the two films after a few minutes 
poling is only a factor of two. In addition, the 8.5% doped MORPIP samples showed a 
very different temporal behaviour during poling: After the initial rise in SHG intensity, 
a decrease in the signal is observed. The signal continues to decrease until the intensity 
is the same as that for the 2.2% MORPIP doped film. This feature suggests the poling 
mechanism is different for the two samples. This may be explained by two processes. 
The fist process may be charge trapping occurring in the film doped to higher 
concentrations that lowers the internal poling fields and affects the poling induced 
alignment. An alternative explanation may suggest the dipolar species are able to 
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interact over time and dimerisation takes place in the 8.5%film after a few minutes of 
poling. Such a dimerisation interaction process would render more of the species 
inactive to second harmonic generation because of symmetry considerations, 
effectively reducing the number density of active species. 
Since the square root of the SHG intensity is proportional to ;(2J 33 = 2d33, the 
theoretical d_u values for MORPIP and DAN films have been calculated as shown in 
Table 5.4. As different f30 were obtained from EFISH measurements for MORPIP, 
depending on the environment, the values obtained from experiments in acetone and 
chloroform together with the crystal structure values have been included. The two 
level model [20] was used to extrapolate the ;(2J value expected at 1064 nm. For the 
sake of the calculation, the poling fields, Ep were assumed to be 96 V f.!m -I as in the 
case of MORPIP films poled in the CCCT rig. The calculations suggest that the SHG 
intensities of MORPIP will strongly depend on the value of f3o of MORPIP in the film 
environment. Indeed theoretical calculations have shown that the nonlinear response of 
a molecule shows a marked dependence on the dielectric nature of its environment 
[ 49]. Previous studies have suggested that the high reaction field present in PC may 
enhance the molecular properties of the dopants [21]. 
Do pant AMAX MW Wt% N f.!(D) Po (2) 2d X 33 = 33 
(nm) (x 10 26 m-3) (x 10-30 esu) (pmV-1) 
DAN 373 208.26 4.6 1.6 9.2a lla 0.5 
54 12.7 
MORPIP 426 364.48 8.5 1.7 15.1 39 9.3 
9 2.2 
(a) Scaled from [26] 
Table 5.4: Calculated d33 values for DAN and MORPIP doped PC films 
The calculations show that even if the lowest f3o is assumed (from chloroform EFISH 
data), the SHG signal should be approximately 4 times greater in magnitude for the 
MORPIP films compared to the DAN films. However the scales in Figure 5.16 
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indicate that the MORPIP films show intensities that are approximately six times less 
than the DAN doped films. This discrepancy provides evidence of strong aggregation 
effects in the MORPIP films. The SHG intensity is proportional to the square of the 
number of nonlinearly active chromophores (for film thickness less than the coherence 
length) oriented along the field direction. The unexpected lower SHG intensities from 
the MORPIP doped films may suggest that there are fewer nonlinearly active 
chromophores in the MORPIP doped films compared to the DAN doped films. Since 
the poling conditions were identical in all cases, this is attributed to chromophore-
chromophore interactions. 
The temporal stability of the SHG intensity, shown in Figure 5.17 reflects complex 
reorientational processes by which chromophore orientations relax to thermodynamic 
equilibrium or to minimum free volume. Immediately after cooling and removal of the 
applied electric field all the films showed an initial rapid decay. The origin of the rapid 
decay may be due to the fast chromophore reorientation [35] or to the dissipation of 
surface charge thus reducing the field across the sample. 
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Figure 5.17: Normalised SHG decay curves for MORPIP and DAN doped PC films 
These decay curves are different from those at room temperature, in Figure 5.14 
compared to Figure 5.17, as there is a steady increase in the SHG after the field is 
switched off when poled above room temperature. The origin of the steady rise is not 
clear since it did not occur in all samples as shown in Figure 5.17. The strength of the 
net poling field gradient may be changing as a function of time due to the decay of 
sample currents due to trapped charges in the bulk. 
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The electric fields generated during corona poling arise from the accumulation of free 
charge trapped on the surface and in the bulk of the film. Pauley et a! have shown that 
the lifetimes of charge traps in poling can vary considerably depending on the on the 
sample poling history [50]. As a result the decay of the poling field after the corona 
discharge is removed is not instantaneous and, due to the many decay processes 
involved, can be complicated and prolonged. Remnant fields are therefore common in 
corona poled samples and can affect the stability of the polar order. 
5. 7 Optical Spectroscopy of Films 
The SHG data suggest that the TCNQ derivative, MORPIP, is prone to strong 
intermolecular interactions. However, the evidence is not conclusive since the in-situ 
measurements suggest that the stability of the polar order decays rapidly and depends 
strongly on the poling conditions. Since these molecules show strong fluorescence that 
is extremely sensitive to molecular geometry and environment, this was used as a tool 
to probe the properties of the molecules at increasing concentrations [51]. 
In general, the excited state of an organic molecule can be created by photoexcitation 
and fluorescence occurs when radiation is emitted from the excited, E1 to the ground 
state, E0. A schematic shown in Figure 5.18 shows the basic principle of absorption 
and fluorescence. 
The absorption of photons with an energy equal to the resonance condition E1-E0 
generates a concentration of electronically excited molecules in the sample. This 
concentration decays to zero as a result of spontaneous emission in the absence of other 
luminescence quenching processes. 
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Figure 5.18: Schematic diagram of absorption and fluorescence processes 
The spontaneous emission is a random process that follows first order time dependent 
kinetics [52, 53]. k,. denotes the radiative decay rate constant and k11,. includes all other 
non-radiative decay processes. The rate constants are related to the absorbance 
properties and the refractive index ofthe material [52]. All the decay processes follow 
fist order kinetics so the entire decay process is an exponential decay. 
Non-radiative decay processes include internal conversion and intersystem crossing to 
triplet states. Both of these mechanisms for non-radiative decay are intramolecular 
transitions. A further mechanism for non-radiative decay is that of intermolecular 
electronic energy transfer in which an excited sate is transferred from one molecule to 
another. The dominant mechanism, and probably the most relevant in this case is due 
to dipole-dipole interactions [54]. 
The photoluminescent quantum yield, rp1 may be defined as [52]: 
</J _ Number of molecules tlourescing per unit time per unit volume 
r - Number of quanta absorbed per unit time per unit volume 
Equation 5.13 
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In terms of intensity this may be re-written as; 
"' - Ir 
'l'f--
Iabs 
In turn this may be expressed in terms of rate constants as: 
Equation 5.14 
Equation 5.15 
Thus it may be seen that when the non-radiative decay processes are negligible, the 
photoluminescent quantum yield, tPJWill be close to unity (assuming there are no other 
decay processes) and should not change with the number density of molecules present. 
However, if the non-radiative decay constant increases with increasing concentration, 
then according to Equation 5.15, the photoluminescent quantum yield will decrease as a 
function of number density. 
MORPIP doped polycarbonate films of around 3 f.!m in thickness were spin coated onto 
quartz substrates for optical spectroscopy. When measuring the photoluminescent 
quantum yields (PLQY) of films an integrating sphere must be used since excitations 
can result in waveguide modes within the film. A consequence of this is that the 
luminescence is not isotropically distributed in all directions. An integrating sphere 
will collect all the luminescence and overcome this problem of angular distribution of 
the emission. An integrating sphere is a hollow sphere that has the inner surface coated 
with a diffusely reflecting material (such as barium sulphate). When a light source is 
placed in an ideal integrating sphere, the light will be redistributed isotropically over 
the entire sphere interior surface, regardless of the angular dependence of the emission. 
For this reason, PLQY measurements were made using an integrating sphere and a 
charged couple device and camera spectrograph (CCD). A helium-cadmium laser was 
used giving an excitation wavelength of 425 nm into the peak of the absorption band 
for MORPIP doped polycarbonate films. The PLQY's were subsequently measured 
according to the technique developed by de Mello et al [55]. 
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Figure 5.19 shows the photoluminescent quantum yields of the MORPIP doped 
polycarbonate films as a function of concentration. The line is shown as a guide to the 
eye. It can be seen clearly that there is a quenching of the PLQY with increasing 
doping concentration of the guest chromophore, MORPIP. This quenching implies that 
the films of higher concentrations must posses non-radiative decay mechanisms that are 
less prevalent in the films of lower concentrations. Since intersystem crossing and 
triplet states are less likely to change with concentration (as they are intramolecular 
processes), non-radiative decay mechanisms may result from energy transfer allowing 
the exciton to recombine non-radiatively at an impurity site [54] caused by aggregates 
present in the sample. Furthermore, at the low intensities used in this experiment, no 
triplet states were observed at lower energies. 
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Figure 5.19: Concentration dependent photoluminescent quantum yields (PLQY,% values) of 
MORPIP doped polycarbonate films 
Non-radiative decay mechanisms may occur as a consequence of the presence of 
dimers or higher order aggregates of the single molecule MORPIP [56]. Since exciton 
diffusion occurs at a very fast rate (~ 10·14s) compared to the luminescence 
rate(~ 10- 12s), this would allow energy transfer to a defect site. Thus the PLQY 
experiments as a function of concentration have provided strong evidence for the 
presence of aggregates forming within the polymer film samples even at low doping 
levels such as one percent weight loading. 
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5.8 Summary and Conclusion 
New TCNQ derivatives have been studied by means of SHG, electric field poling 
"in-situ" and PLQY experiments. A constant current corona triode rig has been 
modified and refined such that uniform fields were distributed over the sample area and 
accurate determination of the samples current was possible. 
According to the free gas model, if electrostatic interactions do not occur, macroscopic 
optical nonlinearity should scale with N Pzzz <cos B>, which is approximated by 
NPzzzf.1E/5kT where f.1 is the dipole moment, E is the poling field at temperature T, N is 
the number density of NLO species and p is the molecular hyperpolarisability. d33 
values obtained from angular SHG scans reveal lower values than those predicted by 
standard thermodynamic models. In addition the d33 values did not increase linearly 
with number density as expected if no interactions are present. The fundamental nature 
of the problem of translating microscopic p into large macroscopic nonlinearity has 
been illustrated in chapter 5 and in figure 5.1 0. 
The molecules in this work have very large dipole moments and have a planar 
conformation at the TCNQ residue end of the molecule in an attempt to increase the 
second order FOM. However, the SHG experiments suggest that these are strong 
contributing factors to the aggregation effect, which reduces the effective active 
chromophore concentration in the bulk. When comparisons are made with a 
chromophore with similar dispersion effects and lower JLP, these dramatic effects were 
not observed. The SHG data for MORPIP may be explained in terms of chromophore 
orientation occurring such that the contribution to the second-order susceptibility is 
partially cancelled, such as an antiparallel molecular alignment. This configuration 
minimises the electrostatic energy and results in a cancellation of the second harmonic 
signal. It is also possible that the molecular hyperpolarisability is diminished on 
aggregation as a result of electronic coupling of the separate molecules. Since this 
effect was not observed for a chromophore of lower JLP, and the electrostatic 
dipole-dipole interactions show a JL 4 dependence, it can be seen that the dipolar nature 
is a strong contributing factor to the aggregation phenomena. 
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Similar effects have been observed in monolayers of LB films of a hemicyanine dye 
[57] [58]. In this work, an unexpected large enhancement of SHG from the dye was 
observed on dilution with an optically passive fatty acid. Girling and eo-workers 
discounted dynamic local field effects and changes in dye orientation as causes for this 
effect. It was concluded that the larger second order efficiency was related to the film 
structure. A year later, additional absorption spectra data of these systems indicated a 
distinct hypsochromically shifted peak in the concentrated films [58]. This band was 
attributed to H aggregates of the monomer species. Enhanced signals were attributed in 
part to the resonant enhancement of the monomer compared to the aggregate. Further 
frequency dispersion measurement studies confirm the presence of these H aggregates 
and suggest that the aggregate has a much lower intrinsic nonlinearity than the 
monomer, such that fJ0(aggregate) << j30(monomer) [59]. H aggregation has also been 
reported in LB films of dyes such as stilbenes and azobenzenes [60, 61]. Chapter 4 has 
shown that the TCNQ derivatives tend to show a distinctly hypsochromically shifted 
absorption band on increasing concentration in solution. This may also be attributed to 
H aggregation occurring in solution. Film spectra did not show such a distinct shift. 
One suggestion may be the number densities in the film are sufficiently high that 
molecules are closely packed and interactions dominate even at low film 
concentrations. The number densities of the films are all much higher than those in the 
solution measurements. Moreover, since the molecular hyperpolarisability is 
particularly sensitive to the electronic distribution, an electronic coupling will directly 
affect the molecular hyperpolarisability of the molecules, thus reducing the second 
harmonic signal as described. 
In addition, in-situ poling experiments suggest that the orientational order decreases 
rapidly after the field is removed. Polycarbonate is exceptional in that it possess a free 
volume which is 1.5 times greater than that observed for the majority of polymers [19]. 
As a consequence, molecules that do not have any guest-host interactions with the 
polymer may reorient more easily thus allowing the SHG signal to decay rapidly. It 
has been shown that for hemicyanine dyes the monomer-aggregate varies with 
processing conditions [59]. It would therefore be plausible to expect that the 
monomer-aggregate equilibrium of our systems may vary with poling conditions at 
increased temperatures, further complicating the in-situ experiments. 
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Finally, PLQY experiments reveal a concentration depended quenching that provides 
strong evidence that intermolecular energy transfer mechanisms occur in films of 
moderate concentrations. This further confirms the strong tendency for aggregation 
formation in these molecules. Such electronic coupling interactions are likely to affect 
the molecular nonlinearity and the SHG data suggest that the nonlinearity is reduced in 
the aggregate compared to the monomer species. 
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Chapter 6 : Conclusions and Closing Remarks 
This work contributes to the optimisation of NLO properties of organic chromophores 
through experimental studies of these properties of a new class of organic 
chromophore, providing insight into the relationship between the molecular properties 
and measured macroscopic characteristics. 
The dipole moments of these chromophores were measured in dilute chloroform 
solutions and were found to be very large (8-17 D) which confirmed the highly dipolar 
nature of these molecules. EFISH measurements of JLfJo were combined with the 
measured dipole moments to extract f30 values that in acetone yielded moderate 
negative values ( -17 to -49 x 10"30 esu) in agreement with theoretical predictions and 
resonant enhancement was demonstrated between two wavelengths. In chloroform, 
however, the extracted f30 values varied widely (-3 to -46 x 10"30 esu) for the molecules 
studied. Moreover, in terms of the two-level model, resonant enhancement could not 
account for the discrepancy of the measured JL/3 between two wavelengths. This 
anomalous resonance is interpreted in terms of aggregates in solution. Such aggregates 
are likely to be centrosymmetric and have a zero contribution to the SHG unless the 
symmetry is broken. The trapping of localised charge by one of the chromophore 
molecules within the aggregate may break the symmetry. In addition, aggregate 
species are most likely to have higher order energy levels such that the two-level 
approximation is no longer valid. 
The results of concentration dependent EFISH experiments of MORPIP in chloroform 
solutions, corrected for absorption, show deviations in linearity of the signal at 
relatively low concentrations ( ~2 mmol dm"\ This suggests the presence of 
aggregates, even within dilute solutions, that do not contribute to the signal in the same 
way as the free molecules. Indeed when /30 values are calculated across the 
concentration range, three distinct regions are observed. Often, f30 values are merely 
quoted in the literature with no mention of the concentration. However, the results of 
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this work suggest that for highly dipolar molecules this approach may not be 
appropriate and highlights the need for an entire concentration range to be studied if 
accurate determination of molecular properties is required. 
A novel "zero-fringe" calculation has been performed to elucidate values of f30 that 
agree with those predicted by theory. This calculation requires a concentration 
( ~ 1 mmol dm-3 of MORPIP in chloroform) for which no fringes could be observed and 
this method provides an insight into the true magnitude of f30 of the single molecule. In 
practice there is a narrow range of concentrations for which no fringes were observed, 
leading to a range of calculated j30 values. However, this method is simple and direct 
and allows calculation from very dilute solutions were the aggregation is expected to be 
at a minimum. 
A model of intermolecular interactions based on van der Waals dispersion interactions 
has been modified to apply to the EFISH results. The model predicts deviations to 
occur at higher concentrations than observed by experiment. This would suggest that 
the interactions occurring in solution for these molecules is extremely strong and 
cannot be explained in terms of van der Waals forces of attraction alone. 
In addition, optical spectroscopy measurements have suggested the presence of a new 
H-aggregated species in the absorption spectra. The nature of the aggregate has also 
been shown to be solvent dependent, showing fluorescent properties m 
tetrachloroethane, but not in chlorofom1. This suggests different conformational 
properties of the molecules in different solvents. It is suggested that solvatochromic 
experiments utilising binary mixtures should be conducted. Such experiments may 
indicate how the solvents interact with the solute molecules as well as to how the 
geometry of the molecule and aggregate evolve with increasing solvent polarity. 
Since the NLO properties of these TCNQ compounds has not previously been reported, 
new equipment was first characterised with materials that are well-known and have 
been studied extensively. Measurements of second harmonic generation of one of the 
TCNQ derivatives, MORPIP, reveal a strong number density dependence that is not 
observed for the comparative study of a standard NLO molecule, DAN over the same 
concentration range. In addition the measured d33 values are considerably smaller for 
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MORPIP than DAN chromophores even though the theoretical molecular 
hyperpolarisability, fJ0, is greater. The dispersion characteristics of the two molecules 
are similar, however, MORPIP possess a dipole moment that is approximately twice as 
large as DAN. Since this dramatic effect was not observed for DAN, which is a 
chromophore of lower JlfJ, and the electrostatic dipole-dipole interactions show a J1 4 
dependence, it can be seen that the large dipoles are a strong contributing factor to the 
aggregation phenomena. Thus, it is suggested that the highly dipolar nature is a strong 
contributing factor to the aggregation properties of the molecules. 
In summary, the magnitude of the SHG response of doped films and EFISH 
measurements in solution as a function of concentration cannot be explained in terms of 
electric field induced alignment of isolated chromophore molecules. This leads to the 
conclusion that the design of organic NLO chromophores is not a matter of 
synthesising molecules with the correct transparency, high J1 and high fJ. Instead the 
value of JlfJ should be optimised to allow efficient poling in polymer films, yet small 
enough that aggregation is not encouraged to a sever extent. In addition, chromophore 
shape is expected to play an important role in aggregation effects and the design of 
future chromophores may include bulky substitituents that do not contribute to the fJ, 
but encourage steric hindrance such that aggregation is less energetically favourable. 
Fast decay of the orientational order, which is typical of guest-host polymeric systems, 
has been observed through in-situ poling measurements. If the NLO chromophores 
were chemically attached to the polymer backbone, this would increase the thermal 
stability of poled systems. Such polymer systems would also be expected to increase 
the number density of active NLO species since steric hindrance would help to prevent 
chromophore-chromophore interactions. 
It is clear that further investigation is required before the high nonlinearities of these 
chromophores may be realised in devices. As such, further characterisation of their 
properties should continue. Further studies of this aggregation phenomenon should be 
performed to fully understand the nature of the interactions and so elucidate the 
necessary steps to avoid such difficulties. Thus, chromophore design is expected to 
play a major role in these interactions. A natural extension of this fundamental work 
would be to perfmm further EFISH experiments that may prove to be insightful if 
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concentration dependent studies were systematically performed on a variety 
chromophores with different dipole moments and shapes in different solvents. Circular 
dichroism experiments would reveal more about the exact nature of the aggregates in 
solution, such as molecular orientation within the aggregate. Finally light scattering 
experiments would provide information of the aggregate size. 
If these obstacles were to be overcome, the class of materials investigated during the 
course of this research would be strong contenders for possible device applications 
such as electro-optic modulators in local area networks. 
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Appendix TI 
SUJIIbst~rate P~reJParatnmn 
The conductive coated indium tin oxide (ITO) glass substrates were patterned to give a 
circular ground plane area of diameter 18 mm with a surrounding guard ring, to ensure 
accurate determination of the sample cmTent. Glass sheets coated with ITO were cut 
into 25 x 25 mm squares and washed with acetone. The substrates were covered in a 
photo-resist through a mask pattern, defined by photolithography, of the guard ring 
arrangement. The guard ring pattern is shown in Chapter 3, Figure 3.7. The substrates 
were then etched, before being cleaned prior to sample preparation. The photo-resist 
patterning procedure will now be described. 
Atl ITO Patterning Procedure 
The ITO coated glass squares were dried on a hot plate at 120 oc for 30 minutes. Then 
a photo-resist was spin coated onto the substrate (Shipley, microposit S 1813) at 
4000 rpm for 30 seconds to give a thickness of approximately 1.3 1-1m. A hotplate was 
then used to bake the substrate for 30 minutes at 80 °C. A mask was made from a 
Kodak high resolution glass plate patterned using red coated "cut and strip" acetate. 
The photo-resist coated sample was then exposed through the mask to a 200W mercury 
arc lamp for 10 seconds. The light from the lamp softens the exposed photo-resist. 
The sample was then developed for 20 seconds (Hoechst , AZ351 B developer) before 
drying with a hot air gun. 
AI.2 ITO Etching Procedure 
The etching solution was prepared according to the Balzers catalogue, coatings for flat 
panel displays, ref. no. F030 Rev. (951004), p.ll. However, a series oftrial and error 
experiments had to be performed before the correct conditions for complete, but not 
over etching were determined: Any excess photo resist was removed prior to etching 
with a scapal blade to ensure that the outer ring was separate from the inner. The 
following solution was made up and then gently heated to around 60°C: 
ii 
200 ml Concentrated hydrochloric acid> 32% 
10 ml Nitric acid vol. 70% AR Grade. 
250 ml Deionised water 
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The photo-resist coated substrates were then submerged in the heated etching solution 
for 50 seconds. No agitation was required. A multimeter was used to check that the 
inner and outer rings of ITO were completely separated before removing the photo 
resist with acetone. 
AI.3 Substrate Cleaning Procedure 
In order to produce films of a high optical quality, the substrates must be completely 
free of all contaminants and so a procedure was developed for the cleaning of 
substrates. Firstly, polymer was removed from 're-used' substrates by placing them in 
a solution of the original solvent used in the sample preparation in a sonic bath for I 0 
minutes. This was followed by a second 'base bath' solution consisting of a saturated 
solution of sodium hydroxide and water with ethanol and left in a sonic bath for 30 
minutes. Once this had been completed it was possible to remove any remaining 
polymer by washing the substrates with soap and de-ionized water. Acetone was then 
used to remove any grease that was left on the substrates and they were wiped with a 
piece of lint free cloth. The final cleaning procedure which was perfonned just before 
the sample preparation. Silica substrates were immersed in concentrated sulfuric acid 
for a few minutes before rinsing with de-ionized water and drying with a nitrogen gun. 
However, the ITO coated substrates needed a different procedure as the acid reacts with 
ITO layer. This second procedure involved the substrates being immersed in a fresh 
solution of the 'base bath' and left in the sonic bath for about 15 minutes. Upon 
removal from the bath, the substrates were given a final rinse with de-ionized water and 
were dried using a nitrogen gun. 
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Procedure for synthesis of 7-(2,6, dimethylmorpholino )-7-( 4-methyl piperidino )-
8,8, -dicyanoquinodimethane, MORPIP (molecule 2) 
The synthetic procedures for all the TCNQ derivatives described in this work were 
developed by M. Szablewski and M. Ravi in Durham. Both NMR and mass 
spectroscopy confirmed the structure of the chromophores and their purity was 
estimated by thin layer chromatography. Once the procedure had been established and 
the elemental analysis completed, the representative molecule MORPIP (molecule 2) 
could be synthesised by myself and the method is described here. 
3.020 g (0.048 moles) of TCNQ powder was added to 500 ml tetrahydrafuran (THF) in 
a 2 neck round bottom flask fitted with a water condenser. The solution was stirred 
with heating at ~50 oc for 2 hours to allow full dissolution of the TCNQ resulting in a 
greenish yellow solution. 
1.734 g (0.015 moles) of 2,6, dimethylmorpholine (Aldrich) was weighed out and 
mixed with a few ml of THF. The solution was carefully added to the warm TCNQ 
solution using a dropping pipette. After about 30 minutes of continued heat and stirring 
the solution turned a purple colour and was left to stir whilst heating for a further 2 
hours, before the heat was switched off and the solution was allowed to cool to room 
temperature overnight. The inky purple solution was then evaporated under vacuum. 
After about 15 minutes a green powder coated the inside of the flask. This was 
subsequently dissolved in acetonitrile and the solution was recrystallised from a 
minimum volume. The purple crystals (0.8g, 18% yield) were thoroughly washed in 
ether before drying under vacuum over night. 
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/o '[~( NC2N~ Q ___ H ___ I I H 
CN 
TCNQ 
C12H4N4 
Exact Mass: 204.04 
Mol. Wt.: 204.19 
C, 70.59; 1-1, 1.97: N, 27.44 
THF I THF 
NC CN 
Mono-Morpholine 
C17H 16N40 
Exact Mass: 292.13 
Mol. Wt.: 292.34 
C, 69.85; 1-1, 5.52; N, 19.17; 0, 5.47 
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C22H28N40 
Exact Mass: 364.23 
Mol. Wt.: 364.48 
C, 72.50; H, 7.74; N, 15.37; 0, 4.39 
Figure 1: Schematic of synthesis of MORPIP 
A solution of ( cis/trans) 7 -(2,6, dimethylmorpholino)-7 ,8,8,-tricyanoquinodimethane, 
monomorpholine, (0.4g, 1.36 mmol) in THF (30 m!) was wam1ed in a two-necked flask 
with a water condenser at 50 oc for 30 minutes to ensure complete dissolution. 
4-methyl piperidine (0.2g, 2 mmol) was then carefully added and the solution was left 
to stir for a further 30 minutes at 50 °C. The yellow product was observed to 
precipitate and the solution was cooled to room temperature and stirred for a minimum 
of one hour or ideally overnight. The yellow precipitate was collected by filtration and 
dried under vacuum. Recrystallisation of the yellow solid was carried out with hot 
acetonitrile. The yellow crystals (0.24g, 33% yield) were washed with ether and 
allowed to dry overnight under vacuum. 
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Appendix Ill: Fitting Program for SHG Data 
The theoretical analysis of the second harmonic generation is based upon that of 
Herman and Hay den [ 1]. To analyse the data, a nonlinear regressional analysis [2] 
program was developed. This program fits data from the angular scan to extract the 
physical quantities. As the mathematics has been dealt with, this section will present 
the non-linear regression program that has been developed to fit data. The second 
harmonic intensity was recorded as a function of sample rotation angle. A typical set 
of data and fit is shown in Chapter 5, Figure 5.9. This program finds R=d31 /d33 by 
fitting angular dependent term in Equation 8 in reference [1] to the data. A similar 
program was then used with this value of R to evaluate the d33 value by comparison 
with quartz standard d33 and measured quartz peak intensities. 
TITLE "Maker Fringe Fitting Program"; 
VARIABLE THET AD; 
VARIABLE I; 
CONSTANT n 1 = 1.495; 
CONSTANT n2 = 1.510; 
CONSTANT n2S = 1.51947; 
CONSTANT L = 0.0000033; 
CONSTANT nd=2; 
vi 
ANGLETYPE Radians; 
/Nalues set by 
experiment// 
//Refractive index of 
film at 1064 nm// 
//Refractive index of 
film at 532 nm, i.e. SH// 
//Refractive index of 
glass su bstrate at SH// 
//Film thickness (m)// 
CONSTANT LAMBDA= 0.000001064; 
CONSTANT at= 0; 
CONSTANT a2 = 3030; 
PARAMETER A; 
Parameter R=0.2; 
Constrain R=0.001, 0.333333333; 
ITERATIONS= 100; 
SWEEP R = 0.001 ,0.4,0.01; 
DOUBLE 
tw,t0,t2w,THETA,THETA1,THETA2,Cl,C2,C2S,d1,d2,PSI,CHI; 
#INCLUDE "THET A.NLR"; 
#INCLUDE "FUNCt.NLR"; 
#INCLUDE "FUNC2S.NLR"; 
#INCLUDE "FUNtw.NLR"; 
#INCLUDE "FUNtO.NLR"; 
#INCLUDE "FUNt2w.NLR"; 
#INCLUDE "THETAt.NLR"; 
#INCLUDE "THETA2.NLR"; 
#INCLUDE "FUNC2.NLR"; 
#INCLUDE "FUNdt.NLR"; 
#INCLUDE "FUNd2.NLR"; 
#INCLUDE "FUNPSI.NLR"; 
#INCLUDE "FUNCHI.NLR"; 
FUNCTION I= 
A *(((tw)"4)*((t2w)"2)*((t0)"2)*(R*COS(THET A2)*SIN(2*THET A 1 )+R 
*SIN(THET A2)*(COS(THET A 1 ))"2+SIN(THET A2)*(SIN(THET A 1 ))"2 
)"2 * EXP( -2 * d 1-2 * d2)* ((SIN(PSI) )"2+(SI NH( CH I))" 2)1( ( 
(C2)"2)*((PSI)"2+(CHI)"2)) ); 
RP LOT; 
NPLOT; 
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//ND Filter in front of 
PMT during quartz 
reading// 
//Fundamental 'A. (m)// 
11 Absorption 
coefficient. At 
1064nm// 
//Function statements 
found in separate files// 
11 Fitting equation 8. 11 
POUTI?UT "C:/nancy/fitting/bm2pp.dat"; 
OUTPUT TO "C:/nancylfitting/bm2pp.out" THET A,I,PREDICTED; 
DATA "C:/nancy/fitting/bm2pp.TXT"; 
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