In this work we predict time series of air pollution data taken in Mexico City and the Valley of Mexico, by using the Gamma Classifier which is a novel intelligent associative mathematical model, coupled with an emergent coding technique. Historical and current data about the concentration of specific pollutants, in the form of time series, were used. The pollutants of interest are: carbon monoxide (CO), ozone (O 3 ), sulfur dioxide (SO 2 ), and nitrogen oxides (NO x , including both nitrogen monoxide, NO, and nitrogen dioxide, NO 2 ).
Introduction
Air pollution is a current problem that has been strongly associated to technological advances. Time Series analysis [1] [2] [3] is a tool which allows the prediction of particularly bad conditions events, thus enabling better decision making. [4] [5] [6] Atmospheric pollution is of great interest to many Latin American urban centers, since it has become a major problem for megacities such as Mexico City, São Paulo, Santiago, and Buenos Aires. 7 Particularly, the air quality of Mexico City is monitored by sampling and measuring the concentration of several pollutants of interest, through out the Metropolitan Zone of the Valley of Mexico. This is done automatically by several monitoring stations, as well as manually in several fixed and mobile stations, which belong to the Mexico City Atmospheric Monitoring System (SIMAT in Spanish).
This data is measured and recorded periodically, as well as processed and published by SIMAT, which is also responsible for keeping the authorities and population informed by means of the Air Quality Metropolitan Index. 8 It is thanks to this periodicity that this data can be analyzed as a time series.
Several methods for analysis and forecasting of air quality data have been proposed around the globe. Some of the most successful among these are: multivariate linear regression (MLR), 9 Bayesian networks and decision trees, 10 artificial neural networks (ANN), [10] [11] [12] [13] support vector machines (SVM), 14 and pollution models such as Caline and IITLS. 15 In this paper, air pollution data from Mexico City was used, employing the Gamma classifier (previously introduced as a general, empirical classifier algorithm in Ref. 16 , and preliminarily applied to related problems in Refs. 17 and 18).
The problem studied in the present work is the prediction of time series of air pollution data taken in Mexico City and the Valley of Mexico, through the application of the Gamma classifier, obtaining competitive experimental results. For this, historical and current data about the concentration of specific pollutants, in the form of time series, were used. These data were measured hourly by several monitoring stations. Some pollutants are of particular interest, given their consideration by Mexican (and international) governing bodies as criteria pollutants: carbon monoxide (CO), ozone (O 3 ), sulfur dioxide (SO 2 ), and nitrogen oxides (NO x , including both nitrogen monoxide, NO, and nitrogen dioxide, NO 2 ).
The rest of the paper is organized as follows. Sec. 2 is dedicated to presenting the Mexico City Atmospheric Monitoring System, thus giving some background on the kind of data used and the purpose for which it is intended, as well as how such data is represented as time series and the corresponding analysis done on them, enabling their prediction. Sec. 3 includes the discussion of the Gamma classifier version 1, while Sec. 4 is dedicated to the experimental design, with Sec. 5 presenting the experiments of the first generation (1G), which uses the Gamma classifier version 1. Based on the analysis of these experiments, the method was improved, giving rise to the Gamma classifier version 2, which is introduced in Sec. 6 . The next Sec., the seventh, presents the second generation of experiments (2G), which use the novel Gamma classifier version 2. Later, an analysis and comparison of the methods applied to this problem is presented in Sec. 8, with conclusions and lines of future work drawn in Sec. 9. Finally, the references are included.
Time Series of Air Pollution Data in Mexico City
The Mexico City Atmospheric Monitoring System (Sistema de Monitoreo Atmosférico de la Ciudad de México, SIMAT in Spanish) is the government body responsible for the surveillance and monitoring of the atmospheric quality in the Metropolitan Zone of the Valley of Mexico. The information presented in this Sec. regarding SIMAT is strongly based on Ref. 8 . SIMAT is committed to operating and maintaining a trustworthy system for the monitoring of air quality in Mexico City, as well as analyzing and publishing this information in order to fulfil current requirements and legislation. The objective of SIMAT is to watch and evaluate the air quality in Mexico City, as a pre-emptive measure for health protection of its inhabitants, in order to promptly inform the populace as well as enable decision making in prevention and air quality improvement programs. Given the risks posed to the population, this is considered a relevant problem by authorities and citizens alike. 19 Thus, SIMAT is made up by four specialized subsystems, one Atmospheric Monitoring Mobile Unit, and a Calibration Standards Transfer Lab.
The subsystem of interest for this work is the Automatic Atmospheric Monitoring Network (RAMA, Red Automática de Monitoreo Atmosférico in Spanish), which takes continuous and permanent measurements of several pollutants: O 3 , SO 2 , NO x , CO, particulate matter less than 10 microns in diameter (PM 10 ), and particulate matter less than 2.5 microns in diameter (PM 2.5 ); each measurement is taken automatically every hour.
The Air Quality Metropolitan Index (Índice Metropolitano de la Calidad del Aire, IMECA in Spanish) is a reference value for people to be aware of the pollution levels prevalent in any zone, in a precise and timely manner, in order to take appropriate protection measures. When the IMECA of any pollutant is greater than 100 points, its concentration is dangerous for health and, as the value of IMECA grows, the symptoms worsen, as can be seen in table 1 . For simplification purposes (in particular regarding communicating air quality status to the population at large), only one IMECA value is published: that of the pollutant presenting the highest IMECA value. Ref. 20 states the specifications for computing the IMECA for the criteria pollutants: O 3 , NO 2 , SO 2 , and CO.
Given that air quality data recorded by the RAMA subsystem of SIMAT is measured periodically (i.e. one sample each hour), this data can de represented as a time series. It is clear, however, that the phenomena represented by these time series are complex. 2 With respect to trend, each pollutant of interest shows a small decrease over the years; an example on ozone can be seen in Fig. 1 . 8 While this long-term trend is relevant for the air quality itself, it is of no consequence to the proposed method, given that it does not take into account such long-term effects.
On the other hand, the four pollutants exhibit seasonality over 24 hours, presenting higher concentrations at similar hours of each day. In order to avoid the potential problems imposed by nonstationarity, the differences between consecutive samples were used. [1] [2] [3] Table 1 . IMECA and its implications for health.
IMECA Condition
Effects on Health 0-50: green
Good
Suitable for conducting outdoor activities 51-100: yellow Regular Possible discomfort in children, the elderly and people with illnesses 101-150: orange
Bad
Cause of adverse health effects on the population, particularly on children and older adults with cardiovascular and / or respiratory illnesses such as asthma 151-200: red Very Bad Cause of greater adverse health effects on the population, particularly on children and older adults with cardiovascular and / or respiratory illnesses such as asthma >200: purple
Extremely Bad
Cause of adverse health effects in the general population. Serious complications may present in children and older adults with cardiovascular and / or respiratory illnesses such as asthma
The linearity or lack of it by the time series was not explicitly addressed, since the method used does not distinguish either way.
Gamma Classifier version 1
This pattern classifier, of recent proposal, has shown some very promising results. [16] [17] [18] The algorithm in its initial form was introduced in Ref. 16 , as an empirical, general classifier algorithm. Later, it was applied to air quality data prediction, obtaining preliminary results which were presented at an international conference (CIARP 2008) . 17 The experiments done in the latter work included only one pollutant (SO 2 ), whose performance was compared to that of other methods, on other pollutants (mainly O 3 ). Derived from that work, a book chapter was published, 18 including new experiments on other pollutants. The analysis of all those experimental results enabled the improvement of the method proposed for applying the Gamma classifier to air quality data prediction. This Sec. is dedicated to discussing the initial Gamma classifier (version 1), as introduced in Ref. 16 . The method introduced in Ref. 17 to apply this classifier to predict future concentrations of air pollutants is explained in greater detail in subsections 5.1 and 6.1, while the results obtained with said method (during the 1G of experiments) and their comparison against other methods are discussed in Sec. 6.
On the other hand, the original improvements and modifications to both the classifier and the method of applying it to the current problem (used on the 2G of experiments), which give rise to the Gamma classifier version 2 (presented in this paper) are introduced in Sec. 7 and its performance further discussed in Sec. 8.
The basis of the Gamma classifier in its initial version is the gamma operator, hence its name. In turn, the gamma operator is based on the alpha (), beta (), and u  operators and their properties, in particular when dealing with binary patterns coded with the modified Johnson-Möbius code. Thus, the focus of subsection 3.1 will be on discussing these components of the Gamma classifier: the alpha and beta operators, the u  operator, the modified Johnson-Möbius code, and the gamma operator; while the algorithm of the classifier (version 1) is discussed in subsection 3.2.
Notice that here we are not working with the classical Johnson-Möbius code, which was previously introduced, 21 but rather with a modification recently proposed by the authors research group and further explained below.
It is worthy of mention that the Gamma classifier was initially designed to work with patterns, represented by vectors composed of real numbers. The RAMA database, however, is not made up by vectors: it contains a series of numeric data points representing the concentration values of a given pollutant, for each station during each hour of a particular year. Then, a relevant contribution of this work is the development of a coding technique which converts those series of values into a set of patterns, which can then be used by the Gamma classifier to forecast the next value. The rest of this Sec. is strongly based on Refs. 16-18.
Preliminaries
The alpha and beta operators were introduced in Refs. 22 and 23 and are the basis of the Alpha-Beta associative memories. The operators are defined in a tabular manner, as shown in table 2, considering that the sets A and B are defined as A = {0, 1} and B = {0, 1, 2}. Table 2 . Definition of the alpha and beta operators.
These operators have set the foundation for the development of several mathematical models employed in Pattern Recognition, from the original Alpha-Beta associative memories, to the Gamma classifier, passing trough models such as the Alpha-Beta bidirectional associative memories 23 or the Alpha-Beta associative support vector machines. 24 As current research indicates, much of the strength, robustness, and efficacy exhibited by the aforementioned associative models are due to the alpha and beta operators. This particular fact is quite a surprise, since the operators seem to be almost trivially simple. The results obtained with the AlphaBeta associative models indicate exactly the contrary.
The unary u  operator receives as input an ndimensional binary vector x, outputs a non-negative integer number, and is calculated as shown below:
On the other hand, the modified Johnson-Möbius code -proposed by the authors research group, which is a variation on the classical Johnson-Möbius codeallows us to convert a set of real numbers into binary representations by following these steps: . Notice that this step is particularly useful for handling negative numbers, since now there will be only non-negative numbers, with the minimum being 0. [11111111111111111111]
[00000000000000000111]
[00000000000001111111]
[00000000000000000000]
Given that the maximum number in the set E of non-negative integers is 20, all binary vectors have 20 components, i.e. they all are 20 bits long. In other words, each member of the C set is a binary vector which belongs to the set resulting from applying 20 times the cross product of the set A = {0, 1} to itself. For example, e 3 = 18 is converted into its binary representation c 3 by appending e m -e 3 =20 -18 = 2 zeroes "00", followed by e 3 = 18 ones "111111111111111111", which gives the final vector: "00111111111111111111". This is because the maximum number in set E is 20, thus e m =20 ; and the number to be converted is e 3 =18. 
x y x y (6) where mod2 indicates the usual modulo 2 operator.
In order to better illustrate how the generalized gamma operator works, let us work through some examples of its application.
Then 
and since m = 5, 5 -3 = 2; given that 2   = 2, the result is 1.
Meanwhile, if  = 3, the result would be 1. However, if  = 1, it is clear that the result would be 0, 
But, since it is m which is considered in the difference and not n, the extra bits which were truncated from y are taken into account here:
The main idea of the generalized gamma operator is to indicate (result equal to 1) that two binary vectors are similar, allowing up to  bits to be different and still consider those vectors similar. If more than  bits are different, the vectors are said to be not similar (result equal to 0). Thus, if  = 0 both vectors must be equal for g  to output a 1.
The Gamma classifier algorithm version 1
be the learning (fundamental) pattern set with cardinality p, where , and let be an n-dimensional realvalued pattern to be classified. It is assumed that the fundamental set is partitioned into m different, mutually exclusive classes, each class having a cardinality k i , , and thus . In order to classify y, these steps are followed: 
(x) Otherwise, assign y to the class of the first maximum.
The first five steps in the former algorithm can be seen as the learning phase of the classifier, while steps vi to x (including any iteration if present) can be considered the recalling or classification phase.
Thus, the learning phase consists of coding all patterns (from both the fundamental and test sets) with the modified Johnson-Möbius code, using the same parameters. Also, the index of the fundamental patterns is converted into two indices, in order to identify the class to which each fundamental pattern belongs with the first of these indices. Finally, the stop parameter  is computed and  is initialized to 0.
Meanwhile, the classification phase consists of computing
x y between each fundamental pattern and the test pattern, for each component. Then, a weighted addition is performed in order to sum all results corresponding to the same class. The weight part corresponds to the division of the sum by the cardinality of the class, thus normalizing unbalanced classes.
If there is a unique maximum among the weighted additions for all classes, that class is assigned to the test pattern. In case of non-unique maximums,  is incremented and the algorithm is repeated from step vi, as long as  is less than the stop parameter . If the stop condition    is true, the class assigned to the test pattern is any of those corresponding to the non-unique maximums (e.g. the first class which has a maximum weighted addition).
As an example, let us consider the following fundamental patterns:
, x 2 } and C 2 = {x 3 , x 4 }. Then, the patterns to be classified are:
As can be seen, the dimensions of all patterns is n = 2, and there are 2 classes, both with the same cardinality k 1 = 2 and k 2 = 2. Now the steps in the algorithm are followed. 
Since the maximum value among the first components of all fundamental patterns is 7, then e m (1) = 7, and the maximum value among the second components is e m (2) = 9. Thus, the binary vectors representing the first components are 7 bits long, while those representing the second component are 9 bits long. 
(iii) Code y with the modified Johnson-Möbius code, using the same parameters used with the fundamental set (step i). 
Again, the binary vectors representing the first components are 7 bits long, while those representing the second component are 9 bits long. (iv) Transform the index of all fundamental patterns into two indices, one for the class they belong to, and another for their position in the class. Given that C 1 = {x 1 , x 2 } and C 2 = {x 3 , x 4 }, we know that both x 1 and x 2 belong to class C 1 , so the first index for both patterns becomes 1; the second index is used to differentiate between patterns assigned to the same class, thus x 1 becomes x 11 , and x 2 is now
Something similar happens to x 3 and x 4 , but with the first index being 2 since they belong to class C 2 : x 3 becomes x
21
, and x 4 is now x 22 .
(v) Initialize  to 0.
x y for each component of the fundamental patterns in each class, following Eq. 6. Thus, for y 1 we have: , ,0 0, , , 
Since  = 0, for the  g to give a result of 1 it is necessary that both vectors , ,0 0, , , 
(x) Otherwise, assign y to the class of the first maximum. This is unnecessary since both test patterns have already been assigned a class.
We have seen that both patterns were assigned a class by following the algorithm of the Gamma classifier, but does this classification make sense? On one hand, y 1 was assigned to class C 2 , but notice that both x 3 and x 4 have relatively large values for the first components and smaller values for the second component; y 1 behaves like this, and even has a value of 6 in the first component, equal to that of x 3 . Thus, it makes sense to assign y 1 to class C 2 . On the other hand, x 1 and x 2 have comparatively lower values for the first components and larger ones for their second components. In that sense, y 2 also has a smaller value for the first component and a larger one for the second component, being even equal to the second component of x 2 . Then, the fact that this test pattern is assigned the same class of x 1 and x 2 , which is C 1 , makes a lot of sense.
The Gamma classifier is inspired on the Alpha-Beta associative memories, taking the alpha and beta operators as basis for the gamma operator. As such, the Gamma classifier is a member of the Associative Approach to Pattern Recognition, in which the algorithms and models use concepts and techniques derived from associative memories in order to recognize and classify patterns. As can be seen, this classifier is relatively simple, requiring simple operations: its complexity is polynomial. Also, notice that while being iterative, the classifier will reach a solution in finite time: at best in one iteration, at worst in the same amount of iterations as the stop parameter indicates (see Eq. 17).
Although the initial Gamma classifier is not old, it has already been applied to several different problems: classification of the Iris Plant database, localization of mobile stations, software development effort estimation of small programs, and environmental data prediction, obtaining some promising preliminary results. In these problems, some quite different from each other -and even some for which the basic premises of the classifier do not hold-the Gamma classifier version 1 has shown competitive experimental results.
In this sense, the current work presents a relevant contribution, since a pattern classifier (in this case the Gamma classifier) was successfully applied to the task of predicting a future value, which is not the kind of task envisioned while designing and developing the Gamma model. Thus, the problem of pollutant forecasting has been tackled by using this classifier.
Experimental Design
In this Sec., the structure of the experiments is presented and discussed. The main goal of these experiments is the prediction of air pollution levels time series, built from data included in the RAMA database of SIMAT. The pollutant concentration forecasting implied by the former goal is done by applying the Gamma classifier, coupled with a coding technique originally introduced by the authors, which is presented later.
Some relevant considerations are taken into account: for simplicity, only a single time series will be considered. Also, the experimentation is done off-line: data are taken from a known time series, but using only some non-contiguous segments. If results are auspicious, the method will be extended in the future to include more data, and/or to allow for its application to live data, as it is being sampled.
In order to test the proposed method, several experimental runs were made, in two generations. For each experiment of both generations, a set of patterns was built from an already known time series and presented to the corresponding version of the Gamma classifier in order to train it. Then, a different set of patterns was constructed with a time series taken from future dates to those of the set mentioned above, simulating the situation where the first (fundamental) set is built from historical data while the second (test) set is made up by current data. Thus, the Gamma classifier was required to predict the next value, given a small amount of current data.
The 1G of experiments (1 to 12), which is further discussed in Sec. 5, made use of the Gamma classifier version 1. These experiments and their results were analyzed in order to refine that method, which in its improved state (along with the Gamma classifier version 2) was used for the 2G of experiments (13 to 28), which are presented in Sec. 7.
In all instances, the samples measured at a specific station of the RAMA subsystem of SIMAT were used. The fundamental set was made up by building patterns from the time series of a whole year, while the test set was built with patterns made up by the time series of one month of a subsequent year. Then, the Gamma classifier -version 1 on the 1G, version 2 on the 2G-was trained on the fundamental set, and later operated with the test set. For each item of one experimental run, a pattern from the test set was presented to the classifier, asking it what the next sample value would be.
The coding technique which allows the building of patterns from a time series is proposed in the following subsection. Then, the measures of performance are presented. Table 3 (in the following Sec.) presents the experiments done for both generations.
It is noteworthy that, in order to reproduce these experiments with data taken from different periods (whether what changes is the fundamental set, the test set, or both), it is necessary to build new pattern sets according to the pattern coding technique presented before, and to train and operate the model with this new sets.
Pattern coding
Each pattern is made up by n successive samples, concatenated each after the other. As the class for such pattern, the n+1-th sample is used (see Fig. 2 ). Thus, patterns are built from the samples as mentioned above, and then these patterns are grouped together into the fundamental and the testing sets for each experiment. In this manner, this problem of data prediction is presented as a classification problem, a task for which the Gamma classifier has shown to be quite apt, since its inception with version 1. However, in order to avoid potential problems regarding nonstationarity, the differences between consecutive samples were used. [1] [2] [3] Also, these differences are taken into account once all samples have been scaled appropriately, following steps 1 and 2 of the modified Johnson-Möbius code. This process is illustrated in Fig. 2 .
For the experiments presented in this work, n was chosen to be equal to 10 (n = 10) since this configuration has given good results in preliminary tests.
As can be seen in Fig. 2 , the i-th pattern is built by making each value of the series into one component of vector x i , in order, from the i-th value to the i + (n -1)-th value. The class corresponding to x i , which is C i , is the value following the last component of x i : C i is equal to the i + n-th value. The i + 1-th pattern is built by shifting the former arrangement, one value ahead. Thus,
i + 1 has as initial component the i + 1-th value and as final component the i + n-th value, while its class C i + 1 is equal to the i + n + 1-th value.
Performance measures
Three quantitative measures of the performances shown by the Gamma classifier on this application are used. On one side we have the Rooted Mean Square Error (RMSE), which is a widely used measure of performance in data forecasting 4, 9, [11] [12] [13] [14] [15] 
Generally speaking, small values of RMSE are desirable since they indicate a good prediction. On the other hand, bias is a secondary indicator of performance and gives more information about potential lines of improvement for the method, or potential exceptions in the data treated. Usually, small values of bias are also preferred over larger values. Regarding NFit, a lower value also indicates a better performance.
Another difference between these measures of comparison between forecasting methods is that RMSE and NFit give only positive values, while bias can give both positive and negative results (overestimation and underestimation, respectively). If the bias for a method is consistently positive or consistently negative, this can be an indicator of a lower or upper bound to the expected results.
On one hand, the magnitude of results shown on RMSE and bias by different time series will depend on the magnitude of variation among the values on individual data points for each time series. For example, if one time series has values with meaningful decimals up to millimeters (e.g. 2.3, 2.6, 3.1… in cm) while another has values which vary by meters (say 56, 84, 79… in m), then both RMSE and bias will have greater values for the latter time series than for the former one. Thus, these performance measures are not particularly good to compare results on time series used for different variables.
On the other hand, NFit considers the squared error (similarly to RMSE), but normalizes it with respect to the squared difference between the actual value and the mean of the actual values. This has the effect of penalizing errors on data points close to the mean of the original values, assuming that such values should be easier to predict since they are more similar to what can be achieved by simply using the average of the original values as the predictor. Since the focus of this measure of performance is on how different the value to be predicted is regarding the mean of the actual values, the different magnitudes of data points from different time series has a lesser contribution to the difference in the measure. Thus, the NFit is a better mean of performance comparison between results of different variables.
First Generation of Experiments
For the 1G of experiments, the structure and assumptions mentioned in the former Sec. are used (including the coding technique), coupled with the Gamma classifier version 1.
First, the experiments run are described. Then, the results obtained are presented and discussed, and later the performance shown by the proposed method on those experiments is compared with that exhibited by other methods, as seen in current literature. Table 3 summarizes the experiments done, in particular regarding the pollutant involved, the monitoring station from which data were taken, as well as the time periods from whose data the fundamental and test patterns were built. 27 and 28. In the experiments of the 1G, the fundamental and test sets were chosen to be taken from non-consecutive segments of the same time series. This was done mainly to test the robustness of the method, making sure it does not require data corresponding to the last samples taken in order to give a good prediction of the next sample. Of course, the underlying premise of this choice is that the conditions associated to the data from which the classifier learns, are still in effect on the data which is to be used for prediction. If this is not the case, it should be expected that the prediction error would increase. 
First generation: Experiments done

First generation: Results and discussion
This large errors on data points whose values are close to the mean of the original data are probably due to the characteristics of the Gamma classifier version 1, which is more sensitive to the presence of local extremes (minima or maxima) instead of the difference to the mean of actual values. [17] [18] Since the data to be predicted on experiment 2 presents more changes in trend than the test time series of experiment 3, it is to be expected that more data points with errors will be present than at experiment 3. Given that some of this erroneous data points are close to the mean of original values, they are greatly penalized by NFit.
It is also noteworthy that in experiments 10 to 12 the Gamma classifier exhibits a remarkably good performance. In experiment 10 (NO), there is only one pattern predicted incorrectly: the Gamma classifier forecasts a concentration of nitrogen monoxide of 0.006 ppm, while the registered sample was 0.005 ppm. Given that there were 733 associations in the test set, this amount of error out of a whole month is almost there was not even one mistake in the whole month for the prediction of both nitrogen dioxide and nitrogen oxides. This is quite evident in Fig. 4 , where the predicted time series is hidden behind that of the observed data. These results are, of course, rather surprising. The ultimate goal of pattern recognition in general, 25 and its application on time series prediction in particular, is to correctly recognize unknown patterns, thus predicting future data points with as little error as possible. The ideal scenario is, then, to predict the new data points with an error of 0. However, considering that the proposed method uses only one variable when there are more available, and that the phenomenon under study is considered to be a rather complex one, 11, 14 it is quite unexpected to obtain a perfect prediction.
The fact that two experiments exhibit a perfect performance (i.e. no error) and that another almost reaches this pinnacle, showing only one data point in error out of 733 considered in the experiment, is far beyond the initial expectations of the authors. Although we intend our method to perform competitively, we did not expected it to do this well.
Then, what causes such a good performance? One possible explanation is that, at least for those three experiments (11, 12, and 10) , there is overfitting 25 between the fundamental and test sets. However, since the data points in the corresponding time series used to make up the patterns belonging to the fundamental and test set are taken from different segments of said time series, it can be assumed that those data are different. If there is actually a problem of overfitting, it is most likely due to high similarity between data from both segments.
In the field of Pattern Recognition, such situations where the classification model is overfitted to the learning data are commonly dealt with using cross validation techniques to test different combinations of partitioning the available data between the fundamental and test sets, in order to obtain a performance with data free of this problem. 25 However, such recourse is not adequate to the present situation, since the actual goal is to predict current and future (unknown) data by using historical (known) data, thus making the mixing of these disjoint sets unnecessary and most likely not advisable.
Actually, this situation is strongly related to a couple of considerations mentioned before. One is that the segment of the time series used for learning is noncontiguous to the segment used for testing, in order to avoid as much as possible the problem of overfitting. Also, the fact that data learned from 2009 may be used to perfectly (or almost perfectly) predict the concentration of NO, NO 2 
More importantly, this particular application requires that overfitting is not excluded from the learning and operation data sets, at least when used with live data. The latter is a consequence of the fact that in order to predict, we need to use known data, along with the latest new data, whether these data sets are highly coupled or not. Of course, the results obtained should be compared against other experimental results with great care.
Yet, the fundamental reason for this shockingly good behavior remains to be fully explored, beyond the posed proposition that high similarity between the conditions reflected by the data points used for learning and testing is the cause. If such fundamental cause or conditions are identified, they could be used to greatly improve the performance of prediction methods such as the one proposed in the current paper.
However, if an event should arise in the testing data set which is particularly different to what has been learned, then the prediction results would most likely present large errors. An example of such situation could be a volcanic explosion whose residues drift into the geographic area of interest (which has happened several times in recent decades [26] [27] ). If such an irregular event happens, the predicted results should be considered to have little trustworthiness.
Both kinds of situation have arisen in other applications of the Gamma classifier version 1. On one hand, when that algorithm was used to classify the position of wireless sensors, the experimental results showed 3 errors out of 36 associations in one experiment, and 4 out of 36 in another, (91.67% and 88.89% of correct classification, respectively). Meanwhile, the well-known k Nearest Neighbor (k-NN) classifier 25 (with k = 1) offered 14 mistakes, for a correct classification of 65%. These results are still in the process of being published.
On the other hand, the discussion of experiment 7 in Ref. 18 analyses the behavior of SO 2 during May 2007, which presents an exceptionally high concentration on May 19 (0.174 ppm when the mean for that month was 0.007 ppm). This kind of events causes the Gamma classifier to offer a prediction with large errors, since these exceptional situations are not properly covered in the data from which the method learns.
First generation: Comparison with other methods
Still, one important question remains: just how good are these results when compared to other models? Here arises an important problem of this field, given that there are no common, public, and standardized databases being used by the scientific community working on this application. Thus, most researchers use the database which is closest or more easily available to them, leading to many publications on this field, but with no directly comparable results. This problem remains open. For the database used in this work (the RAMA subsystem of SIMAT), there are very few published experimental results available (table 5). As can be seen, they are greatly surpassed; in particular for the case of O 3 , where the Gamma classifier exhibits a much smaller error: it is several orders of magnitude smaller.
Although no direct comparisons are readily available, some indirect comparisons can be made. These are presented in table 6, where several recent papers are included.
Notice that the target contaminant is quite variable: besides the more common CO, NO 2 , SO 2 , and O 3 , there is also benzo(a)pyrene (BaP), which is one particular component of PM 10 . 9 Regarding the unit in which each contaminant is measured, there are five alternatives present: parts per million (ppm), parts per billion (ppb), milligrams per cubic meter (g/m 3 ), nanograms per cubic meter (ng/m 3 ), and ERPI, which is an acronym for "European Regional Pollution Index". 9 On the other hand, the methodologies followed by each group of researchers are quite different too. Even though the results cannot be directly compared, the performance exhibited by the Gamma classifier is also competitive, as shown by its RMSE values -column titled "Performance RMSE (original unit)"-which are quite smaller than those of the other methods.
Again, this comparison cannot be made directly, since different data sets, describing different local 11 was not converted, since ERPI presents the value corresponding to the pollutant with the highest concentration, thus it is not known how to properly convert from that unit into g/m 3 . Using the latter values of RMSE to compare results, it can be seen that experiments 4 and 8 exhibit good performance (considering that only one time series is being used), while experiment 3 presents a very large error. This is clearly a good starting point to look for improvements to the method. The best results are shown by experiments 10, 11, and 12.
Gamma Classifier version 2
The experiments of the 1G were analyzed and used as the basis to improve both the classifier and the method of applying it to air quality data prediction, as well as to develop the necessary theoretical foundation. The emergent Gamma classifier version 2 was then tested with the 2G of experiments, comprised of experiments 13 to 28.
There were two clear observations done on the analysis of the experiments of the 1G. The first one is that, sometimes, the predicted value for a pollutant concentration is a negative number. Given that this numerical result represents the concentration of a given substance in atmospheric air, such negative value makes no sense. The second observation is that the Gamma classifier version 1, as presented in Sec. 4, is not guaranteed to correctly classify the whole fundamental set. This means that for some instances, if a test pattern is equal to a fundamental pattern, the classifier will not necessarily yield the correct class: for a percentage of the fundamental patterns larger than 0, the classifier forgets their correct class.
In the case of the first issue, the answer is quite easy: if the predicted value for the pollutant concentration is negative, it is obviously erroneous, so it needs correcting. The simplest manner in which this correction may be done is to assign a value of 0, which is the minimum possible value which is still valid. This is the first improvement to the method, and is included as a post-processing step, once the classifier has given its output and it is being converted back into a concentration value in ppm (see the steps illustrated in Fig. 2, in reverse order) .
The second issue is not so simple to address. On one hand, this aspect of Pattern Classification is considered to be of little relevance by most classifiers, since they are willing to exhibit errors on the fundamental set in order to achieve a better generalization, and thus a better performance on the test set. In this sense, there is only one widely known and commonly used classifier which does not misclassify a pattern it has already learnt: the k-NN when k = 1. On the other hand, it has been an ongoing effort in the community of researchers which have developed the Associative Approach to Pattern Recognition to ensure that the models and algorithm belonging to this approach recognize and classify correctly the whole fundamental set. In this regard, the Gamma classifier version 1, as originally introduced, was the only Associative model unable to correctly classify the whole fundamental set in a guaranteed manner.
Operatively, this issue means that some test patterns were incorrectly classified, despite the fact that the method already knew them, since these test patterns are equal to some fundamental pattern. The only way to solve this problem is to modify the Gamma classifier, improving its theoretical foundation along the way.
Therefore, a new version of the classifier algorithm is developed: version 2. However, before said algorithm is presented, some theoretical developments are needed.
Preliminaries
First, let us define more specifically the fundamental pattern set to be dealt with by the Gamma classifier, as well as its properties.
Let the fundamental set of the Gamma classifier (version 2) be the set of patterns associated to a class, of is its corresponding class. For such a fundamental set, the following three properties hold:
meaning there are no repeated patterns, 
that is, different classes have different patterns associated to each other. Combined, these three properties imply that the fundamental set must induce a relation from the set of patterns to the set of classes, such that said relation is a function. Now, we need three lemmas which will later be used to prove a theorem related to the classification of fundamental patterns. 
Lemma 1. When two binary vectors ,
On the other hand, it is clear that the most restrictive case is for  = 0, since the fact that a pattern fulfills the former condition when  = 0 guarantees that it will do so for any value  > 0. Also, according to lemma 1:
which in turn belongs to the a-th class by being associated to , the index transformation of step iv of the algorithm implies: 
□
With the former definition of the fundamental set for the Gamma classifier version 2 and the latter three lemmas, we are ready to present and prove a theorem related to the classification of fundamental sets. 
Theorem 1. When the test pattern presented to the Gamma classifier during the classification phase x is equal to a fundamental pattern
Given that
was chosen arbitrarily, the latter result holds for all fundamental patterns. Therefore, the whole fundamental set is correctly classified. □ Taking into account these developments, the Gamma classifier algorithm version 2 is introduced below. 
The Gamma classifier algorithm version 2
Let
(xi) Otherwise, assign x  to the class of the first maximum.
This new initial step for the classification phase ensures that will be correctly classified at the first iteration, if it is equal to a fundamental pattern
. In order to illustrate the operation of the Gamma classifier version 2, let us consider an example where the version 1 would fail (i.e. be unable to correctly classify the whole fundamental set), while the version 2 exhibits a correct classification.
Let the fundamental set be made up by the following patterns: 
grouped into two classes: 
The maximum values for each component are 16 and 6, respectively, thus e m (1) = 16 and e m (2) = 6. Then, the binary vectors representing the first components are 16 bits long, while those of the second component are 6 bits long.
(ii) Compute the stop parameter according to Eq. 17: 11  11  1  1  2  2   12  12  1  1  2  2   13  13  1  1  2  2   21  1  21  1  1  2  2   22  22  1  1  2  2   23  23  1  1  2  2 , ,0 0, , , 
(x) Otherwise, assign y to the class of the first maximum. fundamental pattern, as indicated by Eq. 64. If there is a unique maximum, whose value equals n, assign the class associated to such maximum to the test pattern: 
In this step, the weighted additions are computed but considering each fundamental pattern on a class by itself. As we can see, only gives a sum of 2. Since this is the maximum value, it is unique, and also equals n, that class is assigned to the test pattern: This is unnecessary since the test pattern has already been assigned a class. (x) If there is a unique maximum, assign x  to the class corresponding to such maximum: This is unnecessary since the test pattern has already been assigned a class. (xi) Otherwise, assign x  to the class of the first maximum. This is unnecessary since the test pattern has already been assigned a class.
As can be seen, the new version of the classification algorithm offers an improved performance, classifying correctly all known patterns.
Second Generation of Experiments
Taking into account the improvements introduced with the second version of the Gamma classifier, as well as the modifications to the method of applying it to the current problem explained in Sec. 6, a new set of experiments was run. This is the 2G, which also follows the experimental design described in Sec. 4.
In the following subsection, the experiments run are described. Then, the results obtained are presented and discussed, and later the performance shown is compared with that exhibited by other methods.
Second generation: Experiments done
For this new generation of experimental runs, the fundamental set was built using data taken from two stations for each one of four pollutants, for the year 2010. On the other hand, the test set was built with data taken from one month of another year: one experiment instance with January 2011 and another with data from February 2011, for each station and each pollutant. The details of each experimental run can be seen in Table 3 . For the classification step, the Gamma classifier version 2 was used.
Second generation: Results and discussion
The results obtained on the 2G (experiments 13 to 28) are shown in Table 7 It bears mention that there is not one instance for which all three measures of performance agree on the best performer: although experiment 16 shows the minimum bias and NFit among CO, it does worse than experiment 13 on RMSE. The case of experiment 28 is even more dramatic: it is the best result for NO x when evaluated with bias or RMSE, but it is the worst on NFit… and by a very long shot! These differences are due to what each measure indicates, as well as their focus and limitations, as explained in subsections 4.2 and 5.2.
One other aspect of interest is that none of these new experiments shows such good performance as experiments 10, 11, and 12 from the 1G, which lead us to suspect that the cause for such good results lies in the data used for said experiments.
On the other hand, by comparing the results obtained during this 2G against those of the 1G, a slight improvement can be seen. Although the bias for all experiments 13 to 28 are larger than those of experiments 1 to 12, both the mean RMSE and mean NFit for CO, O 3 , and SO 2 is better on experiments 13 to 28 than on 1 to 12. The data on NO x is suspicious, but comparing the performance of experiment 9 to those of experiments 25 to 28, the NFit is better on experiments 25 and 26, while experiment 9 shows better RMSE.
Regarding this slight improvement, let us recall that improvements introduced by the Gamma classifier version 2 and the modified method affect the result of some of the test pattern, not all of them. The effects introduced by the method of the 2G, compared against the result that would have been obtained if the original method (used on the 1G) was applied, can be seen in table 8. As can be seen, the effect of the modified method is not very large, yet not negligible. Experiment 16 has the least amount of patterns affected, only 2 out of 673 (0.3%), but the difference in performance when compared to the results given by the original method on the same data is not the minimum, for either bias, RMSE or NFit. On the other hand, the experiment with most patterns affected by the variations to the method is 24, with 124 out of 673 patterns (18.42%). Again, this is not the experiment with the greatest difference in bias or RMSE, but it has the largest difference on NFit: 289.42.
Again, the differences tend to group together in different ranges for different pollutants, although this tendency is not as clear-cut as the actual values of performance.
Regarding bias, it is always larger (both in magnitude and sign) for the modified method, indicating that this method tends to underestimate less and overestimate more than the method used on the 1G. Notice also that all values of RMSE are better for the improved method, again in different ranges for each pollutant. In particular, the mean difference in RMSE for CO is 0.004750 ppm, while that of O 3 , SO 2 , and NO x are, respectively: 0.000287 ppm, 0.000478 ppm, and 0.000496 ppm.
The behavior of NFit is different. While it improves for 12 out of 16 experiments, the magnitude of most of those 12 results are quite small: the average NFit difference for those experiments where it improved is 28.25 ppm, while the average for the experiments where the NFit was better with the original method is -27.00 ppm; their difference is barely 1.25, even when the NFit for experiment 24 was an improvement of 289.4248.
Looking at the considerable variations on the impact that the modified method has on performance, it is clear that new improvements and extension of the method are called for.
Second generation: Comparison with other methods
Again, a comparison against other methods is in order. Thus, These comparisons exhibit some emerging traits of the proposed method. First, it seems to show a better performance on O 3 than on the other pollutants so far considered, when only past values for the concentration of the target pollutant are used. On the other hand, the results on other pollutants are not as good, but still competitive.
On the topic of the extremely (and surprisingly) good results of experiments 10 to 12, the fact that other experiments done with the same method (versions 1 and 2) on different data offer more conventional results, leads to the suspicion that the data used for those three experiments is abnormally good. Two interesting questions left for future work, which arise from the latter observation, are the following: on one hand, would other methods perform as well? And what makes these data so appropriate to work with the proposed method?
Analysis and Comparison
In order to compare the performance of the Gamma classifier against other methods of pollutant prediction, the results of seven research papers (Refs. 9-15) have been used. In those works, the authors have applied the following methods to predict the concentration of several contaminants: MLR, 9 Bayesian networks and decision trees, 10 ANN, 10-13 SVM, 14 and the pollution models Caline and IITLS. 15 Regarding these comparisons, it is necessary to emphasize two considerations.
 Consideration 1. There is no universally best learning algorithm, which implies that there is no classification or prediction algorithm which is the best for all and every situation. Such a strong claim is based on a series of theorems, known as the NoFree-Lunch Theorems, which establish that for any algorithm, any elevated performance over one class of problems is offset by performance over another class. 33 In this sense, Duda and Hart refer to the NoFree-Lunch Theorems for Pattern Recognition in the following terms: "If an algorithm seems to surpass another on a particular situation, this is a consequence of its adaptation to the particular pattern recognition problem, and not to a general superiority of that algorithm". 25  Consideration 2. When comparing the performance of two prediction or classification models, the ideal situation is to do such comparison under the same conditions and using the same measure criteria. In other words, we would like to have both algorithms trained with the same data set, as well as being tested on the same test pattern set, and using the same criteria of performance evaluation.
However, in the topic of environmental data prediction, it is quite difficult -if not altogether impossible-to obtain scientific publications on different models where the same data sets have been used for training, on one hand, and the same data sets were used for testing, on the other hand, while also sharing the same measure criteria for performance. This is due to the lack of standardized, publicly accessible data sets.
When these considerations are taken into account, it is possible to state that there are no founded reasons to claim that any one method is inherently better than the rest for all cases. Thus, if for some data sets the Gamma classifier exhibits better performance than the other methods, this can be explained by a better adaptation of that method to the specific data sets used. However, it is also important to notice that, for some experiments, the Gamma classifier shows large errors: such is the case of experiment 3, where the RMSE is quite high.
Then, we may claim that it is not only the method by itself or the data sets by themselves, which explain a good performance: it is the combination of a good method and an appropriate data set which explains a better performance.
On the other hand, we can see that the conditions presented in the second consideration are very difficult to meet, which leads us to look for publications whose experiments use the same measure criteria (e.g. RMSE, NFit, or Absolute Mean Error), even though the prediction is done on different pollutants for different places around the world; that is, even when the data sets used for learning and training are different from paper to paper.
This is exactly what happened in the present work: fixed unit and measure criteria were chosen, all data was converted into those units of measure (where possible), and the results were compared using the measure criteria picked at the beginning.
On a different but related train of thought, it is a common practice for the authors of scientific works on pollutants prediction to not describe in detail the methods they use for their predictions, referring the reader to other publications where those details are described.
Even though the papers from Refs. 9-15 are no exception to that practice, below an analysis of the prediction mechanisms used in those papers is done, as far as possible. That is, the text of those seven papers is taken as the basis to try and explain the nature of each consulted method for pollution prediction, showing their advantages and drawbacks. This is done in order to sort out the reasons behind the robustness and good performance shown experimentally by the Gamma classifier, when compared to these methods. That is, only one independent variable (time) and one dependent variable (the pollutant concentration at that time) are considered. On the other hand, most methods try to do multivariate regression, leading to situations such as contemplating 34 independent variables. 13 (iii) Derived from the latter item, given that the Gamma classifier only takes into account one independent variable, it has no problems regarding correlation among variables, or any of the problems introduced by the probability distribution characteristics of multiple independent variables. (iv) The Gamma classifier algorithm suffers no convergence or local minima problems, shown by the ANN models, [10] [11] [12] [13] which leads them to reduced performance (both in predictive accuracy and time). (v) The Gamma classifier algorithm lacks the drawbacks of Bayesian networks or decision trees. 10 On one hand, the correlation of independent variables is one source of diminished performance for Bayesian networks, but it has no effect on the Gamma classifier since it considers only one independent variable. On the other hand, the C4.5 decision tree exhibits a poor ability to solve the multi-class problems. 35 There are two drawbacks of Quinlan's C4.5 when dealing with multi-class problems: the training speed will become slow and the classification accuracy will decrease acutely. Meanwhile, the Gamma classifier was designed to tackle the multi-class problem from the beginning, presenting no such drawbacks. (vi) The Gamma classifier algorithm is not affected by the curse of dimensionality as the SVM does. 14 This latter model exhibits the computational problem with the numerical optimization in a highdimensional space.
(vii) Regarding Ref. 15 , we have no founded elements to put forward an informed opinion. We have simply shown through experimental results that the Gamma classifier defeats Caline and IITLS for pollutants prediction, at least for some cases on NO x .
We believe that these seven reasons show the good performance of our method related to the other existing time series prediction methods; that is, we have clearly specified why the Gamma classifier is better than the other time series prediction methods.
However, is perhaps the Gamma classifier free of drawbacks or limitations? Of course not, this model also has disadvantages, some of which appear when it is compared to those methods present in Refs. 9-15, as shown below. algorithm, it is unable to predict pollutant concentration values which are absent from the fundamental set. This means that, when a target pollutant takes a concentration value unknown by the Gamma classifier, there will be a prediction error, even if the unknown value is quite similar to a known value. On the other hand, most of the other models can do this: for instance the MLR model 9 is able to predict values which are not present in the learning set. (iv) Like any other pollutant prediction model, the Gamma classifier cannot predict dramatic changes in contaminant concentration due to unforeseen events, such as a volcanic eruption, an uncontrolled fire, or an explosion. This point is also discussed in subsection 5.2.
Yet, an issue remains: how is it that in experiments 11 and 12, the RMSE is zero? In order to answer this question let us consider the concept of robustness presented by Rosenhead, which is one of the most important experts in this topic: "A simple statement of the robustness criterion is that, other things being equal, an initial commitment should be preferred if the proportion of desirable future situations that can still be reached once that decision has been implemented is high". 36 The same author tells us which are the elements that must be specified in a problem situation for robustness analysis:
 a set of alternative initial commitments to be considered,  a set of 'futures' representative of possible environments of the system, and  a set of relevant possible configurations of the system which the decisions will modify.
The three elements above need to be complemented by information of the following types:
 assessments of the compatibility of each commitment-configuration pair,  evaluation of the performance of each configuration in each future.
Following Rosenhead, we will start from the results on one experiment described in our paper, which are quite good but not as good as those of experiments 11 and 12: experiment 10 has a very low RMSE, yet it is not cero. Then, why experiment 10 has so small RMSE? What happened is that the Gamma classifier only misclassifies one data point when predicting each concentration value. The prediction is done by finding in the fundamental set, the nearest pattern to the test pattern (made by the previous ten data points to the data point of May 4th at 4:00 AM), according to the Gamma classifier criteria, and taking the next concentration value as the prediction. This error consists in that the concentration value given by the fundamental pattern (e.g. the corresponding class), which is the prediction, is 0.006 ppm, while the actual concentration for that data point was 0.005 ppm. On one hand, the test pattern is built with the following sequence of differences (see the pattern coding technique at subsection 4.1 from the present paper), with its corresponding class being: Based on the previous explanation, it becomes clearer why the RMSE for experiments 11 and 12 is zero. Such miss-classification as the one presented above does not happen for any data point in the test data sets of experiments 11 and 12. This discussion illustrates the robustness of the Gamma classifier algorithm, according to the criteria proposed by Rosenhead.
Conclusions and Future Work
Data related to atmospheric pollution in Mexico City can be worked as time series, thanks to its periodicity. In the present work, the air quality data measured at Mexico City was used to build several time series. The Gamma classifier -versions 1 and 2-combined with an emerging coding technique has been used to predict future values of the time series, thus forecasting the concentration levels of four criteria pollutants: carbon monoxide (CO), ozone (O 3 ), sulfur dioxide (SO 2 ), and nitrogen oxides (NO x ). The experimental results show a competitive performance by the Gamma classifier as a predictor of pollutant concentrations.
In order to apply the proposed method to different data, such as other pollutants or time intervals, new fundamental and test pattern sets should be built and presented to the method.
Notice that it is not possible to make a direct comparison of published results, given that different data sets, describing different local phenomena with different measure units, are used. This is mainly due to the lack of a standardized, publicly accessible database regarding this particular problem.
A new version of the Gamma classifier algorithm is introduced in this paper, along with its theoretical foundation.
From these results, several lines of future work can be drawn:  Implement other methods found in related scientific literature and test them on the same data used by the Gamma classifier, in order to compare all methods under the same methodological conditions.  Application of the Gamma classifier and the proposed coding technique to the analysis and prediction of time series built with data taken from other air quality databases, and comparison of results with those present in scientific literature. 
