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ра и дискретная математика! Прикладные вопросы информатики. 
Рига: ЛГУ им. П.Стучки, 1989. С. 1^­46. 
Разравотаиы методы построения аналитические выражений для* 
овъектов линейной алгебры в виде символьные комбинаторных 
конфигураций с внутренними функциальнымм связями, которые 
формируются с помощь» сочетательных, перестановочных и упа­
ковочные операторов. Для таких операторов получены их экви­
валенты в форме упорядоченных векторно­матричных конструкций 
И графов. Понижение сложности вычислительных алгоритмов 
предложено осуществлять с помощью методов спецификации и 
фильтрации аргументных множеств комбинаторных операторов. 
Доказаны теоремы: полиномиальная; о декомпозиции сочета­
тельных конфигураций, декартовых степеней множеств. Получены 
символьные аналитические выражения для произведений степен­
ных рядов, полиномов, сочетательных упаковочных конфигураций. 
Разработаны символьные методы матричных преобразований и С Б ­
ращения матриц и их сумм. Они Б Ы Л И применены для решения з а ­
дач идентификации. Применение полученных символьных комбина­
торных методов аналитических вычислений перспективно в о в ­
ласти компьютерной алгебры. Бивлиогр. 8 назв. 
УДК 519.76 «И 
Волков Н.Д.,Суставова В.Е. Некоторые вопросы аксиоматики р е ­
ляционных алгевр // Алгебра и дискретная математика! При­
кладные бопросы информатики. Рига: ЛГУ им. П.Стучки, 198?. 
С. 47­53. 
Доказывается, что пятая аксиома реляционных, алгевр в 
смысле Вениаминов^ может выть обобщена. На взгляд авторов 
это поэволет в ряде случаев овлегчить применение этой акси­
омы. Бивлиогр. 2 назв. 
/ 
УДК 681.142.2 
Гомулка Э.» Лес^кее­ич 3 . Алгоритмы и управление материальным 
потоком // Алгевра и дискретная математика: Прикладные воп­
росы информатики. Ригам АТУ ни. ГКСтучкм> 1989. С. 54­64. 
Предлагается решение задачи управления материальным п о ­
т о к и , учитывающего возможность появления помех, возмущений 
в производственны ., транспортных и информационных процессах. 
Решение заключается в совмещении эвристические алгоритмов и 
микрокомпьютеров. Приводится пример. Бивлиогр. 14 назв. 
УДК 519.76. 
Детловс В. К.' Моделирование хореических и ямбических интона­
ций латышских сватовских песен // Алгебра и дискретная мате­
матика! Прикладные вопросы информатики. Рига: ЛГУ им. П. 
Стучки, 1989. С. 6 5 ­ 7 6 . 
Используя различные алгоритмы, сегментируются латышские 
народные мелодии двудольного размера. Сегментации сравнива­
ются при помоши эвклидовых расстояний частотных словарей 
сегментов. Полученные статистические модели характеризуют 
роль хореичес:<их и ямвических интонаций в рассмотренных м е ­
лодиях. Бивлиогр. 6 н а з в . 
УДК 51?.48 
Лмпянский P.C. Дифференциальное исчисление в алгеврах Ли // 
Алгевра и дискретная математика: Прикладные вопросы информа­
тики. Рига! ЛГУ им. П.Стучки, 1989. С. 77­84. 
Строится дифференциальное исчисление в алгебре Ли над 
кольцом К, аналогичное дифференциальному исчислению в груп­
пах, построенному в работе Фокса о разложении элементов груп­
повой алгевры в "ряд Тейлора с остатком". Указывается при­
менение производных Фокса в алгеврах Ли для исследования 
тождеств полупрямо^о произведения VXL, где V ­ лмевский L­
модуль. Бивлиогр. 4 н а з в . 
УДК 681.142.2 
Нитроне И.И. Моделирование агрохимических процессов на ПЭВМ 
// Алгевра и дискретная математика: Прикладные вопросы и н ­
форматики. Рига! ЛГУ им. П.Стучки, 19Э9. С. 85­В9. 
Эак ономерности агрохимических процессов происходящих в 
почве, раскрытые учеными сельского хозяйства, позволил** соз­
дать математическую м о д е л ь , которая отражает воздействие 
удобрений, извести и влияние погоды на почву и урожай. Выра­
ботанная модель использована в двух системах программ ПЭВМ! 
в деловой игре "Почва—урожай" и в программах моделирования 
агрохимических процессов. 
УДК 681.142.2 
Новаковскнй А., ШиевскиЙ 3. Обучение искусству програм­
мирования // Алгевра и дискретная математика: Прикладные 
вопросы информатики. Рига: ЛГУ мм. П.Стучки, 1989. С. 9 0 ­
­ 96. 
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В В Е Д Е Н И Е 
Сваримк содержит результаты исследований по прикладным 
вопросам информатики и алгевре, выполненных в основном м е т е т 
матмкамм Латвийского государственного университета. Нес коль — 
ко р а G O T представлено математиками Рижского политехнического 
института и сотрудниками Щецинского университета, Западно­
Берлинского технического университета, поддерживающими науч­
ные контакты с кафедрой дискретной математики и программиро­
вания физико­математического факультета Л Г У им. П.Стучки. 
Основная часть равот имеет прикладной характер. Так р а ­
боты Я.Бичевского и И.Валдате, Я.Бичевского и Х.Каушса, 
З.Гомулки и 3.Лескевича» У.Папе и Т.Вежбицкога, В.Детловса 
пссрящены применению информатики в различных Сферах челове­
ческой деят ельности. 
Остальные статьи имеют Более теоретический характер. Это 
работа У.Смилтса по теории программирования, работы H.Волко­
ва и Я.Цирулиса по теории ваз данных, работа А.Новаковского 
И 3 . Ш и е в с к о г о по методике преподавания информатики. 
Теоретическим вопросам алгебры и дискретной математики 
посвящены статьи Г.Бурова, А.Берзиньша, Р.Липянского. А.Шос­
така и 6­Штейнвука. 
Результаты, полученные авторами С Б О Р Н И К а , ­ новые и 
представляют интерес для широкого круга специалистов, расо­
тающих в указанных областях. 
Алгевра И дискретная^патематика: 
Прикладные вопросы информатики. Рига, ЯГУ, 1989 
УДК 319.48 
А.А. Еерэиныи, Р.С.Липямский 
О К0ГОМ0ЛОГИЯХ КОНЕЧНОМЕРНЫХ ПРЕДСТАВЛЕНИЙ 
ГРУПП И ПОЛУГРУПП 
Хорошо известно, что первая лемма Уайтхеда является у т ­
верждением о тривиальности первой группы когомологии конеч­
номерного представления полупростой алгевры Ли над полем х а ­
рактеристики О. В данной равоте рассматривается аналог лем­
мы Уайтхеда для конечномерных представлений групп и полу­
групп. Когомологии последних вводятся с помощью s­гомомор­
фиэмов С2Э, хотя имеется ряд других эквивалентных подходов 
C3J. 
Пусть <V,G> ­ представление группы G в V над­полем К. 
Определение I С23. С»­;ещенным г р м р м р р ф 1 1 з м о . м (^гомомор­
физмом) группы G в группу V называется такое отображение 
f:" G­­>V, что fix • д> = f ( x ) e g * ­f(g). 
Сумма двух скрещенных гомоморфизмов 4 и д, определенная как 
(­f •*• g) (н ) - 4 (у,) + g (и ) , явл яетс я с крещенным гомсчорфизмом. 
Относительно этого сложения множество скрещенных гомоморфиз­
мов Образуют авелеву группу, которая обозначается Z ' < V , G ) . 
О п р е д е л е н и е С 2 2 . Для каждого фиксированного элемента 
а € V функция ­f, определенная равенством ­fo.*?:) а а*х ­ а н а ­
зываете я гла^а^ным скрещенным гомоморфизмом. 
Главные скрещенные гомоморфизмы Образуют подгруппу 
B*(V,G> группы Z ' ( V , G ) . 
Первая грудла когомологии группы G над V определяется 
как факторгругМ*» 
t**4v.6) ш Z 1 (V, G) /В 1tV, G) . 
П р н л о ж е ш н » с.кре­щемных гомоморфизмов дано в следующем предло­
жении* 12'J*. 
0&еэдя€ к«Ци#^ £«. Группа всех автоморфизмов полупрямаго про­
изведены^­ и> я V A G , которые индуцируют тождественные авто­
морфизмы' *• гкэ­дгруппе V и факторгруппе B / V = 6 изоморфна груп­
пе Z 1 (V ' .b - ) s­гомомор­физмов. При этом изоморфизме внутрен­
ние автоморфизмы группы В, индуцированные элементами из 
V, соответствуют гпавным s­гомоморфиэмам. 
Рассмотрим теперь s­гомоморфизмы из алгевры Ли L B L­
модуль V С43. На­помним об Обозначениях! Z*<V,t_ ) ­ авелева 
группа бсех «­гомоморфизмов из L Е V ; B * < V , L ) ­ подгруппа 
главных «­гомоморфизмов, определенных равенством *а.<:<) = а*х 
Переая группа кагомологий алгееры L над V определяется как 
Факторгруппа H*<V,L ­> = Z l < V , L >/B 4<V,L >.Роль главных сире 
щенных гомоморфизмов среди s­гомоморфиэмов отмечает следую­
щее предложение (ср. с предложением 1 ) . 
Предложение 2. Группа всех автоморфизмов полупрямого п р о ­
изведения В • V A L , которые индуцируют тождественный а в т о ­
морфизм в подалгебре V и факторалгебре B/V SU L изоморфна 
группе Z*(V,L ) s­гомоморфизмов. П р и этом изоморфизме а в т о ­
морфизмы вида 1 * ada, а "6 V соответствуют главным «­гомо­
морфизмам (в случае char К » О автоморфизм 1 • ada • e a d a ) . 
Доказательство. Автоморфизм , обладающий указанными в 
условии свойствами, должен определ ять с я формулой *fi V, 1 ) « 
=» (V + f ( l ) , l ) , где i ­ некоторое отображение из L в V, 
причем f(О) • О. Условие, что 'f ­ автоморфизм В эквивалентно 
тому, что f — в— гомоморфизм и з L в V. Действительно, 
f C ( v t , i t >, <\гг,\г>1 ­ <vi°ii ­ v i M i * С Ч * ^  3 > я 
С другой стороны, 
cf <v, , i t ) , f <v^  , i z ) 3 = с <v t + H i j ) , ! , ) , <v z + f С1л ) ; t t > э » 
Левые части этих равенств совпадают тогда И только тогда 
когда ­f ­ fi­гомоморфизм. 
При этом произведение автоморфизмов соответсвует с л о ж е ­
нию функций а з Е т о м с р ф н э м е a d а = 1 + ada • ad а/2 + . . . ** 
m 1 + ada соответсвует главному в­гомоморфизму i i 
e û < / a ( V , l ) * (i + a d a M V . U « <V + a»l,l>, т.е. 
* a (1 ) * « M . 
Опять фиксируем некоторое представление <V,G> над К. Р а с ­
смотрим групповую алгевру KG группы G над К и фундаменталь­
ный идеал Д в KG, порожденный всевозможными элементами вида 
я ­ 1, X € В , 
Лемма, i­ Любому s­гомоморфизму D из G в V канонически 
соответствует некоторый « ­ Г О М О М О Р Ф И З М из А в V. 
Доказательство. Так как задано представление < V , G ) , то 
ему отвечает представление асеоииатиной алгебры KG в V и, 
значит,представление фундаментального идеала Д в V. Опреде­
лим отображение алгебры Кб в V по правилу D*(x ­ l>i » Dx и 
далее по линейности. Докажем­, что D ­ «­гомоморфизм Д в V. 
Действительно, пусть • « С а.(я; ­
; ' О 
1) м Ь ** £ b (у ­1) , 
À ^ * Ki ,Vj « G , a t , bj € К. 
D (a ­ b) » D (E a­b­ <x ­ l U y ­ 1> ­
E a b ­ D * < x y. ­ 1) ­ <>:• ­ 1) ­ (y ­ 1)) « 
4|­ * J L J 1 J 
* E a.b­ <D<x y ) ­ Dx ­ Dy ) » 
= E a b ­ <D:: ey ­ Dx • > =* 
Теорема 1. Пусть Б — группа линейных преобразовании конеч­
номерного векторного пространства V над К <сЬаг К « О) И 
КСЬ ­ полупростая алгебра. Тогда Н*(У,Б> = О. 
Доказательство. Обозначим через СКБЗ ­ коммутаторную ал­
гебру групповой алгебры Кб. Известно СХЗ, что из полупросто­
ты КБ следует равенство: С К Б ] = и Ф С, где 1_ ­ полупростой 
идеал, совпадающий с коммутатором алгебры Пи СКБ] (и ­ С КБ 3'> 
и С ­центр алгебры 1_ , С О С Т О Я Щ И Й И З полупросты:. элементов, 
т.е. минимальный многочлен любого элемента из С ­ не имеет 
кратных корней. 
С другой стороны, Г.КБЗ I в* Е, где Е ­ одномерная подал­
гебра, порожденная элементом I € Б, и I в Е А ] ­ коммутатор­
ная алгебра фундаментального идеала А . Так как И = [КБЗ', 
Пусть теперь D произвольный s­гомоморфиэм из Б в V. 
Согласно лемме I D соответствует S ­ Г О М О М О Р Ф И З М D ассоци­
ативной алгебры Д ь V. Это отображение индуцирует лневский 
s­гомоморфизм D : I — >V, и значит, s—гомоморфизм D*"i L — >V. 
Очевидно, для доказательства теоремы достаточно показать, 
что 5­гомоморфизм . D из I в V является главным. 
Нам понадобится лемма Уайтхеда С13 в следующей формули­
ровке. 
Лемма (Уайтхед). Пусть <V,L> ­ представление полупростой 
алгевры Л»* L в конечномерном пространстве V над полем харак­
теристики О и »•» ­ s­гомоморфизм из 1_ в V. Тогда существу­
ет t V» такой,, что i (г) • t » z , z »S 1_ . 
Пр1»«*м>я* лемму Уайтхеда к алгебре Ли L м s­гомоморфизму 
D имеем>г 
Э t ^ V. такой, что D <г> = t*z, г * L , 
т.е. D является главным s­гомоморфизмом из L » V. 
Определение _ 3 . Два s­гомоморфизма D i и из L в V маэы­
вамтсч 5­эквивалентными (D^s Üx), если существует а ­ < V, та­
кой, что ГЛ. ­ Da.» С. , где D <z > * a e z , z € L , т.е. D . и 
D­OTличаются н» главный s­гомоморфизм. 
то L С I. 
Постр­рим Б несколько шагов продолжение* В на алгввру I = 
и С 4­13. йпя этого. рассмотп­ии вначале Б­гомомор^иэм 
0 * = 0 * ­ 1' = .­ Ясно, что О 1 у = О, V* V <: I. и 0 1 * О'. Т е ­
перь построим 0 * . удовлетеор­яющни условиям* 
1. 0 1 г I) 1 
2. В1-/ = 0. У " / « I ­
3 . О = О, для некоторого х € С. 
Вое поль зуемс я тем. что элемент ^ С по л у прост. Поэто­
му минимальный многочлен г. ; элемента х не делится на х* • 
Возьмем •*­<:;) = Сп(:!) и л и С;:Ь(:;> так, Ч Т О Б Ы * <Х> = х • :,гд(м>. 
Определим О^Ъ = * <Э 1 > 0 д (х > ) 0 з . Проверим, что постро­
енное О удовлетворяет трем вышеприведенным условиям: 
1, 0 1 £ Б по построению, так как сектор 0Ч::)°д(::) ­
фи*ксл^ро*аниый элемент из V. 
2ч как вА{*у = 1>*<й*у) = вНу»*) ­
» Б* у ° " = 0, то 02у • 01у + ( Г 4 * • у) 9 д (к) = О 
Vздесь мы воспользовались тем, что х коммутирует со всеми 
элементами из и ) . 
3 . О 1 ;: ~- й1;; + (0'х • д (;:))* х " Р*К*д<х) + 0*:: =» 
­ 0 1 (.;: + д (:;) ) = Ъ1* ) « О, 
Присоединяя последовательно Базисные элементы из центра С 
(. с! 1 <п С ; ш / мы пос троим б—гомоморфизм Vя так ой, что 
0 * О для : : ­ С , О к у = 0 , г ­ у ^ Ь и О " £ П 1 . 
Т ем самым мы доказали', что £ С на алгебре 1, т.е. Б ­ г о м о ­
морфизм 0 из I в V является главным. 
С л е д с т в и е ! . Если Ь ­ конечная группа Б Ы_ ( V ) , 
то Н*(7,Б) = О. 
СледстЕ ие 2. Если Ь ­ компактная подгр­уппа с (Ы_ (V) , 
то Н 1 ( V , О = 0. 
доказательство следует из того факта, что в случае конечны . 
и компактных групп алгебра КС­­полупроста. Отметим, что ана­
логичное понятие 5 ­ г о м о м о р ф и з м а и группы когомологии можно 
ввести в случае когда О ­ полу группа. дейс твукшая в вектор­
ном пространстве V. 
Имеет место теорема. 
Теорема 2. Пусть 6 ­ полугруппа с 1 линейных преобразо­
ваний конечномерного векторного пространства V и КБ ­ полу­
простая полугрупповая алгесра. Тогда Н (У,й> " О. 
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Abstract 
B e m g g , A., R. Lipyanski. On cogomol ogi es of finite­di­
mensional representations of groups and semigroups. 
Relations between di f ­f eren teac t i on in Lie algebras and 
P O M differentation in semigroups are established, which m a ­
kes, it possible to calculate the ­first group of cogomol ogi es 
­for a certain class o­f ­finite­dimensional representations of 
semigroups. 
Theorem. Let G b e transformation semigroup of finite­di­
mensional linear space V on the field K t char K * 0) and 
assume that KG is semisimple. Then H*(V,G> • 0. 
Алгебра и дискретная математика: 
Прикладные вопросы информатики, Рига, ЛГУ, 198° 
УДК 681.142.2 
Я.Я. Бичевскмй , И.Б. Вапдаге 
СПЕЦИАЛИЗИРОВАННЫЙ ЯЗЫК ОБРАБОТКИ ДВУМЕРНЫХ ТАБЛИЦ 
Создание программного Обеспечения систем управления ва­
зами данные (СУБД) ­ дело очень дорогостоящее. Поэтому в е з д е , 
где это возможно» надо пользоваться стандартными системами 
С 1,2• 3. Однако существуют обстоятельства, которые заставляют 
создавать свои собственные СУБД или дополнять существующие . 
Это, во­первых, скорость выполнения заданий, которая снижа­
ется из­за универсальности системы; во­вторых, сложность и с ­
пользования; в­третьи ­., некоторое отставание от современных 
требований, ибо стандартные системы разрасатываются и внедря­
ются дол го. Еще один недостаток стандартны:­­: СУБД заключаете я 
в отсутствии верхнего, ориентированного на пользователя,уров­
ня , т.е. возможности пользоваться ими человеку Б е з с п е ц и а п ь ­
ных нгвыков программирования. Данная статья посвящена опыту 
разработки одной проблемно­ориентированной системы, предназ­
наченной дл я обработки; ;ормации, представ ленной в виде дву­
мерны ­­. таблиц. 
Сельскохозяйственные предприятия Латвийской ССР ежегодно 
составляют, так называемые, годовые отчеты, содержащие около 
8000 показателей с подробными сведениями о хоэяйственной 
деятельности каждого из 6 2 3 предприятий.Обработка этой инфор­
мации ( разделяется на 2 этапа. На первом этапе данные по о т ­
дельным хозяйствам вводятся в ЭВМ, контролируются и уточня­
ются с целью получения "правдоледобны:с" данных О Б отдельном 
хозяйстве и одноразового составления с водны;:, от четов по рес­
публике. Второй этап характеризуется многократной В Ы Б О Р К О Й 
Б Л И З К И : , П О смыслу показателей для экономического анализа дея­
тельности групп или отдельных хозяйств. 
На первом этапе обработка данных осуществляется "по о­
зяйствам", поэтому данные О Б одном хозяйстве на внешнем носи­
теле информации должны находиться "близко". Этот вид пред­
ставления данных выбран в системе обработки отчетных данны < 
ATS­8G, созданном в институте земледелия и мелиорации Эстон­
ской ССР С 33 и исполь зованном в ВЦ коллективного пол ь зпвания 
АПК Латвийской ССР для решения задач первого этапа. Однлко 
такое представление данных нерационально на втором этапе.ког­
да­ для В Ы Б О Р К И одного или нескольких показателей из все : о­
зяйств следует просмотреть всю матрицу, что требует Б О Л Ь Ш И Е 
затрат машинных ресурсов. К тому же равота с АТ5­80 связана с 
техническими трудностями кодирования запроса; ATS­B0 работает 
весьма медленно и в своей эксплуатации требует лрофесиональ­
ных навыков оператора и даже программиста. 
Отсутствие проблемно­ориентированной надстройки в стан­
дартных СУБД не позволило их применять для решения поставлен­
ной задачи. Д л я решения проблем второго этапа исполtзования 
годовых отчетов сотрудниками ЛГУ и Института экономики ЛПК 
разработана система GP ("Годовые о т ч е т ы " ) . Система GP состоит 
из базы данных и языка запросов. При создании банка данных 
учитывалась специфика требовании второго этапа — данные п е р е ­
формировал не ь таким о б р а з о м ,Ч Т О Б Ы "близко" находилисЬ значе­
ния одного показателя для всех хозяйств и поиск потребовал 
значите ль но меньше вр­епени, чей Б системе ATS­uQ . 
Созданный язык запросов предназначен д/мн раы_».ы с число­
выми данными, которые рредставлены в виде двумерной матрицы. 
Языком запросов о б р а Б а т у ь а ш т с ч матрицы,р^энощенны^ на устрой­
стве riF'flnoro доступа и содержащие все показа гели по всем х о ­
зяйствам peer у с лики. Все показатели и хозяйства перед 'умер­ова— 
ны. В начале из этой " Б О Л Ь Ш О Й " матрицы в оперативную память 
выбираете л ее часть , т.н.* рабочая патрица, содержащая и н т е ­
ресующие пиль зовател ц мока^ат елп и хоэяйс тс*а. Над рабочей м а т ­
риЦей можно ос у щи с гвл ять такие пр­мь ыч» itie дейс твия как с л о ж е ­
ние , вычи гание с i рой , ст илвцов, а также вое ьма спь­цифичи­екм­ё 
иперации г р у n n M p a B b H u v i , расчета статистически,, njucaomj/iui'i , 
со • р.:. пиния и восстановления раьич^и t I р , 1 ц ы . Г'^^у ль i СИ ы рас ­
48 гов ьыьодятс я в видь у м и . ^ ы к 1 р и ь « 1 и н ы л печатны.ч материалов ' 
или же сtj ^ рам...u I с v« «р, ni­<uJ дли дальнейшего использования. 
L>i­u* /каа/аиные ьыше Д&йСТ£Ия задаются одним или несколькими 
операхрра>«и. Запрос, соеiоящий из множества операторов,Оформ— 
л ие гея ь> ьидь, последовательного навор­а данные, который пере— 
дается комплексу программ GP для неподередственной и н т е р п р е ­
т ации . 
Оператор выборки имеет формат 
ATLP список показателей­­ (< список хозяйств>) i 
Пример: ATLP 11,15 LIDZ 20,45,1,ТЗ(141 LIDZ 1 4 5 , 1 0 5 , 2 1 4 1 ) ; 
Этот оператор выбирает данные из исходной матрицы и создает 
рабочую матрицу с указанными показателями указанных хозяйств. 
В данном примере в оперативной памяти создается рабочая 
матрица; с 7 строками и 12 столбцами, из которых 3 последние 
­ пустые. 
Навор действий, которыми можно обрабатывать рабочую 
матрицу, опр­еделон потребностями пользователей ­ и м . н е о б х о ­
димы арифметические операции ( + , ­ , * , / ) , в качестве 
операндов в которых можно использовать как отдельные элементы 
рабочей матрицы, так и целые ее строки или столвцы.. В в ы р а ж е ­
ниях строка и стольец Обозначается соотвтетвенна R<номер> 
и К<номер ?. Оператор имеет формат : 
APR список выр­ажений>; 
Пример: APR ГI0~KB+K9,R1.K2«*U .K2/100I 
После выполнения этого оператора элементы 10. столбца будут 
суммой соответ с ть­ующи элементов В. и 9. С Т О Л Б Ц О В , , а первый. 
Элемент 2 . '* тплйца ра я делен на 100. 
Пример» ST SUM, VID; 
После выполнения этого оператора д л я все;: С Т О Л Б Ц О В рабочей 
матрицы вычислены сумма элементов и арифметическое среднее. 
Рабочую матрицу и рассчитанные значения статистических 
Функций на Л Ю Б О М этапе работы можно распечатать оператором х 
DR Г.£<текст дл^ заголовка хЗвЗ CPR1МЭ; 
Пример: DR GCEEECTOtfMOCTbSQ PRIM; 
После выполнения этого оператора на печать Б / Д Е Т выдана т а б ­
лица, содержащая все основные данные из рабочей матрицы (ука­
зано PRIM) и значения статистических функций для всей матрицы 
Рабочую матрицу можно сохранить в архиве на магнитном 
диске д л я последующего использования . При хранении пользова­
тель каждой матрице присваивает имя длимой до 8 символов. Бид 
оператора сохранения i 
GLB <имя>; 
Указывая э т о имя в операторе для вызова матрицы и э архива 
LAS <имя>| 
матрица с этим именем е ч н т ы в а е т с я из архива в рабочую матрицу 
Матрицу иэ архива можно так же присоединить к рабочей м а т ­
рице снизу или своку \конечно , толь ко при совпадении коли­
чества С Т О Л Б Ц О В . соответственно, с т р о к ) , указывая имя матрицы 
Специфическим действием, которое неов'ходимо д л я экономи­
ческих расчетов, является группирование ­ распределение строк 
по группам соответственно значению указанного столбца . Ь и д 
оператора группирования следующий 1 
БРс <номер столвца><<список и н т е р в а л о в > ) ; 
Пример: БР 4 < 100) , 3 ( 10, 20) ) 
После выполнения этого оператора строки рабочей матрицы р а с ­
пределены по Ь группам ­ сначала по 2 группам по значению 
эпемента в 4. столбце ( Б о л ь ш е или меньше Л00) , потом каждая 
из этих групп по 3 группам по значению элемента в 3 столбце. 
Для рабочей матрицы можно рассчитать значения простых с т а ­
тистически: функций — максимум, минимум,сумму, арифметическое 
•Среднее по столбцам. Бели рабочая матрица до этого группиро­
вана, значения функций вычисляются и для каждой группы. Функ­
ции задаются оператором : 
< с п и с о к ф у н к ц и й > ; 
соответственно в операторах 
PVNA <ННЯ>| 
И Л И 
PVNS <имя>­
Пользователям нужно проводить и довольно сложный статис­
тический анализ данных. Для этой мели в языке запросов вклю­
чен оператор BMDP , который приводит рабочую матрицу к форме, 
пригодной для обработки системой статистической Обработки 
данных BMDP С 4 J . 
Система GP предоставляет еше некоторые дополнительные 
возможности , которые подробнее описаны не Будут (например , 
вывод равочей матрицы в последовательный набор данных в таб­
личной форме , считывание данных из такого набора в рабочую 
матрицу и т.д.;. 
Система 6Р реализована на ЗБМ ЕС­1036 с использованием 
языков программирования PL/1 и ASSEMBLER . При программирова­
нии соблюден принцип модульности, который позволяет безболез­
ненно дополнять систему новыми операторами. 
В процессе эксплуатации системы GP подтвердилась целе­
сообразность вывора описанной выше структуры данных ­ запросы 
пользователей выполняются на порядок быстрее, чем при исполь­
зовании програмного комплекса ATS­BO. Обработка типичных за­
пр­осов требует примерно 2 минуты машинного времени ЕС­1036 . 
Еетественность понятий , использованных в языке запросов, 
позволила экономистам быстро освоить язык и пользоваться на­
копленной информацией вез помощи программистов . 
Кроме этого язык запросов системы GP оказался удобным 
инструментом не только для овравотки годовых отчетов,но и для 
работы с любыми данными , имеющими табличную структуру. 
Ъ институте экономики АПК систему GP используют для 
решения нес коль к их задач t распределения ресур­сов минеральных 
удоврений по хозяйствам республики, ововшения данных т у р е 
агрохимического обследования , ведения Бухгалтерского учета 
тепличного комбината колхоза "Царникава" . 
Опыт разработки и использования системы GF подтверждает 
жизнеспособность проблемно ­ ориентированны.­­, систем. 
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Ek I f l IbtHIU., ft « » i> IDF dlf I HlfUL (JJIlMULlb ( U JUdMtlll С П**ЦМ#*/1И~­
iitf ub«mm,ru ы н ь » a« M » t * i п и л н ы О П М Т О Я t t u ПО; c u с льг д / mihi hui 
ОС MvjfrMt.il и Г TĻ. , M*• 14» ' *•( TI i I 
- Г TdliK. I l I ' lUi h j4 L>bf­ AIM* I и 4 ДАМПЫ O l (Itf'UHtl t / r i L i l U I » | 
­ it»Mlf i1 l lH>b.>MIIUW , liltfKUV И ДЛ IjllMIK tl ft#HHM Ulli, ÍÍKÍJMy 
И ļ ļ \ f 11' L líil<Jt'« IV.I«'ll| 
- ( f ..bni'iuik' ķ ы a , iVf A-f'OTO I4AĶ n L>VM KM u n t i l . ) ! tt и с OATTVT Г H * A 
CItillK t i l ' i V l » 4 M (Л) j L Q I l ­ 4 f 
• Ml. IIU'It iübixi l« f « M , I l láUlb ПНиГИ Ulltir Jt Д ' 1 Й IIU'I/'LLRILMM 
ДЫ lut­И hti lihitnailb. 
Ии ­nU 'U l uHn l l» fr Д I IU il I i Ufc.fr AftsUf KM Д41Н«Ы . ПиЛЁкЫ UiUHU» 
nu livI'i'U ^ulUrtl i |гД>11|Щ ni'Cjrf tnriMiiV WkVC Mfllüiint' И Ik . ­ • • . IK, 
»-• ь , :. a , ru in f И i И . t i it UT тщ *v'b «МИА .I I " ­t­I . I «fini uk| ••* jum h) a w i 
D ' H Ulf Ч ¡ » Ü L H B K L L Á H Vitt IFC ' , ÜUtll'JW ПИОП^^ИКЦПШЫ'И III I V И1 
i'. J LH.,, ii­ а«*Н*МИ llii'lbt­ti v'libl I ut'. t HU« U HlUéf tí . i мни г " t u * * 
Ü*H(i IW.kU'H »vtl t ^MIUt lllj/lwkln ОГНИ ut>. I *** ! ft l lbll lf «Mklinll tiH­
c и м j im un'» и t w h i­iwL *• iii 11 u t r n , i n t « н и м . * m M i r u u * я ш i * * 
Г.04М4М t u tUj ., ч • t г T t ' f I i d à l l l i t l OliUltJfc 11 . 11 ' I_­• . 1 .. 1 J j ., i , «Г1 
HUI С М . Д/1 « i ( « ..HUID* l .».i i*bUl4H MAI Htr.it 1 liJbiiļ UL I 'll?D,WilU< 
Hur 4 * j I» i «i . it jfruf и 4 tt i i II i I «ft 1 •). ÜUHocij 4 1 О dt id ­ i l l 1 W'l t hl. 
»* I f­ , Дм l Lftf Jini », i M'lji UflVIHII tl "tMC i А М Д А | I М Ы * " П и Л «АЫн 
опытов. 
ū n t i l f V ; e­'b, lini ­ ­II ­ i ­I ­II­, T t A O*, i tvtbvi 1Ы1 I t H l Ifcf *4 / Wl ik­l 1 l'ibtoli ' 
I Ut I fa A.#MKAJ Ни/ШЬЫ WMftHUk) I' НОГ' . ­ ;«••' !_ К vjl'l i , f.­ t ' ­ • ' ­ < . ' ; , 
A U Bv «V titM и щ и I Util / t i u t | «ft .ни и #rf'üiiuibUL'«ril«rH.iii t i? ] , L tí Д I IU, 
FA i f ­ebuiéi inwfu ft ' 4*« ut 'lub'jKiui ( 3 1 , n p w A . . L M Ō Г г «ми AOAk uiutï p A 1~ 
MUI,bf.«iHM ft. U f l l l b i (FTIUF­M 44 MMC M ДА»*И|, , .. h t b • ft hùlU" 
pfcJ A A ЮрЫ t. I «F­'M/ii te A lit «а ус ми Г f­ ы Г t» Нес TU Д Л И АСеЬОА! южны и с ­
L Ü , » " Ы П О М A M A I HR ft t'ii. U À I M A H O Д Л Я К U M h F­ tf Ï МЫ О П Ы Т О Ь Ь О Л Ъ Ш * * ! 
Ч А С т ft nu*» HJbN>i к . « л мм к­.' и с т « « т е п п>с f о м . Кроме « т о г е , р -л з ы г 
Т и * pACTOMii« B Ō A C 1 t/#j ipubytT MCC ЛАДО»«1НИй *СА м ь & t.! . П О И А АД T V 
Л W M , ЧТСг A CbONI Q­iBf. s f l k »4А П О Л В и Л Ш Т A*P*Htt« АвфИКСМрО­
• ' . . . . 
ват к в Б л а н к а . ­ . Б к о т о р ы е Будут внесены результаты опытов. БД 
ПО, разраьотанмып Б НИИ э к о н о м и к и агропромышленного комплек­
са Латвийской ССР ориентирован н а " С В О Б О Д Н Ы Й " состав и формат 
представления вводных данных, н а накопление информации м н о ­
голетних полевых опытов и на возможность использования Б а н к а 
данных вез п о м о щ и программиста. 
2. Провлемы и р е ш е н и я . _ • 
Данмые полевых опытов имеют четыре;­, уровневую с тру к туру. На 
первом I высшем > уроьне фиксируютс я значения переменны ., ха­
ран теризующи;­ опыт в целом; например, аг­тор опыта, место про­
ведения, тип почвы и т.п. На втором уровне учитываются значе­
ния пнрененны . проведения опытов п о годам; например,климати­
ческие условия, выращиваемая иу'/М тура, агроте ;ника п. т . п. На 
третьем уровне маходятс я х«мачемпя переменны , хардятеричующи . 
• варианты, а на четвертом ­ а н а ч е м и я переиенныл пь&тарностей 
вариантов, Для предотвращения дуьлироеанич информации на раз­
н ы е уровнях ее ­ранет в отдельны Н А Б О Р а г д а н н ы е . Одна ко эта 
древовидная структура неудобна для статистического анализа 
данных. Поэт о м у перед о в р аБ О Т кой слеаует П р и — С Т Н с т р у к т у р у 
данных и матричной форме, что средствами универс а л к м ы . СУЕД 
[ 4 3 осуществить практически невозможно. 
В намести? второй следует рассио греть п р о е л е м у у а зноое ­
р а з и и форм ввода з а й м ы ь ЭВМ. Исследова г э л и привык п и записы­
вать результаты с в о 1 и опытов в т а к о й ф о р м е , к с и о р а я и а ­ к е т с я 
им н з м Е О / ш е У ' Д О Б Н О Й . П О Э Т О М У п р и в в о д е а ^ н н ы . : в ЗОИ дополни­
тельно должен вытк з а д а н и ч ф о р м а т . 
При стат истическои оер ава т не реэуль татоь п о л е в ы опытов 
необходимы такие Д С П С Т Е И Я к а к вертикальное и гор и з о н т а л ь м о е 
совмещение д а н » « ы . Персов д е н с тьме типично в с 1»> чая , к о г д а 
дл я совместной с татпетичес к ои овр аеотки нес колики, опытов о н и 
должны Б Ы Т К ра э н е щ & ы ы Е одной м а гриие п р и этом д о т • м ы Б Ы Т К 
совмещены стольиы с одинаковым содержат ел к » < ы н смыс п о м . 
Горизонтальное совмещение типично, когда ис след уег с я мно­
голетний а г р о н и м и ч ^ с к и п процесс• в к о т о р о й поьторнос т ь од­
ного ьарианта преде г а» Л чет с оьой сивы пш на одной о п ы т ­
н о й делянке. Тогда в одной с Т р о к е матрицы должны Б Ы Т Ь п о м е щ е ­
ны данные разны Г О Д О Е , н о о д м о 1 ' о и того ж*­.­ варианта и п о в т о р ­
н о е ти. Для решенич этой проь /1 ены. а г.<м:е для Ов/10ГЧв?НИя 
Е н е с е н и ч изменении в длимые, нажатый маьок гимчении пе| е и е н м ь г . , 
л а р а к т е р и з ую ш и и п о в т и р м о с ть , и д е и тифицир . е I с я к л ю ч о м , сое ти­
ящмм И В че гыре ч и с е л ; н о м е р а о п ы та, года пр и в е д е м м я о п н I •, 
номера варианта и номера пов Т екмис ти. Г о р и л о м т а и • ю е с н ы и ­
щ е и и к ? реализуется В Ы Б О р ­ и м из Г., ПО м**Тр ­М( ­4 и Д е * м м п п н • а н и Г . ) 
года И " с к леиеаммем" с I ром и одинаковы! 1и номера» ил вариантов и 
повт ормос т е й . Гок и з и м та ЛК н о в *_ОК 1 И > Щ р н и е неоь о ш н к ' гак *.е д пШ 
выборки значении п е р е м е н н ы , р ч н ч щ н и я мм р а зны; уровне • 
Естественно, и я И п н н ы е в ы ш е операции нетипичны о . » я * н и ь е р ­
салкны . СУБД. 
Следующим нетипичным д е и с т и ­ и е п я в л я е т » м ' гая м«* з*->ш л » е м о е 
•средмение. ц<епо в т о м , что а . 1 ч а с I V » Щ о а » ­ м ы ванные н о ь а ­
риамтам И Д i даже г о дан» ; атч в опыте они учтены по повторнос­
тям. Тогда по сеем повторностям oi^oro варианта следует вы­
числить, среднее значение, которое в дальмейши. расчета.» Будет 
представлять вариант или год. 
Следующей особенностью Ей ПО является необходимость про­
ведения трансформаций данны. . Напр'нмер. при рас чет ах может 
понадобитьс я вес. сухого урожая , но в от дельны ; опытах вес 
урожая задан при определенной владноетн. Псэтому Bfl ПО содер­
жит также средства арифметической обработки значений. 
Ос о Бую роль в БД ПО играет с пецма ль нэя таьчииа, называе­
мая таблицей все * переменны,' по левы 4 опытов. Она с одержит 
описания и , арак т©ристики всех исс ледуемы в посевы опытах 
переменных, например, имена показателей, и;» тип и единицу и з ­
мерения, описания допустимы, значении и т.п. Эта тавлица по­
зволяет осуществить немо тор>ю с тандар тиэацпю виу т ремнего 
представления данмы , что оБлегчает последующ­ю совместную 
Обработку реэуль татов ра зны палевы• опытов. 
Известно, ч га в нас тоящс?е время с у шее г в уют много програм­
мных систем статистического аналига данныч, которые испольг>­
юте я для обработки данны I по левы ­ опыт ов. Основная за дача БД 
ПО в эт ой с ит , а ими сое топт в овес печен»»» удоьноП и ПрОС той 
передачи данны . зтим сне темам. 
Из сказанного выше след/ет, что для ведения вамка гтолевы 
О П Ы Т О Е универсальные СУБД трудно примени» «ы й поэтому оправды­
вает себя разработка пр о r> •1 емно ­ op i IBHTI (ров анмог о БД П О со с л е ­
дующими основными группjмм команд! 
­ команды ведения Ба ВЫ длмиы•, овес печираищие добавление, 
ис правление, удален»te и контроль сормес тимос ти данных, 
­ команды печати, 
­ команды вывор ки и овьединения, овес печнваюшне овразова­
• ние, овьединение и со­ ранение 1 подмно»ее тв д а н н ы , гори­
зонталь ное и вертпкальное совмещение,усреднение и тран­
сформацию данны», 
­ команды перес ылки в ар <и§ и вое тановления данны < на ар­
хива. 
Команды ведения, пересылки, печати и еостановления опе­
рируют с данными , пр­едс тав ленными в древовидной с тру к туре. К о ­
манды выворки и объединения создают так называемую рабочую 
магрицу, С Т О Л Б Ц Ы которой содержат значения переменныч , а 
строки ­ данные наблюдений Наблюдение включает в севя дан­
ные ов одной£ярпытной делянке, совранные m течении одного 
года или нес коль к п лет, количество к оторвы < опре деляет иссле­
дователь в зависимости от цели исследований. Рабочая матрица 
может выть образована ив подмножеств одного или несноль ки 
опытов. Рабочая матрица являете я удобной фоемой представления 
данны для ил­ с та тис тичес кого аналиэа разными программными 
с ис темами, в том чис ле сис темой S A S ITJ Э . 
3. Система команд ЕД ПО. 
3.1. Команда добавления. 
манные доваьлямтся ь БД ПО , размещенные в фиксированных 
или с В О Б О Д Н Ы Л формах ввода. Описания фиксированных форм уже 
заранее введены а БД ПО, а описания свободных форм пользова­
тель должен составить сам и ввести в БД ПО до ввода самих 
данных.. В описаниях форм заданы ииана переменных и их место­
нахождение на Бланка <. 
Если данные находятся в фиксированных формах ввода, и с ­
пользуется команда 
V.LI (КОМ * F'IEV.FRM =ff­f,I ­ и i С , 6*ggg 3 ) 
где iii — название фиксированной формы ввода) 
iii ­ номер опыта; 
ggg ­ год проведения опыта. 
При этом поль зов а те л JO не надо проверять , на од яте я ли вводи­
мые переменные в таьлице все;, гереиенны .^ Та, что им резерви­
ровано место в фиксированной ферме, означает, что эти пере­
ненныа предусмотрены в имфор­t и ц и и н н о п овес печении БД ПО. 
Л, и заполнении фиксированные форм значения переменных дол­
жны БЫТь. заданы в единицах измерения, укаэаиныл. в тавдице 
всех Веременных, и раз* 1 е щ е н ы в с грого фиксированных поэициял, 
t . i данные находят с я ъ С В О Б О Д Н Ы ­ , фор м а . ввода не поль зу­
ется команда 
V.LIU.OM ­ FIEV.F =fffC,l ­ i n H , G ~ggg3, L > 1 Ш 
где f f t - номер СЁйьоднии формы ввода} 
111 ­ > р O B & H t данны } i to .кет мр* и ч и г i a ть значения! 
" I " ­ опыт, 
" Б и ­ год, . 
"V" ­ вариант, 
"А" ­ повторноеть. 
Пользователь должен проверить, находятся ли вводимые перемен­
ные в таьлице ьсе>. переменны.», и при необходимое ти адмгмт.­
гратор БД ПО должен дополиять эту таьлииу­
3.2. Команда не правления. 
Исправления д«иныл, уж** на: г од ищи > с я в БД ПО, могут выть 
вь­едены в фиксированные пли в с воводны •­. форма, i , . 
Если данные н„­ одятс н в фиксированном форме, не правление 
ос /шествляет команд* 
'/.L1O0M » LAfcO.FFiM = + f f , I ­*Jtf,G =ggg3) 
E .L 'in данные намолятся в сьоьоднон фирне, пепрльление осу­
ществляет команда 
'АН О ОМ »• LnbO.F »f**>C.I =iii3t,G * g c g j , L «1111) 
Ь оьеи . сл/чая . заполняется ro/u ко зн* ­кх*мн пеправ^чепы > пе­
ременны . Поис к с трок данны , подлея шш i изменении!, ироис ­ одит 
по значения?» ключей, Например, для иэмфменмя Дчнны­ 1 U I H U I Я— 
«и/ся к пов горное т ям, клн»ч состоит из номер* опыт*, года, н о ­
мера варианта и номера гювгорности. 
3.3. Команда удаления. 
V ­ с - •: У': 
Удаление данных осуществляет команда 
4 L I ( К О М * DZST.I *iitC,G = g g g 3 ) 
Если параметр G не задан, удаляются данные всего опыта* а ~ 
если задан ­ удаляются только данные указанного года. 
3.4. Команда печати. 
Печать,накопленных в БД ПО данных, осуществляет команда 
7.t_I(K0M =* D R U K . F R M **­ff,I ­llit.G »ggg}> 
В Б Д ПО уже заложены несколько форм вывода данных) название 
формы, необходимой пользователи, задается в параметре F R M . 
По заказу поль зователя могут вы гь созданы и добавлены в Б Д 
ПО описание новы­ форм, по которым могут Б Ы Т Ь напечатаны 
данные ЛЮБЫХ заранее введенных опытов. 
3.5. Команда контроля совместимости данным. 
При вводе данные в БД ПО осуществляется их контроль на 
тип данных и на допустимость змаченнти. Ввиду того, что дан­
ные в Б Д ПО могут выть введены по частям, такие виды кон­
троля как совпадение количества повторноетей по вариантам, 
совпадение количества вариантов по годам и другие, могут 
выть осуществлены только после ввода всех данных. Это вы­
полняется командой 
/1LI < КОМ ­ K M P L . I »ii»t,G ­ggg]) 
Кроме контроля, эта команда выдает сводную информацию ов 
опыте! список исследованных в опыте переменныч, количество 
введенных значений переменных по годам, средние значения 
переменных и др. 
3.6. Команда выворки. 
Команда В Ы Б О Р К И образует часть рабочей матрицы, содер­
жащую Л И Б О данные одного опыта. выбранные поль зователеи из 
вазы данных, Л И Б О часть ранее соэданой рабочей матрицы. 
Если данные аыБнраютсч ив вазы данных, то в каждой строке 
размещаются данные одного года с одной делянки.Выборку осу­
ществляет команда 
УХ. I (КОМ j l A T L P . C I * i W , M =mmm; С, L = l 1 1 ] С , G _ N O S A C «аааЭ 
О с . R _ N O S A C = b b b 1 С , R E N A M E «сссЭС.КЕЕР ­ddcU 
С, D R O P *=еееП 
где mmm ­ на звание ранее созданной матрицы) 
ааа ­ логическое выражение, составленное из пе­
ременных, характеризующих весь опыт i n n 
год проведения опыта, при выполнении ко­
торого данные включайте я в выворку| 
bbb ­ логическое выражение, составленное из пе­
ременны.­ 3­го и 4­го уровня, при выполне­
нии которого данные влючаются в выборку* 
111 ­ уровень запроса, определяющий уровень на­
•лндвнип, включаемы : в выворку; может 
принимать значения; " 1 " , "G", " и " , "А"; 
ссс ­ список nef е­именуемы ; переменные. При вво­
де Дз»1 (ы t i­и ПО ь н и з к и е по содержанию 
пек именные могу т ьыть названы по р­аэному. 
В a *itмейшей совнес т ной овр­аво тке появля­
ется Н » Э О 6­,О Д И М О С Т Ь П р t l ( _ ton г ь t i n одно имя, 
что а Б е с печи г и; вер*) ик ал к t ю е совмещение" 
ddd ­ списан выдел­ е м ы • переменных. Параметр 
указывает имена переменных, которые долж­
ны выть вывраны для обработки) 
еее ­ с пне оК невыдел яены п е р еменны О. Параметр 
указывает имена переменны> опыта, которые 
в данной оьраьагье не используются. 
Если параметры K.EEF и L'KGF н е указаны, то в выворку вклю­
чаются все исследованные ы опыте переменны**. 
3 * 7 . Команда горизонтального совмещения. 
Команда образует часть равохей матрицы так ж е , к а к описан­
н а я выше команда ATLP, и горизонтально совмещает зту часть с 
В Ы Б О Р К О Й , которую создали предыдущие команды ATLP и PHDM. Го­
ризонтальное совмещение осуществляет команда 
XL I (КОМ «= PHDM, С , R _ N Û S A O b b b 3t, RENAME ­сссЗ 
C.KEEF *ddd3t,DR0F =eee3t,G_H *hhhî> 
где hhh ­ относительный номер года горизонтально 
совмещаемы.* д анны о г носитель но года дан­
ныл, ьыьранныл предыд>щен командой ATLP 
или FHDM. 
Т ак как г о р и ю и т а л ь н о совмещают с я данные, о тноящмес я к одним 
и тем лв делянкам опыта в раэныч года­;, естественно, что дан­
ные выбираются с того же опыта и л и выворкн, откуда их выврала 
предыд/чая команда rtTLF. После каждой команды выворкн может 
следовать несколько команд горизонтального совмещения. 
3 . 8 . Ком. »д* вертикального совмещения. 
копана* вертикально совмещает предыд»щпмм командам*.» соа­
данные час ти равочей матрииы. Вертикальное совмещен»te ос,шв­
ствляет команда 
V.U I (КОМ ­ VF. 1 GO С, M ­n.ffinilj 
где и О п ­ на з в a» *ме с о а д «• ь а емой р а во ч ей г ta т pi >цы. Ес­
ли параметр M не задан, образуется часть 
рабочем матрицы, котора я может быть с ос* ме­
шена с час т чип, со j даваемыми с ледующими 
командами вывор К П и Объединения. 
3 . 9 . Команды трансформаций. 
Трансформации мог ут ос > щесгвлят ь с я командами сис темы с та­
тист и • « е е к о г о лнллчзя ­ S A S , которые э а п и с ы Е а к т с я между к оиан­
дами ьыьорки и о*ьединьнич EU ПО. Каждая группа команд SAS 
р а ю т а в т с матрицей, образованной предыдущей командой БД ПО. 
3. 10. Команда пересылки данных m архив. 
Команда пересылает данные полевого опыта с активной вазы 
данных на магнитном диске в архив на магнитной ленте. Исход­
ные данные после пересылки удаляются. Пересылку осуществляет 
команда 
XL К КОМ •= KOP, I ­iii> 
3.11. Команда востановлемия данных. 
Команде востемовления пересылает данные полевого опыта с 
архива в активную вазу данных. Востановленне осуществляет к о ­
манда 
JtCI ( КОМ ­ AT J, I «ii 1 ) 
4. Заключение. 
Система команд Вд ПО реализована в виде надстройки над 
средствами SAS. Команды БД ПО являются макрокомандами SAS,. в 
результате чего БД П О доступны все вогатые средства 5AS по 
статистической овравотке данные. Простота использования SA6 и 
средств БД ПО позволяет специалистам сельского хозяйства 
ьольше заниматься решением свои^ основных проблем нежели п р е ­
одолением технических трудностей использования вычислительной 
ТО Н И К И I • 
К концу 19ВВ года в БД ПО заложено около 16 ООО наблюде­
н и и многолетних it однолетних полевы.. опытов. 
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СИМВОЛЬНЫЕ КОМБИНАТОРНЫЕ МЕТОДЫ АНАЛИТИЧЕСКИХ 
ВЫЧИСЛЕНИЙ И ИХ ПРИМЕНЕНИЕ В ЗАДАЧАХ ЛИНЕЙНОЙ АЛГЕБРЫ 
Введение 
В статье разравотаны метопы исчисления комбинаторных 
конфигураций, на основе которых формируются аналитические 
выражения в прикладных задачах. Комвинаторные конфигурации 
'КК) предлагается описывать упорядочеными векторно­матричны— 
ми лексикографическими конструкциями <ВМЛК>, которые строят­
ся на множестве натуральных чисел с использованием матрично­
го аппарата линейной алгевры. 
Д л я комбинаторных операторов КО { ( т е ) , Б >, формирую­
щих множества сочетании КС < ( т 1 ) , Б >, перестановок в е з 
повторений, КП : (т 1), 5 }| размещений, КР С'й>1), 5 >; 
упаковочных множеств. КУ С(т1), Б ) . построены упорядочен­
ные ВМЛК — эквиваленты. Они выли использованы д л я синтеза 
Б о л е е сложных комбинаторных объектов; декартовых ветвящихся 
сочетательных полного *ВГС) и усеченного (ВГСУ) греков. 
В статье предложены принципиально новые методы пониже­
н и я сложности вычислительных алгоритмов, основанные н а а н а ­
литических методах спецификации используемых в них комбина­
торных конфигураций. Доказаны теоремы о декомпозиции сочета­
тельных конфигураций и спецификации декартовых степеней м н о ­
жеств. Упрощения и формализация методов спецификации достиг­
нуты за счет т о г о , ч т о ее предлагается производить на уровне 
аргументных множеств Б операторов. Они выли эффективно и с ­
пользованы д л я доказательства ряда теорем линейной алгевры) 
выли р а з р а Б О т а ы ы аналитически* выражения д л я коэффициентов 
произведений сЧепениых ы фа*термальных рядов, рядов о б щ е г о 
вида, произведения пол*тмом©в? комбинаторных конфигураций) 
найден новый алгоритм» делен»»» полиномов. 
Разработанные индексные КК вьын использованы в матричных 
преобразованиях, в частности, гирь* решении задачи обращения 
суммы матриц. Указанный под: о д выл Э ф ф е к т и в н о использован 
при решении проблем идентификации» д*ыамически­.. систем. О с ­
новные результаты Б Ы Л И опубликованы щ. 11,2,33, но многие р е ­
з у л ь т а т ы публикуются впервые. ­Омы могут найти практическое 
применение дл« понижен»** сложность* вм*нк:лительных алгоритмов 
и создания рац^юнальныЧ лрогрлми символьных аналнтических 
вычислений в овласти­ комльютерноА алгебры. 
1. БМЛК ­ "эквиваленты номвинатормым операторам 
Результаты волдейс теий опера г о р о в КО Б у д е м записывать, 
используя функциональный оператор лексикографического про­
изведении, ФЛП (VJl!1 (или анаи произведения 0> декартовых век­
торов <о*Ч п матриц ССз'Л**^1\омпоненты последних и с С ^ я я в ­
гчипе я подмможес твами 
И в а Ы ; [ ^ { С л , ; . . . ; ^ } : ( О 
i e i ; ^ T ; К € 3 ; г » { 1 , г , . . . г } ; г > £ о л * . ­ , Ч ( а ) 
Для декар, oi­n векторов и матриц Б у д е м различать компонент­
ную и ии тег pt,.»r ные мощности: I % ^ \п~ ftl } l C l * ~ 6 I I 6 W 1й"1 I 
1С1ц*^*5­ l*topy и н д е к с п » <^J4> и * 1 П О л ь з > I?m для осоэначения н а ­
иравлемкости во "Д« Г*с т r­ич опера т аров К О с s 
a ) V j U * 4 0 ­ воздействие осуществляется на строки патрицы С J 
^) ijii»0i ~ на С Т О Л Б Ц Ы С I 
в>^*1>00 ~ на в с е элементы С t 
Г ) 1 ? Л * И ~ н а отдельные элементы С ­
Вышеу п о м янутые операторы фор - м и р у ют множества по следующим 
правилам» TTZx \ 
И 0 4 * К П М ­ { ( а А ­ . a f t ) ; . . . ; ( a a a ^ . . . f l 1 ) } ; ( 4 ) 
У \ ( % К Р в ( « , 5 ' « ' ) = а ^ . ^ ^ ^ К У Д ­ 5 < » ' ) ^ ( й № , . . 
. . . . • л и , . » ; ( C ; Q h . . / X V , A « s , ) J . ( О 
Для К Р ( 0 г с н ) 'КУ(*л4с,Н) следует различать соответственно вер., 
нее, среднее, нижнее расположения индекс ов 6 * S ( Ч ' относите­
льно элементов Q,J^A • 
Если К К , формируемые на основе В М Л К | и ЕЧ1ЛК^, различают­
с я лишь порядком следования компонент, и |ВМЛК ь|ц * IВМ»1 1 вс• 
IBMnKj Ijf * 1ВМЛК^ 1ц, т о такие ЬМЛК Б у д е м называть интеграль­
но эквивалентными. BrViKj - ВМЛКу . Формирование ВМЛК целесо— 
О Б р й з н Ь осущес т в л ять в виде лек епкографичес к их пр­ои эведенмй, 
используя прямоугольные t о** ' • верхние il^ 1 1 и нижние т j^"1' 
треугольные <0.I) ­ матрицы и н ц е д е н т н о с т и С4Э. Например, 
декартово произведение н м о ж е с т в можно записать различными 
способами 
В овщем случае множества • формируемые операторами КО^, 
являются нуль T i : м н о * е с т ваг ли, характеризуемыми мможес тс ами ­
носителяпи r i Y / i ^ W f t и числовыми множествами­с пеци­
фикаторамн 0 £ . Спецификацию <А Iя) > можно представить разум­
ными с п ос о Б а ми., используя знак скалярного произведения­со— 
ответсвия " ф " или оператор КРд<6) 
< д ( а , > ^ б [ г 1 . / , г ^ } й в с ч ® а ) ' ( ^ в ( Ч * к р в ( « ; а п ( ? ) 
Здесь ц ­ числовая матрица спецификаторов * £ . . 
Внесение свойства линейного порядка в КК дает возмож­
ность создать для них однозначным о Б р а з о н Сформированные 
ВМЛК ­ эквиваленты. Для этого предлагается КК формировать на 
элементах не самих натуральных множеств Д [?* , а на элемен­
тах их индексных и з о б р а ж е н и й * 4 ^ * Д | ^ # 1 • £%^ЩХ'**Ап' * 
У ! ^ » * (\, . Оператор I ставит в соответсвие 0 . ^ € / \ № и х 
порядковые индексы Тогда сочетательные векторы (3) 
можно представить в виде К ­ разрядных п­ичных индексмо­упо­
ря доченных рядов Р И У ( к , п ) , например, 
( \ ) т ­ . ( « ) в р и У ( * ; ' я * 0 ­
= ( т г ) Ф [ о л , о ^ . . . , ( я ­ а К я ­ о ] . ( * ) 
Символ ф означает вынесение общего множмтеля­пораэрядного 
слагаемого. Легко заметить . что РИУ < к, п) овладеет свойства­
ми линейного порядка и кпмлоненто­элементной неоднородности 
<КЭН). КЭН ­ свойство означает, что симметрическая разность 
Л Ю Б Ы Х компонент ряда является не пустым множеством. 
Предложение К ВМЛК, формируемая в виде матрицы 
является эквивалентом сочетательной К К 
Действительно, т . к . &'д5,'< 0/*^ двинуты относительно друг яруг, 
н а о д и н ш а г , а матриц! ~, треугольная, компоненты зна­
чащей части < { * ) ) магриаы | Вщ\обладает КЭН­свойством. 
тывая, что Ц в л » | ' н • приходим к выводу, что |вь]|*< (Ч'**"] 
и является ВпЛг*,эквива'лентом сочетательного оператора » 1 / 
Развернем строки ю вектор­столвец (вектор­строку), 
применив оператор­ р азьер ­т км (г^От ) * Нетрудно видеть, что 
вследствие упорядоченности Ъ.л и ц.. • получим 
\ } ^ Л Н п ^ ) ш т ОТ 
Таким образам, ВМЛК (9) обладает межкомпонентной и внутри­
компонентной упорядоченность» ( М К У , ВКУ­свойствами)( отсюда 







эвразуется на основе рекур­
ФОрммро'ва*мня патриц типа (9) за (е­1)­ша­
1 и т * . и  п  fcinith 
Я*ксш>М (|) 
(дуры формирования матр 
­ ­ . i l i T i = &>ЙЦ^ эй s ~ n ­ { H ) , 
так что 
(«5) 
П . * К С ( 1 1 ; г ) = | б н | 
Доказатед>стео. В С»*лу доказанных свойств ВМЛК (9) на >} —ом 
ш а г е 10^ *м/|0, представляет совой множество, овладамшее К Э Н , 
МКУ и ВКУ ­с войс твамм 
ной матрицей 
О ч е в и д н о , что l| 9f­| | 'и Р<*вна сумме 
элементов ^  ­ой степени матрицы ( О * " ­ * ) ^ • чвл яюшейс я ленточ­
матрицей. Ее производящий последней столбец формируется 
из коэффициентов ряда ij(X~j)* а Z. (^¿^1*) Х"' ­'* ­*' 
Отсюда след>«т, что I 1 в* /\ I равна коэффициенту ряда 
П р е д л о ж е н и е 2 д о к а з а н о . 
Предложение П * £ф Р|/( У (£ ; 5 ) ; 5 ­ П-{Ы) (</,) 
Докдзательство. Вынося 1^ 3 0е * 1/^4 V¿1 овщий множи­
теле ­ поразрядное слагаемое £, , получаем т^"С^ в V I ' * * ' 
е­(*'С?| 1 > * • • 1 Се"*1}1 ' п ° д с т а в л я я э т и векторы в ( 1 2 Т и 
веря* значащую часть |бЬц| получаем (14) 
2) Операторы перестановок вез повторения м » * К Г } ( М } • 
Очевидно, что их ВМЛК—эк вив.* ленты принципиально не м о ­
гут овладать ВКУ и МКУ­свойствами. Это затрудняет получение 
однозначных ВМЛК. Поэтому свойство упорчдоченности предла­
гаете я внести в сам а/сгорит м формирования ВМЛК. Компоненты 
вектора перестановок Сь^***^м£#КП должны овладеть свойс­
твом компонентно­элементной несни>ронности (КЭНС­свойсвим). 
Щ й(Ч| ^ { ^ ^ ' Ф ^ Щ и ^ Щ ^ Ц и Ц 
а.» КП(«)~йа; й * * @ ^ Щ т Т ( « ) 






( 1 7 ) 
Доказательство. Оператор KflJ* (11) формирует из множества 
¿ ( 1 7 ) ВМЛК в виде теплицевой матрицы, поэтом/ ее строки о б ­
ладают КЗН­своис TBOI­I. Интегральная мощноеTI ВМЛК (17) рав-*-*л 
Л), следовательно, I U nl„^f7, J • Предложение 4 доказано. 
Предл;жение 5. Формирование полного множества перестано­
вок вез повторений Ц £ I / \ ^ * К П 0 , ? 1 и з э л е м е н т о ю мултимно­
жества Д С ^ ^ • Д ( п ) ^ = ­Ц С и ^ (У1**1 (7) осуществляете* на ос­
нове упаковочного множества 
где подмножество 2 н у м е р а т о р н о г о вектора }Г указывает номе­
^
а позиции в слове на которых размещается б^'б В * г ' 
формируется с помощью ветвящегося сочетательного графа 
(ВГС) 
Компоненты ГГ) ­го сечения графа составляющие вектор ? т , фор­
мируются па правилу 
г ^ й ^ Г С ^ Н ^ ^ . л ^ Й ^ И П ^ . ^ ^ К С О / , ^ , , ) (20) 
Доказательство. Очевидно, что ( определяется числом 
компонент Гцп^ • ф о р м и р у е м ы х сочетательными операторами в 
предыдущие сечениях «,. 6 | ^  ; ^ . . ^  | 
И в <33) и (33) получаем 
КаждоеГТ|­ое сечение ВГС <19) строится с помощью однозначных• 
ВМЛК (12), овладающмл. КЭН­свойством (15) и поэтому вектор 
(1?) О б л а д а е т этими свойстеамн. Учитывая, что (22) совпада­
е т с формулой | Д * л ' # КП(И) I и • приходим к выводу, ч т о (18), 
(19) ­ арак т ериэуют ВМЛК—эквивалент перестановок вея повто­
рений. Предложение 5 доказано. ВМЛК П & > является частным 
случаем ( 1 8 ) , когда « ^ \ ; 1 ,} 
Предложение а. Характер четности перестановок (18) опре­
деляется нумераторным вектором (19) , а ммеммо ( — 1) . Ком­
поненты равны числу изменений лоэ* Я 4 м й элементов в пере­
стансеке, определяемой компонентой 2 
#к­11/»Т(к/(п­4))н] +т{[к-Ш{4пчЩ(п<)1г} (23) 
з д е с ь : Х л 1 Г ( В ) ~ целая часть числа & . 
Доказательство (23) сразу следует из рассмотрения хара­
ктера сечений ВГСУ, определяемого нумераторным вектором У . 
В дальнейшем Будут использованы знаковые перестановки 
_ Д(я» * К П ^ М ) * Иш9 (24) 
гае и и I/" олр(.деляятся из И В ) . (1»> и (Г3>. 
В заключение этого параграфа отметим, что аргументные 
множества­ в операторах К У ( 6 , С N1 сами представляют 
совой К К . формируемые с п о м о щ ь ю ' в Н Л К ( 1 8 ) , ( 1 9 ) . 
2. Декомпозиция сочетатеоьных конфигураций и каноничес­
кое разложение декартовых степеней множеств. 
Теорема I. г :'аЭБИЕШ 1ю множества 
соответсвует декомпоэььцмч сочетательной конфигурации Д </СС 
( ^ 1 ^ Б виде декартова гьрси.ьзведения (ЦП) 
Операторы компонентно­интегральной ',£,)) и компонен­
тно­элементной фильтрации определяют с я уравнениями 
У(С*<«Ь С(п"«{с ,от]; C < ' " , ­ L м ' L ^ L (га) 
Док а за тел ьс тво. Так как г^Д^ $\А .1*0 Ш ф , компоненты 
(26) овладают КЭН­свойством; фильтрация (27) привадит к то­
му , что компонентные мощности множеств в <20> стаиовягся 
равны . Применяя к (26 > правило с уймы м произведения и мно­
гомерную формулу свертки Вандермонда С13, находим 
т . е . & к у | и =*| А1*}*КС(И;1)\„- Теорема 1 „оказана. 
С/.едствие. 1.1. Множество индексов сочетательности (27) 
может выть получено по формуле 
г*де! Р{ | (с£ М1 ­ полный индекс но упорядоченный производящий 
ряд, члены которого ; арактеризуют разложение инде»са соче­
тательности £ лоЛ? ­разрядам. Указанное свойство соответс­
твует условию филь г р а ш т <28> и поэтому (31 > справедливо. 
Полное множество Р П(С*гПЪ) может б ы т ь найдено с помощью 
ветвящегося графа £ ^ Р Р П ( С } ПИ] 
Здесь компоненты ВГС фильтруются из условия соблюдения ли­
нейного порядка между их элементами 
[ ( * 1 , » м « к ) * Р м ( « ) > ^ > . . . , 8 к ) | ( ^ « ^ . > 5 ; . < ) ; Ы ; 
Щ *«Им(фФ}\&<*ЗЦ  й ) - ("> 
Ветвление графа ВГРП Б £ ­ой ветви % ­ о г о сечения проис­
ходит по правилу 
Здесь: ­ сумиа элементов, стоящих » £ ­ой ветви в 
предыдущих £ X *4) ~ сечениях. Полное множество перестановок 
элементов ь^членах ряда гпССшШ} представим в виде образую­
щего ряда Р0[1\01) 1 его можно получить с помощью графа­
" ВГР° РОМ % РП%*)*Ш«) й ВГР0(е,т)*<рЩ«,&); (¡6) 
&ГР0(1,т)*ФЛ ПМ» ЫрП&т) *ФЛП(«,*Ш(«) • (* V 
Пример, йля разбиения 
/V . < 2 ; 3 ; 2 > произвести декомпозицию А****КС(И'15) • Н а х о ­
дим: Р(\(И;Ь) = СО05!О141О23|113! 122Э; 
Педложение 7. Декартово умножение сочетатель 
чного множества на вектор 
ного упе,КО" 
мс ми м п и л и и I и<1 м« п н т о р степеней (Д^.^м Д " ^ ) 0. п, | ! 
¿ 2 ^ 6 п р и в о д и т к расширению множества сочетательных век­
V ов и обогащению аргументных множеств упаковочных операта­
' I' по правилу 
ГШ* 1 
; ' 1« п и п р м ь п л у 
Дока ­43тель с тво. Рассмотрим (38) для одной компоненты ВС, 
...(писав его в формализованном виде 
[б*КУ\№ 1Ъ(Г т^ %ш'~Ъ1\]Ъл; Ш ; (¿9) 
здесь: Ц в ? ь | £ . Аргументное множество в (39) преобразует­
сч в вектор 
Используя (22) , находим 
№ и 1„ ­ (« . ' » Щ; К й У № £ л V * * О М • ( * « 
Соответственно для всех /В| ­ компонент ВС (ЗВ) получаем 
Учитываем, что 
Отсюда следует, что (44) и (46) , (45) и (47) соответственна 
Г М ( Ч П 
равны между совой. Каждая компонента |Д £ )}с (ЗВ) порожда­
ет множества & и и п о правилу (40). Поэтому, исходя из 
(46) и (47), приходим к выводу, что упаковочные множества, 
(А{т\ (А,я>\ 
Формируемые на ВС| I £ у и ( ¿ + 4 } являются простыми и чис­
ловые коэффициенты спецификации в (38) н е возникают. Предло­
жение 7 доказано. 
Теорема 2. Декартова <Д)(С­ач степень равна 
( г к - к ) \ к < п ; ( г * ­ л ) ( к л п 
где аргументные множества операторов К У и вектор числовых 
определяются множеством проиэ­где аргументные м н о ж е с т в * опер коэффициентов спецификации 
водящих рядов иРП(к»1) 
Дока­"тельство. Результаты исследований показали, что 
для начальных К выражение (62) справедливо. 
п Р и „ е Р . _ « ) ц = ч; к = з . р Г | ( к и ) = з ; Р П ( к | г ) М 2 1 г г П ( « ; & ) М « ; 
[ 4 и , ] д = 3 ' { [ Ф 1 К Р , ( « ; з)]и[#'а']( Г}»Ш<2»кя)]У 
И Г ' ) * к Р в ( « ; " 1 ) < 
Это позволяет исполь зовать петод индукции. Примем, что для 
(К'4) выражение (62 > с праведливо. О Б О значим его как р^п. * К­т) . 
Докажем, что о н о справедливо для К. Очевидно, что р(пу<)ар(П|КЧ^ 
Д И в (52) следует принять У*{ • Тем самым показано, что 
аргументное множество 
(3 в?£4}й| 1*"у^А|^ в результате умножения н а ^ " ' форм* 1р у етс я и в 
значении аргументов вектора 
(51) 
Согласно у т верждению 7 совок упность членов, в которые в год ят 
КУв(./,Цз);и1€Ц(Я,К­1) • п о с л е ^ м н о ж е н и я их на Д< ч* образу­
ет муль г!'мнсп.естьо с к н о с м т е л е м в 
Э т о означает.что в реэуль тате чмс л О Б О И спецмфикации ком­
поненты вектора д й/^Д;(№<Й;Ц ] допжны выть объединены. Вычис­
лив по формуле (27) интегральные мощности 
видим, что преобразуете я мультимножест­
во с о с п е ц и ф и к а ц и е й В ^ *^ . Таким О Б р а з о н . числовой коэффи­
циент Ц*ип.;К); 6 } > о п р е д е л я ю щ и й с о д е р ж а н и е В в Р ( П , К ) , р а ­
вен сумпе коэффициентов О /*|//7 К-4)' 11 • X • Используя <50>, 
получаем 1> ' " Н 
^ & № К г О Д М Д О (54) 
Заметим, ч ю ^ 1 . $ ( равно (53) и ^ Х ^ ^ *п7 
П о э' 0" УУ{(а,к);6} =1^)!^ ГИ/Ш**­** ы Ш*Ш< • Ь $ 
Таким оьр«?зом, доказано, что при увеличении К формула (50) 
и правило ф о р г 1к1рпеанич аргументные множес тв опера торов КУ 
(42) остаются г пг аве а Ч П Е Ы П П . 
При увеличении И следует военользоватьс я декомпозицией 
Для каждого из членов (56) < по индукции) формула »48 > с пра­
вед л ива. Так как (П *4 )€(А+£), т о аргументные множес тва опера то­
ров КУ лексикогр^фмчес ки > множаютс я на I. Они сое тавл яют 
полные__множес тва перестановок и получаются и з компонент в е к ­
торов Ц ( П . . С » Л ) И (X (Л, <51) И потому 
й(пЛ-,к)и[а(я^-4,К)Ч]~й1п+*Л-.^ . ( 5 7 ) 
Так как Ьп*4^ш^ * т о О б ъ е д и н е н и е соответствующих числовых 
век торов с пецификацни лает 
Р[5(пАк)]и ^Ча(а,[-ф4; К]-Х'(пч,С;*) (*») 
и формула (50> выпотняетс я . 
Д (п)4* ( 4В) одно эначно определяете я упорядоченным»* проиэео­
д «щим!» рядами 
Для начальны* К и К (57) справедливо. Так как Ц »КП(т•) ~* ^*ВРР0(К 1/* Т ° * ­ о г Л А С И О ( ' * можно записать 
й ( я , к ) # К П ( л 1 ) ­ Р П ( к , п ) » К Л _ ( « ) С 5 ^ ) 
Отсюда следует. что аргументные векторы Ц(Г1| пТ) одно змачно 
определ яютс я прои » водящими рядами р П (К, П) • Учитывая (57 ) и 
(58) и производя преоврззования в »54) согласно < З^) , полу­
чаем (48). Теорема 2 доказана. 
Теорема _ 3. полиноми.ч и н а я . ^  ­ач степень с . ммы Ц элементов 
является резулк га Г О М поь. л а у д е ж а тепьного. ьиздейс твнч функци­
о н а л ь н ы х операторов ФА (^»") м *** комьпнаторн,н­ кон­
фигурацию дек артово) 1 К ­ой с те пени множес тва /\ (я^АнТ 
П*(«;РП(к,е$]*ФА{«;')\*<РА(о;+) • (60) 
Доказательство следует из того, что ( £ / £ Ф « } * " ¿2&ь I 
£ ¿ 6 , 4 М Л * • Используя (4В>, сразу получаем ревультат (60). 
Теорема 3 доказана. 
3. Символьные комбинаторные методы вычисления 
произведении степенных и факториальных рядов. 
Теорема 4. Вектор коеффициентов 0[Т(к,П) =|к(/,Л/;...;о1(^яЛ 
произведения степенных рядов 
выражается в виде лексикографического произведения двух ин 
дексных систем! вектора 7 { , характеризующего номера элемен­
тов €/)<''•' , и матрицы операторов размещения на верхнем 
уровне , аргументые множества которых состоят ив индексов 
степеней элементов (Ц 
<*кк>л)=№*Ъ)*(РА(И,-)* ФАСи.+кйхС*,»)^*,*)*!; Ш 
Для начальных К и Л формула (62) спра­Аоказательстео. 
ведлива, например 
Я ; 
Нетрудно доказать, что справедливо соотношение 
сС(К,Л*1)С1пц + <1(КЧ,Я) т^К*1кПЦ) . (66) 
Если формула (62) верна, то в символьной оаласти тождества 
(¿­6) также должно выполняться 
$(к,пы)иС (КН, п)~д ф , м); _ • (67) 
Элементы И(К,£) аргументных векторов и.(л~, *; представляет 
совой полные множества перестановок элементов в членах про­ . 
изводящего ряда р П * КП {Н) 
Согласно теореме I можно записать 
тс ( Г н )'( Щ )и( % 
(Ь9) 
(70) 
Подставим это выражение в &(К,П+1) и С(""т/, П.) С68) . Для ч а с ­
ти слагаемых с индексом сочетательности £= 1 тождество <&7) 
записывается в виде 
(?) * Ч [<7; я(№$ и ("">* и(кф(пч) - (я;') * 
*КРл[4Ци0сн,П]. (74) 
и выполняется. Тревуется доказать, что о н о выполняется и 
для всех других слагаемых 
* К Р „ и; 
а (к к) 
и.(ки,г) 
е(пн); ( 7 4 ) 
Щ 
( 7 6 ) 
Очевидно, что умножение на (Я+т') приводит к изменению аргу­
ментных множеств в операторах КР» | к компонентам Я С*** ) (73) 
лексикографически присоединятся единица ) | 
элементы компонент в (74) увеличиваются на единицу, образуя 
новый вектор ф Д О Ц Д Г ] • Очевидно, что (72) ­ тождество, если 
оно является тождеством для Л Ю Б О Й составляющей £ > Д , 
(п11 * 4(</;л(кче))и (?Ц к ф т Ш и 
Учитывая (70) и принимая ео внимание, что оператор/СРд линеен 
относительно объединения множеств, приходим к выводу, что 
(77) вудет тождеством при выполнении условия 




Оно соблюдаете я, если Б у д е т справедливо соотношение между 
аргументными множествами, к о т о р о е с учртрц ( ¿ 9 ) и С78) дол­
ж н о Б Ы Т Ь записано ъ виде 
{ [ № , й ) * Ш « ) ] < ф ^ 
Здесь е о втором слагаемом происходит прибавление единицы в 
ый разр яд« Таким образом, необходимо доказать.. что левая 
часть ( 8 0 ) преде таг­ляет сивой полное множество перестановок 
алиментов ь члена, ряда Рц(КН}£) • Замечаем. что от припи­
сывания единицы в Д %й ^ арак тер­ множества не изменяется. Д М а € 
£РЛ(Кт,,£) * К П прибавление единицы в £ ­ые разряды ком­
понент ^ 1^2 И Л г * шае г у ни­ КЭНС­сеойс т ва (15) и потому 
А ГО ц€РП Остается «оказать, что Ц х } ^ Д ^ | ч = \А (и 
У ч . г г ы Е а я С 7 7 ) . не трудна док я зат ь, что ото соотношение с о ­трудна док.1
влюдартся при* условии 
|БРР0(к 1И)*ФлП(И,о)|„+|6ГР0(к 1г)*9ИП(,г )о)|и = 
« | б Г Р О ( ( с т а ) # < р / | П Г « , 0 ) | и И 
Структ>р л ВГРО (К,£} т а ю в а , что элементы, стоящие на(£­т) ­ом 
ypet не д*~р с? г­а графа оврагу ют ннохес T t o S * *5 eK~¿* **f * послед­
ний S • tu": уровень графа образуют п л а т н ы е последовательности 
S ¿ € § • Пмебндмо, чго. п,­ к о ^ к у й ( к , г ) = В Г Р 0 ( ( с , г ) * < р л П ( « 1 ® ) > • 
полное м: ю г,ее reo перестановок ь**~* повтпрений, %• £ g должны 
встргч?­' ten на BCÍ: ­ £ »реэвмч дерева графа. Соблюдение 
уело г и я í ГП> пр 1 I B г • днт к ю н . , ч т о ^ ­ый уровень ' содержит под­
мн.зп ее тта ff{j.6{T*lí ¿...', S } ­ *Т»,­Г* t п^шч­икация на J ­ом yf ок­
не имея i вид 
Так как фор.шрсь JH* ie л о д ш и т е с т в на ) ур<]>вне иэ^под­
п н о ж е _ Т Б j ­го уровня прайс одиТ по принципу ­*^í;ÍJ¡...i&í 
пежд) вектора! ui с пецифир а торов с о б л ю даете я соотношение 
гТ * 7гГ то & * > г 
^ 1 Сь " Отсюда следует формула интегральной мощ­
но ти графа 
|ВГРОМ)| И -Т ; [ i f T * • * ( м ) 
Нотр^ дни заметить , что "это гвьгдмдНиЩ равне коэффнименту рад­
л г . , ш , 1 . 1 . ; функции í / ( 0 C ­ 4 ) * при З С " * г ­ е ­ ( т Р | ) • ^ля (81) тогда и: ie¿ 
| ВГР0(к,г­,> <РДПСн^| и+|ВГРО ( к,г)*<*>ЛП ( ^0)|и 
­ з а ­
Отсюда следует, что (81) справедливо, а эн;> щ т , (¿7) являет­
ся тождеством. Теорема 4 доказана. 
Теорема 5. Символьное выражение вектс^ а коэффициентов 
о(г(К,/1) произведения произвольны:с степ™• л 1ы рэтдрв 
^^h(UП.iix•^aiix'•+...)=i-^dLL^,n)x•^MZla\!>cгi•... (*«3 
представляет С О Б О Й лексикаграфичеи..се р е м введение Д1?ух и н ­
дексных систем: в е к т о р а ^ , харак г ир.;ь> ышгго номера рядов 
С (первые (1 н д е к с »1 элементов £•_*/)• 1 1 г 1" г• ""; 11 Р' Э Огте^аторов р ­ ' " ~ 
мешения на среднем уровне * К Р е 
^¿=(7);^ ;^ ( г к ­ к ) [ к < п ; ( ? , ^ а ) | к > п . ( в 7 ) 
, Доказательство проводится такиг, : ­ ­ 5 к в теореме 4­ Пос­
кольку индексы степеней в (61) Р. I т'­ : г т м р ы м и индркиамм 
элементов и ¡ 7 7 * С ^ Л ­система, с ­ «для н­ и г р Е ы . м вторы 
индексов эти;< элемь» 1^  ,. :эАмМа и ш ^ . и .юва т> Оператор раз­
мешения мндек­сь на "радием уровне К Р С <*=;) • 
Следе т.ч­: *~ . Г Ш 0.(а^ \ , го для 
iмП(a^o +Q^^ +a^»*^ .J=^(oд^тo{(,,л^д:+...+л (^ r I/tJa:^...; ( 8 8 ) 
Г Л н Г н и е ! ^„пИлАо,*),^,*);...;л1(к,п)'] (вз) 
с1 г ( (? в 1 л)=л* : 2 ­ г ^ =КРе{ГРЛ(о,п);РП(,,Г1);РЛ(*г,л)]*КП(*о} ( 9 ° ) 
п Р " " е Р . <АТ(3,3)={1,2,3) * К Р с { Р Г | в » } * Ш « ) } 1 
РПТ(3(5)=[003; 012; Ш ] ; РГР(1,1)* КП(«)«[(МЗ,030,300), 
. (т,ш,гм,101,411,гщ-, Щ\ 
*(М) = (Й.,А,,А4|+ А,0А«А,В+ О„А4„О,В) • 
+ (А*1ИОИ+...+А«ОА <А,В) + А М О,А, 
Примечание. Множество по­.но р *с .тматриг.­• т•­ м к 
нумератор позиций компОИе> г г 3^ * .;^сьр 1 с ^ < о!т(пТ# ^) мбйкйо 
представить в виде одной Инде»;.с 1 _:": _и.. •­% >• 3 ^ ­
4. Умножение и деление полиномов, умножение 
комбинат орны• конфигураций. 
­ Теорема 6. Вектор коэффициентов произведения полиномов 
равен ^ 
и П Р;(х,г;)=А 0+<ч* + . . . + с и х п , ; ^ ( ^ И ^ » « * * „ . + а ^ * Ч „ . (95) 
Эдеск: П1 с 1­| 21 %1 ) оператор фильтра РщС^ '­К) описывается 
условиями ( 2 9 ) | й­ {г , , г 4 , . . .Д я $ 
Доказательство. Выражение (94) рассмотрим как произве­
дение усеченных степенны., рядов (В8) и пр.шененим формулу 
(86) . Номера позиции элементов в перестановка^ Г.РЛ(£|Л/* *КЛ(ц)т соответсвуют номерам полиномов. Такие же номера 
присвоим элементам * ^ € я ! ар­гументмо**о пножест»* оператора 
фильтра Рц»(т1\Ю. 
Так как м у ж е с т в а коэффициентов полиномов имемт конечные 
мощности, множества перестановок . (90) должны кыть отфиль­
трованы с соблюдением условии (29) . Теорема 6. д о * м * ч * * 
Следствие 6.1. Вектор коэффициентов Цт степени полиноме 
равен 
9\х,к)={йв*-а,1*.^акхя),г-=<19+л1хк..*ЛтХт1 т*кп ; (97) 
^(гпе,п) = 3£(те1п)аХ\гп.А)) (98) 
Э * и , п ) ­ Р Л ( М ) * Р м ( п , ; К ^ ) ; 
Следе. . вие 5.2. Вектор коэффициентов степени ряда *Ь~(Кт,И) 
(Q0тQ<зcta1ac1т...}'l­¿L(o,flJтo^(^д)a:+...т<¿(к1a)ar'^+... {дг) 
равен лексикографическому скалярному произве.тению индексно­
го 32, и числового У * векторов *х(КМ~Ъ{К№Т\Х.,п)-,ШАНП&,пуЯ%,,1)-п\#. (д.) 
* Ф<Р^т];<РП(кв,п)>­о,«5* ;[Г^пЗ"л/Д^!..­»<„'.); (•«) 
Доказательство. & коэффициентах (92) е отличие от (88) 
отсутствуют индексы,обозначающие номера перемножаемых рядов. 
Поэтому в *1(гмцД) отсутствует и всем перестановкам £{0^ • (85^) •КПСМ)} соответствует одно и то же произведение коэффици­
ентов ПО.** • ^ ° количество таких перестановок равно 
Сл!/(5 й ! . . .% г / . ) ] . 
Следствие 5.2 доказано. 
Зчевидно, что по свойству рядов PÍI вудут выполняться условия 
14*)-n! {[Pña. f t)»FMÍ«;K M )3 * Ф Ф ш Ц . (99) 
Йоназателкство сра.ту получается и:> следствия 3 , 2 и теоремы Ь. 
Теорема 7. Вектор ctj коэффициентов dtx разложения функции 
\ ¡ P K ( x , K ) ­ 3 c l 0 I * K ^ í t " 4 . , ; Р ^ ^ ^ П . . ^ * ^ , ( « 0 ) 
получаемых путем деления единицы на полином Р(Х,К) находится 
по формуле 
(t-t)\t<K i (Z-K)\¿*K (102) 
Каждой комбинации и н д е к с о в в п р о и з в е д е н и и коэффициентов а , 
О б о з н а ч а е м о й ^ членами ряда С РП (2>СЛ • соответствует числовой 
множитель С JT *(£,£) Э _ _ 
Доказательство. Введем m*HTapdL\&1¡*[A(t4);d.lt'l)\,t.\ • 
В С 7,8] доказано правило 
оЦС)=сТ т(г­,)[­аг] ; йтг«[йг;...'/й,] (W4) 
Здесь X определяется из (102). Непосредственной проверкой 
можно уведиться. что для начальных К и £ выражения (101) и 
(103) совл«да» тс я. Примем допущение, что они с праведлмвы 
для К и £ , и докажем , что они справедливы для <К­Н * и )• 
С этой целью докажем с в о й с т в о ­разрядного производяще­
го ряда . г г — — 
{ v < У [РП ) ® т ! в í*(***'*,l)\ • ФД №,•) ­
­ [ P n f í 4 Í , Í T T ) » r V , # ¿ r f ) ] * Ф / , ( 0 , т ) . (105) 
Рассмотрим i—ым член 8 ¿ ( ¿ f } ряда в правой части 
^ • ( « ( . « • O ­ s ^ S i , ^ . . . s i * * ­ 1 ; 
И найдем значение числового коэффициента ^ (i+fj 
Выделим в ^ ypn ( ­? t í ­M / , £ ) подвектор 
­ 41 ­ i _ 
Вследствие полноты упорядоченных рядов и вектора % можно з а ­
писать 
Используя обозначения (106), можно представить 
т <Р,*)'№*Ф<)»Пг«,Ы) ( Н О ) 
Компоненты вектора ff(2,¿) выразим по допущение. Учитывая 
(107), запишем значение t+4 ) 
Здесь использовано первое соотношение (108). Тогда согласно 
(111) и соотношению (108) для объединения (109) получим 
гр<£ С ff £ +031 выражается по формуле ( 1 1 1 ) . Выражение 
•liJSí доказано. Присваивая знак минус индексному вектору Т . 
i I; г.жаи olj [t] в (104) по допущению и используй свойство 
(105), получаем доказательство правильности (101) и (102)( 
i 4 и р е м а 7 доказана. 
Тешрена 8. Произведение комбинаторных конфигураций 
) IJ­еделяетсм декартовым произведением аргументных множеств 
• у остановок G^G^G^Gj » формируемым по принципу ВГС ( 1 9 ) , 
Я * [ С 1 ' М ^ О * [ К Р Д . М К * } ; < & > « м * г . (щ) 
f4f*i ^  мент мое множество G-€ G, размещаемое на С^' , формирует­
i. ч по правилу 
t 2 H ^ ( r ) ] * f n ( H ) , & 5 ­ [ Q t n , ' \ i r j ] ^ n O 0 ; . , («6) 
I ­ чпс лпвая г .атрмца с лецификации множес тва & . Элементы в 
(115) суммируются попарно в каждом компоненте. Вначале дока­ , 
кем в с п о м о г а т е л к м у ю лемму. 
о ­ * 2 ­
Лемма S.l. Декомпозиция вектора перестановок 
Л, In». ­» ; и.­|а\и 
апреле iяется декартовым произведением вей торов перестановок 
, формируемых по принципу ВГС на сочетательных векторах. 
До к а з ат ел ь с тво. П о определению ВГС (19) инеем 
6 r c { n i r n b ^ m v } . ( W x ( Ä ^ ) x > . / ( ^ " ' i ^ v . ) Ц (из) 
Сформируем ВИЛК в виде вектора 
**||^ 
Поскольку множества, из которых формируются ВС в каждом из 
с ь ч и м м й ВГС (118), различны, компоненты (119­) овладеют КЗМС— 
свинством ( 1 5 ) , присущим перестановкам* Учитываем, что 
i'ixvnu 0.1. доказана. 
твльство теоремы 8. Оператор КУ размещает элементы 
перестановок ,}(*)#КП ( М ­ и 0,(п,*»КЛ (11) на верхнем уровне 
индексов степенен. Поэтому эти элементы, соотьетсвующие 
£¿(£1*) (113), должны суммироваться. Расположим С в пер­
вом сечении предметного множества уР^ЦДуЩß'*'! ­ Соглас­
но (119) сразу получим (115). Нетрудно показать, что' 
Производя спецификацию множестваЦ*Gj,»(г. • выделяем числовую 
матрицу Г . Теорема 8 доказана. 
О 
С л е д е ­ т в и е 8. 1. Произведение комбинаторны­, конфигураций 
равно сььединению множесгв 
(р=ш*к)|р*п ; (р = п)|[(га+к)>а] 
г д е и определяются согласно теореме 8. 
Доказательство. Рассмотрим первую компоненту и пред­
ставим согласно (26> 
Для каждого Ь рассмотрим произведение 
Й е ­[т*КУ»(«.^]*{[(?^(?­с)]*КЫ в(«;а««;} (,26) 
Обозначим 3"(к>б)г­' И з а м в т и м « ч т о 
8 = т\с 027) 
Для каждого С Будет формироваться о*­ \Л1+К­2.с7 
Изменяя I в пределах 0<.£ьГП , находим, что о п р е д е л я ­
ется условиями (124). Применяя к (127) результаты ( 1 1 3 ) , 
(116) приходим к доказательству (124). 
Следствие 8.2. Произведение сочетательных векторов равно' 
2 Ю ( ° , * м Ы } » К П ( « ) ; X*-. 1т*к-Ц)\/[Цт-1Ш)П . («») 
Доказательство вытекает из (123), если учесть, что 
4 > 5 1 т ) > = \Щ < Ц № 1 > _ { С « ] 
3 . Символьные комвннатормые методы в матричных 
преобразованиях*. 
Используем для индексного изображения матриц ¿1 н декар­
товы произведения индексных векторов ^1 и ^ » компоненты 
лоторых оаозначают соответственно множества номеров строк и 
С Г О Л б Ц О В . , _ — ­ — ^ ­
Введем функциональный оператор вычисления определителя ­го 
порядка <Р<£е£ ( 1 1 , ^ из каждой клетки индексной мтричной сети 
ИМС(4)* 3^ ; | | К "I IК * С " е * * Л е м сопровождающую 
знаковую матрицу 
&­(­0с, С'(э<*11)*Ш{и;+) ш 
и функциональный оператор образования ассоциированной матри­
цы К­го порядка из Д 1тлл* 
Л
( "%ФМ > 1 (к ) ­ [(1)*$)Г]*Ш{«;*) №) 
Тогда, п р и м е н я я операцию транспонирования ИМС относительно 
д в у х д и а г о н а л е й *'2Т" и, учитывая (131), получим символьное 
изображение о б р а т н о й матрицы 
с ­ 44 ­
'А * ­[(и) л ( п ­ Л *'^е{ №; (М). («¿0 
Исполь зовамиы упорядоченные ИМС позволяет получить зако­
ны декомпозиции ассоциированных матриц и определителей. 
а) Обобщение формулы Бмне­Кои .1 для определителя матриц 
б ) Раскрытие определителя г••атрнцы по пр­авилу Лапласа Г 33 . 
Лусть множество строк ( С Т О Л Б Ц О В ) м а т р и ц ы ^ развито 
ш непересекающиеся множест ва ^ ^ (^  А "'ь'*^ ­
Используем З1"0­^.;...^,,.} ; 5 ^ • Тогда у 
' Д ( ПЛфаеПл) = ^  ((36) 
Д а ­6ГС{Я5»РАП(«;©};СЧ« С; ( п 7 ) 
Здесь использовано ( 1 9 ) . ^ СП* Л) 
а) Определитель с у ш ы матриц ¿„4 2_ А £ СЗЗ формиру­
ете и на основе ИМС, оврс*эу&мои по правилу ( 1 3 6 ) , однако 
с гроитсЯ на основе ВГРП('П 1 1 ( * • Используя ( 133) , 
С Г'4) • можно получить си!шальноь выражение обратной матрицы 
от с уймы мат р. 1Ц 
[ П 4 2 Д;1""00 ]" - {[и М е * <РМ Л ^ ­1)]2® &}/{И М С * ерм Д ( п ) } ; « з а ) 
И М 0 5 и 3 2 ; Э 2=ВГС{п­ 1ВГРП1'л;/С п ,1)} ( , 1 9 ) 
г * Задачи идентификации динамических систем* 
Ма трица сне темы • ^ рмальныл уравнений ' построенная с 
шагом Т на реализация., динамического процесса У Ц)= £ А;в" 
с изображением ^(?) « П ( г * 1% П (Р• Ф вид 
ВтВ-5тБдВ.(и­Н)ВЛ5­,[Б.]^­ем; . Ш' 
Определитель и сьратмач матрица для £ т 0 на.одягся по формуле 
(135) с исполь зоь­1ни&и • I *Г • и 1^9). Ь С31 доказано, что 
Н7*Ш(п)4(Яа*Ф^ 
Здесь! ¿1 * I ^ 2 • • ­ ^ Д \ • й л " диагональ ны>. матриц определи­
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тели находятся просто. Используя разложение <143) И декомпо­
зицию (136), можно найти первый член определителя 
( в т в ) * Ш ( п ) ­ т ^ Ч Й ) » ^ ( и ! ­ ) « Ф > к в ­ , ­ ) ] . ( 4 ^ ) 
Отсюда видно, что вычислительная устойчивость алгоритмов 
идентификации резко ухудшается с уменьшением периода д и с к р е ­
тизации Т динамических процессов. 
Разработанные методы синтеза аналитически:; конструкций 
в буквенном виде обладают высокой степенью формализованнэсти 
и наглядности. Они могут найти применение для понижения слож­
ности вычислительных алгоритмов в инженерных задача а так­
же для разработки алгоритмов компьютерной алгебры. 
Abstract 
Burov, S.A. Symbolic combinatorial calculus and applica-
tions of It -for dynamic s y s t e m . 
Methods are worked out for constructing analytic expressi-
ons for objects of linear algebra by means of certain combi-
natorial operators, and Illustrated by diverse examples of 
application in computer algebra. 
Алгебра и дискретная математика: 
Прикладные вопросы информатики. Рига,, ЛГУ, 19В9 
УДК 519.76 
Н.Д.Волков, В.Е.Сустасова 
НЕКОТОРЫЕ ВОПРОСЫ АКСИОМАТИКИ 
РЕЛЯЦИОННЫХ АЛГЕБР 
Настоящая равота посвящена доказательств/ того, что в 
реляционных алгебрах справедливо обобщение пятой аксиомы. В 
работе используется тергтипология, принятая в С 2 3 . 
Дадим определение реляционных алгебр в соответствии с 
С П . 
В определении реляционные алгебр вначале задается схема ­
к атегорня К, Объектами К­ являются отображения конечных 
множеств riJ: J — Г, где Р ­ фиксированное конечное множес­
тво сортов. Мы в рамка*, работы будем рассматривать такие ре­
ляционные алгебры, у которые с а м а К строите я по бес конеч ­
ному множеству переменных I с разбиением ni I — > Р. При­
чем каждое I<i>, i *: Р, т.е. множество переменных 1­го сор­
та бесконечно. Соответственно, в качестве объектов катего­
рии К мы будем брать отображения nJ : где I М, а 
nJ ­ ограничение п на J, здесь М ­ множество всех ко­
нечны­ подмножес тв множес тва I. Марфиэмы овьекiов пЛ' 1) : 
J 1 1 ) — > Г и n ( J l ) . J ( 2 ) — > Р ­ зто всевозможные отображе­
ния тi J <1 ) — > J ( 2 ) | для которые коммутативны диаграммы 
J 1 — > J2 
\ / 
п Л \ / nJ2 
\ / 
Г 
Далее, каждому оь.экту nJi J — Г из К сопоставляется бу­
лева алгебра В ( Л , при этом если п Л . Jl ­ ­. ;Р, пЛ2: . 1 2 — >Р 
овьекты И и 1^1 JI — J2 ­ некоторый морфизм у к а эанных о в ­
ъек т ов,' то д / 1ч В ( Л > и В < J2 > по ļP определены итиьражв-
ьулевых алгевр fp t В < Л > — b(J2) и ŅP*i B ( J 2 > — > В < Л ) . 
Cjnpw де лнм euie одну цпераипю. кот ору ю обозначим х .. Пус ть 
J 1 I IJ2 ­ копрой з ведение с к анонн ч«?г. к ими мор­фмзнамн <Г : 
Л 
J l — J1IIJ2 и £ i J 2 ­ ­ Л И Л . Е С Л И а * В ( Л ) и 
J2 
и č B(J2) - произвол t ные элементы, то элемент а:­, b «ī B(J1 I IJ 
по определению, задается равенством а,;Ь я * £ > а 0 ( £ ) Ь 
Л J 2 * 
Семейс т во булевы . алгебр В(J >, где пJi J — >Г ­ овъект 
К, с операциями и ļP*» определенными для каждого морфиэ-
ма у t называется ре л яцмомной ал гевр-ом в о еме К, если при 
этом выполняю тс я с ледующне апснсг*ы. 
•о 
1. п л и л ю б о г о морфизма J° s Л — >J2 отображение У^ : 
6<J1)­­.B<J2> является гомопорфизпом Б у л е в ы х а л г е б р . 
2. Для любого морфиьма f : Л — >J2 отображение : 
B(J2>­­ BtJl) со р а м я Е т сумму, т.е. 5 " ( а ( У Ы = 
­ f ' a i / f ' b для каждых а, Ь B(J2>. 
3. Если ft : Л ­ ­ . J2 и )РЛ : J 2 — ­ J 3 ­ морфмзмы с о о т в е т с ­
твующих объектов и fa У, ­ кампазиция этих марфмзмов, 
то ij»3f»>, и ' ^ Я ' * = ^ ' ^ * ­ 1 . 
J 
J — > J ­ тождественный морфизм, та для любого J 
(lj ) f c , < lj)* : B( J)­­­'B< J) ­ тождественные отображения. 
4. Для Л Ю Б О Г О морфпэма f i J l — . J2 и всех а € B < J 1 ) , 
Ь « B*J2> f*fm a < a, ¥tf*b > b. 
*. Пусть, f i Л — ­*J2 ­ произвольный морфизм и 1 : 
J3 
J 3 ­ ­ / J3 ­ тождес гвенный морфизм. . Обозначим через 
(/111 И Jl I IJ3­­:J2 I IJ3 морфизм соответсвующих ко­
J3 
произведений; п р и этом (/I|1 )(а) = i f <а) , если 
J3 
л (Е Л , и CPlll ) (а. = а , если а * (JlltJ3)\Jl. 
J3 
Пусть а п B ( J 2 ) , b $ B(J3) ­ произвольные элементы, 
т о г д а 
< Я И i* (a.­.b) » j° V:b 
J3 
Мы будем опнр^тьс я на р.яд прннадлежающих Н. Д. Волкову 
предложений, доказательс. гва которы*. можно найти в C2D. Все 
эти доказательства п р о о д я т только при следующем дополни­
тельном положении: для Л Ю Б Ы о а ъ е кТ О Б пJ 1: Jl — >Г и nJ2i 
J 2 
J2­­.P категории К таки­ , что Jl с J 2 , гомоморфизм (£ У : 
Л 
J2 
B(JI>­­ 6 < J2 > инъективен, а отображение t с* ) # : B(J2> — > 
J 2 Л 
— b(Ji, ­ о б ъ е к т и в н о . (Здесь и далее <£ . ­ тождественное 
Л 
от обращение J 1 ®в J 2. . Позтому и п а с л е д ,ю щ е м предполага­
ете я, ч т о 1 к с н р с в а н а н е * о • uf о я рел ­цииниа я алгебра, удов­
лет вер Я Ю щ а Я ЭТОМ/ ЛРс'йПС'Ю.СБНПН). 
Предложенив 1 . П/сть f t J l — *J2 ­ npонэволь ный морфизм, 
J ! П J 2 в 0 н J 1 = . . . . , а ч ; . Тогда для а «: B(J2) 
и м е е т место 
I I I е* # ^ а и * 
/ а ­ < £ J* t ( £ а П is * 1 Я . . . > 11, 
Л J 2 с, 
12 I I 12 
< £ > • I < £ >« 
Л * ! ж 1 Л 2 
1 « ? I 
В ( Л ) < В(Л2> 
12 11 
т.е. в*< £ ),а ­ (£ > в*а, а < ВСЛ2>. 
32 Л . • . V 
йокажем теперь следукнцум лемму. 
Пемма. Пусть 1,1 Л — > Л З , » . | Л 2 — > Л 4 , Л " ЛЗ ­ 0, 
.12 П Л 4 = 0 произвольные морфизмы, а II « Л У Л 2, Л П 31 • 0 , 
12 » 33 У 34, Л З П Л 4 • 0 , и пусть ' Е : II — >12 ­ морфивм т а ­
кой что аа = * , а , если а € Л и за = * а а , если а * Л 2 . 
Тогда для Л Ю Б Ы : а <с В<ЛЗ>, ь « В(Л4) имеет место равенст­
во 
12 12 II II 
в*С(<* ), а Л < £ >„ЬЭ ­ (£ ) а*а (1<£ ) в Ь» 
ЛЗ . Л4 Л1 Л2 
чли, короче, # ' , • 
в >акЬ> « в, а х я вЬ.' ^ 
Доказательство. Пусть Л1 « и , , . . , ^ , ) , Л2 К (• 
...,»»> и 10 ­ И У 1 2 . Тогда 
12 12 10 10 12 12 
5*С<£ | а Л(е" ) Ь З ­ ' в * « с " » <с" I» ) . » / ) ( £ >ж Ы 
. ЛЗ Л4 • 
Имеем коммутативную диаграмму 
в'( £ К У ч £ У а П(  I. I 
12 . 1 2 * ЛЗ ' Л 4 * 
• 
где <£ ) | Л — >1 ­ тождественное вложение Л в 11 ­
= 111/ 12, а каждое (> ' ) : I — > 1 ­ .морфизм К такой, что 
(в > («;) • Т а ; и <• > (а) » о для а € 1\а;. 
' .'4£. • 
Предложение 2. П у с т , в! Л 1 ~ > Л 2 ­ произвольный И О Р Ф И В М 
К, и пусть ЛЗ ­ такое конечное произвольное множество, что 
Л З П Л ­ 0 , Л З П Л2 * 0 . Положим II ­ Л и ¿3. 12 ­ 32 0 ЛЗ, 
расмотрим морфиам «» II — >12, где а* « сх для « < ЛЗ и 
ва « в а для а <: Л . Тогда коммутативная следующая диагра­
мма 
:^Х~- !*; ' •• » * 0 • • 
В (11) < В (12) 
- s o -
ļ r 
10 > 1С 
10 ! I 10 
<f i • .\£ . 
11 I I 12 
I e l 
Ií > 12 , 
где »e ­ se, если o € Jt, a » « • «, если a « 12. Коммута­
1 0 » 1 0 * * 
т ш н о с т ъ диаграммы влечет я*< £ ) • » ( £ > £ . 
12 II 
Итак', 
10 10 12 12 
в * ( £ > < £ ). С ( £ ) а 0 ( £ > Ь 3 « 
12 12 J 3 J 4 
10 10 12 10 12 
»< ) г К £ ) 1с ). а Л (е" ) ( £ | , Ы = 
11 12 J3 12 J 4 
10 10 10 в 1 в 1 
­ <£ ) C(f ). а Л ( £ > ь Л(в > 1 Л . . . П 
11 J 3 J4 <xf В(1) 
0 . . . 0 < в > 1 0< в > 1 О ... /)<в > 1 3. 
a„ В(1> " ( В(1> «к В(1) 
Здесь мы воспользовались результатом предложения 1. Положим 
D ( J 1 ) П DiJ2) » О, где 
" l " i "«"я 
D<JI> I» (в )* 1 Л ... О (в )* 1 , 
в> В<1> о я В(1) 
*•**«« « л » 
»<J2> i ­ (а > 1 Л ... О (в ) 1 
г, В(1> »« В<1) 
10 10 
В с п о з в д щ ч в и ц с предложением I имеем (£ 1 С<£ 1 , 1 1 
11 J 3 
50 Ю _ 10 10 
Л ( £ « Ь И М ­ (£ > С < £ > а П 0 < Л > Л ( £ > Ь Л 0 ( Л 2 > ] ­
J* II J3 J4 
. ID 10 10 
• (£ > ít»*<£ > aflr*<£ ) o l . Здесь #. a ­ в a. если а • 
11 J 3 J 4 
í Л , е, а • а, если a í 1 0 \ Л , 1,9 é в а. . если a í 12, 
сг2 a = a, если a í 1 0 М 2 . Далее, 
10 10 J 3 U J 2 . 10 
(£ )а « < £ ¿ )a для каждого а <! J 7 , ' £ ) Г *= 
J 3 J 3 l / J Z 3Z J4 
10 J 4 tf Л 
» (¿* £ it аля каждого • й J 4 . Рассмотри»! Л Е Е диа~ 
J 4 U Л J 4 
гр­аммы 





I ю £ 
ЛЗ 032 
­ ­ ­ ­ > Л З О 32 
























3/десь ^ 1 я = е 1ос ( если о <8 Л , VI Т,^ = а , если а € Л 2 , а 
Т^а • «о 1*, если а < Л 2 , и ^ 2 л ­ а , если а Л1. Понятно, 
что аве эти диаграммы коммутативны. Тогда для а < В ( Л З ) , 
Ь € В(Л4) .получаем 
Ю 10' ЛЗ О 32 
»,*< £ >, а •* »# « £ \ а ­
Л З Л З У Л 2 ЛЗ 
10 33 0 32 10 II 
­ < £ > . ? , < е" >„ а ­ < £ > . ( £ > в'а, 
11 ЛЗ II Л1 
10 10 Л4 0 Л1 о * ( £ > Ь • ».*<£ > < £ 
Л4 Л4 1/Л1 
10 ' Л 4 Ч Л 1 
­ < £ > ? , < £ ) ь 
11 Л4 II ' 




д и а г р а г т м . 
которые 
о м м у т а т и в м ы ввиду предложения 2| 
В (10) В<10) В ( Ю > В<10) 
10 ; 




I ( £ >. 
: лз и 32 
» • ! 
Н ( Л З С Л 2 ) 
10 
II 
Б(1 1 ) 
I ю • 
| ( £ 




<£ >, ! 
Л I 
I 
В ( Л 1 ) 
! 3~032 
: ЛЗ 





'.' - о м - - . I С­ 1к н о и м е е м : 
В *(а::Ь> 
12 12 
4 С ( £ ) а м ( £ ) Ы = 
ЛЗ Л4 
I л и л 
! ( £ ) , 
! Л4 
В<Л») . 
IQ 10 10 
- i£ > С о / ( £ I a b ' ( £ ) 4 Ь З = 
И J3 J4 
10 10 II II 
= < £ ) U > С (£ > в а Л < <f )„ е 0 Ь З = 
11 II Jl J2 
1 1 . 1 1 , 
­ <<f >. в, a 0 (<f > в Ь ­ в, a x в Ь. 
Л * ' J 2 * ' * 
Пенив доказана. 
Теорема. Пусть st : Л — >ЛЗ. s a» J 2 — > J 4 ­ произвольные 
морфизмы, причем Л Л J2 = 0, J 3 0 J 4 = 0. Оеозначим II i« 
я J i b ' Л , 12 I е J3 (J J4 и рассмотрим мор­фмзм 5 1 II — >12 
такой, что ва « ^oi, если ос *t J! и sot = s^ot, если о £ J2. 
Тогда t 
в (а::Ь) в в, а к S j Ь 
для левых а <: B(J3>, Ь € B C J 4 ) . 
Доказательство. Выверем два множества Л " и Л2' т а ­
кие, что Л * О J 2 ' « 0 и как Л ' , так и J 2 ' попарно не 
пересекаются соответственно с Л , J3 и J 2 , J 4 , а также 
рассмотрим две коммутативные диаграммы 
•» *г 
Л > J3 J2 > J4 
N / \ -f-
в." Ч / в" в' Ч / в" 
1 Ч / ' * а / 1 
Л ' ••« J 2 ' , 
в которых и В д ­ внекции. Таким овр*аэом, s , = * j s J И 
S J Я 5 ^ S j , Положив сг' о: я s^ot для а £ J 1 , а ' о = •* для 
а € J 2 и сто = в^а д л я ' а < Л ' , а х = вГа для о( J 2 ' , 
пол/чим, что с я 99* — т.е. еше одну коммутативную диаграм­
му в 
II > 12 
\ Я 
г ' Ч /г 
Ь / 
Л ' U J2* . 
Теперь, используя лемму, для любых h t В ( Л ' 0 , g f 
€ B!J2'> полуо»ем 
cf"(H;.gJ ­ e;*h B'*rj, »*(а::Ь) » в;1'a >: e^'t). 
Положим h I Е * I ' * * » 9 » ч тогда получим, что 
• q = в, в; » » Ь • 
» <в"в')*а к 1а"«')*Ь = в*­ :; е*Ь. 
С другой стороны, 
h к е 
,<г*(ахЬ>> * 
* (hxg) « a* а х t>* Ь) •» 
(о"<г * ) * (axb) Щ в*(ахЬ>. 
Окончательно 
в * < а х Ь ) 
и теорема доказана. 
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АЛГОРИТМЫ И УПРАВЛЕНИЕ МАТЕРИАЛЬНЫМ ПОТОКОМ 
1. Введение 
Распределение материальных потоков (грузопотоков) ­ это 
условие успешного функционирования каждой хозяйственной сис­
темы. Материальные потоки (по правилу смежны,­, сосудов) обра­
зуют густую сеть в заиг ю с в язей, связывающие процессы снабже­
ния, производства и сбыта в неразрывное целое. Перевей в ка­
налах материальных потоков вызывают час то трудную для пред­
угадамия (и во времени, и в пространстве) цепную реакцию на— ( 
рушений хозяйственны* и общественны.­;, процессов. Обеспечение 
необходимой непрерывности грузопотоков, а точнее,поддержива­
ние нужной интенсивности потока материалов на всем пути от— 
поставщиков к получателям (потребителям) на практике осущес­
твляется при использованин с кладов I"ретенционны/ емкостей") . 
Склады дают возможноегь выравнивать разницу между почти по­
стоянной или не ностояннои величиной предложения й перемен­
ным спросом на данный материальный ассор г имент. 
Содержание складов ­ дорогостоящая необходимость. С од­
ной стороны, они улучшают условия непрерывности грузопотоков, 
с другой же ­ бывают пр11чиной потерь, вытекающих, в частнос­
ти, из "замораживания" в отдельных точках трассы некоторых 
количеств материалов, увеличения издержек по и4< складирова­
нию и транспортировке. Неправильная организация потоков ма­
териалов через склады в одни/, точка* трассы при одновремен­
ном дефиците этих материалов в других точках увеличивает 
размеры эти, потерь. 
Этот вопрос можно в значите льмой мер е решить, не п о т зуя 
для этого мик роками ь. ют еры, причисляемые сейчас к наилучшим 
из доступные г­­ нашей стране инструментам управления в хо­
зяйственны сие темах. 
2. Под од к управлению 
Каждый из складов, размещенные на трасе потоков, играет 
рол к получателя и/или поставщика дам> ю г о ма гернала. 
По i ок материалов от пос тавщнк а к гюл уча гелю полней соат­
в*?тс гвоват ь ну * дам пол . с > я. Траьоьампя получателя на дан ­
мый па тер пал можно определить в от нснвён. I H : 
а) количес тва ­ р a si iep парт им м а т ^ н^.и, 
б i времени ­ Bpeí .я ьыпьлнеипн за чвк и, от с читываемое с 
момен га внесен! 1Я з а явки до i ­омет а п е с тавк и получаге­
/ 1Ю, 
Б) расходов ­ расходы на одну партию материалов. 
Нетрудно заметить, что эти величины позволяют оценивать к а ­
чества функционирования каждого склада на трассе материаль­
ного патока и могут стать критериями управления этим потоком. 
Начиная с конечного получателя (например, склада торго­
вой точки розничной торговой сети; и кончая начальным п о ­
ставщиком (например, складом производителя), по всему пути 
потока можно определять взаимные соотношения по количесву, 
времени и стоимости потока материала между очередными или 
Л Ю Б Ы М И точками трассы. Это значит, что для Л Ю Б О Г О получате­
ля можно установить оптимальную, учитывая количество, время 
или стоимость, трассу грузопотока. 
Возможность оптимального вывора трассы грузопотоков к 
лювому получателю ­ необходимое, но не достаточное условие 
для успешной реализации процессов управления материальным 
потоком. Так как, по предположению, поток материалов должен 
огвечать потребностям получателя, оказывается существенным 
также (а может б ы т ь , и важнее всего) то, Ч Т О Б Ы склад­получа­
ru Л Ь имел возможноеть определять оптимальную, в данных усло­
виях, величину своих потребностей, т.е. оптимальный уровень­
запасов при нестабильных условиях реализации материальных 
потоков. 
Следует подчеркнуть, что определение оптимальных уров­
ней запасов и установление оптимальных размеров запроса*ма­
териалов имеет существенное значение в условиях, когда и н ­
формация о необходимой величина поставки выполняет функцию 
обратной связи по всей тр­ассе материального потока. О с н о в ­
н ы м условием этого являете я передача от последнего получате­
л я первоначального поставщика в возможно короткий срок 
верной информации о фактическом и желаемом уровнях материа­
л ыных запас ов. 
3. Попытка синтеза теоретических решений 
Рыло БЫ трюизмом утверждать, что управление материальным 
потоком можно принять за оптимальное, если во все( точках 
трассы запасы материалов поддерживаются на оптимальных уров­
н я х . Вопрос оптимизации величины запасов, несмотря на многие 
публикации на эту тему, трудно считать решенным ­ особенно в 
/слО Бия­ нашей страны. Чаще всего неходные предпосылки пред­
тагаемых методов, использующих модели принятия решений, о г ­
раннчиваютс я ел­, чаями, когда : 
­ расход материала в данном промежутке времени известем 
и определен, 
или 
­ расход материала являетс я случайной величиной с извес­
тным распределением вероятности С9, стр. 235 3| 
или ;»:е 
­ р­ас •= од т овара явл яетс я случайной величиной с ожидаемым 
распределением вероятности 1таког предположение при­
нимаете н>, е н е д е л я . ­ , типа System Dynamics £4, 143, р а з ­
биваемы н а б а зе концепции tl* . Фор р ее г ера . 
Принимаются также существенные предпосылки о качестве осу­
ществления поставок, о надежности поставок в установленные 
сроки и о соответствии поставок заявленным запросам. 
При перечисленных условия* определение оптимальных р а з ­
меров запасав товаров ведет чаще всего к установлению опТи­
ма л ьмого значения стопноети дефицита и складирования запасов• , 
Предполагается, что уровень запасов оптимален, когда он ове­
спечивается с требуемой вероятностью того, что не появится 
дефицит данного материала, определенной на основании распре­
деления величины расхода матер нала. Величину этой вероятнос­
ти, устанавливающую минимальный уровень запасов, ^ожно уве­
личивать только до значения, при котором еще не наступит 
чрезмерный (скачкообразный) прирост расходов по складирова­
нию. 
Можно поступать наоьорот и искать минимальную величину 
запасов, исходя из результатирующей стоимости их дефицита и 
складирования <в предположении, что стоимость дефицита мож­ „• 
но ограничить сверху С9, стр. 2 4 6 ] ) . 
Необходимо наметить, что переьои, наблюдаемые в хозяйст­
венной жизни нашей страны С6, стр. 76­1293 становятся причи­
ной того, что фактическое прохождение материальных потоков ' 
только в некоторых случаях соответствует предпосылкам, при­
нятым в рассматриваемы* моделях. Перевон в сферах производс­
тв, транспорта и информационных процессов служат причиной 
того, что наблюдаемые на складах размеры расходов и приводов 
материалО Б чаше всего бывают непрогнозируемыми величинами. 
Математические модели, учитывающие все переменные и от­
ношения, которые сушестьенным образом влияют на материальные 
потоки, малопригодны для ос,тествлемия процесса управления, 
иво тревуют змачигельного осьема в одной информации и увели­
ченной вычислительной мощности компьютера [2,5,7,11,133, что 
уже из­за пространс таенного р а с п р е д е л е н и я поставщиков и по­
лучателей материалов и многообразия ассортимента последних 
почти исключает возможность повсеместного практического при­
менения таки­., моделей. 
В этой ситуации особое значение приобретает эвристичес­ ' 
кое программирование, включающее и математические, и эврис­
тичес кие методы. В оьщн­ чертах оно заключается в том, что 
изоморфизм парадигмы и исс ледуьмого процесса Д О С т и г а е т с я пу­
тем компьютер'ной ими г «лини процесса согласно правилу " И Г Р Ы В 
подражание" й.^Тюринга СБ, стр. 266,6411. Ь расматрньаемом 
случае цел ь ю являете я пос троеннь. эвр ие тического алгоритма, 
который посредством микрокомпьютерного оборудования позволя­
ет подражать действию опытного кладовщик... 
4. Пред поженив­ практически . р ешемий 
Управление матернал.ным потоком с помощью компьютера н а ­
вязывает использований т ани алгорнтмоь, ко тор ые не тревуют 
л) ввода вольшогр числа акт,альмы в одмы соовщеннй, 
в) выполнен»! я сложны ( т р­удоем г и / ьычне лнтель мы проце­
дур. 
Алгоритм должен подражать действию кладовщика в у с л О Б Н Я Л , 
когда 
­ величины приходов и р а с х о д о в материалов являются с л у ­
чайными величинами с ожидаемым или совершенно неизвес­
тным рас пределением, 
­ появляются п е р е Б о и в сроках и размерах поставок м а т е ­
риалов на склад. 
Для таких условий в предлагаемом решении принято, что опти­
мальный уровень запасов является не точной величиной (напри­
мер 256 ш т . ) , а интервальной величиной (например 256±14 ш т . ) , 
определяемой как требуемый уровень запаса материала на скла­
де. Эта величина подлежит автоматическому регулированию, вы­
полняемому микрокомпьютером, генерированием сообщений о дей­
ствительном состоянии складируемых материалов и желаемой в е ­
личине поставки, или запаса. 
Это требует периодического ввода информации о приходам и 
расходах имеющихся материалов.Установление и текущая модифи­
кация желаемого уровня запаса осуществляется программой пос­
ле оценки тенденции (рост, падение, равновесие) изменения 
уровня запасов в реальных условиях в последовательных проме­
жутках вре мени. 
Алгоритм, осуществляющий функции управления потоком м а ­
териала через склад, состоит из следующих главных процедур! 
1/ IF S > SOFT + R AND LI = N THEN DO, 
SOFT = L ­ S O P T , 
R = L ­ R, 
NA ­ S ­ SOPT ­ R, 
LI = О 
END; 
2/ IF S < SOPT + R AND S > SOPT ­ R THEN D O , 
SOPT = L ­ SOPT, 
R « L .­ R, 
Z *= SOPT + R ­ s ( 
END j 
3 / IF S < SOPT ­ R AND L 2 = M THEN DO, 
SOFT » К ­ SOPT, 
R • К ­ R, 
Z * SOFT + R ­ S, 
L 2 • О 
END; 
а также из вспомогательных процедур, которые обеспечивают, 
наряду с другим, такую модификацию SOPT и R, Ч Т О Б Ы в 
каждом случае выли выполнены условия 





Pic. I.Модификация желаемого уровня запасе 
Для з с SOPT - я 
В ­ максимальная допускаемая (например, ввиду ограниченной 
площади склада) величина запас а данного материала, 
С ­ минимальная, регулируемая параметром А лопускаемая вели­
чина запас*, нарушение которой вызывает, например, необ­
ходимость осуществления заказов в так называемом аварий­
ном порядке, 
Э ­ фактический уровень запаса материала в момент навлюде­
ння, вычисляемый процедурой! 
Б ­ 5Р ­ ЭК| 
при этом: 
BP ­ овласть в памяти микропроцессора, в которой суммиру­
йте я нак anлнвающнеся текущие при .оды (Рг> данного ма­
териала , 
SR ­ овласть в памяти микропроцессора, в которой суммиру­
ете ч накапливающиеся расходы <Rw) данного материала, 
SOFT ­ нужный модифицированный программой уровень запас а 
данного материала, 
R ­ модифицированная программой величина допускаемых от­
клонен 1 и й от желаемого соетоямия, 
N ­ допускаемое количество случаев, когда S > SOFT • R, 
М ­ допускаемое коли »ство случаев, когда. S < SOFT — R, 
L1 ­ счетчик превышен!i« N. 
L2 ­ счетчик превышения М, 
L ­ параметр, ославляющий сигнал обратной свяви (О­ L 1 ) , 
К ­ параметр, усиливающий сигнал обратной связи (к >1) 
NA ­ излишек, понимаемый как величина запаса, I ­­евывающая 
SOFT + R, 
X ­ желаемая величина поставки данного материала. 
Предлагаемый алгоритм разрешает "подражать" действию опытно­
го кладовщика в там смысле, что 
а> в ситуации, когда фактическый уровень запасов Б 
в очередных цикла <. ниже желаемого! 
S I SOFT ­ R, 
осуществляется такая модификация величин SOFT и 
Rp, что желаемый уровень запасов приближается почти 
а е н м О о т и ч е с к и •. по величине параметра К) к уровню F 
(рис.)>» увеличивая тем самым величину запроса! 
2 * SOFT + R ­ S, 
в> если фактический уровень запасов S осциллирует 
в диапазоне 
SOFT ­ R < S < SOFT + К, 
в реву/>ь тате модификации величин SOFT и R же­
лаемым уровень запасов приближаете я кваэи асимптотм­
чее км (по величине параметра L) U. / рое ню С 
<рмс. 2),постепенно уменьшая величину запроса Z, 
в) если фактический уровень запасов выше желаемого^ 
S > SOFT + F. 
- 6 0 -
Количество 
материала Ж 
В р е л д . 
Рис. 2 Модификация желаемого уровня запаса 
ДЛЯ SOPT. - R 5. S J; SOPT • R 

Б резуль тате модификации ь е л и ч т . SOFT м R 
..... i jL­ntit! ypotet­ik запасов приближается п о ч т и асим­
п готичес км i na ь е ш с ш н с ñaparte г pa L ) к ypot­oe С 
tptic. 3 ) и генернр> е г с я с с.аыцем* ie о величине избы­
точного эапасас 
NA = S ­ SOPT ­ F. 
t момент запуска поагис гены ynpat ч е м п ч пи таким материала на 
с кладе величины 50F Т vi R ипредел я м 1 с я иа условия; 
С • F: SOPT v В ­ К, 
и ь последующи . иикла . 3 подлела г программной моднфмна­
.[.'• согласно принцип,, anntrnuiiun»! F . Веллмома. Параметры А, 
Б , К, L,М, г| позеол якл " it рис пос о ь и г к " гтщФя* tí н е i емы к м * с т­
ным, фа к т и н е е ь и м > с л и ы < ч 1 1 pea л и JJU*UI п и ш к о ь па г ер мал о у se­
pe з кинкрет ныи с к лад. 
Предлагаемый «/и'иипи >пр«*ьлеиня и&льилче? определят к ь 
припежутке между очередными но*, i ,м/игнпчип _>С*ИЕОК 
a) нужную еелич*(н> запроса г 
ими 
b) »еличину l U f i b i f ü M M ú r o зап_*с« 
на ui M U T ­ а н и п регистрации ф а к i нмшге км ­ п р и иди» И рао­одое­
» u h i i u i и ма гериала, > чит ы Б а ч при о т ом есе nt* реоои, ко горые 
иаьлии/щ на процесс деье.а материала. 
К| ' w w i о г о , fio i f- e b u t - « i h h m i t u . н ю г е н е р м р о Б а т t- сообщение 
о деГк. Т Б И iелкном наличиитее n a t e p h d i < * н * с к л а д е и о треьуе­
м о н Б е л и чине ISCiF'T ) с до<i, L к о н R. 
Ь случае, когда де»и и ш ъ ^ н ы и гриьенк *апа. О Б п р и я Б л я — 
е т тенденции! к раБнооесню ь д пап a jone t>OF Т + К, аь т o n a m ­
чески генерированные ь^'Щ'нмы з^прин­иь и ь л пгчиь<»KJ т поддер­
живание ic не Б О Л к шипи ос ци м я ц и я т и мат ернал» ны­= запасов на 
уроьне, Б Л И З К О М к Ьелмчнне . С. 
След /ет подчер км/тъ, что г с: тамаьл. ttaetta я ад ее: ь величина 
запроса Z с допусно.­ Ь U i *реде i нет лишь нужную вели— 
чин / пос т а* км, ко горен может \и должна > подлежать дал* мен­
шеи раз/мной модификации, ь частмогги, и Б Б Н Д У стоимости 
ос у шее i сленни пос т С.БОК , Ч Т О Б Ы определит ь лпшк г еличнну тран­
спортной пар тии. 
Пр едложенное решение ьолрос а а ос i о Е ­ е р м о г о > ¡ if. at­ ленич по­
г on а м и ма т ер­нал О Б ч е р е =_ с к л а д * л и т о л t к и о д и н мз N N D M p 
Бари JH Т О Ь , пи jfcü­iими)** i су ьопTMrutJi.рога TL с / ш е е т ь&мным ,j.pa¡r­
MfíMT управления материальным п о т u»­...п, резин i^ut J H H U H и* k­> ae 
сочетания JtptiCTniBCh.t и ммкро*­ orть HI i t r p r i k i i >e Г О Д О Б . 
übü|­ д о ь с - м Р . p a c n o / i L J . t c t i H W i i . t и / in <ia гернал. мы­ n u i u t . ü i 
с к ладоь до., т > íiMkiMH на Б М / Т F гччмем r ы м * в w i р а н ы г in л pot­ utttu ни е­
рами типа IMF­B5, tcWKU Г , NE.F 1 tUfl II íc LF Mí п и ^ ь о л и т 
ужи сегодня О Б л er ituk . ­ > f db/ienite глиспып о l p а зим Б с е г я ­ с 
b Ü / l t U l U H И Н i e^icvieftoc I k Kl ftf uutícc О Б c t l j b i e h t n И ( . kk lTc t - Г а К ф 
г* А к, M.­;II i v . f f , Б н / Т р е н н н н t l . m <­ , f­jutif (.Дк'.1е»чне лек*|­с t ш И Л И 
т о п л п Б а . 
flf именем»te мнкро»­ о м п к *« тероь д п л nuj aef ж>Ци»н»1Я fif и ц е с с о Б 
0 1 1 т и м п з а ц н н ма гери ^ м ц­.ы П О Т О К О Б M U , i ip. 10. • 1 . Э] n, len 
(naf ­4Д / с д р ; г и м ) nj. ед, през­ денпя с о ik*i щ < «< -*f •? »r «ерны з а п а с OÍ , 
значит ел Б ного сокрошенмч Бр­еме»«) \ ге» it_f­.it­ оБани* _ * а к а з о ь , з 
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прежде в с е г о рационализации информационны'­­: процессов» о т р а ­
жающих п о т о н и материалов, позволит лучше П Р И С П О С О Б И Т Ь вели­
чину произволетва данных материалов для фактического И Х п о ­
требления. Следовательно, э т о также одно из решении, веду­
щее к рационализации процессов материального снабжения. 
К ф а к т о р а м , ограничивающим в нашей стране масштаб и 
распространение поддерживаемых компьютерами систем управле­
ния потоками материалов ui не толь к о . ) , следует отнести о т ­
сутствие прогресса в О б л а с т и автоматизации процессов регис­
трации \ материалооборота i например, при ис пол ь эовании техники 
Optical Character R e c o g n i t i o n ) . Это вызовет необходимость 
применения при текущей записи в память компьютера сделок по 
материальному о б о р о т у наряду с осязательными символами м а т е ­
риалов, также и локально принятых кодов материального ассор— 
тимеита, охваченного процессами у п р а Е л е н и я и поддержания. 
Автоматизация процессов записи исходной информации, а 
также соединение микрокомпьютеров в сеть (так называемую 
компьютерную пространственую систему С3Э) с вазой данных о п ­
ределяют обусловленные Texiшческой инфраструктурой информа­
тики С123 направления развития в нашей стране систем у п р а в ­
ления материальными потоками. Создание таких систем стамо— 
вится все более очевидной необходимостью. 
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5.Результаты: расстояния прототипов 
6.Реэультаты: коэффициенты реализации 
7.Результаты в подмассчьах 
0.Наиболее частые мотивы 
1. Ъ вокальной музыке существует интенсивное и сложное 
вэаимодейстме между ритмической стороной музыки и метричес­
кими свойствами поэтического текста. Анализируя это взаимо­
действие, пажио остановиться, в частности, на вопросе о р и т ­
мическом рис умке мелодии Б условиях дву дольного поэтичес ко­
го размера. Выбор именно этой ситуации можно аргументировать 
тем, что элементарная двухдольность лежит в основе если не 
все,., то очень многи... более сложны ; метрических образований 
в музыке. О Б Ы Ч Н О ома реализуется Л И Б О П О хореическому прин­
ципу (тезис ­ а р с и с ) , Л И Б О П О ямбическому (арсис ­ т е з и с ) . 
Возможны различные конкретные средства осуществления выбран­
ного принципа (например, через длительность звука, через гага 
метрическую тяжесть, а также при сочетание О Б О И Х с р е д с в ) . 
В Ы Б О Р способа учета интонаций в музыкальном тексте пред­
ставляет С О Б О Й с а м о с Т О я т е Л Ь Н Ы Й нетривиальный вопрос. Выбран­
ный б данной работе под .од состоит & том, что мелодия с е г ­
ментируется на формальные мотивы, прототипы которых построе­
ны из элементарных сегментов 5;ореической и ямбической приро­
ды. 
В качестве элементарных сегментов исполь зуются * простой 
такт Т ii возрастающая последовательность А . заимствован­
ные из понятия F­мотива С23. 
При этом 1 1 м е е т с я в виду, что в ситуации двухдольного 
размера сегмент Т представляет соеой некоторую экспликацию 
хореической интонации, поскольку он состоит из двух звуков 
одинаковой длитель нос г и, причем первый звук ме гричес км бо­
лее тяжелый. С другой стороны, сегмент А, реализувгтый в по­
дабля«щей большинстве случаев как пара звуков, обладает ям­
бнческим арактером, так как в нем­ следующий звук превосхо­
дит предыдущий по длительности. 
Элементарные сегменты Т, А сочетаясь, позволяют строить 
различные прототипы О Б О Б Щ Е Н Н Ы Х формальных мотивов С53, к о ­
торые затем используются для сегментации мелодий­ Учитывая 
требование сцепления í последний звук предыдущего элементар­
ного сегмента должен Б Ы Т Ь одновременно первым звуком следую­
щего сегмента ) легко усмотреть, во­первых, что АА равно­
сильно простому А , и, во­втор_ых, что прототип ТТ вооьще на 
может иметь полных реализаций. Поэтому из элементарных с е г ­
ментов Т,А имеет смысл образовывать только такие прототипы, 
в которых сегменты Т и А чередуются. Теоретически может рас­
смариваться прототип сколь угодно большой длины. Однако 
практика показывает, что уже прототипы длины четыре <и даже 
три) почти не получают полных реализаций, поэтому дальнейшее 
удлинение прототипа было вы занятием иллюзорным. 
Исходя из этих соображений, в данном опыте каждая мело­
дия сегментируется восемь р а з , руководствуясь следующими 
прототипами 
А, Т, А Т , ТА, ATA, ТАТ, АТАТ, TATA. (1) 
Более или менее условно можно считать, что характер прототи­
па определяется прежде всего первым его элементарным сегмен­
том. Па этому признаку половина из прототипов (1) — хореи­
ческие, а другая половина ­ ямвические. 
2. цля анализа использовался однородный в смысле жанра 
материал ­ сватовские мелодии, которые, однако, в музыкаль­
ном отношении достаточно типичны для всего латышского музы­
кального фольклора в целом. По техническим причинам не пред­
цтавлялась возможным провести анализ всех 17"5ъ мелодий тома 
С4]. Поэтому выла сделана попытка составить выборку меньше­
го О б ъ е м а , которая выла вы все же в каком—то чисто музыкаль­
ном смысле достаточно репрезентативной. Дл я этого вводите я 
понятие ладового типа, и в анализе используются по одной м е ­
лодии из каждого ладового типа. Следует отметить, что уже 
Андрей Юрьянс в сваей классической работе С13 расположил н а ­
родные мелодии, руководствуясь П О Д О Б Н Ы М И же соображениями. 
Ладовый тип определяется двумя характеристиками и сим­
волически залисивается как i a , в ) . Первая его характеристис­
тика ­ это амбитус а (количество диатонически;; ступеней от 
сомового низкого звука мелодии до самового высокого), а вто­
рая ­ численно закодированная полутоновая структура s (т.е. 
последовательность танов и полутонов между соседними звука­
ми л а д а ) . 
Например, ладовый тип <4,3) обозначает нижний тетрахорд 
фригийского лада. Действительно, количество звуков указыва­
ется первой характеристикой а — 4, а полутоновая структура 
вытекает ив двоичной записи 011 второго числа s ~ 3, т.е. 
она имеет вид "полутон­тон­тон". 
Из каждого ладового типа, представленного в С43, случай­
ным образом выбиралась одна мелодия двухдольного размера. 
Так выла составлена выворка, состоящая из 46 мелодий. Она в 
дальнейшее, называете я основным маемвом М и содержит (суммар­
но по всем сегментациям) 6488 мативоупотреблений всего 219 
различных Г Ю Т И Е ­ О Ь . Аля контроле отдельно р а с с м а т р и в а л а ь три 
подмлссисл ­ массив М1 мелодий узкого амеитуса (до к в и н т ы ) , 
иасси& М2 мелодий среднего амьитуса (от сексты до октаеы) и 
массив МЗ мелодий широкого а м Е и т у с а ( и о л 1 ш е о к т а в ы ) . 
3. Для анализа роли хореического и япьи час кого начал ж е ­
лательно получить возможность оценить Б Л И З О С Т Ь различные 
прототипов и з последовательности (1 г, по­разному проявляю­
щих эти начала. 
Предлагаетеп решать в о п р о с при помощи частотного словаря 
мотивов, полученных после сегментации текста. Расстояние 
прототипов будет зависеть, вообще говоря, от выбора этого 
текста. Тем самым расстояние словарей х а р а к термзуит не бли­
зость двух сегментаций в абсолютном смысле, а Б Л И З О С Т Ь И Х В 
условиях т о г о стиля, к кот'орому относится мелодический мате­
риал. Техника дела состоит с следующем. 
1 Запись мотива ( т . е . структурного сегмента мелодии, п о ­
лученного в качестве реализации некоторого прототипа О б о б ­
щенного формальноги мотива/ начинаетс я с перечня длительнос­
тей звуков, * за которыми следует перечень интервалов, напри­
мер, 
4,3,3 ; ­ 1*2. 
Длительности звуков кодируются как числа, противополож­
ные двоичным логарифмам длитель нос гей, изиер яемых в целых 
нотах. Например, восьмая кодируется как 3, четверть как 2 и 
т. д. 
Имтер валы кодируютс я как разности номеров № [атонически^ 
ступеней, И при необходимости сраьниьэкпся между С О Б О Й ал­
гебраически, т.е. с. учетом знака. Например, секунда вниз 
(т.е. ­ 1> меньше чем прима ( т . е . 0 ) . 
Выше была приведена запис ь мотива, кот орий получен как 
реализация п р о т о т и п а АТ в в и д е мое ледова гель­нос т и звуков "ре 
2 (шее тнадцатач), до 2 (бос ь м з м ) , ми 2 (воеь м а я ) " . 
Для улор­ядочивания мотивов* в словаре ввидится некоторый 
линейный порядок » который б у д е м н а в ы * а 1 ь л ^ к с и к ш ' р а ф и ч е с к и м 
пор ядком. А именно, М О Т И В нень шеи длины ( м е н ь ш е г о количест­
ва звуков) предшествует мотиву большей длины. При одинаковой 
д л и н е дву... м о т п Б о в , мотив с большей Длит ель мостью звуков < и а 
первом иее ге, гдь* они отличаются) предшествует мотиву с 
меньшей длительное гью зьунов. При одинаковые длител,ь нос т як 
3) уков м о т и в с мен» шнм интервалом <на первом месте, где они 
отличаются; предшествует мотиву с большим интервалом. 
Все это означает, ч т о мот иьы упорядочиваютс я, ­грубо го— 
Б о р я , па закону возрастания и . кодоь. Например, следующие 







Пусть­ теперь, требуется определить расстояние 
d (prl,pr2>. 
между двумя пртотипами pr1 и рг2 относительно мелодического 
материала М. Для этого строятся две сегментации, обозначае­
мые как sgl = sg (M,prl) И sg2 * sg ( М , р г 2 ) ; общие количест­
ва соответствующих мотивоупотревлений записываются как ml и 
т 2 . Каждая иэ сегментаций используется для написания частот­
ного словаря <L:: 1 = Lx (М,рг1) и Lx 2 = Lx (М,рг2) соответ­
с т в е н о ) , содержащего все различные мотивы вместе с их отно­
сительными частотами. Последние вычисляются как частные аб­
солютных частот i 1(i) И оещего количества мотивоупотревлений 
ml в ппрвай сегментации: pl(i) — f 1 < i )/ml. Аналогично для 
второго словаря p2(i> = ­f2<i)/m2 (i ­ номер мотива в слова­
ре) • 
Путем слияния словарей Lx 1 и Lx 2 с последующим лекси­
кографическим упорядочиванием составляется их прямое объеди­
нение ­ словарь Lx < p r l + + p r 2 ) , содержащий для i­oro (в новом 
упорядочивании) мотива mt < i) отдельно частоты р 1 <i) и р2 í i ) . 
Например, при работе с прототипами prl = TAT, рг2 т TATA вы­
ла получена, в частности, и строка 
i mt (i ) pl (i ) p 2 < i ) 
196 4 , 4 , 3 , 3 ; 1 * 1 ' O 0.007 0,003 
Если прямое объединение словарей Lx (рг 1 +­*­рг2) содержит 
п строк (это ­ общее количество различных мотивов в сегмен­
тациях sgl и s g 2 ) , то можно говорить о двух n­иерных частот­
ных векторах или о двух точках n­мерного пространства: 
vi(pl(1),pl(2),...,pi ( n ) ) , 
v2(p2(l) ,p2(2) p 2 ( n > ) . 
Оеычное евклидово расстояние между этими частотнымы век­
торами и принимается за расстояние между сегментациями sg1 и 
sg2, которые привели к словарям Lx 1 и Lx 2, т.е. одновреме­
нно за расстояние между прототипами pri и рг2 относительно 
текста М: 
гпт Т nwMtojffi! * * 2 
d (prl,pr2) * С (plíi) ­ p 2 U > ) . 
М i«l 
4. Выделяя в последовательности (1) прототипы с преобла­
данием хореичес кого или ямвичес кого характера, нас будут и н ­
тересовать их степени адекватности для выбранного м у з ы к а л ь ­
ного материала. Возникает вопрос о возможных объективных 
подходах для оценки s те пени адекватности. Здесь­ отметим н е ­
который очень простой подход к названному вопросу, 
Дело в том, что данный прототип на конкретном месте тек­
ста может реализоваться в большей или меньшей степени. Реа­
лизацию прототипа будем называть полной, если она содержит 
реализации все*­ элементарных сегментов, из которых прототип 
состоит. Например, для прототипа TAT это может выть следую­
щая реализация 
"си 1 (воеьмая)| до 2 (восьмая), ре 2 (четверть), 
ре 2 (четверть)" 
или в виде кода. о с В О Б О Ж д е н н о г о от абсолютных Е Ы С О Т , 
3,3,2,2;1'1'0. 
Если по условиям контекста не может реализоваться ни 
один элементарный сегмент прототипа, то по определению ф о р ­
мального мотива С2р53 следует взять сегмент, сое тоящий т о л ь ­
ко из одного текущего звука мелодии; такую реализацию назы­
вают тривиальной. Хотя в этой ситуации реализация как вудто 
ничего не говорит о том, какой вид имеет прототип, все же в 
самой необходимости обратиться к тривиальной реализации с о ­
держится некоторая характеристика взаимодействия прототипа 
и текста, хотя она и может выть названа отрицательной, ива 
больше говорит о том, чего нет в данном месте текста, н е ж е ­
ли о том, что там имеется. 
Наконец, самым распространенным случаем следует признать 
неполную (но не тривиальную) реализацию прототипа, т.е. с и ­
туацию, когда контекст позволяет реализоватьс я не всем, но 
одному или нескольким элементарным сегментам (Обязательно в 
той последовательности, которая указана в п рототипе, н о , 
возможна, с пропусками). Например, каждая реализация F­моти— 
ва Бороды (т.е. прототипа ТА) является в то же время непол­
ной реализацией каждого из прототипов ATA,TAT,АТАТ,TATA. 
Все с к а элнмое наводит на мысл ь ввести три коэффициента, 
характеризующих согласованность прототипа с текстом. Пусть 
массив содержит всего, л мотивоупотравлений (конкретных с е г ­
ментов) , и пусть среди них пО тривиальные, n1 неполных и п 2 
полных реализаций прототипа. Тогда числа кО e nO/n, kl e nl/n 
и 1:2 Щ п2/п будем называть соответственно коэффициентами 
тривиальны реализаций, неполных реализаций и полных реали­
заций. Пос коль ку nC •+­ n 1 • п2 — п, каждый из коэффициентов 
на .одитс я между нулем и единицей и в сумме они дают 1. 
Понятно, что чем Больше к 2 , тем лучше использованный 
прототип соответствует ритмической структуре мелодии. Наобо­
рот , вольшое значение коэффициента кО — ясное свидетельство 
искусственности способа сегментации. 
5. Переходим к изложению результатов статистического 
анализа. Прежде всего рассмотрим взаимные расстояния восьми 
сегментаций массива М (тем самым, взаимные расстояния восьми 
прототипов ( 1) ) , представленные в таблице 1. В первой Строке 
таблица содержит, кроме того, расстояния до каждой из этих 
сегментации от "общей сегментации",,т.е. от Объединения с л о ­
варей 1_х (гит) «> L>Í <А+... +ТАТА) , которое получается путем 
С Л И Я Н И Я все< восьми словарей l.x ( A ) , . . . , Lx (TATA)*, суммируя 
и частоты одинаковы­: мотивов (в отличии от прямого объеди­
н е н и я , в котором сохраняются частоты мотивов по отдельным 
прототипам). 
Таблица 1 
Расстояния прототипов lOOOd (основной массив М) 
1 
A ¡ Т ! A T Т А A T A T A T ! А Т А Т ! T A T A 
! sum 5 1 7 ! 16а 1 1 7 2 0 9 9 1 2 0 1 4 3 : 1 4 5 
1 
1 
! 1 4 8 
1 
¡ А : 657 ; ¿ 7 1 6 0 5 6 2 8 6 5 3 ! 6­JTi ! 6 5 1 
1 
! Т 1 1 Q43 1 5 5 1 5 2 1 5 0 ; 151 ¡ 1 5 9 
: AT ! 1 4 9 1 4 2 1 3 6 : 1 3 7 1 1 4 6 
; ТА ! 0 3 1 0 5 9 : 0 5 9 1 0 6 0 
! A T A ! 0 3 В 1 ! 0 3 7 1 : 0 3 8 
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Можно считать, ч т о с л о в а р ь обшей сегментации Lx (sum), 
содержащий мотивы р а з л и ч н ы х прототипов, выражает некий Б о л е е 
всесторонний взгляд из Е о з м о ж н ы е сегментации текста. В нем 
хотя Б Ы частично преодолена та узость точки зрений, которая 
присутствует в сегментации по одному конкретному прототипу.. 
Поэтому для некоторого конкретного прототипа рг Б Л И З О С Т Ь 
словаря Lx ( р г ) к словарю L x (sum) может характеризовать 
степень естественности прототипа р г . 
Вер.няя строка sum таблицы 1 показывает, что с этой точ­
ки зрения прототипы ьыстраиьаются в следующую последователь­
ность все уменьшающейся естественности: 
Т А , A T A , T A T , А Т А Т , T A T А , Т , A T , А . <2> 
Заслуживает внимания то оестоятельство, что последова­
тельность возглавляется F ­ М О Т И Е О М Бороды, родом*, чаль никои 
всех формальни: сегментов, который, тем самым, оказался в 
этом смысле наиболее адекватным. , 
Можно, с другой стороны, понимать самый естествениый 
прототип как " наиболее серединный", и искать е г о только в 
рамках имеющихся сегментаций. Б е з привлечения оБшеи сегмен­
тации sg(sum) (которая все­таки не получена ни по какому од­
ному прототипу, т.е. является в некоторой мер в умозритель­
ный образованием. . Ч Т О Б Ы осуществить такой п о д х о д , достато­
чно вычислить д л я каждой сегментации сумму е е расстоянии до 
остальмых семи. 
Если опять выстраивать­ прототипы по £­со уменьшающайсй 
естественности с новой точки зрения, то получается последо­
ватель ность 
ATA,АТАТ,TAT,ТА,TATА,AT,Т,А. (3J 
На первый взгляд она сильно отличаетея от последоватальнос — 
ти ( 2 ) . Однако с некоторой специфической точки зрения ose 
последовитльности все­таки роде гвеины. Если интересоваться 
только тем, который из двух прототипов одинаковой длимы пред­
шествует другому, то (2) и (3; дают один и тот же ответ! 
Т,ТА,ATA,АТАТ. <4) 
Попробуем интерпретировать этот результат И проиллюстри­
руем его некоторыми примерами. Ег'оль шая ее тес твенное ть и н т о ­
наций Т по сравнению с А ­ свидетельство п р е О Б / i a линия Кор вы­
ческой ритмики. Чаще всего она в тексте проявляется в усло­
виях многих последовательных звуков одинаковой длительности 
(как правило, в о с ь м ы х ) . Это и О С Т Ь точное, количественное 
подтверждение влияния поэтического размера т е к с та на му яы— 
кальные интонации мелодии. 
При переводе к Б о л е е длинным прототипам происходит 11 о ь ­
раетание" хореического ядра ­ сначала сзадн ( Т А ) , и потаи 
спереди í ATA ­) имвическими интонациями. Гора здо меньшая р а с ­
пространенность прототипа AT по сравнению с ТА Может с ч и ­
таться признаком л атышс кого му зыкальмого фол ь к лора. Допуе гиг to, 
что ТА Б у д е т преобладать н а д AT также* и в други,, стилях, 
СкажеН) в классической провес снимал*, ной м у з ы к е , но, i­ероятно, 
не в та к ой с т е п е » in. * 
Прототип F—мотива ТА реализуете я в типичном случае ма 
окончаниям формообразующих сегмент О Б мелодии (предложений. 
Фраз и т . д . ) , напри! ю р , в заключении мелодии rio' Ö ? 4 (рис. 1 ) . 
Nr 674, конец Мг.&4,нач. Nr. 243, середина №4468, середина 
0 LU LfJ \ A \ h \ \А\\ А I 









Рис . 1 . 
Отмоситепь мо ь-ел.а Р­поги& &с гречае­тся на начала­ ф О ( ­ п и ­
С Б р а л,к.щн terrieinot, cri. неладны Mu о 14. 
Ссгминт ТЛ но­кег расшив­яг к с я до следующего е (4)* с е г м е н ­
та АТн iu­эа затакта ь> начале сегмента И Л И ь е л е * С Г but? пунн­
TiipobdHHoro т­иттта. Пример с "оьрапляыщнн" пунктирным р и п ш м 
имеется пилидии Nu 243. Пунктирный ритм только в начале 
сегмента нас/под а е тс я L­ мелодии lio : ­¡ . I. 
Однако псдовные двум последний приперart ситуации для л а — 
тише к и».: народны: иелоднй ясляютсч не правилом, а редко 
встречаеым исключением. Б carton деле, и з общего количества 
699 мо [uto) потребленной Б сегментация.­ согласно прототипу ATA, 
полны:­ реализаций имеется всего 9, т.е. 1 , 3 
6. Поставим теперь вопрос о том, как ведут сеея в масси­
ве ti значения коэффициента полны:­ реализаций к 2, наиболее 
интересного из трех. С целью лучшиго обзор­a отложмм эти зна­
чения для восьми прототипов графически, с л е д у п о р я д к у , вы­
сланному в í 1) из чис го технических соображении. F'iic,. 2 по­
казывает, что этот порядок имеет также и содержательное о п ­
равдание, псо ясна на с ли< даются две закономер» юсти. Это, Б>О— 
ncíf ьыч, заранее ожидаемое и сс тественное оыцее уменьшение 
к2 
Р и с . 2. 
кО 
X 
Т AT ГА АГА ТАГ АТАТ ГАГА 
значения к2 с возрастанием длины прототипа. Но это также, 
во­вторых, стилистически характерное, поэтому интересное для 
нас отличие значений к2 в парах прототипов одинаковой длины. 
Именно, полные реализации прототипов с хореическим началом 
во всех парах встречаются чаще чем полные реализации прото­
типов с ямвическим началом. Б дополнение к результатам пре­
дыдущего пункта, это ­ еще одно подтверждение преобладания 
мотивов, которые начинаются с хореической интонации. 
Если увеличение значения к2 — свидетельство ьольшей аде­
кватности прототипа, то, напротив, чем вольше кО, тем м е н ь ­
ше прототип подходит для данного текста. С гоит приелушатьс я 
также и к показаниям этого "свидетеля аввимения". 
Согласно р и с . 3 . , короткие прототипы оказываютс я менее 
эластичными, поскольку каждая пара соединенных точек нахо­
дится внше своего правого' соседа; впрочем, это можно выло 
ожидать a pr iori. Гораздо интереснее то оестоятельство, что 
9 каждой паре первая тачка выше второй. Это означает, что 
при равной длине менее под: ходящим оказывает с я прототип с ям­
вическим началом и, если сравнивать его с прототипом, начи­
нающимся с простого такта Т, т.е. еще р а ь подтверждается вы­
вод, к которому привели значения н2. Это подтверждение ­ н е ­
зависимое от предыдущего, И Б О С В О Б О Д Н Ы М И О С тают С Я значении 
коэффициента частичных реализаций. 
Естесвенно напрашивается сравнение данных (рис.З) с зако­
номерностью, которая проявляется, в последовательности <4) . 
Мы видим, что для про го типов из трех и четырех злинентарных 
сегментов результаты разноречивы. Однако как рпС.З, так и 
т. ш л и ц а 1 К последние четыре значения пергой с троки) показы­
вают, что здесь частоты для хореических и чмьнческн . начал 
отдичаются между совой м а л о , так что эти результаты не дол­
жны не пол ь зова тьс л для каких­ т о принц» т и л л ь пых и ОБЩ» tx выво­
дов. 
Значения третьего коэффициента к! неполны­ реализаций 
вытекают а Е г о м з т и ч е с к м из данных рис.2 и р и с . 3 . Они, естест­
венно , возрастают с удлинением прототипов. Б пара;­ A T , ТА и 
AT А, ТАТ гначг­ние к 1 Б О Л Ь ше у мотиьов с ямьичес кип началом^ 
ниемщ*I­. вольшо частичных реализаций (в Д*>ух остальных парах 
значения по существу ме отличаю г е я ) . 
7. С различны точек зрения интересно проследнть за отме­
4t.иными выше сьойстват% статистической модели в поднасснь>а>: 
М1,М­,МЗ оьщего массива М. Это, с одной стороны, может С Е И ­
и и ты/и с rtoi. ать о степени ста тис гичес кой ус тойчньости палу­
чинны­. чись­л. С другой стороны, отличия могли Б Ы paccria 1 рп­
bai ЬхСЯ к а к особенности, , арактерч tut? дл я мелодий onp­еделенно­
го амвн гуса. 
Btnuk/itfi 1 м н показывают, что'все три коэффициента иО, к 1 , 
*.Z для n u W w > L u t o t М1,М2^ИЗ нелиди»*! узкого, среднего "и широ­
кого амьн 1, с а толило не зна чм гель но о i личают с я or C L O H X зна­
чений для ubuiuru массива М. Следоми тельник а м ь т ус мелодий 
не инее 1 с , ик­с твемного влияния на роль ямьмчеекм < и коруи­
4fcfi.cM им ю н а ц и п ь ритмике эти . мелодий. • 
Одновременно такой факт свидетельствует, о статистической 
устойчивости значений кО, к! и к2. Это тем Б о л е е примечате­
льно потому,­что лодмассивы имеют достаточно скромные р а з м е ­
ры, например, в М1 иг.еется всего 1096 мотивоупотреблений. 
Мала различаются также в отдельных подмассивах расстояния 
словарей прототипов до общего словаря, аналогичные рассмот­
ренным выше в пункте 5. 
Ближе всего к центру тяже :ти во всех случаях находится 
TA¡ на втором месте всегда ATA. На предпоследнем месте всег­
да АТ, а на последнем А (притом с Б О Л Ь Ш И М о т р ы в о м ) . В целом 
в подмассивах наблюдают с я толь, ко небо л ь шие отступления от 
последовательности (2) , полученной из общего массива. 
Наконец, при вычислении сумм расстояний до остальных 
прототипов в подмассивах неизменными сохраняются по сравне­
нию с <3) последние три прототипа АТ,Т,А (последний опять с 
большим о т р ы в о м ) . Некоторые перестановки имеют место в н а ­
чале последовательности, но они не заслуживают внимания, та« 
как вы званы относительна малыми отличиями сумм расстояний. 
В. Несколь к о более конкретную характерметику текста м о ж ­
н о получить, рассматривая наиболее распространенные реалиэа 
ции каждого прототипа. Таблица 2 содержит самые частые с е г ­
менты длиной до четырех звуков. Числа означают частоту в 
процентах (в рамках данного прототипа, т . е . с т о л б ц а ) . Жирные 
числа указывают полные реализации соответствующего прототи­
па . Их немного и они быстро исчезает при переходе к более 
длинным прототипам. Наиболее частая полная реализация о т н о ­
сите я к простому такту и состоит из двух восьмых на одной 
высоте, что характерно для мелодий декламационного типа. 
Таблица 2 убедительно демонстрирует стабилизацию частот 
данного мотива ( т . е . В данной строке) при n e F ­ е х о д е к б о л е е 
длинным мотивам (из трех и четырех элементарных с е г м е н т о в ) , 
которые в реализациях не успевают проявлять свою специфику, 
Поэтому применение прототипов длины четыре (или Б О Л ь ш е ) не 
оправдано. Пр­и анализе другого текста ситуация может ока­
заться иной, так что здесь речь идет, может Б Ы Т Ь , о некота­
ром свойстве стиля. 
Скромные проценты полных реализаций наводят на мысль, 
что элементарных сегментов Т И А недостаточно для о п т и м а л ь ­
ной сегментации латышских народных мелодий. Пока что остает­
ся открытым Б ­прсс о дополнении запаса элементарных сегмен­
тов и о построении с их помощью новых прототипов формальных 
мотивов. 
Стоило в ы также выйти за пределы формального мотива в 
смысле СЗЭ и применять для сегментации, скажем, метро­ритми­
ческие сегменты СЗЗ. Это могло Б Ы пролить свет на роль ямби­
ческих и хореически­. интонаций не только на самом низком 
уровне ­ уровне звуков, н о , может в ы т ь , и на более высоком ­
на уровне с у в м о т и Е О В . 
Предварительная пувликация о методе данной равоты содер­
жится в t63. 
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Таблица 2. 
Относительные частоты некоторых мотивов. 
А г АТ ГА АГА ГАГ АГАТ ГАГА 
У 66 \ « ) 13 Р 10 ) в > 6 > 6 > 6 
> 6 > 8 > 7 1 3 J 2 J 3 J 3 J 2 
J 4 > 4 , £ 1 Ж£ 
¿13 Л 2 / Л-22 П-17 Иге Л - 18 
И з Я / 2 И 12 1X8 Пб Я р а . 
Ь.3 &6 £=6 
Ш . £=5 ^ 5 ^ 5 ^ 5 
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Latvian folk song tunes in two­four time are segmented 
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tionaries. The obtained statistical model demonstrates the 
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Р.С.Лилянскии 
ДИФФЕРЕНЦИАЛЬНЫЕ ИСЧИСЛЕНИЯ В АЛГЕБРАХ ЛИ 
Целью наших рассмотрении является построение С В О Б О Д Н О Г О 
дифференциального исчисления в алгебрах Ли, аналогичное АИф— 
ференциальнону исчислению в группа;., построенному в равоте> 
Фокса С3.1. На этом пути для универсальной обертывающей а л ­
гебры Ли получаются аналог теоремы Фокса о разложении э л е ­
ментов групповой алгебры в "ряд Тейлора с остатком" (ср. с 
С 1 3 ) , Установленные взаимосвязи между производными в а л г е б ­
рах Ли и производными Фокса в группах (полугруппах) позво­
ляют вычислит* первую группу когомологий для одного клас­
сах конечномерных представлений полугрупп. Применение 
производных Фокса для описания многообразий представлений, 
производных от лиевских многообразий предполагается привести 
в другой равоте. 
Пусть <\/,1_) представление алгебры 1_ в V над кольцом к, 
У, ( Ы ­ универсальная Обертывающая алгебра для 1_ веа единицы. 
Определение 1. Отображение О: II, ( С ) — > У назовем скрещен­
ным гомоморфизмом (з­гомоморфнэмом) и# < Ы в V, если для 
всех 1 ,1 ­С и (С) имеет место равенство 
где * обозначает действие алгебры Ли 1_ в векторном п р о ­
странстве V, а * ­ умножение элементов в (1_) . 
рпредв/)е,н>щ 2- Отображение 01 >У назовем скрещенным 
гомоморфизмом («­гомоморфизмом) С в V, если 
0 < Е 1 . , 1 & ) ­ <01 4 ­ <01 А > * 1 / ­
Лемма 1. Если 0 ­ в­гомоморфизм и. (С) в V, то О­­ «­го­
моморфизм 1_ в V, и обратно, всякий б­гомоморфмэм из . 1_ в V 
можно продолжить до «­гомоморфизма из и у(с.) в V. 
Доказательство. Первое утверждение леммы следует н е п о ­
средственно из определений. Докажем второе утверждение. Пусть 
Т ­ тензорная алгевра пространства 1> 
Т ­ р гл* ­4)1.. 
а 0 ­ .­гомоморфизм Ц * V. Тогда отображение 0| Т — > У , опре­
деляемое по прааилу 
и д . / 1.е по линейности, 
*»ля«тс» .­гомоморфизмом. Т (здес, Т » Т Т * ) . О.означим 
черва I двусторонний идеал в Т, порожденный тензорами вида 
« » У ­ у * « ­ Сх.уЗ, х,у € и . 
Тогда 
п | < х • У ­ У * » " Сх.уЗ' " (Ох > «у ­ Ю у ) »х ­ О, Сх ,уЗ • 
« (Ох)'у ­ (Оу) §х ­ (Ох)«у ­ (Оу)*х » О « I, 
т . е . 01 с I. Но и ( <!_> • Т + / 1 . Отсюда следует существование 
•­гомоморфизма О*алгевры II, (1_> в V, продолжающего О. 
Лемма 2, Пуст* (У,1_) некоторое представление. Д л я произ­
вольного отображения 0: 1_—>У рассмотрим ­ отображение 
ц| и~->У/Л М определяемое правилом и(1> " ( 1 , 0 1 ) ! 1 £ 1>. Тог­
да и ­ гомоморфизм тогда и только тогда, когда 0 ­ «­гомомор­
физм 1_ в V. 
Доказательство. Пусть и ­ гомоморфизм Ь в лолупрямое про­
изведение 1­. Это означает, что д л я всех 1 ( , 1^ € 1_ спр ­
ведливо равенство 
р < [ 1 , , 1 ^ 1 ) ­ С и 1 # ,и1 4 3 ­ [ ( 0 1 , , 1 , ) , < 0 1 г , 1 А ) • = 
­ (С01 ( ,01^3 • <01 ( ) М а ­ « О Ь ^ М , , П ( , 1 а 3 ) ­
­ < Ю 1 ( )ЧХ - ( 0 1 ^ ) « ^ , С1 / , 1^ Э > , 
т . е . ( о с 1 , , 1 , з , С 1 ( , 1 г з ) ­ сем,г*1д, ­ < 0 1 л > » 1 , , 1­1^,1 э> 
для всех 1, , 1 Х ( к. Отсюда следует, что 
0 С 1 , , 1 4 3 » (01,)«1, ­ < о у « 1 , , 
т . е . что 0 ­ в­гомоморфиэм 1_ в V. 
Обратно, пусть й ­ в­гомоморфизм 1_ в V. Докажем, что с о ­
ответсвующее и (определяемое правилом и1 * (1,01 >, 1 € 1_) 
является гомоморфизмом 1_ в Это проверяется аналогично 
предыдущему. 
Пусть (У,1_> произвольное представление алгевры и в V над 
К. Совокупность всех отображений С — > У есть К­модуль и все 
•­гомоморфизмы гоставляют здесь подмодуль. Будем называть 
его модулем в­гомоморфнзмов представления <Ч*,Ы и обозначать 
1*(у',|.). В случае регулярного прелставления Ш(1_>,1.) атот 
модуль обозначается 2'(и(1_>>. 
Сопоставим представлении» (V,!.) еще один К­модуль. 8оэь­( 
мемв 0(1.) идеал и (I.) ­ универсальная обертывающая алгевра 
вез I. Так к ч к и <1­> и V являются и <!_> ­модулями, то можно 
рассмотреть НсШ^ доШ ( И , и ) . Это также К­модуль, и имеет 
место следующий изоморфизм. 
Лемма 3, Для каждого предстаьлеия IV,ц) существует е с ­
тественный К­модульный изоморфизм 
г' <Ч,1-> ­ М о т ^ ^ и < Ы , У > . 
А о к а з а т е л ь с т ю . Всякий в­гомонорфнэм 1_ в V м о ж н о продол 
жить до в­гомоморфнэма 0 алгевры и (и), в VI 
0(и,­ и.) ­ Ю и . И и , и ,и € и <1_>. 
Но последнее равенство означает, что мы имеем гомоморфизм 
1М1_)­модулей и , < Ы и V. 
•вратно, если ц: и . ( С ) — > " ­ гомоморфизм и ( Ы ­ м о д у л е й , 
то он является 5­гомоморфизмом и / < Ы в V и, значит, 5 ­ г о м о — 
морфизмом С в V. 
Рассмотрим теперь категорию в­гомоморфизмов данной а л ­
гевры Ли С над К. Объекты этой категории ­ представления 
<\/,1_) над К с данной алгеброй 1­, рассматриваемые вместе с 
некоторым в­гомоморфиэмои Ог I.— >'.'. Объекты этой категории 
будем обозначать Р| 1_—>". Если 0,1 I.—>>/, и D i • 1 _ — — 
два авъекта, то морамэм первого во второй есть гомоморфизм 
с­модулей \и У ( — > ^ г > д л в которого коммутативна диаграмма 
Предложение 1 . В категории в­гомоморфнвмов алгеьры Ли Ь. 
над К имеется универсально отталкивающий объект.' 
/Доказательство. Докажем, что таким объектом является в ­
гомоморфмзн ¿ 1 >и , (1_> , тождественный на 1 , т.е. 4'(1 > • 1 , 
VI < 1_. 
Если 0 ­ произвольный «­гомоморфизм и — > У , то его м о ж н о 
продолжить до в­гомоморфиэма с и (1_>—>у» который на самом 
деле является гомоморфизмом ь­­модулей и ( и ) И VI 
Т < 1 > ­ 01 » Г ( * <1 > > для всех 1 <: 1_. 
Если х* произвольный в­гомоморфиэм и в V с условием 
г ' ( 1 > ­ о» ­ * * < $ « > > , т о г ' и ) - • г г < 1 ) . 
Так как элементы из 1_ продолжают и (1_>, то г ' • ТТ. 
Универсальный объект, о котором шла речь в этом предло 
женин, называется своводным в­гомоморфиэмои алгевры 1_. 
Будем теперь рассматривать категорию б­гомоморфизмов с 
призвольной алгеврой 1_. Мор­физмы в этой категории имеют вид! 
I. ­­» V 
I I 
в I I • 
н • и , 
где (*,о|)| I V , Ы — > ( Ц 1 , Н > ­ гомоморфизм представлений и д и а ­
грамма коммутативна. 
Пр­едлокение 2. Пусть .6\ 1_—>и, <1_) ­ свободный в­гомо­
морфнэм алгевры 1_ и 0: Н—>1«1 ­ произвольный а­гомоморфизм Н 
в 1*1. Тогда для каждого гомоморфизма а: 1_ — >Н найдется е д и н ­
ственный гомоморфизм представлений ц ­ ( Г , а ) I Ш , <(­),!­)—> 
— > < И , Н > с коммутативной диаграммой > 
­ в о ­
о 
L • U (L> 
I I 
« I I г 
D 
Н • W 
Доказательство. По отображению ai L — > Н строим отовра­
жение as U ( L ) — Н И Н ) , а затем a: U , < L ) — > U , < H > . По задан­
ному Di Н — > W стропи отображение : U y ( Н > — > W . Теперь в ка­
честве • возьмем отображение ^ а. Легко проверит»;, что о т о ­
бражение Р является искомым. 
Рассмотрим теперь s­гомоморфизм универсальной обертыва­
ющей алгееры С В О Б О Д Н О Й алгевры Ли. Пусть F ­ свободная ал­
геврв Ли, порожденная множеством С В О Б О Д Н Ы Х образующих X • 
• ( л j , . • • . , ,...>. Обозначим через d ¿ отображение из 
X в U (F) , определяемое правилом d¿y¡¿ * ¿jjf ~ символ 
К р о н е к е р а ) . Отображение d однозначно продолжается до гомо­
морфизма 
М.i X — > U , < F ) A F, 
где M|l*¿> * i ü¿ >#. V * *• 
В свою очередь это отображение можно продолжить до ото­
бражения 
LI i F — : ­ и , i.f)A F, 
где p.(­f) « <u,f>, 4 í F, а и некоторый элемент в U < F ) , 
зависящий от 4. Обозначим и. ­ ü¿ i. Согласно лемме 2, D 
есть s­гомоморфиэм F в U / Í F ) . 
Построенные е­гомоморфиэмы D по аналогии с группами н а ­
зовем производными Фокса алгевры F. Эти производные также 
обозначаются D¿4 « 3­f/Jx¿. Имеет место следующая лемма 4. 
Лемма 4. Если F ­ свободная алгебра Ли, порожденная м н о ­
жеством X над К, то и,(F) как LMF)­модуль С В О Б О Д Н О порожда­
ется множеством X. 
Доказательство. Нетрудно показать, что правый идеал в 
L M F ) , порожденный можеством X совпадает с U ( F ) . Проверим, 
что эти х порождают U (F) свободно. Пусть А ­ произвольный 
Ü (F) ­модуль и JJÍ X — >н ­ некоторое отображение. Докажем, 
что р продолжается до гомоморфизма U(F>­модулей U , ( F ) — > А . 
Определим отавражние D: X—­>А по правилу Dx •> м<м) и постро­
им далее ui У — >А** F так, что и (х) «» (О::, А ) . Последнее 
отображение продолжим до гомоморфизма и: F — >A/rF. Тогда, 
согласно лемме 2, »r(f) * < D f , f ) , где D» F — > А ­ *­гомомор­
фиэм. Этому дифференцированию отвечает гопоморфизм U(F)­мо­
дулей U|<F)­­>A, продолжающий отовражнне tr ten. лемму 3>. 
Предложение Z, Для каждого u <с UÍF) имеет место разложе­
ние . 
u « и (О) + Ц x ¿ Dfc u . . ti) 
Доказательство. Как Б Ы Л О показано выше, 0^.1 Р — > U ^ ( F ) яв­
ляется б­гомоморфизмом алгевры Ли Р в пространство и ^ Р ) . 
Этот б­гомоморфиэм можно продолжить до б­гомоморф­изма 
0 ; 1 Ц у ( Р ) — > и , <Р) (продолжение исходного 0 ^ будем обозначать 
той же вуквой, тогда это не приведет к недоразумениям). П о с ­
ледний б­гомоморфизм на самом деле является гомоморфизмом 
и(Р)­модулей. 
Рассмотрим теперь произвольный элемент и € С И Р ) . Согла­
сно лемме 4, имеется однозначная запись 
и ­ и < 0 ) + 1; к 4. |А (2) 
Обозначим сумму П из и* (Р) через и , . Применяя к элемен­
ту иIпостроенный ранее б­гомоморфиэм 0^, алгевры и ,<Р) в 
и ( ( Р ) , получаем 
V й . > = § " У " ­ ­ 1 ^ ­ ? % ^ • 
Предложение доказано. 
Заметим, что в случае поля К запись (2) получается при 
приведении П О Д О Б Н Ы Х членов в каноническом разложении элемен­
тов и з и(Г) по Б а з и с у и з стандартных одночленов этой а л г е в ­
ры (см. теорему Луанкаре­Биркгофа­Витта С 2 Э ) . 
Для элементов алгевры К доказанную формулу можно перепи­
сать 
61 ­ Е *х,­ Л * ­У х_ , 
где 6 ­ универсальный в­гомоморфнзм из предложения 1. Диало­
гичное утверждение справедливо для Л Ю Б О Г О Б­Гомоморфизма 
о < г' <и<Р» > . 
Предложение 4. Для произвольного V * Z,(\J^F)) Й Я Ю В О ­
го 1 € Р имеет место формул» 
Вт » Е Ох,. Э ( / а » ; . 
Доказательство. По заданному В возьмем гомоморфизм 
0 ( 1 и , ( Р ) — > 1 Н Р ) . Ясно, что 0 1 ­ 0 ( 1 , 1 <: Р. Поэтому имеем 
01 ­ 0,т ­ 0 , < Е Э т / * х ^ > ­ Е < 0 , н у ) Э т . ' э к , - ­ Е 0 х ^ И/Ь>у. 
Предложение 5. Каждое отображение йг X — >1МР) одноз­
начно продолжается до ъ-гомоморфизма 0х Р — > 1 М Р > . 
Доказательство. Используя предложение 4 , полагаем 
В* I » Е 0 и . Ъ*/Ъ х ; . 
Заметим, что если переменная ;с ь не в; одит в запись 1, то 
' * / ? к ; • 0 . Поэтому рассмтриваемая сумма конечна. Проверим, 
что так определенное отображение 0 является в­гомоморфизмом 
Р в У<Р>. 
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Действительно, 
I Díi¿,iiH * Е D x t blf, , т г 3 / 8 , ­ ­
­ с D x t (»f, / « к , ­ ­ > «= 
­ <Е Dx^. Í V | K ¿ >»* " <E Dx. 5 т , /ЭХ. ) • f, • 
­ (Df ( ) »f ­ ( D Í ^ M , . 
Так как X порождает алгевру F, то s­гомоморфиэм |>­~единствен­
мен. 
Переполни теперь к рассмотрению производных высших по­
рядков. 
Определение 3. Для лювого упорядоченного набора натура­
с. 
льных чисел lm , Хя_^ l¡ отображение 
задаваемое правилом D¿„ = Я ­ '"»•„.,•••••, u ' • называ­
ется смешанной производной Фокса по беременным х (. , x e. 
. . ., х . 
Фокс в работе СЗЭ привел разложение "в ряд Тейлора с 
остатком** для элементов гр/ППОЕОИ алгевры KF свободной груп­
пы F , Получим аналогичную формулу для элементов U <F> и U ( F ) , 
где F ­ свободная алгебра Ли счетного ранга. 
Теорема 1. Для каждого u »с U Í ( F ) и каждого натурального 
п имеет место следующее разложение в "ряд Тейлора с остатком"! 
и • Е >•• • В.- u<0) + Е :: . . и(0) + ... 
... t Е х .• и.. . . .к. D,. .. .. . .• и <0) * 
+ Е х4 и. В. ¿ и. <3) 
Доказательстбо. Применяя предложение 3 к элементам 
D . u, D.. ^  u, D..^,^ ¿ ( u f . . . , получаем 
D. и » 13 u(0) • Е j : • D • и, • i t * ; 
"•И." * Ó. t.,W<0> * С л D..4 u 
и т.д. Значит, • * 
u » Е х . D.­ и " Е . (D .• u(0) + Е и D , и) ­i, *< •• Г, '/ ­j. и'/ 
» Е N .• D. и(0) + Е ::• к • D и » ... . 
Ясно, что если u i LMF>, то 
и • и<0) • ¿ :< ,• Dt- V(0) • Е K¿ х, D V(0) + . . . 
. . . • E x x D V, гае V » y. ­ и (O). 
Пусть -f = к / ! : , ' ' * . . . K j J " ­ несократимая запись одночлена из 
U(F>. Длиной f ( f > этого одночлена называется число Еп^. Если 
u = Е йii¿f. U ( F ) , f W при i j и все d4­ / О, то дли­
ной 1 (и) назовем ma.x { I f f )>. П о определению 1(0) • О. 
* 
Предложение Ь. Произвольный эленент и •€ U(F> принадлежит 
U ( F ) T O R A A и только тогда, когда все его производные поряд­
ков 0,1,...,п­1 равны 0 в точке О. 
­ Доказательство. Если всевозможные 0^ . , и ( 0 ) при О 1 т 1 
1 п—1 равны 0, то и з (3) следует, что ' ' ' 
и » Е х „ . х . . . . X . 0 ,• . и , 
•• . ' « • • - • • / 
л • откуда и € и , хгУщ Обратно, пусть и € и / ( Р ) ; тогда и есть 
сумма элементов вида и - и ^ и ^ . а . и ^ , где ' и ь - € и , ( Р ) , т.е. 
и (О) Р О. Проведем индукцию по длине 1 ( м ) . Представим 
и «ч а • V , где 1 (а) • М *1 п ­ 1 . Тогда 
0 . . н ( 0 ) ' = (О . . а ) у ( 0 ) . 
Так как 1 (а) 1 п —1,то Ьга...л- а(0) • О в силу индуктивного 
предположения. Значит, &л'т 4. м(0> в 0 при О 1 т 1 п­1. 
Следствие. Если ц(0) = у (О), О.и(о) = О. V ( О ) , 
О . и < 0 ) < О . у ( 0 ! , , . . , т о и • V , * 
V V 
Ц о к а з а т е л ь С Т Е О . Так как ь с с Е о з м о ж н ы е производные от э л е ­
мента и — V равны О в точке О , т о по предложению 7 
и - V « и < Р > я О . 
Значит, и V . 
Формальным разложением элемента и и з и < Р ) в "ряд Тейлора* 
называется выражение! 
у • т и ( 0 ) «• £ С О * ¥(0) Э к - + Е С О * ­ У < 0 ) ЭХ . к • + . . . 
. . . + Е 1 0 , У < 0 > Э К . , . , К . + . . . , 
р;.е V • и - и ( О ) . 
Последнее следствие показывает, 'что элемент и о п р е д е ­
ляется своим рядом однозначно. Если алгевру и < Р > расширить 
до алгебры формальных стеленных рядов Т Г ? Р > , то и «: И < Р ) С23. 
Пр­иведем в за к лючвнии еще о д н о предложение, паэвол яющ­эе 
исследовать тождества полупрямого произведения V 1_, где V ­
лневский с­мадуль. 
Предложение 7. Пусть <°,1_> ­ представление алгесры Ли 1_ 
в V, * 4^.. . . ~ алемент С В О Б О Д Н О Й алгебры Ли и , ,1 ) , , . , 
. . . ( V , , , 1п ) ­ элементы из V/! и. Тогда справедлива формула 
т ( (V. ,1 ) ( V ,1+} ­ <* (1, , . ... , 1 > , Е V 0 (О *> (1. 1 •,, , 1Л )) 
Доказательство аналогично предложению 8.18 из С11 с использо­
ванием соответствующих лемм из данной работы. 
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Abstract 
Lipyansl­.i, Fi. Differential calculus in Lie algebras. 
We construct a dirferential calculus In Lie algebras ­
much in the same way as Fo;t differential calculus in groups 
was constructed, and obtain analogues of well­known P O K the­
orem on Taylor series for elements of group algebra and M a g ­
nus theorem on intersection of fundamental ideal degrees. 
Also applications of Fa:., di f f erentat l on in L I B algebras for 
investigation of semidirect multiplication identities are 
indicated. 
Алгебра и дискретная математика: 
Прикладные вопросы информатики. Рига, ЛГУ, 1989 
УДК 6В1.142­2 
И.И. Мнтроне 
МОДЕЛИРОВАНИЕ АГРОХИМИЧЕСКИХ ПРОЦЕССОВ НА ПЭВМ 
В нашей республике распространена информационно­вычисли­
тельная система "Почва­урожай". Она помогает агрономам выби­
рать рациональные дозы удобрений, окультуривать почву и и з ­
бегать вредных экологических п о с л е д с т в и й . Два р а з а в г о д по 
заказу агрономов с помощью ЭВМ расчитываются рекомендуемые 
дозы удобрений и прогнозируемые урожаи. В этих расчетах и с ­
пользуется информация ов агрсгхимичес к их свойствах почвы, и с ­
тория использования палей и,"самое главное, закономерности о 
функциональной 'зависимости урожая от С Е О Й С Т В почвы и доз 
удобрений, определяемые специалистами сельского хозяйства. 
Естественно возникает желание создать такую систему, к о ­
торая позволяла Б Ы агроному самому в диалоге с ЭВМ з а д а т ь 
свойства П О Ч Е Ы , возделываемые куль туры, дозы удобрений и в 
ответ получить прогнозируемый урожай и возможные изменения 
С Е О Й С Т В почвы. В этом случае появилась Б Ы возможность прогно­
зировать результаты с в о и х действий Б е з самого процесса выра­
щивания культур. Для осуществления этой задачи необходимо 
создать модель процессов земледелия, которая, с одной сторо­
н ы , достаточно ­ор­ошо отражала в ы действительность, а с дру­
гой — Б ы л а бы реализуемой в программа:­:: ЭВМ. 
Состояние растения и овьем увранного урожая зависит от 
множества таких факторов, как, например, свойства почвы, 
технология воэделыбания культур, дозы удобрений, болезни 
растений и др, Совместно со специалистами сельского 
хозяйства выло решено в конкретной модели обратить внимание 
на химические процессы в почве, то е с т ь , предусмотреть 
воздействие удобрений, извести и погоды на почву и прогнози­
руемый урожай. 
Почьа характеризуется ее типом, механическим составом и 
агрохимическими свойствами. Б модели рассматривается только 
дерново­подзолистый т и п и четыре вида ме•аническогр состава 
почьы (глина. с у л и н а и , супесь , песок ) . игра: имичес кие свой­
ства почвы ­ а р а к т е р и з у ю т е я тремя показателям!и 
1) реакция почвы ­ число рН; 
2) содержание фосфора в почве| 
Z) содержание калия в почве. 
Эти сьойстЕп во время хозяйственной деятельности могут 
значительно менятьс я. Например, ­ известкование меняет 
реакцию почвы,а у д о с р е н и е ­ уровень фосфора и калия в почве. 
В сельском оз­^пстве используются к а к минеральные, так и 
OF гаиич»эские удобрения. Количество минеральных удобрений 
с д а е т с я дозами азота, фосфора и калия в килограммах на 
гектар. Ч Т О Б Ы облегчить расчеты, количество органического 
удобрения п о слециаль ним та Блицам пересчитываетс я в эквива­
лентные дозы азота, фосфора и калия. 
Агрохимический цикл года упрощенно мо:кно разделить на 
следующие этапы! 
1. Выбор растения. 
2. Удобрение и инвесткование почвы осенью и весной. 
3. Выращивание культур. 
4. Уборка ­урожая. 
В м а т е м а т и ч е с к о й rioдели перевод от одного этапа к друго­
му означает изменение значений параметров, ­ описывающих 
состояние почвы и урожая. Значения параметров вычисляются, 
с использованием функциональны;. соотношений, которые пред­
ставлены в виде тавлиц или уравнений и которые подробнее 
рассматривать здесь не будем. 
Ь модели можно "выращивать" следующие культуры! р о ж ь , 
ячненк, картофель, травы. При этом надо учитывать севооборог 
в конкретном поле, который значительно влияет на величину 
урожая. Ьличине С О Е а о t o p o т а и погодиы;: условий на урожай 
выр ажено в таблицам коэфффициентов. Ее ли коэффициент в пре­
дела­ от 0> до 1, то О б ь е м урожая уменьшается, если Б о л ь ш е 1* 
­ увеличиваете я. 
Первое приближение прогнозируемого урожая вычисляется 
следующей функцией. 
R*a0+al *N + a2*P+a?*». * a4*H+a5.*P + ab>C + a7<SQR (Ni +aB*"SQR (Pi + 
* a?*:SOR (h i *altf*SOR IHï +al 1 л SÛR ( F > +al2>SQR (C> + a l 3 * 
K&ÛR О l*P ) +al 4*fJüP. (H*"C) «­a 15* SDR (P*C) + a i 645QR (N*H) * 
•al7*S0R(P<H* •aie*t.QR{K*H> ta19*SOR (N»P í +a20* SOR ( P*P > + 
+a21*SQR(K*F) + a22.*SQR (N*Ci +a23*SQR(P*C)+a24*SQR (K*C> + 
+ a25*SQR(N*Pi +a2£*SÜR (N*K> +a27* coGR (P*K> , 
г дь> 
ft ­ урожай в центнера­; с гектара; 
M, F , t. ­ дозы a J O та, фосфор­a, к алия с оответс твемно ( к г / г а > 
H ­ реакция П О Ч Е Ы ; 
F, С ­ содержа»ше фосфора и калия в почве соответствен­
но (иг/кг); 
а0,....а27 ­ коофнцненты для комкр етмой культуры, типа и 
вида помпы, 
SÛR(...) ­ квадратный корень. 
3 
С учетом погодны > СЛОЕ­ни ti3 итого урожая Еычисляется 
фактический прогнозируемы!'! урожай, а затем м о ж н о найти в а пане 
пит а тел ьны­ В в ив с тв в почве, то всть ­ р а зное ть между 
Внес gl Я Ш И Н и вынес енными с урожаем кол. п е г т вамп уд сер ении. 
Следующий цикл года опять начинается с еыесром выращивдемон 
культуры. Таким образом. '.­уть' f ю д ел i ip­ов ¿» н и я заключается ь 
пере, оде из идмого сое го ^ ння arpo типически.­ свойств почвы в 
начале одного г о д а к др , тому сое г о *? к но Е­ начале с ле дующего 
года, правда, это требует весь ма мощны i рас чатов. 
Реальные процессы в п о ч в е намного сложнее чем описанные 
выше; иногда они даже до конца не выяснены. Поэтому непол­
ная модель может вызвать сомнения. Для лучшего отражения 
действительности модель, конечно, дополняется, уточняется и 
развивается. Однако эксплуатация системы "Почва­урожай" 
и анализ е е рекомендаций показывает, что при "нормальных" 
погодных условиях и при запланированном т е х н о л о г и ч е с ком 
уровне хозяйствования предприятия получают прогнозированные 
урожаи it в почве происходят предвиденные изменения. Поэтому 
будем считать, что модель достаточно хорошо описывает р е ­
альные процессы и может выть исПоль з о в а н а для реше» >ия 
поставленной задачи. 
Следующий после создания математической модели этап 
­ разработка программ ЭВМ, которые позволили вы агроному 
экспериментировать с доззии ресурсов и исследовать полу­
ченные результаты. Б настоящее в р е м я модель используется в 
двух системах программ: в деловой игре "Почва­урожай" и в 
программах моделирования агрохимических процессов. 
Деловая игра "Почва­урожай" разработана на языке прог­
раммирования BASIC на ЭВМ "Искра—226". В начале игры игрок 
знакомите я с условиями игры и с ммеюшимис я ресурсами.Он дол­
жен выврать один иэ двух вариантов игры: в упрощенном вари­
анте можно использовать только минеральные удобрения, в пол­
ном варианте ­ минеральные,аргам, 14ее кие удобрения и известь. 
Когда вариант выбран, игрок может укапать сам или позво­
л и т ь генерировать программе механический состав, А г р о х и м и ­
ч е с к и е с Е ' о н с т в а почвы и предыдущее растение. Условия погоды 
также можно "заказать" программе или использовать заранее 
определенный комплект условий для всей пятилетки. 
Игра организована в диалоговом режиме па циклам года в 
течении пяти лет. Началом года считается осенний период, 
когда урожай убран и нужно выврать следующую культуру. 
Задача игрокаI принимая во внимание свойства почвы и 
умело используя удобрения,"соврать" хороший урожай, улучшить 
или сохранить свойства почвы и в результате того получить 
как можно волее высокую оценку за каждые пять лет хозяйство­
вания. 
Деятель ноет, игрока ограничиваете я количеством удобрений 
на с кладе, а также минимальна и максимально допустимыми д о ­
з а м и ресурсов. О смене време года в и г р е указывают сообще­
ния ов условиях погоды ­ режимах влажности и тепла. Условия 
погоды влияют как на О б ъ е м урожая, так и на потери калия и 
фосфора в зимнем периоде. 
Осенью и весной игрок может удоерять почву. В зависимос­
ти от д о з ресурсов система, прогнозирует урожай и остатки 
питательных веществ в почве после уворки урожая. Если 
прогноз не удовлетворяет игрока, дозы удоврений можно м н о г о ­
кратно менять.Один раз в .пять лет м о ж н о известковать'почву. 
В конце года, после периода уворки, на экране отобража­
ется О б ъ е м урожая в ив^тнорлх. с гектара и остаток удоврений 
в почве и на складе. Если игрок хочет продолжить игру, цикл 
года начинается заново. Имена лучших игроков записываются в 
таблицу рекордов. 
Деловая игра может пригодиться студентам сельскохозяйс­
твенных вузов как дополнение к теоретическому курсу, а так — 
же опытным агрономам ­ дл я сравнения практичен ких навыков с 
тесретической моделью. Упрощенный И визуально дополненный 
в¿*pиaнт игры можно выло вы использовать для учащихся с е л ь ­
ски;, школ на занятияч информатики, давая представление о 
химических процесса;­ в почве. 
Программы моделирования агрохимических процессов разра­
ботаны на языке программирования ВнЭIС и с ними можно рабо­
тать на персональны­ ЭВМ типа 1ВМ РС "ХТ", "АТ", %,з также на 
персональной ЭВМ "Ис к р а ­ 1 0 1 0 " . 
Основная цель этого комплекса программ состоит в иссле­
довании долговременных стратегий хозяйствования; и опреде­
лении величины урожая мы ножей расчитывать при заданном 
ур овне удобрения почв. 
Так ;ке как е деловой игр­е, человеку условно дается земля 
возделывземые культуры, удобрения, известь, но механический 
состав и свойства почвы надг определять самому. Выбранная 
песледовательиость культур через каждые пять лет повторя­
ется. Влияние погодных у с ловмй в этих программах не учитыва­
ется. 
Важнейшей входной информацией для программы моделирова­
ния яьляктся стра гегни хозяйствования, то есть. человек для 
каждого года задает количество используемого азота, фосфора, 
к л лия, органического удобрения и извести. С помощк» специаль­
ны . программ эту информацию можно сохранить и перед модели­
рованием выбрать ту стратегию, которая интересует ноль зова— 
теля. Предусмотрен и второй вариант определения стратегии 
;­озяйстьоваиия ­ при помощи линейных соотношений для каждого 
растения отдельно. Это означает, что нужно указать начальную 
дозу, ее изменение в каждом с ледующем году и максимал ьно 
допустимую дозу. 
Когда необ­одиная входная информация получена, программа 
начинает расчеты для каждого года до указанного числа лет. 
Пар алельно рас четам на экране днеплвя строите я график, о т о ­
бражающий уровень урожаи в каждом году. После моделирования 
человек может получить протокол моделирования, отражающий 
изменения свойств почвы, овьем увранного урожая и расходы 
ресурсов. Протокол можно просмотреть на экране или распеча­
тать. На акра* у также можно увидеть графики урожаев о т д е л ь ­
ных культур. 
В отли41 ,е от деловой игры, ис поль зуемые ресурсы неогра­
ничемы и их минимальные и максимальные допустимые дозы не 
указываются. Это позволяет исследовать изменения свойств 
почвы в экстремальны:­ ситуациям и, если не о с одимо, исследо­
вать и исправлять выработанные функциональные соотношения, 
Напр­имер­, результаты МОделироеаыия в периоде от 50 до 100 
лет раскрыли месовершемс тва в функциях изменении фосфора и 
калия в почве, которые не были запечены в деловой игре за 
период хозяйствования 1.5—30 лет. 
Специалисты сельского хаэяйг.тва прилагают усилия к 
устранению О Ш И Б О К и к дальнейшему усовершенствованию модели 
земледелия, Ч Т О Б Ы дополненные программы моделирования точнее 
отражали реальные процессы и могли выть непользованы для 
исследований и прогнозирования. 
Латвийский государственный 
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Abstract 
Mitrone, im Modelling processes of agricultural chemis­
try on a personal computer. 
The know regularities of agricultural chemistry in soil 
have made it possible to create the mathematical model which 
shows the influence of a fertilizer, a lime and weather on 
the yield and properties of soil. 
In the paper, presented are descriptions of two­ computer 
program systems produced on basis of this modelt the app­
lied game "Soil­ yield" *nd programs for modelling agricul­
tural processes. 
Алгебра И дискретная патематика: 
Прикладные вопросы информатики­ Рига, ЛГУ, 1989 
УДК 681.142.2 
А.Ноелковскмй, 3 . Ш н е в с к и й 
ОБУЧЕНИЕ ИСКУССТВУ ПРОГРАММИРОВАНИЯ 
1. ЧТо такое искусство программирования? 
ЭВМ применяются" для решения сложных расчетные задач и 
овравотки данных, 
Умение И С П О Л Ь Э О Е ­ Й Т Ь ЭВМ как вспомогательное средство д/ t 
решения сложны., проблем связано с необходимостью диалога 
между человеком и ЭВМ. Этот диалог происходит с помощью язы­
ков программирования и поэтому программирование часто пони­
маете я лишь как преде т авлемие вопрос а на каком­то языкъА 
п р о г f ­ a г и п 1 р о в ан! 1 я. 
Такая трактовка программирования пренебрегает многими 
сущеетвенными вопросами, которые необ одпмо решить до пред­
с тавления решаемой задачи на языке л рог рам? nip ос­амия, и ­ о т ­
влекая внимание от этих е о л р о с О Б ­ сосредоточивается на де­
талях и сложное т я:. конкретного язык з пр огр­аммир­ов ания. 
Программирование ­ это некоторый, специфическим для ЭВМ, 
алгорит; (ический с пособ пес танов ии задачи, решение ее с помо­
щь» стандартных доступны­ ме анионов и, наконец, реализация 
этого решения на конкретном языке программирования. 
Умение алгоритмической спецификации решаемой задачи ­
это первая трудность, с которой с т а л К И Е аетс я пр ограпмист. 
ЭВМ OBGpyflOE зны среде гвами хранен! »ч дампы . а также олре де­
ленными наборами просты• : операции, что создает среду, до­
ст упную для п р о г р е т т с та. Изучение алгоритм! >ч ее кого списоса 
спецификации задач»*, в упомянутой внше среде ­ эта главная 
задэча при ок. у чении программиров амию. I iporp аммнет , которым 
умеет думать алгоритмически и знаком со стандартными опера­
ци ями и с посов лми р аменич данны . не с тс/л к не тс я с б о ль шина» 
трудностями п;ч ознакомлении со спецификой Л Ю Б О Г О языка про­
граммироваич IH. 
В нашем понимании об у чыние ис к >ч:с тву пр огр аммировання ­
ото именно Обучение алгоритмическом,' способу мышления и 
стандартным спьгр«|циян, выполняемым ЭВМ. а также способам 
хранения данны' В­ нам hi и С 4 J . Конкретный язык прогруппирова­
ния должен т о л t ко позволить ; пр з ж н т t с я в с i епени усвоения 
эти. H e E U K U L путем np­инемення и при р u­ше­нпн задач с п^пищьш 
ЭЕ­М. BbiBop конкретного я ;ык а про г р а» и inpot ампя не имеет в Д1 »* 
дактическом процессе решающего значения, а т о л к о д «ит в о з ­
можность лучшего или > .. д._е го не пол ь зовамия пр новр е темных н а ­
выков . 
2. Алгоритмы * структуры данных •> программы. 
Заглавие этого раздела, совпадающее с заглавием превос­
ходной книги N. Wirtha E6D, передает лапидарным С П О С О Б О М , 
­>чем является программа ЭВМ, 
Понимание сущности программы и ее сносова реализации на 
ЭВМ необходимо для эффективного программирования. 
В предисловии к С63 N. Wirth пишет, что "Программы пред­
ставляют С О Б О Й в конечном счете конкретные формулировки аб­
страктных алгоритмов, основанных на конкретных представле­
ниях и структурах данных". Ив этого утверждения следует тес­
ная связь между данными и алгоритмом. С одной стороны способ 
представления данных оказывает влияние на В Ы Б О Р алгоритма, а 
с другой стороны решение, касающееся структуры данных может 
выть принято на основании довольно Г Л У Б О К О Г О знания деталей 
алгоритма. 
Можно выделить­ две основные группы вопросов, которые 
ставятся перед программистом! 
­ данные и их представление в программе, 
­ алгоритм и доступные при его решении операции. 
Несмотря на тесную взаимосвязь, в процессе обучения их можно 
разделить и овсуждать отдельно. 
Языки программирования, например "COBOL", в большей или 
меньшей степени отделяют декларативную часть программы, слу­
жащую для определения и описания данных, от процедурной час­
ти, служащей для описания алгортима, оперирующего с описан­
ными данными. 
Программист должен познать возможности определения дай­
ны , которые в программе представляют некоторые абстракции 
реальных овьектов. Эти австракции по мере уточнения алгорит­
ма все в большей степени приспосабливаются к ограничениям­, 
наложенным системой программирования и конкркетной средой, 
в которой программа будет выполняться. 
Процедурную часть программы составляет последовательность 
стандартны:, операций. Под выполнением операции мы понимаем 
не только математические действия, но и операции сравнения 
управления программой и т.п. 
3. Структуры данных 
Разговор о данных, являющихся абстракцией реальные Объ­
ектов, нельза вести в отрыве от устройств хранения данных 
[*:<]. С точки зрения программы наиболее интересны доступные в 
ЭВМ форматы данных, позволяющие хранить данные в оперативной 
памяти ( ОЗУ) ЭВМ. другие устройства хранения данных, назы» 
во­гмые внешними запоминающими устройствами <ВЗУ), более и н ­
тересны с точки sрения всей пр­ограмной сне темы, чем о И Н О Й 
программы, ,:отя они оказывают влияние на представление дан­
ны.: Е программах их использующих. 
Данные в ЭВМ представляются числами, записанными в дво­
ичней системе счисления. С точки зрения программиста, рв^чв­
ьцего вопрос существенно н е э т о , а с к opee ­ какими форматами. 
Построенными из последовательностей двоичны< единиц, можно 
оперировать, а также к аковы С П О С О Б Ы доступа к ним. 
Итак, предетавляк,т интерес : 
­ формат >= рат»шх даннык, 
­ доступ к ним, т.е. с П О С О Б адресации. 
Ь от дельных случая­­: интерес н а еще емкость с лова. 
Используя ЭВМ, имеющую логи (векую Б а й т о в у ю организацию, 
программист должен знать какого типа данные можно хранить в 
одиночном вайте и в какие Более сложные с т р у к туры можно с о ­
единять в последовательные Байты. 
Допускаемые форматы данны­. дают возможность определить 
типы данных. 
Знание основных ТИПОВ аанны-.: 
­ символьных, 
­ с фиксированной запятой, 
­ с плавающей запятой, 
­ логически.; 
не должно ограничиваться пониманием способа и х представления 
г* памяти ЭВМ или того, какие реальные овьекты можно аписы— 
ва т ь i пи i в п ррг р амма х. 
Говоря о форматах д а н н ы * и логически связанные с ними 
просты • типа. , следует выяснить принципы «адресации памяти 
ЭВМ. Вопросы адресации, существенные п р и программировании 
на языг.а; н и i* к о га уровни не должны выть. Сиьершеино чуждыми 
программисту, оперирующему лишь названиями данных, когда он 
не поль эуетс я я зыком лрограмг Bipoeai itttt вы шег ур*овня. Выяс­
няя переход с н а званий д а н н ы е на м>с адр ее а в памяти ЭВМ 
MQ4.HU указать на некоторые функции компиляторов я з ы к о в п р о ­
граммирования и вытекающие из этого пренмущемтва и н е д о с т а т ­
ки, с вч аамные со с посован ир игр ai >ммр овамня С 7 ] . 
Пр ас т ые типы данны , не поэво пяют р t­ш... г* с лишком сложные 
вопросы. Дли этого H L - Ü L о ; . 1 и ы составные гипы данны. . О б щ е ­
принятой с труи турой данны : явл яетс я массив. Массив, как 
структура данные., л ¿r ко понятен пр и солос тавлеиии с и зь У С Т ­
Н Ы М И из математики последовательностями и патрицами­ О д н о ­
родность достигается тем, что в нее можно вносить (для х р а ­
нения) только данные одного типа и с той же характеристикой 
(а гривутами). 
В случае массивов Б о л е е широкого раэяснения требует С П О ­
С О Б доступа к ). помин aet >ым дамньн i. Прямой д о с туп , дос тигае— 
мый благодаря индексированию, треь>с­т введения понятия и н ­
индексного сипа. Итак , i. иосснм.­ буду т з а п о ш м а т ьс я однор­од— 
ные, ази*ны&1 к которым необ одни прямой дос туп. 
hVcci'.b ­ это организации данны­ р а з р е ш а ю щ а я быстро и Э ф ­
фективно выбирать алименты, и­ упорядочивать и выполнять 
другие часто неоь> идиныь в обработке длины ?• операции. Умение 
опер­ир овать массивами ра зр ешает i¿ j¿r тивно р ешать с ложные 
Вопросы при усложни, ч то вес в массив данны помещаете я в п а ­
мяти ЭВМ. Другой организацией данмьь*, ра зр ешаюдой ран»­­ть 
разнообразны*, но логически связанные данные, чьляегсй 
Структура. В структуре с помощью уровней, можно записать 
и е р а р и ч е г м и е с р я ш между р д э н р р о я ч ы * ш гтоэнцм**»пи. к о т о р ы е 
с о с т а в л я ю т п д н п u«?/io»". J чрмент армы* п о з и ц и и и о ­ м о г р у п п и р о ­
в а т ь р любые к р у п н ы е е д и н и ц ы , с о г п ^ г м о му­з­в;­»** f í ­ a i m ­ í u n n ал— 
г o p т и н а о в р а е о т н и . 
С помощь ю с т р у к т у р ч а щ е в с е г о ­ огмятыг­^* г с: я з а п и с и . Э т о 
сложные т и п ы , и о н и н е п о л ь з > ю т е я в й е н е тр у к ц н я • f M i i e к о л е е 
с л о ж н ы ­ , какорыш1 «Fniwrcfl файлы. Файлы р а з м е щ а ю т с я nal Р Н Р Ш ­
ю г ­ запоминаюшм у с и р о й с тр<< , и ­ с т р у *р /р­* в г о л ь ш т 1 ! г т р п е ­
ни п п р е д е л « е т с я н о с и т е л е м , н а к о т о р о м р а м я т с я д а н н ы е . 
Haii во л е е прос т о й к о н г т р у * ц и е й фай л а Ч Р Л Я Р Т С Ч hör лг» д о в а ­
т е л ь н ы й ф а й л , н о т п р ы й мо*мо п р е д с т а в и т ь в и ' о е м а с с и р а з а ­
п и с е й с м е о п р е д е л е н н ы м к о л и ч е с т в о м э л е м е н т о в . В о т л и ч и е о т 
м а с с и в о в г: к о н е ч н ы м ( о п р е д е л е н н ы м ) числом 1 л р г< е н т п р , д о с т у п 
к п о с л е д о в а т е л ь н о м у файлу ­ д р у г о й . В ли»г,ой М О М Р Н Т мепгэереД— 
с т р р н н о д о с т у п н а т о л ь к о О Д Н А , с о м и р е т и л ­ з а п и с ь . П о с л е д о в а ­
т е л ь н ы й д о с т у п к д а н н ы м , ч а п п г а н м ц м в файле , п р и в о д и т к м н о ­
г о ч и с л е н н ы м н е о б ы ч а й н о Р Л К Н Ь И п о с п р о с т р и ч м д л я о п е р и р о в а н и я 
на т а к и м и к р а эои и с ш а п л и ц р м у П А Н Н Ы ­ . 
О п е р а ц и я с о з д а н и я файла с у ш е е т р р н м о о т л и ч а т г я о т о п е р а ­
ц и и е г о п р о с м о т р а , ч т о п р м р о д м т к т о м у , ч т о п о с л е д о в а т е л ь н ы е » 
файл мо:»­ет с. о с д а в а т ь с я ( з а п н с ы р а т ь с я > и л и п р о е м д г р и в а г t с я 
< c 4 v i T b . k a T b c 4 ) . С о з д а н и е з а к л ю ч а е т с я г­ тапис и о ч р р р д м п г п э л е ­
м е н т а файла в к о н ц е . Пр­ос н о т р пас ч е п о р а т р т ь н е г о файла т р е к у ­
е т о б р а б о т к и в с е ^ е г о з а п и с е й ш п о р ч ш ­ р пч»»рплмос т и . 
В с лу ч а е мое л е д о в а т е л ь мы* файлов с " е д у р т п в р * т и т ь в н и м а ­
ние на ф и з и ч е с к и й С П О С О Б з а п и с и о д н и м на м а г и и т н ы моей г е ­
ля». . О п т и м а л ь н о * и с п о л ь з о в а н и е н о с и т е л я в ы н у ж д а е т п р о б р а н ­
м и с т а к Б л о к и р о в к е л о г и ч е с к и ­ : з а п и с е й в ф и з и ч е с к и е Б Л О К И З а ­
п и с е й , к о т о р ы е я в л я ю т с я е д и н и ц е й п е р е д а ч и данны> между n p o i — 
р а м п о й ( о п е р а т н е м о й памят ью > и B 1 V ( д и с к о м и л и л е н т о й ) , Эф­
еен т и е н о с ть пер е д а ч и д а м м ы у д о с т и г а е т е я р а з н о о в р а зиыми с п о ­
с о в а н ы яуфермзацим д а н н ы • . С Б у ф е р и з а ц и е й с в я з а н о о п т и м а л ь ­
н о * И С п о л ь ? O Fа м и р т е ­­ми чес. к и с р е д е т е ЭРН. Э т и возможное т и 
у в е л и ч и в а ю т с я п р и р а зуммом поль э о в а н м и И Н П Р И С Д М И и ра знь>ми 
п о р яд к an i l с ч и т ы в а н и я и з а п и с и данные , 
П Р И И Н М Д я э т у информацию как flonotwate к информации O B 
о с о б е н н о е тя> о б р а б о т к и д а н н ы е , мак а п л и в а е н ы 4 ­ н а м а г н « 1 т н ы » 
н о с и т е л я » , п о з н а к о н м м е ч с д р у г и м и о р г а н и з а ц и я м и м а с с и з о з . 
С И Н П Р К С Н О ­ п о с л » д о з а т е льмымн файлами и файлами с прямым 
д о с т у п о м н е р а з р ы в н о с в я з а н о п о н я т и е "ключ записи** мак и д е н ­
т и ф и к а т о р а , а яда* «е? д о с т у п а и м е т о д о в н а х о ж д е н и я данные в 
ф а й л е . 
В а 1 ы даиныч ­ э т о о р г а н и з а ц и и д а н н ы е , т р е б у ю щ и е с п е ц и ­
а л ь н о г о и о т д е л ь н о г о О б с у ж д е н и я . В рами а»­ л е к ц и й п о п р о г р я и — 
мне^аамию можно лишь о т м е т и т ь с у ш е е т е е н н ы е р а з л и ч и я в и е р а р ­
> нес • ом и р е л я ц и о н н о м под о д а ( э т о т п о с л е в ч и п т и п и ч е н д л я 
м н к р с ­ З Р г т > . Н е к о т о р ы е механизмы д о с т у п а в еаэа> д а и н ь ^ , т а ­
и и » ­ « я обращенные м а с с и в ы , масс ивы индекс о » и д р у г и е , с т о ­
и л о вы о в с > д н т ь к а к примеры и м т е р е е м в » приз»мое п р о г р а м м » 1 р о — 
вам» i * . Они м о г у т н а й т и с в о е приме м е т я т т а к же п р и о ^ е р и р о в а ­
нии н е * о л ь ними н н о к з е т з а н и длины . 
4. Алгоритмы. 
ПоследоБательныи С П О С О Б Б Ы г о л н е н и я программы, используе­
мый процессором ЭВМ, не характерен для человека. 
В связи с этим не очень важно, Ч Т О Б Ы программист мог 
Оформулировать алгоритм, который, реализуемый с машинной 
точность» vi последовательность», решал Б Ы данный вопрос. 
Существуют разнообразные С П О С О Б Ы спецификации алгоритма, 
по средетвам, отличающиеся от языка программирования.Начиная 
с методов типа блок­схема или структурограмма, и другими 
графическими методами, как метод Jacksona или ' ­ J a r h i e r a по 
псевдокодированим С2 3. Псевдокодирование ­ это искуственный 
язык предетавления алгоритма Без к о м п ь ю т е р н о й реализации. Он 
учитывает все допустимые в языках программирования механиз­
мы, выраженные с помощью еетественного языка, обогащенного 
ног колt кими ключевыми словами с пециального значения. 
Выражение алгоритмов с помощью методов отличные от язы­
ка программирования р а зрешает усвоить умения секвенционного 
представления решения вопроса. Благодаря простоте средств 
выражения алгоритма, пр­ограммист концентрирует все внима­
ние на решении вопроса. 
В язык а< высшего уровня имеете я инструкционный аппарат, 
который по1ьоляет выполнить какую—то операцию вез тщатель­
ного анализа подробноетей peaлиэации этой операции на ЭВМ. 
Примером может служить мес ледов анис? состояния условия в цик­
лах, управляемых условием, и влияния этого исследования на 
кратность выполнения содержимого программного цикла. /Деталь­
ное расписание такой ситуации может / Б е р е ч ь любого програм­
миста от очень трудны ­ для Обнаружения О Ш И Б О К . 
В процееее обучения, следует стремиться к программирова­
нию без пс пользованпя языков программирования. Такой С П О С О Б 
Обучения разрешает овладевать не тайной какого­то языка про­
граммирования, а умением решать вопросы согласно правилам 
ФУ н к 14 но и ир­ о в а ни я ЭВМ. В пр-ацъесе у не Б Ы Д О Л Ж Н Ы применят ъ t я 
толь к о такие прогг аммные структуры, которые имеют реализацию 
на языкам программирования и соответствуют изученным мето­
дам программирования. 
Стремясь овучнть структурмому программированию, доста­
точно опер ир­окат ь лишь со структурами! 
­ последовательность, 
­ выьор, j 
­ пов горение 
и мет неов одимос ти у се «дать программиста в том, чтобы он 
избегал инс тру кции ве л/с поеного пере ода и др'уги* ме *. амизмов 
которые, конечно, удобны.но ведут к тому, что написанные про 
граммы мог/т пло/о выполниться или трудно моднфмцироваiься. 
Каждый язык программирования имеет подмножество аппарата 
содержащее основные? с Тру til уры и группу с пециал к мы и инс труи­
цим, котор ые д зют возможное т ь прос тым с пос своп Д О С тмч ь тре­
буемой единичной цели с трудными дпч пред> с ми грения П О Б О Ч Н Ы ­
МИ, пос л еде т виямм. /Дл * под ав л яющего воль шимс тва вопросов до­
с таточен основной навор инструкций для решения задачи на ЭВМ 
н на это должен эаострать внимание учитель. 
Дополнительные возможности языков программирования, кото­
рые значительным овраэом облегчают решение трудных вопросов, 
должны вводиться только тогда, когда уже освоен основной о б ­
ъем языка программирования. Такой С П О С О Б дозирования знаний 
должен гарантировать программирование с пониманием того, как 
задача решается на ЭВМ. В процессе учебы трудно рассматри­
вать решения крупных вопросов с естественно выделенными под— 
вопросами. Поэтому решение задачи надо делить на независимые 
влеки, даже, если это деление нскуственно С13. 
5. Обучение программированию 
Программирование ­ конструктивное искусетво. Каким же 
методом следует учить программированию*"* Одним из методов яв­
ляется определение множества элементарны.­: основных правил 
со«давания програн 1i и переда ча ик сиг те» ш т и ч е с к и м С П О С О Б О М . 
Программирование ­ это О Б л а с т ь многогранная и требующая н а ­
ходчивости программиста, отсюда представление готовых рецеп­
тов , как правило, невозможно. Рекомендуемый с пасов — это 
умелый навор примеров, когорые внушают программисту некото­
рые схемы поведения. Трудно ожидать, Ч Т О Б Ы примеры были д о ­
статочны! i средством для овладения умением программирования. 
Необходима интуиция и интеллектуальная самостоятельность 
программиста• Демонетрация хорошо в ы к р а н н ы п р и м е р о в имеет, 
однако, много преимуществ. Кажется, что в первую очередь 
лучше научить программиста читать программы и только в д а л ь ­
нейшем писать. 
Обучая чтению программ на <ороши> оаразцах можно, с с а ­
мого начала учить правильному стилю программирования, яс­
ности и четкости Первичного кода [33. Эти умения затем е с ­
тественным овразом применяются на практике при написании 
собственник программ. 
Обучая программированию на ЭВМ следует разделить умение 
программирования от умения конкретного языка программирова­
ния, чаще вс его вс троенного в к ак ую­то операционную систему * 
Овучение программирования должно в ы и полноет ью абстрагиро­
вано от конкретны­ машинных, реализаций. Зато упражнения для 
опвоенпя эти i умений должны осуществлягься на программном 
языке, который или из­за специфнки условий, или по другим 
причинам рекомеид > етс я для группы у чащи> с ч. Не рекомендуй­ г с И 
однако совмещать tвучение искусству программирования с иву­
упением языка программирования. 
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Abstract 
Nowakowski, A., Z. Szyjewskl. Teaching the art of prog­
ramming. 
Authors* principal conceptions concerning the structure 
of courses of programming are set forth In this paper devo­
ted to methodologte of programming training. On their o p i ­
nion, teaching programming ­ it is • training to the algo­
rithmic way of thinking, to standart operations executed by 
a computer, as well as to methods of d a t a storing on compu­
ters. 
Алгебра и дискретная математика! 
Прикладные вопросы информатики. Рига, ЛГУ, 19В9 
УДК 6В1.142.2 
У.Папе р Т.Вежбицкий 
ГгРИг1Е НЕКИЕ ИНФОРМАТИКИ 
В КРУПНЫХ МОРСКИХ ПОРТАХ 
В портовом хозяйстве грузовые потоки одного хозяйствен­
ного района преобразуются в потоки другого. Ввиду того, что 
в количественном и ценностном отношениях значительная часть­
внешней торговли проходит через морские порты, участвующие 
в атом предприятии заинтересованы в возможно четком хода) 
всех происходящих здесь транспортных процессов. 
Усиливающееся хозяйственное соперничество между европей­
скими странами заставляет также и морские порты обращать 
осовое внимание на свою конкурентноспособность. чего нельзя 
дос тичь тол ь> ко ус пленными к впита лов л ожени ями • Неовхо димо, 
кроме того, гарантировать оптимальное по времени выполнение 
всех операций. А это возможно лишь, когда используются ком­
плексные, визирующиеся на компьютере логические системы, ко­
торые С П О С О Б Н Ы оьеспечить еесперебойный поток информации, 
значительно опережающий материальный поток. 
Понимание отого факта легло в основу создания информаци­
онных систем не только в р я д е крупных морских портов Европы 
и мира, но и в волее мелких портах, как например Дюнкерк или 
Тис. Это касается, впрочем, не только морских портов, на и 
всей сухопутно­морской транспортной цепи Г.73. 
Причины заинтересованности в вычислительной технике pi ее 
применении в портовом обороте раскроем на пример» наиболее 
продвинувшиеся в этой аьласти европейских портов! Бремена, 
Гетеворга, Гамбурга и Лондона. Потом сделаем выводы, необхо­
димые для развития информатики в морских портах социалисти­
ческих стран. * I * 
В порту Еремен, Бремен .афенУв качестве главной предпосыл­
ки системы COMPASS ­ Cotaputerori entier te Methode ­fur die 
Planung und Ablaufsteuerung im Seehafen (метод компьютеризи­
рованного планирования и управления деятельностью морского 
порта) принято, что для всех участников повторного оборота 
часть информации несет постоянный характер. Следовательно, 
целесообразно создать центральный аанк данных и снабдить за­
интересованных потребителей терминальными устройствами. Р а с ­
пределение потоков информации между участниками портового 
оборота в порту Бремен показано на рис. 1. Потребители сис­
темы наполняют банк информации один раз, а потом имеют воз­
можность многократного использования переданных сообщений в 
раэны­ аспектах. Наполнение банка информацией осуществляет­
ся в реальном времени. Система имеет защиту, не позволяющую 
доступ к информации неуполномоченным лицам. Всв потребители 
?. ЗАИЛЕНИЕ in 19ШЕШ • M W 
З . Н Н Ш М М {KirmoaopovHii, АТО­
TMrKIWJlWl) IM M W W L M СЯ» 
Í KCIHUFT З О Я 1*10» пег 
nerrnoi к а с т о р 
HWNIVII MI ПЕРЕГРУЖУ 
З.ВЕРУ ЧЕМ* LYTAAPOEIMU 
7 - 3 - , 
Г 
LAMTKÎ 





..Перечень r p m 
?,ÍU*M ИГРУ MM 
3,Ra«M«K1 
ПЩПГМТЕЕ ЙО ПЕгЕГРУЗКАЛ 
J.ROJTQIMM NEPER РУ»ОЧИП 
PLIER 






I.ОТЧЕТ гш СМЕН* 
Н И Щ Е Е СУ1Н0 
COOFEEWE ] 
m mim» 
Ы.1. M O O M T I 
­I CTMMOPCIK IWÍIWnT* 
инфррг­аци" имеют также возможность непосредственной связи 
между С О Б О Й . Система располагает центральным устройством S i e ­
mens 7.561 с памятью 16 МБ (мегабайтов!. 
С ним св яэаны: 
. 6 дисковых несменны* устройств памяти типа 3473, каждое 
на 756 МБ; О Б Щ И Й объем ­ 4,536 ГБ (гигабайтов), 
. 6 дисковых устройств памяти типа 3468, каждое на 300 МБ 
(1,800 Г Б ) , 
. 4 ленточных устройства памяти типа 3539 для архивации дан­
ных. 
Программное обеспечение включает в севя операционную 
систему BS 2000, ванк данных SESAM, обслуживание мониторов 
COSMOS и UTM, к а к и обслуживание 3B0 мониторов TRANSDATA и 
около 130 терминалов с печатающими устройствами у экспедито­
ров, маклеров и других лиц. 
В настоящее время пользователи системы имеют в своем 
распоряжении 75 телефонных линий со скоростью передачи 4ВОО 
водов, 20 линий со скоростью передачи 9600 водов, 12 С В О Б О Д ­
Н Ы Х присоединений 4 Dater­Р, международные линии и данные 
относительно! 
. маршрутов около 600 судов по около ЗЗОО портам в течении 8 
недель, 
. около 51000 адресов, 
. около 4000 коммерческие предложений, 
. около 2000 тарифов, 
. около 8600 ограничений клиентов. 
Системой ежедневно обслуживается 49000 сделок. Максимальное 
количества ­ 55600 сделок в день и 9800 в час, т.е. 1663 
сделки в минутую 404 все сделок совершаются в течение 2­х 
часов, т.е. в 154 рабочего времени. 
• За месяц печатаются формуляры: 
48000 портовых заказов, 
• 30000 экспедиционных документов. 
. 20000 коносаментов, 
• 26000 счетов, 
. 14000 различных формуляров и накладныч. 
Для того, Ч Т О Б Ы выла возможность связаться с COMPASS ­ ом 
и с другими компьютерами. Б а н к данных порта Бремен им**т т е ­
лвкомутациомную систему LOTSE (Log!11с­Tele­Serviсе). Через 
LOTSE сообщения передаются и з вазы данных другим фирман по 
схеме компьюте|ь/­компьютер. LOTSE обеспечивает возможность ди­
алогового режима равоты всем пользователям С43. 
Законченная только что постройка системы COMPASS и с о з ­
данного для связи с этим Б а н к о й данных инструмента, получив­
шего название LOTSE (пилот), дает партнерам портового хозяй­
ства в Бремене возможность посредством печатающих устройств 
и дисплеев обмениваться информацией, сопровождающей транс­
порт. Созданы специальные логистические информационны* сис­
темы для морского транспорт». 
Система DAVIS (сокращенно* название "продажа о в ь в к т с * 
морс кнм путем, поддерживаемая дне тамц» ю^­мей эбравсукоЛ д *>*­­
нык") в виде полного пакета предлагает к л­и***там« транелезт^ные 
услуги и обслуживание лучше и дешевле, чем смогли Б Ы сделать 
сами экспортеры. Участники экспорта связаны с COMPASS—ом 
дисплеями и станциями печатающих устройств. Вид связи и чис­
ло установленных устройств зависят от размеров экспортного 
предприятия. В сеть передачи можно включить порты приема и 
строительные площадки, при помощи соответствующих расчетов 
производственных взаимозависимостей удалось повысить произ ­
водительность. 
CCL (Container Control and Logistics) — это система, 
направленная ко всем партнерам контейнерной цепи. Система 
пригодна к использованию в контейнерных вазах, но ею можно 
пользоваться также для контроля и х Оборота в мировом масшта­
бе. Поставщиками данных в систему являются прежде всего 65 
железнодорожных точек по переправке контейнеров TRANSPRA­
СНТ­а, которые передают в CCL всю информацию ов изменении 
состояния. С сухопутной стороны поставка и выдача как желез­
нодорожным, так и Безрельсовым (дорожным) транспортом подле 
жат соответствующим процессам учета. Это обеспечивает на 
площадке контроль всех внутрмтермимальных движений, как и 
всех изменений состояния (статуса). Со стороны судна контро­
лируется загрузка и выгрузка. Через систему CCL можно прос­
ледить весь путь контейнера, она также облегчает оптимизации, 
потока к о т ейнеров. 
Система CAR (Control Automobi 1 Report i ng) осуществляет 
полное прослеживание груза от фабрики вплоть до порта, а 
также дает распоряжение погрузить его на судно и занести в 
конечный рапорт. При этом между С О Б О Й соединены (сопряжем) 
компьютерные системы портового экспедитора и производителя 
автомашин. . . 
Система 51 ORE (Stocfc­Report) обслуживает в основном 
распределение. Товары, прибывающие в порт Бремен. , как пра­
вило, регистрированы через дистанционную трансмиссию данных. 
На основании эти;: данных составляются списки ожидаемых сос­
тояний, которые дают возможность заказчику распорядиться то­
варами еще до прибытия судна. Можно подготовить обложение 
товаров пошлиной и запланировать складирование (в отношении 
потенциала складов и п е р с о н а л а ) . Заказчик и экспедиторы сво­
евременно получают рапорты о товарах на основании которых 
могут Б Ы Т Ь подготовлены рассь­лочные распоряжения. 
В распределении товаров включаются перевозчики — желез­
ная дорога и ^етомовмльный транспорт. Главные выгоды здесь 
дает интегрированный поток информации. Стороны, участвующие 
в процессе распределения, в Л Ю Б О Й момент времени в своем 
раслоряжени имеют текущую информацию о состоянии. Комплекс­
ные задачи по распределению можно прикрепить компетентным 
партнерам в порту. Интегрированная обработка информации 
улучшает управление и контроль. И наконец, клиенты достигают 
значительного снижения с точности равот за счет экономии ка­
питаловложений на собственные склады и высоко эластичного 
использования складов морского порта. 
Иначе, чвм в Бремене, пошло развитие информационной сис­
темы порта в Гамбурге £33, где очень Быстро развивалось при­
иенение индивидуальных компьютерных систем. Сегодня уже поч­
ти все средние предприятия оснащены компьютерами, и только 
немногие иг них не стали на путь компьютеризации. В 1987 г о ­
ду функционировало около 43 систем, поставленных разными п о ­
ставщиками. Кроме того, использовалось около 1800 терминалов 
с 1450 мониторами и 330 печатными устройствами. В противопо­
ложность централиэированному решению в Бремене, в Гамвурге 
приготовлена сетевая система, а также разрешен вопрос пере­
дачи документации и информации о цепи портового оворота. Е с ­
ли для заказа Н В Б Х О Д И М Ы соответсвующие данные, то они могут 
Б Ы Т Ь получены через экспедитора посредством компьютера. Для 
пересылки сообщений между перегрузочными фирмами, участника­
ми и маклерами выли приготовлены стандартные комплексы д а н ­
ных, овлегчаищие пересылку. Эта система выла разработана в 
1979­81 годах и введена в последние 5 лет под названием DA­
K0SY (Система коммуникации в порту Г а м б у р г ) . 
В этом решении осовое внимание заслуживают! 
­ отсутствие центрального Банка данных (но Обеспечено 
своводное пользование новыми технологиями овравотки 
д а н н ы х ) , 
­ соединение индивидуальных компьютерных систем в т в л е ­
трансмнесионную сеть. 
Во время работы над DAK0SY эавотились о том, как связать и н ­
дивидуальные, независимые структуры, а также используеться 
системы со средствами вычислительной техники крммуникацион­
ной сети. Считается, что компьютер играет лишь коммуникаци­
онную роль. Обязательной, однако, является вполне автомати­
зированная коммуникация, так что существует возможность пе­
реслать данные дальше в другие системы автоматически. Для 
этого Б Ы Л разработан О Б Щ И Й стандарт данных и их определения. 
Например, определение элементов заказа содержало, наряду с 
другим, название судна, место назначения, принадлежащее пе­
регрузочному предприятия, описание посылки, массу, вес и т.п 
За исходное принято положение, когда каждый потревитель, 
связанный с системой DAK0SY, имеет связь со всеми другими 
т.е. коммуникационный компьютер связывает каждого участника 
со всеми другими устройствами. Использование радиальной 
структуры сводит число связей к классической схеме звезды. 
В Ы Б О Р С В Я З И В DAK0SY для каждого ­ участника произвольный И 
зависит от договоренности с почтой. 
Сеть пересылки состоит из . 70 постоянных линий связи 
Н о Н со скоростью передачи 2400/4B00/960Q вит/с, 2­х т е к с т о ­
вых DATEX­P (9600 в и т / с ) , 1­ой текстовой связи ­ L (48000 
Б И Т / С ) , 8 компьютеризованных связей, действующих со с к о ­
рости 1200/2400/4800 вит/с и 1­ой связи типа Mark­Ill (сеть 
Cata G e n e r a l ) . Связь осуществляется согласно протоколу 2780 
BSC, 3270 SDLC и Х.25. 
С DAK0SY связаны следующие к о м п ь ю т е р н ы е системы! 
­ 1ВМ/34,/36,/38, 43 хх /DOS/VSE/C/CS, 
­ Siemens 7.5xx/BS200/UTM, 
­ DEC VAX B60O/VMS, PDP 11/44/RSTS, 
­ Nixdor* B850/DID0S, 8860/NIOS, 
­ Honeywell Bul 1 /DPS4/6C0S, 
­ Sperry U 7 2 / E 2 / 0 S 1000/TIP, 
'­ Kienzle 9188/MA 2 1 0 , 
­ NCR 930C/9400, 
­ PHP 30OO/MPE­V, 
­ Wang VC100, 0 
­ Olivetti M24/MUMPS. 
­ Personal Computer. 
Система DAKOSY опирается на сдвоенной системе IBM 3 8 ­
400 с ОЗУ 8 МБ и 3­х коммуникационных телепроцессорах IBM 1 
с ОЗУ 512 КБ. Непосредственно к DAKOSY подключены 86 м о н и т о ­
ров и 38 печатных устройств. Несмотря н а то, что сегодня 
почти 45 автономных компьютеров связаны между совой, овшее 
число потребителей в 1987 г. составляло 110. Это значит, что 
многие фирмы разыскивают дополнительные пути коммунификации 
через трансмиссионные станции или телетайпную сеть. 
Такая система как DAKOSY н е могла ограничиться простой 
системой коммуникации. Д л я Б О Л Ь Ш О Г О числа мелких и очень 
мелких фирм должны выли развиваться волее привлекательные 
спосоаы повышения эффективности их равоты. Это можно выло 
достичь только передачей р а в о т , до сих пор выполняемых вруч­
ную, в специализированные системы, связанные с DAKOSY. Это 
системы! 
­ SED0S, система портовой документации для экспедито­
ров со специально выделенной финансовой Б у х г а л т е р и е й , 
­ TALD0S, система документации контроля погрузок д л я 
6­ти учетчиков гамвургских фирм учета, 
­ CONDīCOS, компьютерная система управления и контроля 
контейнерооворота, 
­ C0NTRADIS, гнетена управления контейнерным транспор­
том связанная с системой сухопутного транспорта, 
TRANSFRACHT с коммуникационным компьютером немецких 
железных дорог "Gateway" во Франкфурте. 
Кроме того, порт в Гамбурге предлагает клиентам ряд компью­
терных систем, таких как EVA, SALVIA, C L O U , LINDA, а также 
многочисленные пакеты программ. 
Другой путь выврал один и в самых крупных портов Е в р о ­
пы — Гетеворг, компьютеризацией которого занялась специально 
созданная фирма HT DATA AB, располагающая в настоящее время 
двумя компьютерами IBM 38 с сетью нескольких сот терминалов 
(в том числе несколько десятков интеллигентны, типа IBM P C ) . 
Как и везде, в портовых приложениях информатики Cl] на­
чато применение компьютеров для администраторских равот, 
чтовы потом расширить его на все важнейшие портовые операций. 
Теперь основным входом в административные системы является 
t i m e ­ B h e e t ­ ы (эквивалент сменных р а п о р т о в ) , составляемые 
Бригадирами, ответственными за перегрузочные операции. В них 
содержатся в с е П О Д Р О Б Н О С Т И , касающиеся рессурсов ­ персонала, 
машин и кранов, необходимых для отдельных работ. С целью 
контроля регистрации всех соовщений входные данные сопостав­
ляются с индивидуальными "календарями" (используемы также и 
для планирования р е с с у р с о в ) . 
Эти данные целиком включаются в систему и используются 
в Бухгалтерии для учета издержек по равочим местам, выписы­
вании накладных, статистики, подсчета окладов и т.п. 
Б дополнение к этим расчетам в административных приложе­
ниях могут применяться также системы финансовой Б у х г а л т е р и и 
учета основных с р е д с т в , платежа и государственной статистики 
внешней торговли, а в последнее время ­ и система расчетов 
автомобильного парка. 
Что касается выполняемых операций, приложениям информа­
т и к и в порту Гетгворг придан вид двух систем! 
1) TICS — информационная система управления Б е р е г о м 
(контейнерным т е р м и н а л о м ) . Она используется д л я управления 
всем потоком грузов; это касается как экспорта, так и импор­
та..­ Б О Б О И Х случаях непрерывно регистрируются сообщения о 
соответствующих единицах груза (например, к он те йнерах). Эти 
сообщения служат для идентификации единиц груза после их 
привытия в порт. Одновременно с их перегрузкой в терминал в 
системе TIC регистрируются изменения ИМ статуса. Таким овра— 
зом, точно известно, какие единицы груза находятся в данном 
районе, в какой они стадии процесса перегрузки, а прежде 
всего, где складируются. Это значит, что всегда 'можно кон­
сультироваться посредством монитора компьютерного терминала 
и, например, запросить единицу груза XBIS 700300­3. Ответ 
может содержать сведения! откуда единица груза прибыла, где 
находится, является ли этот груз опасным, его вес, владелец, 
н а з н а ч е н и е и т.п. База данных системы TIC содержит также 
с в е д е н и я о всех судах, заходящих в порт ­ а судоходных лини­
я • Других . портах захода, приблизительном времени входа в 
порт и выхода из порта и т.п. * • 
В экспорте грузовые суда должны Б Ы Т Ь предварительно эа­
дьлвны. После принятия их на територию порта они получают в 
системе статус "прибытия", а непосредственно после передачи 
на территорию складирования отправок регистрируется и х т о ч ­
ное местонахождение, и они получают, статус "ожидающих"} их 
номер в очереди хранится в системе. После привытия судна на 
алижайшем местном печатном устройстве генерируется подгру­
зочная ведомость ов очередности заявленного спроса. Эта 
с в о д к а указывает, где каждая единица груза должна выть з а ­
гружена на судна. После осуществления загрузки регистриру­
ются возможные отклонения от погрузочной ведомости и статус 
единиц груза меняете я "на борту". 
Клиенты непрерывно получают информацию относительно п е ­
регрузок их товаров. В .зависимости от потребностей каждого 
клиента могут б ы т ь использованы равные методы передачи и н ­
формации ­ иногда по телефону, телетайпу или письмом, и н о г ­
да уже в режиме компьютер (клиента) ­ компьютер (порта), но 
чаще всего посредством непосредственной связи терминалов кли­
ентов с центральным компьютером системы НТ Data. 
Сообщения, касающиеся собственных г р у з о в потребителя, 
например, о доступности контейнеров вместе с их местонахож­
дением, состоянием, и т.п., доступны сразу после передачи 
сигнала перегрузчиков. Манппуляи»шнные мнетрукции тоже м о ­
гут вводиться непосредственно самим клиентом, например, бро­
нирование места складирования может выть регистрировано за 
несколько минут до проезда автомашины через ворота вез необ­
ходимости остановить автомашину ввиду отсудствия информации 
а Б р о н и р о в а н и и . 
2) TRAFS ­ это система планирования движения в порту. 
Сообщения записываются в вазе данных TRAPS круглосуточно 
(как и места стоянки судов, предназначенные для плановых за­
водов) , что осуществляется накоплением в компьютере постоян­
но актуализируемых сообщений о планируемой ситуации движения 
судов. 
Относительно каждого захода в системе регистрируются 
(актуализируются) следующие события: плановый заход, вход в 
маневренный район, занятие места стоянки, плановый выход и 
покидание порта. База данных сне темы содержит богатую инфор­
мацию о судах, заходящих в порт, а также о местах стоянок 
судов и клиентах. 
Компьютер может ответить, например, на такие вопросы! 
. Какие суда зашли в Гетеворг в заданный день, например, 
год назад? 
. Какие суда ожидаются в Ретеворге в течение влижайших 
24 часов? 
. Куда заходило данное с у д н о в период последних Ь м е ­
сяцев? 
. Какие суда пользовались данный местом стоянки в тече­
нии определенного периода времени? 
. Какие суда будут пользоваться данным местом стоянки в 
течении ближайшей н е д е л и ? 
Большинство портовых операторов получает журнал "Pilotage 
Order" ­ очень ценный рапорт, генерированный системой TRAPS, 
И облегчающий портовые операции благодаря всесторонней и н ­
формации о движении в порту. 
Выгоды, предоставляемые системой обмена и передачи и н ­
формации и предлагаемые HT Data, зависят от степени и с п о л ь ­
зобания ее возможностей, т.н. она приспосовлена к специфи­
ческим условиям потребителя, а с аил информация доступна и в 
порту, и клиенту/. Ъ с л у чае управления суда i одными линиями 
главная выгода заключаете я в воле • быс трой экс медицин груза 
(означающей, следовательно, своевременность поставки)) для 
грузополучателей же это выгода в колее Быстром доступе к 
грузу. Для овеих сторон это означает уменьшение заморожен­
ного капитала, ûoeтоьерные оценки пок азывают, что каждый 
день в порту Гетеворг ожидает меньше гр/эов и Благодаря это­
му освобождаете я 200 миллионов шведски ^  крон замороженного 
капитала С 13. 
Специфинегнои чертой компьютеризации служб в лондонском 
порту является внедрение кor m кютерной сиетемы"F or t of London 
Integrated Management Information S/stem "­ P0L1M1S (система 
информирования р у к о в о д с т в а ) . Задачей системы POLIMIS являет­
ся обеспечение руководства порта всесторонней, селективной 
и точной информацией. 
Проведенные исследования показали, что управление пор­
та не всегда в состоянии определить заранее, какая информа­
ция понадобится д л я заведения, И Б О ее вид зависит от появив­
шихся в каждом отдельном случае внешних и внутренних условий, 
а они, как известно, изменчивы. В этой ситуации система АСУ 
должна иметь С П О С О Б Н О С Т Ь эластично приспосабливаться к из­
иенчиЕ­ым условиям деятельности порта. 
Управление порта Лондон не усматривает здесь существен­
ной выгоды от непосредственного снижения расходов. Главный 
эффект на мере вамз тс я получить лучшим контролем и вал ее компе­
тентыми решениями, опирающимися на более всестороннум и 
более полную информацию. Таким образом, эти выгоды будут н е ­
посредственно следовать из функционирования системы POLIMIS. 
Настоящий овэор использования информатики в крупных пор­
тах мира указывает на то, что! 
. в последние годы наступила быстрая компьютеризация 
портов,­ в результате которой ­ за счет Б О Л Ь Ш И Х капи­
таловложений ­ появились комплексные АСУ этими порта­* 
ми, 
. современные АСУ заметно улучшают работу портов, при­
носят им значительный экономический Эффект и укрепля­
кт их позиции в конкурентной ворьве, 
. основным и первым шагом комплексных применений инфор­
матики всегда является компьютеризация финансово­эко­
номической стороны, а наиболее значительный Эффект 
дают последующие шаги, 
. осуществляется компьютеризация и телеинформатизация 
оперативной сферы, т.е. самого портового оборота, 
. прочным элементом комплексных применений информатики 
в морских портах становятся логистические информаци­
онные системы [33 и 
То, что ведущую позицию в крупных портах мира заняли 
компьютеры семейства IBM, ­ это интересный повод применять 
Б портах социалистических стран Единую Систему ЭВМ, которая 
базируется на той же самой философии что и IBM. Дальнейшие 
существенные выводы для развития портасой информатики в на­
ших странах ­ это необходимость выделения средств на разви­
тие телекоммуникации, компьютерных сетей, персональных ком­
пьютеров как интеллектуальных терминалов и лдкальных м и к р о ­
компьютерных сетей. 
В польских морских портах информатика применяется до 
сих пар в небольшом объеме и не комплексно ­ в виде о т д е л ь ­
ны ч элементарных систем, самой крупной из которых является 
информатическая сне тема контейнерного терминала в Гдыне (на 
вазе микрокомпьютерной системы O L I V E T T I ) . Появился, однако, 
постепенна осуществляемый проект комплексной АСУ порта И)е­
цин­Свнноуйскце. Его центральной' частью является система 
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Б концепции системы принято, что главной целью работы 
порта является стремление к выполнения задач согласно требо­
ваниям потребителей портовых услуг. Критериями оптимизации 
функционирования, адекватными такой цели, являются целевые 
функции одного из следующих В И Д О В ! 
­ максимизация интенсивности (производительности), . 
­ м а к с и м и з а ц и я качества, 
­ минимизация стоимости пор*овых услуг. 
Основу осуществления процессов управлеия в предлагаемом ре­
шении составляет образец желаемых состояний в деятельности 
портовой системы, создаваемой и актуализируемой .­>и исполь­
зовании методов­и средств информатики. Е е основная функция — 
это рациональный вывор испольнительмого потенциала для вы— 
поления задач ­ портовым услугам. 
Образец желаемых состоянии работы порта состоит и и 
1) главных ванков данных, описывающих исполнительный 
потенциал порта ­ по группам транспортных средства и 
грузов, верега, плавучих средств, а также запас че­
ловеческого фактора, 
2) банка данных о портовых услугах, предоставляемых 
грузам и транспортным средствам, 
3) анализатор состояний портовых услуг и испольнитель­
ного потенциала, оаеспечивамщих текущую актуализацию 
главных массивов данных. Анализатор состояния пред­
ставляет сагой совокупность программ и оптимизацион­
ных моделей (алгоритмов), служащих для объединения 
данных из равны источников. 
Информация для актуализации и модификации овраэца желаемых 
состояний сьвспечивалт информационные отраслевые и местные 
подсистемы.. 
Целью системы управления в морском порту является рацио­
нализация портового Оборота. Основным принципом в осуществ­
лении процессов управления является достижение С П О С О Б Н О С Т И 
выстро и овъективно оценить задачи и исполнительный потенци­
ал в меняющихся условиях деятельности. Качественный перелом 
в решении этой задачи наступил вместо с развитием современ­
ных инструментов управления, какими являйте* методы и средс­
тва информатики. Они' позволяют преодолеть главные препятст­
вия в рационализации функционирования порта, которые вытека­
ли из инерции традиционной информационной системы. 
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Abstract 
Pape, U., T.Wierzblcki. Applications of computer science 
in large­scale seaports. 
Applications of computer science in seaports of London, 
Gotebarg, Bremen, Hamburg are recieved. Analysed are also 
several computer and telecommunication systems acting in 
these ports. At last, considerations and estimates are 
drawn which can be employed to rationalize port functio­
ning in some socialist countries. 
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Прикладные вопросы информатики. Рига, ЛГУ, 1989 
УДК 681.142.2 
У.Т.Смилтс 
ДОКАЗАТЕЛЬСТВО ПРАВИЛЬНОСТИ ПРОГРАММ 
Введение 
При составлении программы для вычислительной машины мы 
с т р емимс я к тому, чтобы программа решала некоторую опреде­
ленную задачу. Однако каждый программист отчетливо и с горе­
чью осознает, что вольшинетьо наших программ содержит о т п е ­
ки. В зависимости от категории ошибок можно говорить о син­
таксической и семантической правильности программ. Вопросы 
f 1С познавания сиптаксичес кой правильное тн хорошо изучены) в 
нагтеищем оьзорв нас будут интересовать исключительно пров­
лемы семантнчес кой правильное тн программ. Мы тратим обычно 
иного времени на тестирование и отладку созданных нами не­
пр а вил к. мы ­ программ. Даже закончив тес тирование и отладку 
амны, мы не мо*ем выт к у вер ены, что она совершенно. 
п г л ы ю к н а . Бее, что но*но сказать а ней, это то, что про­
грамма дает правильные результаты для те­ данных, которые 
ис пиль асьалис ь при ее тес тиров ании. По зже, когда программа 
вудет работать с новыми исходными данными, могут овнару­
жпться и другие ошибки. Классикой стала фраза из С 13с "Тес­
тпрссание прогреми может служить для доказательства наличия 
О Ш И Б О К , но никогда не докажет и.. о т с у т с т в и я 1 " . Высокие тре­
бования к С?ОВр еменному лрагр аммному овес печению приводят к 
ноос одимос ти строгого математического доказательства пра­
вил», нос ти программ. Развитие теоретически:; основ программи­
р­оьаиия и связанны с ним О Б л ас тей кибернетики создало необ­
ходимые предпосылки для разработки математической теории 
верифнк аини программ, которая с ложилась к концу 60­х годов 
на сазе теории алгоритмов, теории с ем программ и их фор­
мальны­ преобразований, теории язык ов и других разделов 
компьютерной н^ *7 к и ­
В овщем случае лроьлема построения алгоритма, доказыва­
ющего правильность произвольной программы, не разрешима. 
Этим объясняется под од к ее решению, ориентированный на 
разработку методов верификации конкретны: классов программ 
12­113. 
Ь о*зоре остановимся на методах проверки правильности 
программ, которые вазнр уюте я на аксиоматической семантике 
языков программирования. Методы верификации, основанные на 
опер лимонной, денотативной семантике или по структуре дан­
ны', в оьэоре не рассматриваются. С методой задания семанти­
ки языков программирования но»но ознакомится в работа и £ 12, 
177. Р развитии методов проверни правильности программ мож­
но выделив следующие этапы С 14 1: 
1. 1947­1Г66 гг. В равотах Л.Неймана и А.Тьюринга овсужда­
лись полезность верификации программ и некоторые идеи до­
казательства их правильности. В равоте П.Наура предлага­
ется метод (неформализованный) верификации программ. В 
равотах В.М.Глушкова выли введены системы алгоритмических 
алгебр, ориентированные на доказательство эквивалентности 
и других свойств программ. 
2. 1967­1969 гг. В равотах Р.Флойда и 3.Манны выла разрабо­
тана техника и предложены формальные методы доказательст­
ва правильности программ. 
3. 1969­1974 гг. В равотах Т.Хоора предложена модификация 
метода Флойда, позволяемая описывать аксиоматическую се­
мантику языков програмирования и значительно упростить 
достижение условной правильности. Созданы первые автома­
тизированные системы верификации программ. 
4. 1975­19В1 гг. Разработана аксиоматическая семантика кон­
струкций языков программирования для работы с о сложными 
структурами данных и операторами недетерминированного и 
параллельного выполнения. Созваны моемые автоматизиро­
ванные системы верификации и примеры верификации реаль­
ных программ среднего и большого овъема. Начало разра­
ботки методологии практической верификации. 
На самом деле четвертый этап можно продлить до наших дней. 
Мы еще занимаемся проблемами этого этапа, и новых, сущест­
венных открытий в овласт!^, верификации программ аа это время 
нет. 
Остановимся подробнее на каждом этапе развития методов 
проверки правильности программ, но вспомним, что "...если 
даже удастсв доказать, что программа правильна, то нельвя 
выть в этом абсолютно уверенным. В доказательств*, как и в 
программе, также могут выть ошивки" [51. 
1. Система алгоритмических алгебр (САД) . 
Предложенный • 1963 г. В.м. Глушковым С16} аппарат САА, 
предназначенный для тождественных преобразований программ, 
ввился первым подходом к аксиоматизации семантики языков 
программирования, в рамках которого появилась возможность 
формально выражать свойства вавершимости, правильности и эк­
вивалентности ф р о г р а м м . 
САА состоит ив алгевры операторов и алгевры условий. 
Алгезра операторов включает операции! умножение операто­
ров, а­дизъюнкцию и а­итерацию. Включение в алгееру операто­
ров операции дизъюнкции и фильтрации позволяет соривнтмро— 
О вать аппарат САА на параллельные вычисления С173. В сигнату­
ру алгевры условий входят обобщенные булевские операции ­
дизъюнкция, конъюнкция и отрицание, левов умножение условия 
на оператор Аа, a также у^лрыыт операции а в'° , а л ' ; ', от , 
овеспечнваещие функциональную полноту и позволяющие ­формалм­
вовать понятие "программа В кончает равоту, и формула о ис­
тинна после завершения" ­ условие правильности В как (Во.)*"' 
Аппарат САА, как отмечается в С183, является прообразом 
различных программны, логик, которые широко развиваются С19 3. 
Было показано, что расширенная пропозициональная логика про— 
грамм с детерминированными конструкциями содержательно экви­
валентна варианту САА с унарными операциями ci 0 C 4 S , а ic'rJ , 
•л-*''4' . Таким овразом, САА может рассматриваться в качестве 
теоретической основы для программных логик. П О Д Р О Б Н О эти во­
просы освещены в С183. 
2. Метод индуктивных утверждений Флойда, 
и формализм Манна 
Среди: овэоров по этим вопросам выделяется С 203, который, 
по мнению автора, является наиболее удачным VI поэтому стал 
основой при написании этого раздела. 
2.1. Метод индуктивных утверждений (ИУ) Флойда 
Исторически первой системой верификации программ явился 
метод ИУ Флойда £213. Аналогичные мысли о верификации прог­
рамм в те же годы высказал К а у р [223. 
Идея метода состоит в следующем: программа в некоторых 
точках снабжается утверждениями относительно состояния ее 
переменных. Такими точками являйтея вход в программу (утвер­
ждение в этой точке называется входным р^е^ди^а^том), выход 
(здесь формулируется ву^одном р р е д и к а т ) . промежуточные точ­
ки, утверждения в которых выполняйтея тогда, когда уп ра вл е­
ние их достигает. Совокупности таких утверждений, заданные 
для всевозможных путей в программе, называются условутями в е­
ри«*т ации. Суть метода заключается в демонстрации того, чтр 
иа входного предиката и преобразования, выполняемого на пер­
вом шаге, следует истинность утверждения, Сформулированного 
в следующей точке и Т.д., вплоть до выполнения выходного 
предиката. Противоречие на Л Ю Б О М шаге служит сигналом о на­
личии О Ш И Б К И . Доказать правильность программы по Флойду — 
значит показать, что истинность выходного предиката вытекает 
м> истинности входного предиката. Так о й индуктивный процесс 
верификации программы и дал название методу. 
Объектом верификации выступают программы, представленные 
е виде елок­сг 
Сформ> лир > с­м формально основные понятия, используемые в 
методе Флойда; они понадобятся для дальнейшего изложение. 
2.1.1. Основные понятия метода Флойда 
Имеются три типа переменны.:, груптяруемых в векторы! 
1) В О Д Н О Й В е и Т О р X — < Х1 , . . . , .чП) , С О С Т О Я Щ И Й из входных 
переменных программы и не меняющийся в ходе ее выполне­
ния! 
2) программный вектор у В ( у 1 , . . . , у т ) , применяемый для об­
означения временной памяти, используемой в процессе вы­
полнения программы; 
3) выходной вектор 2 = ( г 1 , . . . , г 1 ) , задающий выходные пере­
менные по окончании р'авоты программы. 
Соответственно рассмотрим три непустые овласти! входную 
Ох, программную Оу, выходную Ох. 
В В О Д Я Т С Я 1 
­ входной предикат / < х ) ! О х — > < И , Л > , задающий элементы 
из Ох, которые могут выть использованы в качестве 
входных переменных программы; 
­ выходный предикат г"(х,г) : (Ом X Ог) — >СИ,Л>, описыва­
ющий отношения, которые должны выполняться между пере­
менными программы после ее завершения. 
Определение 1. Программа Р завершается над ч* , если 
для каждого х такого, что /<х) истинен, выполнение программы 
завершается достижением заключительного состояния. 
Определение 2. Программа Р частично правильна по отноше­
нию к т* и V , если для' каждого х такого, что У(х) Истинен и 
программа завершается, г*(х,г) тоже истинен. 
Определение 3. Программа Р тотальна правильна по отноше­
нию к У у: , если для каждого х такого, ЧТО У*(х) ИСТИНЖН, 
выполнение программы завер­шается и у>(х,1) истинен. 
Следующая теорема Флойда является формальным выражением 
описанного процесса верификации программ ВТим методом,' 
Теорема I (Метод И>' Флойда) . Для произвольной стандартной 
с е м ы программы Р, входного предиката У и выходного предика­
та т" последовательно применять следующие шаги: 1) разрезать 
л • I к л ы; 2)опр'еделить подходящее множество ИУ; 3) сформулиро— 
лть условия верификации. Если все условия верификации исти­
нны, то программа Р частично правильна по отношению к У и У . 
Эавершимость программы в этом случае демонстрируется о т ­
.­епьно. 
2.1.2. Припер доказательства правильности програмы 
целочисленного деления (ЦД> методом Флойда 
Много интересных примеров рассматриваются в книге С153. 
рг гановиися на одном из них. 
Чтовы доказать частичную правильность программы Ц Д (рис. 
1> в точке А (вход в п р о г р а м м у ) , формулируем входной преди* 
к а т т*(х1,х2>1 «1 г О & х2 > О, в точке С (выход из программы) 
­ выходной предикат 
ч> <х1, > 2 , П , г 2 > 1 XI ­ И ­х2 '* г2 Ь О < 22 < х 2 , 
В точке Ъ - утверждение р| н ! » у 1 ­ х 2 • у2 I у 2 ^ О 
У1 <­ • 
х2 < ­— 
< Г У2 4 к2 
4 6 
У» < — • у1 • 1 = 1 < — У1 
У2 <­­• у 2 ­ х2 > < — 
Р И С . 1 . 
Для верификации программ с циклами используется так на­
зываемая техника разрезания циклов. Б данном примере цикл 
разрезается в точке ^, и программа разделяется на три пути: 
первый' путь ­ ив А в В (дуги 1 , 2 ) . второй ­ из 8 в В по цик­
лу (дуги 3­3>, и третий ­ из В в С (дуги 3 , 6 , 7 ) . Доказатель­
ство частичной правильности программы ЦД сводится к верифи­
кации каждого пути. Из истинности входного предиката пути 
необходимо вывести истинность выходного в предположении, 
что в программе выполняется этот путь. 
Верификация пути осуществляется в два этапа! формулиру­
ются условия верификации каждого пути в тврминах заданных 
предикатов, а потом доказывается их истинность. 
Конструирование условий верификации овычно выполняется в 
результате рассмотрения операторов пути е оврагном порядке 
(так называемый овратный в . о д ) . 
Обозначим пути суквамн а , Г , т соответственно. Рассмотрим 
путь а. Условие верификации очевидно! 
т*(х!,х2> ._> р(х1,­ 2 , у 1 , у 2 ) ч _ ( 
(к 1 I О V к 2 О) 
.«Га­'. ' 
(х1 » 0 x 2 • х1 & х! 1 0 ) , 
Аналогично находятся условия верификации алв, остальных пу­
тей. Для *> 
р(х1,х2,у1,у2> = Су2 * х2 => р<х1,х2,у1 + 1,у2 ­ ;<2)Э, 
или 
р(х1,х2,у1,у2> «Гу2 * х 2 =» р(х1,х2,у! * 1, у2 ­х2) , 
Для Т1 
р(х1,х2,у1,у2> 1< у2 < х 2 г> +• <х1 ,х2, у 1, у2> . 
Доказательство истинности полученных условий тривиально. 
Итак, доказана частичная правильность ЦО. Докажем, что 
она завершается, 
2.1.3. Завершимость 
Успешное доказательство частичной правильности программы 
овначаат, что когда вы управление не достигло оператора 
СТОП, вудет выполнен выходной предикат. Следовательно, для 
доказательства тотальной правильности Н Е О Б Х О Д И М О показать, 
что программа действительно достигает заключительного состоя­
ния. 
С этой точки зрения основную опасность составляет зацик­
ливание. Доказательство завершимости для ЦД основано на Тон ' 
простом факте, что поскольку при О Б ,оде цикла в точке В 
всегда х2 > О, величина у2 уменьшается и у2 1 О. Таким обра­
зом, рано или поздно условие, проверяемое в цикле, вудет вы­
полнено и программа завершится. 
Описанные неформальные рассуждения О Б О Б Щ И Л 'Флойд, и им 
выл предложен метод вполне упорядоченных множеств для дока­
зательства правильности программ из класса стандартных схем. 
Идея метода заключается в применении д л я демонстрации 
выхода программы и з цикла некоторого упорядоченного множест­
в а , не содержащего бесконечной убывающей последовательности. 
Чаще всего для этой цели используется множество натуральных 
чисел с отношением порядка­< . 
Для доказательства завершимости программы Р над / Флой­
дом выла предложена следующая процедура. 
г 1. Выбрать множество точек разрезания циклов программы и 
каждой точке 1 поставить в соответсвие утверждение 
ц <х,у) такое, что для каждого пути а ив точки СТАРТ 
• точку 1 (вез промежуточных .точек) 
У х С г Ч и ) * *л<я) => ц1(к,гл <х)) 1, 
и для каждого пути а от точки 1 да точки j (вез про­
межуточных точек) 
УхУуСц^х.у) Ь Р„<х,у> -я 0у(к,Г ­.(к,у)>3", 
где Г — ­ преобразование, выполняемое на пути а, а Я,­
утверждение, сформулированное на этом пути* 
Шаг 2. Выбрать вполне упорядоченное множество (14,4 > и поста­
вить в соответствие каждой точке . частичную функцию 
Ц;<х,у), переводящую Ю х х 0у> — > Ы и такую, что 
УхУуСц£(х,у>' э Ц{.(х,у> « Ы]. 
Шаг 3. Показать, что условия завершения выполняются, т.е. 
для каждого пути а от точки 1 до точки j (вез про­
межуточных точек) 
У к У у . д ^ х . у ) Щ К^(х.у) а . Си £<х.у> >> и^ (к. Г,, (я, у) 3>. ' 
Флойдоп была доказана теорема, согласна которой, если 
все условия завершения для программы, полученные по описан­
ной процедуре, выполняются, то программа Р завершается над У Ч 
Предложенный Флойдом метод для доказательства заверши­
мости стандартных схем программ является универсальным и 
элегантным! однако он качественна отличается от метода дока­
зательства частичной правильности, что затрудняет совместное 
использование О Б О И Х методов. Креме того, указанный метод не 




Метод МУ Флойда, Б у д у ч и исторически первой системой ве­
рификации, ор­иентирован на доказательство правильности прог­
рамм довольно узкого класса и применим только для этой цели: 
он не позволяет в случав появления противоречив определить,­
является ли о н о следствием ошибки в программе или же ошивке 
содержится в самом доказательстве или в индуктивных утверж­
дении.­ . Процесс демонстрации истинности условий верификации 
и их генерация осуществляется вручную и неудобен для автома­
тизации. Тем не менее с помощью этого метода удалась дока­
зать правильность нескольких нетривиальных алгоритмов. 
Предложенные Флойдом идеи и введенные понятия служат ас­
невой большинства современных систем верификации программ. В 
частности, необходимыми этапами процесса верификации явля­
ются следующие. 
1. Формулировка утверждений о состоянии переменных программы 
н некоторы'­­ ее точках. 
2. Генерация условий верификации по программе, снабженной 
указанной информацией «такую программу в дальнейшем будем 
называть ан^р^хрс>еа^чной). 
3. Доказательство непротиворечивости полученных условий в е ­
рификации, 
4. Доказательство 'звершиности программы < в процесса док аза­
тея,сва правильности или о т д е л ь н о ) . 
2.2. Формализм Манна 
В поисках путей автоматизации предложенного Флойдом под­
хода возникла О д в я автоматизировать его отдельные этапы. В 
качестве возможного аппарата д л я машинной реализации некото­
рых этапов процесса верификации выли предложены разработан­
ные к концу 60—х годов средства автоматического доказатель­
ства теорем в исчислении предикатов первого порядка. Исполь­
зование этих средств возможно лишь при условии, что доказа­
тельство правильности программ б/дет сведено к доказательст­
ву теорем в исчислении предикатов первого порядка. 
Частично эта задача решена Манне. С 2 3 ­ 2 " 3, предложившим 
формализм, дающий возможность свести отдельные этапы процес­
са верификации программ к доказательству противоречивоети/не­
прогиворечивости формул исчисления предикатов. Опираясь на 
идеи ФлоймЗ, Манна разработал алгоритн, позволяющий для про­
извольной стандартной схемы лрогра&мы автоматически строить 
две формулы ­ Мр и С)п в исчислении предикатов первого поряд­
ка. 
2.2.1. Алгоритм Манна 
А 
Формулы Мр и Ир в исчислении предика!": п«?рвдго г , о ~ 
р я д к а в получаемые по этому алгоритму, представляют совой 
формальную запись условий верификации и отражают связь между 
утверждениями и структурой программы. 
Манна доказал две теоремы, связывающие свойство правиль­
ности программ с противоречивостью/непротиворечивостью уне­
указанных формул. 
Р (к.У> 
Р и с . 2 . 
Формализм Манна позволяет представить произвольную с т а н ­
дартную схему программы из двух подсхем (рис.2).. Здесь каж­
дый р{,(х,у> ­ предикат над Т>а ч £>и; 1$ и ­ отображения 
Од X Оу — >0у, 1 _ I, , 11 _ N. Лнвая команда до 1о 1 может выть 
заменена конструкцией СТОП| 
С! < — *т|<Х.У>| СТОПЗ, <х,у>. ш * х о , > — > о в . 
1. Д л я каждого оператора 1 программы определяется правильно 
построенная формула (ппф> М ; I 
У у ( р £ <к,у> :э И Р;(х,у) then (х,*$<х,у) «1 ее 
1 Чг г/и.«}сх,у> )>, 
гае ­ :»^пвол пока еще не определенного предиката. Для 
каждой команды до со »»»,которая выла заменена командой 
СТОП, в сответствующей формуле М ; п р е а и к а т о,сж <;: • • * <х » у) > 
заменяется на вы­одной предикат у*(::,п£ <х,у>). 
2. Определяется ппа СР,+3 (х >: 
д. (х, д <х >) в. и в !< м 1 ь . . . & м Д , 
где дЛхЗ — функция инициализации! программы, т.е. функция 
присваивающая началкные значения переменным программы. 
3 . Определяются две формулы ы­.Ст'.т'З и М г СУ,тЧ. 
Ы , { / г ? 1 . V* СУЧх > => £Р,+3 (:<> 3, 
Две следующие теоремы являются Более овщей формулировкой 
результата, полученного Флойдэм. 
Теорема 2. Пр­ограмма Р частично правильна по отношению к 
У и *f тогда и только тогда, когда М Г С У , У Э является истинной) 
при этом в качестве интерпретации предикатных символов вы­
браны утверждения по Флойду. 
Теорема 3. Пограмма Р тотально правильна по отношению к 
У и Ч- тогда и только тогда, когда формула WpC/.V'] является 
ложной при всех интерпретациях предикатнчых символов q £ . 
2.2.2. Пример доказательства правильности программы 
11Д с использованием формализма Манна 
t. Запишем формулу для условного оператора! 
V(x,y) {р(;!,у> э <lf у2 > ni then p(xl,x2,yl • 1,у2­ х2> 
else + ( : 1 , 2 2 ) > ) . 
2. Определим ппф СР,*3(Х>! 
p(xl,x2,g(xl,x2>> «• W t j > . 
3. Определим ппф WpCf.'r] и WpCy,f"3! 
V(x,у) {•/(­.!) э p < x l , x 2 , g ( x l , x 2 ) > & И, > 
3(к,у)<У(к) s p(xl,x2,g(xl,x2>) Ь И,<­|?>>. 
В силу теоремы 2 частичная правильность программы ЦД эк­
вивалентна истинности формулы МрСг. + т, где в качестве ин­
терпретации предикатных символов вывраны утверждения в точ­
ках А,В и С. 
Подставив ­в формулу Wp формулу W 4 и соответствующие 
утверждения, получим следующую ппф в исчислении nF­едикатов 
первого порядка! 
V ( K l , x 2 , y l , y 2 ) < У<>:1,я2> =э 
xi » к1 I V < K l , : < 2 , y l , y 2 > fx 1 ­ y l -xi + y 2 Ь у2 i О э 
<1* у2 > xl then <xl » (yl • 1)­к2 • у 2 ­ х2 (с у 2 > 0> 
• Isa f(zl,z2)>}>. 
Доказательство непротиворечивости данной формулы в вы­
вранной интерпретации затруднений не представляет. Тем самым 
частичная правильность программы доказана. 
2.2.3. Выводы 
Подход Манна, формализующий метод Флойда, включает ос­
новные этапы по Флойду, однако использование формализма соз­
дает основу для автоматизации двух этапов доказательства 
правильности программ! генерации условий верификации по ан­
нотированной программе и непосредственно демонстрации истин­
ности полученных формул. 
Идея Манна о сведении доказательства правильности к до­
казательству теорем в исчислении предикатов первого порядка 
оказалась плодотворной, и в последующих исследованиях уда­
лось значительно расширить класс программ для верификации 
которых стало возможным использовать имеющиеся в настоящее 
время развитые средства автоматизации дедуктивных рассужде— 
ний в э'ом исчислении. Так, в С263 этот результат выл полу­
чен для функциональных, в С273 ­ О л я алголо­подовных прог­
рамм. 
Однако само свойство частичной правильности в рамках 
исчислении предикатов первого порядка невыразимо. 
3. Метод Хоора 
Идеи Флойда нашли дальнейшее развитие в аксиоматическом 
подходе к доказательству правильности программ, предложенном 
Хоорои С 2 8 1 . Он писал! "Программирование для ЭВМ является 
точной наукой в том смысле, что все свойства программы и все 
последствия ее выполнеия на всяком данном овурудовании могут 
выть, в принципе, выведены и з самого текста программы чисто 
дедуктивными рассуждениями". Первоначально система Хоора вы­
ла ориентирована на доказательство правильности класса так 
называемых ып11е­программ (программ, для которых операторы 
до to недопустимы). 
Следуя Флойду, Хоор вводит утверждения относительно сос­
тояний переменных программы до и после выполнения одного или 
нескольких операторов; эти утверждения называют пред­ »1 
пост­условиями соответственно. Эта форма определения семан­
тики операторов программы получила название "индуктивны., вы­
ражений" и записывается в виде р(х,у)СВ>д(к, у >, где р , я — 
пред­ и постусловия, В. ­ фрагмент программы. Эта запись 
означает! если р(к,у> истинен для переменных >; и у до выпол­
нения В и выполнение В завершается, то д(х,у) истинен после 
завершения В. 
Для доказательства частичной правильности программы Р по 
отношению к т* VI т* (входной и выходной предикаты) необходимо 
вывести т*(к) {Р5 *<к , г ) . 
Дедуктивные рассуждения включают применение правил выво­
да к множеству аксиом. 
Правила верификации в системе Хоора ­состоят из аксиомы 
присваивания, описывающей преобразование информационной с р е ­
ды, вызванное оператором ПРИСВОИТЬ, и правил вывода, с помо­
щью которых выражения для отдельных операторов могут объеди­
н я т ь с я в Большие фрагменты программы. 
Правила вывода имеют вид* 
н Т е ц е д 
или * , где 
и а х ­ а т енты (условия, к которым правила применимы), 
а * ­ консеквенты (выводимые индуктивные в ы р а ж е н и я ) . Каждый 
антецедент является Л И Б О индуктивным, ливо логическим выра­
жением, истинность которого доказывается отдельно как лемма. 
3.1. Правила верификации 
П.1. Оператор присваивания! 
р<х,у)<у < — д(х,у)>д<х,у>,~ 
где д получено из р заменой у на д ( к , у ) . 
П.2. Условный оператор» 
р Ъ t(P,)q. р & T t < B t ? q 
pin t then 6, else ­5 1>ч • 
П.З. Оператор while. 
р t< t.B>p 
р (while t do B)p t, ?t . 
П.4. Композиция: 
ptBi}q, q<B­,}r 
о .В, iB i>r 
П.З. Следование: 
р д q, q<B>r p(B}q, q э г 
р<В)г | р<В)г . 
Критерий правильности while­программ вадает теорема Хо­
ора. 
Теорема 4. При заданной while­программе Р, входном п р е ­
дикате т*(х>, выходном предикате T'tx.i), если, применяв лра­
правила верификации, можно вывести, что т*(х> {Р>тч(и ,*>, то 
программа Р частично правильна по отношению к V и + . 
3.2. Пример доказательства правильности программы 
Цй методом Хоора 
В отличие от метода Флойда, овъектом верификации в этом 
случае выступает программа в линейной форме, записанная на 
некотором языке программирования. 
Перепишем программу 1Ш в виде 
Р | СТАРТ (yl,y2) < — (O.xl)f 
while­y2 > к 2 do (yl < — <yl'+ 1 ) , y 2 < — (y2 ­ х 2 ) ) | 
zl < — yl| z2 < — y 2 ; 
СТОП. 
Доказательство частичной правильности программы Р и м е ­
ет следующий вид. 
' Ленив, I. T F . x t . H 2 ) з> р.(х ,к2,0,х1>. 
По правилу 1 получаем! 
(xl > О * х ? > О Н х * , х 2 , у 1 < — О,. у 2 < — х 1>р (х 1, х2, у., у2> . 
Леина, 2. в «х 1 ,м2, у 1, у2> «< v2 1 х2 э р (х 1, х2, yl + 1,у2­х2). 
Прциеив» ввавльпо > получаем! 
P­(x».x2,vtbV2:» * У 2 г н2<х1,х2,у1<—(у1+.1),у2<­­(у2­х2>> 
р (х 1, x2,yl, у 2 ) . 
По правилу 3 инеем: « 
Р<х1,х2,у1,у2> 
{while у 2 > х2 do ( x l , x 2 , y l < — (yl + l ) , у 2 < ~ < у 2 ­ х 2 ) ) > 
p(xl,х2,у 1,у2) Ь у2 < х2. 
Применение правила 4 д а е п 
txl > О & х 2 > О) 
<yl,y2 < — D,xl; while у 2 > х 2 do (xl,x2,yl < — (yl+l), 
у2 < — (y2­;i2))>p(xl,x2,yl,y2) Ь у 2 > х 2 . 
Лемма 3. р (х 1,х2, у 1, у2) Ь у 2 > х 2 (zl,z2>. 
По правилу 1 получаем! ­
Р<::1,х2,у1,у2) & 
Ь у2 < x 2 { z l < ­ ­ y l , z 2 < ­ ­ y 2 ) X x l « zl­x2+z2 & О < z 2 < к2>. 
По правилу 4 получаем! 
(xl i О Ь х 2 > О) 
<yl,y2 К— O.xli while у2 1 х2 
do < x l , x 2 , y l < — ( у 1 + 1),у2<—<у2­х2))1 ! l < — y l , z 2 < ­ ­ y 2 > 
(xl » zl­x2 + z2 & О < z2 < х2>. 
Истинность лемм 1­3 может выть легко доказана. Следова­
тельно, программа Р частично правильна по отношению к У и г*. 
3.3. Выводы 
Предложенный Хоорог.­.'­аксиоматический метод докаэательсва 
правильности программ удалось успешно применить для верифи­
Фнкаиии волее широких классов программ. В С29Э введены пра­
вила для верификации программ с процедурами, имеющими или не 
имеющими локальные перэненмые и параметры, а также правила 
для рекурсивных процедур. В С30.31] определены п. авила для 
даказательсва правильности программ, содержащих вызовы функ­
ций, сопрограмм, а также Безусловные переходы, ограниченные 
одним Б Л О К О М . 
Благодаря строгой формализации семантики операторов и 
наличию правил вывода система Хоора оказалась удовной для 
машинной реализации. На ее основе разрабатывается верифика­
тор программ на языке ПАСКАЛЬ С32 3, ориетмрованныА на дока­
зательство правильности программ, включающих операторы при­
сваивания, while, условный, go to, рекурсивные пррцедуры, 
функции и одномерные массивы. По мнению автора, статья С32Э 
является самОК лучшей из р а в о т , посвященных практической 
стороне верификации программ. 
4.Что последовало за Хоором? 
4 . 1 . Метод ДеДкстры 
Дейкетра СЗЗЗ ввел понятие слабейшего предусловия, поз­
воляющего в принципе одновременно доказать как соответствие 
друг другу предусловия н постусловия, так и эавершнмость. 
Если система (мамина, конструкция) обозначается через S, 
а желаемое постусловие; через ft, то соответствующее слабейшее 
предусловие обозначим через wp(S,R)(wp — weakest pre­condi­
t i o n ) . 
Определение 4. Условие, характеризующее множество всех 
начальных состояний, при которых запуск системы S обязатель­
но приведет к правильному завершению, причем система оста­
нется а конечном состоянии, удовлетворящеи заданному пастус­
словии Р, называется и c j i a j H j u j m u­iM п£еflj^c/l9Ж И­ е. м» соответствую­
щим ето>ту пост^слс<вию" . 
Называем "славейшим", поскольку чем славее условие, тем 
вольше состояний удовлетворяют ему, а мы стремимс0 охарак те­
рпэовать все возможные начальные состояния, которые приведут 
к желаемому конечному состоянии. 
Мы считаем, что нам достаточно хорошо известно, как р а ­
ботает конструкция S, если можем вывести для каждого постус­
ловия R соответствующее слабейшее предусловие w p ( S , R ) , по­
скольку тем самым мы уловили, что эта конструкция способна 
сделать для нас; это называется ее с^мгнтмьои. 
Определение семантики всегда дается в виде правила, впи­
тывающего, как для лювого заданного постусловия R можно вы­
веСТИ соответствующее слабейшее предусловие w p ( S , R ) . Для 
фиксированной конструкции 3 такое правило называется П£еов­
р,J_оьател е»> п^е^­катов. Часто н а с не интересует полная се­
мантика конструкции. Зачастую мы удовлетворяемся волее силь­
ный условием Р, т.е. таким условием, д л я которого можно по­
казать, что утверждение Р «=*> wp(S,R) для всех состояний спра 
ьедливо. 
Смысл условия wp(S,R> позволяет нам установить, что пре­
образователь предикатов, рассматриваемый как функция от 
постусловия Р, овладает рядом определенных свойств*. 
С.1. Для Л Ю Б О Й конструкции S мы имеем wo<S,F) s­F, где F — 
предикат, который ложвн во всех точках рассматриваемого 
пространства состояний. 
С.2. Для Л Ю Б О Й конструкции S и Л Ю Б Ы Х постусловий О и R, та­
К И А , Ч Т О О «Э Г Д Л Я всех состояний, также и wp<S,Q) ,o> 
^ w p f 5 , P ) для всех состояний. 
С.З. Для Л Ю Б О Й конструкции S и для Л Ю Б Ы Х постусловий Q и R 
(ир(5,0) and wp(S,R>> а ир (S, Q and R) для всех состоя­
ний. 
С.4. Для Л Ю Б О Й конструкции S и Л Ю Б Ы Х постусловий Q и Р 
<wp(S,Q) cjq wp(S,R)) г Mp<S, О or R) для все­' состояний. 
Язык программирования полезен только при том условии, 
что его можно применять для записи многих различны­ прог­
рамм, и лля всех этих программ нам желательно знать соответ­
ствующие им преобразователи предикатов. 
Каждая такая программа задается своим текстом н а хорошо 
определенном языке программирования, и поэтому ее текст дол­
жен служить для нас отправной точкой. Два совершенно различ­
ны . назначения такого текста программы: 
­ текст предназначен для машинной интерпретации, 
­ желатепл но, чтобы он говорил нам о том, как строить соот — 
ветств/ющнй преобразователь предикатов, как производить пре­
Образование предикатов, Ч Т О Б Ы В Ы В О Д И Т Ь предусловие wp(S, Р> 
дл п л И Б О го пост> с лов ид F:, которое jtVtac заинтересовало. 
Когда семантика конкретной конструкции задается ее пре­
образователем предикатов, мы р­ассмзтриеаеи семантическую ха­
рактеристику языка программирования как навор правил, кото­
рый позволяят Л Ю Б О Й . программе, написанной на этом языке, по­
ставить в соответствие преобразователь предикатов. 
Правила построения преобразователей предикатов должны 
овеспечить возможность построить только такие преобразовате­
ли, которые обладают свойствами С.!.­ * 
Дейкстра видит сущность своей техники построения в том, 
что доказательство правнльности строите я одновременно с про­
граммой или даже несколько раньше программы: "•.. выврав 
форму доказательства правильности, мы пишем программу так, 
Ч Т О Б Ы она удовлетворяла требованиям доказательства**. 
Метод Дейкстры Обсуждается в работе С341. где параллель­
но славейшему предусловию вводите я сильнейшее постусловне. 
Идея сильнейшего пост>с ловия встречается и в С 35 3. 
4. Пример применения метода Дейкстры 
В этом примере будем использовать сокращения ВВ и поп 
ВВ. Если у нас имеется навор охраняемых команд типа B^tSL^i 
BjtSLji ... ;tí^iSL„,Ta под ВВ Будем понимать следующее: ВВ = 
1 3 <3 j : 1 i j ­ nt By > . а под поп ВВ ­ отрицание ВВ. 
Нам требуете я составить программу апроксимацин квадрат­
ного кормя, волее точно: для фиксированного п (п:0) програм­
ма должна обеспечить истинность R: a* _n and < a ­ M ) , s n . 
Чтобы ос лавить это отношение, можно, например, отарасы­
вать один из логически сомножителей, скажем последный, и* 
сосредоточитьс я на Pi а' т . 
Э Т О отношение верно при а*0, поэтому В Ы Б С . начального 
яначення не должен нас вес покоить. 
Если второй член не истинней, то это вызывается слишком 
маленьким значением а, поэтому мы могли вы Обратиться к опе­
ратору "а 1• а * 1 " . Формально мы получаем 
w p ( H a :­ а+1",Р> ­ (<а+1)*£п>. 
Используя это условие в качестве (единственного 1) предо­
хранителя, мы полу чаем (Р and поп ВВ) - Fe и приходим к с ле­
дующей программе: 
ii п 1 О then^" begin 
а :­ О CP стало истинным?t 
while <a+X>* _ п do begin 
ai p a+1 ÍP осталось нечтинным? 
end rfi стало истинным) 
end (Р стало H C T H H H W I H ) , 
Эта программа завершится, поскольку корень из неотрица­
тель ного числа есть монотонно возрастающая функции:. в качес­
тве t мы можем взять функцию п — а*. 
4.2. Система естественного вывода Гриса 
Грис С363 ввел формальную систему аксиом и правил вывода 
для проведения доказательства того, что высказывания являют­
ся тавтологиями. Она называется системой естественного выво­
да, поскольку считается, что она повторяет формы рассужде­
нии, которые мы используем в О Б Ы Ч Н О М разговорном языке. 
Системы естественного вывода все Б о л ь ш е и Б о л ь ш е и с п о л ь ­
зуются в системах машинной верификации программ. 
Рассмотрим небольшой пример доказательства того, что за­
ключение следует из некоторых посылок. Например, мы можем 
захотеть доказать, что р & (г v q) следует из р & а, т.е. 
р & <г v q) истинно в Л Ю Б О М состоянии, в котором р !' q. Эту 
задачу можно записать в следующей форме, 
посылка: р & q 
заключение: р it (г v q ) . 
На естественном языке мы могли вы обосновать это следующим 
овраэом. 
Доказательство. Так как р Sc q истинно, то истинно р и 
истинно q. Одно из свойств заключается в том, что для ле­
вого г г v q истинно; так что r v q истинно. Наконец, поско­
льку и р , и г v q истинны, очевидное свойство & позволяет 
нам заключить, что р !< (г v q) также истинно. 
Ч Т О Б Ы раскрыть сущность теки:; доказательств и понять, 
что же используется в обоснованиях этого вида, изобразим 
рассмотренное доказательства схематически. 
Из р & q получить р S< (rvq) 
1. р 8с q посылка 
2. р свойство and, 1 
3. q свойство and, 1 
4. г q свойство or, 3 
3. р tt' (г q) свойство and, 2,4 
Справа от каждого высказывания приведено Объяснение, как 
выведена его "истинность". Например, из строки 4 доказатель­
ства следует, что r v q истинно • согласно свойству "г v q ис­
тинно, если q истинно" ив строки 3. 
3. Практические системы верификации программ 
генератор ( р 
условий 
верификации 









Структура автоматической системы верификации программ в 
рис. 3 является типичной. Осно;о*ые ее компоненты присущи 
Б о л ь ш и н с т в у действующи:: систем [32,37,38]. 
На вход влока 1 поступают аннотированные программы. Вы­
ходные условия верификации упрощаются с помощью Б Л О К О В дан­
ных, содержащих соответствующие свойства операций и функций, 
входящих в условия. Затем Б Л О К 3 классифицирует условия по 
возможным методам доказательства и развивает их на подцели. 
Блок А демонстрирует истинность полученных подцелей. Возмож­
ность доказательства зависит от полноты и правильности анно­
таций программ, полноты Библиотек, а также от правильности 
влока построения доказательств. 
С теоретическими основаны построения реальных систем ве­
рификации программ можно ознакомиться в работе С32Э. 
Заключение 
В последние годы энтузиазм, сопутствовавший первым рабо­
там по верификации программ, несколько упал. Это объясняется 
трудностями практической реализации разработанных методов, а 
также теоретическим тупиком, в который завело исключительное 
применение для целей верификации программ языка исчисления 
предикатов первого порядка. В работах С3?,403 показана неа­
декватность языка этого исчисления имеющимся задачам. В Б у ­
дущем, очевидна, исследования в области верификации программ 
будут направлены главным образом на разравотку специализиро­
ванных языков, отвечающих требованиями поставленной задачи. 
Перспективной представляется разработка практических 
систем, в которых одновременно проводятся конструирование 
программы и доказательство правильности уже построенной ее 
части (в духе работ С З З , З З Э ) . 
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Abstract 
Smilts, U. Program verification 
Me review some of those methods of proving semantical 
correctness of programs which are based on the axiomatic se­
mantics of programming languagesi the system of Glushkov's 
algorithmic algebras, tne Floyd's method of inductive asser­
tions and Manna's formalism, the Hoore's method, the Dijks­
tra's method and the Gries's system of natural evaluation. 
In the conclusion, presented in graphical form is the 
typical structure of the automatical system of program veri­
fication. 
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Я.П.Цирулнс 
АБСТРАКТНОЕ ОПИСАНИЕ ТИПОВ ДАННЫХ 
И МНОГООБРАЗИЙ АЛГЕБР ДАННЫХ! ИСПРАВЛЕНИЕ 
В текст моей статьи С 1] неовходимо внести следующие по­
правки! 
на стр. 132, 11 стр. сн., в место 'всех' следует читать 'ка­
тегорию в с е х ' | 
на стр. 136, в конце пункта (1) следует добавить 'содержащая 
тождественное отображение*; 
на стр. 136, 2 стр. сн. , в место 'тр' следует читать *ит'| 
на стр. 137, 3 стр. с в . , в место 'условием Ы — > S e t ' следу­
ет читать 'условием |(А,Н) | = А'; 
на стр. 139 надо поменять местами строки 1­18 и 19­311 
на стр. 141, 1 стр. св. вместо 'А1д' следует читать 'А1д г'1 
на стр. 143, в конце пункта («> следствия 3.3 следует Д О Б А ­
В И Т Ь 'и содержит тождественное отображение'| 
на стр. 144, книга С7] издана в 1960 Г. 
Все эти ошибки допущены по вине автора. 
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АКСИОМЫ­ТОЖДЕСТВА ДЛЯ РЕЛЯЦИОННЫХ АЛГЕБР С ДОПОЛНЕНИЯМИ 
Введение 
Наша цель в этой равоте ­ представить одно уточнение по­
нятия алгевры отношений, Б Л И З К О Г О К О Б Ы Ч Н О используемому в 
теории реляционны^: ваз данных, и охарактеризовать его аксио­
матически с помощью тождеств, описывающих свойства использу­
емых операций. Точнее, вудет предложена полная система таких 
тождеств, а также указано одно дополнительное условие, выде­
ляющее из клсГсса всех алгевр, удовлетворяющих этим тождест­
вам , те, которые изоморфны к а к о й ­ л И Б О алгевре отношений. 
Сделаем несколько предварительных з а м е ч а н и и по поводу 
исполь эуемого нами понятия алгевры отношений, иначе, р­еляци­
онной алгевры. В принципе Б е з р а з л и ч н о , какое из известных 
уточнений понятия О Т Н С Ш Р Л И Ч выврать. Наиболее популярные вер 
сии — отношение как таблица с понунераванными столбцами и 
как тавлица, в которой порядок С Т О Л Б Ц О В Безразличен и они 
идентифицируются атрибутами (в овонх случаях Б е з р а з л и ч е н и 
порядок с т р о к ) . Следуя C1J, вудем понимать отношения во вто­
ром смысле, и ниже в 1 описана соответствующая а т е в р а от­' 
ношений с о стандартным набором операций ­ см. ( 1 ) . 
Однако мы не вудем требовать, Ч Т О Б Ы отношение содержало 
лишь конечное число строк ­ прежде всего потому, что аксио­
матически <если аксиомы, как О Б Ы Ч Н О В алгевре, имеют вид тож 
деств) невозможно отличить алгевры, содержащие бесконечные 
отношения от алгевр, содержащих лишь конечные (но произволь­
но Б о л ь ш и е ! > отношения. Поэтому принятое ниже определение ал 
гевры отношений (2) соответствует тому, что в С 1 3 называется 
реляционной алгеврой с дополнениями. Возникающую» эдесь п р о б ­
лему т. наэ. Б е з о п а с н ы ­ ' выражений мы не вудем овсу ждать. 
Мы примем£^о внимание также и т о О Б С Т О Я Т Е Л Ь С Т В О , что 
данные, как правило, образуют не просто совокупность доменов 
а волее сложную структуру, в которой м а я данными выполни­
мы те и л и другие операции, ­ так называемую алгебру данных 
Иногда предлагают наряду с операциями над данными рассматри­
вать и разные отношения между ними ­ такие как <, < и т.п. В 
действительности это не обязательно, т.к. отношения можно 
трактовать как вулевазначные операции (так называемые преди­
каты) , в случае необходимости присоединяя вулевые значения 
true и *alse как дополнительный домен данных. 
2 имеет ь о л е е математитечиский характер. В нем содержа­
тс я упомянутые выше результаты, сформулированные в виде тео­
рем. Доказательства теорем ввиду ограниченного овъема статьи 
не приводятся. 
1. Определение реляционных алгевр с дополнениями. 
Всюду в дальнейшем вудем считать, что заданы конечное 
множество сс<££Ов 8» Е­сортная CJ• 1 г ч ч a J Y J c , £ ° и развитое по с о р ­
там множество переменных V. Тогда стандартным образом строи­
тся И множество термсуэ Т сигнатуры п . Если задана также 
какая­ливо алгебра Г) сигнатуры л <­а/и^еБг^а дранных) , то каж­
дый е е домен служит множеством значений переменных соответс­
вуюего сорта} кроме того» при фиксированных значениях пере­
менных и термы принимают значения надлежащих сортов из р. 
Можно Б Ы Л О В Ы выделить подк ласе алгевр данныл, удовлетворяю­
щих некоторой спецификации ­ совокупности тождеств вида И "> 
в г 2 , где 11 и 12 ­ термы одного и того ж е сорта. Мы пока н е 
вудем этого делать. П О Д Р О Б Н О С Т И , связанные с понятиями СИЛ— 
сигнатуры, терма, многосортной алгебры м о ж н о найти. напри­
мер, в С23; отметим лишь, что там под алгеброй данных пони­
маются, воовще говоря, злгевры несколько Б о л е е специального 
вида, чем в этой работе. Введем также удобное сокращение! ес­
ли 1 ­ произвольный терм, х ­ переменная, а 1' ­ терм того 
же сорта, что и х, то результат подстановки ^ ъ Ь вмес­
то х (это тоже терм) обозначим через С г. */х 3т:. Конечно, если 
х не входит в 1, та С£*/хЭ& совпадает с 1. Через а!г(т.> о в о ­
значим рс<д терма 1 ­ множество входящих в него переменных. 
Переходя к основной теме параграфа, зафиксируем н е к о т о ­
рую алгебру данных О и построим над ней конкретную алгебру 
отношений. Нам Б у д е т удобно объединить в с е данные в одно 
множество О, не завывая, однако, что каждому элементу V при­
писан по крайней мере один сорт, Переменные из V вудем назы­
вать, как О Б Ы Ч Н О В контексте реляционных алгевр, атривута,мп. 
Конечные множества атрибутов часто называют схемами о т ­
ношений. Мы изберем для э т о г о другой термин ­ £ О Д и ововна­
чим множество всех родов через XV. Стрчзкой рода X ( н а д 0) 
вудем называть любое сохраняюще» сорты отображение X в О. 
Множества всех строк этого рода обозначим через г о н ( X ) , а 
под оз^непде^ием рода X вудем понимать произвольное, не обяза­
тельно конечное его подмножество. Пусть, далее, РеХ.Х ­ м н о ­
жество всех отношений рода X, а к е ! I ­ и<п*е1.Х. X «. XV) ­
множество всех отношений Л Ю Б Ы р о д о в . У Д О Б Н О считать, что 
пустые отношения разных р о д о в различны! тогда любое отноше­
ние К из Р е ! имеет вполне определенный р о д ат.г<Рч>. Мы счита­
ем также, что имеется р о в н о одна строка пустого рода, а тем 
самим ­ ровно два отношения в ке1.*Т пустое и полное, с о ­
стояще только из этой строки. 
На практике вовникают и могут храниться в виде тчвлиц 
лишь конечные отношения, т.е. отношения с конечным числом 
строк. Множество Ршк:*. »Х всех конечных отношений рода X с о ­
держит, в частности, пустое отношение О.Х этого рода и зам­
кнуто относительно операций % 1_нения о , вычитания ­ , а 
значит, и пересечения гч. Укажем еще ряа О Б Ы Ч Н О используемых 
"неоднородных" опер­аций н а д отношениями, относительно кото­
рых замкнуто множество П пЯе1 всех конечных птноиений. 
(i) Oj^jejbijngi для произвольных Z ( »V и R »• Rel таких, 
что Z e ilrlRI, 
(n.Z) <R) i* irlZIt r <: R ) , 
где rCZl ­ ограничение строки г на 2. 
(11) Естественное сое^1инение: Д Л " произвольных R , S < Rel 
R M S f <r < atr (R) w atr (S) i 
rCatr(R>] < R и rtatr(S)] 4 81. 
Отметим, что R »a S • R n S , когда R и E имеют один и тот же 
род. 
(Iii) Селекция (вывор)! для произвольных R < Rel и выра­
жения F, являющегося булевой комбинацией элементарных усло­
вий и такого, что atr(R) р a t r ( F ) , 
(».F) (R) i" Ir € R| F выполняется в r>, 
где atr(F) ­ множество атрибутов, входящих в запись условия 
F. (Мы говорим, что уелов.к* F выполняется в строке г, если 
оно выполняется для указанных в ней значений атрибутов ив 
atr(F).> Фактически достаточно ограничиться лишь элементар­
ными условиями F, т.к. вулевые комбинации их можно­ смодели­
ровать с помощью теорнко­множественных следующим Образом! 
( r . F v G ) IRI » ( r . F H R ) li.C] IR), 
( i , F « G I ( R I ­ <r.F)(R)/4 ( r . G M R ) , 
<r.­|F>(R) « R ­ < r . F ) ( R > . 
В качестве же самых элементарных условий достаточно врать 
тождества вида tl " t2 (см. в в е д е н и е ) . 
Д л я определения следующего семейства операций необходимо 
одно вспомогательное понятие. Назовем подстановкой всякую 
частичную функцию из V в V, сохраняющую сорты. Мы вудем 
иметь дело только с конечномерными подстановками а, у кото­
рых множества определения dorn toi), а значит ­ и множество 
значений ran(а) конечны. Пусть 3 ­ множество всех таких под­
становок . 
(iv) Переименован>ie атрибутов! для произвольных I ( S и 
R * Rel таких, что d o n u ' с atr (R), 
О 
(*.a)(R> i» Ir « roH,Z)t r«a « R ) , 
где Z • (atr(R) ­ d n t a l l v r v i l i ) , а r*a ­ подстановка с О б ­
ластью определения a t r ( R ) , определяемая условием 
(r*a> (х) • if к ^ dorn (a) then г (о::) el в» г(х(. 
(Нет необходимости требовать, как в t l ] , Ч Т О Б Ы r a n ( в ) " 
/•\(atr(R> ­ dornte) ) 3 0.) Если имеется неограниченный запас 
атрибутов каждого сорта, то можно О Б О Й Т И С Ь Л И Ш Ь одномерными 
подстановками и, следовательно, переименованием атрибутов по 
одному. На самом деле, пусть (у—>:i 1 означает одномерную 
подстановку у вместо :¡ (т.е. подстановку Р, у которой d o m ( F ) 
• <х> и 1Мх> w у ) . Если dorn (.*> •= Cxl,...,xm> и если z l , . . . 
. . . , : ш ­ на вор попарно различных переменных, н е входящих в 
atr <R>\j ran <ot) и таких, что zl и Kl для Л Ю Б О Г О I имеют один 
и тот же сорт, то 
iS.a) <R) «= (é'.a(xtn) — >zm) . . . ( i . a ( x l ) — > z l ) < t * . z m — > x m ) . .. 
...(tf.zl—>xl><R). 
Ряд других популярных операций, например. д е л е н и е , ак­
тивное дополнение, эквисоедмнение выразимы через уже н а з в а н ­
ные ­ см. С13. В некоторых случаях для этого также приходит­
ся использовать дополнительные атрибуты. Подведя и т о г , ус­
ловимся, что V действительно содержит счетное число атрибу­
тов каждого сорта; в таком случае под алгеброй отношений, 
или реляционной а л г е Б р о Й можем понимать алгебру 
(FinRel, и , о , ­ , 0.Z, тт. 2 , a.F, í.a> , (1) 
Z «* XV, P * Eq, « «. 51 
где Eq ­ множество всех тождеств, a SI ­ множество всех од­
номестных подстановок. 
Однако мы, как уже выло сказано, не исключим Б е с к о н е ч н ы е 
отношения из рассмотрения. Это позволит получить Б о л е е прос­
тую по своей структуре, чем < 1 ) , алгевру отношений. Например 
каждое множество Reí.X замкнуто также относительно операции 
дополнения (которую обозначим тем же знаком ' ­ ' ) , содержит 
гдолноо о т н о ш е н и е 1.Х рода X и в итоге оказывается булевой 
алгеброй относительно теорико­множественных операций. Далее, 
каждую операцию <r.F удается заменить семейством постоянных 
отношений. 
<v> Отношения, р е ал и зуюштде з л et­ i е н т а рн ы е ус^лс^­ия. для про 
иэвольного такого условия F 
e.F * ™ <г € гои(atr(F))i F. выполняете я в г>. 
Очевидно» что e.F » (tr.F ¡ (1• atr (P) ) , a (tr.F) (R) » (e.F) R. 
Аналогично,, появляется возможность и вместо операции естест­
в е н н о г о соединения рассматривать семейства одноместных ее 
"частных случаев". 
(vi). ||öPEi^£ilüg» Д Л Я произвольных Z í XV и R í Reí таки­
Что atrtR> г , 
<р. 2> т > »­ <г € row(Z)i r C a t r í R U í R>. 
Очевидно^ (R) • R p< l.Z. Наоборот, 
R ы» S tu.atr (R) atr (S) ) (R) f\ (p.atr (R) *­» atr <S)) <S>. 
Кроме т о г о , теперь операцию замены атрибута можно выразить 
через другивм 
(•¿f.y— >«><*> * (n.atr(R) ­ <::>) <tr.x у ) (p.atr(R) w {у}) (R) 
Таким авиазом, вместо (1) появляется алгевра 
О 
( R e l , w , ~ , ­ , О.Х, t.X, я.Х, М­Х, e.F) . 1 2 ) 
X € XV, F € Eq 
Она, как, впрочем, и ( 1 ) , является лишь частичной алгеврой. 
На это овстоятельство нередко указывают как на недостаток. 
Можно выло вы превратить ее в тотальную алгевру, тем или 
иным овраэом доопределяя операции л. 2 и ц.2, но нам для н а ­
ших целей Будет У Д О Б Н О трактовать ее как многосортную ал­
гевру с доменами Reí.Xi 
(Reí . X, w , r\ ,­, O.X, l.X, п. X, u. X, e.F) . ( 2 ' ) 
X í XV, F « Eq 
2 . Реляционные алгебры как абстрактные алгебраические 
системы 
Опишем теперь реляционные алгевры типа' ( 2 ' ) аксиомати­
чески. Для этого мы должны рассматривать алгебраические с и с ­
темы вида 
А (А. X, <_> , ^ , ­ , О.Х, 1.Х, я.Х, р.Х, е.Р) , 
.X « XV, Г « Ед 
где 
(А.Х) ­ семейство непустых попарно н е пересекающих­
X € XV 
ся можеств) Обозначим их объединение черев А, 
. ' , л ­ бинарные частичные операции на А, определенные 
для любой пары элементов одного рода и сохраняющие род 
(т.е. результат, соответствующий каждой такой пара, и м е ­
ет тот же р о д ) , 
. ­ — сохраняющая род унарная операция на А, 
. О.Х, 1.Х ­ выделенные элементы множества А.Х, 
• 1Г. X ­ унарная частичная операция на А типа 
Ц(А. И X 2 ) — > А . Х , 
. м.Х ­ унарная частичная операция на А типа 
и(А. 21 2 Х ) ~ > А . X, 
. е.Р ­ элефэнт множества A . a t r ( F ) . 
Таким овраэом, каждое множество А.Х замкнуто относительно 
операций ь/ , л , ­ , а саму систему А_ можно рассматривать как 
многосортную алгебру с доменами А.Х. Такую систему Будем н а ­
зывать абстрактной реляционной а^гедрой Я '^ЭЗВЗИЗИИЗ^' к о — 
роче, РС­алгеврой, если она удовлетворяет следующим условиям 
(для всех Х,У,г « XV, ^ т . ' € Т, >:,у,г € V ) , в которых а,а' € 
« А.Х, о,Ь' « А.У, с « А.г: 
объединением is, 
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RCQi A.X ­ вулева алгевра с 
дополнением ­, нулевым 
ментом 1.Х. 
(п. X) (а) = а. 
(я. X) (я. У) (с) » <п.Х)(с), где 
(».Х> (Ь> л (w.X) I b u b ' ) • ( п . Х М Ь ) , где 
<ц.У) <а) ­л <м. Y) (а а' > ш ( u . Y M a ) , где 
(п.Х) <ц. У) <a)»v а = а, где 
(р.У) (я. X) (Ь> лч b • Ь, где 
<МУ>(­»> • ­ < M V > <•>> где 
(ц.Х> (я. X л У > (Ь> » (п. X) (u. Z) < Ь ) , где 
(».t»t'> <п. X) ( (u.X >•><>:>) (е. t=x )л 
/Ми.Х u i x > ) ( e . t ' « K > ) , где 4 X » (t­ * ). 
(|iju{xl)(«.t"a) ­ 1. X v><» >, где х 
(e.Ct'/ylt—­О » (п. X) (ц. X и <у>) (е. t­::) 
Л « М . Х V {y>» (e.t'­y) , где X = 
Y ­ atr < C f /у I t ) , к, у / 
(я.Х\Сх»<­а л (u. X ч/ {;:> ) (е.t=x > > = 
» ­(». Х\{;:»<а л ( М. X i> i;<}> <е. t•=;:)) , 
где atr(t « х ) С X. 
Отношение включения в булевой алгебре А.Х обозначим ч е ­
рев С . Оно определяется Л Ю Б Ы М И З равносильных друг другу 
условии 
а с а ' <­­) » \j а' • а', а с а ' < — > аг>а' » а. 
Соотношения R C 3 , RC4 означают, иначе госоря, что операции п.Х 
и р. У изотонны в следующем смысле! 
R C 3 ' I b c b ' ­ ­ > (я. X ) lb) с (п. X ) ( Ь ' ) , 
RC4': а с а " — > (u.Y)'»>c ( u . Y M a ' ) . 
Соотношения же RC", RCb можно переписать спод,ющим ОБраэом! 
RC3' ! (в. X) (р. У) (а) С а, 
RC6'! Ь с (ц.Y)(B.X)<Ь>. 
Отметим р­яд следствии аксиом RC­алгевр, подробнее харак­
теризующие: свойства операций в.х, и.У. Если Х С У С Z, то 
(1) Ь С ( u . Y M a ) <— (я.ХМЬ)е: а, 
(2) (я. X) (Ь /\. (р. •) (а) ) ­ ( л . Х М Ь ) г . а , 
(3) l i . X l l b v b ' ) » (rr. X) (Ь) о (в. X) <Ь" ) , 
(4) < p . Y M a w a ' > » tu. У) »•> w (u. Y ) U ' > , 
(3) (ц. Z) (р. У) (а) ° (|uZ> (•>. 
(6) (м.У)(Ь> ­ Ь, 
(7) (я. X) (р. У) (а) ­ а, 
(8) ( п . х м ь . С = (я.ХМр.гмы, 
(9) (м.У)(а) ­ (я.У)(p.Z)(а), 
где, по­прежнему, а « А.Х, Ь «: A.Y. RC7 и (4) вместе означа­
ют, что ограничение и.У на А.Х является гомоморфизмом бу­
левой алгевр­ы А.Х в A.Y, и из <7/ вытекает, что оно также и 
иньективно, а я. X сюр­ъектнвно отобр­ажает А. V на А.Х. Ь част­
ности, ( р . У М О . Х ) « O.Y, ( p . Y M l . X ) » 1.Y, (я.ХМО.У) » О.Х, 
(Я.X)(1.Y) » 1.Х. 
Следующее утверждение оправдывает название f­.C­алгеар. 
Теорема, \, Каждая алгевра отношений ( 2 * ) является 
австр­актной RC алгеьрой. 
Таким образом, система аксиом RC­алгевр корректна. Преж­
де, чем Сформулировать утверждение о ее полноте, уточним п о ­
нятие тождества д л я RC­алгевр. 
Сперва определим множество т. неэ. реляционных. JSEáiSS­ ­
ний. Предположим, что для каждого рода ив *V вафиксироеано 
множество реляционных переменных этого рода. Тогда 
­ каждая переменная рода X является выражением рода X, 
­ если i и у ­ выражения рода X, то выражениями того же 
рода являются и f v g , í/чд, ­ f , 
­ константы О.X и 1.Х являются выражениями рода X, 
­ если f ­ выражение рода Y и X с V, то (п.Х)<f) 
нме рода X, 
­ если g ­ выражение рода 
ние рада Y, 
­ гели < ­ выражение рода 
и atr (F)с X, то (e.F) 
­ других реляционных выражений нет. 
Теперь 5 C ­ T o * f l ¿ c j T B O M назовем лювое тождество f ш д, где f,g ­
реляционные выражения одного рода. 
Например, все аксиомы RC1 ­ RC12 являются RC­тождествами. 
Аксиома RCO, как хорошо известно, сводится к совокупности' 
тождеств, в которых, конечно, участвуют лишь операции w» ,л, ­
и элементы О.Х, 1,Х. 
V С
X и X с Y , то ( р . Y ) ( д ) 
X, a F ­ элементарное 




Теорема 2. Какое­ливо РС­тождество выполняется во всех 
реляционных алгеврах вида (2*) тогда и только ' тогда, когда 
оно является следствием аксиом РСО ­ ЙС12. 8 действительнос­
ти оно в этом случае может выть получено из них с помощью 
лишь элементарных свойств равенства и правил замены и под­
с тамовкм. 
Под элементарными свойствами равенства понимаются его р е ­
флексивность, симметричность и траэнтиьность. Правило замены 
утверждает, что, заменив в некотором реляционном выражении 
к а к у ю ­ л и Б О часть на равную ей, мы получим выражение, равное 
исходному. Правила же подстановки позволяет перейти от уже 
установленного RC­тождества к Л Ю Б О М ­ / его частному случаю, 
получаемому из него путем подстановки реляционного выражения 
подходящего рода вместо некоторой переменной. Таким овразом, 
аксиом RC0­RC12 достаточна, чтовы с помощью одних так назы­
ваемы равносильны.­, преобразований обосновать лювое верное 
КС­тождество. 
Следует, однако, сказать, что в известном смысле аксиомы 
RCO ­ RC12 не характеризуют класс реляционных алгевр < с 
дополнениями) полностю: не всякая RC­алгевра изоморфна какой 
лнео алгевре отношений вида (2') . (RC­алгевра А изогшр^на 
алгебре ¡V , если существует взаимно однозначное соответствие 
i I А — > А * , сохраняющее роды элементов: ­fía) < А'* X, когда 
a i А.Х, а такхе все операции.) Дополнительное условие и з 
теоремы 3, которое необходимо добавить к аксиомам, нельзя 
Сформулировать в биде тождества или даже множества тождеств. 
В произвольной ЯС­алгевре А множество Л С А, отлично» от 
А, Будем называть идеалом, если, во­первых, для любых а < Л 
и а'сг а также' а* * Л, и, во­вторых, для Л Ю Б Ы Х а,Ь Л также 
ач/Ь € Л, ( л . Х М Ь ) « Л и (р.У) (а) < Л, как только эти опера­
ции для указанных аргументов определены. Примером служит три­
виальный идеал, состоящий только из нулевых элементов О.Х. В 
алгевре отношений (2*) всем условиям, определяющим идеал, 
кроме последнего (о замкнутности Л относительно р . У ) , удов­
летворяет множество всех конечных отношений. Как вытекает из 
нашей последней теоремы, никаких других примеров идеалов в 
конкретных алгеврах отношений нет. 
Теорема 3. ПС­алгевра тогда и только тогда изоморфна 
подходящей алгевре отношений (2*>, когда в ней имеется лишь 
,тривиальный идеал. 
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Abstract 
CIruli*, 3. Equatlonal axioms for relational algebras 
with complement*. 
In the paper, we specify the notion of relational algeb­
ra with complements, propose an a::lom system for the«e alge­
bras, each a>:iom being of the form of equality of two rela­
tional expressions, and formulate without proofs three theo­
rems concerning the soundness and completeness of this sys­
tem. 
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УДК 515.12 
А.П.Шостак 
НЕЧЕТКИЕ КАРДИНАЛЫ И МОЩНОСТИ НЕЧЕТКИХ МНОЖЕСТВ 
В последние годы Б Ы Л опубликован ряд работ, в которых 
предлагаются различные подходы к сравнению нечетких множеств 
по мощности и, соответственно, к определению нечеткой мощ­
ности, (см., напр.,С2Э,СЗЗ,С 103,С 1 1 3 ) . При всем разнообразии 
идей, положенных в основу этих подходов, все авторы, по су­
ществу, ограничиваются рассмотрением нечетких множеств с к о ­
нечными носителями. Однако в теории нечетких топологичес­
ких пространств, как и в некоторых других разделах математи­
ки нечетких множеств, мы сталкиваемся с необходимостью с р а в ­
нения и измерения по мощности, как правило, именно Бесконеч­
ных нечетких множеств (ср. ситуацию в классической тополо­
гии) . Тем самым возникает необходимость ввести овщее понятие 
нечеткого кзрдинала и разработать теорию действий над н е ч е т ­
кими кардиналами, аналогичную классической теории действий 
над кардинальными числами и в то же время учитывающую специ­
фику математики нечетких множеств. Решению (по­видимому, 
следует сказать "одному из возможных") этой задачи и посвя­
щена данная заметка. Подчеркнем, что мы основываемо я здес ь 
на классической теории множеств (система аксиом Цермело­
Френкеля, включая аксиому выбора).Некоторые примеры примене­
ния разработанной здесь теории в нечеткой топологии с о д е р ­
жатся в С73. 
В заметке используются стандартные Обозначения. В ча ст ­
ности, 1X1 ­ мощность множества Х| V ­ Объединение > или с у п ­
ремум нечетких множеств) Л ­ п е р е с е ч е н и е , или инфимум н е ч е т ­
ких множеств; I: * СО,13| I* ­ совокупность всех нечетких 
подмножеств множества X. Для суммы ( О Б Ы Ч Н Ы Х ) кардиналов и с ­
пользуются О Б О знамения Г, и + , для произведения (овычных) 
кардиналов ­ символы П и * . Символ 3 используется О Б Ы Ч Н О 
для обозначения произвольного множества индексов* 
1. Отношение равнонащности для нечетки­­ множеств и. мечут 
кие кардиналы. П> с ть X, У ­ множества, М <: I х , N « 1 1^. 
Определение 1. Нечеткие множества М и N Б у д е м называть 
раеиомощными и писать при этом М я* N , если |М"А (т.» 11) и 
• 1М' 1 (1,13 1 для к а ж д о г о ! «. СО, 13. 
Ясно, что отношение ^ является эквивалентностью на кла­
ссе вге.ч нечетки­; множеств. 
Предложение I. М ^: N тогда и только тогда» когда для 
каждого t <: (0,13 и каждого . М ^ и . П 1 |М~* 
и |1Ч"А ( „ 13 I < |М ­ 1 (з, 13 I. 
Доказательство легко следует из элементарных фактов кла­
ссической теории множеств (см., напр., С 4 Я стр.20&Э>« 
Предложение 2. Пусть для каждого г •£ ^ Х{ и ¥ к ­ п и в * 
жества, М(. ^ I 1 , 1МС £ I и М( и N.. Тогда, если Х 4­О » 
# при i * i*, то VM, ^ VN: ­и ПМ: ^ П Í ь ь i ПМ, 
(Объединение УМ^ естественным образом трактуется как н е ­
четкое подмножество множества X «* U X ¿ , а произведение M * Í L ­
как нечеткое подмножество множества X « П Х С > . 
показатель ство очевидно. 
Пусть К ­ класс веек кардиналое* упорядоченных естест­
венным порядком 1 . 
Определение 2. Нечетким кардиналом называется отовраже­
нне X I К — > 1 , удовлетворяющее с л е дующим ус ловня*.* 
(1) at не возрастает (т.е. если *д , &¿ •£ К и * 4 i ou , то 
ле 1 « А ) i ле<ос, ) ) ; 
(2) Х ( 0 ) ­ 1( 
(3) ЛС С oí) » О для некоторого а * К» 
Класс всех нечетки­, кардиналов обозначим JC • На К естес­
твенно Е­оэникает ' отношение частичного порядка i . Нетрудно 
заметить, что, используя терминологию работ ?3?,C61 с незна­
чительным изменением, к ласе ОС нечетки: к ардиналов может 
выть охарактеризован как нечеткая модификация класса всех 
кардиналов К. 
Замечание _ 1 . Отождествляя нечеткий кардинал Л s К — > 1 с 
некоторым его ограничением вида.*? : — >1, где « ­ кардинал 
такой, что 3t(a) я О. а ­ отрезок кардиналов, ограничен­
ный кардиналом можем каждый раз с ч и т а т ь , что нечеткий 
кардинал X задан не на классе всех кардиналов К, а на неко­
тором множестве кардиналов К^, 
Каждому кардиналу \ + К сопоставим нечеткиЛ кардинал Л * К. 
определенный равенствами *ь>> «• 1 при t* i А и X<h»> " О г»ри 
li > А. . где и <• К , (В частиести. и*0> " X „ 3*ц.> « О при 
М i ti T(Q) « T(l) * 1» T*w> т О при u ¿ Z И т,Д.>. 
Сопоставим каждому нечеткому множеству И € I* нечеткий 
кардинал jert ("мощность" н е ч е т к о г о .«можества ft>t определяемый 
равенством Х и(а> * sup(ti ,ИГ* *t»k1 I ^ а> а € К (вир 0 »* 0>. 
Легко заметить, что это определение корректно и что имеет 
место равенство Jt­tai » «npvt* , H " k p t » I J t 1 a } . 
Предложение 3. К тгога* И только тога», когда *р . 
Доказг­ельство. Если М « N, то, очевидна, <* н ~ . Об­
ратно, пред пол о.ким, что М М и О у с т ь (для о предел емнос ти > 
t С0.1) таково, что <t р 13 I ot < Pt « |N" A(t,13l. Е с ­
ли при этом c-f if > т* w e , то найдется t' v t такое, что. 
| N _ 1 ( t " , 1 3 ( ­ г, а следовательно, ae^tr4) 1 t' . Поскольку, с 
другой стороны, Л Й ( Р ) < t, то Х н г= 
В случае, если с* (Р) *= w 0 , та существует кардинал / та­
кой , что а < If Р. Но тогда, как нетрудно заметить, найдет­
сч ti* > t такое, что IN"1 <t',13| 1 t . а следовательно, 
зСу<|) 2 t'. Поскольку, с другой стороны, 5Сд(/> < t', вновь 
заключаем, что 
Нетрудно доказать также следующее утверждение1 
Предложение 4. Если М < N. то ­^я.! ^ И . 
В связи с предыдущими двумя утверждениями и по аналогии 
с классической теорией множеств ее тествемно возникает следу­
юший вопрос, ответ на который нам найти пока не удалосьj 
X У -ш* 
Вопрос. Верно ли, что, если М <6 I , N £ I и **/ , 
T J найдется нечеткое множество N* ч 1^ такое, что И '­ъ N* и 
N * 1 N (т.е .N" (у) ­ N(y) для каждого у 3 У>? 
Предложение 5. Для каждого нечеткого кардинала К i К — > I 
сущеетвует нечеткое множентво М: X — > I такое, что ^м. я лС 
Доказательство, Представим X в виде Ж : К « — > 1 ­ где } ­— л £ 
некоторый ординал, a Xj ­ соотеетсвующий а л е.]. (см. замечание 
1 ) , и пусть X г= Т(и.) ­ множество всеч ординалов, меньшие 
чем ординал . Определим нечеткое множество М: X — ­ I следу­
ющим о ера зом: гНО) ас (О) 1. М(1> :« а*< О , . . . ,М<Нь ) :« 
1=^ at! ( Хь 1 Д Л Я каждого £ < | I если те А. ^  ^Xj. И **%••! ^  HI I Д Л Я 
какого £ < | щ то рассмотрим ординал £ ( А. ) : = 
riling t Х ­ ' мц> и положим гНД.) . * X ( W ^ ( a . ) >. Нетрудно заме­
тить, что для определенного таким овраэом нечеткого множест­
ва М имеем аСд = зС . 
Замечание 2. Пусть М: X — N I , Методом, мспользеванным 
при д о к а з а т е л ь н е е предложения 5, построим нечеткое множест­
Я н 
но, что ^ Л И . Если Ni Y — > I — другое нечет 
ко$? множемтво, то £ц i а£д> тогда и только тогда, когда' 
2. С, una нечетки­ кардиналов. Пусть at , Л ­ нечеткие кар­
диналы. Определим и; сумму аСфА. равенством 
at© А. (со • sop H ( f ) A « < ! ) ) , Р + У £ в , 
где о:, Р , I* К (ср. определение cv* (МЫ нечет них чисел С В 3 > . • 
Аналогично. для произвального семейства нечетких карди­
налов С t i 1 € J3 оределим сумму ©Jt\ равенством 
­ m o ­
ф*\1а) * bupí Л )C í1 1J i I : Г. >х ¿ а ) . 
i 1 
Заметим,, что нечеткий кардинал О игр ¿e Г при этой опреде­
НМН роль н, Л Й ti.е. <(t б ; О ф Ü Д 1 Ч каждого at «: К ) . Лег­
ко заметить также, что, ее пи Í .* fc : i í Л и С A¿ l . ' V J > * 
дьч семенстьа нечутки кардиналос и J6¿ ­ ^  t для каждого 
i < J, то i ^ A t . 
V V 
Пр едло­иенле А. Л л я произвол к ног о г tei'ic тьа * I О Б Ы Ч Н Ы ) 
кардиналов i u t г ­ * JJ С > имеет (тесто раы>нс Т Е О Г.Ц С 0 р\. 
flo* дзате^м с тьо. С е л и а _ то ф | . b i a ) = suplA p t ta) i 
i E * ­ •*) ­ A M <M t > ­ 1. Если же -Jt П р 1 , то, очевидно, 
т. и (а) * О. Таким оеразом, Е caí л oí i их эти с лучаеь ш ш ч т 
i 
нес то раьемс тto tjj и L i* > • 6 ü ¿ 4 л ) « 
Пр e a lüii­i «t te 7. П,стк ДЛЯ к a.r дого i к J ^ I * v и nj e 
этом при i - i л iMiHki i , i ' множес г>и X . и X v* не перес як а ют 
ся. Тогда ^\jf\ f Ф 
Оод азогет.с тво *ытвг­зет на след /tomen цепочки р е е е ж 1 в i 
<t^.-i/ • *ü#*iti M V n ^ ' 1 i t , I J,, 'j i * S ü p ( t t l U r V ' f t . l l i . • 
• ьнр я up i, t; |M "* (t, t JI ; a , ) * a j p А Х л * Í * vi • jf и í . 
boc пил k jcikaEuiitc в кони, та гньнос т • «о и ас с о и н а т и ь н о с т ь га о п е ­
рации . ' , , 1 1 1 ,. дли иеычмы к ар д» 1 Н ч*лиЕ , легко /с • . • ­1 ­.в 1. и а е " ком­
му т ai т пс­ нос Ti и accCiiHtiTHivHoc т ь опер л,пи с/мпи Д Л И нече т ки < 
и af диналов. 1 Очнее. имею i i tec т о с лед /ню.»te > т с­ер * денпя* 
Пред íute­HMf В. П.сть í ж!,, i i ­. J ! ­ некоторое семьгйс гво 
нечетки к j»f лпмллсе и <f i J­­'­J ­ пр omibu/u ная ьиекция. Тогда 
имеет нес го рааенс т во \i < t " Ф *^  |U» ­ ^ ч*'­ ™ л с Т и » вс ли 
J ­ i t , Г ) , то í ^ ^ » ^ ¿ ^ 4 
[te a j ­чс.» t:•> ­не V. П/сть ( X t : i «: J ¡ ­ некоторое семейство 
нечетки., ннсыесть и мнс*«?сгео J rrf. а Де i «в лено в виде Объеди­
нения J * *JJ, ,где J, П J • * Я при * * *' . Тогда ф JC , •» 
* <3> | B >. Ь Ч А С Т Н О С Т И , при J я С 1,2,3) отсюда следу­
US i l l , 
ет, ч го t Шш]ф at¿íфо£4 « ft&L*¿ÍS>**) * 
I. П( о.щ­удение н с ч и г и к .*р , н н . not. П/ст. at , А ­ печет 
кие кардиналы > Определим п.­' пр он ъты денне р­аеенс твом 
l a t e A M e l * *ир( а* »*>Л А.<* > > , где a,*l­f < К 
• 
Аналогично, для произвольного семейства нечетки:; кардиналов 
< 3C t : i € J> определим произведение ^ 0 X t paecni. ге>ЗМ 
I 1 с *• fc Ь * 
... 
Заметим, ч то мече гкий кардш1*зл 1 играет при глкшi опре­
делении роль единицы (т.е. &Q 1 ~ Т0э<! ~ Э€ для каждого Э£ •= К ) . 
Пегко заметить также, что, если ' aft : i J> и CA t: i <: J) ­
два семейства нечетки:; кардиналов и ЭСС £ для каждого i < J, 
то ©4..<©А.. i L ь с 
Предложение 1О. Для произвольного семейства С р с : I € J> 
обычньг: кардиналов имеет место равенство Пи: = О р* 
i 1 I • 
Доказательство. Если a i Пр^, то О У ^ to> ­ B U p C A p t ( c « t > : 
i Па i £ ocJ > /\ р^(р^) ­ 1. Если же а > П р ь , то, очевидно, 
O ^ J t ( a ) *= О. Таким овраэом, в каждом иэ этих случаев имеет 
место равенство 0 р^ (a) • np^(ot). 
у . 
Предложение 11. Пусть для каждого 1 *$ J £ I >. Тогда 
Доказательс гв­о вытекает иэ следующей цепочки равенств! 
А П Н ( а ) ~ s u » ' * t : М П г \ ) ­ 1 (t,Il| £ •»> > 
•i si<p sypCti Vi IM" 1 (t, 11 I 1 ом> ­
« sup ( A^f M. ) (a: ) * О <£ M, (*> . 
Воспользовавшись коммутативностью и ассоциативностью о п е ­
рации произведения для О Б Ы Ч Н Ы Х кардиналов, лег ко устанавли­
ваем коммутативность операции произведения для нечетких кар­
наналов. Точнее, имеют место следующие утверждения: 
Предложение^ 1Г. Пусть i ЭСЬ i i € J) ­ некоторое семейство 
нечетки­ кардиналов и f : J­­>J ­ некоторая виекция. Тогда 
имеет место равшств­о © ^ " © ^ f U J * В частности, если J = 
= U . 2 ) , vo A F J O J F ^ ­ at^Oacj , 
Df • е д л о ж е мне 13. Пусть С Jtc х * < J> ­ некоторое семейство 
нечетких множеств и множество J представлено в виде объедине­
ний J = KJ J, , где J­riJ.' = £ при S f S * ­ Тогда © Э Ц / • 
ж * • При J ж {| ,2,3) отсюда, в частности, следует, 
что с а ^ е ^ о а т , = ^ 0 ( 3 ^ 0 ^ ) . 
Предложение _ 14. Пусть. С I 1 •€ ЗУ ­ семейство нечетких 
кардиналов и Л ­ нечеткий кардинал. Тогда (ф;<.^)о\ =Ф<аг\0Л.) 
В частности, при Л ­ £1,2»} отсюда следует, что (*! 1фаР <)&Х я 
Доказательство. Воспользовавшись предложением 5, найдрм 
для каждого I *: Л нечеткое множество М ь : Х^^—>1 такое, что 
£цк а?^ и нечеткое множество N. У ­ ­ М такое, что . С о ­
гласно предложению 7 имеем Э С у щ . = фЭС^ , а отсюда, с о г л а с н о 
ь с 
предложению II, заключаем, что ЭС^ум )лц ' < Ф # ^ > © А . . С дру 
1 С . 
гой стороны, действуя аналогично, но применяя сначала пред­
ложение II, а затем предложение 7, приходим к равенству 
Э2у1м;- * ( - ^ ^ Ф (*? Ь©Х>­ Д л я завершения доказательства оста­
лось воспользоваться очевидным равенством1уМ 1) х N =У(М;х Ы) 
* I 
4. Операция степени для нечетких, кардиналов. Пусть зС. , X 
нечеткие кардиналы. Определим их степень равенством 
, Х*<а> = аир <<*(*»> Л X (¿0 ) € К> . 
Ясно, что, если < ­ р и А ­ ' • то <ЗС*£ р ^ <<,Х,р, $ € К) . 
Предложение 15. Если ц,у £ К, то и * и 
Доказательство. Непосредственно из определений ясно, что 
(в) « sup <м <*> Л ? <* > * p<p>Atf<v>) = 1 при а л р* И 
р <а) в О при о( > р' , откуда и следует доказываемое равенс­
тво. 
Воспользовавшись известными свойствами операции степени 
для овычных кардиналов (см., напр., С4, стр. Iе?! 3 >f нетрудно 
установить аналогичные свойства операции степеми для нечет­
ких кардиналов. Наиболее важные из них совраны в следующем 
предложении! 
Предложение 16. Дл я произвольных нечетки:­. кардиналов 
at, Л , »" имеют место равенства! 
a t A ® e = Х Л © ж 9 ; 
5.Некo iлрые выводы, Б работе построен класс ОС , элементы 
которого трактуются как нечеткие ка^­дпналы, С точностью до 
изоморфизма <ot—>óT) этот класс содержит к л а с с К в с е х О Б Ы Ч Н Ы Х 
кардиналов. Можно сказать, что нпасс нечетких кардиналов ОС 
получен из класса К О Б Ы Ч Н Ы Х кардиналов П О Д О Б Н О тому, как н е ­
четкая прямая строится из О Б Ы Ч Н О Й прямой [13 или. Б о л е е О Б ­
Щ О , П О Д О Б Н О тому, как нечеткая модификация Т<Х) линейно упо­
рядоченного пространства X строится из этого пространства X 
С53,[63. 
Для элементов класса H введены операции суммы, произве­
дения и возведения в степень. Эти операции чвлямтся продол­
жением на соответсвующих операций над О Б Ы Ч Н Ы М И кардинала­
ми и при этом они О Б л а д а ю т свойствами, вполне а н а л о г и ч н ы е 
соответсвуюшим свойствам операций над О Б Ы Ч Н Ы М И кардиналами. 
Кроме того, на ЭС естественно определяется отношение частич­
ного порядка, индуцирующее на К О Б Ы Ч Н Ы Й порядок i и при этом 
"естественным образом" связанное с алгебраическими операция­
ми на X • 
à. О нечетки?; ординалах. По аналогии с нечеткими карди­
налами могут выть введены и нечеткие ординалы. Точнее, пусть 
И — класс всех ординалов, наделенный естественным порядком. 
Нечетким ординалом назовем невозрастающее отображение 
о):" W — >1 такое, что из (О) = 1 и u) (а) « О для некоторого 
at 6 W. Класс всех нечетки ординалов обозначим tl7. Естествен­
ным овраэом W можно (с точность» до изоморфизма) рассматри­
вать как подкласс класса ^ . По аналогии с тем, как это выло 
сделано для нечетких кардиналов, для нечетких ординалов мож­
но определить операции суммы, произведения и возведения в 
степень, продолжающие соответсвующие операции для . О Б Ы Ч Н Ы Х 
ординалов и обладающие "естественными" свойствами. 
Автор выражает Благодарность В.И.Малыхину, обратившему 
его внимание на актуальность решаемой в данной заметке зада­
чи. 
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Abstract 
SoBtak, A. Fuzzy cardinals and cardinalities of fuzzy 
sets. 
The notion of cardinality of a fuzzy set and. that of fu­
zzy cardinal are introduced. A theory of operations with fu­
zzy cardinals is developed! in some aspects this theory is 
analogous to the classic theory of cardinal numbers. The re­
lations between th­ two theories are discussed. 
Алгевра и дискретная математика: 
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УДК 5 1 2 . 5 3 
В.Б.Штейнвук 
РЕТРАКТЫ И ПОЛУГРУППЫ НЕПРЕРЫВНЫХ ПРЕОБРАЗОВАНИЙ 
В алгеере хорошо известно направление, посвященное изу­
чению связей ме:!:ду теми или иными и й т и м а т и ч е с к и м и структура­
ми и сопоставл яемыми с ними производными алгеераичес кими 
объектами. В данной заметке в качестве исходной структуры 
берется множество ретрактов топологического пространства, 
рассматриваемое и как система подмножеств, и как упорядочен­
ное множество относительно включения. Л в качестве производ­
ного о Б ь е к т а рассматриваете я полугруппа непрепывны* преобра­
зований топологического пространства. Полугрулпы непрерывных: 
преобразований" топологических пространств рассматривались 
неоднократно CAÍ. 
Множестве рсех р­етрактов топологического пространства 
X' обозначим через R ^ , а полугруппу всех непрерывных преоб­
разований пространства Д ­ через СпХ. Пару­ <Х,Р Д) назовем 
системой ретрактов пространства X. Будем говорить, что сис­
темы ретрактов < X, R^ ) и <У, ft^ ) изоморфны, если существует 
взаимно однозначное отображение т* множества X на множество 
У такое, что н •£ Я д тогда и только тогда, когда *f(A> £ 
( при этом т* называете я изоморфизмом (X , ) на (У, ''*. ) ) . Мно— 
жесYbo R x , расспатриваемое как упорядоченное множество о т ­
носительно включения, обозначим через (R^,с >. 
В заметке рассматриваете я вопрос О Б onF­едел яемости сис ­
темы ретрактов топологического пространства X полугруппой 
СпХ. Доказана также элементарна я определ яег ю с т ь > пор ядочен­
ного множества (Яд,с) полугруппой СпХ в классе упорядоченнъ»: 
множеств ретрактов топологических пространств. 
Пусть S 4 и S¿ ­ полугруппы преобразований множеств ii 
JT¿¿ соответственно, Ч 1 " биекцня полугруппы 5^ на S ¿ , f ­ ви­
екцня £2 на й­а, * Говорят, что виекция f индуцируется впек — 
цией f, если = í t r f д л я всякого <т € 5 f . В этом случае**» 
явпчется изоморфизмом полугрупп S. и S ¿ , а сами полугруппы 
преобразований наэывают с я П О Д О Б Н Ы М И . 
Теорема 1 . Пусть X f и Х_ ­ топологические пространства. 
Вс який изоморфизм полугруппы СпХ^ на СпХ^ индуцируете я един­
ственным изоморфизмом системы ретрактов .pJRH­­) И А í X 2 » R ^ ¿ * " 
Докаэательс тво. Пусть X ^  ­ топологическое пространство 
/i ­ 1 . 2 / . и д я всякого oí í X ^  через с л овоэначип константное 
преобразование Х­^, согласно которому с^ I в а( р ) . Лю­
ьое константное преобразование c^íot £ Xļ) является непрерыв­
ным пр еоераэованием пространства Х ­ и левым нулем в полутруп­
пе СпХ^. Причем множество 1_ всех левых нулей полугруппы 
СпХ^состоит из всех константна ; преобразований £ Х ^ ) . 
Пусть ~\с ­ изоморфизм полугруппы С п Х ^ на СпХ^ . Тогда 
рб'Ху ) ~ \~2,' Обозначим через & (1 * 1,2) взаимно однозначное 
отображение множества X. на согласно которому ^ < а > = 
­ с в Ь,* 0 [ ^ ^"):« Отображение У ­ *у представляет С О Б О Й Б И — 
екиию X. на Х ^ . Рассуждая аналогично С 2 , теорема 3.23, легко 
убедиться, что р: (У) <У< |г) ) = У<У<*> ) для Л Ю Б Ы Х у € С п Х 4 , у* Х ^ 
Это означает, что виекция У индуцирует и з о м о р ф и з м ^ . Заметим 
что «* С У Ц ^ . Действительно, т.к. у' индуцирует * полу­
чаем, что <с^> <у< |г> > ­ У М с ^ ()г) > = У(с<) для всякого | Х 1 . 
Предположим, что существует отличная от V виекция у ' мна 
жест в а Х^ на Х ^ , которая индуцирует . Тогда найдется а X, 
такай, что у < « ) }* у Ч а ) . Легко проверить, ч т о ^ Ы с ^ ) ­ с^^** 
^ сУЙгУ*1 * С«С* ' П о л У ч е н и о е противоречие означает, что V явля­
ется единственной еиекцией множества Х ^ на Х.^, которач инду­
цирует у . 
Убедимся теперь, что у есть изоморфизм систем ретрактоь 
(X,, , р д ) и ( Х 2 , В Х ) . Преоерлзорание У множества X является 
ретракцией пространства X на подпространство А тогда и толь­
ко тогда, когда Я Б Л я е т с я идемпотентным непрорывным прео­
бразованием X , для которого у ( Х ) = А. Возьмем произволь­
ный ретракт А «: Р* . Найдется соотьетсвующая ретракция, т.е. 
преобразование У ^ ипХ^ такое, что у г = у* ) • А. П о с к о л ь ­
ку У и н д у ц и р у е т ^ , имеем у ( А > • У < У ( Х < | ) ) *^Мг*><Х»>. Кроме 
того, преобразование Д. (у*) *; С п Х ^ является идемпотентом и п о ­
тому подпространство ДС(¥*> ( Х ^ ) есть ретракт пространства "Х^,, 
следовательно у<А> ^ Рд. . Аналогично доказывается, что если 
В £ Р х , то у " * ( В ) € Р.х . Таким Образом, у является единст­
венным изоморфизмом системы ретрактов (Х^ ) на < Х ^ , К Х А > , 
который и н д у ц и р у е т ^ . * 
В связи с доказанной теоремой приведем пример двух прос­
транств Х^ и *2 таких, что системы ретрактов <Х^ , Рчд ) и 
( Х ^ Р д ^ ) изоморфны, а полугруппы СпХ^ и СпХ^ не 1 являются 
изоморфными. Пусть Х^ и Х ^ ­ произвольные континуальные мно­
жества. На множестве Х 1 зададим топологию Зарисского 'С* . На 
множестве Х ^ рассмотрим топологию"^, состоящую из пустого 
подмможества и из всех тех подмножеств множества Х^, допол­
нения которых конечны или счетмы. Топологическое пространст­
во ( . *ь£ > обозначим через Х^ (1 = 1 , 2 ) . Опишем непрерывные 
преобразования пространств Х^ и Х^ . Преобразование У множес­
тва Х^ является непрерывным преобразованием пространства X 
тогда и только тогда, когда поамножество У 3 * а ) конечно или 
совпадает с Х 1 для всякого а * Х^ . Действительно, пусть У ­
непрерывное преобразование Х | . Для Л Ю Б О Г О а Ч X^ подмножест­
во Х^­С ос > принадлежит , откуда ввиду непрерывности У имеем 
у""* (Х^\<ос> ) ^ Т ^ . Значит, множество у " 1 * * ) ь X Ч у~*<Х_% <*>) 
является конечным или совпадает с Х 1 . Аналогично доказывает­
с я обратное. Сходными рассуждениями лег ко провер ить, что не­
константное преобразование У множества Х^ принадлежит СпХ 
тогда и только тогда, когда падмножес тво У"*Л о;) конечно или 
счетно для всякого а <= Х* . 
Пусть А 
= 1,2/. Определим лреосраэованне У^множества Х^ по правилу: 
У ( а > = а для Л Ю Б О Г О et •= А, а ограничение у на \А является 
произвольным иньективиым отображением в А. Очевидно, что 
У»? СпХ^ и У ­ т* ч следовательно А является ретрактом про­
странства Х^. Легко уведитьсч, используя описание непрерыв­
ных преобразований пространства Х^, что всевозможными кон­
тинуальными подмножествами исчергтьезаягтеч ретра*кты пр­остран­
ства . 
Предположим, что существует »кэо«орфнзи полугруппы СпХ^ 
на Сп Х^ . Босполь зуемс я О Б О З н а ч е н и я г » ­ % введенным»» при дока­
эательствв теоремы 1. Для всякого элемента У $ С л Х ^ и произ­
в о л ь н о г о л е в о г о нуля с^ полугруппы СпХ? обозначим ч е р е з t­^^ 
множество всех: левых: нулей c f i " ^ т а к и '< что V е * ­ Так. 
как рС - изоморфизм, то из определения L^y, следует, что 
^.(L^^) = L­vtOJCfY'J д л я Л Ю Б Ы Х y«: СпХ^, et i Легко видеть, 
ч т о множество L^yCoc ¡6 Х^У*: СпХ^> равнамощно множеству y * ( i * > . 
Следовательно, в полугруппе СпХ^ множество ^-фф конечно д л я 
всякого неконстантного У *i СлХ^ и Л Ю Б О Г О >Х ^ Х^ | однако в по­
лугруппе CnXg множество L у(рОД/V.) может Б Ы Т Ь И счетным. П о ­
лученное противоречие означает, что полугруппы СпХ. и СпХ^ 
не изоморфны. В то же время системы ретрактов (aV,R» > vi 
* 1 изоморфны. 1 
При доказатель стве теоремы 1 фактически получено так же 
следующее утверждение. 
Теорема 1*. Пусть Х^ и Х^ ­ топологические пространства, 
S• ­ подполугруппа СпХ ; , содержащая все ретракции пространс­
тва X^,/i=l,2/. Всякий изоморфизм полугруппы 5^ на S £ индуци­
руется единственным И З О М О Р Ф И З М О М системы ретрактов (Х^ , R^ ) 
на <Х R „ ) . ' 
Следующая теорема проясняет возможности языка УИП при 
изучении полугрупп непрерывных преобразований топологических 
пространств. 
TeoF­ема 2. Пусть Х^, X _ — топологические пространства. 
Если полугруппы СпХ^ и СпУ.± элементарно эквивалентны, то 
элементарно эквивалентны упорядоченные множества ( Р д , с) и 
CR­ . с) . 1 
Доказательство. Пусть X ­ топологическое пространство, 
RetX ­ множество Е с е х ретракций пространства X (другими с л о ­
вами, RetX ­ множество всех идемпотентов полугруппы С п Х ) . 
Определим на множестве RetX Б и н а р н о е отношение <г по правилу: 
о­ Sf^e* Ч^т*# = У • Овозначим J> tt отит". Легко проверить, что (г 
есть отношение кваэипорядка в множестве RetX, а отношение* 
является эквивалентное Т с Ю на Ret X. Квазипорядок <г индици­
рует о т н о ш е н и е упорядоченности на фактормножестве RetX/р. 
Это отношение > порядоченности на множестве RetX/fJ овозначим 
через СУ* , а соответствующее упорядоченное множество (RetX/ 
/Ршб­ ~ через OrdX. Для в с я к о г о У ^ RetX через У овозначим 
смежный класс паj> , представителем которого является у*. 
Для каждого ретракта А пространства X обозначим Пд • 
• if£ RetX|Y<X) = А>. Легко видеть­, что для л»бы:< V ļ ^ ^ RetX 
соотношение У, Р Sļj имеет место тогда и только тогда, когда 
**J<X> » ( X ) . Кроме того *р<Х) € R K и . ft^ <Ч*€ RetX, А «ī FL > 
Следовательно, каждое множество Н является классом эквива­
пвнтных относительно Р ретракций пространства X, причем 
RetX/p * {"Г^  I А € >. 
О Б О з н а ч и м через ja, взаимно однозначное отовражение м н о ­
жества В д на RetX/p. согласно которому для А £ Рсх имеет мес­
то^//(А) = Пд . Пусть А, В ^ и АсВ. Возьмем произвольные рет­
ракции *r* * и . Легко показать, что включение АсВ 
имеет место тогда И только тогда, когда * 1 я ч т о равно­
сильна соотношению У 4 » У » т.е. оТ^ . Таким о в р а г о м , е с т ь 
изоморфизм упорядоченного множества (R^,c) на ОгоХ. 
Пусть теперь Х^ и Х^ — топологические пространства, по­
лугруппы СпХ^и С п Х ^ элементарно эквивалентны. Тогда частич­
ные группоиды идемпотентов RetX^ и R e t X 4 элементарно эквива­
лентны, поскольку они формульны в соотвествующмх полугруппах. 
Отсюда следует, ввиду формульности отношения <г, что элемен­
тарно эквивалентны квазиупорядоченные множества (RetX i f,<r) и 
(RetX a , (г) . Согласно игровому критерию элементарной эквива­
валентности [31 существует выигрышная стратегия для игрока 
II в игре <RetX , <г), <RetXg,<r>> при Л Ю Б О М натуральном п. 
Используя эту стратегию, построим выигрышную стратегию для 
игрока II в игре б ^ Ш г а Х ^ . 0 r d X 2 > при Л Ю Б О М натуральном п. 
Пусть на i­и,ходу игрок I выврал модель OrdX K^(k­ я 1,2) 
и Б ней элемент у.**"*­, где у.***­ £ R e t X K , . Тогда игрок II должен 
выбрать на i­м ходу в модели O r d X 3 _ ^ fc элемент y3"**i , где TV**^ 
«= RetX есть элемент, выбранный на i­и ходу в соответствии 
с выигрышной стратегией для игрока II в игре 6^< (RetX 1 , *г) , 
(RetX£,<r)) при условии, что игрок I выврал на i ­м ходу эле­
мент *У**. Если У?1г¥?( l£i , j$n) , то согласно определению <Г 
получаем 4?J <г у Л Тогда, поскольку мы использовали выигрышную 
стратегию для и г р о к а I I в игре (RetX f , т> , (RetX i,<r)), вы­
полняется У.^Чгу1, а потому у* ffV*^. Аналогично показывается, 
что из У ^ ? У * следует У ^ ^ У 7 , * * 
Таким СУБ разом, построенная стратегия является В Ы И Г Р Ы Ш ­
Н О Й для игрока II в игре G^(QrdX f , O r d ^ . Согласно игровому 
критерию элементарной эквивалентности, это означает, что 
упорядоченные множества OrdX^ и 0 r d X 2 э л е м е н т а р н о эквивалент­
н ы . Отсюда следует, с учетом доказанного изоморфизма между 
(R M,c> и OrdX, что упорядоченные множества <R X ,с) и ( R ^ , c ) 
элементарно эквивалентны, 1 
Фактически доказано т а к ж е следующее утверждение. 
' Теорема 2' > Пусть Х^ и топологические пространства, 
S­ ­ подполугруппа СпХ^, содержащая все ретракции пространс­
тва X­<i=3t,2>. Если полугруппы и Е ^ элементарно эквива­
лентны, tq элементарно эквивалентны упорядоченные множества 
(R x^,c> и t R ^ 2 , c > . 
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Abstract 
Shteinbuk, V. Retracts and semigroups of continuous 
selfmaps. 
Let X be • topological space, fix denotes the set of all 
retracts of X, C(X> is the semigroup of all continuous self­
maps of X. It is shown that every isomorphism of C(X) on 
C<Y> is induced by a uniquely determined isomorphism of the 
system of retracts <X, R„> on (Y, Ry>. One may consider the 
set R , also as ordered set under Inclusion. If C(X) and C CY> 
are elementary equivalent then so are the ordered sets and 
Ry*. 
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просы информатики. Рига: ЛГУ им. П.Стучки, 1989. С. 17­24.­
Рассматриваются логическая структура и язык Обработки 
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Fatora посвящена методике обучения програмнмровамию. В 
ней иалагам тс я основные концепции автора по вопрос ам пас тро­
ения курсов по программированию. По мнению автороь, обучение 
искусству программирования ­ это обучение алгоритмическому 
С П О С О Б У мышления, стандартным операциям, Еыпалняемим ЭВМ» a 
также способам «ранения данных в памяти ЭВМ. Бивлногр.7 иазв 
УДК 681.142.2 • 
Папе У., Вежбицкий Т. Применение информатики в крупиыл 
морских портах // нлгеара и дискретная математика! Приклад­
ные вопросы информатики. Рига, ЛГУ им. П. Стучки, 1989. 
С. 97­109. 
В последние годы наступила быстрая компьютеризация пор­
тов * в ре а V л ь т а те­ которой по яг плис ь. копи лек с мые АСУ этими 
портами. В данной работе приводится овэор применений инфор­
матики в крупных порта:; мира (Лондоне. Гетеворге, Ере мене, 
Рамвур ге и д р . ) , осуществл яетс я анализ разлмчны I компь ютер­
ны х и телекоммутационни. систем, действ>ющи : ъ зти : порта * * 
В заключении овзора приводятся выводы и оценки, которые 
в ряде социалистические стран могут БЫТЬ, использованы для 
улучшения равоты портов. Бивлногр. 7 назв. 
УДК £»81 . 142. 2 
Смилтс У.Т. Доказательство правильности программ // Алгев­
ра и дискретная математика! Прикладные Еопросы информатики. 
Рига. ЛГУ им. П.Стучки, 1989, С. 110­127. 
В обзорной статье рассматривается методы распознавания 
с е м а м 1 и чь? г кпй правиль мости пр ограмн, Б а *ир> ющнес я на аисио­
ма тичес кои сенаитике »,зданич языков программирования. Выде­
ляете я следующие италы развития методиЕ проверки семантн­
чес » ой правильности прогр амм. сис тема ал г­ори 1 мичес ки­ ал гг»»р 
Рч> шк ова, метод индук тивмы ­ утсер кдений Флой да и фор малпзм 
Манма , метод Хоор­а , ме тод Дейке тры и сне тема ее т ее твен» к>га 
вывода ГрисЛш В О Б зоре даются основные понятия, идеи, приме­
ры применении и Е лиямие на ратвитие верифПк &| |ни пр опр­ *,мм 
каждого из эти­ методов. В конце овзора в виде с­емы приво­
дится типичная структура автоматической системы верификации 
программ. Епвлиогр. 40 мазв. 
УДК "12.8ii.81 .1 
Цир j лис Я. П. Аьс тр ан 1 мое опис аипе т нпов д л *ны и мпогоовр а­
1 Н Н алгевр дайны : исправление '/ Алгевра и дискретная м а ­
тематика! Прикладные вопросы информатики. Рига: ЛГУ им. П. 
Стучки, 1989. С. 128. 
Приводится список исправлений к ранее опубликованной р а ­
боте автора. Бмвлиогр. 1 назв. 
УДК 681.142.21312 
Цпрулпс Т.П. Аксиомы­тождества для реляционны­ алгевр с до­
пол ненияг!и // Алгебра и дискретная математика : Прик чадр ные 
вопросы информатики. Рига! ЛГУ им. П.Стучки, 1?В°. С. 1 29­
­ П 6 . 
Описано одно уточнение понятия алгебры отношений с до­
полнениями, Б Л И З К О Г О к овычио используемому в теории реляци­
онны Б а з данный, предложена система аксиом (ммеющм, гид 
тождества, соетан ленного из реляционны : выражений• для такцу 
алгепр и ееэ докаэательств Сформулированы теоремы, касающие­
ся корректности м полноты этой системы. Виьлиогр. 2 назв. 
УДК 513.12 
Шостак А.П. Нечеткие кардиналы и мощности нечетки множеств 
// Алгевра и дискретная математика: Прикладные вопросы инфор­
матики. Рига: ЛГУ им. П.Стучки, 1989. С. 137­ t 44. 
Опре делчютгя понятия мощное ти нечеткого множества и tte­
четксги нлрдинаia. Развиваете я теория дейс теми над нечеткими 
кзрлйма т . 1 м и , ь ряде ас пек тов аналогичная к л ас с и чес к ой теории 
дейс т вмй над к ардине/ib мымп чис ламп. Обсуждается с в я эь nei ду 
оьеимн теориями. Внвлмогр. 11 назв. 
УДК «мг.дз 
Штейнвук P. F. FpTpsK ты и п о л у г F улпы иепрер ые­мьг преовразги а­
мий Ал гевра и дис кретная математик а : При* ладные вопросы 
информатики. Рига1 ЛГУ им. П. Стучки, 1989. С. 1 45­14 е». 
F асе матр ис лете я вопрос эв опре де тяег ю с ти сиг. темы р птр а к ­
тов /как с ис 1 омы под» imo кгс: т В : топологического ri f ос тр анс T в ;» з< 
ПО/1 > гр , иной См X m ? : ! , «р hi р 1ы . r.peofip 1 зоЕ амий X . !'с т анпв и.<ма 
так т пемс­мтар мае определчемогть ^ пйрчдочрнног о отмогигр.и 
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