ABSTRACT In this paper, aiming at the more objective evaluation of university scientific research projects, an evaluation model based on partial least squares and dynamic back propagation neural network group (PLS-DBPG) algorithm is put forward. First, the reasonable index system of project evaluation is designed. For evaluation indexes, the PLS algorithm is used to reduce the feature dimension of original data. As the input of BP neural network, low dimensional data can simplify network structure. Then in view of the slow convergence of traditional BP algorithm, a dynamic adaptive BP neural network group algorithm is proposed. By introducing dynamic proportion factors, the update of each BP neural network is affected by both itself and the optimal network. And, the contribution of each network for group study is constantly adjusted. Finally, in this paper, the simulation results show that the improved algorithm for evaluating the project proposed has valuable applications with the merits of the fast convergence and high precision.
I. INTRODUCTION
The research project is the foundation of universities development, which requires a great deal of capital, talents and equipment. Therefore, it is of great theoretical and practical significance to evaluate the declared projects objectively and justly. The project evaluation is a problem of multiple attribute decision [1] , not only judging the project qualitatively, but also making quantitative analysis with scientific calculation. In order to make a reasonable and objective evaluation of scientific research projects, qualitative analysis must be combined with quantitative calculation, by which the limited funds can put into the imperative and beneficial project.
At present, the evaluation method of research project is divided into two categories: traditional method and modern method. Traditional evaluation methods include Delphi
The associate editor coordinating the review of this manuscript and approving it for publication was Huanqing Wang. method, analytic hierarchy process (AHP), TOPSIS method and fuzzy evaluation [2] , etc. Wang [3] proposed an evaluation model of research project based on Delphi method by adopting the traditional anonymous expert score, which inevitably caused the negative impact of subjectivity, partiality and blindness. Ping et al. [4] established a comprehensive evaluation model of ecological civilization education in universities by utilizing the modified AHP to construct judgment matrix and correct the weights. However, it is difficult to pass the consistency test for judgment matrix, and the evaluation is laborious. Zhang and Sun [5] used TOPSIS method to evaluate research projects and sequence various decisions which overcome the subjectivity of evaluation experts. Wang and Niu [6] proposed an ANP and fuzzy comprehensive evaluation model based on trapezoid membership to evaluate the wind power projects, which made the evaluation result more objective. Although the abovementioned traditional evaluation methods are simple and easy, they also have some fatal weaknesses: (1) Lack of the analysis and use of historical data; (2) No accumulation of expert knowledge; (3) Huge workload but low confidence of evaluation result; (4) Subjectively given weight of evaluation index results in the lower authenticity of evaluation.
Modern evaluation method is to carry out the nonlinear analysis on the project and get the relationship between the input and output of the system by using intelligent computation methods [7] . At present, only a few scholars study the intelligent algorithms to evaluate the projects. Dai et al. [8] proposed a new approach of intelligent physical health evaluation based on GRNN and BPNN by using a wearable smart bracelet system. Ji et al. [9] put forward an intelligence process control methodology by using GA-BP hybrid algorithm for the online quality evaluation. Wang et al. [10] presented a project evaluation method based on the evolutionary neural network and established the quantitative expression of influencing factors of research project. These intelligent evaluation methods overcome the shortcomings of complicated operation, poor prediction accuracy and strong subjectivity of traditional method.
We found that among the intelligent evaluation methods, most scholars use BP neural network to evaluate the project. This is because that the total score of the evaluation is not a simple linear summation of evaluation indexes, but a complex function relationship between them. However, most existing evaluation models based on BP network have the following two important gaps.
• Too much evaluation indexes cause the difficulties in inputting a large amount of information to BP network, such as complex network structure and slow convergence speed.
• BP network adopts error back propagation algorithm (BP algorithm) and modifies the weight by gradient descent method, which is easy to fall into local minimum. In order to fill the two methodological gaps, on the one hand, we attempt to eliminate the relevant factors in the original information of the evaluation index. At present, the common method of dimension reduction is clustering analysis (CA) [11] , [12] , factor analysis (FA) [13] , [14] , principal component analysis (PCA) [15] , [16] , and independent component analysis (ICA) [17] , [18] . These methods can improve the convergence speed and recognition accuracy of BP network, but the ignorance of the correlation of samples are not suitable for the case of small sample size. Nevertheless, partial least squares (PLS) [19] - [21] combine the advantages of principal component analysis, multiple linear regression and canonical correlation analysis. PLS can solve the severe multiple correlations of independent variable set well, and extract principal component reflecting the information of dependent and independent variables at the same time. Therefore, PLS is used in this paper to obtain more ideal low-dimensional data as the input of BP network.
On the other hand, we attempt to improve BP algorithm. In recent years, some scholars have developed many improved BP algorithm, such as optimizing the network structure [22] , [23] , dynamic adjustment of learning rate [24] , [25] , genetic algorithm to optimize initial weights [26] , fuzzy wavelet neural network [27] , [28] , chaotic neural network [29] , etc. However, these improvements are sensitive to initial weight values. If the initial value is close to the optimal solution, the network converges rapidly. Conversely, the convergence is slow or even oscillating. It is indicated that the single BP network has certain blindness and randomness. And we know the concept of ''population'' in evolutionary algorithm ensures the diversity. To this end, this paper attempts to form multiple BP networks into one group. The output of BP network group is decided mutually by each network individual.
The traditional BP algorithm makes the weight adjustment of the network only related to itself. However, since each network of BP network group is influenced by itself and other networks, the effect of each BP network on its own states should be adjusted dynamically. Some literature have shown that adaptive learning can ensure convergence. Huo et al. [30] proposed an observer-based fuzzy adaptive output feedback control scheme for the uncertain switched stochastic nonlinear systems with input quantization. The proposed control scheme can effectively avoid the chattering phenomena. Wang et al. [31] applied robust fuzzy adaptive tracking control techniques to nonaffine stochastic nonlinear switching systems, and the system output was ensured to converge to a small neighborhood of the given trajectory. Therefore, during the training of BP network group, each network mainly learns from the optimal network in the early, so that the status of the network improved rapidly. With the increase of iteration, each network has an increasing influence on itself. This adaptive dynamic learning technique can ensure the quick convergence to global optimal solution and significant improvement in the generalization of the system.
In view of the above analysis, this paper proposes a new evaluation model of university research projects based on partial least squares and dynamic BP network group (PLS-DBPG). Through the example simulation, the proposed evaluation model is more objective and practical, which provides a new tool for the scientific evaluation of various projects. The major contributions of this study are as follows.
• As the input of BP neural network, the characteristic information of evaluation index system is simplified by using partial least square method with the purpose of reducing dimension.
• An adaptive BP network group algorithm is presented. By introducing dynamic proportion factors, the influence of each BP network on its own state renewal is adjusted in order to achieve fast convergence. The rest of the paper is organized as follows. In section 2, the partial least squares and dynamic BP network group algorithm (PLS-DBPG) is proposed. In section 3, the evaluation model of university research project based on PLS-DBPG algorithm is presented. Then a numerical example is provided to demonstrate the applications of the proposed evaluation VOLUME 7, 2019 model and the efficiency of the proposed improved algorithm in Section 4. Finally, conclusions and further studies are given in Section 5.
II. PARTIAL LEAST SQUARES AND DYNAMIC BP NETWORK GROUP ALGORITHM A. PARTIAL LEAST SQUARES
Let dependent variables set Y = {y 1 , y 2 , · · · , y m } and independent variables set X = {x 1 , x 2 , · · · , x n }. The partial least squares method (PLS) [32] is to extract the first pair of components t 1 and u 1 from X and Y respectively firstly. The extracted components t 1 and u 1 are required to carry as much variation information as possible from the original data, and the correlation between them is the maximum. Then the regression of the dependent variable y 1 , y 2 , · · · , y m and t 1 is established. If the regression equation achieves satisfactory precision, the algorithm terminates. Otherwise, the second pair of components t 2 and u 2 are extracted until the satisfactory accuracy is achieved. If r components t 1 , t 2 , · · · , t r are extracted from X finally, partial least-squares regression establishes the regression equation of y 1 , y 2 , · · · , y m and t 1 , t 2 , · · · , t r , and then represents the regression equation of y 1 , y 2 , · · · , y m and original independent variables x 1 , x 2 , · · · , x n . However, there is only one dependent variable for the project evaluation problem, namely the total score of the project evaluation. Therefore, the fast partial least squares method in reference [33] is adopted in this paper. It is only the components are extracted from X and no components are extracted from Y , which can greatly simplify the calculation process. The specific steps are as follows:
Step 1: Extract the first component t 1 from independent variables set X . Suppose there are s samples. The data matrix of independent variable set X = {x 1 , x 2 , · · · , x n } and dependent variable set Y = {y} are
We can get the first component
where w 1 is the eigenvector corresponding to the maximum eigenvalue of the matrix
Calculate the component score vectort 1 and residual matrix X 1t
Step 2: Determine the final r components t 1 , t 2 , · · · , t r by the cross validation test method [34] .
Repeat step 1 by replacing X 0 with X 1 and the second component t 2 are extracted. Suppose r components t 1 , t 2 , · · · , t r have been extracted from X . The regression equation with r components is fitted with all sample points.ŷ i (r) is the predicted value of the i-th sample point. Define
In addition, the i − th sample point (i = 1, 2, · · · , s) is omitted every time, and the remaining s − 1 samples are used to fit the regression equation containing r components. Then the omitted i − th sample is substituted into the regression equation.ŷ (i) (r) is the predicted value of the i − th sample. Define
When extracting components, the ratio P(r) SS(r−1) is as small as possible, and the limit value can generally be set at 0.05. That is, when
= 0.95 2 , adding new components t r has no significant improvement in reducing prediction errors. To this end, define the cross validity
If Q 2 r < 1 − 0.95 2 = 0.0985 after extracting r components, the component extraction is stopped.
Step 3: Establish the partial least squares regression equation.
First of all, the regression equations of Y and t 1 , t 2 , · · · , t r is established.
Then substitute t h = w T h X (h = 1, 2, · · · , r) into Eq. (7) and get the regression equation of Y and original independent variables x 1 , x 2 , · · · , x n .
BP network is a multi-layer forward network according to the error back propagation algorithm (BP algorithm) [35] . It can learn and store a lot of input -output model mapping, without prior revealing of the mathematical equations of mapping relationship. BP network consists of input layer, hidden layer and output layer. The famous Kolmogorov theorem has proved that as long as the number of hidden layer neuron is enough, the neural network containing a hidden layer can approximate to a non-linear function with arbitrary precision [36] . The basic idea of BP algorithm is to divide the learning process into two stages: In the first stage (forward propagation process), the input information is given through the input layer and the actual output of each unit is calculated layer by layer. In the second stage (back propagation process), if the output layer fails to get the expected output, the weight is modified through gradient descent method to minimize the total error function [37] .
Take the three-layer BP network as an example, and its topology structure is shown in Fig. 1 . Suppose the number of input, hidden and output neurons of the network is n, q, m, respectively. s is the total number of samples. x pi is the i − th input value of sample p. ω ij is the weight from input neuron i to hidden neuron j. ω jk is the weight from hidden neuron j to output neuron k. The output of hidden neuron j for sample p is
The output of output neuron k for sample p is
where excitation function f adopts Sigmoid function
The derivative of Sigmoid function f satisfies
Define the global error function as
where t pk and y pk are the expected output and actual output of output neuron k for sample p, respectively. Update weights according to gradient descent method
where ω(t +1) and ω(t) represent the weights of neuron in the (t + 1) − th and t − th iteration, respectively. ω(t) represents the adjustment of the weight in the t − th iteration. η ∈ (0, 1) is learning rate, i.e. iterative step length. Specifically, the weight adjustment formula for each neuron in the output layer is
The weight adjustment formula for each neuron in the hidden layer is
Since the weight of BP network is randomly generated, many experiments take the average of repeated training networks as the final result, but which does not completely rule out the contingency. Wang et al. [10] shows that the mean relative error of research project budget based on the genetic neural network is two orders of magnitude smaller than that only based on BP network. In other words, a single BP network for evaluating the project has low accuracy. Therefore, this paper draws on the group idea of evolutionary algorithm, and uses the cooperation and competition of the group to realize the global optimization. Several BP networks are put together to form a BP network group. During the training process, the weights of each network not only depend on itself, but also learn from the best network individual with the minimum error. At the beginning, each BP network almost entirely learns from the best network individual to narrow the gap between the best network individual and reduce the average error of network group. As the training progresses, the error of each BP network decreases and its weight adjustment influenced by itself is gradually increased, while the influence of the best network individual will gradually decrease. To this end, this paper proposes a dynamic proportion factor λ as shown in Eq. (17) .
where ω n (t) is the self-weight adjustment of the n − th BP network individual. ω best (t) is the self-weight adjustment of the best network individual. ω mean (t) is the mean self-weight adjustment of all network individual. ω n (t) is the weight adjustment after the n − th network individual learning to the best network individual. λ max and λ min are the maximum and minimum of proportional factor, respectively. t is the number of iteration. t max is the maximum of iteration number.
In view of the above analysis, a dynamic BP network group algorithm (DBPG) is proposed in this paper. The specific steps are as follows:
Step 1: Establish a BP network group containing some BP networks. Set the topology structure and initial weights for each BP network.
Step 2: Calculate the error of each BP network by Eq. (13), and find the best network individual.
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Step 3: Self-adjust the weights of each BP network by Eqs. (15) and (16) .
Step 4: Calculate the weight adjustment of each BP network after learning from the best network individual by Eq. (17).
Step 5: Repeat steps 2-4 until the error accuracy is satisfied. Output the best network individual in the final network group.
It can be seen that at the beginning of the DBPG algorithm iteration, due to the small proportion factor λ, each BP network individual can learn more from the best network individual to ensure the BP network group close to the space of the best individual rapidly. Since λ is increasing gradually in the iteration progress, the proportion of network individual in their optimization is increasing, which can ensure the diversity of network group and avoid the premature of the algorithm. 
D. PLS-DBPG ALGORITHM
There are many shortcomings of BP network with the slow convergence speed and falling into local minimum easily [38] . Moreover, the evaluation of university projects has the characteristics of fewer samples and more indexes. In order to improve the efficiency of BP network, PLS is introduced into BP network group, by using which to reduce dimension can not only consider the correlation of feature variables and decision variables, but also prevent the overfitting problems caused by small samples. Hence, a new algorithm based on PLS and dynamic BP network group (PLS-DBPG) is proposed. The algorithm thought is shown in Fig. 2 and the specific steps are as follows.
Step 1: Use the PLS algorithm to reduce the dimension of original data, then the low dimension data is obtained as new samples.
Step 2: Divide all samples into training sets and test sets.
Step 3: Use BP network group to train samples until the best BP network individual is obtained.
Step 4: Use the best BP network individual to test the samples and get more accurate evaluation results.
In the PLS-DBPG algorithm, low dimensional data are obtained by reducing the feature dimension with PLS algorithm. The average of network group is improved by learning from the best network individual. The advantage of network individual is complementary and the inferior individual is closer to the excellent one so that the overall level of network group is improved.
III. EVALUATION MODEL OF UNIVERSITY PROJECT BASED ON PLS-DBPG ALGORITHM A. EVALUATION INDEX
Scientific evaluation index plays an important role in the review of research project. On the basis of reference [3] , [5] , [10] , we put forward four primary indexes of project evaluation: research value, research scheme, research foundation and research results. Each primary index is composed of several secondary indexes. The evaluation index system is established as shown in Fig. 3 . 
B. EVALUATION MODEL BASED ON PLS-DBPG
Evaluating scientific research projects with improved PLS-DBPG includes two parts: training network by historical data and applying network to evaluate new project. The algorithm flowchart is shown in Fig. 4 and the specific steps are as follows.
Step 1: Use PLS to reduce the data dimension. The 13 evaluation indexes in Fig. 3 are used as input, and the total evaluation score of the project is used as output. Then these original data with 13-dimensional inputs and 1-dimensional output is substituted into the Eqs. (1)- (8) to obtain the low-dimensional data as new samples. Step 2: Determine the topology structure of BP network. The evaluation index of new samples is used as the network input and the total score of project evaluation is the output. Hence the number of hidden layer neurons is given by the empirical formula [39] 
where n, q, m is the number of input, hidden and output neurons, respectively. β is an integer from 1 to 10.
Step 3: Initialization. Set the size of BP network group N , initial weight of each BP network ω (0) , error precision τ and maximum iteration number t max .
Step 4: For each network of BP network group, the new sample with reduced dimension is used to calculate the error by Eq. (13) . Find the best network individual with the minimum error. If the error is less than the precision, it goes to step 7. Otherwise goes to step 5.
Step 5: For each BP network, adjust its own weight layer by layer according to Eqs. (15) and (16) . Then, adjust the weight dynamically together from the best network individual and itself by Eq. (17).
Step 6: Repeat steps 4 and 5 until the error precision or maximum iteration number is satisfied, then the best BP network individual is output.
Step 7: Evaluate new projects with the best BP network individual. The 13 evaluation indexes of new project are substituted into Eqs. (1)- (8), and the new indexes with low dimensions are obtained. Then the new evaluation indexes are input into the optimal BP network individual, and finally their total evaluation scores are obtained.
IV. SIMULATION EXAMPLE
This paper takes the evaluation of the natural science research project of Fuyang Normal University, China, in 2017, as an example. For the 70 declared projects, five experts in related fields scored the 13 evaluation indexes for each project. The score is based on the percentage system. Then the scores of five experts are averaged and the scores of each index for each project are obtained, as shown in columns 2 to 14 of Table 1 . The total evaluation score for each project is obtained by the fuzzy comprehensive evaluation method [40] , as shown in the last column of Table 1 .
The sample data of 70 projects are divided into two parts. According to the principle of sample division, training samples should exceed three-quarters of the total samples, and the rest are test samples. Therefore, 60 projects are randomly selected as training samples of BP network, and the remaining 10 projects are test samples. In order to verify the superiority of improved algorithm proposed in this paper, four methods are compared. They are (1) only traditional BP algorithm (BP), (2) only dynamic BP network group algorithm (DBPG), (3) partial least squares and BP algorithm (PLS-BP), (4) partial least squares and dynamic BP network group algorithm (PLS-DBPG).
The structure of BP network corresponding to the above four algorithms is different. BP and DBPG network take the scores of original 13 evaluation indexes as the input, and the total evaluation score of the project as the output. The number of hidden neurons is in the range of 5∼14 by Eq. (18) . After repeated experiments, the error is minimal when the number of hidden neurons is 12. Therefore, the final structure of BP and DBPG network is 13-12-1.
The input of PLS-BP and PLS-DBPG network needs to reduce the dimension of original data by PLS. When 6 components are extracted by PLS, the cross validity satisfies Q 2 6 = −0.1969 < 0.0985. Hence the input of network is the new score of 6 extracted components {t 1 ,t 2 , · · · ,t 6 } as shown in Table 2 . The output of network is still the total evaluation VOLUME 7, 2019 score of the project, which is the same as the last column of Table 1 . Finally, the structures of PLS-BP and PLS-DBPG network is determined to be 6-9-1.
Some other parameters of the four algorithms are set as follows: error precision τ = 10 −3 , maximum iteration number t max = 5000, group size N = 10. Initial weights are set randomly in the interval [−1, 1] . maximum proportional factor λ max = 1.5, minimum proportional factor λ min = 0.1, learning rate η = 0.7.
In order to evaluate the merits of the algorithm, four algorithms are used to study 60 training samples first. The iteration steps and program running time of each algorithm are recorded. Then, the data of 10 test samples are substituted into the trained network to obtain the total evaluation score of the network output. The prediction accuracy of four algorithms is compared through calculating the mean relative error (MRE) of test samples by Eq. (19) . The experimental comparison results of four algorithms by MATLAB software are shown in Table 3 .
where t p and y p are the expected output and actual output of the total evaluation score of the p − th test sample, respectively.
We can see from Table 3 that PLS-BP algorithm reduces the dimension of original evaluation index more than one half from 13 to 6, which results in a simpler structure of BP network. In terms of convergence speed, BP algorithm uses 2548 iterations to achieve error accuracy. While PLS-BP algorithm only uses 1029 iterations, and the convergence speed has been increased by about two times. For the running time of the program, the difference between the two algorithms is not obvious. PLS-BP is 46.953 s, which is only five seconds faster than BP (52.146 s). This is because PLS-BP needs to spend a certain time reducing dimension in the early stage. However, the dimension reduction of PLS-BP eventually results in a decrease in the total running time. In terms of average relative error of test samples, BP is 4.76%, while PLS-BP is 2.71%. It is indicated that some information is lost from the data due to reducing dimension, but the testing error is improved. Therefore, using PLS to reduce the dimension of multiple evaluation indexes greatly increases the effectiveness of project evaluation.
Compared with BP algorithm, DBPG algorithm in the same topology structure achieves the required convergence with less iteration. DBPG uses 837 iterations, which is about three times faster than 2548 of BP. The running time of DBPG is 31.457 s, which is nearly half of BP (52.146 s). The testing error of DBPG is only 1.87%. Therefore, in terms of the unilateral improvement of BP algorithm, the proposed DBPG is better than the dimension reduction by PLS-BP.
Compared with the other three algorithms, PLS-DBPG is the fastest in iteration steps and running time. The error of test samples is even as low as 0.39%. It shows that although it adds the calculation complexity, the new PLS-DBPG algorithm has obtained more satisfactory convergence speed, error precision and network structure.
In addition, for the declared project, the university evaluates the project based on the order of the total score of the project. Therefore, this paper further compares the four algorithms by calculating the wrong order rate of the difference between the actual output of the network and the expected total score. The calculation rules are as follows: The expected total score of the test sample is arranged in the order from large to small, followed by serial numbers 1 ∼ 10. Then the actual output of the four networks are arranged in the order from large to small. The wrong order rate of the output results of each network is obtained by counting the serial numbers that are not arranged in order. Table 4 shows the order of experimental results of the four evaluation models and the wrong order rate calculated according to the above rule. The serial numbers of the wrong order are underlined.
As can be seen from Table 4 the wrong order of the actual output of BP, DBPG, PLS-BP and PLS-DBPG network is 3, 1, 2, 0, respectively. In other words, only the rank of the output scores by PLS-DBPG network is exactly the same as the expected rank of the project. It can be concluded that the evaluation model based on PLS-DBPG algorithm is superior to other three models in the rank of prediction results. The experimental results show that the proposed PLS-DBPG algorithm for evaluating the project has the fast convergence, high accuracy and satisfied actual demand.
V. CONCLUSIONS AND FUTURE STUDIES
A new evaluation model of university project based on partial least squares and dynamic BP network group (PLS-DBPG) is proposed in this paper. Firstly, PLS is used to reduce the input of BP network, which eliminate the correlation between feature vectors and simplify the structure design of the network. Secondly, the dynamic BP network group is constructed so that the study of each BP network is the result of its own and the best individual which keeps the group diversity. Then, the PLS-DBPG algorithm is adopted to evaluate the university research projects. The reasonable evaluation index system is established, and the projects are evaluated based on the output of network. The example indicates that although the proposed evaluation model increases the calculation complexity, it greatly improves the convergence speed and prediction precision. It also shows that artificial intelligence algorithm is simple and practical in the research project evaluation, since it effectively eliminates the influence of subjective factors and provides the reliable scientific criteria for project evaluation.
The examples given in this paper are only the projectsetting problem of a school, which belongs to a small sample. If the scale of the problem is expanded, such as the evaluation of national foundation project, which is a large sample. It is worthy to study further whether the new model proposed in this paper has obvious effect on large sample of project evaluation. Since there are many kinds of university research project, including natural or social science, fundamental or applied research, etc. We can choose the appropriate multivariate statistical methods, such as cluster analysis to classify the similar samples to a subclass. In the selection of neural network, this paper adopts BP network and can also try the radial basis network, wavelet network and so on. We can even try to combine neural networks with other intelligent algorithms such as evolutionary computation and fuzzy computation, or propose a new evaluation model of coupling intelligent algorithm. These research topics would be interesting and significant for future investigation.
