A system was developed for automatic estimations of tree positions and stem diameters. The sensor trajectory was first estimated using a positioning system that consists of a low precision inertial measurement unit supported by image matching with data from a stereo-camera. The initial estimation of the sensor trajectory was then calibrated by adjustments of the sensor pose using the laser scanner data. Special features suitable for forest environments were used to solve the correspondence and matching problems. Tree stem diameters were estimated for stem sections using laser data from individual scanner rotations and were then used for calibration of the sensor pose. A segmentation algorithm was used to associate stem sections to individual tree stems. The stem diameter estimates of all stem sections associated to the same tree stem were then combined for estimation of stem diameter at breast height (DBH). The system was validated on four 20 m radius circular plots and manual measured trees were automatically linked to trees detected in laser data. The DBH could be estimated with a RMSE of 19 mm (6%) and a bias of 8 mm (3%). The calibrated sensor trajectory and the combined use of circle fits from individual scanner rotations made it possible to obtain reliable DBH estimates also with a low precision positioning system.
INTRODUCTION
Forest inventories are still conducted using manual measurements on sample plots. However, there is now a rapid development of sensors which can produce point clouds of 3D measurements and automate the process of forest inventory. Measurements from mobile systems covering larger areas will better capture the tree size variation compared to manual measurements or static systems. The position estimates for Mobile Laser Scanning (MLS) systems are usually obtained through a combined use of an inertial measurement unit (IMU) and a Global Navigation Satellite System (GNSS). Supporting data from GNSS are needed in order to avoid drifts of the estimates from the IMU. However, using MLS systems in environments with blocked or multi-path satellite signals requires additional data in order to obtain a stable system. One solution is to use Simultaneous Localization And Mapping (SLAM) algorithms which use laser scanner data from surrounding objects to estimate the sensor position. These algorithms are usually efficient for indoor applications with welldefined planar surfaces in many directions but the problem becomes more difficult in outdoor environments. However, some algorithms have recently been developed that efficiently use the geometry of the traversed surroundings, both indoor and in outdoor environments, without the need of high precision inertial measurements (Bosse et al., 2012, Zhang and Singh, 2014) . The system presented in this study consists of (1) a positioning system for an initial estimate of the sensor trajectory, (2) a laser scanner operated with multiple lasers each separated with different angles relatively the horizontal plane of the scanner, (3) algorithms for correction of the initial sensor trajectory using laser measurements of surrounding objects (dynamic calibration), and (4) algorithms for estimates of tree positions and stem diameters. The objective was to develop algorithms for forest inventory that can use low precision IMU data as input and will work in difficult forest environments.
METHODOLOGY

Experimental MLS system
The MLS system consists of the units: positioning system, laser scanner, and a computer for system control and data logging. The laser scanner was a Velodyne VLP 16 which emits approximately 300 000 pulses per second using 16 lasers each rotating 360 degrees in the horizontal plane and are separated by two degrees relatively to the scanner's horizontal plane, symmetrically allocated on both sides of the scanner's horizontal plane. The scanner was tilted backwards in order to also receive laser returns on the ground near the scanner (Figure 1 ).
Positioning system
The CHAMELEON system (Rydell and Emilsson, 2012) was used to produce an initial estimate of the sensor trajectory in the forest without using pre-installed targets or satellite systems. It is a system with a stereo-camera that is integrated with an IMU. The system provides reliable position estimates if either the stereo camera or the inertial sensor provides reliable data.
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Estimation of the sensor trajectory
The system requires an initial estimate of the trajectory that is corrected with the laser scanner data using the dynamic calibration algorithm. The dynamic calibration builds on previous developments where Inertial Navigation System (INS) measurements were corrected using a ground height model and the laser scanner was mounted on a small UAV system Larsson, 2014, Tulldahl et al., 2015) . The dynamic calibration adjusts the information of sensor pose from the initial estimate given by the stereo-camera to a calibrated pose using the laser scanner data. The dynamic calibration is performed in two steps; the first step adjusts the position based on data from one scanner revolution (each 0.1 s), and the second step based on data over a 1 s time interval. The first step corrects for short-time drift while the second step, comprising more laser data, corrects for long-time drift.
For the dynamic calibration we extract features from the laser data. These features consist of two types: tree stem sections (SS) and flats (F). Stem sections correspond to 3D-laserdata returned from the stem-part of the trees. Flats correspond to 3D-laserdata returned from flat surfaces, which mainly comprise parts of the ground in the forest environment. A modification of the c-value proposed by Zhang et al. (2014) was used in order to find laser returns from flat areas and stem sections. The basic principle used for extracting SS and F are the same. For both features we calculate the local 3D-point variation from an ideal flat surface in a surrounding kernel from each 3D-point. High local variation indicates that the 3D-point comes from e.g. a bush, branches, or other small object. These points are rejected and not used for the dynamic calibration. 3D-points with a surrounding of low local variation are put on a stack for further examination. The difference for detecting SS and F is in the shape of the kernel describing the surrounding (neighbors) to each 3D-point. For the detection of flats, we use a kernel which approximately corresponds to a square when projected to a surface perpendicular to the laser optical axis. For the detection of stem sections, we use a kernel which corresponds to an elongated rectangle, when projected onto objects. The concept is schematically illustrated (Figure 2 ). The stack of F and SS features is further examined with respect to quality measures. For F the quality measure is the surface roughness (RMSE of 3D-points from a plane fitted to the points), and for SS the quality measure is the RMSE of the 3D-points in relation to circles fitted to the 3D-point data. The circle fit also estimates stem diameter and stem center position which are further used in the processing. The extracted features were used to solve the correspondence and matching problems. The best quality features of both F and SS obtained from a scanner revolution is used for calibration of the sensor pose versus the features obtained from earlier scanner revolutions. For optimization of the best pose in 6 DOF (degrees of freedom) (x, y, z, roll, pitch, yaw), we use two different distance metrics. For F, we minimize the point-to-plane distance, and for SS both the pointto-plane (to the stem surface) distance and the point-to-line distance (to the estimated stem center position). The first dynamic calibration step was used to reduce short-time errors of the initial sensor trajectory. However, also a small drift becomes a problem if the same location is measured after some time because multiple estimates are then obtained for each tree. The solution was to aggregate stem sections for longer time intervals in order to have initial tree position estimates (simple trees). These simple trees were processed in time sequential order. To account for small residual position errors, the features from 10 scanner revolutions were aggregated and the sensor position further corrected to reduce accumulated errors over longer time intervals. In this second calibration step, more F and SS features are available and these are used to fine tune the pose in relation to the calibrated features from previous scanner revolutions. A search was first done for feature neighbors within a search distance in the horizontal plane (1 m). A weighted average was formed for the position in the plane using all available neighbors within the search distance. The pairs with position and weighted averages of neighbor position values were used for an estimate of a rigid body transformation in the horizontal plane for each (1 s) time interval. The transformation was applied for all flats and stem sections within the time interval. The altitude values were also corrected with a similar procedure (z-correction) after corrections in the horizontal plane. The kernel defines a neighborhood of 3D-points (illustrated by black dots) collected by the laser scanner sensor.
Stem segmentation
The stem sections from the dynamic calibration are derived from circle fits from individual scanner sweeps. The aim of the segmentation was to associate several stem sections to a tree stem. A direction vector for each stem section was first calculated using other stem sections within a 0.5 m horizontal search distance using principal component analysis (PCA). The stem sections were sorted in a list according to the mean-square-error of the 3D linear estimation, starting with the most linear description of the tree center distribution. Another stem section was included into the segment if the associated circle included the 3D linear vector.
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This procedure was repeated until no more stem sections could be added to the current start segment. A stem section that was added to a stem segment was also removed from the list of available stem sections. A new segment was then formed starting with the next available stem section from the list. This procedure was repeated until all stem sections had been added to a stem segment.
Estimation of tree position and stem diameter
A fine-tune of the horizontal position estimates of stem sections was performed based on the results from the stem segmentation. A 3D-line was estimated from the stem sections of each segment. A pair of XY-coordinates was estimated for each stem section:
(1) the original stem section position, and (2) the position where the 3D-line intersected a horizontal plane in which the original position was included. The stem sections were sorted in time order. A time interval was formed just large enough to include stem sections from at least three different stem segments. A rigid body transformation in the horizontal plane was done using the coordinate pairs within the time interval. This was repeated for sequential time intervals until all stem sections were corrected. Several stem segments could belong to the same tree after the initial segmentation, for example because of shaded areas due to branches etc. A merge of stem segments was therefore performed based on the main direction of each segment. The PCA was calculated using all stem section points within a segment in order to find the main direction and the deviation from the direction vector was calculated. All stem segments were compared with each other. The direction vector of the longest tree stem segment in the z-direction was used. The intersection was calculated of the direction vector and the horizontal plane defined by the mean zvalue for the shorter tree stem segment. The two segments were merged into one if the intersection point was within a shorter range to the mean horizontal coordinates (x, y) of the smaller segment points than the sum of the mean values of the radius from the two stem segments. A Digital Elevation Model (DEM) of the ground was created using the flats that had been used for the dynamic calibration. These points were usually located on the ground. A ground height value was estimated for each raster cell size by first selecting points within a radius of 8 m if the standard deviation of the heights of these points were less than 0.5 m. The ground height value was then estimated with inverse squared distance weighting using the heights of the selected points. Values were then in a second step set to raster cells without values. For a raster cell value without value the lowest required number of steps to the side (rows, columns) was used in order to have a window that contained at least one ground height value. Inverse distance weighting was used if there were more than one raster cell with a ground height value within the window. This process was repeated for every raster cell in order to have a DEM without raster cells with missing values. It was then possible to derive the vertical distance to the ground for each stem section within a stem segment. All stem sections within a tree segment were used to estimate stem diameter at breast height (DBH, 1.3 m above ground level). A curve fitting was performed using a third degree polynomial (Eq. 1). In this way circle fits from individual scan revolutions could be combined to form more reliable DBH estimates.
where d = stem diameter h = distance from the ground
VALIDATION
The system was validated at the Remningstorp test site in southern Sweden. Four field plots with 20 m radius were selected. The field plots were located in mature forest dominated by Norway spruce (Picea Abies). The tree positions were measured with a total station and marked with an identification number in the summer of 2011. The DBH was then re-measured with a caliper in 2016 some weeks after the collection of MLS data. Four subplots were used on each 20 m radius field plot. Three ultrasonic transmitters mounted on a tripod in the center of a subplot were used to obtain three distances for each calipered tree and these distances were used for trilateration calculations to obtain relative coordinates for each calipered tree. The identification number of four reference trees was recorded on each subplot. The data from reference trees were used as input to rigid body transformation in order to obtain global coordinates for each calipered tree. The spatial pattern of the local tree coordinates from the MLS system was matched with the global tree coordinates with manual measured trees using an earlier developed algorithm (Olofsson et al., 2008) . A tree measured with MLS was linked to a manual measured tree if they were within a distance of 0.8 m from each other. A field tree that not was linked was judged to be undetected.
RESULTS
The correction of the positions of the stem sections could be validated by visualization the results with a 3D vrml vector model (Figure 3 ). The stem sections from the same tree segment were located on top of each other without much random deviations. The spatial pattern of tree positions could be used to link the trees detected with laser data with the corresponding manual measured trees (Figure 4) . The DBH for the linked trees were estimated without large deviations ( Figure 5 ). The root-mean-square-error (RMSE) and bias are presented for each field plot ( Table 2 ). The relative values of RMSE and bias (relRMSE and relbias) were derived by division with the mean value of manual DBH measurements. The DBH was estimated for all linked trees on all plots with a RMSE of 19 mm (6%) and a bias of 8 mm (3%). All trees could not be detected and there were differences between plots in the proportion of detected trees. The sensor trajectory and the stem density were different for the plots. The DBH mean values of undetected trees were lower compared to the DBH mean value of all trees for plots except one plot on which only one tree not was detected. 
CONCLUSIONS
The SLAM algorithm presented here was developed for tree measurements and could be used with data collected with low cost hardware components. Stem diameters (1.3 m above ground level, DBH) were estimated with 19 mm RMSE (relative RMSE 6%) which is similar compared to other studies where more advanced hardware were used. For example, the ROAMER system including a tactical grade IMU and a FARO Photon 120 terrestrial laser scanner mounted on a six-wheeled all-terrain vehicle (ATV) was used for estimation of stem diameters on a rectangular plot with sides of 74 m and 50 m in Finland. Table 2 . Total number of trees (all), number of undetected trees (Omission), mean DBH for all trees (Mean all), and mean DBH for undetected trees (Mean UDT).
8%) (Liang et al., 2014a) . Also, a mobile laser scanner (AKHKA R2) with a tactical grade fiber optical IMU and FARO Focus 3D scanner was used on rectangular plot with the sides 40 m and 50 m, also in Finland. The personal laser scanner was mounted on a backpack and trees on the plot were mapped using three walking paths and stem diameter (DBH) was estimated with a RMSE of 51 mm (relative RMSE 15%) (Liang et al., 2014b) . One reason for small errors despite the use of low cost hardware components in the current study could be the combined use of multiple circle fits, each derived from individual scanner revolutions, using a diameter-height function (Eq. 1). Thus, the relative errors from the positioning systems over longer time will not affect the stem diameter estimates. Also, the position errors are small enough after the dynamic calibration to allow for an efficient tree stem segmentation which allow for a combined use of multiple circular fits from the same tree stem.
