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SUMMARY
Accurate aerodynamic predictions remain a cornerstone of the aircraft design process
due to their significance in determining the performance and stability and control
characteristics of aircraft. Traditional flight dynamics modeling has historically re-
lied on the use of quasisteady stability derivatives, often calculated using simplified
linear aerodynamic methods. These models are inherently incapable of predicting
the nonlinear, unsteady aerodynamics encountered by modern flexible aircraft. In-
accurate predictions of such phenomena can lead to suboptimal vehicle performance
and/or inaccurate control law design, potentially leading to loss of control of the
vehicle.
Recent advances in digital computing have motivated interest toward virtual flight
simulation, for which multidisciplinary numerical simulations are used to evaluate
an aircraft’s performance and stability and control characteristics at full-scale flight
Reynolds and Mach numbers. Despite their demonstrated feasibility, these simula-
tions often require thousands of computational hours, limiting their adoption and
widespread application for aircraft design and analysis.
Reduced-order modeling is viewed as a key enabler for the viable application of
virtual flight simulation methods. Reduced-order models are mathematical models
aimed at accurately predicting the fundamental dynamics of a system at a computa-
tional cost much less than what is required in solving the original governing equations.
These methods approximate the full-order numerical simulations of a system by ex-
tracting and reconstructing pertinent dynamic data solutions, without making any
limiting physical modeling assumptions.
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Significant progress in reduced-order modeling has been made over the past two
decades with the development of a variety of reduced-order models for efficient un-
steady aerodynamic predictions. However, most unsteady aerodynamic reduced-order
models have been primarily used for either predicting the aerodynamic response of
rigid maneuvering vehicles or identifying aeroelastic instabilities, such as a flutter.
Multidisciplinary reduced-order models for virtual flight simulations remain a desir-
able, yet relatively unexplored area of research.
The objective of this dissertation is to develop a reduced-order model capable of
providing quantitatively accurate, yet computationally efficient predictions of the non-
linear, unsteady aerodynamics encountered by maneuvering, flexible flight vehicles.
Indicial response theory is a nonintrusive reduced-order modeling approach, which
characterizes a system’s dynamics through identification of the system response due
to unit step changes in a system’s inputs. A CFD-based dynamic modal aeroelastic
analysis is proposed for identification of indicial responses with respect to the vehi-
cle motion parameters. Linear and nonlinear indicial response reduced-order models,
based on the mathematical principle of convolution, are extended to predict the un-
steady aerodynamic response of flexible flight vehicles subject to arbitrary vehicle
maneuvers.
The proposed reduced-order model is evaluated through comparisons to full-order
numerical simulations of the NASA X-56A Multi-Utility Technology Testbed Air-
craft undergoing a series of prescribed forced oscillation motions and a generalized
six-degree-of-freedom trajectory. Quantified assessments of the trade-off in compu-
tational cost and accuracy of the proposed reduced-order model demonstrate perfor-
mance improvements relative to high-fidelity aeroelastic simulations and traditional
stability derivative models for increasingly unsteady vehicle maneuvers, where com-
putational benefits increase with the number of maneuvers needed to characterize




This chapter provides a brief overview of the historical challenges in accurately pre-
dicting the performance and stability and control characteristics of maneuvering
aircraft, motivating interest toward the use of numerical simulation tools for im-
proved assessments. A summary of notable research efforts and practical limitations
of computational fluid dynamics-based aircraft flight dynamics modeling is presented.
Reduced-order modeling is then introduced as a key enabler for the viable incorpora-
tion of high-fidelity multidisciplinary simulations in the aircraft design process.
1.1 Aerodynamic Prediction Challenges for Maneuvering
Aircraft
Accurate aerodynamic predictions remain a cornerstone of the aircraft design pro-
cess due to their significance in determining performance and Stability and Control
(S&C) characteristics. This is exemplified by the widespread coupling of aerodynam-
ics to other aircraft disciplines for design applications including aerodynamic shape
optimization, structural sizing, static and dynamic stability analysis, control law de-
velopment, and flight performance evaluations.
The aerodynamic information required in aircraft design can range from scalar
quantities, such as cruise drag, maximum lift at low speed, or S&C metrics to vector-
valued field variables, such as pressure distributions along an aircraft’s surface. Per-
tinent data are typically provided throughout the design process using a variety of
aerodynamic data sources, which are generally categorized as either historical re-
gression, linear aerodynamic modeling, numerical simulation, wind tunnel testing, or
flight testing. The aerodynamic data needed and the data source utilized are often a
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consequence of the design objectives of the design phase under consideration.
The aircraft design process is commonly partitioned into three principle phases:
conceptual, preliminary, and detailed design. Beginning with conceptual design, the
primary objective is to rapidly explore and assess candidate vehicle configurations
for their potential to meet specified mission and flight performance requirements.
Design tools are employed to perform trade-off analyses between weight, drag, fuel
consumption, payload/range, thrust, and other system-level performance metrics to
arrive at a down-selected design configuration. The nature of the conceptual design
phase necessitates quantified performance metrics accurate enough to make confident
design decisions, yet generated in an efficient enough manner to enable exploration
of the most configurations possible. In the context of flight dynamics, these require-
ments have traditionally encouraged the use of historical regressions or simplified
aerodynamic models.
Several aerodynamic models exist for use in aircraft design and primarily differ
based on their respective physical modeling assumptions to the full-order Navier-
Stokes equations. Figure 1 illustrates the trade-off in required computational re-
sources versus modeling applicability, i.e., fidelity, for each of the aerodynamic mod-
eling methods. These simplifications provide greater computational efficiency at the
cost of reducing their general applicability.
The linear aerodynamic models commonly used in conceptual design are often
based on the potential flow equations. The potential flow equations simplify the
Navier-Stokes equations by assuming zero viscosity, zero vorticity, and small pertur-
bations about an idealized flow condition. Such physical modeling simplifications
allow for accurate aerodynamic predictions of the important steady-state flight con-
ditions considered in conceptual design, such as cruise, with a significant cost savings





















































Figure 1: Physical modeling assumptions of NS equations (adapted from Jameson
et al. [51]).
While the historical use of simplified aerodynamic models early in the aircraft de-
sign process allows for efficient design space exploration, downselected configurations
are often characterized by significant design uncertainty, only reduced through incor-
poration of higher fidelity aerodynamic data sources, such as numerical simulations,
wind tunnel tests, or flight tests. The impact on design knowledge, design freedom,
and cost committed as a program transitions from conceptual to detailed design is
illustrated in Fig. 2.
The trends depict a design process characterized by a slow increase in design
knowledge, a rapid decrease in design freedom, and a rapid increase in cost committed.
By reserving higher fidelity information sources for later in design, issues with the
aircraft may not be discovered until a time when the opportunity to make major
design changes is limited. This is evidenced by the vast number of commercial and



















Figure 2: Aircraft design cycle (adapted from Mavris et al. [73]).
during flight testing. Notable examples include: the F-84, F-104, Harrier, F-16, F/A-
18E/F, F/A-22, V-22, Space Shuttle Orbiter, B-737NG, and the B-777 [14,95].
A consequence of this traditional design process is an industry-adopted ‘fly-and-
fix’ approach, whereby configuration changes must be made late in the design process,
resulting in significant aircraft development costs and program delays [107]. Further-
more, these designs may be prone to mission limitations, nonoptimum performance,
and even fatal accidents. It is apparent that the reliance on historical regression and
linear aerodynamic modeling methods has led to a suboptimal design process. These
lower fidelity models often fail to provide realistic estimates of the nonlinear, unsteady
aerodynamic phenomena prevalent in maneuvering aircraft flight.
Nonlinear, unsteady aerodynamic flows are frequently encountered by modern
aircraft operating within and near the extremes of their flight envelopes. Unsteady
flight conditions can result from sudden control deflections, maneuvering flight at high
angles of attack and/or fast motion rates, wind gusts, or fluid-structure interactions.
Nonlinear variations in aerodynamic loads are often attributed to shock wave motions
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and separated flow effects. The present challenges in predicting such phenomena are
expected to become even greater as aircraft manufacturers pursue unconventional
vehicle configurations, expanded operational envelopes, and composite structures.
Thus, the inclusion of higher fidelity data sources earlier in the design process may
allow for more accurate and cost-effective evaluations of future aircraft configurations.
Recent advances in digital computing have led to increased interest in the utiliza-
tion of Computational Fluid Dynamics (CFD) numerical simulations for advancing
the state of the art in aircraft S&C predictions and incorporating these tools earlier in
the design process [19,20,50]. CFD simulations offer the capability to better predict
nonlinear, unsteady aerodynamic phenomena encountered by modern aircraft at full-
scale flight Reynolds numbers across various Mach number regimes. By leveraging
CFD data for aircraft flight dynamics modeling, a virtual flight simulation capability
may be developed to provide more realistic assessments of an aircraft’s performance
and S&C characteristics prior to physical testing.
1.2 The Pursuit of Virtual Flight Simulation
Virtual Flight Simulation (VFS), also referred to as digital flight [107], has been de-
scribed as “the ability to simulate in a computer a flight maneuver satisfying the
governing flow equations, the aircraft aeroelastic characteristics, the six degree-of-
freedom (6DOF) equations, the flight control system, and the propulsion system.”
The development of such a capability would provide high-fidelity, quantitative de-
scriptions of the complex, multidisciplinary interactions experienced by maneuvering
flight vehicles, reducing the need for extensive flight testing programs.
Simulation of an aircraft’s maiden flight via computer experiments would allow
for the identification of inadequate performance or S&C characteristics earlier in the
aircraft design cycle when the opportunity for design changes is greatest. Foreseeable
benefits include reductions in developmental risks and design cycle times, in addition
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to drastic cuts in mid- to long-term program costs afforded by stepwise certification
[59]. Initial VFS research efforts have focused on coupling the aircraft equations
of motion with CFD to predict maneuvering aircraft flight through two approaches,
referred to as Flying Through The Database and Flying By the Equations.
Each of these virtual flight simulation capabilities rely on a keen understanding
of aircraft flight dynamics, the science of predicting and controlling aircraft motion.
Aircraft flight dynamics predictions are provided by solving the aircraft 6DOF equa-
tions of motion, which relate the position and orientation of an aircraft at any given
time to the forces and moments experienced during flight. The derivation of these
equations using Newton’s Second Law are well-documented in any flight dynamics
textbook and summarized below for introduction purposes. The conservation of lin-
ear momentum yields the three equations given by Eq. 1, and the conservation of
angular momentum yields the three equations given by Eq. 2.
Fx = m(u̇+ qw − rv)
Fy = m(v̇ + ru− pw)
Fz = m(ẇ + pv − qu)
(1)
L = m[Ixxṗ− Ixy q̇ − Ixz ṙ + q(−Ixzp− Iyzq − Izzr)− r(−Ixzp+ Iyyq − Iyzr)]
M = m[−Ixyṗ+ Iyy q̇ − Iyz ṙ − p(−Ixzp− Iyzq − Izzr) + r(Ixxp− Ixyq − Ixzr)]
N = m[−Ixzṗ− Iyz q̇ + Izz ṙ + p(−Ixyp+ Iyyq − Iyzr)− q(−Ixxp− Ixyq − Ixzr)]
(2)
The coupled nonlinear 6DOF equations of motion relate the external forces (Fx,
Fy, Fz) and moments (L, M , N) acting on the aircraft to the vehicle dynamics, as
described by the translational (u, v, w) and angular velocities (p, q, r). In practice,
the external forces and moments may be the result of contributions from aerodynamic
loads, propulsive thrust, ground effects, and/or weight. The two VFS capabilities,
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Flying Through The Database and Flying By the Equations, primarily focus on CFD-
calculated aerodynamic loads, but couple to separate forms of the 6DOF equations
of motion for flight dynamics predictions.
1.2.1 Flying Through the Database
The 6DOF equations of motion require a model of the aerodynamic forces and mo-
ments experienced in flight. The choice of aerodynamic model is not limited, as the
underlying mathematical structure may vary based on the assumed functional depen-
dencies and degree of linearity. In general, the aerodynamic properties of an aircraft
can vary considerably over a flight envelope with the aerodynamic loads depending
nonlinearly on past and present values of several vehicle-state parameters, e.g., angle
of attack, Mach number, etc. The first of the two VFS capabilities, Flying Through
The Database, seeks to improve aircraft flight dynamics predictions by incorporating
CFD simulation data into what is commonly known as the stability derivative flight
dynamics model.
The most historic approach to modeling aerodynamic loads for the equations
of motion is the stability derivative model, introduced by Bryan and Williams in
1904 [12,13]. Bryan used the theory of small-perturbations to linearize the equations
of motion (Eqs. 1 and 2) about steady-state flight, separating them into longitudi-
nal and lateral modes, and introduced the mathematical concept of stability deriva-
tives for aerodynamic load modeling. In this approach, the aerodynamic forces and
moments are approximated as functions of an aircraft’s instantaneous translational
velocity, rotational velocity, and control surface deflection(s) values, specifically their
perturbations, from a trimmed flight condition. Equation 3 expresses the aerody-
namic loads as a converging Taylor-Series expansion with respect to the vehicle- and
control-state parameters.
7











































As means of further simplifying flight dynamics predictions, the aerodynamic func-
tions are linearized to the more amenable form shown in Eq. 4.










= Ci0 + Ciα∆α + Ciβ∆β + Ciδ∆δ + ...
(4)
In this model, resultant aerodynamic coefficients are linearly dependent functions
of the steady-state aerodynamic coefficient at trim, Ci0 , perturbations in the vehicle-
state and command variables, ∆α, ∆β, and ∆δ, and the S&C derivatives, Ciα , Ciβ ,
and Ciδ . As the name suggests, S&C derivatives reflect a change in force or mo-
ment coefficients based on changes in vehicle state and control surface deflection,
respectively. Because the flow is assumed to reach a steady-state instantaneously, the
model is quasisteady. This assumption inherently ignores any influence of previous
motion states. Regardless, Bryan’s approach has found widespread success in mod-
eling the aerodynamics of conventional aircraft configurations maneuvering at slow
motion rates within benign flight regimes.
By 1920, the limitations of Bryan’s stability derivative model had been recognized,
and additional terms were introduced to improve agreement between predicted and
observed aircraft motion [47]. The inability to account for changes in the wing-induced
downwash at the tail, due to convective time delays, led to the addition of dynamic or
acceleration derivatives to the pitching moment predictions [49]. In doing so, time lag
of the aerodynamic response could be modeled by including the dependence on the
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rate of change in pitching moment with respect to rate of change in angle of attack,
Cmα̇ .
First introduced for longitudinal motions, the model has since been extended for
generalized longitudinal and lateral aircraft motion predictions by including dynamic
derivatives associated with the angular velocities and rate of change in angle of attack.
The benefit in adding dynamic derivatives to the stability derivative model was the
ability to better capture vehicle motion history effects, while retaining the practical
advantage of describing the aircraft flight dynamics with a set of first-order linear
differential equations.
Equations 5 and 6 represent the modern form of the stability derivative model for
longitudinal and lateral aerodynamic loads, respectively. Longitudinal aerodynamic
forces and moments are represented by Cj, where j = L, D, or m. Lateral aerody-
namic forces and moments are represented by Ck, where k = Y , l, or n. As done in
the original formulation, the assumption of aircraft symmetry motivates the decou-
pling of longitudinal and lateral motion modes, where the dependence of longitudinal
aerodynamic loads is assumed independent of lateral state-variables, and vice versa.











The longitudinal aerodynamic forces and moments are functions of angle of attack,
control surface settings, and an equivalent dynamic derivative term, Cjq . Incorpo-
ration of both the angular velocity and the first-order derivative for angle of attack
presents an identification problem in isolating the independent effects of α̇ and q [22].
Because these terms are inherently coupled for longitudinal motions, the contributions
are approximated with the equivalent term, Cjq = Cjα̇ +Cjq . For lateral quasisteady
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motions, dependencies on β̇ are typically assumed to be negligible. The lateral aero-
dynamic forces and moments are then functions of sideslip angle, roll rate, yaw rate,
and control surface settings.
The static and dynamic derivatives of Eqs. 5 and 6 have been historically iden-
tified via wind tunnel testing through steady-state and forced-oscillation tests [48],
respectively. For identifying dynamic derivatives, test rigs are used to force longitu-
dinal or lateral sinusoidal oscillations about an aircraft’s center of gravity to observe
the dynamic aerodynamic response, often as a function of oscillation frequency and
amplitude. Once initial transients decay, the derivatives may be determined by mea-
suring the in-phase and out-of-phase aerodynamic response to the forced motion [58].
Numerical techniques, such as frequency domain or regression analyses, are then used
to post-process experimental data to form estimates of the dynamic derivative values.
Because the flight envelope of maneuvering aircraft are generally nonlinear, the
values for the S&C derivatives are dependent on the vehicle state and flight condi-
tions. A series of wind-tunnel tests may be used to capture S&C derivative variabil-
ity throughout the envelope. The resulting derivatives are then stored in extensive
tabular aerodynamic databases. Using the stability derivative approach to flight dy-
namics modeling, the databases are then interpolated based on a given vehicle state
and flight condition to model the aerodynamic response and subsequently, estimate
the trim conditions required to satisfy a target trajectory.
Developing accurate S&C derivative predictions using CFD flow solvers relies on
solving two separate challenges: (1) improving the physical modeling capability of the
solvers to adequately resolve the unsteady, viscous flow effects present throughout a
maneuvering vehicle flight envelope and (2) developing computational techniques to
efficiently extract stability and control information from CFD solutions. The Flying
through the Database VFS approach focuses on research toward solving the latter
challenge. Mader [70] provides a thorough background on two main approaches for
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computing stability derivatives with CFD, which will be summarized as follows.
The first approach uses conventional derivative computation methods applied to
steady CFD flow solutions to calculate static stability derivatives. The most common
formulations are based on finite-differencing [15], automatic differentiation [94], or
adjoint sensitivities [46]. These approaches were later extended to compute dynamic
derivatives by modifying the CFD formulations to include motion based on dynamic
parameters [3, 66, 93]. As an example of one of the latest approaches, Mader and
Martins [69] combined the computational efficiency of analytical sensitivity meth-
ods with simple implementation of automatic differentiation to form an automatic
differentiation adjoint (ADjoint) approach to compute stability derivatives. The au-
thors demonstrate the capability of computing a complete set of static and dynamic
stability derivatives using a three-dimensional CFD solver with a cost comparable to
seven steady flow solutions. The primary benefit of the approaches based on standard
derivative computations is that only steady CFD solutions were required, reducing
the complexity of implementation.
The second CFD-based approach for evaluating dynamic derivatives leverages the
harmonic forced oscillation approach prevalent in wind tunnel experimental method-
ologies. As done in experimental testing, forced oscillation data is collected, and the
resulting unsteady solution is post-processed using numerical analysis techniques to
estimate the dynamic derivatives. Many commercial CFD solvers are now capable of
specifying forced motion, allowing for the simulation of sinusoidal oscillations about
a chosen body axis at a fixed oscillation frequency and amplitude. In this approach,
multiple flow solutions must be provided for each axis of rotation to compute the full
set of derivatives.
Several studies have been coordinated to evaluate the prediction capabilities and
computational costs associated with the second approach. Some of the most notable
efforts have recently been led by the Applied Vehicle Technology (AVT) Task Group
11
under the Research Technology Organization (RTO) within the North Atlantic Treaty
Organization (NATO) [19]. The NATO AVT group aimed to assess the state of the
art of CFD for static and dynamic stability predictions with an emphasis on military
vehicles in the air and sea domains. To that end, a number of studies explored the
use of forced oscillation techniques with a variety of CFD solvers, including Reynolds-
averaged Navier-Stokes (RANS) [22,31,62,81,82,129], direct eddy simulation (DES)
[17, 132], and harmonic balance (HB) [23, 25] solvers. The studies demonstrate the
ability of CFD to generally capture the dynamic effects of sinusoidal oscillation in
comparisons to wind tunnel data, as well as a general dependency on frequency of
oscillation, for both military and commercial aircraft. A summary of their efforts can
be found in [19,20].
Following the development of methods for predicting S&C derivatives using CFD,
a number of industry and academic research efforts have focused on exploring the
modeling capabilities and limitations of the Flying through the Database flight dynam-
ics approach. In 2004, Greenwell [49] provided one of the most preeminent reviews of
the mathematical correctness of the stability derivative model using dynamic deriva-
tives, as well as their frequency dependency. The author notes the ‘ad-hoc’ treatment
of extending the stability derivative model, in simply treating the dynamic derivatives
as additional terms in the Taylor series expansion of the aerodynamic response. Such
an approach is mathematically incorrect, as the acceleration perturbation variables
are not mutually independent. Furthermore, the review noted severe limits on the
motion rates and motion forms for which such a model is applicable.
More recent studies [34, 45, 76, 77] provide a general consensus that the modeling
applicability of the stability derivative method does indeed depend on the aircraft
and maneuver considered. Complex flows dominated by significant nonlinear, un-
steady flow phenomena, either due to vehicle geometry or maneuver characteristics,
are incapable of being predicted without unsteady aerodynamic modeling. Given
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the inherent quasisteady assumption of the stability derivative modeling approach, a
higher fidelity flight dynamics approach is desired, which can more accurately incorpo-
rate time history effects. With continuous advances in numerical simulation methods,
an alternative approach to VFS, known as Flying by the Equations, investigates the
potential for using coupled numerical simulations to predict the flight dynamics of
maneuvering aircraft without any time-limiting modeling assumptions.
1.2.2 Flying By the Equations
The Flying by the Equations approach represents the highest fidelity form of VFS, in
which the governing fluid dynamics equations are coupled with the nonlinear 6DOF
equations (Eqs. 1 and 2) to predict time-accurate aircraft motions subject to re-
sponses from control surface deflections, engine power, and aeroelastic deformations.
During the VFS, the fluid-structure interactions are converged in pseudotime using
coupled disciplinary solvers; the resulting vehicle state is then coupled to the flight
dynamics equations at each timestep to predict the aircraft motion, which in turn
would allow for an update of the vehicle’s power and/or control surface settings to
satisfy a goal trajectory. By coupling the Navier-Stokes equations to the nonlinear
6DOF equations, the Flying by the Equations approach provides an opportunity to
model the nonlinear, unsteady aerodynamic phenomena for an aircraft maneuvering
throughout its flight envelope.
Some of the most prominent studies in pursuit of this capability have been demon-
strated by the Department of Defense (DoD) Computational Research and Engineer-
ing Acquisition Tools and Environments (CREATE) Program [2] and the German
DLR Digital-X Project [59]. These initiatives seek to develop flexible, efficient frame-
works for the multidisciplinary analysis and optimization of fixed wing and rotary
wing vehicles using high-fidelity simulations.
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In 2008, the DoD CREATE program began with the development of three com-
putational engineering tool sets to be used in the design of aircraft, ships, and radio-
frequency antennas. Of particular interest is the air vehicle suite, CREATE-AV [80],
which is comprised of three software products: Kestrel [88], a high-fidelity fixed wing
vehicle simulation tool, Helios [109], a high-fidelity rotary wing vehicle simulation
tool, and DaVinci [106], an end-to-end aircraft design tool. Since its development the
CREATE-AV tool suite has grown significantly, demonstrating complex virtual flight
simulations that were previously infeasible.
In their initial publication, DoD researchers outlined Kestrel’s modular approach
for coupling traditional monolithic solvers for VFS [88]. As illustrated in Fig. 3,
Kestrel uses an Infrastructure and Executive (KIE) central module to coordinate
each disciplinary analysis through a component-unaware, publish-and-subscribe event
model. The first version of Kestrel [86] coupled the aerodynamics, structural dynam-
ics, kinematics, and kinetics disciplines for three main capabilities: single static grid
simulation, single grid rigid body motion simulation, and a deforming single grid
aeroelastic simulation.
Figure 3: Kestrel architectural layout [88].
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Over the past decade, subsequent versions of Kestrel have introduced components
for simulating control surface movement, single mesh 6DOF predictive motions, multi-
body relative motions, and modal/finite-element aeroelastic solvers [27,30,78,79,83–
85, 87]. Future releases aim to introduce improved propulsion integration for turbo-
machinery simulations and the addition of an automatic flight control module. The
autopilot module will allow for the motion of bodies or control surfaces in response to
the aerodynamic loads encountered during flight. It is evident that the inception and
development of the CREATE-AV Kestrel software had advanced the state-of-the-art
in virtual flight simulation.
In addition to the innovations by the DoD, the German DLR Digital-X project
has made recent developments toward the deployment of their own high-fidelity flight
dynamics platform for aircraft and helicopters [59]. In their platform, CFD models
are coupled to computational structural mechanics (CSM), flight mechanics (FM) and
flight control modules for the simulation of of free-flying elastic aircraft. In support
of a CFD-based load analysis initiative with Airbus, the Digital-X team showcased
their framework in the simulation of gust interactions for a generic transport aircraft
model, the XRF-1, as shown in Fig. 4.
With a high-fidelity numerical simulation approach, the researchers were able
to evaluate the complex nonlinear, unsteady aerodynamics encountered in transonic
flight and examine the variability in the predictive effect of gust loads in consideration
of different degrees of multidisciplinary interactions. Results showed a 63% difference
in loads calculated using CFD alone versus the full scope of multidisciplinarity as
represented by the coupled CFD-CSM-FM approach.
The recent developments by the CREATE and Digital-X programs demonstrate
the feasibility of VFS. The coupling of high-fidelity numerical simulations for aircraft
flight dynamics will allow for better evaluations of flight performance for operational
15
Figure 4: Digital-X: virtual flight simulation of transonic gust response [59].
envelopes dominated by nonlinear, unsteady aerodynamic loads. Despite these tech-
nical advances, these simulations often require thousands of computer hours, limiting
their practical application in the earlier stages of design. Given the significant com-
putational costs associated with numerical simulation and the limited modeling ap-
plicability of quasisteady aerodynamic models, a balanced solution is sought through
unsteady aerodynamic reduced-order modeling.
1.3 The Need for Reduced-Order Modeling
Reduced-Order Modeling (ROM) is a field centered on the development of mathemat-
ical models capable of accurately predicting the fundamental dynamics of a system at
a computational cost much less than what is required in solving the original govern-
ing equations [68]. ROM methods approximate the full-order numerical simulations
of a system by extracting and reconstructing pertinent data solutions, without any
physical modeling assumptions. The data of interest may be either static or dynamic
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depending on the system and corresponding feature of interest. Reduced-order mod-
eling methods originated in the field of signal and image processing, but have now
expanded into other areas of research, including aerospace engineering. Reduced-
order models for aircraft flight dynamics predictions could enable viable VFS in the
early stages of the aircraft design process.
In aerospace engineering, significant progress has been made in the past two
decades toward the development of reduced-order models for steady and unsteady
aerodynamics based on approximations of computational fluid dynamics (CFD) sim-
ulations. For steady-state applications, reduced-order models based on Proper Or-
thogonal Decomposition (POD) have seen extensive use in the prediction of aerody-
namic distributions for load evaluations [105]. These reduced-order models sample
the pressure distributions at predefined flight conditions and are then used to ef-
ficiently predict aerodynamic loads at new flight conditions of interest. Unsteady
aerodynamic ROMs have been widely studied for maneuvering vehicle predictions
and include the following methods: indicial response, Volterra theory, surrogate-
based recurrence frameworks, etc. [42]. Additionally, unsteady ROMs for coupled
simulations have been studied in the field of aeroelasticity [68, 120]. In these anal-
yses, aerodynamic and structural reduced-order models are independently identified
and successively combined to create coupled reduced-order models to rapidly pre-
dict the dynamic response of wings or aircraft in an attempt to identify aeroelastic
instabilities, such as flutter.
Despite the notable progress in reduced-order modeling of aerodynamic systems,
significant gaps persist in the development of ROMs for virtual flight simulation ap-
plications. The use of multidisciplinary reduced-order models for aeroelasticity have
been largely confined to the study of aeroelastic phenomena and remain relatively
unexplored for the aeroelastic prediction of maneuvering vehicles. Additionally, the
generation of multidisciplinary ROMs capable of describing the interaction between
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aerodynamics and flight control systems remains confined to ROMs developed for sim-
plified physical systems [21]. In order to advance the field of reduced-order modeling
and enable virtual flight simulation applications, it is imperative to not only create
reduced-order models for aerodynamic analyses, but also develop reduced-order mod-
els that can be used to capture the multidisciplinary interactions present in modern
flexible aircraft.
The present work seeks to advance the state of the art in reduced-order mod-
eling for viable virtual flight simulations. First, the advantages and limitations of
existing unsteady aerodynamic ROM formulations are investigated through a formal
literature review. Following these observations, an unsteady aerodynamic reduced-
order modeling method is selected for extension to maneuvering, flexible flight vehicle
predictions.
1.4 Thesis Objectives and Outline
Driven by the pursuit of unconventional vehicle configurations, expanded operational
envelopes, and composite-structured vehicles, there is an apparent need for model-
ing the nonlinear, unsteady aerodynamic flow phenomena dominant in these flight
applications. The aircraft design process has traditionally emphasized the use of
quasisteady stability derivative flight dynamics models capable of providing rapid
performance estimates for efficient design exploration.
Despite their widespread use, these methods often make physical modeling as-
sumptions that generally limit their application to steady, linear flight regimes. This
inability to predict nonlinear, unsteady flow phenomena has led to the discovery of
stability and control problems late in the design process for a number of military and
commercial flight programs. Given the recent advances in digital computing, there has
been increased interest in leveraging numerical simulations within the earlier stages
of design to identify flight performance problems at a point when the opportunity for
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making design changes is greatest.
VFS offers the capability to improve aircraft flight predictions through the cou-
pling of high-fidelity numerical simulations. Advances in physical modeling, grid
motion and adaptation, and the integration of CFD nonlinear, aeroelastic predictions
and control systems have enabled virtual flight simulation capabilities for generating
aerodynamic predictions for vehicle-specific models at full-scale Reynolds numbers
for Mach numbers representative of the planned flight envelope, and for any gener-
alized 6DOF maneuver. While virtual flight simulation offers a substantial increase
in prediction capability over physical modeling alone, significant computational costs
restrict its application to the later stages of design where a single design is evaluated
as a means of reducing flight performance uncertainty.
Reduced-order modeling presents an opportunity to provide quantitatively accu-
rate descriptions of a system’s dynamics at a cost much lower than the governing
equations describing the system of interest. Such reduced-order modeling techniques
have recently been pursued for aerodynamic predictions, but have been largely con-
fined to aerodynamic predictions of rigid vehicles flying prescribed trajectories.
Given the physical modeling challenges listed in Section 1.1, it is important to con-
sider the development of ROMs for modern aircraft subject to complex aerostructural
interactions in flight. Furthermore, it is clear that reduced-order modeling presents
an opportunity to enable the widespread use of virtual flight simulation in aircraft
design. These models will allow for aircraft flight dynamic predictions with compa-
rable accuracy as full-order models, but at a cost appropriate for the earlier stages
of design. Research challenges associated with this endeavor include the evaluation
of candidate reduced-order modeling techniques for extension to aeroelastic vehicle
predictions and consideration for changes in the identification and parameterization
of ROMs for this class of methods. Based on these observations, the following over-
arching research objective serves as the focus of this dissertation.
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Research Objective:
Develop a reduced-order modeling approach capable of predicting the nonlinear, un-
steady aerodynamics encountered by maneuvering, flexible flight vehicles.
The remainder of this dissertation is organized as follows:
• Chapter 2 reviews previous developments in reduced-order modeling methods
as applied to the field of aircraft flight dynamics and outlines the methods
beneficial for extension to flexible vehicles.
• Chapter 3 presents the research questions, hypotheses, and proposed experi-
ments supporting the overarching research objective.
• Chapters 4, 5, and 6 provide details of the technical approach, including: the
full-order simulation framework, the reduced-order modeling methodology, and
the aircraft test configuration.
• Chapter 7 summarizes the procedure, simulation guidelines, and modeling sen-
sitivities for aeroelastic ROM identification.
• Chapter 8 provides comparisons between aeroelastic ROM predictions and full-
order simulation solutions for a series of forced oscillations and a generalized
flight test maneuver.
• Chapter 9 quantifies the performance benefits of the aeroelastic ROM in com-
parison to full-order simulations and the traditional stability derivative model-
ing approach.
• Chapter 10 contains the conclusions, contributions, and impact of the work




The following chapter begins with a brief overview of important classification terms
frequently used in describing unsteady aerodynamic reduced-order modeling meth-
ods. A summary of notable research efforts in unsteady aerodynamic reduced-order
modeling is then presented, followed by observations that influenced the research
objectives and technical approach implemented in this dissertation.
2.1 Reduced-Order Modeling Classifications
Intrusive vs. Nonintrusive: Intrusivity pertains to the ROM identification pro-
cess. Intrusive methods involve manipulation of a system’s governing equations in
identifying its dynamics, whereas nonintrusive methods rely on system identification
techniques to replace the original computational model with a smaller size system.
Parametric vs. Nonparametric: A parametric method assumes an explicit func-
tional form for the model of a system’s behavior and proceeds to define the coefficients
of that particular model. A nonparametric method uses input-output mappings to
develop the best functional representation of a system.
Linear vs. Nonlinear: Linear methods assume that a system’s response is linearly
dependent on the system’s inputs. Nonlinear methods assume a nonlinear dependency
on the inputs with the potential for cross-coupling of terms. The distinction between
linear and nonlinear models exists for both parametric and nonparametric methods.
Time-Domain vs. Frequency-Domain: The classification of either time-domain
or frequency-domain refers to a system’s dynamic behavior, typically as a result of
time-varying or frequency-varying inputs. The nature of these inputs are largely
dependent on the application of interest.
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2.2 Historical Methods
In the earliest developments of unsteady aerodynamic models, analytical methods
were derived from first principles to describe the longitudinal aerodynamic response
for idealized flat plate airfoils undergoing 2D motions. The models of Wagner and
Theodorsen are among the most widely known historical methods, as their analytical
solutions provide a valuable benchmark for the linear models that followed them.
Quasisteady Model
Thin-airfoil theory linearly relates the steady-state lift coefficient for an airfoil in
an inviscid fluid to angle of attack, α, via Eq. 7. For modeling airfoil motion, a
natural approach is to begin with a quasisteady model, which assumes the motion
varies “gradually”, allowing the flow field to reach a local equilibrium over time.
CL = 2πα (7)
The steady model can be extended to a quasisteady model for 2D pitching and
plunging motions by introducing an effective angle of attack, αe. Pitching motions, de-
noted by α̇, result in local vertical velocities along the airfoil, which may be viewed as a
distribution of local angle of attack. This distribution may be modeled as an effective
camber that contributes to a change in angle of attack equal to ∆α = cα̇(1−2a)/4U∞,
where U∞ is the freestream velocity and a is the pitch axis location with respect to
midchord, where the leading edge corresponds to a = −1 and the trailing edge cor-
responds to a = 1. For plunging motions, denoted by ḣ, downward vertical velocities
result in local changes in angle of attack equal to ∆α = tan−1(ḣ/U∞) ≈ ḣ/U∞. The
effective angle of attack terms for each of the longitudinal motions can then be added
to the original steady model to form the quasisteady lift model given in Eq. 8. In
this form, the lengths are nondimensionalized by 2b and time is nondimensionalized















In 1925, Wagner [134] introduced one of the first unsteady aerodynamic models
by solving for the lift distribution around an idealized airfoil undergoing motion of an
arbitrary time history. The time-domain model was developed by analytically com-
puting the effect of idealized planar wake vorticity on the circulation around an airfoil
in response to a step in angle of attack. This system response, circulatory lift, due
a step-change in system input, angle of attack, is also known as an indicial response.
Using an efficient and powerful mathematical technique known as convolution, or
Duhamel’s superposition, these fundamental responses may be scaled, shifted, and
superpositioned to reconstruct the system response to any arbitrary time-accurate
system input.
In a similar form as the quasisteady model, Wagner’s indicial response model for









In this equation, 2π is the inviscid lift slope, φ is Wagner’s indicial response function,
α̇ is the time rate of change in angle of attack for the arbitrary input motion, and αe
is the effective angle of attack due to the induced circulation from the wake history.
Exact solutions to Wagner’s indicial response function are given in terms of Bessel
functions. The resulting model can then be used to predict the circulatory lift in
response to any infinitesimal, longitudinal motion, e.g., plunging, pitching, etc., as a
function of time-varying angle of attack.
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Theodorsen’s Model
In contrast to Wagner’s time-domain model, Theodorsen [128] developed a frequency-
domain model to describe the aerodynamic response of an idealized airfoil due to
sinusoidal pitching and plunging motions. Initially developed to study flutter in-
stability, Theodorsen’s model consists of apparent-mass terms that account for the
reaction force due to the mass of fluid directly accelerated by the airfoil, in addition
to circulatory terms that account for lift due to the induced vorticity on the airfoil
resulting from wake effects.





















The first set of terms represent the apparent-mass, or noncirculatory, contribution.
The second set of terms represent the circulatory lift, which multiples the circula-
tory lift from quasisteady thin airfoil theory (Eq. 8) by Theodorsen’s transfer func-
tion, C(k), to account for lift reduction by wake vorticity. Because the theory was
developed for sinusoidal motions, the transfer function accounts for the change in
magnitude and phase of circulatory lift with changes in reduced frequency, k.
Equation 11 expresses Theodorsen’s function as a complex valued function, con-
sisting of both real and imaginary parts, in terms of Hankel functions, H0 and
H1. Hankel functions are complex functions, H
(2)
v = Jν − iYν , where Jν and Yν
are Bessel functions of the first and second kind, respectively. Analytical solutions








1 (k) + iH
(2)
0 (k)
= F (k)− iG(k) (11)
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Figure 5 shows the variation in real and imaginary parts of the Theodorsen func-
tion for reduced frequencies up to a value of two, within the empirical limits of
quasisteady models. For the steady case, the reduced frequency equals zero and
Theodorsen’s function simplifies to a real value of one, consistent with the circulatory
lift of quasisteady theory. For moving airfoils, Theodorsen’s function will have a real
and imaginary part due to the phase lag present between the motion variables and
unsteady loads.
Figure 5: Theodorsen’s function [42].
Concluding Remarks
Wagner and Theodorsen’s methods were the first of many analytical approaches
for modeling the unsteady aerodynamic response of idealized airfoils. Other notable
approaches include those of Küssner [61] and Sears [110] who extended the methods of
Wagner and Theodorsen, respectively, to model the aerodynamic response to moving
gusts. Among others, these models pioneered the field of unsteady aerodynamics be-
tween 1920-1950, allowing for efficient characterization of the aerodynamic responses
to longitudinal airfoil motions.
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By the 1950s, the thin-airfoil assumptions, which made historical methods compu-
tationally tractable, became inadequate as the geometric complexity of military and
commercial vehicles increased. Additionally, these methods assume motion within in-
viscid, incompressible flows. For modern aircraft maneuvering through flight regimes
characterized by the aerodynamic phenomena listed in Section 1.1, nonlinear, un-
steady aerodynamic models are required. The following sections review the modern
CFD-based unsteady aerodynamic ROMs attempting to fulfill this need.
2.3 Indicial Response Modeling
Driven by the success of analytically-calculated indicial response functions (Wagner’s
Method), researchers began to explore the development of indicial response models
for predicting the unsteady aerodynamics for three-dimensional wings and aircraft.
Linear indicial response models based on convolution were the first to be developed,
as first-order responses could be identified relatively easily using experimental or
numerical methods.
Theory
An indicial response is defined as a system’s output response due to a unit step
change in a system’s control input. A linear indicial response model assumes that
the flow can be linearized with respect to a system’s forcing function. Under this
assumption, convolution is used to reconstruct the system response to any arbitrary
time-varying input via the superposition of scaled and time-shifted indicial responses.
In the context of unsteady aerodynamics, consider the relationship between the
lift coefficient, CL, and angle of attack α. Linear flight regimes are characterized by a
linear variation of the lift coefficient with angle of attack up to a stall angle of attack,
αstall, after which the flow responds nonlinearly due to separated flow effects. In
this example, linear indicial response models can be used to resolve any time-varying
motion within the linear flight regime. Equation 12 represents a linearization of the
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time-varying lift coefficient about some angle of attack, i.e., system input, α0. The
term ∂CL/∂α is a step response, dependent only on the time t after the step. Because
the flow is assumed to vary linearly with angle of attack, the response does not depend
on the value of α.
Written as a Taylor series expansion, the higher-order terms of Eq. 12 may be
truncated to form the linearized model shown in Eq. 13. The term C̃L(t) is the
indicial response or output in response to a step input, α̇ = δ(t), where δ(t) is the
Dirac delta function. The Dirac delta function, or unit impulse function, represents
an instantaneous unit perturbation in the system’s input.






CL(t) = CL(t0) +
∂CL
∂α
(t)∆α = CL(t0) + C̃L(t)∆α (13)
A linear indicial response model uses the convolution principle to reconstruct a system
response, in this case CL(t), to an arbitrary input, α(t), by linear superposition of
scaled and time-shifted copies of the indicial response function. Equation 14 defines
this mathematically, where α is the forcing function, and α(0) is the angle of attack
at time zero. The indicial response is C̃L(t), but is often decomposed as C̃L(t) =










An illustration of convolution is given in Fig. 6. In this example, the input
function is a linear ramping of angle of attack, where its first-order time-derivative is
represented by a step function. At each point in time, the system response to the linear
ramping of angle of attack is calculated via convolution. Simply put, convolution is
the summation of indicial response functions, first initialized at each point in time
and then scaled by the local value of the input derivative. This process effectively
models the influence of previous system input states on the system output at any
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Figure 6: Illustration of indicial response theory.
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Flight Dynamics Modeling
Initial efforts in applying indicial response theory for unsteady aerodynamics mod-
eling for maneuvering flight vehicles are detailed by Tobak et al. [130,131] and Reisen-
thal et al. [102,104]. Using the same assumed dependent vehicle-state parameters as
the stability derivative approach, the unsteady aerodynamic response to longitudinal
motions could be modeled within linear flight regimes using indicial theory by ac-
counting for contributions due to previous states of angle of attack and pitch rate.
Equation 15 expresses the lift and pitching moment, Cj = [CL, CM ] as a function of
the convolution integrals with respect to angle of attack, α, and pitch rate, q.







In Eq. 15, Cj0 denotes the zero-angle-of-attack lift or pitching moment coefficients,
which may be identified by steady-state data. The term α0 is the angle of attack at
the initial time of motion. As will be discussed later, application of the convolution
integrals requires the initial motion to be steady-state to satisfy mathematical fea-
sibility. For this reason, the initial pitch rate term, q(0), is zero and therefore not
required within the expression. The differential theorem of the convolution integral
is a mathematical transformation often applied to Eq. 15 to get the alternative form
shown in Eq. 16 or Eq. 17. By factoring out the time derivative, vehicle motions
defined by angle of attack and pitch rate may be readily integrated to calculate the
unsteady aerodynamic response via convolution.





































The model given by Eq. 16 may be applied to flows that respond linearly to
changes in forcing functions. For nonlinear flows, the linear indicial response theory
may be extended as a nonlinear indicial response theory by use of parameterized
indicial response functions.
As shown in Eq. 18, nonlinearity may be captured by sampling a system’s indicial
response as a function of the forcing function values. Similar to the application of
aerodynamic databases for stability derivative aircraft flight dynamic predictions, the
degree of nonlinearity resolved scales with the number of indicial responses identified.
In the case of longitudinal aerodynamics, the indicial response with respect to angle
of attack is assumed to vary with angle of attack and Mach number, whereas for pitch
rate, the indicial response is assumed to vary only with Mach number with negligible
variations in angle of attack at low to moderate angles of attack. These parameter-
izations are consistent with those typical of aerodynamic databases, resulting in an
unsteady extension enabled by reduced-order modeling.















Ghoreyshi and Cummings [38] later extended this formulation for the prediction
of unsteady aerodynamic responses to lateral motions, in an attempt to predict the
aerodynamics for 6DOF maneuvering aircraft. Consistent with traditional aircraft
flight dynamics assumptions, the lateral loads are assumed to only depend on side-
slip angle (β), normalized roll rate (p), and normalized yaw rate (r). The unsteady
lateral aerodynamics, namely side force (Y ), rolling moment (l), and yawing moment
(n) may then be calculated using Eq. 19. The parameterization of the indicial
























Initial research toward indicial response identification began with the work of
Wagner in his analytical derivation of indicial lift responses for airfoil motions in
incompressible flows. These responses were known exactly in terms of Bessel func-
tions, but regarded as impractical for the majority of analyses due to the repetitive
function evaluations required. In an effort to reduce solution costs, researchers began
investigating the use of exponential functions to numerically approximate the Wagner
function. One of the most widely known approximations is the exponential approx-
imation with four coefficients, developed by Jones [52]. While these approximations
proved to be beneficial in the analysis of airfoils in incompressible flows, these theories
were inadequate for three-dimensional configurations and/or compressible flows.
Indicial responses in subsonic compressible flow cannot be exactly known through
analytical derivation. Additionally, the direct identification of indicial responses via
experimental testing is largely impractical as test rigs are kinematically incapable of
simulating true impulse or step motions. Garrick [33] observed early on that Wag-
ner’s “indicial lift” function and the “alternating lift” function of Theodorsen were
fundamentally related by a Fourier integral or Laplace Transform pair. Recognizing
the advantage of this relationship, researchers began to explore the indirect identifica-
tion of indicial response functions using Laplace transforms of harmonic (oscillatory)
motions. Examples of this identification method include the works of Mazelsky et
al. [74, 75] and Dowell [28], who obtained indicial response function approximations
from subsonic and transonic oscillatory data, respectively. The general consensus
regarding this approach is that the indicial response results using harmonic motions
largely depends on the amplitude and frequency of motion. Moreover, the practical
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difficulties of obtaining high reduced frequency data at high subsonic Mach numbers
limit the use of the approach for all relevant flight conditions.
Recently, CFD simulations have been explored as an alternative approach to ap-
proximating indicial response functions via intrusive and nonintrusive approaches.
Some of the earliest computational investigations began in the 1970s and include the
works of Ballhaus et al. [6] and Magnus [71] in the approximate identification of indi-
cial responses using finite-difference flowfield computations in the study of airfoils. In
1997, Singh and Baeder [122] modified an unsteady Euler solver to calculate the indi-
cial response of a rectangular wing with respect to angle of attack. In their approach,
a field velocity approach was used, such that an impulsive change in angle of attack
was modeled as an equivalent change in the velocity field using grid time metrics. The
benefit of this approach was an efficient means of determining the indicial response
with respect to a pure step change in angle of attack, eliminating indirect contribu-
tions from pitch rate, which are often confounded with harmonic oscillations. The
primary drawback of these identification methods is their intuitive nature, requiring
modification to the source code to perform the analysis.
More recently, Ghoreyshi et al. [40] leveraged the grid motion capabilities of mod-
ern CFD solvers to extend the idea of direct indicial response identification for ma-
neuvering aircraft. The procedure assumes that the CFD solver allows specification
of all translational and rotational degrees of freedom. These degrees of freedom are
defined with respect to a reference point on the aircraft at each time step of the
simulation. For successive points in time, the aircraft’s reference point velocity in
the inertial reference frame is calculated and specified to achieve the angle of attack,
sideslip angle, and forward speed defining a prescribed maneuver. The translational
degrees of freedom are defined by the relative velocity vector of the aircraft’s reference
point. Rotation of the aircraft about the reference point is then defined using the yaw,
pitch, and roll rotation angles. The ability to simulate such 6DOF maneuvers using
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CFD simulation allows for both full-order and reduced-order models to be created.
Using this grid motion technique, CFD-calculated approximations for the indicial
response with respect to angle of attack and pitch rate may be obtained, as illustrated
in Fig. 7. In their approach, a step change in angle of attack is achieved by specifying
a grid motion, beginning at t = 0, to the right and downward. A constant velocity
vector is specified to have a consistent translation. With this grid motion, changes in
the aerodynamic loads are isolated to changes in angle of attack, as rotation eliminates
any contribution from pitch rate. For a unit step change in pitch rate, the grid rotates
at a constant, unit pitch rate. Because angle of attack changes with rotation, an
additional grid motion is specified to the right and upward in an effort to eliminate
angle-of-attack contributions. This grid motion technique can also be implemented
for the approximation of responses with respect to lateral motion parameters.
Figure 7: Grid motion simulation of indicial responses [42].
The benefit of this approach is that indicial responses for 2D or 3D configurations
can be calculated at any flight condition, overcoming the identification problems
experienced by analytical and experimental methods. Researchers within the NATO
AVT group have recognized the utility of this method and have explored its use in
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creating linear and nonlinear unsteady aerodynamic ROMs for maneuvering vehicles.
Notable Studies
DaRonch et al. [24] assessed the validity of linear indicial response models, among
other ROM techniques, for flight dynamic-related studies. Euler and Navier-Stokes
flow solvers were used to simulate an NACA 0012 airfoil undergoing harmonic pitching
oscillation motions at transonic flight conditions. In comparison to unsteady time-
domain solutions, the results confirmed the ability of linear indicial response models
to accurately predict the aerodynamics due to pitch oscillations at low mean angles
of attack with small pitching amplitudes, e.g., one degree. However, the linear for-
mulation failed to predict the nonlinear aerodynamic coefficients of large amplitude
pitch oscillations.
In 2012, Ghoreyshi et al. [40] introduced the indicial response identification ap-
proach via grid motion to create both linear and nonlinear longitudinal indicial re-
sponse models using the Cobalt flow solver. The models were used to generate un-
steady aerodynamic predictions for both an NACA 0012 airfoil and an unmanned
combat air vehicle configuration undergoing a variety of ramping, pitch oscillation,
and frequency-sweep motions. Collectively, the results reinforced the inherent capabil-
ity of the indicial response to capture all frequency content of the systems dynamics,
allowing for the accurate prediction of unsteady maneuvers at any rate of motion.
Furthermore, nonlinear ROM predictions were shown to agree well with full-order
simulation values for large amplitude longitudinal motions. As for costs, the identi-
fication of the linear and nonlinear models required about 0.6 and 6.0 hours of CPU
time, respectively, while making online maneuver predictions on the order of seconds.
In contrast, CFD simulations required about 1.8 and 0.8 CPU hours per cycle for the
low and high frequency pitch oscillations, respectively. The cost comparisons illustrate
an immediate computational savings for linear ROM predictions and computational
savings for nonlinear ROM predictions for multiple maneuver evaluations.
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In a subsequent study, Ghoreyshi et al. [35] extended the indicial function mod-
eling approach for predictions of lateral force and moments with respect to sideslip
angle, roll rate, and yaw rate. This development enabled the capability to evaluate
the unsteady aerodynamics of any prescribed 6DOF trajectory. Comparisons between
time-accurate CFD simulations and ROM predictions for the Half Lazy-8 and Immel-
mann turn maneuvers showed good agreement in the lift force, pitching moment, and
side force. However, disagreement was found in rolling and yawing moment results.
The authors attribute the lateral moment discrepancies due to the dependency on
angle of attack and Mach number, for which the linear model could not predict.
By 2014, Ghoreyshi et al. [38] had recognized the need for nonlinear forms of the
indicial response model in predicting longitudinal and lateral loads of complex maneu-
vers. Such models require a large number of indicial responses to capture nonlinear
variations over a wide flight envelope. In order to facilitate more efficient predictions,
a time-accurate surrogate modeling approach was developed to interpolate indicial
response functions as a function of the vehicle-state space. In their approach, Design
of Experiment (DoE) methods were used to sample the input space. CFD was then
used to simulate the sampled indicial responses, resulting in an unsteady aerodynamic
database. Kriging surrogate modeling was then used to interpolate the database and
approximate indicial responses for the flight conditions corresponding to each step
in the trajectory. Their results showed the consistency of aerodynamic predictions
for all longitudinal and lateral force and moment coefficients for maneuvers involving
angles of attack below 15◦. For high angles of attack, difficulties were encountered
in obtaining converged indicial response functions, which have been noted in more
recent studies [36]. Additionally, the model results suggest that the inclusion of an-
gle of attack as a dependent parameter for the angular rate indicial responses may
improve predictions for the configuration and maneuvers tested.
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Concluding Remarks
Indicial response ROMs characterize a system’s dynamics using the observed sys-
tem response (output) to unit step changes in a system’s inputs. For virtual flight sim-
ulation applications, linear and nonlinear indicial response ROMs have been demon-
strated to provide accurate and efficient unsteady aerodynamic predictions of rigid
aircraft maneuvering along prescribed trajectories. CFD grid movement is used to nu-
merically simulate indicial responses with respect to step changes in the vehicle-state
parameters defining a trajectory.
The primary benefits of indicial response ROMs is the ease of implementation
given its nonintrusive nature, and the ability to simulate arbitrary trajectories at
any desired motion rate. This is primarily due to the nonparametric characteristics
of indicial responses and their ability to capture the entire frequency spectrum of a
system’s dynamic response. The primary drawback of this method is the requirement
for sufficient flight space resolution in sampling indicial responses for nonlinear ROM
evaluations. However, surrogate modeling has been demonstrated as a key enabler
toward efficient generation and application of indicial response models.
2.4 Volterra Theory
Volterra theory [133] was developed in 1930 as an approach for modeling nonlinear
dynamic systems in the time and frequency domains. Initially studied in the fields of
electrical and biological systems engineering, Volterra theory has since expanded to
a wide range of disciplines including aerospace engineering for the study of nonlinear
fluid and structural dynamics systems.
Theory
Volterra theory can be used to model any dynamic system that may be classified
as nonlinear and time-invariant. A time-invariant system is one whose fundamental
properties do not change with time. This classification describes the system itself
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and makes no inference to the inputs or outputs of the system. Practically speaking,
the governing equations of a time-invariant system are not explicit functions of time,
whereas inputs and outputs may be time-accurate.
Classical Volterra theory is based on functional Taylor series expansions, where
functionals are defined as functions of other functions. Volterra series and Taylor
series share the same fundamental basis in that a nonlinear system may be linearized
about an operating point by an expanded series of linear and nonlinear terms. With
a sufficient number of nonlinear terms, the expansion may provide an excellent ap-
proximation of nonlinear system behavior. Volterra series model the response of a
continuous-time system about an initial state due to an arbitrary input u(t) for t ≥ 0
using a multidimensional convolution, as given by Eq. 20.

















hn(t− τ1, . . . , t− τn)u(τ1) . . . u(τn)dτ1 . . . dτn
(20)
The Volterra series in Eq. 20 consists of three terms. The first term, h0, is a
constant, steady-state term representing the initial system state. The second term,∫ t
0
h1(t − τ)u(τ)dτ , is the first response term, where h1 is the first-order Volterra
kernel. This term is the convolution of the first-order kernel with a time-arbitrary
system input, u(t), over a time interval, 0 to t. The final terms are higher-order terms
representing the convolution of the input with the N -th order Volterra kernel.
In applying Volterra theory to a linear system, as represented by Eq. 21, the first-
order Volterra kernel h1(t) represents the system’s response to a unit impulse response,
u(t1) = δ0(t1), where δ0 is the Dirac-Delta function. The Dirac-Delta function is a
continuous time unit impulse function defined with an amplitude reaching infinity
while its width approaches zero with an integral equal to one. When applied to
a continuous-time, linear time-invariant system, the system’s impulse response is
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observed as illustrated in Fig. 8.








Figure 8: Impulse response to unit impulse function in continuous time [121].
For nonlinear systems, higher-order kernels represent the response of the system to
multiple unit impulses, where the number of applied impulse functions is equal to the
order of the kernel of interest. For example, a second-order kernel, h2, would be the
response of the nonlinear system to two separate unit impulses applied at two distinct
points in time, t1 and t2. As a result, the second-order kernel is a two-dimensional
function of time.
Notable Studies
First observed by Silva [121], the discretized Navier-Stokes equations can be char-
acterized as a discrete-time, nonlinear, time-invariant system of equations. As op-
posed to applying continuous-time impulse functions, Silva [113, 114, 121] recognized
the necessity to develop and apply discrete-time unit impulses for computational
aerodynamic problems.
In discrete-time, the Volterra series may be used to model a system response
y[n] to an arbitrary system input u[n] using a multidimensional convolution via Eq.
22. In this expression, time is indexed by the time step, n, where t = n∆t. The
convolution integral is taken from the initial time, t = 0, to the final time, t = N ,
and kn represents impulses at time step n.
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hn[n− k1, . . . , n− kn]u[k1] . . . u[kn]
(22)
Discrete-time unit impulse functions are defined to have a value of unity at a single
point in time and a value of zero for all other times. This discrete-time formulation
can then be easily implemented by numerical simulations of unsteady aerodynamic
and aeroelasticity problems, which operate in discrete-time. An illustration of such
system applications is given in Fig. 9.







Figure 9: Impulse response to unit impulse function in discrete time [121].
The convergence of the Volterra series (Eq. 22) is dependent on the magnitude of
the system’s input and the degree of system nonlinearity about the operating point
of linearization. In many practical applications of Volterra theory for computational
aerodynamic ROMs, it is assumed that the aerodynamic system of interest may be
considered weakly nonlinear and accurately modeled using a truncated second-order
Volterra series (Eq. 23) [99, 121].








h2[n− k1, n− k2]u[k1]u[k2] (23)
A comparison between the Volterra and indicial response theories illustrates a
similarity in that both methods estimate a system’s dynamic behavior using the
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convolution principle. Linear indicial response models are equivalent to the first-order
Volterra theory with the primary difference being that indicial response modeling
recasts the integral in terms of the step response and input-derivative, wheras Volterra
theory uses the impulse response (step-derivative) and input itself. Thus, Volterra
models theoretically offer improved prediction capabilities over linear indicial response
theory based on the addition of higher-order terms.
In his dissertation, Silva [121] derived the first- and second-order kernels, Eqs. 24








(y1(t1, t2)− y1(t1)− y1(t2)) (25)
In these equations, y1(t1) represents the time response of the system to a unit
impulse at time 0, y2(t1) is the time response of the system to an impulse of twice
unit magnitude at time 0. For a linear system, superposition holds and y2 = 2y1 and
thus, h1 = y1, recovering the linear impulse response discussed earlier. For nonlinear
systems, the first-order kernel captures the system’s dependence on amplitude of the
input. In Eq. 25, the increased complexity in identifying the second-order kernel is
apparent as it depends on two time parameters, associated with impulse functions
applied at separate times. Here, y1(t2) is the response of the system to an impulse
applied at time t2 and y1(t1, t2) is the response to an impulse at t1 and later at
t2. For linear systems, the second-order kernel would be zero, as expected. For
nonlinear systems, the second-order kernel represents the nonlinearity of the system
not predicted by the linear first-order kernel.
Using the discrete-time, second-order Volterra series along with the direct kernel
identification expressions, Silva demonstrated the Volterra modeling of aerodynamic
systems by analyses of both a three-dimensional aeroelastic wing in transonic flow
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using the Computational Aeroelasticity Program Transonic Small Disturbance (CAP-
TSD) code [115] and a supercritical RAE airfoil undergoing large plunge motions
in transonic flow using the CFL3D Navier-Stokes flow solver [116]. Despite their
widespread application, implementation of the direct impulse identification method
is not without challenge.
Raveh [97] investigated the performance of first- and second-order, impulse-type
Volterra ROMs and step-type indicial ROMs for the evaluation of generalized aero-
dynamic forces (GAFs) in response to forced-harmonic motions for the aeroelastic
AGARD 445.6 wing. Difficulty was observed in correctly identifying the system’s
kernels using impulse response functions, as impulse responses showed significant
sensitivity to the choice of input amplitude and time step. Inaccurate impulse re-
sponses and subsequent ROM predictions were observed for impulse response func-
tions numerically simulated using relatively large amplitudes and small time steps.
In contrast, step responses were shown to be less sensitive to step amplitude and
time step, where step-type ROMs showed favorable predictions for forced-harmonic
responses in the linear regime.
In a parallel study, Raveh et al. [100] further investigated the application of step-
type, first-order ROMs for the efficient evaluation of an aeroelastic wing’s generalized
aerodynamic forces for use in a transonic flutter analysis. CFD-based step responses
with respect to the wing’s structural modes served as the ROM’s kernels. The iden-
tified ROM was then used to evaluate the resulting GAFs for sinusoidal oscillations
at various reduced frequencies. The flutter speed index and flutter frequency ratio
were computed using the ROM-based GAFs and shown to be in excellent agreement
with wind tunnel tests. The study further illustrated the computational benefits of
step-type ROMs for generating frequency-domain GAFs in comparison to full-order
CFD solutions. However, while step responses were shown to be more robust than
impulse responses, step responses incur a greater computational cost as a new state
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is reached and thus, requires additional time steps for convergence.
As an alternative to direct Volterra kernel identification, indirect kernel identifi-
cation methods have also been explored. These methods assume that the Volterra
kernels may be represented by an expansion of some basis function set as shown in Eq.
26. The term ξj represents the j
th time-accurate basis function, e.g., decaying expo-
nentials, and xjn represents the j
th component of Nb total basic function coefficients





Indirect kernel identification methods recast the Volterra series (Eq. 20) into a
linear system of equations, as shown in Eq. 27.
y=Ab (27)
The left-side term, y = (y(0), y(1), . . . , y(n))T , represents the system response or time-
varying aerodynamic loads calculated from CFD simulation. The term A contains the
permutations of the system input parameters used to excite the system’s response, and
the vector b contains the unknown Volterra kernel coefficients. Multiple input-output
measurements, u(ti), y(ti), of the system’s behavior are collected and serve as training
data, i.e., constraints, for which the unknown basis function coefficient may be solved.
The resulting set of linear equations form an overdetermined system, typically solved
by least squares numerical methods. Once the Volterra kernel coefficients, b, are
identified, new maneuvers/motions are used to compute the motion matrix, A, and
the resulting unsteady aerodynamic loads, y, may be solved using the ROM.
Indirect kernel identification has been demonstrated in several aerodynamic stud-
ies. Reisenthel et al. [103] created first- and second-order Volterra ROMs using
decaying exponential basis functions for modeling the unsteady aerodynamics of a
rectangular wing undergoing pitch oscillations. Kurdila et al. [60] and Prazenica et
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al. [96] used wavelet approximations of Volterra kernels to analyze an aeroelastic sys-
tem undergoing large amplitude, limit cycle oscillations. Balajewicz et al. [4] used
a polynomial-weighted moving average representation of the discrete-time Volterra
series to efficiently model the unsteady aerodynamic loads induced by limit-cycle os-
cillations of an NACA 0012 benchmark model. One additional contribution was the
recognition of the large computational cost associated with standard Volterra ROMs,
in that identification costs scale exponentially with modeling order. A sparse Volterra
ROM methodology has since been proposed, which sets all off-diagonal terms of the
Volterra kernel to zero, allowing for training maneuver cost to scale linearly with
order of representation.
The majority of Volterra modeling research has been used to represent single-
input-single-output systems. As noted by Silva [112], there have been few applica-
tions of Volterra theory to multidegree-of-freedom systems. The primary issue lies in
the need to simultaneously excite multiple degrees of freedom to identify any cross-
coupling relationships between the degrees of freedom. Previous attempts in mod-
eling multidegree-of-freedom systems have been confined to the study of nonlinear
aerodynamics resulting from individual perturbations of structural modes. To deter-
mine the aerodynamic loads resulting from simultaneous motions, superposition of
the individual nonlinear responses to the forcing functions is required. However, the
superposition principle does not hold for nonlinear responses and alternative methods
are required.
Balajewicz et al. [5] proposed a multi-input Volterra series as means of model-
ing nonlinear multidegree-of-freedom aerodynamic systems through the inclusion of
Volterra cross kernels. The cross kernels capture any coupling dynamic nature be-
tween the nonlinear system’s degrees of freedom. The model was demonstrated by
modeling the transonic, unsteady flows of an airfoil undergoing a defined heave-pitch
motion. Improved results were found using the multi-input formulation in comparison
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to the standard single-input formulation.
Ghoreyshi et al. [44] presented a multi-input Volterra series for modeling the
transonic aerodynamic loads for an X-31 aircraft undergoing pitching motions. For
modeling pitching oscillations, the system’s input functions were specified as angle
of attack, pitch rate, and pitch acceleration, while the output functions were time-
varying lift, drag, and pitching moment. Overall, the authors noted accurate results
provided by the Volterra ROMs, but also considered a nonlinear model based on
indicial functions, which yielded more accurate results.
Concluding Remarks
Volterra theory is a classical system dynamics concept that models the response of a
system using a multidimensional convolution of a system’s inputs. Similar to indicial
response theory, Volterra theory is a nonparametric, nonintrusive ROM method, but
characterizes a system using fundamental unit impulse functions. These two meth-
ods are intrinsically related in that the impulse is merely the derivative of the step
function. The primary advantage of the Volterra series is its ability to form nonlinear
approximations of the system of interest using higher-order kernels. Moreover, the
identification costs for impulse functions are lower in comparison to indicial functions,
which require a greater number of iterations to converge to the new system state.
Discrete-time Volterra series ROMs have been successfully demonstrated for un-
steady aerodynamic predictions of maneuvering vehicles and in the field of aeroe-
lasticity for the identification of vehicle instabilities, such as flutter. The primary
challenges of this method is the difficulty associated with identification of higher-
order terms and the numerical simulation of impulse functions, as they are typically
less robust in comparison to step functions with respect to impulse amplitude and
time step of the simulation.
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2.5 State Space Modeling
The indicial response and Volterra reduced-order modeling techniques presented in
the previous sections require identification of characteristic step or impulse responses,
respectively, which are then convolved with arbitrary time-domain maneuver or modal
motion inputs to predict an unsteady aerodynamic response. While beneficial for
prescribed motions, the mathematical form of the convolution integral is not suitable
for use in multidisciplinary, preliminary design environments. Even for aeroelastic
modeling applications, the fundamental impulse or step response functions are often
simulated at specific Mach numbers and dynamic pressures, inherently limiting their
utility to the modal frequency input space.
Modern virtual flight simulation capabilities require an accurate description of the
interactions between structure, aerodynamics, and controls, such that control laws
may be designed for flutter suppression, load alleviation, or vehicle maneuverability.
Modern controller techniques predominantly use formulations based on state-space
modeling. Noting the previous challenges, recent efforts have investigated the trans-
formation of impulse responses into state-space form using system identification tools,
including Eigensystem Realization Algorithm (ERA) [54] and Observer/Kalman Fil-
ter Identification (OKID) [55]. These numerical methods are combined into a toolbox
called SOCIT (System/Observer/Controller Identification Toolbox) [53], developed at
the NASA Langley Research center. The resulting aerodynamic state-space models
can be coupled with other disciplinary state-space models to form multidisciplinary
CFD-based ROMs.
Theory
A finite-dimensional, discrete-time, linear, time-invariant dynamic system may be
modeled in state-space form as shown in Eqs. 28 and 29, where x is the n-dimensional
state vector, u is the m-dimensional control input vector, y is the p-dimensional
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measurement output vector, and k is the discrete time index.
x(k + 1) = Ax(k) +Bu(k) (28)
y(k) = Cx(k) +Du(k) (29)
The components of the control input vector u are associated with the vehicle or
structural motion parameters. For maneuvering vehicles, these components may be
the wind incidence angles and body rotation rates, whereas for aeroelasticity appli-
cations these components may be the structural mode perturbation amplitudes. The
components of the measurements output vector y consist of the aerodynamic response.
For maneuvering vehicles, these components may be the vehicle-level 6DOF force and
moment coefficients, whereas for aeroelasticity applications these components may be
the generalized aerodynamic forces for each structural mode.
The order of the dynamic system often refers to the dimension, n, of the state
vector x. In the simulation of fluid dynamics systems, the state vector consists of
the flowfield properties (P , ρ, T , etc.) at each grid point of the spatially-discretized
model. Even for coarsely resolved systems, the order of the system may be in the
millions. The goal of state-space modeling is to use known input-output data to
calculate the constant matrices A, B, C, and D, governing the system’s dynamics
without explicit definition of the state vector. Once identified, the state-space model
may be used to predict the system response to an arbitrary set of system inputs.
Solving Eq. 28 with zero initial conditions yields Eq. 30, which may then be








CAi−1Bu(k − i) +Du(k) (31)
In analogy to Volterra theory representation (Eq. 22), the system response y to a
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Y (i)u(k − i) (32)
where Y is a p×m matrix known as the Markov parameters.
Y (k) =

D, for k = 0
CAk−1B, for k ≥ 1.
(33)
The ERA algorithm is a method of model reduction that begins with defining the
generalized Hankel matrix based on discrete-time impulse responses, collected either
via experiment or numerical simulation, for all input/output combinations of interest.
The algorithm uses the singular value decomposition (SVD) to compute the A, B,
and C matrices characterizing the state-space model.
The OKID algorithm was initially developed to complement the ERA method in
applications involving experimental systems with noisy input-output measurements,
but has evolved to help solve a number of numerical complications encountered for dy-
namic systems. For systems characterized by zero control initial value or poor control
frequency content, the control matrix u can become uninvertible or ill-conditioned.
Additionally, the control matrix for lightly damped systems may be large, making
inversion a computationally expensive process. Lastly, experimental noise cannot
be optimally filtered using simple inversion of u for the Markov parameters. The
OKID method allows for more robust numerical solutions and the identification of
systems with nonzero initial conditions by artificially increasing the system damping.
The computational steps of this method may be reviewed in the work of Juang et
al. [55]. In summary, the SOCIT toolbox applies the ERA/OKID methods to impulse
responses, transforming them into unsteady aerodynamic state-space models.
Notable Studies
Silva and Bartels [119] used the state-space modeling approach for the devel-
opment of linearized, unsteady aerodynamic ROMs for the prediction of flutter and
47
aeroelastic responses of an AGARD 445.6 wing using the CFL3D flow solver. A mode-
by-mode excitation was used to generate modal impulse responses, which served as
the inputs and outputs, respectively, for system identification. The resulting unsteady
aerodynamic state-space ROM was coupled with a structural state-space model in a
MATLAB/SIMULINK environment to create an aeroelastic ROM. The aeroelastic
capability was exercised for the rapid computation of aeroelastic transients including
flutter. Comparisons to full-order CFL3D simulations were shown to be in excellent
agreement but with significantly lower computational costs.
Additionally, several numerical considerations with respect to time/frequency res-
olution and amplitude-dependent convergence were presented in regard to generating
impulse responses. It was noted that the use of a larger nondimensional time step
allows for both larger input amplitudes and a smaller frequency resolution, whereas
increased subiterations allow for the minimization of numerical error that may be in-
troduced with larger time steps or modal amplitudes. A smaller frequency resolution
allows for more accurate predictions of frequency-domain phenomena, while a larger
input amplitude allows for an improved chance of exciting nonlinear terms.
The work by Silva and Bartels successfully demonstrated the feasibility of creating
CFD-based aerodynamic state-space models using a mode-by-mode excitation for
system identification. For the AGARD wing studied, only four structural modes were
considered and their computational solutions were reasonable. For more complex
models, the number of modes can be an order of magnitude large for which the mode-
by-mode excitation method becomes impractical. As a solution, several authors have
explored methods for simultaneously exciting all relevant structural modes in a single
CFD run, enabling the practical generation of ROMs for complex models.
Raveh [98] used filtered white Gaussian noise to simultaneously excite structural
modes. Kim et al. [56, 57] introduced a method based on staggered step inputs,
using one step per mode. Silva [118] compared four different types of excitations
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used to simultaneously excite each of the structural modes for a supersonic semispan
model, while enabling the identification of the individual responses using the SOCIT
toolbox. These methods consist of the lagged step input, block pulse input, and the
Walsh function input. Generalized aerodynamic force predictions generated by the
unsteady aerodynamic state-space model using the simultaneous excitation methods
were found to compare well to those using the mode-by-mode excitation method.
Each of the previously mentioned state-space ROM applications in aeroelastic-
ity consider the CFD simulation of system excitation functions at converged static
aeroelastic conditions. As a result, the applicability of the ROM is limited to dynamic
pressures close to that of the static aeroelastic condition about which the model is
linearized. Silva [117] introduced an enhanced ROM approach capable of comput-
ing combined static and dynamic aeroelastic responses, as well as matched-point
solutions, i.e., various combinations of dynamic pressure and velocity, using a single
multidisciplinary ROM. This was accomplished by resampling the existing unsteady
aerodynamic and structural ROMs using a newly defined time step based on the input
velocity. Reasonable correlation was found compared to CFL3D responses.
All of the previous studies develop unsteady aerodynamic ROMs for identifying
aeroelastic instabilities. However, the approach is also beneficial in the characteriza-
tion of aerodynamic performance for maneuvering vehicles. Shelton et al. [111] imple-
mented the state-space modeling approach for computing the aerodynamic damping
coefficients of an Army-Navy Finner Projectile subject to rigid body longitudinal
motions. The Walsh functions demonstrated in [118] were leveraged as computa-
tional training maneuvers to efficiently excite the impulse response to vehicle-state
motion inputs. The SOCIT tool generates state space aerodynamic models using
the simulated inputs/outputs. Once the individual impulse responses are identified,
the system dynamics concept of convolution can be used to predict the aerodynamic
response to arbitrary time-accurate motions.
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Concluding Remarks
State-space models are equivalent representations of Volterra series reduced-order
models in a form compatible with modern controller frameworks. Recent studies
have demonstrated initial attempts at the formation of multidisciplinary ROMs for
identifying aeroelastic characteristics of flexible vehicle models. The SOCIT toolbox
developed for generating state-space models enables efficient identification of impulse
response functions when paired with specialized composite training maneuvers. In
order to take advantage of state-space models for virtual flight simulation predictions,
advances in the automated CFD simulation of articulating control surfaces are needed.
2.6 Surrogate-Based Recurrence Frameworks
Theory
Surrogate-Based Recurrence Frameworks (SBRF) share the same fundamental
mathematical description of dynamic systems as state-space ROMs. A discrete-time
dynamic system may be described by Eqs. 34 and 35, where k is the discrete-time
index. The vector u is the vector of system input variables, x is the vector of state
variables, and y is the vector of system output variables.
xk+1 = f(xk, uk) (34)
yk = h(xk) (35)
The principle differences between SBRF and state-space ROMs is the method of
approximating the system and the process for system identification. SBRF ROMs
approximate the nonlinear Navier-Stokes equations as a multi-input/multi-output
dynamic system as given by Eq. 36. In discrete-time, Eq. 36 writes the output
vector at any instant in time, k, as a function of the past n values of the inputs and
the past m values of the outputs, where φ is a vector-valued nonlinear function that
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maps the inputs to the outputs of the system.
y(k) = φ (yk, yk−1, . . . , yk−m+1, xk, xk−1, . . . , xk−n+1) (36)
The mapping function, φ, is often represented using neural networks or general
surrogate-based models without any specifically required functional form. Whereas
Volterra kernels are used to provide a direct means of physical interpretation of the
system dynamics, SBRFs essentially provide a curve fit based on observed system
dynamics [121]. In this manner, the input-output mapping, φ, can be learned using
known time histories of input and output variables as generated by training maneu-
vers. Mindful selection of the training maneuvers is necessary to ensure the model
identifies the system dynamics of interest, e.g., motion frequency, amplitude, etc.
These frameworks are noted as recurrent since the network output becomes part of
the next input vector [29].
Notable Studies
Ghoreyshi et al. [44] created ROMs based on both Radial Basis Functions (RBFs)
and a Kriging-based surrogate model for predicting the unsteady aerodynamic loads
of an X-31 aircraft undergoing pitching motions in the transonic speed regime. For
the RBF ROM, three training maneuvers were considered for system identification:
the linear chirp, spiral, and Schroeder, each defined in terms of angle of attack,
amplitude, and angular velocity. For the Kriging model, a Design of Experiment
(DOE) method was used to sample the Mach number and pitching amplitude space for
which pitching simulations were run and interpolated for predictions at new pitching
conditions. Each of the ROMs produced accurate results when compared to full-
order CFD simulations. The noted ROMs were also compared to ROMs based on the
Volterra theory and linear/nonlinear indicial response theory. The authors note that
the nonlinear indicial response theory performed the best of all the models.
Ghoreyshi et al. [36] later investigated the use of the same RBF ROMs, in com-
parison to indicial response ROMs, for predicting the unsteady lift of an NACA 0012
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airfoil oscillating and translating in nonlinear flight regimes. A chirp motion start-
ing from zero degrees angle of attack was simulated for two seconds of time up to
an amplitude of 10◦. The training maneuver was used to create the RBF ROM and
subsequently used for predicting an airfoil plunging motion for a reduced frequency of
k = 1. The model results were shown to be in excellent agreement with the full-order
CFD simulation results for the plunging oscillation. In contrast, the indicial response
models encountered difficulties at high angles of attack due to numerical stability
problems in identifying step responses.
Ghoreyshi et al. [41] extended the SBRF model in Eq. 36 to allow for both
primary, y, and secondary, ỹ, output measurements as shown in Eq. 37.
y(k) = φ (yk, yk−1, . . . , yk−m+1, xk, xk−1, . . . , xk−n+1, ỹk, ỹk−1, . . . , ỹk−m+1) (37)
Such a model is useful when multifidelity information sources are available. For ex-
ample, higher fidelity information sources, e.g., Navier-Stokes, may be used to char-
acterize nonlinear regions of a flight parameter space. The interior or linear regions
of the flight envelope may then be sampled using cheaper, lower-fidelity information
sources, e.g., Euler, as a means of reducing computational cost.
The multifidelity SBRF model was demonstrated using an RBF neural network
identification approach. The linear chirp, spiral, and Schroeder maneuvers used in
previous studies were used for system identification. The model was then demon-
strated for an NACA 0012 airfoil undergoing pitching and plunging motions. The
results were shown to closely represent the actual aerodynamic response, when com-
pared to full-order CFD solutions, at over half the computational cost.
Concluding Remarks
Surrogate-based recurrence frameworks are nonintrusive, parametric ROMs, which
rely on identification of a vehicle’s dynamic behavior using specialized training ma-
neuvers parameterized in terms of flight conditions and motion rates of interest. Once
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generated, these models may be used to predict the unsteady aerodynamics for maneu-
vers within the range of observed responses. The primary drawback of such methods,
in comparison to the nonparametric indicial response and Volterra series ROMs, is
that they are generally more expensive to identify and do not capture the dynamics
of the system using fundamental responses. In essence, these methods essentially act
as a time-accurate curve fit with no direct physical interpretation of a system’s re-
sponse characteristics and rely on reasonable training maneuvers, which capture the
dynamics of interest.
2.7 Modal Projection Methods
Theory
Modal projection methods are based on the manipulation of a system’s governing
equations and consist of a systematic procedure for identifying the dynamics of a sys-
tem using both linear and nonlinear ROMs, regardless of the mathematical formula-
tion used to describe the system [127]. These methods accomplish this by performing
an eigenvalue stability analysis on the system in the neighborhood of an equilibrium
point.
Consider the governing equations of a system with manipulatable inputs, ũ, about
an equilibrium point, x̃, as described by Eq. 38.
F(x̃, ũ) = 0 (38)
The stability analysis then begins with the definition of a small increment with
respect to the initial equilibrium point, w = x − x̃. The linearized homogeneous
system about the equilibrium point, x̃ is then described by the expression shown in
Eq. 39, where A is the system’s Jacobian matrix.
ẇ = Aw (39)
As is commonly done in eigenvalue analyses, consider a solution to Eq. 39 in the
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exponential form shown in Eq. 40, where λ is a constant scalar and φ is a constant
n-dimensional vector.
w = φeλt (40)
Substitution of the eigenvalue solution of Eq. 40 into the linearized system equa-
tion of Eq. 39 yields the right and left eigenvalue problems given by Eq. 41, where
i = 1, 2, ..., n. Details toward solving the left and right eigenvalue problems for large
computational models are summarized by DaRonch et al. [21].
right: λiφi = Aφi
left: λiψi = A
Tψi
(41)
In analogy to the modal analysis common to structural dynamics, a transforma-
tion of coordinates is used to define the system perturbations in terms of a linear
combination of modal vectors, as given by Eq. 42. In effect, the full order model is





(φizi + φizi) (42)
Substitution of the transformation of coordinates into the original system of gov-
erning equations (Eq. 39) yields a reduced-order nonlinear residual expanded as a
Taylor series around the equilibrium point. The resulting equations consist of m un-
coupled ordinary differential equations. Linear and nonlinear formulations may be
developed based on the order of terms retained in the Taylor series expansion. The
eigenvectors and eigenvalues of the reduced-order system, as applied to virtual flight
simulations, describe the dynamic interactions between the fluid, structure, and flight
mechanics fields.
Notable Studies
DaRonch et al. [21] demonstrated the modal projection approach for the model re-
duction of a large dimension fluid-structure-flight model for studying the dynamics
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of a flexible wing. A two-dimensional problem was modeled with aerodynamics pre-
dicted using CFD and a structural wing model using geometrically-exact nonlinear
beam equations. The coupled system was subject to small and large deformations
around different static aeroelastic deflection states, with reduced-order models found
to achieve good agreement.
In a later study, DaRonch et al. [26] used the modal projection approach to perform
efficient time domain gust response analysis for an airfoil modeled using a combination
of linear and nonlinear structural and aerodynamic models. The results demonstrated
the ability of the method to enable efficient worst case gust searches.
In a recent study, Pagliuca et al. [90] investigated use of the model reduction
technique for coupled simulations involving computational fluid dynamics and flight
dynamics. The reduced-order models were developed for an NACA 0012 airfoil and
a large civil transport aircraft and were shown to retain the quantitative accuracy of
the full order system in predicting the flight dynamics responses and loads resulting
from external gust disturbances with reductions in computational cost by two orders
of magnitude.
Concluding Remarks
Modal projection ROMs are intrusive methods based on manipulation of a sys-
tem’s governing equations to determine the dynamics of interest. An eigenvalue
stability analysis is used to reduce the system to a subset of system modes, which
describe the dynamic interactions of a coupled system. In the context of VFS, these
modes describe the interactions between the fluid, structure, and flight mechanics
disciplines. The benefits of this method is a significant reduction in model size with
the capability of extracting the original state-space vector using coordinate transfor-
mations. Given that the identification process relies on identification of a system’s
Jacobian matrix with respect to the system’s inputs, the approach is fairly difficult
to implement, expensive, and has been mostly limited to simplified physical models.
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2.8 Summary of Observations and Characteristics of the
Present Approach
Based on the results and conclusions of the most notable studies previously reviewed,
the following pertinent observations may be made:
1. Need for Reduced-Order Modeling in VFS
Reduced-order models offer an opportunity to enable viable integration of vir-
tual flight simulations earlier in the design process. Significant progress has
been made in the development of ROM methods for unsteady aerodynamic
predictions of rigid maneuvering vehicles and aeroelastic instability predictions,
but the development of multidisciplinary ROMs for VFS is relatively limited.
2. Intrusive vs. Nonintrusive ROMs
The majority of established unsteady aerodynamic reduced-order modeling meth-
ods are categorized as nonintrusive, allowing for their general application across
any available CFD solver. Intrusive methods require significant implementation
costs as these methods involve manipulation of the governing equations for iden-
tification of system modes. As such, most intrusive ROMs have been limited to
applications involving lower fidelity physical models.
3. Parametric vs. Nonparametric ROMs
Parametric methods, such as surrogate-based recurrence frameworks, require
special training maneuvers to excite the system dynamics of interest and are
generally more costly to develop compared to nonparametric approaches. Non-
parametric methods based on fundamental responses, such as indicial response
and Volterra series models, capture the entire frequency spectrum of a system’s
dynamic response and can therefore, resolve any motion rate with a single re-
sponse.
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4. State Space Modeling
Existing flight simulation frameworks predominantly use formulations based on
state space modeling. As a result, several state space ROM methods have been
recently developed, differing primarily based on their modes of model identifi-
cation. Such methods include those based on: fundamental responses, training
maneuvers, and modal decomposition. Thus, it is apparent that equivalent state
space model may be generated for any desired ROM identification method.
5. Indicial Response vs. Volterra Series ROMs
Each of these methods formulate dynamic system predictions through convolu-
tion of a system’s input(s) with fundamental responses. Indicial response mod-
els utilize the step response, whereas Volterra series models use the impulse
response. These methods are intrinsically related in that the impulse function
is merely the derivative of the step function. While the impulse response is
more efficient to identify, it is typically less robust to identify with respect to
amplitude and time step of the simulation. Additionally, nonlinear Volterra
models require the identification of higher-order kernels, which are inherently
more complex. Nonlinear indicial response models make use of responses pa-
rameterized by flight condition, resulting in an unsteady aerodynamic database
that may be queried in a process familiar to traditional stability derivative pre-
dictions.
6. Extending Current ROM Capabilities for VFS
Existing indicial response methodologies have been developed for unsteady aero-
dynamic predictions of maneuvering vehicles and aeroelastic stability predic-
tions of flexible vehicles. An opportunity exists for extending current method-
ologies for unsteady aerodynamic predictions of maneuvering flexible vehicles
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provided aeroelastic indicial responses may be identified in response to trajectory-
based motion inputs.
A multidisciplinary ROM for unsteady aerodynamic predictions of flexible vehi-
cles is sought as means of efficiently evaluating candidate flight configurations prior
to physical flight testing. Based on the presented observations, a nonintrusive model
is preferred as these ROMs present a more generalized approach that is applicable
to any aeroelastic numerical simulation tool without modifications to the underlying
source code for model identification. Furthermore, nonparametric approaches based
on fundamental system responses are of interest as these methods are capable of
capturing the entire frequency response spectrum and require no specialized training
maneuvers. Additionally, these fundamental responses are insightful in that they pro-
vide means by which system dynamics can be readily interpreted. Both indicial and
impulse response ROMs fall under these two classifications, presenting equally intrigu-
ing approaches. Given the more robust identification traits of the step response and
the rich history of use in rigid maneuvering vehicle predictions, the indicial response





Given the need for virtual flight simulation and the challenges and opportunities
presented by reduced-order modeling, the overarching research objective of this dis-
sertation is stated as follows:
Research Objective:
Develop a reduced-order modeling approach capable of predicting the nonlinear, un-
steady aerodynamics encountered by maneuvering, flexible flight vehicles.
From the main objective and supported by the literature review, the following sec-
ondary objectives are derived:
• Develop a technical approach for extending the indicial response reduced-order
modeling method to flexible maneuvering flight vehicles.
• Identify an efficient numerical solution strategy for dynamic aeroelastic simula-
tions of maneuvering vehicles.
• Improve the understanding of the aerodynamic response of flight vehicles sub-
ject to fluid-structure interactions for maneuvers in linear and nonlinear flight
regimes.
• Quantify the performance benefits of multidisciplinary ROMs in comparison to
full-order simulations, as well as traditional stability derivative models.
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Additionally, there are certain assumptions or constraints under which the tech-
nical approach presented in this dissertation are applicable. These assumptions serve
to scope the proposed work in consideration of the analysis capabilities required to
satisfy the overarching research objective.
1. The first assumption is that the proposed reduced-order model will be used to
evaluate the unsteady aerodynamics of a flexible vehicle maneuvering through
prescribed trajectories. The use of predefined maneuvers eliminates the need to
consider the complete coupling between the aerodynamic, structural, and flight
mechanics disciplines. By doing so, the increased complexity and computational
costs associated with the automated CFD simulation of articulating control
surfaces may be avoided, while still supporting progress toward the development
of multidisciplinary ROMs for VFS.
2. The second assumption is related to the degree of linearity associated with the
flight vehicle system. In this dissertation, the ROM is applicable to flexible flight
vehicles performing maneuvers in both linear and nonlinear aerodynamic flight
regimes, where the structural system is assumed to be linear. By assuming a
linearly varying structural system, i.e., small to moderate structural deflections
in flight, a modal structural representation may be leveraged. This assumption
circumvents the need for nonlinear Finite Element Models (FEM), which require
costly external coupling to CFD solvers.
3. The final assumption is the consideration of a fixed vehicle configuration for
maneuver analyses. The benefits of the proposed ROM are demonstrated in
evaluating the macroscopic aerodynamic coefficients for maneuvering trajecto-
ries, where utility of the ROM increases for repeated use. The proposed ROM
lays the foundation for rapid vehicle loads analysis and structural optimization,
when combined with spatial ROMs used for resolving pressure distributions.
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3.2 Research Questions
The overarching research objective identified may be realized by addressing the major
research questions identified in the following sections.
3.2.1 Model Identification
Indicial response ROMs developed for maneuvering rigid flight vehicle predictions
use rigid body motions within CFD solvers to perform specialized maneuvers, which
isolate the aerodynamic response due to independent step changes in vehicle-state
parameters, e.g., angle of attack, pitch rate, etc. [38]. The same model identification
procedure can be readily extended for flexible flight vehicle predictions provided an
underlying aeroelastic simulation is leveraged. Coupled CFD-structural mode simula-
tions for maneuvering vehicles have been recently demonstrated by several commercial
numerical simulation software packages [86,101]. During such simulations, rigid-body
motion files are used to specify prescribed trajectories during which time-varying aero-
dynamic loads are encountered. The fluid-structure interactions (FSI) resulting from
these aerodynamic loads are captured at the subiteration level through internal cou-
pling to a structural solver. Mesh deformation capabilities allow for the grid volume
mesh to adapt due to deformation of the vehicle’s structure.
The dynamic aeroelastic simulation used in the present work is governed by cou-
pling the Euler equations with a linear structural modal solver. Each set of equations
represents a discrete-time, time-invariant system, which fulfills the requirements for
application of indicial response theory, provided the equations are well-converged in
time [121]. There are two requirements for simulating aeroelastic indicial responses:
(1) a small enough time step be chosen to adequately resolve the highest frequency
structural mode used to model the vehicle structure, and (2) a sufficient number of
time steps are prescribed to attain a converged solution. In theory, the identified
aeroelastic indicial responses are then capable of capturing the complete frequency
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spectrum of fluid-structure interactions present in a flexible vehicle’s response to
changes in the time-varying vehicle-state parameters. These discussions motivate the
first major research question:
Research Question 1:
How does accounting for vehicle flexibility impact the indicial response ROM
identification process?
For linear flow regimes, these aeroelastic indicial responses are used in Eqs. 16
and 17 to predict the unsteady aeroelastic response to trajectories defined in terms of
α(t), β(t), p(t), q(t) and r(t). Since the model assumes a linear relationship between
the aerodynamic response and the system inputs, e.g., angle of attack, the linear
aeroelastic ROM is generally applicable to linear portions of the flight envelope or
limited to small-amplitude motions (locally linear) in nonlinear flight regimes, such
as prestall flight. Identification of a single aeroelastic indicial response with respect
to each vehicle-state parameter at the initial flight condition is required for ROM
generation.




































As discussed earlier in the motivation (Chapter 1), nonlinear, unsteady aerody-
namic predictions are particularly important for maneuvering, flexible vehicles for
which fluid-structure interactions can lead to more complex aerodynamic responses
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relative to rigid vehicles. Differences between rigid and aeroelastic aerodynamic re-
sponses are typically present in both static and dynamic solutions. An improper
solution strategy may fail to capture the impact of vehicle flexibility in ROM predic-
tions. Furthermore, an efficient strategy is desired to reduce the computational cost
associated with ROM identification, increasing the utility of the ROM for flight ma-
neuver predictions. Therefore, the following secondary question need to be addressed:
Research Question 1.1:
What is an appropriate solution strategy for aeroelastic indicial response
identification?
The identification of rigid indicial response solutions is composed of two steps: (1)
a static time-accurate initialization solution at a sampled flight condition, and (2) a
time-accurate dynamic trajectory simulation of the indicial response function, i.e., a
step change with respect to α, q, β, p, or r [38]. The standard solution strategy for
rigid maneuvering vehicle predictions is to perform time-accurate simulations for the
static and dynamic solutions, where a characteristic time step of ∆t∗ = ∆tU∞/Lref =
0.01 is generally advised based on guidelines established for predicting time-accurate
flows [18,31]. Indicial response simulations are restarted from the static solutions and
advanced in time until a converged solution is obtained at the new vehicle-state.
In contrast, the traditional dynamic simulation process for aeroelastic studies
consists of three steps: (1) a steady, rigid initialization solution at a sampled flight
condition, (2) a static time-accurate aeroelastic solution, initialized from the steady,
rigid solution, and (3) a dynamic simulation of a harmonic excitation in displacement,
initialized from the static aeroelastic solution [16]. The characteristic time step cho-
sen for dynamic simulations is often based on resolving a vehicle’s expected flutter
frequency by a sampling rate, N , with general guidelines of N = 200. For the static
time-accurate aeroelastic solution, the modal damping to the system is artificially set
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to a value u 1 in order to attenuate dynamic transients and quickly resolve the static
aeroelastic deflections due to the flow [117].
In simulating aeroelastic indicial responses, aspects of both previous approaches
are necessary to correctly simulate indicial response functions and resolve all potential
frequencies of fluid-structure interactions encountered during planned flight envelope
maneuvers. While evaluating aeroelastic instabilities is not the focus of these predic-
tions, it is still prudent to consider selection of a time step based on the structural
mode frequencies. In creating the most robust ROM, a time step should be selected
based on a sampling of the highest frequency structural mode included in the analysis.
The number of required time steps for the dynamic aeroelastic simulation would then
be based on a damping of fluid-structure transients until a converged static aeroelas-
tic state is reached. The time step requirements for the aeroelastic simulations are
likely to exceed those required for rigid ROMs that do not model multidisciplinary
couplings.
In terms of initialization strategy, it is important to evaluate the merits of using
a steady, rigid restart solution followed by a time-accurate static aeroelastic solution
versus a time-accurate static aeroelastic solution in isolation. Any improvement in
the efficiency of generating static initialization solutions would reduce the overall cost
for ROM generation. Successive levels of convergence in the rigid, restart solution
may translate to a reduction in the required number of time steps for the static time-
accurate aeroelastic simulations. For highly flexible vehicles, such as the X-56A, it is
expected that the flow solution when accounting for structural deformation presents a
significant difference relative to rigid vehicles, such that use of a steady, rigid flow solu-
tion would serve only to increase computational costs without accelerating aeroelastic
simulation convergence. Additionally, a larger time step for the static time-accurate
aeroelastic solutions may expedite convergence, provided numerical stability issues
are not encountered.
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Under the previous considerations, the following hypothesis for research question
1.1 is formulated:
Hypothesis 1.1: The most appropriate aeroelastic indicial response solution strategy
consists of (1) a static time-accurate aeroelastic simulation with an artificially high
modal damping value, followed by (2) a dynamic aeroelastic simulation of an indicial
function, using a time step based on resolving the highest frequency structural mode,
where an increased number of steps are required for converging to the deformed state.
For nonlinear flows, linear aerodynamic ROMs can be extended by use of param-
eterized indicial response functions [35, 37]. Analagous to aerodynamic databases,
flow nonlinearity may be captured by sampling a system’s indicial response as a func-
tion of the flight space parameter values, where the degree of nonlinearity resolved
scales with the sampling of indicial responses. The generalized nonlinear indicial re-
sponse model for longitudinal and lateral coefficients are given by Eqs. 18 and 19,
respectively.




































Previous studies [32, 38, 39] implementing nonlinear indicial response ROMs for
rigid vehicles typically assume a nonlinear dependency on angle of attack and Mach
number for the indicial responses with respect to angle of attack (Cjα) and sideslip
angle (Ckβ), while the indicial responses with respect to rotations rates (Cjq , Ckp , Ckr)
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are assumed to vary only with Mach number. Extension of the indicial response ROM
method to flexible vehicle evaluations requires consideration of how the sensitivities
of these responses may change for aeroelastic simulations. Therefore, the following
secondary question is proposed:
Research Question 1.2:
How do flight envelope sensitivities differ between rigid and aeroelastic indicial
responses?
For flexible flight vehicles, the strength of fluid-structure interactions is propor-
tional to the aerodynamic loads encountered at a given flight condition. The lift force
acting upward against the wing leads to a bending that causes tension stress on the
bottom of the wings and compression stress on the top of the wings. These stresses
induce strain in the vehicle structure, which act to return the vehicle to its former
state. This process repeats, resulting in either a stable or oscillatory aerodynamic
response. For aeroelastic indicial responses, it is generally expected that dynamic
transients are to be encountered due to the onset of grid motion, followed by a dy-
namic fluid-structure response that will dampen toward a converged static aeroelastic
solution at the final vehicle state. Because fluid-structure interactions are a function
of the lift produced at a given flight condition, it is expected that the differences
between rigid and aeroelastic responses will become more pronounced as either angle
of attack or Mach number are increased. The indicial responses with respect to step
changes in the lateral vehicle-state parameters are likely to be less sensitive to these
flight space variables relative to longitudinal steps, due to less pronounced changes
in lift and sideforce. Based on these discussion points, the following hypothesis for
research question 1.2 is formulated:
Hypothesis 1.2: Aeroelastic indicial responses due to step changes in angle of attack
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or pitch rate will require a richer sampling of the flight envelope space relative to rigid
indicial responses as a result of fluid-structure interactions.
Experiment 1.1 is used to determine the optimal solution strategy for indicial re-
sponse initialization. Experiment 1.2 is designed to assess flight envelope sensitivities
of aeroelastic indicial responses with respect to step changes in longitudinal and lat-
eral vehicle-state parameters. The experiments are summarized here and detailed in
Chapter 7.
Experiment 1.1: Identification of Aeroelastic Indicial Response Solutions
NASA’s FUN3D - a production flow analysis and design tool - possesses the aeroelas-
tic simulation requirements and will serve as the high-fidelity aeroelastic truth model
for maneuvering vehicles predictions [10]. FUN3D’s multiple-motion-driver capability
will be exercised for coupling an Euler, rigid-body motion simulation with a linear
modal structural solver. Beginning from a static aeroelastic solution, indicial response
function trajectories, isolating unit step changes in the vehicle-state parameters are
specified as a function of time using rigid body transformation matrices. In pseudo-
time, vehicle structural deformations resulting from the unsteady aerodynamic loads
are converged using a set number of FSI subiterations. The grid volume mesh is
deformed to match vehicle surface deformations at each FSI subiteration.
The X-56A Multi-Utility Technology Testbed aircraft with four primary structural
modes will serve as the test configuration. A static characterization study will first
be performed to identify the nonlinear and unsteady flight envelope regimes for the
rigid and flexible vehicle configurations. This will allow for a more judicious choice of
test maneuvers when evaluating the linear and nonlinear variants of the aeroelastic
indicial response ROM, as well as provide insight into sampling requirements. The
computational costs will be assessed for converging static time-accurate aeroelastic
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solutions restarted from different static time-accurate rigid initialization solutions,
each with successive increases in flow convergence. The maximum allowable time
step for the static time-accurate aeroelastic simulations will then be assessed based
on successive decreases in sampling resolution of the highest frequency structural
mode. Finally, the impact of time step on fluid-structure interaction resolution will
be assessed for dynamic aeroelastic indicial responses.
Experiment 1.2: Sensitivity of Aeroelastic Indicial Response Solutions
Using the aeroelastic indicial response solution strategy established in the previous
experiment, Expt. 1.2 seeks to assess the sensitivity of rigid and aeroelastic indicial
responses with respect to step changes in angle of attack, pitch rate, sideslip angle,
roll rate, and yaw rate as a function of the flight space variables, angle of attack, Mach
number, and sideslip angle. Exploring these sensitivities will allow for the validity
of the traditional nonlinear indicial response ROM’s assumptions to be assessed for
application to flexible vehicles, and provide further insight into response sampling
requirements. The indicial response solutions will be advanced in time until static
aeroelastic convergence is achieved in order to understand how the ROM identifica-
tion requirements change, if at all, when modeling fluid-structure interactions.
3.2.2 Model Evaluation
As noted in the literature review (Section 2.3), previous studies by the NATO-AVT
group have demonstrated the application of convolution-based ROMs for the unsteady
aerodynamic predictions of maneuvering rigid flight vehicles. Linear and nonlinear
indicial response ROMs were demonstrated to accurately predict the unsteady lon-
gitudinal and lateral aerodynamic coefficients for generalized 6DOF maneuvers at
various motion rates and angles of incidence. Using the numerically simulated indi-
cial response functions for flexible flight vehicles (Expt 1.1), the ROM formulations
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are to be evaluated for predicting the unsteady aerodynamics of flexible flight vehicles
undergoing arbitrary time-accurate trajectories. It is necessary to explore whether
the approach may be used to capture the fluid-structure interactions present in full-
order trajectory simulations of flexible flight vehicles. These discussions motivate the
next research question:
Research Question 2:
What are the aerodynamic prediction capabilities of indicial response ROMs applied
to maneuvering, flexible flight vehicles?
In order to answer this research question there are two important directions in
which research needs to be directed - motion rates and flight space nonlinearity. As
discussed earlier in the motivation (Section 1), nonlinear, unsteady aerodynamic pre-
dictions are important for vehicles operating at fast motion rates and high angles of
incidence. Limitations of the aeroelastic indicial response ROM should be explored
with respect to both trajectory characteristics. Therefore, the following secondary
question needs to be addressed:
Research Question 2.1:
What are the unsteady aerodynamic ROM prediction capabilities for flexible flight
vehicles maneuvering at various rates of motion?
The convolution integral is a general mathematical principle for reconstructing a
system’s response by performing a linear superposition of scaled and shifted step or
impulse responses with respect to a system’s inputs. The principle only requires that
the specific dynamic system under consideration be a linear, time-invariant system.
For the coupled aeroelastic simulations, the system is governed by the time-invariant
Euler and linear structural dynamics equations. Thus, the convolution formulation
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used in previous flight dynamics studies may be readily applied to predict the un-
steady aerodynamics of flexible maneuvering vehicles given properly converged aeroe-
lastic indicial response functions. The fundamental capability of indicial response
functions to capture the entire frequency spectrum of a vehicle’s dynamic response
allows for resolution of any vehicle motion rate. Under these considerations the fol-
lowing hypothesis for research question 2.1 is formulated:
Hypothesis 2.1: With proper numerical convergence, an aeroelastic indicial re-
sponse ROM captures the fluid-structure interactions present in full-order trajectory
simulations for any feasible rate of motion.
Research Question 2.2:
What are the unsteady aerodynamic ROM prediction capabilities for flexible flight
vehicles maneuvering in nonlinear flight regimes?
Nonlinear indicial response ROMs have been successively demonstrated for the
unsteady aerodynamic predictions of rigid vehicles performing generalized maneuvers
in ‘weakly nonlinear’ flow regimes, where time-accurate surrogate models are used to
interpolate between indicial responses sampled at flight conditions through the ma-
neuver space. The limits of the nonlinear indicial response ROM were investigated
by Ghoreyshi [36, 43] for 2D and 3D models performing forced oscillation and gener-
alized 6DOF trajectories at high angles of incidences. Numerical convergence issues
were reported for indicial responses sampled at or beyond the stall angle of attack.
The responses were characterized by either small persistent oscillations or excessive
lengths of simulation time without reaching a steady-state value. The use of these
indicial responses in the ROM demonstrated the practical limitations of such models
at high angles of incidence. It is expected that similar limitations are encountered for
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aeroelastic ROMs with the added limitation of avoiding simulation failure due to nega-
tive volumes encountered during mesh deformation for large structural displacements.
Hypothesis 2.2: With sufficient sampling of the flight space, a nonlinear aeroelastic
indicial response ROM can resolve flow nonlinearities encountered up to stall angles
of attack, where feasible response identification limits may be encountered.
Experiment 2.1 is designed to evaluate the ability of linear indicial response ROMs
to predict the unsteady aerodynamics of flexible flight vehicles subject to FSI for lon-
gitudinal motions at various maneuver motion rates. Experiment 2.2 is designed to
evaluate the ability of nonlinear indicial response ROMs to predict the unsteady aero-
dynamics of flexible flight vehicles subject to FSI for longitudinal motions at various
maneuver angles of incidence. Experiment 2.3 is a generalized demonstration of the
aeroelastic indicial response ROM’s capability to evaluate flexible flight vehicles un-
dergoing generalized 6DOF trajectories. The experiments are detailed in Chapter 8
and summarized as follows:
Experiment 2.1: Linear ROM Evaluation using Longitudinal Motions
Numerically simulated indicial responses for the X-56A aircraft will be used for evalu-
ating the applicability of a linear ROM for predicting longitudinal and lateral motions.
The linear indicial response ROM is coded in MATLAB with a formulation for longi-
tudinal aerodynamic predictions based on the convolution of indicial responses, due
to step changes in angle of attack and pitch rate, with prescribed trajectories param-
eterized by the same vehicle-state parameters. For lateral aerodynamic predictions,
convolution is performed with respect to step changes in sideslip angle, roll rate, and
yaw rate. A series of forced rolling, yawing, and pitching oscillations with varied mo-
tion frequency rates are evaluated using the linear aeroelastic indicial response ROM.
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These frequencies range from quasisteady to unsteady. Comparisons are made be-
tween ROM predictions and full-order CFD simulation results for the unsteady force
and moment coefficients time histories for both the rigid and flexible vehicle.
Experiment 2.2: Nonlinear ROM Evaluated using Longitudinal Motions
A nonlinear indicial response ROM is coded in MATLAB with a formulation based
on the convolution of indicial responses due to step changes in angle of attack and
pitch rate with prescribed motions parameterized by the same vehicle-state parame-
ters. The indicial response functions are sampled at 1 degree increments in angle of
attack and interpolated based on the given motion state to create time-accurate indi-
cial response models for each trajectory state. A series of forced pitching oscillations,
ranging from quasisteady to unsteady reduced frequencies, at a mean angle of attack
of five degrees and a pitching amplitude of 4 degrees are predicted using the nonlin-
ear aeroelastic indicial response ROM. Model results in the form of unsteady lift and
pitching moment coefficients are compared with full-order simulations to quantify the
formulation’s prediction accuracy.
Experiment 2.3: Generalized ROM Capability using a 6DOF Maneuver
In order to test the generalization of ROMs based on aeroelastic indicial responses,
a prescribed right turn maneuver, supplied by the NASA Armstrong Flight Research
Center, will be evaluated using an extension of the formulation evaluated in Expt.
1.2. Additional indicial response functions are simulated with respect to sideslip angle,
roll rate, and pitch rate for lateral aerodynamic coefficient predictions. Also, because
6DOF maneuvers often extend into nonlinear flight regimes, the formulation requires
parameterization of indicial responses based on the vehicle flight envelope (angle of
attack and Mach number). A uniform sampling of the flight space, as defined by
the evaluated trajectories, is used to specify the response functions to be numerically
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identified/simulated. A time-accurate surrogate modeling MATLAB toolbox is used
to interpolate between the observed database of indicial responses as a function of
the current trajectory vehicle state. The flight test maneuver will be simulated via
FUN3D’s high-fidelity dynamic aeroelastic simulation analysis capability, and sub-
sequently predicted using the generalized ROM formulation, where flight dynamics
assumptions are reevaluated for flexible vehicles.
3.2.3 Model Performance
The experiments related to research questions 1 and 2 seek to verify a technical
approach for creating quantitatively accurate ROMs for flexible flight vehicles per-
forming generalized trajectories in both linear and nonlinear flight regimes at various
rates of motion. Referring to the overarching research objective, it is equally neces-
sary to establish the computational efficiency of the developed ROM to enable viable
VFS studies. This motivates the final research question:
Research Question 3:
What are the performance benefits of the aeroelastic indicial response ROM?
The research question was divided into two components that dealt with two differ-
ence performance considerations of the proposed ROM. The first component pertains
to the trade-off in computational costs versus accuracy in comparison to high-fidelity
simulations. This is summarized by research question 3.1 and hypothesis 3.1 pre-
sented as follows:
Research Question 3.1:
What are the performance benefits relative to full-order aeroelastic simulations?
Indicial response models developed for maneuvering flight vehicle predictions re-
quire a large upfront cost associated with simulating indicial responses. Generalized
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6DOF maneuvers incur additional costs associated with the identification of responses
with respect to lateral vehicle-state motion parameters. For prescribed motions ex-
tending into nonlinear flight regimes, nonlinear indicial response ROMs require the
interpolation of a database of sampled indicial responses. The number of time steps
required for resolving fluid-structure interactions could increase the ROM generation
computational costs significantly. Once the model is identified, it may be reused to
sample any generalized trajectory (within the sampled flight envelope) at any motion
rate. The computational benefits of the ROM grow with repeated use.
Hypothesis 3.1: The linear ROM provides a performance benefit relative to full-
order simulations for single maneuver evaluations, whereas the nonlinear ROM be-
comes beneficial only for multiple maneuver evaluations.
Research Question 3.2:
What are the performance benefits relative to traditional stability derivative
models?
In comparison to traditional stability derivative flight dynamics models, the un-
derlying aeroelastic simulation capability may also be leveraged to predict nonlinear
flow effects throughout a given flight envelope. The primary difference is that the
aeroelastic indicial responses are capable of resolving the frequency spectrum of the
flexible vehicle’s dynamic response, whereas stability derivatives are inherently qua-
sisteady. While the ROM is computationally more expensive due to the required
dynamic simulations, the modeling predictions will be more accurate for maneuvers
of increasing motion rates.
Hypothesis 3.2: Aeroelastic indicial response ROMs provide more accurate unsteady
aerodynamic predictions compared to stability derivative models for maneuvers at high
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motion rates. For slowly-varying maneuvers, the stability derivative method remains
the most efficient aerodynamic model.
Experiment 3.1: Comparison to Full-Order Simulation
The objective is to quantify the computational costs versus accuracy between high-
fidelity aeroelastic simulation results and linear and nonlinear aeroelastic indicial
response ROM predictions. Modeling error will be quantified in terms of the mean
and standard deviation of the local error relative to CFD simulations for each point
in the trajectory. Computational costs will be measured in terms of CPU hours. The
performance of linear and nonlinear ROM variants will be assessed based on gener-
ating the maneuver predictions of Experiments 2.1-2.3. Prediction performance will
be explored based on modeling assumptions and the number of time steps used for
converging aeroelastic indicial responses. The utility of the ROM will be established
based on determining the break even point in computational cost relative to full-order
simulations - in terms of maneuver length.
Experiment 3.2: Comparison to Stability Derivative Method
Quasisteady stability derivatives may be extracted from the previously identified
aeroelastic indicial responses and evaluated using the traditional linear flight dy-
namics modeling approach for prediction comparisons. The error metrics used in
Experiment 3.1 will be used to compare the performance between the aeroelastic






4.1 Computational Fluid Dynamics Solver
FUN3D (Fully Unstructured Navier-Stokes 3D) is a production flow analysis and
design tool developed by NASA Langley Research Center [1, 11]. FUN3D includes
a node-based unstructured CFD solver capable of solving the Reynolds-Averaged
Navier-Stokes (RANS) or Euler equations for steady or time-accurate flows. Addi-
tionally, it can be used to solve fully compressible or incompressible flows. FUN3D
employs a second-order accurate spatial discretization and has temporal discretiza-
tion options ranging from first- to fourth-order with temporal error controllers. A
wide variety of flux splitting schemes and turbulence models are available depending
on the flow regime of interest.
In addition to its baseline solver capabilities, FUN3D has been extended to handle
general mesh movement involving rigid and deforming meshes. Rigid mesh movement
is useful for the analysis of rigid bodies in rotation and/or translation, for which
all points in the mesh must move simultaneously. Deforming meshes are useful in
aeroelastic simulations, such as flutter analyses, for which the volume mesh must
deform to accommodate model surface deflections.
Given the need to simulate flexible flight vehicles undergoing time-accurate tra-
jectories, FUN3D was chosen based on its capability to provide flow solutions for
bodies undergoing a combination of elastic and rigid motions. FUN3D performs
mesh deformation for elastic bodies using a robust formulation based on the linear
elasticity structural governing equations [8]. FUN3D’s methods for specifying rigid
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body motions and for performing aeroelastic analyses are detailed in Sections 4.2-4.3.
FUN3D’s formulation for solving the governing fluid dynamics equations with respect
to moving control volumes is detailed by Biedron et al. [8] and summarized here as
follows.
FUN3D uses the Arbitrary Lagrangian-Eulerian (ALE) formulation to provide
flow solutions for either stationary or moving control volumes. At the highest fidelity,
the unsteady Navier-Stokes equations may be written in integral form using the ALE












· n̂dS = 0 (43)
Here, the conservation laws are expressed as seen by an observer in an inertial
reference frame, where V is the control volume, bounded by control surface ∂V , with
local control volume face velocity W. The tensors F
∗
and FV represent the convective
and diffusive fluxes of the conserved variables, q, respectively. The convective fluxes
account for relative changes in flux through the control surface due to the local control
surface speed. The convective flux through the moving control volume is expressed as
F
∗
= F− qWT , where F is the standard flux tensor for stationary control volumes.
The detailed components of the inviscid and viscous flux vectors can be found in
Refs. [8]. The detailed components for the stress tensor, heat flux vector, and auxiliary
closure equations are listed in Ref. [9]. Details of the spatial discretization and time-
advancement schemes may be found in Ref. [1] and [9], respectively.
FUN3D’s ALE formulation for the governing fluid dynamics equations may be
used to predict the unsteady aerodynamics of maneuvering flight vehicles provided
that the vehicle motion is specified at each point in time with respect to the inertial
reference frame. At time t = 0, the inertial reference frame and flight vehicle (body)
reference frame are equivalent. For successive points in time, the body may undergo
translations and rotations with respect to the inertial reference frame. FUN3D ac-
counts for this rigid body motion via reference frame transformation matrices.
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4.2 Trajectory Simulation via Rigid Body Motion
4.2.1 Reference Frames
Figure 10 illustrates a notional unmanned combat air vehicle configuration within the
two primary axes systems: 1) the traditional flight mechanics reference frame (blue),
and 2) the CFD reference frame (red) common to the FUN3D flow solver. The CFD
reference frame differs from the traditional flight mechanics reference frame by a 180


















Figure 10: Trajectory axes systems.
In the traditional flight reference frame, the aerodynamic force coefficients are:
• Axial force, CX > 0 along x-nose,
• Side force, CY > 0 along y-right, and
• Normal force, CZ > 0 along z-down,
while in the CFD reference frame, the aerodynamic force coefficients are:
• Axial force, CX > 0 along x-tail,
• Side force, CY > 0 along y-right, and
• Normal force, CZ > 0 along z-up.
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The aerodynamic moment coefficients are defined to be positive according to the right-
hand rule for the respective coordinate systems. In the traditional flight reference
frame, the aerodynamic moments coefficients are:
• Rolling moment, Cl > 0 with right-wing-down,
• Pitching moment, Cm > 0 with nose-up, and
• Yawing moment, Cn > 0 with nose-right,
while in the CFD reference frame, the aerodynamic moment coefficients are:
• Rolling moment, Cl > 0 with right-wing-up,
• Pitching moment, Cm > 0 with nose-up, and
• Yawing moment, Cn > 0 with nose-left.
4.2.2 Trajectory Transformation
Vehicle flight trajectories are defined by a wind velocity (α, β,M) and orientation
(φ, θ, ψ) at each point in time. The initial assumption for the trajectory transforma-
tion is that the grid orientation at t = 0 aligns with the inertial or horizontal axis,
i.e., φ0 = θ0 = ψ0 = 0. Furthermore, the initial trajectory values for the velocity in
the wind axis (V0), angle of attack (α0), and sideslip angle (β0) are specified in the
CFD case input file to define the freestream wind. For successive points in time, the
trajectory is specified relative to the initialized freestream conditions.
The initial flow conditions at t = 0 are used to establish a reference velocity for
the grid motion. Assuming φ = θ = ψ = 0, the components of the reference velocity











Next, transform the prescribed time-accurate α(t), β(t), and V (t) from the wind axis











Then, transform through the Euler angles (roll, pitch, and yaw) from the body axis
to the horizontal axis aligned with the inertial axes at time t = 0 using Eqs. 46, 47,
and 48.



























The final grid velocity is computed by subtracting the reference velocity, Eq. 44, from
the horizontal axis velocity components, Eq. 48, as noted by Eq. 49. It is important
to note the x- and z-velocity component sign changes, which correct for the 180 degree

















Finally, the change in translation at each time step in the CFD coordinate system is
calculated as the change in position due to the average translation velocity between
two successive time steps, as given by Eq. 50. Once the translation is calculated, the
position is calculated as the sum of the initial CG position and the translation vector,


































4.2.3 Motion File Definition
FUN3D defines all rigid motions via application of 4 x 4 matrices to described affine
transformations [10]. The 4 x 4 transformation matrix contains both translation and
orthonormal rotation components, as shown in Eq. 52, and maps a vehicle’s initial
position at time t = 0, when aligned with the inertial reference frame, to its translated









R11 R12 R13 Tx
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For maneuvering vehicle simulations, FUN3D maps from the fixed reference frame
to the moving body coordinate frame through the sequence of “Origin to CG - Rotate
about CG - CG to Origin - Translate” as shown by Eq. 53.
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[T (t)] = [TCG][RCFD(t)][TCG]
−1 + [Tgrid(t)] (53)
The pure translation to the vehicle’s CG location consists of a transform matrix
defined by a 3 x 3 rotation submatrix consisting of an identity matrix with the final
column accounting for the pure translation to the CG position coordinates from the
inertial frame axes origin, as shown in Eq. 54. The rotation matrix consists of a
composite rotation matrix calculated via chained rotation matrices from the flight
trajectory Euler angles, as shown in Eq. 55. Note that the roll and yaw angles are
defined to be negative to account for the change between the traditional reference
frame and CFD reference frame. The translation matrix accounting for translation
back to the origin is simply the inverse transform of the original translation matrix,
as shown in Eq. 56. The second transform component is the pure grid translation
component, which is calculated based on the time-accurate body velocity transformed
into the inertial axes frame via Eq. 50.
[Tcg] =

1 0 0 CGx(t0)
0 1 0 CGy(t0)
0 0 1 CGz(t0)
0 0 0 1

(54)
[R(t)] = [Rz(−φ(t))][Ry(θ(t))][Rx(−ψ(t))] (55)
[Tgrid(t)] =

0 0 0 Tx(t)
0 0 0 Ty(t)
0 0 0 Tz(t)




The FUN3D motion files defining the rigid body motion via transform matrices
are formatted as outlined by Table 1. Starting from a static initialization, the vehicle
CG location is defined relative to the origin with an identity matrix defining the
coincident inertial and body reference frames. For successive iterations, the first line
consists of a single entry defining the nondimensional time, the second line consists of
the updated CG location resulting from the transform matrix, which is then defined
for the given iteration. The motion file should include the initial, intermediate, and
final motion states for the trajectory.
Table 1: Example format of FUN3D rigid body motion file.
t0
CGX(t0) CGY (t0) CGZ(t0)
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
t0 + ∆t
CGX(t1) CGY (t1) CGZ(t1)
R11(t1) R12(t1) R13(t1) Tx(t1)
R21(t1) R22(t1) R23(t1) Ty(t1)
R31(t1) R32(t1) R33(t1) Tz(t1)






CGX(tn) CGY (tn) CGZ(tn)
R11(tn) R12(tn) R13(tn) Tx(tn)
R21(tn) R22(tn) R23(tn) Ty(tn)
R31(tn) R32(tn) R33(tn) Tz(tn)
0 0 0 1
4.3 Modal Structural Dynamics Modeling
FUN3D’s aeroelastic module provides the capability for performing static and dy-
namic aeroelastic analyses via time integration of the linear structural dynamics
equations. The static aeroelastic analysis is useful for problems in which the cou-
pling between the aerodynamics and structures disciplines is relatively weak and may
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be done infrequently, e.g., cruise conditions. Whereas, the dynamic analysis is useful
for problems involving a strong, unsteady coupling between the two disciplines, as
found in maneuvering aircraft flight.
As opposed to externally coupling FUN3D’s CFD solver with a nonlinear Finite
Element Method (FEM) model, FUN3D uses a self-contained, mode-based linear
structural model. The modal aeroelastic analysis formulation is capable of predict-
ing the fluid-structure interactions for models subject to small or moderate surface
deflections, and its use has become routine for flutter predictions. Details of the
modal aeroelastic analysis and time integration scheme may be found in Ref. [8] and
is summarized here.
The coupled linear structural dynamics equations are expressed in Eq. 57. The
term [M] is the mass matrix, [D] is the damping matrix, [K] is the stiffness matrix,
δ(x, t) is the displacement, and Fa is the aerodynamic loading.
[M] δ̈ + [D] δ̇ + [K] δ = Fa (57)
As opposed to solving for the displacement at each point in the structural model, it
is more computationally efficient to recast the displacements as a linear superposition
of natural mode shapes. These structural modes may be obtained by performing an
eigenvalue analysis of the FEM vehicle model. The results of the analysis yields a
series of natural vibration mode shapes with corresponding natural frequencies, as
illustrated for an AGARD 445.6 flexible wing in Figure 11.
The original displacements of the structural model, δ(x, t), may be rewritten as a
linear superposition of natural mode shapes, φi(x), as shown in Eq. 58. The term,
qi(t), is referred to as a generalized coordinate and represents the scaling constant






Figure 11: First four flexible structural mode shapes for the AGARD 445.6 wing.
Substitution of the series representation of (Eq. 58) into the coupled linear struc-
tural dynamics equations (Eq. 57) and multiplying by φT yields the reduced-order
linear structural dynamics equations of Eq. 59.
q̈ + [ζ] q̇ + [ω] q = φTFa = F̂a (59)
The resulting equations are now decoupled and can be written as a sequence of
scalar second-order equations in terms of the generalized coordinates. The terms
[ζ] = φT [D]φ and [ω] = φT [K]φ represent diagonal matrices. For the ith mode, the
element of the damping matrix [ζ] is 2ωiζi and the element of the stiffness matrix
[ω] is ω2. The terms ζi and ωi represent the structural damping ratio and natural
frequency of the ith structural mode.
4.4 Summary
The numerical simulation requirements for predicting the unsteady aerodynamics
of a flexible flight vehicle were summarized. CFD flow solvers require an Arbitrary
Lagrangian-Eulerian (ALE) formulation in order to solve the governing fluid dynamics
equations for moving control volumes. Additionally, the chosen CFD solver should
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be capable of performing rigid mesh movement in order to simulate time-accurate
trajectories. Because the flow equations are specified in the inertial reference frame,
there is a need to specify transformation matrices that map the vehicle’s trajectory
in the body reference frame to the inertial reference frame for each simulation time
step.
For flexible flight vehicles, there is an added requirement for resolving fluid-
structure interactions resulting from the unsteady aerodynamic loads encountered
over the course of the maneuvers. A modal aeroelastic analysis provide a simplified,
efficient structural dynamics model for predicting small to moderate vehicle surface
deflections in flight. Coupling of the CFD flow solver to the modal aeroelastic anal-
ysis at the subiteration level allows for convergence of the flexible vehicle-state at
each point along the maneuver. Finally, the chosen CFD solver should be capable of




INDICIAL RESPONSE REDUCED-ORDER MODELING
5.1 Flight Dynamics Assumptions
In conventional flight dynamics modeling, the longitudinal aerodynamics forces and
moments are assumed to depend primarily on angle of attack (α) and pitch rate (q),
whereas the lateral aerodynamic forces and moments are assumed to depend primarily
on sideslip angle (β), roll rate (p), and yaw rate (r). Unsteady aerodynamic models
for maneuvering vehicles seek to predict the time-accurate variations in aerodynamic
forces and moments as a function of these vehicle-state parameters, as expressed in
Eq. 60, where j = L (lift), D (drag), or m (pitching moment) and k = Y (side force),
l (rolling moment), or n (yawing moment).
∆Cj(t) = f(α(t), q(t))
∆Ck(t) = f(β(t), p(t), r(t))
(60)
Then, assume that the independent contributions of each of these vehicle-state
parameters with respect to the aerodynamic response may be isolated, resulting in
the general modeling form of Eq. 61.
∆Cj(t) = f(α(t)) + f(q(t))
∆Ck(t) = f(β(t)) + f(p(t)) + f(r(t))
(61)
Reduced-order models seek to accurately and efficiently model the system dynam-
ics, ∆Cj(t) and ∆Ck(t), due to arbitrary values of each of these parameters, defining
a maneuver of interest. Indicial response models accomplish this by first identifying
the system’s response due to unit step changes in each of these parameters, then using
the mathematical principle of convolution to predict the system’s response for any
motion of interest.
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5.2 Indicial Response Theory
5.2.1 Linear Formulation
As discussed in the literature review, the convolution principle can be used to predict
the dynamics of systems that may be mathematically classified as time-invariant. For
time-invariant systems, a shift in the input to a later time yields an identical response,
only shifted in time. First recognized by Silva [121], the discrete-time Navier-Stokes
equations, linear structural dynamics equations, and many other governing equations
of interest in engineering do not explicitly depend on time, and thus are time-invariant
(provided steady-state convergence).
In this dissertation, the system of interest is a maneuvering flexible flight vehicle
with system dynamics described via a CFD-based modal dynamic aeroelastic anal-
ysis, as outlined in Chapter 4. Because the fluid dynamics and structural dynamics
equations are coupled at the subiteration level, numerical simulations of such aeroe-
lastic systems are also time-invariant. This is evidenced by the successful application
of convolution-based ROMs for efficiently identifying flutter characteristics of flexible
vehicles.
The primary difference between these two applications is a matter of relevant
system inputs and outputs. For flutter studies, the goal is to identify the stability
of the generalized aerodynamic forces in each structural mode in response to ampli-
tude/velocity perturbations in each of the structural modes. For maneuvering vehicle
studies, the goal is to identify the vehicle-level aerodynamic response due to changes
in the vehicle-state parameters, which define a time-accurate maneuver, where fluid-
structure-interactions effects are captured implicitly in the analysis.
In order to address Expt. 2.1, a linear indicial response ROM is proposed for
efficiently capturing the effects of fluid-structure interactions on the unsteady aero-
dynamic response of flexible vehicles maneuvering within linear flight regimes. At
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higher angles of attack, the locally linear variations in the aerodynamic response re-
side in a much smaller range of angle of attack in comparison to low angle-of-attack
maneuvers. Either the Euler or RANS equations may be used to capture the un-
steady aerodynamics, while the modal structural dynamics equations may be used to
capture small to moderate vehicle deformations in flight.
Convolution-based ROMs use step or impulse functions to capture a system’s
fundamental dynamic behavior. For the proposed linear time-invariant aeroelastic
system, either a single unit step or a unit impulse function with respect to each
vehicle-state parameter, u, may be numerically simulated in discrete time to capture
each motion parameter’s contribution to the overall flexible vehicle dynamics, y = Cj
or Ck, as shown in Fig. 12. The system response due to a unit step function is
referred to as the unit step or indicial response, s, while the system response due to
a unit impulse function is referred to as the unit impulse response, h.
Figure 12: Discrete-time, linear time-invariant aeroelastic system.
The unit step and unit impulse functions fundamentally represent the memory of
the system. These functions are related in that the impulse function is merely the
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derivative of the step function. For linear time-invariant systems, the response to
these functions may be scaled, shifted in time, and superpositioned to predict the
system dynamics to arbitrary vehicle maneuvers using convolution.
Motivated by its decreased sensitivity to amplitude and time step size, the step
response was chosen for the present study [97]. The convolution of each indicial re-
sponse function with any arbitrary vehicle-state motion input gives the time-accurate
vehicle response in terms of longitudinal and lateral aerodynamic coefficients, as given
by Eqs. 16 and 17, respectively. The terms, Cj0 and Cκ0, represent the aerodynamic
coefficient values at the initial static aeroelastic condition from which the maneuver
begins.





































In the linear indicial response ROM formulation, the vehicle-state parameters defined
a constant-speed maneuver assumed to lie within a locally linear portion of the flight





α=1◦ . However, when considering high performance flight
vehicles, the maneuvers of interest are often characterized by varying vehicle speed
with angles of incidence potentially extending to near-stall regions. Previous research
by the NATO AVT-161 task group has shown the importance of considering variability
in the step response with increasing angles of attack and Mach number [35, 38, 42].
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Their investigations illustrate the inability of indicial response calculated at low angles






Figure 13 provides a notional example summarizing how indicial responses have
historically varied for rigid vehicles across the flight maneuver space, as parameter-
ized by angle of attack and Mach number. Each point within the maneuver space
represents a separate indicial response resulting from a 1◦ change in angle of attack
at a given Mach number. The variation in the unsteady aerodynamic lift response
due to only changes in angle of attack and only changes in Mach number are shown
in the bottom figures on the left and right, respectively.
Figure 13: Indicial response sensitivity to flight maneuver space.
The lift response common to both figures (α = 0◦, M = 0.1) represents the base-
line response that might typically be used in isolation for the linear indicial response
ROM for a constant-speed maneuver at M = 0.1. Beginning at the steady-state
initial condition, the grid is immediately moved to simulate a step change in angle of
attack to 1◦ while maintaining the initial flight speed. The lift response experiences
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a sharp peak resulting from the rapid formation of compression and expansion waves
forming on the lower and upper surfaces of the vehicle, respectively [40]. As the sim-
ulation progresses, the noncirculatory lift diminishes, while the circulatory lift, due
to vorticity, grows asymptotically until reaching a final steady-state value.
The variation in the lift response due to step changes in angle of attack, as sampled
at higher angles of attack, within the flight maneuver space is depicted in the left
figure. It is generally observed that while the initial peak values of the response are
invariant with angle of attack, the transient trend and steady-state values change.
The variation in the lift response due to step changes in angle of attack at zero angle-
of-attack for different Mach numbers is shown on the right. For the case of increasing
Mach number, the initial peak in the response typically decreases with increased
compressibility effects. Leishman [63] attributes this to the propagation of pressure
disturbances at the speed of sound for compressible flows, whereas for incompressible
flows the disturbances are assumed to propagate at infinite speed. Similar variations
have been found for indicial responses with respect to step changes in pitch rate, but
are generally assumed to vary linearly for low to moderate angles of attack [35].





































Based on these observed variations, Ghoreyshi et al. [38] extended the linear indi-
cial response ROM in Section 5.2.1 to the nonlinear IR ROM shown in Eqs. 18 and
19 for maneuvering rigid flight vehicles. Here the indicial responses with respect to
angles of incidence (α, β) are assumed to vary with angle of attack and Mach number,
whereas the indicial responses with respect to rotation rates (p, q, r) are assumed to
vary with Mach number. The nonlinear assumptions with respect to the vehicle-state
parameters are to be investigated for flexible vehicles via Experiments 2.2-2.3.
5.3 Aeroelastic Indicial Response Identification
Ghoreyshi et al. [40] introduced an approach for the CFD simulation of indicial func-
tions with respect to the angles of incidence and rotation rates for rigid maneuvering
vehicles using specialized grid motions. The same approach may be used to accurately
identify indicial response functions for flexible flight vehicles provided an aeroelastic
simulation is used to resolve the fluid-structure interactions at the subiteration level.
Aeroelastic indicial responses are identified through convergence at a static aeroelastic
condition, followed by a coupled aerostructural simulation of a prescribed trajectory
consistent with a step change in a desired vehicle-input parameter.
The static aeroelastic simulation process, shown in Fig. 14, is a two-step process
beginning with reading in the CFD grid and boundary condition files to the CFD flow
solver and performing a static rigid simulation at the initial flight conditions. Then,
the structural mode shape and mode frequency files must be specified as inputs to the
static aeroelastic simulation. Note that the mode shapes should be mapped from the
FEM surface grid to the CFD surface grid in preprocessing using a mapping tool such
as the Discrete Data Transfer Between Dissimilar Meshes (DDTBDM) tool [108].
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Figure 14: Static aeroelastic simulation process.
Using the results of the static rigid solution as the restart flow condition, a static
aeroelastic simulation can then be executed, where the fluid-structure interactions
are converged over nf steady-state time steps. An artificially high structural critical
damping ratio (≈ 1) is typically used to accelerate the convergence of the static aeroe-
lastic solution. The result of the numerical simulation process is a deformed vehicle
configuration due to the steady-state flight condition. The output static aerodynamic
force and moment coefficients represent the constant terms in the indicial response
ROM of Eqs. 16-18.
Once the initial static aeroelastic condition has been identified, the next step is to
numerically simulate the indicial response functions representing unit step changes in
the vehicle-state parameters defining the motion of interest. For longitudinal motions,
these parameters are angle of attack and pitch rate, whereas for lateral motions, these
parameters are sideslip angle, roll rate, and yaw rate.
Assuming use of a flow solver capable of accounting for rigid mesh movement,
as outlined in Section 4.2, then all translational and rotational degrees of freedom
may be specified at each point in discrete time in relation to a reference point on the
aircraft, e.g., center-of-gravity (CG). Additionally, rotation of the flight vehicle about
this reference point is defined using the Euler rotation angles of yaw, pitch, and roll
in the body reference frame.
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The initial vehicle velocity, v0, representing the inertial reference frame velocity
is defined by the initial Mach number, angle of attack, and sideslip angle. For each
subsequent time step, the aircraft reference velocity, va, is specified such that the
prescribed angles of attack, sideslip, and forward speed can be met. The relative
velocity, va− v0, for each point in simulation time is implicitly defined using the rigid
body transformation matrices that define the location/orientation of the body with
respect to the inertial reference frame at t = 0.
A summary of the CFD simulation process for identifying indicial responses with
respect to a unit step change in angle of attack is illustrated in Fig. 15. The goal
of the dynamic simulation is to specify a trajectory such that the angle of attack
is incremented instantly, while the pitch rate is held constant. Isolation of a step
change in angle of attack is accomplished by translating the grid to the right and
downward, beginning at t = 0, with a constant velocity vector. The dynamic aeroe-
lastic simulation is executed for n time steps to identify the transients representing
the fundamental system dynamics until a converged deformed vehicle state, Cjα(∞),
is reached. The result is a discrete-time indicial response with respect to angle of
attack, Cjα(t) in Eq. 16. A similar process is implemented in the lateral plane for
identification of indicial responses with respect to sideslip angle.
A summary of the CFD simulation process for identifying indicial responses with
respect to a unit step change in pitch rate is illustrated in Fig. 16. The goal of the
dynamic simulation is to specify a trajectory such that the pitch rate is incremented
instantly, while angle of attack is held constant. Isolation of a step change in pitch rate
is accomplished by defining a unit pitch rate at t = 0, with a constant translational
velocity vector to the right and upward in order to maintain a constant effective angle
of attack. For example, this may be a unit change in pitch rate from 0 rad/s to 1
rad/s. The dynamic aeroelastic simulation is executed for n time steps to identify the
transients representing the fundamental system dynamics until a converged deformed
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Figure 15: Simulation of step response due to a unit step in angle of attack.
vehicle state, Cjq(∞), is reached for a constant pitch rate of 1 deg/s. The result is a
discrete-time indicial response with respect to pitch rate, Cjq(t) in Eq. 16. Note that
the number of iterations required to converge the indicial response for pitch rate may
differ relative to those for angle of attack. A similar process is implemented in the
lateral planes for identification of indicial responses with respect to roll and yaw rate.
Figure 16: Simulation of step response due to a unit step in pitch rate.
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The process for simulating the dynamic behavior of the discrete-time, linear time-
invariant aeroelastic system in Figs. 15 and 16 is summarized in Fig. 17. For a
given trajectory, a well-converged, static time-accurate aeroelastic solution is first
generated at the initial flight condition (α0, β0,M0). The vehicle velocity compo-
nents (α(t), β(t),M(t)) and Euler angles (φ(t), θ(t), ψ(t)) are mapped to translations
(X(t), Y (t), Z(t)) relative to the inertial reference frame at each point in the tra-
jectory. The calculated vehicle translations and rotations are then used to create
a FUN3D motion history file, defined by a series of 4 x 4 transformation matrices
for each trajectory time step, as shown in Section 4.2.3. A time-accurate dynamic
aeroelastic simulation is then initialized from the static aeroelastic solution and ad-
vanced in time using a specified time step size until the maneuver is complete at a
final time (tf ). For each step in time, a set number of subiterations (nsub) are used
to converge the fluid dynamic state due to the change in vehicle-state at each time
instance along the trajectory. These converged aerodynamic loads serve as inputs to
FUN3D’s mode-based linear structural model, which then solves for the resulting ve-
hicle deformation. Finally, the CFD mesh is deformed by solving the linear elasticity
equations for mesh deformation. The coupling between the flow solver and structural
solver may be repeated up to a prescribed number of iteratations (nfsi).
Figure 17: Dynamic aeroelastic simulation process.
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5.4 Surrogate Modeling
Surrogate modeling based on kriging interpolation has found widespread use in flight
dynamics and aeroelastic studies as a means of reducing the computational costs
associated with model identification [38, 123]. Kriging modeling is implemented in
the present work using the MATLAB Design and Analysis of Computer Experiments
(DACE) toolbox [67].
Following the formulation implemented in Refs. [32,38], the indicial responses are
viewed as a set of time-correlated spatial processes, where the output is a simulated or
‘observed’ transient response. Universal-type kriging surrogate models may be used
to estimate indicial responses at a previously unsampled flight condition without the
need for direct simulation of the response. Thus, indicial responses for each vehicle-
state parameter are predicted for each point along the maneuver, corresponding to a
unique combination of (α,M), using a surrogate model developed from a database of
time-accurate, CFD-simulated indicial responses.
The modeling process begins with the definition of an input matrix, X(m × d),
and a corresponding output matrix of observed responses, Y(m×n), in Eq. 62. The
columns of the input matrix represent the number, d, of independent flight space
variables, x, whereas the rows of the input matrix represent the number of samples,
m, or unique combinations of values for the input variables. In modeling indicial
responses with respect to angle of attack using the current sampling strategy, there are
d = 2 independent variables, α and M , corresponding to indicial responses sampled
at m unique locations in the flight maneuver space. The rows of the output matrix
also correspond to the number of samples, however, the columns of the output matrix
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(62)
Universal kriging models the prediction at a given point in time, ŷi, at a new combi-
nation of values in the input variable space, x∗, as the sum of a deterministic mean
response value, µi, and a zero-mean autocorrelated error, εi, as given by Eq. 63.
ŷi(x
∗) = µi(x
∗) + εi (63)
The objective of kriging modeling is to minimize the mean squared error, φ in Eq.
64, of the modeling prediction ŷ over the parameter space, where E[...] is the covari-
ance of the quantity of interest [67]. For a linear regression of the parameter space, the
resulting mathematical expressions for the mean response and autocorrelated error
are given by Eqs. 65 and 66.
φ(x∗) = E[(ŷ(x∗)− y(x∗))2] (64)
The mean response is written as a linear combination of regression functions, fj,
and their corresponding regression coefficients, βij, for the j-th regression function
at time step i, for i = 1, . . . , n. In the present work, the regressions are defined as
follows: f0(x
∗) = 1, f1(x








The autocorrelated error is written in terms of r(x∗), the correlation matrix be-
tween the sampled points and the new evaluation point, R, the correlation function
matrix for sampled points, F, the regression functions at the sampling points, Y, and
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β. Substituting the expressions for the mean response and autocorrelated error into
Eq. 63 results in the final prediction expression given by Eq. 67.
εi(x






∗) + rTR−1(Yi − Fβ) (67)
An illustration of the kriging surrogate modeling process for the prediction of a
single indicial response (with respect to angle of attack) for a notional point in a
maneuver, where α = 4.5◦ and M = 0.25, is shown in Fig. 18. In this modeling
procedure, n surrogate models are generated, one for each point in discrete time. In
consideration of the convolution process, an interpolated indicial response is needed
at each point in time along the maneuver based on the current value of the flight
space parameters. This process is utilized for the nonlinear indicial responses with
respect to angle of attack and sideslip angle. A linear interpolation is used for the
indicial responses with respect to the angular rates.
Figure 18: Kriging modeling of indicial responses.
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5.5 Summary
A top-level overview of the aeroelastic indicial response model is illustrated in Fig.
19. This dissertation aims to retain the components of the methodology, as developed
for rigid vehicles, with emphasis placed on establishing the feasibility of application
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Figure 19: A top level overview of the information flow in the aeroelastic indicial
response reduced-order model.
The experiments in Chapters 7-9 seek to identify best-practices for efficient and
robust identification of aeroelastic indicial responses, to evaluate the accuracy of ROM
predictions for maneuvers at various motion rates across linear and nonlinear flight
regimes, and quantify the performance benefits of the aeroelastic ROM in compar-
ison to the purely aerodynamic ROM, as well as the traditional stability derivative
method. In the process, typical flight dynamics assumptions for vehicle-state parame-
ter depencies are challenged for flexible flight vehicles, depending on the configuration




6.1 X-56A Multi-Utility Technology Testbed Aircraft
The X-56A configuration is a lightweight, flexible aircraft developed by the U.S. Air
Force Research Laboratory (AFRL) to serve as a Multi-Utility Technology Testbed
(MUTT). An illustration of the X-56A is given in Fig. 20. The primary goals of the X-
56A efforts were to investigate active flutter suppression technology and active shape
control. To date, several topics of research have been published for the configuration
and include: the stability of closed-loop flutter wing models [125,126]; stabilizing and
controlling wing shape [124]; fly-by-feel sensing and control [72]; airframe structural
optimization [64,65]; and most recently, CFD-based dynamic aeroelastic analysis for
flutter prediction [101]. All of these research topics, including the present work, rely
on a structural model of the aircraft that has been verified and validated with ground
vibration test (GVT) results [91].
Figure 20: X-56A multi-utility technology testbed (Courtesy: Lockheed Martin).
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Table 2: Dimensions and mass properties of the X-56A configuration.
Description Symbol Value Units
Chord Length c 24.0 in
Wingspan b 336.0 in
Wing Area A 8064.0 in2
Moment Center xM {165.0, 0.0, 101.3} in
Moment Lengths LM {336.0, 24.0, 336.0} in
Center of Gravity xCG {163.3, 0.2311, 101.3} in
Weight W 495.6 lb
The aircraft consists of a rigid center body and flexible detachable wings, allowing
for different structural properties and sensor packages to be tested. Additional details
for the design and development of the X-56A can be found in the work by Beranek et
al. [7] and Nicolai et al. [89]. The size, geometric quantities, and weight of the X-56A
are summarized in Table 2 [7]. The specified reference lengths and area were used in
nondimensionalizing the resulting aerodynamic forces and moments from full-order
aeroelastic simulations, while the center of gravity served as the reference point for
prescribing rigid-body flight trajectories.
6.2 Structural Model
The structural model used in this work was originally developed at Lockheed Martin
Skunkworks and further validated and calibrated to match ground vibration test
results from NASA Armstrong [91,92]. It is a finite element model (FEM) constructed
in NASTRAN using 8,249 nodes. To take advantage of the modal structural dynamics
solver within FUN3D, a linear modal solution is used in the present work instead of
relying on an externally coupled simulation to the high-fidelity FEM model. The full
modal solution contains 6 rigid-body modes and 34 elastic modes with a range from
3-60 Hz where numerous modes contain control surface deflections. Pak & Truong [91]
found the first four elastic modes to be the most critical to predicting the three flutter
modes of the X-56A.
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The present work will incorporate the four primary modes for high-fidelity ma-
neuvering vehicle aeroelastic simulations as means of simplifying the experiments. In
practice, the ROM methodology may use either a nonlinear FEM model or linear
modal structural solver, where the costs are invariable with the number of structural
modes included. It is important to note that the engine mounts, control surfaces,
and landing gear are present in the structural mode shapes, but are not modeled in
the CFD grids to further simplify simulations. The four elastic modes correspond to
symmetric wing first bending (SW1B), antisymmetric wing first bending (AW1B),
symmetric wing first torsion (SW1T), and antisymmetric wing first torsion (AW1T),
as shown in Fig. 21.
(a) Mode 1 - Symmetric Wing
First Bending - 3.06 Hz
(b) Mode 2 - Antisymmetric Wing
First Bending - 4.85 Hz
(c) Mode 3 - Symmetric Wing First
Torsion - 11.09 Hz
(d) Mode 4 - Antisymmetric Wing
First Torsion - 11.95 Hz
Figure 21: Four primary flexible modes of the X-56A.
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6.3 Computational Grid
The grid used for the present work was generated with Pointwise V18.0 using IGS
formatted computer-aided-design (CAD) geometry, provided by Christopher Acuff
of NASA Armstrong Flight Research Center, exported from SolidWorks 2014. The
X-56A model consists solely of the center body and flexible wings with the landing
gear, control surfaces, and engines removed as a means of reducing computational
costs and mesh deformation complexity.
A single mixed-element, coarse grid was generated for the dynamic coupled Euler-
aeroelastic analyses and consists of 579,506 total nodes, of which 74,914 were surface
nodes. The resulting surface resolution is shown in a top semispan view in Fig.
22(a). Both the leading and trailing edges of the configuration were resolved using
Pointwise’s T-Rex cells, which consisted of layers of anisotropic quadrilateral cells
emanating from the boundary curves. Figure 22(b) illustrates the resulting layers in
a closeup view of the center body and leading edge on the left wing. The initial spacing
and growth rate for each of the layers was specified as 0.1 in. and 20%, respectively,
where the initial spacing is approximately 20% of the trailing edge thickness.
The computational domain was generated using a ‘sphere primitive’ centered at
the model moment center with a radius of 100 chord-lengths (2400 inches). Figure
23 illustrates the growth of the grid domains at the y=0 plane, where Fig. 23(a)
focuses on the domain growth near the center body profile, and Fig. 23(b) shows
the resolution extending to the spherical farfield domain. In its development, the
grid was first generated as a hemisphere volume with an x-z symmetry plane, and
subsequently, copied and mirrored about the symmetry plane to yield a symmetric
volume grid. While not completely essential for a CFD-to-ROM comparison, this
is a desirable practice when simulating complex 6DOF trajectories. For the CFD
boundary conditions, the vehicle surface was set as the zero normal velocity tangency





(a) top view of semispan
Y X
Z
(b) closeup of center body and leading edge








Figure 23: X-56A grid domain growth.
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6.4 Baseline Flight Condition
The X-56A is a flying wing configuration used to test and mature aeroservoelastic
technologies, designed to be highly flexible, and thus, more susceptible to aeroelastic
phenomena such as flutter, divergence, etc. As a result, the structure is expected to
have less of a dampening effect relative to more maneuverable military aircraft. Pak
et al. [91] notes a maximum Mach number of 0.284.
Table 3 defines the X-56A’s baseline flight condition parameters, corresponding to
an assumed flight altitude of 2,500 ft. for the present work. These properties define
the initialized freestream conditions for the maneuvers used in evaluating the linear
and nonlinear ROM formulations, as discussed in the following sections. For variable
speed maneuvers, the resulting body-frame aerodynamic coefficients are scaled by the
local body-frame velocity to give representative aerodynamic forces and moments.






Mach Number 0.13 –
Reynolds Number 1.7E+06 –
108
CHAPTER VII
MODEL IDENTIFICATION (RESEARCH QUESTION 1)
The purpose of this chapter is to describe Experiments 1.1 and 1.2, which are aimed
at identifying how accounting for vehicle flexibility impacts the indicial response iden-
tification and ROM generation processes. A static alpha sweep study of the X-56A
is described in Section 7.1 to establish the aerodynamic differences between the rigid
and flexible vehicle configuration. The identification of a solution strategy for aeroe-
lastic indicial response identification (Experiment 1.1) is outlined in Section 7.2. The
assessment of indicial response sensitivity to flight conditions (Experiment 1.2) is pre-
sented in Sections 7.3-7.5. Additionally, the symmetry of indicial responses due to
positive and negative step changes in angle of attack are evaluated at positive and
negative angles of attack in Section 7.6.
7.1 Static Characterization
Prior to simulating dynamic maneuvers and developing reduced-order models, it is
necessary to characterize the nonlinear and unsteady aerodynamic regimes of the X-
56A. By identifying the unsteady aerodynamic regimes, test maneuvers may be de-
fined to avoid near-stall flight conditions. Identification of flight envelope nonlinearity
allows for the linear and nonlinear ROMs to be evaluated within their corresponding
limits of application. It is important to reemphasize that ‘nonlinearity’ in the present
work refers to the relationship between aerodynamic coefficients and vehicle-state
parameters. Additionally, rigid and aeroelastic simulations are compared to observe
how these regimes may vary when accounting for vehicle flexibility.
Toward this purpose, a series of static and static aeroelastic time-accurate Euler
flow solutions were generated at the baseline flight conditions across a range of α =
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[−5◦ to 20◦]. Using Eq. 68, a characteristic time step of ∆t = 0.0004 s was chosen,
where fAW1T is the highest frequency structural mode, i.e., asymmetric wing first





Defining the time step in terms of the highest frequency structural mode ensures
that any potential aeroelastic instabilities across the frequency spectrum may be
identified. A total of 10,000 time steps were simulated at each angle of attack to
guarantee convergence at lower angles of attack and to resolve unsteady aerodynamic
phenomena at higher angles of attack. Aeroelastic simulations were restarted from
the converged rigid solutions to aid in numerical stability at higher angles of attack.
Figure 24 illustrates the static lift and pitching moment coefficient results for both
the rigid (blue) and flexible (red) vehicle. Each data point represents the average
aerodynamic coefficient value over the last 1,000 time steps of the time-accurate
simulations. Additionally, the minimum and maximum coefficient values over the
last 1,000 time steps are represented at each angle of attack by error bars, which
serve as a measure of flow unsteadiness. The choice of 1,000 time steps was adequate
for capturing several cycles of solution periodicity at the higher angles of attack.
The aerodynamics of the rigid vehicle is characterized by a nonlinear stall pitch-
up behavior at higher angles of attack with unsteady effects beginning near α = 16◦
as a result of periodic vortex shedding. For α < 12◦, the aerodynamic response
follows a generally linear trend with no significant measure of flow unsteadiness. A
gradual pitching moment break is observed near α = 12◦. In comparison, the flexible
vehicle exhibits greater nonlinearity and unsteadiness across the entire range of angle
of attack.
At α = 0◦, the aerodynamic coefficient results for the rigid and flexible vehicle
are fairly similar. For angles of attack up to α = 13◦, the flexible vehicle experiences
a significant increase in lift coefficient relative to the rigid vehicle with the largest
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difference occuring at α = 10◦, where the lift coefficient is approximately 45% greater.
Additionally, the presence of unsteady flow phenomena is observed beginning at α =
11◦, much earlier than the rigid vehicle at α = 16◦. For α > 12◦, the lift coefficient
begins to decrease more gradually before reaching a value comparable to that of
the rigid vehicle. The pitching moment remains comparable up to α = 8◦ before
increasing at a greater rate relative to the rigid vehicle, which is indicative of earlier
flow separation on the wing.. Mesh boundary animations were generated at the
converged flight conditions to provide further insight into how the structure deforms
subjects to fluid-structure interactions.
Figure 25 shows the static deformation of the flexible vehicle compared to the rigid
vehicle for α = 10◦ at the baseline flight condition. The front and side views depict
a noticeable wingtip deflection, in addition to a pitch-up deformation of the vehicle’s
center-body, which provides rationale for the observed increase in lift coefficient. A
three-view illustrated in Fig. 25(c) also shows a small reverse twist of the winglet and
a slight decrease in wing sweep. The increased deflection and higher incidence angle
at the wing tip would explain the observation of an earlier onset stall accompanied
by stronger unsteady aerodynamic phenomena. The results further demonstrate the
pronounced flexibility of the X-56A aeroservoelasticity technology testbed aircraft.
Overall, the static aerodynamic characterization illustrates a significant difference
in the extent of linear and nonlinear angle-of-attack ranges between the rigid and
flexible X-56A aircraft. The aerodynamic response of the rigid vehicle remains fairly
linear for α = [−5◦ to 10◦] with a stall region beginning at α = 16◦, as commonly
observed for subsonic vehicles. In contrast, the flexible vehicle shows a generally
nonlinear aerodynamic response even at lower angles of attack with locally linear
variations confined to amplitudes of ∆α = [1◦ to 3◦], and an unsteady aerodynamic
region beginning at α = 11◦. The impact of a deforming center-body and wing results
in an overall higher lift coefficient and a more limited flight envelope when avoiding the
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 24: X-56A static lift and pitching moment coefficient for rigid (blue) and
flexible (red) vehicle structures, M = 0.13.
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presence of unsteady aerodynamic phenomena. By characterizing the flight envelope,
a more judicious selection of flight maneuvers may be made in evaluating the linear




Figure 25: Static deformation of the flexible vehicle (red) compared to the rigid
vehicle (blue) at α = 10◦, M = 0.13.
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7.2 Aeroelastic Indicial Response Solution Strategy
In the previous section, an aerodynamic characterization study was conducted utiliz-
ing a significant number of time steps to establish a set of “well-converged” static aero-
dynamic solutions at various angles of attack. Aeroelastic simulations were restarted
from the converged rigid flow solutions, and fluid-structure interactions were con-
verged using the same number of time steps to predict the deformed vehicle state.
Figure 26 shows the convergence history for the log of the root-mean-square (RMS)
residual reduction (left) and lift coefficient (right) for the “well-converged” static (a)
and static aeroelastic (b) solutions at α = 10◦. The RMS residuals were calculated
using the values at each step in physical time, where the reduction was calculated
relative to the initial iteration residuals. Only the first 5,000 of the 10,000 total
time steps are shown, as the solution is strongly converged with negligible changes in
residual or aerodynamic coefficients for the remaining time steps.
For the static (rigid) simulation, the RMS residual converges near 10-orders of
magnitude (log(R/R0) < −10) and the change in lift coefficient for successive itera-
tions reaches 1/100th of a drag count (±1E − 06) in approximately 1,675 iterations.
The computational cost for the static simulation was approximately 453 CPU hours.
Restarting from the rigid solution, the static aeroelastic (flexible) simulation’s RMS
residual encounters an initial transient behavior due to significant fluid-structure in-
teractions as the deformed vehicle structure is converged upon. In this case, the
RMS residual converges near 5-orders of magnitude, and the lift coefficient converges
to similar resolution as the rigid simulation in approximately 1,475 iterations. It is
important to note that the static aeroelastic simulation’s peak residual reduction is
expected to be less compared to the static simulation given that it is restarting from
a converged fluid state, where the residuals are already of low magnitude. The cost
of the static aeroelastic simulation alone was 606 CPU hours for a total of 1,059 CPU
hours when accounting for the cost of the rigid restart solution.
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(a) Static rigid simulation
(b) Static aeroelastic simulation
Figure 26: Static and static aeroelastic simulation RMS residual reduction and lift
coefficient advancement for “well-converged” solution at α = 10◦, M∞ = 0.13.
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The previous plots illustrated convergence at α = 10◦, the upper limit of the
flexible vehicle flight envelope without unsteady aerodynamic phenomena. Figure 26
shows the convergence history for the log of the RMS residual reduction (left) and
lift coefficient (right) for the “well-converged” static (a) and static aeroelastic (b)
solutions at α = 16◦. In agreement with the lift curve in Fig. 24(a), these plots
confirm the presence of unsteady aerodynamics for both the rigid and flexible vehicle.
Oscillatory variations in the residual reduction and lift coefficient begin near iteration
1000 with periodic variations continuing for the entire simulation length. Given the
dynamic fluid state, the residuals for the rigid vehicle do not reach more than 5-orders
of magnitude. In the flexible vehicle case, the solution restarts from the rigid case at
its peak residual reduction. As such, the residuals increase while resolving the fluid-
structure state before converging nearly 3-orders of magnitude greater than the rigid
solution. Similar computational costs were incurred for the simulations at α = 16◦.
The static aerodynamic characterization solution strategy is shown to be appro-
priate for generating “well-converged” solutions in the exploration of an unknown
flight envelope. This strategy relied on the use of a time step adequate for resolving
dynamic aeroelastic effects and prescription of a sufficiently large number of iterations
to produce overconverged solutions at lower angles of attack and to resolve several
cycles of periodic aerodynamics at higher angles of attack. Additionally, the aero-
elastic solution was restarted from a converged static solution without computational
efficiency considerations.
Given that the ROM’s computational cost is primarily attributed to model iden-
tification, an efficient static initialization solution strategy is sought to minimize the
cost in simulating aeroelastic indicial responses. There are two considerations when
developing a solution strategy: (1) what is the most efficient initialization approach
for a static aeroelastic simulation, and (2) what is the maximum time step that can
be used to quickly converge the fluid-structure interactions?
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(a) Static rigid simulation
(b) Static aeroelastic simulation
Figure 27: Static and static aeroelastic simulation RMS residual reduction and lift
coefficient advancement for “well-converged” solution at α = 16◦, M∞ = 0.13.
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In terms of initialization approaches, there are two potential alternatives. The first
approach mimics the solution strategy used in the static aerodynamic characterization
study, where the static aeroelastic simulation is restarted from a static flow solution.
Within this approach, the fluid state is first converged assuming a rigid structure, and
then the fluid-structure interactions due to vehicle deformation are converged. The
second alternative is a “cold start” approach, where the static aeroelastic simulation
relies on no rigid solution initialization, and the bulk fluid-structure interactions are
converged simultaneously. For the restart approach, the computational cost would be
a sum of the rigid and aeroelastic simulation costs, whereas the cold start approach
cost would depend on the aeroelastic simulation cost alone. The primary objective
is to determine how the total static aeroelastic simulation costs vary in the restart
approach for successive levels of rigid solution convergence, and in turn, compare
those costs relative to a cold start approach.
Initialization Approach
In determining an efficient initialization approach, it is desirable to identify a
robust strategy, applicable to all planned flight conditions. In developing efficient
solution strategies for rigid, maneuvering aircraft simulations, it is generally advised
to create a convergence strategy based on a single “worst case” condition in the
complex nonlinear portions of the angle-of-attack range of interest [31]. The same
considerations are taken for the present work, where the X-56A undergoes various
maneuvers throughout a flight envelope of α = [0 to 10◦]. Thus, each initialization
approach is evaluted with respect to α = 10◦ at the baseline flight conditions.
In consideration of the restart approach for static aeroelastic initialization, the
results previously shown in Fig. 26 represent the overconverged case, where the
rigid flow solution is converged until the RMS residual reduction reaches 10-orders
of magnitude, while the lift coefficient varies within ±1E − 08 between successive
iterations. Restarting from the rigid solution, the static aeroelastic simulation is
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converged to a similar resolution. For the present work, the convergence criteria set
for a “well-converged” solution is a lift coefficient variation within ±1E − 06. Based
on this criteria, the last 8,000 of the 10,000 total iterations in each simulation fail to
further converge the solution, increasing computational costs with no added benefit.
In general, aeroelastic simulations incur greater computational costs relative to
the aerodynamic simulations due to coupling with a modal structural solver. The
present study investigates the impact of rigid solution convergence on the number
of static aeroelastic iterations required for convergence, and consequently, the total
computational cost. Toward this objective, a series of rigid, restart cases with varying
levels of solution convergence were simulated and used as initialization solutions for
static aeroelastic simulations, which were then converged to the stated lift convergence
criteria. Computational costs for the static and static aeroelastic simulations are
calculated in each case and compared to the cold start aeroelastic simulation cost.
Table 4 lists the number of time steps and corresponding convergence criteria
for each of the initialization cases, simulated at α = 10◦. The cold start (CS) case
requires no static solution initialization and converges the fluid-structure interactions
beginning with the first iteration. The restart cases (RS 1-4) converge the static
solution lift coefficient ranging from 1E − 03 to 1E − 06 in an attempt to limit the
number of aeroelastic simulation iterations.
Table 4: Convergence metrics for static initialization cases at α = 10◦.
Case Static Time Steps Residual Reduction CL Convergence
CS 0 - -
RS-1 125 -5.1 ±1E-03
RS-2 375 -7.4 ±1E-04
RS-3 825 -9.4 ±1E-05
RS-4 1,675 -9.8 ±1E-06
Table 5 lists the static, static aeroelastic, and total computational costs for each
initialization case. The cold start case requires no static simulation, resulting in a total
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cost of 106 CPU hours due to the static aeroelastic simulation. For each restart case,
the static simulation cost increases with successive level of flow solution convergence.
The subsequent static aeroelastic simulation costs do decrease for increased levels of
static simulation convergence, however, the total cost increases as well. Due to the
X-56A’s highly flexible structure, it is apparent that the fluid-structure interactions
are great enough such that none of the restart solutions provide a performance benefit
over the CS strategy. The RS-1 case represents an equally efficient strategy compared
to the CS case. For a less flexible vehicle and/or for more rigorous flight conditions,
the restart approach may provide computational benefits or numerical stability over
the cold start approach. Given the negligible difference between the CS and RS-1
cases, the CS strategy is chosen for indicial response static initialization to simplify
the simulation steps.
Table 5: Computational costs for static initialization cases.
Computational Cost (CPU Hours)
Case Static Static Aeroelastic Total
CS 0 106 106
RS-1 5 101 106
RS-2 20 94 114
RS-3 40 87 127
RS-4 80 80 160
Figure 28 provides an illustration of the lift convergence using the CS, RS-2, and
RS-4 cases. The CS case begins converging the fluid-structure interactions from the
initial iteration until the aeroelastic lift coefficient is converged within ±1E − 06.
The restart cases are characterized by a set of transients/plateaus with the first
representing static solution convergence followed by the static aeroelastic solution
convergence. Each of the restart case solutions are plotted using the minimum number
of static aeroelastic iterations needed to reach the converged cold start lift coefficient.
The plot reaffirms the efficiency of the CS strategy for initializing indicial responses.
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Figure 28: Lift coefficient convergence history for static initialization cases.
Time Step Evaluation
The second consideration in developing an efficient initialization approach is de-
termining the maximum allowable time step in order to converge the static aeroelas-
tic solution using the minimum number of iterations. In the static characterization
study, the time step was chosen based on resolving the highest frequency structural
mode, according to Eq. 68, using a sampling of N = 200. This time step is typi-
cal for dynamic maneuvering vehicle simulations, but represents a conservative and
unneccesarily small time step for static initializations. The present study seeks to
identify the maximum time step or minimum sampling factor, Nmin, that can be used
to advance the static aeroelastic solution without numerical stability issues.
Table 6 lists a series of static aeroelastic cases simulated with time steps of increas-
ing magnitude relative to the baseline simulation (N = 200) from the initialization
strategy investigation. Iteration values are listed corresponding to the number of
static aeroelastic iterations needed to reach a lift convergence of ±1E − 06, and the
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computational cost in terms of CPU hours is given for each case. In each of the cases,
the simulation was able to converge without encountering numerical stability issues.
A decrease in the number of required iterations was observed for an increase in time
step value. A nonlinear variation is initially observed up to N = 10, followed by an
asymptote for greater time steps.
Table 6: Computational costs for static timestep cases.
N ∆t (s) Time Steps Cost (CPU Hours)
200 4.0E-4 1,700 106
50 1.6E-3 778 49
20 4.0E-3 387 24
10 8.0E-3 76 5
5 1.6E-2 56 3
1 8.0E-2 41 3
Figure 29 shows the lift coefficient convergence history for the N = 200, N = 20,
and N = 1 cases. In each case, only the number of iterations required to meet the
lift convergence criteria were plotted. As noted in Table 6, the N = 1 simulation
proved to be the most efficient of all the cases as it was able to quickly overcome the
initial transients and converge to the aeroelastic lift coefficient for a total cost of 3
CPU hours. For efficient static initialization of the indicial responses, the cold start
initialization approach using a time step corresponding to N = 1 will be used.
The dynamic solution strategy for the indicial response simulations consists of
using the same time-accurate aeroelastic simulation as the static initialization, but
with a time step corresponding to N = 200. Using such a time step will allow for a
fine resolution of the highest frequency structural mode, while capturing the dynamics
required for resolving any feasible maneuver rate. As an initial guideline, the indicial
responses will be simulated using a total number of time steps corresponding to
resolving at least 5 periods of the lowest frequency structural mode, allowing for the
identification of any potential short-period aeroelastic instabilities.
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Figure 29: Lift coefficient convergence history for static time step cases.
7.3 Sensitivity to Angle of Attack
Rigid and aeroelastic indicial responses with respect to a step change in angle of
attack were simulated at αi = 0
◦, 5◦, and 9◦ at M = 0.13. In these simulations, the
solution is initialized using time-accurate static and static aeroelastic simulations for
the rigid and aeroelastic responses, respectively. Then, a trajectory is prescribed such
that α = αi + 1
◦ is held constant for all t > 0 with all other vehicle-state parameters
held zero. Each dynamic simulation was simulated using a characteristic time step
corresponding to an N = 200 sampling of the highest frequency structural mode.
A total of 4,000 time steps were simulated based on capturing at least five periods
of the lowest frequency structural mode. Such an approach allows for resolution
of all aeroelastic frequency content, while providing enough time for fluid-structure
transients to decay.
The lift and pitching moment coefficient responses for the rigid (blue) and aeroe-
lastic (red) simulations are shown in Fig. 30. The response values are plotted versus
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a nondimensional time, s, which represents the distance traveled by a fluid particle in
terms of integer semichord lengths. Each of the lift coefficient responses for the rigid
vehicle exhibit initial transients as the flow adjusts to the impulsive unit change in
angle of attack before converging at the α = αi + 1
◦ state near s = 20. The responses
initialized from α = 0◦ and 5◦ are nearly identical, confirming the linearity of the
flight envelope within the given angle-of-attack range, as previously shown in Fig.
24. The response at α = 9◦ exhibits convergence to a lower response value than the
lower angles of attack. This result confirms the lower value of the lift curve slope and
the need to consider a nonlinear model for the rigid X-56A aircraft maneuvering be-
yond α > 8◦. Pitching moment coefficient response results illustrate a less significant
variation with an increase in angle of attack, and in fact, no discernable trend as the
response at α = 5◦ has the most negative value. This observation is in agreement
with the static characterization shown in Fig. 24, where the pitching moment varies
linearly up to α = 10◦ with slight variations in slope within each two degree interval.
In comparison, the aeroelastic responses illustrate a greater nonlinearity with sig-
nificant differences evident even between the lower angle-of-attack responses at α = 0◦
and 5◦. The response at α = 9◦ converges to a smaller mean value, resulting in a
strong nonlinearity as previously shown in Fig. 24. The large variability in the mean
response values suggests that an increased sampling of aeroelastic indicial responses
with respect to angle of attack will be required for resolving maneuvers within a fixed
amplitude range, relative to the rigid response sampling. Additionally, the responses
exhibit a periodic, yet stable unsteadiness as a result of fluid-structure interactions.
These interactions appear to be of smaller magnitude and higher frequency with an
increase in angles of attack.
In contrast to the rigid responses, the pitching moment coefficients for the aeroelas-
tic responses present a nonlinear variation within the sampled angle-of-attack range.
Moreover, the response at α = 9◦ has a positive mean value, whereas the lower
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 30: Angle-of-attack indicial responses for the flexible (red) and rigid (blue)
vehicle at α = 0◦, 5◦, and 9◦, M = 0.13.
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angle-of-attack responses have a negative mean value. This result confirms the ob-
servations made from the static characterization plots of Fig. 24, where a pitching
moment break occurs earlier for the flexible vehicle at α = 8◦ compared to the rigid
vehicle at α = 13◦. A periodic oscillation is also observed for the pitching moment
coefficient, though similar in frequency and magnitude with change in angle of attack.
Overall, the angle-of-attack indicial responses sensitivity to angle of attack directly
correlate with the nonlinearity of the static and static aeroelastic characterization
curves. Thus, a nonlinear dependence on angle of attack should be considered when
predicting longitudinal coefficients for maneuvers outside the ranges of α = [0◦ to
5◦] for the rigid vehicle and maneuvers for which ∆α >= 1◦ anywhere in the flight
envelope for the flexible vehicle. Additionally, these initial aeroelastic step responses
appear to capture complex fluid-structure interactions, which periodically oscillate at
a given flight condition. This result suggests that hysteresis effects will be of greater
importance for flexible vehicles, and the aeroelastic ROM may provide increased
performance benefits compared to a traditional quasisteady stability derivative model.
Figure 31 shows the rigid and aeroelastic indicial responses with respect to pitch
rate that were simulated at αi = 0
◦, 5◦, and 9◦ at M = 0.13. The solution is
initialized using the same time-accurate static and static aeroelastic solutions as the
angle-of-attack step responses. In this case, a trajectory is prescribed such that q = 1
rad/s is held constant for all t > 0 with all other vehicle-state parameters held zero.
The dynamic simulations were conducted using the same solution strategy as the
angle-of-attack responses and were continued to be used for all subsequent dynamic
simulations.
The indicial response ROM methodology implemented for rigid vehicles assumes
no sensitivity to angle of attack for the pitch rate indicial responses. The lift and
pitching moment results for the rigid vehicle responses shown in Fig. 31 confirm
the appropriateness of this assumption with negligible differences for α = [0◦ to 9◦].
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Each responses’ transients dampen out by s = 10 before converging to approximately
the same fixed value beyond s = 20. In contrast, the aeroelastic indicial responses
with respect to pitch rate depict a significant sensitivity to angle of attack. The lift
coefficient responses initialized from α = 0◦, 5◦, and 9◦ all encounter initial transients
followed by a periodic oscillation about noticeably different mean response values.
While less significant at lower angles of attack, a sensitivity to angle of attack is
evident throughout the entire flight space of the flexible vehicle. The pitching moment
coefficient shows a weaker sensitivity, as the responses at α = 0◦ and 5◦ having
negligible variation throughout the response’s time history. The response at α = 9◦
has an amplitude of periodic oscillation similar to that of the responses at lower angles
of attack, but oscillations about a less negative mean pitching moment response value.
These observations lead to the recommendation that a nonlinear dependence on angle
of attack for pitch rate responses should be assumed for aeroelastic ROM predictions.
Figure 32 illustrates the side force and rolling moment coefficient results for the
rigid and aeroelastic indicial responses with respect to a step change in sideslip angle
at αi = 0
◦, 5◦, and 9◦ at M = 0.13. The yawing moment coefficient is typically
considered for changes in the lateral vehicle-state parameters, but is not shown here
for brevity as the presented coefficients provide enough data to justify angle-of-attack
sensitivity. In observing both the side force and rolling moment coefficient results, the
rigid responses show a discernable variability in converged derivative value. The side
force coefficient response decreases with an increase in angle of attack, whereas the
rolling moment coefficient response increases. For each response, the initial transients
decay rapidly, and a converged value is reached by s = 5. Similar results are found for
the aeroelastic responses with an apparent sensitivity to angle of attack for both the
side force and rolling moment coefficients. The indicial response ROM methodology
implemented for rigid vehicles assumes sensitivity to angle of attack for the sideslip
angle indicial responses. The results shown for the X-56A confirm the suitability of
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 31: Pitch rate indicial responses for the flexible (red) and rigid (blue) vehicle
at α = 0◦, 5◦, and 9◦, M = 0.13.
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this assumption for both the rigid and aeroelastic vehicle.
Figure 33 shows the side force and rolling moment coefficient results for the rigid
and aeroelastic indicial responses with respect to a 1 rad/s step change in roll rate
at αi = 0
◦, 5◦, and 9◦ at M = 0.13. For the rigid vehicle, the side force coefficient
responses show an incremental change in converged derivative values between each an-
gle of attack with positive values for α ≤ 5◦. The rolling moment coefficient responses
show negligible sensitivity for the lower angle-of-attack range, but a noticeable differ-
ence in converged values between the α = 5◦ and 9◦. For the flexible vehicle, the side
force coefficient responses show an incremental change in converged value between
the lower angles of attack with a very small magnitude periodic oscillation of period
∆s = 10. At α = 9◦, the response undergoes significant initial fluid-structure tran-
sients up to s = 25 before settling into a large magnitude periodic oscillation with a
period approximately twice as long relative to the lower angles of attack. The rolling
moment coefficient shows greater variation with each increase in angle of attack and
a periodic nature similar to that of the side force coefficient. The indicial response
ROM methodology typically assumes no sensitivity to angle of attack for roll rate
indicial responses. The results shown here indiciate that angle-of-attack sensitivity
may increase modeling accuracy of ROM predictions for both the rigid and flexible
X-56A vehicle, particularly at higher angles of attack for the flexible vehicle.
Figure 34 shows the side force and yawing moment coefficient results for the rigid
and aeroelastic indicial responses with respect to a 1 rad/s step change in yaw rate at
αi = 0
◦, 5◦, and 9◦, β = 0◦, at M = 0.13. For the rigid vehicle, each of the coefficient
responses see an initial transient for s < 10 before converging to a steady value. The
side force coefficient shows an incremental and increasing change in converged value
with an increase in angle of attack. The rolling moment coefficient responses show a
similar sensitivity to angle of attack. For the aeroelastic vehicle, each of the coefficient
responses sees an initial transient for s < 10 as well and converges to a steady value
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at lower angles of attack. At α = 9◦, the response exhibits a low magnitude periodic
oscillation of period ∆s = 15. Overall, both the side force and yawing moment
coefficient time histories depict a sensitivity to angle of attack throughout the flight
envelope. The indicial response ROM methodology typically assumes no sensitivity
to angle of attack for yaw rate indicial responses.
The results of the present study indiciate that the assumptions traditionally in-
voked in application of indicial response ROMs for rigid vehicles may require modi-
fication for accurate modeling predictions of flexible vehicles. Previous works [38,42]
typically only assume a sensitivity to angle of attack for the indicial responses with
respect to step changes in angle of attack and sideslip angle.
The angle-of-attack indicial responses were shown to be sensitive to angle of attack
for both the rigid and flexible X-56A with a greater sensitivity demonstrated for the
flexible vehicle. The aeroelastic indicial responses were characterized by significant
fluid-structure interactions, where converged derivative values correlated with the
nonlinearity of the static lift and pitching moment curves shown in Section 7.1. For
the pitch rate indicial responses, negligible differences were observed for the rigid
responses at each angle of attack, whereas the aeroelastic responses illustrated a strong
sensitivity to angle of attack. This result suggests accurate ROM predictions for the
unsteady longitudinal aerodynamic predictions for the flexible vehicle may require
inclusion of a dependency on angle of attack for the pitch rate indicial responses.
The sideslip angle indicial responses were shown to be sensitive to angle of attack
for both the rigid and flexible X-56A, confirming the validity of the original ROM
assumptions, where the flexible responses showed a greater sensitivity. In contrast,
the roll rate and yaw rate indicial responses showed a dependency on angle of attack
for both the rigid and flexible vehicles. Addition of this dependency to lateral rotation
rates may be necessary due to the X-56A configuration itself.
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(a) Side force coefficient
(b) Rolling moment coefficient
Figure 32: Sideslip angle indicial responses for the flexible (red) and rigid (blue)
vehicle at α = 0◦, 5◦, and 9◦, M = 0.13.
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(a) Side force coefficient
(b) Rolling moment coefficient
Figure 33: Roll rate indicial responses for the flexible (red) and rigid (blue) vehicle
at α = 0◦, 5◦, and 9◦, M = 0.13.
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(a) Side force coefficient
(b) Yawing moment coefficient
Figure 34: Yaw rate indicial responses for the flexible (red) and rigid (blue) vehicle
at α = 0◦, 5◦, and 9◦, M = 0.13.
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7.4 Sensitivity to Mach Number
Indicial response ROMs developed for rigid vehicles typically assume that all longi-
tudinal and lateral vehicle-state parameters are dependent on Mach number. The
present section seeks to verify the suitability of this assumption for the rigid and
flexible X-56A aircraft, and if observed, note the strength of sensitivity to establish
sampling requirements for maneuver predictions. Toward this effort, rigid and aeroe-
lastic indicial responses were simulated for each vehicle-state parameter at M = 0.10,
0.15, and 0.20. Each dynamic simulation was simulated using a characteristic time
step corresponding to an N = 200 sampling of the highest frequency structural mode
for a total of 4,000 time steps. As a result, the nondimensional time duration is
longer for larger Mach numbers for which the flow travels a greater distance in a
given amount of physical time.
Figures 35 and 36 show the rigid (blue) and aeroelastic (red) lift and pitching
moment responses due to step changes in angle of attack and pitch rate, respectively.
As expected, the angle-of-attack and pitch rate indicial responses for the rigid ve-
hicle are nearly identical, showing little sensitivity over the sampled Mach number
range. In each case, the response encounters a brief initial transient and converges
to a steady derivative value by s = 15. In contrast, the aeroelastic lift and pitching
moment responses show a significant sensitivity to Mach number, even with a limited
sampling interval of ∆M = 0.1. The responses show an initial peak, positive for lift
and negative for pitching moment, as the steady flow around the vehicle is disturbed
by compression and expansion waves forming on the lower and upper surface of the
vehicle due a step change in grid motion. As the simulation time progresses, the
waves begin to move away from the vehicle and the fluid-structure interactions begin
to settle at the final vehicle state. For the lift coefficient responses, the fluid-structure
interactions exhibit a periodic unsteadiness, which decreases in frequency at higher
Mach numbers. At M = 0.20, the time required for converged aeroelastic responses is
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nearly 10 times greater than the rigid responses. This demonstrates that motion his-
tory effects are much greater for the flexible vehicle. The pitching moment coefficient
shows an even stronger sensitivity to Mach number, due to the rapidly fluctuating
surface pressures, with nonperiodic transients persisting up to s = 100.
Figure 37 illustrates the rigid (blue) and aeroelastic (red) side force and rolling
moment responses due to a step change in sideslip angle. For the rigid vehicle, both
coefficients experience a short duration transient before converging to steady deriva-
tive values with negligible sensitivity to Mach number. The aeroelastic side force
coefficient responses compare favorably with the rigid responses between M = [0.10
to 0.15], but converge to a more negative derivative value at M = 0.20. More pro-
nounced differences are observed for the rolling moment coefficient responses, which
exhibit a small amplitude periodic oscillation up to s = 100 and have noticeable
differences in mean derivative value at each sampled Mach number.
The rigid (blue) and aeroelastic (red) side force and rolling moment responses due
to a step change in roll rate are shown in Fig. 38. In contrast to the sideslip an-
gle indicial responses, slight differences are observed in the converged rigid response
values for side force coefficient. These differences become even more pronounced for
the aeroelastic responses, which exhibit small-amplitude periodic oscillations that
dampen more rapidly with a decrease in Mach number. Between the rigid and aeroe-
lastic simulations, the rolling moment coefficient results share a similar qualitative
behavior. Though, the aeroelastic responses show a stronger sensitivity to Mach
number relative to the rigid responses.
Finally, Fig. 39 depicts the rigid and aeroelastic side force and yawing moment
responses with respect to a step change in yaw rate. Each of the coefficient responses
for both the rigid and aeroelastic vehicle exhibit a relatively steady response time-
history with initial transients decaying and a converged derivative value attained by
s = 10 at each Mach number. At M = 0.10 and 0.15, the rigid and aeroelastic
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response values agree for both aerodynamic coefficients. At M = 0.20, there is a
pronounced difference in the converged rigid and aeroelastic response values for both
coefficients. Within the sampled Mach number range, a general sensitivity is present
that strengthens for greater Mach numbers. At the lower Mach number range, fluid-
structure interactions are minimal with identical results achieved between the rigid
and aeroelastic simulations.
Overall, the rigid and aeroelastic responses with respect to the longitudinal and
lateral vehicle-state parameters demonstrate various degrees of sensitivity to Mach
number. For s ≤ 10, the initial transients between the rigid and aeroelastic responses
match fairly well with a decrease in peak response magnitude with an increase in
Mach number. As the flow adjusts to the step change in grid motion, the rigid re-
sponses converge to a steady flow state, whereas the aeroelastic responses experience
an unsteady response due to the fluid-structure dynamics being resolved. The ob-
served unsteadiness was more significant for the longitudinal vehicle-state parameters
relative to the lateral vehicle-state parameters. As Mach number increases, a pro-
nounced difference between the rigid and aeroelastic responses is generally observed.
These results verify the need to include a dependency on Mach number for ROM pre-
dictions, and suggest the need for a finer sampling of the Mach number envelope for
aeroelastic predictions or a more constrained flight envelope. Additionally, the long
duration transients for the aeroelastic responses pose the requirement of simulating
more time steps for response identification relative to the rigid responses.
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 35: Angle-of-attack indicial responses for the flexible (red) and rigid (blue)
vehicle at M = 0.10, 0.15, and 0.20, α = 0◦.
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 36: Pitch rate indicial responses for the flexible (red) and rigid (blue) vehicle
at M = 0.10, 0.15, and 0.20, α = 0◦.
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(a) Side force coefficient
(b) Rolling moment coefficient
Figure 37: Sideslip angle indicial responses for the flexible (red) and rigid (blue)
vehicle at M = 0.10, 0.15, and 0.20, α = 0◦.
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(a) Side force coefficient
(b) Rolling moment coefficient
Figure 38: Roll rate indicial responses for the flexible (red) and rigid (blue) vehicle
at M = 0.10, 0.15, and 0.20, α = 0◦.
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(a) Side force coefficient
(b) Yawing moment coefficient
Figure 39: Yaw rate indicial responses for the flexible (red) and rigid (blue) vehicle
at M = 0.10, 0.15, and 0.20, α = 0◦.
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7.5 Sensitivity to Sideslip Angle
Rigid and aeroelastic indicial responses with respect to each vehicle-state parameter
were simulated at βi = 0
◦, 5◦, and 10◦ at M = 0.13 to assess the response sensitivity
to sideslip angle. In these simulations, the solution is initialized using time-accurate
static and static aeroelastic simulations for the rigid and aeroelastic responses, re-
spectively. Then, a trajectory is prescribed such that a step change in the desired
vehicle-state parameter is simulated while β is held constant for all t > 0, with the
exception of the sideslip angle step response, and all other vehicle-state parameters
are held zero. Each dynamic simulation was simulated using a characteristic time
step corresponding to an N = 200 sampling of the highest frequency structural mode
for a total of 4,000 time-accurate time steps, in order to capture at least five periods
of the lowest frequency structural mode.
The lift and pitching moment coefficient responses for the rigid (blue) and aeroe-
lastic (red) simulations due to a step change in angle of attack at various sideslip
angles are shown in Fig. 40. Each of the responses for the rigid vehicle exhibit
an initial transient, before converging to a steady derivative value by s = 20. The
angle-of-attack indicial responses for the rigid vehicle are nearly identical, showing no
sensivity to sideslip angle for β = [0◦ to 10◦]. In contrast to the steady, well-converged
values found for the rigid vehicle, the aeroelastic responses are characterized by pro-
longed fluid-structure interactions, which continue up to s = 75. For both the lift and
pitching moment coefficients, the responses show negligible sensitivity to changes in
sideslip angle. Similar results are found for the rigid and aeroelastic indicial responses
with respect to pitch rate in Fig. 41. The rigid and flexible responses show little vari-
ability with changes in sideslip angle, and the aeroelastic responses are characterized
by periodic oscillations for the simulation duration. Overall, the results are in agree-
ment with the traditional assumptions for indicial response ROMs in that there is no
dependency on sideslip angle for the longitudinal vehicle-state parameters.
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 40: Angle-of-attack indicial responses for the flexible (red) and rigid (blue)
vehicle at β = 0◦, 5◦, and 10◦, M = 0.13.
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 41: Pitch rate indicial responses for the flexible (red) and rigid (blue) vehicle
at β = 0◦, 5◦, and 10◦, M = 0.13.
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The side force and rolling moment coefficient responses for the rigid (blue) and
aeroelastic (red) simulations of a step change in sideslip angle at various sideslip
angles are shown in Fig. 42. Each of the rigid vehicle’s coefficient responses exhibit a
brief initial transient, before converging to a steady derivative value by s = 15. These
responses show a noticeable sensivity to sideslip angle between β = 0◦ and 5◦. The
differences in converged response values are less pronounced between β = 5◦ and 10◦.
In comparison, the aeroelastic side force coefficient responses are nearly identical
to those of the rigid vehicle, whereas the rolling moment coefficient responses are
characterized by periodic fluid-structure interactions for the duration of the simulation
with mean values slightly greater than those for the rigid vehicle. The aeroelastic
simulations do, however, also show a sensitivity to sideslip angle at lower angles of
attack.
Figure 43 illustrates the side force and rolling moment coefficient results at various
sideslip angles for the rigid (blue) and aeroelastic (red) roll rate indicial responses.
Each of the rigid vehicle’s responses exhibit a brief initial transient, before converging
to a steady derivative value by s = 15 for both the side force and rolling moment
coefficients. The side force coefficient results show a nonlinear sensitivity with the
response at β = 0◦ in slight disagreement with the responses at β = 5◦ and 10◦. The
rolling moment coefficient appears to be insensitive to sideslip angle. For the flexi-
ble vehicle, the side force and rolling moment coefficient responses show a stronger
initial transient before transitioning to a small amplitude oscillation that decays by
simulation end. Similar to the rigid vehicle, the flexible vehicle shows a slight non-
linear sensitivity to sideslip angle, but negligible variability for the rolling moment
coefficient responses. Overall, the rigid and aeroelastic indicial responses due to a
step change is roll rate show a negligible sensitivity to sideslip angle.
Finally, the rigid and aeroelastic side force and yawing moment indicial responses
due to a step change in yaw rate are shown in Fig. 44. In this case, the rigid and
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(a) Side force coefficient
(b) Rolling moment coefficient
Figure 42: Sideslip angle indicial responses for the flexible (red) and rigid (blue)
vehicle at β = 0◦, 5◦, and 10◦, M = 0.13.
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(a) Side force coefficient
(b) Rolling moment coefficient
Figure 43: Roll rate indicial responses for the flexible (red) and rigid (blue) vehicle
at β = 0◦, 5◦, and 10◦, M = 0.13.
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aeroelastic responses are in general agreement for both coefficients. Each response
encounters an initial transient that dampens out by s = 10 and converges to a steady
derivative value with observed solution oscillations only at β = 10◦. The sensitivity
to sideslip angle is apparent in both the rigid and flexible simulations with noticeable
differences in converged values for the steps initialized at β = 0◦, 5◦, and 10◦. This
sensitivity becomes weaker as the sideslip angle is increased.
Previous works typically assume no dependency on sideslip angle for both the
longitudinal and lateral vehicle-state parameter indicial responses. The longitudinal
vehicle-state parameters, angle of attack, pitch rate, and roll rate, were shown to
be independent of sideslip angle for both the rigid and flexible vehicle. This find-
ing is in agreement with typical methodology assumptions. However, the sideslip
angle and yaw rate indicial responses were shown to have a slight nonlinear sensi-
tivity to sideslip angle. While including a sideslip angle sensitivity for these indicial
responses may increase modeling accuracy, it is recommended that traditional ROM
modeling assumptions be implemented as the rigid and aeroelastic responses compare
favorably. Further increases in modeling prediction accuracy may not be warranted
due to the computational costs associated with increased indicial response sampling
requirements.
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(a) Side force coefficient
(b) Yawing moment coefficient
Figure 44: Yaw rate indicial responses for the flexible (red) and rigid (blue) vehicle
at β = 0◦, 5◦, and 10◦, M = 0.13.
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7.6 Symmetry of Step Responses
Previous applications of indicial response ROMs for predicting the unsteady aerody-
namic responses of maneuvering vehicles typically assume a symmetric flow response
with respect to both direction of step change and angle of attack. In regard to step
change, indicial responses with respect to angle of attack are usually initialized at
a given angle of attack, α0, and then a trajectory is prescribed such that a positive
step change is taken to reach α = α0 + 1. These positive responses are then used in
ROM predictions through convolution with a prescribed trajectory’s angle-of-attack
time history. In doing so, this assumes that the aerodynamic response is identical
for positive and negative step changes in angle of attack. To elaborate, this would
imply that the time-dependent response due to a step change from α0 = 0
◦ to α = 1◦
would be the same in magnitude but opposite in sign as the response from α0 = 0
◦
to α = −1◦, i.e., −Cjα(t)|10 = Cjα(t)|−10 or −Cjα(t)|65 = Cjα(t)|−6−5. Assuming identical
converged stability derivative values would imply a symmetry of the static response,
e.g., lift curve, about α0 for a given vehicle. This modeling assumption would likely
be invalid for both rigid and flexible vehicles due to generally asymmetric outer mold
lines and/or aerodynamic nonlinearities, and potentially for flexible vehicles that may
have asymmetric structural responses for opposite loading directions. The validity of
this assumption is investigated for the rigid and flexible X-56A aircraft in the present
section.
Figure 45 illustrates the lift and pitching moment coefficient time histories for
rigid vehicle responses due to a positive (‘+’ marker) step change in angle of attack
at α = 5◦, a negative (dash marker) step change in angle of attack at α = −5◦, and
positive and negative step changes in angle of attack at α = 0◦. The lift coefficient
responses due to positive and negative steps at α = 0◦ are shown to be in general
agreement for both the transient response, as well as the converged derivative value.
Further away from the initial angle of attack, it is observed that the positive step
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at α = 5◦ and negative step (mirrored) at α = −5◦ share a qualititatively similar
transient response, but converge to different stability derivative values. Furthermore,
the pitching moment responses at α = 0◦ show a slight discrepancy in converged
stability derivative value. The differences between the responses at α = −5◦ and α =
5◦ are more pronounced with a more rapid transient decay and a stability derivative
value that is opposite in sign for the negative step (mirrored) at α = −5◦. The
results observed for the lift and pitching moment results are supported by the static
characterization study, previously shown in Fig. 24 of Section 7.1, as evidenced by
the local changes in slope of the lift and pitching moment curves.
Figure 46 illustrates the lift and pitching moment coefficient time histories for
rigid vehicle responses due to a positive (‘+’ marker) step change in angle of attack
at α = 5◦, a negative (dash marker) step change in angle of attack at α = −5◦, and
positive and negative step changes in angle of attack at α = 0◦. Overall, similar trends
are found with respect to the lift and pitching moment responses. The lift coefficient
response for positive and negative steps at α = 0◦ are in general agreement, whereas
different converged stability derivative values are obtained between the positive step
at α = 5◦ and the negative step (mirror) at α = −5◦. Additionally, the pitching
moment response for positive and negative step changes at α = 0◦ compare favorably
during the initial transients until s = 10 before converging to slightly offset stability
derivative values. The pitching moment responses at α = −5◦ and α = 5◦ show
qualitatively similar transient behaviors, but converge to stability derivative values
opposite in sign. Again, these results are confirmed by the differences in slope of the
lift and pitching moment curves for the flexible vehicle.
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 45: Angle-of-attack indicial responses due to positive (plus marker) and neg-
ative (dashed line) steps for the rigid vehicle at α = 0◦, 5◦, and −5◦, M = 0.13.
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 46: Angle-of-attack indicial responses due to positive (plus marker) and neg-
ative (dashed line) steps for the flexible vehicle at α = 0◦, 5◦, and −5◦, M = 0.13.
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7.7 Summary
The results presented in Sections 7.1-7.6 can be used to review the research questions
initially presented in Section 3.2.1. The first overarching research question posed was:
Research Question 1:
How does accounting for vehicle flexibility impact the indicial response ROM
identification process?
In order to answer this question, it was decomposed into two areas of research:
(1) identification of an aeroelastic indicial response solution strategy and (2) assess-
ment of indicial response sensitivity to flight space variables. Toward the first area of
research, the subresearch question and its corresponding hypothesis was:
Research Question 1.1:
What is an appropriate solution strategy for aeroelastic indicial response
identification?
Hypothesis 1.1: The most appropriate aeroelastic indicial response solution strategy
consists of (1) a static time-accurate aeroelastic simulation with an artificially high
modal damping value, followed by (2) a dynamic aeroelastic simulation of an indicial
function, using a time step based on resolving the highest frequency structural mode,
where an increased number of steps are required for converging to the deformed state.
Section 7.1 established a set of ‘well-converged’, time-accurate static rigid and
static aeroelastic solutions to characterized the aerodynamics of the X-56A over an
angle-of-attack range of α = [−5◦ to 20◦]. These solutions were advanced in time us-
ing a time step corresponding to a fine sampling resolution, N = 200, of the highest
frequency structural mode for a total of 10,000 time steps, where the static aeroelastic
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solution was restarted from the static rigid solution. While beneficial for character-
izing the nonlinear and unsteady aerodynamic regions of the flight envelope, this
solution strategy is an inefficient means of initializing rigid and aeroelastic indicial
responses. Section 7.2 sought to evaluate the total required computational costs of
providing converged static aeroelastic solutions using static rigid solutions character-
ized by varying levels of convergence. The primary idea being that the rigid solutions
are cheaper to provide and computational benefits might be gained by first converging
toward the fluid-structure state using rigid initialization solutions.
The results showed that the ‘cold-start’ approach, where the static aeroelastic
simulation leverages no static rigid restart solution, provides the most simplified and
computationally efficient means of identifying the converged static aeroelastic state.
For highly flexible vehicles, the structural deformation is significant enough to dras-
tically change the solutions between the rigid and flexible state, such that the rigid
solution provides no benefits in accelerating aeroelastic solution convergence. For
less flexible vehicles, the use of rigid initialization solutions may provide improved
computational benefits. For more stringent flight conditions, these rigid initialization
solutions may also aid in numerical stability. In the ‘cold-start’ approach, use of a
coarse time step based on the period (N = 1) of the highest frequency structural mode
was shown to accelerate convergence of the static aeroelastic state without numeri-
cal stability issues while reaching the same solution as an N = 200 sampling factor.
An artificially high modal damping factor u 1, per previously recommended guide-
lines, was used to accelerate the static intialization process. Overall, these results
confirm the hypothesis in that no rigid restart solution is necessary for aeroelastic
indicial response initialization. The time step used in advancing dynamic solutions
should correspond to a baseline recommendation of an N = 200 sampling of the
highest frequency structural mode to inherently capture a wide frequency spectrum
of fluid-structure interactions for ROM predictions.
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The second subresearch question and its corresponding hypothesis was:
Research Question 1.2:
How do flight envelope sensitivities differ between rigid and aeroelastic indicial
responses?
Hypothesis 1.2: Aeroelastic indicial responses due to step changes in angle of attack
or pitch rate will require a richer sampling of the flight envelope space relative to rigid
indicial responses as a result of fluid-structure interactions.
Using the dynamic solution strategy established in Experiment 1.1, indicial re-
sponses due to step changes in angle of attack, pitch rate, sideslip angle, roll rate,
and yaw rate were simulated at various angles of attack (Section 7.3), Mach numbers
(Section 7.4), and sideslip angles (Section 7.5) to evaluate the merits of traditional
ROM assumptions, as applied to rigid vehicles. It is generally assumed that only
the angle-of-attack and sideslip angle indicial responses are dependent on angle of
attack. While valid for the rigid X-56A, the flexible X-56A showed that the pitch
rate indicial response was also dependent on angle of attack. Additionally, both the
rigid and flexible X-56A vehicle showed a dependency on angle of attack for the roll
and yaw rate indicial responses. The need of incorporating these lateral rate indicial
response sensitivities into nonlinear ROM predictions is investigated in Experiment
2.3. Furthermore, the angle-of-attack sensitivity was shown to be stronger for the
flexible vehicle, and thus, would require a finer sampling of the angle-of-attack flight
space relative to the rigid vehicle for comparable prediction quality.
The indicial response sensitivity to Mach number is generally assumed for ev-
ery longitudinal and lateral vehicle-state parameter. The results of Experiment 1.2
confirm the validity and need of this assumption for both the rigid and flexible X-
56A aircraft. In particular, the flexible vehicle encounters drastic changes in lift and
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pitching moment coefficient responses for a given change in Mach number relative to
the rigid vehicle. Long duration, complex fluid-structure interactions are observed,
which require a significant increase in the number of time steps for indicial response
convergence.
Finally, sideslip angle sensitivities are not usually included for longitudinal or lat-
eral unsteady aerodynamic predictions. The results of Experiment 1.2 showed negli-
gible sensitivity to sideslip angle for angle-of-attack and pitch rate indicial responses,
for both the rigid and flexible X-56A aircraft. Additionally, the roll rate indicial
responses were shown to have an observable, yet weak sensitivity to sideslip angle
for both the rigid and flexible vehicle. The sideslip and yaw rate indicial responses
were in general agreement between rigid and aeroelastic simulations, demonstrating
a sensitivity to sideslip angle that was stronger near β = 0◦.
In the following chapter, the aeroelastic indicial response reduced-order model is
evaluated using a series of forced pitching, rolling, and yawing oscillations at various
reduced frequencies, corresponding to different levels of flow unsteadiness, followed by
a generalized 6DOF right turn maneuver. In these evaluations, the prediction limits of
the linear and nonlinear aeroelastic ROM variants are to be determined by enforcing
a dense sampling of the flight variable space for indicial response identification. In
doing so, prediction error can be primarily attributed to the reduced-order model
assumptions, as opposed to insufficient sampling. The final chapter investigates the
trade-off in computational cost vs. prediction accuracy of ROM predictions, using




MODEL EVALUATION (RESEARCH QUESTION 2)
Having demonstrated an ability to capture the effects of vehicle flexibility within in-
dicial responses using a modal dynamic aeroelastic analysis, as well as the sensitivity
of these aeroelastic indicial responses with respect to the vehicle-state parameters,
the next part of this research focuses on generating unsteady aerodynamic ROM pre-
dictions for the X-56A performing a variety of flight maneuvers. This is aimed at
answering Research Question 2, which is restated below:
Research Question 2:
What are the aerodynamic prediction capabilities of indicial response ROMs applied
to maneuvering, flexible flight vehicles?
In order to address this research question, it is divided into two important compo-
nents: the ability of aeroelastic indicial response ROMs to resolve (1) a wide range of
motion frequencies and (2) flight envelope nonlinearities. The evaluation of the lin-
ear indicial response ROM formulation using small-amplitude forced rolling, yawing,
and pitching oscillations at various motion frequencies is presented in Section 8.1. A
nonlinear indicial response ROM formulation accounting for sensitivity to angle of
attack is evaluated using large-amplitude pitching oscillations in Section 8.2. Finally,
a generalized nonlinear indicial response ROM formulation is evaluated using a right
turn maneuver, representative of a flight test conducted by the NASA Armstrong
Flight Research Center, in Section 8.3.
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8.1 Experiment 2.1 - Linear ROM Evaluation
Experiment 2.1 addresses Research Question 2.1 and tests Hypothesis 2.1, both of
which are restated below:
Research Question 2.1:
What are the unsteady aerodynamic ROM prediction capabilities for flexible flight
vehicles maneuvering at various rates of motion?
Hypothesis 2.1: With proper numerical convergence, an aeroelastic indicial re-
sponse ROM captures the fluid-structure interactions present in full-order trajectory
simulations for any feasible rate of motion.
The results from Chapter 7 illustrate a distinct difference between the indicial re-
sponses for the rigid and flexible X-56A aircraft. The indicial responses for the rigid
vehicle were characterized by an initial transient as the flow adjusted to an immediate
step change in the given vehicle-state parameter, followed by a smooth convergence
to a static response value at the final vehicle-state. The indicial responses for the
flexible vehicle were shown to be in general agreement with the rigid responses dur-
ing the initial transients, as the aerodynamic response is dominated by the rapid
motion change. Following the initial aerodynamic transients, differences between the
rigid and aeroelastic simulations become apparent as fluid-structure interactions are
modeled. These interactions are characterized by initial fluid-structure transients fol-
lowed by low-frequency periodic oscillations before converging to the static aeroelastic
response at the final vehicle-state.
Indicial response ROMs use a convolution-integral scheme to reconstruct a sys-
tem’s response to an arbitrary system input by performing a linear superposition of
scaled and shifted indicial responses with respect to a system’s inputs. As previ-
ously noted by Silva [121], this mathematical principle has been used in many fields,
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e.g., signal processing, aerodynamics, and is applicable to any system described by a
time-invariant system of equations. The aeroelastic system in the present work rep-
resents one such system, as the simulations are governed by the time-invariant Euler
equations coupled to a time-invariant linear modal structural solver. The aeroelas-
tic indicial responses identified in the previous chapter were simulated with a time
step small enough to adequately resolve the highest frequency structural mode and
with enough time steps to resolve the longest period structural mode. Since the time
step required for resolving the structural response is smaller than those required for
feasible motion rates and because the indicial response resolves the entire frequency
spectrum of the aerodynamic response, the aeroelastic indicial response ROM is hy-
pothesized to accurately predict the unsteady aerodynamic response of longitudinal
and lateral motions of any desired motion rate.
8.1.1 Purpose of Experiment
The following are identified as the main objectives of this numerical experiment:
1. Explore the differences in the unsteady aerodynamic responses between the rigid
and flexible X-56A aircraft for forced oscillations at increasing motion rates
2. Demonstrate the ability of aeroelastic linear indicial response ROMs to accu-
rately predict the unsteady aerodynamic response to longitudinal and lateral
motions at any desired motion frequency
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8.1.2 Experiment Setup
Typical S&C databases may require forced oscillations at multiple flight conditions,
amplitudes, and frequencies. The computational efficiency of the ROM provides an
opportunity to estimate high-fidelity simulation data at a fraction of the cost as would
be require for full-order solutions, but with comparable modeling accuracy. Chapter
8 seeks to first evaluate the ability of the proposed aeroelastic ROM’s linear modeling
variant to capture motion frequency effects using both longitudinal and lateral forced
oscillation (FO) maneuvers.
For a one-degree-of-freedom longitudinal oscillatory test, the vehicle-state param-
eters of interest are angle of attack and pitch rate. During the motion, the angle of
attack undergoes a sinusoidal time history with q = α̇, as defined by Eq. 69. In re-
gard to the CFD simulation, the angle-of-attack history is defined via a time-varying
pitch angle, which is calculated as θ = α(t)−α0 and gives the body’s rotation relative
to the inertial reference frame. Pitch rate is implicitly defined via the time-varying
Euler pitch angle.
α(t) = α0 + αA sin(ωt)
q(t) = α̇(t) = αAωcos(ωt)
(69)
Additionally, it is necessary to evaluate the linear aeroelastic ROM’s ability to
capture the frequency spectrum of lateral responses due to both yaw and roll FO.
Equations 70 and 71 define the pertinent vehicle-state parameters for yaw and roll
FO, respectively. During the motions, the yaw (ψ) and roll (φ) angles undergo a
sinusoidal time history, while the yaw (r) and roll (p) rates correspond to their first-
order time-derivatives. In the CFD simulation of the lateral oscillations, only the
Euler angle time histories are required for trajectory specification while the baseline
flight condition (α0, β0,M0) remains constant.
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ψ(t) = ψA sin(ωt)
r(t) = ψ̇(t) = ψAωcos(ωt)
(70)
φ(t) = φA sin(ωt)
p(t) = φ̇(t) = φAωcos(ωt)
(71)
The salient scaling parameter for the FO simulations is reduced frequency (k),
given in terms of motion frequency or angular frequency by Eq. 72. In this expres-
sion, reduced frequency is defined in terms of the motion frequency (f), a reference
length (Lref ), and the freestream velocity (U∞). The reference length is equal to the
semichord length (cref/2) for pitch oscillations and the semispan length (bref/2) for








Simulated reduced frequencies correspond to varying levels of aerodynamic unsteadi-
ness and are generally classified by the following [110]:
• Quasisteady - 0 ≤ k ≤ 0.05
• Quasiunsteady - 0.05 ≤ k ≤ 0.2
• Unsteady - k > 0.2
Table 7 lists nine forced oscillation tests, three each for yaw, roll and pitch, to
be used in evaluating the linear aeroelastic ROM’s ability to capture the frequency
spectrum of longitudinal and lateral unsteady aerodynamic responses. The reduced
frequencies range from quasisteady (k = 0.05) to unsteady (k = 0.20) values, which
will allow for performance comparisons relative to the traditional stability derivative
method. An oscillation amplitude of 1 deg. was chosen to limit the aerodynamic
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Table 7: Linear Model: Forced Oscillation Tests.
Oscillation Type α0 (deg) Amplitude (deg) (k)
Roll/Yaw/Pitch 0 1 0.05
Roll/Yaw/Pitch 0 1 0.10
Roll/Yaw/Pitch 0 1 0.20
response to the linear regime, consistent with the linear aeroelastic ROM modeling
applicability.
The simulation framework outlined in Chapter 4 was used to generate full-order
rigid and aeroelastic CFD solutions for the low-amplitude forced rolling (Section
8.1.4), yawing (Section 8.1.5), and pitching oscillations (Section 8.1.6). Rigid and
aeroelastic indicial responses were simulated with respect to the longitudinal and
lateral vehicle-state parameters at the initial motion state using the best practices
established in the previous chapter. Motion files were generated for the forced os-
cillation and indicial response trajectories using a trajectory post-processing MAT-
LAB code. Linear ROM predictions for the unsteady aerodynamic response to each
forced oscillation motion type at various reduced frequencies were generated using
the CFD2ROM MATLAB code.
8.1.3 Linear ROM Generation
Experiment 2.1 seeks to evaluate the predictive capability of the aeroelastic indicial
response ROM at various motion rates/frequencies for single-plane longitudinal and
lateral motions. Nonlinear sensitivities to flight conditions are not considered in
the present experiment as the purpose is to determine whether aeroelastic indicial
responses capture the complete frequency spectrum. For each forced oscillation type,
amplitudes were limited to ensure a locally linear flight envelope.
Equations 16 and 17 represent the generalized linear reduced-order modeling for-
mulation for longitudinal (Cj) and lateral (Ck) unsteady aerodynamic predictions,
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respectively. Equation 16 predicts the lift (CL) and pitching moment (Cm) coeffi-
cients due to the steady-state contribution at the initial flight condition (Cj0) and
unsteady contributions, calculated using convolution integrals, due to changes in an-
gle of attack (α) and pitch rate (q). Equation 17 predicts the side force (CY ), rolling
moment (Cl) and yawing moment (Cn) coefficients due to unsteady contributions due
to changes in side-slip angle (β), roll rate (p), and yaw rate (r).




































For forced pitching oscillations, time histories are defined for α(t) and q(t), such
that Eq. 16 may be directly used for linear ROM predictions. However, for forced
rolling oscillations, the motion is isolated to a single axis of rotation and only the
roll rate has a defined time history, p(t), whereas β(t) = r(t) = 0. As a result, the
lateral force and moment coefficients are only dependent on unsteady contributions
due to roll rate, as defined by Eq. 73. In the case of forced yawing oscillations, only
the sideslip angle and yaw rate have a defined time history, β(t) and r(t), whereas
p(t) = 0. As a result, the lateral force and moment coefficients are only dependent

























Table 8 defines the motion file input parameters used in creating the CFD motion
input file. For each step type, the initial condition is set to α = β = φ = θ = ψ = 0◦.
For the β-step, the simulation imposes a pure translation to the right and slightly aft
to maintain ∆r = 0 rad/s. For the r-step, there is a constant-rate yaw rotation (1
rad/s) of the grid coupled with a sideways and aft translation, such that α = β = 0◦
is maintained during the motion. For the p-step, an incremental step of ∆p = 1 rad/s
= 180/π deg/s is enforced for t > 0. This indicial trajectory results in an impulsive
roll of the grid about the body axis.
Table 8: Motion file inputs for creating indicial trajectories (t > 0).
Indicial α (deg) β (deg) φ (deg) θ (deg) ψ (deg) M0
α-step 1 0 0 0 0 0.13
β-step 0 1 0 0 0 0.13
p-step 0 0 ∆p · t 0 0 0.13
q-step 0 0 0 ∆q · t 0 0.13
r-step 0 0 0 0 ∆r · t 0.13
Rigid and aeroelastic indicial step responses were computed with FUN3D using the
temporal parameters presented in Table 9. Using the solution strategy developed in
Experiment 1.1, the lateral responses were advanced using a time step of ∆t = 4E−04
or ∆s = 0.029 for a total of 4, 000 time steps, where asymptotic convergence to
steady state was achieved for both the rigid and aeroelastic simulations. For the
longitudinal responses, 4,000 time steps were used to attain converged solutions for
the rigid vehicle. Due to the long duration fluid-structure interactions observed for
the aeroelastic indicial responses, the length of the simulation was set to 6,550 time
steps to coincide with the length of three cycles of forced pitch oscillation at the
lowest reduced frequency. This ensures all motion history effects are accounted for to
establish validity of the ROM predictions.
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Table 9: Temporal parameters for indicial responses simulations (rigid and flexible).
Indicial Mach ∆t (s) ∆t∗ Nsub Total Time Steps Total Iterations Structure
α-step 0.13 4.0E-4 0.029 20 4,000 80,000 Rigid
α-step 0.13 4.0E-4 0.029 20 6,550 131,000 Flexible
q-step 0.13 4.0E-4 0.029 20 4,000 80,000 Rigid
q-step 0.13 4.0E-4 0.029 20 6,550 131,000 Flexible
β-step 0.13 4.0E-4 0.029 20 4,000 80,000 Rigid/Flexible
p-step 0.13 4.0E-4 0.029 20 4,000 80,000 Rigid/Flexible
r-step 0.13 4.0E-4 0.029 20 4,000 80,000 Rigid/Flexible
8.1.4 Forced Rolling Oscillations
8.1.4.1 CFD Simulations
Figure 47 depicts the motion history for the forced rolling oscillations at reduced
frequencies of k = 0.05, 0.10, and 0.20. An increase in reduced frequency translates
to a decrease in maneuver time, which serves to illicit a more unsteady aerodynamic
response where the influences of previous motion states are more prominent. As
observed in Fig. 47, the ‘quasisteady’ (k = 0.05) case is characterized by a slow-
varying oscillation with an approximate period of 12 seconds. This period of motion is
halved in each of the successive ‘quasiunsteady’ (k = 0.10) and ‘unsteady’ (k = 0.20)
cases. Three cycles were simulated for both the rigid and flexible vehicle cases to
allow for the initial transient response to decay and to explore potential differences
in the convergence of the hysteresis loops when accounting for structural flexibility.
Each forced oscillation case was initialized from a well-converged, static time-
accurate simulation. For the aeroelastic simulations, a static aeroelastic time-accurate
simulation was conducted without using a static time-accurate restart solution, as de-
tailed in Section 7.2. Both the rigid and aeroelastic simulations were advanced in time
using a characteristic time step of ∆t∗ u 0.5 for 75 time steps, where 20 subiterations
were used to converge the solution in pseudotime. The static initialization time step
is approximately the same as the period of the highest frequency structural mode and
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Figure 47: Motion history for forced rolling oscillations with one degree amplitude
for k = 0.05, 0.10, and 0.20 at α = 0◦, β = 0◦, M = 0.13.
provides an efficients means of producing a converged static aeroelastic response for
the forced oscillation initial condition.
The dynamic solution strategy implemented was consistent for the rigid and aeroe-
lastic forced oscillation cases and was chosen to satisfy the more strict temporal res-
olution requirements for the flexible vehicle. To elaborate, the most dynamic motion
case (k = 0.20) corresponds to an oscillation frequency of 0.32 Hz, whereas the high-
est structural mode frequency is much greater at 11.95 Hz. Thus, a time step selected
based on resolution of the much greater structural mode frequency will be more than
sufficient in simulating dynamic motions of any feasible frequency of interest. A
sampling factor of N = 200 was selected to resolve the highest frequency structural
mode, resulting in a characteristic time step of s u 0.002 for all dynamic simulations,
consistent with the indicial response simulations.
Table 10 summarizes the temporal parameters used in the forced rolling oscillation
simulations. The total number of time steps was set based on resolving the three cycles
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of motion. The trajectory time history, defined by the aerodynamic angles (α and β),
Mach number (M), and the Euler angles (φ, θ, and ψ), was converted to a motion
input file using the trajectory post-processing MATLAB code.
Table 10: Temporal parameters for forced rolling oscillation simulations.
k M ∆t (s) s Nsub Total Time Steps
0.05 0.13 4.0E-4 0.002 20 91,705
0.10 0.13 4.0E-4 0.002 20 45,852
0.20 0.13 4.0E-4 0.002 20 22,926
The solution strategy proved to be robust in producing stable, well-converged dy-
namic simulations for both the rigid and flexible vehicle at every prescribed motion
frequency. Examples of subiterative convergence for the k = 0.20 case are shown
in Figures 48(a) and 48(b) for the rigid (top) and flexible (bottom) vehicle cases,
respectively. The plots illustrate the order-of-magnitude convergence in the FUN3D
time-accurate solution residual drop (log(R/R0)) and the rolling moment coefficient
(Cl) convergence versus fractional iterations. Iteration 1,911 is shown, which coin-
cides with the positive peak roll amplitude during the first oscillation cycle, where
each point signifies the convergence achieved at each of the 20 subiterations. The
rigid simulation presents approximately 7-orders of convergence in residual drop with
sufficient convergence in the rolling moment coefficient, based on a 0.0002% differ-
ence between the final two subiterations. Similar levels of convergence were achieved
in the aeroelastic simulation. While not illustrated, the same convergence behavior
was observed for the k = 0.10 and k = 0.05 motion cases with even greater orders of





Figure 48: X-56A: FUN3D subiterative convergence for forced rolling oscillation with
three degree amplitude and k = 0.20 at α = 0◦, M = 0.13 for the rigid (blue) and
flexible (red) cases. Iteration 1,911 - peak roll amplitude within first oscillation cycle.
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Figure 49 illustrates the FUN3D simulation results for the rigid vehicle undergoing
forced rolling oscillations with one degree amplitude for k = 0.05, 0.10, and 0.20 at
α = 0◦, β = 0◦, M = 0.13. For brevity, only the side force coefficient (CY ) and
rolling moment coefficient (Cl) results are shown. The side force coefficient solution
is characterized by an initial, positive peak due to the onset of grid motion followed
by a transient decay in the first 0.5 degree change in rolling amplitude leading to a
clockwise hysteresis loop. In contrast, the rolling moment coefficient is characterized
by an initial, negative peak followed by a quicker transient decay within the first
0.25 degree change in rolling amplitude leading to a counterclockwise hysteresis loop.
The impact of increasing the reduced frequency is an aerodynamic damping effect,
observed by a widening of the hysteresis loops for both coefficients. For each successive
increase in reduced frequency, a proportional widening of the loops is observed. The
minimum and maximum side force and rolling moment values are not affected by
reduced frequency.
Figure 50 illustrates the FUN3D simulation results for the flexible vehicle under-
going forced rolling oscillations with one degree amplitude for k = 0.05, 0.10, and
0.20 at α = 0◦, β = 0◦, M = 0.13. Overall, nearly identical results are observed be-
tween the rigid and flexible simulations. While difficult to see, the primary difference
observed is a slightly longer duration transient decay, where the transients for each
coefficient demonstrate a small-magnitude periodic oscillation before converging to
the hysteresis loop just before reaching peak positive amplitude within the first cycle.
Such a result was to be expected based on the subtle differences between the rigid
and aeroelastic indicial responses with respect to step changes in roll rate (see Fig.
43), as first identified in Chapter 7. Minor differences in the initial static coefficient
are observed along with a slight difference in magnitude of the side force coefficient’s
initial peak transient. Physically, it is expected that the impact of vehicle flexibility
is less pronounced for lateral motions, for which vehicle deformation is minimal.
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(a) Side force coefficient
(b) Rolling moment coefficient
Figure 49: Rigid X-56A: FUN3D simulation results for forced rolling oscillations
with one degree amplitude for k = 0.05, 0.10, and 0.20 at α = 0◦, M = 0.13.
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(a) Side force coefficient
(b) Rolling moment coefficient
Figure 50: Flexible X-56A: FUN3D simulation results for forced rolling oscillations
with one degree amplitude for k = 0.05, 0.10, and 0.20 at α = 0◦, M = 0.13.
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8.1.4.2 ROM Predictions
For each aerodynamic coefficient of interest, CFD simulation results are compared to
linear ROM predictions, calculated via Eq. 73, as a function of roll angle. To quantify
the ROM prediction accuracy, a global percent error (ε) is calculated using Eq. 75,
where CROMj/k and C
CFD
j/k represent the coefficient value, longitudinal (j) or lateral (k),
with respect to the ROM and CFD, respectively. Prediction error is plotted versus
roll angle to better understand how modeling accuracy varies over the course of the
maneuver. Positive error represents an overprediction of the aerodynamic coefficient
by the ROM relative to CFD simulation results, whereas negative error represents an
underprediction. The error metric is normalized by the range of the CFD coefficient
time history to give a more global perspective of the modeling accuracy, such that
local coefficient value discrepancies near zero do not bias the error. The mean (ε) and
standard deviation (σ) of the prediction error is provided for each test case.
ε(ti) =
CROMj/k (ti)− CCFDj/k (ti)
|max(CCFDj/k (t))−min(CCFDj/k (t))|
× 100 (75)
Figure 51 illustrates a comparison between CFD and ROM results (left) and the
ROM prediction error (right) for each of the forced rolling oscillation cases (top to
bottom) with respect to side force coefficient for the rigid vehicle. Overall, the ROM
predictions show great qualitative agreement with CFD simulation results, correctly
resolving the initial transient response and the hysteresis loop widening with succes-
sive increases in reduced frequency. The ROM error is most pronounced near the
initial roll angle with a slight underprediction during the negative rotation and over-
prediction during the positive rotation. From a quantitative perspective, the trends
in ROM error are consistent between each case with no mean error and a standard
deviation < 1%.
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(a) Side force coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Side force coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Side force coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 51: Rigid X-56A: ROM vs. CFD side force coefficient results (left) and ROM
error (right) for forced rolling oscillation with one degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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Figure 52 presents the CFD and ROM comparisons (left) and the ROM predic-
tion error (right) for each of the forced rolling oscillation cases (top to bottom) with
respect to rolling moment coefficient for the rigid vehicle case. Similar to the previous
force coefficient predictions, the ROM predictions are in great qualitative agreement
with CFD simulation results, correctly resolving the initial transient response and
the hysteresis loop widening with successive increases in reduced frequency. Addi-
tionally, the predictions are in great quantitative agreement with both a zero mean
and standard deviation ROM error for each frequency case. In general, the ROM
accurately models the unsteady side force and rolling moment coefficient of the rigid
X-56A performing forced rolling oscillations at various frequencies.
Figure 53 illustrates the CFD and ROM comparisons (left) and the ROM predic-
tion error (right) for each of the forced rolling oscillation cases (top to bottom) with
respect to side force coefficient for the flexible vehicle case. The ROM predictions are
observed to be in great qualitative agreement with CFD simulation results, correctly
resolving the transient response and hysteresis loop widening with increases in motion
frequency. Similar to the rigid cases, the ROM error is greatest near the initial roll
angle due to under- and overpredictions during the negative and positive rolling mo-
tions, respectively. Additionally, a faint buzzing of the ROM error is attributed to the
complex fluid-structure interactions observed during indicial response identification.
Regardless, the mean ROM error is zero, and the standard deviation is < 1% for each
frequency case. Figure 54 presents the same plots with respect to rolling moment
coefficient for the flexible vehicle. The moment results also show a great qualitative
agreement with full-order simulations with both a zero mean error and standard de-
viation. In each case, the linear indicial response ROM shows an ability to accurately
predict lateral unsteady aerodynamic coefficients for forced rolling oscillations under
a wide range of reduced frequencies for both rigid and flexible simulations.
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(a) Rolling moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Rolling moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Rolling moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 52: Rigid X-56A: ROM vs. CFD rolling moment coefficient results (left) and
ROM error (right) for forced rolling oscillation with one degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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(a) Side force coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Side force coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Side force coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 53: Flexible X-56A: ROM vs. CFD side force coefficient results (left) and
ROM error (right) for forced rolling oscillation with one degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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(a) Rolling moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Rolling moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Rolling moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 54: Flexible X-56A: ROM vs. CFD rolling moment coefficient results (left)
and ROM error (right) for forced rolling oscillation with one degree amplitude for
k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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8.1.5 Forced Yawing Oscillations
8.1.5.1 CFD Simulations
Figure 55 depicts the motion history for the forced yawing oscillations at reduced
frequencies of k = 0.05, 0.10, and 0.20. As observed in Fig. 55, the ‘quasisteady’
(k = 0.05) case is characterized by a slow-varying oscillation with an approximate
period of 12 seconds. This period of motion is halved in each of the successive
‘quasiunsteady’ (k = 0.10) and ‘unsteady’ (k = 0.20) cases. The motion duration is
equivalent between the forced rolling and yawing oscillations given that both types
calculate the reduced frequency in terms of the semispan reference length. As done
for the forced rolling oscillations, three cycles were simulated for both the rigid and
flexible vehicle cases to allow for the initial transient response to decay and to explore
potential differences in the convergence of the hysteresis loops when accounting for
structural flexibility.
Figure 55: Motion history for forced yawing oscillations with one degree amplitude
for k = 0.05, 0.10, and 0.20 at α = 0◦, β = 0◦, M = 0.13.
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The forced yawing oscillations were initialized using the same solutions as the
forced rolling oscillation simulations since both motions have the same initial condi-
tion: α = 0◦, β = 0◦, M = 0.13. Additionally, the dynamic strategy implemented
was consistent between the two maneuver types, where a characteristic time step of
∆t∗ u 0.002 was use to advance the solution in time and 20 subiterations were used
to converge the solution in pseudotime. Because the reference length (Lref = bref/2)
used for defining the motion frequency was consistent, the peak motion frequency
between the maneuvers is identical. Thus, the time step resolution is again dictated
by the highest frequency structural mode (11.95 Hz).
Table 11 summarizes the temporal parameters used in the forced yawing oscillation
simulations. The total number of time steps was set based on resolving the 3 cycles
of motion. The trajectory time history, defined by the aerodynamic angles (α and β),
Mach number (M), and the Euler angles (φ, θ, and ψ), was converted to a motion
input file using the trajectory postprocessing MATLAB code. For yawing oscillations,
∆α = ∆β = ∆φ = ∆θ = 0◦. and ψ(t) is defined at each iteration.
Table 11: Temporal parameters for forced yawing oscillation simulations.
k M ∆t (s) ∆t∗ Nsub Total Time Steps
0.05 0.13 4.0E-04 0.002 20 91,705
0.10 0.13 4.0E-04 0.002 20 45,852
0.20 0.13 4.0E-04 0.002 20 22,926
The solution strategy proved to be robust in producing stable, well-converged dy-
namic simulations for both the rigid and flexible vehicle at every prescribed motion
frequency. Examples of subiterative convergence for the k = 0.20 case are shown
in Figures 56(a) and 56(b) for the rigid (top) and flexible (bottom) vehicle cases,
respectively. The plots illustrate the order-of-magnitude convergence in the FUN3D
time-accurate solution residual drop (log(R/R0)) and the yawing moment coefficient
(Cn) convergence versus fractional iterations. Iteration 1,911 is shown, which coin-
cides with the positive peak yaw amplitude during the first oscillation cycle, where
180
each point signifies the convergence achieved at each of the 20 subiterations. The
rigid simulation presents over 8-orders of convergence in residual drop with sufficient
convergence in the yawing moment coefficient, based on a 0.0002% difference between
the final two subiterations. Similar levels of convergence were achieved in the aero-
elastic simulation. While not illustrated, the same convergence behavior was observed
for the k = 0.10 and k = 0.05 motion cases with even greater orders of convergence
in residual drop due to the increased number of time steps per oscillation cycle.
Figure 57 illustrates the FUN3D simulation results for the rigid vehicle undergoing
forced yawing oscillations with one degree amplitude for k = 0.05, 0.10, and 0.20
at α = 0◦, β = 0◦, M = 0.13. For brevity, only the side force coefficient (CY )
and yawing moment coefficient (Cn) results are shown. The side force coefficient
solution is characterized by an initial, negative peak due to the onset of grid motion
followed by an abrupt transient decay leading to a counterclockwise hysteresis loop. A
similar trend is observed with respect to the yawing moment coefficient. The impact
of increasing reduced frequency is an aerodynamic damping effect, observed by a
widening of the hysteresis loops for both coefficients. For each successive increase in
reduced frequency, a proportional widening of the loops is observed. The minimum
and maximum side force and yawing moment values are not affected by reduced
frequency.
Figure 58 illustrates the FUN3D simulation results for the flexible vehicle under-
going forced yawing oscillations with one degree amplitude for k = 0.05, 0.10, and 0.20
at α = 0◦, β = 0◦, M = 0.13. Overall, nearly identical results are observed between
the rigid and flexible simulations. Minor differences in the initial static coefficient
are found, though not distinguishable. As mentioned in the previous subsection, dif-
ferences between the rigid and flexible cases are anticipated to be minimal given the




Figure 56: X-56A: FUN3D subiterative convergence for forced yawing oscillation
with one degree amplitude, k = 0.20 at α = 0◦, M = 0.13 for the rigid (blue) and
flexible (red) cases. Iteration 1,911 - peak yaw amplitude within first oscillation cycle.
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(a) Side force coefficient
(b) Yawing moment coefficient
Figure 57: Rigid X-56A: FUN3D simulation results for forced yawing oscillations
with one degree amplitude for k = 0.05, 0.10, and 0.20 at α = 0◦, M = 0.13.
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(a) Side force coefficient
(b) Yawing moment coefficient
Figure 58: Flexible X-56A: FUN3D simulation results for forced yawing oscillations
with one degree amplitude for k = 0.05, 0.10, and 0.20 at α = 0◦, M = 0.13.
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8.1.5.2 ROM Predictions
Figure 59 illustrates a comparison between CFD and ROM results (left) and the
ROM prediction error (right) for each of the forced yawing oscillation cases (top to
bottom) with respect to side force coefficient for the rigid vehicle case. Overall, the
ROM predictions show great qualitative agreement with CFD simulations, correctly
resolving the initial transient response and the hysteresis loop widening with suc-
cessive increases in reduced frequency. From a quantitative perspective, the trends
in ROM error are consistent between each case with a mean error of and standard
devation of zero for the quasisteady and quasiunsteady cases. For the unsteady case,
a standard deviation of 0.1% is observed.
Figure 60 presents the CFD and ROM results (left) and the ROM prediction
error (right) for each of the forced yawing oscillation cases (top to bottom) with
respect to yawing moment coefficient for the rigid vehicle case. Similar to the previous
force coefficient predictions, the ROM predictions are in great qualitative agreement
with CFD simulation results for yawing moment coefficient, correctly resolving the
initial transient response and the hysteresis loop widening with successive increases in
reduced frequency. The mean error and standard deviation are both zero, representing
an excellent quantitative match between CFD and ROM results.
Figures 61 and 62 present the CFD and ROM results (left) and the ROM pre-
diction error (right) for each of the forced yawing oscillation cases (top to bottom)
with respect to side force coefficient and yawing moment coefficient, respectively, for
the flexible vehicle. Great qualitative agreement between CFD and ROM is found in
each reduced frequency case. The ROM is able to resolve the initial peak transient,
as well as the widening of the hysteresis loop. Overall, the mean ROM prediction
error and standard deviation remains zero for each frequency. Thus, the ROM accu-
rately predicts the unsteady lateral forces and moments encountered by the rigid and
flexible X-56A aircraft performing forced yawing oscillations.
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(a) Side force coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Side force coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Side force coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 59: Rigid X-56A: ROM vs. CFD side force coefficient results (left) and ROM
error (right) for forced yawing oscillation with one degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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(a) Yawing moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Yawing moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Yawing moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 60: Rigid X-56A: ROM vs. CFD yawing moment coefficient results (left)
and ROM error (right) for forced yawing oscillation with one degree amplitude for
k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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(a) Side force coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Side force coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Side force coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 61: Flexible X-56A: ROM vs. CFD side force coefficient results (left) and
ROM error (right) for forced yawing oscillation with one degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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(a) Yawing moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Yawing moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Yawing moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 62: Flexible X-56A: ROM vs. CFD yawing moment coefficient results (left)
and ROM error (right) for forced yawing oscillation with one degree amplitude for
k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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8.1.6 Forced Pitching Oscillations
8.1.6.1 CFD Simulations
Forced pitching oscillations were prescribed starting from an initial angle of attack
α0 = 0
◦ with a pitch amplitude of ∆θ = 1◦ at β = 0◦, M = 0.13. The amplitude was
limited to 1 degree to ensure a locally linear aerodynamic response with respect to
angle of attack. Figure 63 depicts the motion history for the forced pitching oscilla-
tions at reduced frequencies of k = 0.05, 0.10, and 0.20. The ‘quasisteady’ (k = 0.05)
case is characterized by a slower-varying oscillation with an approximate period of
0.9 seconds. This period of motion is halved in each of the successive ‘quasiunsteady’
(k = 0.10) and ‘unsteady’ (k = 0.20) cases. Three cycles were simulated for both
the rigid and flexible vehicle cases to allow for the initial transient response to decay
and to explore potential differences in the convergence of the hysteresis loops when
accounting for structural flexibility.
Figure 63: Motion history for forced pitching oscillations with one degree amplitude
for k = 0.05, 0.10, and 0.20 at α = 0◦, β = 0◦, M = 0.13.
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The forced pitching oscillations were initialized from a well-converged, static time-
accurate solution at α = 0◦, β = 0◦, M = 0.13. Using a semichord reference length
(Lref = cref/2), the highest reduced frequency (k = 0.20) translates to a peak motion
frequency of 4.58 Hz. Because the highest frequency structural mode (11.95 Hz) has
a greater frequency than the most dynamic motion to be simulated, the time step was
chosen based on the more strict requirements for resolving fluid-structure interactions.
The characteristic time step chosen is based on resolving the highest structural mode
frequency using a sampling factor of N = 200. A resulting characteristic time step of
s u 0.002 was used to advance the solution in time and 20 subiterations were used to
converge the solution in pseudotime.
Table 12 summarizes the temporal parameters used in the forced pitching oscilla-
tion simulations. The total number of time steps was set based on resolving the three
cycles of motion. The trajectory time history, defined by the aerodynamic angles (α
and β), Mach number (M), and the Euler angles (φ, θ, and ψ), was converted to a
motion input file using the trajectory post-processing MATLAB code. For pitching
oscillations, ∆α = ∆β = ∆φ = ∆ψ = 0◦ while θ(t) is defined at each iteration. For
forced oscillations, the body and inertial reference frame are equivalent and angle of
attack is implicitly defined by α(t) = α0 + θ(t).
Table 12: Temporal parameters for forced pitching oscillation simulations.
k M ∆t (s) ∆t∗ Nsub Total Time Steps
0.05 0.13 4.0E-04 0.002 20 6,551
0.10 0.13 4.0E-04 0.002 20 3,276
0.20 0.13 4.0E-04 0.002 20 1,638
The solution strategy proved to be robust in producing stable, well-converged dy-
namic simulations for both the rigid and flexible vehicle at every prescribed motion
frequency. Examples of subiterative convergence for the k = 0.20 case are shown
in Figures 64(a) and 64(b) for the rigid (top) and flexible (bottom) vehicle cases,
respectively. The plots illustrate the order-of-magnitude convergence in the FUN3D
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time-accurate solution residual drop (log(R/R0)) and the pitching moment coefficient
(Cm) convergence versus fractional iterations. Iteration 136 is shown, which coincides
with the positive peak pitch amplitude during the first oscillation cycle, where each
point signifies the convergence achieved at each of the 20 subiterations. The rigid
simulation presents over 9-orders of convergence in residual drop with sufficient con-
vergence in the pitching moment coefficient, based on a 0.0002% difference between
the final two subiterations. Similar levels of convergence were achieved in the aero-
elastic simulation with 8-orders of convergence in residual drop. While not illustrated
here, similar convergence behavior was observed for the k = 0.10 and k = 0.05 cases.
Figure 65 illustrates the FUN3D lift and pitching moment coefficient results for
the rigid vehicle undergoing forced pitching oscillations with 1 degree amplitude for
k = 0.05, 0.10, and 0.20 at α0 = 0
◦, β = 0◦, M = 0.13. The lift coefficient is
characterized by an initial, positive peak due to the onset of grid motion followed
by a transient decay that persists for the first quarter of the first cycle before con-
verging to a clockwise hysteresis loop. The pitching moment coefficient encounters a
strong negative peak, extending into the negative coefficient value range, followed by
a more rapidly decaying transient response before transitioning to a counterclockwise
hysteresis loop within the first eighth of the first cycle.
The impact of increasing reduced frequency is an aerodynamic damping effect,
observed by a widening of the hysteresis loops for both coefficients. Additionally,
the minimum and maximum lift coeffficient increase and decrease, respectively, as
illustrated by a clockwise rotation of the hysteresis loop. By increasing the oscillation
rate, the flow is unable to converge to a steady-state and the influence of previous
motion states act to dampen the range of lift coefficient values encountered during os-
cillatory motions. The opposite trend is observed for the pitching moment coefficient




Figure 64: X-56A: FUN3D subiterative convergence for forced pitching oscillation
with one degree amplitude, k = 0.20 at α = 0◦, M = 0.13 for the rigid (blue) and
flexible (red) cases. Iteration 136 - peak pitch amplitude within first oscillation cycle.
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 65: Rigid X-56A: FUN3D simulation results for forced pitching oscillations
with one degree amplitude for k = 0.05, 0.10, and 0.20 at α0 = 0
◦, M = 0.13.
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Figure 66 illustrates the FUN3D results for the flexible vehicle undergoing forced
pitching oscillations with 1 degree amplitude for k = 0.05, 0.10, and 0.20 at α0 = 0
◦,
β = 0◦, M = 0.13. For comparisons to be made relative to the rigid simulation
results, the range and scale of the plotted lift and pitching moment coefficient is
identical between the rigid and aeroelastic simulations. The impact of fluid-structure
interactions on the unsteady aerodynamic lift and pitching moment coefficient re-
sponses is significant. For each reduced frequency, the aerodynamic damping changes
between successive cycles of motion with notable variations in hysteresis loop width,
as well as the minimum and maximum coefficient values.
Relative to the rigid simulations, the aerodynamic damping in the lift coefficient
response is more significant for the k = 0.05 and k = 0.10 cases, as evidenced by
wider hysteresis loops. Furthermore, the hysteresis loops are rotated counterclock-
wise, translating to a wider range of lift coefficient values. In the k = 0.20 case, the
average aerodynamic damping is similar in magnitude compared to the rigid simula-
tions, where the primary difference is the cycle-to-cycle variation due to fluid-structure
interactions. It is interesting to note that increasing the reduced frequency no longer
corresponds to a straight-forward clockwise rotation of the hysteresis loops, as the
k = 0.10 case produces the largest variation in lift coefficient values.
Similar, but less pronounced trends are found with respect to the pitching moment
coefficient results. Relative to the rigid simulations, the variation in aerodynamic
damping is less significant, likely due to the pitching moment coefficient being smaller
in magnitude. At the lower reduced frequencies, response nonlinearity is observed
despite the limited motion amplitude. Such nonlinearities result from the influence of
fluid-structure interactions, when the structural deformation is capable of converging
toward static aeroelastic states for slowly-varying motions.
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 66: Flexible X-56A: FUN3D simulation results for forced pitching oscillations
with one degree amplitude for k = 0.05, 0.10, and 0.20 at α0 = 5
◦, M = 0.13.
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8.1.6.2 ROM Predictions
Figure 67 illustrates an updated comparison between CFD and ROM results (left)
and the ROM prediction error (right) for each of the forced pitching oscillation cases
(top to bottom) with respect to lift coefficient for the rigid vehicle case. Overall,
the ROM predictions show great qualitative agreement with CFD simulation results,
correctly resolving the initial transient response and the hysteresis loop widening
with successive increases in reduced frequency. The standard deviation in ROM
error is observed to increase with reduced frequency as the aerodynamic response
becomes more reliant on previous motion states. Nevertheless, the ROM error is
characterized by a mean error and standard deviation of < 1% across all simulated
reduced frequencies.
Figure 68 presents the same plots with respect to pitching moment coefficient for
the rigid vehicle. The ROM predictions are in great qualitative agreement with CFD
simulations, correctly resolving the initial transient response and the hysteresis loop
widening/rotation with increases in reduced frequency. The mean error and standard
deviation remain < 1% for each frequency case. However, as reduced frequency
decreases discrepancies between the ROM and CFD are observed at the minimum
pitch angle, where the ROM tends to overpredict the pitching moment coefficient.
This result can be explained by reviewing the static characterization study (Fig.
24(b)) of Section 7.1. The static pitching moment curve shows differences in slope,
i.e., derivative value, in the increment between α = [−1◦ to 0◦] and α = [0◦ to 1◦].
Because the traditional ROM typically assumes a symmetric step response about the
initial angle of attack, i.e., −Cmα|10 = Cmα|−10 , and because Cmα |10 < Cmα|−10 , the ROM
tends to overpredict at negative angles of attack. Inclusion of negative step responses
may improve modeling accuracy for the linear pitching moment model of the X-56A.
Overall, the ROM predicts the unsteady lift and pitching moment coefficients with
comparable accuracy to full-order simulations for the rigid vehicle.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 67: Rigid X-56A: ROM vs. CFD lift coefficient results (left) and ROM error
(right) for forced pitching oscillation with 1 degree amplitude for k = 0.05 (top), 0.10
(middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 68: Rigid X-56A: ROM vs. CFD pitching moment coefficient results (left)
and ROM error (right) for pitching pitching oscillation with 1 degree amplitude for
k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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Figure 69 presents the CFD and ROM results (left) and the ROM prediction
error (right) for each of the forced pitching oscillation cases (top to bottom) with
respect to lift coefficient for the flexible vehicle. In the k = 0.05 case, the ROM
accurately resolves the initial transient response, as well as cycle-to-cycle variations
in the hysteresis loop due to fluid-structure interactions. A mean error and standard
deviation of < 1% is obtained. As the reduced frequency is increased to k = 0.10
and k = 0.20, the ROM shows great qualitative agreement with aeroelastic CFD
simulations for the duration of the three-cycle oscillation, while the mean error and
standard deviation remain < 1% in each case. It is important to note that while the
standard deviation remains close to zero, an increase is observed as reduced frequency
is increased.
Figure 70 presents the same plots with respect to pitching moment coefficient for
the flexible vehicle. In the k = 0.05 case, the hysteresis loops present low aerodynamic
damping relative to the higher frequency cases, but a strong nonlinearity despite lim-
iting the pitch amplitude to 1 degree. This nonlinearity results from convergence of
the fluid-structure interactions, where the structure is allowed to deform closer to-
ward static aeroelastic conditions for slower varying motions. Because the aeroelastic
indicial responses capture these interactions across the motion frequency spectrum,
the ROM is able to match CFD simulations with a mean error and standard deviation
< 1.5%. As reduced frequency increases to k = 0.10 and k = 0.20, the nonlinearity
of the hysteresis loops decreases, approaching a more elliptical distribution for the
most dynamic case. At each frequency, the ROM continues to capture the initial
transient response, as well as cycle-to-cycle variations in the hysteresis loop width
and orientation. The mean error and standard deviation remains below < 1% for
both frequencies. The same overprediction of pitching moment at negative angles of
attack is observed for the flexible vehicle, reinforcing the need to include negative
step responses for maximum modeling accuracy.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 69: Flexible X-56A: ROM vs. CFD lift coefficient results (left) and ROM
error (right) for forced pitching oscillation with 1 degree amplitude for k = 0.05 (top),
0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 70: Flexible X-56A: ROM vs. CFD pitching moment coefficient results (left)
and ROM error (right) for forced pitching oscillation with 1 degree amplitude for
k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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8.1.6.3 ROM Predictions using Negative Step Responses
The results of the previous section illustrate a discrepancy between CFD simula-
tions and ROM predictions at negative angles of attack for both the rigid and flexible
vehicles. The static characterization plots of Section 7.1 provided insight into this dis-
crepancy. The lift and pitching moment curve slopes were observed to be asymmetric
about the mean angle of attack, α = 0◦. In Section 7.6, the sensitivity to nega-
tive step responses was assessed at the baseline flight condition. The step responses
were shown to be asymmetric, primarily for pitching moment, for both the rigid and
flexible flight vehicles. These differences may be attributed to static aerodynamic
characterisitics, and in the case of the flexible vehicle, fluid-structure interactions due
to structural deformation under asymmetric loading conditions. The current subsec-
tion presents updated ROM predictions using negative step responses for the linear
pitch oscillations at various reduced frequencies.
In addition to the responses shown in Table 8, negative step changes in angle of
attack and pitch rate using the trajectory inputs listed in Table 13. These longitu-
dinal indicial responses were simulated using the same temporal parameters listed
previously in Table 9. The CFD2ROM MATLAB code uses the indicial reponse due
to a negative step in angle of attack for all trajectory points where α < 0◦ and uses
the indicial responses due to a negative step in pitch rate for all trajectories points
where both α < 0◦ and q < 0◦.
Table 13: Motion file inputs for creating negative step indicial trajectories (t > 0).
Indicial α (deg) β (deg) φ (deg) θ (deg) ψ (deg) M0
α-step -1 0 0 0 0 0.13
q-step 0 0 0 −∆q · t 0 0.13
Figures 71 illustrates a comparison between CFD and ROM results (left) and
the ROM prediction error (right) for each of the forced pitching oscillation cases
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(top to bottom) with respect to lift coefficient for the rigid vehicle. Relative to the
previous results in Fig. 67, the mean error changes from -0.1% to 0.0%, -0.1% to
0.0%, and 0.0% to 0.1% for the k = 0.05, k = 0.10, and k = 0.20 cases, respectively.
The standard deviation remained constant in each case when including negative step
responses. Overall, a slight decrease in mean error is found for the quasisteady and
unsteady reduced frequencies.
Figures 72 illustrates a comparison between CFD and ROM results (left) and the
ROM prediction error (right) for each of the forced pitching oscillation cases (top to
bottom) with respect to the pitching moment coefficient for the rigid vehicle. Relative
to the previous results in Fig. 68, the mean error changes from 0.3% to -0.1%, 0.1% to
-0.1%, and 0.0% to 0.1% for the k = 0.05, k = 0.10, and k = 0.20 cases, respectively.
The standard deviation changes from 0.6% to 0.2%, 0.4% to 0.2%, and 0.4% to 0.3%
for the k = 0.05, k = 0.10, and k = 0.20 cases, respectively. Overall, negligible
differences in the mean error are observed, but reductions in standard deviation for
each pitching moment coefficient prediction when including negative step responses.
Additionally, the ROM error plots no longer show an overprediction at the negative
angles of attack.
Figures 73 illustrates a comparison between CFD and ROM results (left) and the
ROM prediction error (right) for each of the forced pitching oscillation cases (top
to bottom) with respect to lift coefficient for the flexible vehicle. Relative to the
previous results in Fig. 69, the mean error changes from 0.1% to 0.0%, 0.0 to 0.1%,
and 0.0% to 0.1% for the k = 0.05, k = 0.10, and k = 0.20 cases, respectively. The
standard deviation changes from 0.2% to 0.1%, 0.3% to 0.2%, and 0.7% to 0.7%
for the k = 0.05, k = 0.10, and k = 0.20 cases, respectively. Overall, negligible
performance improvements are generated when including negative step responses for
lift coefficient predictions of the flexible vehicle.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 71: Rigid X-56A: ROM (w/ negative steps) vs. CFD lift coefficient results
(left) and ROM error (right) for forced pitching oscillation with 1 degree amplitude
for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 72: Rigid X-56A: ROM (w/ negative steps) vs. CFD pitching moment co-
efficient results (left) and ROM error (right) for pitching pitching oscillation with 1
degree amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦,
β = 0◦, M = 0.13.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 73: Flexible X-56A: ROM (w/ negative steps) vs. CFD lift coefficient results
(left) and ROM error (right) for forced pitching oscillation with 1 degree amplitude
for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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Figures 74 illustrates a comparison between CFD and ROM results (left) and the
ROM prediction error (right) for each of the forced pitching oscillation cases (top to
bottom) with respect to pitching moment coefficient for the flexible vehicle. Relative
to the previous results in Fig. 70, the mean error changes from 0.7% to -0.3%, 0.3% to
-0.1%, and 0.0% to -0.2% for the k = 0.05, k = 0.10, and k = 0.20 cases, respectively.
The standard deviation changes from 1.2% to 0.4%, 0.7% to 0.3%, and 0.4% to 0.3%
for the k = 0.05, k = 0.10, and k = 0.20 cases, respectively. Finally, it is observed
that including negative step responses improves the ROM pitching moment coefficient
predictions for the flexible vehicle as shown by a noticeable decrease in standard
deviation. Additionally, the ROM error plots no longer show a strong overprediction
at the negative angles of attack.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 74: Flexible X-56A: ROM (w/ negative steps) vs. CFD pitching moment
coefficient results (left) and ROM error (right) for forced pitching oscillation with 1
degree amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦,
β = 0◦, M = 0.13.
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8.1.7 Summary
The present experiment sought to evaluate the unsteady aerodynamic prediction ca-
pabilities of the indicial response ROM method for flexible, maneuvering flight ve-
hicles. This method leverages aeroelastic indicial responses due to step changes in
longitudinal and lateral vehicle-state parameters to predict the response to arbitrary
vehicle trajectories. These aeroelastic indicial responses were simulated using a cou-
pled Euler-modal structural solver analysis. Such responses require more time steps
compared to rigid simulations in order to allow for fluid-structure interactions to
dampen in reaching a static aeroelastic state. Small-amplitude forced rolling, yaw-
ing, and pitching oscillations were selected as the test maneuvers in accordance with
the use of a linear ROM.
This experiment demonstrated the prediction power of aeroelastic indicial response
ROMs for single-plane motions at various reduced frequencies. While the differences
between the rigid and aeroelastic forced oscillation simulations in the lateral planes
(roll and yaw) were minimal, significant variations were shown in the forced pitching
oscillation results. The aeroelastic hysteresis loops were characterized by cycle-to-
cycle differences in aerodynamic damping and minimum and maximum coefficient
values, which persisted for several cycles. This is attributed to the high degree of
flexibility of the X-56A configuration in the longitudinal body-axis direction. For
the unsteady case, the hysteresis loop maintained an elliptical shape. For slower
motions, the vehicle structure has more time to deform toward a static aeroelastic
state leading to more nonlinear and nonelliptical responses, even for small-amplitude
motions. Using a single set of converged aeroelastic indicial responses at the initial
condition, the ROM was capable of capturing the complex fluid-structure interactions
present in CFD simulations at any frequency of interest with ROM prediction mean
error and standard deviation consistently < 1%. Marginal improvements were found
when including negative step responses for ROM pitching moment predictions.
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8.2 Experiment 2.2 - Nonlinear ROM (α) Evaluation
Experiment 2.2 addresses Research Question 2.2 and tests Hypothesis 2.2, both of
which are restated below:
Research Question 2.2:
What are the unsteady aerodynamic ROM prediction capabilities for flexible flight
vehicles maneuvering in nonlinear flight regimes?
Hypothesis 2.2: With sufficient sampling of the flight space, a nonlinear aeroelastic
indicial response ROM can resolve flow nonlinearities encountered up to stall angles
of attack, where feasible response identification limits may be encountered.
Experiment 2.1 demonstrated the ability of aeroelastic indicial responses to cap-
ture the frequency spectrum of fluid-structure interactions experienced with changes
in the vehicle-state trajectory inputs. The aeroelastic indicial response ROM accu-
rately predicts CFD-simulated unsteady aerodynamic forces and moments encoun-
tered by a flexible vehicle performing longitudinal and lateral forced oscillation mo-
tions at reduced frequencies ranging from quasisteady to unsteady levels. However,
these oscillations were limited to small amplitudes to ensure a locally linear response
with respect to the vehicle-state inputs.
Experiment 2.2 seeks to evaluate the prediction capabilities of a nonlinear aeroe-
lastic indicial response ROM formulated to model the unsteady aerodynamic forces
and moments of a flexible vehicle maneuvering across a wide range of angles of attack.
Aeroelastic indicial responses are sampled at various angles of attack and simulated
to form a database of time-accurate responses. For an arbitrary trajectory, defined in
terms of α(t) and q(t), this database of indicial responses is linearly interpolated to
model the responses at each point in the trajectory. These interpolated responses are
then convolved in the indicial response ROM to predict the unsteady aerodynamic
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response for any maneuver defined within the limits of sampled angles of attack, at
any frequency of interest.
Nonlinear indicial response ROMs have been shown in previous works [36, 38, 42]
to provide accurate predictions compared to CFD simulations for rigid flight vehicles
performing flight maneuvers across a wide range of angles of attack and Mach num-
bers. Ghoreyshi et al. [36] notes the primary limitation of the indicial response ROM
methodology is in the evaluation of high incidence motions. Two problems are speci-
fied related to these motions: (1) the number of indicial responses required increases
with aerodynamic nonlinearity and (2) the stability of CFD-calculated responses at
large angles of attack.
The first problem relates more so to the ROM value over CFD simulations, as
opposed to modeling capability. While the sampling requirements may increase for
nonlinear portions of the flight envelope, these responses still encompass the frequency
spectrum of the aerodynamic response and as such, could provide an increasing value
relative to CFD simulations for an increase in the number of flight maneuvers to
be evaluated. The second notion implies that responses that fail to reach converged
steady-state values are incapable of being used in a convolution-based ROM. The
results from Expt. 2.1 demonstrate that aeroelastic indicial responses are recover-
ing complex, unsteady fluid-structure interactions that persist well-beyond the time
required for convergence of rigid vehicle responses. Nonetheless, the corresponding
aeroelastic indicial response ROM demonstrates an ability to resolve the complex
fluid-structure interactions in full-order CFD maneuver simulations. Thus, it is ex-
pected that indicial responses at higher angles of attack are not necessarily ‘unstable’,
but instead, capture physical flow unsteadiness for which a converged steady-state
value is not expected. The problem then refocuses on the cost in sampling high
angle-of-attack responses as dictated by the minimum simulation length required to
model the motion state influence at a given angle of attack. Thus, it is expected
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that aeroelastic indicial responses may be sampled at every angle of attack and suc-
cessively used in the indicial response ROM for unsteady aerodynamic predictions
across a wide range of angles of attack.
The primary limitation in this work relates to the ability of the CFD solver to
properly deform the mesh without encountering negative volume errors, which would
prevent response simulation at a given flight condition. Such problems may arise
at large angles of attack or Mach numbers when the structural deformation may
become significant. Regardless, the modal structural solver used in the present work
is arbitrarily limited to small to moderate deflections. Coupling of the CFD flow
solver to an FEM model may allow for identification of indicial responses for a greater
portion of the expected flight envelope.
8.2.1 Purpose of Experiment
The following are identified as the main objectives of this numerical experiment:
1. Demonstrate the ability of aeroelastic nonlinear indicial response ROMs to ac-
curately predict the unsteady aerodynamic response to longitudinal motions at
any desired motion frequency across a sampled angle-of-attack range
2. Identify the predictive limitations of the original modeling formulation and pro-
vide extensions to modeling assumptions and/or sampling requirements, if nec-




The simulation framework outlined in Chapter 4 was used to generate full-order rigid
and aeroelastic CFD solutions for the large-amplitude forced pitching oscillations
as described in Section 6.4. Rigid and aeroelastic indicial responses were simulated
with respect to the longitudinal vehicle-state parameters at the initial motion state
using the best practices established in the Chapter 7. Motion files were generated
for the forced oscillation and indicial response trajectories using the trajectory post-
processing MATLAB code. Nonlinear ROM predictions were generated using the
CFD2ROM MATLAB code.
Table 14 lists three forced pitch oscillation tests to be used in evaluating the non-
linear aeroelastic ROM’s ability to capture the frequency spectrum within a nonlinear
angle-of-attack range. For this evaluation, the flight space α = [0◦ − 10◦] is to be
sampled uniformly in 1 degree increments at the baseline flight condition. Indicial
responses, one for each vehicle-state parameter, are simulated at each angle of attack
to guarantee a rich sampling in evaluating the complete predictive capabilities of the
nonlinear ROM.
Table 14: Nonlinear Model Tests: Forced Pitch Oscillation.
Case α0 (deg) αA Reduced Frequency (k)
FOP-4 5 4 0.02
FOP-5 5 4 0.10
FOP-6 5 4 0.20
The surrogate modeling approach reviewed in Section 5.4 is used to interpolate
among the sampled indicial responses, and the modeled indicial responses are then
convolved with the motion history to make lift and pitching moment ROM predictions
(Eq. 76) for oscillations of increasing motion rates. As was done with the linear model,
the reduced frequencies range from quasisteady to unsteady values, which allows for
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performance comparisons relative to the traditional stability derivative method. The
mean angle of attack and pitch angle amplitude were chosen to be 5 degrees to ensure
that each FO cover the entire prestall flight envelope.
8.2.3 Nonlinear ROM Generation
Experiment 2.2 seeks to evaluate the predictive capability of the aeroelastic nonlinear
indicial response ROM at various reduced frequencies for longitudinal motions cov-
ering a wide range of angle of attack. Equation 16 represents the nonlinear reduced-
order modeling formulation for longitudinal (Cj) unsteady aerodynamic predictions.
The lift (CL) and pitching moment (Cm) coefficients are a result of the steady-state
contribution at the initial flight condition (Cj0) and unsteady contributions due to
changes in angle of attack (α) and pitch rate (q). In the nonlinear formulation, the
indicial responses with respect to angle of attack (Cjα) are now dependent on angle
of attack. These responses are simulated as step changes in angle of attack at various
initial angles of attack, αi, such that α(t) = αi + 1. A linear interpolation as a func-
tion of angle of attack is used to model the time-accurate responses at each point in
the trajectory. These modeled responses are then used to generate traditional indi-
cial response ROM unsteady aerodynamic predictions for nonlinear pitch oscillations
using Eq. 76.















Table 15 defines the indicial responses simulated for the nonlinear ROM gener-
ation. Indicial responses due to step changes in angle of attack are simulated in
one degree increments along the angle-of-attack range covered by the forced pitching
oscillations using the traditional assumption of response symmetry about the mean
angle of attack. Since pitch rate indicial responses are assumed to be linear, only a
single indicial response is sampled at the initial flight condition, where α0 = 5
◦.
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Table 15: Motion file inputs for creating indicial trajectories for nonlinear FO pre-
dictions (t > 0).
Indicial α (deg) β (deg) φ (deg) θ (deg) ψ (deg) M0
α-step 6 0 0 0 0 0.13
α-step 7 0 0 0 0 0.13
α-step 8 0 0 0 0 0.13
α-step 9 0 0 0 0 0.13
α-step 10 0 0 0 0 0.13
q-step 5 0 0 ∆q · t 0 0.13
8.2.4 CFD Simulations
Forced pitching oscillations were prescribed starting from an initial angle of attack
α0 = 5
◦ with a pitch amplitude of ∆θ = 4◦ at β = 0◦, M = 0.13. Relative to Expt.
2.1, the amplitude was increased to four degrees to cover a wider angle-of-attack range
for which static aerodynamics were previously characterized as nonlinear (Fig. 7.1).
Figure 75 depicts the motion history for the forced pitching oscillations at reduced
frequencies of k = 0.05, 0.10, and 0.20. Because the initial condition and simulated
reduced frequencies are consistent between the forced pitching oscillations in Expts.
2.1 and 2.2, the same initialization solution and dynamic solution strategy was used
in the present experiment. A characteristic time step of s u 0.002 was used to
advance the solution in time and 20 subiterations were used to converge the solution
in pseudotime. A summary of the temporal solution parameters can be found in
Table 12 of Section 8.1.6.
The solution strategy proved to be robust in producing stable, well-converged dy-
namic simulations for both the rigid and flexible vehicle at every prescribed motion
frequency. Examples of subiterative convergence for the k = 0.20 case are shown
in Figures 76(a) and 76(b) for the rigid (top) and flexible (bottom) vehicle cases,
respectively. The plots illustrate the order-of-magnitude convergence in the FUN3D
time-accurate solution residual drop (log(R/R0)) and the pitching moment coeffi-
cient (Cm) convergence versus fractional iterations. Iteration 136 is shown, which
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Figure 75: Motion history for forced pitching oscillations with 4 degree amplitude
for k = 0.05, 0.10, and 0.20 at α0 = 5
◦, β = 0◦, M = 0.13.
coincides with the positive peak pitch amplitude during the first oscillation cycle,
where each point signifies the convergence achieved at each of the 20 subiterations.
The rigid simulation presents over 8-orders of convergence in residual drop with suf-
ficient convergence in the pitching moment coefficient, based on a 0.0002% difference
between the final two subiterations. Similar levels of convergence were achieved in
the aeroelastic simulation. While not illustrated here, similar convergence behavior
was observed for the k = 0.10 and k = 0.05 cases.
Figure 77 illustrates the FUN3D simulation lift and pitching moment coefficient
results for the rigid vehicle undergoing forced pitching oscillations with 4 degree am-
plitude for k = 0.05, 0.10, and 0.20 at α0 = 5
◦, β = 0◦, M = 0.13. The lift and
pitching moment coefficient trends are similar to those observed for the 1 degree am-
plitude oscillation (Fig. 65) from the previous experiment, but with a slight increase




Figure 76: X-56A: FUN3D subiterative convergence for forced pitching oscillation
with 4 degree amplitude, k = 0.20 at α0 = 5
◦, M = 0.13 for the rigid (blue) and
flexible (red) cases. Iteration 136 - peak pitch amplitude within first oscillation cycle.
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For each reduced frequency, fairly elliptical hysteresis loops are observed despite os-
cillating over a wider angle-of-attack range, indicating a fairly linear relationship
between the aerodynamic response and angle of attack. This result is supported by
the static characterization plots shown in Fig. 24 of Section 7.1. In these plots, the
static lift and pitching moment curves depict a mostly linear aerodynamic response
for α = [0◦ to 10◦]. In contrast, the lift and pitching moment curves for the flexible
vehicle illustrate a nonlinearity over the same range.
Figure 78 illustrates the FUN3D results for the flexible vehicle undergoing forced
pitching oscillations with a four degree amplitude for k = 0.05, 0.10, and 0.20 at
the same initial condition. The range of plotted lift and pitching moment coefficient
values was defined consistently between the rigid and flexible cases to allow for better
comparisons. As initially shown in Expt 2.1, the aeroelastic lift and pitching moment
hysteresis loops vary from cycle-to-cycle in terms of aerodynamic damping (width)
and minimum and maximum coefficient values (rotation).
The lift responses appear to be qualitatively similar to the flexible results obtained
for the one degree oscillations presented in Expt 2.1 (Fig. 66). The primary difference
with the larger amplitude motion is an overall increase in aerodynamic damping as
shown by a relative widening of the hysteresis loops, as well as a nonlinear distortion
of the loop at minimum and maximum pitch angles. These nonliearities are observed
for the smaller reduced frequencies as well. In the k = 0.05 case, the aerodynamic
damping changes drastically between the upper and lower angle-of-attack ranges. For
the slower-varying motions, the aeroelastic response has more time to converge toward
steady-state where structural deformation is a maximum.
A comparison of the pitching moment responses for the one and four degree am-
plitude pitching motions shows a similar trend. At the higher reduced frequency
(k = 0.20), the same initial transient response and cycle-to-cycle variations are ob-
served, but over a wider range of coefficient values due to the increase in pitching
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 77: Rigid X-56A: FUN3D simulation results for forced pitching oscillations
with 4 degree amplitude for k = 0.05, 0.10, and 0.20 at α0 = 5
◦, M = 0.13.
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 78: Flexible X-56A: FUN3D simulation results for forced pitching oscillations
with 4 degree amplitude for k = 0.05, 0.10, and 0.20 at α0 = 5
◦, M = 0.13.
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amplitude and a widening of the hysteresis loops. Even in the lower frequency case,
the same nonlinear behavior resulting from the complex fluid-structure interactions is
observed with an additional decrease in the aerodynamic damping during the upswing
motion of the forced oscillation. Furthermore, the hysteresis loops are now character-
ized by a slightly nonlinear mean variation over the transversed pitch range. Overall,
distinct differences are observed in the aerodynamic responses for larger amplitude
forced oscillations, which require nonlinear modeling.
8.2.5 ROM Predictions
8.2.5.1 Linear ROM
Figure 79 illustrates a comparison between CFD and linear ROM results (left) and
the ROM prediction error (right) for each of the forced pitching oscillation cases (top
to bottom) with respect to lift coefficient for the rigid vehicle. The ROM predictions
show great qualitative agreement with CFD simulation results, correctly resolving the
initial transient response and the hysteresis loop widening with successive increases
in reduced frequency. Quantitatively, the ROM error is characterized by a mean
error and standard deviation of < 1% across all simulated reduced frequencies. These
results reinforce the applicability of the linear ROM for unsteady lift predictions of
the rigid vehicle oscillating from α = [0◦ to 10◦].
Figure 80 presents the same plots with respect to pitching moment coefficient
for the rigid vehicle. The ROM predictions are in great qualitative agreement with
CFD simulations, correctly resolving the initial transient response and the hysteresis
loop widening/rotation with increases in reduced frequency. Again, the mean error
and its standard deviation remain < 1% for each frequency. Overall, the linear ROM
predicts the unsteady lift and pitching moment coefficients with comparable accuracy
to full-order simulations of the large-amplitude forced oscilations.
Figure 81 presents the CFD and linear ROM results (left) and the ROM prediction
error (right) for each of the forced pitching oscillation cases (top to bottom) with
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 79: Rigid X-56A: Linear ROM vs. CFD lift coefficient results (left) and ROM
error (right) for forced pitching oscillation with 4 degree amplitude for k = 0.05 (top),
0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 80: Rigid X-56A: Linear ROM vs. CFD pitching moment coefficient results
(left) and ROM error (right) for forced pitching oscillation with 4 degree amplitude
for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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respect to lift coefficient for the flexible vehicle. In the k = 0.05 case, the ROM
fails to capture the observed nonlinear variations with slight overpredictions across
all pitch angles, resulting in a mean error of 1.4% and standard deviation of 1.0%.
As the reduced frequency is increased to k = 0.10, the linear ROM does capture
the qualitative shape of the hysteresis loop, but continues to overpredict, especially
at higher angles of attack. In this case, the mean error and standard deviation
remains are 3.1% and 1.7%, respectively. At k = 0.20, the linear ROM noticeably
overpredicts at the lower and higher angles of attack, with a mean error of 3.0% and
standard deviation of 2.6%. As expected, the nonlinear features of the lift coefficient
time history for the large-amplitude pitching oscillations are not adequately predicted
with the linear ROM.
Figure 82 presents the CFD and linear ROM results (left) and the ROM prediction
error (right) for each of the forced pitching oscillation cases (top to bottom) with
respect to pitching moment coefficient for the flexible vehicle. In the k = 0.20 case,
the linear ROM matches the CFD simulations fairly well with < 1% mean error
and standard deviation. In the k = 0.10 case, the linear ROM continues to show
general agreement with CFD simulations. Only slight underprediction is observed at
the higher angles of attack with the mean error and standard deviation remaining
< 1%. At the quasisteady frequency, the accuracy of the linear ROM predictions
begins to deteriorate with a mean error of -1.4% and a standard deviation of 2.2%.
The ROM generally underpredicts the pitching moment coefficient across the entire
angle-of-attack range with the maximum error at the minimum and maximum angles
of attack.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 81: Flexible X-56A: Linear ROM vs. CFD lift coefficient results (left) and
ROM error (right) for forced pitching oscillation with 4 degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 82: Flexible X-56A: Linear ROM vs. CFD pitching moment coefficient results
(left) and ROM error (right) for forced pitching oscillation with 4 degree amplitude
for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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8.2.5.2 Nonlinear ROM (α) - Positive Steps
The current subsection evaluates the nonlinear ROM generated using the indicial
responses sampled from α = [5◦ to 9◦], as defined by Table 15. While negligible
improvements are expected for the rigid vehicle, nonlinear ROM results are included
to quantify the modeling accuracy gained and observe the ROM error trends when
including a nonlinear sampling of the angle-of-attack space.
Figure 83 illustrates the CFD and nonlinear ROM results (left) and the ROM
prediction error (right) for each of the forced pitching oscillation cases (top to bottom)
with respect to lift coefficient for the rigid vehicle. In the k = 0.05 case, the mean
error remains constant relative to the linear results (Fig. 79) while the standard
deviation increases from 0.3% to 0.7%. This increase in standard deviation can be
attributed to a greater overprediction at α = 1◦. Because the symmetry of indicial
responses is assumed, the slight nonlinearities encountered near α = 9◦ are propagated
in the model to the lower angle-of-attack range. By including these nonlinearities,
a reduction in modeling error is observed for α(t) > α0. These trends are found for
each reduced frequency. Similar findings are shown for the nonlinear ROM pitching
moment predictions in Fig. 84.
Figure 85 illustrates the CFD and nonlinear ROM results (left) and the ROM
prediction error (right) for each of the forced pitching oscillation cases (top to bottom)
with respect to lift coefficient for the flexible vehicle. In the k = 0.20 case, the same
decrease in modeling error are observed for α(t) > α0 while an increase in ROM error
is found for α(t) < α0. This change in ROM error behavior is also attributed to
the assumption of symmetric indicial responses about the mean angle of attack. As
a result the mean error reduces from 1.4% to 1.0%, whereas the standard deviation
increases from 1.0% to 1.3%. As reduced frequency is decreased to k = 0.10, the
ROM error at the lower angle-of-attack range shows a significant increase from < 5%
to approximately 10%. This overprediction at negative angles of attack tends to
228
bias the modeling error at positive angles of attack as the ROM error begins to
recover. The ROM shows an improvement in modeling accuracy during the first
half of the first oscillation cycle when α(t) > α0. Overall, the mean error remains
relatively constant, and the standard deviation increases from 1.7% to 3.7%. At
the quasisteady frequency, the ‘infinity’ pattern shown in the linear ROM error plot
(Fig. 81) is reduced such that an overprediction is primarily confined to α(t) < α0.
The nonlinear ROM generally captures the variation in aerodynamic damping and
hysteresis loop slope in the positive angle-of-attack range. Regardless, the mean error
remains constant between the linear and nonlinear ROM while the standard deviation,
biased by the negative angles of attack, increases from 2.6% to 4.3%.
Figure 86 illustrates the CFD and nonlinear ROM results (left) and the ROM
prediction error (right) for each of the forced pitching oscillation cases (top to bottom)
with respect to lift coefficient for the flexible vehicle. In the k = 0.20 case, the elliptical
hysteresis loops were generally captured by the linear ROM (Fig. 82) and continue
to be reasonably modeled by the nonlinear ROM with a mean error and standard
deviation remaining < 1%. In the k = 0.10 case, the nonlinear ROM shows good
agreement with the CFD results, decreasing the -0.2% mean error obtained with the
linear ROM to zero. The propagation of nonlinearity at positive angles of attack
to the lower angle-of-attack range acts to increase the ROM error, which leads to a
slight increase in standard deviation from 0.8% to 1.1%. Finally, the nonlinear ROM
pitching moment predictions for the quasisteady case show negligible differences with
respect to the mean error and standard deviation. However, the ROM error plot shows
an ability of the ROM to better capture the response for α(t) > α0. At lower angles of
attack, the symmetry of step response assumptions serves to cause an underprediction
of the pitching moment coefficient. These results, along with those shown for the rigid
vehicle, illustrate the importance of including negative step responses for prediction
ranges where nonlinearity in the static aerodynamic coefficients is observed.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 83: Rigid X-56A: Nonlinear ROM vs. CFD lift coefficient results (left) and
ROM error (right) for forced pitching oscillation with 4 degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 84: Rigid X-56A: Nonlinear ROM vs. CFD pitching moment coefficient
results (left) and ROM error (right) for forced pitching oscillation with 4 degree
amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦,
M = 0.13.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 85: Flexible X-56A: Nonlinear ROM vs. CFD lift coefficient results (left) and
ROM error (right) for forced pitching oscillation with 4 degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 86: Flexible X-56A: Nonlinear ROM vs. CFD pitching moment coefficient
results (left) and ROM error (right) for forced pitching oscillation with 4 degree
amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦,
M = 0.13.
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8.2.5.3 Nonlinear ROM (α) - Adding Negative Steps
The current subsection evaluates the nonlinear ROM generated using the indicial
responses sampled from α = [5◦ to 9◦], as defined by Table 15, in addition to negative
step responses for α < α0, i.e., α = [1
◦ to 5◦]. Table 16 defines the motion file inputs
for creating negative angle-of-attack and pitch rate step functions. For the nonlinear
ROM, negative angle-of-attack steps are sampled beginning from the initial angle of
attack, α = 5◦, down to the lowest angle of attack encountered during the large-
amplitude forced pitching oscillation. Because pitch rate is traditionally assumed to
be independent of angle of attack, a single negative pitch rate step is simulated at
the initial/mean angle of attack. The nonlinear ROM then uses negative angle-of-
attack step responses for α(t) < α0 and positive angle-of-attack step responses for
α(t) > α0 to better capture the nonlinearities across the entire angle-of-attack range.
The negative pitch rate step responses are utilized when q(t) < 0.
Table 16: Motion file inputs for creating negative step indicial trajectories for non-
linear FO predictions (t > 0).
Indicial α (deg) β (deg) φ (deg) θ (deg) ψ (deg) M0
neg. α-step 1 0 0 0 0 0.13
neg. α-step 2 0 0 0 0 0.13
neg. α-step 3 0 0 0 0 0.13
neg. α-step 4 0 0 0 0 0.13
neg. q-step 5 0 0 -∆q · t 0 0.13
Figure 87 shows the CFD and nonlinear ROM (including negative steps) results
(left) and the ROM prediction error (right) for each of the forced pitching oscillation
cases (top to bottom) with respect to lift coefficient for the rigid vehicle. Relative
to the traditional nonlinear ROM (Figure 83), the ROM error for each reduced fre-
quency is reduced in the negative angle-of-attack range, resulting in a low-magnitude
symmetric error loop across the transversed angle-of-attack range. In each case, the
mean error and standard deviation show improvements. The same general trends are
observed for the pitchiing moment coefficient predictions illustrated in Fig. 88.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 87: Rigid X-56A: Nonlinear ROM with negative steps vs. CFD lift coefficient
results (left) and ROM error (right) for forced pitching oscillation with 4 degree
amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦,
M = 0.13.
235
(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 88: Rigid X-56A: Nonlinear ROM with negative steps vs. CFD pitching
moment coefficient results (left) and ROM error (right) for forced pitching oscillation
with 4 degree amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at
α0 = 5
◦, β = 0◦, M = 0.13.
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Figure 89 shows the CFD and nonlinear ROM (including negative steps) results
(left) and the ROM prediction error (right) for each of the forced pitching oscillation
cases (top to bottom) with respect to lift coefficient for the flexible vehicle. Relative
to the nonlinear ROM using only positive steps (Fig. 85), the ROM predictions
in the k = 0.05 and k = 0.10 cases show a drastic improvement in predicting the
unsteady aerodynamic lift coefficient over three forced pitching oscillation cycles.
The cycle-to-cycle differences in aerodynamic damping and minimum and maximum
coefficient values are captured across the entire angle-of-attack range. For k = 0.05,
the mean error and standard deviation decrease from 3.0% and 4.3% to 0.1% and 0.9%,
respectively. Similar reductions are observed in the k = 0.10 case. For the unsteady
k = 0.20 case, the nonlinear ROM predictions generally degrade when including
negative step responses. Relative to CFD simulations, the ROM underpredicts the
unsteady lift coefficient across the entire angle-of-attack range, shifting the mean error
from 1.0% to -3.2%.
Figure 90 shows the CFD and nonlinear ROM (including negative steps) results
(left) and the ROM prediction error (right) for each of the forced pitching oscillation
cases (top to bottom) with respect to pitching moment coefficient for the flexible
vehicle. Relative to the nonlinear ROM using only positive steps (Fig. 86), the ROM
predictions in the k = 0.05 and k = 0.10 cases show a noticeable improvement in pre-
dicting the unsteady aerodynamic lift coefficient over three forced pitching oscillation
cycles. The ROM error loops decrease in magnitude and show no strong bias toward
positive or negative angles of attack. In the k = 0.05 case, the mean error decreases
in magnitude from -1.3% to 0.2% while the standard deviation decreases from 2.2%
to 0.9%. In the k = 0.10 case, the mean error does slightly increase from 0.0% to
0.5%, but the standard deviation decreases from 1.1% to 0.7%. Finally, the unsteady
case shows negligible changes in modeling accuracy with a mean error change from
-0.1% to 0.2% and a standard deviation increase from 0.4% to 0.6%.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 89: Flexible X-56A: Nonlinear ROM with negative steps vs. CFD lift coeffi-
cient results (left) and ROM error (right) for forced pitching oscillation with 4 degree
amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦,
M = 0.13.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 90: Flexible X-56A: Nonlinear ROM with negative steps vs. CFD pitching
moment coefficient results (left) and ROM error (right) for forced pitching oscillation
with 4 degree amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at
α0 = 5
◦, β = 0◦, M = 0.13.
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The aeroelastic ROM predictions depict an overall increase in modeling accuracy
when including negative angle-of-attack and pitch rate indicial responses. For the
quasisteady and quasiunsteady reduced frequencies, the lift and pitching moment co-
efficient responses are predicted with mean errors of < 1% and no remaining error bias
in the lower angle-of-attack range. For the unsteady case, the ROM predictions gener-
ally degrade when including negative step responses, especially for the lift coefficient.
The ROM lift coefficient prediction underpredicts across the entire angle-of-attack
range relative to CFD simulations, and slightly overpredicts the pitching moment
coefficient. Because modeling improvements were found at the lower reduced fre-
quencies, these modeling discrepancies in the k = 0.20 case may be attributed to
modeling inaccuracies relative to pitch rate, which is greatest in magnitude for the
unsteady case.
8.2.5.4 Nonlinear ROM (α) - Including α Dependency for Pitch Rate
The present subsection investigates the nonlinear ROM accuracy when considering
an angle-of-attack dependency for the pitch rate indicial responses. For the previous
nonlinear ROM predictions, positive and negative angle-of-attack steps across the
angle-of-attack range were utilized, in addition to a single positive and negative step
response with respect to pitch rate at the mean angle of attack. Table 17 defines
the motion file inputs for creating pitch rate step functions as a function of angle
of attack. The updated nonlinear ROM then uses positive and negative angle-of-
attack and pitch rate responses to better capture the nonlinearities across the entire
angle-of-attack range.
Table 17: Motion file inputs for creating pitch rate indicial trajectories for nonlinear
FO predictions (t > 0).
Indicial α (deg) β (deg) φ (deg) θ (deg) ψ (deg) M0
q-step 1-4, 6-9 0 0 ∆q · t 0 0.13
neg. q-step 1-4, 6-9 0 0 −∆q · t 0 0.13
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Figure 91 illustrates the CFD and nonlinear ROM (included dependency for pitch
rate responses) results (left) and the ROM prediction error (right) for each of the
forced pitching oscillation cases (top to bottom) with respect to lift coefficient for
the rigid vehicle. Relative to the previous nonlinear ROM (Fig. 87), which only
included an angle-of-attack dependency for the angle-of-attack indicial responses,
the lift coefficient predictions using the updated ROM show negligible changes in
modeling accuracy for each of the reduced frequency cases. The mean error and
standard deviation remains fairly constant. Similar results are found for the pitching
moment predictions shown in Fig. 92.
Figure 93 illustrates the CFD and nonlinear ROM (included dependency for pitch
rate responses) results (left) and the ROM prediction error (right) for each of the
forced pitching oscillation cases (top to bottom) with respect to lift coefficient for the
flexible vehicle. Relative to the previous nonlinear ROM (Fig. 89), the lift coefficient
predictions using the updated ROM show small changes in modeling accuracy for
each of the reduced frequency cases. In the k = 0.05 and k = 0.20 cases, the standard
deviation decreases by a fraction of a percent. The mean error and standard deviation
remains fairly constant for the k = 0.10 case. The pitching moment predictions for
the updated nonlinear ROM are shown in Fig. 94. In the k = 0.20 case, the mean
error increases by 0.1% whereas the standard deviation deccreases by 0.2%. In the
remaining cases, the mean error and standard deviation generally increase by 0.1%.
Overall, use of a nonlinear ROM that includes an angle-of-attack dependency for
the pitch rate indicial responses shows negligible changes in modeling accuracy for
the unsteady lift and pitching moment predictions for both the rigid and flexible
X-56A aircraft. For large-amplitude pitch oscillations, it is recommended that only
the angle-of-attack indicial responses be dependent on angle of attack to reduce the
computational costs associated with model identification.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 91: Rigid X-56A: Nonlinear ROM (included for pitch rate responses) vs. CFD
lift coefficient results (left) and ROM error (right) for forced pitching oscillation with
4 degree amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦,
β = 0◦, M = 0.13.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 92: Rigid X-56A: Nonlinear ROM (included for pitch rate responses) vs. CFD
pitching moment coefficient results (left) and ROM error (right) for forced pitching os-
cillation with 4 degree amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom)
at α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Lift coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Lift coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Lift coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 93: Flexible X-56A: Nonlinear ROM (included for pitch rate responses) vs.
CFD lift coefficient results (left) and ROM error (right) for forced pitching oscillation
with 4 degree amplitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at
α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Pitching moment coefficient (k = 0.05) (b) ROM error (k = 0.05)
(c) Pitching moment coefficient (k = 0.10) (d) ROM error (k = 0.10)
(e) Pitching moment coefficient (k = 0.20) (f) ROM error (k = 0.20)
Figure 94: Flexible X-56A: Nonlinear ROM (included for pitch rate responses) vs.
CFD pitching moment coefficient results (left) and ROM error (right) for forced pitch-
ing oscillation with 4 degree amplitude for k = 0.05 (top), 0.10 (middle), and 0.20
(bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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8.2.6 Summary
The present experiment sought to evaluate the unsteady aerodynamic prediction ca-
pabilities of a nonlinear indicial response ROM method, which accounted for indicial
response sensitivity to angle of attack. Aeroelastic indicial responses were simulated
at select points across the angle-of-attack flight envelope to capture the response
sensitivity to initial angle of attack. A linear interpolation of this indicial response
database was used to model the responses at each flight condition of a given trajectory.
Linear and nonlinear ROM predictions were compared to CFD simulation results
for the unsteady lift and pitching moment coefficients of both a rigid and flexible X-
56A performing large-amplitude forced pitching oscillations. With similar qualitative
behavior as the small-amplitude forced pitching oscillations of Expt. 2.1, the rigid
vehicle demonstrated mostly elliptical hysteresis loops with respect to the lift and
pitching moment coefficients. These hysteresis loops generally converged within one
quarter-cycle of simulation, and an increase in aerodynamic damping was observed
for higher reduced frequencies. The aeroelastic responses for the flexible vehicle were
characterized by complex fluid-structure interactions, which elicited cycle-to-cycle
differences in aerodynamic damping and minimum/maximum coefficient values.
For the rigid vehicle, the linear ROM showed general agreement with the CFD
results with less than 1% mean error and standard deviation observed for lift and
pitching moment predictions. Minor improvements could be gained using a nonlin-
ear ROM, where ROM modeling error decreased by accounting for angle-of-attack
sensitivity and negative step responses for α(t) < α0. For the flexible vehicle, the lin-
ear ROM proved incapable of capturing the nonlinearities suggested from the static
characterization study in Chapter 7. Use of the nonlinear ROM with negative angle-
of-attack step responses for α(t) < α0, proved to effectively model the unsteady lift
and pitching moment responses for the flexible vehicle across the range of simulated
reduced frequencies.
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8.3 Experiment 2.3 - Generalized ROM (α,M) Evaluation
In order to further evaluate the capabilities of the aeroelastic indicial response ROM,
longitudinal and lateral unsteady aerodynamic predictions are generated and com-
pared to CFD simulation results for a generalized 6DOF right turn maneuver. This
variable-speed maneuver will enable testing of the Kriging surrogate modeling tech-
nique described in Section 5.4.
8.3.1 Purpose of Experiment
The following are identified as the main objectives of this numerical experiment:
1. Explore the differences in the unsteady aerodynamic responses between the rigid
and flexible X-56A aircraft for a generalized flight test maneuver.
2. Demonstrate the generalized capability of a surrogate-based aeroelastic indi-
cial response ROM to accurately predict the longitudinal and lateral unsteady
aerodynamics during a variable-speed maneuver.
8.3.2 Experiment Setup
In order to demonstrate the generalized capability of the nonlinear aeroelastic ROM,
a NASA Armstrong flight test maneuver for the X-56A is to be simulated and com-
pared to ROM predictions. The vehicle-state time histories were acquired from
GPS/accelerometer data and smoothed/interpolated for motion file generation. The
X-56A performing a right turn (RT), illustrated in Figs. 95-96, enters and exits the
maneuver from a straight and level condition. The angle of attack and sideslip angles
are constrained within [−2◦ to 5◦] and [−4◦ to 4◦], respectively, and Mach numbers
within [0.11 to 0.13]. The aircraft rolls right as the flight speed decreases and the yaw
angle begins to increase up to 90 degrees. Finally, the aircraft begins to accelerate
back to the initial flight speed while the yaw angle increases to a maximum of 180




Figure 95: Right turn maneuver - (a) aerodynamic angles and (b) Mach number.
248
Figure 96: Right turn maneuver - Euler angles.
The simulation framework outlined in Chapter 4 was used to generate full-order
rigid and aeroelastic CFD solutions. Rigid and aeroelastic indicial responses were
simulated with respect to the longitudinal and lateral vehicle-state parameters at
select angles of attack and Mach numbers using the best practices established in
the Chapter 7. Motion files were generated for the trajectory and indicial response
trajectories using the trajectory post-processing MATLAB code. Linear and nonlinear
ROM predictions for the longitudinal and lateral unsteady aerodynamic responses
were generated using the CFD2ROM MATLAB code.
8.3.3 Nonlinear ROM Generation
Experiment 2.3 seeks to evaluate the predictive capability of the aeroelastic non-
linear indicial response ROM over a range of angles of attack and Mach numbers.
Equation 18 represents the traditional nonlinear reduced-order modeling formulation
for longitudinal (Cj) unsteady aerodynamic predictions. The lift (CL) and pitching
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moment (Cm) coefficients are a result of the steady-state contribution at the initial
flight condition (Cj0) and unsteady contributions due to changes in angle of attack
(α) and pitch rate (q). Equation 19 represents the nonlinear reduced-order modeling
formulation for lateral (Ck) unsteady aerodynamic predictions. The side force (CY ),
rolling moment (Cl), and yawing moment (Cn) coefficients are calculated as a result
of unsteady contributions due to changes in sideslip angle (β), roll rate (p), and yaw
rate (r). The indicial responses due to step changes in the wind angles, α and β, are
a function of angle of attack and Mach number, whereas the indicial responses due
to step changes in the rotation rates are only a function of angle of attack.




































Table 15 defines the indicial responses simulated for the nonlinear ROM genera-
tion. Indicial responses due to step changes in angle of attack and sideslip angle are
simulated in one degree angle of attack and 0.02 Mach number increments along the
angle-of-attack range covered during the right turn maneuver. Since rotation rate
indicial responses are assumed to be dependent on Mach number, a single indicial
response is sampled at α0 = 0
◦ for each Mach number increment. Based on the re-
sults of Expt. 2.2, negative angle-of-attack step responses are also included. Table
19 lists the corresponding motion file inputs used to create the indicial trajectories
for response identification.
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Table 18: Matrix of indicial step cases for input to the kriging surrogate model.
α0 (deg) M = 0.11 M = 0.13
0 ∆α,∆β,∆p,∆q,∆r ∆α,∆β,∆p,∆q,∆r
-2 to 0 −∆α −∆α
1 to 5 ∆α ∆α
-2 to 5 ∆β ∆β
Table 19: Motion file inputs for creating indicial trajectories for nonlinear RT pre-
dictions (t > 0).
Indicial α, deg β, deg φ, deg θ, deg ψ, deg M0
α- step α0 ± 1 0 0 0 0 0.11, 0.13
β- step α0 1 0 0 0 0.11, 0.13
p- step 0 0 ∆p · t 0 0 0.11, 0.13
q- step 0 0 0 ∆q · t 0 0.11, 0.13
r- step 0 0 0 0 ∆r · t 0.11, 0.13
Rigid and aeroelastic indicial step responses were computed with FUN3D using the
temporal parameters presented in Table 20. Using the solution strategy developed in
Experiment 1.1, the lateral responses were advanced using a time step of ∆t = 4E−04
for a total of 4, 000 time steps, where convergence to steady state was achieved for
both the rigid and aeroelastic simulations. For the longitudinal responses, 4,000 time
steps were used to attain converged solutions for the rigid vehicle, whereas 6,550 time
steps were used for the flexible vehicle.
Table 20: Temporal parameters for indicial responses simulations for RT maneuver
predictions (rigid and flexible).
Indicial ∆t (s) Nsub Total Time Steps Total Iterations Structure
α-step 4.0E-04 20 4,000 80,000 Rigid
α-step 4.0E-04 20 6,550 131,000 Flexible
q-step 4.0E-04 20 4,000 80,000 Rigid
q-step 4.0E-04 20 6,550 131,000 Flexible
β-step 4.0E-04 20 4,000 80,000 Rigid/Flexible
p-step 4.0E-04 20 4,000 80,000 Rigid/Flexible
r-step 4.0E-04 20 4,000 80,000 Rigid/Flexible
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8.3.4 CFD Simulations
The prescribed right turn maneuver is initialized from α0 = 0
◦, β = 0◦, and M = 0.13.
A characteristic time step of ∆t∗ u 0.002 was used to advance the solution in time
and 20 subiterations were used to converge the solution in pseudotime. In order to
simulate the complete 36 second maneuver, the vehicle-state parameters were defined
for a total of 90,000 time steps.
The solution strategy proved to be robust in producing stable, well-converged dy-
namic simulations for both the rigid and flexible vehicle. Examples of subiterative
convergence are shown in Figures 97(b) and 97(a) for the rigid (top) and flexible
(bottom) vehicle cases, respectively. The plots illustrate the order-of-magnitude con-
vergence in the FUN3D time-accurate solution residual drop (log(R/R0)) and the
pitching moment coefficient (Cn) convergence versus subiterations. The subiteration
history shown corresponds to time step 25,000, which coincides with the peak angle
of attack at 10 seconds into the maneuver. The rigid and aeroelastic simulations
present over 8-orders of convergence in residual drop with convergence in the pitching
moment coefficient based on a 0.0002% difference between the final two subiterations.
Figure 98 illustrates the FUN3D lift and pitching moment coefficient results for the
rigid (blue) and flexible (red) vehicle undergoing the prescribed right turn maneuver.
The lift coefficient results for the rigid and flexible vehicle generally correlate with
the angle-of-attack time history, increasing and decreasing at identical instances in
time. Additionally, the flexible vehicle shows a more significant response due to the
aerodynamic loading at higher angles of attack with nearly a 50% increase in lift
coefficient relative to the rigid vehicle. In contrast, the pitching moment coefficients
results show an opposite correlation with angle of attack for both the rigid and flexible
vehicles. Differences between the rigid and flexible pitching moment time histories





Figure 97: X-56A: FUN3D subiterative convergence during the right turn maneuver
for the rigid (blue) and flexible (red) cases. Iteration 25,000 - near peak angle of
attack at 10 seconds.
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(a) Lift coefficient
(b) Pitching moment coefficient
Figure 98: X-56A: FUN3D lift and pitching moment coefficient results for the rigid
(blue) and flexible (red) vehicle undergoing a right turn maneuver.
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Figure 99 illustrates the side force coefficient response for the rigid (blue) and
flexible (red) vehicle. The side force coefficient shares the same general qualitative
time-history as the sideslip angle with peak deviations between the rigid and flexible
vehicles responses midway through the turn. Figure 100 illustrates the FUN3D rolling
and yawing moment coefficient results for the rigid (blue) and flexible (red) vehicle
undergoing the right turn maneuver. A complex nonlinear response is observed with
a peak rolling moment coefficient attained approximately two seconds into the ma-
neuver, when the speed begins to decrease and the X-56A begins to roll in initiating
the turn. The rigid and flexible vehicle responses are in general agreement for most of
the maneuver with the largest deviations observed from t = [7.5 to 20] seconds when
the roll angle and angle of attack are at a maximum. The yawing moment coefficient
is shown to be nearly identical between the rigid and flexible vehicles throughout the
maneuver.
(a) Side force coefficient
Figure 99: X-56A: FUN3D side force coefficient results for the rigid (blue) and
flexible (red) vehicle undergoing a right turn maneuver.
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(a) Rolling moment coefficient
(b) Yawing moment coefficient
Figure 100: X-56A: FUN3D rolling and yawing moment coefficient results for the




Figure 101 illustrates a comparison between CFD and linear ROM results (left) and
the ROM prediction error (right) for the lift and pitching moment responses of the
rigid X-56A undergoing a right turn maneuver. The ROM prediction for lift coefficient
are in great qualitative agreement with CFD results, where a mean percent error and
standard deviation of 0.0% and 0.1% are observed. For pitching moment coefficient,
the linear ROM is able to resolve the qualitative variation, but begins to deviate from
the CFD results in the t = [7.5 to 22.5] second range when angle of attack is near
peak magnitude (see Fig. 96). Because the linear ROM is unable to capture any
nonlinear variations in pitching moment coefficient that may occur for α(t) >> α0,
the predictions degrade due to an apparent pitching moment nonlinearity near α = 5◦.
A mean error of 6.4% and a standard deviation of 6.1% are found for the linear ROM’s
pitching moment prediction.
Figure 102 illustrates a comparison between CFD and linear ROM results (left)
and the ROM prediction error (right) for the side force (top), rolling moment (mid-
dle), and yawing moment (bottom) coefficient responses. The ROM prediction for
side force coefficient shows a general agreement with CFD results, but a mismatch
is observed in the t = [7.5 to 22.5] second range, similar to the pitching moment
coefficient predictions. In this case, the discrepancy is less severe with a mean error
of -1.7% and a standard deviation of 1.8%. Similiar trends are observed with respect
to the rolling moment coefficient, where a mean error and standard deviation of 2.8%
and 2.9% are found, respectively. The yawing moment coefficient ROM predictions,
while similar qualitatively to the side force coefficient, match fairly well with CFD.
The largest error is found near t = 7.5 seconds, which coincides with a spike in sideslip
angle. Regardless, the ROM does well in terms of quantified modeling accuracy with
a mean error of -1.2% and a standard deviation of 1.9%.
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(a) Lift coefficient (b) ROM error
(c) Pitching moment coefficient (d) ROM error
Figure 101: Rigid X-56A: Linear ROM vs. CFD lift (top) and pitching moment (bot-
tom) coefficient results (left) and ROM error (right) for the rigid vehicle undergoing
a right turn maneuver.
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(a) Side force coefficient (b) ROM error
(c) Rolling moment coefficient (d) ROM error
(e) Yawing moment coefficient (f) ROM error
Figure 102: Rigid X-56A: Linear ROM vs. CFD side force (top), rolling moment
(middle), and yawing moment (bottom) coefficient results (left) and ROM error
(right) for the rigid vehicle undergoing a right turn maneuver.
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Figure 103 illustrates a comparison between CFD and linear ROM results (left)
and the ROM prediction error (right) for the lift and pitching moment responses of the
flexible X-56A performing the right turn maneuver. In contrast to the rigid vehicle,
the linear ROM presents noticeable modeling error for the lift coefficient in the t = [5
to 20] second range. In this time frame, the angle of attack is at a maximum, and
the Mach number is at a minimum. A mean error of 4.2% and standard deviation of
4.8% are found with a maximum error near 15% at t = 12.5 seconds. The pitching
moment prediction presents a similar trend as the rigid vehicle. The mean error and
standard deviation is larger relative to the rigid vehicle prediction with values of 8.0%
and 7.7% for the mean error and standard deviation, respectively.
Figure 104 illustrates a comparison between CFD and linear ROM results (left)
and the ROM prediction error (right) for the side force (top), rolling moment (middle),
and yawing moment (bottom) coefficient responses for the flexible vehicle. Again, the
ROM error for the side force coefficient prediction varies similarly to those for the
rigid vehicle with the largest deviation observed near t = 15 seconds. This ROM
error is also observed for the rolling moment predictions, where the ROM tends to
overpredict the coefficient value during the peak roll angle with a local error near
15%. The modeling accuracy for the yawing moment coefficient is fairly similar with
mean error and standard deviation magnitude values near 2%.
Overall, the linear ROM is capable of qualitatively resolving the aerodynamic
responses for the rigid vehicle undergoing the right turn maneuver. The lift coefficient
showed the greatest agreement with CFD results, showing near zero values for mean
error and standard deviation. Pitching and rolling moment coefficient predictions
showed the greatest discrepancy with noticeable differences in the t = [5 to 20] second
range. Similar trends were observed with respect to the flexible vehicle with the
exception of overpredicting the lift coefficient, when the maximum angle of attack
and minimum Mach number coincide.
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(a) Lift coefficient (b) ROM error
(c) Pitching moment coefficient (d) ROM error
Figure 103: Flexible X-56A: Linear ROM vs. CFD lift (top) and pitching moment
(bottom) coefficient results (left) and ROM error (right) for the flexible vehicle un-
dergoing a right turn maneuver.
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(a) Side force coefficient (b) ROM error
(c) Rolling moment coefficient (d) ROM error
(e) Yawing moment coefficient (f) ROM error
Figure 104: Flexible X-56A: Linear ROM vs. CFD side force (top), rolling mo-
ment (middle), and yawing moment (bottom) coefficient results (left) and ROM error
(right) for the flexible vehicle undergoing a right turn maneuver.
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8.3.5.2 Nonlinear ROM (α)
Figure 105 illustrates a comparison between CFD and nonlinear ROM (α) results
(left) and the ROM prediction error (right) for the lift and pitching moment re-
sponses of the rigid X-56A undergoing a right turn maneuver. Inclusion of the indi-
cial response sensitivity to angle of attack shows virtually no improvement for the lift
coefficient as it was already predicted fairly accurately with a mean error of 0.0% and
standard deviation of 0.1%. In contrast, the pitching moment coefficient prediction
shows noticeable improvement. The ROM now captures the minimum pitching mo-
ment coefficient in the t = [5 to 20] second range where the angle of attack reaches
maximum value. Modeling of this pitching moment nonlinearity leads to a reduction
in mean error from 6.4% to 1.0% with a similar decrease for standard deviation. Slight
improvements are also observed with respect to the side force and rolling moment co-
efficients, as shown in Fig. 106. In each case, the coefficient values are better resolved
near peak angles of attack with mean error and standard deviation values < 1% in
magnitude. For the yawing moment coefficient, negligible changes are observed when
including the angle-of-attack dependency.
Figure 107 illustrates a comparison between CFD and nonlinear ROM (α) results
(left) and the ROM prediction error (right) for the lift and pitching moment responses
of the flexible X-56A undergoing a right turn maneuver. The lift coefficient prediction
shows minimal improvement relative to the linear ROM prediction with 0.4% and
0.7% decreases in mean error and standard deviation, respectively. Inclusion of the
indicial response sensitivity to angle of attack only slightly reduced the overprediction
of lift coefficient near t = 12.5 seconds. As shown in Chapter 7, the flexible vehicle’s
longitudinal responses are more sensitive to Mach number than the rigid vehicle.
The discrepancy between ROM predictions and CFD results is attributed to not
accounting for the indicial response sensitivity to Mach number, as the ROM error is
greatest when the local Mach number is furthest from the initialized Mach number.
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The pitching moment prediction does show great improvement when accounting for
the angle-of-attack sensitivity alone with a mean error decrease from 8.0% to -1.3%
and a 5.9% reduction in standard deviation.
Figure 108 illustrates a comparison between CFD and nonlinear ROM (α) results
(left) and the ROM prediction error (right) for the side force (top), rolling moment
(middle), and yawing moment (bottom) coefficient responses for the flexible vehicle.
The side force coefficient prediction shows great qualitative agreement with CFD re-
sults for the duration of the right turn maneuver. Addition of the angle-of-attack
sensitivity leads to a reduction in mean error magnitude from 2.8% to 0.2% with a
similar decrease in standard deviation. Relative to the rigid vehicle, the nonlinear
ROM better resolves the rolling moment coefficient with less than a 1.0% mean er-
ror and standard deviation. The yawing moment coefficient predictions show better
agreement near peak angle of attack, but continue to be underpredicted during the
spike in sideslip angle near t = 7.5 seconds.
In general, the nonlinear ROM accounting for angle-of-attack sensitivity showed
significant improvement in modeling accuracy relative to the linear ROM when pre-
dicting the longitudinal and lateral force and moment coefficients for the rigid and
flexible X-56A performing a right turn maneuver. The primary ROM modeling dis-
crepancy remaining is an overprediction of the lift coefficient for the flexible vehicle.
This overprediction occurs both at a maximum angle of attack and minimum Mach
number. While indicial response sensitivity to angle of attack was modeled with the
current ROM, only marginal improvements were found. This result suggests that
the responses at M = 0.13 are not adequate for resolving the aerodynamic response
at the minimum maneuver Mach number, M = 0.11. The next section investigates
the utility of the surrogate-based ROM, described in Section 8.3.3, for resolving the
indicial response sensitivity to angle of attack and Mach number.
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(a) Lift coefficient (b) ROM error
(c) Pitching moment coefficient (d) ROM error
Figure 105: Rigid X-56A: Nonlinear ROM (α) vs. CFD lift (top) and pitching
moment (bottom) coefficient results (left) and ROM error (right) for the rigid vehicle
undergoing a right turn maneuver.
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(a) Side force coefficient (b) ROM error
(c) Rolling moment coefficient (d) ROM error
(e) Yawing moment coefficient (f) ROM error
Figure 106: Rigid X-56A: Nonlinear ROM (α) vs. CFD side force (top), rolling
moment (middle), and yawing moment (bottom) coefficient results (left) and ROM
error (right) for the rigid vehicle undergoing a right turn maneuver.
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(a) Lift coefficient (b) ROM error
(c) Pitching moment coefficient (d) ROM error
Figure 107: Flexible X-56A: Nonlinear ROM (α) vs. CFD lift (top) and pitching
moment (bottom) coefficient results (left) and ROM error (right) for the flexible
vehicle undergoing a right turn maneuver.
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(a) Side force coefficient (b) ROM error
(c) Rolling moment coefficient (d) ROM error
(e) Yawing moment coefficient (f) ROM error
Figure 108: Flexible X-56A: Nonlinear ROM (α) vs. CFD side force (top), rolling
moment (middle), and yawing moment (bottom) coefficient results (left) and ROM
error (right) for the flexible vehicle undergoing a right turn maneuver.
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8.3.5.3 Nonlinear ROM (α,M)
Figure 109 illustrates a comparison between CFD and nonlinear ROM (α, M) re-
sults (left) and the ROM prediction error (right) for the lift and pitching moment
responses of the rigid X-56A undergoing a right turn maneuver. The lift and pitching
moment coefficient predictions obtained using the nonlinear ROM that accounted for
the indicial response sensitivity to angle of attack (Fig. 105) were already accurately
modeled with mean errors of 0.0% and 1.0%, respectively. The updated nonlinear
ROM that models the indicial response sensitivity to both angle of attack and Mach
number shows similar prediction quality with mean errors of -0.1% and 0.5%. A slight
‘buzzing’ is observed in the ROM error plots due to the Kriging modeling scheme used
to model the indicial response at each point in the trajectory, though this behavior
remains fairly limited and does not degrade overall solution quality. Figure 110 shows
the side force, rolling moment, and yawing moment coefficient results. Overall, the
mean error and standard deviation change by < 1% when including the Mach number
sensitivity. This result is to be expected for the rigid vehicle, which showed a less
significant sensitivity to Mach number over the range covered during the right turn
maneuver (Section 7.4).
Figure 111 illustrates a comparison between CFD and nonlinear ROM (α, M)
results (left) and the ROM prediction error (right) for the lift and pitching moment
responses of the flexible X-56A. By including the indicial response sensitivity to Mach
number, the lift coefficient predictions are now in great qualitative agreement with
the CFD results. The peak lift coefficient, which coincides with the minimum Mach
number experienced during the maneuver, is now predicted within 1% error. Over
the 36 seconds of the maneuver, the mean error is 0.7% and the standard deviation is
0.8%. This is a considerable improvement over the nonlinear ROM from the previous
subsection, which resulted in a mean error of 3.8% and 4.1% standard deviation.
While less significant, the pitching moment coefficient predictions also show marginal
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improvement with approximately a 0.5% reduction in mean error magnitude. Figure
110 illustrates a comparison between CFD and nonlinear ROM (α, M) results (left)
and the ROM prediction error (right) for the side force (top), rolling moment (middle),
and yawing moment (bottom) coefficients. In contrast to the rigid vehicle, a slight
degradation is observed for the lateral force and moment coefficient predictions. While
minimal, the side force coefficient becomes underpredicted and the rolling moment
coefficient becomes overpredicted in the t = [10 to 20] second range. The yawing
moment coefficient prediction remains relatively the same between the two modeling
variants.
(a) Lift coefficient (b) ROM error
(c) Pitching moment coefficient (d) ROM error
Figure 109: Rigid X-56A: Nonlinear ROM (α, M) vs. CFD lift (top) and pitching
moment (bottom) coefficient results (left) and ROM error (right) for the rigid vehicle
undergoing a right turn maneuver.
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(a) Side force coefficient (b) ROM error
(c) Rolling moment coefficient (d) ROM error
(e) Yawing moment coefficient (f) ROM error
Figure 110: Rigid X-56A: Nonlinear ROM (α, M) vs. CFD side force (top), rolling
moment (middle), and yawing moment (bottom) coefficient results (left) and ROM
error (right) for the rigid vehicle undergoing a right turn maneuver.
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(a) Lift coefficient (b) ROM error
(c) Pitching moment coefficient (d) ROM error
Figure 111: Flexible X-56A: Nonlinear ROM (α, M) vs. CFD lift (top) and pitching
moment (bottom) coefficient results (left) and ROM error (right) for the flexible
vehicle undergoing a right turn maneuver.
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(a) Side force coefficient (b) ROM error
(c) Rolling moment coefficient (d) ROM error
(e) Yawing moment coefficient (f) ROM error
Figure 112: Flexible X-56A: Nonlinear ROM (α, M) vs. CFD side force (top),
rolling moment (middle), and yawing moment (bottom) coefficient results (left) and
ROM error (right) for the flexible vehicle undergoing a right turn maneuver.
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8.3.6 Summary
The present experiment sought to evaluate the unsteady aerodynamic prediction ca-
pabilities of a generalized nonlinear indicial response ROM method, which accounted
for indicial response sensitivity to angle of attack and Mach number, for the evalua-
tion of arbitrary flight test maneuvers. Aeroelastic indicial responses were simulated
at select points across the X-56A flight envelope to capture the response sensitivity
to initial angle of attack and Mach number. A kriging surrogate modeling method
was implemented using the DACE MATLAB toolbox to model an aeroelastic indicial
response database at each flight condition of a given trajectory.
An X-56A right turn flight test maneuver was acquired from the NASA Armstrong
Flight Research Center and subsequently tested using the generalized nonlinear ROM
formulation. This maneuver was characterized by angle of attack and sideslip angles
constrained within [−2◦ to 5◦] and [−4◦ to 4◦], respectively, and Mach numbers within
[0.11 to 0.13]. While limited in Mach number range, the flexible X-56A shows a non-
negligible aerodynamic sensitivity for small Mach number increments as previously
shown in Chapter 7.
The full-order CFD simulations showed a pronounced difference between the aero-
dynamic forces and moments experienced by the rigid and flexible vehicle. The lift
coefficient had the most significant variation with peak coefficient values nearly 40%
greater for the flexible vehicle relative to the rigid vehicle. The pitching moment co-
efficient showed a qualitatively similar trend between the two vehicles with the most
pronounced difference being the shift in static pitching moment coefficient. The side
force coefficients were in great agreement for a majority of the maneuver with a slight
discrepancy observed during the turn when the angle of attack was at a maximum and
the Mach number was at a minimum. The rolling moment coefficients showed a simi-
lar behavior with the flexible vehicle encountering a peak coefficient value nearly 50%
greater in magnitude relative to the rigid vehicle. The yawing moment coefficients
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were in agreement between the two vehicles for the duration of the maneuver.
Rigid and aeroelastic indicial responses were sampled and simulated in one de-
gree angle-of-attack increments at M = 0.11 and M = 0.13 to adequately cover the
maneuver flight space. Predictions for the longitudinal and lateral force and moment
coefficients were generated for the rigid and flexible X-56A vehicle using a linear
ROM, as well as nonlinear ROMs that included angle-of-attack and Mach number
dependencies. The linear ROM showed a general capability to model the qualitative
trend of the time-accurate forces and moments for both the rigid and flexible vehi-
cle, but produced significant error as the angles of attack and Mach numbers during
the trajectory deviated from the initial flight condition. Generation of a nonlinear
ROM that accounted for the indicial response sensitivity to angle of attack showed a
significant improvement in each aerodynamic coefficient for the rigid vehicle, and all
but the lift coefficient for the flexible vehicle. The generalized nonlinear ROM, which
included indicial response sensitivity to both angle of attack and Mach number, was
able to capture the peak lift coefficient value that was overpredicted in the nonlin-
ear ROM that didn’t account for Mach number variations. Overall, the aeroelastic
indicial response ROM was able to predict the longitudinal and lateral aerodynamic
coefficients for the rigid and flexible X-56A vehicle undergoing a right turn maneuver
with a mean ROM error and standard deviation of < 2%.
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CHAPTER IX
MODEL PERFORMANCE (RESEARCH QUESTION 3)
The experiments presented in Chapters 7-8 led to the establishment of a solution
strategy for aeroelastic indicial response simulations, the investigation of indicial re-
sponse sensitivities to flight conditions, and the evaluation of the technical approach
for creating quantitatively accurate ROMs for flexible flight vehicles performing gener-
alized trajectories in both linear and nonlinear flight regimes at various motion rates.
The present chapter seeks to establish the computational efficiency of the aeroelastic
indicial response ROM to determine its merits toward enabling viable VFS studies.
This is aimed at answering Research Question 3, which is restated below:
Research Question 3:
What are the performance benefits of the aeroelastic indicial response ROM?
In order to address this research question, it is divided into two important com-
ponents: the performance of aeroelastic indicial response ROMs relative to (1) high-
fidelity CFD simulations and (2) quasisteady stability derivative predictions. In Sec-
tion 9.1, the static and dynamic simulation computational costs are defined for both
the full-order simulations and the indicial response simulations. Total costs for the
linear and nonlinear ROMs generated are specified, in addition to their modeling
accuracies, using the maneuver results obtained in Chapter 8. In Section 9.2, sta-
bility derivative predictions are generated for select maneuvers presented in Chapter
8 and compared, in terms of cost and accuracy, to the previously generated indicial
response ROM predictions. These comparisons aid in understanding the benefits and
limitations of the proposed ROM relative to the traditional flight dynamics method.
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9.1 Experiment 3.1 - Reduced-Order Model vs. Full-Order
Simulation
Experiment 3.1 addresses Research Question 3.1 and tests Hypothesis 3.1, both of
which are restated below:
Research Question 3.1:
What are the performance benefits relative to full-order aeroelastic simulations?
Hypothesis 3.1: The linear ROM provides a performance benefit relative to full-
order simulations for single maneuver evaluations, whereas the nonlinear ROM be-
comes beneficial only for multiple maneuver evaluations.
Indicial response models developed for maneuvering flight vehicle predictions re-
quire a large upfront cost associated with simulating indicial responses. Generalized
6DOF maneuvers incur additional costs associated with the identification of responses
with respect to lateral vehicle-state motion parameters. For prescribed trajectories
extending into nonlinear flight regimes, nonlinear indicial response ROMs require the
interpolation of a database of sampled indicial responses as a function of angle of
attack and Mach number. Once the model is identified, it may be reused to provide
predictions for the unsteady aerodynamics encountered during any arbitrary trajec-
tory (within the sampled flight envelope) at any motion rate in a matter of seconds.
Because the ROM is created only once for a given vehicle’s flight envelope, the com-
putational benefits of the ROM grow with the number of maneuvers to be evaluated.
9.1.1 Purpose of Experiment
The following are identified as the main objectives of this numerical experiment:
1. Quantify the computational costs and modeling accuracy associated with linear
and nonlinear aeroelastic indicial response ROMs for unsteady aerodynamic
predictions relative to full-order dynamic aeroelastic simulations
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2. Calculate the costs associated with generating a nonlinear ROM for the X-56A
flight envelope and determine the number of maneuver evaluations needed for
ROM benefits
3. Compare the relative performance of rigid vs. aeroelastic unsteady aerodynamic
ROMs
9.1.2 Experiment Setup
Performance comparisons between the linear, nonlinear (α), and nonlinear (α,M)
ROM variants to full-order simulations will be made using the small-amplitude forced
oscillations in Section 8.1, the large-amplitude forced pitching oscillations in Section
8.2, and the right turn flight test maneuver in Section 9.1. Performance is quantified
by computational cost, ROM mean error, and ROM standard deviation of error.
Computational costs, C, are defined using Eq. 77, where Nproc is the number of
CPU processors and twall is the expended wall time for simulation execution. The rigid
and aeroelastic indicial solutions were computed on the NASA Langley K4-cluster,
consisting of Intel Gold 6148 Skylake processors. Full-order rigid and aeroelastic
maneuver solutions were computed on the NASA Advanced Supercomputing (NAS)
facility’s Electra supercomputer Skylake nodes, consisting of Intel Xeon Gold 6148
Skylake processors. Identical processor types were used to ensure consistent perfor-
mance comparisons. The total computational cost, Csim, for maneuver predictions is
defined by Eq. 78, where Cstat and Cdyn represent the computational costs for the
static initialization and dynamic maneuver simulations, respectively.
C = Nproc ∗ twall (77)
Csim = Cstat + Cdyn (78)
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Unsteady aeroelastic predictions for full-order maneuvers were generated using a
CFD2ROM MATLAB code for indicial response modeling. The linear and nonlinear
ROM predictions were computed in a matter of seconds for full-order maneuvers on
a 2 GHz Intel Core i7 MacBook Pro personal laptop. Due to the negligible online
computation times, ROM computational costs are isolated to the costs incurred for
indicial response identification. Equation 79 expresses the ROM cost, CROM , as a
function of the cost of static initialization solutions, Cstat, at each flight condition
of interest, m, the cost of the longitudinal indicial response solutions, CIR−longdyn , the
number of angle-of-attack indicial responses identified, nα, the number of pitch rate
indicial responses identified, nq, the cost of the lateral indicial response solutions,
CIR−latdyn , the number of sideslip angle indicial responses identified, nβ, the number of
roll rate indicial responses identified, np, and the number of yaw rate indicial responses
identified, nr.
CROM = Cstat ∗m+ CIR−longdyn ∗ [nα + nq] + C
IR−lat
dyn ∗ [nβ + np + nr] (79)
The ROM predictions presented in Chapter 8 were compared to CFD simulations
results for each aerodynamic coefficient based on a modeling accuracy quantified
using a time-dependent percent error, εi, for which the mean error, ε, and standard
deviation, σ, were calculated over the duration of the trajectory. For the present
comparisons, average ROM error, εROM , and standard deviation, σROM , are calculated













9.1.3 Indicial Response Simulation Costs
Table 21 lists the computational costs, measured in CPU hours, for simulating rigid
and aeroelastic indicial responses. The indicial responses shown are those due to
step changes in angle of attack (α-step), pitch rate (q-step), sideslip angle (β-step),
roll rate (p-step), and yaw rate (r-step). For each simulation, the static initialiation
solution cost, indicial trajectory simulation cost, and total cost is listed.
Table 21: CPU hours required to create a single indicial response solution.
Rigid Aeroelastic
Case Static Dynamic Total Static Dynamic Total
α-step 6 65 71 6 280 286
q-step 6 65 71 6 280 286
β-step 6 65 71 6 70 76
p-step 6 65 71 6 70 76
r-step 6 65 71 6 70 76
For both the rigid and aeroelastic indicial responses, the time step resolves the
highest frequency structural mode using a sampling of N = 200, resulting in a time
step of ∆t = 4E − 04 sec. The static rigid and aeroelastic solutions were generated
using 75 time steps resulting in a cost of 6 CPU hours. The longitudinal and lateral
indicial responses for the rigid vehicle were simulated for 1,000 time steps, which en-
sured steady-state convergence at the updated vehicle-state. For the flexible vehicle,
weak fluid-structure interactions were observed in the indicial responses due to step
changes in sideslip angle, roll rate, and yaw rate. As a result, similar convergence lev-
els were reached when using 1,000 time steps as found for the rigid vehicle. The cost
for 1,000 time steps was 65 and 70 CPU hours for the rigid and aeroelastic simula-
tions, respectively. The longitudinal indicial responses for the flexible vehicle required
approximately four times the number of time steps to achieve a sufficiently converged
solution due the prescence of strong fluid-structure interactions. These 4,000 time
steps correspond to approximately 5 periods of the lowest frequency structural mode.
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9.1.4 Small-Amplitude Forced Oscillations
Table 22 summarizes the modeling accuracy metrics for the linear ROM in predicting
the unsteady aerodynamic forces and moments for the small-amplitude forced rolling,
yawing, and pitching oscillations presented in Section 8.1 of Chapter 8. Because
the oscillation amplitude was limited to one degree, the linear ROM is correctly
applied to a locally linear range, and the ability to capture the frequency spectrum
may be investigated. For both the rigid and flexible vehicle, the indicial response
ROM is able to accurately resolve the aerodynamic coefficients with mean error and
standard deviation values of < 0.5% at reduced frequencies ranging from quasisteady
to unsteady using a single indicial response for each vehicle-state parameter.
Table 22: Linear ROM prediction accuracy in terms of mean error and standard
deviation.
Rigid Aeroelastic
Case k ε (%) σ (%) ε (%) σ (%)
FO-Roll 0.05 0.0 0.1 0.0 0.2
(∆φ = 1◦) 0.10 0.0 0.1 0.0 0.1
0.20 0.0 0.1 0.0 0.1
FO-Yaw 0.05 0.0 0.0 0.0 0.0
(∆ψ = 1◦) 0.10 0.0 0.0 0.0 0.0
0.20 0.0 0.1 0.0 0.1
FO-Pitch 0.05 0.1 0.2 0.2 0.3
(∆α = 1◦) 0.10 0.1 0.3 0.1 0.3
0.20 0.1 0.4 0.2 0.5
The computational costs, measured in CPU hours, required for the full-order
rigid and aeroelastic simulations of the small-amplitude forced oscillations are listed
in Table 23. For consistent temporal resolution, the forced oscillations were simulated
using the same time step used for indicial response identification (∆t = 4E−04 sec.).
Each of the forced oscillation cases were simulated for a total of three cycles to allow
for damping of numerical transients due to grid motion start and to observe cycle-
to-cycle differences that arose during flexible vehicle simulations. In each case, the
number of time steps required to simulate one cycle was dependent on the motion
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frequency/period, calculated as a function of reduced frequency and reference length
using Eq. 72. For the forced rolling and yawing oscillations, the reference length
was based on the semispan, whereas a semichord reference length was used for forced
pitching oscillations. As a result, the lateral oscillations were characterized by a
greater motion frequency for equivalent levels of flow unsteadiness, and thus, required
more time steps per cycle of motion.
Table 23: CPU hours required to create small-amplitude forced oscillation CFD
solutions.
Rigid Aeroelastic
Case k Static Dynamic Total Static Dynamic Total
FO-Roll 0.05 6 5,726 5,732 6 6,240 6,246
(∆ψ = 1◦) 0.10 0 2,880 2,880 0 2,990 2,990
0.20 0 1,440 1,440 0 1,550 1,550
FO-Yaw 0.05 0 5,803 5,803 0 6,167 6,167
(∆φ = 1◦) 0.10 0 2,887 2,887 0 2,990 2,990
0.20 0 1,453 1,453 0 1,550 1,550
FO-Pitch 0.05 0 423 423 0 453 453
(∆α = 1◦) 0.10 0 213 213 0 237 237
0.20 0 103 103 0 116 116
Total 6 20,928 20,934 6 22,293 22,299
Since the small-amplitude forced oscillations were initialized from an identical
flight condition, the static simulation costs are accounted for only once. Due to the
efficiency of FUN3D’s internal linear modal structural analysis, the total costs for the
aeroelastic simulations were < 10% greater than those for the rigid simulations. The
total cost for simulating the nine small-amplitude forced oscillations was 20,934 and
22,299 CPU hours for the rigid and aeroelastic simulations, respectively.
Table 24 lists the corresponding computational costs required in generating the
linear ROM for the small-amplitude forced oscillations, initialized at α0 = 0
◦ and
M = 0.13. For predicting the longitudinal coefficients, two indicial responses were
required, one with respect to angle of attack and one for pitch rate. For the lateral
coefficient predictions, one indicial response each was required with respect to sideslip
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angle, roll rate, and yaw rate. The total computational costs for the linear ROM were
331 and 776 hours for the rigid and flexible vehicle, respectively. Once generated,
the linear ROM is capable of generating online predictions in a matter of seconds
for maneuvers at any motion rate of interest near the initial condition. For the rigid
vehicle, the total ROM generation cost was approximately 63 times cheaper relative to
full-order simulations. For the flexible vehicle, the relative cost savings were reduced,
but still remained approximately 28 times cheaper than full-order dynamic aeroelastic
simulations. This reduction in savings is primarily attributed to the increase number
of iterations required for the simulation of the longitudinal indicial responses.
Table 24: CPU hours required to create linear ROM for forced oscillations initialized
from α = 0◦, M = 0.13.
Rigid Aeroelastic
Coeff. Static Dynamic Total Static Dynamic Total
Longitudinal 6 130 136 6 560 566
Lateral 0 195 195 0 210 210
Complete 6 325 331 6 770 776
9.1.5 Large-Amplitude Forced Pitching Oscillations
Table 25 summarizes the modeling accuracy metrics for the linear and nonlinear ROM
in predicting the unsteady aerodynamic forces and moments for the large-amplitude
forced oscillations presented in Section 8.2 of Chapter 8. These oscillations were
initialized from α0 = 5
◦ and simulated using a 5◦ pitching amplitude resulting in an
angle-of-attack range of α = [1◦ to 9◦]. A wide angle-of-attack envelope helped to
explore the limitations of the linear ROM and highlight the benefits of accounting of
an indicial response sensitivity to angle of attack in a nonlinear ROM.
The linear ROM showed fairly good prediction accuracy for the rigid forced os-
cillations at each frequency with mean error and standard deviation < 1%. The
static characterization study presented in Section 7.1 support these findings with a
relatively linear variation in lift and pitching moment for the given angle-of-attack
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range. As a result, adding a nonlinear dependency on angle of attack served to only
slightly reduce the mean error and standard deviation by a fraction of a percent. Rel-
ative to the rigid predictions, the linear ROM predictions were less accurate for the
flexible vehicle with a mean error and standard deviation over five times worse. The
static lift and pitching moment curves of Section 7.1 support this observation, as the
flexible vehicle’s curves present a stronger nonlinearity over the given angle-of-attack
range. Due to this nonlinearity, the nonlinear ROM was able to better predict the
quasisteady and quasiunsteady forced oscillation cases with mean error and standard
deviation values < 1%.
In the unsteady case, the modeling accuracy slightly degraded due to discrepancies
at lower angles of attack (Fig. 89). It is important to note that this discrepancy arose
when including negative step responses in the nonlinear model. When only using pos-
itive step responses, the nonlinear ROM was able to generate predictions with a mean
error of 0.6% and standard deviation of 0.8%. Overall, the nonlinear ROM produces
great qualitative agreement for both the rigid and flexible vehicle. In particular,
cycle-to-cycle differences in the aerodynamic damping and minimum/maximum coef-
ficients due to complex fluid-structure interactions were well-resolved for the flexible
X-56A at each reduced frequency of interest.
Table 25: Linear and Nonlinear (α) ROM prediction accuracy in terms of mean error
and standard deviation.
Rigid Aeroelastic
Model k ε (%) σ (%) ε (%) σ (%)
Linear 0.05 0.4 0.4 2.2 2.4
0.10 0.3 0.4 1.7 1.3
0.20 0.3 0.6 0.8 0.8
Nonlinear (α) 0.05 0.0 0.1 0.2 0.9
0.10 0.1 0.3 0.6 1.0
0.20 0.1 0.5 1.7 1.1
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The computational costs, measured in CPU hours, required for the full-order
rigid and aeroelastic simulations of the large-amplitude forced oscillations are listed
in Table 26. Similar to the previous full-order simulations, a time step of ∆t =
4E− 04 sec. was used for each simulated frequency. Since each forced oscillation was
initialized from the same flight condition, the static cost was accounted for once. The
total simulation costs were 753 and 798 CPU hours for the rigid and flexible vehicle,
respectively.
Table 26: CPU hours required to create large-amplitude forced oscillation CFD
solutions.
Rigid Aeroelastic
k Static Dynamic Total Static Dynamic Total
0.05 6 433 439 6 446 452
0.10 0 207 207 0 233 233
0.20 0 107 107 0 113 113
Total 6 747 753 6 792 798
Table 27 specifies the computational costs for linear and nonlinear ROM gen-
eration in support of large-amplitude pitch oscillation predictions. Because only the
longitudinal plane of motion is considered, only angle-of-attack and pitch rate indicial
responses were required for identification. For the linear ROM, a single response for
each step type was simulated at the initial flight condition. For the nonlinear ROM,
angle-of-attack indicial responses were simulated from eight different angles of attack
to cover the motion range of interest, and a single pitch rate response was required
at the initial flight condition since it was not assumed to depend on angle of attack.
As a result, the total computational costs for the rigid and aeroelastic linear ROMs
were 136 and 566, respectively. For the nonlinear ROM, the rigid simulation cost was
627 and the aeroelastic simulation cost was 2,562.
The linear ROMs for both the rigid and flexible vehicle incurred computational
cost less than those required for the full-order simulations. In the case of the rigid
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vehicle, the nonlinear ROM was also shown to be cheaper than the full-order sim-
ulation costs. However, for the flexible vehicle, the nonlinear ROM cost was nearly
three times greater compared to full-order simulations. This reinforces the relative
inefficiency of the multidisciplinary ROM relative to the rigid ROM for the number
of test maneuvers evaluated. However, it is important to note that the total duration
simulated for the three forced oscillations was approximately five seconds. Practically
speaking, the nonlinear model is capable of evaluating any arbitrary longitudinal ma-
neuver within the range of α = [1◦ to 9◦] at M = 0.13 at any frequency of interest.
The performance benefits of the nonlinear aeroelastic ROM relative to full-order sim-
ulations would then be realized for approximately 15 seconds of simulated maneuver
time. This duration is likely to be exceeded in characterizing the aerodynamics of an
unconventional vehicle performing maneuvers in its planned flight envelope.
Table 27: CPU hours required to create linear ROM and nonlinear ROM (α) for
large-amplitude pitch oscillation predictions.
Rigid Aeroelastic
Model Static Dynamic Total Static Dynamic Total
Linear 6 130 136 6 560 566
Nonlinear (α) 42 585 627 42 2,520 2,562
9.1.6 Right Turn Flight Test Maneuver
Table 28 summarizes the modeling accuracy metrics for the linear, nonlinear (α),
and nonlinear (α, M) ROM variants in predicting the longitudinal and lateral aero-
dynamic forces and moments encountered by a rigid and flexible X-56A performing
a right turn flight test maneuver, as presented in Section 8.3. This maneuver was
characterized by angle of attack and sideslip angles constrained within [−2◦ to 5◦]
and [−4◦ to 4◦], respectively, and Mach numbers within [0.11 to 0.13]. The linear
ROM uses a single set of indicial responses with respect to each vehicle-state param-
eter, simulated at the initial condition. The nonlinear (α) ROM leverages additional
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indicial responses with respect to step changes in angle of attack and sideslip angle
sampled in 1◦ increments across the maneuver angle-of-attack range. The nonlinear
(α, M) ROM samples the angle-of-attack and sideslip angle indicial responses at each
previous angle of attack at both M = 0.11 and 0.13. The indicial responses with re-
spect to the rotation rates are now a function of Mach number and are sampled at
the minimum and maximum flight maneuver Mach numbers (see Tables 18-19).
Table 28: Each ROM variant’s prediction accuracy in terms of mean error and
standard deviation.
Rigid Aeroelastic
Model ε (%) σ (%) ε (%) σ (%)
Linear 1.2 2.6 4.4 4.7
Nonlinear (α) 0.8 1.0 1.4 1.9
Nonlinear (α, M) 0.6 1.1 1.0 1.4
The linear ROM predicts the aerodynamic coefficient’s of the rigid vehicle with a
mean error of 1.2% and a standard deviation of 2.6%. The addition of the indicial
response sensitivity to angle of attack led to reductions in both metrics with a mean
error of 0.8% and 1.0%. Including the modeling dependency on Mach number pro-
vided negligible performance improvements with a 0.2% decrease in mean error, but
a 0.1% increase in standard deviation. This result is attributed to the rigid vehicle’s
limited sensitivity to Mach number for the given range of the right turn maneuver,
where a slight increase in standard deviation may be attributed to kriging surrogate
modeling error of the indicial responses at each point in the trajectory.
Relative to the rigid vehicle, the linear ROM was more inaccurate for the flexible
vehicle predictions with a mean error of 4.4% and standard deviation of 4.7%. These
results suggest a stronger nonlinear variation in angle of attack and/or Mach number
for the given maneuver range compared to the rigid vehicle. The nonlinear (α) ROM
showed considerable improvement relative to the linear ROM with an approximate
decrease of 3% in both mean error and standard deviation. Finally, the addition of
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the Mach number provided further decreases in mean error and standard deviation
by nearly 0.5%.
Table 29 lists the computational costs for the rigid and aeroelastic simulations of
the 36 second right turn maneuver. The total rigid simulation cost was 5,752, and the
total aeroelastic simulation cost was 6,086. In comparison, the computational costs
incurred in the generation of each ROM variant are included in Table 30. For the rigid
vehicle, the linear ROM costed 331 hours, presenting nearly a 16 times savings over
the full-order dynamic simulation with reasonable levels of accuracy. The nonlinear
(α) ROM, which generated predictions within 1% of CFD results, required only a
quarter of the full-order simulation costs. The generalized nonlinear ROM costed
only half of the simulation costs. For the flexible vehicle, the linear ROM presented
approximately an 8 times greater savings. The nonlinear (α) ROM variant costed
about half the full-order simulation costs. Finally, the generalized nonlinear (α) and
(α, M) ROM variants costed nearly the same as the full-order simulation. While
the rigid ROM presents a cost benefit earlier than the aeroelastic ROM, these results
show the utility of the method in either case for multiple maneuver evaluations.
Table 29: CPU hours required to create right turn maneuver CFD solutions.
Rigid Aeroelastic
Static Dynamic Total Static Dynamic Total
6 5,746 5,752 6 6,080 6,086
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Table 30: CPU hours required to create each ROM variant for right turn maneuver
predictions.
Rigid Aeroelastic
Model Coeff. Static Dynamic Total Static Dynamic Total
Linear Longitudinal 6 130 136 6 560 566
Lateral 0 195 195 0 210 210
Complete 6 325 331 0 770 776
Nonlinear (α) Longitudinal 48 520 568 48 2,240 2,288
Lateral 0 650 650 0 700 700
Complete 48 1,170 1,218 48 2,940 2,988
Nonlinear (α, M) Longitudinal 96 1,040 1,136 96 4,480 4,576
Lateral 0 1,300 1,300 0 1,400 1,400
Complete 96 2,340 2,436 96 5,880 5,976
9.1.7 Viable VFS for X-56A Flight Envelope
The previous section summarized the associated computational costs required for gen-
erating linear, nonlinear (α), and nonlinear (α,M) ROMs for each class of maneuvers
in isolation, mostly for the purpose of characterizing the ROM prediction accuracy
improvements for successive inclusions of nonlinear modeling dependencies. These
ROMs often relied on the simulation of redundant indicial responses relative to the
other variants. The present section outlines the cost benefits of a single generalized
nonlinear ROM (α, M) applicable to all of the flight maneuvers considered in this
work. Table 31 lists the static, dynamic and total simulation costs for each of the
tested maneuvers in Sections 8.1-8.3 for both the rigid and flexible X-56A. The total
rigid and aeroelastic simulation costs amounted to 27,433 and 29,177 CPU hours,
respectively.
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Table 31: CPU hours required to create all maneuver CFD solutions.
Rigid Aeroelastic
Case k Static Dynamic Total Static Dynamic Total
FO-Roll 0.05 6 5,726 5,732 6 6,240 6,246
(∆φ = 1◦) 0.10 0 2,880 2,880 0 2,990 2,990
0.20 0 1,440 1,440 0 1,550 1,550
FO-Yaw 0.05 0 5,803 5,803 0 6,167 6,167
(∆ψ = 1◦) 0.10 0 2,887 2,887 0 2,990 2,990
0.20 0 1,453 1,453 0 1,550 1,550
FO-Pitch 0.05 0 423 423 0 453 453
(∆α = 1◦) 0.10 0 213 213 0 237 237
0.20 0 103 103 0 116 116
FO-Pitch 0.05 6 433 439 6 446 452
(∆α = 4◦) 0.10 0 207 207 0 233 233
0.20 0 107 107 0 113 113
Right Turn 0 5,746 5,746 0 6,080 6,080
Total 12 27,421 27,433 12 29,165 29,177
The angle-of-attack range covered by the test maneuvers is α = [−2◦ to 9◦], and
the Mach number varied from M = [0.11 to 0.13]. Table 32 lists the indicial response
samples required for generating a generalized nonlinear (α, M) ROM capable of
evaluating all previously noted test maneuvers with a modeling accuracy quantified
by a mean error and standard deviation of < 2%. The indicial responses due to step
changes in rotation rates are assumed to vary only with Mach number and can be
simulated at α = 0◦ at the minimum and maximum Mach number covered by the
right turn maneuver. The angle-of-attack and sideslip angle indicial responses are a
function of angle of attack and must be sampled at each angle of attack transversed
in 1◦ increments.
Table 32: Matrix of indicial step cases for input to the kriging surrogate model for
all test maneuvers of interest.
α0 (deg) M = 0.11 M = 0.13
0 ∆p,∆q,∆r ∆p,∆q,∆r
-2 to 9 ∆α,∆β ∆α,∆β
The corresponding computational costs for the generalized ROM are listed in Table
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33. The total rigid and aeroelastic indicial response simulation costs are 3,830 and
9,130 CPU hours, respectively. Compared to the 16 full-order maneuver simulations,
the indicial response ROM is approximately seven times cheaper for the rigid vehicle
predictions and approximately three times cheaper for the flexible vehicle. Once the
ROM is generated, it may be used repeatedly to generate maneuver predictions in a
matter of seconds/minutes depending on the maneuver length.
Table 33: CPU hours required to create generalized ROM (α, M) for all maneuver
predictions.
Rigid Aeroelastic
Model Static Dynamic Total Static Dynamic Total
Longitudinal 450 1,560 2,010 450 6,720 7,170
Lateral 0 1,820 1,820 0 1,960 1,960
Total 450 3,380 3,830 450 8,680 9,130
The generalized ROM for the maneuver predictions considered in this work is
limited by the small Mach number range considered. The given range was largely
attributed to only considering a select number of maneuvers for minimum viable
method evaluations, but also to the limited Mach numbers of the X-56A flight enve-
lope. The X-56A is generally confined to Mach numbers below M = 0.20 [101]. As
such, the utility of a generalized nonlinear ROM is not fully exercised. Table 34 lists
a matrix of indicial response cases required to generate a generalized nonlinear ROM
(α, M) for the X-56A flight envelope, α = [−5◦ to 10◦], M = [0.10 to 0.20], using a
one degree sampling and Mach increment of 0.02, i.e., 96 sampled flight conditions.
The corresponding computational costs for the rigid and aeroelastic ROM simulations
would be 14,226 and 36,696 CPU hours, respectively.
Using the right turn maneuver costs as a baseline, the cost per second of simulated
trajectory can be assumed to be 160 and 169 CPU hours for rigid and aeroelastic sim-
ulations, respectively. Figure 113 lists the computational costs in simulating a given
maneuver flight time for a rigid (blue) and flexible (red) vehicle by the nonlinear ROM
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Table 34: Matrix of indicial step cases for input to the kriging surrogate model for
the X-56A flight envelope.
α0 (deg) M = 0.10 M = 0.12 M = 0.14 M = 0.16 M = 0.18 M = 0.20
0 ∆p,∆q,∆r ∆p,∆q,∆r ∆p,∆q,∆r ∆p,∆q,∆r ∆p,∆q,∆r ∆p,∆q,∆r
-5 to 10 ∆α,∆β ∆α,∆β ∆α,∆β ∆α,∆β ∆α,∆β ∆α,∆β
Table 35: CPU hours required to create generalized ROM (α, M) for X-56A flight
envelope, α = [−5◦ to 10◦], M = [0.10 to 0.20].
Rigid Aeroelastic
Model Static Dynamic Total Static Dynamic Total
Longitudinal 576 6,630 7,206 576 28,560 29,136
Lateral 0 7,020 7,020 0 7,560 7,560
Total 576 13,650 14,226 576 36,120 36,696
(dashed) and full-order CFD simulations (solid). The rigid ROM is shown to outper-
form full-order CFD simulations for physical maneuver flight times exceeding a total
of 90 seconds. In contrast, the aeroelastic ROM outperforms the full-order aeroelastic
CFD simulations for maneuver flight times exceeding a total of 220 seconds. The re-
quired flight times prior to computational savings are likely to be a result of multiple
maneuver evaluations about the baseline cruise condition. For modern flight vehicle
programs, total maneuver flight times evaluated are likely to greatly surpass the four
minutes of simulated flight time required for ROM benefits. While specific to the
flight envelope of the X-56A, similar costs would be required in sampling 96 initial
flight conditions of any vehicle’s flight envelope. The nonlinearities present for the
X-56A flight envelope were strong enough to warrant a fine sampling, ∆M = 0.02 ,
with respect to Mach number. For other vehicles, similar modeling accuracies might
be achieved over a wider range of Mach numbers, where a coarse sampling of the Mach
number space may be used for an equivalent nonlinear variation. Furthermore, the
implementation of sampling strategies other than uniform sampling, such as latin hy-
percube or adaptive sampling, may serve to reduce the computational costs required
for indicial response simulations.
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Figure 113: Maneuver flight time versus computational costs (in thousands of CPU-
hours) for the rigid (blue) and aeroelastic (red) ROM predictions and full-order CFD
simulations.
9.1.8 Summary
The present experiment sought to quantify the modeling accuracy and computational
costs of the linear and nonlinear ROM variants used in evaluating the test maneuvers
of Chapter 8. The linear ROM was tested using locally linear forced rolling, yawing,
and pitching oscillations. The predictions for the unsteady longitudinal and lateral
force and moment coefficients were found to be in great agreement with full-order
rigid and aeroelastic simulations, characterized by an overall mean error and standard
deviation of < 0.5%, from quasisteady to unsteady reduced frequencies. The rigid
and aeroelastic linear indicial response ROMs were approximately 63 and 28 times
cheaper than the full-order simulations, respectively.
The nonlinear ROM (α) was tested using a large-amplitude forced oscillations that
spanned α = [1◦ to 9◦] at a constant M = 0.13. Based on a uniform sampling of one
degree in angle of attack for the angle-of-attack indicial responses and a single sample
of the pitch rate indicial response at the initial flight condition, the nonlinear ROM
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was able to produce accurate predictions for the unsteady lift and pitching moment
coeficients with a mean error and standard deviation of < 2%. The computational
costs required for the rigid nonlinear ROM was comparable to the total costs for
simulating the three motion frequency cases. The aeroelastic nonlinear ROM was
approximately three times more expensive than the full-order simulations. It is im-
portant to note that the total trajectory time simulated was on the order of 5 seconds.
For a single 15 sec. maneuver within the angle-of-attack range, the aeroelastic ROM
would begin to show computational benefits relative to full-order simulations.
The modeling accuracy and computational costs were evaluated for the nonlinear
ROM (α, M) in generating predictions for a flight space corresponding to α = [−2◦ to
5◦] and M = [0.11 to 0.13], which were the bounds of a right turn flight test maneuver
acquired from the NASA Armstrong Flight Research Center. The ROM was able to
accurately model the longitudinal and lateral force and moment coefficients with a
mean error and standard deviation of < 1.5%. The total computational costs for the
rigid and aeroelastic nonlinear ROM generation were 2,436 and 5,976 CPU hours,
respectively. Relative to full-order simulations, the rigid ROM was approximately
two times less, and the aeroelastic ROM cost was comparable in computational cost.
Finally, the computational costs were estimated for generating a generalized non-
linear ROM (α, M) applicable for the X-56A flight envelope, α = [−5◦ to 10◦],
M = [0.10 to 0.20], using a one degree sampling and Mach increment of 0.02, i.e., 96
sampled flight conditions. It was shown that the rigid ROM presents an increased
cost savings relative to the aeroelastic ROM. However, the utility of the method was
shown to increase with the number of maneuver evaluations required in characterizing
the flight envelope of an unconventional vehicle.
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9.2 Experiment 3.2 - Reduced-Order Model vs. Stability
Derivative Model
Experiment 3.2 addresses Research Question 3.2 and tests Hypothesis 3.2, both of
which are restated below:
Research Question 3.2:
What are the performance benefits relative to traditional stability derivative
models?
Hypothesis 3.2: Aeroelastic indicial response ROMs provide more accurate unsteady
aerodynamic predictions compared to stability derivative models for maneuvers at high
motion rates. For slowly-varying maneuvers, the stability derivative method remains
the most efficient aerodynamic model.
The stability derivative method introduced in Section 1.2.1 has been the tradi-
tional method for modeling aerodynamic loads for flight dynamics predictions since
the early 1900s [12, 13]. The model, given by Eqs. 5-6, represents the longitudinal
and lateral aerodynamic loads as linearly dependent functions of the steady-state
aerodynamic coefficient at trim, Ci0 , perturbations in the vehicle-state and command
variables, ∆α, ∆β, ∆q, ∆p, ∆r, and ∆δ, and the S&C derivatives, Cjα , Cjq , Ckβ , Ckp ,
Ckr and Cj/kδ .
The static and dynamic derivatives of Eqs. 5 and 6 have been historically iden-
tified via wind tunnel testing through steady-state and forced-oscillation tests [48],
respectively. For identifying dynamic derivatives, test rigs are used to force longitu-
dinal or lateral sinusoidal oscillations about an aircraft’s center of gravity to observe
the dynamic aerodynamic response, often as a function of oscillation frequency and
amplitude. Once initial transients decay, the derivatives may be determined by mea-
suring the in-phase and out-of-phase aerodynamic response to the forced motion [58].
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Numerical techniques, such as frequency domain or regression analyses, are then used
to post-process experimental data to form estimates of the dynamic derivative values.
Implementation of this procedure using CFD simulations has been extensively investi-
gated by NATO-AVT 161 [19]. These single-valued derivatives may be identified as a
function of angle of attack, Mach number, and frequency to generate a stability deriva-
tive database that may be interpolated to form nonlinear aerodynamic predictions.
Because the flow is assumed to reach a steady-state instantaneously, the stability
derivative model is quasisteady. This assumption inherently ignores any influence of
previous motion states. Regardless, Bryan’s approach has found widespread success
in modeling the aerodynamics of conventional aircraft configurations maneuvering at
slow motion rates.
The indicial response ROMs are essentially time-accurate extensions of the sta-
bility derivative method, where the dynamic responses represent the memory of the
system and may be convolved with arbitrary trajectories to predict the unsteady aero-
dynamic response of maneuvering vehicles. For maneuvers characterized by complex
fluid-structure interactions, the indicial response ROM was shown to accurately re-
solve the unsteady longitudinal and lateral force and moment coefficients for a range
of motion rates in the previous section. Because the indicial response leverages dy-
namic responses identified using time-accurate simulations, the computational costs
incurred limit the utility of this method for multiple maneuver evaluations. Further-
more, this method would only be beneficial to maneuvers characterized as unsteady.
The present section seeks to demonstrate how cost efficient stability derivative
models may be extracted from indicial responses without the need for forced oscil-
lation and regression analysis techniques. Then the performance of the extracted
stability derivative models will be compared to indicial response ROM predictions to
understand the benefits of leveraging both models to characterize quasisteady and
unsteady maneuvers across a flight envelope of interest.
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9.2.1 Purpose of Experiment
The following are identified as the main objectives of this numerical experiment:
1. Demonstrate a computationally efficient method for the calculation of tradi-
tional dynamic stability derivatives for flexible flight vehicles
2. Compare the performance benefits of the aeroelastic indicial response ROM
relative to an extracted quasisteady stability derivative model for maneuvers
spanning linear and nonlinear flight regimes at various motion rates
9.2.2 Experiment Setup
Figure 114 illustrates an approach for calculating traditional, quasisteady stability
derivatives using both static data and indicial response functions for a nominal flight
space. Calculation of the angle-of-attack stability derivative data is rather straight for-
ward by use of a series of static rigid or static aeroelastic simulations at each sampled
combination of angle of attack and Mach number. The quasisteady angle-of-attack
derivative, Cjα(∞), is then calculated locally as the difference in static longitudinal
aerodynamic coefficient divided by the step taken in angle of attack between the
points. For the sideslip angle stability derivative, Ckβ(∞), static simulations are con-
ducted at the flight condition of interest, e.g., α = 1◦, M = 0.11, using sideslip values
of β = 0◦ and 1◦. The difference between these static solutions yields the stability
derivative.
The quasisteady stability derivatives for the pitch, Cjq(∞), roll, Ckp(∞), and yaw
rates, Ckr(∞), may be extracted from indicial responses simulated at the flight con-
dition of interest. As shown on the right of Fig. 114 using an example for pitch rate,
indicial response functions due to step changes in each rotation rate may be simu-
lated, where the final converged value represents the quasisteady dynamic derivative
with respect to each rotation rate. The benefit of this approach is that the rotation
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rates are decoupled from the wind angles, α and β, allowing for their influences to
be isolated and identified using a single simulation. This process may be used to
calculate the stability derivatives for either rigid or flexible vehicles.
Figure 114: Calculation of CFD-based stability derivatives using static data and
indicial response functions.
Once these derivatives have been calculated/simulated at each flight condition of
interest, a nonlinear stability derivative model may be created to predict the longitu-
dinal and lateral force and moment coefficients for aircraft performing slowly-varying
maneuvering using the formulation shown in Eqs. 82-83. The modeling costs associ-
ated with this stability derivative approach are less relative to the indicial response
ROM as static data may be used to identify the derivatives with respect to angle of
attack and sideslip angle.
Cj = Cj0 + Cjα(∞, α,M)∆α + Cjq(∞,M)∆q (82)
Ck = Ck0 + Ckβ(∞, α,M)∆β + Ckp(∞,M)∆p+ Ckr(∞,M)∆r (83)
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9.2.3 Linear ROM Comparison
Figure 115 illustrates a comparison between ROM and stability derivative (SD) pre-
dictions relative to CFD side force coefficient results for the rigid X-56A performing a
small-amplitude forced rolling oscillation presented in Section 8.1. The SD method is
relatively accurate compared to CFD simulations, correctly resolving the thickening
of the hysteresis loops for increases in reduced frequency. Because motion history is
unaccounted for, the SD predictions are unable to predict the aerodynamic transient
due to the step change in roll rate at the beginning of the simulation. Additionally,
in the k = 0.02 case, the SD method slightly overpredicts the side force coefficient
for negative roll angles and underpredicts the value for positive roll angles. The same
general behavior is observed with respect to the rolling moment coefficient in Fig.
116. While less noticeable, the SD method slightly underpredicts the rolling moment
coefficient for negative roll angles and overpredicts the value for positive roll angles.
Figure 117 illustrates a comparison between ROM and stability derivative (SD)
predictions relative to CFD side force coefficient results for the flexible X-56A per-
forming the same rolling oscillation. The comparison for the rolling moment coefficient
predictions are shown in Fig. 118. Due to the similarity between rigid and flexible
vehicle lateral aerodynamic responses, the same qualitative trends are observed with
respect to each coefficient for the flexible vehicle.
Table 36 lists the linear ROM and SD prediction accuracy in terms of overall mean
error and standard deviation. Relative to the ROM, the stability derivative does a
reasonable job of matching the predictions with the exception of a slight discrepancy
observed in the unsteady aeroelastic case. A noticeable increase in standard deviation
is observed for both the rigid and aeroelastic predictions. This increase is attributed
to the inability of the SD method to predict the initial transients due to onset of grid
motion. Because the aerodynamic transients are relatively fast, the SD method does
a great job of capturing the hysteresis loop behavior for each frequency.
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(a) Side force coefficient - ROM (k = 0.05) (b) Side force coefficient - SD (k = 0.05)
(c) Side force coefficient - ROM (k = 0.10) (d) Side force coefficient - SD (k = 0.10)
(e) Side force coefficient - ROM (k = 0.20) (f) Side force coefficient - SD (k = 0.20)
Figure 115: Rigid X-56A: ROM (left) and SD method (right) vs. CFD side force
coefficient results for forced rolling oscillation with one degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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(a) Rolling moment coefficient - ROM (k = 0.05) (b) Rolling moment coefficient - SD (k = 0.05)
(c) Rolling moment coefficient - ROM (k = 0.10) (d) Rolling moment coefficient - SD (k = 0.10)
(e) Rolling moment coefficient - ROM (k = 0.20) (f) Rolling moment coefficient - SD (k = 0.20)
Figure 116: Rigid X-56A: ROM (left) and SD method (right) vs. CFD rolling
moment coefficient results for forced rolling oscillation with one degree amplitude for
k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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(a) Side force coefficient - ROM (k = 0.05) (b) Side force coefficient - SD (k = 0.05)
(c) Side force coefficient - ROM (k = 0.10) (d) Side force coefficient - SD (k = 0.10)
(e) Side force coefficient - ROM (k = 0.20) (f) Side force coefficient - SD (k = 0.20)
Figure 117: Flexible X-56A: ROM (left) and SD method (right) vs. CFD side force
coefficient results for forced rolling oscillation with one degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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(a) Rolling moment coefficient - ROM (k = 0.05) (b) Rolling moment coefficient - SD (k = 0.05)
(c) Rolling moment coefficient - ROM (k = 0.10) (d) Rolling moment coefficient - SD (k = 0.10)
(e) Rolling moment coefficient - ROM (k = 0.20) (f) Rolling moment coefficient - SD (k = 0.20)
Figure 118: Flexible X-56A: ROM (left) and SD method (right) vs. CFD rolling
moment coefficient results for forced rolling oscillation with one degree amplitude for
k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α = 0◦, β = 0◦, M = 0.13.
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Table 36: Linear ROM and SD prediction accuracy in terms of mean error and
standard deviation.
Rigid Aeroelastic
Case k ε (%) σ (%) ε (%) σ (%)
ROM 0.05 0.0 0.1 0.0 0.2
0.10 0.0 0.1 0.0 0.1
0.20 0.0 0.1 0.0 0.1
SD 0.05 0.0 0.6 0.0 0.6
0.10 0.0 0.9 0.0 0.9
0.20 0.0 1.3 0.1 0.8
In the small-amplitude forced rolling oscillation predictions at α = 0◦, the only
nonzero vehicle-state parameter is the roll rate. For this reason, the only stability
derivative used is the one extracted from the indicial response due to a step change
in roll rate. Thus, the computational costs between the ROM and SD for this specific
case are equivalent.
9.2.4 Nonlinear ROM (α) Comparison
Figure 119 illustrates a comparison between ROM and SD predictions relative to CFD
lift coefficient results for the rigid X-56A performing large-amplitude forced pitching
oscillations, as presented in Section 8.2. In contrast to the small-amplitude forced
oscillations, the SD predictions show noticeable disagreement for the large-amplitude
forced pitching oscillations. It is important to note that the angle-of-attack SD values
were sampled as a function of angle of attack in the same manner as the angle-of-
attack indicial responses. Thus, interpolation of the SD values at each angle of attack
should account for the static nonlinear variation, but not the influence of previous
motion states. While the SD model predicts a thickening of the hysteresis loops for
increases in reduced frequency, the degree of thickening is overpredicted. Additionally,
the model generally underpredicts the lift coefficient for α(t) < α0 and overpredicts
the coefficient for α(t) > α0. These discrepancies appear to reduce as the reduced
frequency is decreased to quasisteady levels.
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Figure 120 shows the ROM and SD predictions relative to to CFD pitching mo-
ment coefficient results for the rigid X-56A. Relative to the lift coefficient predictions,
the SD predictions for pitching moment are in better agreement with CFD results.
In the quasisteady case, the hysteresis loop width and the minimum and maximum
coefficient values are reasonably predicted. As reduced frequency is increased, the
SD method tends to overpredict and underpredict the pitching moment coefficient at
lower and upper angles of attack, respectively. These prediction inaccuracies further
increase in the unsteady case.
Figure 121 illustrates a comparison between ROM and SD predictions relative to
CFD lift coefficient results for the flexible X-56A performing large-amplitude forced
pitching oscillations. In each frequency case, the SD method is only capable of pre-
dicting a single hysteresis loop due to the use of quasisteady derivatives, which include
no influence of previous motion states. In the quasisteady case, the SD prediction
captures the qualitative mean variation of the hysteresis loops, but fail to accurately
resolve the aerodynamic damping over the oscillation cycles. As reduced frequency is
increased, the inability of the SD method to capture cycle-to-cycle differences in min-
imum/maximum coefficient values, as well as aerodynamic damping, becomes more
obvious.
Figure 122 illustrates a comparison between ROM and SD predictions relative
to CFD pitching moment coefficient results for the flexible X-56A. Similar to the
lift coefficient results, the SD predictions are only able to resolve a single hysteresis
loop due to its quasisteady assumption. In the k = 0.05 case, the SD prediction
generally encompasses the minimum and maximum coefficient values, but is unable
to account for the nonlinear unsteadiness resulting from fluid-structure interactions.
In the k = 0.20 case, the SD prediction generally captures the first quarter-cycle but
begins to show large discrepancies afterward with a strong overprediction of pitching
moment coefficient for α(t) < α0 and no resolution of cycle-to-cycle differences in
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aerodynamic damping. In the unsteady case, the structure has less time to deform,
and the aerodynamic response is largely dominated by the bulk aerodynamic response
to vehicle motion. As a result, cycle-to-cycle differences are observed, but an elliptical
hysteresis loop behavior is retained. Thus, the SD predictions do a reasonable job
of resolving the mean hysteresis loop rotation and minimum/maximum coefficient
values. However, cycle-to-cycle differences are not accurately modeled. A summary
of the modeling accuracy metrics for the nonlinear (α) ROM and SD predictions is
listed in Table 37.
Table 37: Nonlinear (α) ROM and SD prediction accuracy in terms of mean error
and standard deviation.
Rigid Aeroelastic
Case k ε (%) σ (%) ε (%) σ (%)
ROM (α) 0.05 0.0 0.1 0.2 0.9
0.10 0.1 0.3 0.6 1.0
0.20 0.1 0.5 1.7 1.1
SD (α) 0.05 0.1 2.9 0.3 6.6
0.10 0.3 4.3 1.0 13.6
0.20 0.5 6.2 3.1 17.9
Table 38 lists the computational costs, measured in CPU hours, required to create
the nonlinear ROM and SD models for the large-amplitude pitch oscillation predic-
tions. While the SD showed poor modeling accuracy relative to the ROM, it did have
required significantly less costs. The rigid SD model was approximately six times
cheaper to generate than the rigid ROM. The aeroelastic SD model was approxi-
mately eight times cheaper than the aeroelastic ROM.
Table 38: CPU hours required to create nonlinear (α) ROM and SD model for
large-amplitude pitch oscillation predictions.
Rigid Aeroelastic
Model Static Dynamic Total Static Dynamic Total
ROM (α) 42 585 627 42 2,520 2,562
SD (α) 42 65 107 42 280 322
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(a) Lift coefficient - ROM (k = 0.05) (b) Lift coefficient - SD (k = 0.05)
(c) Lift coefficient - ROM (k = 0.10) (d) Lift coefficient - SD (k = 0.10)
(e) Lift coefficient - ROM (k = 0.20) (f) Lift coefficient - SD (k = 0.20)
Figure 119: Rigid X-56A: Nonlinear ROM (left) and SD method (right) vs. CFD lift
coefficient results for forced pitching oscillation with 4 degree amplitude for k = 0.05
(top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Pitching moment coeff. - ROM (k = 0.05) (b) Pitching moment coeff. - SD (k = 0.05)
(c) Pitching moment coeff. - ROM (k = 0.10) (d) Pitching moment coeff. - SD (k = 0.10)
(e) Pitching moment coeff. - ROM (k = 0.20) (f) Pitching moment coeff. - SD (k = 0.20)
Figure 120: Rigid X-56A: Nonlinear ROM (left) and SD method (right) vs. CFD
pitching moment coefficient results for forced pitching oscillation with 4 degree am-
plitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦,
M = 0.13.
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(a) Lift coefficient - ROM (k = 0.05) (b) Lift coefficient - SD (k = 0.05)
(c) Lift coefficient - ROM (k = 0.10) (d) Lift coefficient - SD (k = 0.10)
(e) Lift coefficient - ROM (k = 0.20) (f) Lift coefficient - SD (k = 0.20)
Figure 121: Flexible X-56A: Nonlinear ROM (left) and SD method (right) vs. CFD
lift coefficient results for forced pitching oscillation with 4 degree amplitude for k =
0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦, M = 0.13.
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(a) Pitching moment coeff. - ROM (k = 0.05) (b) Pitching moment coeff. - SD (k = 0.05)
(c) Pitching moment coeff. - ROM (k = 0.10) (d) Pitching moment coeff. - SD (k = 0.10)
(e) Pitching moment coeff. - ROM (k = 0.20) (f) Pitching moment coeff. - SD (k = 0.20)
Figure 122: Flexible X-56A: Nonlinear ROM (left) and SD method (right) vs. CFD
pitching moment coefficient results for forced pitching oscillation with 4 degree am-
plitude for k = 0.05 (top), 0.10 (middle), and 0.20 (bottom) at α0 = 5
◦, β = 0◦,
M = 0.13.
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9.2.5 Nonlinear ROM (α,M) Comparison
Figure 123 illustrates a comparison between ROM and SD predictions relative to
CFD lift (top) and pitching moment coefficient (bottom) results for the rigid X-56A
performing the right turn flight test maneuver, as presented in Section 8.3. Figure 124
shows the ROM and SD predictions relative to CFD side force (top), rolling moment
(middle), and yawing moment coefficient (bottom) results. In general, the ROM and
SD models are in great qualitative agreement with only minor discrepancies for the lift
and pitching moment coefficient. Relative to the SD model, the ROM shows a minor
solution ‘buzzing’ as a result of the propogation of kriging indicial response models
through the convolution calculation. Otherwise, the models are expected to compare
similarly given that the right turn maneuver occurs over a 36 second duration, and as
such, can be classified as a slowly-varying or quasisteady maneuver. The same trends
are observed for the flexible vehicle predictions, as shown in Figs. 125-126.
Table 39 lists the mean error and standard deviation for the ROM and SD method
in predicting the longitudinal and lateral aerodynamics during the right turn maneu-
ver. As expected, no appreciable difference is observed for either the rigid or aeroelas-
tic predictions between the ROM and SD method. Table 40 lists the computational
costs required in generating the nonlinear (α, M) ROM and SD models. While the
SD method incurs a greater static simulation cost due to the identification of angle-
of-attack and sideslip angle stability derivatives, the overall costs are reduced due to
the decreased number of indicial responses sampled. For the rigid vehicle predictions,
the SD method is nearly five times cheaper to generate relative to the ROM. Likewise,
the SD method is approximately six times cheaper relative to the ROM for aeroelastic
predictions. Given the comparable accuracy between the SD and ROM predictions
and the cost benefits of the SD method, it is apparent why the stability-derivative
method has been routinely used over the past century. For slowly-varying maneuvers,
the method can provide fairly accurate predictions relative to full-order simulations.
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(a) Lift coefficient - ROM (b) Lift coefficient - SD
(c) Pitching moment coefficient - ROM (d) Pitching moment coefficient - SD
Figure 123: Rigid X-56A: Nonlinear ROM (α, M) (left) and SD method (right) vs.
CFD lift (top) and pitching moment (bottom) coefficient results for the rigid vehicle
undergoing a right turn maneuver.
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(a) Side force coefficient - ROM (b) Side force coefficient - SD
(c) Rolling moment coefficient - ROM (d) Rolling moment coefficient - SD
(e) Yawing moment coefficient - ROM (f) Yawing moment coefficient - SD
Figure 124: Rigid X-56A: Nonlinear ROM (α, M) (left) and SD method (right)
vs. CFD side force (top), rolling moment (middle), and yawing moment (bottom)
coefficient results for the rigid vehicle undergoing a right turn maneuver.
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(a) Lift coefficient - ROM (b) Lift coefficient - SD
(c) Pitching moment coefficient - ROM (d) Pitching moment coefficient - SD
Figure 125: Flexible X-56A: Nonlinear ROM (α, M) (left) and SD method (right)
vs. CFD lift (top) and pitching moment (bottom) coefficient results for the flexible
vehicle undergoing a right turn maneuver.
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(a) Side force coefficient - ROM (b) Side force coefficient - SD
(c) Rolling moment coefficient - ROM (d) Rolling moment coefficient - SD
(e) Yawing moment coefficient - ROM (f) Yawing moment coefficient - SD
Figure 126: Flexible X-56A: Nonlinear ROM (α, M) (left) and SD method (right)
vs. CFD side force (top), rolling moment (middle), and yawing moment (bottom)
coefficient results for the flexible vehicle undergoing a right turn maneuver.
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Table 39: Nonlinear (α, M) ROM and SD prediction accuracy for the right turn
maneuver in terms of mean error and standard deviation.
Rigid Aeroelastic
Model ε (%) σ (%) ε (%) σ (%)
ROM (α, M) 0.6 1.1 1.0 1.4
SD (α, M) 0.6 1.1 1.0 1.4
Table 40: CPU hours required to create the nonlinear (α, M) ROM and SD models
for right turn maneuver predictions.
Rigid Aeroelastic
Model Coeff. Static Dynamic Total Static Dynamic Total
ROM (α, M) Longitudinal 96 1,040 1,136 96 4,480 4,576
Lateral 0 1,300 1,300 0 1,400 1,400
Complete 96 2,340 2,436 96 5,880 5,976
SD (α, M) Longitudinal 192 130 322 192 560 752
Lateral 0 260 260 0 280 280
Complete 192 390 582 192 840 1,032
9.2.6 Summary
The present section sought to demonstrate a computationally efficient method for
calculating traditional dynamic stability derivatives for both rigid and flexible flight
vehicles through a combination of static and indicial response simulations, and fol-
lowing, compare the performance benefits of the indicial response ROM relative to
the stability derivative method for maneuvering spanning linear and nonlinear flight
regimes at various rates of motion. Angle-of-attack and sideslip angle stability deriva-
tives were calculated using a series of static simulations, as is tradionally done, and the
stability derivatives with respect to the rotation rates were extracted from converged
indicial response simulations.
For slowly-varying maneuvers, such as the right turn flight test maneuver, the
stability derivative model was able to predict the longitudinal and lateral aerody-
namic responses with comparable accuracy to the ROM, but with nearly five times
the cost savings. This highlights the utility of such a method for commercial aircraft,
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or similar vehicles, which maneuver at low equivalent reduced frequencies, such that
previous motion rates have negligible impact on the aerodynamics. For high rates of
motion, the stability derivative method was unable to accurately resolve the unsteady
aerodynamic forces and moment coefficients for quasisteady to unsteady forced pitch-
ing oscillations. In particular, the flexible vehicle was characterized by cycle-to-cyle
differences in aerodynamic damping and minimum and maximum coefficient values
due to complex fluid-structure interactions. While more expensive, the indicial re-
sponse method is more appropriate for rapid maneuvers and/or those dominated by




This chapter concludes the dissertation with a summary of conclusions from the
experiments performed, a summary of the primary contributions, and a discussion
of potential avenues for future work that can leverage and extend the method pre-
sented in this dissertation. In the development of the aeroelastic indicial response
reduced-order method, a series of experiments was performed to identify, evaluate,
and quantify the performance capabilities of the method. These experiments provided
a means of answering the research questions posed and showcasing the benefits of the
method for efficient unsteady aerodynamic predictions of flexible, maneuvering flight
vehicles. The experiments and pertinent conclusions made are summarized here.
In Chapter 7, the first experiment sought to establish guidelines for the static and
dynamic solution strategy implemented in the identification of aeroelastic indicial
responses for flexible vehicles. It was determined that the most efficient means of
attaining the initial static aeroelastic solution was to perform a time-accurate static
aeroelastic simulation using a coarse time step, based on resolving a single period of
the highest frequency structural mode, and using an artifically high structural damp-
ing ratio to quickly reach the deformed static aeroelastic state. Use of a static rigid
solution to restart the static aeroelastic simulation did not serve to accelerate conver-
gence or reduce the associated static computational costs. This result is attributed
to the disparate fluid state achieved due to the large wing and centerbody structural
deformations of the X-56A. For less flexible vehicles or for vehicles encountering nu-
merically unstable flow conditions, use of a rigid restart solution may aid in solution
convergence.
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For dynamic indicial response simulations, a fine time step was chosen based on
resolving the highest frequency structural mode by a factor of N = 200. For the flex-
ible vehicle, the number of time steps required for indicial response identification was
different between longitudinal and lateral vehicle-state parameters. For step changes
in sideslip angle, roll rate, and yaw rate, minimal differences were observed between
the responses for the rigid and flexible vehicle. To achieve steady-state convergence,
the number of time steps chosen was based on resolving a single period of the lowest
frequency structural mode. For step changes in angle of attack and pitch rate, the
fluid-structure interactions were significant, leading to complex, periodic oscillations,
which dampened out over an extended period of time relative to the lateral responses.
The number of time steps required for longitudinal responses was determined to co-
incide with approximately five periods of the lowest frequency structural mode.
Experiment 1.2 aimed to explore how indicial response sensitivity varied with
respect to changes in the flight space variables between the rigid and flexible vehicle.
Indicial responses due to step changes in each vehicle-state parameter were sampled
at various angles of attack, Mach numbers, and sideslip angles. Traditionally, only the
angle-of-attack and sideslip angle indicial responses are assumed to be dependent on
angle of attack. The results of this experiment showed the validity of this dependency
for the rotation rates as well, for both the rigid and flexible vehicle. Additionally,
the angle-of-attack sensitivity was shown to be much stronger for the flexible vehicle,
which poses a requirement for a finer sampling of the angle-of-attack flight space
relative to the rigid vehicle. However, it is important to note that the flight envelope
is likely to be limited when accounting for vehicle flexibility. In regard to Mach
number sensitivity, it is traditionally assumed that each indicial response is dependent
on Mach number. Toward evaluating this assumption, rigid and aeroelastic indicial
responses were simulated across a Mach number range of M = [0.10 to 0.20]. While
negligible differences were observed for the rigid responses, the aeroelastic responses
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showed a signficiant difference in transient and converged responses despite the limited
Mach number range. In regard to sideslip angle, negligible indicial response sensitivity
was observed for the rigid and flexible vehicle. Overall, the experiment led to the
conclusion that traditional modeling dependencies with respect to angle of attack
and Mach number remain valid for the aeroelastic indicial response ROM but require
a finer sampling for a given flight envelope.
The dynamic solution strategy guidlines established in Chapter 7 were used in
Chapter 8 to conduct a series of experiments in evaluating the aerodynamic predic-
tion capabilities of indicial response ROMs applied to maneuvering, flexible flight
vehicles. In Expt. 2.1, the linear aeroelastic indicial response ROM was shown to
capture the fluid-structure interactions present in high-fidelity dynamic aeroelastic
simulations of the X-56A undergoing small-amplitude rolling, yawing, and pitching
oscillations. Unsteady longitudinal and lateral aerodynamic force and moment coef-
ficient predictions were generated for quasisteady, quasiunsteady, and unsteady re-
duced frequencies with a mean error and standard deviation of < 0.5%. These results
demonstrate the ability of indicial responses to capture the frequency spectrum of the
vehicle response at a given flight condition.
In Expt 2.2, a nonlinear ROM was generated, which included indicial response
sensitivity to angle of attack. ROM predictions were generated for a large-amplitude
forced pitching oscillation at various reduced frequencies. Angle-of-attack indicial
responses were sampled in one degree increments throughout the angle-of-attack os-
cillation range. A linear interpolation was used to model these indicial responses as
a function of the time-varying angle of attack for the tested forced oscillation. The
nonlinear ROM was shown to outperform the linear ROM, better resolving the cycle-
to-cyle differences in the hysteresis loops as a result of fluid-structure interactions,
as well as nonlinear variations in minimum/maximum coefficient values and aerody-
namic damping. Overall, the nonlinear ROM was able to predict the unsteady lift
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and pitching moment coefficients over a range of reduced frequencies with < 2% mean
error and standard deviation.
In Expt. 2.3, a generalized nonlinear ROM was generated to account for flight
maneuver variations in angle of attack and Mach number. The angle-of-attack and
sideslip angle indicial responses were sampled as a function of angle of attack and
Mach number, whereas the rotation rate indicial responses were sampled only as a
function of Mach number. This database of time-dependent indicial responses was
interpolated using a kriging surrogate modeling toolbox to predict an indicial response
for each point in a candidate test trajectory. Predictions were generated for a right
turn flight test maneuver acquired from the NASA Armstrong Flight Research Center.
The generalized ROM was shown to predict the longitudinal and lateral aerodynamic
force and moment coefficients over the duration of the 36 second maneuver with a
mean error and standard deviation below 1.4%.
Based on the maneuver predictions shown in Chapter 8, quantified assessments
of computational cost and modeling accuracy were made for the aeroelastic indicial
response ROM. In Expt. 3.1, the performance benefits of the ROM were compared
to the full-order dynamic aeroelastic simulations. For the small-amplitude maneuver
evaluations, the rigid and aeroelastic indicial response ROMs proved to be approx-
imately 63 and 28 times cheaper than the full-order simulations. For the nonlinear
ROM that included an angle-of-attack dependency, the computational cost for the
rigid ROM was comparable to the full-order simulation costs, whereas the aeroelastic
ROM was approximately three times more expensive. It is important to note that
the total trajectory time simulated was on the order of five seconds. For a single
15 second maneuver within the sampled angle-of-attack range, the aeroelastic ROM
would provide more efficient predictions relative to full-order simulations. Finally,
the computational costs were estimated for generating a generalized nonlinear ROM
applicable to the X-56A flight envelope, spanning 15 degrees in angle of attack over
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the Mach envelope limits, resulting in 96 sampled flight conditions. The utility of
the method was shown to increase with the number of maneuver evaluations to be
made. These results highlight the efficiency of the unsteady aerodynamic ROM rel-
ative to full-order simulations, enabling aircraft designers to assess the performance
of future flexible aircraft to a greater extent, potentially allowing for the discovering
of unwanted performance issues prior to flight testing.
The final experiment sought to assess the performance of the proposed aeroelas-
tic indicial response ROM compared to the traditional stability derivative method.
In the process, a computationally efficient method was demonstrated for calculating
traditional dynamic stability derivatives for flexible flight vehicles. The quasisteady
stability derivative method was shown to predict the longitudinal and lateral force
and moment coefficients for the slowly-varying right turn maneuver with comparable
accuracy to the aeroelastic ROM but with six times less computational costs. These
results support the historical use of the stability derivative method for aircraft ma-
neuvering at low equivalent reduced frequencies. As for rapid maneuvers, the stability
derivative method and ROM predictions were compared for a large-amplitude pitch
oscillations at quasisteady, quasiunsteady, and unsteady reduced frequencies. Here,
the ROM was shown to model the unsteady lift and pitching moment hysteresis loops
with significantly more accuracy compared to the stability derivative method. These
forced oscillations were characterized by cycle-to-cycle differences in aerodynamic
damping and minimum and maximum coefficient values as a result of fluid-structure
interactions. The aeroelastic indicial response ROM was able to accurately resolve
these intricate variations in each cycle with mean error and standard deviation of
< 1.5%. These results highlight the ability of the unsteady aerodynamic ROM to
outperform the traditional stability derivative method for flexible flight vehicles ma-
neuvering at high rates of motion, a domain for which stability derivative models are
especially unsuitable when accounting for vehicle flexibility.
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In summary, these experiments revealed that the aeroelastic indicial response
reduced-order model was capable of modeling the unsteady longitudinal and lateral
force and moment coefficients encountered by a flexible vehicle maneuvering at various
rates of motion, and thus partially or completely supported all hypotheses associated
with the primary research questions posed in this dissertation.
10.1 Contributions
The central research objective of this work was to develop a reduced-order modeling
approach capable of providing quantitatively accurate, yet computationally efficient
predictions of the nonlinear, unsteady aerodynamics encountered by maneuvering,
flexible flight vehicles. Linear and nonlinear formulations for the aeroelastic ROM
were developed and demonstrated through experimental testing of the highly flexible
X-56A Multi-Utility Technology Testbed aircraft. The contributions from the various
components of this work are listed below:
• Development of a reduced-order modeling method for predicting the nonlinear,
unsteady aerodynamics of flexible maneuvering flight vehicles.
• Identification of an efficient numerical solution strategy for dynamic modal
aeroelastic simulations of flexible maneuvering flight vehicles.
• Improved understanding of the nonlinear, unsteady aerodynamic behavior of
the flexible X-56A aircraft.
• Quantification of the performance benefits of multidisciplinary ROMs in com-
parison to traditional unsteady aerodynamics ROMs.
• Demonstration of a computationally efficient method for the calculation of tra-
ditional dynamic stability derivatives for flexible flight vehicles.
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• Provide the first practical demonstration of FUN3D’s multiple motion driver
capability for rigid, deforming mesh simulations of fixed-wing aircraft.
10.2 Opportunities for Future Research
The indicial response reduced-order modeling approach has been successfully demon-
strated as an enabler for viable virtual flight simulation predictions. The method was
shown to outperform the traditional stability derivative method for a flexible flight
vehicle maneuvering at quasisteady to unsteady forced oscillation motions, whereas
the stability derivative predictions proved to be more efficient for a slowly-varying, 36
second right turn flight test maneuver. It is evident that both methods can provide
utility within modern flight dynamic prediction frameworks. Integration of ROMs into
current practice will require development of a methodology for mapping candidate
flight test maneuvers to equivalent reduced frequencies, downselecting the appropriate
prediction method (stability derivative of unsteady ROM), and assessing the flight
space model sampling based on vehicle flexibility.
Furthermore, for future flight vehicle assessments, mesh-independent solutions
should be identified and a mode sensitivity study should be conducted relative to
coupled CFD-FEM predictions prior to model identification to ensure computational
benefits are attained using an accurate system representation. However, it is im-
portant to note that the methodology is independent of the structural model used,
and a coupled CFD-FEM full-order analysis may be used for ROM identification.
Validation of FUN3D’s multiple-motion driver for maneuvering, flexible fixed-wing
simulations may provide insight to the limits of applying the linear modal structural
solver.
For future applications, the aeroelastic indicial response ROM presented in this
dissertation lays the foundation for efficient structural loads analysis and/or control
law evaluation when combined with spatial reduced-order models. While vehicle-level
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aerodynamic quantities were recorded due to step changes in the vehicle-state param-
eters defining a trajectory, microlevel aerodynamic quantities such as the primitive
variables may also be recorded and predicted over time. As a means of reducing the
computational costs and data storage requirements, spatial reduced-order models,
such as Proper Orthogonal Decomposition, may be leveraged to consolidate the field
variable distributions to a set of primitive ‘modes’ that can be recorded, predicted
using indicial response theory, and recombined to estimate the load distributions of a
vehicle over the course of a maneuver. Additionally, peak wing/body deflections may
serve as outputs to characterize the structural performance of flexible vehicles.
Furthermore, the indicial response ROM method might be used to support efficient
system identification. The traditional approach for characterizing the flight dynamics
of a vehicle consists of simulating or experimental testing forced oscillations and using
system identification (SysID) methods for estimating dynamic derivatives. In the case
of numerical simulation, this approach can yield reasonable results, but the required
computational resources can render it impractical for populating large databases.
As shown in this dissertation, indicial response ROMs may be capable of providing
dynamic derivatives directly, or in support of traditional approaches, may be used to
generate efficient specialty input maneuvers for which system identification methods
can be applied.
Additionally, it was previously believed that indicial response ROMs required
asymptotic steady state convergence for application. As such, initial efforts toward
generating indicial response predictions at unsteady prestall and stall flight conditions
were quickly disregarded. The results in this dissertation show that the complex, pe-
riodic oscillations are physical representations of the system response due to flow
unsteadiness. Because these indicial responses represent the memory of the system,
such nonconverged responses are to be expected in unsteady flight regimes as a re-
sult of flow separation and vorticity effects. The primary research questions then
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pertain to the computational costs required for unsteady response identification and
the required length of motion history to be included for accurate predictions for stall
recovery maneuvers.
Finally, because indicial response theory is generally applicable to all discrete-
time, time-invariant systems, it may be used for any models governed by equations
that fulfill these characteristics. In general, the majority of numerical simulations may
be characterized as such systems. Using the nonlinear extension presented by kriging
surrogate models, indicial response ROMs may be generated for predicting linear and
weakly nonlinear systems. Using modern numerical simulation tools, any aerody-
namic system or vehicle that is parameterized by grid motion may be investigated
using indicial response theory as an efficient means of generating CFD simulation
predictions. One example is the application to rotorcraft simulations. By parame-
terizing the blade speed, inclination, and/or position, the aerodynamic response may
be isolated due to step changes in any of these step inputs. These responses may
then be convolved to predict the unsteady aerodynamic loads during rotorcraft flight.
With the increasing use of CFD simulations in engineering design and analysis, the
benefits of indicial response theory should be leveraged for improving the efficiency




A.1 Linear Forced Oscillations
(a) Lift coefficient - α-step (b) Lift coefficient - q-step
(c) Pitching moment coefficient - α-step (d) Pitching moment coefficient - q-step
Figure 127: Lift (top) and pitching moment (bottom) coefficient indicial responses
with respect to unit steps in angle of attack (left) and pitch rate (right) for the flexible
(red) and rigid (blue) vehicles at α = 0◦, β = 0◦,M = 0.13.
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(a) Side force coefficient - p-step (b) Side force coefficient - r-step
(c) Rolling moment coefficient - p-step (d) Rolling moment coefficient - r-step
(e) Yawing moment coefficient - p-step (f) Yawing moment coefficient - r-step
Figure 128: Side force (top), rolling moment (middle), and yawing moment (bottom)
coefficient indicial responses with respect to unit steps in roll rate (left) and yaw rate
(right) for the flexible (red) and rigid (blue) vehicle at α = 0◦, β = 0◦,M = 0.13.
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(a) Side force coefficient - β-step
(b) Rolling moment coefficient - β-step
(c) Yawing moment coefficient - β-step
Figure 129: Side force (top), rolling moment (middle), and yawing moment (bottom)
coefficient indicial responses with respect to a unit step in sideslip angle for the flexible
(red) and rigid (blue) vehicle at α = 0◦, β = 0◦,M = 0.13.
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A.2 Nonlinear Forced Pitching Oscillation
(a) Lift coefficient - Rigid (b) Lift coefficient - Flexible
(c) Pitching moment coefficient - Rigid (d) Pitching moment coefficient - Flexible
Figure 130: Lift (top) and pitching moment (bottom) coefficient indicial responses
with respect to positive (+) and negative (dashed) steps in angle of attack for the
rigid (left) and flexible (right) vehicle at α = 2◦, 5◦, and 8◦.
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(a) Lift coefficient - q-step (b) Pitching moment coefficient - q-step
Figure 131: Lift (left) and pitching moment (right) coefficient indicial responses
with respect to unit step in pitch rate for the flexible (red) and rigid (blue) vehicles
at α = 5◦, β = 0◦,M = 0.13.
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A.3 Right Turn Maneuver
(a) Lift coefficient - M = 0.11 (b) Lift coefficient - M = 0.13
(c) Pitching moment coefficient - M = 0.11 (d) Pitching moment coefficient - M = 0.13
Figure 132: Lift (top) and pitching moment (bottom) coefficient indicial responses
with respect to positive (+) and negative (dashed) steps in angle of attack for the
rigid vehicle at α = −2◦, 0◦, and 5◦, M = 0.11 (left) and 0.13 (right).
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(a) Lift coefficient - M = 0.11 (b) Lift coefficient - M = 0.13
(c) Pitching moment coefficient - M = 0.11 (d) Pitching moment coefficient - M = 0.13
Figure 133: Lift (top) and pitching moment (bottom) coefficient indicial responses
with respect to positive (+) and negative (dashed) steps in angle of attack for the
flexible vehicle at α = −2◦, 0◦, and 5◦, M = 0.11 (left) and 0.13 (right).
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(a) Lift coefficient - q-step (b) Pitching moment coefficient - q-step
Figure 134: Lift (left) and pitching moment (right) coefficient indicial responses
with respect to unit step in pitch rate for the flexible (red) and rigid (blue) vehicles
at α = 0◦, β = 0◦,M = 0.11 and 0.13.
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(a) Side force coefficient - M = 0.11 (b) Side force coefficient - M = 0.13
(c) Rolling moment coefficient - M = 0.11 (d) Rolling moment coefficient - M = 0.13
(e) Yawing moment coefficient - M = 0.11 (f) Yawing moment coefficient - M = 0.13
Figure 135: Side force (top), rolling moment (middle), and yawing moment (bottom)
coefficient indicial responses with respect to unit step in sideslip angle for the flexible
(red) and rigid (blue) vehicles at α = 0◦, β = 0◦,M = 0.11 (left) and 0.13 (right).
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(a) Side force coefficient - p-step (b) Side force coefficient - r-step
(c) Rolling moment coefficient - p-step (d) Rolling moment coefficient - r-step
(e) Yawing moment coefficient - p-step (f) Yawing moment coefficient - r-step
Figure 136: Side force (top), rolling moment (middle), and yawing moment (bottom)
coefficient indicial responses with respect to unit step in roll (left) and yaw (right)
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