Abstract. We consider the Hamiltonian of an atom with N electrons and a fixed nucleus in a very thin plane-parallel layer. Projecting this Hamiltonian on the lowest transverse mode we obtain the so-called effective Hamiltonian that acts on L 2 (R 2N ) and whose potential part depends on the width, a, of the layer. We prove that this effective Hamiltonian tends, in the norm resolvent sense, to the Hamiltonian of a two-dimensional atom (with the three-dimensional Coulomb potential) as a → 0+. Finally we demonstrate how to localize the bottom of spectrum of the initial full Hamiltonian with the knowledge of the spectrum of the latter one. The analyticity and the monotonicity of eigenvalues in a is also discussed.
Introduction
In this paper we discuss a non-relativistic quantum system of an atom confined in a thin planar layer of width a. We describe it by the three-dimensional atomic Hamiltonian restricted to the layer, i.e., we impose the Dirichlet boundary condition on the boundary planes. The study of confined atomic systems has a long history ( [15] , from 1937, and [5] , from 1946, deal with the hydrogen atom with a nucleus placed at the center of an impenetrable spherical box of finite radius), as these systems may serve as important models for caged and compressed atoms (see e.g. [7, 10, 13, 12] ) or hydrogenic impurities in quantum dots (see e.g. [23, 14] ). In the references above only the confinement to finite regions, usually to balls, is considered. However, with prospects of mesoscopic physics applications and for richer mathematical properties of respective Hamiltonians (presence of the continuous spectrum), a hydrogen atom confined in regions that are unbounded in some directions has recently drawn interest.
Namely, [4] is devoted to a hydrogen atom confined in a straight infinite tube, whereas in [6] a hydrogen atom in a thin planar layer of width a was studied. The present paper may be viewed as an extension of the results obtained in the latter source to a multielectron case. Therein the so-called effective Hamiltonian was introduced as a projection of the full Hamiltonian to the lowest transverse mode of the Dirichlet Laplacian on the layer. Due to the large separation distance between subsequent eigenvalues of the Dirichlet Laplacian in the transverse direction (∝ a −2 ), it was demonstrated that the effective Hamiltonian well approximates the full atomic Hamiltonian in the norm resolvent sense as a → 0+. The effective Hamiltonian may be, in turn, approximated by the Hamiltonian of a two-dimensional hydrogen atom (with the three-dimensional Coulomb potential, i.e. 1/distance) as a → 0+. As the spectrum of the latter Hamiltonian is explicitly known, one can use it to approximate the spectrum of the full Hamiltonian.
Let us stress that there are several new aspects that complicates a similar analysis in the multi-electron case. First of all the repulsive electron to electron interaction is involved, but fortunately it can be controlled in similar way as the electron to nucleus interaction with the appropriate change of coordinates. Next we must take the fermionic nature of electrons into the account. Actually we will treat electrons as distinguishable particles and only at the end of the paper we perform reduction to the subspace of totally antisymmetric functions. Finally, let us mention that the spectrum of a twodimensional (as well as a three-dimensional) atom is not known explicitly except of the single electron case. Nevertheless, there are some qualitative results for two-dimensional atoms, in particular we will need the HVZ theorem. (See [17] for it. Zhislin's theorem and the asymptotic neutrality is discussed in the same source too.)
The paper is organized as follows. In sections 2, 3, and 4, the Hamiltonians of a two-dimensional atom and an atom in a planar layer, and the effective Hamiltonian, respectively, are introduced in detail and their self-adjointness is verified. In the next sections, we set the relation between these Hamiltonians. The main theorem comes in section 7, it claims that the full Hamiltonian is well approximated by the Hamiltonian of a two-dimensional atom as a → 0+. Therefore the two-dimensional atom, which is a kind of mathematical construction, may be viewed as a limit of a physical system of an atom compressed among a pair of parallel planes. In this context, let us remark that the two-dimensional hydrogen atom (with the three-dimensional Coulomb potential) is of continuous interest in the literature (see e.g., [16, 21, 3, 8] ), and here we provide rationale for it.
Section 8 is devoted to localization of the point spectrum of the full Hamiltonian and to analycity of its eigenvalues in a. In the last, 9th, section we discuss the ferminonized versions of the Hamiltonians and we conclude that the approximation results remain valid.
Hamiltonian of a two-dimensional atom
Consider N mutually interacting electrons with the unit charge and mass in the field of a nucleus with the atomic charge Z > 0 and the infinite mass. Denote by ̺ i ≡ (x i , y i ) the coordinate of the ith electron in the center of mass coordinate system and introduce the following notation
Then the Hamiltonian of the system, h Z,N , is given by
where ∆ ̺ i stands for the Laplacian in the ith coordinate (naturally extended on the appropriate tensor product that is obvious from the context). Below we will prove that, due to the KLMN theorem, h N,Z is a well defined lower bounded self-adjoint operator.
Lemma 2.1. For any ψ ∈ H 1 (R 4 ), it holds
Proof. With the aid of an unitary mapping U :
and the two-dimensional Kato inequality (see [9] , [1] ),
we have
Since the minus Laplacian is a positive operator,
The same inequality holds for the square roots due to the operator monotonicity of the function x → x p , 0 < p ≤ 1. Passing back to the variables (̺ i , ̺ j ) in (1), the assertion of the lemma follows.
Proposition 2.2. Denote
Then for any ǫ > 0 and ψ ∈ H 1 (R 2N ),
Proof. Letψ (with the variable λ ≡ (λ 1 , . . . , λ N )) stands for the Fourier-Plancherel image of ψ. Then by the two-dimensional Kato inequality,
Using Lemma 2.1 we obtain in a similar manner as above,
Neglecting the positive part of V 2D , the lower bound (3) follows from the KLMN theorem. In that case [25, 6] ,
For N > 1 we have at least HVZ theorem (see [22] , [17] ) which states that
See [17] for some more results.
Hamiltonian of an atom in a layer
Let Ω a = R 2 × (−a/2, a/2) with a > 0. Consider a three-dimensional atom with N electrons and and with a nucleus of the infinite mass and of the charge Z > 0 restricted to Ω a by imposing the Dirichlet boundary condition on the boundary planes. For simplicity let us put the nucleus to the origin. Then the Hamiltonian, H a N,Z , of this system acts on
where
∈ Ω a is the coordinate of the ith electron,
and −∆ is the free Hamiltonian of N -particle system. In more detail,
where ∆ r i is the Laplace operator on L 2 (Ω a ) (in the variable r i ) with the Dirichlet boundary condition. Below we will find the domain of self-adjointness of H a N,Z . Put
Recall that the Hardy inequality (see e.g. [24] ) states
for any u ∈ D 1,2 (R 3 ), and that H 1 0 (Ω a ) may be naturally embedded into D 1,2 (R 3 ). Thus we have
Similarly we obtain
Here t z stands for the z-component of vector t. We conclude that
by the Kato-Rellich theorem.
The effective Hamiltonian
Decompose the kinetic part of H a N,Z with respect to the transverse modes,
where E a n = (nπ/a) 2 and
if n is even.
The effective Hamiltonian, H a eff , is defined with the aid of the projection on the lowest transverse mode,
It is well defined on
Thus we will view H a eff as an operator on L 2 (R 2N ) with the following action
and with domain H 2 (R 2 ) ⊗ N . Here the "effective potentials" are defined by
Below we will prove self-adjointness of H a eff . At first we need to know L p -properties of the effective potentials.
The properties of V a en are extensively discussed in [6] (therein V a en is called V a eff ), but we will also summarize some of them here for the reader's convenience. At the same time, for V a ee one directly verifies, Asymptotic behavior
Scaling properties
ee is strictly decreasing. With these results in hand, it is easy to see that the potential W ee defined by
The same holds for W en defined just by interchanging ee ↔ en. Consequently, we can apply [6, Lemma 5] to them. Here we reproduce this result in a slightly modified form.
Then for any a, 0 < a < 1/2, one has
Above ∆ 2D stands for the two-dimensional Laplacian. Furthermore, one can easily observe that
Hence in the similar manner as in the three-dimensional case (see [18, Theo X.16] ) it follows that H a eff is self-adjoint on H 2 (R 2 ) ⊗ N due to the Kato-Rellich theorem. Remark 4.2 (Spectrum of H a eff ). Due to (7) , σ(H a eff − N E a 1 ) has a lower bound given by the RHS of (3) . Moreover from the HVZ theorem follows that [N E a 1 , ∞) ⊂ σ ess (H a eff ).
Approximation of the effective Hamiltonian by the two-dimensional atomic Hamiltonian
Observe that single-particle potentials that are controlled by the two-dimensional free particle Hamiltonian, −∆ 2D , are also controlled by the full free Hamiltonian, −∆. The same holds true for electron-to-electron interaction terms (that are only functions of the mutual distance) as they may be viewed as single-particle potentials with the appropriate change of coordinates. Indeed, for ξ > 0,
since the function x → −x −1 is operator monotone. In particular for all ψ ∈ Q(V ⊗ I), where
Let us denote
Then with the aid of the above, we get the following proposition.
Proposition 5.1. For any 0 < a < 1/2, we have
Proof. By the triangle inequality and (10),
In the second term we may estimate with the aid of (2) (t = 2 −1/2 ̺ 1,2 ) as follows,
we obtain
Now we may use Lemma 4.1 which yields
The integrals of W en and W ee may be evaluated using Fubini's theorem,
which completes the proof.
Further we will need an estimate formulated in the following auxiliary lemma that in fact is a standard result (see for instance, [19 
stands for the distance of ξ from σ(h N,Z ). Then for every ξ ∈ Res(h N,Z ) ∩ R there exists a 0 (ξ) > 0 (which is given within the proof ) such that for all a, 0 < a < a 0 (ξ), one has ξ ∈ Res(H a eff − N E a 1 ) and
where µ ≤ (inf σ(h N,Z ) − 1). The constant C 1 (N, Z) and C 2 (N, Z) are given in (13) and (14), respectively.
Proof. In Lemma 5.2, we set
where µ is chosen smaller then (inf σ(h N,Z )−1) > −∞ (due to the HVZ theorem µ ≤ −2). With the aid of the functional calculus, we have
.
To find an upper bound for the norm of L := (−∆ − µ) 1/2 (h N,Z − µ) −1/2 , we imitate the proof of Lemma 4 in [6] (but now the total Coulomb potential, V 2D , changes its sign),
Here we made use of (4) and the fact that √ −∆ ≤ √ −∆ − µ, for µ < 0. With our choice of µ this implies
So we have that
Using Proposition 5.1, we conclude
Moreover, for a ≤ e −1 , we have RHS of (11) ≤ C 2 (N, Z)a| ln a|
For any ξ ∈ Res(h N,Z ) ∩ R, there is a 0 = a 0 (ξ) such that for all a, 0 < a < a 0 (ξ), one has α 2 ≤ 1/2. For definiteness, we put
and we set a 0 (ξ) = min e −1 ,ã 0 (ξ) , whereã 0 =ã 0 (ξ) is the solution to
The assertions of the theorem now immediately follow from Lemma 5.2.
Remark 5.4. Under the assumptions of Theorem 5.3, we have
(H a eff − N E a 1 − ξ) −1 − (h N,Z − ξ) −1 ≤ (h N,Z − ξ) −1 ,
which, by the functional calculus and the triangle inequality, implies
,
Approximation of the full Hamiltonian by the effective Hamiltonian
Let us introduce the following notation,
Here, H a ⊥ is well defined on Dom(H a N,Z ) as Dom(H a N,Z ) is invariant under Q a . In what follows we will view H a ⊥ as an operator acting on RanQ a with domain Q a Dom(H a N,Z ). Furthermore, put
where V = V en + V ee with
With respect to the decomposition L 2 (Ω a ) ⊗ N = RanP a ⊕ RanQ a , we have
The second equality follows from the fact that P a commutes with −∆. By direct inspection one arrives at the so-called Feshbach formula,
which holds for those ξ ∈ C such that R a ⊥ (ξ) and R W eff (ξ) exist and are bounded on RanQ a and RanP a , respectively.
From now on, consider N ≥ 2.
where d
Proof. The proof is intensively inspired (as well as its single-electron version [6] ) by the similar one in [2] . With the help of the following formula,
It remains to bound VQ a R a ⊥ and R a ⊥ . Since
en + V 2 ee , we can estimate the en and ee terms separately.
Bound for V en Q a R 1/2 0 : The following estimate,
together with the Hardy inequality (5), implies
whenever N ≥ 2, and so
Bound for V ee Q a R 
in R 3 . The same holds true in Ω a . Using this inequality we have
and so, in the same manner as for the en part,
Bound for R a ⊥ : From (20), (21), and (22), it follows
and consequently
For a small enough, this bound is smaller then one, and so by the symmetrized resolvent formula,
0 , one has ξ ∈ Res(H a ⊥ ) and the resolvent R a ⊥ (ξ) is positive. Moreover,
With the help of (23) (see also the proof of [6, Prop. 10]),
where we used (21), (22) , and (24).
The following lemma is also generalization of its single-electron version (see [6, Lemma 11] ).
) is positive and
for any α > 0.
Proof. In course of the proof of Proposition 6.1 we demonstrated that under the assumptions of the lemma, R a ⊥ (ξ) is positive and so is W a (ξ). Moreover, using (24) we get
and
we conclude
by the Kato inequality (see also Lemma 2.1).
Passing to the Fourier image (with the same notation as introduced in the proof of Proposition 2.2), we have
The lemma now readily follows, since
where d eff (ξ) is defined by (17) and µ ≤ inf σ(H a eff ) − N E a 1 − 1. Proof. Due to Remark 4.2, µ ≤ −1 and ξ < N E a 1 . We will proceed as in the proof of Theorem 5.3. Apply Lemma 5.2 with A = H a eff − ξ, C = −W a (ξ), i.e.,
Note that W a (ξ) is positive under the assumptions of Lemma 6.2. The upper bound forL :
is the same as that for the operator L in the proof of Theorem 5.3. Indeed, since
we arrive at (12) with L replaced byL, V 2D by P a VP a , and h N,Z by H a eff . Consequently, (26)
Furthermore we observe that
by the functional calculus.
Putting (25) , (26), (27), and Lemma 6.2 together, we deduce that there exists a positive a 1 = a 1 (ξ) such that if a ≤ a 1 (ξ), then α 2 ≤ 1/2. This according to Lemma 5.2 implies that ξ / ∈ σ(H a eff − W a (ξ)) and
To make a 1 (ξ) definite we put, as in (15),
and define a 1 (ξ) as the unique solution of
where a 1 (ξ) is defined by (29), then ξ ∈ Res(H a N,Z ) and
where (15) .
Proof. We may apply Proposition 6.3 that yields ξ / ∈ σ(H a eff −W a (ξ)). So the assumptions of Proposition 6.1 are fulfilled too. Thus, ξ ∈ Res(H a N,Z ). Furthermore (28) holds with α 2 < 1/2, which implies
Therefore, we have arrived at the following estimate
7. Approximation of the total Hamiltonian by the two-dimensional atomic Hamiltonian defined by (16) and a 2 = a 2 (ξ) is the solution to
with µ given by (15) , then ξ ∈ Res(H a N,Z ) and
Proof. Due to the bound on a we may apply Theorem 5.3 with ξ − N E a 1 substituted for ξ. It implies that ξ ∈ Res(H a eff ) and
Moreover, by Remark 5.4,
. Therefore, a 2 (ξ) ≤ a 1 (ξ), so the assumptions of Theorem 6.4 are also fulfilled. Thus we have ξ ∈ Res(H a N,Z ). Observe that
Putting this together with (30), (31), and (32) finishes the proof. 
Let us stress that the value of K(d) ∈ R + , as well as that of a min (d), depends only on d, N, and Z, but not on the particular eigenvalue λ or the value of a. Furthermore, let Γ stands for the anti-clockwise oriented circle with center N E a 1 + λ and radius d. Following the same reasoning as in the concluding remarks of [2] we can propagate (34) to all ξ ∈ Γ,
(for a small enough so that 6dK(d) a| ln a| < 1). Consequently we arrive at the following estimate for the difference of the projections P 1 and P 2 onto the spectrum of H a N,Z and h N,Z + N E a 1 , respectively, inside Γ
The RHS of (35) is strictly increasing on some sufficiently small right neighborhood of 0 and it tends to zero as a → 0+.
such that for all a <ã min (d), P 1 − P 2 ⊕ 0 < 1. Therefore, for these values of a, in the d-neighborhood of (λ + N E a 1 ) there is the exactly same number of eigenvalues (counting multiplicity) of H a N,Z as the multiplicity of λ in the spectrum of h N,Z is.
The idea above may be applied on a finite cluster of successive eigenvalues, λ 1 . . . , λ M , of h N,Z . We just take d sharply smaller than a half of the minimum of isolation distances of all λ i . Moreover we may perform the similar estimates as above on intervals [λ i + d, λ i+1 − d] (in particular we change λ for (λ i+1 + λi)/2 and d for (λ i+1 − λ i )/2 − d) to conclude that for a sufficiently small there are no eigenvalues of H a N,Z in these intervals.
Observe that
We can also extend the definition of this operator to a ∈ C \ {0}. It is well defined on D due to the Hardy inequality.
• For all a 0 = 0 and ψ ∈ D,H a N,Z ψ has a derivative with respect to a,
and so a →H a N,Z is analytic.
• For a ∈ C, (6) implies
Thus aV is infinitesimally −∆-bounded. As −∆ is closed, the same holds true for the first operator (see e.g. [11, Theorem IV.1.1] for a simple proof).
• From (36) it follows
If ξ < N E 1 1 = N π 2 then ξ ∈ Res(−∆). [11, Theorem IV.1.16] says that ξ also belongs to the resolvent set of −∆ + aV whenever
Since (−∆ − ξ) −1 = (N π 2 − ξ) −1 this can be achieved with ǫ = |ξ| −1/2 and ξ sufficiently negative. Thus the resolvent set ofH a N,Z is non-empty. So here comes the main result of the section. 
Reduction on fermionic subspace
As the physical electrons are fermions, we should reduce the Hamiltonian H a N,Z to the fermionic subspace ∧ N L 2 (Ω a ) (the symbol ∧ stands for the antisymmetric tensor product). To do so we introduce a projection P AS on L 2 (Ω a ) ⊗ N as follows, (P AS ψ)(r 1 , . . . , r N ) = 1 N ! σ∈S N sgn σ ψ(r σ(1) , . . . , r σ(N ) ).
Remark that this projection commutes with H a N,Z , i.e. P AS H a N,Z ⊂ H a N,Z P AS . On Dom(H a N,Z ), we define the 'fermionized' version of Hamiltonian H a N,Z by H It is convenient to view H a N,Z,f as a restriction of H a N,Z to P AS Dom(H a N,Z ) acting on
Then H a N,Z,f is self-adjoint due to the following observation. Lemma 9.1. Let H be a self-adjoint operator on a Hilbert space H and P be an orthogonal projection on H . If (1) P Dom(H) is dense in P H (2) P H ⊂ HP , then H P := H| P Dom(H) is self-adjoint on P H .
Proof. From the first condition and the self-adjointness of H, it follows H P ⊂ H † P . Next we have Ran(H P ± i) = P Ran(H ± i) due to the second condition. But Ran(H ± i) = H by the self-adjointness criterion. By the same criterion we arrive at the assertion of the lemma.
Similarly we define the fermionized versions of H a eff and h N,Z on domains Dom(H a eff ) and Dom(h N,Z ), respectively, 
