The aim of this paper is to introduce some operators induced by the Jacobi differential operator and associated with the Jacobi semigroup, where the Jacobi measure is considered in the multidimensional case.
Introduction
In the classical case, where λ d denotes the Lebesgue measure on R d , the study of Lebesgue spaces L p (λ d ) with 1 < p < ∞, Sobolev spaces L p s (λ d ) with s > 0 and 1 < p < ∞, BMO spaces and Carleson measures, constitutes crucial points in the development of the harmonic analysis theory. Littlewood-Paley theory, Calderon's formula, fractional derivates, Riesz transforms, and Carleson measures, allow us to get a unifying perspective of these spaces and motivate the definition of general functions spaces which are called Triebel-Lizorkin spaces and Besov spaces (see [4, 15, 23] ).
Fractional powers of the laplacean (−∆) s/2 and their variants (I − ∆) s/2 , are important devices to study differentiability properties of functions and these properties are described in the context of potential L p s (λ d ) spaces. Negative powers of (−∆) −s/2 with 0 < s < d, are called fractional integrals and positive powers of (−∆) s/2 with 0 < s < 2, are called fractional derivates. Riesz transforms are defined formally by R λ k = ∂ k x (−∆) −|k|/2 , k ∈ N d and Littlewood-Paley theory allows us to show the L p (λ d )-boundedness of Riesz transforms for 1 < p < ∞ (see [18] ).
When we consider the Ornstein-Uhlenbeck differential operator L, the gaussian multidimensional measure γ d and take Hermite expansions, the fractional integrals (−L) −s/2 were studied and L p (γ d ) estimates were obtained, for 1 < p < ∞ and s > 0 (see [16] ). On the other hand, in [10] fractional derivates (−L) s/2 were introduced and using these operators a characterization of potential gaussian spaces was given. Applications of Riesz transforms were considered in this context and also, a version of Calderon's reproduction formula was given. In a similar way, associated with multidimensional Laguerre expansions, fractional integrals (−L α ) −s/2 , fractional derivates (−L α ) s/2 and Riesz transforms, have been introduced in [6] . These operators are induced by the Laguerre differential operator L α , for α ∈ (−1, ∞) d with respect to the probabilistic gamma measure µ α d . A similar characterization of the potential Laguerre spaces, an analogue version of Meyer's multiplier theorem and a version of Calderon's reproduction formula were obtained in this case. All these results were obtained during the development of our doctoral thesis (see [9] ). Afterwards, the definition of Triebel-Lizorkin spaces and Besov spaces were considered in [8] , where we adjust the definition of these spaces in the Hermite and Laguerre setting.
The aim of this paper is to introduce and extend the study of potential operators, fractional integrals, fractional derivates and Carleson measures in the Jacobi setting. This way, we consider the Jacobi differential operator L α,β , the Jacobi measure µ α,β d and the Jacobi polynomials. In [12, 13] , very important results related to transplantation theorems for Jacobi series have been obtained. In the present paper, we study potential Jacobi spaces and we obtain an analogue version of Meyer's multiplier theorem for Jacobi expansions. Also, we give very simple applications of Riesz-Jacobi transforms defined in [14] . Some similar results were obtained in [3] , by use of a modified Wiener decomposition. However, we get our results in a direct way, using the classical Jacobi-Wiener decomposition.
The paper is organized as follows. Section 2 contains some basic facts notation. In Section 3, we show that the orthogonal projection J α,β n is a continuous operator. In Section 4, we introduce the potential operators and show their L p (µ α,β d ) continuity. Then, we get a version of Meyer's multipliers theorem. Fractional integrals and fractional derivates are introduced and a characterization of Jacobi potential spaces is given in Section 5. In Section 6, a version of Calderon's reproduction formula is showed. Finally, we introduce Triebel-Lizorkin spaces and Besov spaces; we define Carleson measures and we show a version of Fefferman's inequality.
Preliminary definitions
Let us consider the Jacobi measure µ α,β
Let us consider the Jacobi differential operator
The normalized Jacobi polynomials of type α, β, of degree ν in d variables are given by the tensor product
.
It is well known that the Jacobi polynomials are eigenfunctions of L α,β ;
where
(see [22] ). The system { p α,β ν } ν of the Jacobi polynomials is a complete orthonormal system with respect to µ α,β
which is called the Wiener-Jacobi chaos decomposition.
and for a given f ∈ L 2 (µ α,β d ), its Jacobi expansion is then given by
Then, we can obtain the following spectral decomposition of the operator L α,β
and which also will be denoted by L α,β . On other hand, the semigroup T α,β t of operators defined by T α,β t = e tL α,β is called the Jacobi semigroup. By (1) and (2) it is immediate that
and
Also, we can write
is called the Jacobi-Weierstrass kernel. It is known that {T α,β t } t≥0 is a symmetric diffusion semigroup (see [11, 19] ). In particular, we have that T α,β t
is a positive semigroup and
Also,
From the probabilistic point of view, (5) reflects stationariness and ergodicity of the Jacobi semigroup. Now by using Bochner's subordination formula, let us consider the Poisson-Jacobi semigroup {P α,β t } t≥0 defined as
where the kernel P α,β t (x, y) is defined as
, and satisfies similar properties as (4) and (5) . Again, using (1) we have
thus, formally we write P α,β t = e −t (−L α,β ) 1/2 . Moreover, let us consider 0 < s < 1 and the semigroup {Q
where η s t is a Borel measure on [0, ∞), such that, its Laplace transform satisfies
In particular, when s = 1/2, we have that Q s,α,β t = P α,β t . Also, {Q s,α,β t } t≥0 is a symmetric diffusion semigroup and satisfies the same properties as the {P α,β t } t≥0 semigroup. By using (1) we can see that It is known that the semigroups corresponding to Jacobi orthogonal expansions are hypercontractive. Then, for all t > 0, 1 < p < ∞, and α, β ∈ (−1/2, ∞) d , we have that
where e 4t/C = q(t)−1
. This is true because the hypercontractivity property is equivalent to the tight logarithmic Sobolev inequality S( p, C);
by means of Gross' theorem (see [7] ). This way, when we consider α i = p−2 2 and β i = q−2 2 with p, q > 1, we have that the Jacobi semigroup {T α,β t } t≥0 satisfies the Sobolev inequality and the spectral gap inequality; hence the tight logaritmic Sobolev inequality also (see [1, 2] ).
By using subordination formula, we get the same result to the semigroups {P α,β t } t≥0 and {Q s,α,β t } t≥0 . Now in this setting, we are ready to present the results of this paper in the following sections.
The L p -boundedness of orthogonal projections
As a consequence of the hypercontractivity property of T α,β t f semigroup, we show the following lemmas in the Jacobi setting (see [21] ). First, we consider the unidimensional Jacobi expansions and after, we consider multidimensional Jacobi expansions. We do these two considerations, because the eigenvalues ν, ν + α + β + 1 are not linear. This is an important condition in the Hermite and Laguerre setting, owing to in both cases, we have that
where T γ t denote the Ornstein-Uhlenbeck semigroup and M α t the Laguerre semigroup (see [21, 6] ).
The identities (8) are crucial in the proof of the
Lemma 3.1. For every 1 < p < ∞ and n = 0, 1, 2, . . ., there exists a constant C p,n,α,β > 0 such that
Proof. If p = 2 the result is clear. When p > 2 and f is a polynomial function, we choose t > 0 such that p = e 2t + 1. Then using (3) and (7) and Hölder's inequality,
f for f a polynomial, we get the same result.
Proof. Let us consider the normed spaces
So, there exists two positive constants A, B such that A ν 1 ≤ ν 2 ≤ B ν 1 and this way, we obtain that
Also for each
and then, let us choose ν such that |ν| = n. Denoting
the inequalities (9) and (10), lets us obtain that
Now we consider x ∈ (−1, 1) d fix and arbitrary. So,
and taking the sum with respect to ν ∈ N d , such that |ν| = n with n = 0, 1, 2, . . ., we obtain the result of the Lemma.
Then, we are able to prove the L p (µ
where we denote
This way in the case p > 2, we conclude
The rest of the proof is similar to Lemma 3.1.
Following [21] , we obtain a similar result in the Jacobi setting for the unidimensional case. We show here the details, adjusted to the Jacobi case.
Proof. Considering the definition (11) we can observe that
, and this way, the proof is a straightforward exercise and follows from Lemma 3.4, considering
Similar results to {P α,β t } t≥0 and {Q s,α,β t } t≥0 semigroups are obtained by using subordination formula.
and in the multidimensional case, if ν ∈ N d such that |ν| = n, then there exists a constant C p,α,β,n > 0 such that,
, where ρ α,β was defined in (11).
Proof. The results follows from Lemmas 3.4 and 3.5 and (6).
Potential operators and Meyer's multiplier theorem
Following [21] , we define potential operators.
Definition 4.1. We define the potential operators associated to Jacobi expansions as
and for 0 < s < 1,
where f is a polynomial function. If j = 2, 3, . . ., we define
Particularly when m ≥ k, we have
In the unidimensional case with j = 1, by using (12) and Lemma 3.4 we get that,
If j = 2 we have,
Then, by induction on j, we can see that
Similarly, in the multidimensional case by using (12), Lemma 3.5 and induction on j, we get
Moreover, Lemma 3.6 allows us to write
Now, we are ready to extend the celebrated Meyer's multiplier theorem to the Jacobi expansions. The original version of this theorem was obtained in the Hermite setting (see [24] ). Afterwards, a similar version to Laguerre expansions was obtained in [6] .
Theorem 4.1. Let T φ be an operator given by
where {φ(ν)} ν≥0 is a sequence of real numbers. If there exists a function h analytic on some neighborhood of the origin, n 0 ∈ N and a positive constant 0 < s ≤ 1, such that
for all ν ∈ N d such that |ν| = n, with n ≥ n 0 , then, the operator T φ defined initially in L 2 (µ α
Proof. First we give the proof in the unidimensional case with s = 1, by using a similar argument to the proof in [24] . Fix n 0 ∈ N such that h(z) = m≥0 a m z m is absolutely convergent for |z| ≤
By using Lemma 3.1 we have that T 1 φ is bounded on L p (µ α,β 1 ). On the other hand, (17) lets us obtain,
Then we can write,
and using (13) we get
). Now, we prove the argument for the multidimensional case. Considering the constant ρ α,β defined in (11), we choose n 1 ∈ N such that h is absolutely convergent for |z| ≤ 1 ρ α,β n 1 . Again we write T φ = T 1 φ + T 2 φ , where
Then from Lemma 3.3, it is clear that T 1 φ f is a bounded operator. On the other hand, we have
and by using (14) we obtain,
This way, the result of the theorem is clear in both cases, unidimensional case and multidimensional case, owing to T 1 φ f and T 2 φ f are bounded operators. To get the statement of the theorem for 0 < s < 1, one repeats the argument considering the potential operators U s,α,β ν and U s,α,β n , and the inequalities (15) 
and (16).
Meyer's multiplier theorem is an important tool to study fractional integrals and fractional derivates in the Jacobi setting.
Fractional integrals and fractional derivates
Definition 5.1. We define the fractional integral of order s > 0 associated to Jacobi expansions as and following Sjögren's argument (see [16] ), we can write
We prove that I µ α,β s is a bounded operator.
Corollary 5.1. For 1 < p < ∞, there exists a constant A p,α,β > 0 such that
Proof. Let f be a polynomial function. Then and considering (18) we obtain the same result;
We define the fractional derivate of order s > 0. It is given formally by
For Jacobi polynomials we have
Moreover, for all polynomials f we have
A similar argument developed in [10, 9] or [6] , allows us to write
where c s = ∞ 0 t −s−1 (e −t − 1)dt. Moreover, similar to Hermite and Laguerre cases, considering the change of variable u = √ ν, ν + α + β + 1 t,
Then, from (19) we can see that D From the identity
and using Theorem 4.1 with h(z) = z s (z 2 + 1) −s/2 , we obtain that the Bessel-Jacobi potential operator extends to a continuous operator on
Proof. (i) It is immediate by Hölder's inequality.
(ii) Given f a polynomial and consider
then, by the density of the polynomials, the inclusion of
In the following theorem, we extend the fractional derivative operator D [10, 9, 17] ). The union of these spaces 
Proof. Let f be a polynomial and considering ψ = I − L α,β s/2 f , which is also a polynomial, then D µ α,β s f can be written as
and by Meyer's multipliers theorem using the multiplier h(z) = (z + 1) −s/2 , we obtain that
To prove the converse, suppose f a polynomial. Then D µ α,β s f is also a polynomial and therefore
so, by Meyer's multipliers theorem using the multiplier h(z) = (z + 1) s/2 , we have
Thus we get (20) for polynomials. This way, we can prove part (i) using (20) , the completeness of L 
dx is the derivate associated to L α,β operator and its formal adjoint is given by
= I . Partial Riesz-Jacobi transforms of first order, have been defined in [14] 
Now, if we define the Sobolev-Jacobi space
and (R µ α,β 1 ) * operators, we have that
operator and Theorem 5.1 we obtain that
and by using the L p (µ α,β d ) continuity of (R µ α,β 1 ) * operator, we get
Thus, Proposition 5.1, lets us conclude that
, and the higher order Riesz-Jacobi transforms defined formally by
. Then, the L p (µ α,β d ) continuity of the higher Riesz-Jacobi transform, is a necessary hypothesis to prove that
It seems to us to be an open problem.
Triebel-Lizorkin spaces and Besov spaces
We start this section, by giving a version of Calderon's reproduction formula in the Jacobi setting. Similar versions for Hermite and Laguerre setting were obtained in [6, 10, 9] . The following proofs, are simple modifications of standard arguments (see [6, 10, 9, 14] ). However, we present it with details for the sake of completeness.
Lemma 6.1. The Poisson-Jacobi semigroup P α,β t t≥0
, has exponential decay on (C α,β
is a strongly continuous semigroup we have that
and by hypothesis,
Let us prove that
We know that,
and the following equality was proved in [14] 
for f a polynomial (specially f ∈ C 2 B ((−1, 1) d )), and i = 1, . . . , d. Then, we get
this way,
. Therefore, taking f ∈ C 2 B ((−1, 1) d ) and using Bochner's subordination formula we have that
f du and carrying on the computations as in [14] , we get
, then again,
. Now, we obtain alternate representations of D µ α,β s and I
Proof. Let us start proving (21) . Integrating (19) by parts, we get
then we have
Now the proof of (22) is very simliar to (21), based on integration by parts again and the details are elementary.
Remark 3. The previous proposition is also true for f = p α,β ν , the Jacobi polynomial of order |ν| > 0 and therefore, it is true for any nonconstant polynomial f such thatf α,β (0) = 0. Now following [5] we introduce the family {W α,β t } t>0 .
Definition 6.1. We define the operator W α,β
Then, we get immediately from (21) and (22) the following representations
Using the family {W α,β t } t≥0 we give a version of Calderon's reproduction formula for the Jacobi semigroup (see [9] ).
(ii) Suppose f a polynomial such thatf α,β (0) = 0, then we have
Proof. (i) Using (23) we have,
Let us prove (27). Given f a polynomial such thatf α,β (0) = 0, we have
Now using the definition of W α,β t and Fubini's theorem, we have
Again, using the definition of W α,β u we obtain
To prove (28) we can see that from ( In the classical theory, Triebel-Lizorkin spaces and Besov spaces have been deeply studied (see [23, 15, 4] among other authors). Now following [5] , let us introduce a definition of Triebel-Lizorkin spaces and Besov spaces in the Jacobi setting. It seems to us to be an open problem.
Carleson measures
Let us consider s = 0, p = ∞, q = 2 and α, β ∈ (−1/2, ∞) d . We consider the Jacobi-Triebel Lizorkin spaceḞ d (dx)dt, we present a version of Fefferman's theorem related to the Jacobi measure. The proof is similar to Hermite and Laguerre cases developed in [8] . However in the Hermite case, we consider r > 0 in the definition of T (B) and the Carleson norm is defined by taking the supremum on x ∈ R d . In the Laguerre case, we need to choose 0 < r < |x| for the definition of T (B) and the Carleson norm is defined by taking
