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       Most interior-point methods (IPMs) use a modified Newton method to determine the 
search direction at each iteration. The system of equations corresponding to the modified 
Newton system can often be reduced to the so-called ''normal equation'' a system of equations 
whose matrix is positive definite, yet often ill-conditioned. Using an appropriately 
preconditioned iterative linear solver, the so-called ''the maximum weight basis ( MWB ) pre-
conditioner'' of J. W. O'Neal into  infeasible, long-step, primal-dual, path-following 
algorithms for linear programming ( LP), we show that the number of iterative solver            
(''inner'') iterations of the algorithms can be uniformly bounded by n ( length of the decision 
vector) and the condition number of  constrains matrix A, while the algorithmic (''outer'') 
iterations of the IPMs can be polynomially bounded by n and the logarithm of the desired 
accuracy. We extend our study to semi definite programming in which, basing on the 
''Adaptive Preconditioned Steepest Descent'' (APSD) algorithm of J. W. O'Neal, we proposed 
new algorithm, called ''Adaptive Preconditioned Conjugate Gradient''(APCG). Numerical 
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