Introduction
Continuous combustion devices such as furnaces, gas turbines, and ramjet engines are examples of practical applications for confined swirling flows. Swirl is implemented in these systems to provide increased combustion efficiency, enhanced flame stabilization, better fuel air mixing, and improved blow-off limits, and to reduce the formation of pollutants. Due to the variety of applications and combustor geometries, swirling flows have been the subject of extensive research efforts. Different concepts such as free jets (Fujii et al., 1981; Sislian and Cusworth, 1986) , co-axial confined jets (Gouldin et al., 1985; Vu and Gouldin, 1982; Habib and Whitelaw, 1980; Ramos and Somer, 1985; Mattingly and Oates, 1985) , multijet tangential entries (Kuwatta and Essenhigh, 1975) , and a single confined jet expandmg into a larger tube (Buckley et al., 1983; Lilley, 1985; Rhode et al., 1983; Janjua and McLaughlin, 1982) have been investigated. Beer and Chigier (1972) and Gupta et al. (1984) have discussed methods of swirl generation and characterization. Buckley et al. (1983) have shown the considerable impact of different swirl profiles (e.g., forced vortex, free vortex and constant angle) on the efficiency and pressure recovery of dump combustors, while Kilik (1985) has illustrated the effects of swirl vane angle curvature on the induced recirculation size.
The majority of the research effort to date has the common goal of increasing the understanding of such complex flow fields and improving the accuracy of computational techniques to reduce the expensive, and somewhat inefficient, cut and try approach to combustor design. However, progress in Contributed by the International Gas Turbine Institute and presented at the 33rd International Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Netherlands, June 5-9, 1988 . Manuscript received by the International Gas Turbine Institute September 10, 1987. Paper No. 88-GT-159.
the realistic simulation and solution of swirling, turbulent recirculating flows has been limited due to the inherent threedimensional nature of such flows and a lack of detailed experimental data. While predictive codes continue to make various closure assumptions in the solution of the Navier-Stokes equations, computational modelers will require detailed experimental data for improving and refining their closure models.
The accuracy of conventional measuring instruments, such as hot-wire anemometers and pitot probes, is questionable in swirling flows. These measurements suffer from directional ambiguity and flow disturbance. In addition, there is some doubt about the ability of these instruments to cope adequately with high levels of turbulent fluctuations. Of the methods currently available, optical diagnostic techniques would appear to offer the most promise for obtaining detailed and accurate data in highly complex flow fields.
The aim of the current study is twofold. First, to explore the isothermal swirling flow in a dump combustor configuration, which is of particular interest, to assist in understanding the physical processes. Second, to establish a benchmark set of experimental data to assess the accuracy of the predictions, and aid in the improvement, of a recently developed computer program, which uses the k-e closure model. To meet these objectives, a laser Doppler velocimeter was used to measure velocities and fundamental turbulence quantities in a number of different swirling flows.
Background
For many flows the laser Doppler velocimeter (LDV) is the ideal instrument for the measurement of flow velocities since it is nonintrusive, calibration free, and has high spatial and tem-poral resolution. The technique relies on the detection of the Doppler shift of light scattered from small particles within the flow. However, there are a number of practical problems associated with this technique. Foremost among these is the requirement to seed the measurement region of the flow with sufficient particles to collect a statistically representative sample size in reasonable elapsed time. Other problems include optical aberrations introduced by curvature of test section walls and difficulties in obtaining proper optical access for making measurements in complex geometries. In addition to the above, LDV measurements can suffer from a number of biasing problems that are directly related to the requirement for seeding the flow.
Perhaps the most obvious bias error is that arising from velocity slip between the fluid and the light scattering particle. However, the use of particles small enough to follow the flow virtually eliminates this type of bias. A useful criterion for selecting the particle size is the particle relaxation time-the time required for a seed particle to reach a predetermined level in response to a step change in fluid velocity-or its inverse, the frequency response, which effectively sets the upper limit of turbulent fluctuations that can be accurately measured.
The most significant bias error occurring in highly turbulent flows is velocity bias. This error arises from the fact that counter-type signal processors make discrete velocity measurements from individual realizations of seed particles passing through the measurement volume. In a uniformly seeded flow, the number of particles per unit time passing through the measurement volume is proportional to the flow rate through that volume, and simple arithmetic averaging of an ensemble of particle measurements will therefore produce readings biased toward values greater than the true temporal mean. This problem was first recognized by McLaughlin and Tiederman (1973) and since then has received a great deal of attention, since without the elimination of velocity bias, LDV will provide accurate results only in laminar or low-intensity turbulent flows. Several correction schemes have been proposed for removal of velocity bias. The majority of these schemes assume a uniform distribution of particles throughout the fluid and weight the individual velocity readings by the magnitude of the instantaneous velocity vector. Since a three-component LDV system is required to determine this vector accurately, other assumptions are usually invoked to enable calculation of a weighting function for one and two-component systems. The original McLaughlin and Tiederman (1973) correction assumes one-dimensional flow and equates the measured velocity value to the magnitude of the instantaneous velocity vector, while Durst (1974) suggested that the period of the Doppler burst is inversely proportional to the magnitude of the velocity vector, and that this value may be used to determine the bias correction factor.
More recently, constant time interval sampling based techniques have been used for the removal of velocity bias.
This process, first suggested by Simpson and Chew (1979) , has been developed and verified by Stevenson et al. (1983) , Craig et al. (1984) , and Harch and Favaloro (1986) . Stevenson's approach was to limit the sampling rate of the LDV processor and to increase the seeding rate until the velocity bias effectively disappeared. Roesler et al. (1980) observed that this occurred when the seeding rate to sampling rate ratio was 100:1. Craig et al. (1984) showed that a ratio of approximately 10:1 reduced the collection time error (the difference between the actual time required to collect the requested number of samples and the ideal time required at the prescribed sampling rate) to roughly one percent. Nejad and Davis (1986) also showed that the velocity bias could be effectively eliminated by using the time between individual velocity realizations (particle interarrival time) as the weighting factor.
In addition to the above difficulties, Durst (1974) has suggested that additional biases may occur due to variations in particle number concentration, which, in a nominally uniform seeded flow, result from turbulent-like fluctuations in fluid density, such as might occur in combusting or unsteady flows. Similar problems occur in the mixing region of two flows of different seed concentration. However, these biases may also be eliminated by the constant sampling techniques described above. Nejad and Davis (1986) have suggested that coincidence bias, a type of velocity bias resulting from the requirement for near-simultaneous measurements of two or more velocity components, is also of significance. They proposed a general constraint requiring the coincidence seeding rate to be greater than 3000/s for a coincidence time window (the maximum allowable elapsed time between individual realizations from each channel) of 20 ^s for local turbulence intensities around 50 percent, which can be relaxed for lower turbulence intensities.
Other biases that can be significant in the flow fields of current interest include directional bias and incomplete signal (fringe) bias. However, these are readily eliminated by frequency shifting one of the input laser beams using an acoustooptic device such as a Bragg cell. Figure 1 shows a schematic illustration of the sudden expansion combustor (dump combustor) model, which was specifically designed and fabricated to preserve the integrity of the axisymmetric flow field and to provide excellent optical access for two-component laser velocimetry. The modular design consisted of two major sections, the inlet assembly and the combustion chamber. The inlet assembly consisted of the following sections: a 300-mmdiameter settling chamber, an inlet pipe 2850 mm in length and 101.6 mm i. was fastened to the swirler housing with four bolts and provided the option of placing the swirler either at the dump plane or 50.8 mm upstream. Throughout this study, the swirlers were placed 50.8 mm upstream of the dump plane. The combustor chamber section consisted of a Plexiglas cylinder, 1850 mm in length and 152.4 mm i.d., which was connected to a 30 deg contraction nozzle with a 44 percent exit area ratio. To provide optical access, the design incorporated two flat 38x38 mm optical quality quartz windows. In order to characterize the inlet flow condition, one window was installed in the inlet pipe 94 mm upstream of the swirler. When measurements in the combustor section were being performed, a plug with the same radius of curvature as the inlet pipe replaced the flat window to remove any upstream flow disturbance. The measurement station in the combustor was held fixed relative to the contraction nozzle by placing the second window 864.7 mm upstream of the nozzle. The unique feature of the design was the capability of readily repositioning the dump plane (swirler housing) relative to the combustion chamber access window. This was accomplished by supporting the settling chamber and the inlet assembly on a traversing mechanism controlled by a stepping motor. The inlet assembly and swirler housing could slide through and traverse the length of the combustion chamber with a resolution of 0.025 mm. Air was pushed through the model by a centrifugal type blower. Throughout the experiments, the inlet centerline velocity was continually monitored with a pitot probe located 360 mm upstream of the swirler housing and kept at 19.2 ±0.4 m/s, corresponding to a Reynolds number of 125,000 based on combustor inlet diameter. The effect of the contraction nozzle on the flow field at the measurement station was believed to be insignificant (Lilley, 1985) . To confirm this assumption, a series of measurements were taken at X/H=2, 6, and 18. All measurements with the contraction nozzle were taken in the horizontal plane while measurements without the contraction nozzle were performed in the vertical plane. The results shown in Fig. 2 confirm the validity of the above assumption and illustrate the axisymmetry of the combustor flow field.
3.2 Swirler Design. Two constant angle axial flow type swirlers with swirl numbers of 0.3 and 0.5 were designed and used in this study. Swirl number is defined as
Each swirler had 12 circular arc inlet guide vanes welded between a 101.6 mm outer ring and a 19 mm o.d. central hub. The leading edge of each blade was designed to be tangent to the incoming flow and perpendicular to the centerline of the combustor model.
Particle
Generator, A hardened version of the particle generator employed by Craig et al. (1984) was implemented in this study. It has been shown that this chemical seeder is capable of producing spherical, micron size Ti0 2 particles in sufficient quantity to enable very high validation rates. In order to approach a uniformly seeded flow, the particles were introduced into the upstream throttling manifold of the centrifugal blower.
4 Laser Velocimeter 4.1 Optical System. The optical system utilized for these experiments was a two-component TSI Inc. four-beam twocolor backscatter system with several in-house modifications. The optics included two Bragg cells, a 3.75X beam expander with a 35 mm entrance beam separation and a final focusing lens of focal length 450 mm. The 514.5 nm (green) and 488 nm (blue) lines of an argon-ion laser operating at 300 mW were used for all measurements. The approximate measurement volume dimensions, based on 1/e 2 intensity points, were length 600 jitm and diameter 80 fim. The system was aligned so that the two nominally orthogonal sets of fringes in the measurement volume were inclined at 45 deg and 135 deg to the combustor centerline. To provide directional sensitivity and to prevent fringe bias both sets of fringes were shifted at 40 MHz, corresponding to fringe velocities of approximately 73 m/s. The entire optical system was placed on a three axis traversing table, allowing the probe volume to be positioned with a resolution of 0.02 mm.
Modifications to the standard TSI system and alignment procedure included micrometer adjustment screws for the field stop lens system and both receiving optic modules. These adjustments enabled full optimization of the system in terms of data rate and Doppler signal quality. A 20 fim aperture was used in the alignment procedure to ensure all four beams crossed at the same point. Since the aperture was appreciably smaller than the measuring volume diameter, Fraunhofer diffraction rings were evident when the beams were passed through the aperture and projected onto a screen. When all projected beams simultaneously showed Fraunhofer rings of equal intensity and symmetry, the crossing point was established. As a further check, the aperture was moved along the optical axis in and out of the probe volume to ensure that the four projected beams appeared and disappeared simultaneously. With the crossing point established, and the distance to the screen measured, the precise fringe inclinations to the combustor centerline were calculated to be 45.667 and 135.167 deg.
4.2 Signal Processing. Two TSI counter-type systems processed the Doppler signals from the photomultipliers. High and low filter limits were set to 100 MHz and 20 MHz on each processor. The comparators were set to one percent and the number of fringe crossings per validation was set to 16.
Depending on the location of the probe volume in the flow, typical data rates in each channel were between 5000 and 10,000/s, which gave coincidence rates of 2000-6000/s with a 20 /is coincidence window. In order to reduce statistical uncertainties, especially for the higher order moments of turbulent fluctuations, a minimum of 27,300 samples/channel were collected at each measurement location in the flow field.
Data Acquisition and Analysis.
A custom-made interface linked the two LDV signal processors to the dedicated computer system (Mod Comp/Classic II/75-5). The interface contained an eight kilobyte FIFO RAM buffer and a 10 MHz clock for each processor. Data transfer to the computer was accomplished in DMA mode at a maximum rate of one megabyte/s. Double precision (48 bit accuracy) calculations of the statistical moments, both biased and unbiased, were made using standard formulae as given in Nejad and Davis (1986) . At each measurement location, the upstream flow parameters together with the calculated moments and velocity PDFs were displayed on a Tektronix 4010 graphics terminal. In all but a few instances, the velocity PDFs were virtually noise free, thereby allowing acceptance of all data without imposing cut off limits. This was the final criterion adopted for establishing the performance of the LDV system.
Analytical Effort
The above-described experimental program was complemented by an analytical effort to further the development of turbulence models and computational techniques. Several earlier studies (Rhode et al., 1983; Lilley, 1976; Sindir and Harsha, 1982; Srinivasan and Mongia, 1980; Leschziner and Rodi, 1984; Sloan et al., 1986) have numerically solved the partial differential equations governing swirling, recirculating flow fields in conjunction with the k-e turbulence model or the algebraic stress model. Modifications to the k-e model based on a Richardson number correction have also been investigated. In general, the current popularly used turbulence models have been observed to be inadequate in representing the complex turbulent structure of these types of flow fields. Furthermore, the analytical predictions have been observed to be extremely sensitive to the prescription of the inlet conditions.
Research toward the development of these models requires detailed experimental data and efficient grid independent numerical solution of the governing equations. For the flow fields of current interest, the equations are elliptic in space, representing zones of reversed flow that occur in the center (Central Toroidal Zone, CTRZ) and in the corner of an expansion. The solution of these equations has, in the past, required considerable amounts of computing time, thus limiting the number of nodes that can be used without incurring large computational costs.
A significant difference between the current analytical effort and the earlier ones is the development and use of a powerful and efficient numerical procedure for the solution of the equations. This procedure not only converges rapidly, but maintains the same rate of covergence on any grid, however fine it may be. These properties are a consequence of the use of the multigrid technique (BLock Implicit Multigrid Method-BLIMM) and a coupled solution of the momentum and continuity equations. Typically, 20 to 25 iterations are required to obtain an accurate solution, compared with several hundred iterations that have been reported in earlier studies. The details of the BLIMM technique have been reported earlier (Vanka, 1986 (Vanka, , 1987 and its extension to the calculation of swirling flows will be published shortly (Vanka, 1988) . Therefore, in the present paper only the details of the current calculations and the comparison of the results with the experimental data are given. Figure 3 shows the solution domain 
(3) Equation (3) implies that the dissipation length scale was uniform over the cross section. This assumption was necessary because there are currently no means to measure the dissipation rate.
The solution domain was taken to be 20 step heights long and zero derivative boundary conditions were prescribed at the exit. At the top boundary, wall functions (Launder and Spaulding, 1974 ) were used to model the near-wall turbulence phenomena. The solution was performed only for one half sector of the cross section with the assumption of axisymmetry. The calculations were made for three different finitedifference grids consisting of 20x12, 40x24, 80x48 finite difference cells in the axial and radial directions, respectively. The solution was terminated when the sum of residuals in the ^--momentum equation was less than 5xl0~3 of the inlet momentum. At this level, the maximum successive changes in the U, V, and W velocities were in the order of 10~3 of typical inlet values. Figure 4 shows the rate of convergence of the calculation for the three grids considered. It can be seen that the residual decreased very rapidly with iteration number and good convergence was obtained in less than 15 iterations. The fact that 
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the three grids converged at the same rate further illustrates the efficiency of the multigrid cycling procedure and its suitability for computing engineering flows and developing turbulence models.
Experimental Results and Discussion
6.1 Assessment of Bias. The extended two-dimensional velocity weighting of McLaughlin and Tiederman, constant time interval sampling, and particle interarrival time weighting were investigated to assess their relative merits in correcting velocity bias. The McLaughlin and Tiederman correction scheme was not expected to be appropriate in the present flow fields, since the existence of simultaneous small velocities in both channels would provide large weighting coefficients and cause the technique to overcompensate for the velocity bias correction factor (Petrie et al., 1988) . The criterion for constant time interval sampling was satisfied by ensuring that the sampling frequency was at least an order of magnitude less than the validation rate. Hence, this technique was expected to perform adequately. Particle interarrival time weighting was also expected to be adequate, since the coincident sampling rate was between 2000-6000/s and higher than the expected time scale of large-scale structures in the flow field (Edwards and Jensen, 1983) . Figure 5 shows radial profiles of the mean axial velocity, rms turbulent velocity, Reynolds stress, and one component of third-order mean products of velocity fluctuations for the uncorrected data and the three correction schemes at two step heights downstream of the dump plane for S = 0.5. The results are normalized with respect to the inlet centerline velocity and for clarity, are plotted on one side of the centerline only.
At this axial location in the flow, there is a large central recirculation zone with small mean axial and tangential velocities. Hence, there is high probability of very large weighting factors in the McLaughlin and Tiederman method. Initially, no upper limit was set for this factor and near zero mean and turbulent velocities from the centerline to 0.5 step heights from the centerline were generated. The maximum weighting factor was then set arbitrarily to 10,000 and produced the results shown in Fig. 5 . It is evident that there is excellent agreement between the constant time interval sampling and particle interarrival time weighting methods for mean velocities and turbulence quantities. Nejad and Davis (1986) have shown similar agreement between the shear stress results from these two schemes and analytical results obtained in the self-similar region of a free jet. Hence, the indications are that the two schemes work correctly, but the limitation of both is the requirement for very high data rates, which can be difficult to achieve in combusting and supersonic flow environments .
As expected, the uncorrected mean velocities were higher at all locations with no distinct trend in turbulent velocities. Depending on the measurement location, the values of shear stress and triple products obtained by the uncorrected and McLaughlin and Tiederman methods differed up to 50 percent in magnitude from those of the constant time interval sampling and particle interarrival techniques.
In conclusion, particle interarrival time weighting was chosen to correct velocity bias. This technique was selected over constant time sampling because the available sample size was roughly 10 times larger, 27,300 as compared to 2700 per channel, thereby resulting in a lower statistical uncertainty. To verify the validity of the measurements further, the mean axial velocity profiles at each station were integrated to find the mass flux through the model. On the average, the agreement between upstream and downstream flow rates was 2 percent. Figure 6 shows the mean axial velocity and the axial and tangential turbulent velocity profiles, normalized with respect to the inlet centerline velocity, 94 mm upstream of the swirler housing.
Incoming Flow.
The turbulent velocity profiles are typical of a fully developed pipe flow: 4 percent tangential and 5 percent axial intensities at the center, increasing to 7 percent tangential and 9 percent axial near the walls. Although the axial turbulent velocities were higher than the tangential turbulent velocities, the anisotropic ratio was almost constant, between 1.3 and 1.4 throughout the inlet pipe.
Mean Flow Results.
Mean and turbulence data were collected at 13 different axial locations for each swirl condition in the dump combustor. The first location was 0.38 step 40/Vol. 111, JANUARY 1989 Transactions of the ASME heights from the dump plane. This was the location closest to the dump plane where the two-component LDV could be used without the swirler housing intercepting the incident laser beams. Only one half of the profile could be obtained at this location. At all other locations, profiles were obtained on both sides of the combustor centerline. Figure 7 shows the mean axial velocity profiles at selected streamwise locations for the three swirl levels. The profiles for the flow without swirl are typical of both axisymmetric (Lilley, 1985) and two-dimensional (Smyth, 1979) backstep flows, i.e., very slow decay of the core flow and recirculation in the base region. Re-attachment occurred at approximately 8 step heights downstream of the dump plane, which is in close agreement with similar axisymmetric (Lilley, 1985) and twodimensional (Eaton and Johnston, 1981) configurations with fully developed inlet flows.
Comparison of the results in Fig. 7 shows the significant impact of swirl on the mean flow field. The length of the corner recirculation zone has decreased from approximately 8 step heights for the nonswirling flow to about 4.3 step heights for S = 0.3 and to 3.2 step heights for S = 0.5 swirling flow. This decrease in corner recirculation length, which is caused by the rapid expansion of the flow after separation due to centrifugal forces, has also been reported by Lilley (1985) .
Depending on the Reynolds number and vortex strength, vortex breakdown can occur in swirling flows. Vortex breakdown is followed by a flow reversal zone and a region of chaotic flow (Gouldin et al., 1985; Lilley, 1985; Hall, 1972; Leibovich, 1978; Leibovich, 1984) . In the present experiments for S = 0.3, there was a flow deceleration at the core of the central vortex but it was insufficient to cause vortex The maximum diameter of the central recirculating region was about 0.8 step heights and was located roughly 3 step heights from the dump plane. Lilley (1985) has shown the significant effects of swirl strength on the size and shape of the recirculation region. In addition, the axial velocity gradient at the centerline was much higher for the stronger swirling flow than for the weaker one. The tangential velocity profiles for both swirling flows are shown in Fig. 8 (for S = 0.0, the tangential velocity was almost zero throughout the flow field). While both flow fields initially showed profiles typical of a dump combustor flow (Lilley, 1985) , and similarities to lifting surface leading edge or trailing edge vortex flows (Leibovich, 1984; Driver and Seegmiller, 1982) , they exhibited totally different behavior farther downstream. The stronger swirling flow retained the strength of its vortex core all the way to the last measurement location, 24 step heights downstream. This is consistent with the earlier results for similar and stronger swirling flows (Lilley, 1985) . The weaker swirling flow expanded its vortex core at the expense of losing its strength; the flow became a forced vortex 10 to 12 step heights from the dump plane.
6.4 Turbulence Results. Figure 9 shows the axial turbulent velocities for the three swirl levels. The flow with no swirl revealed local peak values of turbulent velocities in the shear layer generated between the core flow and the corner recirculating flow, which decayed very slowly in the streamwise direction. These results agree well with those of Lilley (1985) , and correlate well with the results of similar twodimensional backstep flows (Smyth, 1979; Eaton and Johnston, 1981) . The swirling flows showed two local peaks, one in the aforementioned shear layer and the other in the shear layer at the edge of the vortex core. The decay of turbulent velocities in the streamwise direction was extremely rapid, especially for the stronger swirling flow, which is indicative of high diffusion and dissipation rates. For the three swirl levels, the maximum axial turbulent velocities in the shear layer generated by the corner recirculating flow occurred before re-attachment and decayed very rapidly. This behavior is typical of two-dimensional flows with no swirl (Eaton and Johnston, 1981; Driver and Seegmiller, 1982; Chandrasuda and Bradshaw, 1981) . The general consensus is that large-scale structures in the shear flow approaching the wall interact with the wall and break down. Based on the present results, this seems to be the case in swirling flows as well. Contrary to expectation, the axial turbulent velocities within the shear layer generated by the corner recirculating flow were higher for S = 0.3 than for S = 0.5. Both random and organized fluctuations contribute to turbulent velocity levels. With the same experimental apparatus as used in the current study, Samimy et al. (1988) have shown the existence of highly coherent structures within both swirling flows, which contribute significantly to turbulent velocity levels, and that the energy levels associated with these structures were almost an order of magnitude higher for S = 0.3 than for S = 0.5. Figure 10 shows the tangential turbulent velocities for the three swirl levels. For flow with no swirl, the profiles were similar to the axial profiles. The anisotropic ratio varied between 1.1 and 1.5 and consistently peaked around one step height from the centerline. For both swirling flows, the peak turbulent velocities occurred in the core of the vortex. As shown in the mean flow results, the vortex core for S = 0.3 expanded and finally covered the entire combustor diameter. As a result, the peak turbulent velocities decayed until the levels were uniform across the combustor. For S = 0.5, the peak turbulent velocities decayed only within the central recirculation region (X/H=0M
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to X/H=6.0). The anisotropic ratio varied significantly in the flow field, and for the stronger swirling flow dropped to as low as 0.5 in the vortex core downstream of the central recirculation region. vortex core. Very high Reynolds stresses at the edge of the vortex core are a reflection of strong shear forces between the vortex core and the outer flow. This has also been shown by Lilley (1985) . There are two factors that could contribute to the higher Reynolds stress at the edge of the vortex core for the weaker swirling flow: Firstly, the weaker swirling flow maintained a stronger vortex core up to about 4 step heights downstream of the dump plane as depicted by the larger tangential velocity gradients (see Fig. 8 ), and secondly, there were well organized large-scale oscillations in the weaker swirling flow as discussed by Samimy et al. (1988) .
Radial profiles of triple products of turbulent velocities for (uuu + uww) and (uuw + www) terms can be interpreted as the convection of turbulent kinetic energy by large-scale structures in the axial and tangential directions, respectively. Extremely large values of these transport terms, especially for S = 0.3, confirm the existence of organized structures within these flows. For both flows, the positive and relatively small values of axial convection within the boundaries of the vortex core were in accord with the slow development of the mean axial velocity field at the center, while the negative and relatively large values around the edge of the vortex core were in accord with the fast development of the mean field at the core boundaries. The tangential convection term at the edge of the vortex core for 0.3 swirling flow was initially very high, but decayed to negligible values after about six step heigths. For S = 0.5, this term was lower initially, but persisted all the way to 24 step heights. Unfortunately, this does not explain the difference in the mean tangential flow behavior discussed earlier (Fig. 8) , since the development of the mean tangential velocity depends primarily on the turbulent mixing in the radial direction. along with the prescribed curve and measured profile at the inlet plane, X/H= 0.38. There was some disagreement between the measured and calculated values at X/H= 1.0 in the central region and at the edge of the shear layer from the lip of the sudden expansion, but the discrepancies were not large. This pattern continued up to X/H =6.0, but from X/H =8.0 and beyond, the calculations differed significantly from the measured values. The measurements indicated a flatter axial velocity profile than the predictions, which showed higher velocities in the center and lower values toward the wall. The swirl velocity profiles (Fig. 15) presented a similar picture with satisfactory agreement up to X/H= 6.0 and significant deviations at X/H =8.0 and onward. The principal reason for these discrepancies can be inferred from the comparisons of the turbulent kinetic energy, shown in Fig. 16 . At X/H= 1.0, the flow had not developed very far from the inlet, and as expected, the differences between the measured and calculated turbulent kinetic energies were not significant. However, for stations farther downstream (X/H=3.0 and beyond), it was evident that the large turbulent velocities in the central region were not reproduced by the k-e turbulence model, which instead predicted a sharp decay in the turbulent energy level. The discrepancy near the shear layers was not as pronounced, although the overall energy levels were lower than the observed values. It is worthwhile mentioning that for nonswirling flows, the predicted kinetic energies are in much closer agreement with measured values. This highlights the inability of the k-e model to represent the additional production of turbulent kinetic energy due to azimuthal swirl, and is the principal cause for the smaller amount of turbulent mixing, which results in sharper gradients than those observed in the experiments. The current calculations appear to display the general trends observed in earlier numerical studies with the k-e model, although many other factors such as the precise turbulence constants, numerical diffusion errors, solution accuracy, specific inlet and boundary conditions used, and any corrections made to the turbulence constants need to be taken into account. Nevertheless, low values of turbulent velocities have been observed previously (Sloan et al., 1986) . It is believed that the current results with the finest grid (80 X 48) are nearly free of numerical diffusion errors and demonstrate that the k-e model needs significant modifications before it can be used for calculation of swirling flows.
Conclusions
A two-component coincident LDV was used in a novel experimental arrangement to obtain and document detailed ex-44/Vol. 111, JANUARY 1989 Transactions of the AS ME perimental data in a dump combustor configuration with and without swirling inlet flow. Particle interarrival time weighting was utilized to remove velocity bias and provide large sample sets to resolve Reynolds stresses and turbulent triple products with good accuracy. The effects of inlet swirl on the dump combustor flow field included the generation of a central vortex, reduced re-attachment lengths, and Reynolds stress and turbulent triple product values up to 25 times higher than nonswirling flows. The two swirlers investigated showed significantly different behavior. The 0.5 swirling flow experienced centerline flow reversal and maintained the strength of its vortex core throughout the measurement region, while the 0.3 swirling flow showed no vortex breakdown and expanded its vortex core at the expense of losing its strength.
A computational scheme with the k-e model was implemented to predict the swirling flows. The results confirmed conclusions of other researchers that the k-e model requires further modification and improvement before it can be used successfully for the prediction of swirling flows.
