Some classes of multivariate distributions, which have the same partial and conditional correlation coefficients, are obtained. In one class, the sum of components is fixed and all the components have negative correlation coefficients. Another class is constructed as mixtures of independent samples from the NEF-QVF mixed by conjugate prior, and all the components are positively correlated. Implications of the equivalence of partial and conditional covariances, and simple covariance structures are briefly discussed.
Introduction

Equivalence of partial and conditional correlation coefficients
In the graphical modeling to search causalities, two random variables are regarded as unrelated if they are independent when all the other components are fixed (see, for example, Whittaker (1990) ). If the set of random variables in a graphical model follows the multivariate normal distribution, the conditional correlation coefficient of a pair of component variables, given all the other variables, is equal to the partial correlation coefficient of the pair. A popular procedure, proposed by Dempster (1972) , for constructing a graphical model is, therefore, to select sequentially pairs with the least sample partial correlation coefficient.
The question is what happens if the normality cannot be assumed. First, the zero partial correlation coefficient does not always imply conditional independence. Second, partial correlation coefficients are not always equal to conditional correlation coefficients. Baba, Shibata and Sibuya (2004) discussed the relationship among the notions of conditional and partial covariances, conditional and partial correlation coefficients, and also the relationship among conditional independence, zero conditional and partial correlation coefficients. However, the picture is not clear, and remains rather opaque.
The main purpose of this paper is to show that two classes of multivariate distributions have the same partial and conditional correlation coefficients. In one class, all the components have negative correlations, and the class is very wide. In the other class, all the components have positive correlations, and the class is rather restricted, but it includes very popular distributions like normal and negative multinomial. There is a common feature in these two classes; they are constructed as partial sums of the components of a multivariate random variable.
In the graphical modeling, some pairs may be thought to be conditionally dependent before the observation, and some pairs may be judged as not conditionally independent from data. Hence, conditional dependence, rather than conditional independence, can be more important for some sets of variables. For these subsets, equivalence of conditional and partial correlation coefficients is important and practical. Moreover, obtaining conditional correlation coefficients is tedious, but that of partial ones is relatively easier. The equivalence is proved based on a sufficient condition, which will be named Condition C.
In the remainder of this section, Condition C introduced in a previous paper is recalled. In Section 2, the first model with the sum of components fixed, is shown to satisfy Condition C. The variance-covariance matrix of a sample with a given sum from the natural exponential family is shown, and the results are summarized in Table 1 .
In Section 3, the second model is introduced as independent observations from the natural exponential family with a quadratic variance function and mixed by the conjugate prior distribution (NEF-QVF-CP), the mixture is shown to satisfy Condition C, and the results are summarized in Table 2 . It is shown by counter-examples, that mixture does not always imply Condition C.
In Section 4, concluding discussions, a simple covariance structure appearing in this paper is noted. Upper order statistics of generalized Pareto distributions are shown to satisfy Condition C, when lower order statistics are given. Further, conditional covariances are equal to partial covariances in memoryless distributions, under the same restriction on conditioning.
In Appendix A, six types of NEF-QVF-CP discussed in Section 3, are listed. In Appendix B, the details of counter-examples in Section 3 are explained.
Condition C
Let M denote a subset of the index set {1, . . . , m} of a random variable (rv) Y = (Y 1 , . . . , Y m ), m ≥ 3, |M | ≥ 2, and let M c denote its non-empty complement. Divide the variance-covariance matrix of Y into 2 × 2 block matrix
The partial covariance of a set of components Y M given Y M c , the rest of the components such as Λ M c is positive definite, is defined by
which is the variance-covariance matrix of
Studying partial covariances of multivariate rv in general, Baba et al. (2004, Theorem 1) showed that the linearity of conditional expectation
is independent of Y M c , partial and conditional variance-covariance matrices are equal. They failed to find rv, other than normal, satisfying this condition. However, see Section 4 of the present paper for a special case.
If partial and conditional correlation coefficients, rather than covariances, are taken into consideration, the following condition is sufficient for pCor(Y M ; Baba et al. (2004) , Y M is restricted to 2 × 2 matrices, i.e. |M | = 2, for simplicity. The extension to the general case, |M | ≥ 2, is straightforward, and the extended version is used in this paper. For convenience, the sufficient condition is called Condition C in this paper. 
The condition is applicable to a wider class of distributions. A typical example of distributions satisfying Condition C is elliptical distributions (Baba et al. (2004) ), which is not discussed in this paper.
Negatively dependent case
A general result
To show a class of multivariate rv's satisfying Condition C, let us introduce "partial sums Y of X" as follows. X = (X 1 , . . . , X n ) is a rv on R n with n ≥ 3 fixed. Partition the index set {1,
Lemma 1. Assume that X has the following conditional moments given
T = n i=1 X i = t: E(X j | T = t) = t/n, Var(X j | T = t) = σ 2 t ,andCov(X i , X j | T = t) = κ t , (i = j = 1, . . . , n).
The conditional expectation, variance-covariance matrix and correlations of partial sums
Y of X given T = t are E(Y | T = t) = tξ, Var(Y | T = t) = −n 2 κ t (diag(ξ) − ξξ T ), ξ = (ξ 1 , . . . , ξ m ) T , (2.1) and Cor(Y i , Y j | T = t) = − ξ i ξ j /(1 − ξ i )(1 − ξ j ), (i = j = 1, . . . , m), (2.2) where ξ j = l j /n (j = 1, . . . , m). Proof. The conditional moments of Y given T = t are E(Y j | t) = l j t/n, Var(Y j | t) = E(Y 2 j | t) − E(Y j | t) 2 = l j σ 2 t + l j (l j − 1)κ t , and Cov(Y i , Y j | t) = E(Y i Y j | t) − E(Y i | t)E(Y j | t) = l i l j κ t , (i = j = 1, . . . ,
m).
They are equal to (2.1) since
Remark 1. If X has a degenerate distribution concentrated on a hyperplane n j=1 X j = t, and if its components have constant moments of the first and second orders, Lemma 1 holds with σ 2 t and κ t replaced by constants σ 2 and κ, respectively. The following simple example illustrates this remark, but partial sums are not treated.
. . , Z m ) be a set of uncorrelated rv's with a common variance τ 2 , and let Z denote its sample mean. The following is an example of Lemma 1, but partial sums are not treated.
has a uniform density on triangles (0 < t ≤ 1 or 2 ≤ t < 3) or hexagons (1 < t < 2), and has moments E(
and
If the sample size, m, is larger or if partial sums are treated, the calculation of variance and covariance is tedious. However, the conditional correlation is easily calculated by (2.2), and is equal to −1/(m − 1) if partial sums are not treated.
The following theorem is a slight extension of Theorem 2 in Baba et al. (2004) , where X is assumed to be independent and reproductive. 
let y * and l * denote y * = i∈M c y i and l * = i∈M c l i , respectively. Under the condition that T = t and Y M c = y M c , Y M has the same stochastic structure as Lemma 1 with t and n replaced by t − y * and n − l * , respectively. Thus, it holds true that
If the original (X 1 , . . . , X n ) are identical and independently distributed (iid) rv's, the assumptions of Lemma 1 and Theorem 1 are satisfied. Further if X i is infinitely divisible, X i is expressed as a sum of any number of iid rv's. The parameter l = |L|, L ⊂ {1, . . . , n} to define Y l = i∈L X i can be extended to R + , and E(Y k ) can be any real number. See, for example, Lauritzen (1975) and Jørgensen (1997) . This fact is illustrated in the next subsection, where size parameter of Y j is denoted by ν j rather than l j . When X i is not infinitely divisible, ν j is restricted to be an integer.
Natural exponential family
A typical application of Theorem 1 is the distribution of a random sample under the condition that the sum of the observations is given. Well-known degenerate distributions are listed on Table 1 , except for Morris' distribution which is rarely used. The distributions of Table 1 have the variance-covariance matrix of the following form (2.5), and satisfy Condition C. The concrete expression of the multiplier c(t, ν) in (2.5) is shown in the last column of Table 1 , and it is derived in a unified way as follows:
Let X = (X 1 , . . . , X n ) be a random sample from
which is a pdf or a probability mass function (pmf) of the univariate natural exponential family with the cumulant function ψ(θ). It is specified by the mean µ(θ) = ψ (θ) and denoted by NEF(µ(θ)). See, for example, Letac and Mora (1990) , Jørgensen (1997), and Casalis (2000) . T = n j=1 X j is a sufficient statistic, and is an NEF(nµ(θ)) rv with the density
where b(t; n) is the n-convolution of a(t). If X i is infinitely divisible as noted in the end of Subsection 2.1, the sample size n is extended to real numbers, and the family NEF(νµ(θ)), ν ∈ R, can be defined.
which satisfies the assumption of Theorem 1. So far the variance function is not restricted, and κ t can not be expressed explicitly. Now assume that the variance function, V (µ) = ψ (θ), is quadratic (NEF-QVF, or Morris class), then variance-covariance matrices are explicitly obtained. The following is an extension of Morris (1983, Section 4).
Proposition 1. Assume that the variance function of NEF(µ(θ)) is
Proof. The following equalities hold, since the expectation with respect to the complete sufficient statistic t of both sides are equal (see, e.g. Morris (1983) , Lemma 4.1),
and (2.5) is obtained.
The following example shows that if the sufficient statistic of an exponential family is not the sum of the sample, then the conditional distribution given the sufficient statistic does not satisfy the condition of Lemma 1. 
hyperbolic secant Morris (1983) 
(1 + ( t ν+2k
. . , Y m ) be a random sample from the uniform distribution on (0, θ), and T = max m j=1 Y j is a sufficient statistic. The conditional marginal distributions of Y j under T = t are
The conditional moments of
Positively dependent case
In this section, a class of six multivariate distributions of Table 2 , satisfying Condition C, is introduced. The class includes negative multinomial distributions and is characterized as "NEF-QVF samples mixed by conjugate prior (NEF-QVF-CP)."
NEF-QVF samples mixed by conjugate prior
Let X θ = (X 1 , . . . , X n ) be a random sample from the distribution function F 0 (x; θ). Suppose that the real parameter θ is a random variable with the distribution function G(θ), and W = X θ | θ ∼ G has the joint distribution function
The distribution F or the rv W is called mixture by the mixing distribution G, denoted by Gurland's notation (Gurland (1957) 
which is known to be positively dependent (see, Shaked (1971) ; Marshall and Olkin (1979) ). The conditional distribution of (W 1 , . . . , W n−1 ) given W n is
that is the conditional distribution is obtained by changing the prior distribution G(θ) to its posterior distribution G(θ | w n ). Now, to discuss NEF-QVF-CP, let us return to Y j of the NEF(ν j µ(θ)) (j = 1, . . . , m) in Section 2.2, and assume that ψ (θ) = V (µ(θ)), the variance function, is quadratic in µ. This assumption guarantees appropriate properties of the standard conjugate prior of the NEF(νµ(θ)). See, Morris (1983) and Consonni and Veronese (1992) .
The NEF(νµ(θ)) with the density
has the conjugate prior on θ which mimics (3.2), namely,
where η and ζ are the natural and the convolution parameters of π * (θ), respectively, and K is the normalization constant. The prior π * is regarded here as a distribution on µ(θ) = ψ (θ). The density of CP(η, ζ), the conjugate prior on µ, is
The product pπ is
which, being integrated, turns to
p(y; ν, η, ζ) := b(y; ν)K(η, ζ)/K(η + y, ζ + ν), (3.4) and the posterior is π(µ; η + y, ζ + ν).
This simple form is a merit of conjugate prior. 
. . , Y m ) be independent and Y j ∼ NEF-QVF(ν j µ(θ)). If π(µ; η, ζ) is its conjugate prior CP(η, ζ) of NEF-QVF(µ(θ)), the mixture W of Y mixed by π(µ; η, ζ) has
Hence Var(W ) is obtained. The posterior of CP(η, ζ) given y ∼ NEF-QVF(νµ(θ)) is CP(η+y, ζ +ν), and the conditional variance-covariance of W M given j∈M c W j = w * , has a common factor V ((η + w * )/(ζ + ν * )) where ν * = j∈M c ν j , depending on w * . However, the conditional correlation coefficients, ν i ν j /(ζ + ν * + ν i )(ζ + ν * + ν j ), do not depend on w * , and the conditional expectation, E(
Remark 2. The parameter ζ is called prior size, and correlation coefficients are determined only by the sample and prior sizes.
Members of NEF-QVF-CP
For better understanding of Theorem 2, related sampling distributions are obtained. Let us start from the mixture W = (W 1 , . . . , W m ) by conjugate prior,
This mixture has density, an extension of (3.4),
Compare the last expression with the conditional density (2.4) to find that (3.7) is obtained if t in (2.4) follows p (t; ν, η, ξ) . This is another genesis of (3.7).
The expression (3.7) suggests an alternative computation of Var(W ) starting from the conditional variance-covariance matrix (2.5), or
Put E(T ) := µ, Var(T ) := σ 2 , and E(c(T, ν)) := κ, and (3.8) and Var(W ) is as (3.5).
Note that the expression (3.7) shows also that partial sums of the mixture are mixtures of partial sums. Note also that the conditional density of
is expressed in terms of b(·; ·) and K(·, ·).
Six classes of mixtures discussed in this subsection are shown in Appendix, and summarized in Table 2 , which should be compared with Table 1 . The first two columns of Table 2 show multisample mixtures with density, (3.7). The third column is the non-exponential constant part K of conjugate prior CP(η, ζ), (3.3), which also appears in (3.6). The fourth column is κ in (3.8), and c(t, ν) is the last column of Table 1 . The last column is the distribution of the total size, following the univariate mixture distribution, appearing in (3.7).
The following two examples are counter-examples of positive dependence by mixture, which do not satisfy Condition C. The first example is a simple mixture of independent discrete uniform rv's by summation of another rv. The second example is a mixture of the NEF-QVF, by a prior which is not conjugate. The details of these examples are explained in Appendix B.
Example 4. In the expression (3.1), if F 0 (x; θ) = F 0 (x−θ), the components of the mixture W is written as
are independent. If X 1 and X 0 are discrete uniform distributions on {0, 1, . . . , a} and {0, 1, . . . , b}, a > b, respectively, correlation coefficient of (W 1 , W 2 ) given (W 3 , . . . , W m ) = (w 3 , . . . , w m ) depends on l * * = min(w 3 , . . . , w m , b), l * = max(w 3 − a, . . . , w m − a, 0) and is not constant. Hence Condition C is not satisfied.
Example 5. A definition of multivariate Neyman type A distributions is the mixture 
is not linear in w 2 , and hence W does not satisfy Condition C.
Concluding discussions
In this paper, two sufficient conditions for the equivalence of partial and conditional correlation coefficients are given (Theorems 1 and 2) . A common feature in these theorems is that the variance-covariance matrix of the concerned multivariate distributions have the form
where a > 0 and w is a vector of nonzero components. The matrix Var(Y ) of the form (4.1) is connected with Condition C in the negatively dependent case, but not in the positively dependent case. The covariances or the correlation coefficients expressed by outer-product of a vector, like (4.1), will be discussed further in a subsequent paper.
As (4.1) shows, a parameter a reflecting the total size of components is separated from parameters w for the ratios of components. When the total size changes, the variances and covariances will change, but the correlation coefficients remain unchanged.
The separation of the total size from the component ratios appears in a disguised form in the following order statistics: For the generalized Pareto distributions with the survival function
the following assertions hold. First, the order statistics of a random sample from the generalized Pareto distribution with γ < 1/2, Y 1:n ≥ · · · ≥ Y n:n , satisfies Condition C, in a limited sense that conditioning of lower order statistics is considered, since
k are the order statistics of a random sample of smaller size from the same distribution.
Second, a random sample from the exponential and geometric distributions, memolyless distributions, also satisfies Condition C, and furthermore, using the same notations of the above assertion, it holds Var(Y c | Y k+1:n = u) = Var(X), Y c = (Y 1:n , . . . , Y k:n ). This fact that conditional covariances do not depend on the condition means that conditional covariances are equal to partial covariances. See, Corollary 2 in Baba et al. (2004) , where they wrote that other than normal they did not know of such distributions. 
respectively. The latter is the set of all ordered partitions of a positive integer n into a sum of m nonnegative integers. In the following six subsections, all the possible NEF-QVF(νµ(θ)) (3.2), its conjugate prior PC(η, ζ) (3.3), and mixture of samples by PC (3.6) or (3.7) are listed.
A.1 Normal distribution
NEF:
Conditional (sum) with random total size:
A.2 Negative multinomial distributions
Sample mixture:
A.3 Multisample negative hypergeometric distributions
. Conditional (sum) with random total size:
MvNgHg(m, t; ν) x ∈ ∆(m, t).
t ∼ GHgB3(η, ν; ζ + 1) p(t; ν, η, ζ) = Γ(ν + t) Γ(ν)t! B(ζ + ν + 1, η + t) B(ζ + 1, η) . 
where the numerator is 1 if w 2 = 0. Hence E(W 1 | W 2 = 0) = ν 1 λe −ν 2 , E(W 1 | W 2 = 1) = ν 1 (1 + λe −ν 2 ), and E(W 1 | W 2 = 2) = ν 1 (1 + 3λe −ν 2 + (λe −ν 2 ) 2 )/(1 + λe −ν 2 ), and so on. E(W 1 | w 2 ) is not linear in w 2 , and W does not satisfy Condition C.
