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SIMBOLOGIA UTILIZADA 
c = contido em. 
f: A --> B == mapa que aplica A em B. 
oo = inﬁnito. 
t --> = t tende a. 
det[A] = determinante de A. 
dx - = derivada de x em relação a t. 
dt 
diag[a¡]i=l,...,n = matriz diagonal com elementos ai. 
APXQ = matriz de dimensão p por q. 
dim (A) = dimensão de A. - 
C+ = complexos com parte real positiva ou nula. 
C' = complexos com parte real negativa. 
R(s) = anel ,das ﬁmções racionais reais. 
R[s] = anel dos polinômios de coeﬁcientes reais. 
RnXP(s) = anel das matrizes n por p, racionais reais. 
R“XP[s] = anel das matrizes polinomiais n por p de coeﬁcientes reais 
Rp(s) = anel das funções racionais reais e próprias. 
RpnXP(s) = anel das matrizes n por p racionais reais e próprias. 
Rp0(s) = anel das funções racionais reais e próprias. 
g¡J'(s) = elemento ij da matriz G(s). 
Z[G(s)] = conjunto de zerosde G(s). 
P[G(s)] = conjunto de pólos de G(s).
ABREVIAÇÕES 
TC = trocador de calor. 
PI = controlador Proporcional Integral. 
PID = controlador Proporcional Integral Derivativo 
C N e S = condição necessária e suﬁciente. 
C N = condição necessária. 
SSE = se e somente se. 
FTMF = função de transferência em malha fechada. 
MFT = matriz função de transferência. 
MA = malha aberta. 
MF = malha fechada. 
f.c.d = fração coprima pela direita. 
f.c.e = fração coprima pela esquerda. 
SLM = sistema linear multivariável. 
PP = posicionamento de pólos. 
DE = desacoplamento estático. 
DT = desacoplamento total. 
RP = rejeição de perturbações.
RESUMO 
Neste trabalho procuramos diminuir a distância existente entre a Teoria de Sistemas 
Lineares Multivariáveis e sua implementação em ambientes industriais. 
Para tal, estudamos o problema da modelagem, simulação, controle e implementação de 
uma unidade piloto de um trocador de calor água-vapor. 
Considerando o modelo linearizado do sistema descrito por uma matriz ﬁinção de 
transferência, nós projetamos um controlador multivariável para desacoplar o mapa de 
Entrada/Saída (E/S) com posicionamento de pólos em cada canal de E/S. 
Resultados de laboratório e simulações nos mostram a performance do compensador 
proposto em diferentes situações. Também comparamos esta estratégia com um controlador 
clássico , multi-PID com Desacoplamento Estático.
ABSTRACT 
In this work, we propose to reduce the gap between the Theory of Linear Systems and its 
industrial application. 
We discuss the problem of modelling, simulation, control and implementation of prototype 
of a heat exchanger.
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Considering a linearized model of the system described by rational transfer-function 
matrices, we design a multi-input/multi-output (MIMO) controller in order to obtaining a 
declouped Input/Output (I/O) map with pole-zero assignment in each (declouped) I/O channel. 
Simulation and laboratory results show the performance of the proposed controller in 
different operating conditions. Also, the declouping strategy is compared with a classical two-PID 
industrial controller.
CAPÍTULO 1 
INTRODUÇÃO 
O controle de processos multivariáveis a nível industrial tem passado, no decorrer das 
últimas décadas, por uma reformulação de conceitos. Porém ainda hoje, principalmente a nível 
nacional, utilizam-se os conceitos da teoria clássica de controle de processos. Esta abordagem 
não consegue solucionar os problemas de controle para as plantas mais complexas, que
~ geralmente sao multivariáveis. 
Já no campo teórico, principalmente devido aos trabalhos realizados nas décadas de 70 e 
80, os principais problemas de controle de processos (posicionamento de pólos, rejeição de 
perturbações e desacoplamento) foram solucionados. Além disto, existem diversas soluções que 
se diferenciam pela abordagem matemática utilizada: variáveis de estado e frações polinomiais. 
Com isto formou-se uma grande distância entre a teoria de controle de sistemas e a sua 
implementação prática em plantas industriais. 
Esse trabalho teve a preocupação em diminuir esta "distância" existente no controle de 
processos industriais, isto é realizado através da aplicação da Teoria de Sistemas Lineares 
Multivariáveis a um caso prático, a nível de laboratório. 
O sistema utilizado consiste de um Trocador de Calor do tipo água-vapor (TC), 
construído para esta ﬁnalidade no Laboratório de Controle de Processos Químicos do 
Departamento de Engenharia Química da UFSC. Esse processo é similar ao das plantas existentes 
na indústria de laticínios.
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Considerando a análise anterior, esse trabalho teve como objetivos principais: 
(a) Implementar um controlador para o Trocador de Calor, através da aplicação da 
metodologia de projeto de sistemas; 
(b) Atender as especiﬁcações de projeto impostas inicialmente; 
(c) Auxiliar, através da estrutura construída (processo\interfaces\controle), o desen- 
volvimento de futuros trabalhos na área. 
A metodologia de trabalho utilizada para satisfazer estes objetivos pode ser visualizada, na 
forma de um ﬂuxograma, na ﬁgura 1.1. Todas as etapas desta metodologia de projeto foram 
aplicadas, no decorrer deste trabalho, ao nosso caso de estudo, o trocador de calor água-vapor, 
até a sua implementação prática em Malha Fechada. 
O trocador de calor consiste, basicamente, de um sistema que pode ser dividido em dois 
estágios distintos. No primeiro, ocorre a mistura água-vapor, através de duas válvulas 
controláveis. E no segundo, deseja-se controlar a temperatura e a vazão de saída da água. O 
controle da vazão pode ser obtido indiretamente através do controle do nível de água no segundo 
estágio. 
As especificações de projeto, inicialmente impostas para a obtenção do controlador estão 
listadas abaixo: 
(a) Utilizar um método de controle viável em ambientes industriais; 
(b) Melhorar a dinâmica do sistema em MF, para mudanças de referência em relação a 
resposta em MA; 
(c) Zerar o erro estático das variáveis de saida, em relação a mudanças da referência do 
tipo degrau;
~ 
(d) Rejeitar as perturbaçoes ( devidas as variações de temperatura e vazão de saida). 
Este trabalho é dividido, além deste, em cinco capítulos. A distribuição dos assuntos 
dentro dos capítulos procurou acompanhar, na medida do possível, a metodologia proposta nesta 
apresentação.
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No capítulo II, são colocados os conceitos básicos da Teoria de Controle Multivariável, 
assim como as soluções para os problemas de Posicionamento de Pólos (PP), Rejeição de 
Perturbações (RP) e Desacoplamento (D). O capítulo III, aborda conceitos básicos sobre a 
modelagem de sistemas fisicos, sendo que, nesse capítulo, obtemos os modelos não-linear e 
linearizado do Trocador de Calor. 
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Figura 1.1: Fluxograma de Apresentação. 
No capítulo IV, após analisarmos 0 sistema em Malha Aberta, deﬁnimos a técnica de 
controle a ser adotada. Além disto, testamos, através de simulações, o controlador sintetizado 
com esta técnica no modelo não-linear do Trocador de Calor. 
No capítulo V, identiﬁcamos, utilizando um sistema especialista, o modelo do Trocador 
de Calor do laboratório. Com base neste modelo, calculamos o compensador que foi
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implementado em um sistema digital. Também realizamos testes com o sistema em Malha 
Fechada (MF) para comprovarmos a validade da solução proposta. 
Finalizando, o capítulo VI contém as conclusões gerais e perspectivas futuras do trabalho.
CAPÍTULO 11 
TEORIA DE coNTRoLE PARA s1sT1:MAs MUL'r1vARrÁvE1s 
2.1 Introdução: 
Neste capítulo, utilizando uma abordagem por frações polinomiais, são colocados os 
conceitos necessários para a formulação e solução do problema de controle multivariável do 
trocador de calor. Porém, previamente são discutidos os pontos principais que levaram a esta 
escolha. 
A teoria de sistemas lineares multivariáveis tem evoluído no decorrer das últimas décadas, 
principalmente, em duas áreas de estudo' as quais se diferenciam pela abordagem matemática 
utilizada: variáveis de estado e frações polinomiais. Isto deu lugar, basicamente, a duas maneiras 
distintas de solucionarmos problemas do tipo desacoplamento, posicionamento de pólos e rejeição 
de perturbações. ' 
Neste trabalho estamos preocupados em controlar um protótipo de uma planta industrial, 
e portanto a solução deve ser orientada a uma implementação real em ambiente industrial. Por 
este motivo as técnicas de controle que utilizam a realimentação do vetor de estados do sistema 
são pouco utilizadas, já que: 
(a) geralmente não é possível medir o vetor de estados; 
(b) e, quando é possível, necessitamos de uma quantidade maior de sensores. 
Assim as técnicas de operação que utilizam realimentação de saida são as mais 
interessantes de serem aplicadas. No caso particular do trocador de calor água-vapor é possível 
medir as variáveis de saída: temperatura e vazão. 
Deﬁnido o-tipo de realimentação a ser utilizada podemos, agora, optar entre as duas 
possibilidades de implementação do controlador: variáveis de estado ou frações polinomiais.
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A maior simplicidade dos algoritmos que utilizam a teoria polinomial foi o fato decisivo 
para a escolha desta abordagem, [Rico 89]. 
Neste capítulo, abordaremos, resumidamente, a teoria polinomial frente aos principais 
problemas da Teoria de Controle de Sistemas Lineares Multivariáveis: posicionamento de pólos 
(PPP), rejeição de perturbações (PRP) e desacoplamento (DE). 
Posteriormente, no capítulo IV, escolheremos, através da análise do sistema e das 
especiﬁcações impostas ao controle, a melhor solução para o nosso caso específico. 
2.2 Teoria Polinomial: 
A teoria polinomial constitui uma ferramenta importante para o estudo da teoria de 
sistemas de controle multivariáveis. 
Os conceitos que são analisados neste item podem ser considerados como básicos. Para 
uma revisão geral desta teoria referir-se a [Callier 82] e [Vidyasagar 85]. 
Matrizes Polinomiais: 
Um sistema linear multivariável pode ser representado, no plano s, por um equação 
matricial do tipo: “ 
Y (S) = H(S)° U(S) , 
onde Y(s) é a saída , U(s) é a entrada e H(s) a Matriz Função de Transferência (NIF T). 
Onde dim(Y(s))=n0, dim (U(s))=n¡ e dim(H(s))=n0 x n¡. 
Assim como no caso monovariável onde a ﬁmção de transferência do sistema, h(s), é dada 
por
ll 
onde n(s) e d(s) são polinômios, é possível escrever que: H (s) = N (s)0D(s)", onde 
N(s) e D(s) são matrizes polinomiais, isto é, seus elementos são polinômios. 
Podemos, então, deﬁnir e caracterizar matrizes polinomiais. 
Dada M[s] uma matriz polinomial, onde seus elementos são polinômios, pertencente a 
RmXn[s], é a representação de um mapa linear que leva do módulo (Rn[s],R[s]) ao módulo 
(Rm[S],R[S])~ 
Então Mlsll (R" [SL R[S]) ~> (R"'[S], R[S]) , é ral que: 
(i) det(M[s]) diferente de zero <:> as colunas de M[s] são linearmente independentes 
sobre R[s] ¢> SE M.x = O ENTÃO x = O <:> M é injetivo. E para m = n deﬁne-se a 
matriz M como não singular. 
(ii) det(M[s]) = constante não nula <:> M é bijetivo <:> Existe M'1[s] pertencente 
Rnxm[s]. E para m = n deﬁne-se a matriz M como unimodular. 
Propriedade: 
Seja M[s] pertencente a RmXn[s]. Então: SE M é não singular <:> posto(M[s]) = n menos 
para um conjunto ﬁnito de pontos do plano complexo. 
SE M é unimodular <:> posto(M[s]) = n para todo s pertencente aos complexos. 
Máximo divisor Comum: 
Sejam: A,A1,A2,B,B1,B2,R e L matrizes polinomiais tais que: 
(*) A = B C 
(*)A=A1R=LA2 
(*)B=B1R=LB2 
Então, diz-se que 1 
(i) A é múltiplo pela direita de B ( m.d ); 
(ii) C é divisor pela direita de A ( d.d );
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(ii) R é divisor comum pela direita ( d.c.d); 
(iv) L é divisor comum pela esquerda ( d.c.e ). 
Matrizes Coprimas pela Direita e Esquerda: 
Duas matrizes A e B, com o mesmo número de colunas, são ditas coprimas pela direita, 
c.d. ( pela esquerda, c.e.) SE E SOMENTE SE possuem um m.d.c.d. ( m.d.c.e ) unimodular. 
Identidade de Berzout¿ 
- - . z 
Sejam Nd penencente a R[s]n°Xm e Dd pertencente a R[s]mXm com Dd não singular, 
então o par (Nd,Dd) é coprimo pela direita SE E SOMENTE SE existem U¿,Vd polinomiais tais 
que: Ud.Nd + Vd.Dd = In¡: em forma matricial: 
[Ud ni-[],§j]=[1m1 
Existe um resultado análogo para matrizes coprimas pela esquerda. A identidade 
generalizada de Berzout relaciona estes dois resultados: ~ 
U1: Da -Uz Ífzz 0 O : 
nO __ l)e Nd Ve 0 [HO 
i 
ni no ni no 
_: 
«Z 
'S 
Teste do Posto: 
Sejam Nd pertencente a R[s]n°Xn¡ e Dd pertencente a R[s]niXn¡, Dd não singular. Então o 
par (Nd,Dd) é coprimo pela direita SE E SOMENTE SE:
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z 11,- 
D d (S ) 11,- posto = n¡ N ( S) no d para qualquer s pertencente C. 
mscrição de Matrizes Função de Transferência usando Frações Polinomiais: 
Seja H(s) pertencente a R[s]“°Xn¡, uma matriz função de transferência. Diz-se que 
(Nd,Dd) pertencente a ( R[s]n°X"¡, R[s]n¡Xn¡ ) é uma fração coprima pela direita de H(s) SE E 
SOMENTE SEI 
(i) det(Dd) é diferente de zero; 
(ii) H‹s› = Nó . Da-1; 
(iii) (Nd,Dd) é coprima pela direita. 
Pólos e Zeros: 
Seja H(s) pertencente R[s]n°X"¡ e posto [H(s)] = r = min (n0,n¡). Seja o par (ND,DD) 
uma fração coprima pela direita de H(s). Assim tem-se: 
(i) p pertence P[H] <:> det[DD(p)] = 0; 
(ii) z pertence Z[H] <:> det[ND(z)] = 0. 
Onde p são os pólos e z são os zeros do sistema. 
2.3 Posicionamento de Pólos: 
O estudo do posicionamento de pólos (PP) é um dos problemas mais importantes na 
teoria de controle de sistemas multivariáveis (podemos considerar a estabilidade como um caso 
particular deste). 
O problema de posicionamento de pólos (PPP) de um sistema linear multivariável (SLM) 
pode ser abordado utilizando a sua representação por variáveis de estado ou por frações 
polinomiais, e de diferentes maneiras dentro de cada uma delas.
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Aqui, neste trabalho, abordaremos este problema utilizando frações polinomiais , ver 
[Rico 89] e [Callier 82].
i 
Análise por Frações Polinomiais: 
Para a resolução do PPP utilizaremos a representação por frações polinomiais da planta 
(P(s)) e do compensador (C(s)). A estrutura de controle utilizada para a análise é a de 
realimentação dinâmica de saída. 
Para a análise do PPP, vamos fazer as seguintes considerações, ver [Callier 82]: 
(i) P(s) c Rp0(s)n°XnÍ tem uma representação coprima pela direita (f.c.d) (Dpd,Npd) 
internamente própria; 
(ii) C(s) c Rp(s)nÍXn° tem uma representação pela esquerda (f.e.) (Nce,Dce) 
internamente própria. 
Vamos chamar o polinômio característico desejado em malha fechada como J(s) . 
Calculando a malha fechada do sistema, Y(s) = H(s) Y¡eÍ(s), temos: 
H(s) = Npd [Dee Dpd + Nce Npdll Nce = Npd Dk'1Nce 
J(s) = deÍ[Dce Dpd + Nce Npd] = deÍ[Dk] , - 
onde os pólos de malha fechada são pertencentes ao semiplano esquerdo do Plano 
Complexo (C'), o que assegura a estabilidade assintótica do sistema em malha fechada. 
Assim Dk é tal que: 
Dk = X Dpd + Y Npd (21), 
onde esta equação tem soluções (X,Y) pertencentes a R[s]n¡Xn¡ x R[s]nlXn° tais que 
verifiquem: que (X,Y) é um fe. internamente própria, e X é reduzida por linhas.
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Sob estas condições o controlador solução, C(s) = X'1 Y será uma matriz função de 
transferência racional própria. O cálculo do Compensador se reduz a encontrar uma solução da 
equação (2. 1), ver [Callier 82]. 
2.4 Rejeição de Perturbações: 
O conjunto de entradas de um SLM pode ser dividido em dois grupos: (i) entradas de 
controle e referência , e (ii) entradas não manipuláveis ou Perturbações. Logo um dos objetivos 
de controle é a obtenção de uma saida fortemente dominada pelas entradas manipuláveis e com 
mínima dependência das Perturbações. Este problema é chamado de PRP. 
Buscando uma solução para o PRP surgiram diferentes propostas de controle com 
diferentes graus de complexidade. 
Podemos generalizar as diferentes soluções, em três grupos, pelo grau de diﬁculdade. Em 
ordem decrescente, temos: 
(i) rejeição total de Perturbações: o controle tentará compensar o sistema eliminando os 
efeitos das Perturbações de forma total, para todo o instante de tempo e 
independentemente do tipo de sinal da perturbação; 
(ii) rejeição parcial de Perturbações: o controle obterá na saída um efeito limitado para 
todo o tempo e tipo de perturbação; 
(iii) rejeição assintótica de Perturbações: os efeitos das Perturbações são rejeitados 
somente no regime permanente . 
Na implementação prática notamos que devido à impossibilidade de se obter zeros nas 
relações saída/perturbação, as propostas (i) e (ii) podem, em alguns casos, fornecer soluções 
equivalentes. Devemos lembrar que no' caso (iii) é necessário o conhecimento do tipo de 
perturbação. Também devemos ressaltar o caráter acadêmico do problema de rejeição total de 
Perturbações, ou seja, ele é usado principalmente para introduzir conceitos da teoria geométrica e 
tem pouca aplicabilidade em casos reais. Ver [Wonham 79], [Rico 89] e [Cury 90].
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Como neste trabalho estamos mais interessados na implementação prática, levando-se em 
conta os fatores mencionados, para nós é de grande interesse analisar o problema da rejeição 
assintótica de Perturbações. 
Rejeição Assintótica de Perturbações; 
O projeto de compensadores com rejeição total de Perturbações é, como já foi 
mencionado, pouco aplicável a casos práticos já que as Condições Necessárias e Suﬁcientes 
(CNS) para a existência de solução não são veriﬁcadas para quase nenhum sistema real. Assim 
podemos reduzir o problema impondo condições assintóticas de rejeição de perturbaçoes num 
sistema em MF. “ 
Formalmente a saída do sistema y(t) deverá verificar: 
lim y(t) = f(u(t)) , (2 .2) 
I-›oo 
com u(t) = entradas controláveis, f(.) uma função linear e sendo que para todo outro 
instante de tempo, y(t) = f(u(t),q(t)) e com q(t) = Perturbações. 
Para conseguir este objetivo é preciso conhecer a classe de Perturbações que entram no 
sistema. Considerando que o sistema em MF é estável, devemos considerar apenas as 
Perturbações instáveis ( q(t) ¬/% O quando t-› oo ), e neste caso deveremos conhecer os 
modos de excitação da perturbação para criarmos um compensador que obtenha a condição (2.2). 
Para formalizar estas considerações para a análise do Problema de Rejeição de 
Perturbações de forma Assintótica (PRPA), definimos a classe das Perturbações instáveis como 
Q = { q(s) Estritamente Própria e q(s) = nq(s)/dq(s) com Z[dq(s)] c C+ } e a Estmtura Clássica 
do Servo-compensador.
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Estrutura Clássica. Análise por frações polinomiais: 
Considera-se que, na estrutura da figura 2.1, as representações de entrada/saída (E/S) da 
planta P e do compensador C veriﬁcam as seguintes hipóteses de trabalho: 
(i) [P]nOXn¡=matriz racional e estritamente própria, cuja representação em frações 
polinomiais é dada por (Dpe,Npe) fração coprima pela esquerda de P, onde P = 
_1 _ - .-Npe, 
(ii)[C]n0Xn¡=matriz racional própria, cuja representação em frações polinomiais é dada 
por (Ncd,Dcd) fração coprima pela direita de C, onde C = Ncd Dcd'l. 
A Matriz função de Transferência em Malha Fechada (MTMF) é: MTMF = [PC(I+PC)'1 
L(I+PC)'1], matriz esta que relaciona o vetor de entrada [u(s)t q(s)t]t com a saída y(t). A matriz 
L representa a matriz função de transferência direta entre o ponto de entrada da perturbação e a 
saída da planta. - 
Os pólos deste sistema resultam da solução da equação: det[l+PC] = 0 <:> det[DpeDCd + 
l fill] 
sf ¡ em Util vlfl 
Figura 2.1: Estrutura Clássica.
18 
A condição suficiente de solução é: 
"para as hípo'teses de trabalho e q(t) c Q, SE o sistema em MF é estável, 
Z[det(I+PC')] c C”, e dq(s) c R[s] é fator de todo elemento de Dcd. isto é, 
Dc,¡(s)=dq(s)Dc(s) para algum D¿.(s) c R[s]"0x"0, ENTÃO o sistema em MF 
rejeita assintotícamente toda perturbação q(t) c Q. " 
Comentários Gerais: 
Podemos observar que a condição suficiente de solução via frações polinomiais é 
simplesmente uma generalização da solução para sistemas lineares monovariáveis; ver [Rico 89]. 
2.5 Desacoplamento: 
Podemos analisar um SLM como uma interconexão de vários subsistemas de menor 
dimensão, e em alguns casos como um conjunto de sistemas monovariáveis. Como o sistema é 
acoplado, observa-se uma interdependência entre as relações E/S. Este acoplamento entre as 
diferentes partes impede que seja realizado um estudo de forma independente para cada 
subsistema. 
Assim, podemos concluir que a análise das técnicas de desacoplamento se tornam um 
ponto importantíssimo na teoria de controle de SLM, principalmente devido à possibilidade de 
utilizarmos técnicas de controle monovariáveis que já são amplamente dominadas em aplica\ções 
práticas.
\ 
Então, deﬁnimos os objetivos do desacoplamento como uma busca de uma realimentação 
que transforme um sistema acoplado, em MA, num conjunto de subsistemas que possam ser 
controlados independentemente em MF. 
Existem diversas técnicas de desacoplamento que se diferenciam pelo tipo de 
especiﬁcação (desacoplamento dinâmico total e parcial, e desacoplamento estático), ou pelo tipo 
de realimentação (estados ou de saída), e pela técnica utilizada (geométrica ou polinomial).
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Levando em conta o grande número de técnicas de desacoplamento e os nossos objetivos, 
faremos nesta parte do trabalho, apenas uma análise das soluções teóricas mais aplicáyeis ao 
problema do Trocador de Calor. Um estudo completo pode ser visto em [Rico 89],[WQnham 79] 
e [Callier 82]. 
_D_esacoplamento Estático: 
A forma estática é a forma mais simples de desacoplamento embora em alguns casos 
não seja uma boa solução, no entanto ainda é muito utilizada em função de sua simplicidade, 
[Zhuang 87]. 
u O desacoplamento estático consiste em determinar uma matriz de pré-compensação que 
torne o sistema diagonal em regime permanente (RP). A este sistema pré-compensado aplicamos 
controladores mono-variáveis, em geral do tipo PID, para obtermos a resposta desejada. 
Neste ponto do trabalho limitaremos as nossas soluções ao caso quadrado. Estas soluções 
são facilmente aplicáveis a sistemas retangulares, para maiores detalhes ver [Rico 89]. 
Seja J, a matriz que representa o sistema em malha-aberta e em regime permanente, isto é: 
J = lim P(s), onde P(s) representa o sistema em MA. 
s->O 
Se J é quadrada e possui inversa, então a matriz de pré-compensação K, que torna o 
sistema diagonal em MA e em RP, é K = J'1. 
Agora a este sistema pré-compensado podemos aplicar a lei de controle desejada. 
Desacoplamento Tgtal: 
Para a formulação do problema vamos considerar um SLM onde as saídas escalares y¡ 
foram agrupadas em k subconjuntos tais que cada um representa características ﬁsicas particulares 
do sistema total. Suporemos também que o sistema é controlado por um conjunto de entradas 
escalares ul, l=l,...,n¡ 2 kr Na prática, realiza-se um esquema em MF que permita a cada entrada
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uj controlar cada subconjunto de saídas de forma independente. Quando isto é possivel, dizemos 
que o sistema foi desacoplado totalmente.
~ Análise por Fraçoes Polinomiais. Estrutura Clássica: [Rico 89] 
A solução do PDT na teoria polinomial produz um algoritmo que permite uma alocação 
de pólos em uma determinada região do plano Complexo Cb. Este algoritmo é abaixo 
especificado.
i 
Seja um SLM representado pela Matriz ﬁmção de Transferência (MT) P(s) c R[s]n°X“l, 
seja a estrutura clássica de realimentação unitária de saída da ﬁgura 2.2. 
O problema que se coloca é achar um compensador C(s) c R[s]nÍXn°, tal que o sistema 
em MF possua uma função de transferência bloco diagonal e com seus pólos em uma região 
Cb c C' do plano complexo. Além disso, o sistema em MF deve ser internamente estável. O 
Problema assim formulado é chamado de Desacoplamento Total com Posicionamento de Pólos 
via realimentação Unitária (PDTPPU). 
Seja Cr o complemento de Cb e consideremos a representação em frações coprimas pela 
direita de P(s); P(s) = Nd(s) Dd(s)-1. 
Sejam an(s) e ad(s) as partes dos polinômios invariantes de Nd e Dd que possuam as suas 
raízes em Cr. Assim, podemos estabelecer uma CNS para a existência de um compensador C(s) 
que soluciona o PDTPPU através do seguinte teorema [Ferreira 87]: 
"Supondo que an e ad sejam coprimos, existe um C(s) que soluciona o 
PD TPPU se e somente se P(s) é de posto completo por linhas. " 
Síntese de Solução: 
A síntese de C(s) pode ser vista mais detalhadamente em [Ferreira 87]. Supondo válidas as 
condições de solução, o algoritmo de síntese de C(s) pode ser dividido em duas partes:
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Figura 2.2: Estrutura de Controle. 
(i) síntese de C1(s), pré-compensador para desacoplamento; 
(ii) síntese de C2(s), compensador para posicionamento de pólos. 
Primeira Parte: 
Seja o par Nd,Dd coprimo, existe uma matriz unimodular U c R[s]nÍXn°, tal que : 
Nd OU = OJ, onde Ífãc: R[s]n°Xn° é quadrada e não singular. 
Deﬁnimos, então, o pré-compensador C1(s), como: 
c1(S) = --“L-D UV-
lo m(s) 
0 ad
d 
onde m é um polinômio, com raízes em Cb e tal que C1(s) é uma matriz própria. Além disso, 
notamos que o produto C1(s)P(s) ﬁca:
a 
c1(s) P(s) = ni Ino. m ad
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Segunda Parte: 
Síntese de C2(s). Considerando que: C(s) = C2(s)C1(s) e 
C(s)P(s) = C2(s)C1(s)P(s)= C2(s) L Iiic,e definindo m ad 
C2(s) como: 
c2(s) = drag 
' 
`=l,...,no , 
onde nci, dci são polinômios tais que nci/dci é propria. E nci,dci são projetados tais que os 
pólos em MF c Cb. 
Então em MF teremos H(s) = diag[hi(s)]i=i,_._,iic onde os hi(s) são dados por: 
nci an 
hz‹s› = ---- . 
dci m ad + nci an 
Podemos projetar nci e dci utilizando técnicas clássicas como "root-locus", etc, e com 
base nas especificações de projeto, ou apenas solucionar a equação: dci m ad + nci an = 0, tal que 
os zeros desta equação não pertençam a Ci. 
2.6 Conclusão: . 
Utilizando a teoria de controle polinomial é possível solucionar os principais problemas da 
teoria de controle moderno (PPP,PRP,PD) e que tem aplicação importante na industria. 
Os algoritmos de síntese, baseados nesta teoria, utilizam a estrutura clássica de controle e 
são de fácil implementação prática. Esta estrutura é própria para aplicações na indústria, pois 
podemos fazer uma analogia com o caso monovariável. 
Cabe, então, ao projetista de controle, com base no estudo do sistema e especificações de 
controle, deﬁnir a melhor solução para o problema.
CAPÍTULO 111 
MODELAGEM MATEMÁTICA DE s1sTEMAs Físlcos 
3.1 Introdução: 
Neste capítulo estudaremos o desenvolvimento de modelos matemáticos para processos 
ﬁsicos em geral. Basicamente, numa primeira etapa, são abordados os princípios gerais de 
formulação para obtenção de modelos de sistemas ﬁsicos e logo após, na segunda etapa, estes 
princípios são aplicados ao trocador de calor água-vapor. 
Durante o desenvolvimento, o modelo matemático ﬁnal deve possibilitar o conhecimento 
da dinâmica do sistema e de suas variáveis para aplicarmos posteriormente a teoria de controle. 
3.2 Princípios de Formulação: 
Para o desenvolvimento de modelos matemáticos de sistemas fisicos utilizamos as leis 
fundamentais da ﬁsica. Para a maioria dos sistemas utilizam-se as seguintes três leis fundamentais: 
- Conservação de massa; 
- Conservação de espécie química; 
- Conservação de energia. 
Como, além das variáveis do sistema, necessitamos do conhecimento da dinâmica do 
processo utilizam-se as equações na sua forma variável no tempo. 
Durante a modelagem de sistemas devemos utilizar algumas regras práticas, como por 
exemplo:
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- Deve existir um compromisso entre uma descrição rigorosa e uma simplificada. O 
objetivo na descrição é obter um modelo que descreva suficientemente bem o 
sistema de acordo com a aplicação. 
- Devemos ter o número de variáveis globais igual ao número de equações, evitar 
equações redundantes e também as que são de diﬁcil solução. 
3.3 Leis Fundamentais: 
Nesta parte, revisaremos as três leis fundamentais colocadas no item anterior. Estas leis 
são analisadas na sua forma dependente do tempo. 
Consewa ` Mass_a_: çao da 
O princípio da conservação de massa quando aplicado a sistemas dinâmicos ﬁca: 
que entra no - que sai do = massa do siste- 
Fluxo de massa Fluxo de massa Variação de 
sistema sistema ma no tempo 
(3.l) 
As unidades desta equação são de massa por tempo. Somente uma equação deste tipo 
pode ser escrita por cada sub-sistema. 
äuação da Conservação da Espécie Química; 
Diferentemente da massa, componentes químicos não são conservativos. Caso ocorra uma 
reação no sistema, o número de moles de um componente individual é: aumentado (se é um 
produto da reação), ou diminuído (se é um reagente). Então, a equação da conservação para o j- 
éssimo elemento químico do sistema ﬁca: 
Fluxo de moles do Fluxo de moles do 
j-êssimo componente - j-éssimo componente + 
que entra no sistema que sai do sistema
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les do j-éssimo componente = do j-éssimo com one t 
Taxa de formação de mo- Taxa de variação de moles 
p n e a partir da reação química dentro do sistema 
(3.2) 
A unidade desta equação é a de moles do j-éssimo componente por unidade de tempo. 
Nós podemos escrever uma equação da conservação da espécie química para cada componente 
do sistema. 
Eguação de Energia: 
A primeira lei da termodinâmica coloca o princípio da conservação de energia. 
Escrevendo esta equação para um sistema geral aberto (onde o ﬂuxo pode entrar e sair), temos: 
Fluxo de energia interna, Fluxo de energia interna, 
cinética e potencial que cinética e potencial que 
entra no sistema por con- - sai do sistema por convec- + 
vecção ou difusão ção ou difusão 1 
Calor adicionado ao Trabalho fei- Perdas 
sistema por condução, to pelo siste-
1 radiação e reação qu - ma nas suas rg - externas = 
mica dondezas 
Taxa da variação de energia 
interna, cinética e potencial 
dentro do sistema 
(3 . 3) 
A unidade desta equação é a de potência, isto é, energia por tempo. 
3.4 Linearização e variáveis incrementais: 
Uma das principais dificuldades da análise da dinâmica de processos industriais é 0 fato da 
maioria das equações serem não-lineares. Estas não-linearidades provocam algumas diﬁculdades, 
como: '
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- não podemos utilizar a teoria de controle, vista anteriormente, pois esta é aplicável 
em sistemas lineares; 
- não existem técnicas gerais para a análise de sistemas multivariáveis não-lineares. 
Para utilizar os resultados conhecidos para sistemas lineares, podemos aproximar as 
equações não-lineares (que representam o processo) por equações lineares em torno de um 
determinado ponto de operação. Assumiremos então que, a resposta do sistema aproximado 
representa a resposta do sistema real numa região próxima do ponto de operação. 
Linearizagão: 
O sistema aproximado é obtido utilizando-se a expansão por série de Taylor até os termos 
de primeira ordem, ver [Luyben 73]. 
Generalizando, para funções de n variáveis do tipo Í[x1(t),x2(t),...,xn(t)], temos que: 
ﬂ›â<z>,›‹z<z>,...,›‹,,<z›1=fu.,...,z‹,,1+ä@‹,,...,z‹,.›-[›â<z›-z¢1i¬~...+ff&Í‹z‹1,...,z‹,.›-i›é,<z›-z‹,,1 
(14) 
E utilizando o conceito de variáveis incrementais, obtemos: 
A fr›‹1<z›,...,›‹,,‹z›1 = §x-5‹_›z,,...,zz_..›-A›‹.‹z›+...+§‹.›z1,...,z,,›-z1›‹.,‹z> 
I n 
(35) 
onde: 
Af[x]_(t)r°"rx1'1(t)] = f[x1(t)r°°'rXf1(t)] _ f[_)É1,.,.,ë11] 
/3X1(t) = X1(t) - 3.1; 
Axn (ti = Xn (t) ' 2211; 
x¡| ¡=1,__,n 
= valor de x¡(t) no ponto de operação.
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3.5 Modelagem Matemática do Processo Proposto: 
Introdução: 
O sistema proposto para 0 estudo e posterior implementação, consiste de um processo de 
aquecimento de água baseado em um trocador de calor do tipo água-vapor. 
Este processo é realizado em dois estágios distintos. No primeiro, a água é misturada 
diretamente ao vapor, e logo após é transportada ao segundo estágio. 
O objetivo deste processo, é o de controlarmos separadamente a temperatura e o nível de 
água na saída (do segundo estágio). Poderíamos controlar a vazão de água através do controle do 
nível (l) da água no segundo estágio, pela seguinte relação : v = k 0 ¬/Í, onde v é a vazão e k uma 
constante. 
Na ﬁgura 3.1, temos uma representação do sistema. 
1 
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Figura 3.1: Trocador de Calor.
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Apresentação do Sistema Completo: 
Como foi dito anteriormente, o nosso objetivo é 0 de controlarmos a temperatura e o nível 
(ou vazão) da água de saída e para tal temos uma fonte de água fria e uma de vapor. Podemos, 
então, considerar que o sistema a ser controlado é composto de duas entradas e duas saídas. 
Logo, podemos considerar as entradas como: (i) vazão de água fria; (ii) vazão de vapor; e 
como saídas: (i) temperatura da água de saída; e (ii) nível de água no segundo estágio. 
O controle das vazões de água e vapor de entrada, é feito através de duas válvulas 
pneumáticas, respectivamente V AE e VVE. Para a leitura das saidas temos dois transdutores: um 
termopar para lermos a temperatura da água e um sensor de pressão diferencial para o nível da 
coluna de água no segundo estágio (esta leitura é feita indiretamente, pois existe- uma relação 
direta entre o nível da coluna de água e a pressão da água). 
Também, foram colocadas no sistema duas válvulas manuais nas saídas do primeiro e 
segundo estágios, para possibilitar ajustes no ponto de operação do sistema. 
Analisando este processo consideraremos como pertubações: (i) temperatura da água de 
entrada; (ii) temperatura ambiente e (iii) abertura da válvula de saída (V2) e como parâmetro a 
válvula de saída do primeiro estágio (V1). Na figura 3.2 temos uma visão do sistema completo. 
Eguacões Básicas: 
O trocador de calor envolve processos termodinâmicos com ﬂuxo de massa, logo 
aplicamos a este processo apenas duas leis fundamentais: conservação de massa e conservação de 
energia. 
Para a aplicação destas leis podemos subdividir este processo em três partes, a saber: (i) 
primeiro estágio; (ii) sistema de conexão do primeiro estágio com o segundo estágio; e (iii) 
segundo estágio.
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{_______. 
Água-fria 
Vac [temperatura Ta] 
Vve 1° Estágio í› 
Vapor saturado 
V1 
2° Estágio 
V2 Água-quente 
Figura 3.2: Trocador de Calor Completo. 
Conservação de Massa: 
Escrevendo matematicamente a equação da conservação de massa para este processo 
ÍCIUOSI 
dme _ dms _ dm 
dr dz dr (16) 
onde: 
. me: é a massa que entra no sistema; 
ms: é a massa que sai do sistema; 
m : é a massa dentro do sistema. 
Aplicando esta equação ao sub-sistema (i), e considerando que todo o vapor injetado se 
condensa, temos que:
dll l p -=- -"- - 3.7 
dt Al [pa 
qve +qae ql] ( ) 
3 Clve = aveflvemaxš qae = aae-qaemaxš ql = al-(Ill 
Onde: 
al : é a abertura da válvula Vl; 
aae : é a abertura da válvula V AE; 
ave : é abertura da válvula VVE; 
Al : é área da secção transversal do estágio I; 
ll : é o nível da água no estágio I; 
ql': é a vazão de saída da água no estágio I, desconsiderando al; 
ql 1 é a vazão de saída da água no estágio I; 
qae : é a vazão de entrada de água fria; 
qve : é a vazão de entrada de vapor;
I 
pa : é a densidade da água; 
pv : é a densidade do vapor. 
Para obtermos uma relação entre o nivel ll e a vazão de saída ql podemos utilizar 
teorema de Bernoulli para escoamento de ﬂuídos, [Lydersen 79]. 
Considerando que: 
(i) a secção reta do tanque é muito maior que a secção reta do cano de escoamento; 
(ii)o nível l é suﬁcientemente pequeno para desconsi-derarmos a diferença de pressão; 
Podemos aplicar o teorema de Torricelli, [Garcez 60]: 
ql :kn/Í (3.8) , e kl é dado por: 
kl =sc0,l20g. 
Onde: 
sc : é a secção reta do cano de saída do estágio I;
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~ g : é a aceleraçao da gravidade. 
Aplicando a equação da conservação de massa ao sub-sistema (ii), temos que: me = ms. 
E para o sub-sistema (iii), ﬁca: 
dl 1 
;ã'=';í;[qr-'qzl (3-9› 
e ‹12 = az - `<r2'- ' 
Onde: 
az : é abertura da válvula V2; 
* 
l : é o nível da água no segundo estágio; 
qz : é a vazão de saída; 
A2 : é a área da secção transversal do estágio II. 
Também neste caso podemos aplicar o teorema de Bernoulli, e obter uma relação entre a 
vazão de saída qz e o nível (l) neste estágio: 
4, = ks -vã (3.1o),e r<5 é dado por 
k5:scs.V2.g ' 
Onde scs é a secção reta do cano de saída no segundo estágio. 
Conservação de Energia: 
A equação que descreve o princípio da conservação de energia ﬁca matematicamente: 
dEE aE_-9 do dop dE - 
. + - = (3 . 11) 
dt dt dt dr; dt 
Onde: 
EE : é a energia que entra no sistema§" 
ES : é a energia que sai do sistema;
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E : é a energia dentro do sistema; 
Q : é o calor entregue ao sistema;
I 
QP : são as perdas do sistema. 
A energia do sistema é dada por 2 E = U + K + P (3.12), onde U éi a energia interna, K é a 
energia cinética e P é a energia potencial. 
U >> P, (c) U '= en-talpia, (d) as perdas externas são Considerando que: (a) U >> K, (b) 
nstante na faixa da por convecção com o meio ambiente, e (e) a densidade da água é co 
temperatura de trabalho do trocador de calor, a equação 3.11 ﬁca: 
t ci Í 
' Í¬ 
peqeCpeTe _/Osqscipszts _ T0) : 
(3-13) 
Onde: 
pe : é a densidade do ﬂuído de entrada; 
ps 2 é a densidade do ﬂuído de saída; 
p : é a densidade do ﬂuído dentro do sistema; 
qe : é a vazão de entrada; 
qe : é a vazão de saída; 
Cpe 1 é a capacidade caloríﬁca a pressão constante de entrada; 
Cpe : é a capacidade caloríﬁca a pressão constante de saída; 
Cp : é a capacidade caloríﬁca a pressão constante do sistema; 
Te 1 é a temperatura de entrada; 
TS : é a temperatura de saída; 
T 1 é a temperatura do sistema; 
Te : é a temperatura ambiente; 
k 1 é o coeﬁciente de transmissão de calor; 
l 2 é o nível do ﬂuído no sistema; 
A0 : é a área de contato do sistema dom o meio ambiente;
A : é a área da secção transversal do sistema. 
Então, aplicando esta equação (3.13) ao sub-sistema (i), temos: 
dT 1 CT 1 kA pv VVqV€ = P + ‹<z.zT.-q.21›---°-°1-<1;~T0>-T1~L 
dt 11 pacpzz A1 A1 pzzcpzz A1 dt 
(3.14) 
Onde: 
T1 : é a temperatura no estágio I; 
Ta 2 é a temperatura da água de entrada; 
TV : é a temperatura do vapor; 
Cpv 2 é a capacidade caloríﬁca a pressão constante da água; 
A01 : é a área de contato com o meio ambiente do estágio I; 
kg : é o coeficiente de transmissão de calor do estágio I. 
A1 : é a área da secção transversal do estágio I. 
Agora aplicamos a equação 3.13 ao sub-sistema de conexão: _ 
dT l k -2=-q,‹1ﬁ-1;)--11-L‹T.-1;,› 
dt Acxc paCpa/Icxc 
l (3.l5) 
Onde: 
TC : é a temperatura no cano de conexão dos estágios I e II; 
AC : é a área da secção reta do cano de conexão; 
A02 : é a área de contato do cano com o meio ambiente; 
xc : é o comprimento do cano de conexão; 
kz : é o coeficiente de transmissão de calor do cano. 
E por último aplicamos a equação 3.13 ao sub-sistema (ii):
dT 1 1 /(A dl _._._.=---._-_ T.- T -l T_T ...T.__ 
dt lí/1 
(ql C qz ) 
a pa 
( 0) 
dtil 
Onde 
2 /O C A2 
(316) 
T 1 é a temperatura no estágio II; 
A031 é a área de contato do estágio II com o meio ambiente; 
k3 : é o coeﬁciente de transmissão de calor do estágio II. 
Equações F inais: 
As equações ﬁnais, resultantes das aplicações das leis fundamentais são: 
Equação (3.7):
4 
dll _ 1 pa 
dt 
_ 
[pv 
qve +que ql] Al 
dt 
Equação (3.15): 
Q. 
9=.:~1 
Equação 13.14): 
1: p qve+ (qae7;_qlTl1)_'_.~._._i_(Tl_Yb)_]l'íl. 
dz' 1 pvC VTV 1 1‹0A0 
E 
dl 
dz ll pacpa Al Al pacpa Al 
1 k A0 =-¢1(T-72)-i(7l-T) 
Acxc 
1 1 p a cpa Ac xe O 
Equação 13.9): 
dl 1 = _*"(q1"q2) 
dz A2 
Equação 13.16): 
dT 1 1 /CA dl __=__ T_ ]¬_.___íã__Qí*_ T_T _T_ 
dt [[142 
(qi C qz ) ( 0) di pz,C,,z/ä
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Diagrama em Blocos: 
Para a aplicação das leis fundamentais subdividimos o trocador de calor em três blocos 
distintos. Neste item utilizaremos esta subdivisão para representar o trocador de calor na forma de 
diagrama em blocos. 
Na figura 3.3, temos uma representação na forma de diagrama em blocos do sistema 
completo, subdividido em três partes: Estágio I, Cano de Conexão e Estágio II. 
Ta a, To az 
À z . z . ae Estaglo I Cano - Estggio | ÀVB 1 - T 
Figura 3.3: Diagrama em Blocos do Trocador de Calor. 
Na ﬁgura 3.4, temos a representação do subsistema (i), estágio I, onde podemos notar as 
não-linearidades deste sistema, do tipo multiplicação, divisão e raiz quadrada, e também o 
acoplamento entre as variáveis T1 e ll. 
Na ﬁgura 3.5 é apresentado o diagrama do subsistema (ii), cano de conexão dos estágios I 
e II. Deste diagrama podemos notar uma não-linearidade do tipo multiplicação. 
E finalmente na figura 3.6 temos a representação do sub~sistema (iii), estágio II. Nesta 
ﬁgura também notamos não-linearidades do tipo multiplicação, divisão e raiz quadrada, e também 
o acoplamento entre as variáveis de saída l e T. 
Linearizaçãg; 
Através da análise dos diagramas em blocos notamos várias não-linearidades. Para a 
aplicação da teoria de sistemas lineares multivariáveis a este sistema aplicaremos a técnica de 
linearização, em torno de um determinado ponto de operação 5, descrita neste capítulo.
V 1' 
Êae 1 1 1 
ÍI aema:~ 
Í] uema: 
pa 
ç..._.._ 
qve 'ílae 
dh 
ET que Ta~ 
Gi ;1»zI1s 
qu 
live 
p¡|c|N|Tq 
Pacnﬁ A1 
'I' 'I- 
›- X
› 
To ko Am 
I 
P, Cpa Ag
= 
í x 
ú|, 
zu 
I1 
:I--_-¬ 
_.`¿s 
ko Àm 
-4 
n,c...A. 
q' 
Figura 3.4: Sub-sistema (i)
qu 
To
+ 
P.Cpa 
1 1 TC 
A., xo É 
Figura 3.5: Sub-sistema (ii). 
A "373 4 baixo temos as equaçoes . , .9, 3.1 , 3.15, e 3.16 linearizadas, onde ë e o valor de x 
no ponto de operação e Ax é a nova variável x linearizada onde x = ë + Ax. 
Equação 13.7): 
4411 1 : pv Aqve + Aqae _ Aql 
dt A1 pa ' 
(317) 
Aqae = qaemax~Aaaeš 
qve = qvemax-Aaveš 
1 l qi: '2"ki'JTT`a1 'Ali
|Íi_|k.}_|« 
ks Êoa
¡ 
Pac» Az
1 
4'
I 
M) 
~~i×i-4%* 
Figura 3.6: Sub-sistema (iii). 
Equação 13.14): 
C T v ve max T 
H 
aemax _ae_ gi = ~(T; _ 11) Aaae + pv pvqve max v p q .L e q a dt ll Al i l a 1 - Aav + i-'-"AT+ __ __ __ paCpaAll_ AIIL 
+ k0A0l _ k0A0l pvqve m8X aí_ qüeln8X q_ﬂ€_ a|k
} 
+ + + - ' AT- 
[p‹zC,zzzA11 |:A1J1I pzzC¡zzzA1l1_ pzzA1l¿_ A1l1_ A1 
I
[ 
(3.l8) 
_/›vC,,vYI,‹¿¿.,_ 1 , /‹A 
r-T, 
|š 
71 ______+ r- T--T T-T -1 5-+ - 
I paCpaAl :4_;_(q_g?_l_ paCpaAl J- 2-) Ãíqlpa q-.QL
Equação 13.15): 
ddr dlk adm/Í 1 k A 
dz 2Acxc\/É 
- pa ,M 
_____._€_ = - -[:1°€*;':(a¡k¡`/Z+_2(/ví”-i|AT; 
Eguação 13.9): 
+ __~ ATO 
Acxcpacpa 
(119) 
dA1_ d,1‹, _ dzk, _ kn/É -__-_ ___- A1, -___ A1 --_ Adz 
dz 2A2\/E 2A2\/Ê A2 
Eguação 13.16): 
(3 .20) 
k 1 k 1 “MT k 
Tc T) A1,+ ---a' '*/I ATC- k3A°3 +a' “E AT+ 
2 2 __!_ 
__ AZL !.A2paCpa AZL 
_ a11(_ 'É1T_` A\/Í 
_[l';_]¿11+ _lf_3_i4i3__ ATO 
Ã A2paCpal_ 
(321)
k 1 A w = ¡[q.1;--fC°-í<I_- T0) -qq __pp ___
-Q 
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Representação por Variáveis de Estado: 
Podemos representar 0 sistema linearizado por variáveis de estado, e com isso facilitar a 
aplicação da teoria de sistemas lineares multivariáveis,.já que podemos obter facilmente a MF T do 
sistema P(s), através da relação: 
P(s)=c.(S1-A)-1.1; 
Com isto temos a possibilidade de trabalharmos tanto na representação por variáveis de 
estado como por frações polinomiais. . 
Notação: 
- Variáveis de Estado: 
x1=Al1; 
x2=AT1; 
X3 =ATC; 
x4=AT; 
X5 =Al. 
- Entradas Controláveis: 
ul = Aave; 
uz = Aaae. 
- Saídas do Sistema: 
y1=A1 
y2 = Al. 
- Pertubações do Sistema: 
P1 = ATA; 
P2 : ATO; 
p3 = Aaz.
De forma genérica a representação por variáveis de estado é dada da seguinte forma: 
[al z A[x,]+ B[zz,]+ 1‹:[p,] 
[y¡]= C[x,.]+ D[uj]+G[p,,] 
Onde A, B, C, D, E e G são matrizes; x, x, u, y e p são vetores coluna e i=1,. ,5, 
j=1,2;1<=1,2,3. 
No caso particular das equações 3.17,...,3.2l, temos: 
au 
azi 
A = 031 
041 
asl 0 O O ass 
C: 
bzl bn 1721 P22 
;B = 0 O ;E = O pu 
O 0 0 pu 
_ 0 O 0 O p53 
O 0 O 
an O O 
a32 aaa O 
O 
0
O 
O' a43 a44 a45 
:Q¬ 
___Q~ N O O 
COCO 
0 0 0 1 0' 0 0 0 0 0 ;D= ;G ; 0 0 0 0 1_ 0 0 0 0 0 
E as constantes a¡j,b¡jep¡j,são: 
klal . W1. que ko/101 pvqve . a11=;"`_""›a21=_"T›a22=_'-«_-_+ + __ › 
2A1\!Í_Í ll £l_Al !_LAlpaCpa Qpacpa 
au = _Y"c) ;a32 =__q?l__;a33 = _ _í;__+~ 
2A,x,\/É - - Acxc Acxc Acxcpacpa
42 
a41 = "`Lk¿_`(T¢ §a43 = LÃÚ44 = _ ~+í_L; 2Az,/Q - Azi A,zp,C,,,.¿ Azé 
W Cl k u a2k5 
a45 Ã2›a51 2Al\/lT›a55 2A2\/'l'› 
C v bu : pvqve max ;bl2 : qaemax ;b2l : pvqve max P __ 
paAl Al paAll_l Cpu ,_ 
q k A b :qaemax T_T; :._“£.; : 0 01 ; 22 ""“`_Al!l (¿ _¿) 1721 "Ali 1722 `A"l{l_paCpa 
k2A02 . k3A03 . k5\[-li 
1732 Z ;"_"i›p42 : "`_"í"`›p53 : _`_"_- 
Acxcpa cpa A2 lpacpa A2 
3.6 Conclusão: 
Baseando-se nas leis fundamentais-da fisica (conservação de massa e da energia) obtemos 
o modelo do sistema em estudo. 
No nosso caso particular, o trocador de calor, obtemos as equações diferenciais não- 
lineares que descrevem o processo. 
Após a linearização destas equações, obtivemos uma representação do sistema na forma 
de variáveis de estado. Esta forma pode ser transformada facilmente na de frações polinomiais. 
Posteriormente poderemos aplicar as leis de controle mais adequadas para este caso.
CAPÍTULO lv 
s1MULAÇÃo 
4.1 Introdução: 
Neste trabalho propomos um método de análise e projeto para controladores industriais 
multivariáveis. Como aplicação utilizamos um trocador de calor do tipo água-vapor normalmente 
utilizado na indústria de produtos lácteos. 
No capítulo II, fizemos uma retrospectiva dos diversos algoritmos de síntese de 
controladores da teoria de Controle Multivariável.
` 
Já no capítulo III, obtivemos o modelo matemático do trocador de calor baseado nas leis 
básicas que regem os sistemas fisicos em geral. 
Agora neste capítulo, utilizando o modelo linearizado do trocador de calor, analisaremos 
o sistema em malha aberta para posteriormente; dentro das diversas técnicas mostradas no 
capítulo II, escolhermos a proposta de controle mais adequada à resolução do nosso problema. 
Utilizando o software SIMNON* (Simulador de Processos não-Lineares) realizamos 
diversos testes para a veriﬁcação da proposta de controle utilizada. Também realizamos uma 
análise comparativa com controladores normalmente utilizados em ambientes industriais. 
*SIMNON é software da SSP-Swueden.
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As constantes do modelo foram determinadas a partir das dimensões do trocador de calor 
e das propriedades termodinâmicas da água e do vapor. Estes valores podem ser encontradas em 
[Schmidt s4]. 
4.2 Sistema em Malha-Aberta: 
Neste item, realizaremos algumas simulações do trocador de calor em malha aberta. Os 
resultados obtidos nos permitirão conhecer melhor as características do sistema, como, por 
exemplo, tempo de estabilização, o acoplamento entre as saídas, etc. 
Posteriormente, analisando estes resultados em malha-aberta poderemos deﬁnir a melhor 
técnica de controle para o nosso problema. 
Não devemos nos esquecer, conforme mencionado no capítulo III, que o nosso objetivo é 
controlar as duas saídas do TC separadamente, atender as especiﬁcações de controle impostas 
normalmente nestes casos e além disto, a solução deve ser aplicável em ambientes industriais. 
Cabe, neste momento, colocarmos as especiﬁcações de controle para podermos analisar 
adequadamente os resultados de MA. 
Em ordem de importância, para esta aplicação, temos: 
(a) seguimento assintótico de referência; 
(b) controle independente das malhas de saída; 
(c) melhorar a resposta dinâmica do sistema; 
(d) rejeição assintótica de perturbações. 
Simulação em Malha-Aberta: 
Podemos representar o trocador de calor água-vapor (TC) como um sistema composto 
por duas entradas (Ave,Aae) e duas saídas (l,T). A representação deste sistema está apresentada 
na ﬁgura 4.1.
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Para verificarmos o acoplamento entre as relações de Entrada e Saída (E/S), realizamos 
duas simulações. Na primeira, figura 4.2, aplicamos um degrau na entrada Ave (DAVe=-0,02) e 
na segunda, ﬁgura 4.3, aplicamos um degrau na entrada Aae (DAae=-0,1). 
Am; T 
AME 
T. C.
I 
Figura 4.1: Representação do Trocador de Calor 
Êvz
T 
lo us] *H r T- C.
I 
t0 [[3] 
Figura 4.2: Simulação I (Degrau em Ave)
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É-vi:
T
l 
*M2 
tm 
T. C.
| 
to ¡[3] 
Figura 4.3: Simulação II (Degrau em Aae) 
Como condição inicial para as simulações I e II, utilizamos um determinado ponto de 
operação (ou "set-point"-SP), escolhido de maneira a permitir uma boa atuação das entradas de 
controle sem saturação.
~ Entao: 
l=O,37 m; Aae=O,5; 
SP 
T=348,26 K; AVe=0,l . 
Os resultados destas simulações estão nas ﬁguras 4.4[a] (simulação I) e 4.4[b] (simulação 
II). Analisando-as veriﬁcamos que: 
(i) o tempo de estabilização (ts) é aproximadamente 2000 s para a malha da 
temperatura e 3000 s para a do nível; 
(ii) a entrada Ave afeta a saída T muito mais do que a saída l; 
(iii) a entrada Aae afeta a saída T tanto quanto a saída l.
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9-4-l(m) Ú-4-l(n) 
8.38_ 0.35, 
0.36, ' 
0.3_ 
8.34, 
B.25_ D.32_ 
fa) un 0.3 0.2 
Ê 1ø'øø 2ø'øø 3a'øøt(s) da 1'aa zøiaa 3a'aat(s) 
36°-T(R) 36B-T(R) 
asa a5s_ 
349- 356, 
330- . 345- 
320 - 348 
Õ 1ø'øa zaiaa salao t(s) ã 1ø'aa zøba 3a'øø t(_sJ 
Figura 4.4: Resultados [a] Simulação -I e [b] Simulação II 
_Ç_omentários: 
Analisando (ii) e (iii) podemos considerar que existe um desacoplamento parcial no 
sistema, pois a entrada Ave afeta a temperatura T e praticamente não afeta o nível l. Esta 
característica já era esperada pois o volume de água adicionado peloivapor é pequeno. 
Uma possível solução , para as nossas especificações, seria a de utilizar a técnica de 
desacoplamento parcial para resolver o nosso problema. 
Mas, como o tempo de estabilização (ts) das malhas de temperatura e nível é da mesma 
ordem de grandeza, intuitivamente podemos eliminar esta solução de desacoplamento parcial, 
pois ela se aplica a sistemas que possuem o tempo de estabilização das malhas muito diferentes 
(tsi >> tsj). Ver [Rico 89].
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4.3 Desacoplamento Estático: 
Já colocamos anteriormente que o objetivo principal deste trabalho é o controle de 
sistemas multivariáveis a nível industrial. Logo devemos considerar as técnicas de controle 
normalmente utilizadas pela indústria. 
Ainda hoje, na indústria, utilizam-se técnicas de controle clássicas que na maioria dos 
sistemas industriais conseguem soluções satisfatórias. O compensador clássico mais difundido 
neste meio é o Proporcional-Integral-Derivativo (PID). 
Com o surgimento de sistemas mais complexos apareceu a necessidade de adotar-se 
técnicas de controle multivariáveis. Este fato gerou um novo problema: como reformular os 
conceitos já fortemente formados nos gerenciadores de plantas industriais baseados 
principalmente em compensadores do tipo PID. 
Na tentativa de resolver este problema, surgiram duas correntes de trabalho distintas: 
(i) para não perder todo o conhecimento já adquirido com compensadores PID, 
buscou-se mesclar esta técnica de controle monovariável com técnicas de controle 
multivariável; 
(ii) reformular totalmente os conceitos já formados, pois a teoria de controle moderno 
é muito poderosa, possuindo vários métodos de solução utilizando diferentes 
abordagens para solucionar o mesmo problema, permitindo ao projetista várias 
opções de solução. 
A corrente de trabalho (i) é hoje em dia a mais utilizada na solução de problemas em 
plantas industriais, .pois não necessita de uma total reformulação de conhecimentos por parte dos 
gerenciadores de plantas e consegue solucionar a maioria dos problemas satis~fatoriamente. Além 
do que, permite através de um bom planejamento a passagem da teoria de controle clássica para a 
teoria de controle moderna.
49 
- 4 
" Mas como poderíamos mesclar controladores monovariáveis com sistemas 
multi variáveis? " 
Buscando uma resposta a esta pergunta, desenvolveu-se uma teoria, a do desacoplamento 
(já revisada no capítulo II), que busca através de um pré-compensador transformar um sistema 
multivariável em diversos sistemas monovariáveis, sistemas estes que poderiam, então, ser 
controlados por compensadores clássicos monovariáveis. 
Existem, basicamente, três tipos de desacoplamento: estático, parcial e total. O 
desacoplamento parcial já foi analisado anteriormente e não se apresenta como uma boa solução. 
A forma estática é a mais simples embora em alguns casos não seja uma boa solução. 
Analisaremos, a seguir, a aplicação desta técnica ao trocador de calor. 
Algoritmo de Síntese para Desacoplamento Estático (DE)_: 
O desacoplamento estático consiste em determinar uma matriz de pré-compensação que 
torne o sistema diagonal em regime permanente (RP). 
Ao sistema pré-compensado podemos aplicar a lei de controle desejada. A sua 
representação em MF é mostrada na ﬁgura 4.5. 
No controle de plantas industriais, este método é bastante utilizado, [Zhuang 87], e como 
compensadores podemos utilizar PlD's e PI's (PI:Propocional-Integral) in-dustriais . 
Agora, para veriﬁcarmos a validade da aplicação deste método ao nosso caso faremos 
uma simulação, na qual aplicaremos-o no trocador água-vapor.
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Simulação do Desacoplamento Estático: 
A matriz função de transferência P(s), que representa o trocador de calor água-vapor, 
pode ser obtida a partir de sua representação por variáveis de estado, vista no capítulo III, que é 
dada por: P(s) = C ( sI-A )'1 B. 
Então: 
- "pu "plz 
P (S) _ dp dp 
npzl np” 
dp dp 
onde: 
np1¡= 2,610-5 S3 + 2,010-2 S2 +1,810-4 S +1,710-7; 
nplz =1,910-4 S3 - 3,310-3 S2 - 2,910-5 S - 2,710-8; 
np21=1,710-6 S3 + 4,410-6 S2 + 2,710-8 S + 5,810-10; 
npzz =1,210-5 S3 +1,010-5 S2 + 2,010-7 S + 4,210-10, 
dp= S5 + 0,8 S4 + 2,3 10-2 S3 + 1,810-4s2+4,410-7s+2,910-10; 
Então J e K são dadas por: 
586,2 -93,1 1,4 1o'3 9,2 10'2 
J = ' K = 
2,0 1,4 -2,0 1o'3 0,6 
A este sistema pré-compensado, representado pela MFT Q(s) = K . P(s), aplicamos dois 
compensadores monovariáveis, PID1 e PID2. O sistema completo em MF é representado na 
figura 4.6.
51 
Tsp+ T O Iiﬂ ~ ' K _ ~ + P102
I 
Figura 4.6: Sistema em MF com PID+DE. 
Estes compensadores, PID1 e PID2, foram projetados com técnicas clássicas de controle 
através de um sistema especialista, o software SADECA, desenvolvido no LCMI que contém um 
modulo para ajuste baseado em regras de produção ([Kammer 92]). 
Para esta simulação, nos temos: TSp=338K (degrau negativo de 20% de I) e lSp=0,37 m 
(1). A ﬁgura 4.7, mostra a performance do sistema em MF para a melhor sintonia dos PID's, 
Analisando a resposta do sistema notamos que: 
(i) mesmo para a melhor sintonia dos PID's, o 'sistema tornou-se instável; 
(ii) as entradas permaneceram nos níveis de saturação. 
'
' 
Isto nos mostra que, para este caso especíﬁco, a técnica de Desacoplamento Estático 
(DE) + controladores clássicos não pode ser utilizada. 
Podemos justiﬁcar estes resultados baseados nos tempos de estabilização das duas malhas, 
nível e temperatura. O DE para produzir bons resultados deve ter uma das malhas de controle 
com ts muito maior do que a outra, semelhante ao Desacoplamento Parcial. 
4.4 Técnica de Controle Proposta: 
Levando em conta os objetivos deste trabalho, e também que os desacoplamentos parcial 
e estático não são boas soluções para o nosso problema, propomos como solução o 
desacoplamento total (DT) com abordagem polinomial.
A escolha desta técnica deve~se, principalmente, a duas características: 
(i) esta abordagem utiliza uma realimentação de saída unitária, o que facilita a sua 
aplicação em sistemas reais; l 
(ii) o Algoritmo de síntese do controlador é de fácil implementação. 
Algoritmo de Síntese do Controlador: 
Este Algoritmo já foi comentado anteriormente no capítulo II. Consiste de um p - 
compensador de desacoplamento, C1(s), e um compensador para posicionamento de pólos 
C2(s). E inclusive para o projeto de C2(s) podemos utilizar técnicas de controle clássicas. 
Podemos visualizar esta lei de controle, de desacoplamento e posicionamento de pólos, 
aplicado ao Trocador de Calor água-vapor (TC) na ﬁgura 4.8. ' 
3-9- l(m) 
8.6- 
8.4 
8.2-
8 
'1'‹1<›,i__..._._._____ 
368 
348- 
328- 
388 
8.8- 
8.6 
8.4_ 
8.2- 
è I I I I 
1 _ AAE_____ _í________ 
soa 15219 t(s) 
_ AvE___
8 
8.6 
à só ' isbn mà) 
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.Bv 
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Figura 4.7: Resultados da Simulação em MF com PID+DE
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Para uma melhor compreensão do Algoritmo de síntese do controlador, dividiremos-o em 
duas partes: 
(i) síntese do pré-compensador de desacoplamento, C1(s); 
(ii) síntese do compensador de posicionamento de pólos, C2(s). 
THEFÍ5) ` ` AVE T(5) 
‹ O C (S) P‹s› 
'ﬂfrlsi 
_ 
2 - clm (T-C-) '(5) 
Figura 4.8: Técnica de Controle Proposta 
Síntese de C1(§)_: 
Dado que P(s), planta do sistema, pertence a R(0)mxm, então C1(s) pode ser sintetizado 
nas seguintes etapas. 
1: obter uma f.c.d de P(s), P(s)= ND(s).DD(s)'1, onde ND(s),DD(s) pertencem a 
R[s]mXm. 
2: calcular ND(s)'1, onde ND(s)'1 pertence a R(s)mXm~ 
3: calcular os polinômios menores de ND(s) e DD(s), respectivamente an(s) e 
gd(s), onde: 
ân(S) = d@t[ND(S)l = ﬂn(S) ‹ ﬂn`(S); 
e ad(s) = det[DD(s)] = ad(s) _ ad'(s); 
onde an‹(s) é a parte estável de ¿n(s) e a¿'(s) é a parte estável de ¿d(s).
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4: calcular an e ad, tais que': Z[an] pertençam a C+ (isto é : Z[an'] não pertençam a 
C+) e Z[ad] pertençam a C+(isto é: Z[ad'] não pertençam a C+) 
5: calcular o pré-compensador de desacoplamento por: 
C1<s›= ;iÊf%Dd<s›Nd<s›" 
d S 
onde m(s) é qualquer polinômio, tal que Z[m(s)] não pertençam a C+ e C1(s) 
pertença a Romxm. 
~z(& 
Considerando que Q(s) = C1(s).P(s), a MFT do sistema em MA, é diagonal, então seus 
termos são dados por: 
_ - an(S) 
W)'d'“gi~«‹s›«d<›~›i=.,_._,m 
1: calcular o compensador C2(s), por: 
_ ' nci (S) 
onde 1 
Z [ncian + m.ad.dc¡] não pertencem a C+ e C2(s) pertence a Romxm. 
2: calcular o compensador de desacoplamento e posicionamento de pólos por: 
C(s)=C2(s).C1(s), onde a MFT em MF é dada por: 
H(s) : : nei (s)an(s) 1+ C<s›P<s> na <s›a..<s> + dc, <s>m<s›ad (S)
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Comentários: 
O compensador C2(s) pode ser projetado com técnicas clássicas, isto é, para cada 
subsistema monovariável/desacoplado q¡(s)|i=1,..,m projetamos um compensador monovariável 
C2¡(s)|i=l,...,m. Esta estrutura de controle é representada na ﬂgura 4.9. 
Então, cada subsistema em MA, ﬁca: 
nci ('s)an (S) Cz.~-q.z‹s›=------ 
' 
l dz.-(S)azz(S)m(S) 
e, em1\/IF: 
h_ (S) : nci (S)an (S) I 
' nci ('S)an(s) + dci (S)ad (s)n/KS) 
m W 
m W 
Figura 4.9: Compensador C2(s). 
4.5 Cálculo do Compensador: 
Utilizando o Algoritmo descrito no item anterior, podemos, agora, projetar o 
compensador de desacoplamento e posicionamento de pólos aplicado ao trocador de calor água- 
vapor
@‹›_dec¿§.â.L 
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R O 2x2. Analisando a MFT do A MFT que representa o sistema deve pertencer a O( ) 
d seus elementos, n " / d , são funções racionais trocador de calor, P(s), vemos que to os os pl] p 
estritamente próprias. Logo, podemos aplicar o Algoritmo. 
Etapa 1: 
"i bi .L 0 _ 
P(s): dp dp :["¡zi1 "p12:|.Iídp }_I:"pn "¡z|2:|.i:dP 0} 
f_¿›}_l__ _"1i_ "p21 "p22 0 L npzi n pzz 0 dp 
dp dp dp 
Então: 
d 0 
N,,<s›=[Z"“ ""”l;D,z‹s›=[§ dpi;
l ¡z2 ",›22 
onde todos np¡j,dp são pertencentes ao anel dos polinômios R[s]. 
Etapa 2: Calcular ND(s)'1:- 
N (s)_¡: 1 W "p22 *npiz _ d 
. n "'n n 11
, 
"p11"p22 “` "plz p21 1›2l 11 
onde ND(s)'1 pertence a R(s)2X2. 
Etapa 3: Calcular an(s) e ad(s): 
ên(S) = ﬂp11-np22 - “plz-ﬂp21; 
Êd(S) = dpš
I
Etapa 4: Calcular an e ad: 
an = ( s - 3,5.1o9~); 
ad = 1; 
Etapa 5: Calcular C1(s): 
s - 3 5 9 af _ 
c1(s)= ›-10. P “P”
" 1112
. 
m(s) nplinpzz ""¡›12n¡z21 _n1›2l "PU
, 
_ 
onde: m(s) = (s+l)(s+lO)(s+20). 
gozo; 
Seja Q(s), MFT em MA, dada por: 
aH(s) O 
Q<s› = m(s) ~ 
O an(s)
” 
m(s) 
Etapa 1: Calcular C2(s): 
C2(-9) = 
ncl(s) O 
dcl(S) . 
O ›zz‹s›
” 
dc2(S) 
onde nci/dc¡|¡=1,2, podem ser quaisquer controladores. Como já foi 
comentado podemos utilizar técnicas clássicas de controle para projetá-los.
, 
Então primeiro devemos escolher o tipo de controlador e depois 
d€t€fI`IllI`lã.I` 8.S SUaS COl'lSÍ3.nÍeS.
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Pela análise do sistema em MA, podemos escolher um controlador do tipo PI ou PID, mas 
como as constantes de tempo envolvidas são grandes podemos para simplificar, fazer C2,¡(s)= 
ki/s|¡=1,2. Então sub-sistema em MA fica: 
k¡(s - 3,5109) 
s.(s +1).(s + l0).(s + 20)
' C2,¡(5)-qils) = 
Convém salientar que este tipo de controlador rejeita assintoticamente pertubações do 
tipo degrau e, além disto, torna o erro estático do sistema em MF nulo. 
O "root-locus" deste sistema pode ser visto na ﬁgura 4.10, considerando que ki < O (pois 
para k¡>0 o sistema em MF é instável). 
Por simulação os melhores valores de ki são k1=-1,3.lO'12 e k2=-l,3.l0'10. 
Então C2(s) é dado por: 
-1,3.1o"'2
O 
GÁS): i 
É 
-1,3.1o"°'
S 
.¡‹-›
p 
'20 " U 'Í 3.5.10” U 
Figura 4.10: "Root-locus" do sistema com C2(s) e k¡<0.
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Etapa 2: Calcular C(s) = C2(s) . C1(s); 
no cs) 
considerando que Cy (5) = É tem
~ 
ÍCITIOS CIlt80I 
nc11(5)= 0,2 ( 58 +1,ó57 + 0,756 + 3,3.1o-255 + 5,510-4 54 + 4,110-653 +1,3.1o-1852 
+ 2,o.1o-115 +1,o.1o-14); 
nc12(5)=-3,3 (58 -16,757 -14,856 - 0,555 - ó,9.1o-354 + - 3,910-553 - 1,o.1o-752 
-1,1.1o-105 - 4,2.1o~14 ), 
nc21(5)=-3,1 (58 +1,757 + 0,756 + 3,2.1o-255 + 5,510-4 54 + 4,110-653 +1,3.1o-852 
+ 2,010-115+1,o.1o-14); 
nC22(5)=4ó,s ( 58 +77o,s57 +ó49,ó56 +23,755 + 3,1.1o-154 + 1,7.1o-353 + 4,510-652 
+ 5,o.1o-65 +1,9.1o-12), 
‹1c(5)= 5 ( 58 + 31,857 + 255,656 + 390,155 +1ó9,254 + 3,453 + 1,o.1o-252 + 7,510-65 
+ 5,9.1o-18 ). 
4.6 Sistema em Malha Fechada : 
O controlador C(s), calculado no item anterior, é simulado com o modelo não linear do 
Trocador de Calor (TC) utilizando o software SIMNON. 
O diagrama em blocos do sistema em Malha Fechada pode ser visto na ﬁgura 4.11. 
Também, neste diagrama e na simulação, os níveis de saturação das entradas são considerados. 
O ponto de operação (SP) do sistema TC, utilizado nesta simulação, é o seguinte: 
(SP) 1=O,37 m; I=348,26 K; AVE=O,l e AAE=O,5. 
Podemos salientar que em alguns casos na indústria a preocupação maior é com a rejeição 
de perturbações. Isto não inválida o que nós desenvolvemos, pois poderiamos durante o projeto 
do compensador C2(s) utilizar técnicas de rejeição de perturbações, como as vistas no capitulo II.
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É interessante notar que C2(s), calculado anteriormente, deverá rejeitar assintoticamente 
pertubações de carga constantes. 
Para analisar o desacoplamento das variáveis de saída I e T, basicamente, nós realizamos 
dois tipos de testes com o sistema em MF. No primeiro teste, nós aplicamos um degrau negativo 
na referência do nível, e no segundo nós aplicamos um degrau negativo na referência da 
temperatura. 
Para veriﬁcarmos o comportamento do sistema em MF frente a pertubações realizamos 
uma outra simulação. Para tal aplicamos um degrau na válvula de saída AV2 de 33% em relação 
ao valor do ponto de operação. 
Na simulação I, ﬁgura 4.12, temos-o desempenho para as seguintes condições do sistema: 
(i) nível de referência ( IREF ) = 0,3 m ( o que representa um degrau negativo de 20 % 
em relação a 1); 
(ii) temperatura de referência ( TREF ) = 348,26 K ( igual a I). 
AVE A-ÀE 
TREF . * 
i
T 
+ O Õ 3 
I 
' 
Cla) T. C.
¡ REF 
+ .I . 
Figura 4.11: Sistema simulado em MF. 
Já na simulação II, aplicamos um degrau negativo na referência da temperatura. A figura 
4.13, mostra o desempenho do sistema para o seguinte ponto de operação: 
(i) IREI: = 0,37 m ( igual a 1); 
(ii)TREF = 338 K ( degrau negativo de 20% em relação a I).
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E, finalizando, a simulação III, aplicamos um degrau positivo na entrada não controlável 
a 4-l(m) 36ø_ Ttlt) 
ø.35_ 355 
ø.3' 35ø~ 
AV2 (para t>5OO s). Este degrau é de 20%. A ﬁgura 4.14, mostra o desempenho do sistema em 
MF. 
0.25, 345- 
0 '21 
1 | 
3401 
l | ø uma zøøø t (s ) ø aaøø zøaø f¿(s) 
a.5_ Ane ø.a ÉWE 
0.45 8.15- 
B.4_ 8.1 
8.35 6.05 
8.3 
“I O I 01 I O ø 1aøa zøøat(s) a 1099 2øøat(s) 
Figura 4.12: Simulação I. 
Comentários: 
Analisando quantitativamente os resultados das simulações, podemos concluir que: 
Na simulação I: 
(i) ocorreu um transitório de 10% de I, enquanto em malha-aberta era de 20%; 
(ii) erro estático nulo, o que já era previsto pois o controlador utilizado possui um 
integrador;
' 
(iii)as entradas não atingiram os níveis de saturação. 
E para a simulação II, temos:
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(i) ocorreu um transitório de 5% de l, praticamente o mesmo do sistema em MA; 
(ii) erro estático nulo; 
(iii)as entradas, A AE e AVE, não saturaram. 
Ú-4- l(m) 360- TOC) 
8.35- 
350 
D.3_ 
346- 
0.25, 
0.21 
¡ t 
3301 
. ¡ 0 100 2000 t(s) 0 1000 2000 t(s) 
0.6, AM5 0.2- AVE 
O.55_ 0.15- Ú.5~ Ú.1~ 
0.45, 0.0s_
` 
a'41 
| a 
B1 
| | 0 1000 20001: (s) 0 1000 2000 1:(S) 
Figura 4.13: Simulação II. 
Através dos resultados I e II, quantitativamente concluímos que o fato do sistema ser não 
linear provocou um transitório indesejável, tanto no nível como na temperatura, mas que 
permaneceram em níveis satisfatórios. 
A margem de atuação deste controlador pode ser aumentada pois as entradas ainda não 
atingiram a saturação e os transitórios que surgiram ainda são menores que os de MA.
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E, ﬁnalizando, veriﬁcamos pela simulação HI, que o sistema em MF rejeita 
assintoticamente pertubações do tipo degrau, o que já era esperado. 
4.7 Conclusão: 
_ 
Este capítulo mostra como um problema real de controle multivariável a nível industrial 
pode ser especificado e simulado a ﬁm de escolher a abo rdagem e método de controle dentro das 
diversas possibilidades.
i 
0-6 um 380 mn s 
a.4 ~
I 
s 
a 34a ..-- 
a.a 
a aaa 
, 
i_
s
a mta szabø ¢‹z› a mao zona tm 
Rae s s me ~ 
.-1 ø.2 
a a 
miau :aba tm mb zaba uz) 
Figura 4._l4: Simulação III. 
_ 
A ﬁm de deﬁnir a estratégia de controle a ser utilizada realizamos um estudo do sistema 
em ' ' 
Com base nestes resultados, elevando em conta as especiﬁcações de projeto, assim como 
os objetivos deste trabalho concluímos que 0 método mais adequado para este caso é o 
desacoplamento total com posicionamento de pólos.
› 
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O desacoplamento parcial foi eliminado devido as características da planta, onde as 
constantes de tempo das duas malhas de controle são equivalentes. 
Neste ponto o desacoplamento estático aparece como uma perspectiva de solução, o que 
por simulação mostrou,-se insatisfatório. 
A solução proposta para o sistema, desacoplamento total utilizando abordagem 
polinomial, foi então, testado por simulação e mostrou boa performance com o sistema real do 
trocador de calor.
' 
Baseado nestes resultados podemos concluir que a estratégia de controle proposta deve 
ﬁmcionar satisfatoriamente na sua aplicação real.
‹
D 
CAPÍTULO v 
IMPLEMENTAÇÃQ 
5.1 Introdução: 
No capítulo IV, através de simulações, comprovamos 'a possibilidade da aplicação, na 
prática, da técnica de controle proposta. ' 
A partir dos resultados obtidos implementamos um controlador de desacoplamento e 
posicionamento depólos no protótipo de laboratório do trocador de calor. 
O modelo utilizado nas simulações não leva em conta certos detalhes do sistema, como a 
função de transferência dos transdutores de nível e temperatura. Isto, deve-se ao fato de que o 
objetivo principal das simulações era provar a possibilidade da utilização da técnica proposta. 
Para a obtenção do modelo discreto da unidade experimental de laboratório identiﬁcamos 
o processo através de um sistema dedicado. . 
Após esta etapa implementamos_um controlador digital (C(z)), o qual foi testado. no 
laboratório em MF. Os resultados e análises são apresentados no decorrer deste capítulo. 
5.2 Protótipo de Laboratório: 
Para possibilitar a implementação do controlador de desacoplamento e posicionamento de 
pólos, construímos um protótipo do TC no Laboratório de Controle de Processos Químicos do 
Departamento de Engenharia Química da UFSC. ›
11 
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Trocador de Calor: 
O funcionamento fisico do sistema já foi comentado no capítulo III. A forma ﬁnal e 
dimensões do sistema são mostradas na ﬁgura 5.1. 
Onde VV e VA, são as válvulas de controle eletro-pneumáticas, e AVE e AAE são as 
suas respectivas aberturas. 
Và 
^âE Água-fria 
0.6 m 
Vapor VV 
›_ _‹ 0,8 III . a1 
| 
P4 
^vE ' 1.0.» 
(I) dos canos:1I2" ' 
'2 m 
0,2 m 
_ 
I ﬂz ivâivuia de saída] 
1 _ Água-quente 
Figura 5. l_: Unidade Experimental. 
Sistema de Controle e Monitoração: . 
Para a monitoração das variáveis de saída e de controle do sistema, seja em MA ou MF, 
utilizamos um micro-computador, PC-XT compatível, e uma placa de aquisição de dados.
lv 
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A placa é a ADA-10 da Taurus Eletrônica e tem como características principais: 
(a) Conversor A/D com 10 bits de resolução; 
(b) Oito canais de Entradas em tensão de 1 a 5 V; 
(c) Dois canais de Saída em corrente de 4 a 20 mA. 
Para gerenciar este sistema desenvolvemos, em conjunto com o LCMI, um soﬂware que 
opera em tempo real. O tempo de amostragem (ta) utilizado foi de cinco segundos. 
Este sistema de controle e monitoração é representado em blocos na ﬁgura 5.2. 
T Iaca de 
' ‹-› ‹-› ÊVE de dam” ° controle 
.ñ..ñ.E [ADÀ-1 U] 
Figura 5.2: Sistema de Monitoração e Controle. 
5.3 Identificação: 
Para obtermos um modelo do trocador de calor que represente o sistema completo, 
realizamos testes em MA com o objetivo de identifica-lo utilizando um sistema dedicado (ISAC) 
desenvolvido no LCMI, [Lima_90]. 
Como o nosso sistema' é de ordem 2x2, temos que identiﬁcar quatro funções de 
transferência, a saber: 
P(z) = pij(z) I ¡,j=~1,2-
se 
Nesta fase realizamos dois testes em MA com o sistema montado em laboratório. No) 
primeiro teste, aplicamos um salto na entrada AVE, e no segundo, aplicamos um salto na outra 
entrada, AAE. 
Os valores das condições iniciais foram escolhidos de maneira a possibilitar uma boa 
margem de atuação das válvulas de controle. - 
Eles são: 
(*) 1= 0,55 m;1 = 298.15 K; AAE = 0,125; AVE = 0,25. 
Sendo que, no primeiro teste AAVE = 0,25 e no segundo AAAE = 0,315. ' 
A resposta temporal dos sistema em MA pode ser vista na ﬁgura 5.3, testes I e II. f 
Analisando estes resultados obtidos com o ISAC, obtemos as quatro funções de 
transferência: ' “ 
ç (Z)__ 
0,04ó.z-3 (Z)__0,02ó.z'5° 
pl' .z-0,997 P” z-0,994 ~
ç 
0,002.z-3°.(z - 0,449) p“(Z)=° IMZ): z*-0,s30.z-0,157
z 
Comentários Gerais: 
A função de transferência p21(z) é nula. Este resultado já era esperado, pois conﬁrma os 
resultados de simulação, os quais mostravam o baixo acoplamento entre a saída l e a entrada 
AVE. 
Além disto, nestes testes I e II, podemos observar a resposta do sistema em MA para 
posterior comparação com os resultados em MF. A ` 
Com relação aos tempos de estabilização das malhas de saída, temos:
(a) ts(nível) é aproximadamente 3000 s; 
(b) ts(temperatura) é de aproximadamente 2500 s. 
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Figura 5.3: Testes I e II 
5.4 Cálculo do Compensador: 
Podemos com 'base na MFT discreta P(z), identiﬁcada anteriormente, calcular o 
compensador de desacoplamento e posicionamento de pólos, C(z). 
O algoritmo de síntese .do controlador já foi descrito, no capítulo anterior. 
Podemos dividir a síntese do controlador em duas partes, cálculos de C1(z) e de C2(z) 
c,(z) z __“_L°-')__[D,,`(z)`][9N,, (z)]" 
. m(z).ad(z)
C2 (z) = diag|:~:' 
A fração copn`ma pela direita (fcd) que representa o sistema [Nd(z),Dd(z)] é dada por 
N ( ) 0,046 -0,026(z-0,539).(z-0,291) z : “' 0 0,002z“.(z-0,449).(z-0,994) 4 
Dd (Z) = [z3.(z -00,997) 
0
0 
z5°.(z-0,994).(z-0,539).(z-0,291)l 
onde P(z) = Nd(z).Dd(z)-1. 
A 
z
A 
Aplicando o algoritmo ao sistema, o pré-compensador C1(z) ﬁca: 
Cl (Z) : 
A 9,0103 
V [CJ A z5°.(z-0,010).(z-0,449).(z¬0,994), 2›‹2 
c,',, (z)= 0,020 .z” .(z - 0,997 ).(z - 0,449 ).(z _ 0,994) 
c,',2 (z) = 0,026 .z3.(z - 0,997 ).(z,- 0,539 ).(z - 0,291) 
Cl21(Z) = O - 
c,',, (z) = 0,046 .z5° .(z - 0,994').(z - 0,539 ).(z- 0,291) 
A MFT em'MA Q(z) = C1(z).P(z) é dada por: 
. 1 A Q<” =
2X
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Para o projeto do compensador para posicionamento de pólos C2(z) devemos levar em 
conta as especiﬁcações de projeto, inicialmente impostas. 
Um integrador consegue solucionar estes problemas, além disto possui somente um 
parâmetro para ser projetado, facilitando o seu cálculo. 
TF:EF+ . T › 
I REF I 
ÍI ' 'I' 
Figura 5.4: Sistema desacoplado com PP. 
Então C2(z) ﬁca: 
C2 (z) = diagliiz-] z 1 _ ¡=1,2 
Podemos representar o sistema desacoplado, como dois sistemas monovariáveis. Esta 
_ representação pode ser vista na ﬁgura 5.4. 
Deﬁnindo g¡(z) = C2,¡(z).q¡(z)|¡=1,2,temos: 
‹z› - kf gi ` z”.(z-1).(z - 0,01)
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Na ﬁgura 5.5, temos o "root-locus" da ﬁmção de transferência g¡(z). 
_ Im
I 
8 assíntutas 8 assíntotas 
acada 10° acada10° 
.zd 
. --¡ 
'1 (351 0,01 1 He 
8 assíntotas 3 aggínmtas 
afiada 10° acada 10° 
'Í 
Figura 5.5: "Root-locus" de G¡(z). 
Analisando o "root-locus" da 'função de transferência g¡(z), determinamos que 
k¡=1. l0'4|¡=1,2 satisfaz as especificações de projeto. 
Para a validação, realizamos vários testes em laboratório, onde concluímos que os 
melhores valores para ki são: 
k1=1,0.1O'-4 (malha de temperatura) e k2=2,0.1O'4 (malha do nível).
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O compensador de Posicionamento de Pólos, C2(z), ﬁca :
O 
C2(Z)= 2-1 210* z 
0 iiz-1 
O compensador C(z)=C¡j(z)| ¡,j=1,2, ﬁca: 
0,02 .kl .(z - 0,997) C” (Z) _ z”.(z2 -1,01.z+ 0,01) 
0,023 .k¡.(Z3 -1,827.22 + 0,984 .Z - 0,156) 
246 .(24 - 2,453 .Z3 + 1,914 .ZZ - 0,465 .z + 0,004) 
C21(Z3)= O 
(Z) Z 0,042 ./‹,.(z 
- 0,s3.z2 +0,157 .z) 
22 z -1,459.z2 +0,4ó3.z-0,004 
C12 (Z) =
C 
5.5 Resultados: 
Para analisarmos o desempenho do controlador C(z) realizamos, basicamente, dois testes 
(III e IV) no protótipo de laboratório em Malha Fechada. 
Para posterior comparação entre a estrutura proposta e outra normalmente utilizada em 
ambientes industriais (PID+DE), realizamos outro teste (V) em MF com dois PID's. 
Resultados de Cgzzz , 
No primeiro teste (III), aplicamos um degrau na referência do nível (IREF) de 20% e a 
referência da temperatura (TREF) permaneceu constante.
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Os valores iniciais para o teste Ill, foram os seguintes: 
- IREFO = 0,56 m ; TREF0 = 32,0 OC (305,15 K), 
e o SP: 
- IREI: = m TREF = OC. 
Na figura 5z6, temos os resultados do teste III realizado em laboratório. 
Já para o teste IV, aplicamos um degrau na outra referência (TREF) e IREF permaneceu 
constante. 
As condições iniciais para o teste IV, foram as mesmas do teste III. E o novo valor de 
referência para a temperatura foi: TREF = 40° C (3l3,l5 K), aproximadamente um degrau de 
20%. 
Podemos visualizar os resultados para o teste IV na figura 5.7. 
1‹°c› 
I-I-ﬁlﬁãlhãﬂúãnã 
íáﬂíhﬂítﬂítﬂ 
53553353 
l'1"'|VY|`V¬ll'l\'V'7'Wf\' 
111.11 1111 11111-21 
611.11 
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1111113 1 111.11 1›‹11a31 
0.0 1 1 1 1 1 1|› 
11.11 11.5 1.11 1.5 2.11 2.5 1151 
1 1 1 1 1 1|› 
0.0 0.5 1.0 1.5 2.0 2.5 t(s) 
611.11 1111z‹›‹1a'2› nuz‹×1ø'21 
511.0 
411.11 
311.11 
211.11 
111.11 
q 
‹×11a3› 
0.0 1 1 1 1 1 1|› 
0.0 0.5 1.0 1.5 2.0 2.5 t(s) 0.0 0.5 1.0 1.5 2.0 2.5 115) 
P_I'_|hJI.`IJL¡JÉ|J 
$G|'l€¢ﬂ$f-"SÉ-H 
íššššííš
T 
‹×11a31
~ 
Figura 5.6: Resultados de laboratório para o teste III.
Comentários: 
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O objetivo da realização dos teste III e IV é o de analisar o desempenho do controlador 
proposto frente as especificações de projeto inicialmente impostas. 
Analisando os resultados, ﬁguras 5.6 e 5.7, observamos que: 
(H) Podemos considerar que as malhas do nível e da temperatura foram desacopladas, 
pois ocorreu apenas um pequeno transitório, de cerca de 5%, nos testes III e IV. 
(b) Ocorreu uma sensível melhora na resposta dinâmica do sistema. O tempo de 
estabilização melhorou em cerca de 10%, tanto para o nível como para a 
temperatura. 
(c) O erro estático para as duas variáveis de saída é nulo. 
9.5 
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| | 1 | | ir 
9.9 9.5 1.9 1.5 2.9 2.5 t(s) 
I-I-*'I.*IJI.*IJCAJGAJ.§ 
il'-I'I$Ll'I5GI'I$GJ"I$ í$$$$$$$$ 
T(° C) 
‹›‹1ø3› 
| : | 1 1 ir 
9.5 1.9 1.5 2.9 2.5 t(s) 
n-na-na-m 
ÍBJLIÍÉÉÚÊ 
Íšííšííí 
nz.z‹×1a'2› 
‹›‹1a 3) 1:11:11» 
2.5t(s) 9.9 9.5 1.9 1.5 2.9 
I-.I-H 
ÊÚBJ 
GnJÚIJ..§ 
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SGH 
Si-Hi 
E5 
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33 
53% 
n.›z‹×1|r2› 
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| | 1 1 : lr 
9.5 1.9 1.5 2.9 2.5 t(s) 
Figura 5.7: Resultados de laboratório para o teste IV.
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Result d d PID+DE° _ LQLL __- 
Como já foi mencionado anteriormente, realizamos um teste com outro compensador para 
posterior comparação. 
O compensador utilizado para análise consiste de dois PID's, um para malha do nível e 
outro para a de temperatura em conjunto com um pré-compensador para Desacoplamento 
Estático.
_ 
Para projetarmos os controladores, PID, utilizamos o modelo identiﬁcado do TC e o 
sistema especialista SADECA. E o de DE através do método mostrado no capítulo IV. 
O melhor ajuste, obtido através do SADECA, para os PID's foi o seguinte: 
(a) PID1 (malha de temperatura): KC : 0,24; T¡ : 80,0 s; Td : 0 s. 
(b) PID2 (malha do nível): KC 1 7,0; T¡ : 20,0 s; Td : 0 s. 
12.0 1‹11×10'1› 00.0 T<°0 
10.0 25.0 Mm 
0.0 20.0 
5.0 15.0 
~ 10.0 
×103 5.0 11103 
1 1 1 1|› 0.0 1 1 1 111 
.0 0.5 1.0 1.5 1151 
Ihãzãn ÉS 
É É 
É É Í É-H H É H Lfl É 1-s ÚÍ `.f 
115z1×10'2› 
. 50.0 M 1111é‹›‹10'2› 
00.0 
20.0 
11103 10.0 11103 
1 1 1 11› 
' 
8.9 1 1 1 1|› 
0.0 0.5 1.0 1.5 1151 0.0 0.5 1.0 1.5 115) 
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íííííííí 
Figura 5.8: Resultados de laboratório para o teste V.
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As condições iniciais para este teste foram: 
- IREFO = 0,6 In; TREFO = O 
E o SP ( nova referência): 
- lsp = 0,6 TREF0 = O 
Os resultados deste teste, com os PID's, podem ser vistos na ﬁgura 5.8. 
Comentários: 
Analisando os resultados do teste V, podemos veriﬁcar que: 
(a) a entrada de controle Ave permaneceu saturada em todo o teste; 
(b) a entrada Aae, mesmo com o nível já estabilizado no SP, tornou-se crescente; 
(c) conforme era esperado, ver resultados de simulação no capítulo IV, esta estrutura 
não conseguiu controlar o sistema multivariável em MF. 
5.6 Conclusão: 
Neste capítulo mostramos que a técnica de controle proposta obteve um desempenho 
satisfatório nos testes realizados em laboratório, baseados no modelo identiﬁcado do sistema 
através dos testes em MA. 
Estes resultados, realizados em laboratório, são semelhantes aos resultados simulados no 
capítulo IV, o que comprova a validade da método «usado para o projeto do controlador. 
A comparação com as técnicas clássicas de controle, também demonstrou que a solução 
proposta obteve um bom resultado.
CAPÍTULO V1 
CONCLUSÃO 
Neste trabalho, procuramos diminuir a distância existente entre a teoria de controle de 
sistemas lineares multivariáveis e a sua implementação prática em plantas industriais. 
Para tal, utilizamos, como sistema de estudo, um trocador de calor água-vapor constmído 
especialmente para esta finalidade. 
Posteriormente, projetamos e implementamos um controlador multivariável mais
~ adequado ao sistema em questao. 
As simulações e os resultados práticos nos demonstraram a validade do método utilizado 
no projeto do compensador para O trocador de calor. 
Contribuições: 
Como contribuições mais importantes deste trabalho, destacamos: 
(a) Implementação de um controlador multivariável viável em ambientes industriais, 
através da aplicação da metodologia de projeto de sistemas; 
(b) Projeto do controlador de maneira a atender as especiﬁcações do sistema em Malha 
Fechada inicialmente impostas;
P 
(c) Estrutura construída (processO/interface/controle) possibilita O desenvolvimento de 
futuros trabalhos na área.
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Perspectivas Futuras: 
Para a continuidade do trabalho e futuras pesquisas, propomos: 
(a) Analisar o desempenho do sistema em Malha Fechada frente a perturbações 
externas; 
(b) Melhorar a resposta dinâmica do sistema; 
(c) Projetar e implementar outros controladores para posicionamento de pólos, como, 
por exemplo PID's; 
(d) Desenvolver um método de controle que atenda toda a faixa de atuação do sistema, 
possivelmente métodos adaptativos, não-lineares ou de controle robusto; 
(e) Estudar a aplicabilidade de outros métodos existentes na teoria de controle 
multivariável diferentes do desacoplamento.
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